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THE DISTRIBUTION OF SANDPILE GROUPS OF RANDOM GRAPHS
MELANIE MATCHETT WOOD
Abstract. We determine the distribution of the sandpile group (a.k.a. Jacobian) of the
Erdo˝s–Re´nyi random graph G(n, q) as n goes to infinity. Since any particular group appears
with asymptotic probability 0 (as we show), it is natural ask for the asymptotic distribution
of Sylow p-subgroups of sandpile groups. We prove the distributions of Sylow p-subgroups
converge to specific distributions conjectured by Clancy, Leake, and Payne. These distribu-
tions are related to, but different from, the Cohen-Lenstra distribution. Our proof involves
first finding the expected number of surjections from the sandpile group to any finite abelian
group (the “moments” of a random variable valued in finite abelian groups). To achieve this,
we show a universality result for the moments of cokernels of random symmetric integral
matrices that is strong enough to handle dependence in the diagonal entries. We then show
these moments determine a unique distribution despite their pk
2
-size growth.
1. Introduction
Given a graph Γ, there is a naturally associated abelian group SΓ, which has gone in the
literature by many names, including the sandpile group, the Jacobian, the critical group,
the Picard group. The order of SΓ is the number of spanning trees of Γ. In [Lor08], Loren-
zini asked about the distribution of sandpile groups of random graphs. In this paper, we
determine this distribution. In [CLP13], Clancy, Leake, and Payne noticed that sandpile
groups did not appear to be distributed according to the well-known Cohen-Lenstra heuris-
tics [CL84]. They conjectured certain new heuristics would govern how often various abelian
groups appear as sandpile groups. In particular, we prove the distribution is as they conjec-
tured.
For 0 < q < 1, we let Γ ∈ G(n, q) be an Erdo˝s–Re´nyi random graph on n vertices with
independent edge probabilities q. One might first ask, for a finite abelian group G, what is
limn→∞ P(SΓ ≃ G)? In fact, as we prove in this paper (Corollary 9.3),
lim
n→∞
P(SΓ ≃ G) = 0,
showing this is too fine a question. We will instead ask a coarser question about SΓ. For
example, the sandpile group of Γ is asymptotically almost never Z/8Z⊕Z/3Z⊕Z/11Z, but
we could ask, how often is its 3-part Z/3Z? A finite abelian group G is simply the direct
sum of its Sylow p-subgroups. Let SΓ,p be the Sylow p-subgroup of SΓ. We will ask, for a
fixed prime p, how often is SΓ,p a particular finite abelian p-group G.
Theorem 1.1. Let p be a prime and G a finite abelian p-group. Then for a random graph
Γ ∈ G(n, q), with SΓ,p the Sylow p-subgroup of its sandpile group,
lim
n→∞
P(SΓ,p ≃ G) = #{symmetric, bilinear, perfect φ : G×G→ C
∗}
|G||Aut(G)|
∏
k≥0
(1− p−2k−1).
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Note the product on the right does not involve G and plays the role of a normalization
constant. Also, the entire right-hand side above does not depend on q, the edge-probability
of the random graph. If G =
⊕
i Z/p
λiZ with λ1 ≥ λ2 ≥ · · · and µ is the transpose of the
partition λ, then we can express the fraction on the left very concretely as
(1)
#{symmetric, bilinear, perfect G×G→ C∗}
|G||Aut(G)| = p
−
∑
i
µi(µi+1)
2
λ1∏
i=1
⌊
µi−µi+1
2
⌋∏
j=1
(1− p−2j)−1
(see proof of Lemma 7.2). For large p, every factor other than the leading power of p is near
1. For example, if G = Z/prZ, the right hand side of Theorem 1.1 is ≈ p−r. If G = (Z/pZ)r,
the right hand side of Theorem 1.1 is ≈ p−r(r+1)/2. This explains why cyclic groups are
seen as sandpile groups so much more often than higher rank groups of the same size. For
example, the Sylow 7-subgroup of a sandpile group is Z/49 about 7 times as often as often
as it is (Z/7Z)2.
In fact, we show quite a bit more than Theorem 1.1. In particular (see Corollary 9.2) for
any finite set of primes we give the asymptotic probabilities of particular Sylow subgroups
at all of those primes, and we find that the Sylow subgroups at different primes behave
(asymptotically) independently.
To prove Theorem 1.1, we first prove a complete set of moments for the random groups
SΓ. Let Sur(A,B) denote the set of surjective homomorphisms from A to B.
Theorem 1.2. Let G =
⊕r
i=1 Z/aiZ be a finite abelian group with ar|ar−1| · · · |a1. Then for
a random graph Γ ∈ G(n, q), with SΓ its sandpile group,
lim
n→∞
E(#Sur(SΓ, G)) =
∏
i
ai−1i .
The product
∏
i a
i−1
i occurs as |∧2G|. We refer to E(#Sur(SΓ, G)) as the G-moment of SΓ.
For comparison, if H is a random group drawn according to the Cohen-Lenstra heuristics,
then for all finite abelian groups G the G-moment of H is 1 [CL84, Proposition 4.1(ii)
and Corollary 3.7(i)] (see also [EVW09, Section 8]), whereas in our case the G-moments
depend on the group G. We also obtain an exponentially decreasing (in n) error term (see
Theorem 6.2) for Theorem 1.2.
We then show (in Section 8) that the moments in Theorem 1.2 determine the distribution
as given in Theorem 1.1, despite the moments’ growing too fast to use the usual probabilistic
methods to show that moments determine a unique distribution. We also deduce many
other statistics of sandpile groups of random graphs, including the distribution of their p-
ranks (see Corollaries 9.1 and 9.4). For example, the probability that p divides |SΓ| goes to
1−∏k≥0(1−p−2k−1). Even more concretely, the probability that a random graph Γ ∈ G(n, q)
has an even number of spanning trees goes to ≈ .5806. We conclude in Corollary 9.5 that
the probability that SΓ is cyclic is asymptotically at most
ζ(3)−1ζ(5)−1ζ(7)−1ζ(9)−1ζ(11)−1 · · · ≈ .7935212,
where ζ is the Riemann zeta function, differing from a conjectured value [Wag00, Conjecture
4.2], and in Corollary 9.6 that the probability that the number of spanning trees of Γ is
square-free is asymptotically at most ζ(2)−1ζ(3)−1ζ(5)−1ζ(7)−1ζ(9)−1 · · · ≈ .48240306, again
differing from a conjectured value [Wag00, Conjecture 4.4]. See also [Lor08, Section 4] for
some questions and results on the topic of how often the sandpile group of a graph is cyclic.
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1.1. Sandpile groups. For a general introduction to sandpile groups and some beautiful
pictures of sandpiles, see the Notices’ “What is . . . a sandpile?” [LP10]. There is also
an overview given in [NW11] of the way the group has arisen in various contexts. One
convenient definition is that SΓ is the cokernel of the reduced Laplacian ∆Γ of Γ (see [Lor90]
and also Section 2.2). Thus |SΓ| = |Det(∆Γ)|, which is the number of spanning trees of Γ
by Kirchhoff’s matrix tree theorem.
The name “sandpile” comes from work studying the dynamics of a sandpile, which is
a situation in which there is a number of chips at each vertex of a graph, and a vertex
with at least as many chips as its degree can topple, giving a chip to each of its neighbors.
(This is also called a chip-firing game, as originally studied in [BLS91].) The sandpile group
parametrizes certain configurations of chips, called recurrent sandpiles, and is intimately
related to the dynamics of the sandpile. This sandpile model was first studied in statistical
physics in 1988 [BTW88] (see also [Dha90, Gab93a, Gab93b, Big99]). The sandpile group
is also related to the Tutte polynomial of the graph. A generating function for counting
elements of the sandpile group, as recurrent sandpiles, by their number of chips (on non-sink
vertices) is given by T (1, y), where T is the Tutte polynomial [L9´7, Gab93a, Gab93b]. See
[HLM+] for a survey of some of these aspects of sandpiles.
In an analogy between Riemann surfaces and graphs, the sandpile group has been studied
and called the Jacobian (or Picard group or critical group) of the graph [BdlHN97, Big97].
In this context, the group is a discrete analog of the Jacobian of a Riemann surface. In fact,
this analogy can be made precise, and the group of components of the Ne´ron model of a
Jacobian of a curve over a local field is given as a Jacobian of a graph [Lor89, BL02]. In
this analogy, the order of the sandpile group appears in the “analytic class number formula”
for graphs [HST06], and versions of Riemann-Roch and the Riemann-Hurwitz formulas are
known for the Jacobian of graphs [BN07, BN09].
In part motivated by these many connections, the sandpile group has also been studied
as an interesting invariant of graphs in its own right and determined for many families of
graphs (see the Introduction to [AV12] for pointers to some of this vast literature).
1.2. Why those probabilities: the relation to the Cohen-Lenstra heuristics. Some
experts had speculated that sandpile groups of random graphs might satisfy a Cohen-Lenstra
heuristic. The Cohen-Lenstra heuristics [CL84] were developed to predict the distribution of
ideal class groups of quadratic number fields, which are finite abelian groups that measure the
failure of unique factorization in quadratic rings of algebraic integers such as Z[
√−5]. The
basic principle is that a finite abelian group G should occur with probability proportional to
|Aut(G)|−1, barring any known bias in how groups appear. It is a well-known phenomenon
that objects often occur inversely proportionally to their number of automorphisms. As in
our case, with this heuristic, each group must appear with probability 0 because the sum of
|Aut(G)|−1 over all finite abelian groups is infinite, but as in this paper, the usual approach
is to study the occurrence of a given Sylow p-subgroup G, which is expected to occur with
positive probability proportional to |Aut(G)|−1.
As a first guess, this is a good one, and in fact the expected value given in Theorem 1.2
when G is cyclic agrees with the average from the Cohen-Lenstra distribution, as was noticed
empirically in [CLK+14]. But higher averages do not agree with those from the Cohen-
Lenstra distribution. The Cohen-Lenstra distribution has been generalized to many other
distributions where there is some additional feature of the relevant finite abelian group.
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Even in the original Cohen-Lenstra paper [CL84], they modified the heuristic to predict the
distribution of Sylow p-subgroups of class groups of real quadratic and higher degree abelian
number fields for “good” primes p. Gerth [Ger87a, Ger87b] gave different heuristics to
predict the distribution for “bad primes”. Cohen and Martinet gave different heuristics that
predict the class groups of any kind of extension of any number field [CM90]. New heuristics
have been suggested by Malle [Mal08, Mal10] and Garton [Gar12] to replace Cohen and
Martinet’s heuristics when there are roots of unity in the base field. (Note that our moments
in Theorem 1.2 agree with the “q = 1 case” of the moments in [Gar12, Corollary 3.1.2], where
the quotes are because the work in [Gar12] is motivated by work over a function field over
Fq.) Most closely related to the situation for sandpile groups are Delaunay’s heuristics for
the distribution of Tate-Shafarevich groups of elliptic curves [Del01] (see also [BKLj+13]).
These groups are abelian and conjecture ally finite, and if finite have a non-degenerate,
alternating, bilinear pairing. So Delaunay formulated heuristics that replaced Aut(G) with
automorphisms of G that preserve the pairing.
In fact, the sandpile group comes with a canonical perfect, symmetric, bilinear pairing (see
[Lor00, BL02, Sho10]), and so Clancy, Leake, and Payne [CLP13] guessed that this pairing
should play a role in the distribution. They conjectured, based on their empirical results,
that a particular group G with pairing 〈, 〉 should appear with probability proportional to
|G|−1|Aut(G, 〈, 〉)|−1. Unlike the situation for alternating pairings, where each isomorphism
class of group has a unique isomorphism type of pairing, there are many isomorphism types
of symmetric pairings, especially for 2-groups. The right-hand side of Theorem 1.1 is what
we obtain when summing the heuristic of [CLP13] over all pairings for a given group. It
would be very interesting to have a refinement of Theorem 1.1 that determines how often
the various pairings occur for each group, and in particular to see if they indeed agree with
the prediction of [CLP13].
1.3. Connections to random matrices. When Γ is a random graph, the reduced Lapla-
cian ∆Γ is a random matrix, so one naturally arrives at the question of cokernels of random
matrices with integer coefficients. In [CLK+14], Clancy, Leake, Kaplan, Payne and the cur-
rent author show that for a random symmetric matrix over the p-adic integers Zp, drawn
with respect to Haar measure, the cokernels are distributed as in Theorem 1.1. This is an
analog of the work of Freidman and Washington [FW89] that showed that cokernels of ran-
dom matrices over Zp, drawn with respect to Haar measure, are distributed according to the
Cohen-Lenstra heuristics.
For more general distributions of random matrices over Zp, Maples has a universality result
showing that random matrices over Zp with independent, identically distributed entries have
cokernels distributed according to the Cohen-Lenstra heuristics [Map13a]. Since the Sylow p-
subgroup of the cokernel is trivial if and only if the matrix is invertible modulo p, determining
the distribution of the Sylow p-subgroups is a refinement of the question of singularity of
random matrices, which has been well studied over R, and was studied by Maples over finite
fields in [Map10]. Maples’s work builds on and uses ideas from the work on estimating the
singularity probability of a random matrix with ±1 i.i.d. entries of Kahn, Komlo´s, Szemeredi
[KKS95] and Tao and Vu [TV06, TV07] (see also [Kom67, Kom68, BVW10] for work on the
singularity probability of a random matrix over R). This work all relies crucially on the
independence of the entries of the matrix.
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Our matrices ∆Γ are symmetric, which adds significant difficulty over the case of inde-
pendent entries. In the case of singularity probability of symmetric matrices over R with
independent entries on and above the diagonal, Costello, Tao, and Vu obtained the first
good bound [CTV06], with improvements by Costello [Cos13] and Nguyen [Ngu12], and the
current best bound due to Vershynin [Ver11]. The methods of these papers have the po-
tential to address the question of p-ranks of symmetric matrices and their cokernels. (For
example, Maples has posted an announcement of results [Map13b] giving the distribution
of ranks of random symmetric matrices over Z/pZ.) However, the previous methods for
studying the singularity probability are not suited for determining more than the p-ranks of
symmetric matrices, and so for example cannot distinguish between the groups Z/pZ and
Z/p2Z. (There is also the added complication in our case that the diagonal entries of the
matrix ∆Γ are not independent from the rest of the entries.)
In order prove our main result, we therefore take a rather different approach than the work
discussed above, though with some similar themes. On the path to our results on sandpile
groups, we also give a universality result purely in the context of random matrices. In
particular, we determine that the universal distribution of Sylow p-subgroups of cokernels of
symmetric random matrices over Z (with independent entries on and above the diagonal) is
the distribution in Theorem 1.1 (see Theorem 6.1 and Remark 9.7). We also prove asymptotic
independence of the joint distribution for finitely many primes p.
1.4. Our method to determine the moments. We prove Theorem 1.2 via a result in
which a much more general random symmetric matrix replaces the graph Laplacian (see
Theorem 6.1). When then prove (in Theorem 8.2) that these moments in fact determine
a unique distribution. These are universality results that show for a large class of random
symmetric matrices over Z, their cokernels have the same moments and the same distri-
bution, asymptotically. We are thus able to use the case of cokernels of uniform random
symmetric matrices over Z/aZ, whose distributions were determined in [CLK+14], and by
our universality results, deduce that the moments and distribution of this simple case hold
in great generality.
There are some interesting features of our method, in particular in comparison to previous
work. First of all, we only have to consider linear Littlewood-Offord problems, and not qua-
dratic ones (as in [CTV06, Cos13, Ngu12, Ver11]), even though our matrices are symmetric.
Second, our method can easily handle the dependence of the diagonal of the Laplacian on
the rest of the entries. Third, we in fact obtain the moments, which are interesting averages
in their own right and have been studied at length for finite abelian group valued random
variables in the work related to the Cohen-Lenstra heuristics. (For example, Davenport and
Heilbronn [DH71] determined the Z/3Z-moment of the class groups of quadratic fields. See
also [Bha05, EVW09, EVW12, FK06, FK07, Gar12] for other examples of results in number
theory about certain G-moments of class groups.) Fourth, the moments only depend on the
reduction of the matrix entries from Z to Z/aZ for some a, so we are able to work with
random symmetric matrices over Z/aZ. (Of course, we need all the moments, so we must
work over Z/aZ for each a.)
Theorem 1.2 gives the expected number of surjections SΓ → G. The sandpile group is
SΓ = Z
n−1/∆ΓZ
n−1, so it suffices to determine to probability that a surjection F : Zn−1 → G
descends to SΓ (for each F ). Equivalently, we determine the probability that F∆Γ = 0. This
is a system of linear equations in the coefficients of ∆Γ. The system is generated by on
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the order of n equations and is in
(
n
2
)
variables. (This contrasts with the usual Littlewood-
Offord problem which is 1 equation in n variables.) Unfortunately, the natural generators
for this system have only order n of the
(
n
2
)
coefficients non-zero! The system of equations
is parametrized by Hom(Zn−1, G∗) = (G∗)n−1, where G∗ is the group of characters on G.
Further, some nontrivial C ∈ (G∗)n−1 (we call these special) turn out to give equations in
which all of the coefficients are 0, and which C are special depends on the choice of F .
So while we have linear Littlewood-Offord type problems over Z/aZ (with a not necessarily
prime, and with a growing number of linear equations instead of a single equation), the
difficulty is to understand what structural properties of F and C influence how many of the
coefficients of these equations are 0. We develop two new concepts, depth and robustness to
capture this key structure. We will give a brief overview of these concepts now; full details
are included as the concepts arise in the paper.
For σ ⊂ [n − 1], let Vσ denote the column vectors in Zn−1 that have σ entries 0. Depth
captures the structural properties of F that influence how many non-zero coefficients appear
in our system of equations. For an integer D with prime factorization
∏
i p
ei
i , let ℓ(D) =∑
i ei.
Definition. The depth (depending on a parameter δ > 0) of a surjection F : Zn−1 → G is
the maximal positive D such that there is a σ ⊂ [n − 1] with |σ| < ℓ(D)δ(n− 1) such that
D = [G : FVσ], or is 1 if there is no such D.
Robustness captures the structural properties of C that influence how many non-zero
coefficients appear in a particular equation, given F . Viewing F ∈ Hom(Zn−1, G) and
C ∈ Hom(Zn−1, G∗), we can add them to obtain F + C ∈ Hom(Zn−1, G⊕G∗).
Definition. Given F , we say C is robust for F (depending on a parameter γ > 0), if for
every σ ⊂ [n− 1] with |σ| < γ(n− 1),
ker(F + C|Vσ) 6= ker(F |Vσ).
We identify the special C exactly in terms of F . Despite their rarity, the special C give
the limit in Theorem 1.2 (the main term in Theorem 6.2). The remaining cases form a
complicated error term that we must bound. For F of depth 1, for non-special C we prove
the associated equation has at least order of n non-zero coefficients, and for robust C we
prove the associated equation has at least order of n2 non-zero coefficients. For each larger
depth, we compare F to a combination of a depth 1 “F” for a subgroup of G (where we use
the above) and an “F” for a quotient group of G (where we use an Odlyzko-type bound).
There is a delicate balance between the number of non-zero coefficients we can get in each
case and the number of pairs (F,C) that fall into that case.
Finally, to deal with the dependence of the diagonal in ∆Γ, we actually do all of the above
for a matrix with independent diagonal entries and then enlarge F to condition on what we
require of the diagonal.
1.5. Our method to determine the distribution from the moments. The question
of when the moments of a distribution determine a unique distribution is well-studied in
probability and called the moment problem. Roughly, if the sequence of moments of a random
6
variable does not grow too fast, then the distribution of the random variable is determined
by the moments. For example, Carleman’s condition states that if
∑∞
k=1m
−1/(2k)
2k diverges,
then there is a unique distribution on R having mk as the kth moment [Dur07, Section 2.3e].
The standard counterexample is based on the lognormal density and has kth moment ek
2/2.
In particular, there are many R-valued random variables X with distinct distributions, such
that for every k, we have E(Xk) = ek
2/2.
In our problem, the moments grow like the lognormal counterexample. One can see this
even if we were only interested in the p-ranks of sandpile groups. Recall our moments
are indexed by groups, but we will compare some of them to a usual moment. Note that
Hom(SΓ, (Z/pZ)
k) = Xk for X = pp-rank(SΓ). By adding Theorem 1.2 over all subgroups G of
(Z/pZ)k we conclude E(Xk) is of order p(k
2−k)/2. However, the fact that our random variable
X can only take values in powers of p makes the problem of recovering the distribution not
completely hopeless.
If we were interested just in p-ranks (and did not want to distinguish between Z/pZ and
Z/p2Z for example), we could apply a method of Heath-Brown [HB94a, Lemma 17]. His
strategy can be used to show that if X is a random variable valued in {1, p, p2, . . . }, and
there is a constant C such that for all integers k ≥ 0 we have E(Xk) ≤ Cpk2/2, then the
distribution of X is determined by its moments. Heath-Brown uses coefficients of precisely
constructed analytic functions of one variable to lower-triangularize the infinite system of
equations given by the moments. (See also [FK06, Section 4.2] which has a similar result
but with a method that does not generalize to suit our needs.)
In order to recover the distribution of the entire Sylow p-subgroups of the sandpile group,
we develop a generalization of Heath-Brown’s method that replaces the analytic functions
of one variable with analytic functions of several complex variables. However, the straight-
forward generalization which uses Health-Brown’s functions for each variable is too weak
for our purposes. We perfectly optimize a function in each variable for our needs, and our
moments are just small enough for it to work. In the end, we prove that mixed moments
determine a unique joint distribution in cases where, as above, the moments are growing too
fast to use Carleman’s condition but where we have a restriction on the values taken by the
random variables.
1.6. Further questions. This work raises many further questions. While we obtain an error
bound in n for Theorem 1.2 (see Theorem 6.2), we have not made explicit the dependence
of the constant in that error bound on G. It would be interesting to know if such an explicit
dependence could translate into an error bound in n for Theorem 1.1, and of what size.
We also work with p fixed, and therefore our methods are not ideal for questions that
require consideration of p large compared to n, such determining the probability that SΓ is
cyclic (for which we obtain only an upper bound, though at what, in light of our results,
seems very likely to be the correct answer). It would be very interesting to know if our
approach could be combined with ideas from [Map13a], which are uniform in p, to determine
the probability that SΓ is cyclic. As a byproduct of understanding the group structure, we
have determined the distribution of the size of |SΓ| in the p-adic metric, but it is also natural
to ask about the distribution of |SΓ| as a real number. While from the above we see that it
is any particular size with asymptotic probability 0, we can ask about the probability that it
lies in appropriately sized intervals. As discussed above, it would also be nice to have results
on the distribution of the pairing on SΓ.
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Another interesting question is whether results such as Theorems 1.1 and 1.2 hold for other
models of random graphs or whether the values of the probabilities and the moments change
(see [CLK+14, Remark 2]). Our results already allow the edge probabilities to vary as long
as they are independent and bounded above and below by a constant. However, it would
be interesting to know if one obtains the same distribution on sandpile groups for sparser
graphs, in particular in the case of G(n, q) when q ≥ (1 + ǫ) log(n)/n in which the graph is
still asymptotically almost surely connected. There is a analogous question for denser graphs
(and if q gets too large, the graphs will be too close to complete graphs and will definitely
not follow the distribution of Theorem 1.1). It would also be interesting to determine the
distribution of sandpile groups of r-regular graphs.
In this paper we work with random symmetric matrices as the basic object, and we have
already had to deal with one kind of dependency (beyond the symmetry) in our matrices—
the dependency of the diagonal in the graph Laplacian on the other entries. We specifically
developed our method to handle this dependency easily, and it should be able to handle other
linear dependencies on the columns of a symmetric matrix as well, as long as they apply
to all the columns. It would be nice to understand whether our approach can be extended
handle to linear dependencies that only apply to some of the columns, and in general to
what extent dependencies affect the outcome of the distribution of the cokernels of random
symmetric matrices. Another interesting case to consider is one in which some of the entries
of the matrix are fixed, such as for the adjacency matrix of a random graph in which case
the diagonal entries are 0. The cokernel of the adjacency matrix is called the Smith group,
and has been studied e.g. in [CSX14, DJ13].
In this paper, our method finds the actual values of the probabilities occurring in Theo-
rem 1.1 by using our universality results that say the values are the same for a large class for
random matrices, and then citing a computation for the case of uniform random symmetric
matrices over Z/aZ. There are further statistics of these uniform random matrices over
Z/aZ, which if determined, would, using our Corollary 9.1, immediately give more statistics
of sandpile groups of random graphs. See the end of Section 9 for details.
1.7. Outline of the paper. In Sections 3 through 6 we prove Theorem 1.2 (and the analog
of Theorem 1.2 for cokernels of symmetric random matrices). In Section 8, we prove that
the moments of Theorem 1.2 in fact determine the relevant distributions. In Section 9, we
show what those distributions are, by comparing to the case of cokernels of uniform random
symmetric matrices over Z/aZ, for which the distribution and the moments have already
been computed in [CLK+14]. In particular, we deduce Theorem 1.1 from Corollary 9.2.
2. Background
2.1. Cokernels of matrices. For an n×nmatrixM with entries in a ringR, let colspace(M)
denote the column space of M (i.e. the image of the map M : Rn → Rn). We define the
cokernel of M ,
cok(M) := Rn/ colspace(M).
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2.2. Sandpile group. Let [n] denote the set {1, . . . , n}. Let Γ be a graph on n vertices
labeled by [n]. The Laplacian LΓ is an n× n matrix with (i, j) entry

1 if {i, j} is an edge of Γ
0 if i 6= j and {i, j} is not an edge of Γ
− deg(i) if i = j.
We have that LΓ is a matrix with coefficients in Z. Let Z ⊂ Zn be the vectors whose
coordinates sum to 0. Clearly, colspace(LΓ) ⊂ Z. We define the sandpile group SΓ :=
Z/ colspace(LΓ). This is clearly a finitely generated abelian group, and it is finite if and only
if Γ is connected.
2.3. Random graphs. We write Γ ∈ G(n, q) to denote that Γ is an Erdo˝s–Re´nyi random
graph on n labeled vertices with each edge independent and occurring with probability q.
2.4. Finite abelian groups. For a prime p, a finite abelian p-group is isomorphic to⊕r
i=1 Z/p
λ1Z for some positive integers λ1 ≥ λ2 ≥ · · · ≥ λr. We call the partition λ
the type of the abelian p-group. For a partition λ, we use Gλ to denote a p-group of type λ
when p is understood.
For an a ∈ Z and a finite abelian group G, we can form the tensor product G⊗Z Z/aZ.
This is a tensor product of the two objects as Z-modules, but is particularly simple to say
what it does to a particular group. We have(⊕
i
Z/aiZ
)
⊗Z Z/aZ =
⊕
i
Z/(ai, a)Z,
where (ai, a) is the greatest common divisor of ai and a. So for primes p ∤ a, the Sylow p-
subgroups are killed, and if pe is the highest power of a prime p dividing a, then summands
Z/piZ of G for i ≤ e are untouched and summands Z/piZ for i > e are changed to Z/peZ. In
terms of the partition diagram for the type λ of the Sylow p-subgroup of G, it is truncated
so that all rows are length at most e.
The exterior power ∧2G is defined to be the quotient of G⊗G by the subgroup generated
by elements of the form g⊗ g. If Gp are the Sylow p-subgroups of G, then ∧2G =
⊕
p ∧2Gp.
If Gp is type λ, generated by ei with relations p
λiei = 0, then ∧2Gp is generated by the ei∧ej
for i < j with relations pλjei ∧ ej = 0. So
∧2Gp ≃
⊕
i
(Z/pλiZ)⊕(i−1).
For a partition λ, let λ′ be the transpose partition, so λ′j is the number of λi that are at
least j. Note that
∑
i(i−1)λi is the sum over boxes in the partition diagram of λ of i−1, where
i in the row the box appears in. Summing by column, we obtain
∑
i(i− 1)λi =
∑
j
λ′j(λ
′
j−1)
2
.
Of particular importance to us will be the size
| ∧2 Gp| = p
∑
i(i−1)λi = p
∑
j
λ′j (λ
′
j−1)
2 .
The exponent of a finite abelian group is the smallest positive integer a such that aG = 0.
When R = Z/aZ, any finite abelian groups H,G of exponent dividing a are also R-modules,
and their group homomorphisms are the same as their R-module homomorphisms. When
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the ring R is understood, we write G∗ for Hom(G,R). If the exponent of G divides a, then
G∗ is non-canonically isomorphic to G.
We use 〈g1, . . . , gm〉 to denote the subgroup generated by g1, . . . , gm.
2.5. Pairings. A map φ : G × G → C∗ is symmetric if φ(g, h) = φ(h, g) for all g, h ∈
G. When G is an abelian group, the map φ is bilinear if for all g1, g2, h ∈ G we have
φ(g1 + g2, h) = φ(g1, h)φ(g2, h), and similarly for the right factor. The map φ is perfect if
the only g ∈ G with φ(g,G) = 1 is g = 0, and similarly for the other factor.
2.6. Notation. We denote the order of groups and sets using either absolute value signs
| · | or #. (This inconsistency is because sometimes the absolute value signs are confusing
when coupled with the notation | for “divides” or parentheses, and the sharps take up too
much space in some formulas.) We use ≃ to denote “is isomorphic to.” We use P to denote
probability and E to denote expected value. The letter p will always denote a prime.
3. Obtaining the moments I: Determining the structural properties of the
equations
In the next four sections, we will prove Theorem 1.2. Let G be a finite abelian group and
Γ ∈ G(n, q). We will write S for SΓ and L for the Laplacian LΓ. The group S is defined as
a quotient of Z, so any surjection S → G lifts to a surjection Z → G, so we have
E(#Sur(S,G)) =
∑
F∈Sur(Z,G)
P(colspace(L) ⊂ ker(F )).
Our approach will be to estimate the probabilities on the right, but we will start with a
slightly more general set up.
Let a be a positive integer and let G be a finite abelian group of exponent dividing
a. Let R be the ring Z/aZ. We will retain this notation through Section 6. Note that
Sur(S,G) = Sur(S ⊗ Z/aZ, G). Said another way, whether colspace(L) ⊂ ker(F ) only
depends on the entries of L modulo a.
In this and the next three sections, we shall do all our “linear algebra” over R. Since R
is not a domain, this necessitates working more abstractly instead of just with matrices. A
particular source of difficulty compared to the case of linear algebra over a field is that not all
exact sequences of R-modules split, i.e. there are subgroups of our finite abelian groups that
are not direct summands. We will work carefully to find summands when we need them.
For an R-module A, let A∗ := Hom(A,R). We define the R-module V = Rn, the elements
of which we write as column vectors. We have a distinguished basis v1, . . . , vn of V , and a
dual basis v∗1, . . . , v
∗
n of V
∗. Also let W = Rn, the elements of which we write as column
vectors as well. We have a basis w1, . . . , wn of W , and a dual basis w
∗
1, . . . , w
∗
n of W
∗. An
n× n matrix M over R is a homomorphism from W to V , i.e. M ∈ Hom(W,V ).
Let F ∈ Hom(V,G). Then colspace(M) ⊂ ker(F ) if and only if the composition FM ∈
Hom(W,G) is 0. Let ζ be a primitive ath root of unity. So, if X ∈ Hom(W,V ) is a random
matrix, the Fourier transform gives
P(FX = 0) =
1
|G|n
∑
C∈Hom(Hom(W,G),R))
E(ζC(FX)).
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These C give the equations a matrix has to satisfy in order for a surjection given by F to
extend to the cokernel of the matrix. (Hence, “equations” in the title of this section.)
SinceW ≃ Rn, we have that the natural map Hom(W,R)⊗G→ Hom(W,G) is an isomor-
phism. So, the natural map Hom(Hom(W,G), R))→ Hom(Hom(W,R)⊗G,R)) is an isomor-
phism. Composing with the isomorphism Hom(W ∗ ⊗ G,R)) ≃ Hom(W ∗,Hom(G,R))), we
have an isomorphism Hom(Hom(W,G), R))→ Hom(W ∗, G∗). Via this isomorphism, we will
view C ∈ Hom(W ∗, G∗). So for w∗ ∈ W ∗, we have C(w∗) ∈ G∗. We write e : G∗ × G → R
for the map that evaluates a homomorphism.
Because of our interest in random matrices whose entries with respect to a specific choice
of basis of V are independent, we must necessarily sometimes compute things with respect
to this basis. In other parts of the proof, we will work with a different choice of basis more
closely aligned with G (through F ). For some parts of our proof, in particular because we
are working over the non-domain R = Z/aZ, it will be much simpler to work in a basis-free
way.
In particular, our interest is in symmetric matrices X . For this even to make sense, we
now identify W = V ∗ and so vi = w
∗
i and v
∗
i = wi. Our matrix X will be symmetric and so
we have
C(FX) =
n∑
i=1
n∑
j=1
e(C(vj), F (vi))Xij
=
n∑
i=1
n∑
j=i+1
(e(C(vj), F (vi)) + e(C(vi), F (vj)))Xij +
n∑
i=1
e(C(vi), F (vi))Xii.
We will study these coefficients in detail. For i < j we define, E(C, F, i, j) := e(C(vj), F (vi))+
e(C(vi), F (vj)), and we also define E(C, F, i, i) := e(C(vi), F (vi)). Roughly, our goal is to
see that as many as possible of these coefficients are non-zero, as often as possible. To do
this we will have to identify structural properties of F and of C that influence the number
of non-zero coefficients. There are on the order of n2 coefficients, and so ideally we would
like on the order of n2 of them to be non-zero. Unfortunately, given F , this is not the case
for every C. Given a “good” F , for most C we will be able to show that on the order of
n2 of the coefficients are non-zero, but for some only on the order of n of the coefficients
are non-zero, and for some C all of the coefficients are 0. The rest of this section is devoted
to explaining the structural properties of C that will determine which of the three cases
above it falls into. (This is all for “good” F . In this section we will determine the structural
property that makes F good, and in Section 5 we will come to the rest of the F , which we
will have to stratify by further structural properties.)
We will now write these coefficients E(C, F, i, j) more equivariantly via a pairing. We
have a map φF,C ∈ Hom(V,G ⊕ G∗) given by adding F and C. We also have a map
φC,F ∈ Hom(V,G∗ ⊕G) given by adding C and F . There is a map
(G⊕G∗)× (G∗ ⊕G) t→ R
((g1, φ1), (φ2, g2)) 7→ φ2(g1) + φ1(g2).
Note that for all u, v ∈ V ,
t(φC,F (u), φF,C(v)) = e(C(u), F (v)) + e(C(v), F (u)).
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Note has V has distinguished submodules Vσ generated by the vi with i 6∈ σ for each
σ ⊂ [n]. So Vσ comes from not using the coordinates in σ. Clearly, for any submodule U of
V ,
ker(φF,C|U) ⊂ ker(F |U).
Now we will define the key structural property of C (with respect to F ) that determines if
enough of the coefficients E(C, F, i, j) are non-zero.
Definition. Let 0 < γ < 1 be a real number which we will specify later in the proof. Given
F , we say C is robust (for F ) if for every σ ⊂ [n] with |σ| < γn,
ker(φF,C|Vσ) 6= ker(F |Vσ).
Otherwise, we say C is weak for F .
We will estimate the number of weak C.
Lemma 3.1 (Estimate for number of weak C). Given G, there is a constant CG such that
for all n the following holds. Given F ∈ Hom(V,G), the number of C ∈ Hom(V,G∗) such
that C is weak for F is at most
CG
(
n
⌈γn⌉ − 1
)
|G|γn
Proof. If C is weak, then there exists some σ ⊂ [n] with |σ| = ⌈γn⌉ − 1 such that
ker(φF,C|Vσ) = ker(F |Vσ).
We note in particular this implies that for s ∈ Vσ, we have that Cs is determined by Fs. (If
Fs = Fs′ but Cs 6= Cs′, then s − s′ ∈ kerF but s − s′ 6∈ kerφF,C|Vσ .) Let H := imF |Vσ .
Further, there is a homomorphism ψ : H → G∗ so that Cs = ψ(Fs) for all s ∈ Vσ. There
are
(
n
⌈γn⌉−1
)
choices for σ, then |G|γn choices for Cvi for i ∈ σ, then #Hom(H,G∗) choices
for ψ, and then C is determined. Note that since H is a subgroup of G we can find CG such
that #Hom(H,G∗) ≤ CG. 
Now we will find a sufficient condition for C to be weak in terms of our pairing t.
Lemma 3.2. Let F ∈ Hom(V,G) and C ∈ Hom(V,G∗). Let U be a submodule of V such
that FU = G. Then if U ′ is a submodule of V such that t is 0 on φC,F (U)× φF,C(U ′), then
the projection map G⊕ G∗ → G, when restricted to φF,C(U ′), is an injection. In particular
ker(φF,C|U ′) = ker(F |U ′).
Proof. Suppose for the sake of contradiction that there is a k ∈ U ′ with Fk = 0 and Ck =
ψ 6= 0 ∈ G∗. Since ψ 6= 0, there must be some g ∈ G such that ψ(g) 6= 0. Since FU = G,
there must be some r ∈ U such that Fr = g. Suppose Cr = ψ′. Then t(φC,F (r), φF,C(k)) =
ψ′(0) + ψ(g) 6= 0. So, we conclude φF,C(U ′) injects into G.
If ker(φF,C|U ′) 6= ker(F |U ′), then there is some (0, φ) ∈ φF,C(U ′) with φ 6= 0, which is a
contradiction. 
Corollary 3.3. Let F ∈ Hom(V,G) and C ∈ Hom(V,G∗). Let U be a submodule of V such
that FU = G. Then if
#{i ∈ [n] | t(φC,F (U), φF,C(vi)) 6= 0} < γn
then C is weak for F .
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Proof. Let σ := {i ∈ [n] | t(φC,F (U), φF,C(vi)) 6= 0}. Then t(φC,F (U), φF,C(Vσ)) = 0, and so
by Lemma 3.2 we have that C is weak for F . 
Now we will identify the influential structural property of F (which will make it “good”
as discussed above), which is a (transpose and) generalization of the notion of a linear code
from vector spaces to R-modules.
Definition. We say that F ∈ Hom(V,G) is a code of distance w, if for every σ ⊂ [n] with
|σ| < w, we have FVσ = G. In other words, F is not only surjective, but would still be
surjective if we throw out (any) fewer than w of the standard basis vectors from V . (If a is
prime so that R is a field, then this is equivalent to whether the transpose map F : G∗ → V ∗
is injective and has image im(F ) ⊂ V ∗ a linear code of distance w, in the usual sense.)
We have the following lemma about codes which we will next combine with the property
of robustness to get a good bound on the number of E(C, F, i, j) that are non-zero.
Lemma 3.4. Let H be a finite R-module with Sylow p-subgroup of type λ. Suppose F ∈
Hom(V,H) is a code of distance δn, and let C ∈ Hom(V,H∗). Let r = λ′1. Then we can
find A1, . . . , Ar ∈ H and B1, . . . , Br ∈ H∗ such that for every 1 ≤ i ≤ r
#{j ∈ [n] | Fvj = Ai and Cvj = Bi} ≥ δn/|H|2,
and after the projection to the Sylow p-subgroup of H, the elements A1, . . . , Ar generate the
Sylow p-subgroup of H.
Proof. We find the Ai and Bi by induction, so that (after the projection to the Sylow p-
subgroup of H) the elements A1, . . . , Ak generate a p-subgroup of type λ1, . . . , λk that is a
summand of the Sylow p-subgroup of H . Suppose we are done for i ≤ k. First, we count for
how many i is Fvi order p
λk+1 in the projection of H/〈A1, . . . , Ak〉 to the Sylow p-subgroup
of H . Suppose, for the sake of contradiction, that there were fewer than δn. Then we have
a σ ⊂ [n] with |σ| < δn such that FVσ 6= H , contradicting the fact that F is a code. So, we
have at least δn values of i such that Fvi is order p
λk+1 in the projection of H/〈A1, . . . , Ak〉
to the Sylow p-subgroup of H . There are at most |H|2 possible values for (Fvi, Cvi), so
we let (Ak+1, Bk+1) be the most commonly occurring value for the at least δn values of i
we have found above. Any element of order pλk+1 in an abelian p-group of exponent pλk+1
generates a summand. Since after projection to the Sylow p-subgroup of H , we have that
〈A1, . . . , Ak〉 is a summand of the Sylow p-subgroup of H , and Ak+1 generates a summand
of the quotient H/〈A1, . . . , Ak〉 after projection to the Sylow p-subgroup of H , we see that
〈A1, . . . , Ak, Ak+1〉 is as desired. 
Now we will see that robustness does in fact determine that many of our coefficients of
interest are non-zero.
Lemma 3.5 (Quadratically many non-zero coefficients for robust C). Let P be the set
of primes dividing the order of G. If F ∈ Hom(V,G) is a code of distance δn, and if
C ∈ Hom(V,G∗) is robust for F , then there are at least γδn2/(2|G|2|P |) pairs (i, j) with
i ≤ j such that
E(C, F, i, j) 6= 0.
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Proof. For each p ∈ P , let Gp be the Sylow p-subgroup of G. Now using p ∈ P and
F ∈ Hom(V,G) and C ∈ Hom(V,G∗), we pick Ai(p) and Bi(p) as in Lemma 3.4, and let
τi(p) := {j ∈ [n] | Fvj = Ai and Cvj = Bi}.
Let τ(p) := ∪iτi(p). Let Vp be the submodule of V generated by the vj for j ∈ τ(p). In
particular, note that FVp, in the projection to Gp, is all of Gp.
Now, let W be the submodule of V generated by the Vp for all p ∈ P . In particular, note
that FW = G. So if C is robust for F , by Corollary 3.3,
#{i ∈ [n] | t(φC,F (W ), φF,C(vi)) 6= 0} ≥ γn.
We have∑
p∈P
#{i ∈ [n] | t(φC,F (Vp), φF,C(vi)) 6= 0} ≥ #{i ∈ [n] | t(φC,F (W ), φF,C(vi)) 6= 0}
because if vi pairs non-trivially with W , it must pair non-trivial with one of the submodules
generating W . So for some p ∈ P , we have
#{i ∈ [n] | t(φC,F (Vp), φF,C(vi)) 6= 0} ≥ γn/|P |.
Then for that particular p,
#{i ∈ [n] | t(φC,F (vj), φF,C(vi)) 6= 0 for some j ∈ τ(p)} ≥ γn/|P |.
However, there are at least δn/|G|2 values of j′ ∈ τ(p) with φC,F (vj′) = φC,F (vj). Since
for i < j we have t(φC,F (vj), φF,C(vi)) = E(C, F, i, j), and also t(φC,F (vi), φF,C(vi)) =
2E(C, F, i, i), we conclude that there are at least γδn2/(2|G|2|P |) pairs (i, j) with i ≤ j
such that E(C, F, i, j) 6= 0. 
Next, we will study how many coefficients can be non-zero for weak C. Of course for
C = 0, all the E(C, F, i, j) are 0. However, given F , there are other C for which this can
happen, and next we will identify those C.
We now take a second equivariant point of view on E(C, F, i, j). There is a natural map
coming from the evaluation map G⊗G∗ → R,
Hom(V ⊗G)⊗Hom(V,G∗)→ V ∗ ⊗ V ∗.
We can further compose with the quotient V ∗ ⊗ V ∗ → Sym2 V ∗ to obtain
Hom(V ⊗G)⊗Hom(V,G∗)→ V ∗ ⊗ V ∗ → Sym2 V ∗.
So given an F ∈ Hom(V,G), we have a map
mF : Hom(V,G
∗)→ Sym2 V ∗
C 7→
n∑
i=1
n∑
j=i+1
(e(C(vj), F (vi)) + e(C(vi), F (vj)))v
∗
i v
∗
j +
n∑
i=1
e(C(vi), F (vi))(v
∗
i )
2.(2)
First, we determine some elements C ∈ Hom(V,G∗) that are in the kernel of mF , i.e. all
the E(C, F, i, j) are 0. For F ∈ Hom(V,G) and u ∈ G∗, we con compose F with u to obtain
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u(F ) ∈ Hom(V,R). We can then multiply by v ∈ G∗ to obtain u(F )v ∈ Hom(V,G∗). So we
have a map
sF : ∧2G∗ → Hom(V,G∗)
u ∧ v 7→ u(F )v − v(F )u.
We can check that im(sF ) ⊂ ker(mF ) by choosing a generating set for G∗. Let G ≃
⊕mi=1Z/aiZ, with am | am−1 | · · · | a1. Let G∗ be given by generators e∗i and relations
a
ai
e∗i = 0. So using Equation (2), we will check that im(sF ) ⊂ ker(mF ). Let C = sF (e∗i ∧ e∗j ).
Then the v∗av
∗
b coefficient of mF (C) is
e(C(vb), F (va)) + e(C(va), F (vb))
= e(e∗i (Fvb)e
∗
j − e∗j(Fvb)e∗i , F (va)) + e(e∗i (Fva)e∗j − e∗j(Fva)e∗i , F (vb))
= e∗i (Fvb)e
∗
j (Fva)− e∗j(Fvb)e∗i (Fva) + e∗i (Fva)e∗j(Fvb)− e∗j (Fva)e∗i (Fvb)
= 0.
Similarly, the coefficient of (v∗a)
2 in mF (sF (e
∗
i ∧ e∗j )) is 0. So we conclude im(sF ) ⊂ ker(mF ).
We call the C in im(sF ) special for F .
Now we see how many special C there are.
Lemma 3.6. If FV = G, then we have that sF is injective. In particular, #∧2G|#ker(mF ).
Proof. It suffices to show that #∧2 G|# im(sF ). Since everything in sight can be written as
a direct sum of Sylow p-subgroups, we can reduce to the case that G is a p-group of type λ
(and accordingly assume R = Z/peZ). Let r = λ′1.
By Lemma 3.4, we can find τ ⊂ [n] with |τ | = r such that Fvi generate G for i ∈ τ . Let
W be the submodule of V generated by the vi for v ∈ τ . Let ei generate G with relations
pe−λiei = 0. Let wj ∈ W be such that Fwj = ej. Let W ′ ⊂ W be the subgroup of W
generated by the wj. Note that we have the maps
W ′/pW ′ →W/pW F→ G/pG.
Since W ′/pW ′, W/pW , and G/pG are vector spaces over Fp, with rank at most r, exactly r,
and r respectively, and the composite map above is surjective, we must have thatW ′/pW ′ →
W/pW is surjective and thus by Nakayama’s Lemma that W ′ = W . Since the r elements
w1, . . . , wr, generate the free rank r R-module W , they must be a basis, and we have a dual
basis w∗i of W
∗.
Let G∗ be generated by e∗1, . . . , e
∗
r with relations p
e−λie∗i , and such that e
∗
i ei = p
e−λi, and
for i 6= j we have e∗i ej = 0.
Recall we have
sF : ∧2G∗ → Hom(V,G∗).
We can take the further quotient
s′F : ∧2G∗ → Hom(W,G∗).
We see that
sF (e
∗
i ∧ e∗j )(wa) = e∗i (ea)e∗j − e∗j(ea)e∗i .
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Recall that since W is a free R-module, the natural map W ∗ ⊗ G∗ → Hom(W,G∗) is an
isomorphism. So we can determine that
s′F (e
∗
i ∧ e∗j ) = pe−λiw∗i ⊗ e∗j − pe−λjw∗j ⊗ e∗i .
For i < j, this element has order pλj , and we can easily conclude that
pλ2+2λ2+···+(r−1)λr | # im(s′F ) | # im(sF ).

Now we will see that as long as C is not special (in particular even if it is weak), we can
get a moderately good bound on the number of non-zero E(C, F, i, j).
Lemma 3.7 (Linearly many non-zero coefficients for non-special C). Given F ∈ Hom(V,G)
a code of distance δn, suppose C ∈ Hom(V,G∗) \ im(sF ) (so C is not special for F ). Then
there are at least δ/(2n) pairs (i, j) with i, j ∈ [n] and i < j such that
E(C, F, i, j) 6= 0.
In other words, not only do we have im(sF ) = ker(mF ), but in fact when F is a code, we
have that non-special C are not even near ker(mF ).
Proof. Suppose not, for contradiction. Let σ ⊂ [n] have |σ| < δn and for (i, j) with i 6∈ σ or
with j 6∈ σ we have
e(C(vj), F (vi)) + e(C(vi), F (vj)) = 0.
In Lemma 3.6 we have a lower bound on the size of ker(mF ). Next we will find a lower
bound on the size of im(mF ). Recall we have
mF : Hom(V,G
∗)→ Sym2 V ∗
C 7→
n∑
i=1
n∑
j=i+1
(e(C(vj), F (vi)) + e(C(vi), F (vj)))v
∗
i v
∗
j +
n∑
i=1
e(C(vi), F (vi))(v
∗
i )
2.
We can take the further quotient using Sym2 V ∗ → Z that sends v∗i v∗j to 0 if i, j ∈ σ. Call
this map
m′F : Hom(V,G
∗)→ Z.
So we have some C which is not in im(sF ) but for which m
′
F (C) = 0. We will show this is
impossible by showing that #Gn/# ∧2 G|# im(m′F ). Once we have established #Gn/# ∧2
G|# im(m′F ), by combining with Lemma 3.6, we will see that im(sf) = ker(m′F ) and obtain
a contradiction, proving the lemma.
As in the proof of Lemma 3.6, we can establish that #Gn/# ∧2 G|# im(m′F ) by reducing
the the case where G is a p-group of type λ, which we will do for the rest of the proof of this
lemma (and accordingly assume R = Z/peZ).
We can find τ ⊂ [n]\σ such that |τ | = r and Fvi for i ∈ τ generate G using the Lemma 3.4.
(Specifically, since |σ| < δn, and F is a code of distance δn, we have FVσ = G and so F |Vσ
is a code of some positive distance. We apply Lemma 3.4 to F |Vσ .) Let ei be generators for
G with relations pe−λiei = 0. Let G
∗ be generated by e∗1, . . . , e
∗
r with relations p
e−λie∗i , and
such that e∗i ei = p
e−λi and for i 6= j, we have e∗i ej = 0. As in the proof of Lemma 3.6, we
can find an alternate basis w1, . . . , wr for the free R-module generated by the vi with i ∈ τ ,
with the property that that Fwi = ei.
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We will in fact consider the further quotient by Sym2 V ∗ → Z ′ that sends v∗i v∗j to 0 for
i, j with neither i nor j in τ . Call this map
m′′F : Hom(V,G
∗)→ Z ′.
Note that v∗i for i 6∈ τ and w∗i for 1 ≤ i ≤ r form a basis of V ∗. We will call these z∗i for
uniform notation. In particular, denote τ = {τ1, . . . , τr} and, for τi ∈ τ , let zτi := wi.
If we write F =
∑
1≤i≤n,1≤j≤r fijz
∗
i ej , we have
Fzℓ =
∑
1≤k≤r
fℓkek.
Then
mF (C) =
n∑
i=1
n∑
j=1,j 6=i
e(C(zj), F (zi))z
∗
i z
∗
j +
n∑
i=1
e(C(zi), F (zi))(z
∗
i )
2
=
n∑
i=1
n∑
j=1,j 6=i
e(C(zj),
∑
1≤k≤r
fikek)z
∗
i z
∗
j +
n∑
i=1
e(C(zi),
∑
1≤k≤r
fikek)(z
∗
i )
2.
So
mF (z
∗
ℓ ⊗ e∗m)
=
n∑
i=1
n∑
j=1,j 6=i
e(z∗ℓ (zj)⊗ e∗m,
∑
1≤k≤r
fikek)z
∗
i z
∗
j +
n∑
i=1
e(z∗ℓ (zi)⊗ e∗m,
∑
1≤k≤r
fikek)(z
∗
i )
2
=
n∑
i=1
n∑
j=1,j 6=i
fimp
e−λmz∗ℓ (zj)(z
∗
i z
∗
j ) +
n∑
i=1
fimp
e−λmz∗ℓ (zi)(z
∗
i )
2
=
n∑
i=1
fimp
e−λmz∗i z
∗
ℓ .
Since, Fzb =
∑
1≤k≤r fbkek, and Fzτi = ei, we have fτii = 1 and fτik = 0 for k 6= i. If
ℓ 6∈ τ ,
m′′F (z
∗
ℓ ⊗ e∗m) =
∑
i∈τ
fimp
e−λmz∗i z
∗
ℓ =
∑
1≤i≤r
fτimp
e−λmw∗i z
∗
ℓ = p
e−λmw∗mz
∗
ℓ .
We see here that im(m′′F ) has a subgroup of size #G
n−r. We can then form m′′′F , a further
quotient to only terms z∗i z
∗
j with i, j,∈ τ . In particular, the subgroup of size #Gn−r we have
identified above will go to 0 under m′′′F . If ℓ ∈ τ
m′′′F (z
∗
ℓ ⊗ e∗m) =
∑
i∈τ
fimp
e−λmz∗i z
∗
ℓ =
∑
1≤i≤r
fτiℓp
e−λℓw∗i z
∗
ℓ = p
e−λmw∗mz
∗
ℓ .
So for i ≤ j, we see that pe−λiw∗iw∗j ∈ im(m′′′F ). It follows that im(m′′′F ) has a subgroup of
size pλ1r+···+λr . We conclude that #Gn/#∧2G = #Gn−rpλ1r+···+λr | im(m′′F ) | im(m′F ) . This
completes the proof of the lemma as explained above.

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4. Obtaining the moments II: A good bound for surjections that are codes
In this section, we put the results of the last section together to prove a good bound on
the probability that a code descends to a map from the cokernel of a random matrix.
Lemma 4.1. Let 0 < α < 1, and δ > 0, and a a positive integer, and G a finite abelian
group of exponent dividing a. Then there is a c > 0 and a real number K such that the
following holds.
Let X be a random symmetric n×n matrix, whose entries Xij, for i ≤ j, are independent.
Further, we require that for any prime p|a and any t ∈ Z/pZ, the probability P(Xij ≡ t
(mod p)) ≤ 1 − α. Let F ∈ Hom(V,G) be a code of distance δn. Let A ∈ Hom(V ∗, G). For
all n we have ∣∣P(FX = 0)− | ∧2 G||G|−n∣∣ ≤ K exp(−cn)|G|n .
and
P(FX = A) ≤ K|G|−n.
From the point of view of descending a surjection to the cokernel of a matrix, we only
need A = 0 above, but in fact, for our work with non-codes we will need the case of general
A as above.
Proof. Recall,
P(FX = A) =
1
|G|n
∑
C∈Hom(V,G∗)
E(ζC(FX−A)),
where ζ is a primitive ath root of unity.
We break the sum into 3 pieces: (we will later choose 0 < γ < δ)
(1) when C is special for F
(2) when C is not special for F and is weak for F
(3) when C is robust for F .
Given F , there are | ∧2 G| special C for which ζC(FX) = 1 for all X . Thus, the sum from
(1) contributes | ∧2 G||G|−n when A = 0 and at most | ∧2 G||G|−n in absolute value for any
A.
For (2), we will first use the fact that there are not too many weak C and our bound from
Lemma 3.7. From Lemma 3.1, we have that the number of C ∈ Hom(V,G∗) such that C is
weak for F is at most
CG
(
n
⌈γn⌉ − 1
)
|G|γn.
Next we factor the expected value
E(ζC(FX−A)) = E(ζC(−A))
∏
1≤i<j≤n
E(ζE(C,F,i,j)Xij)
∏
1≤i≤n
E(ζE(C,F,i,i)Xii).
Let u ∈ R = Z/aZ with u 6= 0. Then we will show that |E(ζuXij)| ≤ exp(−α/a2). We
rephrase the problem as follows. Let b be an integer and ξ 6= 1 a bth root of unity. For
t ∈ Z/bZ we have 0 ≤ pt ≤ 1 − α with
∑
t pt = 1. Then we will see |
∑
t ptξ
t| ≤ e−α/b2 .
Let U be a unit vector in the same direction as E :=
∑
t ptξ
t in the complex plane. We
consider the projections of the ξt onto U and their (signed) lengths projU(ξ
t). We have
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E = U
∑
t ptprojU(ξ
t). Let c ∈ Z/bZ be so that among the ξt, the complex number ξc is
closest to U in angle. So for t 6= c, we have projU(ξt) ≤ cos(π/b). So∑
t
ptprojU(ξ
t) ≤ cos(π/b) + pc(1− cos(π/b)) ≤ α cos(π/b) + 1− α.
We have −1 + cos(π/b) ≤ −b−2 for b ≥ 1. So −1 + cos(π/b) ≤ −b−2e−α/b2 . Integrating with
respect to α, we obtain α cos(π/b) + 1 − α ≤ e−α/b2 , and conclude |∑t ptξt| ≤ e−α/b2 , as
desired.
Given F a code of distance δn and a C that is not special, by Lemma 3.7 we have that at
least δn/2 of the E(F,C, i, j) are non-zero. So if C is not special for F , we conclude that
|E(ζC(FX−A))| ≤ exp(−αδn/(2a2)).
Now, given F and a robust C for F , by Lemma 3.5, we have that at least γδn2/(2|G|2|P |)
of the E(C, F, i, j) are non-zero (where P is the set of primes dividing a). So if C is robust
for F , we conclude that
|E(ζC(FX−A))| ≤ exp(−αγδn2/(2|G|2|P |a2)).
In conclusion∣∣∣∣∣∣P(FX = A)−
1
|G|n
∑
C∈Hom(V,G∗), special
|E(ζC(FX−A))
∣∣∣∣∣∣
≤ 1|G|n
∑
C∈Hom(V,G∗), not special
|E(ζC(FX−A))|
≤ 1|G|n
(
CG
(
n
⌈γn⌉ − 1
)
|G|γn exp(−αδn/(2a2)) + |G|n exp(−αγδn2/(2|G|2|P |a2))
)
.
So for any c > 0 such that c < αδ/(2a2), given given δ, α,G, c, we can choose γ sufficiently
small so that we have∣∣∣∣∣∣P(FX = A)−
1
|G|n
∑
C∈Hom(V,G∗), special
E(ζC(FX−A))
∣∣∣∣∣∣
≤ 1|G|n
(
CG exp(−cn) + exp(log(|G|)n− αγδn2/(2|G|2|P |a2))
)
.
For n sufficiently large given α,G, δ, c, γ, we have
log(|G|)n− αγδn2/(2|G|2|P |a2) ≤ −cn.
So in the case A = 0, for n sufficiently large, we have
∣∣P(FX = 0)− | ∧2 G||G|−n∣∣ ≤ (CG + 1) exp(−cn)|G|n .
For n that aren’t sufficiently large, we will just increase the constant K in the lemma.
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For any A, we have for n sufficiently large given α, |G|, δ, c, γ,
P(FX = A) ≤
∣∣∣∣∣∣
1
|G|n
∑
C∈Hom(V,G∗), special
E(ζC(FX−A))
∣∣∣∣∣∣+
(CG + 1) exp(−cn)
|G|n
≤ |G|−n(| ∧2 G|+ CG + 1).
For n that aren’t sufficiently large, we can increase the constant K as necessary. 
5. Obtaining the moments III: Determining the structural properties of
the surjections
In the last section, we dealt with F ∈ Hom(V,G) that were codes. Unfortunately, it is
not sufficient to divide F into codes and non-codes. We need a more delicate division of F
based on the subgroups of G.
For an integer D with prime factorization
∏
i p
ei
i , let ℓ(D) =
∑
i ei.
Definition. The depth of an F ∈ Hom(V,G) is the maximal positive D such that there is
a σ ⊂ [n] with |σ| < ℓ(D)δn such that D = [G : FVσ], or is 1 if there is no such D.
Remark 5.1. In particular, if the depth of F is 1, then for every σ ⊂ [n] with |σ| < δn,
we have that FVσ = G (as otherwise ℓ([G : FVσ]) ≥ 1), and so we see that F is a code of
distance δn.
Also, if the depth of F is D, then D | #G. Now we will bound the number of F that we
have of depth D.
Lemma 5.2 (Count F of given depth). There is a constant K depending on G such that if
D > 1, then number of F ∈ Hom(V,G) of depth D is at most
K
(
n
⌈ℓ(D)δn⌉ − 1
)
|G|n|D|−n+ℓ(D)δn.
Proof. We sum over σ ⊂ [n] with σ = ⌈ℓ(D)δn⌉−1 the number of F such thatD = [G : FVσ].
Then we sum over the subgroups of G of index D (this sum will go into the constant.) Now
given a particular subgroup H of index D, we bound the number of F such that FVσ = H.
We have at most (|G|/D)(n−|σ|) maps from Vσ to H , and at most |G||σ| choices for the Fvi
with i ∈ σ. So, for a particular σ and H , the number of F such that FVσ = H is at most
(|G|/D)(n−|σ|)|G||σ| = |G|nD−n+|σ|.
Note that |σ| < ℓ(D)δn, and the lemma follows. 
The following is a variant on the bound on the number of F of depth D that we will need
when we are working with the Laplacian of a random graph.
Lemma 5.3. Let pr2 : G ⊕ R → R be the projection onto the second factor. There is a
constant K depending on G such that if D > 1, then number of F ∈ Hom(V,G ⊕ R) such
that pr2(Fvi) = 1 for all i ∈ [n], and of depth D is at most
K
(
n
⌈ℓ(D)δn⌉ − 1
)
|G|n|D|−n+ℓ(D)δn.
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Proof. Let G′ = G⊕R. Note that |G′| = a|G|. We sum over σ ⊂ [n] with σ = ⌈ℓ(D)δn⌉ − 1
the number of F such that FVσ has index D in G
′. Then we sum over the subgroups of G′
of index D (this sum will go into the constant.) Now given a particular subgroup H of index
D, we bound the number of F such that FVσ = H.
For i ∈ [n] \ σ, we must have Fvi ∈ H and pr2(Fvi) = 1. There are at most H/a elements
h ∈ H such that pr2(h) = 1. So there are at most
(|H|/a)n−|σ| = (|G′|/(aD))n−|σ| = (G/D)n−|σ|
possibilities for F |Vσ . There are at most |G||σ| choices for the Fvi with i ∈ σ. So, for a
particular σ and H , the number of F such that FVσ = H (and pr2(Fvi) = 1 for all i ∈ [n])
is at most
(G/D)n−|σ||G||σ| = |G|nD−n+|σ|.
Note that |σ| < ℓ(D)δn, and the lemma follows. 
For each depth D of F , we will use the following specially tailored bound for P(FX = 0).
Lemma 5.4 (Bound probability given depth). Let α, δ, G, a be as in Lemma 4.1. Then there
is a real K such that if F ∈ Hom(V,G) has depth D > 1 and [G : FV ] < D (e.g. the latter
is true of FV = G), then for all X as in Lemma 4.1 and all n,
P(FX = 0) ≤ Ke−α(1−ℓ(D)δ)n(|G|/D)−(1−ℓ(D)δ)n.
Proof. Pick a σ ⊂ [n] with |σ| < ℓ(D)δn such that D = [G : FVσ]. Let FVσ = H.
We will now divide the elements i ∈ [n] depending on whether Fvi ∈ H . Let η be the set
of i such that Fvi ∈ H . Let τ = [n]\η. Note that [n]\σ ⊂ η, so τ ⊂ σ, and so |τ | < ℓ(D)δn.
However, since [G : FV ] < D, we cannot have τ empty.
Let Xη be obtained from X by replacing the entries in the η rows with 0, and let Xτ be
obtained from X by replacing the entries in the τ rows with 0. Note that FX ∈ Hom(V ∗, G).
We identify Hom(V ∗, G) with Gn using the preferred basis of V ∗. We have
P(FX = 0) = P(FXτ ∈ Hn)P(FX = 0|FXτ ∈ Hn).
Let Xτη be obtained from Xτ be replacing the entries in the τ columns with 0. Note that
all the entries in Xτη that are not forced to be zero are independent. We have
P(FXτ ∈ Hn) ≤ P(FXτη ∈ Hn).
Note that all the entries in Xτη that we have not made zero are independent. So
P(FXτη ∈ Hn) =
∏
i∈η
P(Fcoli(Xτ ) ∈ H).
Consider a single column and let x1, . . . , x|τ | be the entries in the τ rows ofX , and f1, . . . , f|τ | ∈
G \H be the corresponding entries of F . We condition on x2, . . . , x|τ |. Then, for some fixed
g ∈ G, and f1 ∈ G \H , we are trying to bound
P(f1x1 ≡ g in G/H).
Since f1 6≡ 0 (mod G/H), there is some prime p that divides the order of f1 in G/H . Note
that if f1x ≡ g in G/H, then for ∆ ∈ Z such that p ∤ ∆, we have f1(x+∆) 6≡ g in G/H. So
the x such that f1x ≡ g in G/H are contained in a single equivalence class modulo p. Thus,
P(f1x1 ≡ a in G/H) ≤ e−α,
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since the probability that x1 is any any particular equivalence class mod p is at most e
−α.
We can then conclude
P(FXτ ∈ Hn) ≤ e−α|η|.
Now let Xηη be obtained from Xη by replacing the entries in τ columns with 0. Let
X∗η = Xηη +Xτη (so X∗η is obtained from X by replacing the τ columns with 0). We have
P(FX = 0|FXτ ∈ Hn) ≤ P(FX∗η = 0|FXτ ∈ Hn).
We estimate P(FX∗η = 0|FXτ ∈ Hn) by conditioning on the τ rows (and columns) of X .
Then for any n × n matrix Yτ over R supported on the τ rows with FYτ ∈ Hn (and with
Yτη obtained from Yτ by replacing the entries in the τ columns by 0),
P(FX∗η = 0|Xτ = Yτ) = P(FXηη + FYτη = 0|Xτ = Yτ ).
In particular, FYτη is some fixed value in H
|η|. Also, note that Xηη is independent of Xτ .
For a fixed A ∈ H |η|, we need to estimate P(FXηη = A). Note that F |Vτ (i.e. restricted to
the η indices) is a code of distance δn in Hom(Vτ , H). (If it were not, then by eliminating τ
and < δn indices, we would eliminate < (ℓ(D) + 1)δn indices and have an image which was
index that D strictly divides, contradicting the depth of F .) So by Lemma 4.1, for some K
P(FXηη + FYτη = 0|Xτ = Yτ ) = P(FXηη = −FYτη ∈ H |η|) ≤ K|H|−|η|.
So we conclude,
P(FX = 0) ≤ Ke−α|η||H|−|η| ≤ K1e−α(1−ℓ(D)δ)n(|G|/D)−(1−ℓ(D)δ)n.

6. Obtaining the moments IV: Putting it all together
We can combine our work above to give a universality result on (and the actual values
of) the moments of cokernels of random matrices and of sandpile groups of random graphs,
which we do in the following two theorems, respectively.
Theorem 6.1. Let 0 < α < 1 be a real number and G a finite abelian group. For any
c < min(α, log(2)), there is a K > 0 (depending on α,G, c) such that the following holds. Let
X be a random symmetric n× n matrix, whose entries Xij ∈ Z, for i ≤ j, are independent.
Further, we require that for any prime p|G and any t ∈ Z/pZ, the probability P(Xij ≡ t
(mod p)) ≤ 1− α. Then,∣∣E(#Sur(cok(X), G))− | ∧2 G|∣∣ ≤ Ke−cn.
Proof. We omit the details in this proof, as they are almost identical to (and slightly simpler
than) the details in the proof of our next result, Theorem 6.2, which is in the case of main
interest. If the exponent of G divides a, we can reduce X modulo a so as to agree with our
notation above. We wish to estimate
∑
F∈Sur(V,G) P(FX = 0). Using Lemmas 5.2 and 5.4 we
have ∑
F∈Sur(V,G)
F not code of distance δn
P(FX = 0) ≤ Ke−cn.
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Also, from Lemma 5.2 ∑
F∈Sur(V,G)
F not code of distance δn
| ∧2 G||G|−n ≤ Ke−cn.
We also have ∑
F∈Hom(V,G)\Sur(V,G)
| ∧2 G||G|−n ≤ K2−n.
Then we have, using Lemma 4.1,∑
F∈Sur(V,G)
F code of distance δn
∣∣P(FX = 0)− | ∧2 G||G|−n∣∣ ≤ Ke−cn.
Combining, we obtain the theorem.

In particular, the following theorem implies Theorem 1.2.
Theorem 6.2. Let 0 < q < 1 and let G be a finite abelian group. Then there exist c,K > 0
such that if Γ ∈ G(n, q) is a random graph, S is its sandpile group, for all n we have∣∣E(#Sur(S,G))− | ∧2 G|∣∣ ≤ Ke−cn.
Proof. Let a be the exponent of G. Let R = Z/aZ. Note that #Sur(S,G) = #Sur(S⊗R,G),
so throughout this proof we will let S¯ := S ⊗R. We let L¯ be the reduction of the Laplacian
L modulo a, so L¯ is an n× n matrix with coefficients in R.
We let X be an n×n random symmetric matrix with coefficients in R with Xij distributed
as L¯ij for i < j and with Xii distributed uniformly in R, with all Xij (for i < j) and Xii
independent. Let F0 ∈ Hom(V,R) be the map that sends each vi to 1. If we condition on
F0X = 0, then we find that X and L¯ have the same distribution. In particular, given X and
conditioning on the off diagonal entries, we see that the probability that F0X = 0 is a
−n (for
any choice of off diagonal entries). So any choice of off diagonal entries is equally likely in L¯
as in X conditioned on F0X = 0.
Recall V = Rn. So for F ∈ Hom(V,G), we have
P(FL¯ = 0) = P(FX = 0|F0X = 0) = P(FX = 0 and F0X = 0)an.
Let F˜ ∈ Hom(V,G⊕ R) be the sum of F and F0.
Let Z ⊂ V denote the vectors whose coordinates sum to 0, i.e. Z = {v ∈ V | F0v = 0}.
Let Sur∗(V,G) denote the maps from V to G that are a surjection when restricted to Z. We
wish to estimate
E(#Sur(S¯, G)) = E(#Sur(Z/ colspace(L¯), G))
=
∑
F∈Sur(Z,G)
P(FL¯ = 0)
=
1
|G|
∑
F∈Sur∗(V,G)
P(FL¯ = 0)
= |G|−1an
∑
F∈Sur∗(V,G)
P(F˜X = 0).
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Note that if F : V → G is a surjection when restricted to Z, then F˜ is a surjection from V
to G⊕ R.
We start by considering the part of the sum to which we can apply Lemma 5.4. We let K
change in each line, as long as it is a constant depending only on q, G, δ. Let α = max(q, 1−q).
We then have
an
|G|
∑
F∈Sur∗(V,G)
F˜ not code of distance δn
P(F˜X = 0)
≤ a
n
|G|
∑
D>1
D|#G
∑
F∈Sur∗(V,G)
F˜ depth D
P(F˜X = 0) (by Remark 5.1)
≤ a
n
|G|
∑
D>1
D|#G
#{F˜ ∈ Hom(V,G⊕ R) depth D | pr2(vi) = 1 for all i}Ke−α(1−ℓ(D)δ)n(a|G|/D)−(1−ℓ(D)δ)n
≤ a
n
|G|
∑
D>1
D|#G
K
(
n
⌈ℓ(D)δn⌉ − 1
)
|G|nD−n+ℓ(D)δne−α(1−ℓ(D)δ)n(a|G|/D)−(1−ℓ(D)δ)n (by Lemma 5.3)
≤ K
(
n
⌈ℓ(|G|)δn⌉ − 1
)
e−α(1−ℓ(|G|)δ)n(a|G|)δℓ(|G|)n
≤ Ke−cn.
For any 0 < c < α, we can choose δ small enough so that
(
n
⌈ℓ(|G|)δn⌉ − 1
)
e−α(1−ℓ(|G|)δ)n(a|G|)δℓ(|G|)n ≤ e−cn,
and the last inequality in the long chain above holds.
Also,
∑
F∈Sur∗(V,G)
F˜ not code of distance δn
| ∧2 G||G|−n ≤
∑
D>1
D|#G
∑
F∈Sur∗(V,G)
F˜ depth D
| ∧2 G||G|−n
(by Lemma 5.3) ≤
∑
D>1
D|#G
K
(
n
⌈ℓ(D)δn⌉ − 1
)
|G|n|D|−n+ℓ(D)δn| ∧2 G||G|−n
≤ K
(
n
⌈ℓ(|G|)δn⌉ − 1
)
2−n+ℓ(|G|)δn
≤ Ke−cn.
For any 0 < c < log(2), we can choose δ small enough so that
(
n
⌈ℓ(|G|)δn⌉−1
)
2−n+ℓ(|G|)δn ≤ e−cn,
and the last inequality above holds.
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We also have ∑
F∈Hom(V,G)\Sur∗(V,G)
| ∧2 G||G|−n ≤
∑
H proper s.g of G
∑
F∈Hom(Z,H)
| ∧2 G||G|−n+1
≤
∑
H proper s.g of G
|H|n−1| ∧2 G||G|−n+1
≤ K2−n.
Then we have, using Lemma 4.1,∑
F∈Sur∗(V,G)
F˜ code of distance δn
∣∣∣P(F˜X = 0)− | ∧2 (G⊕R)|(a|G|)−n∣∣∣ ≤ ∑
F∈Sur∗(V,G)
F˜ code of distance δn
Ke−cn(a|G|)−n
≤ Ke−cna−n.
In conclusion∣∣∣∣∣∣
an
|G|

 ∑
F∈Sur∗(V,G)
P(F˜X = 0)

− | ∧2 G|
∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣
an
|G|
∑
F∈Sur∗(V,G)
F˜ not code of distance δn
P(F˜X = 0)
∣∣∣∣∣∣∣∣
+
an
|G|
∑
F∈Sur∗(V,G)
F˜ code of distance δn
∣∣∣P(F˜X = 0)− | ∧2 (G⊕R)|(a|G|)−n∣∣∣
+
∣∣∣∣∣∣∣∣
−| ∧2 G|+
∑
F∈Sur∗(V,G)
F˜ code of distance δn
| ∧2 (G⊕ R)|(a|G|)−n
∣∣∣∣∣∣∣∣
≤ Ke−cn +
∑
F∈Sur∗(V,G),
F˜ not code of distance δn
| ∧2 G||G|−n +
∑
F∈Hom(V,G)\Sur∗(V,G)
| ∧2 G||G|−n
≤ Ke−cn.
Recall from above, we have
E(#Sur(S,G)) = |G|−1an
∑
F∈Sur∗(V,G)
P(F˜X = 0),
and so we conclude the proof of the theorem.

7. Basic estimates on abelian groups
In this section we collect some basic estimates on numbers of maps between finite abelian
groups. We do not claim any originality of the results in this section, but we merely collect
them here for completeness. We write Gλ for the abelian p-group of type λ.
Lemma 7.1. We have
|Hom(Gµ, Gλ)| = p
∑
i µ
′
iλ
′
i.
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Proof. A generator of Gµ of order p
k, can map to any element of Gλ of order dividing p
k.
We have that Z/pλiZ has pmin(k,λi) elements of order dividing pk. So, we have p
∑
imin(k,λi)
that the generator can map to. Note that
∑
imin(k, λi) =
∑k
j=1 λ
′
j. So we have
|Hom(Gµ, Gλ)| = p
∑
i
∑µi
j=1 λ
′
j .
In the sum
∑
i
∑µi
j=1 λ
′
j, we consider the coefficient of λ
′
k. The coefficient of λ
′
k is the
number of the µi such that µi ≥ k, which is µ′k. So
∑
i
∑µi
j=1 λ
′
j =
∑
i µ
′
iλ
′
i. 
Lemma 7.2. We have
(
∏
i≥1
(1− 2−i))λ1p
∑
i(λ
′
i)
2 ≤ |Aut(Gλ)| ≤ p
∑
i(λ
′
i)
2
.
Proof. The right inequality follows from Lemma 7.1. Let mi := λ
′
i − λ′i+1, so if Gi =
(Z/piZ)mi , then Gλ =
⊕
iGi. We claim
|Aut(Gλ)| = p
∑
i(λ
′
i)
2
λ1∏
i=1
mi∏
j=1
(1− p−j).
This is a standard fact (see e.g. [HR07, Theorem 4.1]), but we point out some observations
that make it simple to prove. By Nakayama’s Lemma, a homomorphism φ : Gλ → Gλ is an
isomorphism if and only if it is an isomorphism modulo p. Modulo p, the summand Gi can
only map nontrivially to Gj for j ≤ i. Thus it follows that φ is an isomorphism if and only
if it gives an isomorphism Gi/pGi → Gi/pGi for each k.
Similarly, and using that fact that #{symmetric matrices in GLn(Z/pZ)} = pn(n+1)2
∏⌈n/2⌉
j=1 (1−
p1−2j) (from [Mac69, Theorem2]), we can prove
#{symmetric, bilinear, perfect G×G→ C∗} = p
∑
i λ
′
i(λ
′
i+1)/2
λ1∏
i=1
⌈mi/2⌉∏
j=1
(1− p1−2j),
which is used in Equation (1).

Lemma 7.3. Let µ and λ be partitions. Let Gµ,λ be the set of subgroups of Gλ that are
isomorphic to Gµ. Then
|Gµ,λ| ≤ 1
(
∏
i≥1(1− 2−i))λ1
p
∑λ1
i=1 µ
′
iλ
′
i−(µ
′
i)
2
.
Proof. Let Inj(Gµ, Gλ) denote the set of injections from Gµ to Gλ. We have a map
Inj(Gµ, Gλ)→ Gµ,λ
taking an injection to its image. The group Aut(Gµ) acts simply transitively on the fibers
of this map, so
|Gµ,λ| = | Inj(Gµ, Gλ)||Aut(Gµ)| ≤
|Hom(Gµ, Gλ)|
|Aut(Gµ)| .
Note if µ1 > λ1, then Gµ,λ = 0. When µ1 ≤ λ1, we apply Lemmas 7.1 and 7.2 to obtain the
result. 
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Lemma 7.4. Let Gλ be an abelian p-group of type λ. Let F =
2
1−2−1/8
∏
i≥1(1− 2−i)−1.∑
G1 subgroup of G
| ∧2 G1| ≤
s∏
j=1
F λ1p
∑
i
λ′i(λ
′
i−1)
2 .
Proof. We have ∑
G1 subgroup of G
| ∧2 G1| =
∑
µ
|Gµ,λ|p
∑
j
µ′j (µ
′
j−1)
2 .
Note that we only have to sum over µ that are subpartitions of λ, or else |Gµ,λ| = 0. In
particular, we only have to sum over µ such that µ1 ≤ λ1.
Let C :=
∏
i≥1(1− 2−i) and D := 21−2−1/8 . We apply Lemma 7.3,∑
µ
|Gµ,λ|p
∑
j
µ′j (µ
′
j−1)
2 ≤ 1
Cλ1
∑
µ,µ1≤λ1
p
∑λ1
i=1 µ
′
iλ
′
i−(µ
′
i)
2+
µ′i(µ
′
i−1)
2
=
1
Cλ1
∑
d1,...,dλ1≥0
p
∑λ1
i=1 diλ
′
i−d
2
i+
di(di−1)
2
=
p
∑
i
λ′i(λ
′
i−1)
2
Cλ1
∑
d1,...,dλ1≥0
(p
1
8 )
∑λ1
i=1 −(2di−2λ
′
i+1)
2+1
≤ p
∑
i
λ′i(λ
′
i−1)
2
Cλ1
∑
e1,...,eλ1∈Z, ei odd
(p
1
8 )
∑λ1
i=1 −e
2
i+1.
We have that∑
e1∈Z, e1 odd
(p
1
8 )−e
2
1+1 ≤ 2
∑
e1≥1
(p
1
8 )−e
2
1+1 ≤ 2
∑
e1≥1
(p
1
8 )−e1+1 =
2
1− p−1/8 ≤ D.
So, applying this to each of the λ1 sums, we have
∑
G1 subgroup of G
| ∧2 G1| ≤ p
∑
i
λ′i(λ
′
i−1)
2
Cλ1
∑
e1,...,eλ1∈Z, ei odd
(p
1
8 )
∑λ1
i=1−e
2
i+1 ≤ p
∑
i
λ′i(λ
′
i−1)
2
Cλ1
Dλ1 .

8. Moments determine the distribution
In this section we will see that the moments we have found in fact determine the distri-
butions of our group valued random variables. We have been working with the moments
E(#Sur(−, G)) so far. As we have seen, these take nice values. Summing over all subgroups
of G, we then obtain the moments E(#Hom(−, G)). From the point of view of how we found
these moments, the “Hom” moments are just derivative from the “Sur” moments. However,
from an analytic point of view, the moments E(#Hom(−, G)) are easier to work with. For ex-
ample, if G = (Z/pZ)k for a prime p, then #Hom(H,G) = p(p-rank(H))k. So for G = (Z/pZ)k,
the Hom moments give the usual moments of the random variable pp-rank(H). For example,
when S is a sandpile group of a random graph, as above, we have that E(
(
pp-rank(S)
)k
) is on
the order of pk(k−1)/2 (see Lemma 7.4).
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As discussed in the introduction, these moments are too big to use Carleman’s condition
to recover the distribution, but we can take advantage of the fact that we know the random
variable takes only values pi, where i is a non-negative integer. In this case, we can view
the problem as one of a countably infinite system of linear equations which we would like
to show has a unique (non-negative) solution. Heath-Brown [HB94a, Lemma 17] (see also
[HB94b, Lemma 17]) and Fouvry and Klu¨ners [FK06, Section 4.2] have methods which will
show that for E(
(
pp-rank(S)
)k
) on the order of pk(k−1)/2, the moments do indeed determine
the distribution of p-rank(S). (See also [EVW09, Lemma 8.1] for the case when all the Sur
moments are 1.) However, this will at best determine the distribution of the p-ranks of the
sandpile groups.
Since we would like to determine more than just the p-ranks of the sandpile group, in
this section we prove that we can recover the distribution from the moments we have found.
Heath-Brown’s method [HB94a, Lemma 17] is to construct an infinite matrix that lower-
triangularizes the infinite matrix that gives the relevant system of linear equations equations.
Once the system is lower-triangular, it certainly has a unique solution. The difficulty is to
construct a matrix with entries that are sufficiently small (and you can prove are sufficiently
small) so that all the infinite sums involved converge. Heath-Brown constructs his matrix
with entries from Taylor expansions of analytic functions in one variable.
Our approach is to develop a multi-variable version of Heath-Brown’s method. However,
the size of our moments are on the boundary of where this approach will work, and the
functions we construct in the following lemma are carefully optimized. In particular, it is
critical that only terms with d2 + · · ·+ dm ≤ b1 appear in the Taylor expansion of Hm,p,b(z)
below. We now construct the analytic functions of several variables whose Taylor coefficients
we will use to lower-triangularize our system of equations.
Lemma 8.1. Given a positive integer m, a prime p, and b ∈ Zm with b1 ≥ b2 ≥ · · · ≥ bm,
we have an entire analytic function in the m variables z1, . . . , zm
Hm,p,b(z) =
∑
d1,...,dm≥0
d2+···+dm≤b1
ad1,...,dmz
d1
1 · · · zdmm
and a constant E such that
ad1,...,dm ≤ Ep−b1d1−
d1(d1+1)
2 .
Further, if f is a partition of length ≤ m and f > b (in the lexicographic ordering), then
Hm,p,b(p
f1 , pf1+f2 , . . . , pf1+···+fm) = 0. If f = b, then Hm,p,b(p
f1, pf1+f2, . . . , pf1+···+fm) 6= 0.
Proof. We define analytic functions
G(z1) :=
∏
j≥b1+1
(1− z1
pj
) =
∑
d1≥0
cd1z
d1
and
H(z2, . . . , zm)
:=
2b1∏
j=b1+b2+1
(1− z2
pj
)
b1+2b2∏
j=b1+b2+b3+1
(1− z3
pj
) · · ·
b1+···+bm−2+2bm−1∏
j=b1···+bm+1
(1− zm
pj
) =
∑
d2,...,dm≥0
ed1,...,dmz
d2
2 · · · zdmm .
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In each of the zi separately, for 2 ≤ i ≤ m, we have that H is a polynomial of degree bi−1−bi.
We then have an entire, analytic function in m variables
Hm,p,b(z) := G(z1)H(z2, . . . , zm) =
∑
d1,...,dm≥0
d2+···+dm≤b1
ad1,...,dmz
d1
1 · · · zdmm .
We now estimate the size of the ad. We see that ad = cd1ed2,...dm . We have thatG(pz) = (1−
z
pb1
)G(z). So cnp
n = cn−p−b1cn−1. Thus cn = −p−b1cn−1pn−1 , and by induction, cn(−1)n p
−b1n
∏n
i=1(p
i−1)
.
So |cn| ≤ p−b1n−
n(n+1)
2
∏
i≥1(1− p−i)−1. Thus,
ad ≤ 1∏
i≥1(1− p−i)
p−b1d1−
d1(d1+1)
2 max
d2,...,dm
ed2,...dm .
Now we check the final statements of the lemma. If f > b, suppose fi = bi for i ≤ t and
ft+1 > bt+1 for some 0 ≤ t ≤ m− 1. Then, in particular f1+ · · ·+ fi = b1+ · · ·+ bi for i ≤ t,
and f1+ · · ·+ ft+1 ≥ b1+ · · ·+ bt+1+1. However, (when t ≥ 1) since ft+1 ≤ ft = bt, we have
f1 + · · · + ft+1 ≤ b1 + · · ·+ bt−1 + 2bt. Since Hb vanishes whenever zt+1 = pk for integers k
with b1 + · · ·+ bt+1 + 1 ≤ k ≤ b1 + · · ·+ bt−1 + 2bt, we obtain the desired vanishing.
For the last statement, we first note that since the product in the definition of G is
absolutely convergent, we have that z1 = p
b1 is not a root of G. Then we observe all the
other finitely many factors in H are non-zero in this case as well.

In this theorem, we will use the analytic functions constructed in Lemma 8.1 to construct
an infinite matrix that will lower-triangularize the system of equations in (3) below.
Theorem 8.2. Let p1, . . . , ps be distinct primes. Let m1, . . . , ms ≥ 1 be integers. Let Mj be
the set of partitions λ at most mj parts. Let M =
∏s
j=1Mj. For µ ∈M , we write µj for its
jth entry, which is a partition consisting of non-negative integers µji with µ
j
1 ≥ µj2 ≥ . . . µjmj .
Suppose we have non-negative reals xµ, yµ, for each tuple of partitions µ ∈ M . Further
suppose that we have non-negative reals Cλ for each λ ∈M such that
Cλ ≤
s∏
j=1
Fmjp
∑
i
λ
j
i
(λ
j
i
−1)
2
j ,
where F > 0 is an absolute constant. Suppose that for all λ ∈M ,
(3)
∑
µ∈M
xµ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j =
∑
µ∈M
yµ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j = Cλ.
Then for all µ, we have that xµ = yµ.
Proof. We will induct on the size of µ in the lexicographic total ordering (we take the
lexicographic ordering for partitions and then the lexicographic ordering on top of that for
tuples of partitions). Suppose we have xπ = yπ for every π < ν.
We use Lemma 8.1 to find Hmj ,pj,νj (z) =
∑
d a(j)dz
d1
1 . . . z
dmj
mj . For λ ∈M , we define
Aλ :=
s∏
j=1
a(j)λj1−λ
j
2,λ
j
2−λ
j
3,...,λ
j
mj
.
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We wish to show that the sum
∑
λ∈M AλCλ converges absolutely. We have∑
λ∈M
|AλCλ| ≤
∑
λ∈M
s∏
j=1
∣∣∣∣∣a(j)λj1−λj2,λj2−λj3,...,λjmjFmjp
∑
i
λ
j
i
(λ
j
i
−1)
2
j
∣∣∣∣∣
=
s∏
j=1
∑
λ∈Mj
∣∣∣∣a(j)λ1−λ2,λ2−λ3,...,λmjFmjp
∑
i
λi(λi−1)
2
j
∣∣∣∣ .
We now investigate the inner sum. We drop the j index, and let b = νj . We apply
Lemma 8.1 to obtain∑
d1,...,dm≥0
d2+···+dm≤b1
|a(j)d1,d2,...,dm |Fmp
∑
i
∑m
k=i dk(
∑m
k=i dk−1)
2 ≤
∑
d1,...,dm≥0
d2+···+dm≤b1
Ep−b1d1−
d1(d1+1)
2 Fmp
∑
i
∑m
k=i dk(
∑m
k=i dk−1)
2 .
For each choice of d2, . . . dm, the remaining sum over d1 is a constant times
∑
d1≥0
pd1(−b1−1+d2+···+dm),
which converges, so it follows that
∑
λ∈M AλCλ converges absolutely.
Suppose we have xµ for µ ∈M all non-negative, such that for all λ ∈M ,∑
µ∈M
xµ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j = Cλ.
So we have that ∑
λ∈M
∑
µ∈M
Aλxµ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j
converges absolutely. Thus,∑
λ∈M
AλCλ =
∑
λ∈M
∑
µ∈M
Aλxµ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j
=
∑
µ∈M
xµ
∑
λ∈M
Aλ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j
=
∑
µ∈M
xµ
s∏
j=1
∑
λ∈Mj
a(j)λ1−λ2,λ2−λ3,...,λmj p
∑
i λiµ
j
i
j
Now we consider the inner sum. Again we drop the j indices. We have∑
λ∈Mj
a(j)λ1−λ2,λ2−λ3,...,λmp
∑
i λiµi =
∑
d1,...,dm≥0
a(j)d1,...,dm(p
µ1)d1(pµ1+µ2)d2 · · · (pµ1+···+µm)dm
= Hm,p,ν(p
µ1 , pµ1+µ2 , . . . , pµ1+···+µm).
If µ > ν (in the lexicographic total ordering), then some µj > νj and so for m = mj and
p = pj, by Lemma 8.1, Hm,p,νj(p
µ1 , pµ1+µ2 , . . . , pµ1+···+µm) = 0. Further, if µ = ν, then for
each (implicit) j we have Hm,p,ν(p
µ1 , pµ1+µ2 , . . . , pµ1+···+µm) 6= 0. So for some non-zero u,∑
λ∈M
AλCλ = xνu+
∑
µ∈M,µ<ν
xµ
∑
λ∈M
Aλ
s∏
j=1
p
∑
i λ
j
iµ
j
i
j .
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So since by assumption xµ with µ < ν we determined by the Cλ, we conclude that xν is
determined as well.

In the following theorem we achieve two things. We translate solving the above studied
system of linear equations into finding the distribution of our random groups given their
moments. We also deal with the issue that we don’t technically have moments of a distribu-
tion, but rather limits of moments of a sequence of distributions. An important ingredient
in solving this issue is showing that in our case, for any particular equation, we can use
bounds coming from other equations to show that we satisfy the hypotheses of the Lebesgue
Dominated Convergence Theorem.
Theorem 8.3. Let Xn be a sequence of random variables taking values in finitely generated
abelian groups. Let a be a positive integer and A be the set of (isomorphism classes of)
abelian groups with exponent dividing a. Suppose that for every G ∈ A, we have
lim
n→∞
E(#Sur(Xn, G)) = | ∧2 G|.
Then for every H ∈ A, the limit limn→∞ P(Xn ⊗ Z/aZ ≃ H) exists, and for all G ∈ A we
have ∑
H∈A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H)#Sur(H,G) = | ∧2 G|.
Suppose Yn is a sequence of random variables taking values in finitely generated abelian
groups such that for every G ∈ A, we have
lim
n→∞
E(#Sur(Yn, G)) = | ∧2 G|.
Then, we have that for every every H ∈ A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H) = lim
n→∞
P(Yn ⊗ Z/aZ ≃ H).
Proof. First, we will suppose that the limits limn→∞ P(Xn⊗Z/aZ ≃ H) exist, and from that
show that ∑
H∈A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H)#Sur(H,G) = | ∧2 G|.
For each G ∈ M , we claim we can find an abelian group G′ ∈M such that∑
H∈A
#Hom(H,G)
#Hom(H,G′)
converges. We can factor over the primes p dividing a, and reduce to the problem when
a = pe. Then if G has type λ, we take G′ of type π with π′i = 2λ
′
i + 1 for 1 ≤ i ≤ e. Then
we see ∑
c1≥···≥ce≥0
p
∑e
i=1 ci(λ
′
i−2λ
′
i−1) =
∑
c1≥···≥ce≥0
p
∑e
i=1 ci(−λ
′
i−1)
converges.
There is some constant DG such that for all n we have
P(Xn ⊗ Z/aZ ≃ H)#Hom(H,G′) ≤
∑
H∈A
P(Xn ⊗ Z/aZ ≃ H)#Hom(H,G′) ≤ DG.
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Thus, for all n,
P(Xn ⊗ Z/aZ ≃ H)#Hom(H,G) ≤ DG#Hom(H,G)#Hom(H,G′)−1.
Since
∑
H∈ADG#Hom(H,G)#Hom(H,G
′)−1 converges, by the Lebesgue Dominated Con-
vergence Theorem we have∑
H∈A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H)#Hom(H,G) = lim
n→∞
∑
H∈A
P(Xn ⊗ Z/aZ ≃ H)#Hom(H,G).
As this holds for every G ∈ A, we also have (by a finite number of additions and subtractions)∑
H∈A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H)#Sur(H,G) = lim
n→∞
∑
H∈A
P(Xn ⊗ Z/aZ ≃ H)#Sur(H,G)
= | ∧2 G|.
Next, we show that if for every G ∈ A,∑
H∈A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H)#Sur(H,G) =
∑
H∈A
lim
n→∞
P(Yn ⊗ Z/aZ ≃ H)#Sur(H,G)
= | ∧2 G|,
then we have for every H ∈ A that limn→∞ P(Xn⊗Z/aZ ≃ H) = limn→∞ P(Yn⊗Z/aZ ≃ H).
For each G, by a finite number of additions we have∑
H∈A
lim
n→∞
P(Xn ⊗ Z/aZ ≃ H)#Hom(H,G) =
∑
H∈A
lim
n→∞
P(Yn ⊗ Z/aZ ≃ H)#Hom(H,G)
=
∑
G1 subgroup of G
| ∧2 G1|.
Now we will explain how to apply Theorem 8.2 to conclude that limn→∞ P(Xn ⊗ Z/aZ ≃
H) = limn→∞ P(Yn ⊗ Z/aZ ≃ H). We factor a =
∏s
j=1 p
mj
j . The partition λ
j ∈ Mj is the
transpose of the type of the Sylow pj-subgroup of H , which gives a bijection between M and
A. We have that for G ∈ A with corresponding λ ∈ M ,
Cλ =
∑
G1 subgroup of G
| ∧2 G1| ≤
s∏
j=1
Fmjp
∑
i
λ
j
i
(λ
j
i
−1)
2
j .
by Lemma 7.4. For H,G ∈ A with corresponding µ, λ ∈ M , we have #Hom(H,G) =∏s
j=1 p
∑
i λ
j
iµ
j
i
j . So for H ∈ A with corresponding µ ∈M , we let xµ := limn→∞ P(Xn⊗Z/aZ ≃
H) and similarly for yµ and we can apply Theorem 8.2.
Now, we suppose for the sake of contradiction that the limit limn→∞ P(Xn ⊗ Z/aZ ≃ H)
does not exist for at least some H ∈ M . Then we can use a diagonal argument to find a
subsequence of Xn where the limits do exist for all H ∈ M , and then another subsequence
where the limits do also exist for all H ∈ M , but at least one is different. But since in
each subsequence the limits limn→∞ P(Xin ⊗ Z/aZ ≃ H) exist, so we can use the above the
conclude that these limits have to be the same for both subsequences, a contradiction.

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9. Comparison to uniform random matrices
Above we have seen that the moments we have determined for sandpile groups of random
graphs in particular imply many well-defined asymptotic statistics of the sandpile groups,
but we have not yet determined the values of these statistics. From Theorem 6.1 we see
these same moments hold for cokernels of a wide class of random matrices, in particular
uniform random matrices over Z/aZ. (Though the moments for cokernels of uniform random
matrices follow from Theorem 6.1, there is a much simpler proof for the uniform case given
in [CLK+14].) We can then use computations in the uniform case to give us our desired
statistics.
Corollary 9.1 (of Theorems 1.2, 6.1, and 8.3). Let G be a finite abelian group of exponent
dividing a. Let Γ ∈ G(n, q) be a random graph with sandpile group S. Let Hn be a uniform
random n× n symmetric matrix with entries in Z/aZ.
lim
n→∞
P(S ⊗ Z/aZ ≃ G) = lim
n→∞
P(cok(Hn) ≃ G).
In particular, we can conclude the following, which proves Theorem 1.1.
Corollary 9.2. Let G be a finite abelian group. Let Γ ∈ G(n, q) be a random graph with
sandpile group S. Let P be a finite set of primes including all those dividing |G|. Let Hn
be a random n× n symmetric matrix with entries in ∏p∈P Zp with respect to Haar measure.
Let SP be the sum of the Sylow p-subgroups of S for p ∈ P . Then
lim
n→∞
P(SP ≃ G) = lim
n→∞
P(cok(Hn) ≃ G)
=
#{symmetric, bilinear, perfect G×G→ C∗}
|G||Aut(G)|
∏
p∈P
∏
k≥0
(1− p−2k−1).
Proof. Note that if G is a finite abelian group with exponent that has prime factorization∏
p∈P p
ep, then if we take a =
∏
p∈P p
ep+1, for any finitely generated abelian group H , with
HP the sum of the Sylow p-subgroups of H for p ∈ P , we have
H ⊗ Z/aZ ≃ G if and only if HP ≃ G.
So the first equality follows from Corollary 9.1.
For the second equality, note that everything factors over p ∈ P , and so we can reduce
to the case when G is a p-group. Let ΦG be the set of symmetric, bilinear, perfect pairings
G×G → C∗. For φ ∈ ΦG, we let Aut(G, φ) be the set of automorphisms of G that respect
the pairing φ. Then Aut(G) acts naturally on ΦG, with orbits the isomorphism classes of
symmetric, bilinear, perfect pairings G × G → C∗, and stabilizers Aut(G, φ) for φ in the
isomorphism class. Let Φ¯G be the set of isomorphism classes of symmetric, bilinear, perfect
pairings G×G→ C∗.
Then [CLK+14, Theorem 2] shows that
lim
n→∞
P(cok(Hn) ≃ G) =
∑
[φ]∈Φ¯G
1
|G||Aut(G, φ)|
∏
k≥0
(1− p−2k−1).
By the orbit-stabilizer theorem, we have∑
[φ]∈Φ¯G
1
#Aut(G, φ)
=
∑
φ∈ΦG
1
|Aut(G)| .
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We conclude the second equality of the corollary. 
In particular, this lets us see that any particular group appears asymptotically with prob-
ability 0.
Corollary 9.3. Let G be a finite abelian group. Let Γ ∈ G(n, q) be a random graph with
sandpile group S. Then
lim
n→∞
P(S ≃ G) = 0.
Proof. Let PN be the set of primes ≤ N not dividing the order of G. Let SN be the sum of
the Sylow p-subgroups of S for p ∈ PN . Then
lim
n→∞
P(S ≃ G) ≤ lim
n→∞
P(SN trival) =
∏
p∈PN
∏
k≥0
(1− p−2k−1),
where the last equality is by Corollary 9.2. In particular, since the product
∏
p∈PN
(1− p−1)
goes to 0 as N →∞, we can conclude the corollary. 
Also taking a = p for a prime p in Corollary 9.1, we conclude the following on the
distribution of p-ranks of sandpile groups.
Corollary 9.4. Let p be a prime. Let Γ ∈ G(n, q) be a random graph with sandpile group
S. Let Hn be a uniform random n × n symmetric matrix with entries in Z/pZ. Then for
every non-negative integer r
lim
n→∞
P(rank(S⊗Z/pZ) = r) = lim
n→∞
P(rank(Hn) = n−r) = p−
r(r+1)
2
∞∏
i=r+1
(1−p−i)
∞∏
i=1
(1−p−2i)−1.
Proof. We have the second equality because the number of symmetric n × n matrices over
Z/pZ with rank n−r is (by [Mac69, Theorem 2]) pn(n+1)2 − r(r+1)2 ∏⌊(n−r)/2⌋i=1 (1−p−2i)−1∏ni=r+1(1−
p−i).

We can also conclude an asymptotic upper bound on the probability that the sandpile
group is cyclic.
Corollary 9.5. Let Γ ∈ G(n, q) be a random graph with sandpile group S. Then
lim
n→∞
P(S cyclic) ≤ ζ(3)−1ζ(5)−1ζ(7)−1ζ(9)−1 · · · .
Proof. Let PN be the set of primes ≤ N . Let SN be the sum of the Sylow p-subgroups of S
for p ∈ PN . Then
lim
n→∞
P(S cyclic) ≤ lim
n→∞
P(SN cyclic).
We apply Corollary 9.1 with a the product of the primes in PN and add over all G cyclic
with exponent dividing a. We have∑
G cylic,aG=0
P(cok(Hn) ≃ G) =
∏
p∈PN
(P(cok(Hn (mod p)) ≃ 1) + P(cok(Hn (mod p)) ≃ Z/pZ)) .
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By [Mac69, Theorem 2], as above, we have
lim
n→∞
(P(cok(Hn (mod p)) ≃ 1) + P(cok(Hn (mod p)) ≃ Z/pZ))
=
∞∏
i=1
(1− p−2i)−1
∞∏
i=1
(1− p−i) + p−1
∞∏
i=1
(1− p−2i)−1
∞∏
i=2
(1− p−i)
=
∞∏
i=1
(1− p−2i−1).
So,
lim
n→∞
P(S cyclic) ≤
∏
p∈PN
∞∏
i=1
(1− p−2i−1).
Taking the limit as N →∞, we obtain the corollary. 
Similarly, we can obtain an asymptotic upper bound for the probability that the number
of spanning trees is square-free.
Corollary 9.6. Let Γ ∈ G(n, q) be a random graph with sandpile group S. Then
lim
n→∞
P(|S| square-free) ≤ ζ(2)−1ζ(3)−1ζ(5)−1ζ(7)−1ζ(9)−1 · · · .
Proof. Let PN be the set of primes ≤ N . Let SN be the sum of the Sylow p-subgroups of S
for p ∈ PN . Then
lim
n→∞
P(S square-free) ≤ lim
n→∞
P(|SN | square-free).
By summing Corollary 9.2 over all G such that |G| has all prime factors in PN and |G| is
square-free, we have
lim
n→∞
P(|SN | square-free) =
∏
p∈PN
(
(1 + p−1)
∏
k≥0
(1− p−2k−1)
)
=
∏
p∈PN
(
(1− p−2)
∏
k≥1
(1− p−2k−1)
)
.
Taking the limit as N →∞, we obtain the corollary. 
Remark 9.7. Of course, all of the corollaries in this section also follow if S is replaced by the
cokernel of a random matrix satisfying the hypotheses of Theorem 6.1 (using Theorem 6.1
in place of Theorem 1.2). In this case, the analog of Corollary 9.4 is a result announced by
Maples [Map13b].
It would be nice to know the rest of the limits for uniform random matrices that occur
in Lemma 9.1. More specifically, let Hn be a uniform random n× n symmetric matrix with
entries in Z/aZ. What is
lim
n→∞
P(cok(Hn) ≃ G)?
Above we have seen the answer when a is a prime, and when every prime dividing the
exponent of G divides a to at least one higher power than it divides the exponent of G.
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