In this paper we propose a precise and robust watermarking scheme based on the technique called amplitude modulation. A watermark is embedded in a color image by modifying the pixel values in the blue channel. At the receiver, the watermark bits are retrieved using a prediction system, by a linear combination of nearby pixel values around the embedded pixels, and without having the original image. Because amplitude modulation is a spatial-domain watermarking method, it may not be robust enough, i.e. incapable of exact watermark retrieval. In order to enhance the bit retrieval, we apply a Gaussian mask to equalize the luminance intensity; we employ the pixel value replacing technique to enhance the prediction performance; and we use two additional bits as a geometrical reference. In addition, we demonstrate that choosing an improper location (like singularities) for watermarking will lead the prediction system to malfunction. In order to increase the robustness, we propose using the Curvelet transform to detect singularities such as lines and curves and prevent the system from using these locations in an image for embedding the watermark bits. The experimental results indicate that our proposed method has a better performance in comparison with two other similar approaches and in addition it is robust against various geometrical and non-geometrical attacks as well as having a good imperceptibility.
INTRODUCTION
In general, digital watermarking refers to embedding information in an image for different purposes like broadcast monitoring, authentication, tracking and owner identification [1] . A digital watermark should have two main properties, i.e. robustness and imperceptibility.
Robustness means that the watermark can withstand different image processing attacks and imperceptibility means that the watermark should not introduce any perceptible artefacts [2] . In general, watermarking approaches are divided into two main categories: the spatial and the transform domain techniques. Transform domain techniques perform the watermarking by changing the coefficients in the transformed domain of a host image.
For example, the methods of watermarking obtained by modifying the discrete wavelet transform (DWT) coefficients and the discrete cosine transform (DCT) coefficients were proposed in [3] - [4] . However many researchers demonstrated that watermarking in the transform domain is not robust to geometrical attacks, e.g. cropping and rotation.
Being robust against geometrical distortion is an important property for digital image watermarking. This is because minor geometrical manipulation can disable the watermarking system's ability to extract the correct watermark. Among the image watermarking approaches, feature point-based schemes can resist geometrical distortion like rotation, scaling and translation. A geometric invariant image watermarking approach was proposed in [5] by using the Harris-Laplace detector to extract the feature points. Later, the state of the art featurebased method by feature selection (affine covariant feature regions extraction), the image normalization and the orientation alignment, proposed by the same authors [6] .
Their scheme is robust against the geometric attacks including cropping, non-isotropic scaling, random bending and affine transformations, as well as common image processing operations. Recently, the robust Curveletdomain image watermarking (by matching the feature point [7] ) was proposed which it is robust against these various distortions.
However, watermarking in the spatial domain may naturally be robust to geometrical attacks and there are different approaches for watermarking in the spatial domain-among them watermarking based on amplitude modulation for copyright protection was proposed in [8] .
In this method, a watermark is embedded in a color image by modifying the pixel values in the blue channel. It was shown that watermarking based on amplitude modulation is robust to some attacks like blurring, JPEG compression, and rotation. Later Puertpan et.al enhanced the robustness of this method by using the Gaussian mask to localize the luminance values [9] . In [10] , in addition to using the Guassian mask, all watermark bits are XORed with a psedu-random bit stream and a pixel value that most differs from the watermarked pixel is excluded in the prediction process, in order to improve the watermarking performance. More details on this are given in Section 2.
Finding suitable locations to embed the desired data or the watermark is the main problem for some watermarking methods. In general, all these aforementioned watermarking methods based on amplitude modulation perform watermarking without finding the suitable location or selecting the suitable pixels belonging to the host image.
In this paper, we show that embedding a watermark in locations where there is singularity such as a line or a curve affects the performance of the prediction system. It means that an error may occur during the bit retrieval process. So, we use the Curvelet transform to localize the singularities and find the suitable locations in a color host image for embedding the watermark. This paper is organized as follows: watermarking based on amplitude modulation is explained in Section 2. The Curvelet transform is briefly reviewed in Section 3. In Section 4, we discuss suitable locations for embedding the watermark bits. We look at the prediction system performance and then we present our proposed method.
Simulation results and discussions are given in Section 5 and finally concluding remarks are presented in Section 6.
WATERMARKING BASED ON AMPLITUDE MODULATION
The RGB model is an additive color model which contains three channels (i.e. red, green and blue). Let w denotes a single bit that is to be embedded in a color image by modifying the pixel value in the blue channel. The blue channel is preferred because of the human visual system's reduced sensitivity and it also guarantees virtual imperceptibility. 
We notice that the sign of determines the embedded watermark bit if the following conditions are satisfied:
( ) The scaling parameter 's' is sufficiently large. notice that the bit retrieval will be more accurate when the absolute value of is large.
( ) The luminance of the image is smooth. Under this circumstance, the adding or subtracting an amount of each pixel in the embedding process (the second part of (1)) is approximately equal and therefore the bit retrieval process based on the sign of should be more precise.
( ) The prediction system according to (2) . In [8] , two extra bits (in addition to the watermark bits) were used to embed in the original image. These two bits were used to obtain a threshold value that may improve the retrieval process and define a geometrical reference. This reference can compensate geometrical attacks like rotation. Later, this method was developed in [9] to improve the bit retrieval rate. The authors used a Gaussian weighting mask (with parameter,  ) for averaging the luminance of an image and therefore equalizing the luminance intensity at every pixel around position ) , ( j i . The Gaussian mask is: The performance of this method is not appropriate whenever the host image is not smooth (it means that the image has many singularities). As smoothing the luminance has no effect on smoothing the blue channel, 
That is, for the prediction system described by (2):
. (6) To overcome this drawback, a new method was proposed in [10] . It works by balancing the watermark bits around the embedding pixels in the watermark preparation process. For this purpose, all watermark bits, w , are The Curvelet transform was developed in order to represent edges along curves much more efficiently than any traditional transform and it is explained briefly in the section 3.
THE CURVELET TRANSFORM
The Curvelet transform was first introduced by Candes and Donoho [12] . The procedure at first was decomposing an image into a set of wavelet bands, and then analysing each band by a local Ridgelet transform. Later, the secondgeneration Curvelet transform based on a frequency partition technique was proposed by the same authors [13] - [15] . The continuous Curvelet transform (CCT) of
where b a, and  denote respectively the scale, location , was derived in [13] . 
The mother Curvelet ) (x j  is defined in the frequency domain (i.e. Fourier transform) as
The support of j U is a polar "wedge" defined by the support of W and V , see Fig. 2 :
The Curvelet coefficient is obtained as:
With 
Defining the Cartesian windows, ) 2 ( ) ( 
where
, and l j U , is the Cartesian equivalent of the polar window of (10), and it isolates frequencies near the trapezoid wedge. Fig. 3 shows the digital frequency tilling of the Curvelet.
The above discrete Curvelet transform can be implemented through either wrapping or USFFT algorithms which have been described in detail in [14] . In this work, we use the wrapping algorithm because it is easier and faster.
PROPOSED METHOD
Before explaining our proposed method, we show that embedding a watermark in locations where there is singularity such as line or curve suppresses the performance of the prediction system and thus during the bit retrieval process an error may occur. Suppose, the content shown in Fig. 4 is a part of the watermarked image. The centre pixel at a block is decreased to 45 (the original value was 50) due to embedding a bit equal to 0.
Simply, using (2) and so obviously an error has occurred. Thus, in this paper, we localize the singularities by using the Curvelet transform and we do not embed the watermark bits at these specific positions.
In one dimension the only type of discontinuity is a point, which can be represented by wavelets. However, images in two dimensions also have discontinuities along lines and curves. As wavelets ignore the geometric properties of objects with edges and do not exploit the regularity of the edge curves [16] - [17] , they exhibit large wavelet coefficients in all scales for edges in the image.
So, the edges of an image are seen repeatedly at different scales [18] . Although it is possible to indicate line and curve singularities by using the wavelet transform [19] , the procedure includes finding the corresponding wavelet coefficients in all scales. This is not efficient and it may be complicated and time consuming. The Curvelet transform can represent edges and singularities along curves much more efficiently than the traditional wavelet transform.
In this work, we detect the image edges similar to [20] for the blue channel. The rule for partitioning the scale level is: 3 ) ( 2 log scale   n where the parameter n for any square size image refers to the number of rows. Fig. 5 shows the five scale levels corresponding to an image with size 256×256. As shown in Fig. 5(b) Maximum embedding capacity (MEC) means the maximum number of bits that can be hidden in the host image. MEC is achieved whenever all the center pixels at each block are not lying on singularities:
where N M  is the host image size and s B is the block size. In this paper, the size of test images and blocks are 256 × 256 and 5 5 respectively, so MEC is equal to 2621 pixels. In general, embedding capacity (EC) depends on the number of the center pixels those are not located on singularities. Therefore, EC depends on the considered threshold value chosen. As all pixels of the reconstructed image are equal to or greater than zero, theoretically 'T' can get any value greater than or equal to zero. In order to find the smoothest regions in the host image, the convenient value is T=0. In the special case, when the computed EC is less than the size of the watermark image, either the watermark size has to be reduced or the threshold value has to be increased.
At the receiver, we obtain the blue channel and extract the watermark bits according to (3) . We now summarize our proposed algorithm for both embedding and extracting a watermark.
Embedding Procedure
1. Use the Gaussian weighting mask (see (4) and embed the watermark bits along with two extra bits for saving a geometrical reference. We note that the locations of these additional bits are to be known.
Extracting Procedure
1. Extract the two additional reference bits based on (3) and compensate for geometrical attacks like rotation, if appropriate.
Extract the watermak bits based on (3).
Notice, in this method like [8] , the embedding bit locations are known at the receiver.
EXPERIMENTAL RESULT
In this paper, we use eleven different color images as the publications [8] and [10] . The procedures of these two methods and our proposed algorithm are explained briefly in Table 1 .
At first, to compare performance with [8] and [10] under the same circumstances, we use the well-known Table 2 . The extracted watermarks are also shown in Fig. 8 . The PSNR and NC of these three methods are shown in Fig. 9 and Fig. 10 . Although the PSNR of our proposed method is comparable with [8] , the achieved NC is better than [8] and [10] . Now, we also compare the performances of these three methods when the Gaussian weighting mask (see (4)) for averaging the luminance of an image is used and 'Lena' is considered as the host image. The achieved PSNR and NC based on using a different variance parameter ( 2  ) for the Gaussian mask are shown in Fig. 11 and Fig. 12 . As all the pixels in the watermarked image are to be changed in [10] , and in 
CONCLUSION
An improved retrieval method for watermarking based on amplitude modulation has been proposed in this paper.
Using the Curvelet transform to detect singularities prevents embedding the watermark bits at singular points, lines, and polygons. The experimental results show that by using our proposed method, the performance of the watermark retrieval process has been improved in terms of PSNR and normalized correlation when compared with two other similar methods.
i,j Fig. 1 : The neighboring pixels around ) , ( j i which are used to predict the original pixel, for c=2 in (2). (1) (2) (3) (4)
(6) (7) (8) (9) (10) Fig. 8 : Extracted watermark via different scaling parameters s=[0.1 0.5] from left to right, where 'Lena' is used as the host image. The first row belongs to [8] and the second row belongs to our proposed method without using the Gaussian mask. 
