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ABSTRACT 
 
Recent radiomic studies have witnessed promising 
performance of deep learning techniques in learning 
radiomic features and fusing multimodal imaging data. Most 
existing deep learning based radiomic studies build 
predictive models in a setting of pattern classification, not 
appropriate for survival analysis studies where some data 
samples have incomplete observations. To improve existing 
survival analysis techniques whose performance is hinged 
on imaging features, we propose a deep learning method to 
build survival regression models by optimizing imaging 
features with deep convolutional neural networks (CNNs) in 
a proportional hazards model. To make the CNNs applicable 
to tumors with varied sizes, a spatial pyramid pooling 
strategy is adopted. Our method has been validated based on 
a simulated imaging dataset and a FDG-PET/CT dataset of 
rectal cancer patients treated for locally advanced rectal 
cancer. Compared with survival prediction models built 
upon hand-crafted radiomic features using Cox proportional 
hazards model and random survival forests, our method 
achieved competitive prediction performance.  
 
Index Terms— CNNs, proportional hazards model, 
survival analysis, rectal cancer, tumor recurrence 
 
1. INTRODUCTION 
 
Colorectal cancer is the 3rd most common cause of cancer 
death in US. The standard of care for locally advanced rectal 
cancer is neoadjuvant chemoradiation therapy (CRT) 
followed by total mesorectal excision. The tumor response 
to CRT is heterogeneous with approximately 15-20% 
achieving a pathologic complete response (pCR) and most 
others achieving various degrees of partial response [1]. 
Patients who achieve a pCR have very favorable outcomes 
while those without pCR often develop local recurrences 
and distant metastasis. Since high-risk patients would be 
candidates for more intense or different systemic therapies, 
it would be very useful to be able to predict the individual 
risk of each patient. However, current predictive models 
based on clinical factors such as tumor stage, nodal stage, 
and hemoglobin do not have sufficient fidelity [2].  
    Radiomics is a promising tool for early selection of 
optimal treatment for patients. Recent radiomic studies in 
rectal cancer have demonstrated promising performance for 
cancer staging and treatment outcome prediction [3, 4]. 
Most of the existing studies build prediction models on 
hand-crafted radiomic features, such as tumor intensity 
histogram, shape, and texture patterns [5, 6]. In these 
studies, a large number of imaging features are often 
extracted, feature selection and dimensionality reduction 
techniques have to be adopted to relieve curse of 
dimensionality. A special effort is also needed to fuse 
multimodal imaging features [7]. Recent radiomic studies 
have witnessed promising performance of deep learning 
techniques in learning radiomic features and fusing 
multimodal imaging data [8-10]. In these studies, 
convolutional neural networks (CNNs) are widely adopted 
to learn informative imaging features [11]. However, it is 
not straightforward to apply the prevalent CNNs to tumor 
images since the CNNs require a fixed image size in both 
training and testing while the tumor size of different patients 
varies greatly. Although resampling different tumors to have 
the same size is a simple solution, elegant tools such as a 
spatial pyramid pooling strategy might lead better 
performance [12].  
    Most existing deep learning based radiomic studies build 
predictive models in a setting of pattern classification [8-
10]. Although the pattern classification setting is a default 
for diagnosis, it might not be appropriate for survival 
analysis studies where some data samples have incomplete 
observations. It is common in cancer studies that many 
patients do not have complete observations, and data 
censoring has to be applied to such data samples. For such 
datasets, Cox proportional hazards model (CPH) is a 
popular model for survival analysis [13]. The CPH model is 
built with a linear assumption that a patient’s risk of an 
event occurring is a linear combination of observed 
measures. Random survival forests (RSF) is another popular 
method for survival analysis [14]. Different from CPH, RSF 
is virtually free of model assumptions and capable of 
capturing non-linear effects or higher order interactions 
between the risk to be predicted and the available measures. 
Since both the methods build predictive models upon given 
features, their performance is hinged on the features to be 
used. Deep learning based survival analysis tools have also 
been developed and achieved better prediction performance 
than CPH and RSF models [15, 16]. Recent studies have 
also proposed CNNs based tools for pathological image 
based survival analysis, and promising performance have 
been obtained [17]. However, they are designed to handle 
image with fixed image size. 
    In this study, we develop a deep learning method under a 
flexible framework to learn discriminative radiomic features 
from multi-modal imaging data in a proportional hazards 
model setting. Our method is built upon deep CNNs to learn 
imaging features by optimizing partial likelihood of a 
proportional hazards model for survival information. The 
learning of imaging features based on CNNs is capable of 
capturing complex relations between imaging data and 
survival information, therefore may achieve better 
prediction performance than models built upon hand-crafted 
imaging features. Particularly, in our deep learning model 
multimodal 3D imaging data of tumors are fused by 3D 
convolutional layers in a data-driven way during the training 
of the model. Tumor size differences across subjects are 
handled by a spatial pyramid pooling layer [12]. Moreover, 
biological/clinical measures if available can also be 
seamlessly fused in the model by fully connected layers. 
 
 
Fig. 1. The CNN architecture for survival risk prediction from 
multi-modal imaging data. 
 
2. METHODS 
 
Our deep learning based survival model is tailored for 
radiomic survival analysis based on the proportional hazards 
model and deep CNNs, which is expected to capture 
complex relationship between imaging information and 
survival information effectively. 
 
2.1. Proportional hazards model 
 
Given a survival dataset 𝐷 containing 𝑁 data samples, each 
sample 𝑠𝑖  ( 1 ≤ 𝑖 ≤ 𝑁 ) has its feature vector 𝑥𝑖 ∈ 𝑅
𝑀 , 
observed time 𝑇𝑖  for the event of interest, and event 
indicator 𝐸𝑖 that indicates whether the event occurred or not 
(right-censored). Under the proportional hazards assumption 
[13], the hazard function for 𝑠𝑖 is formulated as 
𝜆(𝑡|𝑥𝑖) = 𝜆0(𝑡)exp⁡(ℎ(𝑥𝑖)),           (1) 
where 𝜆0(𝑡) is the baseline hazard function, and ℎ(𝑥𝑖) is the 
estimated risk of 𝑠𝑖 . The hazard function 𝜆(𝑡|𝑥𝑖) measures 
the hazard rate for sample 𝑠𝑖 at time 𝑡. The partial likelihood 
of all the observed (non-censoring, 𝐸𝑖 = 1) events that have 
occurred to the corresponding samples is calculated as 
𝐿𝐷(ℎ(𝑥)) = ∏
exp⁡(ℎ(𝑥𝑖))
∑ exp⁡(ℎ(𝑥𝑗))𝑗:𝑇𝑗>𝑇𝑖
𝑖:𝐸𝑖=1
,             (2) 
where ℎ(𝑥) is the underlying risk function to be determined. 
To determine the ℎ(𝑥)  that best characterizes relations 
between the features and survival risks, maximum partial 
likelihood is adopted to optimize the model parameters in 
ℎ(𝑥). The standard CPH model adopts ℎ(𝑥) = 𝛽𝑇𝑥 which 
assumes a linear relation between the features and risks, and 
𝛽 is optimized to build the predictive model. However, the 
linear assumption might not be able to capture complex 
relations between tumor images and clinical outcomes. To 
extract informative imaging features to predict the survival 
risk, we adopt deep CNNs to learn imaging features 𝑥 and 
ℎ(𝑥) in a data-driven way. 
 
2.2. Deep CNNs for predicting survival 
 
To build a survival prediction model upon imaging data, we 
adopt deep CNNs to extract informative features that 
optimize partial likelihood of the proportional hazards 
model. Our model mainly contains 3 types of layers, 
including convolutional layers to extract informative 
imaging features, a spatial pyramid pooling (SPP) layer [12] 
to handle tumor size differences across patients, and fully 
connected layers to learn a nonlinear mapping between 
imaging data and survival risk. As illustrated by Fig. 1, our 
model contains 3 convolutional layers, followed by 1 SPP 
layer, 2 fully connected layers, and an output layer. The 
output layer contains one node to calculate the survival risk 
ℎ(𝑥)  for the input imaging data. Rectified linear units 
(ReLu) are used as the nonlinear activation functions for the 
convolutional and fully connected layers. Dropout is applied 
to the output of the fully connected layers [11]. The imaging 
scans for each patient are used as input to the deep learning 
model, and a bounding box containing the tumor region will 
be used as auxiliary input to the SPP layer. The SPP layer 
was implemented as a one-layer max-pooling with pre-set 
output size. Negative log partial likelihood of Eq. (2) is used 
as the loss function to train the whole network 
loss(ℎ(𝑥)) = −∑ (ℎ(𝑥𝑖) − 𝑙𝑜𝑔∑ exp⁡(ℎ(𝑥𝑗))𝑗:𝑇𝑗>𝑇𝑖 )𝑖:𝐸𝑖=1 .  (3) 
    The whole network is trained using stochastic gradient 
descent [11]. To train the survival prediction model for 
applications with limited training data, data augmentation is 
adopted to boost its robustness and performance. 
Particularly, augmented tumor imaging data are generated 
using image translation, rotation, and zooming [11]. The 
survival information for the augmented tumor images are 
sampled from a Gaussian distribution with the survival 
information of the original image as its mean value and a 
pre-set standard deviation. 
 
3. RESULTS 
 
We first validated our method based on simulated 2D 
imaging data with survival data generated with a nonlinear 
survival risk function of imaging information to demonstrate 
the performance of the proposed deep CNNs based survival 
model. Then, we applied our method to a PET/CT dataset of 
rectal cancer patients to validate its performance in real 
clinical applications based on multi-modal imaging data. 
Our method was implemented based on Keras [18].  
Our network contained 3 convolutional layers, followed 
by 1 SPP layer, 2 fully connected layers, and 1 output layer. 
In particular, the numbers of filters were 16, 36, and 64 for 
each convolutional layer, and the kernel sizes were 3 × 3, 
5 × 5, 5 × 5  for the simulated 2D images and 3 × 3 × 3 , 
5 × 5 × 5, 5 × 5 × 5 for the 3D PET/CT scans. For the SPP 
layer, the minimum bounding box containing the region of 
interest was used as auxiliary input (“digits” in the 
simulated images, and tumor regions in the PET/CT scans), 
the bounding boxes have varied sizes across images, and the 
output sizes of the SPP layer were 8 × 8 for the simulated 
images and 8 × 8 × 8 for the PET/CT scans. The numbers 
of nodes in the fully connected layers were 500 and 100 for 
the simulated dataset, 1000 and 200 for the PET/CT dataset.  
    We compared our method with both CPH and RSF 
methods. Hand-crafted radiomic features were used as the 
input to these two methods. We computed both non-texture 
features and texture features using a radiomic method, 
capable of extracting multimodal imaging features [7]. 
Different extraction parameters including wavelet band-pass 
filtering and quantization of gray levels were tested. The 
dimensionality of radiomic features was reduced using 
principal component analysis (PCA) for the CPH model to 
improve its robustness on the PET/CT dataset due to its 
relatively small sample size, and different dimensions 
including 10, 20, 40, 60, 80 were tested to obtain the best 
performance. Different numbers of trees including 50, 100, 
200 and minimum terminal node size including 3, 5, 10 
were tested for the RSF model and the best result was 
reported. Concordance-index (c-index) [19] was used to 
evaluate the prediction performance obtained by different 
methods under the same cross-validation setting. 
 
3.1. Experiment on a simulated dataset 
 
The simulated dataset was generated as illustrated by Fig. 2. 
In particular, we randomly selected 5000 images of “0” and 
5000 images of “6” from MNIST handwritten digit 
database. Then, a random tumor weights 𝑀 ∈ 𝑅𝑊×𝐻  was 
generated and multiplied with each of those digit images 𝐼 ∈
𝑅𝑊×𝐻  pixel by pixel to simulate a survival risk by ℎ(𝐼) =
𝑒𝑥𝑝 (−∑ (𝐼𝑖𝑗 ∗ 𝑀𝑖𝑗)
2
1≤𝑖≤𝑊,1≤𝑗≤𝐻 ) , where the subscript (𝑖, 𝑗) 
indicates the pixel location, as shown in Fig. 2a. Survival 
time was generated as 𝜆0𝑒𝑥𝑝(−ℎ(𝐼)), where 𝜆0 = 5 for this 
simulated dataset. Therefore, the simulated images had 
survival risks nonlinearly correlated with the image data. 
Moreover, 50% of the samples were randomly selected as 
non-censored samples. 
We applied the proposed model, the CPH model, and the 
RSF model to the simulated dataset under the same 10-fold 
cross-validation setting, our method obtained a c-index of 
0.96 while the CPH model obtained a c-index of 0.86 and 
the RSF model obtained a c-index of 0.85, indicating that 
our method could achieve improved performance compared 
with survival models built upon hand-crafted imaging 
features. 
 
Fig. 2. Simulated images with tumors whose survival risk was a 
nonlinear function of image intensity information. (a) tumor 
weights used to generate risks, (b, c) randomly generated images, 
(d) simulated survival time of those images, and (e) their group 
difference in survival time. 
 
3.2. Experiment on a rectal cancer dataset 
 
We further evaluated our method based on a dataset of 84 
rectal cancer patients who received CRT for locally 
advanced rectal cancer (33 females and 51 males), for 
predicting time of local tumor recurrence based on their pre-
treatment imaging data. All the patients underwent pre-
treatment FDG PET/CT scans, and 14 patients had tumor 
recurrence over a median follow-up of 3 years. The tumors 
were manually contoured by experienced radiologists. The 
PET/CT scans of randomly selected patients with/without 
tumor recurrence are illustrated in Fig. 3. The CT scans 
were aligned to its corresponding PET scans and resampled 
to have the same spatial resolution as the PET scans with 
isotropic voxel size of 4mm. Standardized uptake value 
(SUV) was computed for the PET scans and used as input to 
all the survival prediction models. 
    To augment the training data, augmented tumor images 
were generated based on the training data by shifting the 
center of the bounding box by two voxels in 3D space (26 
directions), and the tumor recurrence time for the 
augmented data was sampled according to a Gaussian 
distribution with the tumor recurrence time of the original 
tumor 𝑠𝑖𝑜 as mean value and 0.05𝑠𝑖𝑜  as standard deviation.  
    All the survival prediction models were validated using 
the same 5-fold cross-validation. We tested the prediction 
performance of different models using PET, CT, and 
PET/CT scans respectively, and c-index values under 
different settings are summarized in Table 1. The models 
built upon multimodal imaging data had better performance 
than those built upon PET or CT scan alone, and our method 
achieved overall better prediction performance than the 
CPH and RSF models. The prediction performance is 
promising, taking into consideration of the relatively small 
number of non-censored data in our current dataset.  
   
   
Fig. 3. Images of sample patients with (top row) and without 
(bottom row) tumor recurrence (CT, PET, and manual tumor 
segmentation overlaid on the CT image, from left to right). 
Table 1. Performance (c-index) of different models using imaging 
data of different modalities. 
 CT PET PET/CT 
CPH 0.53 0.58 0.60 
RSF 0.58 0.61 0.58 
proposed 0.62 0.60 0.64 
 
4. CONCLUSIONS 
 
In this study, we develop a flexible deep learning framework 
to learn reproducible and discriminative radiomic features in 
a proportional hazards model setting. Our deep learning 
model is built upon CNNs to learn informative features from 
tumor images by optimizing partial likelihood of a 
proportional hazards model. The prediction performance 
achieved by our method on both the simulated imaging data 
and the real PET/CT scans of rectal cancer patients is 
promising, compared to state-of-the-arts methods. The 
flexibility of our framework also leaves room to fine tune 
hyper-parameters of the deep learning model and 
incorporate non-imaging data in the model. 
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