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Abstract
Dynamical nature of the gauge degree of freedom and its effect to
fermion spectrum are studied at β = ∞ for two-dimensional nonabelian
chiral gauge theory in the vacuum overlap formulation. It is argued that
the disordered gauge degree of freedom does not necessarily cause the
massless chiral state in the (waveguide) boundary correlation function.
An asymptotically free self-coupling for the gauge degree of freedom is
introduced by hand at first. This allows us to tame the gauge fluctuation
by approaching the critical point of the gauge degree of freedom without
spoiling its disordered nature. We examine the spectrum in the boundary
correlation function and find the mass gap of the order of the lattice cutoff.
There is no symmetry against it. Then we argue that the decoupling of the
gauge freedom can occur as the self-coupling is removed, provided that
the IR fixed point due to the Wess-Zumino term is absent by anomaly
cancellation.
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1 Introduction
It has been one of the most important issues to clarify the dynamical behavior of
the gauge freedom and its effect to the fermion spectrum for various proposals
of lattice chiral gauge theory[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
16]. In this article, we discuss this issue in the context of the vacuum overlap
formulation[15].
In the vacuum overlap formulation of a generic chiral gauge theory, gauge
symmetry is explicitly broken by the complex phase of fermion determinant.
In order to restore the gauge invariance, gauge average —the integration along
gauge orbit— is invoked. Then, what is required for the dynamical nature of the
gauge freedom at β =∞ (pure gauge limit) is that the global gauge symmetry
is not broken spontaneously and all the bosonic field of the gauge freedom could
be heavy compared to a typical mass scale of the theory so as to decouple from
physical spectrum[17, 1, 2, 6, 15].
However, through the analysis of the waveguide model[10], it has been
claimed that this required disordered nature of the gauge freedom causes the
vector-like spectrum of fermion[11]. In this argument, the fermion correlation
functions at the waveguide boundaries were examined. One may think of the
counter parts of these correlation functions in the overlap formulation by putting
creation and annihilation operators in the overlap of vacua with the same sig-
nature of mass. Let us refer this kind of correlation function as boundary corre-
lation function and the correlation function in the original definition as overlap
correlation function. We should note that the boundary correlation functions
are no more the observables in the sense defined in the overlap formulation[15];
they cannot be expressed by the overlap of two vacua with their phases fixed
by the Wigner-Brillouin phase convention. But, they are still relevant because
they can probe the auxiliary fermionic system for the definition of the complex
phase of chiral determinant and therefore the anomaly (the Wess-Zumino term).
If massless chiral states could actually appear in the boundary correlation func-
tions, we would have difficulty defining the complex phase.
Our objective in this paper is to argue that the disordered nature of the gauge
degree of freedom can maintain the chiral spectrum of these correlation func-
tions. For this goal, we concentrate on the pure gauge limit of a two-dimensional
SU(2) nonablelian chiral gauge theory. Then it is naturally expected that the
gauge freedom acquires mass dynamically, because of its two-dimensional and
nonabelian nature. To make it explicit, an asymptotically free self-coupling for
the gauge freedom is introduced by hand at first.∗ This asymptotic freedom
allows us to tame the gauge fluctuation by approaching the critical point for the
gauge freedom without spoiling its disordered nature. There we can show by the
spin wave approximation that the spectrum in the boundary correlation func-
∗This gauge breaking term is usually induced from fermion determinant. In the overlap
formulation, however, it is absent because the gauge symmetry breaking occurs only in the
complex phase of the fermion determinant.
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tion has mass gap of the order of the lattice cutoff and it survives the quantum
correction due to the gauge fluctuation. Since the overlap correlation function
does not depend on the gauge freedom and does show the chiral spectrum[15],
the above fact means that the entire fermion spectrum is chiral. Then, we argue
that how far the mass of the gauge freedom can be lifted without affecting the
chiral spectrum as the self-coupling is removed. In this respect, we will note that
there is no symmetry against the spectrum mass gap of the boundary correlation
function. We will also note that the absence of the IR fixed point due to the
Wess-Zumino term is crucial for the decoupling of the gauge freedom. Finally,
the effect of the (waveguide) boundary Yukawa coupling is also clarified in the
context of the vacuum overlap, using the operator technique[18] to incorporate
the Yukawa coupling into overlap.
A few comments are in order. Note that our result is consistent with what
was found in the Wilson-Yukawa model. In this model, the so-called strong
coupling symmetric (PMS) phase has been identified as the phase which can
fulfill the two requirement: the disordered gauge freedom and the chiral spec-
trum of fermion.† In fact, the second requirement is subtle. But if the shift
symmetry[19] is invoked it is also fulfilled effectively because one of the Weyl
components of the massless Dirac fermion can be made decoupled from any
other particles.
For the case of the two-dimensional SU(2) chiral gauge theory, the pure
gauge dynamics in the Wilson-Yukawa model is nothing but the dynamics of
the two-dimensional chiral SU(2) nonlinear sigma model. There appears only
the paramagnetic phase. The fermion spectrum can be easily examined at the
critical point by virtue of the asymptotic freedom. The fermion mass does not
vanish at the critical point and it is found that the phase is actually the PMS
phase. This is the very strategy with which we will argue in the context of the
vacuum overlap formulation.
The possible existence of the PMS phase in the waveguide formulation was
already argued in the recent proposal of the gauge invariant formulation of the
standard model with the invariant four-fermion operators[13]. Quite recently,
it was also argued in the system with the Majorana type Yukawa coupling[14].
Our result is suggesting that, in the case of the two-dimensional nonabelian
gauge theory, the PMS phase can also exist in the waveguide model with the
Dirac type Yukawa coupling.
This paper is organized as follows. In section 2, we first define with vac-
uum overlap a two-dimensional SU(2) chiral gauge theory. Then, we clarify its
structure in the pure gauge limit. As observables in the pure gauge limit, we
define the boundary correlation functions. In section 3, we calculate the induced
imaginary action (including the Wess-Zumino term) and discuss the dynamical
nature of the gauge freedom. In section 4, the boundary correlation functions
† Actual reasons why the Wilson-Yukawa formulation is not considered to be able to
describe the chiral gauge theory are the triviality of the chiral coupling to vector bosons in
four-dimensions and the fermion number conservation[3].
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are examined near the critical point. In section 5, we discuss the possible de-
coupling of the gauge freedom. In section 6, the effect of the boundary Yukawa
coupling is examined. In section 7, we summarize and discuss our result from
the point of view of the Nielsen-Ninomiya theorem and its extension for the case
with interaction.
2 Pure Gauge Limit
2.1 Two-dimensional SU(2) Chiral Gauge Theory
To be specific, we consider the two-dimensional SU(2) gauge theory with four
SU(2) doublets of left-handed Weyl fermions and one SU(2) Adjoint of right-
handed Weyl fermions[20]. This representation of fermion is anomaly free.∑
r
kr = 4× 1− 4 = 0, (2.1)
where
Tr
(
T aT b
)
r
= δab
1
2
kr. (2.2)
The partition function of the chiral gauge theory is given by the following
formula in the vacuum overlap formulation.
Z =
∫
[dU ] exp (−βSG)
∏
rep.
(
〈+|v+〉
|〈+|v+〉|
〈v + |v−〉
〈v − |−〉
|〈v − |−〉|
)
. (2.3)
In this formula, |v+〉 and |v−〉 are the vacua of the second-quantized Hamilto-
nians of the three-dimensional Wilson fermion with positive and negative bare
masses, respectively.
Hˆ± = aˆ
†
nα
iH±nα,mβ
j
i aˆmβj , (2.4)
H±nα,mβ
j
i =
(
Bnm
j
i ±m0δnmδ
j
i Cnm
j
i
C†nm
j
i −Bnm
j
i ∓m0δnmδ
j
i
)
, (2.5)
Bnm
j
i =
1
2
∑
µ
(
2δn,mδ
j
i − δn+µˆ,mUnµ
j
i − δn,m+µˆU
†
mµ
j
i
)
, (2.6)
Cnm
j
i =
1
2
∑
µ
σµ
(
δn+µˆ,mUnµ
j
i − δn,m+µˆU
†
mµ
j
i
)
, σµ = (i, 1).(2.7)
|+〉 and |−〉 are corresponding free vacua. The Wigner-Brillouin phase conven-
tion is explicitly implemented by the overlaps of vacua with the same signature
of mass.
∏
rep. stands for the product over all Weyl fermion multiplets in the
anomaly free representation. SG is the gauge action.
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2.2 Pure gauge limit β =∞
In the vanishing gauge coupling limit β =∞, the gauge link variable is given in
the pure gauge form:
Unµ = gng
†
n+µ gn ∈ SU(2). (2.8)
Then the model describes the gauge degree of freedom coupled to fermion
through gauge non-invariant piece of complex phase of chiral determinants.
Z =
∫
[dg]
∏
rep.
(
〈+|Gˆ|+〉
|〈+|Gˆ|+〉|
〈+|−〉
〈−|Gˆ†|−〉
|〈−|Gˆ†|−〉|
)
. (2.9)
G is the operator of the gauge transformation given by:
Gˆ = exp
(
aˆ†in {log g}i
j aˆnj
)
. (2.10)
To control the fluctuation of the gauge degree of freedom, we add the fol-
lowing gauge non-invariant term to the original model[17, 6, 7]:
exp
{
K
∑
nµ
Tr(Unµ + U
†
nµ)
}
, K ≡
1
λ2
. (2.11)
Then, in the pure gauge limit, the model reduces to just the two-dimensional
chiral SU(2) nonlinear sigma model coupled to anomaly free chiral fermions
through the gauge non-invariant piece of complex phase of chiral determinants.
Z =
∫
[dg] exp
{
K
∑
nµ
Tr(gng
†
n+µ + gn+µg
†
n)
}∏
rep.
(
〈+|Gˆ|+〉
|〈+|Gˆ|+〉|
〈+|−〉
〈−|Gˆ†|−〉
|〈−|Gˆ†|−〉|
)
≡
∫
dµ[g;K]. (2.12)
Including the complex action, the functional integral measure of the gauge free-
dom is denoted by dµ[g;K].
This model is invariant under two global SU(2) transformations acting on
the chiral field. The first one is the global remnant of gauge transformation:
SU(2)global : gn
j
i −→ g0
k
i gn
j
k. (2.13)
The second one comes from the arbitrariness of choice of pure gauge variable
gn:
SU(2)hidden : gn
j
i −→ gn
k
i h
†j
k. (2.14)
They defines the chiral transformation of G = SU(2)L×SU(2)R = SU(2)global×
SU(2)hidden and the model is symmetric under this chiral transformation.
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We refer the imaginary action of the gauge freedom induced from the fermion
determinant as the null Wess-Zumino action because the actual Wess-Zumino
terms are canceled among the fermions. We denote it by ∆ΓWZ :
ei∆ΓWZ [g] ≡
∏
rep.
(
〈+|Gˆ|+〉
|〈+|Gˆ|+〉|
〈+|−〉
〈−|Gˆ†|−〉
|〈−|Gˆ†|−〉|
)
. (2.15)
2.3 Observables in pure gauge limit
In order to probe the fermion spectrum in the pure gauge limit, we examine
fermion correlation functions defined by putting creation and annihilation op-
erators in the overlaps of two vacua with the same signature of masses, but
interacting and free. We refer this kind of correlation function as boundary cor-
relation function. The fermion correlation function in the original definition[15]
is refered as overlap correlation function.
2.3.1 Boundary fermion correlation function
As for the overlap of the vacuum of the Hamiltonian with negative mass, there
are three possible definitions of boundary correlation function in the represen-
tation r:
〈φniφ
†
m
j〉−r ≡
1
Z
∫
dµ[g;K]
〈−|Gˆ†
{
aˆniaˆ
†
m
j − 12δnmδ
j
i
}
|−〉r
〈−|Gˆ†|−〉r
, (2.16)
〈ϕniϕ
†
m
j〉−r ≡
1
Z
∫
dµ[g;K]
〈−|
{
aˆniaˆ
†
m
j − 12δnmδ
j
i
}
Gˆ†|−〉r
〈−|Gˆ†|−〉r
, (2.17)
〈ϕniφ
†
m
j〉−r ≡
1
Z
∫
dµ[g;K]
〈−|
{
aˆniGˆ
†aˆ†m
j − 12δnm
(
g†m
)j
i
}
|−〉r
〈−|Gˆ†|−〉r
.
(2.18)
The transformation properties of these correlation functions under the chiral
SU(2) can be read as follows:
〈φniφ
†
m
j〉−r −→ (g0
s
i )〈φnsφ
†
m
t〉−r(g
†
0
j
t ), (2.19)
〈ϕniϕ
†
m
j〉−r −→ (h
s
i )〈ϕnsϕ
†
m
t〉−r(h
†j
t ), (2.20)
〈ϕniφ
†
m
j〉−r −→ (h
s
i )〈ϕnsφ
†
m
t〉−r(g
†
0
j
t ). (2.21)
As we will argue in the next section, the pure gauge model we are considering
has the same infrared structure as the chiral SU(2) nonlinear sigma model.
Then, the local order parameter 〈(gm)
j
i 〉 is not well-defined and only chiral
6
SU(2) invariant quantities can be used as observables[21]. The first and second
correlation functions can be made invariant under the chiral SU(2) by taking
the trace over the group indices. The third one cannot be made invariant and
we should discard it from observables.
As for the overlap of the vacuum of the Hamiltonian with positive mass,
there are also three possible definitions of boundary correlation function in the
representation r:
〈φniφ
†
m
j〉+r ≡
1
Z
∫
dµ[g;K]
〈+|
{
aˆniaˆ
†
m
j − 12δnmδ
j
i
}
Gˆ|+〉r
〈+|Gˆ|+〉r
, (2.22)
〈ϕniϕ
†
m
j〉+r ≡
1
Z
∫
dµ[g;K]
〈+|Gˆ
{
aˆniaˆ
†
m
j − 12δnmδ
j
i
}
|+〉r
〈+|Gˆ|+〉r
, (2.23)
〈φniϕ
†
m
j〉+r ≡
1
Z
∫
dµ[g;K]
〈+|
{
aˆniGˆaˆ
†
m
j − 12δnm
(
g†m
)j
i
}
|+〉r
〈+|Gˆ|+〉r
.
(2.24)
They transform under the chiral SU(2) as follows:
〈φniφ
†
m
j〉+r −→ (g0
s
i )〈φnsφ
†
m
t〉+r(g
†
0
j
t ), (2.25)
〈ϕniϕ
†
m
j〉+r −→ (h
s
i )〈ϕnsϕ
†
m
t〉+r(h
†j
t ), (2.26)
〈φniϕ
†
m
j〉+r −→ (g0
s
i )〈φnsϕ
†
m
t〉+r(h
†j
t ). (2.27)
The first two correlation functions can be made invariant under the chiral SU(2)
by taking the trace over the group indices. But the third one cannot be made
invariant. We discard this correlation function from the observables in the pure
gauge limit.
Note that contrary to the case of the overlap correlation functions, the gauge
freedom does not decouple from these boundary correlation functions. In the
section 4, we will examine the two invariant correlation functions associated to
the overlap of the vacuum of the Hamiltonian with negative mass. The positive
mass case could be examined in a similar manner.
3 Pure Gauge Dynamics
Let us first discuss the dynamics of the gauge freedom without the null Wess-
Zumino action. Then the model reduces to the chiral SU(2) nonlinear sigma
model. The dynamics of this model is well-known. First of all, the coupling
constant λ is asymptotically free. This suggests that the model develops the
mass gap dynamically and it is actually the case. The chiral SU(2) symmetry is
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realized linearly in the entire region of the coupling constant λ, in accord with
the general theorem in two-dimensions.[22]
In order to examine the effect of the null Wess-Zumino action on the dy-
namics of the chiral SU(2) nonlinear sigma model, we will evaluate the null
Wess-Zumino action in perturbation theory of λ. The explicit formula of the
contribution to the null Wess-Zumino action in the representation r reads
i∆ΓWZ [g]r = iImTr Ln
[∑
m
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmv−(q)
]
+ iImTr Ln
[∑
m
v†+(p)e
−ipm
(
gm
j
i
)
eiqmv+(q)
]
.
(3.1)
The gauge freedom is expanded as
g†m
j
i = 1l
j
i − iλπ
j
i + (−i)
2 1
2!
λ2π2ji + (−i)
3 1
3!
λ3π3ji + · · · . (3.2)
Then, the first nontrivial term in the negative mass contribution turns out to
be O(π3) and it is evaluated as follows:
i∆ΓWZ [π]r−
= i
1
3
λ3
∫
d2p1
(2π)2
d2p2
(2π)2
d2p3
(2π)2
(2π)2δ2(p1 + p2 + p3)iǫ
abc
(
πa(p1)π
b(p2)π
c(p3)
)
×
Ar
∫
d2q
(2π)2
Tr
[
Sv−(q + p1)S
v
−(q)S
v
−(q − p2)
]
+ · · · , (3.3)
where
Sv−(p) ≡
1
v†−(p)v−(p)
v−(p)v
†
−(p), (3.4)
Tr
(
T aT bT c
)
r
= iǫabcAr. (3.5)
See the appendix E for the detail of the calculation. For the anomaly free theory
in consideration, ∑
r
Ar = 4×
1
4
− 1 = 0. (3.6)
The positive mass contribution also vanishes up to O(π3). This means that the
induced null Wess-Zumino action vanishes completely up to O(π3). Note that
this is true before the expansion with respect to external momentum in order
to take the continuum limit.
The contribution from each fermion to the null Wess-Zumino action should
contain the Wess-Zumino term in the continuum limit.∫
d2q
(2π)2
Tr
[
Sv−(q + p1)S
v
−(q)S
v
−(q − p2)
]
= −ǫµνp1µp2νcWZ− + · · · .
(3.7)
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The coefficient cWZ− is evaluated following the technique of [23] as follows:
cWZ−
=
∫
d2q
(2π)2
1
2!
ǫµνTr
[
∂µS
v
−(q)S
v
−(q)∂νS
v
−(q)
]
= (−i)
1
2
∫
d2q
(2π)2
∫ ∞
−∞
dω
(2π)
1
2!
ǫµνTr
{
S3(q, ω)∂µS
−1
3 (q, ω)S3(q, ω)∂νS
−1
3 (q, ω)S3(q, ω)∂ωS
−1
3 (q, ω)
}
= (−i)
1
2
1
4π
2∑
k=0
(−1)k
(
2
k
)
mk
|mk|
mk =
{
−m0 (k = 0)
(2k −m0) (k 6= 0)
= (−i)
1
4π
. (3.8)
where
S−13 (p, ω) ≡ iγ5ω + iγµCµ(p) +B −m0.
(3.9)
See appendix E for the detail of the calculation. Similarly, we obtain for the
positive mass
cWZ+ = 0. (3.10)
Then we can see that they reproduce the correct value of the continuum theory[24].
Since the null Wess-Zumino action vanishes up to O(π3), it does not con-
tribute to the quantum correction of the action of the chiral SU(2) nonlinear
sigma model at the one-loop order. (The calculation is best performed by back-
ground field method.) Then the beta function of λ remains same as that of the
pure chiral SU(2) nonlinear sigma model at one-loop order:
− a
dλ2
da
= −
λ4
4π
. (3.11)
Thus, the null Wess-Zumino action does not affect the renormalization group
properties of the nonlinear sigma model in the vicinity of the critical point. λ
remains asymptotically free.
The asymptotic freedom suggests that the gauge freedom in the pure gauge
limit develops the mass gap dynamically, even with the imaginary null Wess-
Zumino action. Accordingly, the chiral SU(2) symmetry is realized linearly.
The scale of the mass gap is set by the coupling λ through the renormalization
group invariant scale.
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4 Boundary fermion on and off the critical point
λ = 0 is the critical point of the pure gauge model. At this point, the fluctuation
of the gauge degree of freedom is reduced completely to the global degree of
freedom,
gn −→ g0, λ→ 0, (4.1)
which decouples because of SU(2)global symmetry. Then the spectrum of the
boundary correlation functions can be examined exactly. We will find that they
have a mass gap of the order of the lattice cutoff in the spectrum.
Leaving off the critical point, the perturbation theory in λ (spin wave approx-
imation) can be a good approximation due to asymptotic freedom, as long as
short distance quantities are concerned. Since the boundary correlation func-
tions have actually the short distance nature, we can evaluate the quantum
correction to them by the perturbation theory (spin wave approximation). We
will find that the short distance nature persists inside the symmetric phase off
the critical point.
4.1 Expression of boundary correlation functions
The invariant boundary correlation functions associated to the overlap of the
vacuum of the Hamiltonian with negative mass are evaluated as follows:
〈φniφ
†
m
i〉−r ≡
1
Z
∫
dµ[g;K]
〈−|Gˆ†
{
aˆniaˆ
†
m
i − 12δnmδ
i
i
}
|−〉r
〈−|Gˆ†|−〉r
=
1
Z
∫
dµ[g;K]
[
1
2
δnmδ
i
i − S
v
−[g](n;m)
o
i
(
g†m
i
o
)]
, (4.2)
〈ϕniϕ
†
m
i〉−r ≡
1
Z
∫
dµ[g;K]
〈−|
{
aˆniaˆ
†
m
i − 12δnmδ
i
i
}
Gˆ†|−〉r
〈−|Gˆ†|−〉r
=
1
Z
∫
dµ[g;K]
[
1
2
δnmδ
i
i −
(
g†m
o
i
)
Sv−[g](n;m)
i
o
]
, (4.3)
where
Sv−[g](n,m)
j
i ≡
∫
d2p
(2π)2
d2q
(2π)2
×
eipnv−(p)
[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprv−(p)
]−1
(p,i)(q,j)
v†−(q)e
−iqm.
(4.4)
See appendix F for the detail of the calculation.
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4.2 Boundary correlation functions at criticality
At the critical point, λ = 0, the correlation functions reduce to the expression:
〈φniφ
†
m
i〉−r = 〈ϕniϕ
†
m
i〉−r, (4.5)
〈ϕniϕ
†
m
i〉−r =
∫
d2p
(2π)2
eip(n−m)δii ×
1
2λ−
(
−m0 +B(p) C(p)
C†(p) m0 − B(p)
)
, (4.6)
where
λ− =
√
C2µ(p) + (B(p)−m0)
2. (4.7)
This boundary correlation function does not show any pole which can be
interpreted as particle. Rather, it consists of the continuum spectrum with a
mass gap. To see it, we consider the boundary correlation function without
the spinor structure for simplicity. For the fixed spatial momentum p1, the
correlation function can be evaluated as
D(n2; p1) =
∫
dp2
(2π)
eip2n2
1
2λ−
=
∫
dp2
(2π)
dω
(2π)
eip2n2
1
ω2 + λ2−
=
∫
dω
(2π)
1
(2 − cos p1 −m0)
e−M(ω,p1)|n2|
2 sinhM(ω, p1)
,
where
coshM(ω, p1) = 1 +
ω2 + sin2 p1 + (1− cos p1 −m0)
2
2(2− cos p1 −m0)
. (4.8)
The minimum of M(ω, p1) can be identified as the mass gap. For m0 = 0.5, it
appears at ω = 0 and p1 = 0. In this case, the mass gap MB is given by
coshMB = 1 +
m20
2(1−m0)
. (4.9)
Since the mass gap is of order of the cutoff, no light physical particle emerges
in the boundary correlation functions on the critical point. They have very
short-distance nature. ‡
‡In fact, the boundary correlation function can be derived from the correlation function of
the three-dimensional massive fermion by the reduction to the two-dimensional space-time.
This is why the continuum spectrum with mass gap emerges.
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4.3 Boundary correlation functions off criticality
Once we know that the boundary correlation functions have short distance na-
ture, the quantum correction to such quantities can be evaluated by the pertur-
bation theory in λ rather reliably by virtue of the asymptotic freedom.
In the perturbation theory in λ, Sv+[g](n,m) can be expanded as follows:
Sv−[g](n,m)
o
s = S
v
−(n−m) (1l
o
s)−
∑
r
Sv−(n− r) ((−iλ)πr
o
s)S
v
−(r −m)
−
∑
r
Sv−(n− r)
(
(−iλ)2
2!
π2r
o
s
)
Sv−(r −m)
+
∑
r,l
Sv−(n− r) ((−iλ)πr
u
s )S
v
−(r − l) ((−iλ)πl
o
u)S
v
−(l −m)
+O(λ3). (4.10)
Then we obtain at the one-loop order
〈φniφ
†
m
i〉−r =
1
2
δnmδ
i
i − S
v
−(n−m)δ
i
i
− λ2
∑
r
Sv−(n− r)
[
〈πr
o
iπm
i
o〉
′Sv−(r −m)
]
+ λ2
∑
r,l
Sv−(n− r)
[
〈πr
o
iπl
i
o〉
′Sv−(r − l)
]
Sv−(l −m) +O(λ
4),
(4.11)
〈ϕniϕ
†
m
i〉−r =
1
2
δnmδ
i
i − S
v
−(n−m)δ
i
i
− λ2
∑
r
[
〈πn
o
iπr
i
o〉
′Sv−(n− r)
]
Sv−(r −m)
+ λ2
∑
r,l
Sv−(n− r)
[
〈πr
o
iπl
i
o〉
′Sv−(r − l)
]
Sv−(l −m) +O(λ
4),
(4.12)
〈πr
o
iπl
i
o〉
′ = δii
∫
d2p
(2π)2
eip(r−l) − 1∑
µ 4 sin
2 pµ
2
. (4.13)
Note that the infrared divergences associated to the correlation function of the
gauge freedom
〈πr
o
iπl
i
o〉 = δ
i
i
∫
d2p
(2π)2
eip(r−l)∑
µ 4 sin
2 pµ
2
, (4.14)
cancel among the second and third terms in the r.h.s. of Eqs. (4.11) and (4.12).
To show this fact explicitly, we have used 〈πr
o
iπl
i
o〉
′ insead.§
§ It is not hard to see that the infrared divergence remains in the correlation function of
the type of Eq. (2.18).
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Since Sv− has the short correlation length of the order of the lattice spacing
as we have shown, its combolutions with the correlation function of the gauge
freedom also have the short correlation lengths. There is no symmetry against
the mass gap. This result shows that even inside of the symmetric phase off the
critical point, no light particle emerges in the boundary correlation functions.
5 Decoupling of gauge degree of freedom
The mass of the gauge freedom, which we denote by Mσ, is adjustable by λ.
Near the critical point, the scaleMσ is very small compared to the lattice cutoff.
Here, we found the massless Weyl fermion in the overlap correlation function.
On the other hand, the spectrum in the boundary correlation function has the
large mass gap MB of the order of the lattice cutoff. This mass scale is set by
the constant m0 and not adjustable. The mass gap suffers from the quantum
correction due to the fluctuation of the gauge degree of freedom, but survives
it. Therefore we obtain the following relations of several scales for small λ:
0 (= Λ[β]) ≃Mσ[λ] << MB[m0;λ] ≃
1
a
(λ2 ∼ 0). (5.1)
How far can we make the mass Mσ large? As λ becomes large, Mσ becomes
large. At the same time, the fluctuation of the gauge degree of freedom increases.
Then, the quantum correction to the mass gap of the boundary correlation
function can become large. However, we do not find any symmetrical reason
why it could become vanishingly small compared to the lattice cutoff. Then, it
seems quite reasonable to assume that this short distance nature remains as λ
becomes large. This means that we can make Mσ large and comparable to MB
from below.
0 (= Λ[β]) << Mσ[λ]րMB[λ;m0] ≃
1
a
(λ2 ր∞). (5.2)
Then all the unphysical and undesired degrees of freedom could be heavy com-
pared to the physical scale Λ[β].
The important assumption we have made here is that no phase transition
occurs between the week coupling region and the strong coupling region of λ. In
the chiral SU(2) nonlinear sigma model, it is known to be true. The disordered
nature at strong coupling holds true in the week coupling regime. By the spin
wave approximation, we see that the correlation function does not show the long
range order and the local order parameter does not emerges. Rather, due to the
asymptotic freedom, the mass is developed dynamically.
The week coupling dynamics of the pure gauge model in consideration, has
also disordered nature, as we have shown. As λ increases, the disordered nature
of chiral field is enhanced. But in our pure gauge model, this means that the
imaginary null Wess-Zumino action can become large and can fluctuate strongly.
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Our assumption here is that as far as an anomaly-free chiral gauge theory is
concerned, there is no phase transition which divides up the weak and the strong
coupling regions of the asymptotically free self-coupling of the gauge freedom.
An important and well-known counter example occurs if the gauge anomaly
does not cancel and the Wess-Zumino term appears in the complex action. The
Wess-Zumino term causes the IR fixed point in the beta function of λ[25]. It has
been shown to be also true in the vacuum overlap formulation[24]. At one-loop
order, the beta function is given by
− a
dλ2
da
= −
(
1−A
λ2
8π
)
λ4
4π
. (5.3)
The fixed point theory is equivalent to the free massless fermion with the chiral
SU(2) symmetry[25]. This simply means the failure of the decoupling of the
gauge degree of freedom. This freedom appears as extra light particles at the
fixed point. As in this example, the nature of the pure gauge dynamics could
distinguish the anomaly-free chiral gauge theory from anomalous ones.
6 Effect of boundary Yukawa coupling
In this section, we try to understand the effect of the Yukawa coupling at the
waveguide boundary[11] in the context of the vacuum overlap. We will find
that as far as y is kept nonzero finite, the mass gap of a boundary correlation
function remains finite.
6.1 Boundary Yukawa coupling
The Yukawa coupling introduced at the waveguide boundary[11] corresponds to
the insertion of the following operator[18] in the overlaps to define the complex
phase:
Yˆ = exp

∑
n,i
ln y (aˆ†n1
iaˆn1i − aˆ
†
n2
iaˆn2i)


=
∏
ni
(
aˆn1iaˆ
†
n1
i + yaˆ†n1
iaˆn1i
)(
aˆn2iaˆ
†
n2
i +
1
y
aˆ†n2
iaˆn2i
)
, (6.1)
and
Z =
∫
[dg] exp
{
K
∑
nµ
Tr(gng
†
n+µ + gn+µg
†
n)
}∏
rep.
(
〈+|Yˆ Gˆ|+〉
|〈+|Yˆ Gˆ|+〉|
〈+|−〉
〈−|Gˆ†Yˆ |−〉
|〈−|Gˆ†Yˆ |−〉|
)
≡
∫
dµ[g;K,Y ]. (6.2)
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We denote by Y the matrix in the spinor space given by
Y =
(
y 0
0 1y
)
= yPR +
1
y
PL. (6.3)
6.2 Null Wess-Zumino action with Yukawa coupling
We first clarify the effect of the boundary Yukawa coupling in the null Wess-
Zumino action. The boundary Yukawa coupling comes in the explicit formula
of the null Wess-Zumino action as follows:
i∆ΓWZ [g;Y ]r = iImTrLn
[∑
m
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmY v−(q)
]
+ iImTrLn
[∑
m
v†+(p)Y e
−ipm
(
gm
j
i
)
eiqmv+(q)
]
.
(6.4)
In the limits y = 0 and y = ∞, the gauge freedom decouples and the null
Wess-Zumino action vanishes. In the limit y = 0, for example, the wavefunctions
of the eigenvectors reduce to only lower components.
v−(p) →
1
y
(
0
C†(p)
)
1√
2λ−(λ− +m0 −B(p))
, (6.5)
v+(p) →
1
y
(
0
−B(p)−m0 − λ−
)
1√
2λ+(λ+ +m0 +B(p))
. (6.6)
Then the wavefunctions factorize in the formula of the null Wess-Zumino action
as follows:
TrLn
[∑
m
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmY v−(q)
]
= TrLn
[∑
m
e−ipm
(
g†m
j
i
)
eiqm
]
+TrLn
[
v†−(p)2(2π)
2δ2(p− q)
]
+TrLn
[
(2π)2δ2(p− q)
1
y
v−(q)2
]
.
(6.7)
The first term in the r.h.s. vanishes because gn
j
i are the special unitary matrices.
The second and third term in the r.h.s. combines to give the real value. In this
way, the gauge freedom decouples from the fermion determinant and the null
Wess-Zumino action vanishes. In the limit y = ∞, the wavefunctions of the
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eigenvectors reduce to only upper components and the gauge freedom decouples
in the similar manner.
Perturbative evaluation of the null Wess-Zumino action performs just like
the case without the boundary Yukawa coupling. The term of the order O(π3)
is evaluated as
i∆ΓWZ [π;Y ]r−
= i
1
3
λ3
∫
d2p1
(2π)2
d2p2
(2π)2
d2p3
(2π)2
(2π)2δ2(p1 + p2 + p3)iǫ
abc
(
πa(p1)π
b(p2)π
c(p3)
)
×
Ar
∫
d2q
(2π)2
Tr
[
Sv−(q + p1;Y )S
v
−(q;Y )S
v
−(q − p2;Y )
]
+ · · · . (6.8)
where
Sv−(p;Y ) ≡
1
v†−(p)Y v−(p)
Y v−(p)v
†
−(p). (6.9)
Therefore, by the anomaly cancellation, the induced null Wess-Zumino action
also vanishes completely up to O(π3).¶
The coefficient of the Wess-Zumino term, cWZ [Y ]−, now seems to depend
on Y . It is evaluated again using technique of [23] as follows:
cWZ [Y ]−
=
∫
d2q
(2π)2
1
2!
ǫµνTr
[
∂µS
v
−(q;Y )S
v
−(q;Y )∂νS
v
−(q;Y )
]
= (−i)
1
2
∫
d2q
(2π)2
∫ ∞
−∞
dω
(2π)
1
2!
ǫµνTr
{
S3(q, ω;Y )∂µS
−1
3 (q, ω;Y )×
S3(q, ω;Y )∂νS
−1
3 (q, ω;Y )S3(q, ω;Y )∂ωS
−1
3 (q, ω;Y )
}
= (−i)
1
2
1
4π
2∑
k=0
(−1)k
(
2
k
)
mk
|mk|
mk =
{
−ym0 (k = 0)
1
y (2k −m0) (k 6= 0)
= (−i)
1
4π
. (6.10)
where
S−13 (p, ω;Y ) ≡ iγ5ω + iγµCµ(p) +
1
2
[
y(B −m0 − λ−) +
1
y
(B −m0 + λ−)
]
.
(6.11)
¶ In the wave-guide formulation, the induced action for the gauge freedom from the fermion
determinants has a real part and depends on the boundary Yukawa coupling. It affects the
phase structure of the pure gauge model. No such correction occurs in the vacuum overlap
formulation and this simplifies the analysis of the phase structure.
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For the positive mass case, we obtain by the similar calculation
cWZ [Y ]+ = 0. (6.12)
Thus, as far as y is kept finite, it does not depend on y and reproduces the correct
coefficient. It is only when y = 0 or y = ∞, the gauge freedom decouples and
the Wess-Zumino term vanishes. This means that the coefficient of the Wess-
Zumino term shows nonanalytic behavior at y = 0 and y =∞.
6.3 Boundary correlation function with Yukawa coupling
With the boundary Yukawa coupling, there are four possible definitions of the
invariant boundary correlation functions:
〈φniφ
†
m
i〉IN−r ≡
1
Z
∫
dµ[g;K,Y ]
〈−|Gˆ†
{
aˆniaˆ
†
m
i − 12δnmδ
i
i
}
Yˆ |−〉r
〈−|Gˆ†Yˆ |−〉r
,
(6.13)
〈ϕniϕ
†
m
i〉IN−r ≡
1
Z
∫
dµ[g;K,Y ]
〈−|
{
aˆniaˆ
†
m
i − 12δnmδ
i
i
}
Gˆ†Yˆ |−〉r
〈−|Yˆ Gˆ†|−〉r
,
(6.14)
〈φniφ
†
m
i〉OUT−r ≡
1
Z
∫
dµ[g;K,Y ]
〈−|Yˆ Gˆ†
{
aˆniaˆ
†
m
i − 12δnmδ
i
i
}
|−〉r
〈−|Gˆ†Yˆ |−〉r
,
(6.15)
〈ϕniϕ
†
m
i〉OUT−r ≡
1
Z
∫
dµ[g;K,Y ]
〈−|Yˆ
{
aˆniaˆ
†
m
i − 12δnmδ
i
i
}
Gˆ†|−〉r
〈−|Yˆ Gˆ†|−〉r
.
(6.16)
IN and OUT stand for the inside and outside of the waveguide, respectively.
In the limit y = 0, the operator Yˆ plays the role of the projection operator,
by which an open boundary condition can be implemented. In this case, the
place to put the operator Yˆ matters. If it is placed at the most right side of
all operators in-between the overlap, the correlation function is for the fermion
inside the waveguide. If it is placed at the most left side, the correlation function
is for the fermion outside the waveguide. We keep these names for a generic y,
although there is no such clear separation. For y = 1, IN and OUT degenerate.
For each case of IN and OUT , there are two possible definitions according to
their transformation properties under the chiral SU(2).
Their explicit expressions are evaluated as
〈φniφ
†
m
i〉IN−r =
1
Z
∫
dµ[g;K,Y ]
[
1
2
δnmδ
i
i − S
v
−[g;Y ](n;m)
o
i
(
g†m
i
o
)]
,
(6.17)
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〈ϕniϕ
†
m
i〉IN−r =
1
Z
∫
dµ[g;K,Y ]
[
1
2
δnmδ
i
i −
(
g†m
o
i
)
Sv−[g;Y ](n;m)
i
o
]
,
(6.18)
〈φniφ
†
m
i〉OUT−r = Y
−1〈φniφ
†
m
i〉IN−rY, (6.19)
〈ϕniϕ
†
m
i〉OUT−r = Y
−1〈ϕniϕ
†
m
i〉IN−r Y, (6.20)
where
Sv−[g](n,m;Y )
j
i ≡
∫
d2p
(2π)2
d2q
(2π)2
×
eipnY v−(p)
[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]−1
(p,i)(q,j)
v†−(q)e
−iqm.
(6.21)
6.3.1 Boundary correlation functions in the limits y = 0 and y =∞
We first examine the boundary correlation functions in the limits y = 0 and
y = ∞. In the case y << 1, it is useful to rewrite Eq. (6.21) in the following
form:
Sv−[g](n,m;Y )
j
i
=
∫
d2p
(2π)2
d2q
(2π)2
×
eipn
(
y2 (B(p)−m0 − λ−(p))
C†(p)
)(
B(q)−m0 − λ−(q) C(q)
)
e−iqm ×{
(2π)2δ(ps − p)δ
i
s
+y2
1
C†(ps)
e−ipsr
(
gr
t
s
)
eiptr
(B(pt)−m0 − λ−(pt))
C(pt)
×
e−iptl
(
g†l
i
t
)
eiql (B(p)−m0 − λ−(p))
}−1
(p,i)(ps,s)
×
1
C†(ps)
e−ipsr
(
gr
j
s
)
eiqr
1
C(q)
. (6.22)
From this expression, we can see what happens in the limit y = 0. The boundary
correlation functions turn out to be
〈ϕniϕ
†
m
i〉IN−r =
1
2
δnmδ
i
i − δ
i
i
∫
d2p
(2π)2
eip(n−m)
(
0 0
− C
†(p)
B(p)−m0+λ−(p)
1
)
,
(6.23)
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〈φniφ
†
m
i〉IN−r = 〈gn
s
i g
†
m
i
t〉〈ϕnsϕ
†
m
t〉IN−r ,
(6.24)
〈φniφ
†
m
i〉OUT−r =
1
2
δnmδ
i
i − δ
i
i
∫
d2p
(2π)2
eip(n−m)
(
0 − C(p)B(p)−m0+λ−(p)
0 1
)
,
(6.25)
〈ϕniϕ
†
m
i〉OUT−r = 〈g
†
n
s
i gm
i
t〉〈φnsφ
†
m
t〉OUT−r .
(6.26)
The gauge freedom decouples from 〈ϕniϕ
†
m
i〉IN−r and 〈φniφ
†
m
i〉OUT−r . 〈φniφ
†
m
i〉IN−r
and 〈ϕniϕ
†
m
i〉OUT−r are constructed from 〈ϕniϕ
†
m
i〉IN−r and 〈φniφ
†
m
i〉OUT−r , respec-
tively by the combolutions with the correlation functions of the gauge freedom.
In 〈ϕniϕ
†
m
i〉IN−r , only the left-handed component can propagate. The mass-
less pole appears at pµ = (0, 0) in the factor
1
B(p)−m0 + λ−
. (6.27)
Therefore a single left-handed Weyl fermion emerges. For the vanishing mo-
menta for the species doublers, the correlation function vanishes. Similarly,
in 〈φniφ
†
m
i〉OUT−r , only the right-handed component can propagate and a single
right-handed Weyl fermion emerges. In 〈ϕniϕ
†
m
i〉IN−r and 〈φniφ
†
m
i〉OUT−r , such
massless particle can not appear because of the combolution, except at the
critical point λ = 0.
In the case y >> 1, it is useful to rewrite Eq. (6.21) in the following form:
Sv−[g](n,m;Y )
j
i
=
∫
d2p
(2π)2
d2q
(2π)2
×
eipn
(
B(p)−m0 − λ−(p)
1
y2C
†(p)
)(
B(q)−m0 − λ−(q) C(q)
)
e−iqm ×{
(2π)2δ(ps − p)δ
i
s
+
1
y2
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
t
s
)
eiptr ×
C(pt)
(B(pt)−m0 − λ−(pt))
e−iptl
(
g†l
i
t
)
eiplC†(p)
}−1
(p,i)(ps,s)
×
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
s
j
)
eiqr
1
(B(q)−m0 − λ−(q))
. (6.28)
With the help of this expression, we obtain in the limit y =∞:
〈ϕniϕ
†
m
i〉IN−r =
1
2
δnmδ
i
i − δ
i
i
∫
d2p
(2π)2
eip(n−m)
(
1 C(p)B(p)−m0−λ−(p)
0 0
)
,
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(6.29)
〈φniφ
†
m
i〉IN−r = 〈gn
s
ig
†
m
i
t〉〈ϕnsϕ
†
m
t〉IN−r ,
(6.30)
〈φniφ
†
m
i〉OUT−r =
1
2
δnmδ
i
i − δ
i
i
∫
d2p
(2π)2
eip(n−m)
(
1 0
C†(p)
B(p)−m0−λ−(p)
0
)
,
(6.31)
〈ϕniϕ
†
m
i〉OUT−r = 〈g
†
n
s
igm
i
t〉〈φnsφ
†
m
t〉OUT−r .
(6.32)
The decoupling of the gauge freedom again occurs to 〈ϕniϕ
†
m
i〉IN−r and 〈φniφ
†
m
i〉OUT−r .
〈φniφ
†
m
i〉IN−r and 〈ϕniϕ
†
m
i〉OUT−r are again given by the combolutions. In this
case, the massless spectrum drastically changes. In 〈ϕniϕ
†
m
i〉IN−r , only the right-
handed component can propagate. The massless pole appears at pµ = (0, π),(π, 0)
and (π, π) in the factor
1
B(p)−m0 − λ−
. (6.33)
At pµ = (0, 0), the correlation function vanishes. Therefore three right-handed
Weyl fermion emerge. Similarly, in 〈φniφ
†
m
i〉OUT−r , only the left-handed com-
ponent can propagate and three left-handed Weyl fermions emerge. All these
results of the massless fermions in the limits y = 0 and y = ∞ is completely
consistent with the result of [11].
6.3.2 Boundary correlation function on and off the criticality
Next we examine the boundary correlation functions with a generic Yukawa
coupling in the vicinity of the critical point of the gauge freedom.
At the first order of the perturbative expansion in λ, the IN boundary cor-
relation functions are evaluated as follows.
〈φniφ
†
m
i〉IN−r =
1
2
δnmδ
i
i − S
v
−(n−m;Y )δ
i
i
− λ2
∑
r
Sv−(n− r;Y )
[
〈πr
o
iπm
i
o〉
′Sv−(r −m;Y )
]
+ λ2
∑
r,l
Sv−(n− r;Y )
[
〈πr
o
iπl
i
o〉
′Sv−(r − l;Y )
]
Sv−(l −m;Y ) +O(λ
4),
〈ϕniϕ
†
m
i〉IN−r =
1
2
δnmδ
i
i − S
v
−(n−m;Y )δ
i
i
− λ2
∑
r
[
〈πn
o
iπr
i
o〉
′Sv−(n− r;Y )
]
Sv−(r −m;Y )
+ λ2
∑
r,l
Sv−(n− r;Y )
[
〈πr
o
iπl
i
o〉
′Sv−(r − l;Y )
]
Sv−(l −m;Y ) +O(λ
4),
(6.34)
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The OUT boundary correlation functions are obtained by the relation Eq. (6.19)
At the critical point, they reduce to
〈φniφ
†
m
i〉IN−r = 〈ϕniϕ
†
m
i〉IN−r (6.35)
= δii
∫
d2p
(2π)2
eip(n−m)
[
1
2
− Sv−(p;Y )
]
, (6.36)
〈ϕniϕ
†
m
i〉OUT−r = 〈φniφ
†
m
i〉OUT−r (6.37)
= δii
∫
d2p
(2π)2
eip(n−m)
[
1
2
− Y −1Sv−(p;Y )Y
]
, (6.38)
where
Sv−(p;Y ) ≡
1
v†−(p)Y v−(p)
Y v−(p)v
†
−(p)
=
1[
y(λ− +m0 −B(p)) +
1
y (λ− −m0 +B(p))
] ×
(
y (λ− +m0 −B(p)) −yC(p)
− 1yC
†(p) 1y (λ− −m0 +B(p))
)
,
(6.39)
Y −1Sv−(p;Y )Y =
1[
y(λ− +m0 −B(p)) +
1
y (λ− −m0 +B(p))
] ×
(
y (λ− +m0 −B(p)) −
1
yC(p)
−yC†(p) 1y (λ− −m0 +B(p))
)
.
(6.40)
As the case without the boundary Yukawa coupling, it seems that these
boundary correlation functions does not show any pole which can be interpreted
as particle and it consists of the continuum spectrum with a mass gap. However,
the structure of the spectrum is more complicated. As in the previous case, let
us consider the boundary correlation function without the spinor structure for
simplicity. It can be written as
D(n;Y ) =
∫
d2p
(2π)2
eipn
1
2λ′−
(6.41)
=
∫
d2p
(2π)2
dω
(2π)
eipn
1
ω2 + λ′2−
, (6.42)
where
λ′− ≡
1
2
[
y(λ− +m0 −B(p)) +
1
y
(λ− −m0 +B(p))
]
. (6.43)
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The mass gap of the correlation function is identified as the minimum of the
energy function E(p1) (p1 ∈ [0, π]) which solves the equation
λ′2− (p1, p2 = iE(p1)) = 0. (6.44)
In terms of X = coshE(p1), the above equation reads{
1 + sin2 p1 + (2− cos p1 −m0)
2 − 2(2− cos p1 −m0)X
}
+
(
1
y − y
1
y + y
)2
(2 − cos p1 −m0 −X)
2
+2
(
1
y − y
1
y + y
)
λ+(2− cos p1 −m0 −X) = 0, (6.45)
where
λ− =
√
1 + sin2 p1 + (2− cos p1 −m0)2 − 2(2− cos p1 −m0)X. (6.46)
For y ≤ 1, a real solution X must satisfy the relation
2− cos p1 −m0 ≤ X ≤
1 + sin2 p1 + (2− cos p1 −m0)
2
2(2− cos p1 −m0)
. (6.47)
Then the allowed region of momentum p1 is restricted to p1 ∈ [0, p
c] where pc
is given by the solution of
2− cos pc −m0 =
1 + sin2 pc + (2− cos pc −m0)
2
2(2− cos pc −m0)
. (6.48)
For m0 = 0.5, p
c = 1.4821. In this case, the minimum of E(p1) emerges at
p1 = 0. We show E(0) as a function of y in figure 1.
For y ≥ 1, one real solution X exists for the momentum in the range p1 ∈
[pc, π]. In figure 2, E(π) is shown as a function of 1/y. Furthermore, there is a
negative real solution such that X ≤ −1 for each p1 ∈ [0, π], which corresponds
to the time doubler. In this case, we define the energy function as E(p1) ≡
cosh−1(−X). For p1 = 0 and p1 = π, they are shown also in figure 2. The
momentum which gives the minimum of E(p1) shifts as y varies. For m0 = 0.5,
it shifts from pc to π as y increases. Then the mass gap merges finally to E(π).
It is shown also in figure 2. Consistently to the previous discussion about the
limits y = 0 or y =∞, the mass gap of Sv−(n−m;Y ) becomes small and finally
vanishes as the Yukawa coupling becomes close to those limits.
What actually happens in the limits y = 0 and y = ∞ is worth noting. As
clearly seen in Eq. (6.39), the wavefunction renormalization constant of one of
the chiral components of the massive correlation functions vanishes and that
component ceases to propagate at the same time the mass gap vanishes. In this
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E(p1=0)  Mass gap
Figure 1: Energy function at p1 = 0, which gives the mass gap for y ≤ 1,
m0 = 0.5.
0.0 0.2 0.4 0.6 0.8 1.0
1/Y
0.0
1.0
E(p)
E(p1=Pi)
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Figure 2: Energy functions of particle at p1 = π and time-doublers at p1 = 0, π
for y ≥ 1, m0 = 0.5. The mass gap is also shown.
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way, at y = 0 and y = ∞, there emerge the massless fermions with the chiral-
ities which match vector-likely with the chirality of the massless Weyl fermion
appearing in the overlap correlation function. That vanishing component is
naturally understood to live in the opposite side of the waveguide boundary.
At finite y, this is the chiral partner to form massive states. It has the same
transformation property under the chiral SU(2) and there is no symmetry which
forbids the massive states.
Since the mass gap remains finite for a nonzero finite y, by tuning λ close to
its critical point, we can always find the region where the perturbation expansion
by λ, Eq. (6.34), is a good approximation to the boundary correlation functions.
The combolutions of Sv−(n −m;Y ) with the correlation function of the gauge
freedom in there also has the finite correlation lengths. Therefore even inside of
the symmetric phase off the critical point, there emerges no massless particle in
the boundary correlation functions. Again, there is no symmetry against this
fact. ‖
6.4 Expansion in y or 1/y
Finally, we clarify the structure of the expansions in terms of y and 1/y. First
we examine at the criticality. As we can see in Eq. (6.39), the expansion in
terms of y actually means the expansion in terms of the factor
y2
λ− +m0 −B(p)
λ− −m0 +B(p)
. (6.49)
However, it is never a small number for pµ ≃ (0, 0), the expansion breaks down
for this region. And in this very region, the massless pole would appear in the
limit y = 0. In the case of the expansion in terms of 1/y, the factor turns out
‖ Let us comment briefly about our understanding of the numerical data presented in [11].
Although it is difficult to compare directly, we may get some qualitative understanding of
the data from our result at the critical point. In the figure 5 of [11], the inverse propagator
of the boundary fermion was shown. A light states appears there. Compared to the exact
massless state, the light states seems to have the mass square about 0.11 (y = 0.5, m0 = 1.1).
According to our result, for y = 0.5 (m0 = 0.5), it comes out about 0.22 and it is very light.
The dependence of the mass on y was shown in the figure 7 of [11], which is quite consistent
with our result for y ≤ 1. In the figure 6 of [11], the dependence of the mass on the coupling
constant of the bosonic field was shown. Although the mass suddenly decreases towards the
critical point, it is not shown there how the mass becomes vanishingly small in the symmetric
phase. It seems hard to read the relation m ∝ v from this data. Through the measurement of
eigenvalue spectrum and the measurement of iteration number of CG, no typical qualitative
signal for strong coupling phase was observed. As we have seen, the Yukawa coupling behaves
in a dual way around y = 1 and there does not seem to be a region of strong coupling than
y ≃ 1 between the “inside” and “outside” of the (waveguide) boundary. This can be seen from
the behavior of the mass gap of the boundary correlation function. It is also consistent with
the above observed fact. Therefore the numerical data in [11] does not seem to contradict
with our conclusion. It does not show the clear evidence that the spectrum mass gaps in the
boundary correlation functions vanish in the symmetric phase for a generic y.
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to be
1
y2
λ− −m0 +B(p)
λ− +m0 −B(p)
. (6.50)
It is never a small number for pµ ≃ (π, 0), (0, π), (π, π). In these regions, the
massless poles would appear in the limit y =∞.
For a generic λ, as we can see in Eq. (6.22), the expansion in terms of y
means the expansion in terms of the operator in momentum space:
∑
r,l,pt
y2
1
C†(ps)
e−ipsr
(
gr
t
s
)
eiptr
(B(pt)−m0 − λ−(pt))
C(pt)
×
e−iptl
(
g†l
i
t
)
eiql (B(p)−m0 − λ−(p)) . (6.51)
However, this operator is not bounded. For a generic configuration of the gauge
freedom, it diverges at psµ = (0, 0). Similarly, as we can see in Eq. (6.28),
the expansion in terms of 1/y means the expansion in terms of the operator in
momentum space:
∑
r,l,pt
1
y2
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
t
s
)
eiptr ×
C(pt)
(B(pt)−m0 − λ−(pt))
e−iptl
(
g†l
i
t
)
eiplC†(p). (6.52)
This operator is also not bounded. For it diverges at psµ = (π, 0), (0, π) and
(π, π).
Therefore, the expansions in terms of y and 1/y break down in the very
momentum regions where the massless poles would appear in the limits y = 0
and y = ∞. This seems simply because the correlation function actually has a
mass gap and the expansion in terms of y or 1/y means the expansion in terms
of the mass gap. Such expansion is valid only for momenta larger than the mass.
Therefore, we find it hard to claim by these expansions that the massless poles
at y = 0 and y =∞ persist for nonzero finite y.
7 Summary and Discussion
In summary, we have argued that the two requirements for the pure gauge
limit can be fulfilled in the vacuum overlap formulation of a two-dimensional
nonabelian chiral gauge theory. These requirements are stated as
1. Mass for the gauge freedom large compared to the physical scale.
2. No physically meaningful light spectrum in boundary correlation func-
tions.
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In a two-dimensional SU(2) nonablelian chiral gauge theory, it is naturally
expected that the gauge freedom acquires mass dynamically, because of its two-
dimensional and nonabelian nature. To make it explicit, we have introduced an
asymptotically free self-coupling for the gauge freedom by hand at first. We have
examined the boundary correlation functions with the help of the asymptotic
freedom and have found that any other light particle does not emerge there.
Then we have discussed how far the mass of the gauge freedom can be lifted
without affecting the spectrum in the boundary correlation functions. In this
respect, we have pointed out two facts. There is no symmetry against the
spectrum mass gap of the boundary correlation functions. The IR fixed point
due to the Wess-Zumino term is absent in the anomaly free theory.
In fact, we have examined several kinds of the boundary correlation func-
tions. They all have the two-component structure like the correlation function
of the two-dimensional Dirac fermion. They are all invariant under the chi-
ral SU(2) global symmetry. There is no symmetry against the mass gap in
the spectrum of these correlation functions. What we have found is that it is
hard to find the massless fermion in the correlation function from which the
gauge degree of freedom does not decouple by some special reasons. The gauge
freedom does not decouple in general from the boundary correlation functions.
Only when y = 0 and y = ∞, that is, when some special boundary conditions
are imposed, it happens and the massless Weyl fermion can emerge there. Oth-
erwise, they consist of vector-like massive states. This observation reminds us
about the statement of the Nielsen-Ninomiya theorem extended to the case of
interacting theory by Shamir[27], although it might not apply directly to these
correlation functions of nonlocal construction of the vacuum overlap.
In clear contrast, the decoupling happens in the overlap correlation functions
as shown in [15]. There the correct number of free Weyl fermions emerge. The
global symmetry of the overlap correlation functions naturally fits the repre-
sentation of the Weyl fermions in the target theory. The appearance of poles
of species doublers are suppressed by the appearance of zeros at the vanish-
ing momenta for doublers. This has been pointed out to be a possible way
out of the Nielsen-Ninomiya theorem[26, 27]. Therefore, this decoupling of the
gauge freedom can be regarded as a remarkable property of the definition of
the fermion correlation function in the vacuum overlap formulation. It is quite
parallel to the situation of the pure gauge limit of the lattice QCD, although
the mechanism to suppress the species doublers are very different.
As for the zeros to suppress the species doublers, however, the examples are
known in which they cause ghost states which contribute to the vacuum polar-
ization with wrong signature and lead to the wrong normalization[28, 29]. In the
case of the vacuum overlap formulation, it has been shown that the perturbative
calculation gives the correct normalization of the vacuum polarization[30, 31,
32]. This result is naturally understood from the point of view of the infinite
number of the Pauli-Villars fields[33]. It is still desirable to clarify this point in
relation to the Ward identity[29].
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The free Weyl fermions which emerge in the pure gauge limit do not carry
the color indices and does not transform under the global gauge transformation.
∗∗ They are so-called “neutral” fermions in the context of the Wilson-Yukawa
model. In this context, the coupling of these “neutral” fermions to the vector
bosons, which is also gauge singlet, have been discussed and its triviality was
argued[35]. This is one of the reasons why the Wilson-Yukawa formulation is
not considered to be able to describe the chiral gauge theory. This argument,
however, highly depends on the dimensions and the dynamical nature of the
gauge freedom. For example, in two-dimensions, the field variable gn of the
gauge freedom has dimension zero if it has the self-coupling term which we
considered.†† In this case, this argument does not lead to the triviality[36].
In four dimensions, if we would consider the higher-derivative coupling for the
gauge freedom as introduced in [37], the dimension could differ from unity and
the argument does not seem to lead straightforwardly to the triviality. Moreover,
there is a general question about the physical relevance of this kind of coupling.
Therefore we will leave this issue for future study and will discuss in more detail
elsewhere.
We should also mention about the mean field approximation in the context of
the vacuum overlap formulation. This approximation replaces the configuration
of the gauge freedom by a constant field,
gn
j
i = vδ
j
i , g
†
n
j
i = vδ
j
i . (7.1)
If we do this replacement rather naively in the vacuum overlap formulation, then
it turns out that the (null) Wess-Zumino action vanishes and there remains no
dependence on v in the fermion sector. Then we cannot get any information
about the anomaly. This is why we did not discuss with this approximation.
In the two-dimensional U(1) case, however, the Wess-Zumino term does not
exist. Reflecting this fact, the gauge dependence drops out from the fermion
determinant in the vacuum overlap formulation[15]. The gauge freedom still
couples to the boundary correlation functions. If we examine them by the
mean field approximation, we find that the dependence on v also drops out,
except for the overall normalizations. See Eqs. (6.17), (6.18), (6.21) and also
Eq. (2.18). ‡‡ This result means that the mass gap in the boundary correlation
function does not depend on the vacuum expectation value. The proportionality
relation between the fermion mass and the vacuum expectation value, m = y v,
∗∗ It is important to note that we cannot identify the “colored” quark even in the pure gauge
limit of the lattice QCD. This is because the correlation function of the quark field vanishes
according to the Elitur’s theorem[34]. We may think of the correlation function of the quark
field which is made gauge invariant by the path-ordered product of the link variables. In the
pure gauge limit, it reduces to the correlation function in discussion.
†† At the IR fixed point due to the Wess-Zumino term, the chiral field can be expressed by
the free fermion bilinear operators and has unit mass dimension. Therefore, the anomaly can
also cause difficulty in this sense.
‡‡In the case of U(1), there is no reason to discard the boundary correlation function of the
type of Eq. (2.18).
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does not hold even in the broken phase. This might help us to understand
what happens in the two-dimensional U(1) theory. However, there is still a
serious question about this procedure, because the dependence of the boundary
correlation functions on the field variable of the gauge freedom is nonlocal.
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Appendix
In the following appendixes, we describe in some detail the evaluations of the
formula discussed in the main text. In equations, we implicitly mean sum or
integration over the repeated indices or momentum variables. For the momen-
tum integration, the measure is taken as d
2p
(2pi)2 . We follow closely the second-
quantized formulation given in [31].
A Eigenvectors of free Hamiltonians
In this appendix, we give explicit formula of the eigenvectors of the free Hamil-
tonians of the three-dimensional Wilson fermions with negative and positive
masses. The free Hamiltonians are defined by
H j−nmi =
∫
d2p
(2π)2
eip(n−m)
(
B(p)−m0 iσµ sin pµ
−iσ∗µ sin pµ −B(p) +m0
)
δji , (A.1)
H j+nmi =
∫
d2p
(2π)2
eip(n−m)
(
B(p) +m0 iσµ sin pµ
−iσ∗µ sin pµ −B(p)−m0
)
δji , (A.2)
where
C(p) ≡ iσµ sin pµ, B(p) ≡
∑
µ
(1− cos pµ). (A.3)
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The eigenvectors are obtained as follows:
u−(p)
k
i = δ
k
i
(
C(p)
−B(p) +m0 + λ−
)
1√
2λ−(λ− +m0 −B(p))
, (A.4)
v−(p)
k
i = δ
k
i
(
B(p)−m0 − λ−
C†(p)
)
1√
2λ−(λ− +m0 −B(p))
, (A.5)
u+(p)
k
i = δ
k
i
(
B(p) +m0 + λ+
C†(p)
)
1√
2λ+(λ+ +m0 +B(p))
, (A.6)
v+(p)
k
i = δ
k
i
(
C(p)
−B(p)−m0 − λ+
)
1√
2λ+(λ+ +m0 +B(p))
, (A.7)
where
λ− ≡
√
C(p)C†(p) + (B(p)−m0)2, (A.8)
λ+ ≡
√
C(p)C†(p) + (B(p) +m0)2. (A.9)
B Vacua of the second-quantized Hamiltonians
In this appendix, we give the vacuum of the second-quantized Hamiltonian
theory of the free three-dimensional Wilson fermion with negative and positive
masses. The defining creation and annihilation operators satisfy the following
commutation relations. {
aˆni, aˆ
†
m
j
}
= δnmδij , (B.1)
{aˆni, aˆmj} = 0, (B.2){
aˆ†n
i, aˆ†m
j
}
= 0. (B.3)
(B.4)
The Fock space is constructed on the auxiliary vacuum |0〉 defined by
aˆni|0〉 = 0. (B.5)
The second quantized Hamiltonian Hˆ+ is diagonalized by the creation and
annihilation operators defined as follows:
bˆ+(p)k = u
†
+(p)
i
ke
−ipmaˆmi, (B.6)
bˆ†+(p)
k = aˆ†n
ieipnu+(p)
k
i , (B.7)
dˆ+(p)
k = aˆ†n
ieipnv+(p)
k
i , (B.8)
dˆ†+(p)k = v
†
+(p)
i
ke
−ipmaˆmi, (B.9)
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aˆ†n
iH+nm
j
i aˆmj =
∫
d2p
(2π)2
∑
k
[(
aˆ†n
ieipnu+(p)
k
i
)
λ+(p)
(
u†+(p)
j
ke
−ipmaˆmj
)
−
(
aˆ†n
ieipnv+(p)
k
i
)
λ+(p)
(
v†+(p)
j
ke
−ipmaˆmj
)]
=
∫
d2p
(2π)2
∑
k
[
bˆ†+(p)
kλ+(p)bˆ+(p)k − dˆ+(p)
kλ+(p)dˆ
†
+(p)k
]
.
(B.10)
Similarly, the second quantized Hamiltonian Hˆ− is diagonalized by the creation
and annihilation operators defined as follows:
bˆ−(p)k = u
†
−(p)
i
ke
−ipmaˆmi, (B.11)
bˆ†−(p)
k = aˆ†n
ieipnu−(p)
k
i , (B.12)
dˆ−(p)
k = aˆ†n
ieipnv−(p)
k
i , (B.13)
dˆ†−(p)k = v
†
−(p)
i
ke
−ipmaˆmi, (B.14)
aˆ†n
iH−nm
j
i aˆmj =
∫
d2p
(2π)2
∑
k
[(
aˆ†n
ieipnu−(p)
k
i
)
λ−(p)
(
u†−(p)
j
ke
−ipmaˆmj
)
−
(
aˆ†n
ieipnv−(p)
k
i
)
λ−(p)
(
v†−(p)
j
ke
−ipmaˆmj
)]
=
∫
d2p
(2π)2
∑
k
[
bˆ†−(p)
kλ−(p)bˆ−(p)k − dˆ−(p)
kλ−(p)dˆ
†
−(p)k
]
.
(B.15)
These creation and annihilation operators satisfy the following commutation
relations. {
bˆ+(p)k, bˆ
†
+(q)
l
}
= (2π)2δ2(p− q)δlk, (B.16){
dˆ+(p)
k, dˆ†+(q)l
}
= (2π)2δ2(p− q)δkl , (B.17){
bˆ+(p)k, dˆ+(q)
l
}
= 0, (B.18){
bˆ†+(p)
k, dˆ†+(q)l
}
= 0. (B.19)
{
bˆ−(p)k, bˆ
†
−(q)
l
}
= (2π)2δ2(p− q)δlk, (B.20){
dˆ−(p)
k, dˆ†−(q)l
}
= (2π)2δ2(p− q)δkl , (B.21){
bˆ−(p)k, dˆ−(q)
l
}
= 0, (B.22){
bˆ†−(p)
k, dˆ†−(q)l
}
= 0. (B.23)
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{
bˆ−(p)k, bˆ
†
+(q)
l
}
= (2π)2δ2(p− q)u†−(p)u+(p)δ
l
k, (B.24){
bˆ†−(p)
k, bˆ+(q)l
}
= (2π)2δ2(p− q)u†+(p)u−(p)δ
k
l , (B.25){
dˆ−(p)
k, dˆ†+(q)l
}
= (2π)2δ2(p− q)v†+(p)v−(p)δ
k
l , (B.26){
dˆ†−(p)k, dˆ+(q)
l
}
= (2π)2δ2(p− q)v†−(p)v+(p)δ
l
k, (B.27){
bˆ−(p)k, dˆ+(q)
l
}
= (2π)2δ2(p− q)u†−(p)v+(p)δ
l
k, (B.28){
bˆ†−(p)
k, dˆ†+(q)l
}
= (2π)2δ2(p− q)v†+(p)u−(p)δ
k
l , (B.29){
bˆ+(p)k, dˆ−(q)
l
}
= (2π)2δ2(p− q)u†+(p)v−(p)δ
l
k, (B.30){
bˆ†+(p)
k, dˆ†−(q)l
}
= (2π)2δ2(p− q)v†−(p)u+(p)δ
k
l . (B.31)
Vacua of the second-quantized Hamiltonians are given by
|+〉 =
∏
p,k
dˆ+(p)
k|0〉, (B.32)
|−〉 =
∏
p,k
dˆ−(p)
k|0〉. (B.33)
The defining creation and annihilation operators are expanded by the cre-
ation and annihilation operators in the diagonalized bases as follows:
aˆni =
∫
d2p
(2π)2
eipn
[
u+(p)bˆ+(p)i + v+(p)dˆ
†
+(p)i
]
(B.34)
=
∫
d2p
(2π)2
eipn
[
u−(p)bˆ−(p)i + v−(p)dˆ
†
−(p)i
]
, (B.35)
aˆ†n
i =
∫
d2p
(2π)2
e−ipn
[
u†+(p)bˆ
†
+(p)
i + v†+(p)dˆ+(p)
i
]
(B.36)
=
∫
d2p
(2π)2
e−ipn
[
u†−(p)bˆ
†
−(p)
i + v†−(p)dˆ−(p)
i
]
. (B.37)
C Vacua in pure gauge limit
In this appendix, we give the vacuum of the second-quantized Hamiltonian
theory of the three-dimensional Wilson fermion with negative mass in the pure
gauge limit. The positive mass case can be formulated in a similar manner.
In the pure gauge limit, the interacting second-quantized Hamiltonian with the
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negative mass can be written as follows:
Hˆ+
[
gng
†
n+µˆ
]
= GˆHˆ+Gˆ
†, (β = 0), (C.1)
where Gˆ is the operator of gauge transformation defined by
Gˆ = exp
(∑
n
aˆ†in {log gn}i
j aˆnj
)
. (C.2)
Accordingly, the vacuum in the pure gauge limit can be expressed as
Gˆ|+〉. (C.3)
The Hamiltonian in the pure gauge limit can be diagonalized by the following
creation and annihilation operators.
Gˆ|+〉 =
∏
p,k
dˆG+(p)
k|0〉. (C.4)
bˆG+(p)k = u
†
+(p)
i
ke
−ipm
(
g†m
j
i
)
aˆmj . (C.5)
bˆG†+ (p)
k = aˆ†n
i
(
gn
j
i
)
eipnu+(p)
k
j . (C.6)
dˆG+(p)
k = aˆ†n
i
(
gn
j
i
)
eipnv+(p)
k
j . (C.7)
dˆG†+ (p)k = v
†
+(p)
i
ke
−ipm
(
g†m
j
i
)
aˆmj . (C.8)
They satisfy the following commutation relations.{
bˆG+(p)k, bˆ
G†
+ (q)
l
}
= (2π)2δ2(p− q)δlk. (C.9){
dˆG+(p)
k, dˆG†+ (q)l
}
= (2π)2δ2(p− q)δkl . (C.10){
bˆG+(p)k, dˆ
G
+(q)
l
}
= 0. (C.11){
bˆG†+ (p)
k, dˆG†+ (q)l
}
= 0. (C.12)
{
bˆ+(p)k, bˆ
G†
+ (q)
l
}
= u†+(p)
i
ke
−ipm
(
gm
j
i
)
eiqmu+(q)
l
j . (C.13){
dˆ+(p)
k, dˆG†+ (q)l
}
= v†+(q)
i
le
−iqm
(
g†m
j
i
)
eipmv+(p)
k
j . (C.14){
bˆ+(p)k, dˆ
G
+(q)
l
}
= u†+(p)
i
ke
−ipm
(
gm
j
i
)
eiqmv+(q)
l
j . (C.15){
bˆG+(p)k, dˆ+(q)
l
}
= u†+(p)
i
ke
−ipm
(
g†m
j
i
)
eiqmv+(q)
l
j . (C.16){
bˆ†+(p)
k, dˆG†+ (q)l
}
= v†+(q)
i
le
−iqm
(
g†m
j
i
)
eipmu+(p)
k
j . (C.17){
bˆG†+ (p)
k, dˆ†+(q)l
}
= v†+(q)
i
le
−ipm
(
gm
j
i
)
eipmu+(p)
k
j . (C.18)
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In this diagonalizing basis in the pure gauge limit, the defining creation and
annihilation operators are expanded as
aˆni =
∫
d2p
(2π)2
(
gn
k
i
)
eipn
[
u+(p)bˆ
G
+(p)k + v+(p)dˆ
G†
+ (p)k
]
, (C.19)
aˆ†n
i =
∫
d2p
(2π)2
[
bˆG†+ (p)
ku†+(p) + dˆ
G
+(p)
kv†+(p)
]
e−ipn
(
g†n
i
k
)
. (C.20)
(C.21)
A similar formulation is possible for the case of the Hamiltonian with positive
mass.
D Action of Yukawa Coupling Operator
In this appendix, we give the definition of the operator of the boundary Yukawa
coupling and its action. The Yukawa coupling at the waveguide boundary[11]
can be expressed by the following operator[18] inserted in the overlaps which
implements the Wigner-Brillouin phase convention.
Yˆ = exp

∑
n,i
ln y (aˆ†n1
iaˆn1i − aˆ
†
n2
iaˆn2i)


=
∏
ni
(
aˆn1iaˆ
†
n1
i + yaˆ†n1
iaˆn1i
)(
aˆn2iaˆ
†
n2
i +
1
y
aˆ†n2
iaˆn2i
)
. (D.1)
This Yukawa coupling operator acts on the vacua in the following manner:
Yˆ |+〉 =
∏
p,k
(
aˆ†n
ieipnY v+(p)
k
i
)
|0〉
=
∏
p,k
(
bˆ†+(p)
ku†+(p)Y v+(p) + dˆ+(p)
kv†+(p)Y v+(p)
)
|0〉, (D.2)
Yˆ |−〉 =
∏
p,k
(
aˆ†n
ieipnY v−(p)
k
i
)
|0〉
=
∏
p,k
(
bˆ†−(p)
ku†−(p)Y v−(p) + dˆ−(p)
kv†−(p)Y v−(p)
)
|0〉, (D.3)
where Y is the matrix in the spinor space given by
Y =
(
y 0
0 1y
)
= yPR +
1
y
PL. (D.4)
33
E Calculation of the null Wess-Zumino Action
In this appendix, we describe the perturbative calculation of the null Wess-
Zumino action in detail. The defining overlaps of the representation r which
implement the Wigner-Brillouin phase convention can be written explicitly with
the eigenvectors as follows:
〈−|Gˆ†Yˆ |−〉r = det
(p,i)(q,j)
[∑
m
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmY v−(q)
]
, (E.1)
〈+|Yˆ Gˆ|+〉r = det
(p,i)(q,j)
[∑
m
v†+(p)Y e
−ipm
(
gm
j
i
)
eiqmv+(q)
]
. (E.2)
Then the explicit formula of the contribution from the fermion in the represen-
tation r to the null Wess-Zumino action is given as
i∆ΓWZ [g;Y ]r = iImTrLn
[∑
m
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmY v−(q)
]
+ iImTrLn
[∑
m
v†+(p)Y e
−ipm
(
gm
j
i
)
eiqmv+(q)
]
.
(E.3)
In terms of the fluctuation of the gauge freedom,
g†m
j
i − 1l
j
i = −iλπ
j
i + (−i)
2 1
2!
λ2π2ji + (−i)
3 1
3!
λ3π3ji + · · · , (E.4)
πji ≡ π
aT aki . (E.5)
the defining overlap with negative mass can be expanded as follows:
TrLn
[∑
m
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmY v−(q)
]
= TrLn
[
v†−(p)Y v−(p)(2π)
2δ2(p− q)
(
1lji
)
+
∑
m
v†−(p)e
−ipm
(
g†m
j
i − 1l
j
i
)
eiqmY v−(q)
]
= TrLn
[
v†−(p)Y v−(p)(2π)
2δ2(p− q)
(
1lji
)]
+TrLn
[
(2π)2δ2(p− q)
(
1lji
)
+
1
v†−(p)Y v−(p)
∑
m
v†−(p)e
−ipm
(
g†m
j
i − 1l
j
i
)
eiqmY v−(q)
]
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= ln
(
〈−|Yˆ |−〉
)
+Tr
∞∑
l=1
(−1)l−1
l
[∑
m
e−ipm
(
g†m
j
i − 1l
j
i
)
eiqmSv−(q;Y )
]l
, (E.6)
where
Sv−(p;Y ) ≡
1
v†−(p)Y v−(p)
Y v−(p)v
†
−(p). (E.7)
In the first order term, l = 1:
Tr
[∑
m
e−ipm
(
g†m
j
i − 1l
j
i
)
eiqmS−(q;Y )
]
, (E.8)
O(π) vanishes because of Tr(T a) = 0. O(π2) is irrelevant because it is real.
O(π3) vanishes because of bose symmetry with respect to the three group indices
in Tr(T aT bT c).
In the second order term, l = 2:
−
1
2
Tr
[∑
m
e−ipm
(
g†m
j
i − 1l
j
i
)
eiqmS−(q;Y )
]2
, (E.9)
O(π2) is irrelevant because it is real. O(π3) vanishes because of bose symmetry
with respect to two of the three group indices in Tr(T aT bT c).
The third order term, l = 3:
1
3
Tr
[∑
m
e−ipm
(
g†m
j
i − 1l
j
i
)
eiqmS−(q;Y )
]3
(E.10)
has a nontrivial O(π3) contribution to the null Wess-Zumino action, which is
evaluated as follows:
i∆ΓWZ [π;Y ]r−
= i
1
3
λ3
∫
d2p1
(2π)2
d2p2
(2π)2
d2p3
(2π)2
(2π)2δ2(p1 + p2 + p3)iǫ
abc
(
πa(p1)π
b(p2)π
c(p3)
)
×
Ar
∫
d2q
(2π)2
Tr
[
Sv−(q + p1;Y )S
v
−(q;Y )S
v
−(q − p2;Y )
]
+ · · · , (E.11)
where
Tr
(
T aT bT c
)
r
= iǫabcAr. (E.12)
For the anomaly free theory in consideration,
∑
r
Ar = 4×
1
4
− 1 = 0. (E.13)
35
The contribution of the defining overlap with positive mass can be also evalu-
ated in a similar manner. Then the induced null Wess-Zumino action vanishes
completely up to O(π3). Note that this is true before the expansion with respect
to external momenta.
The contribution of each fermion to the null Wess-Zumino action should
contain the Wess-Zumino term:∫
d2q
(2π)2
Tr [S−(q + p1;Y )S−(q;Y )S−(q − p2;Y )] = −ǫµνp1µp2νcWZ [Y ]− + · · · .
(E.14)
The coefficient cWZ [Y ]− is given by the following integral:
cWZ [Y ]− ≡
1
2!
ǫµν
∫
d2q
(2π)2
Tr
[
∂µS
v
−(q;Y )S
v
−(q;Y )∂νS
v
−(q;Y )
]
.
(E.15)
In order to evaluate this coefficient, let us introduce the following wave
function:
v−(p;Y ) ≡ Y
1/2v−(p) =
(
y1/2 (B(p)−m0 − λ−)
y−1/2(−i)σ∗µCµ(p)
)
, (E.16)
where σµ = (i, 1). Using this wave function, the above tree-point vertex can be
rewritten as
Tr [S−(q + p1;Y )S−(q;Y )S−(q − p2;Y )]
=
v†−(q + p1;Y )v−(q;Y ) v
†
−(q;Y )v−(q − p2;Y ) v
†
−(q − p2;Y )v−(q + p1;Y )
v†−(q + p1;Y )v−(q + p1;Y ) v
†
−(q;Y )v−(q;Y ) v
†
−(q − p2;Y )v−(q − p2;Y )
.
(E.17)
Then cWZ [Y ]− is calculated as
cWZ [Y ]−
=
1
2!
ǫµν
∫
d2q
(2π)2
Tr [∂µS−(q;Y )S−(q;Y )∂νS−(q;Y )]
=
1
2!
ǫµν
∫
d2q
(2π)2

∂νv
†
−(q;Y ) · ∂µv−(q;Y )(
v†−(q;Y )v−(q;Y )
)
−
∂νv
†
−(q;Y ) · v−(q;Y )v
†
−(q;Y ) · ∂µv−(q;Y )(
v†−(q;Y )v−(q;Y )
)2


= (−i)
∫
d2q
(2π)2
{(m0 −B)∂µCµ∂νCν + ∂µCµCν∂νB + ∂νCνCµ∂µB}
λ−
[
y(λ− +m0 −B) +
1
y (λ− −m0 +B)
]2 .
(E.18)
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Furthermore we can show the following relation by the straightforward cal-
culation.
cWZ [Y ]− = (−i)
1
2
∫
d2q
(2π)2
∫ ∞
−∞
dω
(2π)
1
2!
ǫµνTr
{
S3(q, ω;Y )∂µS
−1
3 (q, ω;Y )×
S3(q, ω;Y )∂νS
−1
3 (q, ω;Y )S3(q, ω;Y )∂ωS
−1
3 (q, ω;Y )
}
,
(E.19)
where
S3(p, ω;Y )
=
{
−iγ5ω − iγµCµ(p) +
1
2
[
y(B −m0 − λ−) +
1
y (B −m0 + λ−)
]}
ω2 + λ′2−
.
(E.20)
Then, following the method of calculation in [23], we obtain
cWZ [Y ]−
= (−i)
1
2
1
4π
2∑
k=0
(−1)k
(
2
k
)
mk
|mk|
mk =
{
−ym0 (k = 0)
1
y (2k −m0) (k 6= 0)
= (−i)
1
4π
. (E.21)
By the similar calculation, we find that cWZ [Y ]+ vanishes. Thus we obtain the
correct value of the Wess-Zumino term as far as y is nonzero finite.
In order to deduce the above form of the propagator, Eq. (E.20), we note the
fact that the wavefunction v−(p;Y ) can be an eigenvector of a certain Hamilto-
nian which is generalized to include the boundary Yukawa coupling:
v−(p;Y )v
†
−(p;Y )
=
1
y(λ− +m0 −B) +
1
y (λ− −m0 +B)
(
y(λ− +m0 −B) −C
−C† 1y (λ− −m0 +B)
)
≡
1
2
−
1
2
H ′−
λ′−
. (E.22)
Then the Hamiltonian and the eigenvalue can be determined up to the overall
factor.
H ′−(p;Y ) ≡ γ5
{
iγµCµ(p) +
1
2
[
y(B −m0 − λ−) +
1
y
(B −m0 + λ−)
]}
,
(E.23)
λ′− ≡
1
2
[
y(λ− +m0 −B) +
1
y
(λ− −m0 +B)
]
. (E.24)
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A Dirac operator can be constructed from this Hamiltonian,
D3(p, ω;Y ) ≡ iγ5ω + γ5H
′
−(p;Y )
= iγ5ω + iγµCµ(p) +
1
2
[
y(B −m0 − λ−) +
1
y
(B −m0 + λ−)
]
.
(E.25)
This Dirac operator satisfies the following relation,
D3(p, ω;Y )D
†
3(p, ω;Y )
= ω2 + C2µ(p) +
1
4
[
y(B −m0 − λ−) +
1
y
(B −m0 + λ−)
]2
= ω2 + (λ− +m0 −B)(λ− −m0 +B)
+
1
4
[
y2(B −m0 − λ−)
2 +
1
y2
(B −m0 + λ−)
2 − 2(B −m0 − λ−)(B −m0 + λ−)
]
= ω2 +
1
4
[
y2(B −m0 − λ−)
2 +
1
y2
(B −m0 + λ−)
2 + 2(B −m0 − λ−)(B −m0 + λ−)
]
= ω2 + λ′2−. (E.26)
Then we can see that the inverse of the Dirac operator gives the propagator,
Eq. (E.20).
F Calculation of Boundary Correlation Func-
tions
In this appendix, we describe in detail the calculation of the boundary cor-
relation functions with the boundary Yukawa coupling. The overlaps which
implement the Wigner-Brillouin phase convention are evaluated as
〈−|Gˆ†Yˆ |−〉 = 〈0|
∏
p,i
dG†− (p)iYˆ
∏
q,j
d−(q)
j |0〉
= 〈0|
∏
p,i
dG†− (p)i
∏
q,j
(
bˆ†−(q)
ju†−(q)Y v−(q) + dˆ−(q)
jv†−(q)Y v−(q)
)
|0〉
= det
(p,i)(q,j)

∑
m,k
v†−(p)e
−ipm
(
g†m
j
i
)
eiqmY v−(q)

 . (F.1)
〈+|Yˆ Gˆ|+〉 = 〈0|
∏
p,i
d†+(p)iYˆ
∏
q,j
dG+(q)
j |0〉
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= 〈0|
∏
q,j
(
bˆ+(q)iv
†
+(q)Y u+(q) + dˆ
†
+(q)iv
†
+(q)Y v+(q)
)∏
p,j
dG+(p)
j |0〉
= det
(p,i)(q,j)

∑
m,k
v†+(p)Y e
−ipm
(
gm
j
i
)
eiqmv+(q)

 . (F.2)
Then the calculation of the boundary correlation function proceeds as follows:
〈−|Gˆ†aˆniaˆ
†
m
j Yˆ |−〉r
〈−|Gˆ†Yˆ |−〉r
= 〈0|
∏
p,k
dˆG†− (p)k
∫
d2p
(2π)2
(gn
o
i ) e
ipn
[
u−(p)bˆ
G
−(p)o + v−(p)dˆ
G†
− (p)o
]
×
∫
d2q
(2π)2
[
u†−(q)bˆ
†
−(q)
j + v†−(q)dˆ−(q)
j
]
e−iqm ×
∏
q,l
(
bˆ†−(q)
lu†−(q)Y v−(q) + dˆ−(q)
lv†−(q)Y v−(q)
)
|0〉/〈−|Gˆ†Yˆ |−〉r
=
∫
d2p
(2π)2
(gn
o
i ) e
ipn
∫
d2q
(2π)2
e−iqm ×
〈0|
∏
p,k
dˆG†− (p)k
[
u−(p)bˆ
G
−(p)o
] [
u†−(q)bˆ
†
−(q)
j + v†−(q)dˆ−(q)
j
]
×
∏
q,l
(
bˆ†−(q)
lu†−(q)Y v−(q) + dˆ−(q)
lv†−(q)Y v−(q)
)
|0〉/〈−|Gˆ†Yˆ |−〉r
=
∫
d2p
(2π)2
(gn
o
i ) e
ipn
∫
d2q
(2π)2
e−iqm ×[
u−(p)
(
u†−(p)e
−ipr
(
g†r
j
o
)
eiqru−(q)
)
u†−(q)
+u−(p)
(
u†−(p)e
−ipr
(
g†r
j
o
)
eiqrv−(q)
)
v†−(q)
−u−(p)u
†
−(q)〈0|
∏
p,k
dˆG†− (p)k bˆ
†
−(q)
j bˆG−(p)o ×
∏
q,l
(
bˆ†−(q)
lu†−(q)Y v−(q) + dˆ−(q)
lv†−(q)Y v−(q)
)
|0〉/〈−|Gˆ†Yˆ |−〉r
−u−(p)v
†
−(q)〈0|
∏
p,k
dˆG†− (p)k dˆ−(q)
j bˆG−(p)o ×
∏
q,l
(
bˆ†−(q)
lu†−(q)Y v−(q) + dˆ−(q)
lv†−(q)Y v−(q)
)
|0〉/〈−|Gˆ†Yˆ |−〉r


=
∫
d2p
(2π)2
(gn
o
i ) e
ipn
∫
d2q
(2π)2
e−iqm ×
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[
u−(p)u
†
−(p)e
−ipr
(
g†r
j
o
)
eiqr
−u−(p)
(
u†−(p)e
−ipr
(
g†r
t
o
)
eiptmY v−(pt)
)
×[
v†−(ps)e
−ipsr
(
g†r
t
s
)
eiptrY v−(pt)
]−1
(pt,t)(ps,s)
v†−(ps)e
−ipsr
(
g†r
j
s
)
eiqr
]
=
∫
d2p
(2π)2
(gn
o
i ) e
ipn
∫
d2q
(2π)2
e−iqm ×[
e−ipr
(
g†r
j
o
)
eiqr
−e−ipr
(
g†r
t
o
)
eiptmY v−(pt)×[
v†−(ps)e
−ipsr
(
g†r
t
s
)
eiptrY v−(pt)
]−1
(pt,t)(ps,s)
v†−(ps)e
−ipsr
(
g†r
j
s
)
eiqr
]
= δnmδ
j
i − S
v
−[g](n,m;Y )
s
i
(
g†m
j
s
)
, (F.3)
where
Sv−[g](n,m;Y )
j
i ≡
∫
d2p
(2π)2
d2q
(2π)2
×
eipnY v−(p)
[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]−1
(p,i)(q,j)
v†−(q)e
−iqm.
(F.4)
Similarly, we obtain
〈−|aˆniaˆ
†
m
jGˆ†Yˆ |−〉r
〈−|Gˆ†Yˆ |−〉r
= δnmδ
j
i − (gn
s
i )S
v
−[g](n,m;Y )
j
s, (F.5)
〈−|Yˆ Gˆ†aˆniaˆ
†
m
j |−〉r
〈−|Gˆ†Yˆ |−〉r
= δnmδ
j
i − Y
−1Sv−[g](n,m;Y )
s
iY
(
g†m
j
s
)
, (F.6)
〈−|Yˆ aˆniaˆ
†
m
jGˆ†|−〉r
〈−|Gˆ†Yˆ |−〉r
= δnmδ
j
i − (gn
s
i )Y
−1Sv−[g](n,m;Y )
j
sY. (F.7)
Therefore we finally have
〈φniφ
†
m
i〉IN−r =
1
Z
∫
dµ[g;K,Y ]
[
1
2
δnmδ
i
i − S
v
−[g](n,m;Y )
o
i
(
g†m
i
o
)]
, (F.8)
〈ϕniϕ
†
m
i〉IN−r =
1
Z
∫
dµ[g;K,Y ]
[
1
2
δnmδ
i
i −
(
g†m
o
i
)
Sv−[g](n,m;Y )
i
o
]
, (F.9)
〈φniφ
†
m
i〉OUT−r =
1
Z
∫
dµ[g;K,Y ]
[
1
2
δnmδ
i
i − Y
−1Sv−[g](n,m;Y )
o
iY
(
g†m
i
o
)]
,
(F.10)
〈ϕniϕ
†
m
i〉OUT−r =
1
Z
∫
dµ[g;K,Y ]
[
1
2
δnmδ
i
i −
(
g†m
o
i
)
Y −1Sv−[g](n,m;Y )
i
oY
]
.
(F.11)
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G Expansion of Sv−[g](n,m; Y )
j
i in λ
In this appendix, Sv−[g;Y ](n;m)
j
i defined by Eq. (F.4) is evaluated in the ex-
pansion of λ for the gauge freedom configuration:
g†m
j
i = 1l
j
i − iλπ
j
i + (−i)
2 1
2!
λ2π2ji + (−i)
3 1
3!
λ3π3ji + · · · . (G.1)
The matrix to be inverted in Eq. (F.4) can be expanded in λ as[
v†−(ps)e
−ipsr
(
g†r
t
j
)
eiptrY v−(pt)
]
=
[
v†−(ps)Y v−(ps)
]
(2π)2δ2(ps − pt)
(
1ltj
)
+
[
v†−(ps)e
−ipsr
(
(−iλ)πr
t
j
)
eiptrY v−(pt)
]
+
[
v†−(ps)e
−ipsr
(
(−iλ)2
2!
π2r
t
j
)
eiptrY v−(pt)
]
+O(λ3).
(G.2)
Then its inverse reads[
v†−(ps)e
−ipsr
(
g†r
t
j
)
eiptrY v−(pt)
]−1
(pt,t)(ps,j)
=
1[
v†−(pt)Y v−(pt)
] (2π)2δ2(pt − ps)(1ljt)
−
1[
v†−(pt)Y v−(pt)
] [v†−(pt)e−iptr ((−iλ)πrjt) eipsrY v−(ps)] 1[
v†−(ps)Y v−(ps)
]
−
1[
v†−(pt)Y v−(pt)
] [v†−(pt)e−iptr
(
(−iλ)2
2!
π2r
j
t
)
eipsrY v−(ps)
]
1[
v†−(ps)Y v−(ps)
]
+
1[
v†−(pt)Y v−(pt)
] [v†−(pt)e−iptr ((−iλ)πrut ) eipurY v−(pu)]×
1[
v†−(pu)Y v−(pu)
] [v†−(pu)e−ipur ((−iλ)πrju) eipsrY v−(ps)] 1[
v†−(ps)Y v−(ps)
]
+O(λ3).
(G.3)
Therefore we obtain the following expression
Sv−[g](n,m;Y )
j
i = S
v
−(n−m;Y )δ
j
i
−
∑
r
Sv−(n− r;Y )
(
(−iλ)πr
j
i
)
Sv−(r −m;Y )
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−
∑
r
Sv−(n− r;Y )
(
(−iλ)2
2!
π2r
j
t
)
Sv−(r −m;Y )
+
∑
rl
Sv−(n− r;Y ) ((−iλ)πr
o
i )S
v
−(r − l;Y )
(
(−iλ)πr
j
o
)
Sv−(l −m;Y )
+ O(λ3). (G.4)
H Sv−[g; Y ](n;m)
j
i in the limits y = 0 and y =∞
In this appendix, Sv−[g;Y ](n;m)
j
i defined by Eq. (F.4) is evaluated in the limits
y = 0 and y =∞.
The matrix to be inverted in the above formula can be written explicitly as[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]
= y
(B(q) −m0 − λ−(q))√
2λ−(q)(λ−(q) +m0 −B(q))
e−iqr
(
g†r
i
j
)
eipr
(B(p)−m0 − λ−(p))√
2λ−(p)(λ−(p) +m0 −B(p))
+
1
y
C(q)√
2λ−(q)(λ−(q) +m0 −B(q))
e−iqr
(
g†r
i
j
)
eipr
C†(p)√
2λ−(p)(λ−(p) +m0 −B(p))
.
(H.1)
If y << 1, we may rewrite the expression as[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]
=
1√
2λ−(q)(λ−(q) +m0 −B(q))
√
2λ−(p)(λ−(p) +m0 −B(p))
×
1
y
C(q)e−iqr
(
g†r
s
j
)
eipsrC†(ps)×{
(2π)2δ(ps − p)δ
i
s
+y2
1
C†(ps)
e−ipsr
(
gr
t
s
)
eiptr ×
(B(pt)−m0 − λ−(pt))
C(pt)
e−iptl
(
g†l
i
t
)
eipl (B(p)−m0 − λ−(p))
}
.
(H.2)
The inverse of this matrix then reads[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]−1
(p, i)(q, j)
=
√
2λ−(p)(λ−(p) +m0 −B(p))
√
2λ−(q)(λ−(q) +m0 −B(q))×
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{
(2π)2δ(ps − p)δ
i
s
+y2
1
C†(ps)
e−ipsr
(
gr
t
s
)
eiptr
(B(pt)−m0 − λ−(pt))
C(pt)
×
e−iptl
(
g†l
i
t
)
eipl (B(p)−m0 − λ−(p))
}−1
(p,i)(ps,s)
×
y
1
C†(ps)
e−ipsr
(
gr
j
s
)
eiqr
1
C(q)
. (H.3)
Then the expression ready for the expansion in y is given by
Sv−[g](n,m;Y )
j
i
=
∫
d2p
(2π)2
d2q
(2π)2
×
eipn
(
y2 (B(p)−m0 − λ−(p))
C†(p)
)(
B(q)−m0 − λ−(q) C(q)
)
e−iqm ×{
(2π)2δ(ps − p)δ
i
s
+y2
1
C†(ps)
e−ipsr
(
gr
t
s
)
eiptr
(B(pt)−m0 − λ−(pt))
C(pt)
×
e−iptl
(
g†l
i
t
)
eiql (B(p)−m0 − λ−(p))
}−1
(p,i)(ps,s)
×
1
C†(ps)
e−ipsr
(
gr
j
s
)
eiqr
1
C(q)
. (H.4)
On the other hand, if y >> 1, we may rewrite the expression as[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]
=
1√
2λ−(q)(λ−(q) +m0 −B(q))
√
2λ−(p)(λ−(p) +m0 −B(p))
×
y (B(q)−m0 − λ−(q)) e
−iqr
(
g†r
s
j
)
eipr (B(ps)−m0 − λ−(ps))×{
(2π)2δ(ps − p)δ
i
s
+
1
y2
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
t
s
)
eiptr ×
C(pt)
(B(pt)−m0 − λ−(pt))
e−iptl
(
g†l
i
t
)
eiplC†(p)
}
.
(H.5)
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The inverse of this matrix then reads[
v†−(q)e
−iqr
(
g†r
i
j
)
eiprY v−(p)
]−1
(p, i)(q, j)
=
√
2λ−(p)(λ−(p) +m0 −B(p))
√
2λ−(q)(λ−(q) +m0 −B(q))×{
(2π)2δ(ps − p)δ
i
s
+
1
y2
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
t
s
)
eiptr ×
C(pt)
(B(pt)−m0 − λ−(pt))
e−iptl
(
g†l
i
t
)
eiplC†(p)
}−1
(p,i)(ps,s)
×
1
y
(B(ps)−m0 − λ−(ps)) e
−ipsr
(
g†r
s
j
)
eiqr (B(q)−m0 − λ−(q)) . (H.6)
Then the expression ready for the expansion in 1/y is given by
Sv−[g](n,m;Y )
j
i
=
∫
d2p
(2π)2
d2q
(2π)2
×
eipn
(
B(p)−m0 − λ−(p)
1
y2C
†(p)
)(
B(q)−m0 − λ−(q) C(q)
)
e−iqm ×{
(2π)2δ(ps − p)δ
i
s
+
1
y2
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
t
s
)
eiptr ×
C(pt)
(B(pt)−m0 − λ−(pt))
e−iptl
(
g†l
i
t
)
eiplC†(p)
}−1
(p,i)(ps,s)
×
1
(B(ps)−m0 − λ−(ps))
e−ipsr
(
gr
s
j
)
eiqr
1
(B(q)−m0 − λ−(q))
. (H.7)
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