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Optimum Number of Faces of a Volume-Scanning Active Array Radar
The problem of finding the optimal number of phased array faces for performing hemispheric volume surveillance is considered. Assuming the detection performance is the same in all beam positions and the total number of modules are constant, it is shown that the optimal number of array faces is three. This is true when coverage extends to the zenith and to 45" elevation. It is also true whether the array faces are operating simultaneously or sequentially. used and in the type of array assumed. Here we use scan time to measure performance whereas Knittel compared the number of elements needed to equalize "realized gain" and "beamwidth." Another difference is associated with our assumption that each face must scan to the zenith; Knittel assumed a separate array boresighted on the zenith. Also, we are primarily interested in active arrays although the results apply to passive arrays as well.
INTRODUCTION

Much
APPROACH
The total number of elements N is assumed constant and is equally divided among M array faces. Each array is assumed to cover &180"/M in azimuth. Array faces are tilted by QT, chosen to equalize gain at the maximum off-axis scan angles. The array elements are arranged in a triangular rather than a rectangular pattern to reduce the number of elements needed to avoid grating lobe formation within the scan sector [3].
In 1985, Corey [6] presented a means for optimizing grating lobe locations by suitable choices of planar array tilt, and column and row spacings. Corey's method is applied here to find the tilt angle and the column and row spacings.
that the number of elements per face is N elements are divided equally among M faces so Azimuth coverage is also divided equally so that each face scans an angle given by To avoid grating lobe intrusion into the hemispheric coverage sectors, column and row spacings normalized to wavelength d c , and dr, must be chosen judiciously. In this paper, we allow grating lobe circles in sine space' to reach a circle which passes through the scanning extremes (at the zenith and at azimuth limits on the horizon). This is illustrated for M = 3 in Fig. 1 .
of its sides LM in wavelengths is
We assume a square array where the length of one
, N c , and Nr, are the numbers of columns and rows, respectively. Equal azimuth and elevation beamwidths is another consequence of assuming a square array. ' The term "sine space" may be defined using an example of a planar array with elements in the x -y plane [7, ch. 1 I]. The array factor of its pattern may be expressed in terms of k, = sinOcos4 and ky = sinOsin4. If the array factor is plotted on a kx,ky plane, the distance from the origin to a point where the beam is scanned in the kx,ky plane is sin 0; so, the array factor is said to be plotted in sine space. 
where k P M and AQ, are the one-way 3 dB azimuth and elevation beamwidths, respectively, at broadside for uniform illumination.
The number of elements in a triangularly arranged large array is Nc,Nr, 2 .
N, M
We may obtain the expression for Nc,,
from (3) and ( 5 ) after making the substitution Fig. l) , we find that the gain of the antenna is equalized at the scan extremes when QT = 27.5". This is found graphically by drawing a series of sine spheres tilted forward at intervals small enough to obtain an adequate estimate of the tilt angle at which a circle passes through the extreme scan points. Under the assumption that grating lobe circles are set tangent to this scan-extreme circle, p = l/d. Assuming N = 15 000, Nc3 = 76.2 from (6) and N r , = 131.2 from (5). Similar analysis was done for M = 4 and M = 5; Figs. 2 and 3 show the coverages and tilt angles. Table I lists relevant parameters for 3, 4, and 5 faces.
Having determined array parameters, it is straightforward to compute beam positions (&, 0,) such that the beams overlap at their 3 dB points
The three scanning extremes for a volume search (Appendix A). The time TM needed to scan these positions is derived in Appendix B from the radar range equation as
Go is the time spent on boresight for M = 3 to obtain the desired detection performance. Each face radiates power P / M where P is the total available power. Since coherent integration is assumed, the change in power per face is exactly compensated by increasing scan time by M / 3 . L3/LM is the ratio of the length of one side of a 3-faced square array to the length of one side of an M-faced square array. Since antenna gain on boresight is proportional to the face area (LM)2 and antenna gain enters as the square in the radar range equation, the length ratio is raised to the 4th power to compensate for a change in aperture side length. Antenna gain off boresight is decreased according to the cosine of the azimuth and elevation scan angles q$ and O j . The two-way gain of the corresponding beam drops off by C O S~( $~) C O S~(~~) and hence is compensated by increasing dwell time by its e = 37.5" Fig. 3 . Grating lobes and required coverage for one face of five-faced array.
reciprocal. The summation is over all beam pointing angles. In summary, detection range is kept constant and independent of M by adjustments of coherent integration time to compensate for "per face" changes in radiated power and changes in antenna gain. The next section presents results of running software based on (8). Table I1 lists sector and hemisphere scan time values for 3, 4, and 5 faces for a phased array system with 1200 elements. Sector is defined as the coverage area of one face. As usual, hemisphere is the entire upper hemisphere (from the horizon to the zenith). Values in the scan time columns have been normalized to q,,, the dwell time of the boresight beam when M = 3. The half-power azimuth and elevation beamwidths at boresight as well as at the maximum scan angles are also listed. Table I11 provides similar results for the case of a system with 15 000 elements.
RESULTS
As we are especially interested in long range early warning radars, we assume a value of pulse repetition interval (PRI) for a suitable range-unambiguous waveform. For example, for a 200 nmi instrumented range, PRI = 2.4 ms. In the N = 15 000 case, more than 40 s are required to scan the hemisphere, even if 
m
the beam dwells for just one PRI at boresight. On the other hand, if the radar is designed so that all 3 faces radiate and receive simultaneously, the sector scan time of 13.6 s becomes the hemisphere scan time.
If problems with range ambiguities and radar system losses are ignored then scan time depends only on range R , search beam solid angle ob, system noise figure F,, required single-hit signal-to-noise ratio ( S I N ) , , transmitter average power P,,, receiving aperture A, and target cross section 4, The boresight dwell time can be written as
where k is Boltzmann's constant (1.38 x and To is standard temperature (290°K). Except for notational differences and algebraic rearrangement, (9) is the same as (7) on 17, p. 1-61. Table IV lists a set of assumptions on the parameters of (9). Multiplying qo from Table IV by the M = 3 value from the hemisphere scan time column of Table 111 , we obtain a hemisphere scan time of 7.76 s.
One might also expect 3 faces to be optimum if an intermediate elevation coverage is assumed. To verify this assumption, we applied identical design criteria to a case where the elevation coverage was limited to 45". Normalized sector scan times for 3, 4, and 5 faces (N = 15 000) are 4270,4578, and 5229, respectively. All three values are less than
J/"K)
the corresponding values in Table 111 , which applies to the case where coverage is provided up to the zenith. The analysis here assumed that the gain of a scanning array varies as cosine of the scan angle; however, in practice this scan loss is higher [8]. Scan times were recomputed assuming the scan loss varies as c0s3I2. For coverage up to zenith, the normalized sector scan times for 3, 4, and 5 faces are 7334, 7793, and 9153, respectively (for N = 15 000), which are slightly larger than the corresponding values in Table 111 .
CONCLUSIONS
We have computed the time required to scan a hemisphere with a pencil beam using 3, 4, and 5 planar array faces. As in the horizon scan case [21, 3 faces is the best choice for a hemispheric volume scan (using square apertures) if the changes of angular resolution associated with M = 3 are acceptable. This is true whether the gain of the array varies as cosine of the scan angle or as COS^/^ of the scan angle. It is also true when the elevation coverage is limited to 45". where $ j (3 dB) is given by 1036 and is the location in space of the 3 dB point of the previous beam. Then, a good approximation to the next beam pointing angle is If A4M is very large (Le., the antenna is electrically small), (1 3) can be iterated another time or two to obtain a very accurate answer even for small antennas.
Once all azimuth beam pointing angles have been computed for the initial elevation angle, the next value of the elevation angle is determined using the same type of iterative method followed once again by azimuth pointing angle calculations.
APPENDIX B.
TIME ROUTINE FOR COMPUTING SCAN
In order for a set of planar arrays to provide constant range coverage over a hemisphere, echo power from maximum range (Rmax) on the left side of the equation below must equal minimum detectable echo power on the right side of equation. ' (14)
where N, is the number of elements of an array, P, is the power per module, GM(i,j) is the antenna gain in the (i, j ) direction, X is the wavelength, a is the target cross section, kToFnB is the system noise power, ( S I N ) , is the required single-hit signal-to-noise ratio,
T, is the pulse repetition period, and T,(i,j) is the time the beam dwells in the ( i , j ) direction. All parameters of this equation are constant except those depending on the number of faces M .
write As we are dealing with a square array, we may
where L, is the length of one side of the array in wavelengths; elevation angles, respectively, and 8, is the tilt angle.
Substituting (15) 
I. INTRODUCTION
In recent years resonant link converters [l-31 have been proposed as a means of reducing switching losses, which give rise to a considerable amount of heat in solid-state power devices and to electromagnetic interference generation. In principle, a resonant link converter can be considered as a high frequency resonant circuit whose output pulses, by means of a switch, are applied in a sparse way to a load in such a way to build up an ac low frequency voltage (or current) wave shape, as shown in Fig. 1 . When dealing with the design of this device two main problems must be solved. The first one consists of making the high frequency wave-shape in the resonant circuit largely insensitive to the presence or absence of the load, in order to obtain a low frequency pulse pattern not depending on the operating conditions. In fact the behavior of an LC series or parallel resonant circuit may vary in a noticeable way when connected to a load, thus affecting in an unpredictable manner the characteristics of the output waveform of Fig. 1 
