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 要  旨 
近年，少子高齢社会の進展により，人間の作業や補助を行うサービスロボットの開発が進んで
いる．中でも本研究では，複合商業施設内外で案内や荷物の運搬を行う移動サービスロボットの
開発に取り組んでいる．そのようなロボットには，人の手を借りずに，ロボット自身で認識・判
断・行動をすることが求められ，その実現のために様々な機能が必要になる．基本的な機能とし
て，自己位置推定機能や大域的経路生成機能，局所的経路生成機能，大域的地図生成機能，局所
的地図生成機能等が挙げられるが，人間と同じ行動空間でロボットが走行するためには，これら
の機能に加えて，屋内外に渡ってロボット周囲の環境を認識し，走行が安全な領域と危険な領域
（壁，障害物，勾配が高い路面，陥没箇所）とに区別する機能が必要不可欠である．したがって，
屋内外両方に対応した周辺環境認識機能（以後，周辺環境認識機能と呼ぶ）は重要な機能である． 
そこで本研究では，1）環境光ノイズに対する高ロバスト性，2）ロボット姿勢変化時の各種識
別の高安定性，3）低計算コスト，などの要求仕様を満たす周辺環境認識機能を提案し，それを実
装した作業計画ナビゲーションシステムの開発を目的とする．本論文では，提案する周辺環境認
識機能の概要，製作した移動ロボット及びシステムの構成，提案手法の有用性を評価するための
屋内屋外走行実験及び評価について述べている． 
 
本論文の成果は以下の通りである． 
1） 2次元 LRF，RGBDカメラ，屋内測位システム，エンコーダを搭載した移動ロボット 
システムを構築した． 
2） 環境光ノイズに対する高ロバスト性，ロボット姿勢変化時の各種識別の高安定性， 
低計算コスト，などの要求仕様を満たす周辺環境認識機能の提案・実装を行った． 
3） 屋内走行実験を行い，様々な形状（直方体・円筒・球・円錐）・大きさ（3cm以上）の 
障害物を認識し，局所的地図生成・経路生成・回避行動をとれることを確認した． 
4） 屋外走行実験を行い，目的地まで約 350mの自律走行を行うことに成功し，本研究が 
提案するシステムの有効性を示した． 
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第１章 諸言 
 
第１節 背景 
 
第１項 移動サービスロボットの背景 
 近年，わが国では少子高齢化が急速に進展しており[1]，それに伴い今後深刻な労
働力不足が懸念されている．総務省統計局の労働力調査年報[2]によると，今後 50年
で労働力人口は現在より 4割減少する見通しである．この問題を補うために，最近
では様々な産業でロボットの導入が進みつつある．中でも，サービス産業は多くの
人手を要するため，人間の作業の代行や補助を行うサービスロボットの需要が今後
高まることが予想される．事実，経済産業省・NEDOによるロボット産業将来市場
調査では，サービスロボットの需要が今後 20年で 10倍以上に高まることが予想さ
れている[3]．こうした市場動向から，各企業や大学，研究機関において，人間に代
わって仕事を行う自律移動型サービスロボットの開発が盛んに研究されている（図
1.3~1.6）． 
 
 
第２項 複合商業施設における移動サービスロボットの必要性 
日本におけるショッピングセンターは年々大型化しており，最近は店舗面積 4万
㎡以上，半径 8~25km 程度の広域を基本商圏とするリージョナル型ショッピングセ
ンター（以後，RSC と呼ぶ）が大手企業によって続々と開業されている．例えば，
ららぽーとを運営する三井不動産商業マネジメントは，2018年に「ららぽーと名古
屋」（愛知県名古屋市），2019 年に「三井ショッピングパークららぽーと沼津」（静
岡県沼津市）など新たに 4 カ所の RSCを新設予定である．また，イオン傘下のイオ
ンモールは，2018年に 4カ所，2019年に 3か所の RSCを新設予定である．今後も，
ショッピングを含む様々なアクティビティを一度に楽しめるという利便性から，
RSCは年々増えていくことが予想されるが，それに伴い様々な問題が発生すると考
えられる．例えば，敷地面積が増大になることで現在位置や目的地までの道のりが
わからない人の増加，荷物の運搬が困難な人の増加，などが挙げられる．また，人
口減少社会による人手不足やそれに伴うサービスの低下は，敷地面積の増大に伴い
より深刻さが増すと考えられる．そこで，本研究では RSCのような大型複合商業施
設の屋内外で自律移動を行いながら，サービス対象者とインタラクションを行い，
案内や誘導，荷物の運搬を行う移動サービスロボットの実現を目指している． 
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第３項 本研究のアプローチ 
上述したロボットには，人の手を借りずに，ロボット自身で認識・判断・行動を
することが求められ，その実現のために様々な機能が必要になる．基本的な機能と
して，自己位置推定機能や大域的経路生成機能，局所的経路生成機能，大域地図生
成機能，局所地図生成機能等が挙げられるが，人間と同じ行動空間でロボットが走
行するためには，これらの機能に加えて，屋内外に渡ってロボット周囲の環境を認
識し，走行が安全な領域と危険な領域（壁，障害物，勾配が高い路面，陥没箇所）
とに区別する機能が必要不可欠である．したがって，屋内外両方に対応した周辺環
境認識機能（以後，周辺環境認識機能と呼ぶ）は重要な機能である．そこで，本論
文では屋内外に対応した周辺環境認識機能の提案，及びそれを加えた移動ロボット
のナビゲーションシステムについて述べる． 
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図 1.1 我が国の人口の推移[1] 
 
 
 
 
 
図 1.2 2035 年までのロボット産業の将来市場予測[3] 
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図 1.3 HOSPI（Panasonic）[4] 
 
図 1.4 EMIEW3（日立）[5] 
 
 
 
 
 
図 1.5 Pepper（SoftBank）[6] 図 1.6 LIGHBOT（NSK）[7] 
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第２節 関連研究 
 ロボットの走行領域周辺の環境認識手法として，ステレオカメラや 2次元測域
センサ，3 次元測域センサを用いた手法が提案されている．ステレオカメラを用い
た國弘ら[8]の手法では，１度に広範囲の情報を得ることができるが，環境光や走
行領域周辺のテクスチャがノイズとなり，時間帯や場所によっては正確に環境認
識することは難しい．2 次元測域センサを用いた渡辺ら[9]の手法では，センサを路
面に対して一定角傾けて設置し，ロボット前方の領域を検出しているが，凹凸の
激しい路面によるロボットの姿勢変化時に誤検出が多いという問題がある．3次元
測域センサを用いた手法は，様々な手法が提案されている．藤井ら[10]は，
RANSAC法を用いた手法を提案しているが，計算量が高いため，リアルタイム性
が求められる自律移動ロボットの環境認識には適さない．江口ら[11]は，路面をセ
ンシングした時の水平距離を，事前に測定したデータと比較することで段差の抽
出を行なっているが，こちらもロボットの姿勢変化時に誤検出が生じると報告し
ている．  
 
 
 
 
 
 
 
第３節 提案手法の要求仕様と本研究の目的 
 提案する周辺環境認識手法の要求仕様として， 
① 環境光ノイズに対する高ロバスト性 
② ロボット姿勢変化時の各種識別の高安定性 
③ 低計算コスト 
などの要求仕様を満たす周辺環境認識手法の提案，及びそれを実装した作業計画ナ
ビゲーションシステムの開発を目的とする．これらにより，作業計画ナビゲーショ
ンを高度化し，移動サービスロボットの能力向上に寄与する． 
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第４節 本論文の構成 
 本論文は 5つの章から構成される．本章では，背景，関連研究，要求仕様，目
的について述べた．第 2章では，提案する周辺環境認識手法の基本原理，提案ア
ルゴリズムの概要，処理性能について述べる．第 3章では，製作した自律移動ロ
ボットのハードウェア構成，ソフトウェア構成，走行戦略について述べる．第 4
章では，提案手法の有用性を評価するための屋内屋外走行実験及び評価について
述べる．第 5章は本論文のまとめである． 
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第２章 周辺環境認識手法 
 
第１節 周辺環境認識の基本原理 
 
第１項 概要 
屋内外に対応した周辺環境認識アルゴリズムは，階段等の屋内環境認識で実績の
ある円錐走査法[12]をベースにしている．円錐走査法とは，距離センサを用いて測
定対象の表面を円錐状に走査し，その円錐の母線の長さ（測定距離）と走査回転角
で描く走査曲線の特徴量から測定対象表面の形状を分類・測定する方法である（図
2.1，図 2.2）．例えば測定対象の表面がひとつの平面の場合，距離・位置・姿勢を算
出することができる．具体的な導出過程は，以降の第 2項，第 3項に示す． 
 
 
 
 
 
 
 
第２項 測定対象表面の形状認識 
 測定対象表面に対して，円錐形状に走査角 αを 0°~360°まで変化させながら対
象表面までの距離 L を測定すると，図 2.4 に示すようなグラフが得られる（以後，
走査曲線グラフと呼ぶ）．このとき得られた走査曲線グラフの特徴量（極大，極小値
点，不連続点）を抽出し，その結果から表 2.1 の条件に基づき分類することで，測
定対象面の形状を認識することができる． 
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第３項 1平面の測定原理 
 円錐走査法で測定できる平面の特徴量は，距離 dz・傾斜角 γ・傾斜方向 δの 3つ
である．図 2.5~図 2.7に示すセンサと測定面の幾何学的な位置条件のように，走査
曲線のパラメータ Lmax・Lmin・α(Lmax)から，平面の特徴量 dz・γ・δを算出するこ
とができる．各特徴量の式は， 
 
 
 𝑑𝑧 = 𝐿𝑚𝑎𝑥 cos 𝛽 − 𝐿𝑚𝑎𝑥 sin 𝛽 tan 𝛾 
（2.1） 
 𝑑𝑧 = 𝐿𝑚𝑖𝑛 cos 𝛽 + 𝐿𝑚𝑖𝑛 sin 𝛽 tan 𝛾 
   
 
γ = α tan {
(𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑖𝑛) cos 𝛽
(𝐿𝑚𝑎𝑥 + 𝐿𝑚𝑖𝑛) sin 𝛽
} （2.2） 
   
 δ = α(𝐿𝑚𝑎𝑥) （2.3） 
 
 
となる．βは円錐の半頂角であり定数である．dzの求め方は上記のとおり 2種類あ
るが，本研究では，𝑑𝑧 = 𝐿𝑚𝑖𝑛 cos 𝛽 + 𝐿𝑚𝑖𝑛 sin 𝛽 tan 𝛾の式より求めている． 
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図 2.1 測定対象表面の構成要素と円錐走査 
 
 
 
 
図 2.2 円錐走査法の測定原理 
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図 2.3 距離画像データと円錐走査データとの対応関係 
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（a） 平面の走査曲線 
 
 
（b） 凹結合の走査曲線 
 
 
  
（c） 凸結合の走査曲線 （d） 不連続面の走査曲線 
図 2.4 表面形状による走査曲線の違い 
 
表 2.1 測定対象表面の走査曲線の特徴量 
測定対象面 極大 極小 不連続点 
（a）平面 1 1 0 
（b）凹結合 1 2 0 
（c）凸結合 2 1 0 
（d）不連続面 1 1 2 
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図 2.5 1平面走査曲線の特徴量 
 
 
 
 
 
 
 
 
図 2.6 平面特徴量 
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図 2.7 測定面の位置と姿勢の算出原理図 
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第２節 円錐走査法の屋外環境使用時における問題 
円錐走査法は，屋内環境を想定して開発された手法であり，階段等の認識では高
い精度で認識を行うことができていた（図 2.8）．しかし，屋外環境認識に円錐走査
法を適用した場合，適切にノイズ処理を行なえていないため，誤認識率が高くなり，
正しい形状分類と特徴量計算ができないという問題があった．円錐走査法のアルゴ
リズムでは，走査曲線グラフの取得後，バイリニア法によりノイズ除去処理を行っ
ている．バイリニア法とは，対象となる点の近傍 4点での平均値を用いて補間する
手法である．図 2.9 に距離画像センサの各画素における距離データにバイリニア法
を使った計算式を示す．d1 の値は x 方向に線形補間したもので，d2 は y 方向に線
形補間したものである．この二つの値を線形補間することにより得られる d3 がバ
イリニアの結果である．バイリニア法は，計算量が少ないという利点はあるが，近
傍 4点での平均値を用いて補間するため，外れ値の影響を受けやすいという欠点が
ある．これにより，太陽光や材質の異なる面，路面状況の荒さ等によって生じるノ
イズを含むデータに対して，適切に走査曲線フィッティングを行えていないため，
誤認識率が高くなったと考えられた． 
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（a）RGB 画像 （b）ラベリング結果 
図 2.8 階段及び障害物の認識（Xtion PRO LIVE） 
 
 
 
 
図 2.9 バイリニア法と計算式 
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第３節 周辺環境認識アルゴリズムの概要 
実装したアルゴリズムのフローチャートを図 2.10 に示す．上述したように円錐走
査法を屋外で適用すると，測定した走査曲線に多くのノイズが含まれる場合に，正
しい形状分類と特徴量計算ができないという問題があった．そこで，ロバストな環
境認識を実現するために M 推定を適用した走査曲線フィッティング手法を開発し
た．さらに，この手法で測定範囲内全ての領域を必要な測定分解能に設定した円錐
で走査し，得られた走査曲線をリアルタイムで処理するために，GPUを用いた走査
曲線並列処理アルゴリズムを導入した． 
まず，距離センサから送信される深度情報を用いて，各走査円の走査曲線グラフ
を取得し，GPUへデータを送信する．GPUの各スレッドでは，指定された走査円の
走査曲線グラフを取得後，4次式のM推定を行う．測定対象表面の走査曲線グラフ
に曲線フィッティングをかけた際，最大次数は 4 次であったことから，M推定に用
いる次式を 4次式とした．M推定による走査曲線フィッティング後は，極値数の判
定を行う．極値の数が 3であれば平面以外の領域，つまり走行危険領域と判定する．
極値の数が 2であれば，平面領域と判断し，測定面の傾斜角及び傾斜方向の値によ
って，走行安全領域か危険領域の判断を行う．その後，各スレッドで求めた測定対
象表面の情報を CPU へ送信し，CPU で情報を受け取る．この一連の処理を繰り返
し行うことで，ロボットは逐次周囲環境の認識を行う． 
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図 2.10 周辺環境認識アルゴリズムのフローチャート 
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第４節 M推定を適用した走査曲線フィッティング 
M推定法とは，ノイズによる影響を小さくするために，特定の関数を用いて誤差
が大きい値の重みを小さくした後，重み付き最小二乗法により近似式を求める手法
である．誤差が少なくなるまでこの手法を繰り返すことで，より走査データに近づ
いた近似式を得ることができる．具体的には，M 推定の繰り返し回数を 3 回とし，
重み付き最小二乗法に用いる次数は 4 次式を用いた．重み付けには，Tukey の
Biweight 推定法を用いた[14]．図 2.10にM推定を適用した走査曲線フィッティング
の処理手順を示す． 
 まず，各走査円の走査曲線グラフに対して，式（2.4）を用いて 4次の最小二乗法
を行い，近似式 𝑓(𝑥) = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥
2 + 𝑎3𝑥
3 + 𝑎4𝑥
4 を求める．この近似式の各点
と走査曲線グラフの各点との誤差を𝑑𝑖，誤差の許容範囲をWとしたとき，誤差が大
きいほど最小二乗の影響を小さくするために，式（2.5）を用いて各点における重み
𝑤𝑖を計算する．この重みを各近似データに付加した式（2.6）を用いて再び最小二乗
法を行い，M推定による近似式 𝑓(𝑥) =  𝑎0
′ + 𝑎1
′ 𝑥 + 𝑎2
′ 𝑥2 + 𝑎3
′ 𝑥3 + 𝑎4
′ 𝑥4 を求める．
この処理を指定回数繰り返すことで，ノイズによる影響が小さい走査曲線フィッテ
ィングを行うことが可能となる． 
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図 2.11 走査曲線フィッティングのフローチャート 
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第５節 GPUを用いた走査円並列処理 
移動ロボットのナビゲーションシステムには，様々な機能が互いに情報の受け渡
しを行いながら，リアルタイムに周囲環境を認識・判断・行動をとる必要がある．
その実現のためには，各種機能の処理速度は低コストに抑えることが求められる．
したがって，本研究で提案する手法においてもリアルタイム処理を実現すべく，
GPUを用いた走査円並列処理システムを構築した．表 2.2に GPUの仕様を，図 2.12
にシステムブロック図を示す．GPU 統合開発環境として CUDA を使用した．各ス
レッドは，グローバルメモリにアクセスすることでデータの読み込みを行い，処理
を行う．CUDA プログラム処理のフローを図 2.14 に示し，以下に詳細な説明を行
う． 
 まず，CPUから CUDAを通して GPUへ初期化指示を行い，GPU内部データの初
期化を行う．次に CPUで取得した全円錐走査データを GPU のグローバルメモリに
書き込む．そして，CPU から GPU 上で実行されるプログラム（以後，カーネルと
呼ぶ）の実行指示を行い，GPUでカーネルを実行する．最後に実行結果をグローバ
ルメモリにコピーし，CPUへ実行結果を送信する． 
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図 2.12 システムブロック図 
 
 
 
図 2.13 Geforce GT 740Mの外観[15] 
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表 2.2 Geforce GT 740Mの仕様 
 Geforce GT 740M 
Number of CUDA cores 384 
Base clock （MHz） 980 
Memory clock （Gbps） 1.8 
Amount of memory （GB） 2.0 
Memory interface （bit） 64 
Maximum bandwidth （GB/sec） 24.8 
 
 
 
 
 
 
 
図 2.14 GPU処理のフロー 
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第６節 周辺環境認識アルゴリズムの処理性能 
図 2.15~2.18に開発したアルゴリズムで処理した結果の例を示す．測定した走査
曲線グラフは紫色で示し，M推定を適用した走査曲線フィッティンググラフは青色
で示している．図 2.15に示す平面の測定グラフは，環境光の影響で測定データを取
得できていない区間が連続して存在しており，また走査角 270°~350°付近で大き
なノイズが存在するが，極大値 1つ，極小値 1つの走査曲線フィッティングを行え
ていることがわかる．理由として，大きなノイズを含む点の重みを 0にすることで，
適切にノイズ除去を行えたからであると考えられる．したがって，走行安全領域と
して識別することができた．図 2.16に示す凹結合の測定グラフは，全体的にノイズ
が含まれており，中でも走査角 240°付近と 300°付近で大きなノイズが含まれて
いることがわかる．しかし，本手法を用いて，誤差の大きい値の重みを小さくし，
影響を最小限に抑えることで，凹結合特有の極大値 1つ，極小値 2つの走査曲線フ
ィッティングを行うことができ，走行危険領域として識別することができた．図
2.17に示す凸結合の測定グラフは，走査角 230°~320°付近において，複数のノイ
ズが含まれているが，こちらも適切にノイズ処理を行い，極大値 2つ，極小値 1つ
の走査曲線フィッティングを行えていることがわかる．したがって，走行危険領域
として識別できた．また，図 2.18に示す不連続面の測定グラフも同様に，極値 3つ
の走査曲線フィッティングを行うことで，走行危険領域として識別できた．したが
って，測定対象面の走査曲線グラフに環境光によるノイズが複数含まれている場合
でも，提案手法を用いることでロバストな走査曲線フィッティングを実現できた． 
 
また，4 種類の円錐半径で実行した処理速度の結果を表 2.3 に示す．平均処理速
度は，100 フレーム分の平均処理速度を示している．円錐同士は，各半径の 1/4 の
大きさ分重ねて配置し，全データは屋外の同じ場所で測定を行った．すべての円錐
半径において，GPUによる並列処理は CPUによる逐次処理と比較して大幅に高速
化を実現した．円錐半径に 5 ピクセルを用いた場合は 32.8 倍，7 ピクセルは 29.7
倍，9ピクセルは 19.0倍，11ピクセルは 23.0倍高速化した．これらは 30fpsを十
分に超える処理速度であり，リアルタイム処理を実現できた． 
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図 2.15 平面の走査曲線グラフとフィッティンググラフ 
 
 
 
 
 
 
図 2.16 凹結合の走査曲線グラフとフィッティンググラフ 
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図 2.17 凸結合の走査曲線グラフとフィッティンググラフ 
 
 
 
 
 
 
図 2.18 不連続面の走査曲線グラフとフィッティンググラフ 
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表 2.3 処理速度結果 
円錐の半径[pixel] CPU平均処理速度[msec/frame] GPU平均処理速度[msec/frame] 
5 
（全 3933走査円） 
899.78 27.42 
7 
（全 2009走査円） 
463.35 15.62 
9 
（全 1147 走査円） 
265.03 13.95 
11 
（全 775走査円） 
170.79 7.43 
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第３章 自律移動ロボット”KANACO”の構成 
 
第１節 ハードウェア構成 
 
第１項 車体構成 
本研究で独自に製作した自律移動ロボット”KANACO（Kanamori Autonomous 
Navigation And COmmunication robot）”の構成について述べる．自律移動ロボットの
移動機構として，一般的な 2 輪型の他，4 輪型やクローラー型，全方向移動型等，
様々な方式があるが，本研究では，①低コスト，②高エネルギー効率，③狭い空間
でも小回りが利くことから，独立 2輪駆動型のロボットを採用した．自動ドアの溝
や，アスファルトと側溝蓋の境目など，ロボットの走行領域に存在する小さな段差
を乗り越えるために，前輪に車輪径 210mm のエアータイヤ 2 つ，後輪に車輪径
125mm のキャスターを 2つ取り付けた．搭載したハードウェアは，PC，左右モータ
ユニット，モータドライバ，制御回路，各種センサから構成される．表 3.1 にロボ
ットの諸元を示す． 
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図 3.1 ロボットの外観と外寸 
 
 
図 3.2 センサ設置高さと角度 
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表 3.1 ロボットの諸元 
外形寸法 幅 570mm×奥行き 520mm×高さ 850mm 
重量 32kg(PC：2.4kg) 
モータ出力 60W×2軸 
最高速度 2m/s 
駆動方式 独立二輪駆動(後部にキャスター二輪) 
PC Endeavor NJ5900E 
マイコン Nucleoボード(STM32F401RE) 
センサ 
2次元 LRF：UTM-30LX(北陽電機社製) 
RGB-Dカメラ：Kinect v2(Microsoft社製) 
駆動輪回転検出器：B600G-D2R(ワコー技研社製) 
屋内測位システム IMES受信機(佐鳥電機社製) 
 
 
 
 
 
 
■PC 
PCには，EPSON製の Endeaver NJ5900E を使用した．また，本研究では OSとし
て Ubuntu14.04 を採用している．PCの仕様を表 3.2 に示す． 
 
表 3.2 PCの仕様 
モデル Endeaver NJ5900E 
OS Ubuntu14.04 64bit 
CPU インテル Core i7-4700MQ プロセッサー(2.4GHz) 
GPU NVIDIA® GeForce® GT 740M 2GB 
メモリ 16.0GB PC3L-12800 DDR3L SDRAM 
HDD 250GB HDD(5400rpm) 
 
 
 
 
 
 
 
33 
 
■モータユニット 
モータユニットは，AC サーボモータ(ワコー技研 B600G-R2R)，歯車減速機によっ
て構成されている．ACサーボモータはレゾルバを備えている． 
 
 
図 3.3 モータユニット 
 
 
 
■モータドライバ 
モータドライバは，ワコー技研 UMAR24を 2つ搭載している． 
 
 
図 3.4 モータドライバ 
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■バッテリーユニット 
バッテリーユニットは，Li-ion バッテリー(IDX社 E-7S) 2 つから成るコントロー
ル電源と，シールドバッテリー（Kung Long 社 WP12-12）2つから成るモータ電源
の 2系統を出力する．安全装置として，非常停止ボタンがあり，これを押すことで
モータへの電源を停止する． 
 
 
図 3.5 バッテリーユニット 
 
 
■制御回路 
制御回路は，マイコン(STM32nucleo)1 台を搭載したマイコン基板，電源装置のコ
ントロール電源を入力として，安定化した 24V と 5V を出力する DC/DC コンバー
タ基板，5V信号と 24V信号を変換するレベル変換基板から成る． 
 
 
図 3.6 制御回路 
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第２項 搭載センサ 
移動ロボットには，内界センサとして回転角センサ，外界センサとして 2次元測域
センサ，RGBDセンサ，屋内測位システムを搭載している． 
 
■回転角センサ 
回転角センサとは，回転量を測定するための装置であり，NC 工作機械や産業用
ロボットアームなどの大型機械から，プリンターやマウスのホイールまで幅広く，
利用されている．種類として，主にロータリーエンコーダとレゾルバ式エンコーダ
に分類される． 
ロータリーエンコーダは回転角を電気信号に変換するセンサ部分と，電気信号を
デジタル信号に変換する回路部分により構成される．回転角の電気信号への変換方
式には複数の方式があり，主に磁気式と光学式が挙げられ，精度が高いことが知ら
れる．また，レゾルバ式エンコーダは回転角度を 2層の交流電圧として出力する角
度センサである．鉄心とコイルのみで構成されており（図 3.7），ロータリーエンコ
ーダ等の他センサに比べ構造的に高い耐環境性を持つのが特徴である． 
 本研究で用いる移動ロボットは屋内外を走行するため，移動量を検知するための
回転角センサには高い耐環境性を持つレゾルバ式エンコーダ(ワコー技研製)を使用
した．レゾルバ式エンコーダは駆動モータに付属しており，出力された信号はモー
タドライバ UMAR(ワコー技研製)を通し，エンコーダパルスに変換される．パルス
の分解能は 1024p/r であり，Nucleo ボードによりエンコーダ値を検出した．使用し
たレゾルバ式エンコーダの詳細な仕様については表 3.3に示す通りである． 
 
 
36 
 
 
図 3.7 レゾルバの原理[16] 
 
 
表 3.3 エンコーダパルス仕様 
分解能 1024p/r 
出力 直交 2相 
出力インターフェイス TTL出力 
電源電圧 5V 
電源電流 Max 40mA 
最大応答周波数 100kHz 
動作温度 -40℃~100℃ 
重量 57g 
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■2次元測域センサ 
 測域センサとは環境認識用の光走査式距離センサの総称である．測域センサの距
離測定には位相差方式を用いている．位相差方式の概念図を図 3.8 に示す．投光波
と受光波の位相差を∅[rad]，変調周波数を𝑓[Hz]，光速を 𝑐[mm/s]とすると， 
 
 
𝐿 =
𝑐
4𝜋𝑓
∅ （3.1） 
 
 
 
で距離𝐿[mm]を求めることができる． 
本研究では 2次元測域センサである北陽電機株式会社製のスキャナ式レーザレン
ジファインダーセンサ UTM-30LX（図 3.9）を使用した．UTM-30LX は高速データ
出力タイプのため，ロボットの高速走行に対応可能なほか，移動時に必要である環
境認識を高精度，高分解能での検出が可能である．また，IEC 規格にて規定された
IP64の保護等級を持ち，屋外での使用に十分に耐えうる製品である．UTM-30LXの
詳細な仕様は（表 3.4）の通りである． 
電源には Kypom の LiPo(5cell，4200mAh，35C)を用いて，DCDC コンバータ KID-
1205Aを用いたスイッチング電源キットで 12Vに電圧を変換し，LRFに電源供給を
行った．また，移動ロボットには床面から 350mm の高さに設置した．  
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図 3.8 位相差方式の概念図[17] 
 
 
 
表 3.4 2次元測域センサ仕様 
型式 UTM-30LX 
電源電圧 DC 12V 
電源電流 0.7A 
波長 905nm 
測距範囲 0.1~30m 
測距精度 0.1～10m:±30mm，10～30m:±50 
分解能 1mm 
走査角度 270 度 
角度分解能 0.25度 
重量 210g 
外形寸法(W×D×H) 60mm×60mm×87mm 
走査時間 25ms/scan 
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図 3.9 2次元測域センサ[18] 
 
 
 
 
 
図 3.10 スイッチング電源キット 
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■RGBDカメラ 
本研究では，周辺環境の画像入力装置として，複数の画像情報を一度に取得可能
（Depth・RGB・IR）な Kinect v2を使用する．Kinect v2は，2014年 10月に Microsoft
社によってリリースされた RGBD カメラである．推奨は Windows 8 以降の環境だ
が，libfreenect2ドライバを用いることで，開発環境のLinux Ubuntu 14.04上でもKinect 
v2 の使用が可能となる．Depth 画像は，投光した赤外線が反射して戻ってくる時間
から Depth 情報を得る「Time of Flight（TOF）」方式で取得している．図 3.11に Kinect 
v2 の外観，表 3.5 に動作仕様を示す．また，移動ロボットには床面から 780mm の
高さに設置した． 
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図 3.11 Kinect v2の外観[19] 
 
 
 
 
 
 
表 3.5 Kinect v2 の動作仕様 
項目 仕様 
color画像 1920 ×1080 
colorフレームレート 30 fps 
Depth画像 512 × 424 
Depthフレームレート 30 fps 
Depthセンシング方式 TOF (Time Of Flight) 
Depth認識範囲 500 mm ～8000 mm 
水平視野角 70 度 
垂直視野角 60 度 
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■屋内測位システム 
屋内測位システムには IMES(Indoor MEssaging System)を用いた．IMES は宇宙航
空研究開発機構(JAXA)が考案した，GPSと同等の信号を用いる屋内測位方式のこと
である．2005年に順天頂衛星システムから送信する測位信号の設計検討作業におい
て発案され，電波の届きにくい屋内においても正確に位置を求めることができるよ
うに開発されたシステムである．米国 GPS運営機関から正式に承認され，L1C/A コ
ードにおける IMES用 PRN番号として 173番～182番を正式に日本に対して割り当
てられている．JAXA では，準天頂衛星システムのユーザーインターフェイス仕様
書（QZSS-IS）[20]に IMES 信号仕様を公開している．IMES 送信機の出力が微弱無
線に相当するため，日本の電波法では免許不要で送信機の設置が可能である．GPS
受信機(IMESの信号形式に対応した受信機)を搭載した端末であれば，特別なハード
ウェアの追加なしで利用できるため，ソフトウェアの変更のみで既存の携帯電話で
の使用も可能である．既存の GPS受信機と同一のハードウェアで屋内外をシームレ
スに測位することができるため，屋内測位技術のなかでも期待されている技術であ
る．現在は，IMESコンソーシアムの規約に基づいた仕様で各社が製作している． 
具体的な測位方法は，GPS と同等の信号を出力する IMES 送信機に位置情報(緯度，
経度，高度，階数，PRN番号など)を設定し，設定した位置情報と同じ位置に送信機
を設置する．受信機では送信機からの信号を受信することにより送信機の設置場所
の位置情報を得ることができる．送信している情報は GPS衛星のような時刻情報で
ある衛星軌道データではなく，送信機の設置してある位置情報がそのまま送られて
くるので，通常の GPS測位のような時差の計算をせずに屋内での測位を行うことが
できる．IMES方式に用いられる装置は IMES送信機と IMES受信機である．本研究
で用いる受信機(佐鳥電機社製)で受信した信号は 980MHz帯無線機能によりUSBド
ングルに送信されて PC で情報を扱うことができる．IMES 送信機(日立産機システ
ム製)は出力電波強度と緯度，経度，高度，フロア階数，PRN番号の設定が可能であ
る．この受信機で GPSの信号を受信することも可能であり，電波の受信間隔は 1秒
毎である． 
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図 3.12 IMESのシステム概念図 
 
 
 
 
 
 
図 3.13 IMES(左：送信機，真中：受信機，右：中継機) 
 
 
 
44 
 
第２節 ソフトウェア構成 
 
第１項 ソフトウェアの基本構成 
 図 3.14にシステム構成を示す．外界センサ部，PC 部，駆動部から構成される．
PC 部及び駆動部の一部には，分散型処理システムを構築するために ROS（Robot 
Operation System）を導入した．ナビゲーション機能は，ROS のパッケージ navigation 
package で用意されている自己位置推定機能（Adaptive Monte Carlo Localization），大
域的経路生成機能（Dijkstra’s Algorithm），局所的経路生成機能（Dynamic Window 
Approach），slam_gmapping package で用意されている大域的地図生成機能（Rao-
Blackwellized Particle Filter を用いた Grid based SLAM），これらに加えて本研究で開
発した周辺環境認識機能，局所的地図生成機能，そしてこれまでに構築したアナウ
ンス機能，エレベータ乗降機能[21]から構成される． 
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図 3.14 移動ロボットシステムブロック図 
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第２項 ROS（Robot Operation System） 
 ROSとは，Robot Operation System の略であり，ロボット開発で用いられる様々な
センサ，ロボット本体，アルゴリズムを統一的に利用するためのフレームワークで
ある（図 3.15）．米国のWillow Garage 社により開発され，その後も OSRF(Open Source 
Robotics Foundation)によりメンテナンスされている．ROSの特徴として，容易な並
列分散処理の構築，豊富なロボット用のツール/ライブラリ群，オープンソースの 3
つがある． 
 
 
■容易な並列分散処理の構築 
 ROSでは，各種機能を有したソフトウェアをノードとして複数同時に実行し，そ
れらのノードが互い受け渡しをするシステムになっている（図 3.16）．そのため，各
ノードが分散しているため，ソフトウェアの再利用性が高く，複数のノードを組み
合わせることで，容易にひとつの大きなシステムを構築することができる． 
 
■豊富なツール/ライブラリ群 
 ロボットのソフトウェアは，多くの機能を必要とするため複雑になりがちだが，
ROS ではそれらを扱いやすくするために豊富なツールやライブラリ群を提供して
いる．例えば，データの可視化ツールやメッセージの記録・再生ツール，物理シミ
ュレータ，座標変換ライブラリ等がある． 
 
■オープンソース 
 ROSは基本的にはオープンソースであるため，世界中の研究者・開発者が開発し
た様々なソースコードを利用できる．そのため，既存の要素技術の構築にかかる時
間を省けるため，開発スピードを高めることができる． 
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図 3.15 ROSの位置づけ 
 
 
 
 
 
 
図 3.16 ノード間通信モデル 
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第３項 自己位置推定機能 
 自己位置推定機能として，Adaptive Monte Carlo Localization[22]を用いた．Adaptive 
Monte Carlo Localization は，Particle Filter を用いた Monte Carlo Localization を拡張
した手法である．KLD-Sampling に基づいてパーティクル数を動的に調整し，過去
のセンサ値や運動モデルによる測定値を用いてパーティクル分布が実際のロボッ
トの状態の分布に高い確率で収束するように処理することで，ロバストな位置推定
を行うことができる．動作モデルには，車輪の回転角度の計算から，各車輪の移動
量を求め，その累積計算からロボットの位置を推定するオドメトリを採用した．計
測モデルには 2D-LRFのデータに基づく尤度場を採用した． 
 
 
 
 
 
 
 
 
 
 
第４項 大域的経路生成機能 
 大域的経路生成機能の手法として，Dijkstra’s Algorithm を用いた．Dijkstra’s Algorithm
とは，グラフ理論における最短経路探索アルゴリズムの中で最も古典的な手法のひ
とつであり，ロボットの経路生成だけでなく，カーナビの経路生成や鉄道の経路案
内，インターネットルーティングプロトコルなど幅広く使われている手法である．
アルゴリズムは，有向グラフのスタートノードからゴールノードへの最短経路を求
める方法をとっている．スタートノードから徐々に探索するノードを拡大させてい
きながら各ノードにおける最小コストを更新していき，ゴールノードについたとき
にその最小コストを実現するようなパスの選択を行う．経路コストが一意であると
きは，他の代表的な大域的な経路生成手法である最良優先探索法や A*アルゴリズ
ムと比較して，少ない計算量で経路を求められる利点がある． 
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第５項 局所的経路生成機能 
局所的経路生成機能として，Dynamic Window Approach を用いた．Dynamic Window 
Approach は，ロボットの運動モデルを考慮した経路生成手法である．まず，センサ
から得られた情報を元に，ロボットのダイナミクスを考慮して，実行可能な複数の
局所的経路候補の生成を行う．そして，評価関数により大域的経路に近く，かつ障
害物から離れた局所的経路の動作の選択を行う．特徴として，高速な計算処理が可
能であること，車体モデルを導入できること，パラメータのチューニングがしやす
いこと，などが挙げられる． 
 
 
 
 
 
 
 
 
 
第６項 大域的地図生成機能 
大域地図生成機能として，自己位置推定と地図生成を同時に行う SLAM
（Simultaneous Localization and Mapping）手法の一つである Rao-Blackwellized Particle 
Filter[23] を用いた Grid based SLAM を用いた．自己位置の軌跡を通常の Particle 
Filter で，地図の 2D占有格子地図で表現して，Binary Bayes Filter で推定するアルゴ
リズムである．動作モデルにはオドメトリを使用し，Particle Filter の計測モデルに
は，2D-LRFのデータを使用している． 
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第７項 局所的地図生成機能 
Kinect v2を用いた周辺環境認識機能による情報と 2D-LRF情報の統合データを用
いて局所地図生成を行った．水平角度に広範囲な局所地図生成を行うため，Kinect 
v2 を用いた周辺環境認識による情報と，2D-LRFの情報の統合を行なった．2D-LRF
は視野角が広範囲（270°）であるため，Kinect v2 の走査範囲（水平角度 70°）外
に存在する高い障害物を検知し，Kinect v2の情報と統合することによって，水平角
度に広範囲な局所地図生成を作成する．図 3.17 に局所地図生成までの処理手順を，
図 3.18に統合イメージデータを示す．また，それらのデータを用いて作成した局所
地図を図 3.19 に，測定環境画像を図 3.20 に示す．地図上に反映された障害物はロ
ボットの内接円半径以上の大きさで膨張させている． 
 2D-LRFから送信されるデータは，1次元配列で構成されているため，Kinect v2を
用いた周辺環境情報も 1 次元配列に変換する必要がある．そこで，2 次元配列の周
辺環境認識画像（512×424 ピクセル）を 1 次元配列に変換する．まず，全ピクセル
の深度データを床面と平行な深度データに変換を行い，補正した全ピクセルの深度
データを距離データに変換する．続いて，各列で最小の距離データを抽出し，用意
した１次元配列（512ピクセル）に格納する．また，Kinect v2の水平方向角度分解
能は，2D-LRFの角度分解能よりも小さいため，2D-LRFの角度分解能（0.25°）に
合わせた配列数に変換する．次に，新たに用意した統合用の 1 次元配列（720 ピク
セル）に Kinect v2と LRFの情報を格納する． 
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図 3.17 局所地図生成までのフローチャート 
 
 
図 3.18 統合イメージデータ 
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図 3.19 局所地図生成例 
 
 
 
 
図 3.20 測定環境（東 4号館 3階廊下） 
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第８項 エレベータ乗降機能 
 エレベータの出入り口は自動ドアとなっており，業務用のエレベータ等を除いて
通常の通路と比べてドア部分は狭くなっている．そのため，エレベータへの乗降を
行うには通常のナビゲーション手法とは別のアプローチが必要となる．そこで本研
究では，IMES を用いたエレベータ乗降システムを提案する．エレベータ乗降手法
は既に筑波大学の木村剛実らにより開発されている[24]．その手法としては以下の
通りである． 
エレベータ前に到達したロボットは，正面±30°範囲の全ての LRFの測距値の平均
d を計算することで，ロボットからドアまでのおおよその距離を求める．次に正面
の±60°の範囲の測距値を抽出し，そのうち反射点までの距離が平均値 d 以上になる
点の数が閾値を超えるかどうかの判定を行う．閾値を超えた状態が 5秒間続いた場
合にドアが開いていると判断し，ロボットがエレベータの中に入り始める．エレベ
ータ内部にロボットがいる場合においても同様に閾値以下であればドアが閉じて
おり，閾値以上であれば ドアが開いていると判断できる．この手法によりエレベー
タのドアの開閉状態を判断し，乗降が可能である．しかし，この手法では異なる階
層に移動ロボットが到達した場合においてもロボットが降り始めてしまう可能性
がある．そこで本研究では上記の手法を改良し，IMESによる判断を加えることで，
より正確に目的の階層でのエレベータの乗降を行うシステムを開発した． 
図 3.21にエレベータ乗降フローチャートを示す．まず，エレベータ前で IMESの
電波を受信することで移動ロボットがエレベータ前にいることを認識する．エレベ
ータ前に設置した中継点に移動し，自動ドアに対して正対する．次に上記の手法を
改良した手法によりドアの開閉判断を行う．まず，ロボットからみて±45°の範囲で
測距値を取得する．その値の平均値が閾値以下の値であればドアが閉じており，閾
値以上であればドアは開いていると判断する．ドアが開いていると判断した後は角
度算出を行う．角度算出の手法について述べる．±45°の範囲で閾値を超える測距値
とその角度を取得することにより，空き領域を認識することができる．空き領域の
中心を目標角度とすることで壁にぶつかることなくエレベータに乗ることが可能
である．エレベータから降りる動作は基本的には乗る場合の処理と同様である．内
部に乗った後，自動ドアに対して正対する．その後，ドアの開閉判断を行う．しか
し，単純に開閉判断を行うと間違った階層で移動ロボットが降りてしまう可能性が
あるのは前述したとおりである．そこで，ドアが開いた場合において，その場で
IMESの電波を受信する．その IMESの PRN番号とフロア番号により，ロボットが
降りる階層を正確に判断する．目標階層である場合は，目標角度を算出し，エレベ
ータ前に設置した中継点へ走行する．目標階層でない場合は停止したままエレベー
タ内部に留まる． 
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図 3.21 エレベータ乗降のフローチャート 
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第９項 アナウンス機能 
ロボットが被案内者に対する動作の要求やロボットが次に行う動作の案内, 周囲
の人へ注意喚起等を行うためにアナウンス機能は必要となる. そこで, PC で音声フ
ァイルを再生することによりアナウンス機能を実現する. navigation package からコ
マンドの発行時に音声の再生を行うシステム構築した. 再生するファイルはMP3フ
ァイルを使用する. 以下に再生する音声ファイルの内容の例を示す. 
 
 
開始 
「ご利用ありがとうございます. 目的地まで安全運転でご案内致します. それでは
出発致します. 」 
エレベータ付近到着 
「ボタンを押して, 下の階へ行くエレベータを呼び出してください. 」 
エレベータ乗り込み 
「エレベータに乗ります. 」 
エレベータかご内 
「１階ボタンを押してください. 」 
エレベータ降車 
「エレベータから降ります. 道をあけてください. 」 
終了 
「目的に到着しました. ご利用ありがとうございました. 」 
 
 
 
 
第３節 走行戦略 
自律移動ロボットに屋内外を移動させるために，事前に環境情報として，大域地
図，スタート地点座標，ゴール地点座標，中継点座標，IMES 送信機の設置位置座
標および IMES ID の情報をロボットに与える．これらの情報を基に自律移動を行
う． 
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第４章 実験 
 
第１節 地図生成 
大域地図生成機能を用いて，屋内と屋外の地図生成を行った．共通して，グリッ
ドの大きさは 50mm×50mm で作成した．図 4.1と 4.2に東 4号館 3階の建築図面と
屋内地図を，図 4.3 と 4.4 に電気通信大学東地区の屋外地図を示す．黒く塗りつぶ
された箇所が障害物存在領域を示す．屋内地図では柱やトイレの入り口のくぼみ等
も問題なく認識することができていることがわかる．また，屋外地図では走行した
経路周辺の建物の壁やくぼみを問題なく認識することができていることがわかる．
Google Map の画像と比較しても問題なく作成できているため，信頼性の高い地図を
作成することができた．これらの地図を事前に移動ロボットに与えて自律走行を行
う． 
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図 4.1 東 4号館 3階建築図面 
 
 
 
図 4.2 作成した東 4号館 3 階の屋内地図 
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図 4.3 電気通信大学東地区の屋外地図（Google Map） 
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図 4.4 作成した電気通信大学東地区の屋外地図 
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第２節 屋内走行実験 
自律走行中に存在する様々な形状・大きさの障害物を認識し，生成した局所的地
図により経路生成・回避行動をとれるかどうか検証するために，屋内走行実験を行
った．東 4号館 3階南西付近をスタートとして，同階北西付近をゴール地点とした．
複雑な環境を想定して，走行領域には図 4.7~4.15 に示す様々な形状（直方体・円柱・
円錐・球）・大きさ（3cm 以上）の障害物 9 つを配置した．移動速度は，最高速度
400mm/sで行った． 
 
 
 
・事前に与えている情報 
 2D-LRFとオドメトリを用いて作成した大域地図 
 スタート地点座標（東 4号館 3階南西） 
 ゴール地点座標（東 4号館 3階北） 
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図 4.5 走行実験環境図面 
 
 
図 4.6 走行実験環境 
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図 4.7 トイレットペーパー 
 
 
図 4.8 サッカーボール 
 
 
図 4.9 褐色瓶 
 
図 4.10 ペットボトル 
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図 4.11 ティッシュ箱 
 
 
図 4.12 缶箱 
 
 
図 4.13 円錐 
 
 
図 4.14 工具箱 
 
 
図 4.15 カードリッジの外箱 
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走行時の様子は以下の通りである． 
周辺環境認識画像における水色に塗りつぶされた箇所は，走行危険領域と判定さ
れた領域を意味する． 
 
 
  
（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.16 工具箱回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.17 カードリッジ回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.18 ティッシュ箱回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.19 円錐回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.20 サッカーボール回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.21 トイレットペーパー回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.22 褐色瓶回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.23 ペットボトル回避の様子 
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（a）スタート地点画像 （b）ロボット視点画像 
  
（c）周辺環境認識画像 （d）局所的地図 
 
図 4.24 缶箱回避の様子 
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走行結果は以下の通りである．  
 
 
図 4.25 屋内実験走行軌跡 
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図 4.16は，工具箱の障害物回避の様子を示している．周辺環境認識画像をみる
と，箱の上面以外の大部分を平面以外の面として認識できていることがわかる．
また，局所的地図をみても，箱の角部分の形状取得が行えていることがわかる．
これらにより，工具箱を障害物として認識することで，回避行動をとることがで
きた．図 4.17 はプリンターのカートリッジの箱である．こちらは，用意した障害
物の中で，高さが最も高く，2D-LRFの設置高さよりも高い障害物であった．ま
た，ロボットからみえる表面積も大きいため，周辺環境認識画像をみると，長方
形状に障害物として抽出できていることがわかる．局所的地図をみても，工具箱
同様に箱の角部分の形状取得を行えていることがわかる．よって，局所的地図を
基に経路生成を行うことで，カートリッジの箱も回避することができた．図 4.18
は，ティッシュ箱の障害物回避の様子を示している．こちらはカートリッジの箱
とは反対に，全障害物の中で最も高さが低い 3cm の障害物であった．ティッシュ
箱を用意した理由は，5cm 未満の障害物を認識できないと報告をしている関連研究
が多かったためである．局所的地図をみると，凹結合・凸結合の部分，箱の側面
を認識することで，大部分で障害物と判断できていることがわかる．しかし，ロ
ボットからみて奥側の不連続面の認識が行えていない．原因として，走査曲線に
おける不連続箇所の高さの差分が小さいため，極値が 3つのフィッティング曲線
にはならず，平面と判定されてしまったと考えられる．しかし，他の大部分の面
で障害物と認識できているため，ロボットの障害物認識には大きな問題はないと
考えられる．局所的地図をみても，ティッシュ箱の角部分の形状情報が反映され
ており，障害物として認識されていることがわかる．したがって，本手法を用い
ることで，ロボットは高さ 3cmの障害物でも認識し，回避行動を行えることがわ
かった．図 4.19は，円錐形状の障害物である．周辺環境認識画像をみると，形状
の大部分で障害物として認識できている．局所的地図では，障害物として円形状
に取得できていることが確認できる．円錐形状は，問題なく障害物回避を行うこ
とができた．図 4.20は，サッカーボールの障害物回避の様子である．周辺環境認
識画像をみると，大部分で障害物として認識できていることがわかる．ボールの
上面が障害物として認識されていない原因は，ロボットからみて床平面と同等の
面の傾斜であるため，平面と判定されたと考えられる．局所的地図をみると，円
錐同様に円形状に障害物として認識されていることがわかる．よって，球形状の
物体でも認識できることを確認した．図 4.21は，トイレットペーパーの障害物回
避の様子である．周辺環境認識画像をみると，トイレットペーパーの中心部付近
に平面と判定されている箇所が確認できる．これは，誤検出ではなく，上面の平
面部分が抽出されていることが理由であると考えられる．局所的地図をみても，
円形状に障害物として抽出できていることがわかる．図 4.22は，褐色瓶の回避様
子である．透明に近い障害物ではあったが，周辺環境認識画像をみると，首以外
75 
 
の大部分で障害物として認識できていることがわかる．理由として，瓶に張られ
ている紙ラベルの影響で，Kinect v2の深度データ取得が行えたためであると考え
られる．瓶の首に関しては，瓶を通過し，床面に当たって返ってきた深度データ
を基に円錐走査を行ったため，床面と認識されてしまったと考えられる．局所的
地図をみると，円形状に障害物として認識されており，安全にロボットは回避行
動をとることができた．図 4.23 は，ペットボトルの障害物回避の様子である．こ
ちらも褐色瓶と同様に首以外の大部分で障害物として認識されていることがわか
る．原因としては，褐色瓶と同じくラベルが影響していると思われる．局所的地
図をみても円形に抽出できている．よって，多くの部分が透明な物体でも，一部
が透明以外の物体で覆われていれば，障害物として認識できることがわかった．
図 4.24は缶箱の障害物回避の様子である．缶箱は金属光沢が高いため，缶箱と
Kinect v2の位置・角度によって Depthデータが返ってこない点が多く存在した．
しかし，缶箱に入射する赤外線レーザーの入射角が小さい箇所では Depth データの
取得が行えていたため，一部分で障害物と認識でき，安全に回避行動をとること
ができた．結果，図 4.25 に示すように，スタート地点からゴール地点まで，障害
物に衝突することなく，滑らかな軌道を描いて安全に自律走行を行うことができ
た． 
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第３節 屋外走行実験 
 複雑な実環境下で，製作構築したシステムの有用性を検証するために，屋外走行
実験を行った．スタート地点を東 4号館正面自動ドア前，経由点を新 C棟前，ゴー
ル地点を学生課自動ドア前とする合計 350mの経路である．移動速度は，最高速度
400mm/sで行った． 
 
 
・事前に与えている情報 
 2D-LRFとオドメトリを用いて作成した大域地図 
 スタート地点座標（東 4号館正面自動ドア前） 
 経由点座標（新 C棟前） 
 ゴール地点座標（東 1号館前） 
 各中継点座標 
 
 
・実験環境の特徴 
 測定データに多くの環境光ノイズを含む 
 自己位置推定精度の低下の原因となる開けた空間が存在 
 路面の凹凸が激しい車いす用スロープが 2か所 
 駐輪場に複数の自転車が存在 
 メインストリートに多数の金属ポールが存在 
 新 C棟前に柱やベンチ，縁石が存在 
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図 4.26 屋外実験環境（Google Map） 
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走行時の様子を以下に示す． 
 
図 4.27に東 4号館前スロープ走行時の様子 
図 4.28に自転車回避の様子 
図 4.29に柱回避の様子 
図 4.30に金属ポール回避の様子 
図 4.31に柱・ベンチ・縁石回避の様子 
図 4.32にポールスタンド・花壇回避の様子 
図 4.33に狭い通路走行時の様子 
図 4.34に学生課前スロープ走行時の様子 
を示す． 
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（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  
（c）RGB 画像 （c）周辺環境認識画像 
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（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  
（f）RGB 画像 （f）周辺環境認識画像 
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（g）RGB 画像 （g）周辺環境認識画像 
  
（h）RGB 画像 （h）周辺環境認識画像 
 
図 4.27 東 4 号館前スロープ走行時の様子 
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（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
 
図 4.28 自転車回避の様子 
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（a）RGB 画像 （a）周辺環境認識画像 
 
図 4.29 柱回避の様子 
 
 
 
 
  
（a）RGB 画像 （a）周辺環境認識画像 
 
図 4.30 金属ポール回避の様子 
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（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  
（c）RGB 画像 （c）周辺環境認識画像 
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（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  
（f）RGB 画像 （f）周辺環境認識画像 
 
図 4.31 柱・ベンチ・縁石回避の様子 
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（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  
（c）RGB 画像 （c）周辺環境認識画像 
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（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  
（f）RGB 画像 （f）周辺環境認識画像 
 
図 4.32 ポールスタンド・花壇回避の様子 
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（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
 
 
（c）RGB 画像 （c）周辺環境認識画像 
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（d）RGB 画像 （d）周辺環境認識画像 
 
図 4.33 狭い通路走行時の様子 
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（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  
（c）RGB 画像 （c）周辺環境認識画像 
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（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  
（f）RGB 画像 （f）周辺環境認識画像 
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（g）RGB 画像 （g）周辺環境認識画像 
  
（h）RGB 画像 （h）周辺環境認識画像 
  
（i）RGB 画像 （i）周辺環境認識画像 
 
図 4.34 学生課前スロープ走行時の様子 
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走行結果は以下の通りである．  
 
 
 
 
 
図 4.35 屋外走行実験結果 
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 図 4.27は東 4号館前車いす用のスロープを走行した様子である．スロープの床
面は凹凸の激しい面になっており，ロボットの姿勢が変化しやすい場所であっ
た．また，両サイドには段差と柵があるため，道幅が大変狭い領域であった．周
辺環境認識画像をみると，両サイドの段差を認識できていることが確認できる．
また，ロボットの姿勢変化時にも安定して走行安全領域・危険領域の識別を行う
ことができた．よって，本手法を用いることで，ロボットの姿勢変換時にも測定
対象表面の識別を安定して行うことができた．図 4.28は自転車回避の様子であ
る．ロボットと自転車との距離が離れている（a）の画像をみると，地面とタイヤ
とが接する面周辺で走行危険領域と判定できていることがわかる．距離が近づい
た（b）の画像をみると，（a）よりも走行危険領域と判定できている領域が増加し
たことがわかる．金属光沢が高い車輪のスポークは深度データが返ってこないた
め認識できなかったが，金属光沢が低いタイヤを安定して抽出できたため，安全
に回避行動をとることができた．図 4.29は，柱の回避様子である．周辺環境認識
画像をみると，適切に柱の形状を抽出できていることが確認できる．図 4.30 は，
金属ポール回避の様子である．金属光沢が高いため，点群を取得できない箇所が
複数存在した．しかし，M推定による走査曲線フィッティングを行うことで，ノ
イズにロバストな認識を行うことができ，走行危険領域と判定することができ
た．図 4.31は，柱・ベンチ・縁石回避の様子である．周辺環境認識画像が示すよ
うに，各々の障害物を適切に認識し，回避行動をとれていることがわかる．図
4.32は，ポールスタンド・花壇回避の様子である．A棟付近では開けた空間が存在
していたため，自己位置推定の精度が低下し，ポールスタンドや花壇に向かって
直進してしまう場面があったが，図に示すように障害物を認識・判断し，回避行
動をとることで，実際の走行経路に復帰することができた．図 4.33は，花壇と金
属ポールで挟まれた狭い通路の走行様子である．道幅が狭いため，上手く経路を
生成できず，数秒間停止してしまう場面がみられたが，適切な経路を生成できる
まで経路生成を繰り返すことで，数秒後に経路が見つかり，走行を再開すること
ができた．図 4.34は，学生課前スロープ走行時の様子である．東 4号館前のスロ
ープと同じく，通路が狭く，凹凸の激しい路面であったが，適切に両サイドの段
差と柵を認識することで，安定して走行することができ，ゴール地点の学生課自
動ドア前に到着することができた．以上より，屋外特有のノイズにもロバストな
提案アルゴリズムを用いることで，図 4.35に示すような軌道を描いて，ゴール地
点まで安全に自律走行することができた． 
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第５章 まとめ 
 
第１節 結言 
本論文の成果は以下の通りである． 
1） 2 次元 LRF，RGBD カメラ，屋内測位システム，エンコーダを搭載した移動
ロボットシステムを構築した． 
2） 環境光ノイズに対する高ロバスト性，ロボット姿勢変化時の各種識別の高安定
性，低計算コスト，などの要求仕様を満たす周辺環境認識機能の提案・実装を
行った． 
3） 屋内走行実験を行い，様々な形状（直方体・円筒・球・円錐）・大きさ（3cm
以上）の障害物を認識し，局所的地図生成・経路生成・回避行動をとれること
を確認した． 
4） 屋外走行実験を行い，目的地まで約 350mの自律走行を行うことに成功し，本
研究が提案するシステムの有効性を示した． 
  
 
第２節 今後の課題 
・対象者の速度を認識し，それに合わせた道案内システムの開発 
・人に不快感や恐怖感を与えない経路生成システムの開発 
・走行路面周辺に存在する様々な路面特徴量の抽出・分類 
などが今後の課題として挙げられる． 
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付録 A エレベータを用いた階間移動を含む屋内外走行 
 
 概要 
エレベータ乗降機能の有用性を検証するために，エレベータを利用した階間移動
を含む屋内外走行実験を行った．電気通信大学東 4号館 3階南西をスタート地点と
して，エレベータを利用して 1 階へ降り，工場棟前の自動ドアから屋外へ移動し，
工場棟横のゴミ捨て場前をゴール地点とした．IMES 送信機は 3F エレベータホー
ル，1Fエレベータホール，自動ドア前の 3箇所に設置した．途中 IMESによる電波
受信があった際は，エレベータ乗降や地図切り替えを行い，現在地に適した行動選
択を行う．建物内の地図データは，建築図面が実環境と異なるため，あらかじめ 2D-
LRFとオドメトリを用いて作成した大域的地図を使用した．移動速度は，最高速度
300mm/sで走行を行った．走行の様子を図 A.1に示す． 
 
 
  
（a） （b）  
  
（c） （d）  
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（e） （f）  
  
（g） （h）  
  
（i） （j）  
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（k） （l）  
  
（m） （n）  
  
（o） （p）  
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（q） （r）  
  
（s） （t）  
 
図 A.1 走行実験の様子 
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走行結果は以下の通りである．エレベータ乗降機能を加えた本システムを用いる
ことで，エレベータを用いた階間移動を含む屋内外走行を行うことができた．途中，
IMESによる電波受信があった際は，エレベータ乗降や地図切り替えを行うことで，
現在地に適した行動選択をとることができた． 
 
 
 
   
図 A.2 東 4号館 3階走行経路       図 A.3 東 4号館 1階走行経路 
 
 
 
図 A.4 東 4号館周辺走行経路 
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付録 B 他様々な状況下における走行 
 
移動ロボットが実環境下で走行するためには，予期できない様々な状況下でも安全
に走行する必要がある．そこで，以下に示す 4種類の実験を行った．走行前に大域
的地図，スタート地点座標，ゴール地点座標の情報をロボットに与えた．移動速度
は，最高速度 500mm/s で行った． 
 
図 B.1に急に現れた障害物に対する回避走行 
図 B.2に床面に倒れている人に対する回避走行 
図 B.3に反復横飛びしている人に対する回避走行 
図 B.4に酔っ払いに対する回避走行 
の様子を示す． 
 
 
 急に現れた障害物に対する回避走行 
 
  
（a） （b）  
  
（c） （d）  
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（e） （f）  
  
（g） （h）  
  
（i） （j）  
 
図 B.1 急に現れた障害物に対する回避走行の様子 
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 床面に倒れている人に対する回避走行  
 
  
（a） （b）  
  
（c） （d）  
  
（e） （f）  
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（g） （h）  
  
（i） （j）  
 
図 B.2 床面に倒れている人に対する回避走行の様子 
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 反復横飛びしている人に対する回避走行 
 
  
（a） （b）  
  
（c） （d）  
  
（e） （f）  
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（g） （h）  
  
（i） （j）  
  
（k） （l）  
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（m） （n）  
 
図 B.3 反復横飛びしている人に対する回避走行の様子 
 
 
 酔っ払いに対する回避走行 
 
  
（a） （b）  
  
（c） （d）  
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（e） （f）  
  
（g） （h）  
 
図 B.4 酔っ払いに対する回避走行の様子 
 
 
 
 
 
全 4 種類の実験（急に現れた障害物に対する回避走行，床面に倒れている人に
対する回避走行，反復横飛びしている人に対する回避走行，酔っ払いに対する回
避走行）において，ロボットは急に現れた障害物や移動障害物を認識し，走行安
全な領域を判断し，生成した回避軌道に沿って走行することで，スタート地点か
らゴール地点まで障害物に衝突することなく走行することができた．したがっ
て，本研究で製作・構築した機能が上記の状況下でも有効であることを確認でき
た． 
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