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ABSTRACT 
We are investigating spectral properties of band symmetric Toeplitz matrices 
(BST matrices). By giving a suitable representation of a BST matrix, we achieve 
separation results and multiplicity conditions for the eigenvahres of a 7- or 5diagonal 
BST matrix and also structural properties of the eigenvectors. We give eigenvalue 
bounds for a 2k + l-diagonal BST matrix and also necessary and sufficient conditions 
for positive definiteness which are easy to check. The same conditions apply in the 
case of block BST matrices, either with full blocks or with BST blocks. We exhibit fast 
computational methods for the evaluation of the determinant and the characteristic 
polynomial of a BST matrix, either for sequential or for parallel computations. Two 
algorithms, based on the bisection technique and Newton’s method, are shown to be 
very fast for computing the eigenvalues of a 7- or g-diagonal BST-matrix 
1. INTRODUCTION 
Band symmetric Toeplitz matrices (BST matrices) arise in a wide variety 
of applications such as the finite difference approximation to differential 
equations and in certain statistical problems; see for instance [7J 
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An n x n BST matrix A = (ail) is characterized by the following condi- 
tions: 
f,j=I,2 n, ,***, 
where a,,a,,...,ak+i are the parameters defining the matrix and k is the 
band width. In the following we refer to A as a 2k + l-diagonal BST matrix of 
elements oi,os,...,ok+i. 
Spectral and computational properties of such matrices have been studied 
by several authors. Allgower [2] analyzes the problem of determining the 
elements of the inverse of certain BST matrices; Grcar and Sameh [8] give 
fast parallel methods for solving a linear system associated witb certain BST 
matrices; in [l] Allgower gives a positive-definiteness characterization for 
5diagonal BST matrices which is useful for computational purposes, and 
Parter [S] finds a theoretical characterization of the positive-definiteness of a 
2k + ldiagonal BST matrix Moreover, some attempts have been made to 
construct fast algorithms to compute eigenvalues of a general 5diagonal 
matrix. In [5] Evans tries to extend the well-known bisection method to a 
5diagonal matrix; in [ll] Sentance and Cliff improve this method by 
eliminating some instability situations which occur with particular matrices; 
in [lo] Peters and Wilkinson consider a more general eigenvalue problem by 
using Stun-n sequences. 
In this paper we are concerned with spectral and computational proper- 
ties of BST matrices and block BST matrices, either with general blocks or 
with BST blocks. 
By using the technique of bordering, that is, by looking for a class of 
simultaneously diagonalizable matrices which have a suitable submatrix gen- 
erating the class of 2k + ldiagonal BST matrices, we try to separate what is 
related to the structure of the class from what is related to the specific values 
(“informational content”) of the matrix. By suitably using the structural 
properties of BST matrices we give a particular representation of such a class 
(Section 2) from which we obtain computational and spectral results. We 
show, for example, that, if the computation of the constants not depending on 
the elements of the matrix is considered free, then the determinant of a 
7diagonal n x n BST matrix can be computed by a sequential (respectively, 
parallel)’ algorithm by 5n + 10 multiplications (respectively, [log n 1 + 6 steps, 
2n + 9 processors, where [xl denotes the smallest integer greater than or 
equal to x), while the characteristic polynomial can be computed at a new 
‘We assume that, in a parallel algorithm, p arithmetic operations can be performed at each 
step, where p is not larger than the number of processors. Moreover we assume log n = log, n. 
BAND SYMMETRIC TOEPLITZ MATRICES 101 
point by 2n + 4 multiplications (respectively, [log n] + 4 steps, 2n processors). 
Also, each iteration of Newton’s method for finding the eigenvalues of the 
matrix can be accomplished by using &r +4 multiplications (respectively 
[log n] + 3 steps, &r processors). Moreover, the bisection method, which we 
show in Section 4 to be suitable for 7diagonaI BST matrices, requires only 
n - 1 multiplications (respectively, [log n] + 3 steps, n processors) at each 
step. These complexity values, which can be generalized to the 4 k + 3diagonal 
case, are lower than the corresponding values for the analogous well-known 
algorithms applied to general 3diagonal symmetric matrices. In other words, 
for computing the eigenvalues of a 7diagonal BST matrix A it is more 
expensive to reduce A to a tridiagonal form and apply known methods. 
Among the spectral results, we prove in Section 3 that the eigenvalues of 
the 7diagonal n X n BST matrix defined by the elements ar, ~a, ua, a4 (n 
even), can be collected into two sets: tii) 2 ti$> - - - > A$&,, ii(f) >, A$) > - . * 
>, A@) n,2r in such a way that 
p,!$ < x’i” < pi”‘) p;yl f h(f) < pp ) i=1,2 ,...,n/2, 0.1) 
where /3[‘) and /3i2) are respectively the elements of the sets 
( i p, 2cos(2;;;+0,2 ,...) a), 
( i 
p, 2cosz 
* 1 
) i = 1,2 ,***, ;+1 , 
I 
P~(IFL) = a,p3 + a3P2 + (a2 - 3a,)P + al - 203, 
arranged in nonincreasing order. Moreover each one of the ith inequalities in 
(1.1) is strict if and only if b,!:‘i * /3$‘) (respectively, j?$)r * a,!“)), and the 
situation Xc!) = ti;i i occurs if and only if j3j’) = p,!:‘i = /3,!:i (analogously for 
tif)). Similar relations hold in the case in which n is an odd integer. For 
4k+~agonalBSTmatriceswefindtheboundPi+2k~Xi~Pi,i=1,2,..., 
n, where X, z A, 2 * * * > X, are the eigenvalues of the matrix and pi E 
(p2k+1(2cos[rrj/(n+2k+1)]), j=1,2,...,n+2k) are arranged in nonin- 
creasing order, and p2k+ 1 is a suitable 2 k + ldegree polynomial. 
The polynomials p, are shown to be closely related to the positive 
definiteness of 2k + l-diagonal BST matrices. We prove that an n X n 7-diago 
nal [5diagonal] BST matrix is positive definite for any n if and only if 
p,(~)a 0 [p2(~)a 01 over [ - WI, where Pi = al - 2a3 +(a, - 3a& + 
a3p2 + a,~~, p2(p) = al - 203 + 02P + a3P2. 
In the S-diagonal case the condition p2( cl) >/ 0 can be ‘easily rephrased in 
terms of the ui, obtaining in a direct way the conditions of Allgower [ 11. In 
the 7-diagonal case we find more involved relations which, from a computa- 
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tional point of view, are easy to check. Analogous conditions are obtained in 
the general 2k + ldiagonal case in terms of a kdegree polynomial p&). 
Such conditions are very similar to those shown in [8], namely 
k 
Bi +2 c a,+,cosie >, 0, 0.2) 
i-1 
the difference being that the nonnegativity of a polynomial over an interval 
can be checked in an easier way than the condition (1.2). 
In the case of a bl& BST matrix A, the positive definiteness can be 
characterized in terms of the positive semidefiniteness of a matrix polynomial 
pk(j&) for p E [ - 2,2] whbse coefficients are linear combinations of the 
matrices Ai, A2,...,Ak+i defining A. For example for a g-diagonal block BST 
matrix defined by the m x m matrices A,, A,, A,, the positive definiteness of 
A is equivalent to the condition that I’&)= Asp2 + A,c( + A, - 2A, is 
positive semidefinite for every p E [ - 2,2]. In the case in which A is an n X n 
2k + l-diagonal block BST matrix with blocks A,, A,,... ,Ak+r which are 
themselves m X m 2h + l-diagonal BST-matrices, the positive definiteness of 
A for every n and m is equivalent to the nonnegativity of ph, k(p, A) over the 
square [ - 2,2] X [ - 2,2]. Here ph, k(p, h) is a pO&IOmti in p and x in which 
the greatest powers of p and X are respectively h and k and the coefficients 
are linear combinations of the elements defining the blocks A,. In the case in 
which A is related to the biharmonic equation over a rectangle, with certain 
boundary conditions, we have k = h = 2; A,, A,, A, are defined respectively 
by the elements (20, - 8,I), ( - 8,2,0), (I,O,O); and P,,,(P, A) = p2 + X2 + 
2~&8/~8h+16=(/~+&4)~. 
2. PRELIMINARIES 
The basic tool of our analysis is the bordering technique. That is, we are 
looking for a class of simultaneously diagonalizable matrices which have a 
suitable submatrix generating the class of BST matrices. For this task the 
following class is useful [3]: 
where we have assumed a,,, j= u,,“+r = uqj= u,,a = 0, and R is the real 
field. 
The condition which defines !!I,, can be &led the “cross-sum” condition. 
It implies the symmetry and persymmetry properties; moreover, starting from 
the elements of the first row of a matrix belonging to Tn,, it is possible to 
generate all the other elements by means of the cross-sum condition, We 
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display below a matrix representing 5s: 
I 
CL b d 
b a+c b:d c+e z 
c b+d a+c+e b+d c . 
d c+e b+d a+c b 
e d C b a I 
The main property of Tn is expressed by the following 
PROPOSITION 2.1. The class 5" is the algebra generated ow R by the 
matrix H = (hi, $, hi, i + 1 = hi + 1, i = 1, hi, j = 0 elsewhere. 
Proof. We show, first, that Yn is closed under the rowcolumn product. 
Let A, B E Tn,, and set C = AB. Since A, B satisfy the cross-sum condition, we 
have 
ci-l,j+ci+l,j= Zk (ai-l,r+ai+l,r)br,j= f: (a,,,-l+ai,r+l)br,j 
r=l r=l 
That is, C satisfies the cross-sum condition; hence C E Tn. Since 5” is an 
ndimensional vector space, it is also an n-dimensional algebra. Moreover, we 
have H E 5”; hence the algebra generated by H is contained in 9”. Since the 
minimal polynomial of H is the characteristic polynomial (in fact, H has 
distinct eigenvalues), the algebra generated by H has dimension n; therefore it 
coincides with Tn. ??
It is worth pointing out that the eigenvectors uci) = (~ufi)) and the eigen- 
values pi of H are given by 
u(i) = 2 
I i 1 n+l l’q$ ) 
jLi = Bcos+- 
n+l’ 
Therefore, the matrix U whose columns are the uci) is symmetric and 
orthogonal. Moreover, for any A E Tn the matrix DA = UAU is a diagonal 
matrix. 
It is interesting to point out that in the representation A = UDJJ of the 
matrix A the constant elements of U are related to the structure of !&,, 
whereas the variable elements on the diagonal of DA are related to the 
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particular matrix A E 5n represented, that is, to the informational content of 
A. For classes which are algebras generated by one matrix it is possible to 
accomplish completely such a separation between the structure and the 
informational content. In Section 3 we try to achieve a similar separation for 
BST matrices. 
Now we want to relate the representations of a matrix A E ?i,, with respect 
to two different vector bases of Tn, namely the basis I, H, H2,. . . , H”-l and 
the basis whose ith element is the matrix in 5n whose first row is eci)r (e(‘) is 
the ith column of I). 
PROPOSITION~.~. L.etA~~~andletaT=(a,,a2,...,a,)bethefirstrow 
ofA. Then 
n-1 
A= c c~+~H’, 
i=O 
where c = ( ci ) is the solution of the upper triangular system SC = a, with 
S=Sn~(Si,j),Si,j=s*_l,j_l+Si+l~j_lif1~i~~~n,si,j=OifOgj<i~ 
n,so,j=Oif16jdfl,so,o=1. 
Proof. The proposition holds because the (i + 1)st column of S equals the 
first column of H’. ??
REMARK 1. The eigenvalues of A E 5n are given by 
n-1 
A*= C /J3jCj+l, /h*=2COs&, i=1,2 n, ,***, 
j-0 
where the cj are defined in Proposition 2.2. 
Now consider the matrix A E Ei;, + 2k such that the first row of A is given 
by 
(ai- a3,a2-a4,...,a2k-a2k+2,a2k+l,a2k+2,0,...10). (2-I) 
By the cross-sum condition we have that the second row of A is 
(a2 - a4,al-agr...,a2k-2-a2k+2,a2k-1,a2k,a2k+l,a2k+2, p...p 0 019 
and the (k + 1)st row 
(a k+l ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 0 ,...,o). 
That is, the submatrix obtained by deleting the first and the last k rows and 
columns of A is a 4 k + 3diagonal BST matrix whose elements are a 1, a 2, . . . , 
a2k+2. In Table 1 we display the matrix A E ?in+,, in the case n = 8, k = 3; 
for the sake of simplicity we write i - jinstead of ai - ap 
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-1-3 2-4 
2-4 l-5 
3-5 2-6 
4-6 3-7 
5-7 4 
6 5 
7 6 
0 7 
0 0 
0 0 
0 0 
! 0 0 0 0 0 
3. GENERAL PROPERTIES 
3-5 
2-6 
l-7 
2 
3 
4 
5 
6 
7 
0 
0 
1 2 34567 0 0 0 0 
2 1 23456 7 0 0 0 
3 2 12345 6 7 0 0 
4 3 21234 5 6 7 0 
5 4 32123 4 5 6 7 
6 5 43212 3 4 5 6 
7 6 54321 2 3 4 5-7 
0 7 65432 1 2 3-7 4-6 
4-6 5-7 
3-7 4 
2 3 
TABLE 1 
67000 0 
56700 0 
45670 0 
0 0 o- 
0 0 0 
0 0 0 
the class of 7diagonal BST matrices. Our 
&diagonal BST matrices. At the end of the 
to include 4 k + 3diagonal BST matrices and 
In this section we analyze 
analysis applies in particular to 
section a generalization is made 
block BST matrices. 
Let BEET,+2 be such that the first row is given by (al - as,ua - 
a,,a,,o,,O,..., 0); let A be the n X n matrix obtained by deleting the first 
and last rows and columns of B. From the last result of Section 2 we have that 
A is a general 7diagonal BST matrix of elements a,, a2, as, ad. 
Now let us represent B in the basis (I,H,...,H”-‘} of ‘?jn+a; from 
Proposition 2, we get 
76543 2 l-7 2-6 3-5 
0 7 6 5 4 3-7 2-6 l-5 2-4 
0 0 7 6 5-7 4-6 3-5 2-4 l-3 
B = (ai - 2as)z + ( a2 - 3a,)H + a,H2 + a,H3. 
From the spectral decomposition of H, namely 
Z-J = ni2 (2cos+)uw~. 
i-l 
n+3 
we have 
n+2 
B = C piuWU(i)T, 
i-l 
(3.la) 
pi = (al - 2a,)+ (aZ - 3ad)pi + a,pf + a,pf, pi = ecos--= 
n+3’ 
(3.lb) 
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The relations (3.1) allow us to give an interesting representation for the 
matrix A. First it is necessary to state some properties of the matrix U whose 
columns are the vectors uci? We analyze the case in which n is an even 
number. If n is odd it is suitable to use a different approach which will be 
shown at the end of this section. 
From the properties of the function sin x we have 
$i)= ( -l)i+1up3_j= (_ l)i+j+lu~+;~;i)e 
Therefore, letting V denote the n x n matrix obtained by deleting the first 
and last row and column of U, we have 
where 
e= 2 
i 1 
l/2 VT 
n+3 
Sin- 
n+3' 
4l)= (- 1)‘42)= ( -$--)“2sind$+l. 
Now, since U is orthogonal and symmetric, we have 
w = z _ WWWO)T _ W@)W@V, 
and 
&rw(r) = w(s)r&) = 1 - 202, 
&)rw@) = 0 , 
vwW = _ e( &1) + ,(%) , ~~(2) = _ e( & _ ,C4). 
(3.3) 
Since W, by (3.3), has eigenvalues 1 - UI(~)~UJ(‘), i = 1,2, and an eigenvalue 
equal to 1 of multiplicity n - 2, we have 
&t(W) = (1 - &T&)(1 - wt2jTwc2)) = de4 # 0; (3.4) 
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moreover, from (3.3) we have 
- 2&J’) = VW(l) + VW@‘) _ 2ew@) = ~~(1) - VW@) > 
which yields 
v- lw(l) = _ UP) + d2) , 
29 
(3.5) 
v-1&2) = _ @-g(2) . 
Now from (3.1) we get 
n+2 
A = C &jjti)(O&W, 
i=l 
(3.6) 
where &(j) = u(‘) 
I 
l+1, j= 1,2 ,..., n, whence 
A=V[diag(&,fi 3,.‘.,~n+l)+P~v-1W(1)(V-1W(1))T 
+ p”+2( v- ‘w’2’)( v- 1w(2))r] v, (3.7) 
and from (3.5) we can conclude with the following 
PROPOSITION 3.1. Let A be an n X n 7diagonal BST matrix (n even) 
with elements a,, a2, a3, a4. Then A can be decomposed into 
A =vp’[ !jpV, (3.8) 
where V = ([2/( n + 3)] ‘i2sin[a(i + l)(j+ l)/(n +3)]); P 3 (pi,j) is the pm- 
mutation matrix &jked by pi,si =pn/2+i,2i_1=1, i=l,%...,n/2, pi,j=O 
otherwise; D1=diag(~~,~,,...,P,+,), D2=diag(~2,P,,...,P,); &=(a,-- 
2a,)+(a2 - 3a,)pi + a& + a4j4f, pi = 2cos[ai/(n +3)], oil)= {sin[n(2i + 
l)/( 71 + S)]}/sin[ 7r/( n + 3)], ui2) = (sin[2ni/( n + 3)]>/sin[n/(n + 3)l. 
Proof. From (3.5) we have that the odd components of V-‘w(l) and the 
even components of V- ‘wc2) are zero, while the ith even component of 
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V- ‘w(‘) as well as the ith odd component of V- ‘w(~) is - {sin[ ~r(i + l)/(n + 
3)l>/sin[7r/(n + 311. II ence permuting rows and columns of the matrix be 
tween brackets in (3.7) according to the permutation a, = 2i and ui+n,2 = 2i 
-1,i=l,2 ,*.., n/2, yields the result. W 
The decomposition obtained in the above proposition has a theoretical and 
a computational meaning. From a theoretical point of view it is interesting to 
stress that in such a decomposition the elements of V, o(l), ut2), as well as the 
vahres 2cos[&/(n +3)], are related to the structure of the class, whereas the 
& as linear functions of a,, u2, ua, u4, are related to the informational 
content of the matrix. Moreover, such a decomposition can be used for 
finding spectral properties of the matrix A (see Section 4). From a computa- 
tional point of view the decomposition (3.8) cannot be used economically to 
compute the inverse of A by using sequential algorithms, even though the 
inverse matrix has a structure very similar to the structure of A. In fact, if 
IB,*O, d=2,3,..., n + 1, and det A * 0, then 1 + /3iu(‘)rD;1u(i) * 0, i = 1,2, 
and 
A-,+-+~+]~-', (3.9) 
where b, = Is,/(l+ /~~u~‘)~D;‘u(~)), z(‘) = D;‘u(*), i = 1,2. 
For parallel computations, the decomposition (3.9) allows us to solve the 
linear system Ax = b by using 2[log n1 + 3 steps and n2 + n processors. 
Actually the number of processors can be reduced. In fact, the higher cost 
(that is, n2 processors) is due to the multiplication V-lb. Now from (3.3) and 
(3.5) we have 
v- 1 = v _ UP) + d2) W(l)T _ +/2) W@)T; 
28 
therefore, in view of (3.2), the ith component of V-lb is the (i + 1)st 
component of the vector Uy, where t/r = [&, bT, t2], & = - (l/28)(& + 
w(2))Tb, t2 = - (1/2690&P - w(2))Tb. Now, since the matrix U is a subma- 
trix of the imaginary part of a (2n +6)~(2n +6) Fourier matrix, the product 
Ug can be computed through a (2n + 6)-order fast Fourier transform of a real 
vector, and for this task there are very efficient parallel algorithms (see for 
example [4], [Q]). The algorithm obtained in this way can be easily extended 
to 2k + l-diagonal BST matrices, and the number of steps increases by a 
constant term depending on k. This algorithm, which does not work if Isi = 0 
for some i * 1, n + 2, is very similar to the first of the three algorithms shown 
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by Grcar and Sameh in [6]. Their algorithms are based on a similar technique; 
they are obtained by adding a suitable low rank matrix to A in order to find a 
circulant matrix, while we border A in order to find a class 5 matrix. 
Contrary to the case of sequential matrix inversion, the decomposition 
(3.8) seems to be very suitable for the computation of the determinant and for 
accomplishing one step of Newton’s method as well as one step of the 
bisection method for finding the roots of the characteristic polynomial of A 
(see Section 4). 
By taking the determinant of both sides of (3.8), we have from (3.4) 
det A = 4e4det( D, + p,@#)r )det( Da + &+s~(~)n(~)r). 
No~suppose~~~+i*O,i=1,2 ,..., n/2, that is, det D, * 0. Then we have 
n/2 
D, + &u(%(~)~ = Dl( Z + &D; l~%(‘)T) = n ,f12,+ 1 1+ & c t)io2 
i=l i 
that is, 
det( D, + &&I(‘)~) = c .$@2j+l, 
i=o 
n/2 
(3.10) 
Observe that, since the determinant is a continuous function, the relation 
(3.10) holds even if p2,+ 1 = 0 for some i. If P2h+l = 0 then 
det( Dl + &u(~)@‘) =Eh ,go &j+ 1. 
.i* h 
Moreover, if P2h+ i = j12B2k+ 1 = 0, h * k, then det(D, + &u%(~)*) = 0. 
We can conclude with the following 
PROPOSITION 3.2. Let A be a 7diagonul BST m&ix with elements 
a,,a,,a,,a,,andlet&,i=1,2 ,..., n + 2, u(l), vc2) be defined as in Pmposi- 
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tkm 3.1. Then 
where 
n/2+1 n/2 
From a computational point of view the following representation is more 
useful. 
COROLLARY 3.1. Under the hypothesis of Proposition 3.2 we have 
if &+1= 0, 
otherwise, 
I 
n/2+1 n/2+1 (2) 
icl fi2f c s 
j-l 2j 
n/2 n/2 w 
d,= ( = Jp2f 1+&+2 c F if p2f *O Vi, 
j-1 2j 
n/2 
if 132e,, =O, 
iah 
\O otherwise. 
!*F t4 
‘(y-‘Zd) j-j =(y)‘“@ ‘(u _ r+fzg)Ofif = (y)l+!z@ 
I=! 
‘ (u)Fz@(,13 3 (1)‘+‘“@c,l~ ‘3 
i IfZ/U )i 
O=! 
du 1 
,e+ 4 
,{[(c+ u)/+!s)91 =(IY - v)Jap 
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In the case in which n is an odd number, the partitioning given in (3.2) 
does not work, since the matrix V would be singular. In this case we have to 
choose a submatrix V by deleting the first and the last row and two suitable 
columns of U in such a way that det V * 0. This can be achieved, since from 
the nonsingularity of U it follows that the matrix obtained by deleting the first 
and the last row of U has rank n. 
Another way of dealing with the case when n is odd, which also works in 
the even case, is outlined below. 
Consider the n x n matrix 
Q=& 
I 
0 . . . 0 
J 
where I is the (n - 1)/2 X (n - 1)/2 identity matrix and J is the (n - 1)/2 X 
(n - 1)/2 permutation matrix associated with the permutation q = n - i + 1. 
Then Q is symmetric and orthogonal, and from (3.6) we get 
n-h-2 
QAQ = c &Q&“‘( Q#))T. 
i-l 
Now, since for n odd we have &r) = ( - l)‘+ ‘GFj i_ j, qx 1)/2 = 0, we have 
(n +3)/2 
C p2i_10(2+1)2)(2i-1)T 0 
(n + w2 
0 C pzjuWu(2W 
i=l 
where c(2i- ‘) and uczi) are respectively (n + l)/%vectors and (n - 1)/S 
vectors such that #- 1) = ~jsi- 11, ,,@i) = &(aj) 
J n j+1* 
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In the case of a 4 k + 3diagonal BST matrix A, proceeding as in the 
7diagonal case, it is possible to find the representation - 
A=VPT 
D, + r: j3p”I%pT 0 
i-l 
k 
0 D, + c #8”+,u~2’u~2~T 
i-l 
PV, (3.11) 
where Dl=diag(Pk+e,Bk+4,...,8k+n), 02=diag(8k+l,Pk+3,...,Pk+n-l), 
pi = &k+&), pi = 2cos[77i/(n +2k + l)], and p2k+l is a polynomial of 
degree 2k + 1 whose coefficients are the components of the vector c = (cj), 
solution of the system S2k+2~ = b, in which Sak+a is the matrix defined in 
PrOpoSitiOn 2.2 and b = (al - Us, U2 - U4,.. . ,a‘& - U2k+2, U2k+l, U2k+2)T. 
The representation (3.11) yields methods for computing the determinant 
or the characteristic polynomial in a fast way if k C+Z n, as well as methods for 
the parallel solution of linear systems. We have, for instance, the following 
computational result. 
The evuluutiun of the churucteristic polynomial of a 4k + 3diugml BST 
matrix, once the fii have been computed, can be achieved by using [l + k( k + 
1)/2] n + O(1) muZtipZicutions and [ 1 + k( k + 1)/2] n + O(1) additions by 
sequentiul uZ.gorithms, and by using [log n1 + O(1) steps and n( k + 1)k + O(1) 
pmcessors by purullel algorithms. 
In the case of a block BST matrix-that is, an n X n matrix whose (i, j)th 
element is the m x m matrix A,i_j+l if]i-j]<2k+l,andisanullmatrix 
otherwise-it is possible to give a similar analysis by introducing the class 
5 n m made up by block matrices which satisfy the cross-sum condition on the 
blocks. The matrices of the class ET,,, are simultaneously block-diagonal&d 
by the matrix H,, m = ZZ,,@Z, [here @ denotes the Kronecker product defined 
by A@ B = (a i jB)]. By using a block bordering we arrive at the representation 
A=VP= 
D, + c u,(‘)u~‘)~@ Bi 0 
i-l 
I I( 
0 D, = c u$~‘u$~)~@ B n+i 
i-l 
pv, 
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where D1=diag(Bk+2,Bk+4,...,Bk+n), D2=diag(Bk+l,Bk+3,...,Bk+n_l), 
Bi = Pgk+l(/~i), pi = ~cos[T~/(~ +2k + l)], and Psk+r(/~) is a (2k + 1)degree 
polynomial whose coefficients Ci are the solution of the system 
S 2k+2@Im 
Cl 
c2 
cek 
c 2k+l 
C 2k+2 
= 
b-A3 
Az-4 
A2k -‘A2k+2 
A 2k+l 
A 2k+2 
(3.12) 
In the case of a 7diagonal block BST matrix we have Ps( ~1) = A4p3 + A3p2 + 
(A2 - 3A, )1-1+ (A, - 2As). 
Analogous representations are obtained if the blocks are themselves 4h + 3 
BST matrices. 
4. SPECTRAL PROPERTIES AND COMPUTATIONAL METHODS 
The results of the preceding section allow us to find straightforward 
spectral properties of BST matrices. In this section we are concerned with 
separation properties of the eigenvalues, structure of the eigenvectors, bounds 
on the eigenvalues, positive definiteness characterizations, and finally the 
development of efficient methods for finding eigenvalues and eigenvectors. 
For the sake of simplicity we assume throughout this section that n is an even 
number. 
Separation Results 
From Proposition 3.3 we have that the eigenvalues of a 7diagonal BST 
matrix are given separately by the roots of the polynomials 
n/2 
4th) = c li’)@2*+dvY 
i-=0 
n/2+1 
(4.1) 
d2bv = c 6P’@,iW. 
i-1 
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From (4.1) and the definition of @si+ i, as, in Proposition 3.3 we have that 
n/2 
dl(BZh+l)=Sfi)~~~(82i+l-82h+l). 
i*h 
n/2+1 
d2(&!h)=@’ ivl (fi2iB82h); 
i-h 
(4.2) 
therefore, if ~2i+l and fizj+i are consecutive then d,(~2,+,)d,(/32j+,) f 0. 
This fact allows us to state the following separation result. 
PROPOSITION 4.1. 
the numbers /32i + I 
Let @‘) and @, j= 1,2,. . . ,n/2 + 1, be respectively 
and Is,i arranged in nonincreasing order, that is, /3ifi > /3Afi 
>,*** > &p2+ I, j = 1,2; let #) and A@ 
roots ofd,(X) and d,(h). Then we haje’ 
i = 1,2,. . . , n/2, be respectiuely the 
Moreover, if ,ijfl z p,!“, then the ith inequulities are strict, and #j?1 = P,!” if 
and only if X(J? = p!J). t I ??
REMARK 2. From the relation (4.2) we have that 
moreover, since the Is,!” are the values that the cubic polynomial 
~~b-4 =w3 + a3p2 +(a2 - 34~ + (a1 - 2a3) (4.3) 
takes on at a set of n + 2 different points between - 2 and 2, at most three 
values @jfi can be equal; in other words, for a 7diagonal BST matrix (such 
that a4 * 0) the polynomials d 1 and d, have roots with multiplicity at most 2. 
In the case of a 5diagonaI BST matrix, the polynomial (4.3) has degree 2 
(a4 = 0, a3 f 0), so that the case j3jj2 = /3j$i = j3js,!” can never occur. There- 
fore the polynomial d, as weU as d, has only simple roots. 
Unfortunately, the separation result does not hold in the 4k + 3diagonal 
case, if k > 1, nor in the block case. 
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From Proposition 3.1 we get an explicit representation of the eigenvectors 
of a 7diagonal BST matrix. 
Let x be the eigenvector corresponding to the eigenvalue X, and suppose 
x = %2i+i. Since the parameters associated with the representation of A - AI 
are given by pi - h, in view of (3.8) we can rewrite the relation (A - hl)x = 0 
in the following way: 
WT D,-Az+(~,-h)v(‘)v(‘)~ 
[ 
0 
1 
PVX = 0, 
0 D, - AZ + (&+2 - h)v%@)~ 
that is, 
[D,-Az+(~,-A)v(‘)v(‘)~]y(‘)=0, 
[De-~~+@n+e 
- +24+2q y(2) = 0, p 
I 1 p = PVX. 
(4.4) 
Now wwse h+l =%s,,+~. Then we have, apart from a constant factor, 
1 
yW = (q - XI) - iv(l) si+/(n +3)] 
sin njl2$+1) 
8 2j+ 1 -A ’ (4.5a) 
and 
x = v-‘pT Y(l) 
[ 1 0 * (4.5b) 
If h2i+l=@2B2h+l~ since from Proposition 4.1 we have /3262h+ 1 = /3262k+ i for a 
suitable k * la, the solution of (4.4) is given by 
y(1) = 
~f)e(~) + vf)e(k) if h, k * 0, 
ew if hork=O, 
$2’ = 0, 
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where e(“) is the ith column of I, We proceed analogously if X = Azi. The 
relations (4.4) and (4.5) yield another way of computing the eigenvectors. 
Each eigenvector of a 7diugonal BST matrix can be computed by using at 
most [log nl+ 1 steps and n2/2 processors by a parallel algorithm. The 
number of processors can be reduced to O(n), slightly increasing the numbers 
of paralkl steps, by using fast Fourier tramfm algorithms for computing 
(4sb). 
Bounds on the Eigenvalw 
We now wish to state more general results on spectral properties of BST 
matrices. We need the following theorems [13]. 
THEOREM 1 (Minimax theorem). Zf A is an n x n symmetric matrix and 
ifX,>X,>*** > X n are its eigenvalues and v(l), v@, . . . , dn) the correspond- 
ing eigenvectors, then 
Xi = minmax 
c(fJ i 
XTAX 
-*x%(~~=O, j=1,2 ,..., i-1,x*0 
xTx * 1 
xTAx 
=max --~ru~J~=o,j=1,2,*..,i-1,x~o 
xTx * 
if i>l. 
THEOREM 2. Let A, B, C be n X n symmetric matrices with respective 
eigenvalues ai, /Ii, yc arranged in nonincreasing order, and let A = B + C. 
Then & + Y, Q ai G Pi + Y1. 
Now consider an n X n symmetric matrix A which is the submatrix 
obtained by deleting the first and last k rows and columns of the (n + 2k) X (n 
+ 2k) symmetric matrix B, and let al > a2 > . . . > a,,, & > & >, - * - >, &,+2k 
be the eigenvahres of A and B, respectively. Then we have the following 
PROPOSITION 4.2. The eigenvalues of A and B sati.& the relation 
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Proof. We prove the relation ai 6 & For the sake of brevity we show 
only the case i > 1. From the minimax theorem we have 
&=max F* 
( 
.xTu(fi=O, j=1,2 ,..., i-l 
) 
>, mm YTBY 
i 
-: yTu(fi=O, j=l,Z ,..., i-l 
YTY i 
, 
where u(J) is the eigenvector of B corresponding to /$, and y E ( yi) is such 
that yi = 0 if i < k or i 2 n - k. Therefore, by applying the minimax theorem 
a second time we have /3,2 ai. For the relation &+ak < aI it suffices to repeat 
the proof for - A and - B. I 
Now suppose that B is the matrix belonging to Tn+sk whose first row is 
(2.1), so that A is a 4k +3-diagonal BST matrix of elements q,~~,...,a~~+~. 
In this case the eigenvahres of B are given by 
2k+l 
P2k+l(Pi)' C cj+lPi~ i = 1,2 ,...,n+Zk, (4.6) 
P-0 
where~,=2cos[si/(n+2k+1)]andc,,cz,...,Cgk+2aTethecomponentsof 
thesolutionof thesystem Sak+sc= b, in whichbT=(a,-a,,a,-a,,...,a,k 
- u2k+2, u2k+l, u2k+2) md S2k+2 is the matrix defined in Proposition 2.2. In 
this way from Proposition 4.2 we have that the eigenvalues hi of an n X n 
4 k + 3diagonal BST matrix, arranged in nonincreasing order, are bounded by 
(4.7) 
where&>b2&**. 2 &+2k are the eigenvaIues (4.6) of B. 
REMARK 3. Observe that, for the n X n 4k +3diagonaI matrix A(“), 
defined by the elements ai, as,. . . ,ask+s, such that ask+2 * 0, the rehtiOnS 
det A(“) = 0, n = p, p + 1 ,...,p+q,cannotholdifq>Zk.Infact,inthiscase 
all the principal minors of the matrixA(P+Q)of dimensionp,p+l,...,p+q 
would be zero, and the characteristic polynomial of AP+q, therefore, would be 
hP+Q + Cyz,,+;iia,Ai and it would have 9 + 1 roots equal to zero. This means 
that rk(A’P’cq))< p - 1. But since ask+2 * 0, we have rk( A@+*)) 2 p + 9 - 
2k - 1, contradicting the above relation if 9 >, 2k + 1. 
Theorem 2 allows us to get further bounds on the eigenvahres of a 
4k +3diagonal BST matrix. We show here the case k = 1,2. Let A be a 
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7diagonaI BST matrix whose elements are a,,a,,a,,a,. Set C = (q, j), 
ci,r=c,,.= -a32 C1,2=CZ,1=Cn,n-l=C,-l,n= -a4, 
Then A + C E Tn,, and by Theorem 2 we have 
cij = 0 otherwise. 
bi- 2 
a3 + (a3 +MY2 ~ x < fi, + 2u; 
i' I 
u3 + (ui +4u;)lp ’ 
i=1,2 12, ,***, 
(44 
where Xi are the eigenvalues of A arranged in nonincreasing order and bi are 
the elements of the set {(al - 2u,)+(u, - 3u4)fii + a,@ + u,#, fij = 
2cos[nj/(n + l)], j= 1,2 ,..., n} arranged in nonincreasing or d er. 
In the 5diagonaI case the bound (4.8) yields 
ji - lU3l d hi G fii, i = 1,2 ,...,n. (4.9) 
The width of the intervals in (4.8) is (u”, +4ai)‘12 and does not depend 
neither on i or on a r and u2. For the bound (4.9) the width is reduced to ]a 3(. 
Characterixation of Positive-Definiteness 
The relation (4.7) allows us to give conditions for positivedefiniteness 
properties, which are easy to check. 
PROPOSITION 4.3. Let A be an n X n 4k +3diugml BST mutrix. The 
following impliudons hold: 
if &+2k > 0 then A is positive &$Me, 
if p,, c 0 then A is rwt positive definite, 
if & < 0 then A is negative d&bite, 
if J32k+ 1 > 0 then A is not negative definite. 
It is worth pointing out that if A is positive definite then the situation 
P n+2k < 0 can occur. In fact the BST matrix A, defined by ui = 0 (i > 4), 
u3 = - 1, u2 = 5, a, = EL2,+2 - SC(~+~ - 2 -E has eigenvahies ti;)= tif)- E. 
Moreover, from Proposition 4.1, since p,(p) = p2u3 + pa, + (ai - 2~s) is 
increasing over [ - 2,2], 
0 = P2(Cln+2) < h’11’< P2bn); 
therefore for E smah enough we have ti:) = %z) - E > 0, whereas p2( ~1 n + 2 - E) 
= j3;‘!2 < 0. 
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Let $3 be any infinite subset of the set Z+ of positive integers. Since the 
set Mk(93) = {2cos[si/(n +2k + l)], n~91, l<i<n+2k} is dense in 
[ - 2,2], the condition pZk+&) > 0, p E [ - 2,2], becomes a necessary and 
sufficient condition for the positivedefiniteness of the n x n matrix A with 
elements a,, us,. . .,a2k+2, for every n E %. 
PROPOSITION 4.4. L.et A(“) be an n X n 4k + 3diagonul BST matrix with 
e14m?m al,a2,...,a2k+2. Let 93 be any infinite subset of Z+. Then AC”) is 
positiue definite fm mc?tg nE $6 ifand y ifp2k+l(p)a 0, pE [- 2,2]. 
Proof. Suppose that A(“) is positive definite; if there existed a p E [ - 2,2] 
such that psk+ i(p) < 0, then there would exist a neighborhood % of p such 
that psk+ i(X) < 0 for every h E %. Now since the set i&(a) is dense in 
[-2,2], there would exist a xEi%fk(%)n% such that psk+i(h)>O, con- 
tradicting the inequality psk+i(X)< 0. Now let psk+i(p) > 0, p E [ - 2,2]. 
Then from (4.7) the eigenvalues of A(“) are nonnegative. Moreover, if there 
exists an n, E 31 such that det A (no) = 0, then for every n > n,, we have 
det A(“) = 0, but this contradicts Remark 3. Therefore A(“) is positive definite 
for every n E 9% ??
Conditions for positive-definiteness of g-diagonal BST matrices have been 
investigated by AIIgower [l]. It is very easy to find the same conditions by 
analyzing the behavior of a quadratic polynomial over [ - 2,2]. We have in 
fact in the g-diagonal case 
P2h) = /J2% + I-la, + a1 - 2% a,*o. 
The condition p,(p) 2 0, p E [ - 2,2], can be rephrased as 
i 
a,60 
p,(-2)20 if asa0 
P,(2) 2 0 if a2-=0 
or 
1 P,(2) a3 2( i > -- 0 4a,(a, 2 ) 0 2 0 - 2as) < 0 if  a,>,4a, IUs] -a,Z4a, < 4Us 
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which yields 
if a,gO, 
if a,>0 and la,l<4a,, 
if a,>0 and la,l>4a,. 
In the 7diagonal case the positive definiteness of A(“) depends upon the 
sign which the polynomial 
Pi = p3a4 +P2a3 + da2 - sad+ (al - 2a3) 
takes on over [ - 2,2]. The condition p3(~) > 0, p E [ - 2,2], can be re 
phrased as 
-2a,+2a,-2a,+a,&O 
if A<Oor -a,+fiQ -6a,, 
a,>0 and 
-2a,+2a,-2a,+a,>O and p2(x2)>,0 
if I-a3+fiId6a,, 
-2a,+2a,-2a,+a,>,O and 2a,+2a3+2a2+a120 
if -a,+fi>6a, 
(4.1Oa) 
or else 
2a,+2a3+2a2+a,>0 
if Ad0 or -a,-fi<6a,, 
a,<0 and r 2a,+2a3+2a2+al>0 and p,(x,)>O if I-a,-fiIg -6a,, 2a,+2a3+2a2+a,>0 and - 2a,+2a3-2a2+al>,0 if I-a,-&1>,-6a, 
(4.1Ob) 
where A= ai-3a,(a, 
-hi)/3a,. 
-3a,) and x1=(-a3+fi)/3a,, x2=(-a3 
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The relations (4.10) can be checked at a low computational cost. 
In the case of block BST matrices, with symmetric blocks, an analogous 
result holds. Let C,, C,, . . . , C2k+2 be the components of the solution of (3.12). 
PROPOSITION 4.5. Let A(“) be a n X n 4k +3diugonal block BST matrix 
defined by the m X m symmetric blocks A,, A2,...,Ask+s, and let $3 be any 
infinite subset of Z+. Moreover, suppose that there is no vector x, x * 0, such 
that Aix = 0, i = 1,2,.. .,2k +2. Then A(“) is positive definite fmeuey n E $3 
if and only if the matrix 
2k+l 
p2k+,(d= c &+I 
i-0 
is positive semidefinite for every p E [ - 2,2]. 
Proof. Let B(“’ be the matrix obtained by block-bordering A(“) in such a 
way that B(“) E Y”,m. Since B(“) is similar to a block diagonal matrix with 
diagonal blocks P 9k+I(,.&i), /.$=2cos[rri/(n+2k+l)], i=l,2 ,..., n+2k, 
then the eigenvalues fir of B(“) are the eigenvahres of the blocks Psk + i( pi)* 
Therefore, from Theorem 2, we have that the eigenvalues of A(“) satisfy the 
relation bjBiskrn Q X j < /3f Therefore, since the eigenvalues of P2k+l(p) are 
continuous functions of CL, and the set {2cos[&/(n +2k + l)]: n E 9, i = 
1,2,..., n +2k} is dense in [ - 2,2], and since PZk+i(p) can be singular only 
for a finite set of p unless Aix = 0, i = 1,2,. . . ,2k + 2 for some x * 0 [in fact 
det Pzk+ 1(p) is at most a (2 k + l)m-degree polynomial], we can prove the 
proposition in the same way as we have done for Proposition 4.4. ??
In the case of n X n 4k + 3diagonal block BST matrices with blocks 
which are m X m 4 h + 3diagonal BST matrices, we have that the Ci in (3.12) 
are 4h +3-diagonal BST matrices. Let us set c(*)r = (cj’)), the first row of Ci, 
i = 1,2,..., 2k + 2, and let 19,. j be the solution of the linear system 
S 2h+2 
*i,l 
8 i.2 
e' i,Zh 
8 i,2h+l 
4,2h+2 
= (4.11) 
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Now from Proposition 4.4 and Proposition 4.5 we have the following 
PROPOSITION 4.6. Let A(“,“‘) be an n x n 4k +3diagonul block BST 
mutrix&j%edbythem~m4h+3d~gonulBSTmutric~A,,A~,...,A~~+~. 
L,etf-ii,j,i=1,2 ,..., 2k+2, j=1,2 ,..., 2h + 2, be defined by (3.12) and (4.11). 
Moreover, let Bw, and Ci& be infinite subsets of Z+. Then A(**“‘) is positive 
definite for any (n, m) E 9S3, x 9& if and only if p(p, A)= E~$‘Cfk;lPiA@i, j 
>, 0 for/h, x E [ - 2,2]. W 
In the case of a 5diagona.l block BST matrix with S-diagonal BST blocks 
defined by (a,, a2, a,), (a,, as, a& (a,, as, a,) we have 
81,1 = a, - 2a, - 2a, +4a,, fl,,, = a2 - 2a,, d,,, = a3 - 2a,, 
8,,=a,-2a,, *2,2 =a59 e2,3=a6$ 
0,,=a,-2a,, e3,2=a8, e3,, = ag; 
therefore 
p(p, A) = (al - 2a, +4a, - 2a7)+X(a2-2a,)+A2(a3-2a9) 
+ p(a, - 2a,)+pha, + @12ae + p’(a, - 2a9)+~2Xag + p2A2a9. 
In the case of the matrix related to the biharmonic equation over a 
rectangle, where a9 = a8 = a, = Oanda,=20,a,= -8,a3=1,a4= -8, 
a,=2, a,=l, we have ~Q.L,X)=~~+~~+~~LX-~~-~X+~~=(CL+X- 
4)2. 
REMARK 4. Observe that the coefficients of the polynomial p2k+ &pL) in 
(4.6) are the components of the vector 
c = %kt2H2k+2a, 
where aT=(al,a2,...,a2,+2), S2k+2 is the matrix defined in Proposition 2.2, 
and H 2k+2=(hi,j) is the (2k+2)x(2k+2) matrixsuch that 
1 if i=j, 
-1 if j=i+2, 
0 otherwise. 
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In the case of a block structure with nz X m BST blocks the coefficients of the 
polynomial p(p, A) are given by 
where er = (o(‘)r, ~@)r,. . . ,a@k+W ), and the ‘elements of the (2h + 2)vector 
a(‘) are the first 2h +2 elements of the first row of the ith block A, defining 
the block matrix A. It is easy to prove that the matrix Tk+ 2 = Si+!,H,+ 2, 
whoseelementsaretj,~,issuchthatt,,i=ti_l,j_~-ti+,,j_~for1,<i~j~n; 
ti,i=l for l<i<fl; ti,j=O for l<j<i<n; to,i=O for lbibn, i*2; 
to.2 = - 1. Below we display this matrix in the case n = 8: 
10 -2 0 3 0 -7 0 
0 1 0 -3 0 7 0 -19 
00 1 o-4 0 12 0 
00 0 1 O-5 0 18 
00 0 0 1 O-6 0 
00 0 0 0 1 o-7 
00 0 0 0 0 1 0 
00 0 0 0 0 0 1 
Computational Results 
Proposition 4.1 allows us to apply the bisection method to compute the 
eigenvalues ti/). Such eigenvalues must be computed separately as roots of d, 
and as roots of d,. For this purpose Corollary 3.1 is useful, in fact we have the 
following computational result. 
7% evaluation of the polymnnial d, as well as d,, at a new point, can be 
achieved by using n + 1 multiplications/divi.siisions and n + 1 additions with 
sequential algorithms and by using rlog n) + 3 steps and n processors with 
parallel algorithms. 
It is worth pointing out that the computational cost of this algorithm in 
the sequential case is the same as that of the well-known analogous algorithm 
applied to irreducible symmetric tridiagonal matrices. 
The computation of the eigenvalues can be achieved by using Newton’s 
method 
@(x,1 
*7j+1 =x9 
. .,- -- 
wx,> ’ 
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applied to d, and d,. We observe that the ratio 
d,(x) -= - 
d;(x) 
(4.12) 
can be computed by using 
$fl + 4 multiplications/divisions, 
$n additions, 
a sequential algorithm, and by using 
[log n 1 + 3 steps, 
$r processors, 
a parallel algorithm. We want to point out that this method is faster than 
Newton’s method applied to an irreducible symmetric tridiagonal matrix in 
the sequential as well as in the parallel case. 
The evaluation of the polynomials d, and d, at a point A, as well as 
executing one step of Newton’s method, can be carried out by using the result 
of Corollary 3.1 and (4.12) only if at each step we have &,+ i - X * 0 and 
& - h * 0. This fact can be a problem for the algorithm only in the case in 
which there exists an eigenvalue Xsi + r = fish+ r or X si = Is,,. But this situation 
can be detected a priori by using the result of Proposition 4.1. 
It is interesting that Newton’s method can be implemented together with 
the root deflation technique [12, p. 2791 by means for the formula 
l)(h)= /( 4dx) , +(x) - 1 
ilJ(A-xi) -- - 
+m) +‘(A) 5 -1 * 
+(A) i=l ‘-‘i 
Such an algorithm can work also with matrices of very high dimension, since 
the memory needed is simply 2n. 
We have implemented Newton’s method withthe root deflation technique 
on an IBM 370 computer and we have checked it with matrices of dimension 
n < 800. We have not come across situations of instability. 
The authors wish to thank the refmees for their valuuble comments. 
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