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ABSTRACT
In this paper we have investigated the causal relationship between exports and growth
in a bivariate framework using time-series data on six countries. Hsiao's (1979, 1981) version
of the Granger causality test is used to find the direction of causation. Our study improves
upon previous work by evaluating the time series properties of GDP and exports and
supplementing Granger causality tests with a bivariate cointegration te~t and error-correction
model. Our fmdings suggest that the evidence in favor of export-promotion policy is weaker
than previous statistical studies have indicated.

• Assistant Professor and Ph.D candidate, respectively. Department of Economics on Utah
State University. All correspondence concerning this paper should be addressed to Chris
Fawson at the above address.

I. Introduction
Several studies in the late 1970s and early 1980s claimed evidence of a significant
statistical association between exports and economic growth [see, for example, Emery (1967),
Blassa (1978), Michaely (1977), Tyler (1981), Feder (1982), and Kavoussi (1984)]. These
studies generally supported an export-led growth hypothesis which led policymakers to infer
that exports fueled the engine of economic growth. Consequently, export-promotion policies
are widely considered to be fundamental to devising effective economic development strategies
in many developing countries. However, recent advances in econometric methods have called
into question the descriptive validity of many early empirical studies which did not carefully
evaluate time-series properties of the sample data. In addition, the early export-growth
literature appears to be deficient in establishing evidence of statistically signifcant causal
linkages. Recent studies [see, for example, Jung and Marshall (1985), Darrat (1987), Chow
(1987), Hsiao (1987), Ni, Biswas, and Tribedy (1990), Serletis (1992), Giles et ale (1993),
Ghartey (1993), and Oxley (1993)] have attempted to clarify the causal link between exports
and economic growth using the notion of Granger (1969) causality. Most of this research has
also found empirical support for the theory that export growth has made a substantial
contribution to economic growth in export-oriented developing economies. While most
empirical studies to date have supported arguments in favor of an export-led growth
hypothesis, Bagchi (1982) has argued that the causal ordering should be reversed, with
economic growth causing export growth. Bagchi's argument appears to have theoretical merit,
and causes one to question the extensive empirical evidence in support of export led growth
among a broad set of developing and industrialized countries.
In this paper we challenge the established methodology used to assess causal linkages
between exports and growth by investigating the causal relationship in a bivariate framework
using time-series data on six countries. Three of the countries are part of the emerging
industrialized countries of Asian (Taiwan, South Korea, and Philippines), and three are
industrialized countries (Japan, USA, and United Kingdom). Our analysis is an advance over
previous work in two ways: first, we empirically establish the time series properties of
variables involved and second, we supplement Granger (1969) causality tests with a bivariate
cointegration test and error-correction model. I
The paper is organized as follows. Section II, presents a formal characterization of .
Granger's defmition of causality. In section III, Granger causality is discussed in the context
of full information maximum likelihood (FIML) estimation of the economic system proposed
by Hsiao (1979, 1981). Section IV contains unit foot and co integration tests, and errOfcorrection models are discussed. Section V reviews the data and empirical results, while
conclusions are contained in section VI.

1. With the exception of Serletis (1992), Giles et al. (1993), and Oxley (1993), recent studies do not consider
whether exports and income are cointegrated.

ll. Characterizations of Causality
Granger's (1969), defmition of causality is based upon the predictability of a time
series. If all available past information allows us to predict Y II better than we can when all
past information except Y'lJ. is used, then by Granger's defmition, Ya "Granger" causes Y lt.
We can briefly summarize Granger's defmition of causality and feedback as follows. Let: ~
be all the available information in the universe; (~ - YJ denote all available information apart
from the specified series YiI; Y"t (YII or Y J be characterized as a stationary stochastic process;
and fT(Y"t 1~ represent the minimum prediction error variance of Y given~. Causality is
then defmed as follows:
I

(1)
(2)

If fT(Yltl~ -< fT(YIII~-YJ, we say Y a is causing YI" denoted by Y'lJ. ~ YII'
If fT(Yal ~ -< fT(Y'lJ.1 ~- YIJ, we say Y II is causing Y'lJ.' denoted by YII ~ Y'lJ.'

Feedback is defmed as follows:
(3)

If fT(YIII~ -< fT(YIII~-YJ and fT(Y'lJ.I~ -< fT(Yal~-YIJ, (both (1) and (2) hold), then
Y II .. Y a and we say there will be feedback between YII and Y a.

Granger causality implicitly assumes that information relevant to prediction is
contained only in the data series Y (YII or Y J. If an unspecified third variable, say X" enters
the model which causes both YII and Ya , it may give rise to spurious causality when true
causality between YII and Y a does not exist. It is also iQlPOrtant to no~e that the above
mentioned condition is a necessary but not sufficient condition to conclude unidirectional
causality [detail see Granger (1969)]. In the context of an export-GDP relationship, the
Granger causality test involves estimation of the following two regression models:
I

[1]

[2]

where
Mij

[3]

Oij(L) = L 8ij~ I,
1=1

Nij

8'ij(L )=

L 8ij~

1

1=1

and L represents the lag operator such that LYII=YII_I. In our application, Y II and Y 21 are
GDP and exports, respectively; UII and Va are error terms where E[u 1t ,u2s ] =0, E[v2t ,V2s] =0,
E[u lt ,v2s] =0 for all t~s. (To remove serial correlation in the error terms the original data are
prefiltered.) From regression equations [1] and [2], unidirectional causality from Y'lJ. to YII is

implied if the estimated coefficients on the lagged YII variables in equation [1] are statistically
different from zero as a group (based on standard F-statistic) and if the set of estimated
coefficients on the lagged Y II variables in equation [2] is not statistically different from zero.
On the other hand, YII causes Y21 if the estimated coefficients on the lagged YII variables in
equation [2] are statistically different from zero as a group and if the set of estimated
coefficients on the lagged Y21 variables in equation [1] are not statistically different from zero.
Bidirectional causality or feedback between Y21 and Y II would exist if the set of estimated
coefficients on the lagged Y21 variables in equation [1] were statistically significant as a group
and the set of estimated coefficients on the lagged Y II variables in equation [2] were also
statistically significant as a group.
Granger's defmition of causality is based upon the incremental predictability criterion,
however, Zellner (1979) consided Granger's defmition illogical because he claimed that it
lacked the requirement of "full" information. Prior to Zellner's criticism, Sargent had
developed a new version of Granger's test which avoided the requirement of "full
information". According to Sargent (1976), if all available past information on both Y II and
Y2I can help us to predict YII better than using only all past information of Y. u then we say Yll
causes YII , otherwise it is better to predict Ylt by using only past information of YII • In
Sargent's opinion, any omission of relevant past information could result in a false conclusion.
However, Sargent never specified any criterion of choosing the optimum system lag. Hsiao
(1979, 1981) suggested transforming each variable into an autoregressive model, and using
Akaike's (1969) fmal prediction error (FPE) to determine the lag period. This procedure is
known as the stepwise Granger-causality technique which provides a s~tistical criteria for
choosing the optimum lag length using past information. We follow Hsiao (1979, 1981), and
use full information maximum likelihood (FIML) estimation to obtain efficient parameter
estimates for the system of equations [1] and [2].

ill.

Sequential Procedure for System Identification

The optimal lag length of the autoregressive model is chosen by minimizing the final
prediction error (FPE). The FPE criterion is specified as follows:
FPE = [(T+k)/(T-k)]*(SSR/T)
where T is the number of observations, k is the number of parameters estimated, and SSR is
the sum of squared residuals. By using this criterion, a lag p is chosen such that FPE(P) =
min { FPE(k) I k=I,2 .... m}. As Singh and Talwar (1982) point out, the FPE criterion
attempts to balance the "cost" of increased variance when a higher order is selected and the
"cost" of coefficient bias when a lower order is selected. 2

2.In a paper examining the problems encountered in choosing lag lengths, Thornton and Batten (1985) found
Hsiao's method to be superior to both arbitrary lag length selection and several other systematic procedures for
determining lag length.

Combining the defmition of causality and using the FPE criterion, we follow Hsiao's
(1979, 1981) sequential procedure for identifying the above bivariate autoregressive model. 3
First, an optimal lag for the single-dimensional autoregressive process is selected (this would
entail selection of the otimal value for m in equation [1] and n in equation [2]). The optimal
lag in the single-dimension is then imposed as one searches for the optimal lag in other
dimensions, (this would entail selection of the optimal value for n in equation [1] and m in
equation [2], conditioned on optimal lags established in step 1).
To test for causality, the FPE with Y2I omitted from equation [1], FPE(m*), is
compared to the FPE with Y2I included in equation [1], FPE(m*,nj. If FPE(mj-<FPE(m*,n*),
exports do not Granger-cause GDP and a one-dimensional autoregressive representation for Y h
is used. If FPE(mj~FPE(m*,nj, exports Granger-cause GDP and the optimal model for
predicting Y II is the one including m lagged YII and n lagged Y2t • We then repeat the
procedure for the Y2t (Exports) process, treating Y h (GDP) as the manipulated variable. A
similar test with exports as the dependent variable is carried out. Finally, we combine all
single equation specifications (those represented by equations [1] and [2]) in order to identify
the system.

IV.

Unit Root, Cointegration Tests, and Causality with Error-Correction Models

It is widely recognized that many macroeconomic time-series contain unit roots
(dominated by stochastic trends) [see, for example, Nelson and Plosser (1982), Stock and
Watson (1986)]. Unit root tests are important in examining the stationarity of a time series
because a non-stationary regressor invalidate many standard empirical results and thus require
special treatment. Granger and Newbold (1974) have found by simulation that the F-statistic
calculated from the regression involving the non-stationary time-series data does not follow the
standard distribution. This nonstandard distribution has a substantial rightward shift under the
null hypothesis of no causality. Thus the significance of the test is overstated and a spurious
results is obtained. The presence of a stochastic trend is determined by testing the presence of
unit roots in time-series data. Several tests for the presence of unit roots in time-series data
have appeared in literature [see, for example, Dickey and Fuller (1979, 1981), Phillips and
Perron (1986), and Perron (1988)]. In this study we apply the augmented Dickey-Fuller test
(ADF) as recommended by Granger and Engle (1987) and Schwert (1989).4 The test is the t

3.Hsiao (1979, 1981) points out that using the fmal prediction error to determine the lag length
is equivalent to using a series of F tests with variable levels of significance.
4.Schwert (1989) compares the performance of alternative unit root tests. and concludes that
the augmented version of the Dickey-Fuller tests is superior to various alternatives, including
the Phillips-Perron test, in the presence of an autoregressive moving average process of
unknown order. In this
study, we include a constant but not time trend in the test as recommended by Dickey, Bell,
and Miller (1986).

statistic on ¢ in the following regression:
n

[4]

dY1=ao+0/
A.. y 1+ ~
1L-t

llr

dYI-l.+81

't',

i =1

where d is the first -difference operator, et is a stationary random error, YI is the series under
consideration, and n is large enough to ensure that et is a stationary random error (white
noise) . The null hypothesis is that YI (Y II or YJ is a non-stationary series, and it is rejected
when ¢ is significantly negative. In practice we do not.know the appropriate order of the
autoregression, n. In our study, we follow the suggestion of Engle and Yoo (1987) and use
the Akaike (1974) information criterion (AlC) to determine the optimal specification of
Equation [4]. The criterion is defmed as

[5]

SSR
T

~C(q)=l1n(----)+2q

where T is the sample size to which the model is fitted, SSR is the sum of squared residuals
and q is the number of parameters, equal to n+2. By using this method the appropriate order
of the model is determined by computing Equation [4] over a selected grid of values of n and
fmding that value of n at which the AlC attains its minimum. The distribution of the ADF
statistic is non-standard and, accordingly, we use the critical values tabulated by MacKinnon
(1991).
Once a unit root has been confirmed for a data series, the question is whether there
exists some long-run equilibrium relationship between exports and GDP. Previous studies
have not considered whether or not exports and GDP are cointegrated. Thus, we estimated the
following cointegrating regressions

[6]

Y II and Y2t are said to be cointegrated, if fil (i=1,2) are stationary, fit - 1(0). Engle
and Granger (1987) point out that the cointegrating regression measures the long-run
relationship between time-series variables and the residuals measure short-run disequilibria.
The null hypothesis of the cointegration test is that the series formed by the residuals of each
of the cointegrating regressions are not stationary. This means that the original data series, Y tt
(GDP) and Y2t (exports) do not have a common root, and therefore are not cointegrated. To
test the null hypothesis of non-stationarity of the series of residuals, Engle and Granger (1987)
have proposed several test statistics for testing the null of no-cointegration, in this paper we
use the ADF tests. The test is the t statistic on (] in the following regression:

n

[7]

d€t=U€t-t+

L
'K,d€t- t+7'Jt
;=1

d is the first-difference operator, fl is the error from the cointegration equation, 111 is a
stationary random-error, and the null hypothesis of non-stationary is rejected when u is
significantly negative. Here we still use AIC to determine the appropriate order of the
autoregression, n.
Engle and Granger (1987) show that if two non-stationary variables are cointegrated,
then a vector autoregression in the frrst differences is misspecified. This means that the
presence of cointegration between Ytt (GOP) and Ya (exports) can cause the Granger causality
tests of equations [1] and [2] to be misspecified. Therefore it is necessary to test for
cointegration before running the causality tests. s Granger (1986) and Engle and Granger
(1987) have proposed the error-correction model as a more comprehensive method to use in
the test of causality when variables are cointegrated. The cointegrated error correction models
of GOP and exports are as follows:

[8]

[9]

where
Nij

Mij

[10]

E 6ij~ I,

fIij(L) =

1=1

BZ(L) =

L 6ij~ 1
1=1

d is the first-difference operator and L is the lag operator such that LYtt=Y u-t • Ytt and Y2t are
GOP and exports (both have been identified as first-differenced stationary time series),
respectively. Uu and Va are disturbance terms without serial correlation where E[ut"u:zs] =0,

5.According to Tano (1993), the use of cointegration, error-correction modeling in the Granger
causality models is import.ant because of the possibility of the spurious co-movement between
the GOP and Exports. The cointegration analysis attempts to identify conditions under which
relationships are not spurious. Unlike the standard Granger causality which may not detect
any causal relationship between variables under consideration, with the ECM, co integration
ensures that Granger causality exists, at least in one direction.

E[v l "v2l]=0, E[u l "v2l]=0 for all t;es. ECT._1 (i=I,2) is the error-correction term (lagged one
period) derived from long-run cointegrating relationship (from equation [6]) to capture the
short-run dynamics. 6 The inclusion of these errors, which must be stationary if the variables
are cointegrated, differentiate the ECM from the standard Granger causality regressions.
On the basis of regression equations [8] and [9], unidirectional causality from Y21 to
YII is implied if not only the estimated coefficients on the lagged Y 2I variables in equation [8]
are statistically different from zero as a group (based on standard F-statistic) but also the
coefficient on the error-correction term in equation [8] is significant, and if the set of estimated
coefficients on the lagged YII variables in equation [9] are not statistically different from zero.
On the other hand, YII causes Y 21 if the estimated coefficients on the lagged YII variable in
equation [9] are statistically different from zero as a group, the coefficient on the errorcorrection term in equation [9] is significant, and if the set of estimated coefficients on the
lagged Y21 variables in equation [8] are not statistically different from zero. Bidirectional
causality or feedback between Y 2I and YII would exist if the set of estimated coefficients on the
lagged Y21 variables in equation [8] were statistically significant as a group and the set of
estimated coefficients on the lagged Ylt variables in equation [9] were also statistically
significant as a group (and also the coefficient of error-correction terms in both equations are
significant) .

V.

Data and Empirical Results

1.

Data

Our empirical analysis employs quarterly data on real exports and real GDP for the
following countries: Taiwan (1971:1 to 1993:2), Japan (1970:1 to 1992:2), Philippines
(1983:1 to 1993:2), South Korea (1971:1 to 1992:2) United Kingdom (1970:1 to 1992:4), and
USA (1970:1 to 1992:2).,1 All data except Taiwan data have been obtained from the data base
of the International Monetary Fund. Data for Taiwan were collected from Quarterly National
Income Statistics in Taiwan area, Monthly Statistics of Exports and Imports, Taiwan area, and
Financial Statistics, Taiwan District. Quarterly Gross Domestic Product (GDP) and export
volume data are converted to a U.S. dollar base for use in our analysis. The data source of
Japan, United Kingdom and USA, are seasonally adjusted at the source, while those of South _
Korea, Taiwan and Philippines have been deseasonalized by the routine in the QMSTSP-

6. As Engle and Granger (1987) and Miller (1991) point out more than one lag of the errorcorrection term is unnecessary. The effects of additional lagged error-correction terms are
already captured in the distributed lags of the first differences of Y II and Y21.
7. Due to problems in available data we only use data from 1983: 1 to 1993 for estimating
relationships in the Philippines. South Korean data presented another dilemma, from 1986: 1
to 1987:4 the GDP data series are missing, so we use a time-series data-generation process to
generate GDP for the missing series.

computer software package. Y II and Y2I are the symbols used for GDP and exports,
'
respectively. All the data series are transformed to logarithmic form.

2.

Testing for Unit Roots and Cointegration

Because cointegration equations require the use of non-stationary variables and errorcorrection equations require the use of stationary variables each data series is frrst examined
for the probable order of difference stationarity (unit roots test),. Table 1 (see Appendix)
reports the results of non-stationary tests (unit roots test) for GDP and exports of each country
using augmented Dickey-Fuller tests (ADF test). We include a constant but no time trend in
these tests as recommended by Dickey, Bell, and Miller (1986), Miller and Russek (1990).
According to the applicable test statistics reported by Mackinnon (1990), non-stationarity can
not be rejected for the levels of GDP and exports of each country at the I-percent, 5-percent,
and 10-percent significance level based on ADF test. In contrast, when the data are
differenced, non-stationarity can be rejected for all data series. This indicates that all the data
series are integrated of order one (or 1(1». Table 1 also reports the minimum AIC(n) which
provide the appropriate order of the autoregressive process, n, in Equation [4]. Since a unit
root has been COnflfIDed for the data series, the question is whether there exists some long-run
equilibrium relationship between GDP and exports. As stated before, previous studies have
not considered whether or not GDP and exports are cointegrated. Thus, we estimate the
cointegrating regression (Equation [6]) with undifferenced data. Table 2 reports the
cointegrating equations relating GDP to exports and vice versa. We run the cointegrating
equations in both directions as suggested by Hendry (1986) and Miller and Russek (1990). As
Hendry (1986) points out, both directions are equally valid a priori. To check for
cointegration, a test of the null hypothesis of no-cointegration (against the alternative of
cointegration) can be based on testing for non-stationarity [or a unit root] in the cointegrating
regression residuals (by using the ADF tests). Test statistics in table 2 suggest nonstationarity of the residuals can not be rejected for Taiwan, Philippines, U.K., Japan and
U.S. but is rejected for South Korea. 8 Given the results of the cointegration tests, we proceed
as follows: when the variables are not cointegrated, the causality tests are conducted by
running the standard Granger regressions (as indicated in Equations [1] and [2]). However, if
we fail to reject the cointegration hypothesis the standard Granger regressions are misspecified.
Thus, error-correction models (as indicated in Equations [8] and [9]) can be applied to these
time series for determining causality. Given the above results, the standard Granger
regressions (Equations [1] and [2]) are applied in all countries except for South Korea. For
the South Korea case, the residuals from the cointegrating equations (Equations [6]) are
incorporated into the Granger regressions to capture the short-run dynamics.

8.As Hendry (1986) points out that if the R2 is reasonably high (greater than 0.95) and D-W
statistics is not too low (for cointegrating regression), then the analysis is "clearly of interest."
Apparently, the South Korea case pass these criteria.
Miller (1991) also points out that the high R2 and low D-W statistics suggest spurious
regression and make cointegration, error-correction modeling a potentially fruitful exercise.

3.

Testing for Causality

Given the above results, we fmd that non-stationarity can not be rejected for the levels
of GDP and Exports but be rejected for the ftrst-differenced data (in logarithmic form) of each
country. To test for causality between GDP and Exports for these six countries, we ftrst take
the ftrst difference of the logarithms of each variable in order to remove the trends. As Kang
(1985) points out that the Granger causality tests depend very much on, among other factors,
whether or not the series are detrended. Since detrending tends to remove or weaken causal
relationships, and conversely, failure to detrend tends to introduce or enhance causal
relationships. According to Hsiao (1981):
"such a preftltering may be viewed as an attempt to eliminate the longer
movement common to all the series or as an attempt to remove the effects of
a third variable so that we may concentrate on the cyclical movements
between the variables. "9
The FPEs resulting from treatment of each variable (GDP or exports) as a onedimensional autoregressive process for each country are presented in table 3 through table 9,
with the maximum m assumed to 12. The smallest FPEs of GDP and Exports for each
country are also reported in tables 3 through 9. We then assume that each of the GDP and
exports variables is a controlled variable or output and treat the other variable as the
manipulated variable or input. Holding the order of the autoregressive operator on the
controlled variable to the one we have already specifted in tables 3 thrpugh 9, we compute the
FPEs of the controlled variable by varying the order of lags of the manipulated variable from 1
to 12. The order which gives us the smallest FPE is presented in table 10. In the following
we discuss the main empirical fmdings on a country by country basis. In this discussion below
we also relate our results to some recent studies for a comparative analysis.

Philippines
Based on the FPE criterion reported in table 3 and 10, the system of equations [1]
and [2] for the Philipines is specified as follows:

(1-L )Log Y 1t )
( (1-L )Log Y 2t

=

8~2(L)]

[8!i(L)
(1-L )Log Y 1t )
0
8~~(L)
(1-L )Log Y 2t

+

(a) +
b

(U )
V2t1t

9.As we stated before, Granger (1969) causality assumes that information relevant to
predicting these variables is contained only in the data series Y (Y II or YJ. If an unspecifted
third variables, say Xu enters the model which causes both Y h and Y210 it may give rise to
spurious causality when true causality between Y h and Y2t does not exist.
1

These results suggest unidirectional Granger causality from exports (YJ to GDP (Y1J and
supports the export-led growth hypothesis. Following Ghartey (1993), we calculate the DOP
(degree of openness) for Philippines and fmd that the Philippine economy is relatively open
with an average DOP of 0.278. The Philippines faces some shortage of natural resources, so
we expect that exports Granger cause GDP. 10 However, this fmding is not consistent with
those found in Jung and Marshall's (1985) study. Their tests reveal no causal link between
exports and GDP in Philippines. Clearly, our result is more reliable due to the larger sample
size (based on quarterly data) and the use of recent statistical technique to choose the lag
structure and detrending methods. As Hsiao (1979, 1981) points out, the bidirectional causal
relation between variables can also be further investigated by using separate equations
(equations [1] and [2]) estimated with their optimum lag structures. Table 11 reports the
estimated parameter of regression equation [1] in which the current GDP is explained in terms
of its past history and the past of exports. The equation, however, seems not to have a good
fit for the Philippines due to the long optimal lag structure and insignificant t -statistics for
almost all of the estimated parameters (only three of them are significant). Table 12 reports
the estimated parameters of regression equation [2], which explains the current exports in
terms of its past history and the past of GDP. Due to the existence of unidirectional Granger
causality from exports to GDP, the equation [2] does not include the past of GDP as
explanatory variables.

South Korea
As stated above, we fmd there exists cointegration (long-run relationship) between
GDP and exports for South Korea. Therefore, we conduct the Granger causality tests by
incorporating error-correction terms into the Granger regressions (as indicated in equations [8]
and [9]). Following Hsiao's (1979, 1981) procedure, we can express the fmdings for
equations [8] and [9] as follows:
Error-correction Model

10.According to Ghartey (1993, pp. 1148):
"The a priori expectation is that economic growth causes exports growth in a
country if it is relatively close as measured by its degree of openness (DOP)
and it is endowed with abundant natural resources."
The DOP is measure by the imports-GNP ratio. We compute the
covering from 1970 to 1992 for each country.

average DOP

From the above ECM, we fmd there exists only unidirectional Granger causality from GDP to
exports. The average DOP for South Korea is 0.335, this indicates South Korea is a
relatively open economy (with scare natural resources). We would expect that exports Granger
cause GDP. Our fmding seems to contradict this expectation. Comparing to other studies,
our fmding is most consistent with Jung and Marshall's (1985) study. They find exportreducing growth for South Korea (in our study, we have the same results as indicated in table
13, the E8u=-O.44 and also the coefficients are significant). However, our fmding is not
consistent with those found in Chow (1987), Ni, Biswas, and Tribedy (1990) (they both found
feedback), Darrat (1987) (exports Granger cause GDP), and Hsiao (1987) (no causal link
between exports and GDP). We believe our fmding is more reliable than previous research
due to the use of a more comprehensive ECM test. Table 13 reports the estimated parameters
of regression equation [8] and [9]. The equations seem to fit very well for South Korea,
though there exist a long optimal lag structure. However, the coefficients of GDP for equation
[9] are significant (this also increases the confidence in our results). The coefficients of GDP
and error-correction term for equation [8] are statistically significant. This indicates that GDP
only responds to its past history and the lagged error-correction term.

Taiwan
Based on the FPE criterion reported in table 6 and 10, the system of equations [1]
and [2] for Taiwan is specified as follows:

Ytt) [8~1(L) 8~~(L)l

Ylt)+(a)+(u 1t )

l-L)LOg
=
(l-L)LOg
( (l-L)Log Y
8~1(L) 8~~(L) (l-L)Log Y2t
2t

b

v 2t

Our results suggest bidirectional Granger causality (feedback) between GDP and exports. The
average DOP for Taiwan we calculated is 0.348, this indicates that Taiwan is a relatIvely an
open economy. Due to the severe shortage of natural resources, we expect that exports
Granger cause GDP, however, we fmd there exists a feedback between these two variables.
One explanation of why GDP Granger causes exports might be that when economies of scale
are derived from large-scale operations, it violates the optimality criteria required for free
trade. As markets fail, government's sophisticated strategic trade policies then yield higher
economic welfare gains than free trade. Thus, economic growth causes exports growth.
Taiwan's early development seems to fit this issue very well. Our finding is consistent with
those found in Ni, Biswas, and Tribedy (1990) and Chow (1987) (feedback), but not in

Ghartey (1993) (unidirectional Granger causality from exports to GOP), Jung and Marshall's
(1985) and Oarrat's (1987) (GOP Granger causes exports) and Hsiao's (1997) (no causal link
between GOP and exports). Table 11 and 12 report the estimated parameters of equations [1]
and [2]. The equations seem not to have a good fit for Taiwan, this is due to a long optimal
lag structure with many insignificant coefficients.

Japan
Based on the FPE criterion reported in table 7 and 10, the system of equations [1]
and [2] for Japan is specified as follows:

(1-L )Log Y lt )
( (1-L)Log Y
2t

=

1

[6 1(L)

0

1(1-L )Log Y

8~1(L) 8~2(L)

lt )

(1-L)Log Y 2t

+

(a )+(U 1t )
b

v2t

Here we fmd unidirectional Granger causality running from GOP to exports. The average
OOP of Japan is 0.106 indicating that this country is relatively closed (with low natural
endowments). We would expect that there exists feedback between GOP and exports,
however, our fmding seems not to be consistent with this expectation. Comparing our results
to previous studies, we fmd consistency only withf Afxentiou and Ser\etis (1989) (GOP
Granger causes exports), not with those of Ni, Biswas, and Tribedy (1990) and Ghartey (1993)
(feedback), and that of Sharma, Norris, and Cheung (1991) (exports Granger causes GOP).
Table 11 and 12 report the estimated parameters of equations [1] and [2]. The equations do
not to have a good fit for Japan, again, this is likely due to the long optimal lag structure
with only one significant coefficient in equation [1] and four in equation [2].

United Kingdom
Based on the FPE criterion reported in table 8 and 10, the system of equations [1]
and [2] for the United Kingdom is specified as follows:

We fmd there exists a feedback between GOP and exports. The average OOP of UK is 0.258
(with low natural endowments). This indicates that UK is a relatively open economy_ Given
the OOP we would expect that there exists unidirectional Granger causality between GOP and
exports, however, our finding seems not to be consistent with this expectation. Compared to

previous studies, this fmding is not consistent with that of Sharma, Norris, and Cheung (1991)
(GDP Granger causes exports), Afxentiou and Serletis (1989) (no caus3I link between GDP
and exports). Table 11 and 12 also report the estimated parameters of equation [1] and [2] for
the UK. The equations seem to have a good fit for UK. For equation [1], the estimated
coefficients of lagged exports are all significant at the 10 percent level. For equation [2], the
estimated coefficient of lagged GDP is also significant at the 5 percent level.

United States
Based on the FPE criterion reported in table 9 and 10, the system of equations [1]
and [2] for the United States is specified as follows:

(1-L )Log Y tt ) = [8!i(L)
( (1-L)Log Y2J
8~~(L)

1
(1-L )Log Y (a) (U 1/ )
8~~(L) (1-L )Log Y2J b v2J
o

tt )

+

+

Here we fmd unidirectional Granger causality running from GDP to exports. The average
DOP of US is 0.089 indicating this country is relatively closed (with abundant natural
endowments). We would expect that GDP Granger causes exports. ,O ur finding seems to be
consistent with this expectation. Compared to previous studies, our findings are consistent
with those of Sharma, Norris, and Cheung (1991), and Ghartey (1993) (GDP Granger causes
exports). Table 11 and 12 report the estimated parameters of equations [1] and [2]. The
equations do not have a good fit for US data. Only four coefficients are significant in
equation [1] and two in equation [2].

VI.

Conclusion

In this paper we have investigated the causal relationship between exports and growth
in a bivatiate framework using time-series data on six countries. Hsiao's (1979, 1981) versio~
of the Granger causality test is used to fmd the direction of causation. Our study improves
upon previous work by evaluating the time series properties of GDP and exports and
supplementing Granger causality tests with a bivariate cointegration test and error-correction
model. Of the six countries studied, unit roots test results indicate that the first-difference
form of all the variables are stationary at the 5 percent significant level for all sample
countries. Co integration only exists in the case of South Korea, therefore error-correction
terms from the cointegrating regression are incorporated into the standard Granger regressions
to capture short-run dynamics. Our fmdings indicate that only the Philippines experienced
export-led growth. Reverse causality between exports and GDP was found to exist in South
Korea, Japan, and the U.S. As Sharma, Norris and Cheung (1991) point out, unidirectional
Granger causality from GDP to exports suggests that in these countries, domestic demand

conditions are likely to have a significant impact on economic growth, with exports playing a
reactive, rather than deterministic role. Bidirectional causality between GOP and exports was
found to exist in the Taiwan and United Kingdom. Clearly, our findings suggest that the
evidence in favor of export-promotion policy is weaker than previous statistical studies have
indicated.
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Table l:Time Series Properties of each Country's GDP and Exports
ADF Test
Levels

AIC(n)

First-Differences

AIC(n)

Japan:
GDP
- 2.0275
-538.88(4)
-4.3632*
-536.57(3)
Exports
-2.9884
-518.91(0)
-8.1873*
-505.34(0)
Philippine:
GDP
-1.2784
-191.16(1) -10.6983*
-186.31(0)
Exports
-1.2706
-181.81(0)
-5.7186*
-176.42(1)
South Korea:
GDP
-2.3696
- 360.59(8)
-2.9465**
-356.39(7)
Exports
-2.4195
-353.31(5)
-3.5357*
-349.14(4)
Taiwan:
GDP
-0.0952
-570.86(0)
-5.0606*
-568.89(1)
Exports
-2.1236
-430.92(4)
-5.2116*
-421.05(5)
United Kingdom:
GDP
-1.3785
-526.59(1)
-8.4665*
-516.11(0)
Exports
-2.4051
-506.83(1)
-6.2556*
-497.27(1)
United States:
GDP
-1.2235
-817.17(1)
-6.8184*
-808.39(0)
Exports
-1.4472
-566.20(0)
-4.1876*
-567.21(1)
Note 1:
* means significant at the 1 percent, 5 percent and 10. percent levels.
** means significant at the 5 percent and 10 percent levels.
*** means significant only at the 10 percent level.
Note 2:The augmented Dickey-Fuller (ADF) test is based on the following regression:

n

dYt =cx, 0 +<!>Yt - 1 +

L

111 idYt-i +£ t

i=l

where d is the first-difference operator and €t is a stationary random error. The summation runs
to n, where n is based on Akaike (1974) information criterion (AIC) to determine the optimal
specification of Equation above. All series are transformed to logarithms form.

Table 2'Cointegration Regressions of Each Country's GOP and Exports
Coefficients of
CONSTANT
GOP
Export

O-w

ADF(n)

Japan
-----0.951
GOP
2.194
0.994
0.109 -1. 563 (1)
0.112 -1. 736 (1)
Export
-1.102
0.958
0 . 951
Philippine
-----0.464
GOP
14.628
0.381
0.991 -2.648(1)
Export
-6.404
1.221
0.464
0.607 -2.339(1)
South Korea
-----GOP
15.757
0.901
0.958
1.348 -3.4844(7)**
Export
-16.419
1.064
0.958
1.289 -4.5872(7)*
Taiwan
-----0.583
0.935
GOP
10.416
0.103 -1.5034 (4)
1.765
0.935
Export
-15.282
0.107 -2.0228(4)
UK
-----0.979
0.971
GOP
1.856
0.294 -2.0855(1)
Export
-1.111
0.991
0.971
0.297 -2.2184(1)
USA
------0.431
0.761
GOP
18.567
0.058 -1.1717(1)
-26.991
1.765
0.761
Export
0.058 -2.0853(2)
Note 1:
* means significant at the 1 percent, 5 percent and 10 percent. levels.
** means significant at the 5 percent and 10 percent levels.
Note 2:In this table we do not report t-statistics, since the standard errors are misleading in cointegrating
equations [Engle and Granger (1987)).
Note 3: The errors from the cointegration equations are recovered to perform non-stationary tests based on
the following regression:

n

d€t=O€t-l +

L

Kid€t-l +11 t

i=l

where Et is the error from the cointegration equation, ~t is a stationary random error, and the null
hypothesis of non-stationary is rejected when q is significant negative. The summation runs to n, where n is
based on the Akaike (1974) information criterion (AIC) to determine the optimal specification of Equation
above. All series are transformed to logarithms form.

The FPE of fitting a one-dimensional autoregressive for nominal GNP and Export volume for each country
Table 3:Philippine

The order
of lags

FPE of
GDP • 10-<

FPE of
Export • 10-<

84.4851
110.2592
87.3219
109.2009
84.7955
115.9053
4
80.2743
125.0151
83.6119
127.0390
5
84.7649
111. 9312
6
7
95.9877
126.2683
96.8569
117.4324
8
96.6674
126.7982
9
108.0666"
82.3347
10
92 .4119
120.3172
11
68.6711"
134.8155
12
• indicates the minimum FPE.
1
2

3

Table 4:South Korea (With error-correction terms)

The order
of lags

FPE of
GDP • 10-'

FPE of
Export • 10-'

1
2
3
4
5
6
7
8
9
10
11
12
• indicates

377.1335
375.0378
144.6893
111.1982
112.8601
112.0346
85.1354
80.8135"
83.8682
87.0943
88.2909
81.4616
the minimum FPE.

174.0051
173.4340
174.6335
157.8504
126.6323
120.6443
114.5008
117.9790
113.3417
111. 3691"
115.6337
118.4401

Table 5:South Korea (Without Error-correction terms)

The order
of lags

FPE of
GDP • 10-'

FPE of
Export • 10-'

544.8672
1
2
552.7079
3
229.3360
4
139.5201
5
138.6417
6
134.5249
108.3030
7
97.8032
8
101.7742
9
104.8232
10
11
100.5166
95.4993"
12
)
• indicates the minimum FPE.

200.3413
205.6282
209.4327
158.7063
127.2783
123.7584
121.2354
121. 7130
115.2883
114.3535"
119.2203
124.2377

Table 6:Taiwan

The order
of lags

*

1
2
3
4
5
6
7
8
9
10
11
12
indicates

FPE of
GOP * 10· t

FPE of
Export * 10· t

15.1006
98.2491
14 -4602
94.1719
14.6941
95.9086
74.7393
13.7549
13.9123
70.4395
13.7181
62.6685
17.3243
66.7032
13.5120"
62.2046
63.6641
14.0465
14.4183
58.0883
14.9995
56.5181
56.2477"
14.8055
the minimum FPE.

Table 7:Japan

The order
of lags

*

1
2
3
4
5
6
7
8
9
10
11
12
indicates

GOP

FPE of
* 10· t

FPE of
Export * 10· t

23.5174
29.6837
24.2489
30.6131
21. 6019
30.7269
30.2278
18.1353
18.2507
28.0874
16.9630"
27.5609
18.0657
28.9504
27.4848"
17.9616
18.5462
28.5649
29.4555
18.8458
19.6447
30.2619
30.9260
19.6723
the minimum FPE.

Table 8:United kingdom

The order
of lags

*

1
2
3
4
5
6
7
8
9
10
11
12
indicates

FPE of
GOP * 10·'

FPE of
Export * 10· t

37.3769"
29.9564
30.8224
37.4505
30.1697
37.8375
38.2826
27.9610
37.8079
27.6326
38.1510
28.0110
40.5445
29.5975
40.5574
28.7192
27.5495"
41.6488
28.5021
41.4551
29.0342
40.8351
39.8932
29.2453
the minimum FPE.

Table 9:United States
The order
of lags

FPE of
GDP • 10-4

FPE of
Export • 10-4

16 . 1419
0 . 9223
14.7425
0 . 9300
14 . 8693
0.9357
15 . 0384
4
0 . 9068
15.2361
5
0.9285
15 . 5031
6
0 . 9643
7
1 . 0192
14.9669
13.2992
0.9219
8
13 . 4074
0.9469
9
11.8365
10
0.9749
11.6260·
1. 0145
11
0 . 8268·
12.0343
12
* indicates the minimum FPE .
Table . 10
The optimum lags of the manipulated variable and the FPE of the controled variable and Granger causality
results '
1
2
3

Controlled
variable A

Manipulated
Variable

The optimum lag of
manipulated variable

FPE

Granger causality results

Japan :
GDP(6)
Export (8)

Export
GOP

5
5

17.2049
26.8871

GOP Granger causes Exports

6
1

61. 2741
116.2149

Exports Granger causes GOP

Philippine:
GOP(12)
Export (10)

Export
GDP

South Korea :
1. Without Error- correction terms:
GOP(12)
Export (10)

Export
GOP

3
2

88.3149
106.1252

Feedback

1
2

81.7008
108 . 8746

GOP Granger causes Exports

12

12.4111
53.4088

Feedback

5

4
6

25.4106
34.7535

Feedback

1
11

0 . 8386
11 . 1171

2. With Error-correction terms:
Export
GOP

GOP(8)
Export (10)

Taiwan :
GOP(8)
Export (12)

Export
GOP

United Kingdom:
GOP(9)
Export (1)

Export
GOP

United States:
GOP(12)
Export (11)

Export
GOP

GOP Granger causes Exports

"The number 1n the bracket 1nd1cates the order of autogress1ve operator 1n t he controlled var1able .

Table 11:Estimated Parameters of Regression Equation (1) For Philippine, South Korea, Taiwan, Japan, United
Kingdom, and USA

Dependent
Variable :Y1t
Constant

Regression Coefficients
Philippine
South Korea
-0.000016
(-0.001075)
-0.084243
(-0.315727)
-0.616692
(-2.413222)*
-0.532429
(-1.897363)
0.047497
(0.155711)
-0.599271
(-2.300566)*
0.089258
(0.383809)
-0.108442
(-0.466964)
-0.272569
(-1.218389)
-0.188197
(-0.745066)
0.014013
(0.053941)
-0.014133
(-0.053966)
0.224119
(0.926931)
0.112232
(0.525065)
0.121871
(0.538301)
0.593284
(2.583387) *
0.172012
(0.625374)
0.330004
(1.555812)
0.329801
(1.539691)

0.023484
(0.886476)
-0.497078
(-3.702424)*
-0.324949
(-2.341125)*
-0.178287
(-1.283378)
0.272008
(2.130536) *
0.033148
(0.252684)
-0.008848
(-0.069099)
-0.068856
(-0.542118)
0.205811
(1.610371)
0.095579
(0.739259)
-0.015024
(-0.149292)
0.028856
(0.305058)
0.201928
(2.424067)*
0.055526
(0.477305)
0.311636
(2.627118) *
0.267246
(2.298032) *

73
Number of Observat~ons
29
R2
0.867
0.914
Adjusted R2
0.627
0.895
Notes: Number in parentheis denotes t-statistcis.
* means significant at the 5 percent level.

Taiwan

0.012588
(1. 337952)
0.196256
(1. 491912)
0.117837
(0.899632)
-0.032936
(-0.251667)
0.205224
(1. 565295)
-0.191519
(-1.422886)
0.078543
(0.570599)
-0.126528
(-0.992642)
0.341248
(2.678698)*

0.043156
(0.652786)
0.055284
(0.824118 )
0.049593
(0.855805)
-0.127332
(-2.228059)*
0.054875
(0.964045)
-0.150086
(-2.474859)*
0.070142
(1.125914)
-0.018139
(-0.319157)
-0.041069
(-0.759492)
-0.002016
(-0.036905)
-0.141229
(-2.729626)*
0.147390
(2.741639) *
77
0.505
0.329

Table 11
Dependent
Variable:Ya
Constant

Y2t - 1
Y2t - 2
Y2t - 1
Yu

-t

(Continued)
Regression Coefficients
Japan
United Kingdom
0.031209
(3.925642)*
0 . 152149
(1.402191)
0.177882
(1. 628637)
-0 . 104111)
(-1.053107)
-0 . 024812
(-0 . 276195)
-0 . 149434
(-1.660975)
- 0.117945
(-1. 285498)

0.007006
(0.805723)
0.010330
(0.076029)
-0.356559
(-2.596081)*
-0 . 193285
(-1 . 385665)
0 . 092786
(0.692406)
0.002945
(0.024601)
0.108962
(0.944566)
-0.003169
(-0.026659)
0.108962
(1 . 594746)
-0.276902
(-2.390140)*

0 . 2442047
(2.118865) *
0.334310
(2.694005)*
0.233569
(1. 792815)
0.204952
(1. 750736)
82
0.352
0.227

Number of Observations
83
R2
0 . 135
Adjusted R2
0.067
Notes: Number in parentheis denotes t-statistcis.
* means significant at the 5 percent level.

USA

0.006189
(3.108617)*
0.322106
(2.915165)*
0.092815
(0.794772)
0.011286
{0.096811}
-0.157187
(-1.350757)
0.005983
(0 . 054681)
0.039069
(0.355778)
-0.006445
(-0.058273)
-0.378090
(-3.433556)*
0.110268
(0.990798) .
0.119576
(1. 093556)
0.100799
(0.933894)
-0.343699
(-3.259578)*

77

0 . 363
0.244

Table 12: Estimated Parameters of Regression Equation (2) for Japan, Philippine, South Korea, Taiwan, United
Kingdom, and USA

Dependent
variable: Y,t
Constant
Y1 "
Yu

Regression Coefficients
Philippine
South Korea
Taiwan
0.040794
(2.013227) *

0.046525
(2.244265)*
-0.255585
(-2.924178)*
-0.136172
(-1.555068)

0.042204
(2.157521) *
0.162507
(0.604169)
0.359200
(1. 356634)
0.010915
(0.040893)
0.561936
(2.114656) *
-0.452512
(-1.633662)

-0.206329
(-1.027821)
-0.277999
(-1.407142)
-0.005817
(-0.030508)
0.180167
(0.941107)

-0.057957
(-0.451618)
o .193l38
(1.484433)
0.023516
(0.203808)
0.213570
(1. 895650)
-0.170212
(-1.528578)
-0.167017
(-1.530998)
-0.091141
(-0.824938)
0.119949
(1. 055485)
0.043513
(0.378402)
0.04576l
(0.520029)

-0.116718
(-0.877296)
-0.125196
(-0.950112)
-0.016233
(-0.135017)
0.061988
(0.518077)

1

.,

Yl t - 3
YU

-4

Yl t - S
Y,t - 1
Yn

-1

Yn

-1

Yl t -<
Yn

-5

Yn

-,

Yn

.,

Yn -.
Y,t-,
Yl t - 10

-0.270223
(-1.526325)
-0.001563
(-0.008493)
-0.035513
(-0.192166)
-0.314354
(-1. 755501)
-0.139507
(-0.750048)
-0.358241
(-1.905237)

Yl t - u
Yl t - U

31
75
Number of Observations
0.376
0.601
R'
0.063
0.524
Adjusted R'
Notes:Number in parenthesis denotes t-statistics.
* means significant at the 5 percent level.

-0.235829
(-1. 987278) *
-0.378005
(-3.265309)*
-0.044030
(-0.362582)
0.255094
(2.369490)*
0.006765
(0.061635)
0.921173
(0.844231)
-0.185696
(-1. 769341)
0.074167
(0.695137)
77
0.627
0.521

Table 12

Dependent
Variable : Y,.
Constant

(Continued)

Japan

Regression Coefficients
United Kingdom
USA

0.026751
0.021327
(2.484505)*
(2 . 321397) *
0.090049
-0.346739
(0.614319)
(-2.176695)*
0 . 011097
-0 . 202820
(0 . 065796)
(-1.507864)
0.274224
-0.045527
(1. 633285)
(-0 . 368298)
0.066072
0.199369
(0.391634)
(1. 637576)
-0.373769
-0.332526
(-2.380315)
(-2.625858)*
0.379523
(2.923478)*

0.318440
(2.437445)*
0.239032
(1. 795834)
-0.223923
(-1.695628)
-0.238311
(-1.804093)
0.311113
(2.597811) *
-0.0993116
(-0.9864153)
-0.0759554
(-0.7549908)
0 . 1466878
(1. 5753294)

-0.242488
(-1.994151)*

Number of Observations
81
85
R2
0.244
0.254
Adjusted R2
0 . 097
0.186
Notes:Number in parenthesis denotes t-statistics.
* means significant at the 5 percent level.

-0.009018
(-1.024752)
0.768585
(1. 742931)
0.015986
(0.034179)
0.348673
(0.756249)
0.009219
(0.020102)
0.380426
(0.894814 )
- 0.081437
(-0.187573)
-0.708396
(-1.604529)
0.026507
(0.058649)
0.156683
(0.371803)
0.945089
(2.254147) *
0.817433
(1. 863929)
0.072294
(0.163535)
-0.001505
(-0.010769)
0.084949
(0.658678)
0.275445
(2.333609) *
0.236403
(1. 918586)
-0.050041
(-0.392766)
0.011736
(0.105792)
0.019566
(0.171796)
-0.101079
(-0.890845)
-0.175176
(-1.549643)
-0.107865
(-0.973970)
0.078438
(0.710014)
77

0.489
0.267

Table 13:Estimated Parameters of Regression Equation (8) and (9) For South Korea -- Error-Correction Models:

dY1t=e~1 (L) dYlt+e~2 (L) dY2t+aECTlt-1 +a+u1t
dY2t=e~1 (L) dYlt+e~2 (L) dY2t+PECT2t-l +b+V2t

Dependent
Variable: Yl t I Y2t
Constant

Y1t -.

Y l t -,

Regression Coefficients
Equation (8)
Equation (9)
0.050192
(2.444735)*
-0.353682
(-3.329552)*
-0.221054
(-1.533689)
-0.237441
(-2.032741)*
0.291911
(2.504266)*
0.048087
(0.409146)
-0.041468
(-0.433528)
-0.087883
(-0.972492)
0.167819
(2.148857)

0.043807
(1.965249)*
-0.288985
(-2.218707)*
-0.151805
(-1.533689)

-0.018327
(-0.106379)
0.225869
(1.400191)
0.040667
(0.322155)
0.228689
(1. 882114)
-0.154473
(-1.277381)
-0.153618
(-1.319453)
-0.088361
(-0.792047)
0.124622
(1. 081382)
0.047719
(0.409799)
0.048857
(0.548500)
-0.280390
(-4.031469)*

ECTu

-0.044885
(-0.347923)
Number of Observations 77
75
R2
O. 913
0 . 602
R2
0.901
0.517
Notes:Number in parenthesis denotes t-statistics.
* means significant at the 5 percent level.
_1

