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Abstract
In this article we prove existence of positive radially symmetric solutions for the nonlinear
elliptic equation
Mþl;LðD2uÞ  gu þ f ðuÞ ¼ 0 in BR;
u ¼ 0 on @BR;
whereMþl;L denotes the Pucci’s extremal operator with parameters 0olpL and BR is the ball
of radius R in RN ; NX3: The result applies to a wide class of nonlinear functions f ; including
the important model cases: (i) g ¼ 1 and f ðsÞ ¼ sp; 1opopþ : (ii) g ¼ 0; f ðsÞ ¼ as þ sp;
1opopþ and 0paomþ1 : Here pþ is critical exponent forMþl;L and mþ1 is the ﬁrst eigenvalue of
Mþl;L in BR: Analogous results are obtained for the operator M

l;L:
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1. Introduction
The theory of viscosity solutions provides a very general and ﬂexible theory for the
study of a large class of partial differential equations. While originally developed to
understand ﬁrst-order equations, it was successfully extended to cover fully
nonlinear second-order elliptic and parabolic equations. Very general existence
results are combined with regularity theory to obtain a complete theory. We refer to
[2,4] for the basic elements of the theory.
These remarkable general existence results require some structural hypotheses on
the fully nonlinear operator, deeply linked to the Perron’s method of super and sub-
solutions. Essentially the operator has to satisfy proper maximum and comparison
principles.
When those structural hypotheses are not satisﬁed not much is known about
existence theory for fully nonlinear operators. In great contrast, for equations with
divergence form operators, a vast number of results are known through various
different methods including the variational approach and the topological method via
degree theory.
In this article we consider the existence of positive solutions to a ‘semi-linear’
equation involving the Pucci’s extremal operators, in which the maximum principle
nor the comparison principle hold. Even though these problems have application in
areas like ﬁnancial mathematics [1], our interest is on the theory of equations.
The Pucci’s extremal operators are perturbations of the usual Laplacian, sharing
with it many properties like homogeneity, positivity and comparison properties.
However they are not in divergence form, thus deviating in a fundamental manner
away from the Laplacian. The Pucci’s extremal operators represent an important
prototype of fully nonlinear operators, sitting at the center of the theory of
regularity.
Our approach to study the existence problem is based on degree theory for
compact operators in positive cones. This approach has been successfully applied by
many authors to a variety of problems. Of special interest to us is the work of de
Figueiredo et al. [8], on which we base our arguments. This approach requires a
priori bounds for the solutions, which are obtained via blow up techniques as in the
fundamental paper of Gidas and Spruck [9]. The success of this approach rests on
Liouville type theorems.
In a recent article [7], the authors studied a Liouville type theorem for the Pucci’s
operators in the radially symmetric case. We proved the existence of a critical
exponent that separates the existence and nonexistence range for power nonlinea-
rities.
We describe our results in a more precise manner next. Let us ﬁrst recall the
deﬁnition of the Pucci’s extremal operators. Given two parameter 0olpL; the
matrix operatorsMþl;L andM

l;L are deﬁned as follows: if M is a symmetric N  N
matrix
Mþl;LðMÞ ¼ L
X
ei40
ei þ l
X
eio0
ei
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and
Ml;LðMÞ ¼ l
X
ei40
ei þ L
X
eio0
ei;
where ei ¼ eiðMÞ; i ¼ 1;y; N; are the eigenvalues of M: The Pucci’s operators are
obtained applyingMþl;L orM

l;L to the Hessian D
2u of the scalar function u: These
two operators have many properties in common, but they are not equivalent.
For more details and equivalent deﬁnitions see the monograph of Caffarelli and
Cabre´ [2].
We consider the equation
M7l;LðD2uÞ þ up ¼ 0 in RN ; ð1:1Þ
where p41: For notational simplicity, here and in the rest of the paper, we denote by
M7l;L both operatorsM
þ
l;L andM

l;L; in such a way that (1.1) represents actually the
two corresponding equations. In [7], see also [6], we proved
Theorem 1.1. Let NX3: Then there exist numbers pþ41 and p

41 such that: if
1opopþ (1opop ) then (1.1) does not have a radially symmetric C2 solution.
The numbers pþ and p

 are called critical exponents for the operators M
þ
l;L and
Ml;L; respectively. When the parameters l and L are equal then p
þ
 ¼ p ¼ pN ¼
ðN þ 2Þ=ðN  2Þ; the usual Sobolev critical exponent, see [3,13]. For other Liouville
type theorems we refer the reader to the article by Cutri and Leoni [5]. Notice that in
the case loL; we have pþ4pN and popN :
Besides the Liouville type theorem for positive radial solutions we proved in [7],
we also obtained an existence result for positive radially symmetric solutions in a
ball, when 1opop7 : Thus it is natural then to ask for the existence of positive
solutions for more general nonlinearities.
It is the main purpose of this article to prove existence theorems for positive
radially symmetric solutions for the equation
M7l;LðD2uÞ  gu þ f ðuÞ ¼ 0 in BR;
u ¼ 0 on @BR;
ð1:2Þ
where BR is the ball of radius R in R
N and f is an appropriate nonlinearity. As for
Eq. (1.1), Eq. (1.2) represents the two equations corresponding to Mþl;L and M

l;L:
We observe that when l ¼ L ¼ 1 thenM7l;L simply reduce to the Laplace operator,
so (1.2) becomes
Du  gu þ f ðuÞ ¼ 0 in BR;
u ¼ 0 on @BR:
ð1:3Þ
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This equation has been studied by many authors, not only in a ball, but on general
domains. We refer the reader to the review paper by Lions [10] and the references
therein.
Continuing with the description of our results, let us introduce the precise
assumptions on our nonlinearity f :
(f 0) fACð½0;þNÞÞ and is locally Lipschitz.
(f 1) f ðsÞX0 and there is 1opop7 and a constant C40 such that
lim
s-þN
f ðsÞ
sp
¼ C:
(f 2) There is a constant cX0 such that c  gom71 and
lim
s-0
f ðsÞ
s
¼ c;
where mþ1 (m

1 ) is the ﬁrst eigenvalue forM
þ
l;L (M

l;L) in BR: See Theorem 3.1 in
Section 3.
The ﬁrst model problem is g ¼ 1 and f ðsÞ ¼ sp; 1opop7 : The second model
problem is g ¼ 0 and f ðsÞ ¼ as þ sp; 1opop7 and 0paom71 :
Now we are in a position to state our main theorem
Theorem 1.2. Assume NX3 and f satisfies the hypotheses (f0), (f1) and (f2). Then
there exist a positive radially symmetric C2 solution of (1.2).
In case of the ﬁrst model problem, we can extend Theorem 1.2 for positive
solutions in RN : Precisely we have
Theorem 1.3. Assume NX3 and 1opop7 : Then there is a positive radially symmetric
C2 solution of the equation
M7l;LðD2uÞ  u þ up ¼ 0 in RN : ð1:4Þ
In order to prove or main theorem we use degree theory on positive cones
as presented in [8]. A priori bounds for solutions are obtained by blow up
method introduced by Gidas and Spruck [7] in combination with the Liouville type
Theorem 1.1.
In order to set up our abstract scheme of proof, we have to study existence and
regularity of solutions for the equation
M7l;LðD2uÞ  gu ¼ gðrÞ in BR;
u ¼ 0 on @BR
ð1:5Þ
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for a given continuous g: Even though this result may be deduced from the general
theory of viscosity solutions, we prefer to give a direct proof. Our aim is that all our
results are self-contained.
The plan of the paper is the following. In Section 2, we study existence and
regularity for Eq. (1.5). In Section 3, we consider the eigenvalue problem for the
Pucci’s operator, basing our arguments in the Krein–Rutman theorem that is proved
by Rabinowitz [14]. With this result we can obtain a more complete existence
theorem for Eq. (1.2). In Section 4, we describe the abstract setting in [8] and we
prove the necessary a priori bounds that allow to use the abstract theory. We prove
here Theorems 1.2 and 1.3.
2. Basic existence theorem
In this section, we study a basic existence theorem upon which we base our
arguments to construct a solution to (1.2).
Theorem 2.1. Let g: ½0; R	-R be a continuous, nonpositive function and gX0: Then
there exists a unique C2 positive radial solution to (1.5).
The proof of this theorem is based on the existence theorem for the initial value
problem together with some comparison arguments. Particular attention has to be
taken to the regularity of the solution.
Remark 2.1. There is no lose of generality by assuming that gX0 since, when go0
we can consider the term gu as part of the function f ðuÞ:
In the case of a radially symmetric function, the Pucci’s operators have a simple
expression. First we note that when uðxÞ ¼ jðjxjÞ is a C2 radially symmetric function
then we have
D2uðxÞ ¼ j
0ðjxjÞ
jxj I þ
j00ðjxjÞ
jxj2 
j0ðjxjÞ
jxj3
" #
X ;
where I is the N  N identity matrix and X is the matrix whose entries are xixj: Then
the eigenvalues of D2u are j00ðjxjÞ; which is simple, and j0ðjxjÞ=jxj; which has
multiplicity N  1:
In view of this we can give more explicit deﬁnition of the Pucci’s operators. In the
case of Mþl;L we deﬁne the functions
MðsÞ ¼ s=L; s40;
s=l sp0

and mðsÞ ¼ Ls; s40;
ls; sp0

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then we see that u satisﬁes (1.5) if and only if u satisﬁes
v00 ¼ M ðN  1Þ
r
mðv0Þ þ gv þ gðrÞ
 
; ð2:1Þ
v0ð0Þ ¼ 0; vðRÞ ¼ 0: ð2:2Þ
In the case of Ml;L we have a similar situation, just interchanging the roles of l
and L:
The main step in the proof of Theorem 2.1 is the following
Proposition 2.1. Assume g is a continuous function. Then there exists a C2 solution to
the initial value problem
v00 ¼ M ðN  1Þ
r
mðv0Þ þ gv þ gðrÞ
 
; rA½0; R	; ð2:3Þ
vð0Þ ¼ d; v0ð0Þ ¼ 0: ð2:4Þ
For the proof of this proposition we need a series of lemmas. The ﬁrst lemma is a
regularity result. We observe that the only difﬁculty with the regularity of the
solution to (2.3) and (2.4) may appear at the origin. We have
Lemma 2.1. Assume gX0: If vAC1 is a solution of (2.3) and (2.4) and g is continuous,
then vAC2:
Proof. Without lose of generality we can assume that g ¼ 0 by considering the term
gv as part of the right-hand side. We do the proof just for the operator Mþl;L; the
other is analogous.
The solution v is clearly C2 in ð0; R	; so we only need to worry about r ¼ 0: Since
v0ð0Þ ¼ 0; it is sufﬁcient to prove that v0ðrÞ=r converges as r-0: We split the proof in
three cases: (i) gð0Þo0; (ii) gð0Þ40 and (iii) gð0Þ ¼ 0:
(i) If gð0Þo0; then gðrÞo0 in ½0; d	; for some d40: Consequently, v satisﬁes
fv0r N1g0 ¼ gðrÞ
l
r N1; rAð0; d	:
If we integrate from 0 to rod we have
v0ðrÞ
r
¼
R r
0 gðsÞsN1 ds
lrN
;
and then
lim
r-0
v0ðrÞ
r
¼ gð0Þ
Nl
:
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(ii) If gð0Þ40; with the same argument as in (i) we prove that
lim
r-0
v0ðrÞ
r
¼ gð0Þ
N˜L
;
where N˜ ¼ lðN  1Þ=Lþ 1:
(iii) If gð0Þ ¼ 0: We can rewrite Eq. (2.1) in terms of two v-dependent positive
bounded functions Z and s as
v00ðrÞ ¼ ðN  1ÞZðrÞ v
0ðrÞ
r
þ sðrÞgðrÞ: ð2:5Þ
Integrating from 0 to r we get
v0ðrÞ
r
¼ ðN  1Þ
r
Z r
0
ZðsÞ v
0ðsÞ
s
ds þ 1
r
Z r
0
sðsÞgðsÞ ds: ð2:6Þ
On the other hand, using that gð0Þ ¼ 0 we have that
1
r
Z r
0
sðsÞgðsÞ ds-0 as r-0: ð2:7Þ
We claim that v0ðrÞ=r-0 as r-0: Suppose ﬁrst that limr-0 sup v0ðrÞ=r40: From
(2.6) and (2.7) we see that it is not possible that v0ðrÞ40 for r small. Suppose then
that v0ðrÞ changes sign for r small. Then there is a sequence frng such that rn-0 and
for some %e40
lim sup
n-N
v0ðrnÞ
rn
¼ %e:
There exists a second sequence f%rng with %rnorn such that v0ð%rnÞ ¼ 0 and v0ðrÞ40
for rAð%rn; rnÞ: Then we have
v0ð%rnÞ
%rn
¼ 0 ¼ ðN  1Þ
%rn
Z %rn
0
ZðsÞv0ðsÞ ds þ 1
%rn
Z %rn
0
sðsÞgðsÞ ds: ð2:8Þ
From here, using (2.7), we ﬁnd that for n large
ðN  1Þ
%rn
Z %rn
0
ZðsÞ v
0ðsÞ
s
ds
				
				o%e8
and hence
ðN  1Þ
rn
Z %rn
0
ZðsÞ v
0ðsÞ
s
ds
				
				o%e8:
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On the other hand, from (2.6) and using again (2.7), for n large we have
%e
2
ov
0ðrnÞ
rn
¼ðN  1Þ
rn
Z %rn
0
ZðsÞ v
0ðsÞ
s
ds  ðN  1Þ
rn
Z %rn
rn
ZðsÞ v
0ðsÞ
s
ds
þ 1
rn
Z rn
0
sðsÞgðsÞ ds
o %e
4
 ðN  1Þ
rn
Z
%rn
ZðsÞ v
0ðsÞ
s
dso%e
4
;
providing a contradiction. A slight modiﬁcation allows to handle the case %e ¼N:
With this we conclude the proof since the case limr-0 inf v
0ðrÞ=ro0 is similar. &
The next lemma is a compactness result.
Lemma 2.2. Assume fgng is a uniformly bounded sequence of continuous functions. If
un is a solution of (2.3) and (2.4) with gn as a right-hand side then there exists C40
such that
u0nðrÞ
r
				
				pC and ju00nðrÞjoC; for all rA½0; R	:
Proof. We ﬁrst claim that if funðrnÞg is bounded, with rnA½0; R	; then fu0nðrnÞ=rng
and fu00ðrnÞg are bounded. Suppose ﬁrst that
lim
n-þN
u0nðrnÞ
rn
¼ N:
From (2.3) and (2.4) and since gn is uniformly bounded, we have that u
00
nðrnÞ-þN
as n-þN:
If u00nðrÞ40 for all rAð0; rn	; then u0nðrnÞ40; which is impossible. Thus, for all n
there exists %rnAð0; rnÞ such that u00ð%rnÞ ¼ 0 and u00nðrÞ40 for all rAð%rn; rnÞ: Hence
u0ð%rnÞou0ðrnÞ; which implies that
lim
n-þN
u0ð%rnÞ
%rn
¼ N and u00ð%rnÞ ¼ 0:
This is in contradiction with (2.3). Suppose next that
lim
n-þN
u0nðrnÞ
rn
¼ þN;
then with a similar argument we also get a contradiction. Thus, we have that
fu0nðrnÞ=rng is bounded. Then in view of (2.3) we also see that fu00nðrnÞg; proving the
claim.
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Suppose now that there exists frngC½0; R	 such that
lim
n-þN unðrnÞ ¼ þN:
Deﬁne vnðrÞ ¼ unðrÞ=jjunjjN: Then jjvnjjN ¼ 1 and vn satisﬁes (2.3) with the right-
hand side gn=jjunjjN: Using the claim we just proved we conclude that for a positive
constant C
v0nðrÞ
r
				
				oC; jv00nðrÞjoC; for all rA½0; R	:
Then, by Arzela–Ascoli theorem, vn-v uniformly in C
1ð½0; R	Þ; up to a sub-
sequence. Using Lemma 2.1, we conclude that v is a C2 solution of (2.3) and (2.4)
with d ¼ 0 and g  0: This implies that v  0; contradicting jjvjjN ¼ 1: Thus, fung is
uniformly bounded.
The application of the claim concludes the proof. &
Now we are ready to complete the
Proof of Proposition 2.1. We do the proof just for the operator Mþl;L: Suppose ﬁrst
that gd þ gð0Þo0: Consider the initial value problem
fu0rN1g0 ¼ ðgðrÞ þ guÞr
N1
l
; uð0Þ ¼ d; u0ð0Þ ¼ 0: ð2:9Þ
Using an argument of Ni and Nussbaum [11], we can ﬁnd a C2 solution of (2.9).
Then, for some d40; u satisﬁes
u00 ¼ M N  1
r
mðu0Þ þ gðrÞ þ gu
 
; rAð0; d	:
Next we consider (2.3) with initial value uðdÞ and u0ðdÞ at r ¼ d: From standard
theory of ordinary differential equation we ﬁnd a C2 solution of this problem for
rA½d; R	: Thus (2.3) and (2.4) has a C2 solution in ½0; R	: The case gd þ gð0Þ40 is
similar.
Now we consider the case gd þ gð0Þ ¼ 0: First we use the arguments given above
to ﬁnd a C2 solution un of (2.3) and (2.4) with the right side gnðrÞ ¼ gðrÞ  1=n: Using
Lemma 2.1 we ﬁnd that un-u in C
1ð½0; R	Þ up to a sub-sequence and, from Lemma
2.2, we conclude that u is a C2 solution to (2.3) and (2.4). &
Remark 2.2. At this point we cannot guarantee the uniqueness of the solution to
(2.3) and (2.4).
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In the arguments to follow we need the maximum principle and comparison
results for the Pucci’s operators. We prove them now in the case of C2 solutions,
since we only need this regular case.
Before continuing let us recall some basic properties of the matrix operatorsM7l;L:
See Lemma 2.10 in [2] for the proof.
Lemma 2.3. Let M and N be two symmetric matrices then:
(i) Mþl;LðMÞ þMl;LðNÞpMþl;LðM þ NÞpMþl;LðMÞ þMl;LðNÞ;
(ii) Ml;LðMÞ þMl;LðNÞpMl;LðM þ NÞpMl;LðMÞ þMþl;LðNÞ:
Now the maximum and comparison principles
Proposition 2.2. Let O be a bounded domain in RN :
(1) If u is continuous in %O and u is a C2 solution of M7l;LðD2uÞp0 in O; with uX0 on
@O; then uX0 in O:
(2) Let u; v be continuous functions in %O: If u; v are C2 in O and
M7l;LðD2uÞ  gupgðxÞ; and M7l;LðD2vÞ  gvXgðxÞ
in O; with uXv on @O: Then uXv in O:
Proof. (1) Let us consider the function ve ¼ u þ je; where jeðxÞ ¼ eðd2  jxj2Þ;
with d such that veX0 on @O: Since D2ve ¼ D2u  2eIN ; Lemma 2.3 implies
that
M7l;LðD2veðxÞÞo0; for xAO:
But then ve cannot have a minimum. Thus we conclude that veX0 in O; for all e40:
Hence uX0 in O:
(2) Consider we ¼ u þ je  v: Then, using Lemma 2.3, we ﬁnd that
M7l;LðD2weÞ  gweo0:
Then we cannot have a negative minimum. &
Proof of Theorem 2.1. We ﬁrst prove uniqueness of the initial value problem (2.3)
and (2.4). Assume that there are two different solutions u1 and u2; both satisfying
u1ð0Þ ¼ u2ð0Þ ¼ d: Then u1ðRÞau2ðRÞ; because the contrary and Proposition 2.2
would imply that u1 ¼ u2: If u1ðRÞ4u2ðRÞ then we deﬁne u1eðrÞ ¼ u1ðrÞ  e: We see
that u1e is a sub-solution and if e is small we have u1eðRÞ4u2ðRÞ: But then, by
Proposition 2.2 we get that d  eu1eð0ÞXu2ð0Þ ¼ d; which is impossible. We conclude
that (2.3) and (2.4) has a unique solution.
ARTICLE IN PRESS
P.L. Felmer, A. Quaas / J. Differential Equations 199 (2004) 376–393 385
Next we ﬁnd appropriate super and sub-solutions to (1.5). Clearly
%
u  0 is a sub-
solution. For the super-solution we consider %uðrÞ ¼ a2 ðr2  R2Þ; with ao0:
We have
%u0ðrÞ ¼ ar and %u00ðrÞ ¼ a:
Thus, %u is a super-solution to (1.5) if a is such that
laþ lðN  1Þa g a
2
ðr2  R2Þ

 
pgðrÞ:
Let u1 and u2 be the solutions to (2.3) and (2.4) with u1ð0Þ ¼ %uð0Þ þ e and u2 ¼ e;
with e40: Then by Proposition 2.2 we have u1ðRÞ40 and u2ðRÞo0:
To complete the existence part, we only need to prove that the function d-uðd; RÞ
is continuous in d; where uðd; RÞ is the solution to (2.3) and (2.4). But this follows in
a standard way using the uniqueness of solutions of the initial value problem.
Finally, the uniqueness part follows from Proposition 2.2. &
Remark 2.3. In the case of a general gðrÞACð½0; R	Þ; one can also ﬁnd sub-solution
and super-solutions and then the same proof holds.
3. Eigenvalue problem for Mþk;K and M

k;K
In this section, we study the eigenvalue problem for the Pucci’s operators. In the
Introduction we described our hypothesis (f2) on the nonlinearity f in terms of the
ﬁrst eigenfunction of the operator. Here we prove that such an eigenvalue is positive
and the ﬁrst eigenfunction is positive also. This eigenvalue problem is studied in the
context of radially symmetric functions, but one should also have a similar result in
general domains. We will prove the following theorem.
Theorem 3.1. The eigenvalue problem
M7l;LðD2uÞ ¼ mu in BR
u40 in BR; u ¼ 0 on @BR;
ð3:1Þ
has a solution ðm71 ; u71 Þ; with m71 and u71 positive. Moreover, all positive solutions to
(3.1) are of the form ðm71 ; au71 Þ; with a40:
Here Eq. (3.1) represents the two eigenvalue problems, for Mþl;L and M

l;L:
The eigenpairs ðmþ1 ; uþ1 Þ and ðm1 ; u1 Þ correspond to the operators Mþl;L and
Ml;L; respectively. For the proof of this theorem we rely on ideas from Rabinowitz
[14]. The starting point is the Krein–Rutman theorem, which can be proved
using a general result on existence of a one parameter family of ﬁxed points,
see [14].
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Theorem 3.2. Let ðE; jj  jjÞ be a Banach space and K be a closed cone in E with vertex
at 0. Let T : Rþ  K-K be a compact operator such that Tð0; uÞ ¼ 0 for all uAE;
then there exists an unbounded connected component C of Rþ  K of solutions of
u ¼ Tðm; uÞ and starting from ð0; 0Þ:
Remark 3.1. Here we denote by Rþ the interval ½0;þNÞ:
Let us consider the cone of nonnegative continuous functions
C# ¼ fwAC½0; R	=wðRÞX0; wðRÞ ¼ 0g
and deﬁne L7:C#-C# as the inverse of M7l;L: The operator L7 is well deﬁned
after Theorem 2.1 and it is compact by Lemma 2.2. In the next three lemmas we
describe the main properties of the operator L7:
Lemma 3.1. The operator L7 is monotone, that is if g1; g2AC# such that g1pg2 then
L7ðg1ÞpL7ðg2Þ:
Proof. Direct from Proposition 2.2. &
Lemma 3.2. Let g1; g2AC#; then
(a) Lðg1 þ g2ÞXLðg1Þ þLðg2Þ
(b) Lþðg1 þ g2ÞpLþðg1Þ þLþðg2Þ:
Proof. Let ui ¼LðgiÞ; i ¼ 1; 2: Then, using Lemma 2.3, we obtain
Ml;LðD2u1 þ D2u2ÞpMl;LðD2u1Þ Ml;LðD2u2Þ ¼ g1 þ g2;
from where the inequality follows taking L on both sides. The case Lþ is
analogous. &
Lemma 3.3. Let gAC# and u ¼L7ðgÞ: If ga0 then uðrÞ40 for all rAð0; RÞ:
Moreover u0ðRÞo0:
Proof. Since gðrÞa0; there exists rAð0; RÞ such that uðrÞ40: Suppose by
contradiction that there exists a %rAð0; RÞ such that uð%rÞ ¼ 0: Assume, without lose
of generality, that %ror and uðrÞ40 if rAð%r; rÞ: Consider the comparison function
veðrÞ ¼ eðeaðrrÞ
2  eaðr%rÞ2Þ:
We have that for a large M7l;LðD2veÞp0 in the annulus A ¼ fr=%roror˜g;
where r˜ ¼ %r þ ðr  %rÞ=2: Choose now e such that veðr˜Þouðr˜Þ: Then, using
Proposition 2.2 we get veðrÞpuðrÞ for all rAð%r; r˜Þ: Since v0eð%rÞa0 we get the
contradiction since u0ð%rÞ ¼ 0:
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With a similar argument we get u0ðRÞo0: &
Now we are in a position to prove the existence of eigenvalues.
Proof of Theorem 3.1. . Take u0AC#\f0g; we claim that there exists M40 such that
ML7u0Xu0: Suppose that L7u0  u0=MeC# for all M40: Taking the limit as
M-þN we have L7u0eIntðC#Þ; getting a contradiction with Lemma 3.3.
Deﬁne now Te: R
þ  C#-C# as Teðm; uÞ ¼ mL7ðuÞ þ meL7ðu0Þ; for
e40: From Theorem 3.2, there exists a connected component Ce of solution to
Teðm; uÞ ¼ u:
We show next that CeC½0; M	  C#: In fact, let ðm; uÞACe; then
u ¼ mL7u þ meL7u0;
hence uXmeL7u0X
m
M
eu0: If we apply L7 we get
L7uX
m
M
eL7u0X
m
M2
eu0:
But uXmL7u; then uX m
M
 2eu0: By recurrence we get
uX
m
M

 n
eu0 for all nX2:
This implies that mpM and thus CeC½0; M	  C#:
Now we conclude. Since Ce is unbounded there exists me and ue so that ðme; ueÞACe
and jjuejjN ¼ 1: Then, by the compactness of L7 we ﬁnd m1A½0; M	 and u1 with
jju1jjN ¼ 1 such that u1 ¼ m1L7u1: From here we also deduce that m140:
To complete the proof of Theorem 3.1 we need the following lemma, whose proof
is simple and can be seen in [14].
Lemma 3.4. Let K be a closed cone with nonempty interior and y0AintðKÞ: Then for all
yeK there exists a unique number dy0ðyÞ such that:
(i) if mA½0; dy0ðyÞ	 then y0 þ myAK ;
(ii) if mXdy0ðyÞ then y0 þ myeK :
Moreover, if y0 þ myAintðKÞ then mody0ðyÞ:
Continuing with the proof of Theorem 3.1, let us consider uAC#; ua0 and m40
such that u ¼ mL7u: Here we split the proof.
Case L: Deﬁne g1 ¼ du1ðuÞ and g2 ¼ duðu1Þ as given by the previous lemma,
with K ¼ C#: Using Lemma 3.2(a) we have that
Lðu1  g1uÞpLðu1Þ  g1LðuÞ ¼
1
m1
u1  g1
m1
m
u
 
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and similarly
Lðu  g2u1Þp
1
m
u  g2
m
m1
u1
 
:
If u  g2u1a0; then Lðu  g2u1ÞAintðC#Þ; so m=m1o1 . Since Lðu1  g1uÞAC#;
then m1=mp1 which is a contradiction. Thus u ¼ g2u1:
Case Lþ: Using the previous lemma with K ¼ C# we deﬁne g1 ¼ du1ðuÞ; g2 ¼
duðu1Þ: From Lemma 3.2(b) we have then
Lþðg1u  u1ÞX
1
m1
g1
m1
m
u  u1
 
; Lþðg2u1  uÞX
1
m
g2
m
m1
u1  u
 
:
If u þ g2u1a0; then Lþðu þ g2u1ÞAintðC#Þ so m=m1o1: Since Lþðu1 þ
g2uÞAC#; then m1=mp1 which is a contradiction. Thus u ¼ g2u1: &
4. A priori bounds and proof of Theorem 1.2
Our existence theorem will be proved by using the approach of de Figueiredo et al.
[8]. It consists in using degree theory for compact operators in cones. This abstract
tool is combined with an appropriate a priori bounds and computation of degree.
We start recalling the abstract setting in [8]. Let K be a closed cone with nonempty
interior in the Banach space ðE; jj  jjÞ: Let F: K-K and F : E  ½0;NÞ-K be
compact operators such that Fð0Þ ¼ 0 and Fðx; 0Þ ¼ FðxÞ for all xAE: Then the
following theorem is proved in [12]. See also [8, Proposition 2.1 and Remark 2.1].
Theorem 4.1. Assume there exist numbers 0oR1oR2 and T40 such that:
(i) xabFðxÞ for all 0pbp1 and jjxjj ¼ R1;
(ii) Fðx; tÞax for all jjxjj ¼ R2; tA½0;þNÞ and
(iii) Fðx; tÞ ¼ x has no solution xA %BR2 for t ¼ T :
Then F has a fixed point in U where U ¼ fxAK=R1ojjxjjoR2g:
We note that solving (1.2) is equivalent to ﬁnd a ﬁxed point of F: C#-C#
deﬁned as
FðuÞðrÞ ¼def Lð f ðuðrÞÞÞ; rA½0; R	;
where L is the inverse of M7l;LðD2Þ þ g  : As we mentioned in Section 2 we only
need to consider the case gX0:
By Theorem 2.1 and Lemma 2.2 L is well deﬁned and compact. We deﬁne next
the operator F as Fðu; tÞðrÞ ¼Lð f ðuðrÞ þ tÞÞ:
We complete the proof of Theorem 1.2 by proving conditions (i)–(iii) in Theorem
4.1. First a priori bounds
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Proposition 4.1. Let u be a radial C2 solution of the equation
 M7l;LðD2uÞ þ gu ¼ f ðu þ tÞ in BR;
u40 in BR and u ¼ 0 on @BR; ð4:1Þ
with tX0: Then there exists a constant C; independent of u; such that
jjujjNpC:
Proof. We argue by contradiction. Let fungnAN be a sequence of positive solution to
(4.1) such that jjunjjN-þN as n-þN: Suppose ﬁrst that unðrnÞ ¼ jjunjjN and
rn-0; up to sub-sequence.
Let us deﬁne
vnðrÞ ¼ 1
Mn
unðrn þ rM1p=2n Þ; ð4:2Þ
with unðrnÞ ¼ Mn; then vn satisﬁes
M7l;LðD2vnÞ þ g
un
M
p
n
¼ f ðun þ tÞ
M
p
n
in Mp1=2n ðBR  rnÞ
and jjvnjjN ¼ 1: By Lemmas 2.1 and 2.2 we have that, up to a sub-sequence, vn-v in
C1ð½0; %R	Þ; as n-þN; where %R is a ﬁxed number. Note vAC2:
Since (f1) holds, we have that f ðun þ tÞ=Mpn-Cvp; and un=Mpn-0: Thus, as %R is
arbitrary, after a diagonal procedure, we obtain a nontrivial positive v that
satisﬁes
M7l;LðD2vÞ þ Cvp ¼ 0 in RN with pop7 : ð4:3Þ
But this contradicts Theorem 1.1. Suppose now that rn-r0Að0; RÞ; up to sub-
sequence. Set d40 such that ½rn  d; rn þ d	Cð0; RÞ: Let us deﬁne now vn as in (4.2)
with rAIn :¼ ðdMp1=2n ; dMp1=2n Þ; then vn satisﬁes
Lv00n þ
ðN  1Þ
r þ Mp1=2n rn
mðv0nÞ 
gun
M
p
n
¼ f ðun þ tÞ
M
p
n
if v00nX0;
lv00n þ
ðN  1Þ
r þ Mp1=2n rn
mðv0nÞ 
gun
M
p
n
¼ f ðun þ tÞ
M
p
n
if v00no0
and jjvnjjN ¼ 1: Since v0nð0Þ ¼ 0 we can argue as in Lemma 2.2 and ﬁnd that vn-v in
C1½a; a	; where a40 is a ﬁxed number. Also, since (f1) holds, we can argue as
before to obtain a nontrivial positive v which satisﬁes
v00 þ vp ¼ 0 in R with p41: ð4:4Þ
ARTICLE IN PRESS
P.L. Felmer, A. Quaas / J. Differential Equations 199 (2004) 376–393390
But this is a contradiction. In the case rn-R; arguing as before we will end up with a
nontrivial positive v which satisﬁes (4.4) in Rþ; again a contradiction. &
Our next proposition implies condition (i) in Theorem 4.1.
Proposition 4.2. There is R140 so that the equation
M7l;LðD2uÞ þ gu ¼ bf ðuÞ in BR
u40 in BR; u ¼ 0 on @BR;
ð4:5Þ
bA½0; 1	; has no solution u with 0ojjujjNoR1:
Proof. We argue by contradiction. Let fðun; bnÞgnAN be a sequence of positive
solution to (4.5) such that jjvnjjN-0 as n-þN: Deﬁne vn ¼ un=jjunjjN; then we
have that vn satisﬁes
M7ðD2vnÞ  gvn þ bn
f ðunÞ
un
vn ¼ 0 in BR
and jjvnjjN ¼ 1: Using Lemmas 2.1 and 2.2, up to a sub-sequence, we ﬁnd vn-v in
C1½0; R	; bn-bA½0; 1	: Moreover vAC2 and jjvjjN ¼ 1: By hypothesis (f2) we then
obtain that v satisﬁes
M7ðD2vÞ þ ðbc  gÞv ¼ 0 in BR;
v40 in BR; v ¼ 0 on @BR:
If bc  gp0 then we get a contradiction with the maximum principle, Proposition
2.2. If 0obc  g then by (f2) bc  gol71 and we get a contradiction with Theorem
2.1. &
In order to prove condition (iii) in Theorem 4.1 we need a previous lemma.
Lemma 4.1. Let u be a positive radial solution to
M7l;LðD2uÞ þ gu ¼ f ðu þ tÞ in BR;
u ¼ 0 on @BR
with t large, then there exist C40; independent of u; such that uð0ÞXCR2tp:
Proof. After integration, we see that all we have to prove is the existence of C40 so
that
u0ðrÞXCrtp for all rAð0; RÞ: ð4:6Þ
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We have that u satisﬁes
Lu00 þ ðN  1Þ
r
mðu0Þ  gu ¼ f ðu þ tÞ if u00X0;
lu00 þ ðN  1Þ
r
mðu0Þ  gu ¼ f ðu þ tÞ if u00o0:
From (f1) we have that there exists C40; independent of u; such that gu þ f ðu þ
tÞ4Ctp; for t large. Let us ﬁx %rAð0; RÞ: If u00ð%rÞX0; then l ðN1Þ%r u0ð%rÞp Ctp; thus
u0ð%rÞXCtp %r=ðlðN  1ÞÞ: If u00ð%rÞo0; suppose ﬁrst u00ðrÞo0 for all 0pro%r: In this
case we have that u is decreasing and satisﬁes
frN1u0g0pCt
prN1
l
: ð4:7Þ
Integrating from 0 to %r we get (4.6) at %r: Suppose now that there exists a ﬁrst rˆo%r
such that
u00ðrˆÞ ¼ 0 and hence  u0ðrˆÞX Ct
prˆ
lðN  1Þ:
From here and since u00o0 for rAI :¼ ðrˆ; %rÞ we have that u is decreasing in I and
satisﬁes (4.7) in I : Integrating (4.7) from rˆ to %r we obtain
u0ð%rÞ%rN1X Ct
prˆN˜
lðN  1Þ þ
Ctp
l
%rN
N
 rˆ
N
N
 
X
Ctp
l
%rN
N
: &
Proposition 4.3. There exists a constant T40 so that if (4.1) possesses a solution u;
then
0ptpT :
Proof of Proposition 4.3. We argue by contradiction. Suppose there is a sequence
ftngnAN such that tn-þN as n-N; such that for each tn there exist a solution un
to (4.1). By Lemma 4.1 we have jjunjjN  Mn-þN as n-þN: Since MnXCR2tpn
we can argue as in the proof of Proposition 4.1 to reach a contradiction. &
Proof of Theorem 1.2. Propositions 4.1–4.3 gives the conditions (i)–(iii) in Theorem
4.1, from where the result follows. &
Proof of Theorem 1.3. We apply Theorem 1.2 to ﬁnd a solution of
M7l;LðD2uÞ þ u ¼ up in BRn ;
u40 in BRn ; u ¼ 0 on @BRn ;
ð4:8Þ
where Rn-N: We ﬁnd thus a sequence which is uniformly bounded by application a
blow up argument as in Proposition 4.1. &
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