The near-infrared (NIR) spectral region (700-2500 nm) is a fertile source of chemical information in the form of overtone and combination bands of the fundamental infrared absorptions and low-energy electronic transitions. This region was initially perceived as being too complex for interpretation and Here we describe the principles involved in developing robust NIBS algorithms, using serum proteins, triglycerides, and glucose as examples.
The application of NIRS in clinical laboratory measurements is still in its infancy. NIRS is a simple, quick, nondestructive technique capable of providing clinically relevant analyses of biological samples with precision and accuracy comparable with the method used to derive the NIRS models. Analyses can be performed with little or no sample preparation and no reagents. The success of NIRS in any particular case is determined by the complexity of the sample matrix, relative NIR absorptivities of the constituents, and the wavelengths and regression technique chosen. We describe the general approach to data acquisition, calibration, and analysis, using serum proteins, triglycerides, and glucose as examples. mary reference methods and is simple and reliable in routine implementation. The near-infrared (NIR) region of the electromagnetic spectrum extends from the end of the visible spectrum, at a wavelength of -700 rim, to the beginning of the fundamental infrared (ifi) absorption bands at 2500 nm.
Absorptions occurring in the NIB are most often associated with the overtone and combination bands of the fundamental molecular vibrations of -OH, -NH, and -CH functional groups that are seen in the mid-lB region. As a result, most biochemical species will exhibit unique absorptions in the NIB. In addition, a few weak electronic transitions of organometallic molecules, such as hemoglobin, myoglobin, and cytochrome, also appear in the NIR. These highly overlapping, weakly absorbing bands were initially perceived to be too complex for interpretation and too weak for practical application. However The overwhelming absorptions due to water still make structural features related to other constituents less than obvious. For clarity, the visible, first overtoneand combination band spectral regions have been expanded in Figure and matrix effects such as hydrogen bonding. Therefore the traditional approach to calibration of analyzing primary standards in simple solutions is not applicable. Instead, calibration must be performed by using a calibration set of actual samples that have been analyzed for the constituents of interest by independent methods. It is necessary to ensure that the calibration set of samples adequately reflects the variation in the sample population to be encountered with respect to the range of values of the analytes, matrix variations, and interfering substances.
Because NIBS is a secondary calibration technique, all errors in the reference method will be included in the NIBS determination.
Therefore, it is important to select a reference method that is as accurate and precise as possible.
The development
of an NIBS algorithm can be viewed as a two-step procedure. In the calibration or first stage, the regression model that best relates the NIB spectral data to the reference analyte data is determined.
This resulting calibration
algorithm is then validated in a second stage by using an independent validation set of samples to ensure that an overfitted solution has not been obtained and to establish robustness.
Univari ate regression analysis. Beer By use of univariate least-squares regression analysis, the reference analytical data for each sample is regressed against the NIB second-derivative absorbance spectrum, providing a single-wavelength regression equation at each spectral data point of the general form
where c is the analyte concentration, K(0) is the y-intercept, K(1) is the slope, and A(A1) is the absorbance at wavelength A1. Each derived algorithm is assessed by considering the correlation plot and correlation spectrum (Figure 3) A scatter plot of the NIBS calculated serum albumin concentration vs the reference concentration for the calibration data set is illustrated in Figure 5A . The significant scatter about the regression line, also indicated by the high SEC, suggests that additional factors in the NIB spectrum are influencing the spectrophotometric estimation of albumin in human serum. In fact, 
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where K(0) is the y-intercept and K(1)-K(n) are the slope terms in n-dimensional space. The major contribution to the absorption at the primary wavelength is due to the analyte. Additional terms at secondary wavelengths A2, A3,... A,, are included where the absorption
A(A2), A(A3), . . .A(A,.) is due mostly to interferents.
The use of linear summsttion is illustrated by the determination of human serum albumin. When a linear correction term is used at 2206 rim, where the absorption of NIB radiation is due primarily to globulins (see Figure 4) , r increases from -0.96 to -0.98 and the SEC improves from 1.8 to 1.2 g/L. At 2206 nm, an isosbestic point exists for urea and albumin, whereas globulins exhibit a subtle negative absorption. In this example it appears that a single wavelength term can be used to correct for two spectral interferences, although not completely, because the dominant spectral interference is due to the globulins. A scatter plot of the NIBS calculated serum albumin concentrations vs the reference values ( Figure 5B) shows a substantial reduction in the scatter of the data.
To minimize multiplicative and additive scatter effects that have not been compensated for by using second-derivative techniques, we may use the ratio of the absorbances at two wavelengths. For example, variations in pathlength due to differences in light scattering or in sample density can be compensated for by using a reference wavelength, A2, at which the spectral data vary with pathlength reproducibly. The equation A(A1) is the absorbance datum at the primary or analyte wavelength A1, and A(A2) is the absorbance value at the reference wavelength A2. The numerator responds to changes in analyte concentration and the denominator mimics the entire matrix and inherent spectral variations.
An example of a denominator being used as a normalization type of correction is illustrated by the NIBS calibration for total proteins in humRn serum. The primary wavelength for total protein is 2064 rim (i.e., a region where both albumin and globulins exhibit absorptions; Figure 4) , which is situated on the shoulder of a strong, broad absorption band of water. A correlation coefficient of -0.98 and an SEC of 1.9 g/L were obtained by using the single-term algorithm.
Changes in the water content as well as scattering differences due to lipids affect the total protein calibration. To compensate for these effects, the first overtone -OH water band at 1440 rim was used as the denominator term. This normalization technique provided an R (multiple r) of 0.99 and an SEC of 1.7 gIL. For total protein, 1 S, is 1.9 g/L for the Kodak Ektachem vs the primary reference method (21) .
As the chemical complexity of the matrix increases, it (4) becomes very difficult to isolate unique, nonoverlapping The procedures used to determine the loadings and scores have been described in detail (23) . In essence, the technique iteratively estimates a linear combination of spectral features that optimally estimate the analyte concentration. In combination, the first loading and first score derived from the PLS regression will account for the majority of the chemically relevant spectral variation contained within the data set. The residual errors between the reference and predicted values are determined, as are the spectral residuals from the curve-fitting process. These residuals are now used to determine the second loading and second score. This procedure is repeated until sufficient loadings and scores have been derived to explain the chemical data. The number of scores and loadings calculated represent the number of extractable phenomena (factors) in the calibration set (e.g., an ideal two-component system would require no more than two sets of scores and loadings to describe the system).
A critical issue in PLS calibration is how best to select the appropriate number of factors to use in the calibration equation.
Too few factors and the model will not adequately describe the system; too many factors and the model will overflt the system and will be inappropriate for samples outside the calibration data set. A commonly used method to determine the optimum number of factors is called cross-validation.
In cross-valida-1628 CLINICAL CHEMISTRY, Vol. 38, No. 9, 1992 spectral feature could produce an X-residual outlier. Leverage outlier detection is based on the position of the scores of an uncharacterized spectrum compared with those of the calibration data set. The position of the scores can be determined graphically by using a score plot, which is obtained by plotting the scores of the calibration data set against one another (i.e., score 1 vs score 2, etc.). The scores of the unknown spectrum are also plotted against one another and overlaid on the score plot. The location of the scores for the unknown are now compared with the location of the scores for the calibration data set. A high leverage sample will have scores that are not located near the Outliers have been detected in serum and plms glucose determinations.
Presented in Figure 8 is niques such as P12 are designed to minimi7.e the sum of squares for all residuals between the independent and dependent variables (23) . Thus, it is necessary to ensure that solutions to equations 4, 5, and 6 have not been overfitted. An overfitted solution relates unique but not representative absorbance features in the calibration set to the reference data. The analysis of an independent validation set of samples (in addition to the crossvalidation procedures described earlier for PLS) is used to avoid this possibility. These samples should not be those of the calibration data set but should resemble the calibration sample set in the range of analyte concentrations and sample variability.
The derived calibration algorithm
is used to determine the analyte concentration for each of the prediction samples (based on the NIB spectrum), the result of which is compared with the reference analyte concentration.
The correlation coefficient, the standard error of prediction (SEP), and the slope and intercept of the regression line are used to judge the adequacy of the calibration equation. An accurate method will have an r and a slope that approach 1 and a y-intercept close to zero. The SEP is the standard deviation of the differences between the NIBS and reference values of the prediction data set. A satisfactory NIBS method should yield an SEP that approaches the SEC. For identical distributions, the SEP will always be greater than the SEC but will provide a better estimation of the true accuracy of the NIBS technique.
By use of the eight-factor P12 model previously described for triglycerides, the serum triglyceride concentrations were predicted for a distinct set of serum specimens. A scatter plot of the NIBS predicted vs reference concentrations is presented in Figure 9 
