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RESUMEN 
En este trabajo nos referiremos al problema de agregacion de las preferencias 
ordinales de un grupo de individuos que necesitan llegar a un consenso Para ello las 
preferencias individuales se expresan como vectores de prioridad 
Se presentan tres metodos clásicos de agregación de gran importancia, por su caracter 
histórico y por su simplicidad en la determmacion de un ordenamiento de consenso 
Se describen vanos metodos de consenso basados en la distancia entre ordenamientos 
Uno de estos metodos considera la mediana de los ordenamientos como una forma de 
consenso para el caso de ordenamientos completos resolviendo un problema de 
asignacion Para el caso general en el que se incluyen los ordenamientos que tienen 
alternativas empatadas se desarrolla un procedimiento de bifurcación y acotacion para 
determinar el ordenanuento optimo 
Tambien se presenta un metodo que es equivalente al método de Borda Kendall en el 
que se aplica la metnca e Este metodo mmuniza el error cuadratico entre los 
ordenamientos y se puede aplicar para el caso general Se describe un algoritmo de 
bifurcacion y acotacion asociado al metodo 
SUMMARY 
In Mis paper we treat the problem of preference s aggregation of a group of 
mdividuals seeking consensus To do tlus we express individual preferences ui terms of 
pnonty vectors 
We review three essentml classical methods of aggregation based on his hmtoncal 
Impact and the simplicity of the determmation of the ordenng needed to reach consensus 
Most of the rnethods mtroduced in film write up are based m the distance between 
ordenngs In the case of complete ordenngs a method considers the mean of the 
ordenngs as a way to reach consensus by solving a certam assignment problem In the 
general case m which we mclude ties we develop a bifurcation and bounding procedure 
to determine ophmum ordenng 
We also illustrate a method equivalent to Borda Kendall method m which we applied 
the £2 metnc Tlus method mimmizes the quadratic error between ordenngs and can be 
utilize in the general case We also describe a bifurcation and boundmg algonthrn 
associated with this scheme 
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INTRODUCCION 
Los problemas relacionados con las preferencias sociales de un grupo de individuos 
que necesitan lograr un consenso u opinión grupal han sido estudiados por numerosos 
investigadores en los unimos siglos Esos problemas se conocen como problemas de 
ordenamiento y pueden clasificarse en dos categonas ordenamientos cardinales y 
ordenamientos ordinales 
En los problemas cardinales cada individuo expresa la preferencia de una alternativa 
sobre otra, ademas del grado de preferencia de la alternativa Un ordenamiento cardinal 
es una forma de funcion de utilidad 
Una funcion de utilidad es una funcion numenca que asigna una calificacion a cada 
posible resultado en un proceso de toma de decisiones En una escogencia entre las 
posibles alternativas se elige la que tiene el mayor valor en la función de utilidad Para 
que una función califique como funcion de utilidad la clasificacion debe ser tal que la 
evaluacion de las alternativas inciertas sea igual al valor esperado o esperanza 
matematica de todos los posibles resultados los cuales podnan ser resultados finales o 
alternativas muertas ellas mismas 
Los problemas de ordenamiento cardinal y la denvacion del consenso asociado 
conducen a la optimizacion de funciones continuas usualmente sobre la totalidad de una 
repon convexa en IR La familia de metricas de IP se utiliza para definir las diferentes 
formas que puede tomar el consenso 
En los problemas de ordenamiento ordinal los individuos no expresan el grado de 
preferencia de las alternativas A una solución de un problema de n alternativas se le 
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asocia una permutacion de los enteros (1 2 n} Los problemas ordinales conducen a 
problemas de oplimizacion sobre una repon discreta particular en 11Z por lo que se 
consideran mas complejos que los problemas cardinales Ademas requieren usualmente 
que se venfique la propiedad transitiva 
Cada individuo puede suministrar inmediatamente un ordenamiento de las alternativas 
o realizar imphcita o explicitamente comparaciones por pares de las alternativas Dado 
que las preferencias por pares conducen generalmente a inconsistencias o 
intransitividades el siguiente paso en el proceso de decision sera el de convertir las 
respuestas de la comparacion por pares en un ordenamiento de las alternativas 
Los problemas de ordenamiento se presentan en diferentes arcas tales como 
preferencias de consumo ordenamiento de pnondades en proyectos de investigacion y 
desarrollo asignacion de pnondades en proyectos de construccion preferencias 
electorales y mercadeo de nuevos productos 
Los datos que se sumirnstran se pueden presentar de diversas maneras pero la manera 
mas popular es el formato vectonal Asi en el caso de preferencias con respecto a vanos 
productos cada consumidor p ofrece una clasificacion vectorial de sus gustos mediante 
un vector A° tal que A° = (a/') =(a1 ' a2° a P) 
Por ejemplo en la clasificación (5 1 3 2 4) de cinco alternativas de productos a 6 
c d e donde 1 representa la alternativa con mayor rango en la preferencia y 5 la de 
menor rango se indica que el producto b es el prefendo de este consumidor seguido por 
los producto d c e ya 
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Con el transcurrir del tiempo vanos enfoques han sido propuestos para lograr un 
compromiso o consenso en el caso de los ordenamientos ordinales Uno de esos primeros 
enfoques lo presento el francés Jean Charles de Borda en 1770 consistente en un sistema 
de votacion llamado Conteo de Borda, que uso la Academia de Ciencias de Francia por 
vemte años para elegir a sus miembros hasta que Napoleon lo eliminó en 1801 El 
Conteo de Borda continua en uso en instituciones academicas competiciones y asuntos 
pohticos 
Cuando las preferencias individuales se dan en termmos de ordenamiento ordinal el 
metodo mas simple para alcanzar consenso es la regla mayoritaria En articulos 
publicados en 1969 y 1964 K Inada en su trabajo The Simple Majority Rule y A Note 
On The Simple Maloray Rule presento condiciones bajo las cuales la regla mayoritaria se 
transforma en una fimcion de bienestar social Esta funcion satisface las condiciones de 
K J Arrow publicadas en su obra Social Choice and Individual Values en 1951 (Anexo 
A) En extensiones a los trabajos de Inada, por parte de Bowman y Colantom en 1972 y 
1973 y de Blin y Whmston en 1974 se establecio que los problemas asociados a la regla 
mayoritaria con la transitividad se resuelven construyendo modelos via programacion 
entera 
M Kendall propuso en 1962 una alternativa al problema del consenso En su 
trabajo represento las preferencias en términos de vectores de prioridades una forma 
de consenso se logra sumando los vectores y luego se considera el vector promedio No 
necesariamente el vector promedio satisface las propiedades de una función de selección 
social pero es la tecnica de mayor uso de todas las disponibles 
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En 1962 como resultado de las investigaciones de Kemeny y Snell publicadas en 
Preference Ranking An Axiomatic Approach se propone un metodo novel para derivar 
el consenso Se introduce el concepto de distancia en el conjunto de todos los 
ordenamientos y luego se determina el ordenamiento ordinal que es el mas cercano 
posible al conjunto de las clasificaciones O sea, se debera buscar la distancia mnuma 
entre un cierto vector de ordenamiento y el conjunto de los ordenamientos Lo que ocurre 
es que tal medida es un indicador del grado de correlacion o no entre dos clasificaciones 
cualesquiera 
Para lograr lo antenor ambos investigadores proponen un conjunto de axiomas que 
toda funcion distancia debera satisfacer para luego probar su existencia y unicidad Los 
axiomas gozan de la particularidad de ser similares a los propuestos por Arrow sin 
requerir de la condicion de las alternativas irrelevantes 
Empleando la función distancia, es posible proponer al ordenamiento medio y a la 
mediana de un ordenamiento como formas de consensos en e y e respectivamente 
Cabe observar que en general 9 = {(x1 x, x3 )1x e R} es un espacio vectorial de 
dimension infinita En el caso de e es el espacio vectonal de todas las senes que 
convergen absolutamente y -e es el espacio vectorial de las sucesiones de cuadrado 
sumable que es a su vez un Espacio de Hilbert 
La norma £2  tiene el atractivo adicional de estar asociada con modelos de cuadrado 
mimmo lo que formaliza las marcas de Borda (1780) y Kendall (1962) De hecho las 
representaciones de ordenamientos de Borda y Kendall son equivalentes para distancias 
asociadas a ty£2 
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En este trabajo nos concentraremos en los problemas de ordenamiento ordinal y al 
problema relacionado de la denvacion del consenso o compromiso 
El Capitulo I trata sobre las generalidades de los ordenamientos ordmales Primero se 
presenta la tenninologia que se utilizan en este trabajo Luego se muestran los axiomas 
que debe satisfacer una medida de distancia Finalmente se incluyen los teoremas y 
lemas relacionados a la distancia entre los ordenamientos 
El Capitulo II presenta tres metodos clasicos de agregacion de ordenamientos Estos 
metodos estan relacionados directamente con la teona de la eleccion y con los estudios de 
los sistemas de votacion 
El Capitulo III presenta vanos metodos de consenso basados en una medida de 
distancia Se consideran las métricas e' y £ 2 asi como los ordenamientos completos y 
los ordenamientos con empates Se desarrolla un ejemplo utilizando el algontmo de 
solucion sobre el método de Mínima Vananza Tambien se resuelve un ejemplo 
utilizando el modelo 2 como un problema de asignacion 
Finalmente se agrega un anexo sobre las condiciones de K L Arrow y la fwiwon de 
Seleccion Social 
CAPITULO I 
GENERALIDADES SOBRE LOS ORDENAMIENTOS 
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GENERALIDADES SOBRE LOS ORDENAMIENTOS 
La agregacion de preferencias individuales ha sido objeto de estudio por un gran 
numero de autores durante mas de dos siglos Entre los problemas de agregacion o 
problemas de ordenamiento estan aquellos en los que un grupo de evaluadores expresan 
sus preferencias sobre un conjunto finito de alternativas a traves de posiciones en una 
escala ordinal buscando una ordenacion final de dicho conjunto de alternativas En 
estos problemas no se necesita expresar el grado de preferencia asociado a cada posición 
de la escala ordinal Tarnbien se conocen como problemas de ordenamiento ordinal 
A los problemas de agregacion en los que los evaluadores tambien expresan el grado 
de preferencia de cada alternativa se les conoce como problemas de ordenamiento 
cardinal como se plantea en los modelos de teona de la utilidad 
En el caso de los problemas de ordenamiento ordinal muchos investigadores han 
trabajado en proponer soluciones enmarcadas en la teona de la eleccion y en los estudios 
de los sistemas de votación Otros han elaborado métodos para obtener una ordenacion 
de alternativas que se basan en la definicion de funciones de distancia 
En esta ocasion nos referiremos unicamente a los problemas de ordenamiento ordinal 
y al problema relacionado con la denvación del consenso o compromiso en temamos de 
una funcion distancia Presentamos a contmuacion la ternunologia utilizada 
1 1 Representamon de los ordenamientos 
Un ordenamiento A de n objetos se representa por un vector A = (al a2 a„) donde 
a es el rango o pnondad del z esimo objeto o es el promedio en el caso de empate 
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La representacion de un ordenamiento A depende del orden en el que los objetos son 
enumerados o etiquetados 
Definición 1 1 1 Forma canomca 
El ordenamiento A esta descrito en forma canónica si a 5_ a,-F1 donde z = 1 2 	 n 1 
Definición 1 1 2 
El ordenamiento B esta entre los ordenamientos A y C representado por [A 13 C] si 
para cada objeto t i 2 	 o a 	 >c 
Definición 1 I 3 
Los ordenamientos {A } ,1 , estan en linea si para todo z </ < k [A N Al 
Definición 1 1 4 
Un ordenamiento completo es aquel que no contiene empates es decir a,#.2., para 
todo z=1 2 n 
Definición 1 1 5 
El ordenamiento cero es aquel en el que todos los objetos estan empatados y se denota 
por 
	
o= (
n+1 n+1 	 n+1) 
2 	 2 	 2 
Definición 1 1 6 
El ordenamiento inverso de A es A = (5, 52 5 ) donde 5=n+ 1—a Es decir 
Á es el ordenamiento obtenido al invertir el orden de los objetos en A Para cualquier 
A se tiene que [A O A] 
lo 
1 2 Axiomas, teoremas y lemas sobre la funcion distancia 
Algunas técnicas para determinar un ordenamiento de consenso introducen una 
función distancia para el conjunto de ordenamientos El ordenamiento de consenso 
deberá minimizar la distancia total o el desacuerdo entre los ordenamientos existentes 
Sean AB yC tres ordenamientos la distancia entre ordenamientos debe satisfacer 
las siguientes condiciones 
Axioma 1 2 1 d( A B)> O con la igualdad si A=B  
Axioma 1 2 2 d( A B) = d(B A) 
Axioma 12.3 d( A C) S d( A II) + d(B C) con la igualdad si y sólo si el 
ordenamiento B está entre A y C 
Axioma 1 2 4 Invarianza 
a) Si A resulta de A por una permutacion de los objetos y B resulta de B por la 
misma permutacion entonces d(A B ) = d(A B) 
b) Si Á y 11 resultan de invertir el orden de los objetos de A y de B entonces 
d(Á = d(A B) 
Tambien si dos ordenamientos estan en completo acuerdo o en conformidad en sus 
primeras y en sus ultimas componentes y difieren solamente de los rangos de los k 
objetos que estan en el medio entonces la distancia entre esos dos ordenamientos es la 
misma si se consideran todos los objetos o unicamente los k objetos 
Dados dos ordenamientos bajo estas condiciones al conjunto formado por los k 
objetos en el medio donde los dos ordenamientos difieren se le llama segmento Asi 
un conjunto de objetos S es un segmento si no está formado por todo el conjunto de 
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objetos y cada objeto que no esta en el conjunto S es ordenado antes o despues de cada 
objeto de S 
Axioma 1 2 5 Cambio de la dimension del espacio de n a n + 1 
Si A y B son dos ordenamientos de n objetos y A yB son los ordenamientos que 
resultan de A y B agregandole el mismo objeto (n +1) de ultimo en ambos 
ordenamientos entonces 	 d(A B ) = d(A B) 
Axioma 1 2 6 Escala 
La miruma distancia positiva es 1 
A continuacion se establecera que los axiomas determinan univocamente la distancia 
d para todo n Ademas la funcion distancia caractenzada por estos axiomas tiene una 
forma particularmente simple Para concluir que esto es asi se demostraran los 
siguientes lemas y teoremas 
Teorema 1 2 1 Si los ordenamientos {A } r  están alineados entonces 1 
d(Al A') -- d(A A ') 
Demostraczon Dado que los ordenamientos A' hasta A' estan alineados el Axioma 
1 1 3 garantiza la igualdad por mduccion en / 
Teorema 1 2 2 Para n = 2 hay tres posibles ordenamientos y los valores de las nueve 
distancias resultantes estan definidas por los seis axiomas 
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Demostranon Para n = 2 hay tres posibles ordenamientos A = (1 2) A . (2 I) y 
O . (3/2 3/2) Ademas existen nueve posibles distancias cuyos valores se determinan a 
continuación 
De acuerdo al Axioma 121  d(A A) = da X) = d(0 0) =0 
Por el Axioma 1 2 2 
d(A ii) = da A) d(A O) = d(0 A) da 0) =d(0 ATk) 
Como [A O 71] segun el Axioma 1 2 3 
d(A A) = d(A O) + d(0 A) 
Por el Axioma 1 2 4 se tiene que 
d(A 0) = d(A 0) = d(0 A) 
Asi es suficiente determinar d(A O) Por todo lo antenor esta claro que d(A O) es 
la distancia muuma positiva, y por el Axioma 1 2 6 la distancia d(A O) = 1 
De esta forma quedan determinadas las nueve distancias que se ongman a partir de 
los tres ordenamientos asociados a n = 2 
Lema 1 2 1 Sean A y B ordenamientos en IR ambos con el elemento n o sea, existen 
z y .; enteros positivos tales que a = n y b n Existe un ordenamiento C en IR tal 
que A C y fi están alineados Además C resulta de unercambiar las posiciones 
z ésuna y j esima en uno de los ordenamientos y difenrá en un segmento o sera 
identico al otro ordenamiento 
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Demastracton Suponga que A esta escrito en forma canoruca y bk = n Entonces 
a2 	 ak-1 ak ak 1 	 a 1 n) y B=(b, b2 	 bk 1 n bk 1 	 b 1 b ) 
Se construye C de la siguiente forma 
Casal ak< b 
	
lb 
	
si r = k 
c= n si ir= n 
b en otro caso 
Caso II ak > b 
	
'ti 	 si z = k 
	
c =. ak 	 si : = n 
	
á 	 en otro caso 
Segun la construccion de C se observa que [A C 13 ] y que C resulta de 
intercambiar la : esima y j esima posicion de uno de los ordenamientos Este cambio 
causa que C difiera unicamente en un segmento del otro ordenamiento excepto cuando 
ak= bn y a =b para todo z # k para todo n por lo cual en este caso C = A 
Teorema 1 2 3 Para cualquier entero positivo n sean A y B ordenamientos completos 
Entonces las distancias d( A B) y d( A O) estan determinadas por los Axiomas 1 2 1 a 
126 
Demostracson Se procede por inducción 
El caso n = 2 esta dado por el Teorema 1 2 2 
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Se supone ahora que las distancias d( A B) y d( A O) estan determinadas para todos 
los ordenamientos A B en IR'" con m <n Sean A y B ordenamientos completos en 
IR y se asume que A esta escnto en forma canomca. Se procede por partes 
a Se demostrara que la distancia d( A O) esta determinada 
1(n+1)  Se denota por Lx j a la funcion piso o funcion parte entera Sea k — 	 +1 y L 2 
D el ordenamiento dado por 
d={k+1-1 	 si ¡=1 	 n—k+1 
1—(n—k+1) si 1=n—k+2 	 n 
Entonces 
A = O 2 n—k+1 n—k+2 
D=(k k+1 	 n1 	 k-1) 
De acuerdo a la seleccion de k se tiene que 
(n+1)  
<k 
2 
(n+1) <n—k+2 
2 
Con base a la escogencm antenor se deduce que los ordenamientos A O y D estan 
alineados y por el Axioma 1 23 
d(A D) = d(A O) + d(0 D) 
Como la pennutacion que transforma el ordenamiento A en D deja a O inalterable el 
Axioma 1 2 4 afirma que d(A O) = d(D O) Ademas por el Axioma 1 2 2 
d(D 0). d(0 D) luego d(A O) = d(0 D) 
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Por el Axioma I 26 	 d(A O) = -1-d(A D) 
Como ambos ordenamientos A y D tienen el elemento n el Lema 1 2 1 garantiza la 
existencia del ordenamiento C tal que [A C D ] El ordenamiento C resulta de 
intercambiar ny k -1 en el ordenamiento D ya que n—k+1..k-1 
As i 
A = (1 2 	 n—k+1n—k+2 	 n) 
C=(k. k +1 	 k —11 	 n) 
D = (1c k +1 	 n1 	 k-1) 
Por el lema 1 21 C difiere de A y de I) en segmentos (propios) para n_>_ 3 y por lo 
tanto k—l>1 En consecuencia, la distancia d(A )) = d(A C)+ d(C D) esta 
determinada 
Puesto que d(A 0)= 1 —d(A D) entonces la distancia d(A O) esta determinada para 
2 
cualquier ordenamiento completo A 
b Se establecen que la distancia d(A A) esta definida 
Si A se define como el ordenamiento que mtercambia la z esima yi-ésima posicion de 
A la componente k ésima de A esta definida por 
la
.1 	 si k=z 
ak =  si k=j 
a* si k#: j 
Si se supone que t < j entonces si z>1 o j<n A y A difieren en un segmento 
(propio) y la distancia d(A A) esta determinada con base a lo antenor 
Si se supone que ¡=1 y j=n Como [A A Á] se tiene que 
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d(A A) = d(A Á)— d(A Á) 
= d(A O) + d(0 ;)— d(A A) 
Ya que A y Á difieren en un segmento (propio) entonces la distancia d(A Á) esta 
determinada por la hipótesis de inducción Por lo tanto la distancia d(A A) esta 
determinada para cualquier ordenamiento completo A 
c Se demostrara que la distancia d(A B) esta determinada para cualquiera de los 
ordenamientos completos A y B 
Si 	 se 	 supone 	 que 	 b =n k 	 entonces 	 A = (1 2 	 k 	 n) 	 y 
B = (b, b2 	 n 	 b) 
Si B = A la distancia d(A B) está determinada por lo demostrado en el paso 
anterior 
Si 13 A y C es el ordenamiento dado en el Lema 1 2 1 entonces 
d(A B) = d(A C)+ d(C 13) 
donde C resulta de intercambiar la k enma y n esnna posicion en uno de los 
ordenamientos y difenra del otro ordenamiento por un segmento Las distancias 
d(A C) y d(C B) estan determinadas por el paso b y por la hipotesis de mduccion Asi 
la distancia d(A B) esta determinada por cualquiera de los dos ordenanuentos completos 
A y B 
Lema 1 22 Dado un ordenamiento A ° en ik existen ordenamientos A 1 A2 	 A' y 
- I 	 2 A A 	 Al en Ilt tales que 
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a A' A" 	 Á2 Ál AO Al A2 	 A' están sobre una línea, 
b A' y Al son ordenamientos completos 
c Las distancias 
d(A° A`)= 4:1(A A 1 ) y d(A° Á') = d(Á Á ) 
o 
son iguales y estan determinadas por los axiomas 
Demostracton Supongamos que A° esta escnto en forma canoruca y aj afil 	 ah 
forman el r esimo bloque de empates es decir aj = aj  == ah = + k)12 
y A estan definidos por 
a = {ah 
si .“hk 
en otro caso 
donde Á° = A° 
{k+j—h 
a - h 	 I 
ah 
si .r.11..k 
en otro caso 
Por construcción los ordenamientos adyacentes difieren urucamente en el fresimo 
bloque de empates y la distancia d(A A 1 ) = d(Á I Á) puede representarse como la 
distancia entre un ordenanuento completo y el cero en R k 	 Adem4s por el Teorema 
1 2 2 la distancia está determinada. 
Puesto que cada ordenamiento tiene al menos un bloque de empates esto conduce a 
los ordenamientos completos A l y Ál 
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Los ordenamientos estan sobre una linea ya que la j -esima componente de la sucesión 
A' Á" 
	
A2 Á' A° A' A2 	 A' es monotona 
Asi por el Teorema 1 2 1 las distancias d(A ° Al ) y d(A° Át ) están determinadas 
por 
d(A° AI )= d(A A 5 y d(A° Al ). d(A ' A) 
o 	 o 
Lema 1 2 3 Sea B un ordenamiento en IR escnto en forma canomca y suponga que 
,= =14 = (j + k)/ 2 es un bloque de empates Si C está defimdo por 
1,7 si r = j 
c, = k si r = k 
b en otro caso 
entonces la distancia d(B C) está determinada por los axiomas 
Demostracron Considere los ordenamientos 
B = (b, b2 bi bj 1 bk , bk  b) 
C = (61 b2 j b , 1 14 1 k b) 	 y 
D . (b, b2 j j +1 k —1 k b) 
Puesto que [B C D] se tiene que d(B C)= d(B D)—d(C D) 
Sin embargo las distancias d(B D) y d(C E)) se pueden representar como las 
distancias de un ordenamiento completo al cero en R k ' ' y Rk ' 1 respectivamente 
Por el Teorema 1 2 2 esas distancias estan determinadas y asi la distancia d(B C) esta 
determinada por los axiomas 
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Lema 124 Sea A *0 un ordenamiento en R y considere los ordenamientos 
C1 = (1 a1 +1 a2 +1 	 a 1 +1 a +1 n+2) y 
C2 = (a1 +1 1 a2 +1 	 a 1 +1 n+2 a +1) 
Entonces la distancia d(C, C 2 ) esta determinada. 
Lema 125 Sea A un ordenamiento en IR y A el ordenamiento que resulta de cambiar 
la 1 esima y j ¿sima componentes Entonces la distancia d(A A) esta determinada por 
los axiomas 
Teorema 124 Para cualquier n sean Ay B ordenamientos en IR 	 Entonces la 
distancia d(A B) está determinada por los axiomas 
Demostranan Se supone que d(A B) esta determinada para todos los ordenamientos 
A B E Ir con m < n 
Sean A y B ordenamientos en IR y se supone que B esta escnto en forma canomca 
Si B = A la distancia d(A B) esta determinada por el Lema 1 2 5 Por lo tanto se 
supone que B * A 
Caso 1 Ay 33 tienen el elemento n 
Por el Lema 1 2 1 existe un ordenamiento C en R tal que [ A C B] por lo tanto 
d(A B)= d(A C)+ d(C B) 
Como C resulta de cambiar la z ¿sima y la j ¿sima posicion de uno de los 
ordenamientos y difiere por un segmento del otro ordenamiento esas distancias están 
determinadas por el Lema 1 2 5 y por la hipotesis de induccion respectivamente Asi la 
distancia d(A B) está determinada 
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Caso 2 Ay B no tienen el elemento n 
Supongamos que b #n Sea k = inf{ j 	 =b} entonces 
A = 	 a2 	 a, 	 a 1 a) y B = (b, b,l 
	
b 1 b ) 
Se supone sin perder la generalidad que 
Sea Ñ = (by 62 	 n 6, 
	
b k) Se demostrará que la distancia d(A B) puede 
expresarse en términos de la distancia d(A 
Si A tiene el elemento n la distancia d(A 13- ) está determinada por el caso 1 Si A 
no tiene el elemento n se repite la construccion cambiando los roles de Ay B 
obteniendo la distancia d(A 1:1) en ternunos de la distancia d(Á 13) que se ha 
detemimado por el caso 1 
Caso 2a. a 	 o a 
En este caso como [A 13 13] se tiene que d(A B) = d(A 1-í) — d(B á) Además la 
distancia d(B B) esta determinada por el Lema 1 2 3 Asi la distancia d(A 13) esta 
determinada por la distancia d(A á) 
Caso 2b a, ?_b„ 
Si a,a.b„ entonces a kb para := k k+1 	 17 Esto es posible umcamente si 
a =b para z=k k+1 	 ti Asi la distancia d(A B) puede ser considerada como la 
distancia entre dos ordenamientos en Rk 1  que se determina por la hipotesis de 
inducc ion 
Caso 2c a 5.. b ( y por lo tanto a,5_b para :=k k+1 	 n) 
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Sean A B yD los ordenamientos 
A = (a, a2 	 ; 	 a n+1) 
B =(!), b., 
	
1,k 	 b ri+1) y 
n 	 n+1 1c) 
Entonces por el Axioma 125  d(A B)= d(A B ) = d(A D )— d(B D) 
Prunero se considerará la distancia d(B D ) 
Sea B = (b, b2 	 k 	 b 1 n+1 b) entonces d(B fi) = d(B B ) + d(B fi) 
donde la distancia d(B B ) esta determinada por el Lema 1 2 5 y la distancia d(B D ) 
está determinada por el Lema 1 2 3 Por lo tanto la distancia d(B D ) está detemunada 
Como A y D tienen el elemento n por el Lema 1 2 1 hay un ordenamiento Centre 
A y El que resulta al cambiar los ultimos dos elementos de uno de los ordenamientos y 
difiere del otro por un segmento Asi 
d(A fi) = d(A C) + d(C fi) 
donde una de las distancias de la derecha esta determinada por el Lema 1 2 5 y la otra es 
equivalente a la distancia d(A ii) Luego la distancia d(A B) está determinada por la 
distancia d(A 13. ) como se ha demostrado 
Teorema 1 2 5 La distancia d entre dos ordenamientos A y B dada por 
d(A B) = Ela —b 
satisface los seis axiomas 
Demostraczon Los Axiomas 1 2 1 y 1 2 2 son inmediatos 
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Sean a, b y c en IR 	 se tiene que la—c1_1a—b1+1b—cl 	 En particular 
I I a —c15 El a —bl+Elb —c 1 para toda i por lo cual el Axioma 123  se I 	 1 	 i 
satisface Si a b 5..c entonces se cumple la igualdad 
Una permutación de los objetos corresponde a una permutación de los mdic,es que 
afecta mucamente el orden en que los términos son añadidos Al invertir el orden de los 
objetos se altera el valor de los termmos pero 
d(A B) =II a, —1)1 
=4(n+1—a)—(n+1—b)1 
=E1 i 41 
i 
= d(-A- ft) 
Asi la distancia d satisface el Axioma 1 2 4 
Se tiene que I a, — blik + a )—(k +b,)1 lo que satisface el Axioma 1 25 
Por el Teorema 1 2 1 la distancia d satisface el Axioma 1 2 6 
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CAPITULO II 
METODOS CLÁSICOS DE AGREGACIÓN DE ORDENAMIENTOS 
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METODOS CLASICOS DE AGREGACIÓN DE ORDENAMIENTOS 
Se presentan tres tecmcas conocidas como los metodos de consenso mas populares 
Estos metodos se han desarrollado esencialmente de la práctica y generalmente del 
entorno de la votacion preferencial 
2 1 Metodo de Agregaemn de Borda 
Es un metodo de decision para comités formados por vanas personas y fue propuesto 
por el Caballero Jean Charles de Borda 
Borda senaló ante la Real Academia de Ciencias de Pons que el procedimiento de 
pluralidad, mediante el cual el que votaba por los nueve miembros en los distintos 
cuerpos de la citada institucion incuma en un grave error pernutia que resultase ganador 
un candidato que fuera el menos deseado por la mayona de los votantes Borda detectó 
que esto se debla a que los electores al emitir sus votos solo informaban del candidato 
mas deseado por cada cual descartando al resto de los candidatos en bloque aun cuando 
la importancia de los candidatos no votados en cada caso fuese muy distinta Para 
disminuir el error Borda propuso el metodo que lleva su nombre por el que los votantes 
califican correlativamente a todos los candidatos de menor a mayor segun su mento y el 
candidato con menor puntuacion total sena el ganador 
Esta tecruca es una de las mas utilizadas para determinar un ordenamiento de 
consenso por su simplicidad computacional Sm embargo muchos autores consideran 
que es un método que aparentemente no satisface propiedades importantes o que no 
posee la estructura de una función de bienestar social 
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El metodo de Borda consiste en sumar los rangos obterudos por una alternativa con 
respecto a cada uno de los cntenos (o votantes) Para un criterio dado se le asigna un 
punto a la alternativa que aparezca en primer lugar 2 puntos a la alternativa en segundo 
lugar 3 puntos a la tercera alternativa, etc El ordenamiento de consenso o ganador de 
Borda se obtiene efectuando la suma de los puntos obtenidos en todos los cntenos por 
cada una de las alternativas y clasificando en primer lugar aquella con menor 
puntuación en segundo lugar la que tenga un numero inmediatamente superior etc 
2 1 1 Coeficientes de Borda 
Modificando ligeramente el procedimiento basico de Borda, la alternativa clasificada 
en primer lugar sera la que obtuvo la mayor puntuacion y no la que obtuvo menor 
puntuacion 
Se consideran ni alternativas y m enteros ki > k2 > k3 » ka, O llamados 
coeficientes de Borda Para cada cnteno j las alternativas se clasifican segun un 
preorden total y se denonuna n i al rango de la alternativa i para el preorden asociado al 
cnteno j Las alternativas forman, respecto al criterio ./ un camino de preferencias del 
tipo au » a23 »- a3  a4,»- ao„ 1).,>-. a„,., donde > designa la preferencia estricta y 
--,, la indiferencia Se designa rg a la funcion que asocia k i con ci13 k2 con a2, y asi 
sucesivamente cuando solo hay preferencias estrictas Si hay empates (indiferencias) se 
atribuye a cada una de las alternativas empatadas la media de los coeficientes que habnan 
obtenido si no estuvieran empatados 
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Definida la funcion rg para cada cntenoi se calcula b (a ) = E rg(a j ) obteniendo 
J 
para cada alternativa z la suma de los puntos que ha obtenido en cada cnteno y la 
ordenacion agregada sera la definida por la funcion b 
Proposicton 2 1 1 La agregacion de Borda resuelve el problema de la ordenacion ya que 
genera un preorden total en el conjunto de las alternativas La ordenación de Borda es 
puramente ordinal 
En efecto la agregacion de Borda esta definida sobre la matriz de rangos por lo que 
es independiente de las utilidades y por lo tanto es un metodo ordinal 
La funcion b(a ) es real e induce un orden total luego es una funeion de utilidad Lo 
que queda demostrado 
Si se introduce o se elimina una o mas alternativas cuando se utiliza el procedimiento 
de Borda, se puede alterar el resultado Esto quiere decir que el metodo no respeta el 
axioma de independencia respecto a las alternativas irrelevantes (Ver el Anexo A) 
Ademas la ordenacion de Borda depende de los coeficientes elegidos y por lo tanto 
es posible a través de ellos alterar la ordenacion final 
2 2 Metodo de Condorcet 
Fue propuesto por el Marques de Condorcet Mane Jean Antome Nicolas Cantat 
miembro del Instituto Nacional de Francia (nombre que recibió la Real Academia de 
Ciencias tras el penodo revolucionario hasta el advernmiento de Napoleon) 
Condorcet reconocio el mento de Borda sobre el tema de la agregacion de las 
preferencias bajo la optica de las votaciones pero manifesto que la regla de puntuaciones 
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de Borda era susceptible de seleccionar como ganador a un candidato que a su vez fuese 
derrotado por mayona simple por alguno de sus oponentes en una confrontacion entre 
ellos dos para el colectivo de votantes 
En contraste al método de Borda, Condorcet propone que si un candidato o alternativa 
domina a todas las demas entonces ese candidato debe ganar 
Definicion 22 1 
Se denomina votacion por mayona simple o procedimiento de agregacion de 
Condorcet al procedimiento que para toda pareja de alternativas (a, a) consiste en 
plantear a ›- a si y solo si el numero de cntenos en los que a domina a a, es 
estrictamente supenor al numero para los que se venfica la inversa Se deduce que 
a al  en caso de igualdad en el numero de cntenos a favor y en contra 
Defininon 2 2 2 
Se denomina Ganador de Condorcet a la alternativa que domina a todas las demás en 
la relacion social resultante del método de Condorcet 
2 2 1 Paradoja o Tnpleta de Condoreet 
Sean a b y c tres alternativas Se consideran las siguientes preferencias respecto a tres 
cntenos o candidatos a >-1 b >-I c b >,-2 c >,-2 a e >-3 a >-3 b 
La relamen social generada tras la votacion por mayona simple es 
a >- b b> - c y c>- a 
Se dice que las alternativas a by c forman un ciclo produciendose lo que se conoce 
como paradoja de Condorcet 
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Proposición 2 2 1 El metodo de Condorcet es un método ordinal que conduce a una 
relacion social total que satisface el axioma de independencia respecto a las alternativas 
irrelevantes pero que no es necesariamente transitivo 
Demostraczon El metodo de Condorcet es ordmal porque actua sobre los preordenes 
asociados a los cntenos sin que mtervengan las utilidades 
La relacion social es total ya que dos alternativas cualesquiera siempre resultan 
ordenadas entre si 
La ordenacion mutua entre dos alternativas no depende mas que de la clasificacion 
relativa de las dos alternativas en cueshon para cada uno de los criterios por lo que 
satisface el axioma de las alternativas irrelevantes 
El metodo de Condorcet no conduce siempre a una relación social transitiva, como se 
muestra en la paradoja de Condorcet 
El metodo de Condorcet cumple con la propiedad de que los cntenos (o votantes) son 
independientes Para demostrar esto se necesitaran las siguientes definiciones y 
proposiciones 
Definición 2 23 
Se dice que una pareja de alternativas (a ak ) es equivalente a otra pareja de 
alternativas (a a) o que tiene los mismos cntenos si y solo si tienen los mismos 
cntenos a favor y los mismos criterios en contra 	 Esto se denota como 
(a ak )MC (a a) Es decir que 
{ .1 I a >-, ak } = {J I a >-, a} y {i I ak >-.1 a} = {j I a >-, a } 
MC es una relacion de equivalencia y (a ak )MC (a a ) a> (ak a,)MC (a a) 
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Definicion 2 2 4 
Un procedimiento de agregaaon se denomina no compensatorio si y solo si cumple 
que para todo a, a, a a (a ak )MC (a a )P [a >- a, <z> a >- a] 	 En caso 
contrario se denominará compensatorio Es decir no puede haber compensacion de lo 
que se pierde en un criterio con lo que se gana en el otro 
Proposicion 2.2 -2 
El procedimiento de Condorcet es no compensatorio 
Demos tracion Sean a ; a a cuatro alternativas cualesquiera Si se supone que 
(a ak )MC (a a) significa que 
{j I a >-, ak {, {j la ha} y {11 a, >-, a,}={. 1 I a >5 a} 
Si a >- ; sigrufica que el numero de criterios tales que {j I a >-, ak } es estrictamente 
superior al numero de criterios tales que {ji  ak >- } Debido a la relacion MC esto se 
extiende a la pareja (a a ) y en consecuencia a >- a 
2 3 Metodo de Copeland de agreguen:in de preferencias 
Es un metodo propuesto por A H Copeland y es derivado del metodo de Condorcet 
Consiste en calcular la suma de las victorias menos las denotas en una votacion por 
mayona simple y en ordenar las alternativas en funcion de su resultado 
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Proposicion 2.3 1 
El metodo de Copeland produce un preorden social total Si el método de Condorcet 
genera un preorden total entonces el de Copeland genera el mismo preorden el cual es 
similar al obtenido sumando las victorias de cada alternativa 
Demostracion La relacion es total y transitiva ya que la fimcion suma de puntos es una 
función real Esta fimcion es una fimcion de utilidad del preorden social 
Si el metodo de Condorcet genera un preorden social se puede disponer a las 
alternativas como un camino Sea a una alternativa y sea r su rango partiendo del 
final Entonces existen q =(m-1)—r — p alternativas mejores que a donde los p 
son las alternativas del mismo rango (empatadas con a sin incluirla) y los r son las 
alternativas peores 
Con esto el numero de victorias de una alternativa a cualquiera es igual a r el 
numero de derrotas es igual a q Ademas el numero de Copeland Cop, es 
Cop =r—q =2r +p —m+1 
Sean a y ak dos alternativas tales que a » ak segun Condorcet entonces sus 
niuneros de victonas verificaran que r >rk  
El numero qk de derrotas de ak cumple con qk > q + p De las dos desigualdades 
se obtiene que r—q —p>rk —q k y como p O entonces Cop > Cop k Por lo tanto 
a » ak segun Copeland 
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Sean dos alternativas a, y ak tales que a » ak segun Copeland entonces 
Cap > Copk Se supone que r = rk entonces a y ak estan empatadas y debe ocurnr 
que q =qk lo cual se contradice 
Se supone que r <rk entonces en los vencedores de a estan comprendidos los de ak  
y sus empatados lo que significa que q > qk -i- pk Comparando las dos desigualdades se 
obtiene que r >rk + pk lo cual se contradice puesto que pi ._. O 
De esta manera, si el método de Condorcet conduce a un preorden los metodos de 
Condorcet y Copeland producen el mismo resultado Ademas basta con contar las 
victorias rk  
Los metodos de Borda o de Copeland cumplen cuatro de los Axiomas de Eleccion 
pero no el Axioma de independencia con respecto a las alternativas irrelevantes El 
metodo de Borda tiene la ventaja de ser sencillo de ejecutar y de proporcionar resultados 
aceptables 
El metodo de Condorcet cumple con cuatro de los axiomas pero no siempre cumple 
con la transitividad Si los cntenos no son tan contradictonos puede que no se presente 
tanta naransitividad y se logre una buena solucion Tambien si se restringe el dominio 
de la función de Seleccion Social el procedimiento de Condorcet sena transitivo pero no 
cumplma el Axioma de Umversandad 
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METODOS DE CONSENSO BASADOS EN DISTANCIA 
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METODOS DE CONSENSO BASADOS EN DISTANCIA 
3 1 Metodo de Borda Kendall 
El problema de agregación de preferencias individuales expresadas de manera ordinal 
ha sido tratado en la mayor parte de los casos sobre la teona de la eleccion y en los 
estudios de los sistemas de votacion 
Como se planteo en el Capitulo 2 Borda estudio el problema relacionandolo a la 
eleccion de candidatos y propuso el metodo que actualmente se conoce como marcas de 
Borda Segun este procedimiento los candidatos se ordenan en funcion del valor de la 
suma de las marcas el cual es igual a la posicion del ordenamiento asignado por los 
electores a cada candidato 
Kendall fue el pnmero en estudiar el problema desde un punto de vista estadístico 
Abordo el problema de ordenacion de alternativas como un problema de estimación 
buscando una ordenacion de consenso que maximice el acuerdo entre los evaluadores 
La solucion ofrecida por Kendall ordena las alternativas de acuerdo con la suma de las 
posiciones que ocupa cada alternativa, lo que coincide con el metodo de Borda Este 
metodo se conoce como metodo de Borda Kendall y debido a su simplicidad es el 
metodo mas utilizado para obtener un ordenamiento de consenso 
Otro conjunto de metodos para obtener una ordenacion de alternativas se basa en la 
defimcion de funciones de distancia que obtienen una evaluacion de consenso que se 
encuentra tan proxuna como sea posible de las evaluaciones individuales realizadas por 
los votantes proxinudad que se mide a traves de diferentes funciones de distancia 
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En 1982 Cook y Seiford mostraron la equivalencia del metodo Borda Kendall con un 
modelo basado en distancias cuando se aplica la metrica 1 2 para el caso de ordenamientos 
completos Este modelo y su generalizacion para ordenamientos con empates se 
desarrollan a contmuacion 
3 2 Ordenamiento de Consenso utilizando la métrica e (Comparación con el 
Metodo de Borda Kendall) 
Entre las tecrucas de agregamon de ordenamientos ordinales hay una tecraca que 
muumiza la suma de las desviaciones cuadradas a cada uno de los m ordenamientos 
{Al A2 } Para ello se define la distancia entre ordenamientos 
d(A B) = E (a, —b ) 2 (e2 o metrica euclidiana) y se elige el centro de masa como el 
ordenamiento de consenso es decir que minimiza 
M(B) = d(A1 B) = E (al — b ) 2 
Asi hay dos posibles enfoques al problema El método Borda Kendall (BK) que 
ordena los objetos de acuerdo con las sumas de los rangos y el metodo denominado de 
Mínima Vananza que mmuniza el error cuadratico 
El metodo Borda Kendall produce un ordenamiento que mmimiza la suma de los 
cuadrados de las diferencias entre los totales y lo que ellos serian si todos los 
ordenamientos fueran semejantes es decir el metodo Borda Kendall selecciona el 
ordenamiento B que mimmiza 
U(B) = (s — mb )2 
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donde s --Za' Esto es valido solo en el caso de ordenamientos completos Si hay 
empates el metodo BK no funciona puesto que el ordenamiento B obtenido no 
necesariamente minimizara a U(B) 
Teorema 3 2 1 
Las siguientes tres afirmaciones son equivalentes 
a) B nununiza M(B) 	 (a —6 ) 2 
b) B mmuniza U(B) = (s —mb )2 donde s = la' 
1 
c) B minimiza 0(B) =(J — )2 donde  
m 
Demostraczon Equivalencia de (a) y (c) 
U(B) = 	 — b )2 
=E(12 —21, +62 ) 
=E-572 +(Eb2 	 bj 
M(B) = I (a' —13) 2 
=II[(a12 —2.a' +(b)2 ] 
=I[E(ai)2  —2b + m(b ) 2 ] 
:srEm,1" tr BIE,Liaacks br 
UNIVERSIDAD DE P/fl/' Mfi  
(5113IUP) 
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= [E (a' )2 j+ m [E (b )2 — 2E V b] 
La mmunizacion de M(B) y il(B) depende en ambos casos solamente del término 
[E (b ) 2 — 2» b ] 
De acuerdo al Teorema 3 2 1 el ordenamiento obterudo por el tnetodo de Minima 
Vananza es el ordenamiento mas cercano al punto promedio -S. dado por el promedio de 
las componentes una a una Por esta razon y porque tal ordenamiento nurumiza el error 
cuadratico al ordenamiento obtenido se le denominara ordenamiento medio 
En el caso de ordenamientos completos el metodo de Borda Kendall y el metodo de 
Muuma Vananza son equivalentes puesto que ambos determinan los mismos 
ordenamientos medios Sin embargo cuando hay empate el metodo BK no determina 
necesanamente un ordenamiento medio 
3 3 El Método de Minima Varninza 
Es una tecruca que se puede utilizar para los casos completos y los que aceptan 
i 	 / 
empates Para un conjunto de m ordenamientos {A/} n  donde A' = (al/  a2 	 a' ) sea / ] 
g = (Y, 372 
	
r) el punto promedio definido como el vector de promedios dado por 
Y = 1 —Ea1  
m / 
El ordenamiento medio puede ser definido como el ordenamiento B que esta mas 
cerca del punto promedio es decir que nunuruza 13(B) = I (.7 — b y 
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El punto promedio es un vector en IR 	 pero no necesariamente corresponde a un 
ordenamiento 	 Una condicion necesana (pero no suficiente) que un vector de 
ordenamiento debe satisfacer es 
p(p +1) < >a < 2np + p — p2 p = 1 2 n 
2 
para cada subconjunto K 1, de los indices de cardinalidad p 
Para p = 1 esta condicion cumple que 1 . a n para todo t Mientras que para 
p = n se reduce a In = n(n +1) 
I 	 2 
En las figuras (Fig 1 Fig 2 Fig 3) 1 se ilustra el espacio de ordenamientos cuando 
n = 2 3 4 respectivamente utilizando la condicion anteriormente descrita Los 
ordenamientos estan en la dimension (n —1) dada por 
n(n +1) y x 1. O para todo i 
1 	 2 
(1) 
Los ordenamientos completos son los puntos extremos que resultan al agregar las 
restricciones adicionales 
2np + p — p 2 
P — — 1 2 	 n-1 	 (2) 2 	 K 	 2 
Para n = 2 y n = 3 estas restncciones adicionales se reducen a 1:5_ x n para todo i 
Los ordenamientos con empates corresponden a los puntos medios de las caras El 
ordenamiento en el que todos los objetos estan empatados es el punto medio del poliedro 
l Tomadas de la tesis doctoral de la profesora Maricela Foster Vega 
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Fig 3 Espacio de ordenamientos cuando n= 4 
El punto promedio S satisface las condiciones (1) y (2) y está en el poliedro es decir 
en el casco convexo de los ordenamientos completos Ademas el espacio de los 
ordenamientos de (n -1) objetos esta contenido en el espacio de los n objetos Esto se 
ilustra en la figura (Fig 4) para n = 4 
Para dos objetos cualesquiera í yi 	 la ecuacion x, = xj define un luperplano que 
	
biseca el espacio de ordenamientos en dos regiones 	 Una region contiene los 
ordenamientos para los x < xj y la otra repon consiste de los ordenamientos para los 
> xj Los ordenamientos en los que los objetos zyj estan empatados estan sobre el 
hiperplano 
El conjunto de los Inperplanos produce una subdivision del espacio de n 
ordenamientos en nl regiones contenidas en un cono poliédnco Cada cono tiene su 
ventee en el ongen del espacio (el ordenamiento en el que todos los objetos estan 
empates) y contiene exactamente un ordenamiento completo 
321 123 
X 	 x 3 
X 	 X 3 
X 	 X 2 
132 
231 
1342 
2341 
Fig 4 
132 	 231 
213 	 312 
X X 3 
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Las aristas del cono estan formadas de todos los ordenamientos con empates que son 
adyacentes al ordenamiento completo Esto puede verse en la figura (Fig 5) para n = 3 
123 
213 ----- \ 
Fig 5 1-liperplanos cuando rz = 3 
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El metodo de ~lima vananza selecciona el ordenamiento que esta más cerca del 
punto promedio sin embargo el metodo de BK identifica las regiones con 
oidenamtentos Segun BK si el punto promedio esta en el interior de uno de los conos 
poliedncos se selecciona el ordenamiento completo asociado al cono si el punto 
promedio esta sobre la frontera de un cono se selecciona el ordenamiento con empates 
asociado a la frontera del cono 
De acuerdo con esto mediante el metodo BK se puede elegir un ordenamiento que no 
este tan cerca del punto promedio En la figura siguiente (Fig 6) se puede observar este 
comportamiento 
A 
B oidenamiento medio 	 S— punto piomedio 
A ordenamiento elegido por el inetodo de BK. 
Fig 6 Espacio de ordenamientos 
Para determinar el ordenamiento medio se consideran umcamente los ordenamientos 
adyacentes al punto promedio La subdivision del espacio de los ordenamientos por 
medio de los hiperplanos sugiere que estos sean los ordenamientos del cono que 
contengan el punto promedio Esto se formaliza en el siguiente teorema 
42 
Teorema 3 3 1 El ordenamiento medio no invierte las preferencias dadas por el punto 
	
promedio Es decir que si B = (b1 	 b2 	 b ) es el ordenamiento medio entonces 
s <5. b <b 
,  
Demostraczon 
Suponga que s < si y b > tz, Sea B la imagen de B por el hiperplano x, = xj 
obtenida intercambiando b y bj es decir 
	
b 	 sz k = j 
	
bk ,--- bl 	 si k=z 
bk en otro caso 
Entonces 
U(B) — ii(B ) = [(b — 2 	 —1—[(b —.V ) 2 +(hl — .V.i )2 ] 
=[(b —.)2 +(b—) —(b—) 	 _.,-, y] 
=2(b —1, 1 )(ii, —.1> o 
Asi 1-3(B) no es =lima] y B no es el ordenamiento medio por lo que queda 
demostrado 
El metodo de minima vananza determina el ordenamiento medio B minimizando 
M(B) pero por el Teorema 3 2 1 existe una formulacion equivalente para determinar 
B y es mitumizando Ü(B) 
1 m 
minimizar IT/(B)=Z (s' — b )2 donde Y 
m 1 
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Cuando se encuentra B mediante esta forma, puede ocurrir que .1 sea un 
ordenamiento y en tal caso la solución inmediata sena 13 = -1 pero este caso no es 
Si se consideran los ordenamientos completos el problema es el siguiente 
nunü(B)=EV -b 
B C 
donde C es el conjunto de los ordenamientos completos 
Mediante el metodo BK se encuentra la solución correcta al problema Hay otros 
metodos aliemos pero carecen de la simplicidad del metodo Borda Kendall 
Para el caso no restringido Cook y Seiford proponen un algoritmo de bifurcación y 
acotacion La propiedad monotona no decreciente que se describe en el Teorema 3 3 1 
provee un punto inicial Sin perder la generalidad se supone que el punto promedio 
satisface 3  
El Teorema 3 3 1 garantiza la existencia de un ordenamiento medio B tal que 
b2 	 b Este orden limita los posibles valores que puede tomar b l al conjunto 
{ 11 5 2 2 5 	 (n + 1) Para cada posible valor de b l los posibles valores que b2 
2 
puede tomar tambien se restringen a un conjunto especifico Y asir con todos los demas 
b La figura (Fig 7) describe un arbol con los posibles valores para A cuando n = 5 
44 
3/ 25 3 35 
35 B 
35 4 3 35 
5 45 C 
51 451 	 51 	 41 	 51 	 451 	 51 35 
o 
15 	 2------:-<--c,?)--- 
----,,, , 
15 	 2 	 25 	 3 
A 
11 
2 25 3 
1735 e 
35 4 2 5 3 
45 45 C 
1 
45 5 4 5, 45 5 3 
o 
Fig 7 Arbol con los posibles valores pan b cuando n = 5 
3 3 1 Algoritmo de Solomo 
Aqui se piesenta el algoritmo del Metodo de Miruma Varianza para determinar el 
ordenamiento de consenso en el que se considei an los empates 
Primero se arreglan los objetos de tal forma que Y, 	 .V para inicial con 
los pasos del algotrtmo 
Paso 1 Sea j = 1 
Crear los n ordenamientos parciales {P(i)} 	 donde P(i) denota el ordenamiento 
parcial que contiene los elementos 1 2 	 empatados con el tango (1+1)/2 
Calcular las correspondientes n sumas parciales 
{L Ik1
( 	
1+ ) 2 } 
S -- k 	 2 
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Ir al paso 2 
Paso 2 Sea] =1 + 1 
Si j = n + 1 ir al paso 5 De otro modo usar el ordenamiento parcial P(j —1) y crear 
los n — (j —I)ordenamientos parciales descendientes {Pi (,)} 	 donde 	 Pi (i) 
concuerda con P(j —1) para los objetos 1 2 	 J —1 y tiene los objetos j j +1 
empatados con rango Q+ / 2 
Calcular las sumas parciales asociadas 
}
k 
Seaz=j ir al paso 3 
Paso 3 Si I, 	 L, dejar el ordenamiento parcial P' ) y el L j asociado fuera de 
consideracion Ir al paso 4 
Si Lj < L hacer P(z) = P" (z) es decir reemplazar el ordenamiento parcial previo 
de los pnmeros z objetos por el ordenamiento parcial P' (z) 
Sea L =L1 Ir al paso 4 
Paso 4 Si z = n ir al paso 2 de otra manera, hacer z = ; +1 e ir al paso 3 
Paso 5 P(n) es el ordenamiento optimo 
Para simplificar la descnpcion del algoritmo se puede ignorar la posibilidad de 
alternar los ordenamientos medios cuando L j, = L Pero se puede modificar el paso 3 y 
considerar el caso cuando 1. 9, = L para tomar en cuenta los promedios aliemos 
P2 (2) = (1 2 — — —) 
P2 (3)=0 
 L 22 = 0 16 + (O 2) 2 = 0 20 
25 2 5 — —) Ln =1 14 
P2 (4)= (1 3 3 3 --) 
P 2 (5)= ( 1 
 
L 3 08 
35 35 35 3 5 ) L„ = 4 44 
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332  Ejemplo 
Un cornac de cinco miembros suministra los siguientes ordenamientos de cinco objetos 
Al = (2 3 5 1 4) A2 = (1 3 4 2 5) A3 —(2 4 5 1 3) A4 = (1 4 3 2 5) A5 = (3 2 5 1 4) 
El 	 punto 	 promedio 	 es 	 (1 8 3 2 44 1 4 4 2) 	 pero 
	 se 	 utiliza 
18 3242  4 4 ) y los objetos se reordenan asi (d a b e c) 
Utilizando el algontmo se tiene que 
Pasol j = 1 
Los ordenamientos parciales son 
P(1)= (1 — — — —) 
P(2) = (1 5 1 5 — — —) 
P(3) = (2 2 2 — —) 
P(4). (2 5 2 5 2 5 2 5 —) 
P(5)= (3 3 3 3 3) 
Las sumas parciales son 
L, = 0 16 
L2 =0 1 
L3 = I 84 
L4 = 5 08 
L5 = 744 
Paso 2 j = 2 
Se escoge la rama P(1) y se crean las ramas 
Las sumas parciales 
descendientes 
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Pasos 3 y 4 ¡ = 2 
Como L22 > L 2 entonces no se utiliza P2(2) para las siguientes comparaciones 
Puesto que L23 L24 y L25 son menores que L3 L4 y L5 respectivamente entonces 
P 2 (;) reemplaza a P(1) y L 2 reemplaza a L para t = 3 4 5 Ahora se tiene que 
P(2) = (1 5 1 5 — — —) L2 = O 1 
P(3). (1 25 2 5 — —) L3 =1 14 
P(4)=(1 3 3 3 —) 1,4 = 3 08 
P(5) = (1 35 35 35 3 5 ) L5 = 4 44 
Paso 2 j = 3 
Se escoge la rama P(2) y se crean las 
Sumas parciales 
ramas descendientes 
P 3 (3) = (1 5 1 5 3 — —) L33 = O 14 
P3 (4) = (1 5 1 5 3 5 3 5 —) L34 = O 68 
P3 (5) = (1 5 1 5 4 4 4) L35 = 0 94 
Pasos 3 y 4 	 , = 3 
Como L33 L34 y L35 son menores que L3 L4 y L5 se obtiene 
P(3) = (1 5 1 5 3 — —) 	 L3 = 0 14 
P(4) = (1 5 1 5 3 5 3 5 —) 	 L4 = 0 68 
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P(5)=(1 5 15 4 4 4) 	 L5 = 0 94 
Paso 2 j = 4 
Se escoge la rama P(3) y se crean las 
Sumas parciales 
ramas descendientes 
134 (4) = (1 5 15 3 4 —) 	 L44 = 0 18 
P4 (5) = O 5 1 5 3 4 5 4 5) 	 L45 = 0 24 
Pasos 3 y 4 ¡ = 4 
Nuevamente L 44 y L45 son menores asi que se obtiene 
P(4) = (1 5 1 5 3 4 —) 	 L4 = 0 18 
P(5) =(1 5 153  4 5 4 5) 	 L5  = O 24 
Paso 2 j = 5 
Se escoge la rama P(4) y se crea la rama 
Sumas parciales 
descendiente 
P5 (5) = (1 5 15 3 4 5) 	 L„ = 54 
Pasos 3 y 4 i5 
COMO L22 > L2 se descarta 115 (5) 
Paso 5 
El ordenamiento medio es P(5) = (1 5 1 5 3 4 5 4 5) 
Como el ordenamiento medio encontrado corresponde al etiquetado de los objetos con 
el arreglo (d a b e c) se deben reordenar los objetos de acuerdo al etiquetado original 
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es decir con el arreglo (a b e d e) Utilizando este arreglo el ordenamiento medio es 
B.(1 5 345  1 5 4 5) 
La distancia entre el punto promedio g y el ordenamiento medio B obtenido es 
_ 
d(S B) = E (s — b )2 = Ø 8-1 5)2 «33)2 — 3)2 + (4 5 — 5) 2 + 0 5 —1) 2 + (4 5 — 4) 2 = 0 24 
1 
Ahora, al ejemplo se le aplicara el método de Borda Kendall para obtener el 
ordenamiento medio 
Se suman los rangos que ocupa cada alternativa de los cinco ordenamientos 
5 
b1 =Zai = 2 + 1 +2 + 1 + 3 =9 
/ 1 
s 
b2 =Ec/2 = 3 +3 +4 + 4 +2 = 16 
r 1 
s 
b3 =Za3i = 5 +4 +5 +3 +5 =22 
/ I 
5 
b4 =Za41 = 1 +2 + 1 + 2 + 1= 7 
/ 1 
s 
b5 =Easi = 4 + 5 +3 + 5 + 4 =21 
t I 
Luego se ordenan las alternativas de acuerdo con la sumas de las posiciones de 
menor a mayor La alternativa con la menor suma se ordena pnmero y asi 
sucesivamente El ordenamiento resultante es (2 3 5 1 4) 
La distancia entre el punto promedio 1 y el ordenamiento medio B obtenido por el 
metodo de Borda Kendall es 
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_ 	 _ 
d(S B) = Z(s — b =0 8-2) 2 +(3 2-3) 2 +(4 45)2 +0 4_l)2 +(4  2_4)2  =0 64 
Esta distancia es mayor que la distancia entre el punto promedio y el ordenamiento 
medio obtenido por el metodo de Minima Vananza ( O 64/0 24 = 234) 
3 4 Ordenamiento de Consenso utilizando la metrica 
La distancia d(A 13) = 	 —b que se determino en el Capitulo 1 sirve para 
determinar un ordenamiento de consenso Este ordenamiento sera el que mejor refleje las 
opiniones combinadas de los miembros de un comite Para esto consideremos el 
problema en que m miembros de un comite han determinado una sene de ordenamientos 
ordinales de n objetos {Ain donde A' .(a l al2 a') El grado de acuerdo se 
tomara en ternunos de la distancia total absoluta en el conjunto de los m ordenamientos 
(A' r O sea, a menor distancia mejor grado de acuerdo Esto nos lleva a la siguiente 
defuncion 
Definición 3 4 1 
Sea B e IR Un ordenamiento B se dice que es la mediana de los ordenamientos u 
ordenamiento de consenso si minimiza la distancia total absoluta 
M(B) = d(A l B)= E Id --b1 
i 
De acuerdo con esta medida, 13 es el ordenamiento que esta en mejor acuerdo con el 
conjunto de m ordenamientos seleccionados y se utilizara como cnteno para obtener el 
consenso de opiniones 
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Teorema 34 1 Sea {A'}" un conjunto de ordenamientos 13 el conjunto de todos los 
ordenamientos de n objetos y 13 el vector dado por 
B = (b1 b2 	 b ) con b = mediana{a 1 }7, 
Si B E B entonces B es la mediana de los ordenamientos 
Demostramon Consideremos a B el conjunto de todos los ordenamientos de n objetos 
Entonces 
mm {E d(A / B).} ?_ mili {E d(A i B)} _ — min {E E lal — b, I} 	 (3) 
odt 	 B IR B B 	 / i 
	
/ 1 	 / I 	 I 
Esto se debe a que el miembro de la izquierda, por ser distancia entre ordenamientos el 
menor valor positivo que toma es 1 mientras que el lado derecho puede tomar valores 
menores que 1 
Empleando la tecruca de los multiplicadores de Lagrange se establece que cuando 13 
es el vector defirudo por 
13 = (b, b2 	 b ) con b = mediana {d}7, 
el lado derecho de (1) alcanza su menor valor Por lo tanto 
M(B) M(B) para todo B e B 
Usualmente el vector 13 no es un elemento del conjunto de los ordenamientos de n 
objetos pero si se restringe B al conjunto de ordenamientos completos el problema 
puede ser formulado por las tecmcas de la programacion lineal A contmuacion 
presentaremos dos de estos modelos 
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3 4 1 Modelo 1 
Las preferencias (a') del / esimo miembro del grupo son consideradas como metas 
por lo tanto el objetivo es obtener un vector de consenso B tal que para todo 1 b esta 
lo mas cercano posible a la correspondiente componente a` para todo r y / Utilizando 
esta interpretacion se tiene el siguiente problema lineal 
mui 
 {
t E (c/ I + c/' )} 
1 i i 
sujeto a b +d' +d' =a' 	 para todo i / 
k =1 2 	 n 
h di ' di >O 	 para todo 1 / 
donde los subconjuntos .4 consisten de k enteros es decir .4 C {1 2 n} 
Este modelo lineal esta formado por 2 — 1 + mn restricciones y (2m + 1)n variables 
Luego es mas factible resolver el dual de este problema que tendna solo (2m + 1)n 
restricciones 
3 42 Modelo 2 
El problema planteado arnba se puede descnbir como un problema de asignacion 
Para ello se define 
1 I 
	
z k e {1 2 	 n} 
Como 
É d(Ai B) = E tia: — 61 	 (4) 
(-1 	 1 1 1 
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se observa que d k es el valor de la esima suma en (2) b =k /Ce{l 2 	 n} 
Si se define 
rl st b = k 
X k = 
O en otro caso 
el problema es equivalente al siguiente problema de asignacion 
MIII{
ZZdikX1k } 
1 k I 
sujeto a E x k =1 para todo k 
(5) 
xk = 1 para todo 
k I 
x k O para todo k 
Existen procedimientos de solucion muy efectivos para resolver el problema (5) por 
lo tanto el modelo 2 se puede utilizar para resolver problemas en los cuales intervienen 
muchas variables 
El siguiente ejemplo se resolvera utilizando el modelo 2 
3 4 3 Ejemplo de aplicanon 
Un problema comun a la hora de planear y disenar una carretera es la seleccion de la 
ruta que se seguira En particular nos referimos al problema de la escogencia de los 
lugares mas apropiados para construir un corredor 
El problema de la determinacion de la ruta del corredor es un problema mteresante que 
debe tomar en cuenta los posibles efectos (parametros de impacto) que tendra su uso Se 
estudian entre otras categonas los usuarios el desarrollo regional que puede darse el 
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impacto ambiental los beneficios sociales y econonucos el derecho de via y los costos 
La construccion o deternunacion de un corredor puede inferir negativa o positivamente 
en la vida de las personas ya que puede ser una fuente de bienestar o de molestia 
El problema que se plantea considera su naturaleza ordinal Se muestra como 
combinar la informacion ordinal que se obtiene para lograr un consenso en cuanto a la 
escogencia de una determinada ruta del corredor con base en cada dimension o categona. 
Luego se describe un procedimiento para combinar los ordenamientos que toma en 
cuenta las categonas dadas 
Asumamos que cada miembro de un grupo de individuos o emane (Ministerio de 
Obras Publicas Corregimientos Empresa Constructora Privada Comité de Apoyo etc ) 
se le asigna la tarea de pnonzar una ruta, de acuerdo a las categonas asociadas 
Para cada categona cualitativa asumimos que cada miembro] del comite nos da un 
ordenamiento ordinal (a' a2 	 a' 	 ) donde a' es el rango asignado a la 1 ésima 
ruta de acuerdo con la esima categona 
Por ejemplo si =1 representa la categona desarrollo regional y hay 5 rutas 
posibles un ordenamiento ordinal puede ser de la forma (3 415 2) o sea, 
I 	 •-• 	 2 	 • 	 3 	 • 	 4 	 5 a =.5 a, =4 a = 	 = ) a, =2 Asi a la ruta 1 se le asigna la posicion 3 a la ruta 2 
se le asigna la posicion 4 etc 
Al asignar un rango a cada ruta, se espera que cada miembro del comite tome en 
cuenta los beneficios y costos de realizar el proyecto 
Consideremos un comite conformado por 10 miembros que ordena 5 rutas de acuerdo 
a su preferencia. 
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Se utilizara la vanable k para representar cada uno de los5 rangos posibles la vanable 
lpara los 10 miembros y la vanable para los 5 objetos 
El vector de ordenamiento de cada miembro es el siguiente 
Miembro ordenamiento Miembro ordenamiento 
1 (14352) 6 (14325) 
2 (43142) 7 (41532) 
3 (32541) 8 (13425) 
4 (14253) 9 (31542) 
5 (25413) 10 (34215) 
Se construye la matriz distancia (dk) donde dk es la suma de las desviaciones entre el 
rango k y los 10 rangos a dados del objeto : para cada miembro I Asi 
=Ilal - 11=0+3 +2 +O+ 1+0+3 + O +2 + 2=13 
d21 =Ela2L- 11=3+2+1+3+4+3+0+2+0+3=21 
d31 = El al3  -1 = 2 + O + 4 + 1 + 3 + 2 + 4 + 3 + 4 + 1= 24 
m 
d41 =Ilarli -11 =4 +4+3 +4 + 0+1+ 2 + 1+3 + 0=22 
4=U a5I -1 =1+ 1 +0+2 + 2 +4 +1+4 +1 + 4=20 
/ 
d,2=lial-21=1+2+1+1+0+i+2+1+1+1=ii 
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d22 =11 a/2 -21 =2+ 1+0+2+3+2+ 1 + 1 + 1 +2= 15 
/ 
d32 =Zia13 -21 = 1 + 1+3+0+2+ 1 +3+2+3+0= 16 
4=2.1 a41 -21 =3+3+2+3+ 1+0+ 1 +0+2+ 1 = 16 
/ 
PM 
d52 =l'así -21 =0+0+1+ 1+ 1 +3+0+3+0+3= 12 
/ 
, 43 =2.1(1j-3i =2+1+0+2+1+2+1+2+0+0=11 
d23 =11 a2I -3 = 1 +0+ 1+ 1+2+ 1+2+0+2+ 1= 11 
/ 
d33 =Ela31 -31 =0+2+2+ 1 + 1 +0+2+ 1 +2+ 1 = 12 
, d43 =2.4v4 -31 =2+2+ 1+2+2+ 1 +O+ 1 + 1 +2= 14 
/ 
d" =Ziasí -31 = 1 + 1 +2+0+0+2+ 1 +2+ 1+2= 12 
/ 
=Ija; - 41 =3+0+ 1+3+2+3+0+3+ 1 + 1 = 17 
t-1 
-O+ 1 +2+0+ I +0+3+ 1+3+0= 1 I du - 11°21 -4 1 
r 
dm =El d3 -4I =1+3+1+2 +0+ 1+1+0 +1 +2=12 
I I 
d44 =Ela41 -41 = 1+ 1+0+ 1 +3+2+ 1+2+0+3= 14 
r 
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m 
dm --tEla51 -41 =2+2+3+1+1+1+2+1+2+1=16 
t i 
m 
o/15 =11(4-5 1=4+1+2+4+3+4+1+4+2+2=27 
t i 
m 
d25 = 11a21 -5 1 = 1 + 2 + 3 + 1 + O + 1 + 4 +2 + 4 + 1 = 19 
I I 
IN 
d35 = E 1 c13 — 5 1 =2+4+0+3+1+2+0+1+0+3=16 
t i 
m 
d45 =El a4I- 51 =0±0±1±0±4±3+2+3+1+4=-18 
I I 
m 
d55 =-Ziasi -5 1=3+3+4+2+2+0+3+0+3+0=20 
t 1 
La matriz distancia (da ) es la siguiente 
13 11 11 17 27 
21 15 11 11 19 
(dk )= 24 16 12 12 16 
22 16 14 14 18 
.20 12 12 16 20 
Utilizando el algonttno apropiado para resolver problemas de asignacion se obtiene el 
siguiente cuadro que muestra el vector de consenso 
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Pnondad 
Objeto 1 2 3 4 5 
1 1 0 0 0 0 
2 0 0 1 0 0 
3 0 0 0 1 0 
4 0 0 0 0 1 
5 0 1 0 0 0 
Esto indica que B -, (1 3 4 5 2) y M(B )=66 es la minima distancia Revisando la 
matriz distancia se observa que pueden existir medianas alternas por ejemplo 
B =0 4 35 2) 
El modelo 2 es un hibndo de las tecnicas de Kendall y de Kemeny Snell La tecmca 
de Kemeny Snell es similar en su caractenzacton axiomatica sin embargo representan 
los ordenamientos por matrices lo que complica el problema La representacion por 
matrices no contiene mas informacion que la representacion vectorial que se utiliza 
ademas que consume gran cantidad de almacenamiento computacional Para problemas 
muy grandes podna llegar a ser critico 
El metodo de Kendall es probablemente el mas popular debido a su simplicidad 
computacional Su representacion es vectonal pero su tecruca no conduce a un consenso 
que posea los atnbutos de la tecnica de Kemeny y Snell 
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Tambien se dispone de la regla mayontana para la formacion de consensos Las 
desventajas de esta tecruca son parecidas a las del metodo de Kendall Ademas si no se 
garantiza la transitividad es necesario ir a una formulacion de programacion entera 
3 5 Formación de consenso para el caso de empates 
La medida de distancia puede ser utilizada en un sin numero de formas para definir un 
ordenamiento de consenso Para cada p la metnca P puede utilizarse para seleccionar 
un vector de consenso B donde B satisface 
1 
M(B)= muumo {t dn (A 1 13)-} P 
	
n 	 / 1 
El muumo es tomado sobre todos los vectores de pnondad B 
En la seccion antenor se utilizo la métnca I I para determinar B resolviendo un cierto 
problema de asignación para los problemas de ordenamiento completo Ahora se 
examinara el problema general que permite los empates en las preferencias 
Si se consideran todos los ordenamientos 13 entonces los rangos posibles que un 
1 
objeto puede tomar son 1 15 2 25 	 n -1 n-- n 
2 
Para este caso general el problema (4) queda formulado asi 
2 
min { IZd o X ki2 
P 	 I k 2 
2 
sujeto a I x k/2 =1 	 para todo: 	 (6) 
k 2 
E 
	
X 12 k/2 A ki2 	 para k=2 	 2n 
1 
x > O kl2 - 	 para todo z k 
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donde  2 j i 
i e {1 2 	 n} k e {2 3 	 2n} 
El 	 vector A=(A1 A15 A2 A25 A ) esta restringido a 	 valores 	 que 
proporcionaran un 	 ordenamiento elegible Para 	 el caso 	 completo 
A =(l olo 	 lo 1) 
Para cualquier vector elegible A el problema (6) es un problema de transporte que 
puede ser resuelto facilmente Sin embargo si n es grande hay que considerar una gran 
cantidad de vectores A y sus correspondientes soluciones 
Para presentar una perspectiva clara sobre el tamano y la estructura del problema que 
se esta tratando se disena una representacion poliednca de los vectores elegibles A 
Esto conducira a un problema de programacion cero uno produciendo una estructura que 
examinara las posibles opciones para determinar un ordenamiento optimo 
Para ello se definen las variables Y,, y Aka de la siguiente forma 
1 si los rangos r y r se combinan para producir 
Y„ = 	 un rango medio entre r y s 
O en otro caso 
para r = 1 2 	 n 	 s = 1 2 	 n 
k I 
y sea 
 
1 
Para asegurar que el conjunto de valores A *12 constituye un ordenamiento se agregan 
las siguientes restricciones 
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y, 	 (7) 
	
1;,—I's,.= 0 	 para todo r s 	 (8) 
E Y, 
 
	
=1 	 para todo s 	 (9) 
	
EY =1 	 para todo r 	 (10) 
Una interpretacion ilustrativa de estas restricciones puede verse en la tabla siguiente 
para n = 5 
r 1 2 
1 
3 
¡5 
4 
2 	 25 
5 3 
1 YI 1 Y12 YI3 1I4 1I5 
3 5 
2 }' 21I 122 123 124 1725 
4 
3 Y31 Y32 Y33 1734 1735 4 5 
4 Y4 I Y42 .Y43 Y44 1745 
5 
5 Y5I 152 1" 53 1754 Y55 
La restriccion (7) indica por ejemplo que si los rangos 1 y 4 estan empatados 
(11, 4 =1) en el nivel 2 5 entonces los rangos 2 y 3 tambien deben estar empatados 
(Yr =1) en el mismo invel 
Las restricciones (8) son condiciones simetricas es decir si los rangos r y s están 
empatados entonces los rangos s y r tambien lo estan 
Las restricciones (9) y (10) implican que para cualquier r (o s) a lo más una variable 
Y„ (o ) puede tomar el valor de 1 es decir que si Y2 5 = 1 no hay otro elemento en la 
segunda fila que sea chstmto de cero Los rangos 2 y 3 lamben estan empatados pero 
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esta situacion se toma en cuenta por la definicion de los Y, y las condiciones impuestas 
sobre ellos 
Las cuatro restricciones componen el conjunto minium de restricciones necesarias que 
garantizan que el vector A sea un ordenamiento elegible 
El problema (6) puede ser formulado como un problema de programacion cero uno 
al agregarle las cuatro restricciones anteriores y puede ser considerado como un 
problema de transporte con demandas variables restringidas a los destinos individuales 
pero con la demanda total fija Por las restricciones adicionales la propiedad ununodular 
que posee el problema (6) es eliminada 
El problema de programacion cero uno queda escrito de la siguiente forma 
MB { 2 E E d k/2 X k/2 } 
I 	 I k 2 
2 
sujeto a 	 Z x k/2 = 1 
k 2 
k 	 I 
Z Xikp - E Y* 
 para todo 1
=0 para k=2 	 2n 
n 	 --Yk ,„.0 parasI.k—s  
=0 para todo r s 
En=1 para todo s 1 
para todo r 
1 
X k/2 Yr, E {0 1} para todo ik rs 
(P1) 
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Teorema 3 5 1 
El poliedro convexo determinado por las restricciones (7) (8) (9) (10) y Y rs O tiene 
puntos extremos enteros 
El poliedro determinado en P1 posee en la mayona de los casos algunos puntos 
extremos no enteros En consecuencia, la aproximacion del problema utilizando 
programacion lineal estricta no obtendra, generalmente una solucion optima entera 
Para n pequeño PI peana resolverse directamente como un problema de 
prograrnacion cero uno Sin embargo para n grande no es muy efectivo Es por ello que 
se presenta un algoritmo de bifurcacion y acotacion que utiliza la estructura especial que 
tiene el problema 
3 5 1 Algontmo de solunon Procedimiento de Sifurcacion y Acotacion 
La filosofía basica de la bifurcacion y acotacion involucra la particion del espacio 
solucion del problema PI hasta que la solumon optima sea reconocida 
El metodo inicia relajando las restricciones del problema candidato inicial para formar 
un problema que pueda ser resuelto eficientemente Si la solución optima al problema 
relajado es factible para PI entonces la solucion es optima para PI De otra forma, se 
crean dos nuevos problemas candidatos colocando restricciones adicionales en P1 de 
manera que 
a) La umon de las regiones factibles para los dos nuevos problemas sea igual a la repon 
factible de P1 
b) La interseccion de las regiones factibles de los dos nuevos problemas sea vacia, y 
c) Una relajacion de cualquiera de los dos nuevos problemas sea resuelta facilmente 
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Uno de los dos problemas candidatos es elegido para ser el problema candidato en 
curso y su relajacion es resuelta Esta estrategia de dividir y vencer es utilizada hasta 
que la region factible entera de PI sea implicitamente examinada y haya sido determinada 
la solucion optima u ordenamiento de consenso 
El problema candidato uucial es el siguiente 
2 
mm {II d k12 X kl2 } 
1 k 2 
(CP1) 
2 
sujeto a Ex k/2 =I 
k 2 
E X k/2 ± Zk/2 =bk/2 
I 
paraz=12 	 n 
para k= 2 2n 
O X kp 51 O 5 zki2 5 bk/2 para k= 2 	 2n 
donde 
{ k -1 
bk/2 = 
2n—k+1 
si kn+1 
si k> n+1 
El problema CP1 es un problema de transporte ponderado para el cual existe un 
algoritmo de solución eficiente También una solución entera óptima sera obtenida por 
un algontmo de punto extremo Claramente CP1 es una relajacion de PI Ahora queda 
por demostrar como una solución optima para CP1 puede ser identificada como un 
ordenamiento y como puede ser implementada una particion del espacio solucion de 1 1 1 
Para ayudar en la realización de ambas acciones se formula el siguiente teorema 
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Teorema 3 5 2 
Sea (x z) la representacion de una solucion entera factible a CP1 	 Sea 
_ 	
- 
A  k12 = bk/2 - Z k/2 el numero de objetos astg,nados con el rango k/2 
_ 
Para cada 1=23 2n para el que Ak12 O se define 
- 
Ck12 =1 si 1 - -A-112 k 1+ Am -1 y 6 k/2 =0 en otro caso 
Se coloca una bandera en todas las posiciones dentro de mas K u2 —1 y menos Kin  
de la posicion 1/2 donde quiera que los objetos tengan asignado el rango de //2 
_ 
La solucion x define un ordenamiento si y solo si Cv2 =1 para todo k 
Demostracron La demostracion sera llevada a cabo por inducción 
Para n = 1 y n=2 todos los ordenamientos posibles son enumerados facilmente y el 
teorema se cumple Se demostrara el resultado para n=3 
Para n=3 los 13 ordenamientos posibles son los siguientes 
I (123) 	 6 (213) 
2 (231) 7 (15 153) 
3 (321) 8 (15315) 
4 (312) 9 (3 I 515) 
5 (1 3 2) 10 (25251) 
11 (25125) 
12 (12525) 
13 (222) 
Los ordenamientos del 1 al 6 producen los mismos valores A 
A l = 1 Al 5 = O A2 = 1 A2 5 = 0 A3 = 1 Con Al = 1 C 5 = C i = 1 con A2= 1 
C 1 5 = C2 = 1 y con á; = 1 C2 5 = C3 = 1 As, todos los Cka = 1 
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Los ordenamientos del 7 al 9 producen los mismos valores A 
AO Al 5=2 A20 A2 5 = O y A3 = 1 Comáis= 2 C5 =C1=C15 = 1 y conA3= 1 
C2 5= C3 = 1 
Los ordenamientos del 10 al 12 tienen A l = I A15 =0 A2 = 0 A2 5 = 2 y a3 =0 Con 
Al= 1 Cs = C1= 1 y con A2 5 = 2 CI 5 = C2 = C2 5 = C3 = 1 
El ordenamiento 13 tiene A2 = 3 y todos los otros ág = O Esta asignacion de A2 fija 
todos los q = 1 
Si es utilizada cualquier asignacion que no constituya un ordenamiento se muestra 
facilmente que algun Qd2 puede ser cero 
Asi el teorema se ha demostrado para n = 3 
_ 
Supongamos que el teorema es cierto para n n Se debe mostrar que el teorema se 
_ 
cumple para n = n + 1 
Sea L el numero de objetos que tienen la mayor preferencia, esto es que todos los L 
objetos deben ser asignados con el rango (` 1g y 202 =1 para k =1 2L por esta 
asignacion El siguiente rango de preferencia mas grande que puede ser asignado a un 
objeto es L+1 Asi removiendo los L objetos con mayor preferencia en el problema de 
ordenamiento queda la situacion donde (n — L) objetos deben ser ordenados Por el 
proceso de induccion el teorema es cierto para n — L y por lo tanto es cierto para n 
Dada una solucion factible a CP1 el Teorema 2 proporciona un procedimiento 
facilmente codificado para determmar si la solucion es o no es un ordenamiento El X 112 
o X /2 ) que causa que un Cki 2 sea puesto de pnmero una segunda vez es elegido 
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como el candidato para ser restringido postenormente La variable 4 
	 puede ser 
considerada AL- /2 en una rama y 4 /2 en la rama opuesta Ambas restricciones 
tienen un efecto sobre las vanables de PI si la solucion proporciona un ordenamiento 
_ 
La restnccion A /2 A 12  significa que el limite superior sobre z /2 es b —4 12  esto 
es que al menos 4 /2 objetos tienen asignados el rango r/2 Esta restriccion no elimina 
directamente la solucion optima al problema candidato relajado madre Sin embargo 
segun el Teorema 3 5 2 para cierto 4 112 adyacente a 4 12  el limite supenor puede ser 
disminuido sin eliminar un posible ordenamiento La adicion de esas restricciones 
limites como lo estipula el teorema elimina la solucion optima al problema candidato 
relajado madre 
— 	 — La restriccion A /2 'S A 12 —1 coloca un limite infenor de b 1 2 - A 12  ± 1 sobre z /2 
Es decir que a lo mas —A, 12 —1 objetos tienen asignados el rango r/2 y la solucion actual 
no es factible 
Cuando se crean dos problemas candidatos se escoge siempre como el problema 
candidato el que tiene la restnccion A /2 .k. 4 /2 Un problema candidato puede ser 
abordado como el resultado de obtener un ordenamiento encontrando una solucion no 
factible u obteniendo un valor objetivo de programacion lineal mayor que el valor 
objetivo asociado con un ordenamiento Despues un problema candidato es abordado 
un nuevo problema candidato actual es elegido con la regla de decision ultimo que entra 
pnmero que sale El algoritmo dual de Armstrong 1Clinginan y Wlutman es utilizado 
para resolver todos los problemas de transporte con la solución final del ultimo problema 
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candidato exammado suministrando una solucion factible dual inicial para el problema 
candidato relajado 
El algontmo presentado para resolver el problema PI es capaz de admitir un numero 
de variaciones a la formulación presentada Podna ser usual por ejemplo que muchas 
situaciones requieran que sea fijado un limite supenor sobre el numero de objetos que 
poseen el mismo rango Esto podna lograrse facilmente definiendo b k,2 como el 
numero de objetos permitidos con la posicion 812 en vez del numero mammo que 
actualmente esta considerado en CP I 
Un segundo requisito en ciertas situaciones es que se asignen pesos diferenciados a los 
t miembros del comité En este caso dm se define como 
m dan ---- E Wi lai - kAl 
donde W, es el peso cardinal atribuido al miembro t 
El procedimiento de bifurcacion y acotacion presentado para resolver problemas de 
ordenamiento donde se permiten preferencias con empate parece ser el más viable 
Como se demostro antenormente el numero de restricciones en 1 5 1 se hace muy grande 
conforme n aumenta por lo tanto sena ineficaz tratar de resolver PI usando directamente 
cualquier algoritmo entero estandar 
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CONCLUSIONES 
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1 El metodo de Kendall es una tecruca sencilla que conduce a una aproximacion del 
consenso entre las preferencias de un grupo Utiliza la representacion vectorial para 
el ordenamiento de las alternativas Sin embargo no conduce a un consenso que 
posea las propiedades de una funcion de Seleccion Social 
2 Los modelos de ordenamiento de consenso que utilizan la metnca e presentados en 
este trabajo son modelos híbridos de las tecnicas de Kendall y de Kemeny Snell 
Utilizan la representacion vectorial y cumplen con las propiedades que satisface una 
funcion de Seleccion Social Particularmente el modelo 2 resuelve el problema de la 
obtencion del consenso mediante la solucion de un problema de asignacion Esto 
facilita el manejo de problemas con un gran numero de alternativas 
3 El Metodo de Borda Kendall y el Metodo de Muuma Vananza determinan los 
mismos ordenamientos medios cuando se consideran ordenamientos completos Sin 
embargo cuando se permiten los empates entre las alternativas el metodo de 
Borda Kendall no conduce necesariamente a un ordenamiento medio 
4 El Metodo de Mmuna Vananza provee un camino efectivo para derivar una solucion 
al problema de ordenamientos ordinales porque incluye el caso de ordenamientos con 
empates Este metodo selecciona el ordenamiento que mas se aproxima a los 
ordenamientos de los miembros de un comite 
5 El metodo de Borda Kendall opera identificando las regiones con los ordenamientos 
Selecciona el ordenamiento completo asociado al cono si el punto promedio esta en 
el Interior del cono Si el punto promedio esta en la frontera del cono entonces 
selecciona el ordenamiento con empates que esta asociado con la frontera Esto 
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indica que aunque el punto promedio este muy cerca de un ordenamiento puede 
suceder que se escoja otro ordenamiento mas distante 
6 En comparación con el metodo de Borda Kendall el metodo de Muuma Vananz_a 
selecciona el ordenamiento que esta mas cerca del punto promedio lo que mejora la 
aproximacion encontrada mediante el metodo de Borda Kendall 
7 Otros metodos conducen a un consenso que cumple con las propiedades que satisface 
una funcion de bienestar social y utilizan la representación matncial para el 
ordenamiento de las alternativas Esta representacion no contiene mas mformacion 
que la representacion vectorial por lo que el manejo de esos metodos para la 
obtencion del consenso es mayor 
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ANEXO A 
ELECCION SOCIAL Y TEOREMA DE ARROW 
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ELECCION SOCIAL Y TEOREMA DE ARROW 
Sean n votantes (o n criterios) teniendo n preordenes totales 	 sobre un conjunto de 
eleccion A Llamaremos PR al conjunto de todos los preordenes totales posibles sobre A 
los cuales seran mi si A tiene m elementos y si solo consideramos preordenes estrictos 
(sin empates) 
El problema de la eleccion social (o el problema de la agregacion de criterios) es la 
busqueda de una aplicacion de PR en PR la imagen de la funcion en PR define el 
preorden agregado o preorden social Este problema lo planteo Kenneth Arrow en los 
años 50 
Las propiedades que debe cumplir una funcion de agregacion se anuncian en los 
siguientes axiomas 
1 Axioma de Universalidad 
El donumo de defuncion de la funcion de eleccion social es PR Esto quiere decir 
que cualquiera que sean los preórdenes de los votantes o las ordenaciones adoptadas por 
los cntenos la fwicion de eleccion social es funcional No se restringen las elecciones 
posibles de los votantes 
2 Axioma de Unanimidad o de Pareto 
Si para cada pareja de alternativas (a b) ocurre que a » b para / =1 2 11 
entonces la sociedad prefiere a la alternativa a que a la alternativa b Es decir a » b 
3 Axioma de independencia con respecto a las alternativas irrelevantes 
Dado un conjunto de eleccion A determinado n preordenes totales (o cntenos) y 
un procedimiento de agregacion que genera un preorden agregado (o social) total 	 y 
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un segundo sistema de preferencias > 2 conduciendo a un preorden agregado > $ decimos 
que el procedimiento es independiente respecto a las alternativas irrelevantes si para cada 
(a, a2 ) e A2 ocurre que 
{Vj =1 2 n a, 	 a2 	 a >_-, a2 } imphca que {a, ?_- a2 	 a, >2 a2 } 
Este axioma indica que para cualquier par de alternativas 	 a2 ) si al y a2 estan 
clasificadas en cierto orden para todos los cntenos (preordenes ) 2 ) y si estan clasificadas 
exactamente en el mismo orden para los preordenes >- 2 entonces el procedimiento de 
agregacion debe clasificarlas en el mismo orden Es decir el resultado del 
procedimiento con respecto a dos alternativas no debe depender mas que de las 
posiciones mutuas de dichas dos alternativas y no de las posiciones de las demás 
alternativas 
4 Axioma de transitividad 
La relacion social >-, de preferencia amplia es transitiva Este axioma somete a la 
sociedad a las mismas exigencias de racionalidad que a sus miembros 
5 Axioma de totalidad 
La relacion social es total Todo par (a b) de alternativas esta en la relacion a » b 
b >-- a o a b 
Definicion 
Para todo par de alternativas (a b) si a » b entonces a » b Es decir si el 
votante o agente j prefiere estrictamente a la alternativa a que a la alternativa b 
entonces la sociedad debe hacer lo mismo A j se le denomina dictador 
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Como cada agente es un dictador potencial existen n fimciones dictatoriales de 
elecuon social 
Teorema de Arrow 
No hay otra funcion de eleccion social que cumpla los cinco axiomas que los 
procedimientos dictatoriales 
El teorema de Arrow origino considerables estudios y discusiones La reaccion 
general fue discutir los cinco axiomas pero se considero que los axiomas de 
universalidad y transitividad eran los mas polemicos ya que los otros son muy naturales 
para ser cuestionados El axioma de independencia con respecto a las alternativas 
irrelevantes no puede contradecirse si no se quiere llegar a un procedimiento que pueda 
ser manejable 
