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ABSTRACT
Edges in a medium are the primary source of coherent reflections because they exhibit a
large or even diverging amplitude behavior for their derivatives. Generally the medium
properties are not only assumed to jump across interfaces, limiting the edge's singular
behavior to that of a jump discontinuity, but the interfaces are also assumed to be well
separated. Multiscale analysis on well data shows that the model of a jump discontinuity
is too limited to account for the scaling behavior displayed by these types of data
sets across the seismic scale range. It also demonstrates that the edges are not well
separated. These observations coined two generalizations. First the jump is generalized
to a wider class of scale exponent indexed transitions of which the jump is a special case.
Secondly the edges are allowed to accumulate. The first part of this paper is devoted
to the substantiation of these two generalizations. It introduces the necessary tools for
the multiscale analysis, which characterizes the individual edges by means of scaling
exponents and the overall texture by singularity spectra. The first part is concluded
with a discussion on the application to well and seismic data.
In the second part a complementary method to obtain information on the scaling
is proposed. It is aimed to deal with the unfortunate fact that the scale content of the
seismic signal is relatively small, making it difficult to conduct the multiscale analysis.
For instance it is hard to obtain estimates for the local scaling exponents, characteriz-
ing the different types of transitions via their induced reflectivity. The novel method
presented uses fractional differentiations/integrations to estimate the scale exponents
at a fixed scale.
The estimated scale exponents not only capture the local scaling characteristics but
are also related to the local frequency behavior of the reflections. In this capacity they
constitute local stratigraphical texture parameterizations. Local texture is relevant
for the identification of the major geological markers as well as for localization and
characterization of the major channels and barriers for the fluid flow being all important
characteristics for the reservoir. Multifractal singularity spectra, on the other hand,
provide more general information on the global texture and they are highly relevant for
geological sequences and for the properties of the reservoir rock.
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Introduction
Acquiring information beyond imaging - finding the location of the predominant edges/-
reflectors in the subsurface - has recently received increasing interest even outside the
field of exploration seismology. The research efforts mainly.have been directed towards
obtaining qualitative and quantitative information on reservoirs to optimize production.
The applied methods are based on (i) quantitative inversion techniques, aiming for
the porosity and permeability, via a direct estimation of the contrasts in the elastic
parameters from AVOl [see (van Wijngaarden, 1998) for a Zoepritz driven inversion
method]; (ii) qualitative attribute analysis techniques, based on AVO (van Wijngaarden,
1998), FV02 (Shen, 1998) or time-frequency/scale (Steeghs, 1997) behavior.
Above methods are either based on the assumption that the earth's subsurface con-
sists of well separated jumps or that time-frequency/scale analysis itself provides enough
information. The approach proposed by Herrmann (1997, 1998a,b) and Dessing (1997)
is different and directed towards a scale characterization of the edges and the corre-
sponding reflection density function. The advantage of the latter is that it does not aim
for the magnitude of the contrast. Instead it aims for a parameter/attribute, the scale
exponent, which carries information on the order of magnitude of the transition. Thus,
its aim is not to obtain the contrast itself. Instead, it tries to establish whether the
transition is a jump or something sharper (more delta function like) or smoother. The
major advantage of this method is that it is less sensitive to variations in the actual
value of the quantities and thus it is easier to compare different properties such as the
compressional and shear wavespeeds. It is quite similar to phase information, which is
also a robust quantity well preserved in seismic acquisition and processing. For a jump
discontinuity the order of magnitude is a trivial zero which appears to be too limited for
the broad range of different order transitions present in well data. This broader class
of transitions provides an explanation for the anomalous reflectivity in a convolution
model setting. In a future paper, attention will be paid to this issue.
As shown by Herrmann (1997, 1998b,a) and presented in this paper local multiscale
analysis (Mallat and Hwang, 1992; Bacry et aI., 1993; Holschneider, 1995; Herrmann,
1997; Dessing, 1997), using the local maxima of the modulus of the continuous wavelet
transform (Mallat and Hwang, 1992; Bacry et aI., 1993; Jaffard, 1997a), can successfully
be applied to detect and parameterize the major transitions and general texture of the
fluctuations in well data (Herrmann, 1997; Dessing, 1997; Herrmann, 1998c) across
and beyond the seismic scale range. The multiscale analysis findings not only prompt
the introduction of a more general model for the edges, using functions containing an
a-indexed algebraic singularity as a model for the edges (Mallat and Hwang, 1992;
Holschneider, 1995), but is also suggests an accumulation of these singularities, yielding
a fractal behavior (Bacry et aI., 1993; Jaffard, 1997a,b). In these generalizations scale
exponents, a, playa central role. They delineate the sharpness/local texture of the
1Amplitude versus offset,
2Frequency versus offset.
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transitions (the jump discontinuity. is the particular case with a = 0) while their global
distribution tells something about the overall texture.
The continuous wavelet transform provides the appropriate vehicle to conduct the
multiscale analysis. It is based on the principle that "something" happens when differ-
entiating a signal containing edges, i.e. when differentiating a signal with singularities
in the derivative of a particular order. Wavelet analysis is built around this princi-
ple [wavelets are multiscale differential operators (Mallat, 1997)] and characterizes the
singularities by smoothing the data and then differentiating enough times to see the
singularities emerge as local maxima in the modulus of the wavelet coefficients. By
repeating this procedure for different decreasing scales, scaling exponents, i.e. the order
of magnitude estimates, are estimated via the slope of the modulus maxima in a log-log
plot of the modulus versus the scale. Applying the wavelet method to well data (Her-
rmann, 1998b) demonstrates the usefulness of the scale exponents. It shows that well
data typically contain a whole suite of different transitions yielding different estimates
for a everywhere.
Although the multiscale method proves its merits in the analysis of well data, its
applicability on seismic reflection data is somewhat limited because of the relatively
small number of scales present in the seismic data. To resolve this apparent shortcoming,
Dessing (1997) proposed a method to estimate a via the phase characteristics of the
reflectivity at a single scale. Under the assumption that seismic reflectivity can be
seen as the wavelet transform at a "fixed" seismic scale and that it is caused by a
pure algebraic singularity, one can estimate a via the arctangent of the ratio between
imaginary and real parts of the analytically continued wavelet coefficients (Dessing,
1997).
An alternative monoscale method is presented in the second part of this paper. It
also provides estimates for the local a at a fixed scale. Instead of varying the scale
as with ordinary wavelet analysis the local degree of differentiation or integration (de-
pending on the sign of a) of the smoothed data is varied while, the scake, the degree
of smoothing/averaging, is kept constant. This variation also results in the emergence
of local maxima for the modulus just as the degree of fractional differentiation, being
equivalent to the fractional number of vanishing moments, is high enough to see the
singularities in the derivative of the edge.
The setup of this paper is as follows. First, the continuous wavelet transform is
introduced in a general setting where it is seen as a combination of a smoothing and de-
smoothing (differentiation). Then, it is shown that the wavelet transform can be used to
detect edges by means of the emergence of modulus maxima and to characterize the edges
via inspection of lines (WTMML'S), connecting the moduli as a function of decreasing
scale. The analysis is done both locally, revealing the characteristics of the individual
edges, and globally, characterizing the overall texture with the singularity spectrum,
quantifying the distribution of the different types of transitions. Examples are given
and the methods are applied to well and seismic data. Then, a monoscale generalization
of the wavelet method is proposed by defining wavelets with a fractional number of
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vanishing moments. Again, lines connec~ing the modulus maxima are introduced as
a function of the fractional differentiation rather than the scale. The onsets of these
new modulus maxima lines provide accurate fixed scale stimates of the scale exponent.
Finally, the method is generalized to deal with negative exponents and is applied to
well and seismic data. This paper concludes with a discussion on the relevance of the
obtainend quantities. In the appendix a discussion is included on the interpretation of
the mathematical multiscale findings in relation to finite discrete data.
Edge detection by the continuous wavelet transform
In essence, multiscale analyis by means of the continuous wavelet transform is based on
the interplay of both a smoothing and a de-smoothing (by means of differentiation) op-
eration. The definition of the wavelet transform which nicely illustrates this observation
is given by
de-smoothing
-
, dM '
.& aMd M (J * <Pa)(x)X ---...--..-.-
smoothing
(1)
where <Pa is a sufficiently smooth (2M differentiable), real, symmetric smoothing func-
tion with support proportional to a and "IjJ!f, the wavelet generated by dilations of
"ljJM(x) = (_l)M d~<P(x). For a Gaussian smoothing function and M = 2, the wavelet
becomes the well-known seismic Ricker wavelet and Eq. 1 can be rewritten in the intu-
itive form
(2)
the scale derivative of the smoothed f. The smoothed f contains all the scales up to
the scale, a, whereas the wavelet coefficients contain only information at the scale, a.
The fact that: the wavelet transform is nothing but a convolution of the medium with a
family of Ricker wavelets makes the analysis of this type relevant for seismic exploration
certainly within a convolutional model setting.
In Fig. 1 an example of the consecutive smoothings and details is depicted. It is
obtained by smoothing and wavelet transforming a well-log profile for the local compres-
sional wave speed. Clearly these types of profiles, see the top row of Fig. 1, demonstrate
a significant scaling behavior judged by the large value of the wavelet coefficients, shown
in the lower row. The consecutive smoothings show substantial changes with scale and
are included in the middle row. The definition of the wavelet transform in Eq. 1 can be
seen as a multiscale Mth-order derivative operation (Mallat, 1997), where the smoothing
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projects the data, f, to Coarser scales while the differentiation reveals the edges - under
the condition of a sufficient order of differentiation M - in the form of local maxima for
the modulus of the wavelet coefficients.
Following Mallat and Hwang (1992), a modulus maximum (ao, xo) of the continuous
wavelet transform, a WTMM, constitutes a strict local maximum for the modulus of the
wavelet transform, maxIW{j,,p}(o-,x)l, for one specific scale and within the cone of
influence given by Ix - Xo I < Co- with C being a constant depending on the wavelet
(Mallat and Zhong, 1992). Fig. 2 gives an example of the modulus maxima which emerge
at locations where the data contains singularities in its derivatives. A singularity is "
a point at which the derivative of a given function of a (complex) variable does not
exist but every neighborhood of which contains points for which the derivative exists"
(Webster, 1988). The singularities in the data's derivatives can be analyzed by two
complementary methods,
• taking integer orders of differentiation(M E N, M > 0), i.e. number of vanishing
moments, of the wavelet transform high enough to exceed the regularity and then
estimating the scale exponent via inspection of the wavelet coefficients along the
maxima as the scale decreases.
• varying the order of differentiation fractionally at a fixed scale for the smoothing
and estimating the exponent via the emergence of a maximum for a differentiation
exceeding the order of the singularity.
As shown in the rest of this paper, both these methods work well for data which is
singular in its derivatives. The first method can also be applied to data which is sin-
gular, i.e. discontinuous with singularities worse than jumps (e.g. delta "functions").
Reflection data clearly lie in that category since it reflects the "derivative" of the edges
in medium properties. To deal with these singularities, the second method can be gen-
eralized by simply fractionally integrating the data until the point at which the local
maxima disappear.
Multiscale edge detection and characterization
By simply repeating the localization of the extrema across the different scales, it is pos-
sible to define wavelet transform modulus maxima lines, WTMML'S. These curves, see
Fig. 3, connect the different modulus maxima across the different scales and point, as
the scale decreases, to the abscissa where the singularities in f are located. Only one
line is permitted per cone with a width proportional to the scale of the wavelets. Bifur-
cations occur when these cones start to' overlap when the resolution decreases. Fig. 3
shows the bifurcation and one sees the number of WTMML'S decline as a consequence.
Via inspection of the moduli along the WTMML'S one can individually characterize the
different types of singularities and one can obtain information on their distribution.
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Local multiscale analysis and characterization
Wavelets with M vanishing moments, i.e.
for m:SM (3)
are able to resolve a possible singular behavior in the M th derivative of f (x). The wavelet
coefficients of an n :S M times differentiable function, f (x), measure the remainder of
the nth order Taylor approximation of f(x) around the point x = xo, i.e.
with
W{j,,p}(a,xo) = W{cA}(a,xo)
,,(x) = f(x) - Pn(x)
(4)
(5)
where Pn(x) is a nth-order polynomial. To characterize the remainder Holder exponents
are introduced as order of magnitude estimates,
If(x) - Pn(x)1 :S Klx - xol"· (6)
These exponents can be measured by analyzing the wavelet coefficients for decreasing
scales along the WTMML'S.
Fig. 3 (c) shows the first example of a local multiscale analysis procedure where the
log moduli of the different WTMML's (denoted by the different dashings) are depicted
versus the log of the scale. Notice that this example contains points for which one
cannot define a Taylor expansion because f is not even a function at those points. As
shown below, the wavelet method still works for these cases3 .
According to Mallat and Hwang (1992) and Mallat (1997) one can prove that the
remainder for isolated edges yields for the modulus of the wavelet transform,
!W{j,,p}(a,x)1 :S Aa" for x = X(a) as a ---+ 0 (7)
along the WTMML4 , X(a), the line where Xj(a) = {x: oxW{j,,p}(a,x) = O}. Here A
is a finite constant not dependent on the scale.
So far, the type of singularities presented have been limited to integer integra-
tions/differentiations of the Heaviside step function. Conventionally, this step function
is used to denote the edges in media given by either piece-wise continuous functions
3To be technical the wavelet transform is defined for tempered distributions (Holschneider, 1995;
Mallat, 1997; Jaffard and Meyer, 1996)
4Depending on the order of the singularity and wavelet there can be more than 'one WTMML per
isolated singularity. Asymptotically speaking the scaling for the modulus is the same along all these
lines.
5-6
Multi- and Monoscale Analysis
with Pn(x) = 0 at the jumps or media with piece-wise continuous derivatives. In these
cases an edge at abscissa x = 0 is given by
with H+(x) being the right-hand Heaviside step distributions, Pn(x) a polynomial of
arbitrary order nand c+ an arbitrary, but bounded, constant.
As suggested by the multiscale analysis on well data presented below (Herrmann,
1997, 1998b,a), one may introduce a generalization non-trivializing the behavior of the
remainder. In this generalization, edges are given by
with
(9)
x~(x) ~ {~
qa+l)
x:'00
x> 0,
(10)
where X~(x) is known as an onset function (Gel'fand and Shilov, 1964; Zemanian,
1965b; Holschneider, 1995). These onset functions, containing an algebraic singularity,
are parametrized by the exponent, a, which is, for now, taken to be positive and real,
a E jR+. These degree a homogeneous distributions display a scale invariance of the
type
Using
X~(IJx) = IJaX~(x) IJ > O. (11)
logIW{f,..p}(IJ,x)I:'OlogA+aloglJ for x=X(IJ) as IJ---70, (12)
one can invert for the order of magnitude, a, by estimating the slope of the wavelet
coefficients in the log -log plane. See example 1.
What is the meaning of all these exponents? First of all, for an isolated singularity
the Holder exponent and the order of the homogeneous distribution are equivalent.
Secondly, the exponents express the sharpness/local texture of a transition. They also
express the local regularity for the abscissa where the WTMML emerges. In this way, they
constitute a generalization of the jump discontinuity. Because they express the local
regularity, it is not hard to envisage that a is reduced by one, a t-7 a-I, when f(x) is
differentiated in case f (x) is differentiable (a > 1). What happens when differentiating
something with a < I? Well in this case, a is still reduced but one has to interpret
the differentiation in the sense of distributions exactly like the differentiation of the
step function, a = 0, yielding the delta "function", a = -1 (Gel'fand and Shilov,
1964; Zemanian, 1965b). The parentheses were used to indicate that the delta function,
strictly speaking is not a function and the symbol f is used instead of f (x) to allow
for this. By differentiating, one can extend the a to negative values which can also be
inverted for by imposing additional smoothness constraints on the wavelet.
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Example 1 (Local analysis)
In Fig. 4 (c)-(f)) the local multiscale analysis technique is set to work on a number
of algebraic singularities, as defined in Eq. (10). The values for the order are set to
a = 0.5, -0.5, -1,0 which correspond to a "square root" singularity; its derivative; the
delta Dirac distribution and its integral, the Heaviside step function, respectively. It is
clear, from this figure, that the jump discontinuity and delta· distribution are generalized
by the singularities with a = 0.5 (smoother than the jump) and its derivative a = -0.5
(smoother than the Delta distribution). These differences becomes especially clear when
plotting the log of the amplitudes of the WTMML'S, overlapping the grey-scale wavelet
coefficients, versus the log of the scale. In this log -log plane the powerlaw relationships
becomes linear, which is consistent with Eq. 12. The estimates for the Holder exponent
can readily be obtained by computing the slope of the log -log curves via a linear
regression. Clearly, the method obtains accurate estimates for these examples with
isolated singularities. One can also see that these kinds ofsingularities act as (fractional)
differentiators annex integrators. This observation becomes clear when the functions
with a 2': -1 are being considered because the number of WTMML 's decreases by one
due to tIle (fractional) integration.
Global multiscale analysis
Local multiscale analysis clearly proved its merits for cases where singularities do not
interfere with each other. When they do, the scaling behavior changes as soon as the
WTMML'S bifurcate, see Fig. 2. In this situation one can still, over an effective scale
range, find scale exponents capturing the effective local texture. In cases where the
singularities are accumulated, this still holds for the dominating singularities. However,
in these cases it becomes beneficial to complement the multiscale method with an ap-
proach that characterizes the general texture. This characterization goes at the expense
of providing information on the exact location of the singularities. Instead it unravels
the different types of scaling by means of accurate order of magnitude estimates captur-
ing the global aspects of the joint scaling behavior of accumulated singularities (Jaffard,
1997a; Herrmann, 1998b). As shown in the sequel, well data display an accumulation
of singularities constituting the second generalization with respect to the conventional
piece-wise continuous models.
The global multiscale analysis technique presented here reveals information on the
scaling of the different moments of the wavelet coefficients. The scaling of the qth_
moment is estimated via yet another, now global, order of magnitude estimate, the
index-q mass exponent, T(q). These mass exponents are derived from the scaling of the
partition function (Parisi and Frisch, 1985; Bacry et aI., 1993; Herrmann, 1997; Jaffard,
1997a,b),
Z{j, 1/J }(D", q) ~ D"T(ql for D" -t 0,
5Here L 2-normalized wavelets are used, hence the different slopes.
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defined by the summation over the set of all WTMML'S, {Xj, j E J},
Z{j"'/J}(o-,q) ~ ~ 2) sup IW{j,'l/J}(o-,x = Xj(o-)W]·
0- jEJ x=Xj(u)
The sup refers to the supremum and the Xj(o-) refers to a maximum, a WTMM, at
scale 0-, yielded by the jth WTMML. The q in Eq. 14 acts as a selector for the different
singularities
• as q ---+ +00, more irregular transitions, the strongest singularities in j, are se-
lected because those singularities decay the slowest or even increase as the scale is
decreased. By raising the wavelet coefficients to an increasingly positive power, q,
this effect is enhanced, and the summation in Eq. 14 is dominated by increasingly
stronger singularities, smaller a .
• as q ---+ -00, the opposite behavior takes place. The most regular transitions are
selected because their values of the wavelet coefficients decay faster as a increases.
The partition function defined in Eq. 14 is not that exotic. For q = 2 this partition
function is equivalent to the sample form of the structure junction/variogram, widely
applied throughout the fields of geostatistcs and turbulence (Muzy et a!., 1993; Davis
et a!., 1994) to study random processes with stationary increments (Mandelbrot and
Wallis, 1969; Tartarskii, 1971; Yaglom, 1987; Muzy et a!., 1993; Schmitt, 1993). The
variogram is given by D(ll.x) = E{lj(x + ll.x) - j(x)1 2 } with ll.x playing the role of
the scale and E the stochastic expectation. This definition is equivalent to setting the
wavelet 'l/J to the Poor Man's wavelet, i.e. 'l/Ju(x) = J(x + !o-) - J(x - !o-), and q = 2.
The generalization to study the different moments in the partition function opens
a way to examine the joint behavior for the different singularities, using information
on the mass exponent function T(q). Using an asymptotic (in the ratio inner versus
outer scale) argument, one can derive an estimate for a new quantity the multifractal
singularity spectrum Or Holder spectrum, f(a): This singularity spectrum is an order of
magnitude estimate for the "rate of occurrence" of a particular singulari ty, a. The f(a)
is the order of magnitude for this number
(15)
and equals the number of WTMML's with a slope a, yielding a Holder exponent of a,
I.e.
Nu = #{a: IW{j,'l/J}(o-,x = Xj(o-) I ~ 0-", j E J}. (16)
As initially shown by Mandelbrot (1974) and Parisi and Frisch (1985) and later by many
others including Collet et a!. (1987) and Bacry et a!. (1993), the Legendre transform
relates the T(q) to the singularity spectrum via a Legendre transform
T(q) = min{qa - f(a)} and f(a) = min{aq - T(q)}.
" q
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This Legendre transform is equivalent to the following relationships
qa - f(a)
Baf(a) (18)
and conversely,
{
f(a) = qa - r(q)
a = Bqr(q). (19)
Multifractal analysis gives accurate estimates from the r(q)-function and the f(a)-
spectrum because the partition function of Eq. 14 is based On a spatial and, in the
case of studying a random process, an ensemble averaging procedure (Jaffard, 1997a,b).
More technically speaking, the singularity spectrum is given by the Hausdorff dimen-
sion, associated with the set (of WTMML'S) that scale with a scale exponent a lying
between a and a + da, I.e.
f(a) = dimH{xo E JRla(xo) = a} (20)
with dimH being the Hausdorff dimension (Mandelbrot, 1974; Parisi and Frisch, 1985;
Bacry et aI., 1993; .Jaffard, 1997a,b; Herrmann, 1997). To explain some of these difficult
concepts the following two trivial examples are included.
Example 2 (Global analysis of an isolated singularity)
Consider the case where f contains only one singularity of the type x'l-(x), namely,
f(x) = x'l-(x) with a = 0.5. Because f has only one singularity of strength a = 0.5, one
expects the singularity spectrum f(a) to be zero everywhere except at a = 0.5, where
it is negligible. The reason for this is that the dimension of the set that scales with a
is very small because the set is basically limited to single point which has a dimension
zero. To illustrate this issue, Fig. 5 is included where the locations of the WTMML'S
are depicted in (b); the logarithm of log of the partition function, log Z(o-, q) versus
logo- for various values of q in (c); the estimated r(q) in (d) and the f(a) in (e). The
r(q) 's are estimated via linear regressions on the partition function and display a linear
behavior as a function of q. This behavior is consistent with the expected behavior for
this particular case where the expression for the r(q) is known analytically, r(q) = 0.5q,
yielding the expected behavior for the f(a).
To illustrate the usefulpess of the global method, an example of the analysis of the
random process Brownian Motion is reviewed next. Strictly speaking, one has to take
ensemble averages in this case since Brownian motion is a random process.
Example 3 (Global analysis of Brownian Motion)
Consider a realization of Brownian motion see Fig. 6 (a). For this random process, it
is expected that the singularity spectrum f(a) is zero everywhere except at a = ~,
where it equals one because the dimension of the singular support is unity. Indeed
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Fig. 6 (a) verities tbis, tbe mass exponent function bebaves as r (q) = ~ - 1 for q > -1
(Yebe1 and Riedi, 1997). Tbe HI = H = ! (see below for detinition) wbicb is consistent
witb tbe bebavior of Brownian motion wbicb is a process witb stationary independent
increments. Tbe structure function and partition function for q = 2 grows linearly witb
scale and tbe slope for tbe power spectrum is givenby S(k) ~ l/k2H+I = l/k2
So far, only trivial examples of global multiscale analysis have been reviewed. They
were trivial because they displayed only a single type of scaling. The situation becomes
more interesting in the case where r(q) becomes non-linear. In this case, the scaling
is heterogeneous because the different moments and probability of finding a certain
singularity scale differently, see the next example.
Example 4 (Global analysis of a binomial multifractal)
Consider tbe binomial multifracta1 measure as depicted in Fig. 7 (a) on tile left and
its density on tbe rigbt. Tbis measure and density are depicted togetber witb tbeir
partitionings by tbe WTMML'S in Fig. 7 (b). In tbe bottom row of Fig. 7 tbe parti-
tion functions Z{j,..p }(rI, q) are depicted. See Fig. 7 (c), computed from tbe WTMML
partitioning of tbe measure and density. For tbe measure, tbe mass exponent func-
tion, r(q), see Fig. 7 (d)(1eft), tbe tbeoretically expected values can be obtained from
r(q) = log2[Pi + P~], witb PI = 0.25 and P2 = 0.75. Tbeyare closely matcbed by tbe
estimated values. In Fig. 7 (e) tbe corresponding singularity spectrum fray is plot-
ted togetber witb tbe tbeoretically expected values yielded by f(a) = -c(a) log2(a) -
(1 - c(a) log2(1 - c(a» witb c(a) = (a - amin)/(amax - amin), amin = log2PI and
a max = log2 P2. Again, tbe estimated and tbeoretica1 values closely matcb for tbe mea-
sure. The density is obtained by approximating tbe derivative at tbe inner scale and is
plotted on the right (a). Tbis differentiation shifts tbe singularity spectrum to the left.
Finally, notice tbe clear distinction between tbe non-linear behavior of t1,e partition
function and tbe convex bebavior for the singularity spectrum of tbis binomial measure
with respect to the linear, hence monofracta1, bebavior of Brownian motion depicted in
Fig. 6.
Before applying the proposed methods to well and seismic data the most important
exponents, derived from the r(q) and f(a) functions, are introduced. The first exponent
which proves to be important for these data sets is an exponent which is for monofrac-
tals related to the Hurst exponent, well-known from early results in fractal analysis
(Mandelbrot and Wallis, 1969; Walden and Hosken, 1985; Samarodnitsky and Taqqu,
1994). This exponent is the exponent by which fractional Brownian motions and and
its increments, fractional Gaussian noises, are indexed. In these monofractal analyses
the Hurst exponent is estimated from the slope of the structure function/variogram
or, equivalently, from the power spectrum
1
S(k) = F{D}(k) ~ k(3 with f3 = 2H + 1
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(see Fig. 9). The first exponent represents the amount offractional integration (H > ~)
or differentiation (H < ~) with respect to Brownian Motion. In this paper HI is derived
from the T (q) function as follows:
(23)
with HI = H in case of monofractal scaling.
For the multifractal example showed so far, the HI = 0 because the Devil's staircase
is a conserved density. As shown below, well data does not fall in this category, and
HI > 0 implies that one has to deal with a process only stationary in its first increments.
Besides HI, also known as the non-conservation of the mean, the endpoints of the
singularity spectrum are important. They provide information on the global most and
least regular "points" in the data and are defined as
amin/max ~ {OqT(q)}q->±oo' (24)
The amin refers to the strongest singularities to be associated with the regions that are
the least differentiable whereas the a max refers to the most regular regions. Finally, one
can identify the fractal dimension in which the measure is concentrated by way of
(25)
defining the information dimension D I = f(ar), while the dimension of the singular
support is given by
(26)
defining Do = f(ao)· Inspection of both the mass exponent functions and the singularity
spectra shows that the proposed analyzing technique accurately captures the (multi-
)fractal scaling characteristics. In both examples 3 and 4, the estimates do not differ
much from the theoretical curves. In example 4 both asymptotes (q -'> +00) and (q -'>
-00), delineating amin and a max , are also accurately recovered. The maximum is located
at q = 0 and is approximately equal to one. The Hausdorff dimension being close to
unity is consistent with the fact that the binomial multifractal is singular everywhere, i.e.
the singularities are fully accumulated as in example 3. The example displayed in Fig. 7
illustrates the notion that the singularity spectrum is shifted by one to the left/right
when the multifractal measure is differentiated/integrated6 Note, however, that these
results only hold when the proper wavelet is used (Muzy et aI., 1993; Herrmann, 1997,
1998c).
GTo be interpreted in the distributional sense because the binomial multifractal is not differentiable
in certain regions. The derivative is taken at the inner scale of the coarse-grained binomial multifractal.
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Application of multiscale analysis to well- and seismic data
One of the primary aims of this paper is to reveal whether there exists a relationship
between the singularity spectra observed from real well-logs and seismic reflection data.
Establishing such a relationship is essential for extending the current understanding of
(i) imaging, the mapping of the position of the dominant singularities in the wavefield
to the locations of the major singularities in the medium properties, and more impor-
tantly of (ii) inversion within media that display a large complexity across the seismic
scale range that cannot be captured straightforwardly by the current piece-wise smooth
medium representations. For the migration (imaging), it is important to know which
medium variations are expected to yield the coherent reflections. Within the inversion
process, on the other hand, one is interested in a characterization of the major reflection
events. These reflection events are generated by the dominant singularities, the appar-
ent "edges," in the medium properties. The signatures of these reflection events are
expected to carry information on the specifics of the medium singularities. Therefore,
the development of a better understanding and perhaps a new theory is essential. Cru-
cial is that the efforts should lead to an alternative interpretation of the frequency and
angle versus off-set (AVOjFVO) amplitude characteristics of seismic reflection events
in terms of scaling.
Application to well data
Well-log data constitute in situ vertical profiles of measured variations in the physical
properties of the earth's subsurface. They are obtained by lowering a well-logging
tool into a well drilled into the subsurface. Depending on the tool different physical
properties can be measured. For the relaxation free, isotropic, wave equation - the
most frequently used physical model to describe the seismic wave propagation - only
the elastic medium properties: the compressional, shear wavespeed and the density
of mass, are of importance. In this paper two well-logs from different wells will be
examined. For well A the analysis is limited to the compressional wavespeeds, I.e. the
sonic well data. For well B the analysis is more extensive and includes the analysis of
the compressional, shear wavespeed and the density of mass.
Well-logs are typically discretized with a sampling interval of 15 em. The length
of the logs generally extend over ±3 km. In the logging process the higher frequency
components are filtered oue due to the inherent smoothing of the tool. The well data
discussed here are smoothed over an interval of ±60 em for well A to an interval of ± 1m
for well B. Notice that this inner scale is not really of interest since one is concerned
with the scaling over a scale range relevant to that of the seismic scales.
7This is inherent in all measuring processes which always entail a projection to a coarse scale.
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Lacal analysis
The local multiscale analysis findings for the sonic Well A are presented in Fig. 8(b)-(f).
These figures clearly demonstrate that sonic profiles, see also Fig. 10-13 are significantly
scale dependent. This scale dependence is reflected into the moduli of the wavelet
coefficients, see the grey-scale wavelet coefficients in Fig. S(b). Along the WTMML'S,
the locations of the maxima for the modulus of the wavelet coefficients are collected,
and they are included in Fig. 8(b) as well. The log a versus log magnitude wavelet
coefficient behavior for the selected WTMML'S is depicted in Fig. 8 (c)-(f). From these
plots it is clear that the scale dependence is inhomogeneous which is an indication of a
heterogeneous scaling behavior of the type
IW{j,,p}(a,x}1 ~ aC«x) as a --+ 0, (27)
where the scaling exponent a varies from position to position. Notice that the values for
a vary irregularly, contrary to multifractional motions (Vehel and Riedi, 1997) generated
by slowly varying the degree of fractional integration related to a(x). Different regions
scale abruptly different than others, and the conclusion is that the data set shows
indications of multifractality. Due to the interference of the different singularities, it is
not always feasible to pick an appropriate interval for the linear regression to estimate
the slopes. Frequent bifurcations of the WTMML'S give rise to sudden changes in the
"local" slope. This difficulty does, however, not withstand the assignment oflocal scaling
exponents to the major transitions whose scaling behavior persists over a wide enough
scale range. The example in Fig. 8 (e) demonstrates the validity of this because the
transition at x = ±1300 m certainly resembles a jump discontinuity, which is reflected
in the estimate for the Holder regularity.
Global analysis
An example of a global multiscale analysis, the monofTactal analysis of a well-log is in-
cluded in Fig. 9. Monofractals, such as H-indexed fractional Brownian motions (Man-
delbrot and Wallis, 1969; Tartarskii, 1971; Yaglom, 1987; Walden and Hosken, 1985;
Todoeschuck and Jensen, 1989; Herrmann, 1991; Herrmann and Wapenaar, 1992, 1993;
Herrmann, 1994), are the most simplified models displaying a scaling similar to that of
well data. They are parametrized by the Hurst exponent H which expresses the degree
of fractional integration or differentiation with respect to Brownian motion. The scaling
for these type of processes entails a powerlaw behavior for the second order statistics
as expressed in the relations for the structure function (cf. Eq. 21) and power spectrum
(cf. Eq. 22). Log-log plots for these two functions are depicted in Fig. 9 on the right and
yield an estimate for H. Despite the success of this approach in the characterization of
the second order statistics, q = 2, of well data, it fails to capture the apparent intermit-
tency in the data. Intermittence in the data refers to signals with distinct active bursts
and passive regions and large outliers. The ratio between the relative active and passive
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regions expresses the degree of intermittency and reflects itself in the higher statistical
moments not captured by monofractals, such as fractional Brownian motion.
Multifractal analysis, based on the definition of a partition function (cf. Eq. 14), has
the capacity to capture the intermittency. In Fig's 10-13 the results of applying this
global method to well data are summarized. The analysis is based on the evaluation
of a partition function (ef. Eq. 14), defined in terms of the WTMML'S. For the different
settings, the scale range for the linear fitting, the g-range for the r(g)-function see
Table 1. In this table, the multiscale analysis findings are also summarized in the
form of estimates for the exponent, HI; the minimum and maximum value for the a
(the end points of the singularity spectrum); and the exponent where the measure is
concentrated, aI, together with its associated fractal dimension, f(a1)'
For all examples the partition function displays a nice powerlaw behavior across
a scale range covering several orders of magnitude [see Fig. 10-13 (c)). For instance,
for Well A the scale range for the linear regression, the inertial range, equaled a E
[±3 m, ±325 m). The estimates for the r(g)-functions are displayed in Fig. 10-13 (d)
and show a distinct non-linear behavior for a certain g-range, an indication of multi-
fractal scaling (Parisi and Frisch, 1985; Bacry et aI., 1993; Jaffard, 1997a,b; Herrmann,
1997). The multifractality becomes especially clear in Fig. 10-13 (e) because the singu-
larity spectrum, the f(a), displays the expected convex behavior (Collet et aI., 1987).
This convexity implies a non-homogeneous scaling. Certain "regions" scale differently
than others and the data contains a hierarchy of different index-a singularities. The
multifractality allows for rare intermittent outliers which delineate some sort of struc-
ture. These extreme events display a recognizable, hence invertible, scale dependence.
They are associated with the sets of low Hausdorff dimensionality which scale with
exponents that lie away from the exponent where the measure is concentrated.
Table 1 shows that there are substantial variations and also strong similarities be-
tween the different exponent estimates from the different wells. The HI varies from log
to log and the estimated value for the Cs of Well B seems to be the largest outlier. The
estimates for the amin, on the other hand, are surprisingly similar. This is an interesting
observation when one takes into consideration that for a < 0 the well data contain sin-
gularities worse than jumps. In this case one can, strictly speaking, no longer consider
well data as functions. They become functionals, the value of which can no longer be
evaluated at a point. Instead, they have to be evaluated over a test function as was the
delta "function". The similarity is not found for the maximum value for a. Although
the estimates are surprisingly close for cp and Cs' Meanwhile, these two wells do not
greatly resemble each other value wise. Their sing'ularity structure is, however, very
similar, an observation illustrated in Fig. 14 where the r(g)-function and f(a)-spectrum
for cp , Cs and the p log of Well B are on display. From this figure one can see that for the
strong singularities, the singularity structure is very similar. For the smoother regions
the p-Iog behaves more smoothly, an observation consistent with the overall appearance
of this log. Finally, 001 shows about the same variations as HI' All data sets are singular
almost everywhere judged by the estimated value for the f(a) at 00=001'
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In Fig. 15, another comparison is made. Now the two completely independent Cp-
logs of Well A and B are displayed. These logs were taken at two different locations
representing two different depositional environments. It is very interesting to see that,
again, for large q, the r(q) functions are very similar. This notion is also reflected in
the behavior for the singularity spectra towards the smallO'. For the more "regular"
part, the two well-logs are quite dissimilar.
Since the length of the data is limited, the q-range cannot be extended at will.
This limitation exists because the extreme regular (for negative q) and irregular (for
positive q) singularities happen only very rarely and the data set does represent a large
enough sample (in case these extreme events exist). The fact that the behavior of the
r (q) function becomes linear is an indication that this may be happening. Ensemble
averages over different wells are necessary to resolve this issue and possibly reveals
extreme events yielding a broadening of the singularity spectrum.
Summarizing the well data analyzed here show evidence of an intricate scaling be-
havior which is well approximated by the scaling of multifractals. There are indicationsB
that the scale range to which the multifractality is restricted for the heterogeneity in the
earth's subsurface is only limited by the measuring process and by the physical inner
and "outer" scales of the earth. The multifractality of the earth's sedimentary deposits
can be understood because the sedimentation process evidently is linked closely to the
hydrodynamics of"the atmosphere. Hydrodynamic turbulence is one of the classical ex-
amples of a process showing evidence of multifractal behavior (Parisi and Frisch, 1985;
Mandelbrot, 1974; Schertzer and Lovejoy, 1987; Schmitt, 1993) across a large inertial
scale range. Hence, the variability in the sedimentary deposits can be considered as a
frozen state of "turbulence". This turbulence precludes the existence of a break in the
scaling within the seismic scale range and gives rise to long tailed correlations. These
long tailed correlations are consistent with the estimates for the slopes of the power
spectrum similar to that of turbulence. Due to the infrared divergence, the divergence
at k = 0, the process is stochastically non-stationary. The increments, however, are
stationary. Also, the intermittency is captured by the r(q)- and f(a)-functions. These
two functions provide information on the scaling of the statistical moments, the regu-
larity and the Hausdorff dimensions. Finally, it is possible to parameterize the r(q) and
f(a) by means of a stochastic process for q > 0. Fractionally integrated log-Levy pro-
cesses seem to be a good candidate since they mimic the multifractallity of geophysical
phenomena quite well(Schertzer and Lovejoy, 1987; Schmitt, 1993; Herrmann, 1997).
Finally the global multiscale analysis on these logs has clearly shown that these order of
magnitude estimates have a distinct advantage over strictly pointwise (pointswise am-
plitudes/values) types of methods. For these latter methods is is more or less pointless
to make comparisons. The order of magnitude estimates are, on the other hand, much
less sensitive to the particularities. They are comparable to the seismic reflection data's
phase content, which is a well preserved quantity in seismic acquisition and processing.
8See the extensive body of literature that exist on fractal analysis of geophysical data.
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Hi I Qmin lOmaxq
Well A Cp [3m, 325m] [-9,14] 0.3441 -0.1812 1.5799 0.2712 0.9271
Well B Cp [2.5m, 250m] [-7,14] 0.1913 -0.1974 0.8527 0.1349 0.9436
Well B Cs [2.5m, 250m] [-7,14] 0.0898 -0.1562 0.8768 0.0947 1.0049
Well B p [2.5m, 250m] [-7,14] 0.2613 -0.2365 1.6957 0.1723 0.9111
Well B r [2.5m, 250m] [-7,14] -0.8585 -1.3102 -0.2180 -0.9508 0.90771
Seismic p [16ms180ms] [-4,5] -1.5562 -2.1906 0.4910 -1.7611 0.7951
I data
Table 1: Overview of the settings and findings of the global multiscale analysis set to
work on well data and reflection (see below the double line) data. The second column
depicts the scale range used for the fit; the third column depicts the q-range used
to compute the r(q)-function; the fourth column depicts estimated Hurst exponent;
the fifth column depicts the minimum value for the a; the sixth column depicts the
maximum value for the a; the seventh column depicts the exponent where the measure
is concentrated, 0'1; the eighth column depicts the fractal dimension where the measure
is concentrated.
Application to seismic reflection data
In this section, the analyses are limited to computing the global r(q)-function and f(0')-
spectrum. In a future paper ample attention will be paid to connecting local scale
exponents, which can be seen as multiscale attributes, from media to the seismic data
and vice versa.
Global analysis
First of all, the global multiscale analysis technique is set to work on the reflection
coefficients yielded by the Cp-log of Well B. The reflection coefficients were derived by
differentiating this sonic log profile. The derivative comes from the linearization of the
reflection coefficients. Strictly speaking, this derivative is not defined, see the appendix
for an interesting discussion. From the estimates in table I below the double horizontal
line, one can see that the singularity spectrum is shifted to the left. The intermittency
in the data is well supported by the singularity spectrum computed from this reflection
coefficient sequence.
To establish the link between the singularity structure of the medium, see below.
The corresponding seismic reflectivity, a trace of surface seismic reflection data, is sub-
mitted to the global multiscale analysis. Because this reflection trace has been acquired
from a totally different location, it is not possible to draw any particular conclusions
from this experiment. Generally speaking, however, the seismic reflection data inherit
some of the multifractality observed in both the medium profiles themselves and in the
corresponding reflection coefficient sequence.
Fig. 17 (a) contains a recording, by a hydrophone, of the reflected pressure wave-
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field over a duration of 4 s and a sample interval of !:;.t = 0.04 s. The reflection trace
clearly does not contain the same (high) frequency content as the well-log measurement.
This limitation is present because (i) the earth subsurface acts as a stratigraphic fil-
ter (O'Doherty and Anstey, 1971; Banik et aI., 1985; Burridge et aI., 1988; Herrmann
and Wapenaar, 1992), filtering out the high frequencies; (il) the inherent bandwidth
limitation of the source, an airgun in this case. Consequently the scale range over which
the multiscale analysis can be conducted is restricte but can still be analyzed. However
seismic reflection data should contain more information than the location of the major
reflectors alone.
Judged by the behavior of the partition function, the scale range for the fitting
has been set to 0' E [16 ms, 180 ms]. The q varies from q = -4 to q = 5. Over the
selected scale range the partition function [see Fig. 17 (c)] displays a nice powerlaw
behavior. The estimates for the r(q)-function are displayed in Fig. 17 (d) and show a
non-linear behavior, an indication of multifractal scaling. The multifractality becomes
especially apparent in Fig. 17 (e) where the singularity spectrum f(a) displays a convex
behavior. Again this convexity implies heterogeneity of the scaling, i.e. the presence of
large intermittent outliers, dominant reflection events.
Summarizing the global analysis on the seismic reflection data gives empirical evi-
dence of a multifriLctal scaling behavior for the reflectivity. The results demonstrate
that the singularities in the singularity spectrum, f(a) , range from amin = -2.19
to a max = 0.49. The information dimension (cf. equation (25)) f(a1) = 0.80 with
a1 = -1.76. Finally, the dimension of the singular support equals f(ao) = 0.98 with
ao = -1.35, an indication that the reflections are singular almost everywhere. Conse-
quently, there exists a physical mechanism allowing for the transport of certain aspects
of the singularity structure of the medium to that of the wavefield. This result raises
many mathematical questions, some of which are addressed in the appendix.
Monoscale edge detection and characterization
The multiscale method presented in the previous section works well and gives adequate
results for well-logs. For seismic data the method has the disadvantage that it needs
multiple scales to estimate the scaling exponent, a, characterizing the edge/reflector.
Seismic reflection data do not contain many scales but but they do pick up information
in the direct vicinity of their own characteristic spatial length scalers), I.e. their seis-
mic pulse width(s). To locally (in scale) unravel the scaling behavior, a new monoscale
method is presented based on a generalization of the wavelet transform. In this gen-
eralized "wavelet transform", the scale is fixed while the order of the, now, monoscale
differentiator is varied. By varying the orders of the transform, different orders of sin-
gularities are detected.
The crux of the monoscale method lies at the generalization of the wavelet transform
5-18
Multi- and Monoscale Analysis
defined in Eq. 1 to a wavelet transform defined with a fractional ,B-order derivative
(28)
with,B E IR'.+. There are several ways to define a frac;tional derivative [see, e.g., (Hilfer,
1997) and the references therein]. Without going into technicalities the easiest way to
understand fractional differentiation is to define it via the Fourier Transform. In the
Fourier domain
d fJ rdxfJ/(x) M (jk) I(k), (29)
where j(k) is the Fourier transform of I, j(k) = F{j}(k), and k is the spatialfrequency.
Given this definition, the generalized wavelet transform (the ,BWT) with the Gaussian
as the smoothing kernel becomes
(30)
Instead of varying the scale, ,B is varied increasing the now fractional number of vanishing
moments,
1+00-00 xb'/,fJ(x)dx = 0 for b:O:,B 1\ ,B, bE IR'.+ (31)
Like the multiscale method, modulus maxima curves (so-called ,BMML'S) are de-
fined where the wavelet coefficient's modulus has a local maximum, i.e.Xj (,B) = {x :
oxW{j,,pfJ}(o-o,x) = O} for the fixed scale 0- = 0-0.
As with the multiscale analysis method, information on the edges can be obtained
by inspecting the location of and behavior along the ,BMML'S. In this paper, only the
location of the ,BMML's is taken into consideration and the amplitude behavior as a
function of ,B will be treated in a future paper. What information do these ,BMML's
carryon the nature of the singularities in I? Clearly they represent the abscissa at
which 1 is singular in its ,B'h-derivative. But there is more. The onset, the minimum
value of,B for which a local maximum appears along these ,BMML's, provides an estimate
for the local scale exponent a. The estimated a is formally given by
a(o-,x) = inf{oxW{j,,pfJ}(o-,x) = O}.
fJ
(32)
This equation is the main establishing the monoscale analysis technique to estimate a
at a fixed scale.
Isolated singularities
In Fig 18-19, examples are given for the canonical cases where I(x) = X~.(x), a = 0.53
and a = 0.00. On the top row (of both figure), the two singularities are depicted. In the
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middle row, two traces with and without sufficient order of fractional differentiation are
included for a particular scale CJ = CJo· There is no local maximum when fJ is not large
enough. On the bottom, the fJWT's are depicted for fJ E [0.3,1] and fJ E [-0.3,25]. The
fJMML's are superimposed, and their onsets provide accurate estimates (ae = 0.536 and
a e = 0.001). Notice that for the jump, fJ has to be negativ~ to show the onset clearly.
In the next section attention will be paid to the extension to negative a.
Extension to negative exponents
As illustrated by the example discussed above, the proposed method is well able to
estimate a for the idealized onset functions defined by Eq. 10 for a 2: 0 and an arbitrary
scale [within the available scale range spanned by the inner (~ sample rate) and outer
scale « length of the data set)]. This capability makes the method applicable to
characterize almost all transitions occurring in well data. For reflection data this does
not hold because the reflectivity in itself is a smoothed derivative of the medium, yielding
mostly negative scale exponents (Herrmann, 1998b).
The solution to the problem of negative exponents is simple9• By reversing the above
argument, i.e. by applying fractional integrations to the data by flipping the sign of fJ,
fJ ---+ -fJ, and replacing the minimum (the inffJ) in Eq. 32 by the maximum (a sUPfJ)'
This reversal yields
a(CJ,x) = sup{8xWU,,p-fJ}(CJ,x) = O}
fJ
where the wavelet with fJ non-vanishing moments is implicitly defined via
(33)
(34)
with 8:;;fJ. ~ If· the fJth-order integration. For negative a the fractional differentiation
is replaced by a fractional integration. This fractional integration removes the differ-
entiation underlying the reflectivity. Examples for differentiated edges with accurate
recovered values (ae = -0.472 and ae = -1.010) are given in Fig. 20-21 for a = -0.47
and a = -1, 00 respectively.
Non-isolated singularities, preliminary results
After successfully applying the monoscale analysis technique to isolated singularities, it
is time to explore the possibilities to examine data with non-isolated singularities. For
that purpose the Devil's staircase, discussed in Fig. 7, is submitted to the monoscale
analysis. The result is presented in Fig. 22 where a number of selected fJMML'S are
depicted together with the estimated a's using the onsets. Clearly one can see that the
value for the estimates changes with position an observation consistent with Eq. 27.
gUnder the condition that one does not have so-called oscillatory singularities (Jaffard and Meyer,
1996) where ,a-fractional integrations do not raise the Holder exponent with {3.
5-20
Multi- and Monoscale Analysis
Application to well data and seismic data
Characterization of edges/singularities from well and seismic data forms ail important el-
ement in a seismic inversion process. A preliminary application of the proposed method
to these two data sets is given. This type of analysis has to be conducted in conjunction
with each other to understand how the local scaling·behavior of the medium is mapped
to that of the wavefield. In a future paper ample attention will be paid to this issue.
The example discussed here limits itself to two unrelated well and seismic data sets.
Well A
Fig.'s 23 and 24 display the analysis of well data smoothed to two different scales (Fig. 23
is coarser). The method shows that one can come up with estimates which change as a
function of the position (and scale), an indication of multifractality (Herrmann, 1998b).
Seismic reflection data
Monoscale analyses on the reflection data are presented in Fig.'s 25 and 26 for the fine
and coarser scale respectively. For thes analyses, a similar observation holds as for the
well data, namely one finds different values for a.
Significance and future directions
What are the implications and applications of the proposed multi- and monoscale anal-
ysis methods in this paper? First of all the scaling exponents and their distribution
provide local and global seismic texture characterizations whose application for the lo-
cal attributes include the following:
• it provides a local parameterization of the complexity in the medium properties,
directly from a well or indirectly via convolutional mapping from the reflectivity.
This complexity is related to the underlying geology and research is ongoing to
investigate the geological meaning of the scale exponents, which are normally
taken to be zero.
• it provides information on the local scaling and hence "correlation" structure and
is, therefore, highly relevant for the fluid flow for which the correlation structure
of the permeability is important.
and application for the global attributes include:
• the T(q)-function and f(a)-spectrum provide information on the scaling of the
statistical moments and probability distribution.
• singularity spectra provide a priori information for the local scale exponents a (in
a Baysian sense).
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• the T(q)-function provides information on the norm of the functional space (Besov
space) in which these data live (Perrier and Basdevant, 1996; Riedi et aI., 1998).
Because the scaling exponents represent order of magnitude estimates, they represent
an important property of the data. They do not refer to the actual values of the data,
for instance the contrast. Instead, they represent quantities which are less sensitive
to the specific pointwise values in the data. In effect, they carry less information. For
instance if one has a full profile of the density then one also has the order of magnitudes.
However, in inversion it is very difficult to obtain the whole answer. Simply resolving a
characterization for the major singularities would be a big step forward.
In essence, the texture characterization opens the possibility to develop a common
language which bridges the gap between what is being picked up by seismic waves on the
one hand and what is relevant for the fluid flow in the reservoir and for the underlying
geology on the other hand. Since the scale exponents also describe the scaling, they
playa key role in the integration of
• data measured at different scales, e.g. well versus seismic data.
• different types of data, e.g. medium properties tied to wave propagation versus
reservoir properties or quantitative geological properties.
The whole argument is based on the difficulty to value-wise link permeability and poros-
ity (via empirical relations) to the elastic medium properties (obtained from the proxy,
the seismic wavefield) which is key in the conventional methods. Here, another ap-
proach is followed based on the observation that the scaling characteristics, i.e. the
order of magnitude information, may very well have the ability to provide the link. The
multiscale analysis findings for the compressional and shear wavespeeds are encouraging
in this respect. In addition seismic waves are very sensitive to singularities and these
singularities remain intact10 within the imaging/migration process.
In addition to the order of magnitude concept, the analysis findings also have im-
portant implications for
• the derivation of the wave equation, which is based on smoothness a requirement
difficult to justify given the multiscale findings (see discussion below). By casting
the wave equation in its weak form, one may resolve this but the fact that even
negative a's are found may devalue this approach.
• solution of the wave equation mostly being based on a separation of scales ar-
gument. This assumption is central in waves in random media; homogenization
theory; imaging/migration based on trend and perturbation decompositions, etc.
• the wave equation which only contains derivatives with respect to space and time
while the scale derivative seems to play an important role for data containing
many singularities.
lOThere is whole body of mathematical literature which proves that the migration operators are
pseudo differential operators which do smooth out the singularities.
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• inversion methods which do not account for the multiscale aspects; require stochas-
tic stationarity (Kriging) or isolated discontinuities (Zoepritz AVO inversions).
The first steps towards a new methodology incorporating the above ideas could consist
of
• a reformulation of the Core problem by jumping to a parameterization of the
medium and wavefield not only by space and time but also by scale.
• a more careful analysis of how the local and global, order of magnitude estimates,
the scaling characteristics, are mapped from the medium to the wavefield and vice
versa. Having a renewed look at AVO and FVO analysis from the scaling point
of view is of great interest and importance in this.
• a step beyond pure scale-invariance. The scale exponents only represent a first
approximation to scale dependence and are too limited a model. The monoscale
analysis method may be a first step in the development of a joint analysis of scale
and scale exponent allowing for a break in the scale-invariance.
For the long term one may envisage the development of a new wave and inversion theory
which directly
• links the local scale aspects of the medium to the reflection signatures.
• links the global scale aspects to the dispersion.
• aims for the inversion of the local and global scaling structure.
For the short term the multi- and monoscale methods will be applied to the analysis of
2-D sections of migrated data. In those analyses the local aspects are most interesting.
Conclusions
In this paper an overview on the application of local and global multiscale analysis
techniques to well and seismic data is given. The wavelet multiscale method is not
new but the application is. It appears that the well data displays an intricate scale
behavior which can be characterized. This characterization will be the first step towards
a development of a common language which opens the way for integrating different types
of data at different scales. In this integration, the local scale exponents play the role of
parameterizations for the major markers, delineating the major (g'eological) transitions,
whereas the multifractal singularity spectra provide a general characterization of the
texture. This latter characterization can be used as a priori information in inversion.
The geological meaning as well as the importance of the characterization of the scaling
structure for the reservoir remains a subject of intense research.
In addition to the multiscale method and analysis, a novel· monoscale method to
locate, estimate and characterize both the local and global aspects of scaling in the scale
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as well as in the space coordinate directions. Since this method only requires a single
scale to characterize the singularities it is very useful for analyzing seismic reflection
data which is inherently bandwidth limited. The method is accurate for isolated onset
functions containing singularities. It is also applicable to data containing many non-
isolated singularities. So far, amplitude behavior along the ,6MML has not been treated.
Due to the complementary nature of the method, as opposed to the multiscale method,
the approach is a first step towards a joint scale versus scale exponent analysis and
characterization.
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APPENDIX
Relevance of a multiscale analysis on finite data
This appendix deals with the question of how to deal with the mathematical findings of
the multiscale analysis in relation to the fact that data is band-width limited. In other
words the discussion is about to what extent the strict mathematical definitions implied
within the multiscale analysis can be carried over to situations where one deals with
measurements consisting of discretized data. Limits to infinite fine scales are taken in the
mathematical definitions while the available scale range in the data is inherently limited.
As a consequence, most multiscale analysis results are inevitably prone to be ambiguous
because the discretization process always represents a coarse grained projection of the
physical "reality". In this paper it is assumed that the sampling is preceded by a
physical measurement process that "linearly" smoothes the physical "reality" upto the
Nyquist sampling frequency. This smoothing can be a combination of "smoothing" by
the physics, followed by a linear intentional anti-aliasing filtering by the instrument. As
a consequence of these apparent smoothings, the way in which mathematicians delimit
their precise statements has become meaningless, physically speaking. The data do not
contain any information beyond the measurement resolution, and one is seemingly free
to represent and interpolate the discretized data at will. Possible choices are piece-wise
continuous or smooth spline interpolation functions.
Strictly speaking, this interpolation is a valid argument. However, one may ask
whether such an approach is well posed and optimal in cases where the measurement
and subsequent discretization are taken at a scale where the physical process contains
a large amount of complexity. In this case, the measurement, and hence the ensuing
discretization, will strongly differ when slightly changing the measurement's resolution.
If the underlying physical process was to be smooth, i.e. it did not depend on the scale
too much at the measurement's resolution, then the discretization and subsequent in-
terpolation would not have changed. A representation by smooth functions would have
been appropriate in this case because the discretization process and subsequent inter-
polation converge. The situation is, however, quite different when there is a significant
scale dependence. Then, one finds significant differences for the discretizations and
interpolations which partly explains the difficulties one experiences while up-scaling,
e.g. blocking a well-log.
To be specific, when the wavelet coefficients are significant at a certain scale, the
discretizations will differ significantly when changing the measurement's resolution and
corresponding sample interval with respect to that scale. From the multiscale analysis on
well data, it is clear that discretizations for the scales exceeding the initial data's sample
interval suffers from this shortcoming. Most likely, the same observation applies to reso-
lutions which are on the order of the initial sample interval or smaller. At this point it is
frequently argued that by choosing a much finer sample interval, one will be able to cir-
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cumvent the discretization problem. To the author this approach is problematic because
the problem may (i) no longer be computationally tractable, e.g. multi-dimensional fi-
nite difference modeling of seismic data with a sub-well discretization is infeasible; (ii)
not longer be invertible, because of the required discretization redundancy which is pos-
sibly not supported by the datal! and (iii) even be "ill-pose(i". The last point refers to
the possibility that one tries to conduct operations on the data which may not be well
defined at the physical scale range of interest. Mathematically, one can not prove this
statement and a choice of a representation by functions clearly would have permitted
the operations. Still the above reasoning demonstrates the difficulties and perhaps one
may argue that a representation by (discretized) functions can be inappropriate. For
instance, taking the derivative of a well-log measurement is highly problematic. The
outcome of this "derivative" differs significantly when approximating it at the scale of
the seismic waves or at the scale of the initial discretization. Over that scale range,
there is simply no convergence. Eventually, the derivative can only converge if there
exists some smooth inner scale and one may argue whether such a scale is relevant and
whether it indeed even exists.
To circumvent the afore mentioned difficulties a more generalized representation
for the data is proposed. This data representation no longer consist of an idealized12
function but it is represented by a functional (Schwartz, 1957; Gel'fand and Shilov,
1964; Zemanian, 1965a). Such a functional no longer strict locally assigns a value to a
point but assigns a value to a scale indexed smoothing function (test function).
Definition 1 (A multiscale data representation)
The multiscale data representation13 is defined as
f(x) 1-7 (j,'Pu,x) 'Ix E IRA u E IR+, (-35)
where f refers to the data and 'Pu,x(x') to an appropriate function centered around x
and with a support proportional to the scale u.
Equation (-35) represents a generalization with respect to ordinary functions and could
efficiently be implemented by multiresolution approximations (Mallat, 1997). This type
of representation yields more freedom for the behavior of f. For the situation where
the consecutive mappings do not significantly depend on the scale, i.e. the wavelet
coefficients decay as un with a > 1 'if u > ad, the discretized data can be considered as
the projection14via equation (-35), of the physical "reality" to the initial discretization
scale, u d. The specific value for the ad is no longer important, and one may omit
reference to this scale index, i.e. the functional becomes an ordinary function again.
This simplification is not true for the situation where the wavelet coefficients are not
small and sufficiently decaying. Then all scales exceeding ud have to be considered,
IlThink of the medium discretization versus the .dominant wavelength of the wavefield.
12Smooth functions are as much an idealization as singular fractals.
13This representation refers to both the medium and the wavefield.
14This is equivalent to the smoothing defined in equation 1.
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which means that the multiscale representation introduces one extra parameter, namely
scale.
The appropriateness of the function 'P and equivalently the smoothing function <f;
and analyzing wavelet .,p, is very important even for discretized measurements (Bacry
et aI., 1993; Herrmann, 1997). If the mathematical conditions are not met, the mul-
tiscale representation (cf. equation (-35)) and analysis will loose their meaning and
give erroneous results. This is surprising because the data are bandwidth limited so
one may argue that, for instance, the smoothness conditions15 to be imposed on the
wavelet are irrelevant. The contrary is true. If the data contains "singularities" that
require smoothness for the wavelet, one obtains wrong estimates if these conditions are
violated (Herrmann, 1997) by the wavelet. So in effect it may be argued that mathe-
matical scale up to coarsened discretizations!
The fact that mathematical conditions remain important for finite resolution mea-
surements can be explained by the observation that the singular behavior at the coarse
scales is preserved for the scale range untouched by the coarse-graining/smoothing op-
eration. That is to say that an observer still experiences the data as being non-smooth
even though this observation is inevitably coarse-grained. The fact of the matter is
that the observer cannot discern the data from being non-smooth at his or her scale.
For example, if one would ask an ant and human being to draw a tangent line along a
curbstone the ant would be perfectly able to do so while for the human being, living at
a coarser scale, the curbstone acts as if it were discontinuous. We can stumble over the
curbstone while the ant can not. This restricts one from drawing the requested tangent
line. So the curbstone acts as being non-smooth. The following example is designed to
clarify the relativity of smoothness in more detail.
Example 5 (Apparent smoothness of Gaussian and box-car function)
At first sight, everybody would agree with the observation that the box-car in Fig. 27 is
not smooth, non-differentiable and even discontinuous, whereas the Gaussian bellshape's
appearance seems to be very smooth, Coo. The careful observer, however, could have
asked the critical question to which resolution the pronouncement of smoothness refers.
To clarify this point the profiles ofFig. 27 are submitted to the local multiscale analysis.
For the small scale range it is indeed clear that the box-car contains two discontinuities,
judged by the estimates for the local Holder exponents over this scale range. But when
the scale range of observation is increased beyond the scale range of the support of
both functions, a complete opposite behavior becomes apparent for the box-car as well
as for the Gaussian bell-shape. Now the Holder exponent estimates correspond to a
behavior yielded by the a-distribution. Especially for the Gaussian, this may appear
to be strange because one could have the impression that it is smooth; a property
that certainly cannot be associated with a a-distribution. But on the other hand, it
is quite well understandable because both the box-car and Gaussian are functions that
adhere to the conditions imposed on functions generating a delta convergent sequence
15These conditions depend on the irregularity of the data.
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(Gel'fand and Shilov, 1964). This means tiJat they both constitute an approximation to
the o-distribution, an observation in agreement with the presented regularity analysis.
The above example illustrates the apparent duality between (regular) functions and
(singular) distributions. The singular distribution can be formed as a "limiting" process
from the former. It explains why the Gaussian is smooth for the small scales but
indiscernible from a singular distribution for the larger scales. It is because the Gaussian
can be seen as an approximating measurement of the o-distribution, with an instrument
the response of which is given by the Gaussian. This ambiguity illustrates the difficulties
when dealing with pointwise functions because depending on the physical observation
one can see one or the other. For the scaling data representation, the situation is clear.
It reveals, depending On the scale, the smooth or non-smooth behavior of the data.
To summarize the point is that care should be taken when dealing with data sets
that are significantly scale dependent over a certain scale range. It is argued that
mathematical concepts such as smoothness/" differentiability" carryover to the up scaled
discretized data and that perhaps representations by functions are inappropriate. The
multiscale data representation provides the proper framework to deal with the irregular
data. The conditions for the smoothing function depend on data and bear semblance
to the conditions required by anti-alias filters.
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Figure 1: An example of the scaling displayed by a real well-log measurement. On
the top the local compressional wave speeds are on display. The second row depicts
the consecutive smoothings effectuated by a Gaussian bell-shaped smoothing kernel.
The third row displays the continuous wavelet transform computed with the Mexican
hat/Ricker wavelet, the second order derivative (M = 2) of the Gaussian bell-shaped
smoothing kernel.
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Figure 2: Modulus maxima of the wavelet transform. (a) The unsmoothed data set.
(b) The data set smoothed with a Gaussian smoothing function. (e) One scale of the
wavelet transform of the data set. The wavelet used here is the first derivative of the
Gaussian (M = 1). (b) smoothed version of the derivative of (a). The local maxima
and minima indicate the points of sharp and slow variation. (d) The modulus of (c).
The local maxima indicate the points of sharp variation and are denoted by the circles.
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Figure 3: WTMML partitioning. (a) The unsmoothed data set. (b) The continuous
wavelet transform with the WTMML'S superimposed on it, notice the bifurcations. (c)
The local multiscale analysis reviewing the moduli at the WTMML'S in log-log scale-
amplitude space. The different dashings are intended to illustrate the correspondence
of the WTMML in the space-scale space and the evidenced amplitudes along these lines.
Notice the changes in amplitude behavior when the bifurcations occur.
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Figure 4: This figure contains the regularity analysis conducted on distributions defined
in terms of equation (10) with the order set to the values a = 0.5, -0.5, -1, O. The
middle row, the (b, e)'s, contain the wavelet coefficients in grey-scale with the location of
the WTMM'S superimposed. The wavelet has two vanishing moments. In the lower row,
the (c, f)'s, the logarithm of the modulus of the wavelet coefficients along the WTMML'S
are plotted against the log a. The estimates for the Holder exponents are found via the
slopes and closely match .the .preset order Df the homogeneous distributions.
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Figure 5: (a) Global analysis of X+(O.5)(x) (a); (b) Location of the WTMML'S. The
wavelet used is the second derivative of the Gaussian (M = 2), so it has two vanishing
moments. (c) The partition functions Z(cr, q) computed from the modulus maxima
lines. (d) The r(q) function. The predicted function (dots) is plotted and the computed
function is plotted (solid). (e) The f(a) function is zero everywhere except at a = ~
where it is very small. It is expected since the dimension of a point is zero.
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Figure 6: Global analysis of Brownian Motion. (a) Realization of Brownian motion.
This signal has singularities of strength a = ~ everywhere. (b) The location of the
modulus maxima lines of the wavelet transform of (a) superimposed on the grey-scale
wavelet coefficients. The wavelet used is the first derivative of the Gaussian, so it has one
vanishing moment. These plots show that on the finest scale the modulus maxima lines
start everywhere, which is a reflection of the fact that the signal is singular everywhere.
(c) The partition functions Z(cr, q), computed from the wavelet modulus maxima lines.
(d) The T (q) function, computed from the partition function. Both the theoretical
expected function (dots) as the computed function (solid) are depicted and fully overlap.
(e) The f(a) spectrum, estimated from the computed T(q) of (d). It is zero everywhere,
except at a = ~, where it is one. It is because the process has singularities of equal
strength everywhere,Le. ·it is monofractal with stationary· independent increments and
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Figure 7: Illustration of the global analysis of a binomial multifractal. The top row
(a) contains the binomial multifractal measure (left) and its density. These two fractals
contain a hierarchy of singularities and are singular everywhere. With the choices made,
PI = 0.25 and P2 = 0.75, the predicted values for the endpoints of the singularity
spectrum are "'max = 2 and "'min = 0.4 for the measure while the spectrum and its
endpoints are shifted one to the left for the density. (b) The location of the wavelet
transform modulus maxima lines. The wavelet used has three vanishing moments.
Because the second derivative of this signal is singular everywhere, the modulus maxima
lines start on the finest scale everywhere. (c) The Z(a, q) function, computed from
the modulus maxima lines of (b). The predicted (dots) and the computed (solid) T(q)
function are depicted in (d) •. (e) The computed, viaequation (17), f(",) spectrum (solid)
matches fairly good with the predicted (dots) spectrum for the measure on the left. On
the right the (solid) line nicely shows the shift to the left due to the differentiation.
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Figure 8: Local analysis on the sonic (ep) well-log measurement (Well A). The sample
interval (after re-sampling to a sample interval approximately equal to the smoothing
of the tool) is 60 em and the total length of the data set is 2.4 km. On the top, (a), the
sonic well-log is displayed, i.e. a compressional wave speed profile. In the middle, (b),
the continuous wavelet transform is displayed in grey-scale. The modulus maxima of
the wavelet coefficients, the WTMML'S are displayed as well. On the bottom, (c)-(j), the
estimates for the local Holder exponents ares shown for the selected (see the lines with
the *'s and read from left to right) WTMML'S. The scaling exponents are related to the
wavelet coefficients as IW{j, '"}(er, x) I ~ era' which in the log -log plane becomes a line
with a slope proportional to the scaling exponent 0<. The log of the wavelet coefficients
is evaluated along the selected WTMML'S. Notice that positive, edge like, as well as
negative, needle like, singularities occur.
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Figure 9: Illustration of the power law behavior displayed by the structure function
(middle plot which is a log-log version of the left plot, the structure function) and the
power spectrum (right), obtained from a real well-log measurement. The log-log plots
are depicted together with linear fits the slope of which is related to the monofractal
scaling exponent H.
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Figure 10: Example of the global analysis conducted on Well A (the same well data
as displayed in Fig. 8). (a) The Cp log measurement. (b) The WTMML's of (a). The
wavelet is the second derivative of a Gaussian (M = 2). It is Coo, and it has two
vanishing moments. The scale ranged from 3 m to 325 m. On the fine scales, WTMML'S
start at every point, indicating that the second derivative of the well-log is singular
everywhere. The singularities are accumulated. The mass exponent function, r(q),
is computed via linear regressions over the prescribed scale range from the partition
function, Z(O', q), which is displayed in (e). From the mass exponent function, the
singularity spectrum f(a) is calculated using equation (17). It is depicted in (e). The
weakest singularity is found to be 1.58, showing that the well-log is singular everywhere
in its second derivative. The strongest singularity equals -0.18. Finally, the degree
of non-conservation HI = 0.34. Consequently, this well-log behaves as a process with
stationary first increments.
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Figure 11: Example of the global analysis conducted on Cp-log of Well B. (a) The Cp-log.
(b) The WTMML'S of (a). The wavelet is the second derivative of a Gaussian (M = 2).
It is Coo, and it has two vanishing moments. The scale ranged from 2.5 m to 250 m.
On the fine scales, WTMML'S start at every point, indicating that the second derivative
of the well-log is singular everywhere. The singularities are accumulated. The mass
exponent function, T(q), is computed via linear regressions over the prescribed scale
range from the partition function, Z(a-, q), which is displayed in (e). From the mass
exponent function, the singularity spectrum f(a) is calculated using equation (17). It is
depicted in (e). The weakest singularity is found to be 0.85, showing that the well-log
is singular everywhere in its first derivative. The strongest singularity equals -0.20.
Finally the degree of non-conservation HI = 0.19. Consequently, this well-log behaves
as a process with stationary first increments.
5-41
Felix J. Herrmann
0.80.60.40.2o
(a)
-0.2-0.4-0.6-0.8-I
2.2
3.4
b
'".£
4.6
5.8
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
(b)
300 0
200 rs: . . .b 100 s: ~ :.... :. \\" -5I:' "" 0.5'" 0.£
-100
-10 0
2 4 6 -5 0 5 10" 0 0.5
(c) (d) (e)
Figure 12: Example of the global analysis conducted on c,-log of Well B. (a) The c,-log.
(b) The WTMML'S of (a). The wavelet is the second derivative of a Gaussian (M = 2).
It is Coo, and it has two vanishing moments. The scale ranged from 2.5 m to 250 m.
On the fine scales, WTMML'S start at every point, indicating that the second derivative
of the well-log is singular everywhere. The singularities are accumulated. The mass
exponent function, T(q), is computed via linear regressions over the prescribed scale
range from the partition function, Z(a,q), which is displayed in (c). From the mass
exponent function, the singularity spectrum f(a) is calculated using equation (17). It is
depicted in (e). The weakest singularity is found to be 0.88, showing that the well-log
is singular everywhere in its first derivative. The strongest singularity equals -0.16.
Finally, the degree of non-conservation HI = 0.09.
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Figure 13: Example of the global analysis conducted on p-log of Well B. (a) The p-log.
(b) The WTMML'S of (a). The wavelet is the second derivative of a Gaussian (M = 2).
It is Coo, and it has two vanishing moments. The scale ranged from 2.5 m to 250 m.
On the fine scales, WTMML'S start at every point, indicating that the second derivative
of the well-log is singular everywhere. The singularities are accumulated. The mass
exponent function, T(q), is computed via linear regressions over the prescribed scale
range from the partition function, Z(CT, q), which is displayed in (c). From the mass
exponent function, the singularity spectrum f(a) is calculated using equation (17). It
is depicted in (e). The weakest singularity is found to be 1.7, showing that the well-log
is singular everywhere in its second derivative. The strongest singularity equals -0.24.
Finally the degree of non-conservation HI = 0.26. Consequently, this wellelog behaves
as a process with stationary first increments.
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Figure 14: Comparison of the different logs of Well B. Top: the cp-log; Second row: the
cs-log; Third row: the p-log; Bottom row left: the different r(q)-functions. Notice the
similarity, despite the apparent differences between the logs, for the Cp and Cs for all
q-values and for all three logs for q > O. Bottom row right: singularity spectra. Notice
again the similarities between Cp and Cs and for a small.
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Figure 15: Comparison between Well A and B. Top: cp-log Well A; Second row Cp-log
Well B; Bottom row left: r(q)-functions. Notice the surprising similarity for q -+ +00;
Bottom row right: f(a)-spectrum for both logs. Again one sees a high degree of similarity
for the small a while Well A contains many more regular regions.
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Figure 16: Example ofthe global analysis conducted on the reflection coefficients yielded
by the Cp-log of Well A. (a) The p-Iog. (b) The WTMML'S of (a). The wavelet is the
second derivative of a Gaussian (M = 2). It is Goo, and it has two vanishing moments.
The scale ranged from 2.5 m to 250 m. On the fine scales, WTMML'S start at every
point, indicating that the second derivative of the well-log is singular everywhere. The
singularities are accumulated. The mass exponent function, r(q), is computed via linear
regressions over the prescribed scale range from the partition function, Z(a, q), which
is displayed in (c). From the mass exponent function, the singularity spectrum f(a) is
calculated using equation (17). It is depicted in (e). The weakest singularity is found to
be -0.22, showing that the well-log is singular everywhere in its second derivative. The
strongest singularity equals -1.31. Finally, the degree of non-conservation HI = -0.86.
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Figure 17: Example of the global analysis conducted on a single trace of real seismic
reflection data. Fig. 17 (a) the reflection data. (b) The WTMML'S of (a). The scale of the
wavelet ranged from 0.016 s to 0.18 s . On the fine scales, the WTMML'S start at every
abscissa, indicating that the reflection data is singular everywhere. Via the partition
function, Z(u, q), depicted in (c), the mass exponent T(q) is computed by means oflinear
regressions. From the T(q)-function, the singularity spectrum, f(a), is calculated and
is depicted in (e). The weakest singularity is found to be 0.49, showing that the signal
is singular everywhere which is consistent with the estimated value for the dimension
of the singular support, f(ao) = 0..80. The strongest singularity equals -2.19 which
implies that the wavelet coefficients scale as a singular tempered distribution.
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Figure 18: Monoscale analyses of an edge. From top to bottom: X~53(x); "(3 wavelet
transform"((3wT) with (3 E [0.3,1] with the estimate cre = 0.536.
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Figure 19: Monoscale analyses of edges. From top to bottom: X~(x); "(3 wavelet
transform" ((3WT) with (3 E [-0.3,25] with the estimate eYe = 0.001 .
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Figure 20: Monoscale analyses of singularities (reflections). From top to bottom:
X:t°47 (x); (fJWT) with fJ E [-1,02] with the estimate O<e = -0.472.
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Figure 21: Monoscale analyses of singularities (reflections). From top to bottom:
X+ 1(x); ((3WT) with (3 E [-1.3,1.3] with estimate "'e = -1.01.
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Figure 22: Example of the monoscale analysis on the Devil's staircase
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Figure 23: Monoscale analyses of well data preliminary results. From top to bottom: the
cp-log for Well A; (3WT with (3 E [-0.5,2.55] and the onsets (*), notice the singularities
popping up.
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Figure 24: The same as Fig. 23 but now for a coarser scale.
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Figure 25: Monoscale analyses of the reflection trace. From top to bottom: the Cp-log for
Well A; (3WT with (3 E [-0.5,2.55J and the onsets (*), notice the singularities popping
up.
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Figure 26: The same as Fig. 25 but for a coarser scale.
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Figure 27: In this figure a Gaussian with an effective scale log CJ = 4 is analyzed to-
gether with a box-car with the same support. The Gaussian and box-car display a
deviating behavior for the small scales, but as soon as the scale of observation exceeds
log CJ = 4 they display the same behavior. This notion can be understood by taking into
consideration that both functions are members of a delta convergent sequence. Finally,
notice that the Holder exponent for the small scales yielded by the Gaussian bell-shape
approximately equals the number of vanishing moments of the analyzing wavelet.
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