The integration of a two-dimensional distribution of discrete nanoscale floating gates in the nonvolatile memory gate stack produces significant three-dimensional ͑3D͒ electrostatic effects in contrast to the conventional flash memory modeling where a one-dimensional ͑1D͒ treatment is often sufficient. We have developed an analytical model for 3D electrostatics, which can not only enhance design intuition for device optimization but also provide convenient integration with a Schrödinger solver for self-consistent transport calculations since it is independent of discretization requirements. The model is validated by comparing with a finite-element Maxwell equation solver. The 3D analytical model has a much lower root-mean-square error than the 1D formulation for electrostatic potentials and fields in the tunneling path.
I. INTRODUCTION
Nanoscale discrete charge storage for nonvolatile memory devices has been explored from both experimental and modeling perspectives in the last decade. From the materials point of view, charge storage has been explored in traps of oxide-nitride-oxide ͑ONO͒ gate stack 1 and in selfassembled nanocrystals of semiconductors ͑e.g., Si, Ge, etc.͒ 2,3 and metals ͑e.g., Au, Ag, Pt, Ni, etc.͒. [4] [5] [6] Various dielectrics have also been evaluated such as SiO 2 and highdielectrics. 7, 8 The electrostatic models currently used for tunneling calculations are essentially one dimensional ͑1D͒, considering only the least-action tunneling path directly under the nanocrystal. 9, 10 However, experimental observation of low program/erase ͑P / E͒ voltages and large memory window of nanocrystal memories 11 in comparison with monolithic floating gate and trap-based ONO gate stacks 12 indicates differences that can only be explained by considering the discreteness and three-dimensional ͑3D͒ nature of the array of nanocrystals. The electrostatic correction due to the 3D potential perturbation from the nanocrystals is actually significant in comparison with the 1D model. 13 In fact, neither the electric field nor the charging capacitance is accurately represented in the 1D model, both key to accurate formulations for direct 14 and Fowler-Nordheim tunneling. 15 Although 3D numerical electrostatic solutions can be employed, the discretization requirements for convergence and accuracy can be computationally expensive and often need special symmetry assumptions for the reduction of computational costs that are unable to accommodate a finite system of nanocrystals with nonuniform size and positional distributions. Additionally, design intuition cannot be easily obtained from such opaque numerical calculations. In the present work, a simple but accurate analytical 3D electrostatics model for the nanocrystal memory gate stack has been developed, where the electrostatic contributions to the potential due to different sources of potential, e.g., charge, potential on electrodes, polarization, etc., are separated and evaluated analytically, and finally integrated using superposition.
II. FORMULATION
The nanocrystal memory gate stack is represented by a distribution of spherical nanocrystals formed by selfassembly on top of a tunneling dielectric grown on a silicon substrate, as shown in Fig. 1͑a͒ . The nanocrystals have a positional and size distribution 4 evident from the scanning electron micrograph ͑SEM͒ in Fig. 1͑b͒ . The stack is further covered with control dielectric with a metal gate on top. In general, the potential relaxation or band bending in the silicon substrate needs to be solved self-consistently. We approximate the substrate as a ground plane. This is quite accurate in the inversion and accumulation regimes ͑i.e., during P / E operations͒. When the substrate is in the depletion regime, the ground-plane approximation offers useful upper bounds for electric field profiles without having to implement self-consistent solutions for the potential. The 3D electrostatics of a single metal/dielectric sphere between conducting plates have accurate analytical formulation by the solution of an infinite set of equations. 16, 17 However, electrostatic modeling of a nanocrystal memory device requires the consideration of not a single nanocrystal but a distribution of electrostatically interacting nanocrystals on a tunneling oxide, as shown in Fig. 1͑b͒ . While a finite element Poisson solver can easily solve for a regular two-dimensional ͑2D͒ array of nanocrystals using symmetry and periodicity considerations, an irregular array would require the treatment of the entire space. In such a case of a finite distribution of nanocrystals especially for devices beyond the 65 nm node or to study the effects of nanocrystals at the boundaries, an analytical solution can be a useful guide. Our formulation for a finite nanocrystal array involves several electrostatic solution techniques ͑Secs. II A-II G͒ discussed below.
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A. Method of images
This method is used to solve for electrostatic potential for a conducting plane at V =0 V at z = 0 with a charge q at distance z = d. The conducting surface can be replaced by an image charge −q placed at z =−d. By antisymmetry the potential at the surface is zero. 18 Similarly, a charge distribution ͑r͒ on a grounded conducting plane can be similarly treated by using an image charge distribution. The potential due to a charge between two such conducting planes can be equivalently treated with an infinite series of image charges. A polarized dielectric between two conducting planes can be regarded as a bound surface and volume charge, 18 which can also be accommodated in the method of images as a charge distribution.
B. Modeling for metallic and semiconducting nanocrystals in a dielectric of permittivity D
A dielectric sphere ͑nanocrystal͒ embedded in another dielectric with dielectric constant D can manifest its metallic or semiconducting nature of the nanocrystal by its dielectric constant NC . In the case of a metal, we can set NC → ϱ. For semiconducting nanocrystal, if its extrinsic Debye length L D ӷ 2a, where a is the radius of the nanocrystal, then the dielectric constant of the semiconductor nanocrystal NC contains all information necessary for polarization calculations.
C. Polarization of a dielectric sphere due to the charge shell
In spherical polar coordinates ͑r , ͒ with a dielectric sphere centered at the origin, as shown in Fig. 2͑a͒ , the potential ⌽͑r͒ produced by the?polarization of a dielectric sphere due to point charge at rЈ can be solved from Poisson's equation. We need to solve two equations with appropriate boundary conditions, as shown in Fig. 2͑a͒ . In region D inside the dielectric, we need to solve Poisson's equation ͓Eq.
͑1͔͒, where the ␦͑r − rЈ͒ is a delta function showing that the charge q is present only at r = rЈ and in region NC inside the nanocrystal we need to solve the Laplace equation ͓Eq. ͑2͔͒,
In cylindrical polar coordinates ͑ , , z͒ with q on the z axis, i.e., rЈ = dẑ, as shown in Fig. 2͑a͒ , the analytical solution in spherical polar coordinates is of the form be separated from the potential due to the point charge q, as the summation terms containing A l Ј and B l . The boundary conditions at the nanocrystal/dielectric interface are based on the continuity of normal component of the electric displacement D and of the tangential component of the electric field E to the interface:
Using these boundary conditions, the solution for A l , A l Ј, and B l is given by
The above calculation can be easily modified for a spherical shell at rЈ with charge q uniformly distributed as opposed to a point charge q, as shown in Fig. 2͑b͒ . The potential ⌽ D for Eq. ͑1͒ contains an additional constant term, as shown in Eq. ͑10͒ in square brackets.
Due to the constraint of the boundary conditions in Eqs. ͑5͒ and ͑6͒, ⌽ NC also contains the same additional constant term.
The values of A l and B l are unaffected by the constant because they are determined by taking derivatives.
D. Approximating the polarization due to a point charge
The potential outside the dielectric sphere ͑r ജ a͒, due to the polarization due to the point charge q, can be approximated by
In the first-order approximation with d ӷ a, the polarization is equivalently caused by a uniform field E eff , which is exactly the electric field at the center of the dielectric sphere due to the charge q at rЈ = dẑ.
Hence, for d ӷ a, the polarization of the dielectric sphere at the origin is independent of the detailed nature of the electric field and can be approximated by a uniform electric field. This argument can be extended for an arbitrary charge distribution instead of a point charge as long as the d ӷ a assumption is satisfied.
E. Polarization due to a uniform field
In this case the polarization by the uniform field treatment is exact.
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F. Polarization of a dielectric sphere due to a uniformly polarized sphere
The polarization effect of a uniformly polarized sphere on a dielectric sphere has been treated using uniform field approximation in our implementation, as described in Sec. II D. Alternatively, it is possible to treat the uniformly polarized sphere as a dipole, and then describe the dipole as a pair of opposite point charges separated by a distance ␦ dipole Ӷ a.
We can then use the polarization due to point charge formulation as shown in Sec. II C and superposition principle for the two point charges to get higher order corrections.
G. Superposition
The final results are obtained by superposition 18 of the effect of different sources of potential shown in Fig. 3 . ͑a͒ Charge stored in nanocrystals between conductive planes shown as . ͑b͒ Potential difference between the conductive parallel planes creating the uniform field, E 0 . ͑c͒ Polarization of the nanocrystals between the conductive planes because of electric field due to ͑i͒ charges in nanocrystals and the image charges from the parallel conductive planes, ͑ii͒ potential difference between the parallel conductive planes, and ͑iii͒ polarization of other nanocrystals and images of the polarized nanocrystals from the parallel conducting planes.
For polarization of a nanocrystal, the significance of the terms described in ͑c͒͑i͒-͑iii͒ above is proportional to the magnitude of the electric fields. In this regard, the influence of ͑iii͒ is the smallest because electric field due to the polarized source decays much faster with distance than that for ͑i͒ and ͑ii͒. Hence the correction due to ͑iii͒ can be treated to first order using uniform electric approximation as discussed previously. However, it is necessary to treat the polarization due to ͑i͒ and ͑ii͒ exactly since their electric fields are significant.
III. RESULTS, VALIDATION, AND DISCUSSION
To validate our model, we compare the analytical solution for a regular array of 3 ϫ 3 nanocrystals in a number of different memory operations for both metal and silicon nanocrystals with calculations from a finite element method ͑FEM͒-based Poisson solver. 19 The typical parameters used for the model as indicated in Fig. 1͑a͒ were nanocrystal radius a of 3 nm, pitch p of 12 nm, control oxide thickness d c of 33 nm, and tunneling oxide thickness t of 3 nm. The memory operation conditions are ͑1͒ start of programming: q =0e and V G =5 V, ͑2͒ start of erasing: q =5e and V G =−5 V, ͑3͒ retention with a built-in voltage of 1 V: q =5e and V G = 1 V, and ͑4͒ saturation of programming: q =5e and V G =5 V.
We have assumed the silicon substrate as a ground plane because during inversion and accumulation it has a high carrier density. The presence of nanocrystals can cause small potential variations in Si/ SiO 2 interface which creates a percolation 20 based current flow. However, the intricate pathway of least resistive path is created by the exponential dependence of carrier concentration on the potential. Hence, while the carrier concentration can vary significantly the potential fluctuations are quite small at the Si/ SiO 2 interface. Hence while in memory operation conditions ͑1͒ and ͑2͒, the assumption of the silicon substrate as ground plane is mostly valid, the conditions ͑3͒ and ͑4͒, where inversion/ accumulation cannot be assumed, the model only serves as an upper-bound estimation of the electric field. This is because in such cases the silicon substrate is under depletion, the electric field can penetrate into the substrate causing the potential to relax gradually over a Debye length. Therefore, setting the substrate as a ground plane will give higher electric fields than the case of the depleted substrate.
The 3D Poisson solution for a 3 ϫ 3 nanocrystal case between conducting planes using MAXWELL 3D® finite element solver 19 was implemented and solutions have been compared with the analytical results. The root-mean-square ͑rms͒ error between the analytical solution and the numerical results ranged from 11.3 to 25 mV for the tunnel oxide and 11-28 mV for entire gate stack, as shown in Fig. 4 , for the metal nanocrystal case. This is around the thermal voltage of 25 mV at room temperature. For the silicon nanocrystal case shown in Fig. 5 , the rms error is even lower in the tunneling oxide, ranging from 2.5 to 8.6 mV, which is most critical for tunneling calculations. The total rms error ranges from 10.3 to 21.9 mV. These results have been compared to electrostatics calculations assuming one dimensionality as is popularly used for memory operations modeling 9,10 and equal stored charge density on floating gate. The rms error is as high as 0.36 V in the case of Si nanocrystals and 0.5 V for metal nanocrystals. This is a direct consequence of the inability of the 1D calculation to account for the non-negligible 3D potential variation in the parallel plate capacitor due to the insertion of the 3D nanocrystal. Charging capacitances of nanocrystals are also severely erroneous for 1D calculation.
In terms of computational cost, the nonoptimized MAT-LAB implementation of the analytical formulation took about a tenth of the time of the optimized C-based implementation of a commercial MAXWELL solver for the chosen mesh density required for good accuracy in the uniform 3 ϫ 3 nanocrystal case. Furthermore, the MATLAB program was able to compute the potential and electric field information at any point without interpolation on the grid points as that required in the FEM solver. Finally it may be computationally prohibitive to calculate realistic nanocrystal distributions in the FEM solver if there are many nanocrystals under the gate stack as the calculation cost is superlinearly proportional to the number of grid points which scales directly with the geometrical complexity ͑i.e., volume of gate stack, number, distribution of nanocrystals etc.͒. In comparison, the analytical formulation can be readily extended for the nonuniform nanocrystal array because the number of terms is only linearly proportional to the number of nanocrystals.
The analytical equations provide not only better understanding of the observation of lower write/erase voltage in metal nanocrystal memories 11 due to field enhancement under the nanocrystal but also useful insights into memory design trade-offs based on the electrostatics. In terms of the number density, increased nanocrystal density provides larger storage site density. But there exists a trade-off from the electrostatics point of view. While a single nanocrystal causes field enhancement, other nanocrystals in the vicinity, polarized by E 0 , produce an electric field which counteracts the polarization by opposing E 0 inside the nanocrystal and hence reducing the field enhancement effect. The nanocrystal number density, size, and shape should have a considerable impact on the electrostatics. While size optimization is possible within the model, introduction of arbitrary shapes should require finite-element-based analysis. Such concerns will be addressed elsewhere. Finally, the model provides a FIG. 3 . Superposition of the sources of potential: E 0 , the electric field in gate stack due to parallel plate capacitor without nanocrystals; P, the polarization of the nanocrystal; and , uniform surface charge of nanocrystal. Both the uniform surface charge and polarization form images on the conducting planes.
clear separation of various contributions to the electrostatics that can be independently used to study trends and optimize design. To calculate the transport explicitly for P / E operations, the self-consistent solution of the electrostatics with Schrödinger's equation is required. Given that the electrostatics can be described in a functional form now instead of numerical values at discretization points, there exists a distinct possibility of solving the transport analytically albeit under further simplifying assumptions, which will help design optimization and compact model formation. In any case, integration with a numerical implementation of a Schrödinger solver will be conveniently facilitated, especially for a 1D solver in the path of least action where the limited electrostatic information required can be more efficiently provided by the analytical formulation, without the calculations involving the entire 3D volume. 
IV. CONCLUSION
We demonstrate a simple but accurate analytical description of the electrostatics of nanocrystal floating-gate memories. The model has been validated using 3D numerical Poisson solver. Some important scaling issues such as nanocrystal size, shape, and number density can be derived using the proposed description. Being noniterative and discretization independent, the analytical solution can provide an accurate description of the electrostatics at minimal computational expense and can be coupled with a Schrödinger solver for tunneling rate calculations. Separation of the contribution of the various sources of potential provides better understanding of trends for design optimization.
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