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Abstract
We propose new type of discrete and ultradiscrete soliton equations, which admit extended
soliton solution called periodic phase soliton solution. The discrete equation is derived from the
discrete DKP equation and the ultradiscrete one is obtained by applying the ultradiscrete limit.
The soliton solutions have internal freedom and change their shape periodically during propagation.
In particular, the ultradiscrete solution reduces into the solution to the ultradiscrete hungry Lotka-
Volterra equation in a special case.
1 Introduction
The periodic phase soliton (PPS) is a recently discovered wave for the ultradiscrete hungry Lotka-Volterra
(uhLV) equation[1]. Usual soliton is a traveling wave which maintains its shape during propagation,
while the PPS is the one which keeps changing its shape periodically. Since the PPS solutions have
many internal freedoms, they can exhibit various types of interactions. As far as the authors know, this
type of periodically oscillating solution has been given for the uhLV equation only. The PPS in Ref. [1]
is the ultradiscrete solution and even its discrete analogue has not been reported yet.
In this paper the PPS solutions are constructed for the following discrete soliton equation,
ul+1m
ulm
=
M∏
k=1
1 + δulm−k
1 + δul+1m+k
1 + δwl+1m+k
1 + δwlm−k
,
wl+1m
wlm
=
M∏
k=1
1 + δulm−k+1
1 + δul+1m+k−1
1 + δwl+1m+k−1
1 + δwlm−k+1
,
(1)
ul+1m+M−1
ulm
=
wl+1m+M
wlm−1
, (2)
where m and l denote discrete space and time variables, respectively, M means a range of interaction
and δ is a difference interval. The time evolution of ulm and w
l
m is described by (1), and Eq.(2) gives
a consistent constraint. We call (1) and (2) a discrete PPS (dPPS) equation. It is noted that dPPS
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equation reduces to the discrete hungry Lotka-Volterra equation when wlm = 0. By applying the variable
transformations,
ulm = e
Ulm/ε, wlm = e
W lm/ε, δ = e−1/ε (3)
and taking the ultradiscrete limit[2], i.e., ε → +0, (1) and (2) reduce to the ultradiscrete PPS (uPPS)
equation,
U l+1m − U
l
m =
M∑
k=1
(
max(1, U lm−k)−max(1, U
l+1
m+k) + max(1,W
l+1
m+k)−max(1,W
l
m−k)
)
,
W l+1m −W
l
m =
M∑
k=1
(
max(1, U lm−k+1)−max(1, U
l+1
m+k−1) + max(1,W
l+1
m+k−1)−max(1,W
l
m−k+1)
)
,
(4)
U l+1m+M−1 − U
l
m =W
l+1
m+M −W
l
m−1. (5)
The ultradiscrete analogue of PPS solutions for the above system are also constructed. Moreover, we
show that the PPS solutions for uhLV equation are derived from the ones for the above uPPS equation
as a special case.
The contents of this article are as follows. In section 2, we give the discrete DKP equation and its
solution. In section 3, we derive the dPPS equation and solution from the discrete DKP. In section 4,
we ultradiscretize the PPS solution. In section 5, we show the relation between the obtained solution
and that of the uhLV equation. Finally, the concluding remarks are given in section 6.
2 Discrete DKP Equation and Solution
Let us start from the discrete DKP equation[3, 4], which is expressed by
δ(τ(k + 1, l+ 1,m+ 1)τ(k, l,m)− τ(k + 1, l+ 1,m)τ(k, l,m+ 1))
=τ(k + 1, l,m+ 1)τ(k, l + 1,m)− τ(k + 1, l,m)τ(k, l + 1,m+ 1),
(6)
where δ is a constant. We have the pfaffian solution to discrete DKP equation,
τ(k, l,m) = pf(α1, α2, . . . , αN , βN , . . . , β2, β1)k,l,m, (7)
where the pfaffian elements are defined by
pf(αi, αj)k,l = aijηi(k, l)ηj(k, l), pf(αi, βj)k,l,m = δi,j + ηi(k, l)ψj(m), pf(βi, βj)m = bijψij(m), (8)
aij =
qj − qi
1− qiqj
, ηi(k, l) = q
k
i ω
l
ici, ωi =
qi + δ
1 + δqi
,
δi,j =
{
1 (i = j)
0 (i 6= j)
, ψi(m) = p
m
i φi(m), bij =
1
1− pMi p
M
j
,
ψij(m) =
∑
1≤µ≤M
(ψi(m+ µ)ψj(m+ µ− 1)− ψi(m+ µ− 1)ψj(m+ µ)),
(9)
where pi, qi and ci are arbitrary constants, M is a positive integer, and φi(m) is a periodic function
which satisfies φi(m +M) = φi(m). Here and hereafter we denote k, l and m as suffix, and may omit
unshifted independent variables for simplicity. Then the pfaffian (7) satisfies Eq.(6) (see Appendix B).
2
3 Discrete PPS Equation and Solution
We shall reduce the discrete DKP equation and solution given in the previous section into the dPPS
equation and solution.
Proposition 3.1 Suppose qi = p
M
i in (9). Then the pfaffian (7) satisfies
τ(k + 1, l,m) = τ(k, l,m+M). (10)
Proof. Let us use the triangle matrix notation,
τ(k, l,m) =
| pf(α1, α2) . . . pf(α1, αN) pf(α1, βN ) pf(α1, βN−1) . . . pf(α1, β1)
. . .
...
...
...
...
pf(αN−1, αN ) pf(αN−1, βN ) pf(αN−1, βN−1) . . . pf(αN−1, β1)
pf(αN , βN ) pf(αN , βN−1) . . . pf(αN , β1)
pf(βN , βN−1) . . . pf(βN , β1)
. . .
...
pf(β2, β1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
| pf(αi, αj) pf(αi, βj)
pf(βi, βj)
∣∣∣∣ .
(11)
Then we have
τ(k + 1, l,m) =
| pf(αi, αj)k+1 pf(αi, βj)k+1
pf(βi, βj)k+1
∣∣∣∣
=
| pMi p
M
j pf(αi, αj)k δi,j + p
M
i ηi(k, l)ψj(m)
pf(βi, βj)k
∣∣∣∣
=
(
N∏
i=1
pMi
)
| pf(αi, αj)k δi,j/pMi + ηi(k, l)ψj(m)
pf(βi, βj)k
∣∣∣∣ .
(12)
On the other hand, we also have
τ(k, l,m+M) =
| pf(αi, αj)m+M pf(αi, βj)m+M
pf(βi, βj)m+M
∣∣∣∣
=
| pf(αi, αj)m δi,j + pMj ηi(k, l)ψj(m)
pMi p
M
j pf(βi, βj)m
∣∣∣∣
=
(
N∏
i=1
pMi
)
| pf(αi, αj)m δi,j/p
M
j + ηi(k, l)ψj(m)
pf(βi, βj)m
∣∣∣∣ ,
(13)
which is identical with (12). This completes the proof.
Proposition 3.1 shows the pfaffian (7) under the condition qi = p
M
i also satisfies
δ(τ(k, l + 1,m+ 1 +M)τ(k, l,m)− τ(k, l + 1,m+M)τ(k, l,m+ 1))
=τ(k, l,m+ 1 +M)τ(k, l + 1,m)− τ(k, l,m+M)τ(k, l + 1,m+ 1).
(14)
Denote f lm as τ(k, l,m−Ml). Then Eq.(14) is reduced into
δ(f l+1m+M+1f
l
m−M − f
l+1
m+Mf
l
m−M+1) = f
l
m+1f
l+1
m − f
l
mf
l+1
m+1. (15)
Thus we have the following proposition[5].
3
Proposition 3.2 Let f lm be
f lm = pf(a1, a2, . . . , aN , bN , . . . , b2, b1)l,m, (16)
where
pf(ai, aj) = aijsi(l,m)sj(l,m), pf(ai, bj) = δi,j + si(l,m)φj(m), pf(bi, bj) =bijφij(m), (17)
si(l,m) = p
m−Ml
i ω
l
ici,
φij(m) =
∑
1≤µ≤M
(pµi p
µ−1
j φi(m+ µ)φj(m+ µ− 1)− p
µ−1
i p
µ
j φi(m+ µ− 1)φj(m+ µ)).
(18)
The definitions of other symbols are the same as (9) with qi = p
M
i . Then, the pfaffian (16) satisfies
Eq.(15).
Proof. We show τ(k, l,m −Ml) coincides with the pfaffian (16). In a similar manner to proposition
3.1, we have
τ(k, l,m−Ml) =
| pf(αi, αj)m−Ml pf(αi, βj)m−Ml
pf(βi, βj)m−Ml
∣∣∣∣
=
| aijpkMi ω
l
icip
kM
j ω
l
jcj δi,j + p
kM
i ω
l
icip
m−Ml
j φj(m)
pm−Mli p
m−Ml
j bijφij
∣∣∣∣ . (19)
Replacing ci as p
−kM
i ci, it is rewritten as
| aijω
l
iciω
l
jcj δi,j + ω
l
icip
m−Ml
j φj(m)
pm−Mli p
m−Ml
j bijφij
∣∣∣∣
=
(
N∏
i=1
pm−Mli
)
| aijωliciω
l
jcj δi,j/p
m−Ml
j + ω
l
iciφj(m)
bijφij
∣∣∣∣ .
(20)
On the other hand, we also have
f lm =
| pf(ai, aj) pf(ai, bj)
pf(bi, bj)
∣∣∣∣
=
| aijp
m−Ml
i ω
l
icip
m−Ml
j ω
l
jcj δi,j + p
m−Ml
i ω
l
iciφj(m)
bijφij
∣∣∣∣
=
(
N∏
i=1
pm−Mli
)
| aijωliciω
l
jcj δi,j/p
m−Ml
i + ω
l
iciφj(m)
bijφij
∣∣∣∣ ,
(21)
which is identical with (20). This completes the proof.
Now we have the following proposition.
Proposition 3.3 Eq.(15) derives (1) and (2) through transformations
ulm =
f lm−Mf
l+1
m+M+1
f lmf
l+1
m+1
, wlm =
f l+1m+Mf
l
m−M+1
f lm+1f
l+1
m
. (22)
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Figure 1: 2-soliton solution ulm.
Proof. Eq.(2) follows from (22) straightforwardly. Eq.(15) is rewritten as
1 + δulm =
f lm+1f
l+1
m
f lmf
l+1
m+1
+ δ
f l+1m+Mf
l
m−M+1
f lmf
l+1
m+1
,
1 + δwlm =
f lmf
l+1
m+1
f lm+1f
l+1
m
+ δ
f l+1m+M+1f
l
m−M
f lm+1f
l+1
m
.
(23)
In particular,
1 + δulm
1 + δwlm
=
f lm+1f
l+1
m
f lmf
l+1
m+1
(24)
holds. Thus, we have
M∏
k=1
1 + δulm−k
1 + δul+1m+k
1 + δwl+1m+k
1 + δwlm−k
=
M∏
k=1
f lm+1−kf
l+1
m−k
f lm−kf
l+1
m+1−k
f l+1m+kf
l+2
m+1+k
f l+1m+1+kf
l+2
m+k
=
ul+1m
ulm
. (25)
The other equation can be obtained similarly. This completes the proof.
Due to proposition 3.3, we may call (15) as the dPPS equation in bilinear form. Thus we have
derived the pfaffian solution to the dPPS equation. Figures 1, 2, 3 and 4 show the behaviour of the
dPPS solution ulm and w
l
m in the case of N = M = 2. Here l and m denote time and space variables
respectively. In Fig.1 and Fig.2, we set δ = 1/3, (p1, p2, c1, c2) = (5, 3, 1, 1) and φi(m) = 1 for i = 1, 2.
They behave as the usual soliton solutions. In Fig.3 and Fig.4, we set δ = 1/3, (p1, p2, c1, c2) = (5, 3, 1, 1)
and
φ1(m) =
{
1 (m: even)
2 (m: odd)
, φ2(m) =
{
3 (m: even)
5 (m: odd)
. (26)
We can observe that the high jaggy wave collides with low one and overtakes. The shape of the solitary
wave changes periodically.
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Figure 2: 2-soliton solution wlm.
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Figure 3: 2-dPPS solution ulm.
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Figure 4: 2-dPPS solution wlm.
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4 Ultradiscretization
In this section we ultradiscretize the pfaffian solution (16). For ultradiscretizing we assume 0 < p1 <
p2 < · · · < pN < 1, 0 < ci, 0 < φi(m), 0 < δ and
pi
pj
> max
1≤m≤M
φi(m− 1)φj(m)
φi(m)φj(m− 1)
,
pipj ≤ min
1≤m≤M
φi(m)φj(m− 1)
φi(m+ 1)φj(m)
,
(27)
for i > j. In the case of usual soliton, i.e., when φi(m) is independent of m, the above condition (27) is
obviously satisfied. From (27), we have
piφi(m)φj(m− 1) > pjφi(m− 1)φj(m),
φi(m)φj(m− 1) ≥ pipjφi(m+ 1)φj(m),
(28)
for i > j and m = 1, 2, . . . ,M . Now we introduce reparametrizations,
pi = e
−Pi/ε, δ = e−1/ε, ωi = e
Ωi/ε, ci = e
Ci/ε, φi(m) = e
Φi(m)/ε, (29)
and we are going to take a limit ε→ +0 for ultradiscretization. It is commented that Pi is positive, Ωi
is negative and Pi < Pj for i > j. In the following, we show the ultradiscrete limit of PPS solutions,
first for N = 2, 3 and next for general N .
4.1 Case of N = 2
In the case of N = 2, f lm is expressed by
f lm =pf(a1, a2, b2, b1)
=1 + s1φ1(m) + s2φ2(m) + a12s1s2b21φ21(m).
(30)
We can ultradiscretize each variable as
ωi → Ωi = max(−MPi,−1),
si(l,m) → Si(l,m) = −(m−Ml)Pi + lΩi + Ci,
a12 → −MP2,
b21 → 0
(31)
from (18). Let us ultradiscretize φ21(m), which consists of 2M terms. The greatest term among these
terms is p2φ2(m+ 1)φ1(m) since we can derive
pµi p
µ−1
j φi(m+ µ)φj(m+ µ− 1) > p
µ−1
i p
µ
j φi(m+ µ− 1)φj(m+ µ),
pµi p
µ−1
j φi(m+ µ)φj(m+ µ− 1) ≥ p
µ+1
i p
µ
j φi(m+ µ+ 1)φj(m+ µ),
(32)
for µ = 1, 2, . . . ,M from (28). Thus we obtain
φ21(m) → −P2 +Φ2(m+ 1) + Φ1(m). (33)
Therefore the ultradiscrete analogue of (30) is given by
f lm → F
l
m = max(0, S1 +Φ1(m), S2 +Φ2(m), S1 + S2 − (M + 1)P2 +Φ1(m) + Φ2(m+ 1)). (34)
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Figure 5: 2-soliton solution U lm.
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Figure 6: 2-soliton solution W lm.
Note F lm leads solutions to the uPPS equation (4) and (5) through the transformations
U lm = F
l
m−M + F
l+1
m+M+1 − F
l
m − F
l+1
m+1, W
l
m = F
l+1
m+M + F
l
m−M+1 − F
l
m+1 − F
l+1
m . (35)
Figures 5, 6, 7 and 8 show behaviour of the uPPS solution U lm and W
l
m in the case of N = M = 2. In
Fig.5 and Fig.6, we set (P1, P2, C1, C2) = (10, 2, 0, 0) and Φi(m) = 0 for i = 1, 2. In Fig.7 and Fig.8, we
set (P1, P2, C1, C2) = (10, 2, 0, 0) and
Φ1(m) =
{
4 (m: even)
3 (m: odd)
, Φ2(m) =
{
1 (m: even)
6 (m: odd)
. (36)
They behave similarly to the discrete ones.
4.2 Case of N = 3
In the case of N = 3, f lm is expanded as
f lm =pf(a1, a2, a3, b3, b2, b1)
=1 + s1φ1(m) + s2φ2(m) + s3φ3(m)
+ a12s1s2b21φ21(m) + a13s1s3b31φ31(m) + a23s2s3b32φ32(m)
+ s1s2s3(a12 − a13 + a23)(b21φ3(m)φ21(m)− b31φ2(m)φ31(m) + b32φ1(m)φ32(m)).
(37)
One can prove that a12 − a13 + a23 is equal to a12a13a23 and it is ultradiscretized as −MP2 − 2MP3.
Moreover, we can determine the greatest term among the expansion of b21φ3φ21 − b31φ2φ31 + b32φ1φ32
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Figure 7: 2-uPPS solution U lm.
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as p2p
2
3φ1(m)φ2(m+1)φ3(m+2). It is ultradiscretized as −P2− 2P3+Φ1(m) +Φ2(m+1)+Φ3(m+2)
(see appendix D). Thus the ultradiscrete analogue of (37) is obtained by
F lm = max
(
0, S1 +Φ1(m), S2 +Φ2(m), S3 +Φ3(m),
S1 + S2 − (M + 1)P2 +Φ1(m) + Φ2(m+ 1),
S1 + S3 − (M + 1)P3 +Φ1(m) + Φ3(m+ 1),
S2 + S3 − (M + 1)P3 +Φ2(m) + Φ3(m+ 1),
S1 + S2 + S3 − (M + 1)P2 − 2(M + 1)P3 +Φ1(m) + Φ2(m+ 1) + Φ3(m+ 2)
)
.
(38)
4.3 Case of general N
Let us ultradiscretize f lm for general N . First, we use the following relation,
pf(a1, . . . , aN , bN , . . . , b1) =
∑
0≤n≤N
∑
In⊂{1,2,...,N}
pf(ai1 , ai2 , . . . , ain)pf(bin , . . . , bi2 , bi1), (39)
where
∑
In⊂{1,2,...,N}
denotes the summation over all n-element subsets In = {i1, i2, . . . , in} chosen from
{1, 2, . . . , N}. When n = 0, we define
∑
In⊂∅
is 1. When n is odd, we define
pf(ai1 , ai2 , . . . , ain) = pf(ai1 , ai2 , . . . , ain , ∅), pf(bin , . . . , bi2 , bi1) = pf(∅, bin , . . . , bi2 , bi1) (40)
with the new entries
pf(ai, ∅) = si(l,m), pf(∅, bi) = φi(m). (41)
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For example, f lm in the case of N = 2, 3 are expressed by
f lm =1 + pf(a1, ∅)pf(∅, b1) + pf(a2, ∅)pf(∅, b2) + pf(a1, a2)pf(b2, b1),
f lm =1 + pf(a1, ∅)pf(∅, b1) + pf(a2, ∅)pf(∅, b2) + pf(a3, ∅)pf(∅, b3)
+ pf(a1, a2)pf(b2, b1) + pf(a1, a3)pf(b3, b1) + pf(a2, a3)pf(b3, b2)
+ pf(a1, a2, a3, ∅)pf(∅, b3, b2, b1),
(42)
and they correspond to (30) and (37). The proof of the relation (39) is given in appendix C.
Let us consider the expansion of pf(a1, a2, . . . , aN ) and pf(bN , . . . , b2, b1) respectively. We assume N
is even for simplicity. Then pf(a1, a2, . . . , aN ) can be expanded as follows[6].
pf(a1, a2, . . . , aN ) =
∏
1≤i<j≤N
aij
∏
1≤i≤N
si. (43)
Hence introducing transformations (29) under the assumption 0 < p1 < p2 < · · · < pN < 1, we
ultradiscretize
pf(a1, a2, . . . , aN )→
∑
1≤i≤N
Si −
∑
1≤i<j≤N
MPj =
∑
1≤i≤N
Si −M
∑
2≤j≤N
(j − 1)Pj . (44)
The expansion of pf(bN , . . . , b2, b1) cannot be factorized as pf(a1, a2, . . . , aN ). However, the greatest term
of pf(bN , . . . , b2, b1) is determined as
∏N
i=1 p
i−1
i φi(m + i − 1) under the assumption (28) (see appendix
D), thus,
pf(bN , . . . , b2, b1)→
∑
1≤i≤N
(
−(i− 1)Pi +Φi(m+ i− 1)
)
. (45)
Therefore we obtain the ultradiscrete analogue of (39) as
F lm = max
µi=0,1
( ∑
1≤i≤N
µiSi(l,m)− (M + 1)
∑
1≤i<j≤N
µiµjPj +
∑
1≤j≤N
µjΦj(m+
∑
1≤i≤j−1
µi)
)
, (46)
where maxµi=0,1X(µ1, µ2, . . . , µN) denotes the maximum value ofX in 2
N possible cases {µ1, µ2, . . . , µN}
replacing each µi by 0 or 1. We note F
l
m satisfies the following equation
max(F l+1m+M+1 + F
l
m−M − 1, F
l
m + F
l+1
m+1) = max(F
l+1
m+M + F
l
m−M+1 − 1, F
l
m+1 + F
l+1
m ), (47)
which is obtained by ultradiscretizing (15).
5 Relation between the uPPS Equation and the uhLV Equation
The discrete hungry Lotka-Volterra equation is ultradiscretized as
F lm+1 + F
l+1
m = max(F
l
m + F
l+1
m+1, F
l
m−M + F
l+1
m+M+1 − 1). (48)
In addition, the uPPS solution to Eq.(48) is proposed as follows[1]:
F lm = max
µi=0,1
( ∑
1≤i≤N
µiSi(l,m)− (M + 1)
∑
1≤i<j≤N
µiµjPj +
∑
1≤j≤N
µjΦj(m+
∑
1≤i≤j−1
µi)
)
, (49)
where Si(l,m) = (MPi − 1)l − Pim + Ci. Here Pi and Ci are arbitrary parameters satisfying 1/M ≤
PN ≤ · · · ≤ P2 ≤ P1. Function Φi(m) is a periodic function satisfying Φ(m) = Φ(m +M) and the
following relations,
Pi ≥|Φi(m)− Φi(m+ 1)|,
|Pi − Pj | ≥|Φi(m)− Φi(m+ 1)− (Φj(m)− Φj(m+ 1))|.
(50)
10
We show (46) is reduced into (49). Assume Pi ≥ 1/M for i = 1, 2, . . . , N in (46), then Si is rewritten
as lmax(0,MPi − 1)−mPi +Ci = (MPi − 1)l−mPi +Ci. Moreover ultradiscretization of (28) derives
Pj − Pi >Φj(m)− Φj(m− 1)− (Φi(m)− Φi(m− 1)),
Pj + Pi ≥Φj(m)− Φj(m− 1) + Φi(m+ 1)− Φi(m),
(51)
for i > j and m = 1, 2, . . . ,M . Thus, if we set distinct wave numbers Pi and periodic functions Φi(m)
so that they satisfy (50) and (51), the solution (46) is reduced into (49). In other words, the solution
(46) under the assumptions satisfies the uhLV equation (48).
6 Concluding Remarks
We derived the dPPS equation from the discrete DKP equation. It has the dPPS solution, which presents
internal oscillatory motion. Moreover, the dPPS solution under the assumptions (28) is ultradiscretized,
and we obtained the uPPS solution which is also periodically oscillating and satisfies the uPPS equation
(47). We showed that the solution in this paper reduces to the uPPS solution to the uhLV equation in
a special case. It suggests that there may be a direct connection between DKP and KP in ultradiscrete
case. It might be interesting to clarify the relation between integrable hierarchies and construct various
soliton equations admitting periodic phase soliton solutions for both discrete and ultradiscrete systems.
We comment that the assumption (28) is not the necessary condition for taking ultradiscrete limit.
There are other choices of parameters which derive solutions for the uPPS equation. Investigating such
solutions may be a future work.
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A A Formula for Pfaffian
We first show the following theorem[7].
Theorem A.1 Let n, m be any positive integers. Suppose
pf(i, j) = pf(d1, d2, . . . , d2m, αi, αj)/pf(d1, d2, . . . , d2m), (52)
for i, j = 1, 2, . . . , 2n. Then we have
pf(1, 2, . . . , 2n) = pf(d1, d2, . . . , d2m, α1, α2, . . . , α2n)/pf(d1, d2, . . . , d2m). (53)
Proof. We prove the theorem by using mathematical induction on n. Assume
pf(1, 2, . . . , 2n− 2) =
pf(d1, d2, . . . , d2m, α1, α2, . . . , α2n−2)
pf(d1, d2, . . . , d2m)
. (54)
The pfaffian pf(1, 2, . . . , 2n) is obtained by the identity
pf(1, 2, . . . , 2n) =
2n∑
j=2
(−1)jpf(1, j)pf(2, 3, . . . , ĵ, . . . 2n), (55)
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where the symbol ĵ means the deletion of j. By using (52) and (54), the right-hand side is rewritten as
2n∑
j=2
(−1)j
pf(d1, d2, . . . , d2m, α1, αj)
pf(d1, d2, . . . , d2m)
pf(d1, d2, . . . , d2m, α2, α3, . . . , α̂j , . . . , α2n)
pf(d1, d2, . . . , d2m)
, (56)
and moreover we have
2n∑
j=2
(−1)jpf(d1, d2, . . . , d2m, α1, αj)pf(d1, d2, . . . , d2m, α2, α3, . . . , α̂j , . . . , α2n)
=pf(d1, d2, . . . , d2m)pf(d1, d2, . . . , d2m, α1, α2, . . . , α2n),
(57)
due to the Plu¨cker relation of pfaffian type[8]. Therefore we obtain (53).
B Proof of the Discrete DKP Equation (6)
We show the pfaffian (7) satisfies (6) by using Theorem A.1. In this appendix, we denote (k, l,m) as
(k1, k2, k3), and τ(k) = τ(k1, k2, k3) = pf(α1, . . . , αN , βN , . . . , β1)k1,k2,k3 . Moreover we use the following
notations,
τ(k1) =τ(k1 + 1, k2, k3) = pf(α1, α2, . . . , αN , βN , . . . , β2, β1)k1+1,k2,k3 ,
τ(k˜1) =τ(k1, k2 + 1, k3 + 1) = pf(α1, α2, . . . , αN , βN , . . . , β2, β1)k1,k2+1,k3+1,
τ(k) =τ(k1 + 1, k2 + 1, k3 + 1) = pf(α1, α2, . . . , αN , βN , . . . , β2, β1)k1+1,k2+1,k3+1,
(58)
and τ(k2), τ(k3), τ(k˜2), τ(k˜3) are similarly defined. Let us introduce new indices, d1, d2, d3 and d4,
which are defined by
pf(d0, d1) = pf(d0, d2) = 1, pf(d1, d2) = −δ,
pf(d0, d3) = pf(d1, d3) = pf(d2, d3) = −1.
(59)
In these notations, the discrete DKP equation (6) is expressed by
pf(d0, d1, d2, d3)τ(k)τ(k) = pf(d0, d1)pf(d2, d3)τ(k1)τ(k˜1)
− pf(d0, d2)pf(d1, d3)τ(k2)τ(k˜2) + pf(d0, d3)pf(d1, d2)τ(k3)τ(k˜3).
(60)
Now let us denote the (i, j)-elements of pfaffians τ(kl), τ(k˜l), τ(k) as τij(kl), τij(k˜l), τij(k), respec-
tively, where l = 1, 2, 3 and i, j = α1, α2, . . . , αN , β1, β2, . . . , βN . Then by defining pfaffian elements,
pf(d0, αh) = pf(d3, αh) = ηh(k1, k2), pf(d1, αh) = qhηh(k1, k2), pf(d2, αh) = ωhηh(k1, k2),
pf(d0, βh) = pf(d1, βh) = pf(d2, βh) = ψh(k3), pf(d3, βh) = ψh(k3 + 1), (1 ≤ h ≤ N),
(61)
we obtain
τij(kl) =pf(d0, dl, i, j)/pf(d0, dl),
τij(k˜l) =pf(d1, d̂l, d3, i, j)/pf(d1, d̂l, d3),
τij(k) =pf(d0, d1, d2, d3, i, j)/pf(d0, d1, d2, d3),
(62)
for l = 1, 2, 3 and i, j = α1, α2, . . . , αN , β1, β2, . . . , βN . For example, in the case of l = 1, i = αi, j = αj ,
we have
ταiαj (k1) =pf(αi, αj)k1+1,k2,k3 = aijqiqjηi(k1, k2)ηj(k1, k2) = pf(d0, d1, αi, αj)/pf(d0, d1),
ταiαj (k˜1) =pf(αi, αj)k1,k2+1,k3+1 = aijωiωjηi(k1, k2)ηj(k1, k2) = pf(d2, d3, αi, αj)/pf(d2, d3),
ταiαj (k) =pf(αi, αj)k1+1,k2+1,k3+1 = aijqiqjωiωjηi(k1, k2)ηj(k1, k2)
=pf(d0, d1, d2, d3, αi, αj)/pf(d0, d1, d2, d3).
(63)
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The other cases of (62) can be proved in a similar way. Then due to Theorem A.1, the pfaffians are
given by
τ(kl) =pf(d0, dl, α1, α2, . . . , αN , βN , . . . , β2, β1)/pf(d0, dl),
τ(k˜l) =pf(d1, d̂l, d3, α1, α2, . . . , αN , βN , . . . , β2, β1)/pf(d1, d̂l, d3),
τ(k) =pf(d0, d1, d2, d3, α1, α2, . . . , αN , βN , . . . , β2, β1)/pf(d0, d1, d2, d3),
(64)
and (60) is rewritten as
pf(d0, d1, d2, d3, α1, α2, . . . , αN , βN , . . . , β2, β1)pf(α1, α2, . . . , αN , βN , . . . , β2, β1)
=pf(d0, d1, α1, α2, . . . , αN , βN , . . . , β2, β1)pf(d2, d3, α1, α2, . . . , αN , βN , . . . , β2, β1)
−pf(d0, d2, α1, α2, . . . , αN , βN , . . . , β2, β1)pf(d1, d3, α1, α2, . . . , αN , βN , . . . , β2, β1)
+pf(d0, d3, α1, α2, . . . , αN , βN , . . . , β2, β1)pf(d1, d2, α1, α2, . . . , αN , βN , . . . , β2, β1),
(65)
which is nothing but the pfaffian’s identity[9]. This completes the proof.
C Proof of (39)
In this appendix, we prove the relation (39) by showing the correspondence of the terms which have
s1s2 . . . sn in the both sides. When n is even, the terms on the right hand side of (39) are given by
pf(a1, a2, . . . , an)pf(bn, . . . , b2, b1) since
pf(a1, a2, . . . , an) =
∑′
sgn
(
1 2 . . . n
i1 i2 . . . in
)
pf(ai1 , ai2)pf(ai3 , ai4) . . . pf(ain−1 , ain)
=
∑′
sgn
(
1 2 . . . n
i1 i2 . . . in
)
ai1i2ai3i4 . . . ain−1ins1s2 . . . sn,
(66)
where
∑′
denotes the summation over all permutations {i1, i2, . . . , in} of {1, 2, . . . , n} which satisfy the
inequalities
i1 < i2, i3 < i4, . . . , in−1 < in, and i1 < i3 < · · · < in−1. (67)
Let us consider the terms on the left hand side of (39). We can find that all of the terms which have
s1s2 . . . sn belong to
pf(a1, a2, . . . , an, bn, . . . , b2, b1)pf(aN−n, bN−n)pf(aN−n+1, bN−n+1) . . . pf(aN , bN ) (68)
since pf(ai, bj) or pf(ai, aj) has siφj or aijsisj for i 6= j. Then we consider
pf(a1, a2, . . . , an, bn, . . . , b2, b1). (69)
Expansion of (69) has the terms
(−1)i1+i2+j1+j2pf(ai1 , bj2)pf(ai2 , bj1)pf(•),
(−1)i1+i2+j1+j2+1pf(ai1 , bj1)pf(ai2 , bj2)pf(•),
(70)
where 1 ≤ i1 < i2 ≤ n, 1 ≤ j1 < j2 ≤ n, and pf(•) denotes
pf(a1, . . . , âi1 , . . . , âi2 , . . . , an, bn, . . . , b̂j2 , . . . , b̂j1 , . . . , b1). (71)
Each of (70) has si1si2 , however, the sum of them does not since
pf(ai1 , bj2)pf(ai2 , bj1)pf(•)− pf(ai1 , bj1)pf(ai2 , bj2)pf(•)
=(δi1,j2δi2,j1 + δi1,j2si2φj1 + δi2,j1si1φj2 − δi1,j1δi2,j2 − δi1,j1si2φj2 − δi2,j2si1φj1 )pf(•).
(72)
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Thus, all the terms of s1s2 . . . sn among the expansion of (69) are expressed by∑′
sgn
(
1 2 . . . n
i1 i2 . . . in
)
pf(ai1 , ai2)pf(ai3 , ai4) . . . pf(ain−1 , ain)
×
∑′
sgn
(
1 2 . . . n
jn jn−1 . . . j1
)
pf(bjn , bjn−1) . . . pf(bj4 , bj3)pf(bj2 , bj1),
(73)
and it corresponds to pf(a1, a2, . . . , an)pf(bn, . . . , b2, b1).
When n is odd, the terms of s1s2 . . . sn on the right hand side of (39) are given by pf(a1, a2, . . . , an, ∅)pf(∅, bn, . . . , b2, b1).
On the other hand, the terms on the left hand side are obtained from∑
1≤i≤n
∑
1≤j≤n
(−1)i+jpf(ai, bj)pf(a1, . . . , âi, . . . , an, bn, . . . , b̂j , . . . , b1), (74)
among which the terms containing s1s2 . . . sn appear in∑
1≤i≤n
∑
1≤j≤n
(−1)i+jsiφj(m)pf(a1, . . . , âi, . . . , an)pf(bn, . . . , b̂j , . . . , b1)
=
∑
1≤i≤n
∑
1≤j≤n
(−1)i+jpf(ai, ∅)pf(∅, bj)pf(a1, . . . , âi, . . . , an)pf(bn, . . . , b̂j, . . . , b1)
=pf(a1, a2, . . . , an, ∅)pf(∅, bn, . . . , b2, b1).
(75)
Therefore, the proof is done.
D Expansion of pf(bN , . . . , b2, b1)
We consider the expansion of pf(bN , . . . , b2, b1) and its greatest term. We use a notation
Γµij = p
µ
i p
µ−1
j φi(m+ µ)φj(m+ µ− 1). (76)
Then, we get Γµij > Γ
µ
ji for i > j and Γ
µ
ij ≥ Γ
ν
ij for µ < ν from (28). Moreover the followings also hold.
Γµi1i2Γ
µ
i3i4
− Γµi1i4Γ
µ
i3i2
= 0,
Γµ+1i1i2 Γ
µ
i3i4
− Γµ+1i1i3 Γ
µ
i2i4
= 0,
φi1 (m)Γ
1
i2i3 − φi3 (m)Γ
1
i2i1 = 0,
(77)
for i1, i2, i3, i4 = 1, 2, . . . , N and µ = 1, 2, . . . . Using this notation, pf(bi, bj) can be expressed by
pf(bi, bj) =
1
1− pMi p
M
j
M∑
µ=1
(pµi p
µ−1
j φi(m+ µ)φj(m+ µ− 1)− p
µ
j p
µ−1
i φj(m+ µ)φi(m+ µ− 1))
=
∞∑
ν=0
pνMi p
νM
j
M∑
µ=1
(pµi p
µ−1
j φi(m+ µ)φj(m+ µ− 1)− p
µ
j p
µ−1
i φj(m+ µ)φi(m+ µ− 1))
=
∞∑
µ=1
(pµi p
µ−1
j φi(m+ µ)φj(m+ µ− 1)− p
µ
j p
µ−1
i φj(m+ µ)φi(m+ µ− 1))
=
∞∑
µ=1
(Γµij − Γ
µ
ji)
(78)
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since pi < 1 and φi(m+M) = φi(m). When N is even, we obtain
pf(bN , bN−1, . . . , b2, b1)
=(−1)N/2pf(b1, b2, . . . , bN )
=(−1)N/2
∑′
sgn
(
1 2 . . . N
i1 i2 . . . iN
) ∞∑
µ1=1
(Γµ1i1i2 − Γ
µ1
i2i1
)
∞∑
µ3=1
(Γµ3i3i4 − Γ
µ3
i4i3
)
· · ·
∞∑
µN−1=1
(Γ
µN−1
iN−1iN
− Γ
µN−1
iN iN−1
)
=(−1)N/2
∞∑
µ1,µ3,...,µN−1=1
∑′′
sgn
(
1 2 . . . N
i1 i2 . . . iN
)
Γµ1i1i2Γ
µ3
i3i4
. . .Γ
µN−1
iN−1iN
,
(79)
where
∑′′
denotes the summation over all permutations {i1, i2, . . . , iN} of {1, 2, . . . , N} which satisfy
the inequalities i1 < i3 < · · · < iN−1. From (77), the terms which have Γ
µ
i1i2
Γµi3i4 or Γ
µ+1
i1i2
Γµi3i4 in
(79) vanish for µ = 1, 2, . . . and i1, i2, i3, i4 = 1, 2, . . . , N . In addition, Γ
µ
i2i1
Γµ+2i4i3 > Γ
µ
i4i3
Γµ+2i2i1 holds for
i1 < i2 < i3 < i4 and µ = 1, 2, 3, . . . from (28). Due to these facts, the greatest term in (79) is given as
Γ121Γ
3
43 . . .Γ
N−1
N,N−1 =
∏N
i=1 p
i−1
i φi(m+ i− 1). When N is odd,
pf(bN , . . . , b2, b1)
=(−1)(N−1)/2pf(∅, b1, b2, . . . , bN )
= (−1)(N−1)/2
∞∑
µ2,µ4,...,µN−1=1
∑′′
sgn
(
1 2 . . . N
i1 i2 . . . iN
)
φi1Γ
µ2
i2i3
. . .Γ
µN−1
iN−1iN
.
(80)
From (77), the terms which have φi1Γ
1
i2i3
also vanish for i1, i2, i3 = 1, 2, . . . , N . Thus the greatest term
is given as φ1(m)Γ
2
32Γ
4
54 . . .Γ
N−1
N,N−1 =
∏N
i=1 p
i−1
i φi(m+ i− 1).
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