The problem of stochastic precipitation generation has long been of interest.
Introduction
Precipitation is an extremely complex spatial-temporal process. Synthetic precipitation generators, developed in order to simulate this process, have been an active topic of research for more than three decades. They have found applications as inputs for agriculture and hydrology models (Semenov and Porter, 1995) , and are important for climate change studies (Brissette et al, 2007 ). An ideal precipitation generator is supposed to possess statistical properties that are very close to those of the real precipitation process, and it allows to inexpensively generate very long precipitation sequences.
Simpler generators work for a single site at which simulation is desired, and more sophisticated versions are multisite generators. The latter are designed to not only match the precipitation statistics for each observation site separately, but also to capture and reproduce dependencies between sites. Finally, a high-density precipitation generator is desirable, that would interpolate between the observation sites and provide the user with simulated precipitation data over the entire study area.
Most of the recently introduced generators employ a separate occurrence process (which is usually modeled by a Markov chain), and, for the sites where precipitation is deemed to occur, a continuously distributed intensity process, for which various distributions have been used (Gamma, Exponential and their mixtures, empirical and so on). Wilks (1998) introduces correlations between sites through a delicate system of correlated Gamma random variables. Yang et al (2005) consider a smaller study region within which all the stations are assumed to be equally dependent on each other. Apipattanavis et al (2007) introduce region-wide dry and wet weather states, and use a non-parametric multisite generator con-ditioned on these states. Mehrotra and Sharma (2007) propose a non-parametric multisite precipitation amounts generator, coupled with a separate precipitation occurrence generator based on Markov Chains, and dependent on the long-memory "wetness" indicator. Furrer and Katz (2007) use a generalized linear model (GLM) instead of a Markov Chain for the occurrence process, followed by another GLM for the intensity process.
Bárdossy and Plate (1992) followed by Stehlík and Bárdossy (2002) , and Sansó and Guenni (2000) use a different approach based on truncated and power transformed (TPT) normal distribution. For this type of model, the negative values of the distribution correspond to the periods of no precipitation. We propose a version of this approach using multivariate autoregression (MAR), designed to reproduce correlations and lag-1 cross-correlations between sites.
The use of multivariate normal (MVN) distribution in conjunction with TPT makes is convenient to model multivariate processes, on one hand, and to unify the occurrence and intensity processes, on the other. This helps borrowing information between the two processes, thus potentially improving the model performance.
However, some questions have been raised (e.g. Yang et al(2005) ) about possibly different natures of the occurrence and intensity processes. Here, we investigate feasibility of TPT modeling. We also discuss the difficulties in creating a synthetic precipitation product over a dense grid of locations.
To fit the TPT-based models, we use Gibbs sampler. It is a Bayesian inference tool suited well to the problem of filling in missing data (such as the unknown negative values we have to deal with when no precipitation occurred). The Gibbs sampler is discussed in Section 3.c. To reflect seasonal variability of precipitation, we fit separate models for each month, judging the conditions within each month to change little enough to be considered stationary.
In Section 2, we discuss applicability of the univariate TPT model for the joint occurrence/amounts modeling.
In Section 3, we describe two autoregressive models for the daily precipitation amounts. In Section 4, we present the results of the model application to our study areas.
Preliminary model fitting and statistical issues of precipitation generation
The multivariate normal distribution N (µ, V) for a vector x of dimension d, mean µ and variance matrix V has the density 1 (2π) d/2 |V| 1/2 e potential W t that falls below 0 if no precipitation has occurred on that day. For a positive precipitation value R t , we infer W t = R 1/β t , where β is a transformation parameter depending on the skewness of the distribution, with higher values of β corresponding to heavier-tail distributions for R.
The idea goes back to Stidd (1973) and is also discussed in Sansó and Guenni (2000) and Stehlík and Bárdossy (2002) . The latter introduce the spatial-temporal distribution of W based on weather patterns identified in the area, as inferred from atmospheric pressure measured over a network of sites. However, their approach demands detailed weather information. Our model is conceptually simpler and is comparable with Yang et al (2005) .
The difference from Yang et al (2005) is that they introduce a special process for the precipitation occurrence. This is the classical approach in synthetic precipitation (Todorovic and Woolhiser, 1975) . In case of Yang et al, their model possesses some nice characteristics, but it lacks the ability to fine-tune the occurrence process (the stations are assumed to be interchangeable within the area). Also, most approaches that separate occurrence and amounts have to deal with the spatial intermittence effect (Bárdossy & Plate (1992), Koutsoyannis (2006)), where smooth transitions are required between wet and dry areas. For example, Wilks (1998) notes that lower rainfall intensity is observed when more neighboring stations are dry. This can be partially accounted for by using ad-hoc methods, but they result in a more complex model. Otherwise, our modeling concept is somewhat similar to the GLM's employed by Yang et al (2005) and Furrer and Katz (2007) . To model the interactions between stations we introduce multivariate autoregression (MAR) terms that link the precipitation potential for the day t and site i to the potential for the previous day (or days) for all sites.
We would like to investigate the feasibility of using the TPT normal distribution for the simultaneous occurence/intensity modeling. First, we will examine how the univariate TPT represents precipitation amounts. Here, we check the validity of the TPT normal distribution for daily precipitation amounts data, one month at a time.
a. TPT model fit to empirical data
To assess the fit, we produce the empirical CDF plots for the actual data, overlaid with the fitted TPT-model CDF. (The empirical CDF, or cumulative distribution function,F (x) is the proportion of days for which the precipitation ≤ x.)
The parameters fitted are the normal distribution mean µ, standard deviation σ and the transformation parameter β. Some examples of the plots obtained are shown in Fig.6 and Fig.7 . These plots also show the precipitation probability at the same time, which is given by P (R > 0) = 1 − F (0). We can conclude that the TPT fits the data satisfactorily, even for some pairs of sites exhibit fairly high lag-1 cross-correlations at a distance, while the others do not, and this effect is surprisingly stable over different months. See for example, Fig.5 . This idiosyncratic behavior presents a considerable difficulty in modeling, and also in producing high-resolution precipitation plots. This is the reason we focus on lag-1 cross-correlations.
Autoregression models using TPT
We may start with a simple single-site autoregression, in the form of a state-space model
Here, the first equation is an evolution equation involving "states" Z t and the second one is the observation equation (of course, only positive values of W are observed directly), and ε t represent transient effects (white noise).
One attraction of using a linear model is that other terms (covariates) can be easily added: time trends, elevation, some global climate index like El-Niño Southern Oscillation (ENSO), etc.
To account for dependencies between sites, we will introduce to variants of this model: one is area-based ("Convolution model") and the other is site-based ("Multisite model").
a. Convolution model
In order to convey large-scale spatial information, we might use a convolution model. First, we will make a regular grid over the study area, and consider the area-averaged values of precipitation potential, θ t , over the grid nodes i = 1, ..., m. (See Section 3.b below for the explanation of terms in the equation.)
Then, the fitted values of θ t will extend to the sites Z t via a convolution method described by Higdon (2007),
where d ij is the distance between grid location i and site j, the kernel function is the Gaussian
The equations (1) and (2) are coupled with the observation equation
where S are the Site effects, representing the average precipitation potential values at particular sites. The residuals ε t are assumed to be N (0, τ 2 I).
As an example, we will consider a two-node grid (m = 2). For MN data, this is shown in Fig.2 . If there is any persistent movement of weather systems in a direction between nodes, it should be reflected in the r θ coefficients. We indeed observe this behavior over all months except November and December in MN, and all the time in NY, see Section 4. Not observed over Colorado.
Further refining the grid, we can take into account smaller-scale spatial information. The convolution model also makes it easy to interpolate precipitation values over the entire study area, which should be important for applications. However, due to the idiosyncratic behavior of correlations between sites, we cannot hope to reproduce them very well with this model.
b. Multisite model
This model focuses closely on reproducing covariances and lagged cross-covariances between sites, including correlation inversion effect. Consider multivariate autoregression
where Z t is a vector of precipitation potentials at the time t, r is an N × N matrix with (possibly complex) eigenvalues λ i such that |λ i | < 1, for all i. This ensures that the process Z is stationary. Innovations in the model, ξ t , are multivariate normal with mean 0 and variance matrix V ξ .
Note that the number of parameters in the model describing r and V ξ is N 2 + N (N + 1)/2, this exactly equals the number of parameters in the zero-and first-order autocovariance matrices of the process Z,Σ 0 andΣ 1 . Thus, ifΣ 0 andΣ 1 were known, we could fit the parameters in (3) as follows:
However, in reality the values of Z are generated according to the Gibbs sampling algorithm and then we get samples from conditional posterior distributions of r and V ξ . For example,
The multisite model does not directly account for site locations. Spatial information may still be used for between-site interpolation in the way described by Wilks (2008) . One may expect some benefit in combining multisite model and convolution model as a way to obtain a high-density precipitation simulator. 
Results

a. Convolution model
The results for Convolution model over MN study area are presented in Table 2 This implies persistence in day-to-day area potentials, and also movement as the value on the Day t at the Western node (θ 1 ) is positively correlated with both Western and Eastern nodes on Day t + 1 (0.374 and 0.275, respectively); but the value on the Day t at the Eastern node (θ 2 ) is only positively correlated with the Eastern node on the next Day.
We could have also used grids with more nodes, but for them, the coefficients are far less interpretable. Also, this approach does not address the idiosyncratic behavior at the sites.
b. Multisite model
We fit the Multisite model for several months in each study area. We assessed the fit primarily using three statistics: the average daily simulated precipitation at the sites, covariances between daily (square-root transformed) precipitation at the pairs of sites, and lag-1 cross-covariances. Note that we do not aim for the exact replication of the site statistics, like means etc. This would mean overfitting our model, which in turn might produce simulated monthly total precipitation with unrealistically small variability (Katz and Parlange, 1998).
Examples of the multisite model simulated means, compared to real results, are shown in The covariance and lag-1 cross-covariance patterns are reproduced fairly well. However, synthetic covariances tend to have higher values, as seen in Fig.9a . When we consider the covariances for the occurrence process only (that is, 0 if no precipitation, and 1 if there is precipitation), the agreement becomes much better (Fig.9b ). This might serve as an indication of a certain discrepancy between the occurrence and intensity processes.
Compared to the Convolution model, the residual standard deviation τ is greatly reduced, for example from 0.456 to 0.202 for July, MN, and from 0.238 to 0.067 for January, CO! This shows that only a little portion of between-sites spatial-temporal dependence is explained by the systematic movement described in previous Section.
Wet spells (durations of consecutive days for which precipitation was observed) were represented adequately by this model. However, the dry spell distribution have differed from empirical data. One possible way of dealing with this is to introduce dry spell durations directly into the model. We have implemented this in a form of a region-wide dry spell.
Namely, whenever a dry spell starts (that is, all the sites in the area have 0 precipitation), we can model its length by using either a parametric or the empirical distribution of dry spell lengths. After ending the dry spell, we will resume the normal regime given by eq.(3), which will have been re-fit to the wet-spell data fragments. Examples of this correction are given in Fig. 10 .
Another option is to introduce two or more weather regimes (for example, dry and wet 
Summary
We proposed a new precipitation generator based on truncated and power-transfromed normal distribution, with the spatial-temporal dependence represented by multivariate autoregression.
This generator integrates the occurrence and amounts processes, thus poised to overcome the spatial intermittence problem. It also gives realisic spatial behavior, not only for covariances between sites, but also for lag-1 and cross-covariances. The differences between occurrence and amounts processes do not appear to be systematic and can be minimized through the introduction of additional dry spell periods.
The generator is conceptually simple. The parameter values should be estimated using computationally expensive Gibbs sampler; however, once the values are fitted, the precipitation sequences can be generated straight from equation (3) at very little cost. This could be an advantage over non-parametric approaches that require to keep the entire historical precipitation record. Also, non-parametric approaches are harder to implement when the precipitation record is short, the station locations are changing, or data are missing.
Another advantage of a linear model is that exogenous variables can be incorporated easily.
These might include time trends, as well as global and regional climatic information, elevation etc.
Several extensions of the described algorithm appear promising. One, introduction of two or more weather regimes on which the multivarite model would be conditioned. This could be useful for downscaling General and Regional Circulation Models (Wilby et al, 1999) . Two, it could be useful to adapt our algorithm (possibly combining the Convolution and Multisite approaches) for high-resolution simulation.
Also, further testing and application of this algorithm (for example, in reservoir studies) is desirable.
APPENDIX
Details of MCMC model fitting
In this section, we describe details of the model fitting via the Gibbs sampler, full con- For example, the FCP for the transformation parameter β, f (β | {R it }, {Z it }, τ ) is propor-tional to
The details of fitting the area potentials θ t in the convolution model are discussed in Higdon 
