Abstract-Wireless local area networks are currently evolving to support adequate degrees of service differentiation. Work is in progress to define an enhanced version of the IEEE 802.11 distributed coordination function, which is capable of supporting quality of service for multimedia traffic at the medium access control layer. In this paper, we aim at gaining insight into one mechanism to differentiate among traffic categories, i.e., differentiating the minimum contention window sizes according to the priority of different traffic categories. The contribution of this paper is the analysis of the optimal operation point where maximum throughput can be achieved. Through the analysis, we answer some fundamental questions about the existence and uniqueness of the optimal operation point, about the maximum system throughput, about the existence of simple rules to decide if the system operates under the optimal state or not, and about procedures to lead the system to the optimal operation point. The other contribution is the proposal of a simple adaptive scheme that makes the system operate under the optimal operation point and, at the same time, achieve target service differentiation between different traffic flows. The results that are obtained in this paper are relevant to both theoretical research and implementations of real systems.
I. INTRODUCTION
T HE MAIN objective of next-generation broadband wireless networks is to provide seamless multimedia services to mobile users. In this context, one of the major challenges of wireless mobile Internet is to provide suitable levels of quality of service (QoS) over Internet-Protocol-based wireless access networks [1] - [3] . Wireless access should be considered as just another hop in the communication path for the whole Internet. A good example for such a wireless technology is the IEEE 802.11 distributed coordination function (DCF) standard [4] , which is compatible with the current best effort service model of the Internet. In the literature, performance evaluation of 802.11 has been executed by using a simulation [5] or by means of analytical models [6] - [11] . Constant or geometrically distributed backoff window sizes have been considered in [6] - [8] . In [9] , an exponential backoff with only two stages is modeled by using a 2-D Markov chain. In [10] , a more general model that accounts for all the exponential backoff protocol details is proposed. In [11] , instead of using stochastic analysis, the average value for a variable is used, which results in an approximate but effective analysis. In order to support different QoS requirements for various types of service, a possibility is to support service differentiation in the IEEE 802.11 medium access control (MAC) layer, as proposed in [12] - [15] . With service-differentiation support, it means that different types of traffic flows can obtain different QoSs, such as bandwidth, packet delays, and delay jitters. In [12] , a simple priority scheme for IEEE 802.11 has been proposed, where a high-priority station has shorter waiting time when accessing the medium. In [13] , a service-differentiation scheme is proposed. The scheme uses two parameters of the IEEE 802.11 MAC, namely: 1) the backoff interval and 2) the interframe space (IFS) between each data transmission, to provide the differentiation. In [14] , service differentiation is supported by setting different minimum contention windows (CWs) for different types of services. Reference [15] proposes three service-differentiation schemes for the IEEE 802.11 DCF. The first one is based on scaling the CW according to the priority of each flow. The second one assigns different IFSs to different traffic classes. The third one uses different maximum frame lengths. Moreover, an effective CW resetting scheme to enhance the performance of the IEEE 802.11 DCF is analyzed in [16] by extending the model proposed in [10] . In [17] , both the enhanced DCF (EDCF) and the hybrid coordination function, which are defined in the IEEE 802.11e draft [18] , are evaluated through simulation.
In order to gain a deeper insight into the modified IEEE 802.11 MAC with service-differentiation support, system modeling and performance analysis are needed. In [19] , a performance study of the IEEE 802.11 MAC protocol with service differentiation has been made. However, the model is complex, which makes it difficult to obtain deeper insight into the system performance. Li and Battiti [20] , [21] propose a simple analysis model to compute the throughput in a wireless 0018-9545/$25.00 © 2007 IEEE local area network with enhanced IEEE 802.11 DCF. In the proposed analytical model, service differentiation is supported by differentiating the minimum CW size and the IFS according to the priority of each traffic flow. The proposed model is so simple that it can be solved analytically, which further makes it possible for one to obtain deeper insight into the system performance. Similar works on the performance analysis of the backoff-based priority schemes for IEEE 802.11 and IEEE 802.11e can also be found in [22] and [23] .
Moreover, some more practical adaptive schemes are proposed to make the system cope with dynamic traffic better. In [24] , a scheme of dynamically tuning the IEEE 802.11 protocol has been proposed. By using the scheme, maximum throughput can be achieved. However, in this paper, how to achieve service differentiation is not considered. In [25] , an adaptive EDCF scheme is given. The scheme uses the idea of "slow decrease of CW size" to improve the utilization of the system. Service differentiation is considered in this paper. In [26] , EDCF with dual measurement is proposed. The proposed scheme is based on the basic idea of reducing the number of idle slots and adapting a CW size according to the current traffic state and network conditions. Performance comparisons show that better QoS can be achieved. However, no rigorous analytical model is proposed on how to achieve maximum throughput and target service differentiation at the same time.
In this paper, based on our former work described in [20] and [21] , we successfully analyze the optimal operation point where maximum saturation throughput can be achieved. It is worth noting that we confine our discussions only for the case where equal IFSs are adopted for different traffic flows. Moreover, a simple adaptive scheme that makes the system operate under the optimal operation point and achieve target service differentiation between different traffic flows is also proposed.
II. IEEE 802.11 DCF
In the IEEE 802.11 DCF protocol, when the MAC receives a request to transmit a frame, a check is made of the physical and virtual carrier sense mechanisms. If the medium is not in use for an interval of distributed IFS (DIFS), the MAC may begin transmission of the frame. If the medium is in use during the DIFS interval, the MAC selects a backoff time, which is randomly and uniformly chosen in the range of (0, W − 1), with W being the CW. The MAC decrements the backoff value each time the medium is detected to be idle for an interval of one slot time. The terminal starts transmitting a packet when the backoff value reaches zero. When a station transmits a packet, it must receive an acknowledgment (ACK) frame from the receiver after a short IFS (SIFS), or it will consider the transmission to have failed. If a failure happens, the station reschedules the packet transmission according to the given backoff rules and increments the retry counter. If there is a collision, the CW is doubled, and a new backoff interval is selected. At the first transmission attempt, W is set equal to a value CW min , which is called the minimum CW. After each unsuccessful transmission, W is doubled, up to a maximum value CW max = 2 m · CW min . Furthermore, in order to overcome the hidden station problem, 802.11 defines an optional request-to-send/clear-to-send (RTS/CTS) mechanism. In this paper, only the basic access mechanism is analyzed. The analysis method can be easily extended to the case of RTS/CTS access mechanism.
The basic DCF method is not appropriate for handling multimedia traffic requiring guarantees about throughput and delay. Because of this weakness, task group E of the IEEE 802.11 working group is currently working on an enhanced version of the standard called IEEE 802.11e. The goal of the extension is to provide a distributed access mechanism that is capable of service differentiation. A new access mechanism called EDCF has been selected [27] . It is shown by simulation that EDCF has better performance than point coordination function (PCF) and is more scalable [28] . Note that the terminology "enhanced distributed channel access (EDCA)" is used instead of EDCF in the newer version of the IEEE 802.11e draft [18] . In the IEEE 802.11e EDCA, four backoff entities are supported within one 802.11e station, with each backoff entity corresponding to a particular access category (AC). Service differentiation for each AC is supported by using AC-specific contention parameters, which comprise the so-called EDCA parameter set. In this paper, in the interest of conciseness, we are not interested in exploring all the details of the new proposed IEEE 802.11e standard but in gaining insight into one of the building blocks that are used to achieve service differentiation, i.e., differentiating the minimum CW sizes according to the priority of each traffic category. Moreover, for simplicity, only one backoff entity is supported in a sending station.
III. PERFORMANCE ANALYSIS
To make this paper self-contained, in this section, we briefly summarize the model and analysis that are presented in [20] and [21] , dealing with extensions of DCF to support service differentiation. All details about the analysis can be found in [20] .
A. System Modeling
We assume that the channel conditions are ideal (i.e., no hidden terminals and capture, and no transmission errors) and the system operates in saturation: A fixed number of traffic flows always have packets available for transmission.
In the current basic service set (BSS), M (≥ 1) types of traffic are considered, with n i type-i(1 ≤ i ≤ M ) traffic flows existing in the system. It is assumed that each station bears only one traffic flow. Let b i (t) be the stochastic process representing the backoff-time counter for a given type-i(1 ≤ i ≤ M ) traffic flow. Moreover, let us define for convenience W i ≡ CW min,i as the minimum CW for type-i traffic flows. Let m i be the "maximum backoff stage" such that CW max,i = 2 m i W i . Let s i (t) be the stochastic process representing the backoff stage (0, 1, . . . , m i ) for a given type-i traffic flow.
The key approximation in the model is that, at each transmission attempt for a type-i traffic flow, regardless of the number of retransmissions suffered, each packet collides with constant and independent probability p i . This assumption has been shown by simulation to be accurate if W i and n i are large [10] . Parameter p i is referred to as conditional collision probability, i.e., the probability of a collision that is seen by a packet to belong to a type-i traffic flow at the time of its transmission on the channel.
In the following, we use a 2-D discrete-time Markov chain to model the behavior of a type-i traffic flow. The states are defined as the combinations of two integers {s i (t), b i (t)}. The Markov chain for type-i traffic flows is shown in Fig. 1 .
B. Throughput Analysis
be the stationary distribution of the chain. τ i is defined as the probability that a station carrying type-i traffic transmits in a randomly chosen slot time. We have
Detailed derivations on (1) can be found in [10] . With the preceding probabilities defined, we can express packet collision probabilities p i as
After combining (1) and (2) and using successive overrelaxation [29] , we can get all the values for p i and τ i . In order to derive the system throughput, we define Q(c 1 , . . . , c M ) as the probability that there are
type-i stations transmitting within a randomly selected slot. Then, we have
It is evident that if
it corresponds to the case where more than one station transmits in the same selected time slot, which brings about packet collisions.
The normalized system throughputs S can be defined and expressed as (4) , shown at the bottom of the page, where S i denotes the total throughputs that are contributed by type-i traffic. T Len,i is the average time duration to transmit the payload for type-i traffic (the corresponding packet payload length, which is measured in bits, is denoted as P Len,i ). For simplicity, it is assumed that all packets of type-i traffic have the same fixed size. σ is the duration of an empty time slot. T s,i is
S ≡
Average payload transmitted in a slot time Average length of a slot time
the average time of a slot because of a successful transmission of a packet of type-i traffic flow. T s,i can be expressed as
where δ is the propagation delay. T c (c 1 , . . . , c M ) is the average time that the channel is sensed to be busy by each station during a collision that is caused by simultaneous transmissions
where
In (4), T c is defined as the average duration that the channel is sensed busy during a collision. It can be explicitly given as (7), shown at the bottom of the page.
C. Approximation Analysis
From (2), we can easily derive
When the minimum CW size W i 1, transmission probabilities τ i 1. Therefore, from (8), we have the following approximation:
Furthermore, when W i 1 and m i ≈ m j (i = j), based on (1), the following approximation holds:
From (3), (4), and (10), we have
is defined as the average throughput that is contributed by an individual type-i traffic flow. It can be regarded as the bandwidth that is occupied by a sending station bearing a type-i traffic flow.
IV. MAXIMUM THROUGHPUT ANALYSIS
In this section, by using the previous analysis, we analyze the optimal operation point where the maximum throughput can be achieved. We are interested in maximizing total throughput S while at the same time ensuring service differentiation, and the hypothesis in this section is that service differentiation is achieved by allocating the bandwidth to individual traffic flows to satisfy a given target
, which is one part of s i /s 1 [see (11)], as the ratio of the packet sending rates between a type-i and a type-1 traffic flow. In the following performance analysis, it can be seen that α i takes an important role. According to (11), target bandwidth allocation ratioα i can be expressed
, which indicates thatα i is determined by both the ratio of packet sending rates α i and the ratio of channel holding times T Len,i /T Len,1 between different types of traffic flows. In IEEE 802.11e, the duration of the channel holding times for packet transmission can be controlled by configuring proper transmission opportunity [18] . In this paper, in order to achieve the maximum throughput and target bandwidth allocation ratioα i , we pay attention to the mechanism of controlling the ratio of packet sending rates α i by adjusting the minimum CW sizes
In the following, we always assume that the packet sending rates for all the active traffic flows in the current BSS satisfy the constraint that 0
Theorem 1: Assume that M (≥ 1) types of traffic coexist in the system, with n i (1 ≤ i ≤ M ) numbers of type-i traffic flows. In the case that
which is defined in (4), has one and only one optimal operation point τ *
where the maximum throughput can be achieved.
Proof: Based on (3) and (4), we can write the throughput function as (12) shown at the bottom of the next page, where
and
n j ) are constants that are larger than zero. In order to determine the optimal operation
point, we study function (F (χ)/G(χ)) , which can be given as
The optimal solution χ * should satisfy the following equation:
Because σ > 0 and
is a monotonic increasing function with values ranging from 0 to +∞, when χ varies from 0 to +∞, the optimal χ * must exist and be unique. From (13) , it can be seen that (F (χ)/G(χ)) > 0 when χ < χ * and that (F (χ)/G(χ)) < 0 when χ > χ * . Therefore, the throughput function reaches the maximum value when τ *
Of course, the optimal solution varies with the variation of parameters
Therefore, we denote the optimal solution as τ *
Up to now, the answer to the question about the existence and uniqueness of the optimal operation point is quiet clear. That is, there is one and only one optimal operation point where the maximum throughput can be achieved under the constraint of achieving target bandwidth allocation ratioα i .
By using (14) , the optimal operation point can be obtained numerically. However, for the purpose of real implementation and obtainment of deeper insight into the system performance, it is necessary to derive more meaningful and concise approximations for the exact formulas. From (12) and (14), we have (15) , shown at the bottom of the page. From (6) and (15), it can be seen that if n i , T Len,i (1 ≤ i ≤ M ) are sufficiently large, the optimal operation point τ * > 1) ). Therefore, it is reasonable to limit the discussions to the case where τ i 1(i = 1, . . . , M). Next, we try to answer the question about where the optimal operation point is and what the maximum value is for the system throughput under the optimal operation point through the next theorem.
Theorem 2: Assume that M (≥ 1) types of traffic coexist in the system, with
are sufficiently large, so that the optimal operation point
, then the optimal operation point can be approximated as
the corresponding achieved maximum throughput can be approximated as
where K ≡ T * c /2. Proof: According to Theorem 1, because at the optimal operation point τ *
, it is reasonable for us to limit the discussion only within the range of
Moreover, in this case, the relationship
First, we verify that T c that is defined in (7) can be approximately regarded as a constant, if we neglect the case that three or more packets collide with each other at the same time. We have the following approximation:
From the preceding approximation, it can be seen that once T Len,i , n i , α i (i = 1, . . . , M) are fixed, T c can be approximated as a constant, which is independent of τ i (1 ≤ i ≤ M ).
Based on the assumption that τ * i (α 1 , . . . , α M ) 1(i = 1, . . . , M) and (8), (4) can be approximated as (19) , shown at the bottom of the page.
Instead of directly finding the optimal operation point by using function S(τ 1 , . . . , τ M ) as an approximation, we determine the approximate optimal operation point by using the approximate function f (τ 1 )/g(τ 1 ). The optimal solution must satisfy the following condition:
since dp
After substituting (21) into (20) and making some simplifications, one obtains
α i n i , the preceding equation can be further approximated as
When there is only one type of traffic, the preceding equation is actually the same as [10, eq. (27) ]. Therefore, (16) can be obtained by directly referring to [10, eq. (28) ].
Next, we evaluate the maximum throughput that can be achieved. Under the condition that n i , T Len,i (1 ≤ i ≤ M ) are sufficiently large, we substitute the approximate optimal solution τ * 1_ap (α 1 , . . . , α M ) into (4). Then, we have (24) , shown at the bottom of the page. Because
are assumed to be sufficiently large, we have the following approximation:
Moreover, it is assumed that T Len,1 = · · · = T Len,M = T Len and hence T s,1 = · · · = T s,M = T s ; then, (24) can be further approximated as (17) . It should be noted that (17) 
, then the system operates close to the optimal operation point if and only if the packet collision rate is approximately equal to
Proof: Assume that the system works under the optimal operation point. By substituting the optimal solution in (16) into (8), we have the following approximations:
Therefore, the packet collision rate corresponding to the optimal operation point can be expressed as
Because the function in (8) is continuous and monotonic, it is easy to arrive at the conclusion that if the packet collision rate is approximately equal to 1 − e −1/K , the system must operate close to the optimal operation point.
Again, this conclusion is general because it does not depend on parameters α i (1 ≤ i ≤ M ) . We can use the preceding equation to check if the system works under or close to the optimal operation point. 
V. RESULT AND DISCUSSION
In the previous section, we analyze the optimal operation point and its corresponding maximum throughput. In this section, we verify some important approximated results that are obtained by using both simulation and numerical methods. In our examples, the parameters for the system are summarized in Table I based on IEEE 802.11b.
Since the maximum throughput analysis is based on fundamental equations (1)- (4), in the first example, we verify these equations by using simulations. In this paper, all the discrete event simulations are developed and executed over an OPNET Modeler. In this example, a single-hop system is considered, where there are M = 4 types of traffic, with n 1 = n 2 = n 3 = n 4 . The packet payload sizes for different traffic flows are assigned as P Len,1 = 10 000 bit, P Len,2 = 12 000 bit, P Len,3 = 14 000 bit, and P Len,4 = 16 000 bit. The ratios among minimum CW sizes for different traffic flows are set as W 1 : W 2 : W 3 : W 4 = 1 : 2 : 3 : 4. Moreover, it is assumed that the channel conditions are ideal (i.e., no hidden terminals and capture). In simulations, system throughput S is obtained by varying the minimum CW sizes W i (i = 1, 2, 3, 4). On the other hand, in order to verify (1)-(4), throughput S is numerically calculated using the following procedure: First, packet sending rates τ i (i = 1, 2, 3, 4) and packet collision rates p i (i = 1, 2, 3, 4) are calculated based on (1) and (2) . Then, the throughput is estimated by substituting τ i (i = 1, 2, 3, 4) and p i (i = 1, 2, 3, 4) into (4). The throughput obtained by using simulation and numerical ways are compared in Fig. 2 . In the (1)-(4). In Fig. 2 , for the case of n 1 = 1, it seems that there are more than one local optimal point for the throughput. One is near W 1 = 2, and the other one is near W 1 = 16. In Theorem 1, we point out that there is only one optimal point, which corresponds to the maximum throughput. Do the results in the figure suggest a contradiction with Theorem 1? The answer is no. This is because, in Theorem 1, we give a very important premise, i.e., parameters α i (1 ≤ i ≤ M ) should be given and kept as constants. However, in the simulation that is shown in Fig. 2 , with the increase in CW sizes, the corresponding parameters α i (1 ≤ i ≤ M ) vary. Therefore, in this case, the premise for Theorem 1 does not hold.
In the second example, we compare the exact optimal operation points τ * 1 that are numerically obtained from (4) with the approximated optimal operation points τ * 1_ap that are obtained from (16) . In the example, four types of traffic are considered, with α 2 : α 3 : α 4 = 1 : 2 : 3. In Fig. 3 , comparison results of optimal operation points are shown versus the number of type-1 traffic flows n 1 . Two cases are shown: One is α 2 = 0.1, and the other one is α 2 = 5.0. From the figure, it can be seen that good agreements between exact and approximate optimal operation points can be achieved if the number of traffic flows n 1 is not so small. Furthermore, comparisons between the cases of α 2 = 0.1 and α 2 = 5.0 show that good estimation accuracy can be obtained as long as the estimated optimal operation point is far less than one, which is the condition we based on when proving the approximate estimation in (16) .
Moreover, in Fig. 4 , we make further comparisons between the exact optimal operation points and approximated ones under the cases that P Len,1 = 1000 bit and P Len,1 = 10 000 bit. Other parameters are shown in the figure. Again, it can be seen that good agreements between exact and approximate optimal operation points can be achieved as long as the estimated optimal operation point is far less than one. After verifying the accuracy of the estimation of the optimal operation point, we illustrate the accuracy of the evaluated maximum throughput by using the estimated optimal operation point. In order to obtain the exact maximum throughput and its evaluated value, we substitute the exact optimal operational point and its corresponding approximated one into (4). The comparison results are given in Fig. 5 under the cases that P Len,1 = 1000 bit and P Len,1 = 10 000 bit. It can be seen that the estimated maximum throughput S max _ap agrees with the corresponding theoretical value S max well. One reason for this is that the accuracy of the estimated optimal operation point is high. The other reason is that function S(τ 1 , . . . , τ M ) is smooth; even a nonnegligible difference in the estimation of the optimal operation point leads to similar throughput values.
In (17), a simple approximated estimation on the maximum throughput is given for the case where the packet payload lengths for all types of traffic flows are equal, i.e., P Len, the theoretical maximum throughput and the approximated estimated maximum throughput, which is obtained from (17) , are shown in Fig. 6 . It can be seen that the estimated maximum throughput agrees with the corresponding theoretical value well under the case where the number of traffic flows is not so small.
VI. ACHIEVING THE MAXIMUM THROUGHPUT AND SERVICE DIFFERENTIATION: BASIC IDEA
In the previous section, the basic theoretical results that are proposed in this paper are verified by using both simulation and numerical ways. In this section, basic ideas for achieving maximum system throughput S and target service differentiations among different types of traffic flows, i.e.,α i ≡ s i /s 1 (α i > 0, 1 ≤ i ≤ M ), are described and verified by using both simulation and numerical ways.
Given target bandwidth differentiationsα i (1 ≤ i ≤ M ), based on (11), the ratios for the packet sending rates between different traffic flows
Then, the approximated optimal operation point τ * i_ap
, where the maximum throughput and target bandwidth differentiations can be achieved, can be obtained by combining (16) in Theorem 2 with (28), i.e., Fig. 7 . Numerical results for the optimal minimum CW sizes
Finally, based on (1) and (2), minimum CW sizes W * i_ap (1 ≤ i ≤ M ) corresponding to the optimal operation point can be set as follows:
Next, simulation results are given to verify (28)- (31) . In order to verify the accuracy of the relationships that are proposed in the preceding equations, the corresponding W * (28)- (31) . Then, in the simulations, minimum CW sizes W i (1 ≤ i ≤ M ) are set to be equal to the numerically obtained W * i_ap (1 ≤ i ≤ M ) . Finally, the achieved throughput and bandwidth ratios between different traffic flows that are measured from the simulations are compared with the corresponding theoretical maximum throughput S max and target bandwidth differentiationsα i (1 ≤ i ≤ M ). In the simulations, four different types of traffic flows are considered. The target bandwidth differentiation ratios are set asα 2 = 0.75, α 3 = 0.56, andα 4 = 0.32.
In Fig. 7 , by using (28)- (31), the obtained numerical results for minimum CW sizes W * i_ap (1 ≤ i ≤ M ) through which the maximum throughput and target service differentiations can be achieved are shown. Fig. 8 shows comparisons between the theoretical maximum throughput and the achieved throughput that is measured from simulation by setting Fig. 9 shows comparisons between the target bandwidth differentiationsα i (α i > 0, 1 ≤ i ≤ M ) and the achieved bandwidth ratios between different traffic flows. Based on these comparisons, it can be concluded that by using the relationships that are given in (28)- (31), the maximum throughput and target bandwidth differentiations can be achieved at the same time.
VII. ACHIEVING THE MAXIMUM THROUGHPUT AND SERVICE DIFFERENTIATION: ADAPTIVE SCHEME In this section, based on the preceding analysis, we propose a simple adaptive scheme to achieve the maximum throughput and maintain target bandwidth differentiation between different types of traffic flows. It is assumed that the system is at saturation state with ideal channel conditions. In IEEE 802.11 [4] , it is specified that data packets that are generated by a higher protocol layer are fragmented into smaller MAC layer frames for transmission. Therefore, it is reasonable to assume that each traffic flow has the same packet payload length P Len for the MAC frame. Moreover, with all the traffic flows adopting the same MAC packet payload length, some theoretical results that are proposed in this paper can be reduced into simpler forms, which helps to simplify their implementations in a real-world system. However, by following the same way that is given in this section, the proposed adaptive scheme can be easily extended to more general cases based on the proposed general theoretical results in this paper.
A. Basic Adaptive Scheme
In the basic adaptive scheme, it is assumed that n i (1 ≤ i ≤ M ) andα i (1 ≤ i ≤ M ) are known by each sending station in advance. Moreover, for simplicity, all the traffic flows adopt the same MAC packet payload length.
According to deduction 1, packet collision rates at the optimal operation point p * i_ap (1 ≤ i ≤ M ) can be simply evaluated as
In order to achieve the maximum throughput and the target bandwidth differentiation, optimal minimum CW sizes 
is a smoothing factor. Simulations have been done to verify the performance of the preceding scheme. Without loss of generality, two different traffic types are considered. The number of traffic flows is set as n 1 = 10 and n 2 = 20, which is known by each sending station in the current BSS. No central coordinator (CC) is needed. System parameters are set according to Table I . Specifically, α 2 = 0.2, and β 1 = β 2 = 0.8. Both type-1 and type-2 traffic flows begin their minimum CW size from 512. Fig. 10 shows the comparison between the theoretical maximum throughput S max and the actual throughput S that is achieved by using the basic adaptive scheme. Moreover, the achieved s 2 /s 1 is shown in Fig. 11 . It can be seen that the proposed adaptive scheme achieves the maximum throughput and, at the same time, the target service-differentiation performance.
In the basic adaptive scheme, it is assumed that n i (1 ≤ i ≤ M ) are known by each station. According to (29) , it is evident that if the exact value of n i (1 ≤ i ≤ M ) is different from the assumed ones, the achieved throughput will deviate from the maximum throughput. However, extensive experiments show that the sensitivity of the achieved throughput to change in the number of traffic flows is not so high. In Fig. 12 , the sensitivities of the achieved throughput to the variations of parameter E 1 are shown (see the "Basic adaptive scheme" in the figure). In the experiments, the mobile stations use the fixed setting of E 1 = 14.0 and α 2 = 0.2 to calculate the target optimal operation points τ * 1_ap and τ * 2_ap . We change the number of mobile stations n 1 and n 2 ; hence, the actual values of E 1 change from 2.8 to 70.0. From the figure, it can be seen that the achieved throughput does not deviate much from the corresponding maximum throughput if the actual value of E 1 does not deviate much from the assumed value of 14.0. Therefore, it can be found that the achieved throughputs are not very sensitive to the variation of the number of traffic flows, i.e., for example, to some extent, the system can achieve optimal performance by using the basic adaptive scheme; even the actual number of traffic flows is different from the assumed one. This is because the throughput function that is defined in (4) is relatively smooth versus the variation of packet sending rates τ i . However, it can be also seen that if the actual value of E 1 deviates much from the assumed one, the achieved throughput is far less than the ideal maximum throughput, which indicates lower utilization of the system (see the cases for E 1 = 2.8 or E 1 = 70.0). Moreover, from Fig. 13 , it can be seen that, in the basic adaptive scheme, service differentiation s 2 /s 1 is not influenced much by the variations of E 1 .
B. Improved Adaptive Scheme
A centralized version of the adaptive scheme using a CC is proposed in this section. In our scheme, the CC itself carries traffic flows for transmission (which we assume are of type-1), and in addition, it serves as a coordinator to guarantee that the centralized knowledge can be used to achieve the maximum throughput and target service differentiation even in a dynamic context, when the number of active mobile stations changes.
The functions of a CC in the improved scheme can be explained as follows: It detects the value of E 1 [see (29) ] at run time. If the detected value of E 1 is somewhat far from the assumed ones, the CC broadcasts new values, which are the corresponding averaged values of the newly detected E 1 . In order to maintain the target bandwidth differentiation between different traffic flows, it is important for the CC to broadcast E 1 , together with the target bandwidth differentiation ratiosα i (1 ≤ i ≤ M ). Receiving these updated values, all the stations in the current BSS update their memorized values of In order to keep track of the change in the number of active mobile stations, the CC monitors the traffic on the channels and evaluates the real-time value for E 1 . In the following, we propose a method to evaluate the real-time value for E 1 . In the case where
, and combining with (8), we have
Therefore, the estimation of E 1 can be given aŝ
where packet collision rate p 1 can be easily evaluated at run time. In [30] , an efficient way to evaluate the run-time packet collision rate is proposed. τ 1 can be obtained by substituting the estimated p 1 and the current minimum CW size Current_W 1 into (1). After obtainingÊ 1 , it should be averaged asĒ 1 and compared with Current_E 1 , which is the current memorized value for E 1 .Ē 1 can be expressed as
IfĒ 1 is less than Current_E 1 · γ(0 < γ < 1) during the past k t ≥ 1 comparisons, Current_E 1 is set asĒ 1 . IfĒ 1 is larger than Current_E 1 /γ(0 < γ < 1) during the past k t ≥ 1 comparisons, Current_E 1 is updated asĒ 1 . In the scheme, if γ is set to be very near zero, the improved scheme is actually the same as the basic scheme. On the other hand, if γ is set very near one, the CC will modify E i (1 ≤ i ≤ M ) too often, which proves to be unnecessary according to the former discussions on the sensitivities of the achieved throughput to the variation of the number of traffic flows. Therefore, parameter γ should be carefully chosen to improve the performance of the system and, at the same time, to minimize the control overhead. For the same reason, parameter k t must also be carefully chosen to avoid heavy increase in the control overhead.
The performance of the improved scheme is verified by simulation. In the simulation, a station carrying type-1 traffic flow is chosen to serve as the CC. γ and k t are set to be 0.5 and 10, respectively. If the CC decides to broadcast new E i (1 ≤ i ≤ M ), it generates a special management frame and gains access to the channel by using the highest medium access priority (PIFS) to ensure that the new values can be received by other traffic flows as soon as possible.
In Figs. 12 and 13, performance comparisons between the basic adaptive scheme and the improved one are shown. From  Fig. 12 , it can be seen that, by using the improved scheme, the achieved throughput S is closer to the corresponding maximum throughput S max for all cases, which is caused by the ability to dynamically adapt to changing values of E i (1 ≤ i ≤ M ).
Moreover, from Fig. 13 , it can be seen that service differentiation, which is measured by s 2 /s 1 , is kept. For the case of a small E 1 , for example, one that is smaller than 5.0, it can be seen that the s 2 /s 1 in the improved adaptive scheme further deviates from the target value of 0.2. This is because the estimation of E 1 is based on the premise that packet sending rates τ i 1(i = 1, 2). However, in the case of a small E 1 , τ i (i = 1, 2) are larger than those in the basic adaptive scheme; thus, the estimation errors for E 1 cannot be neglected. On the other hand, for the case of larger E 1 , τ i (i = 1, 2) are far less than 1.0, and the estimation of E 1 is more accurate, which makes the achieved service differentiation near the target value. Therefore, in this case, by using the improved adaptive scheme, system performance, which is measured in both the throughput and service differentiation, almost reaches their optimal values.
VIII. CONCLUSION
We propose an analysis model for computing the system throughput. Moreover, based on the model, we derive approximations to get simpler but more meaningful relationships among different parameters. The significant contribution of this paper is that we successfully analyze the optimal operation point where the maximum throughput can be achieved. Moreover, we propose a simple adaptive scheme that can make the system operate under the optimal operation point and achieve target service differentiation between different traffic flows.
In our future work, we would like to consider how to extend the results that are obtained in this paper to other research topics.
1) The nonsaturation state should be considered. In this paper, performance analysis is based on the assumption that the system is at a saturation state. A real-world system mostly works at a nonsaturation state. In our recent work [31] , it is found that Bianchi's model [10] can be extended to describe the system performance characteristics in a nonsaturation state, which suggests that it is possible to combine researches on saturation state and nonsaturation state together. 2) Nonideal channel conditions should be considered in future work. In order to optimize the system performance in more practical channel conditions, the performance analysis model that is proposed in this paper should be extended to consider some more practical situations, such as transmission errors, hidden terminals, and captures. 3) Performance characteristics of different service differentiation supporting mechanisms should be studied and compared further. In this paper, only one mechanism for supporting service differentiation is studied, i.e., differentiating the minimum CW sizes according to the priority of different traffic categories. However, in available literatures such as the IEEE 802.11e EDCA, more than one service-differentiation-supporting mechanism is proposed. Therefore, the advantages and disadvantages of these mechanisms and how these mechanisms can work together are important and interesting research work.
4) Performance optimization in systems where both DCF and PCF are supported is another interesting research topic. In this paper, only DCF is considered. However, PCF has its own advantages in supporting real-time traffic. On the other hand, DCF serves as the basis for the IEEE 802.11 MAC protocol and has already been widely accepted by product vendors. Moreover, enhanced DCF is also equipped with its own QoS supporting mechanisms, such as EDCA in IEEE 802.11e. Therefore, to our opinion, we believe that future performance optimization should consider both DCF and PCF, which requires more sophisticated research.
We believe that the results that are proposed in this paper will serve as a solid basis for future possible extensions.
