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Re´sume´
Ope´rateurs diffe´rentiels fractionnaire et matrices de Toeplitz.
Dans ce travail on ge´ne´ralise a` certains ope´rateurs fractionnaires la me´thode utlise´e pour
pour inverser les ope´rateurs diffe´rentiels d
2n
dx2n
en inversant une matrice de Toeplitz. L’inte´reˆt
de ce travail est de montrer que l’on retrouve facilement par ce moyen les re´sultats fournis
par les me´thodes classiques d’analyse.
Abstract
Fractional differential operators and Toeplitz matrices.
In this work we generalize to few fractional differential operators the method used to
reverse differential operators d
2n
dx2n
by inverting a Toeplitz matrix. The interest of this work
is to show that the method provides by the classical analytic methods of the analysis are
easily founded by this means.
1 Introduction
L’e´tude du calcul fractionnel est un sujet ancien puisqu’il a e´te´ initie´ il y a a peu pre`s 300 ans
par G.W Leibniz et L. Euler. Il est de nouveau d’actualite´ depuis les anne´es 1970 et intervient
dans la mode`lisation de nombreux probe`mes (voir [2],[1]). Les de´rive´es fractionnaires qui vont
nous occuper ici sont principalement les de´rive´es de Marchaud et de Grunwald-Letnikov . On
sait que ces de´rive´es sont en fait relie´es entre elles et permettent e´galement de retrouver les
de´rive´es de Riemann-Liouville et de Caputo (voir [3] pour les de´rive´es de Riemann-Liouville
et de Caputo, et [9] pour les de´rive´es fractionnaires en ge´ne´ral).
L’objectif de ce travail est d’introduire ces ope´rateurs, en particulier la de´rive´e fraction-
naire infe´rieure ou supe´rieure de Marchaud sur un intervalle, au moyen d’une discre´tisation de
la fonction a` de´river et d’une matrice de Toeplitz au symbole bien choisi. C’est a` dire que ce
travail s’inscrit dans la ligne´e des travaux qui ont pour ambition d’associer un ope´rateur a` une
matrice de Toeplitz et l’inverse de cet ope´rateur a` l’inverse de cette meˆme matrice. L’exemple
conside´re´ ici est principalement celui qui consiste a` re´soudre des e´quations diffe´rentielles frac-
tionnaires sur un intervalle avec ou sans conditions de Dirichlet. On re´soud des e´quations
faisant intervenir des de´rive´es fractionnaires d’ordre α = 2pα+α
′ avec 2pα = [α] et 0 < α < 1.
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Si pα = 0 on ne demande pas a` la solution de ve´rifier de conditions aux bord de l’intervalle,
et si pα > 0 la solution doit ve´rifier pα conditions initiales a` chaque exte´mite´ de l’intervalle.
Il est a` noter que nous retrouvons les re´sultats classiques a` quelques variantes pre`s. Ainsi les
de´rive´es de Marchaud supe´rieures ou infe´rieures sont-elles de´finies pour des fonctions ve´rifiant
des hypothe`ses diffe´rentes de celles que l’on conside`re habituellement. Les e´nonce´s e´tablis ici
conside´re´es ici portent sur des fonctions localement contractantes, ou` dont les de´rive´es sont
localement contractantes, sur un intervalle donne´, alors que dans le cas classique on conside`re
plutoˆt des fontions absolument continues ou de de´rive´es absolument continues, sur l’intervalle
e´tudie´ (voir [9], et se rapporter aux the´ore`mes 3 et 4) (voir toujours [9] et les e´nonce´s 5, 6 et
7 dans cet article).
Rappelons qu’une matrice de Toeplitz d’ordre N de symbole h est la matrice TN (h) de´finie par
(TN (h))(k+1,l+1 = hˆ(k−l) pour 0 ≤ k, l ≤ N et ou` hˆ(s) de´signe le coefficient de Fourier d’ordre
s. Nous ge´ne´ralisons ici une me´thode bien connue dans le cas des e´quations diffe´rentielle du
type d
2nf
dt2n
([10],[5], [6], et aussi [2] pour une autre approche) avec conditions initiales. Cette
me´thode est base´e sur l’inversion de certaines matrices de Toeplitz. Cette me´thode consiste a`
discre´tiser l’e´quation au moyen de la matrice de Toeplitz d’ordre N de symbole f2n de´fini par
θ 7→ |1 − eiθ|2n = 22n| sin(θ2 )|
2n. Si 0 < x < 1 et ψ une fonction appartenant a` C2n([0, 1]) on
montre que la limite lim
N→+∞
N∑
l=0
(TN (f2n))k+1,l+1ψ(
l
N
), avec k = [Nx], n’est rien d’autre, a`
un coefficient pre`s, que (−1)n d
2nfψ
dt2n
. L’inversion de la matrice de Toeplitz TN (fn) fournit alors
un noyau de Green associe´ aux conditions initiales f (0)(0) = f (1)(0) = · · · = f (n−1)(0) = 0 et
f (0)(1) = f (1)(1) = · · · = f (n−1)(1) = 0.
Ici nous conside´rons pour α > 0 la matrice de Toeplitz d’ordreN de symbole ϕα = limR→1− ϕα,R
ou` ϕα,R est la fonction de´finie sur ]−π, π[ par θ 7→ (1−Re
iθ)α(1+Re−iθ)α. Pour f une fonction
de´finie sur ]0, 1[ et 0 < x < 1 on e´tudie alors la limite
lim
N→+∞
Nα
(
N∑
l=0
TN (ϕα)k+1,l+1 (XN )l
)
= (Dα(f)) (x), avec k = [Nx],
en posant (XN )l = f(
l
N ) si l 6= 0, 1, (XN )0 = (XN )1 = 0. Nous posons alors les de´finitions
suivantes.
De´finition 1 On dira qu’une fonction f est localement contractante sur un intervalle ]a, b[
si pour tout intervalle [δ1, δ2] contenu dans [a, b] il existe un re´el K ve´rifiant, pour tout z, z
′
dans [δ1, δ2] :
|f(z)− f(z′)| ≤ K|z − z′|.
De´finition 2 Pour tout intervalle ]a, b[ et tout re´el γ ∈ [0, 1[ on notera L11−α(]a, b[) l’ensemble
des fonctions f de´finies sur ]a, b[ ve´rifiant pour un re´el γ ∈ [0, 1−α] f(x) = O(x−γ), f(1−x) =
O(x−γ) quand x→ 0 par valeur positives .
On conside`re alors les fonctions localement contractantes sur ]0, 1[ et dans L11−α(]a, b[) pour
γ ∈ [0, 1 − α].
On montre (voir le the´ore`me 3) que si α ∈]0, 1[ cette limite existe pour de telles fonctions
et vaut est, pour x ∈]0, 1[ ou pour x ∈ [0, 1] selon les hypothe`ses,
2
2α
Γ(−α)
(∫ x
0
|x− t|−α−1 (f(t)− f(x)) dt− f(x)
(
(x)−α
α
))
c’est a` dire que nous retrouvons la de´rive´e fractionnaire infe´rieure de Marchaud d’ordre α
sur (0, 1). On peut d’ailleurs ve´rifier que si l’on choisit comme symbole la fonction ϕ˜α =
limR→1− ϕ˜α,R ou` ϕ˜α,R est la fonction de´finie sur ] − π, π[ par θ 7→ (1 + Re
iθ)α(1 − Re−iθ)α
cette meˆme limite nous donne la de´rive´e fractionnaire supe´rieure de Marchaud d’ordre α sur
(0, 1). Conside`rons la de´rive´e fractionnaire de Gru¨nwald-Letnikov calcule´e en un re´el x d’un
intervalle [a, b] et donne´e pour une fonction f de´finie sur [a, b] par
((DαGL)f) (x) = lim
∆x→0
1
(∆x)α
x−a
∆x∑
n=0
(−1)n
Γ(α+ 1)
Γ(n+ 1)Γ(α − n+ 1)
f(x− nx).
Si l’on choisit ∆x = 1N , [a, b] = [0, 1] alors
(DαGL) (x) = lim
N→+∞
Nα
k∑
l=0
(−1)l
Γ(α+ 1)
Γ(k − l + 1)Γ(α − (k − l) + 1)
f(
l
N
)
avec k = [Nx]. Un calcul identique a` celui effectue´ dans la de´monstration du the´ore`me 3
permet d’obtenir, en choisissant judicieusement le symbole de la matrice deToeplitz utilise´e,
que pour une fonction contractante sur [0, 1] on a (DαGL) (x) = (Dα(f)) (x).
En adaptant a` la dimension un des formules d’inversion des matrices de Toeplitz a` blocs
e´tablies dans [4] on peut obtenir les coefficients de la matrice T−1N (ϕα,R). On peut alors de´finir
une inte´gration fractionnaire note´e Jα pour une fonction f de´finie sur [0, 1]. Pour x ∈ [0, 1]
(Jα(f)) (x) sera de´finie si la limite quand R tend vers 1 par valeurs infe´rieurs et quand N tend
vers plus l’infini de
N∑
l=0
(
T−1N (ϕα,R)
)
k+1,l+1
existe et est finie. En particulier pour α ∈]0, 1[
et f une fonction localement contractante sur ]0, 1[ et dans L11−α([a, b]) on obtient que pour
x ∈]0, 1[ (Jα(f)) (x) existe et vaut (proprie´te´ 5)
(Jα(f)) (x) =
1
2αΓ(α)
∫ x
0
f(t)
(x− t)1−α
dt.
L’existence de Jα nous permet de re´soudre des e´quations diffe´rentielles fractionnaires. Par
exemple pour α ∈]0, 1[ on obtient que pour une fonction ψ contractante sur ]0, 1[ la fonction
h = Jα(ψ) est de´finie sur ]0, 1[ et est solution pour tout x ∈]0, 1[ de l’e´quation Dα(y) = ψ
(voir la proprie´te´ 6 et le corollaire 1.
On e´tend ensuite ce re´sultat a` Dα pour α ≥ 1. Soit α un re´elt etn un entier positif. SI f
est une fonction n fois de´rivable dans ]0, 1[ ve´rifiant f(0) = f (1)(0) = · · · = f (n−1)(0) = 0,
f(1) = f (1)(1) = · · · = f (n−1)(1) = 0 et f (n) contractante. Alors f est Dα+n de´rivable si et
seulement si f (n) est α de´rivable et de plus pour tout re´el x dans ]0, 1[
Dα+n(f)(x) = (2)nDα(f (n))(x).
Si n = 2p Jn(f) est de´fini a` partir du noyau de Green de´fini pour 0 ≤ x, y ≤ 1 par la
formule
Gp(x, y) =
xpyp
((p− 1)!)2
∫ 1
max(x,y)
(t− x)p−1(t− y)p−1
t2p
dt si (x, y) 6= (0, 0)
3
et G(0, 0) = 0.
On rappelle qu’il a e´te´ e´tabli dans ([6]) que Gp est le noyau de Green associe´ a` l’ope´rateur
diffe´rentielle (−1)pd2p/dx2p sur [0, 1] associe´ aux conditions initiales
f (0)(0) = f (1)(0) = · · · = f (p−1)(0) = 0, f (0)(1) = f (1)(1) = · · · = f (p−1)(1) = 0.
On pose alors Jn(f) = (−1)
p
∫ 1
0 Gp(x, t)f(t)dt, puis ou` J˜α = Jnα ◦ Jα−nα .
On peut a` ce moment la` utiliser les noyau de Green obtenus dans [6] re´soudre des e´quations
diffe´rentielles du type Dα(y) = ψ avec conditions de Dirichlet comme dans le the´ore`me :
The´ore`me 1 On conside`re un re´el positif α, de partie entie`re nα. on suppose que nα = 2pα
est un entier pair et on se donne une fonction ψ localement contractante sur ]0, 1[ et dans
L11−α([0, 1]). Alors la fonction J˜α(ψ) est solution sur ]0, 1[ de l’e´quation diffe´rentielle Dα(y) =
ψ avec les conditions initiales y(0) = y(1)(0) = · · · = y(pα−1)(0) = 0
et y(1) = y(1)(1) = · · · = y(pα−1)(1) = 0.
On peut ensuite par homothe´tie de´finir les de´rive´es Dα,a,b et les primitives J˜α,a,b sur tout
intervalle [a, b] et re´soudre des e´quations diffe´rentielles a` conditions initiales sur un intervalle
[a, b] graˆce a` un the´ore`me analogue au th´e´ore`me 1. Pour 0 < α < 1 par un passage a` la limite
si, lim
a→−∞,b→+∞
(Dα,a,b(f)) (x)
(b− a)−α
existe et est fini. on de´finit la de´rive´e
(Dα,∞(f)) =
2α
Γ(−α)
∫ x
−∞
(x− u)−α−1 (f(u)− f(x)) du.
On de´finit de meˆme (Jα,∞(f)) (x) = lim
a→−∞,b→+∞
(Jα,a,b(f)) (x)
(b− a)α
si cette limite existe et est
finie. On remarque que Dα,∞ est une de´rive´e de Marchaud. Dans ce cas si ψ est une fonction
localement contractante, a` support compact, (donc en fait contractante et inte´grable) on peut
e´galement re´soudre sur R l’e´quation diffe´rentielle (Dα,∞(y)( x) = ψ(x) en posant y = Jα,∞.
En conclusion ce travail met en e´vidence le lien profond qui existe entre certaines matrices de
Toeplitz et des ope´rateurs diffe´rentiels d’une part, et entre l’inverse de ces matrices et l’inverse
de ces ope´rateurs d’autre part. Les formules d’inversion des matrices de Toeplitz peuvent alors
permettre d’inverser ces ope´rateurs.
2 La de´rivation fractionnaire Dα
2.1 De´finition de la fonction ϕα
Rappelons que nous notons par χ la fonction θ 7→ eiθ. Pour α > 0, R ∈]0, 1[ et θ ∈]− π, π]
nous de´finissons les fonctions ϕα,R et ϕα par ϕα,R = (1−Rχ)
α(1+Rχ¯)α = (1−R2−Rχ+Rχ¯)α.
et ϕα = lim
R→1−
ϕα,R
Nous allons maintenant de´terminer l’asymptotique des coefficients de Fourier de la fonction
ϕα
The´ore`me 2 Si α de´signe un re´el strictement supe´rieur a` −12 non entier, on a pour tout
entier n suffisamment grand,{
ϕ̂α(n) = n
−α−1 2α
Γ(−α) + o(n
−α−1) si n > 0
ϕ̂α(n) = (−1)
n(−n)−α−1 2
α
Γ(−α) ++o(n
−α−1) si n < 0.
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Preuve : Rappelons tout d’abord que pour tout re´el non entier α et tout R ∈ [0, 1[ nous
avons
(1 +Rχ)−α =
∑
u≥0
β(α)u R
uχu
avec (voir [12])
β(α)u =
uα−1
Γ(α)
+O(uα−2). (1)
Posons δ
(α,R)
n le coefficient de Fourier d’ordre n de ϕα,R, et δ
(α)
n celui de ϕα.
Nous avons
δ(α,R)n =
∑
u≥0
β(−α)u β
(−α)
n+u (−1)
uRn+2u (2)
si n est un entier positif et
δ(α,R)n =
∑
u≥0
β(−α)u β
(−α)
−n+u(−1)
−n+uR−n+2u (3)
si n est un entier ne´gatif.
Pour n un entier positif suffisamment grand et γ un re´el dans ]0, 1[ e´crivons
δ(α,R)n =
nγ∑
u=0
β(−α)u β
(−α)
n+u (−1)
uRn+2u +
∑
u>nγ
β(−α)u β
(−α)
n+u (−1)
uRn+2u.
En e´crivant pour u et n assez grand le terme β
(−α)
u β
(−α)
n+u (−1)
uRn+2u sous la forme aubu +
O(u−α−2n−α−1) avec au = u
−α−1(n + u)−α−1, bu = (−1)
uRn+2u il est facile de ve´rifier, en
utilisant une sommation d’Abel, que∣∣∣∑
u>nγ
β(−α)u β
(−α)
n+u (−1)
uRn+2u
∣∣∣ ≤ K1 (nγ)−α−1 n−α−1. (4)
Nous avons d’autre part
nγ∑
u=0
β(−α)u β
(−α)
n+u (−1)
uRn+2u =
n−α−1Rn
Γ(−α)
(
nγ∑
u=0
β(−α)u (−1)
uR2u + τ(γ)
)
avec
|τ(γ)| ≤ K3
(
nγ∑
u=0
u
n
)
≤ K4
(
n2γ−1
)
(5)
Enfin nous obtenons, en utilisant les proprie´te´s des se´ries alterne´es,
nγ∑
u=0
β(−α)u (−1)
uR2u = (1 +R2)α +K5n
(−α−1)γ (6)
On peut d’autre part ve´rifier que les constantes Ki, 1 ≤ i ≤ 5 qui apparaissent dans les
e´quations (4)(5)(6) sont inde´pendantes de R et de n. Nous pouvons donc affirmer que pour de
entier n suffisamment grand et γ bien choisi δ
(α,R)
n = n−α−1
(1+R2)αRn
Γ(−α) +o(n
−α−1) uniforme´ment
par rapport a` R. Soit en faisant tendre R vers 1 :
δ(α)n = n
−α−1 2
α
Γ(−α)
+ o(n−α−1).
De la meˆme manie`re on obtient le the´ore`me pour n < 0 a` partir de (3). ✷
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2.2 De´finition de la de´rivation Dα
De´finition 3 Soient α est un re´el strictement supe´rieur a` ze´ro et f une fonction de´finie sur
[0, 1]. On dira que f est α de´rivable en x ∈ [0, 1] si et seulement si il existe un re´el, note´
(Dα(f)) (x) tel que
lim
N→+∞
Nα
(
N∑
l=0
TN (ϕα)k+1,l+1 (XN )l
)
= (Dα(f)) (x), avec k = [Nx].
The´ore`me 3 Soit α ∈]0, 1[ et f une fonction localement contractante de´finie sur ]0, 1[, ap-
partenant a` L11−α(]a, b[). Alors (Dα(f)) (x) existe et vaut
(Dα(f)) (x) =
2α
Γ(−α)
(∫ x
0
|x− t|−α−1 (f(t)− f(x)) dt− f(x)
(
(x)−α
α
))
pour tout x ∈]0, 1[.
Remarque 1 Si les quantite´s f(0) ou f(1) ne sont pas de´finies, on pose f(0) ou f(1) = 0.
Preuve : Dans la suite de cette de´monstration nous poserons Cα =
2α
Γ(−α) . Pour N fixe´
posons k tel que [Nx] = k et ǫ un re´el positif suffisamment petit. On a
N∑
l=0
TN (ϕα)k+1,l+1 (XN )l =
k−[Nǫ]−1∑
l=0
TN (ϕα)k+1,l+1 (XN )l +
k+[Nǫ]∑
l=k−[Nǫ]
TN (ϕα)k+1,l+1 (XN )l
+
N∑
l=k+[Nǫ]+1
TN (ϕα)k+1,l+1 (XN )l .
Ce qui peut s’e´crire aussi
N∑
l=0
TN (ϕα)k+1,l+1 (XN )l =
k−[Nǫ]−1∑
l=0
ϕ̂α(k − l)f(
l
N
) +
N∑
l=k+[Nǫ]+1
ϕ̂α(k − l)f(
l
N
)
−
 ∑
l<k−[Nǫ]
ϕ̂α(k − l) +
∑
l>k+[Nǫ]
ϕ̂α(k − l)
 f( k
N
) +Rǫ,N
avec, en utilisant la convergence de la se´rie
∑
u∈Z
ϕ̂α(u), et la locale convergence,
Rǫ,N =
k−[Nǫ]∑
l=k+[Nǫ]
ϕ̂α(k − l)
(
f(
l
N
)− f(
k
N
)
)
.
|Rǫ,N | ≤ ǫ
l=k+[Nǫ]−1∑
l=k−[Nǫ]+1
|ϕ̂α(k − l)| ≤ ǫM (7)
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(M est un re´el inde´pendant de N). Ce qui devient
N∑
l=0
TN (ϕα)k+1,l+1 (XN )l =
k−[Nǫ]−1∑
l=0
ϕ̂α(k − l)
(
f(
l
N
)− f(
k
N
)
)
+
N∑
l=k+[Nǫ]+1
ϕ̂α(k − l)
(
f(
l
N
− f(
k
N
)
)
−
(∑
l<0
ϕ̂α(k − l) +
∑
l>N
ϕ̂α(k − l)
)
f(
k
N
) +Rǫ,N
On obtient, en utilisant le the´ore`me 2
N∑
l=k+[Nǫ]+1
ϕ̂α(k − l)
(
f(
l
N
)− f(
k
N
)
)
=
Cα
N∑
l=k+[Nǫ]+1
(−1)k−l(l − k)−α−1
(
f(
l
N
)− f(
k
N
)
)
+ o(N−α).
Une sommation d’Abel donne que
∣∣∣ N∑
l=k+[Nǫ]+1
(−1)k−l(l − k)−α−1
(
f(
l
N
)− f(
k
N
)
)∣∣∣ = O ((N)−α−1ǫ−α) . (8)
En effet il vient, avec la formule d’Euler et Mac-Laurin,
∣∣∣ N∑
l=k+[Nǫ]+1
(−1)k−l(l − k)−α−1
(
f(
l
N
)− f(
k
N
)
)∣∣∣ ≤ |Cα| (S1 + S2 + S3)
avec, en utilisant les hypothe`ses faites sur f
S1 = (Nǫ)
−α−1ǫ+ k−α−1|f(1)− f(
k
N
)| = O
(
N−α−1ǫ−α
)
,
S2 =
N∑
l=k+[Nǫ]+1
|(l − k)−α−1 − (l − k − 1)−α−1||f(
l
N
)− f(
k
N
)|
≤ O
 N∑
l=k+[Nǫ]+1
(l − k − 1)−α−2

= O
(
(Nǫ)−α−1
)
,
et enfin
S3 =
N∑
l=k+[Nǫ]+1
|(l − k)−α−1||f(
l
N
)− f(
l− 1
N
)|.
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On utilise la de´composition
S3 =
N−[Nǫ]∑
l=k+[Nǫ]+1
|(l − k)−α−1||f(
l
N
)− f(
l − 1
N
)|
+
N∑
l=N−[Nǫ]+1
|(l − k)−α−1||f(
l
N
)− f(
l− 1
N
)|
Soit ǫ0 un re´el positif tendant vers ze´ro. Si Kǫ0 est tel que pour tous les re´el x et x
′ dans
[x+ ǫ, 1− ǫ0] on a |f(x)− f(x
′)| ≤ Kǫ0 |x− x
′| alors
N−[Nǫ0]∑
l=k+[Nǫ]+1
|(l − k)−α−1||f(
l
N
)− f(
l − 1
N
)| ≤ ≤ Kǫ0
N−[Nǫ]∑
l=k+[Nǫ]+1
(k − l)−α−1
1
N
= O
(
N−α−1ǫ−α
)
.
D’autre part l’hypothe`se f ∈ L11−α([0, 1]), implique l’existence d’un re´el γ ∈ [0, 1 − α] tel que
N∑
l=N−[Nǫ0]+1
|(l − k)−α−1||f(
l
N
)− f(
l − 1
N
)| = O
(
Nγ(N − k)α−1ǫ0
)
= o(1)
On remarque enfin que si α ∈]0, 1[ et ǫ = N−τ on peut choisir τ de manie`re a` ce que 1α+1 >
τ > α ce qui implique
N∑
l=k+[Nǫ]+1
ϕ̂α(k − l)
(
f(
l
N
)− f(
k
N
)
)
= o(N−α0) (9)
pour tout re´el α0 ∈]0, α[. et Rǫ,N = o(N
−α). D’autre part
k−[Nǫ]−1∑
l=0
ϕ̂α(k − l)
(
f(
l
N
)− f(
k
N
)
)
= CαN
−α
∫ x−ǫ
0
|x− t|−α−1 (f(t)− f(x)) dt+ o(N−α).
(10)
et aussi (∑
l<0
ϕ̂α(k − l) +
∑
l>N
ϕ̂α(k − l)
)
f(
k
N
) = CαN
−αx
−α
α
f(x) + o(N−α). (11)
Nous avons donc obtenu
Nα
N∑
l=1
TN (ϕα)k+1,l+1 (XN )l = Cα
(∫ x−ǫ
0
|x− t|−α−1 (f(t)− f(x)) dt−
x−α
α
f(x)
)
+ o(1).
✷
Nous avons de plus
Proprie´te´ 1 Soit 0 < α < 1 et f ∈ L11−α([0, 1[) une fonction localement contractante sur
[0, 1[, ve´rifiant f(0) = 0. Alors (Dα(f)) (0) existe et vaut ze´ro
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Preuve : Soit ǫ1 ∈]0, 1[. On a
N∑
l=0
ϕ̂α(−l)f(
l
N
) =
[Nǫ1]∑
l=0
ϕ̂α(−l)
(
f(
l
N
)− f(0)
)
+
N∑
l=[Nǫ1]+1
ϕ̂α(−l)f(
l
N
).
Graˆce a` l’hypothe`se contractante
[Nǫ1]∑
l=0
ϕ̂α(−l)
(
f(
l
N
)− f(0)
)
≤ O(ǫ1) = o(N
−α),
si on choisit ǫ1 = N
−γ1 avec 1 > γ1 > α. D’autre part en utilisant la de´monstration du
the´ore`me 2 il vient
N∑
l=[Nǫ1]+1
ϕ̂α(−l)f(
l
N
) = O(N−α−1ǫ−α1 )
ce qui implique qu’il faut finalement choisir α < γ1 ≤
1
α . La proprie´te´ est alors de´montre´e.
✷
Proprie´te´ 2 Soit < α < 1 et f ∈]0, 1] est une fonction localement contractante sur ]0, 1], et
appartenant a` L1γ(]0, 1]), avec 0 < γ < 1 − α, ve´rifiant f(1) = 0. Alors (Dα(f)) (1) existe et
vaut 2
α
Γ(−α)
(∫ 1
0 t
−α−1f(t)dt
)
.
Preuve : En posant [Nǫ2] = N
−γ avec 1 > γ > 0 on e´crit
N∑
l=0
ϕ̂α(N − l)f(
l
N
) =
N−[Nǫ1]∑
l=0
ϕ̂α(N − l)f(
l
N
) +
N∑
l=N−[Nǫ1]−1
ϕ̂α(N − l)
(
f(
l
N
)− f(1)
)
.
On raisonne ensuite comme pour la de´monstration du lemme 1. Comme dans la de´monstration
du the´ore`me 3 on obtient
N−[Nǫ1]∑
l=0
ϕα(k − l)f(
l
N
) = O(N−α−1ǫ−α1 ) = o(N
−α).
On conclut en remarquant que
∣∣∣ N∑
l=N−[Nǫ1]−1
ϕα(N − l)
(
f(
l
N
)− f(1)
)∣∣∣ =≤ O( 1
N
)
∑
(N − l)−α = O(N−αǫ1−α1 ) = o(N
−α).
✷
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2.3 Composition avec les de´rive´es entie`res
Lemme 1 Pour N un entier naturel on conside`re XN le vecteur de R
N+1 de´fini par XN =(
f( iN )
)
(i∈0,··· ,N)
. Pour tout entier k ve´rifiant n < k < N−n, et pour toute fonction f ∈ Cn]0, 1[
on a alors (TN (ϕn)XN )k =
(2)n
Nn f
(n)( kn) + o(
1
Nn ).
Preuve : On ve´rifie facilement que pour tout entier q on a pour i, j ve´rifiant q < i, j < N−q
(TN (ϕ1)TN (ϕq−1))i,j = TN (ϕq)i,j. (12)
Si n est maintenant un entier fixe´, on a n − 1 constantes ai,1, 2 ≤ i ≤ n telles que pour
1 < j < N − 1,
(TN (ϕ1)XN )j = (−2)
(
1
N
f (1)(
j
N
) +
n∑
i=2
ai,1f
(i)(
j
N
)
)
+ o(
1
Nn
).
En utilisant l’e´quation (12) on obtient l’existence de n− 3 constantes ai,2, 3 ≤ i ≤ n telles que
pour 2 < j′ < N − 2
(TN (ϕ2)XN )j′ = 4
1
N2
f (2)(
j′
N
)+
n−1∑
i=3
ai,2f
(i)(
j′
N
)+an,1
(
f (n)(
j′ + 1
N
)− f (n)(
j′ − 1
N
)
)
+o(
1
Nn
),
ce qui donne
(TN (ϕ2)XN )j′ = 4
1
N2
f (2)(
j′
N
) +
n−1∑
i=3
ai,2f
(i)(
j′
N
) + o(
1
Nn
).
En re´pe´tant le principe suffisamment de fois on obtient le lemme. ✷
The´ore`me 4 Soit α ∈]0, 1[ et n un entier. On suppose que f est une fonction n fois de´rivable
dans [0, 1] ve´rifiant f(0) = f (1)(0) = · · · = f (n−1)(0) = 0, f(1) = f (1)(1) = · · · = f (n−1)(1) =
0 et f (n) contractante. Alors f est Dα+n de´rivable si et seulement si f (n) est localement
contractante et dans L11−α([0, 1]). Alors pour tout re´el x dans ]0, 1[
Dα+n(f)(x) = 2nDα(f (n))(x).
Remarque 2 Les hypothe`ses sur f (n) permettent d’affirmer, graˆce au the´ore`me 3 queDα(f
(n))(x)
est bien de´fini pour x ∈]0, 1[.
Cette proprie´te´ et une conse´quence directe du lemme ci-dessous
Lemme 2 Soit α ∈]0, 1[ et n un entier. On suppose que f de´rivable dans [0, 1] ve´rifiant
f(0) = f(1) = 0, et f (1) contractante. Alors f est Dα+1 de´rivable en x ∈]0, 1[ si et seulement
si f (1) est α de´rivable en x et
Dα+1(f)(x) = (2)Dα(f (1))(x).
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Preuve : Posons k l’entier tel que k = [Nx]. On sait que
Dα+1(f)(x) = Nα+1
N∑
l=0
ϕ̂α+1(k − l)f(
l
N
) + o(1).
Ce qui peut s’e´crire aussi
Dα+1(f)(x) = Nα+1
N∑
l=0
(ϕ̂α(k − l + 1)ϕ̂1(−1) + ϕ̂α(k − l − 1)ϕ̂1(1)) f(
l
N
) + o(1).
Ce qui s’e´crit encore
Dα+1(f)(x) = Nα+1
N−1∑
h=1
ϕ̂α(k − h)
(
ϕ̂1(−1)f(
h+ 1
N
) + ϕ̂1(1)f(
h− 1
N
)
)
+RN + o(1)
avec RN = ϕ̂α(k−N)ϕ̂1(1)f(
N−1
N )+ϕ̂α(k)ϕ̂1(−1)f(
1
N ) = o(N
−α−2). Puisque f (1) est contrac-
tante nous pouvons e´crire, c e´tant un re´el dans ]h−1N ,
h+1
N [
ϕ̂1(−1)f(
h + 1
N
) + ϕ̂1(1)f(
h − 1
N
) =
2
N
f (1)(c) =
2
N
(
f (1)(
h
N
) +O(
1
N
)
)
ce qui donne
Dα+1(f)(x) = 2Nα
N−1∑
h=1
ϕ̂α(k − h)
(
f (1)(
h
N
) +O(
1
N
)
)
+ o(1)
= Nα
N∑
h=0
ϕ̂α(k − h)f
(1)(
h
N
) + o(1)
avec R′N = −2N
α
(
ϕ̂α(k −N)f
(1)(1) + ϕ̂α(k)f
(1)(0)
)
. Ce qui ache`ve de prouver le lemme. La
re´ciproque s’obtient en remontant les calculs. ✷
Remarque 3 Si α ∈]0, 1[ et si f est une fonction de´rivable de de´rive´e contractante sur [0, 1],
ve´rifiant de plus f(0) = f(1) = 0, alors un calcul direct permet de ve´rifier que Dα(f) est
de´rivable sur ]0, 1[ et de de´rive´e Dα(f ′). Si on suppose de plus f ′(0) = f ′(1) = 0 alors ce
re´sultat peut eˆtre e´tendu a` [0, 1] tout entier.
3 La formule d’inversion des matrices de Toeplitz a` coefficients
re´els
Classiquement, on sait calculer explicitement les coefficients de l’inverse d’une matrice de
Toeplitz de symbole positif f qui ve´rifie ln f ∈ L1(T). Ces formules utilisent fortement le
fait qu’une telle fonction f peut s’e´crire f = gg¯ avec g ∈ H+(T) ( [5]) ou` H+(T) = {h ∈
L2(T)|hˆ(s) = 0∀s, s < 0}. Certains proble`mes, notamment la recherche des valeurs propres,
ne´cessitent d’inverser des matrices de Toeplitz dont le symbole n’est pas ne´cessairement po-
sitif (voir, par exemple, [8] [7]). Pour ce faire, nous allons conside´rer des fonctions f qui ne
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s’annulent pas sur le tore admettant une de´composition f = g1g2, avec g1, g
−1
1 ∈ H
+(T),
g¯2, g¯
−1
2 ∈ H
+(T). Nous posons ΦN = χ
N+1 g1
g2 et Φ˜N = χ
−N−1 g2
g1 , ou` χ de´signe la fonction
de´finie par θ 7→ eiθ. Nous conside´rons alors les ope´rateurs de Hankel, HΦN et HΦ˜N de´finis par
HΦN : H
+(T) 7→ H+
⊥
(T) φ 7→ π−(ΦN (φ)
HΦ˜N : H
+⊥(T) 7→ H+(T) ψ 7→ π+(Φ˜N )(ψ).
Dans la suite nous de´signerons par PN l’ensemble des polynoˆmes trigonome´triques de degre´
infe´rieur ou e´gal a` N , et nous notons π+ la projection orthogonale de L
2(T) dans H+(T) et π+
la projection orthogonale de L2(T) dans H+
⊥
. Enfin si g ∈ L2(T) nous notons par d∞(g,PN )
la quantite´ infq∈PN ‖g − q‖∞, ou` ‖g − q‖∞ = supθ∈[0,2π[ |g(θ) − q(θ)|. Nous pouvons alors
e´noncer le the´ore`me :
The´ore`me 5 Si la fonction f est comme ci-dessus, on suppose que les fonctions g1 et g2
ve´rifient
lim
N→+∞
d∞
(
1
|g2|2
,PN
)
= 0 et d∞
(
1
|g1|2
,PN
)
< +∞
ou
lim
N→+∞
d∞
(
1
|g1|2
,PN
)
= 0 et d∞
(
1
|g2|2
,PN
)
< +∞
alors, pour N suffisamment grand,
1. l’ine´galite´ ‖HΦ˜NHΦN‖2 < 1 est ve´rifie´e (ce qui assure bien suˆr l’inversibilite´ de l’ope´rateur
I −HΦ˜NHΦN ),
2. la matrice TN (f) est inversible,
3. pour tout polynoˆme Q dans PN , on a
T−1N (f)(Q) = π+(Qg
−1
2 )g
−1
1 − π+
((
(I −HΦ˜NHΦN )
−1π+
(
π+(Qg
−1
2 )Φ˜N
))
ΦN
)
g−11 .
Ce the´ore`me a e´te´ obtenu dans [4] pour inverser des matrices a` blocs que nous interpre´tons
comme des matrices de Toeplitz tronque´es dont le symbole est une fonction matricielle conte-
nue dans L2Mn(T) = {M : T→Mn(C)
∣∣∣ ∫T ‖M‖22dσ < +∞}, ou` ‖M‖2 = [Tr(MM∗]1/2 et ou` σ
est la mesure de Lebesgue su le tore T. Ne´anmoins, il est facile de ve´rifier qu’avec les hypothe`ses
que nous nous sommes donne´es (voir [4], lemme 7.1.5 et corollaire 7.1.6), la de´monstration se
transpose sans difficulte´ au cas des matrices de Toeplitz dont le symbole est une fonction de
T dans C.
Nous posons ici : g1,R = (1 + Rχ)
α et g2,R = (1 − Rχ¯)
α, et nous allons inverser la matrice
TN,α,R de symbole g1,Rg2,R = (1−R
2+Rχ−Rχ)2α. Nous noterons TN,α,R la matrice TN (φα,R).
4 Calcul des coefficients de
(
T−1N,α,R
)
4.1 Notations
Dans la suite de ce paragraphe nous supposerons 1 > α > 0. On note βu,1,R et βu,2,R
les coefficients de Fourier de g−11,R et g
−1
2,R. Nous avons e´videmment pour u ≥ 0 βu,1,R =
12
(−1)uRuβ
(α)
u et βu,2,R = R
uβ
(α)
−u avec (voir [11])
β(α)u =
uα−1
Γ(α)
+
uα−2
Γ(α− 1)
+ o(uα−2). (13)
D’apre`s le the´ore`me 5 nous avons pour 0 ≤ k, l ≤ N(
T−1N,α,R
)
k+1,l+1
= T1,N,k,l,R + T2,N,k,l,R
avec
T1,N,k,l,R =
〈
π+
(
χl
g2,R
)
|π+
(
χk
g1,R
)〉
et
T2,N,k,l,R =
〈
π+
(
(I −HΦ˜N,RHΦN,R)
−1π+
(
π+(
χl
g2,R
)Φ˜N,R
))
|π+
(
ΦNπ+
(
χk
g1,R
))〉
.
Pour alle´ger les notations nous noterons dans la suite du texte T1,k,l,R pour T1,N,k,l,R et T2,k,l,R
pour T2,N,k,l,R.
4.2 Calcul de T1,k,l,R
Supposons tout d’abord : k = [Nx], l = [Ny], avec 0 < x < y ≤ 1.
Avec les notations ci-dessus nous avons
T1,k,l,R =
〈
π+
∑
u≥0
β(α)u (−1)
uRuχl−u
 |π+
∑
v≥0
Rvβ
(α)
v χ
k−v
〉
=
〈 l∑
u=0
(−1)uβ(α)u R
uχl−u|
k∑
v=0
Rvβ
(α)
v χ
k−v
〉
.
Ce qui donne
T1,k,l,R =
k∑
u=0
Rl−k+2u(−1)l−k+uβ
(α)
l−k+uβ
(α)
u
= (−R)l−k
 k0∑
u=0
R2u(−1)l−k+uβ
(α)
l−k+u +
k∑
u=k0+1
R2u(−1)uβ
(α)
l−k+uβ
(α)
u

ou` k0 = N
β ou` β est un re´el strictement compris entre 0 et 1. Une sommation d’Abel permet
de ve´rifier que
k∑
u=k0+1
R2u(−1)uβ
(α)
l−k+uβ
(α)
u = O
(
(l − k)α−1kα−10
)
= O
(
N (β+1)(α−1)
)
.
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En posant ψ1(l − k, u) = β
(α)
l−k+u −
(l−k)α−1
Γ(α) on peut e´crire
k0∑
u=0
R2u(−1)uβ
(α)
l−k+uβ
(α)
u =
(l − k)α−1
Γ(α)
k0∑
u=0
R2u(−1)uβ
(α)
u ψ1 (l − k, u)
+
k0∑
u=0
(−1)uR2uβ
(α)
u
(l − k)α−1
Γ(α)
ce qui donne
k0∑
u=0
Rl−k+2u(−1)uβ
(α)
l−k+uβ
(α)
u = R
l−k (l − k)
α−1
Γ(α)
k0∑
u=0
R2u(−1)uβ
(α)
u +O
(
(l − k)α−2kα0
)
.
Enfin puisque
∑
u>k0
R2u(−1)uβ(α)u = O(k
α−1
0 ) nous pouvons e´noncer la proprie´te´ suivante :
Proprie´te´ 3 En supposant k = [Nx], l = [Ny], avec 0 < x 6= y ≤ 1 on a, pour tout re´el
β ∈]0, 1[ et pour N assez grand :
T1,k,l,R = (−1)
l−kR|l−k|
|l − k|α−1
Γ(α)
(1+R2)α (1 +R1|l − k|) avec |R1|l−k|| ≤M1(l−k)
β(α−1),
M1 e´tant une constante inde´pendante de k et l.
4.3 Estimation de T2,k,l,R
On a (voir l’appendice pour la de´monstration de ce re´sultat)
Proprie´te´ 4 Pour tout intervalle [δ1, δ2] contenu dans [0, 1] T2,k,l,R = o(N
α−1) uniforme´ment
pour tout (x, y) dans [δ1, δ2]× [0, 1],
5 Inversion de l’ope´rateur diffe´rentiel Dα pour α ∈]0, 1[.
5.1 Deux lemmes techniques
Pour la suite de nos calcul nous allons devoir utiliser ls deux lemmes suivants.
Lemme 3 Soit β un re´el dans ]0, 1[.
Si |l − k| > Nβ alors pour tout β1 ∈]0, 1[ et pour N assez grand on a
T1,k,l,R = (−1)
|l−k|R|l−k|
|l − k|α−1
Γ(α)
(1 +R2)−α (1 +R4(|l − k|))
avec |R4(l − k)| < K4(l − k)
β1(α−1) le re´el K4 e´tant une constante inde´pendante de k, l et R.
Ce lemme est en fait une variante de la propree´te´ 3 et il se de´montre de la meˆme manie`re.
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Lemme 4 Soit α ∈]0, 1[ et f une fonction localement contractante sur ]0, 1[ et dans L11−α([0, 1])
pour 0 ≤ γ ≤ 1 − γ. Alors pour un entier N fixe´ suffisamment grand, et pour k = [Nx],
0 < x < 1
lim
R→1
N∑
l=0
T1,k,l,Rf(
l
N
) = Nα
1
2αΓ(α)
∫ x
0
f(t)
(t− x)1−α
dt+ o(Nα).
Preuve : On peut e´crire
N∑
l=0
T1,k,l,Rf(
l
N
) =
k−k0−1∑
l=0
T1,k,l,Rf(
l
N
) +
k+k0∑
l=k−k0
T1,k,l,Rf(
l
N
)
+
N∑
l=k+k0+1
T1,k,l,Rf(
l
N
)
ou` k0 = N
β, avec β ∈]0, 1[ (la valeur de β sera pre´cise´e ulte´rieurement). En utilisant le calcul
de T1,k,l,R et le lemme 3 on obtient si β1 comme dans le lemme 3
N∑
l=k+k0+1
T1,k,l,Rf(
l
N
) =
N∑
l=k+k0+1
(
(−1)k−lRk−l
|k − l|α−1
Γ(α)
(1 +R2)−αf(
l
N
)
)
+O
(
(l − k)(α−1)(β1+1)
)
ce qui donne, si β1 bien choisi,
N∑
l=k+k0+1
T1,k,l,Rf(
l
N
) =
N∑
l=k+k0+1
(
(−1)k−lRk−l
|k − l|α−1
Γ(α)
(1 +R2)−αf(
l
N
)
)
+ o(Nα)
uniforme´ment par rapport a` R. D’ou` :
lim
R→1
N∑
l=k+k0+1
T1,k,l,Rf(
l
N
) =
1
2αΓα
k−k0−1∑
l=0
(
(−1)k−l|k − l|α−1f(
l
N
)
)
+ o(N−α).
Une sommation d’Abel permet d’e´crire, puisque on a, par convention, pose´ f(N) = f(0) = 0,
∣∣∣ N−1∑
l=k+k0+1
(−1)k−l|k − l|α−1f(
l
N
)
∣∣∣ ≤ ∣∣∣(N − k)α−1f(1) + (k0 + 1)α−1f(k + k0 + 1
N
)
∣∣∣
+
N−1∑
l=k+k0+1
∣∣∣|k − l + 1|α−1f( l + 1
N
)− |k − l|α−1f(
l
N
)
∣∣∣.
On e´crit
N−1∑
l=k+k0+1
∣∣∣|k − l + 1|α−1f( l + 1
N
)− |k − l|α−1f(
l
N
)
∣∣∣ ≤ N−1∑
l=k+k0+1
∣∣∣|k − l + 1|α−1f( l+ 1
N
)
− |k − l|α−1f(
l + 1
N
)
∣∣∣+ ∣∣∣|k − l|α−1f( l + 1
N
)− |k − l|α−1f(
l
N
)
∣∣∣.
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Les hypothe`ses faites sur f donnent, si k′ = [Nx′] avec x < x′ < 1.
N−1∑
l=[Nx′]
∣∣∣|k − l + 1|α−1f( l+ 1
N
)
− |k − l|α−1f(
l+ 1
N
)
∣∣∣
≤ O(Nγ)
N−1∑
l=[Nx′]
|k − l|α−1 = O(Nγ+α−1) = o(Nα).
Et d’autre part
[Nx′]−1∑
l=k+k0+1
∣∣∣|k − l + 1|α−1f( l + 1
N
)− |k − l|α−1f(
l + 1
N
)
∣∣∣ = o(Nα).
Enfin la somme ∣∣∣|k − l|α−1f( l + 1
N
)− |k − l|α−1f(
l
N
)
∣∣∣
a e´te´ traite´e dans la de´monstration du the´ore`me 3, on sait qu’elle est d’ordre o(Nα). Ce qui
implique finalement
N∑
l=k+k0+1
|(k − l + 1)α−1f(
l + 1
N
)− (k − l)α−1f(
l
N
)| = o(Nα).
Et on peut conclure
lim
R→1
k−k0−1∑
l=0
T1,k,l,Rf(
l
N
) = o(Nα).
On a d’autre part, si β choisi de tel manie`re que 0 < β < α :
k+k0∑
l=k−k0
T1,k,l,Rf(
l
N
) = O(Nβ) = o(Nα).
Et enfin, comme pour la pre´ce´dente somme
k−k0−1∑
l=0
T1,k,l,Rf(
l
N
) =
k−k0−1∑
l=0
(
Rk−l
(k − l)α−1
Γ(α)
(1 +R2)−αf(
l
N
)
)
+ o(Nα),
uniforme´ment par rapport a` R, soit
lim
R→1
l=k−k0−1∑
l=0
T1,k,l,Rf(
l
N
) =
1
Γ(α)2α
l=k−k0−1∑
l=0
(
(l − k)α−1f(
l
N
)
)
+O(Nα).
Ce qui donne facilement
lim
R→1
l=k−k0−1∑
l=0
T1,k,l,Rf(
l
N
) = Nα
1
Γ(α)2α
∫ x
0
(t− x)α−1f(t)dt+ o(Nα). (14)
✷
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5.2 De´finition de l’ope´rateur Jα pour 0 < α < 1.
De´finition 4 Soit f une fonction de´finie sur ]0, 1[. Pour x ∈]0, 1[ et α un re´el positif on
notera Jα (f(x)) le re´el, s’il existe
lim
N→+∞,R→1−
N−α
N∑
l=0
(
T−1N,α,R
)
k+1,l+1
f
(
l
N
)
= Jα(x)
avec limN→+∞
k
N = x.
En utilisant le lemme 4 on peut e´crire
Proprie´te´ 5 Si α ∈]0, 1[ et f une fonction localement contractante sur ]0, 1[ et dans L11−α(]0, 1[)
alors pour x ∈]0, 1[ on a
Jα(x) =
1
2αΓ(α)
∫ x
0
f(t)
(t− x)1−α
dt.
5.3 Re´solution d’une e´quation diffe´rentielle fractionnaire dans ]0, 1[ pour
α ∈]0, 1[.
Proprie´te´ 6 Soient une fonctions f localement contractantes sur ]0, 1[, appartenant a` L11−α([0, 1])
et telle qu’il existe une fonction ψ de´finie et borne´e sur ]0, 1[ telle que que ψ = Dα(f) sur [0, 1].
Alors pour tout x ∈]0, 1[ la quantite´ (Jα(ψ)) (x) est de´finie et on a f(x) = (Jα(ψ)) (x).
Preuve :
Soit N fixe´. D’apre`s la de´monstration du the´ore`me 3 en choisissant un re´el ǫ1 > 0 assez
petit on a , uniforme´ment pour t ve´rifiant 1− ǫ1 > t > ǫ1
Nα
N∑
j=0
(TN (ϕα))k+1,j+1 f(
j
N
)− (Dαf) (t) = o(1) (15)
De´finissons maintenant les vecteurs XN et YN de R
N+1 de la manie`re suivante.
(XN )(0) = (XN )(1) = 0, (XN )k = f(
k
N
), pour 1 ≤ k ≤ N− 1,
(YN )(0) = (YN )(1) = 0, (YN )k = ψ(
k
N
), pour [Nǫ1] ≤ k ≤ N− [Nǫ1],
et enfin (YN )k = N
α
N∑
l=0
(TN,α,R)k+1,l+1 (XN )l pour 0 ≤ l ≤ [Nǫ]− 1 et N − [Nǫ] + 1 ≤ l ≤ N .
Nous pouvons e´crire, en notant TN,α,R la matrice TN (ϕα,R),
Nα (TN,α,R(XN )) = YN +RN
avec, en utilisant l’e´quation (15), (RN )k = o(1) uniforme´ment pour [Nǫ1] ≤ k ≤ N − [Nǫ− 1]
et (RN )k = 0 pour 0 ≤ k ≤ [Nǫ1] − 1 et N − [Nǫ] + 1 ≤ k ≤ N . On a e´videmment pour k
compris entre [Nǫ1] et N − [Nǫ1],
(XN )k = N
−α
(
T−1Nα,R(YN +RN )
)
k
.
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Soit maintenant x ∈]0, 1[. On peut se ramener a` x ∈ [ǫ1, 1 − ǫ1]. On a [Nx] = O(N) ce qui
implique, pour N assez grand : N − [Nǫ1] > [Nx] > [Nǫ1]. Si k = [Nx] nous avons donc :
(XN )k = N
−α
(
T−1N,α,RYN
)
k
+
(
T−1N,α,RRN
)
k
.
Nous pouvons e´crire
N−α
(
(TN (φα))
−1 YN
)
k
= N−α
[Nǫ]−1∑
l=0
(
T−1N,α,R
)
(k+1,l+1)
(YN )l
+N−α
N−[Nǫ]∑
[Nǫ]
(
T−1N,α,R
)
(k+1,l+1)
(YN )l
+N−α
N∑
N−[Nǫ]+1
(
T−1N,α,R
)
(k+1,l+1)
(YN )l.
L’e´tude des coefficients de T−1N,α,R permet d’e´crire,
N−α
[Nǫ]−1∑
l=0
(
T−1N,α,R
)
(k+1,l+1
(YN )l = O(ǫ1)
et
N−α
N∑
l=N−[Nǫ]+1
(
T−1N,α,R
)
(k+1,l+1
(YN )l = O(ǫ1).
D’autre part on a aussi, toujours graˆce a` l’e´tude des coefficients de (TN,α,R)
−1 :
N−α
N−[Nǫ]∑
l=[Nǫ]
(
T−1N,α,R
)
(k+1,l+1
(RN )l = o(1).
C’est a` dire que
(XN )k = N
−α
N−[Nǫ]∑
l=[Nǫ]
(
T−1N,α,R
)
(k+1,l+1
(YN )l + o(1) +O(ǫ1).
Par des arguments identiques a` ceux de´ja` utilise´s et en conside´rant ǫ1 suffiasamment petit on
obtient
(XN )k = N
−α
N∑
l=0
(
T−1N,α,R
)
(k+1,l+1
(YN )l + o(1).
Ce qui implique ψ(x) = (Jα(f)) (x), en passant a` la limite sur N et R. ✷
Nous obtenons imme´diatement le corollaire suivant :
Corollaire 1 Soit α ∈]0, 1[ et ψ une fonction localement contractante sur ]0, 1[ appartenant
a` L11−α([a, b]). Alors la fonction Jα(f) de´finie sur [0, 1] par (Jα(ψ)) (x) =
1
2αΓα)
∫ x
0
ψ(t)
(x−t)1−α dt
est de´finie sur [0, 1], localement contractante sur ]0, 1[, appartient a` l’ ensemble L11−α([a, b]),
et est solution sur ]0, 1[ de l’e´quation diffe´rentielle Dα(y) = ψ.
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Preuve : Il est clair que la fonction Jα(ψ) est de´finie sur [0, 1]. Cette fonction est e´galement
localement contractante sur [0, 1]. En effet notons par K le re´el positif tel que pour tout
x, x′ ∈ [δ1, δ2] ⊂]0, 1[ on ait |ψ(x
′)−ψ(x)| ≤ K|x′−x|. En effet, si on suppose δ1 ≤ x ≤ x
′ ≤ δ2
on a
| (Jα(ψ)) (x
′)− (Jα(ψ)) (x)| ≤
∣∣∣∫ x
0
(
ψ(x′ − u)− ψ(x− u)
)
uα−1du
∣∣∣+ ∣∣∣∫ x′
x
ψ(x′ − u)uα−1du
∣∣∣.
La valeur absolue de la premie`re inte´grale est majore´e par K|x′ − x|
∫ 1
0 u
α−1du. la seconde
ve´rifie
|
∫ x′
x
ψ(x′ − u)uα−1du| ≤
∫ x′
x
|ψ(x′ − u)− ψ(0)|uα−1du
≤ K
∫ x′
x
(x′ − u)uα−1du ≤ K(x′ − x)
∫ 1
0
uα−1du
Ceci suffit a` prouver que la fonction Jα(ψ) est contractante sur [δ1, δ2]. On ve´rifie e´galement
facilement que Jα(ψ) ∈ L
1
1−α([0, 1]). La quantite´ (Dα (Jα(ψ))) (x) est donc bien de´finie pour
tout x dans ]0, 1[. Si ψ′ = Dα (Jα(ψ)), En utilisant la proprie´te´ 5 on sait que Jα(ψ
′) est de´fini
et vaut Jα(ψ), autrement dit Jα(ψ − ψ
′) = 0. Cette fonction est donc inde´finiment de´rivable
sur ]0, 1[, ce qui ne se peut que si ψ = ψ′. ✷
Remarque 4 Puisque la fonction nulle est une fonction contractante sur [0, 1] qui vaut ze´ro
en ze´ro on de´duit du corollaire 1 l’e´quivalence Dα(f)(x) = 0 ⇐⇒ f(x) = 0∀x ∈]0, 1[.
5.4 L’ope´rateur Jn pour n entier
De´finition 5 Pour toute fonction f dans C([0, 1)], et tout entier naturel non nul pair n = 2p
on pose Jn(f) = (−1)
p
∫ 1
0 Gp(x, t)f(t)dt, avec , pour 0 ≤ x, y ≤ 1
Gp(x, y) =
xpyp
((p− 1)!)2
∫ 1
max(x,y)
(t− x)p−1(t− y)p−1
t2p
dt si (x, y) 6= (0, 0)
et G(0, 0) = 0.
On rappelle qu’il a e´te´ e´tabli dans ([6]) que Gp est le noyau de Green associe´ a` l’ope´rateur
diffe´rentielle (−1)pd2p/dx2p(f) sur [0, 1] associe´ aux conditions initiales
f (0)(0) = f (1)(0) = · · · = f (p−1)(0) = 0, f (0)(1) = f (1)(1) = · · · = f (p−1)(1) = 0.
Nous pouvons alors e´noncer les lemmes suivants
Lemme 5 Si n est un entier pair non nul et si f est une fonction continue sur [0, 1] alors
(−1)n/2Dn ◦ Jn(f) = f
C’est une conse´quence imme´diate de la de´finition de Jn et du rappel ci-dessus.
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Lemme 6 Si n est un entier pair non nul et si f est une fonction de classe Cn sur [0, 1]ve´rifiant
les conditions initiales
f (0)(0) = f (1)(0) = · · · = f (p−1)(0) = 0, f (0)(1) = f (1)(1) = · · · = f (p−1)(1) = 0,
on a
Jn ◦Dn(f) = f.
Preuve : D’apre`s le lemme pre´ce´dente Dn (Jn ◦Dn(f)) = Dn(f). Les fonctions Jn ◦Dn(f)
et f diffe`rent donc sur [0, 1] d’un polynoˆme de degre´ n− 1. Mais d’apre`s la de´finition de Jn et
les conditions impose´es a` f ce polynoˆme est ne´cessairement nul. ✷
5.5 L’ope´rateur J˜α
Dans la suite on de´finira pour tout entier non nul n pair J˜n par J˜n = Jn. Enfin si α est un
re´el positif de partie entie`re nα = 2pα on pose J˜α = J˜nα ◦ Jα−nα .
5.6 Re´solution d’une e´quation diffe´rentielle factionnaire sur ]0, 1[ sur α > 0
Dans la suite on posera Dα(f) = Dα−nαDnα pour tout re´el de partie entie`re paire nα.
Nous pouvons e´nonce´ le the´ore`me suivant :
The´ore`me 6 On conside`re un re´el positif α, de partie entie`re nα. On suppose que nα = 2pα
est un entier pair et on se donne une fonction contractante ψ localement contractante sur ]0, 1[
et dans L11−α([a, b]). Alors la fonction J˜α(ψ) est solution sur ]0, 1[ de l’e´quation diffe´rentielle
Dα(y) = ψ avec les conditions initiales y(0) = y
(1)(0) = · · · = y(pα−1)(0) = 0
et y(1) = y(1)(1) = · · · = y(pα−1)(1) = 0.
Preuve : Dans cette de´monstration nous poserons α′ = α − nα. Le cas α
′ = 0 ayant en
fait e´te´ traite´ plus haut on supposera 0 < α′ < 1. La fonction ψ e´tant contractante on a vu
(voir le corollaire 1) que la fonction y0 = Jα′(ψ) est conctractante sur [0, 1] et ve´rifie, pour
tout x dans ]0, 1[, (Dα′(y0)) (x) = ψ. On ve´rifie facilement que y0 est continue sur [0, 1] la
fonction y = Jnα(y0) est de´finie sur [0, 1], et ve´rifie Dnα(y) = y0 avec les conditions initiales
y(0) = y(1)(0) = · · · = y(pα−1)(0) = 0
et y(1) = y(1)(1) = · · · = y(pα−1)(1) = 0.
On peut alors remarquer que par construction y = Jnα ◦ Jα′(ψ) = J˜α(ψ). On ve´rifie de
plus, toujours par construction, pour tout x dans ]0, 1[ (Dα(y)) (x) = (Dα′ ◦Dnα(y)) (x) =
(Dα(y0)) (x) = ψ(x),ce qui ache`ve la de´monstration. ✷
5.7 Ecriture inte´gral de l’ope´rateur J˜αf
En tenant compte de la proprie´te´ 5 nous pouvons e´crire
Proprie´te´ 7 Soit α = 2pα+α
′ avec pα ∈ N
⋆ et 0 < α′ < 1. Pour une fonction f ve´rifiant les
hypothe`ses du the´ore`me 3 et pour α > 1 non entier on a, pour tout re´el x dans ]0, 1[ :(
J˜α(f)
)
(x) =
2α
Γ(α)
∫ 1
0
Gpα(x, y)
∫ y
0
(t− y)α
′−1f(t)dtdy.
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6 De´rive´e sur un intervalle quelconque
6.1 De´rive´e d’ordre α, 0 < α < 1 sur un intervalle
Nous conside´rons maintenant une fonction f de´finie sur un intervalle [a, b], a < b quel-
conque. Nous noterons alors fa,b la fonction de´finie pour tout t ∈ [0, 1] par f(t) = a+ t(b− a).
Si α ∈ [0, 1] nous dirons que f est α fois de´rivable en x ∈]a, b[ si fa,b est α de´rivable en
x−a
b−a .
Nous poserons alors
(Dα,a,b(f)) (x) = (Dα(fa,b))
(
x− a
b− a
)
.
et, toujours pour une fonction f de´finie sur [a, b] nous de´finirons
(Jα,a,b(f)) (x) = (Jα(fa,b))
(
x− a
b− a
)
,
si, bien suˆr, cette dernie`re quantite´ est de´finie. Nous avons alors l’analogue de la proprie´te´ 6 :
Proprie´te´ 8 Pour tout intervalle [a, b], si f et ψ sont deux fonctions localement contractantes
sur ]a, b[ appartenant a` L11−α([a, b]) telles que ψ = Dα,a,b(f) on a pour tout x ∈]a, b[
(Jα,a,b(ψ)) (x) = f(x).
Preuve : Nous avons donc (Dα(fa,b))
(
x−a
b−a
)
= ψ(x) ce qui donne aussi, pour tout t ∈]0, 1[
(Dα(fa,b)) (t) = ψa,b(t). C’est a` dire que pour tout t ∈]0, 1[ on a (Jα(ψa,b)) (t) = fa,b(t) ou
encore, en posant t = x−ab−a (Jα(ψa,b)) (
x−a
b−a ) = fa,b(
x−a
b−a ), c’est a` dire (Jα,a,b(ψ)) (x) = f(x).
✷
6.2 Expression inte´grale
Dans ce paragraphe on suppose toujours α ∈]0, 1[. On ve´rifie alors facilement les deux
re´sultats suivants :
Proprie´te´ 9 Si f est une fonction localement contractante sur ]a, b[ appartenant a` L11−α([a, b])
nous pouvons e´crire pour tout x ∈]a, b[
(Dα,a,b(f)) (x) = (b− a)
α 2
α
Γ(−α)
(∫ x
a
(x− u)−α−1 (f(u)− f(x)) du− f(x)
(x− a)−α
α
)
et
(Jα,a,b(f)) (x) =
(b− a)−α
2αΓ(α)
∫ x
a
f(u)
(x− u)1−α
du.
6.3 De´rive´e entie`re sur un intervalle
Comme plus haut on pose pour tout entier naturel n
(Dn,a,bf)(x) = (Dn(fa,b)) (
x− a
b− a
),
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et si n pair on de´finit
(Jn,a,bf)(x) = (Jn(fa,b)) (
x− a
b− a
) si n = 2p,
(Jn,a,bf)(x) = (J1,a,b ◦ Jn−1(fa,b)) (
x− a
b− a
) si n = 2p + 1.
On a comme plus haut, si f est continue sur [a, b]
(Dn,a,b ◦ Jn,a,b) (f) = f.
On obtient aussi comme dans le cas des de´rive´es sur [a, b] d’ordre α avec 0 < α < 1
Proprie´te´ 10 On suppose la fonction f de classe Cn sur [a, b] ve´rifiant les conditions initiales
f (0)(a) = f (1)(a) = · · · = f (p−1)(a) = 0, f (0)(b) = f (1)(b) = · · · = f (p−1)(b) = 0.
Alors, pour tout x ∈]a, b[
(J2p,a,b ◦D2p,a,b(f)) (x) = f(x).
6.4 L’ope´rateur J˜α,a,b
On peut de´finir comme pre´ce´demment l’ope´rateur J˜α,a,b a` partir de Jn,a,b pour n entier
pair et Jα,a,b pour 0 < α < 1. C’est a` dire que pour α > 0 de partie entie`re paire on pose
J˜α,a,b = Jnα,a,b ◦ Jα−nα,a,b avec nα = [α]. Nous avons alors l’e´criture inte´grale, si nα = 2pα, et
pour x ∈]a, b[(
J˜α,a,b(f)(x)
)
= (−1)pC−1pα,α
∫ b
x
(x− a)pα(u− a)pαΨ1,α,a,b(u, x)Ψ2,α,a,b(u, x)du
avec Cpα,α = (b− a)
2p+α(p− 1)!2αΓ(α)
Ψ1,α,a,b(u, x) =
∫ b
u
(z − x)pα−1(z − u)pα−1
(z − a)2pα
dz et Ψ2,α,a,b(u, x) =
∫ u
a
f(t)
(u− t)1−α
dt.
On obtient alors l’ e´nonce´ analogue au the´ore`me 1
The´ore`me 7 On conside`re un re´el positif α, de partie entie`re nα. on suppose que nα = 2pα est
un entier pair et on se donne une fonction localement contractante ψ sur ]a, b[ et appartenant
a` L11−α([a, b]). Alors la fonction J˜α,a,b(ψ) est solution sur ]a, b[ de l’e´quation diffe´rentielle
Dα,a,b(y) = ψ avec les conditions initiales y(a) = y
(1)(a) = · · · = y(pα−1)(a) = 0
et y(b) = y(1)(b) = · · · = y(pα−1)(b) = 0.
6.5 L’ope´rateur Dα,∞
Remarque 5 Si f est une fonction contractante sur [a, b], de support contenu dans ]a, b[ nous
pouvonse´crire, pour tout intervalle [a′, b′] contenant [a, b] et pour tout x dans ]a, b[ :
(Dα,a,b(f)) (x)
(b− a)α
− f(x)
(x− a)−α
α
=
(
Dα,a′,b′(f)
)
(x)
(b′ − a′)α
− f(x)
(x− a′)−α
α
Jα,a,b(x)(b− a)
α = Jα,a′,b′(x)(b
′ − a′)α.
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Cette conduite nous conduit a` poser la de´finition
De´finition 6 On se donne un re´el α ∈]0, 1[. On dit qu’une fonction f est Dα,∞ de´rivable en
x si lim
a→−∞,b→+∞,a<x<b
(Dα,a,b(f)) (x)
(b− a)α
existe et est fini. On a alors
(Dα,∞(f)) (x) =
2α
Γ(−α)
∫ x
−∞
(x− u)−α−1 (f(u)− f(x)) du.
On pose alors (Jα,∞(f)) (x) = lim
a→−∞,b→+∞,a<x<b
(Jα,a,b(f)) (x)(b− a)
α si cette limite existe
et est finie. Alors
(Jα,∞(f)) (x) =
1
2αΓ(α)
∫ x
−∞
f(u)
(x− u)1−α
du.
Remarque 6 On remarque que si f est une fonction a` support compact les quantite´s (Dα,∞(f)) (x)
et (Jα,∞(f)) (x) sont bien de´finies.
Remarque 7 On peut remarquer que Jα,∞ correspond a` la de´rive´e de Weyl-Liouville pour
0 < α < 1, et que Dα,∞ est une de´rive´e fractionnaire de Marchaud.
Nous pouvons alors e´noncer la proprie´te´ suivante :
Proprie´te´ 11 Si B est un re´el strictement positif fixe´, et ψ une fonction contractante sur
R a` support compact. Alors pour tout x re´el la fonction f(x) = (Jα,∞(ψ))(x) est solution de
l’e´quation Dα,∞(f)(x) = ψ(x).
Preuve : Les hypothe`ses de la proposition impliquent que la quantite´ f(x) = (Jα,∞(ψ))(x)
est de´finie pour tout re´el x. Soit x un re´el fixe´. Si A est un re´el supe´rieur a` x posons fA =
2AαJα,−A,A(ψ). Alors d’apre`s le the´ore`me 7 tout z ∈]−A,A[ ve´rifie
1
(2A)α (Dα,−A,A(fA)) (z) =
ψ(z). Soit ǫ > 0. Si A est assez grand on peut trouver un re´el B, A > B > 0, x ∈]−B,B] et
tel que pour y ∈ [−B,B]
|
1
2Aα
(Dα,−A,AfA) (y)− (Dα,∞fA) (y)| ≤ ǫ,
soit
|ψ(y) − (Dα,∞fA) (y)| ≤ ǫ.
D’autre part nous pouvons remarquer que pour tout y ∈ [−B,B] f(y) = fA(y) en posant
f = Jα,∞(ψ), et toujours en supposant A et B suffisamment grands on conclut. ✷
7 Appendice : calcul de T2,k,l,R.
Pour un entier k > on note γ1,−k et γ2,−k le coefficient de Fourier d’ordre −k de
(
1+Rχ
1−Rχ¯
)α
et de
(
1−Rχ¯
1+Rχ
)α
.
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7.1 Calcul de γ1,−k,R et γ2,k,R pour k suffisamment grand
Dans ce paragraphe on supposera k = [Nx], avec x > 1. Pour α ∈]0, 1[ on notera e´galement
δu,α le coefficient de Fourier de |1 − χ|
2α. On sait que δu,α = Cα|u|
−2α−1 + o(u−2α−1) avec
Cα =.
On peut remarquer que (
1−Rχ
1 +Rχ¯
)α
=
(
|1−Rχ¯|2
1−R2χ¯2
)α
.
On a donc :
γ1,−k =
〈(∑
v∈Z
δv,α(Rχ¯)
v
)∑
u≥0
β(α)u (Rχ¯)
2u
∣∣∣χk〉,
soit
γ1,−k =
∑
u≥0
β(α)u δk−2u,αR
k =
4∑
i=1
Si
avec
S1 =
k0∑
u=0
β(α)u δk−2u,αR
k, S2 =
(k−k0)/2−1∑
u=k0+1
(−1)k−2uβ(α)u δk−2u,αR
k
S3 =
(k+k0)/2∑
u=k−k0/2
β(α)u δk−2u,αR
k, S4 =
∑
k+k0)/2+1
β(α)u δk−2u,αR
k,
ou` k0 = N
β avec β un re´el dans ]0, 1[ qui sera fixe´ ulte´rieurement. Nous allons e´valuer succes-
sivement les sommes S1, S2, S3, S4. Nous avons les estimations suivantes :
1.
|S1| = O(k
−2α−1(Nβ)α = O(N−2α−1+βα), (16)
2.
|S2| ≤
Cα
Γ(α)
(k−k0)/2−1∑
u=k0+1
uα−1(k − 2u)−2α−1Rk (1 + o(1))
d’ou` l’existence d’un re´el K > 0 tel que
|S2| ≤ K
Cα
Γ(α)
kα−10
(k−k0)/2−1∑
u=k0+1
(k − 2u)−2α−1Rk
et donc
|S2| = O(k
−α−1
0 ) (17)
3.
S3 =
1
Γ(α)
(k+k0)/2∑
u=(k−k0)/2
uα−1δk−2uR
k−2u (1 + o(1))
= −
kα−1
Γ(α)
 ∑
u≤(k−k0)/2
|k − 2u|−2α−1Rk−2u
∑
u≥(k+k0)/2
|k − 2u|−2α−1Rk−2u
 (1 + o(1))
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soit
|S3| = O(k
α−1k−2α−10 ) = O(N
α−1−(2α+1)β). (18)
4.
|S4| = O
 +∞∑
u=
k+k0
2
uα−1(2u− k)−2α−1

Il existe donc un re´el K ′ strictement positif tel que
|S4| ≤ K
′
+∞∑
u=
k+k0
2
uα−1(2u− k)−2α−1Rk
Soit
|S4| = O(N
α−1−2αβ). (19)
Les e´quations (16), (17), (18), (19) permettent d’e´crire que pour un bon choix de β on a
|γ1,−k| = O(N
−1−α/2−ǫ1) (20)
avec ǫ1 > 0.
De meˆme on obtient (
1−Rχ¯
1 +Rχ
)α
=
(
|1−Rχ|2
1−R2χ2
)α
.
On a donc :
γ2,k =
〈(∑
v∈Z
δv,α(Rχ)
v
)∑
u≥0
β(α)u (Rχ)
2u
∣∣∣χk〉,
c’est a` dire qu’on obtient comme pre´ce´demment
|γ2,k| = O(N
−1−α/2−ǫ2) (21)
avec ǫ2 > 0
7.2 Calcul des coefficients pi+
(
pi+(
χl
g2,R
)Φ˜N,R
)
et pi+
(
pi+(
χk
g¯1,R
)Φ¯N,R
)
Avec les notations introduites ci-dessus nous avons :
π+
(
π+(
χl
g2,R
)Φ˜N,R
)
=
l∑
u=0
β
(α)
l−uR
l−uπ+
(∑
v∈Z
χv+u−N−1γ2,v
)
=
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
w=0
χwγ2,w+N+1−u
et de meˆme nous obtenons
π+
(
π+(
χk
g¯1,R
)Φ¯N,R
)
=
k∑
v=0
β
(α)
k−vR
k−v(−1)k−v
+∞∑
w=0
γ¯1,−(w+N+1−v)χ
w.
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7.3 Calcul de
(
I −HΦ˜NHΦN
)−1
pi+
(
pi+(
χl
g2,R
)Φ˜N,R
)
.
On a
HΦN
(
π+
(
π+(
χl
g2,R
)Φ˜N,R
))
) =
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
w0=0
γ2,w0+N+1−u,Rπ−
(∑
v∈Z
γ1,v,Rχ
w0+v+N+1
)
=
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
w1=0
(
+∞∑
w0=0
γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R
)
χ−w1
Si maintenant nous posons F1(u,w1) =
+∞∑
w0=0
γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R nous avons :
HΦ˜N
(
HΦN
(
π+
(
π+(
χl
g2,R
)Φ˜N,R
)))
=
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
w1=0
F1(u,w1)π+
(∑
v∈Z
χv−w1−N−1γ2,R,v
)
=
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
w2=0
(
+∞∑
w1=0
F1(u,w1)γ2,w2+w1+N+1,R
)
χw2
ou encore, en posant F2(u,w2) =
+∞∑
w1=0
F1(u,w1)γ2,w2+w1+N+1,R,
HΦ˜N
(
HΦN
(
π+
(
π+(
χl
g2,R
)Φ˜N,R
)))
=
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
w2=0
F2(u,w2)χ
w2 .
On montre alors par re´currence que(
I −HΦ˜NHΦN
)−1
π+
(
π+(
χl
g2,R
)Φ˜N,R
)
=
l∑
u=0
β
(α)
l−uR
l−u
+∞∑
m=0
+∞∑
w2m=0
F2m(u,w2m)χ
w2m .
Avec pour tout entier n, 2 ≤ n ≤ m F2n(u,w2n) =
∞∑
w2n−1=0
F2n−1(u,wp)γ2,w2n+w2n−1+N+1,R
et F2n−1(u,w2n−1) =
+∞∑
w2n−2
γ1,−(w2n−1+w2n−2+N+1)F2n−2 et avec F1, F2 comme plus haut. On
obtient alors
T2,k,l,R =
l∑
u=0
β
(α)
l−uR
l−u
k∑
v=0
β
(α)
k−v(−1)
k−vRk−v
+∞∑
m=0
+∞∑
w2m=0
F2m(u,w2m)γ¯1,−(w2m+N+1−v),R.
Ce qui s’e´crit aussi,
T2,k,l,R =
l∑
u=0
β
(α)
l−uR
l−u
k∑
v=0
β
(α)
k−vR
k−v(−1)k−v
+∞∑
m=0
+∞∑
w2m=0
γ¯1,−(w2m+N+1−v),R
+∞∑
w2n−1=0
γ2,w2m+w2m−1+N+1,R · · ·
+∞∑
w0=0
γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R.
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7.4 Majoration de T2,k,l,R
Dans un premier temps nous supposons 0 < x < 1, 0 < y < 1. Posons ǫ = min(ǫ1, ǫ2) (avec
les notations du paragraphe 4.3.1). En utilisant les majorations
|γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R| ≤
C1
(N + 1− u)1+α/2+ǫ
C1
(N + 1 + w0)1+α/2+ǫ
|γ2,w2p+w2p−1N+1,R| ≤
C1
(N + 1 + w2p−1)1+α/2+ǫ
∀p ∈ [1,m]
|γ1,−(w2p+w2p+1N+1),R| ≤
C1
(N + 1 + w2p)1+α/2+ǫ
∀p ∈ [1,m− 1]
on obtient l’existence d’ une constante C telle que pour k, l ve´rifiant k = [Nx], l = [Ny] on
ait
|T2,k,l,R| ≤
(
l∑
u=0
β
(α)
l−u
C
(N + 1− u)1+α/2+ǫ
)(
k∑
v=0
β
(α)
k−v
C
(N + 1− v)α/2+ǫ
)(
+∞∑
m=0
(
C
Nα/2+ǫ
)2m)
,
ce qui implique qu’il existe une constante M telle que
|T2,k,lR| ≤M
(
l∑
u=0
β
(α)
l−u
N−1−α/2−ǫ
(1− y)1+α/2+ǫ
)(
k∑
v=0
β
(α)
k−v
N−α/2−ǫ
(1 − x)α/2+ǫ
)
(22)
d’o`u` pour tout 0 < δ1 < δ2 < 1 on a |T2,k,lR| = o(N
α−1) uniforme´ment sur pour x, y dans
[δ1, δ2].
Avec les notations ci-dessus supposons maintenant que x ∈ [δ1, δ2] et y ∈ [δ2, 1]. Nous pouvons
de´composer T2,k,l,R en deux sommes, Σ1 et Σ2 avec
Σ1 =
l−[Nδ1]∑
u=0
β
(α)
l−uR
l−u
k∑
v=0
β
(α)
k−vR
k−v
+∞∑
m=0
+∞∑
w2m=0
γ¯1,−(w2m+N+1−v),R
+∞∑
w2n−1=0
γ2,w2m+w2m−1+N+1,R · · ·
+∞∑
w0=0
γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R.
et
Σ2 =
l∑
u=l−[Nδ2]+1
β
(α)
l−uR
l−u
k∑
v=0
β
(α)
k−vR
k−v
+∞∑
m=0
+∞∑
w2m=0
γ¯1,−(w2m+N+1−v),R
+∞∑
w2n−1=0
γ2,w2m+w2m−1+N+1,R · · ·
+∞∑
w0=0
γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R.
On a comme pre´ce´demment Σ1 = O(N
α−1−ǫ). Par contre on peut e´crire, pour u ∈
[
[Nδ2] +
1, N
]
+∞∑
w0=0
γ1,−(w1+w0+N+1)γ2,w0+N+1−u,R ≤
+∞∑
w0=0
C2
(N + 1)1+
α
2
+ǫ
C2
(w0 + 1)1+ǫ
≤ Aǫ
C2
(N + 1)1+
α
2
+ǫ
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avec Aǫ =
+∞∑
w0=0
C
(w0 + 1)1+ǫ
. On obtient alors un re´el C ′tel que
Σ2 ≤
(
l∑
u=0
β
(α)
l−u
C ′
(N + 1)1+α/2+ǫ
)(
k∑
v=0
β
(α)
k−v
C ′
(N + 1− v)α/2+ǫ
)(
+∞∑
m=0
(
AC ′
Nα/2+ǫ
)2m)
,
et on retrouve Σ2 = o(N
α−1) et donc T2,k,l,R = o(N
α−1) uniforme´ment pour tout (x, y) dans
[δ1, δ2]× [δ2, 1].
Supposons maintenant y ∈ [0, δ1]. On a toujours l’e´quation (22) et
l∑
u=0
|β
(α)
l−u| ≤ Kδ1N
α, ou` Kδ1
est une constant qui ne de´pend que de δ1. On obtient donc encore une fois T2,k,l,R = o(N
α−1)
uniforme´ment pour tout (x, y) dans [δ1, δ2]× [0, δ1].
Nous pouvons donc e´noncer la proposition 4
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