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Abst rac t - -A  search for a target whose motion is a diffusion process in a plane is considered. Let £t 
denote the event: there is no detection during [t, T] and the target stays, during the whole of It, T], in 
a given domain D. Two cases are dealt with in this paper. In the first case, the motion of the target 
is uncontrolled, and in the second case, the target controls the change of the rate of its direction in 
such a manner as to maximize Prob ~t. The searcher trajectory is prescribed and depends on some 
parameters. A numerical study is carried on, for both cases, to investigate the dependence of Prob 
£¢ on these parameters. 
1. INTRODUCTION 
The search for a moving object received considerable attention since World War II and it is still 
of interest; see, for example, [1-3] and the references cited there. In this work, it is assumed that 
the moving object (target) moves as a diffusion process in the plane, and that the searcher moves 
along a given search pattern in a plane parallel to, and above, the plane in which the target 
moves. Two cases are considered here. In the first one, the target's drift moves along a straight 
line in the plane and the problem is to compute the probability of the event £t = { There is no 
detection during the time interval It, 7] and the target stays during the whole of this interval in a 
given domain D located in its plane of motion}. In the second case, the target steers by choosing 
the rate of change of its direction in such a manner as to maximize Prob St, and the problem 
is to compute maxv Prob St, where v is the control function of the target (that is, the rate of 
change of the target's direction). 
The search for a target whose motion is a diffusion process is dealt with in [3-5]. In these 
references, the emphasis is on finding the conditional probability density function (PDF) of the 
target's tate, conditioned on the event that no detection occurred uring the time interval [0, t). 
Once this PDF is known, then the probability of finding the target during the time interval (0,t] 
can be computed. 
In this work, by using techniques of stochastic differential equations [6], equations are derived 
for computing directly Prob St or maXv Prob £t. Assuming that the searcher follows a trajectory 
which can be chosen from two families of search patterns, a numerical study is carried on to 
investigate the dependence of Prob St and maxv Prob St on some parameters of the search 
patterns. 
2. FORMULAT ION OF THE SEARCH PROBLEM 
Consider a randomly moving target, whose kinematics is described by the following vector 
stochastic differential equation, 
dz(t) = f(x(t), v(t, x(t))) dt + G dW(t), t > 0, (1) 
where W = {W(t),t > 0} is an R"-valued standard Wiener process; z E R n, v: [0,oo) × R n ~ R m 
is a bounded and measurable function, f :  R n × [0,oo) × R m ~ R n is a bounded and measurable 
function, and G = diag(al , . . .  ,on), where ~i > 0; i = 1, . . . ,  n. 
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Hence, [6, Eq. (1)] determine a family of stochastic processes ~'= = {~,=(t) = (~',=,(t) , . . . ,  
v ~,,=.()),  t E [0,oo)}, (s,z) E [0, oo) x It", and an associate family of probabihty measures 
{P:,r,(s, z) E [0, oo) x II"} on n = C([0, oo); lt'~), such that P:,= is the solution to the martingale 
problem for £.t(v), 
z,(,,) = ~. f , (= , , , ( t ,=  + ,"~ o=~' (2) 
i=1 "= 
and has the following properties: 
(a) P:,A{C,A') = =, 0 < t < d)  = 1, (3) 
(b) The expression /' F(C,.(t)) - L.(v) F(C,A,,))d,~, (4) 
is a P~=-martingale after time s for all F E C~(R") .  
In this work, it is assumed that the searcher moves along a prescribed trajectory S = 
{S(t), t > O} in N". The detection function ¢(a, b) is defined so that 
¢(a, b)At = 
Prob ({detection of the target during (t,t + At) I C,=(t) = .  and S(t) = b}) + o(At). (5) 
It is assumed here that ¢:  It" x R" --+ R is a bounded and continuous function. Let Q~,x(t) be 
the probability that the target has not been detected uring Is,t], given ~,~ =(A), S(A), ~ q [s,t]; 
then, it is easy to show that 
QV,=(t) = exp -- ¢(;s,=( ) ,S(~))d~ . (6) 
Note that {Q~,=(t),t > s} is a stochastic process. Let D be an open and bounded set in R n. 
Denote by ~-(s, x; v) the first exit time after s of Csv,= from D. Also, define the following class of 
admissible feedback control laws: 
U :"- 
{v: v: [0, or) x R n ---* R m is bounded and measurable and sup E~s,z l"(s, z; v) < c~}, 
(s,=)E[0,co)xD 
(7) 
where E~,~ denotes the expectation operator with respect o P~,=. 
Define the following functional 
v E U, (t, z) E [0, T] x R", where T, 0 < T < co, is a given number. 
In other words, roughly speaking, 
(8) 
V(t, x; v) = Prob{The target is in D during It, T] and 
no detection occurs during this time interval I ~t,=(t) = z, 
and the control law v is being applied during It, T]}. 
(9) 
In this work two problems are addressed. First, the computation of V(.,-;v) for a given v E U, 
and second, the computation of V(., .; v °) where 
v( t ,=;¢)  = max v(t,=;,,), (t,=) E [O,T] x D, 
vEUo 
(1o) 
and U0 is a subset of U. 
Randomly moving object 43 
3. COMPUTATION OF V(.,.;v) AND V(.,.;v °) 
Let 7) denote the class of all functions V : [0, T] x R n --* H such that V is continuous on [0, TI x D,  
V • CI'2([0,T) x D) and such that OV/~t-Ff..,(v)V - ¢(.,.) V • L2([0,T) x D) for any v • U. 
Let v • U and V • 7). Then, by applying Ito's formula [6] to the expression 
exp( - f '¢ ( , , , , (A) ,S(A) )dA)  V(t, z), 
and using the notation r(s) = r(s, z; v) and ~(t) = ~',~(t) if follows that 
/T^~'O> [OV(~(t ) )  +Z~i(v)V(L((t)) ¢(¢(t), S(l~))V(t,,(t))] Q,,i(t)dt (11) + E~,,= - 
, i$  
r(s)). By using Equation (11), Lemma 1 follows straightforwardly. where TAr(s) = min(T, 
LEMMA 1. 
Let v • U and V • 7) 
Then 
satisfy: 
ov( t ,=)  O~ + £,(v) V(L z) - ¢(z, S(t)) V(L z) = 0, (t, z) • [s, T) x D; (12) 
v(t,  =) = o, (t, =) • [,, T] x D °, (whe, e D ° denotes the complement of D), (13) 
V(T ,z )= l ,  z•O.  (14) 
/ ( J /  ) v( . ,=)  = exp - ¢ (C , . (0 ,S (0)  dt (,~) P:,.(d,,,), 
{w • f~: T < r(s, x; v)(w)} 
= v( , ,  =: ~), (,, =) • [o, T] x D. 
(15) 
LEMMA 2. 
Let V E 7) sat/sly equations (13)-(14) and 
r °v(t,x) ] max +£, (v)V(~,z) -¢(x ,S( t ) )V( t ,=)  = O, (Lz)  e [s,T) x D. (16) 
vEUo 
Then 
V(t,x) = V(Lz;v*) = max V(t, z; v), (t ,z) • [s,T] x D. (17) 
vEUo 
PROOF. The proof follows in the same manner as the proof to [7, Theorem 4.1]. | 
4. EXAMPLES 
In the sequel, the following detection function has been used. 
¢(¢(0, s(0)  = So ss(0 [s~(0 + (sic0 - ¢1(0) 2 + (s2(0 - ¢2(0)2] -3/2, (18) 
where ((~) = (v,,($), S(t) = (Sl(t), S2(t), Ss(t)), and So is a given positive number. The param- 
eter So depends upon the particular target ype and environmental conditions, and Ss(t) is the 
altitude of the searcher. This model for ¢ is used for airborne visual detection [5]. In the sequel, 
it is assumed that the searcher flies in a constant altitude H above a domain Do located in the 
horizontal plane. Thus, it is assumed here that 
- -a  a --b 
Do:= zlz2):-~-<zl<~, ~-<z2< , (19) 
where a and b are given posit ive numbers.  
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4.1. Example 1 
In this example, it is assumed that the target moves in the horizontal plane and that its motion 
is given by 
dxl = V0cosc~ dt+~odW1, t > 0, (20) 
dx2=V0s inadt+a0dW~,  t >0,  (21) 
where V0, a0 and c~ are given positive numbers. 
In this case, we take D = Do. Two families of search patterns S = {S(t), t _> 0} are considered. 
These trajectories are illustrated in Figures 1-5. 
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Figure 1. The search pattern from the first family of search patterns, 
for Tx = 600 sec. 
---"-> X 
4.2. Example 2 
In this example, it is assumed that the target moves in the horizontal plane and that it can 
steer its direction, that is 
dxl = Vo cos x3 dt + ~o dW1, 
dx2 = Vo sin x3 dt + ~ro dW2, 
dxs = v(t,x) Vol dt + a dW3, 
where Vo, ~o and a are given positive numbers. In this case 
D=DoxR 
t > o, (22) 
t > o, (23) 
t > o, (24) 
(2s) 
but Equation (12) (for a given control aw v(., .)) or Equation (16) (in the case where the target's 
goal is to maximize V(s, x; v), Equation (15)) are solved on D N A together, with the additional 
boundary conditions 
v(t, xl, ~2,-~) = v( t ,  ~ ,  ~2, ~), 
V(t ,  x l ,  x2, -~  - h3) = V( t ,  x~, x2, ~ - h3), 
V( t ,  x l ,  x~, ~r + hs) = V(t ,  x~, x~, -~  + h3), 
t ~ [~, T), 0 < h3 _< ~, (26) 
where 
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Figure 2. The search pattern from the first family of search patterns, 
for T= = 300 sec. 
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Figure 3. The search pattern from the first family of search patterns, 
for T= = 150 sec. 
x 
50000 
The set [70 is given here by 
~r 0 - -  
{veU: v: [0, ~)  x I~ --, R is measurable and I (t,x)l for @,=) x R3}, 
(28) 
where ~b0 is a given positive number. 
The same search patterns (Figures 1-5) as mentioned in Example 1 are used here. 
~.3. A Numerical Study 
In the sequel, it is assumed that the searcher moves with a fixed speed u0 = 60 m/s and that 
it flies in a constant altitude S3(t) = H = 100 m, for all t >_ 0, Also, the following parameters 
have been used during the computation: ',I0 = 0, 10 m/s, a = 10 s m, ~b0 = ~V0/180, T1 = 30 sec, 
b = 5 x 104 m, c~ = 0 rad, ~r02 = V0 x 10 -e,  ~r2 = V0 x 10 -s .  The following notation is being used 
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Figure 4. The search pattern from the second family of search patterns, 
for T= = 300 sec. 
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Figmre 5. The search pattern from the second family of search patterns, 
for T~ = 150 sec. 
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here: D~ := DnR~,  n = 2,3, where 
R~ = {(ihl,jh2): i , j  = 0 ,4 -1 ,4 -2 ,  . . .} ,  (29)  
.~, = {(ihl, p,~, kh3): i, j, k = O, 4-z, +2, . . .  }, (SO) 
T~ = {The amount of time that the searcher moves along a segment in the 
z i -d irect ion},  
{The amount of time that the searcher moves along a segment in the 
x2-direction}, 
{The amount of time that the searcher moves along the segment z l  - 0 
at the beginning of its motion, Figs. 1-3}. 
= 
In the sequel, V(t, z)  (Example 1) and V(L, z; v*) (Example 2) are computed for different values 
of So (the detection parameter), V0 (the speed of the target) and Tz, the two families of search 
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Table 1. The  values of p~,h  for the cases where S = {S( t ) ,0  _< t <_ T}  is given by 
F igures 1-3. Here, h i  = h~ = 1000 m, A = 50 s, T~ = 400 s, and  N(D]) = 4851. 
Vo (m/sec) So Tz (sec) T(sec) P t  'h 
10 107 600 3666.7 0.33973 
10 0.0 600 3666.7 0.62661 
0.0 107 600 3666.7 0.50028 
10 107 300 6066.7 0.14627 
10 0.0 300 6066.7 0.38455 
0.0 107 300 6066.7 0.20429 
10 107 150 10666.7 0.00826 
10 0.0 150 10666.7 0.04053 
0.0 107 150 10666.7 0.03878 
0.0 0.0 150 10666.7 1.00000 
Table 2. The  values of p~,h  for the cases where S = {S(t),  0 <~ t <~ T} is give~ by 
F igures 1-3. Here, hi  = h2 = 250 m,  A = 10 s, T U = 400 s, and  N(D~) = 79401. 
Vo (m/,ec) So T. (,ec) T(,ec) p~, h 
10 107 600 3666.7 0.33769 
10 0.0 600 3666.7 0.63090 
0.0 107 600 3666.7 0.48933 
10 107 300 6066.7 0.14343 
10 0.0 300 6066.7 0.39166 
0.0 107 300 6066.7 0.19151 
10 107 150 10066.7 0.00483 
10 0.0 150 10066.7 0.02094 
0.0 107 150 10066.7 0.03446 
Table 3. The values of p~,h for the cases where S -- {S(t), 0 <~ t <~ T} is given by 
Figures 4-5. Here, h i  = h2 = 1000 m, A = 50 s, Ty = 400 s, and  N(D~) = 4851. 
Vo (mlsec)  So T= (sec) T(sec) P t  'h 
10 107 300 6560 0.04490 
10 0.0 300 6560 0.33415 
0.0 107 300 6560 0.22077 
10 107 150 14840 0.1467 x 10 -5  
10 0.0 150 14840 0.1657 x 10 -4  
0.0 10 z 150 14840 0.02219 
Table 4. The values of P2 A'h for the cases where S = {S(t), 0 < t < T} is given by 
Figures 4-5. Here, hl  = h2 = 250 m,  A = 10 s, T u = 400 s, and  N(D~) = 79401. 
V0 (m/sec) So Tz (sec) T(sec) P t  'h 
10 107 300 6560 0.04691 
10 0.0 300 6560 0.34289 
0.0 107 300 6560 0.21845 
10 107 150 "14830 0.5525 X 10 -1° 
10 0.0 150 14830 0.1062 X 10 -9  
0.0 107 150 14830 0.02146 
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Table 5. The  values of P~'h  for the cases where S = {S(t),  0 < t < T} is given by 
Figures 1-3. Here, h i  = h2 = 1000m,  ha =*r /10rad ,  A _-- 50s ,  T u =4008,  and  
N(D~ N A) = 101871. 
V0 (m/see)  
10 
10 
0.0 
10 
10 
0.0 
10 
10 
0.0 
So T.(.e¢) T(sec) p#,h 
107 600 3666.7 0.84209 
0.0 600 3666.7 0.97589 
107 600 3666.7 0.49867 
107 300 6066.7 0.73120 
0.0 300 6066.7 0.97585 
107 300 6066.7 0.20288 
107 150 10666.7 0.53996 
0.0 150 10666.7 0.97582 
107 150 10666.7 0.03868 
Table 6. The  values of p#,h  for the cases where S = {S(t),  0 < t < T} is given by 
F igures 1-3. Here, h i  = h2 = 500m,  h3 = ~r /20rad,  A = 30s ,  T v = 400a ,  and  
N(D~ n A) ---- 8077'41. 
10 
10 
0.0 
10 
10 
0.0 
10 
10 
0.0 
So T~:(sec) T(sec) P3 a 'h  
107 600 3666.7 0.83274 
0.0 600 3666.7 0.98716 
107 600 3666.7 0.47130 
107 300 6066.7 0.74231 
0.0 300 6066.7 0.98716 
107 300 6066.7 0.18340 
107 150 10666.7 0.57928 
0.0 150 10666.7 0.98716 
107 150 10666.7 0.03522 
Table 7. The  values of Pz ~'h for the cases where S = {S(t),  0 < t 
F igures 4-5. Here, h i  = h2 = 1000 m, ha = r /10  tad,  A = 50 s, 
N(D~ n A) = 101871. 
Vo (m/see) So T~ (sec) T(sec) pz~,h 
10 107 600 3950 0.77217 
10 0.0 600 3950 0.97589 
0.0 107 600 3950 0.42487 
10 107 300 6560 0.69661 
10 0.0 300 6560 0.97584 
0.0 107 300 6560 0.21943 
10 107 150 14840 0.54285 
10 0.0 150 14840 0.97581 
0.0 107 150 14840 0.02212 
< T} is 0yen by 
T~ = 400 s, and  
patterns. Note that for the case where So = 0, 
V(t, z; v) = P~x({w e ~: T < r(t, z; v)(w)}), (t, z) e [0,7"] x D, (31) 
for both examples, (where in Example 1, v = {a(t) = constant, t > 0}). That is, this is a case 
where no detection can be made by the searcher, and V(t, z; v) is the probability that the target 
is in D during It, T], given that (~,x(t) = z E D and that the control law v is being applied by 
the target during It, T]. 
Equations (12)-(14) (Example 1) or Equations (13)-(14) and (16) (Example 2) have been solved 
here using an upwind finite-difference method on [0, T] x D~ (Example 1) or on [0, T] x (D R NA), 
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Table 8. The values of p~,h for the cases where S -- {S(t),O < t < T} is give~t by 
Figures 4-5. Here, hi  = h2 = 500 m, h3 = Ir/20 rad, A = 30 s, T~ = 400 s, and 
N(D~ rt A) -- 807741. 
Vo(m/.c) 
10 
10 
0.0 
10 
10 
0.0 
10 
10 
0.0 
So T.(sec) p ,h 
107 600 3975 0.76610 
0.0 600 3975 0.98716 
107 600 3975 0.40070 
107 300 6560 0.69708 
0.0 300 8560 0.98716 
107 300 6560 0.20758 
107 150 14825 0.57227 
0.0 150 14825 0.98716 
107 150 14825 0,02120 
49 
together with the boundary conditions (26) (Example 2), respectively. This method is described 
in [7]. 
Denote by VA,h( ., .) and vA'h( ., .;v*) the solutions to the finite-difference equations corre- 
sponding to Equations (12)-(14) (on [0, T] x D~) or (13)-(14), (16) and (26) (on [0, T] x (D 3 NA)). 
Define 
V ,h(0,x) 
p~,h := ~ g(D~) ' (32) 
~ED~ 
and 
(33) Pt'h:  = ~_~ N(D3nA)  ' 
zED~nA 
where N(D~) and N(D~ N A) denote the number of points in D~ and D~ f'l A, respectively. 
Extracts from the numerical results are presented in Tables 1-8. 
5. CONCLUDING REMARKS 
The results obtained in the numerical study conducted on Examples 1 and 2 illustrate the 
dependence of the search effort on the parameter T~ in the search pattern. Thus, Tables 1-8 
show that if Tx decreases, then V(0, .) (or V(0, .; v*)) decreases but the total time of the search 
is significantly increasing. The decrease of T~ means that the search effort is intensified, but the 
penalty then, is a much longer search time. Thus, the choice of Tx involves a trade-off between 
the success of the search on D and the duration of the search. 
A similar numerical study can be conducted for any search pattern that depends on a set of 
parameters. 
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