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a b s t r a c t
In this paper we implement the moving mesh PDE method for simulating the blowup in
reaction–diffusion equations with temporal and spacial nonlinear nonlocal terms. By a
time-dependent transformation, the physical equation is written into a Lagrangian form
with respect to the computational variables. The time-dependent transformation function
satisfies a parabolic partial differential equation — usually called moving mesh PDE
(MMPDE). The transformed physical equation andMMPDE are solved alternately by central
finite differencemethod combinedwith a backward time-stepping scheme. The integration
time steps are chosen to be adaptive to the blowup solution by employing a simple and
efficient approach. The monitor function in MMPDEs plays a key role in the performance
of the moving mesh PDE method. The dominance of equidistribution is utilized to select
the monitor functions and a formal analysis is performed to check the principle. A variety
of numerical examples show that the blowup profiles can be expressed correctly in the
computational coordinates and the blowup rates are determined by the tests.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Moving mesh methods have been proved to be very efficient in resolving singular solutions to reaction–diffusion
equations. We are interested in implementing the moving methods to solving blow-up reaction–diffusion equations with
nonlocal nonlinear terms.
In particular, we consider problems with nonlocal reaction terms in time:
ut − uxx = f
(
u(x, t),
∫ t
0
g(x, t, s, u(x, s)) ds
)
, t > 0, x ∈ Ω ⊂ R, (1)
with homogeneous boundary condition u|∂Ω = 0 and initial condition u(x, 0) = u0(x). This type of equation is also called
Volterra integro-differential equation which arises in many applications [9]. This equation is usually regarded as the mid-
state between parabolic and hyperbolic equations (see cf. [8,14]). This equation (with weakly singular kernel and neutral
terms) also closely relates to the time fractional differential equations, where the fractional derivatives are given by either
the Riemann–Liouville derivative
Dβt u(x, t) = 1
Γ (m− β)
∂m
∂tm
∫ t
0
(t − τ)m−β−1u(x, τ ) dτ , β ∈ (m− 1,m),
or the Caputo derivative
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Dβt u(x, t) = 1
Γ (m− β)
∫ t
0
(t − τ)m−β−1 ∂
mu(x, τ )
∂τm
dτ , β ∈ (m− 1,m),
where m ∈ Z+ (see e.g., in [11,12]). Part of the blowup theory for the time fractional ordinary differential equations is
investigated in [23], while, to the best our knowledge, the blowup theory for the time fractional partial differential equations
is completely unknown. The numerical simulation (using moving mesh methods) will be an interesting and challenging
topic. In this paper we only simulate the blowup with the theories given by e.g., [28,26,19,15,3,22].
In addition, we study problems with nonlocal reaction terms in space:
ut − uxx = f
(
u(x, t),
∫
Ω
g(t, u(y, t)) dy
)
, t > 0, x ∈ Ω ⊂ R, (2)
with u|∂Ω = 0 and u(x, 0) = u0(x). The readers are referred to e.g., [6,29,27,28,1,13,2] and the references therein for the
mathematical theory of blowup.
As shown in the blowup theories, with sufficiently large initial data and other particular assumptions, the solutions of
problems (1) and (2) will become infinite as t → T at one or several spatial locations. This phenomenon is called finite
time blowup. The counter PDE (without nonlocal terms) with blowup has been understood thoroughly due to the findings
of self-similar properties. In general such self-similarity in blow-up equations with nonlocal terms has not yet been found.
Hence it becomes much challenging to develop the blowup theory and perform effective numerical simulations.
In this paper, we study the moving mesh PDE (MMPDE) methods, which are widely admitted to be successful in solving
blowup problems (see e.g., [7,5,24,25,16]), for simulation of the blowup in nonlocal reaction–diffusion equations — (1)
and (2). To be more precise, define a time-dependent transformation x(ξ , t) from computational coordinate ξ to physical
coordinate x such that it satisfies a parabolic PDE — MMPDE6 (see e.g., [17]):
− τ ∂
2x˙
∂ξ 2
= ∂
∂ξ
(
M
∂x
∂ξ
)
, (3)
with x(0, t) and x(1, t) being the left and right boundaries of Ω , respectively, where M = M(x, t) is the monitor function
that depends on the physical solution and used for controlling mesh concentration, and τ > 0 is a parameter used for
adjusting the response time of mesh movement to changes in M . The idea of moving mesh method originates from the
equidistribution principle (see e.g., in [10]). The continuous form of equidistribution principle is employed in [17]:
0 = ∂
∂ξ
(
M
∂x
∂ξ
)
.
Unfortunately this equidistribution principle cannot be realized in practice. Huang et al. [17] add a stabilization term−τ ∂2 x˙
∂ξ2
to the left-hand-side term of the above equation, then it becomes MMPDE6. The authors [17] also derive other six labeled
MMPDEs in a similar manner.
Using the transformation x(ξ , t), we recast Eqs. (1) and (2) into a Lagrangian form
˙(xξu)− (x˙ξu+ x˙uξ )− (uξxξ
)
ξ
= xξ (nonlocal term), (4)
where the right-hand side corresponds to the nonlocal reaction terms with replacement of x by x(ξ , t). The solution
u in computational coordinate ξ is smooth and thus can be efficiently solved using uniform meshes. Combining the
transformed equation with the MMPDE6 forms a highly coupled nonlinear system for unknown functions u and x. The
two equations in the system are solved alternately by finite difference methods for computational coordinates ξ and time t .
Paper [18] analyzes thismovingmeshmethod for the problemswith linear nonlocal reaction terms and proves second-order
convergence in space and first-order convergence in time.
Nowwe are in a position to discuss themonitor functionM in theMMPDE6.We considermonitor functions of the general
forms
M(x, t) = uγ , for which the reaction term is the functional of up (5)
or
M(x, t) = (exp(u))γ , for which the reaction term is the functional of exp(u), (6)
where γ > 0 is a parameter. The key toMMPDEmethod is to determine themonitor function, that is, decide the value of the
constant γ . Paper [7] uses scaling invariance of theMMPDEwith sufficiently small time instance τ , consistent with a similar
property of the physical PDEs (without nonlocal terms), to determine the value of γ . However the approach for PDEs is not
applicable to the nonlocal equations, since the scaling invariance is not known. Recently paper [16] proves that the scaling
invariance is neither necessary nor sufficient to simulate blowup in reaction–diffusion equations. Instead, the dominance of
equidistribution is not only sufficient but also necessary condition for constant τ . The dominance of equidistribution means
that the asymptotic behavior of ∂
∂ξ
(
M ∂x
∂ξ
)
dominates the other terms in MMPDE as t → T . In this paper, we will use the
dominance of equidistribution to determine the value of γ in the monitor functions. In the process, a formal analysis —
dimensional analysis (see e.g., [4]) is used to examine the dominance of equidistribution.
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In the following Sections 2 and 3, we study the problems with nonlocal terms in time and in space as well. We give the
additional comments and conclusions in the final section.
2. Problems with nonlocal reaction terms in time
2.1. Dimensional analysis and monitor functions
In this section we study three particular examples for equations with temporal nonlocal terms (1).
One example is
ut − uxx =
∫ t
0
up(x, s) ds, t > 0, x ∈ Ω ⊂ R, (7)
with boundary and initial conditions: u|∂Ω = 0, u(x, 0) = u0(x). The blowup theory for this equation is first studied in [26]:
if p > 1 and the initial function u0 ≥ 0, then the solution has finite time blowup. Later in [28] (compare also [20]) the
authors prove the blowup rate:
max
x∈Ω
u(x, t) ≈ (T − t)−2/(p−1), as t → T , (8)
if the initial function has the form: u0 = λΦ , with sufficiently large positive constant λ and with positive function Φ
satisfying thatΦ ∈ C2(Ω),Φ|∂Ω = 0; moreover there exists , σ > 0 such that
Φxx ≥  dist(x, ∂Ω), for all x ∈ Ω such that dist(x, ∂Ω) ≤ σ .
In the following we will perform the dimensional analysis on the physical equation and MMPDE6. Following paper [16], we
denote the dimensions of variables u, t , and x by [u], [t], and [x], respectively. Then, the dimensions of the terms ut , uxx, and∫ t
0 u
p(x, s) ds in the equation are given by
[ut ] = [u][t] , [uxx] =
[u]
[x]2 ,
[∫ t
0
up(x, s) ds
]
= [t][u]p.
The fact that all terms in the physical PDE are dimensionally homogeneous implies that
[u]
[t] =
[u]
[x]2 = [t][u]
p.
Let β = 1/(p− 1). Then this gives the dimension relations
[x] = [t] 12 , [u] = [t]− 2p−1 = [t]−2β . (9)
We now analyze the dimensions of MMPDE6. The dimensional equation for MMPDE6 is
[τ ] [x]
[t] = [M][x],
or after simplification,
[τ ]
[t] = [M]. (10)
For the monitor function in the form (5), the equation becomes
[τ ]
[t] = [u]
γ , (11)
and using (9),
[τ ] [t]2βγ−1 = 1. (12)
This indicates that the magnitude of the left-hand-side term of MMPDE6 in (3) is of order [τ ] [t]2βγ−1 compared to that of
the right-hand-side term. For the situation where τ is taken as constant, we have [τ ] = 1. In addition, for problem (7), the
time scale can be taken as [t] = T − t (see e.g., [28]), which becomes increasingly small as t → T . Then from (12) we can
see that the left-hand-side term is vanishing as t → T when 2βγ > 1. In this case, the equidistribution term dominates
and thus MMPDE6 has the dominance of equidistribution. The critical case is 2βγ = 1, in which case the dominance of
equidistribution happens only when τ is sufficiently small.
The second example we consider is
ut − uxx =
∫ t
0
up(x, s) ds− uq, t > 0, x ∈ Ω ⊂ R, (13)
with initial function u(x, 0) = u0 and zero boundary conditions. The blowup theory for this equation is studied in [26]:
Assume that p > q ≥ 1, and u0 ∈ C1(Ω), u0 ≥ 0, u0|∂Ω = 0. Then the solution blows up in finite time.
After performing a similar dimensional analysis, we conclude that the dimension is balanced for the case p = 2q− 1. In
this case, for the monitor function of the form (5), it requires that 2βγ ≥ 1. For the case p 6= 2q − 1, let v + w = u. Then
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Table 1
Monitor functionsM = uγ for Eqs. (7), (13) and (16).
Eq. (7) with p > 1 Eq. (13) with p > q ≥ 1 Eq. (16) with p, q ≥ 1
γ ≥ p−12
γ ≥ p−12 if p = 2q− 1; γ ≥ p+q−12γ ≥ max { p−12 , q− 1} if p 6= 2q− 1
we can split Eq. (13) into two equations:
vt − vxx =
∫ t
0
up(x, s) ds; (14)
wt − wxx = −uq. (15)
Note that [v] = [w] = [u]. Then for (14) and (15), the dimensional equations are given respectively by
[u]
[t] =
[u]
[x]2 = [t][u]
p,
and
[u]
[t] =
[u]
[x]2 = [u]
q.
Therefore, combining the dimensional Eq. (11) for MMPDE6, we obtain a sufficient condition for dominance of
equidistribution, 2βγ ≥ 1 and ηγ ≥ 1, η = 1/(q − 1) (when equalities hold, τ has to be sufficiently small to keep
the dominance of equidistribution). Hence for Eq. (13), it requires that γ ≥ max{1/(2β), 1/η} to guarantee the dominance
of equidistribution.
The last example in this section is
ut − uxx =
(∫ t
0
up(x, s) ds
)
uq(x, t), t > 0, x ∈ Ω ⊂ R, (16)
subject to the same initial and boundary conditions as the above examples. The finite time blowup theory is given in [15]
for p, q ≥ 1 and for sufficiently large initial data.
The dimensional analysis gives that
[u]
[t] =
[u]
[x]2 = [t][u]
p+q.
Therefore combining with the dimensional analysis of MMPDE6, we obtain 2γ /(p+ q− 1) > 1 to guarantee dominance of
equidistribution, and for the critical situation 2γ /(p+ q− 1) = 1, τ has to be sufficiently small.
We summarize the above results in Table 1.
2.2. Numerical experiments
LetΩ = (0, 1). We give the numerical results for examples (7) and (13) with initial conditions u0 = 20 sin(pix), and (16)
with u0 = 100 sin(pix). Let N be the number of spatial mesh points and
0 = t0 < t1 < · · · < tn−1 < tn < · · ·
be the time mesh. Moreover denote 1tn = tn+1 − tn. In the tests for (7) and (13), we take N = 81, and for (16), N = 101.
Introduce notations
xnj = x(ξj, tn), unj ≈ u(xnj , tn).
Then we describe the solution process in the following algorithm.
Algorithm 1. Given that the solution and mesh at tk level – {ukj , xkj }, k = 0, 1, . . . , n, we compute the solution and mesh at
tn+1 level – {un+1j , xn+1j } by the following steps.
Step 1: Solve the physical Eq. (1) at the fixed mesh {xnj } over [tn, tn+1] by
u˜n+1j − u˜nj
1tn
= 2
xnj+1 − xnj−1
[
u˜n+1j+1 − u˜n+1j
xnj+1 − xnj
− u˜
n+1
j − u˜n+1j−1
xnj − xnj−1
]
+ f
˜un+1j ,
n∑
k=0
1tk
g
(
xnj , tn+1, tk,
N∑
j=1
u˜kj φ
k
j (x
n
j )
)
+ g
(
xnj , tn+1, tk+1,
N∑
j=1
u˜k+1j φ
k+1
j (x
n
j )
)
2
 (17)
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with u˜kj = ukj , k = 0, 1, . . . , n, where φkj (x)(j = 1, . . . ,N) are the piecewise linear nodal basis functions based on the points
xkj , for j = 1, . . . ,N .
Step 2: Solve the MMPDE6 (3) by
− τ (x
n+1
j+1 − 2xn+1j + xn+1j−1 )− (xnj+1 − 2xnj + xnj−1)
1tn
= M (˜u
n+1
j )+M (˜un+1j+1 )
2
(xn+1j+1 − xn+1j )−
M (˜un+1j−1 )+M (˜un+1j )
2
(xn+1j − xn+1j−1 ). (18)
Step 3: Solve the transformed Eq. (4) by
(xn+1j+1 − xn+1j−1 )un+1j − (xnj+1 − xnj−1)unj
1tn
= 2
[
un+1j+1 − un+1j
xn+1j+1 − xn+1j
− u
n+1
j − un+1j−1
xn+1j − xn+1j−1
]
+
[
xn+1j+1 − xnj+1
1tn
− x
n+1
j−1 − xnj−1
1tn
]
un+1j +
xn+1j − xnj
1tn
(un+1j+1 − un+1j−1 )+ (xn+1j+1 − xn+1j−1 )
× f
un+1j ,
n∑
k=0
1tk
g
(
xn+1j , tn+1, tk,
N∑
j=1
ukj φ
k
j (x
n+1
j )
)
+ g
(
xn+1j , tn+1, tk+1,
N∑
j=1
uk+1j φ
k+1
j (x
n+1
j )
)
2
 . (19)
During the solution process, we choose the integration time step1tn = tn+1 − tn as
1tn = dt[max
(j)
{unj }]γ ′
, (20)
where dt is a small positive constant, γ ′ is a positive constant.
We take problem (7) as an example to illustrate the efficiency of the method for choosing the time steps. Let
γ ′ = 1
2β
+ κ, with 0 ≤ κ ≤ 1.
Then using (8) we obtain that
1tn = dt[max
(j)
{unj }]γ ′
≈ dt[max
Ω
{u(x, tn)}]γ ′ ≈
dt
[max
Ω
{u(x, tn)}]κ (T − tn),
and applying Taylor’s theory
max
Ω
{u(x, tn+1)} −max
Ω
{u(x, tn)} ≈
(T − tn)− dt[max
Ω
{u(x, tn)}]κ (T − tn)
−2β − (T − tn)−2β
≈ 2β dt[max
Ω
{u(x, tn)}]κ (T − tn)
−2β
≈ 2βdt(T − tn)−2β(1−κ).
In the critical case κ = 1, we have
max
Ω
{u(x, tn+1)} −max
Ω
{u(x, tn)} ≈ 2βdt.
Then maxΩ{u(x, t)} is increased by nearly a constant size as the time evolves. Meanwhile, for the other critical case κ = 0,
the peak value of the solution is increased proportionally to the blowup rateO((T−t)−2β). For small negative κ , i.e., γ ′ < 12β ,
the solution value increases too fast to capture the blowup profile, while for large κ > 1, i.e., γ ′ > 12β + 1, the time step is
too small and thus the integration is too slow. Therefore, the practical value of γ ′ should be between 12β and
1
2β + 1. In fact
our experiment shows that for the choice γ ′ < 12β the program ceases running before reaching the blowup peak.
We summarize the numerical results for (7) with p = 2 and p = 4 in Table 2, for (13) with {p = 3, q = 1} and
{p = 3, q = 2} in Table 3, and for (16) with {p = 1, q = 1}, {p = 1, q = 2}, {p = 2, q = 1} in Table 4. The blowup time
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Fig. 1. Figs. for (7) with p = 2.
Fig. 2. Figs. for (7) with p = 4.
Table 2
Summary of numerical results for (7).
p γ , τ , γ ′, dt Blowup time Blowup rate (T − t)−σ Figures
2 0.7, 1, 0.6, 0.5 6.703495010970e0 σ = 1.9940 Fig. 1
4 1.5, 1e-3, 1.505, 1e-2 2.062736979605e-2 σ = 0.6660 Fig. 2
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Fig. 3. Figs. for (13) with p = 3, q = 1.
Fig. 4. Figs. for (13) with p = 3, q = 2.
Table 3
Summary of numerical results for (13).
p, q γ , τ , γ ′, dt Blowup time Blowup rate (T − t)−σ Figures
3, 1 1, 1e-3, 1.05, 1e-2 1.959739831932e-1 σ = 0.9973 Fig. 3
3, 2 1, 1e-3, 1.05, 1e-2 6.897727699391e-1 σ = 0.9950 Fig. 4
J. Ma et al. / Journal of Computational and Applied Mathematics 230 (2009) 8–21 15
Table 4
Summary of numerical results for (16).
p, q γ , τ , γ ′, dt Blowup time Blowup rate (T − t)−σ Figures
1, 1 0.7, 1, 0.6, 5e-2 5.437117205300e-1 σ = 1.9974 Fig. 5
1, 2 1.2, 1e-2, 1.2, 5e-2 1.414864946512e-2 σ = 0.9765 Fig. 6
2, 1 1.2, 1e-3, 1.2, 5e-2 2.036640861114e-2 σ = 0.9986 Fig. 7
Fig. 5. Figs. for (16) with p = 1, q = 1.
Fig. 6. Figs. for (16) with p = 1, q = 2.
is approximately the termination time using a large number of spatial mesh points and integrating for a long time till the
maximum value of solution attains around 1015. Usually the blowup rate has the form
umax ≈ (T − t)−σ .
Therefore, the value of σ can be given by
σ =
∣∣∣∣ log 10(umax)log 10(T − t)
∣∣∣∣ .
The constant τ in MMPDE6 is given by a value between 10−3 and 1, the parameter γ ′ in the time-step formula (20) is
adjusted accordingly from p−12 to
p−1
2 + 1 for (7) and (13), and from p+q−12 to p+q−12 + 1 for (16). The monitor function is
taken as the formM = uγ with γ determined by Table 1.
The figures on ξ v.s. u/umax show that the blowup profiles can be represented by functions of ξ . The figures on mesh
trajectories indicate that the mesh evolves properly in accordance with the blowup motion. The figures on x v.s. u elucidate
that the physical solutions have self-similar properties. The slopes of the lines — log 10(T − t) v.s. log 10(u/umax) give the
blowup rates.
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Fig. 7. Figs. for (16) with p = 2, q = 1.
3. Problems with nonlocal reaction terms in space
3.1. Dimensional analysis and monitor functions
We consider the equation
ut − uxx = up −
∫
Ω
uq(y, t) dy, t > 0, x ∈ Ω ⊂ R, (21)
with u|∂Ω = 0, u(x, 0) = u0(x). It is proved by [27] (compare also [29]) that if p > q ≥ 1 for sufficiently large initial data,
the solution has finite time blowup with the rate
max
x∈Ω
|u(x, t)| ≈ (T − t)−1/(p−1), as t → T .
Moreover if p = q > 1, for sufficiently large initial data, the solution blows up with the same rate (see cf. [29,28]). Paper [6]
gives a proof for p = q = 2 with an integral constraint.
Let v + w = u. Then we can split Eq. (21) into two equations:
vt − vxx = up; (22)
wt − wxx = −
∫
Ω
uq(x, s) ds. (23)
Note that [v] = [w] = [u]. Then for (22) and (23), the dimensional equations are, respectively,
[u]
[t] =
[u]
[x]2 = [u]
p,
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Table 5
Monitor functionsM = uγ for Eq. (21) andM = (exp(u))γ for Eq. (24).
Eq. (21) with p > q ≥ 1 Eq. (24) with 0 < p < 1
γ ≥ max{p− 1, q− 1} γ ≥ 1−p1+σ
Table 6
Summary of numerical results for (21).
p, q γ , τ , γ ′, dt Blowup time Blowup rate (T − t)−σ Figures
2, 1 1.2, 1e-2, 1.25, 5e-2 9.016158665247e-2 σ = 0.9979 Fig. 8
3, 2 2.0, 1e-4, 2.2, 1e-2 2.052723443594e-3 σ = 0.4999 Fig. 9
Fig. 8. Figs. for (21) with p = 2, q = 1.
and
[u]
[t] =
[u]
[x]2 = [u]
q.
Therefore, combining the dimensional Eq. (11) for MMPDE6 we obtain a sufficient condition for dominance of
equidistribution, βγ ≥ 1 and ηγ ≥ 1, η = 1/(q − 1) (when equalities hold, τ has to be sufficiently small to keep
the dominance of equidistribution). Hence for Eq. (21), it requires that γ ≥ max{1/β, 1/η} to keep the dominance of
equidistribution.
In addition, we study equation of the form, see e.g., [2],
ut − uxx = exp(u)(∫
Ω
exp(u(y, t)) dy
)p , 0 < p < 1, t > 0, x ∈ Ω ⊂ R, (24)
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Fig. 9. Figs. for (21) with p = 3, q = 2.
Table 7
Summary of numerical results for (24).
p γ , τ , γ ′, dt Blowup time Blowup rate eumax = (T − t)−σ Figures
0.2 1, 0.1, 1.2, 0.5 3.027592917836e-4 σ = 1.1216 Fig. 10
0.5 1, 0.1, 1, 1 1.945134299942e-2 σ = 1.4745 Fig. 11
with u|∂Ω = 0, u(x, 0) = u0(x).
The dimensional analysis gives that
[u]
[t] =
[u]
[x]2 =
[exp(u)]
[exp(u)]p ,
which derives that
[u][exp(u)]p−1 = [t]. (25)
Use monitor function of the formM = (exp(u))γ . Then (10) gives that
[τ ]
[t][exp(u)]γ = 1. (26)
Combining (25) with (26) and assuming that
max
x∈Ω
u(x, t) ≈ (T − t)−σ , as t → T , σ > 0,
we obtain that
[τ ][T − t]−γ (σ+1)−(p−1)p−1 = 1. (27)
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Fig. 10. Figs. for (24) with p = 0.2.
Hence it requires that
γ ≥ 1− p
σ + 1
to guarantee the dominance of equidistribution.
We summarize the results of this section in Table 5.
3.2. Numerical experiments
LetΩ = (0, 1) and take N = 101. We give the numerical results for problem (21) with initial condition u0 = 20 sin(pix),
and (24) with u0 = 10 sin(pix).
The solution process is given in Algorithm 1 with replacements of f terms in (17) and (19), respectively, by
f
(˜
un+1j ,
N∑
j=1
(xnj+1 − xnj )
g(tn+1, u˜n+1j )+ g(tn+1, u˜n+1j+1 )
2
)
and
f
(
un+1j ,
N∑
j=1
(xn+1j+1 − xn+1j )
g(tn+1, un+1j )+ g(tn+1, un+1j+1 )
2
)
.
For (21), the monitor function is given by M = uγ , where γ is given in Table 5. The numerical results which are
summarized in Table 6 are consistent with our desired results.
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Fig. 11. Figs. for (24) with p = 0.5.
For problem (24), the integration time step is given by
1tn = dt[max
(j)
exp(unj )]γ ′
.
The monitor function is of the form
M = (exp(u))γ ,
where γ is determined by Table 5. The numerical results are given in Table 7 and the figures are listed in the table. The
numerical results indicate that our MMPDE methods are efficient to resolve this type of blowup problems.
4. Conclusions
In this paper, we have implemented the moving mesh PDE methods to numerical simulation of the blowup in reac-
tion–diffusion equations with nonlinear nonlocal terms in space and time. The physical equation and theMMPDE are solved
alternately, unlike the traditional MMPDE methods (see e.g., [7,5,24,25,16]) solve the coupled system by an integration
solver — DASSL (see [21]). The problems we investigate in this paper have finite time blowup solutions at fixed single point.
Numerical results expose the self-similar properties in blowup solutions, though the general theory has not been found yet.
The more complex space–time coupled nonlocal reaction–diffusion equations are not included in the present work. In most
cases, such problems have global blowup solutions. Hence the gradient-based monitor functions should be used and a new
dimensional analysis should be performed in this situation. The in-depth investigation will be carried out elsewhere.
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