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СП ИСОК СО КРА Щ ЕНИ Й
ГА -  генетический алгоритм
ВГА -  вещественный генетический алгоритм
ДШ -  дерево Штейнера
ЛМДШ -  локально минимальное дерево Штейнера
МДШ -  минимальное дерево Штейнера
ОМДШ -  относительно минимальное дерево Штейнера
ЗШ -  задача Штейнера
ЕЗШ -  евклидова задача Штейнера
ОД -  остовное дерево
МОД -  минимальное остовное дерево
ТШ -  точка Штейнера
ЭА -  эволюционный алгоритм
ВЭА -  вещественный эволюционный алгоритм
GAP -  Gilbert Arborescence Problem (задача о дереве Гилберта)
GNP -  Gilbert Network Problem (задача о сети Гилберта)
SMTP -  Steiner Minimal Tree Problem (задача о минимальном дереве Штейнера)
ВВЕДЕНИЕ
Проблема Штейнера и её обобщения представляют большое семей­
ство задач оптимизации. Особое место среди них занимают задачи 
Ш тейнера (ЗШ) на плоскости: евклидова ЗШ (ЕЗШ); ЗШ с прямо­
угольной (манхэттеновской) метрикой; ЗШ на графе [1, 2]. Настоя­
щее пособие посвящено обобщению ЕЗШ, а именно, потоковой 
задаче Штейнера и эволюционным методам её решения. В первой 
главе приведены основные понятия, определения и математиче­
ские модели для евклидовой и потоковой ЗШ. Во второй главе рас­
смотрены: эволюционная модель и композитный эволюционный 
алгоритм для потоковой ЗШ; оригинальные генетические операто­
ры; гипотеза о «большой долине»; вещественный эволюционный 
алгоритм для поиска деревьев Штейнера. Обе главы содержат ил­
люстрации и результаты экспериментов.
ГЛАВА I
ЕВКЛИДОВА И ПОТОКОВАЯ ЗАДАЧИ Ш ТЕЙ НЕРА
1. Евклидова задача Ш тейнера
1.1. И стория задачи
В 17-м веке итальянский математик П. Ферма (1601-1665) сформули­
ровал следующую задачу [3]. Найти на плоскости такую точку, сум­
марное расстояние от которой до трех заданных точек минимально. 
Эта задача и искомая точка носят имя Ферма. Итальянцы Э. Торри­
челли (1608-1647) и Б. Кавальери (1597-1647) независимо друг от дру­
га нашли геометрический способ построения точки Ферма [4, 5]. 
Т. Симпсон (1710-1761) исследовал особенности задачи и предло­
жил другой способ построения такой точки [6]. Начав с задачи об 
уличной сети для трёх деревень, т. е. с задачи Ферма, швейцарский 
математик Я. Штейнер (1796-1863) обобщил её для сети из n > 3 
заданных точек и одной дополнительной точки s. В 1934 г. чешские 
математики В. Ярник (1897-1970) и О. Кесслер рассмотрели задачу 
о кратчайшей сети для n > 3 заданных и s > 1 дополнительных точек 
плоскости [7]. Учитывая, что такая сеть является деревом, задачу 
стали называть задачей о кратчайшем дереве.
В США в 50-е годы вышла книга Р. Куранта (1888-1972) и Г. Роб­
бинса (1915-2001) «Что такое математика?» [8]. В ней авторы приве­
ли своё обобщение задачи об уличной сети для n > 3 и s > 1, взяв 
за основу случай, рассмотренный Я. Штейнером. Благодаря изданию 
книги во многих странах это обобщение стало широко известно. 
Вероятно, из-за ссылки авторов на работу Я. Ш тейнера его стали 
назвать задачей Штейнера (the Steiner Problem).
В 70-е годы была опубликована работа Э. Гилберта (1923-2013) 
и Г. Поллака (р. 1927) о минимальных деревьях Штейнера. Авторы 
ввели определения основных видов деревьев Штейнера и доказали 
их геометрические свойства [9]. В результате появилось новое на­
звание -  задача о минимальном дереве Штейнера (the Steiner 
Minimal Tree Problem, SMTP).
6
В настоящее время эту задачу Штейнера называют классической 
или геометрической, чтобы выделить из большого множества её мо­
дификаций и обобщений.
1.2. Основные понятия и определения
Чтобы описать множество решений евклидовой задачи Штейнера, 
используем понятия и терминологию, известные из работы Э. Гил­
берта и Г. Поллака [9] и теории графов [10].
Эта задача Штейнера рассматривает неориентированные дере­
вья, т. е. простые ациклические связные неориентированные графы 
на евклидовой плоскости. Такие деревья не содержат кратных 
ребер, петель, циклов и изолированных вершин [10]. Вершины 
дерева представляют собой точки евклидовой плоскости, рёбра -  
отрезки прямой линии. Далее предполагаем, что множество вершин 
конечно, хотя и может быть очень большим.
Смежными рёбрами дерева считают те, что имеют общую верши­
ну; смежными вершинами дерева -  те, что связаны ребром. Вершину 
и ребро, концом которого она является, называют инцидентными. Ко­
личество рёбер, инцидентных вершине, называют степенью вершины.
Кроме множеств вершин V  и рёбер E, дерево определяет топо­
логия -  отношение инцидентности между вершинами и ребрами 
дерева. Формально топология -  это отображение декартова произ­
ведения множества вершин V* V дерева на множество E  его рёбер.
Рёбрам приписывают длины -  евклидовы расстояния между их ко­
нечными точками; длиной дерева считают сумму длин всех его рёбер. 
Отметим две операции, изменяющие длину дерева. При стягивании 
рёбер из дерева удаляются рёбра вместе с конечными точками. В ре­
зультате появляются вырожденные (нулевой длины) рёбра и содержа­
щие их вырожденные деревья. При расщеплении вершин дерева 
разрываются их связи с инцидентными рёбрами; вводятся дополни­
тельные точки плоскости; затем восстанавливается связность дерева.
В зависимости от состава вершин различают два вида деревьев. 
Остовным деревом (ОД) называют такое, множество вершин кото­
рого состоит из заданных точек плоскости. Минимальное остовное 
дерево (МОД) -  дерево минимальной длины среди всех ОД для 
множества заданных точек плоскости. Его длина зависит только от 
топологии дерева.
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После расщепления множество вершин дерева состоит из двух 
непересекающихся множеств. Одно включает заданные точки плос­
кости, называемые терминальными вершинами (терминалами); 
другое -  дополнительные свободно размещаемые на плоскости 
точки, называемые точками Штейнера (ТШ). Длина такого дерева 
зависит от топологии и координат ТШ.
Э. Гилберт и Г. Поллак определили основные виды деревьев, со­
держащих ТШ [9]. Дерево Штейнера (ДШ) -  дерево, связывающее 
множество точек плоскости, длину которого нельзя уменьшить ни 
расщеплением вершин, ни малым возмущением координат ТШ. 
Относительно минимальное ДШ (ОМДШ) -  дерево минимальной 
длины на множестве деревьев с заданной топологией. Минимальное 
дерево Штейнера (МДШ) -  ДШ минимальной длины на множестве 
всех топологий для заданных точек плоскости. МДШ является 
глобально оптимальным  деревом на множестве всех топологий. 
Локально минимальным деревом Штейнера (ЛМДШ) считают ДШ , 
оптимальное на некотором подмножестве топологий.
Топологию и соответствующее ДШ называют полными, если 
количество ТШ в них максимально, т. е. равно n -  2, где n -  число 
терминальных вершин дерева. Понятия полного ДШ и ОМДШ экви­
валентны: они определяют одно и то же дерево. Для полных ДШ 
будем использовать следующие альтернативные определения. ДШ -  
это дерево с координатами ТШ, оптимальными для заданной тополо­
гии. МДШ -  минимальное ДШ с топологией, оптимальной на множе­
стве всех топологий для заданных точек плоскости.
Не нарушая общности подхода, можно рассматривать только 
полные деревья. Если топология неполная, дерево можно предста­
вить в виде объединения полных компонентов -  полных деревьев 
меньшего размера. Дерево на рис. 1 содержит n = 7 терминальных 
вершин и s = 3 точек Штейнера. Оно имеет три полных компонента, 
отмеченных квадратными метками.
Деревья рассматриваются на евклидовой плоскости. Это дву­
мерное метрическое пространство (R2, Д) с евклидовой метрикой 
Д, в котором согласно аксиоме тождества расстояние между двумя 
различными точками не может быть равным нулю. Таким образом, 
множество решений евклидовой задачи представляют невырож­
денные полные неориентированные деревья.
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Рис. 1. Дерево с тремя полными компонентами
1.3. М атематическая модель
Пусть U = (V, DT, I) -  дерево с топологией т^Т, где V  и DT = {(i, j )  | i, j  
е V} -  множества вершин и рёбер дерева; Т -  множество топологий, 
заданное отображением инцидентности I: V * V  ^  D. Множество 
V  = V0 U VS, V0 П VS = 0 ,  |V| = |V0| + |VS| = n + 5, где V0 и VS-  терми­
нальные вершины и ТШ; X  = X 0 U X S, где X 0 = {(xi, y t) | xi, y i е R+} 
и X S = {(xb y )  | xb yi е R+} -  координаты терминальных вершин и ТШ. 
Сопоставим рёбрам (i, j)  е DT их длины /(■, Л = ((xi -  х )  + (y -  y;)2)12. 
Требуется найти (т, XS) -  топологию и координаты ТШ, при кото­
рых длина L(U) дерева U минимальна.
Математическая модель евклидовой задачи Штейнера имеет вид:
L(U) = Z  hj  ^
zeT  ,(i, j ) e D z (T,XS )eTxR
Это модель дискретно-непрерывной задачи Штейнера, в которой 
МДШ однозначно представляют топология дерева и координаты ТШ. 
При их нахождении важную роль играют геометрические свойства 
ДШ. Рассмотрим их, следуя работе Э. Гилберта и Г. Поллака [9].
1.4. Относительно м инимальны е деревья Ш тейнера
1.4.1. И нтерпретация деревьев
Дерево Штейнера можно интерпретировать как некоторую механи­
ческую систему, потенциальная энергия которой равна сумме рас­
стояний между смежными вершинами дерева. Если дерево имеет
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относительно минимальную длину, т. е. является ОМДШ, система 
находится в состоянии устойчивого равновесия. Рассмотрим две из­
вестные модели таких систем [2].
На рис. 2 показана струнная модель (string model). Это про­
зрачная пластина с отверстиями, через которые пропущены стру­
ны одинаковой длины с равными грузами на концах. Отверстия 
представляют терминальные вершины дерева; кольца, свободно 
перемещаемые по поверхности пластины, -  ТШ; струны, прикреп­
ленные к кольцам, -  рёбра дерева. За счёт перемещения колец 
можно привести систему в состояние устойчивого равновесия, то­
гда полученное дерево будет ОМДШ с известной топологией.
На рис. 3 изображена модель мыльной пленки (soap film model). 
Она состоит из двух прозрачных параллельных пластин. В фиксиро­
ванных точках они соединены стержнями, концы которых соответ­
ствуют терминальным вершинам. После извлечения конструкции 
из мыльного раствора между пластинами образуется плёнка, кото­
рая стремится занять устойчивое положение с минимальной пло­
щадью поверхности. Она ограничена концами стержней и «следа­
ми», оставленными плёнкой на пластинах. Оба «следа» конгруэнтны 





Рис. 3. Модель мыльной плёнки
Поиск МДШ  с помощью таких моделей имеет серьёзные недос­
татки. С ростом числа терминалов резко возрастает время поиска, 
а найденное ОМДШ, необязательно будет МДШ.
1.4.2. Геометрические свойства ОМ ДШ
Пусть U  = { U} -  множество ДШ с заданной топологией т е T; U' = 
{U'T} -  подмножество ОМДШ в U; |U'| -  мощность подмножества U'. 
Справедливы следующие утверждения [9].
1. Все ТШ  в U'T е U' принадлежат выпуклой оболочке множест­
ва V0 терминалов дерева.
2. |U | < 1. Если U  ф 0 ,  то |U | = 1.
Свойство 1 является достаточным условием, при котором дерево 
является ОМДШ. Свойство 2 утверждает, что множество деревьев 
с заданной топологией может иметь единственное ОМДШ или не 
иметь ни одного. На рис. 4а и 4b показаны полные деревья (п = 4 
и ^ = 2) с одинаковой топологией, причём дерево на рис. 4b мини­
мальной длины. Вследствие вырожденности (|si -  s2| = 0) оно не яв­
ляется ОМДШ для множества деревьев с такой топологией.
І М І  і і ь і
Рис. 4. Два дерева с одинаковой топологией
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Учитывая, что МДШ является ДШ, а ДШ -  ОМДШ среди де­
ревьев с одинаковой топологией, можно искать МДШ среди 
ОМДШ, перечисляя топологии последних.
1.5. Геометрические свойства ДШ
Деревья Штейнера обладают следующими геометрическими свой­
ствами [9]:
1. множество вершин дерева V = V0 U VS, V0 П VS = 0 ,  где V0 и VS -  
множества терминальных вершин и ТШ  соответственно;
2. для множества ТШ  справедливо неравенство | Vs| < n -  2; если 
Д Ш  полное, |VS| = n -  2;
3. число вершин и рёбер дерева соответственно равны: |V| = n + s, 
|D| = n + s -  1. Если U -  полное дерево, то |V = 2n -  2, D  = 2n -  3;
4. степени вершин дерева ограничены: deg(i) < 3 V i^ V 0, deg(j) = 
3 V j V
Свойство 4 можно уточнить для деревьев с конечным множеством 
элементов. Терминальные вершины таких деревьев всегда концевые. 
Связями поддеревьев, выделенных в ДШ, можно пренебречь, считая 
их независимыми объектами. Поэтому deg(i) < 3 V i^V 0. Случай 
deg(i) = 2 возможен только в вырожденных деревьях. Таким обра­
зом, получаем:
4'. степени вершин дерева ограничены и равны: deg(i) = 1 V i^ V 0 
и deg(j) = 3 V j^Vs.
При поиске МДШ в точных (переборных) алгоритмах вместо 
ОМДШ можно рассматривать полные ДШ. Процедура построения 
МДШ для таких деревьев была предложена Мелзаком [11] и усовер­
шенствована Кокинэ [12].
Известно необходимое и достаточное условие для МДШ [12]. 
Д Ш  является М ДШ  тогда и только тогда, когда обладает следую­
щими свойствами:
1. множество вершин дерева V = V0 U Vs V0 П Vs = 0 , где V0 и Vs -  
множества терминальных вершин и ТШ  соответственно;
2. для ТШ  дерева справедливо неравенство | Vs| < n -  2; в полном 
Д Ш  |Vs| = n -  2;
3. степени вершин дерева ограничены: deg(i) < 3 V i^ V 0, deg(j) =
3 V j V ;
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4. Vje V S лежит в треугольнике, образованном смежными вер­
шинами дерева;
5. рёбра (i, j)  е DT пересекаются только в вершинах V дерева.
В отличие от ДШ, минимальное ДШ не может иметь пересекаю­
щихся рёбер; углы между смежными рёбрами не меньше 120°, а ме­
жду рёбрами, инцидентными ТШ, равны 120°.
Это необходимое и достаточное условие сложно применять на 
практике, особенно при решении задач большой размерности. Тем не 
менее, используя графическую схему ДШ, можно высказать предпо­
ложение, будет ли оно МДШ . Это условие неприменимо в вырожден­
ном случае расположения терминалов. Если они лежат на отрезке 
прямой или связаны ломаной линией с углами, близкими к 180°, 
решением задачи является отрезок прямой или ломаная линия.
1.6. Топологические свойства ДШ
Чтобы найти МДШ перечислением полных топологий ДШ, надо 
знать их число. Э. Гилберт и Г. Поллак [9] получили следующую 
формулу для подсчёта F(n, 5 ) -  числа топологий дерева для п терми­
нальных вершин и 1 < s < п -  2 точек Штейнера:
F  (n, s) = C-',2(n + s -  2)!.
2ss!
Формула для подсчета числа полных топологий ДШ имеет вид:
F (п,п -  2) = (2(П - 2 ) ) ! .
2 (п -  2)!
При поиске МДШ среди полных ДШ общее число перечисляе­
мых топологий уменьшается на много порядков. В табл. 1 даны не­
которые значения F(p, п -  2) для п > 4. При п = 2 ТШ нет, а термина­
лы связаны одним ребром. При п = 3 имеем одну ТШ и единствен­
ную топологию.
Таблица 1
Число полных топологий дерева Штейнера
N 4 5 6 7 8 9 10 11 12
F(p, п -  2) 3 15 105 945 10395 135135 2 027025 34459425 634729075
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Евклидова задача Ш тейнера относится к классу N P-полных за­
дач [13]. С ростом n число топологий ДШ растет экспоненциаль­
но. Это значит, что, вероятно, не существует полиномиального 
алгоритма, решающего эту задачу за время порядка не выше, чем 
пк, где k  > 0 -  некоторое целое число. Так как точные (перебор­
ные) алгоритмы поиска МДШ неэффективны даже при малых 
значениях п, обычно применяют приближённые алгоритмы.
1.7. Гипотеза Гилберта-П оллака
В качестве приближенного решения задачи можно использовать ми­
нимальное остовное дерево -  МОД. Его можно найти с помощью 
полиномиального алгоритма Краскала [14] или Прима [15]. Извест­
на оценка погрешности такого приближения МДШ.
Пусть Хмпттт и ЬМОд -  длины МДШ и МОД. Для отношения £Млш / 
^мод при Хмдттт ф £ МОд справедливо следующее двойное неравенство:
р  < ̂ мдш / Lмoд < 1
где р  = infn {рп | Хмдш / ^ МОд} -  точная нижняя грань по всем р п 
для деревьев, терминальные вершины которых есть нетривиаль­
ные конечные выборки из n заданных точек плоскости. Это р  
называют отношением Ш тейнера (the Steiner ratio). Очевидно, 
что найденное решение близко к оптимальному, если значение 
целевой функции принадлежит полуинтервалу [р ХМОд; ФМОд).
В 1968 году, используя экспериментальные данные, Э. Гилберт 
и Г. Поллак высказали гипотезу, что р=Ѵз /2=0.86603. Сначала это 
было доказано для отдельных значений n [9]. В 1992 Ду и Хванг 
объявили о доказательстве гипотезы Гилберта-Поллака [16], но из- 
за обнаруженных в нём лакун вопрос о её справедливости остаётся 
открытым до сих пор [17].
2. П отоковая задача Ш тейнера
2.1. И нтерпретация происхождения задачи
Известны две точки зрения относительно происхождения потоковой 
задачи Штейнера. Некоторые исследователи связывают её с задачей 
о сети минимальной стоимости с потоками и весами, сформулиро­
ванной Гилбертом в 70-е годы прошлого века [18]. В этой задаче 
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между парами источников продукта и пунктов спроса заданы сим­
метричные неотрицательные потоки. На участках сети определена за­
висящая от потоков неотрицательная возрастающая весовая функция. 
Участкам сети приписаны взвешенные длины (длины, умноженные 
на значения весовой функции, или веса). Их считают стоимостями 
участков, а их сумму -  стоимостью сети. Эту задачу называют зада­
чей о сети Гилберта (the Gilbert Network Problem, GNP).
Сеть Гилберта может иметь один сток и множество источников 
продукта или один источник и множество стоков. Если весовая 
функция является вогнутой, модель такой сети -  ориентированное 
дерево с корнем (выделенной вершиной). Предполагается полный 
переток продукта из источников в сток или из источника в стоки 
и баланс потоков (правило Кирхгофа) в точках ветвления сети. 
В зарубежной литературе этот случай известен как задача о дереве 
Гилберта-Штейнера или о дереве Гилберта (the Gilbert Arbores- 
cence Problem, GAP).
В отечественной литературе потоковую задачу Штейнера счита­
ют обобщением евклидовой задачи Штейнера. Введённые для неё 
понятия и термины несложно перенести на ориентированные дере­
вья с корнем. Достаточно рёбра заменить дугами, длины рёбер -  
взвешенными длинами дуг и модифицировать определения ДШ 
с учетом иного критерия оптимальности.
2.2. Свойства деревьев Ш тейнера
Обсуждая геометрические свойства 
ДШ в потоковой задаче Штейнера, 
будем считать, что потоки ориенти­
рованы к корню дерева. Это не нару­
шает общности подхода, так как эта 
задача инвариантна относительно на­
правления потоков.
Рассмотрим ТШ и смежные с ней 
вершины A 1, A 2, A 3 (рис. 5). Дуги из 
А 2 и А3 входят в ТШ, а исходящая из 
нее дуга входит в А1. Пусть ю1, ю2, 
ш3 > 0 -  веса дуг, зависящие от вели­
чины потоков на соответствующих
Рис. 5. Углы, образованные 
дугами с весами wb w2, w3 > 0
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дугах. В [19] получена формула для углов между дугами, инци­
дентными ТШ. Для угла а ь лежащего против исходящей дуги с ве­
сом Ш\, она имеет вид:
cosa1 = (юі2 -  т22 -  ю32) / 2 ю2ю3 (2.1)
Вырождение дуг. Используя формулу (2.1), покажем, что вы­
рожденные дуги в дереве появляются из-за суммирования потоков 
в ТШ при оптимизации их положения на плоскости. Эта формула 
позволяет выделить три следующие ситуации. Если ш3 + ш2 ^  Ш\, 
то cosa\ ^  0, и в какой-то момент ТШ совпадет с Л ь т. е. исходя­
щая дуга вырождается. Ее вырождение неизбежно, даже если ш2 + ш3 > 
Ш\ и cosa\ < 1, но вершина Лі оказывается внутри угла а ь и формула 
(2.1) не работает. Это происходит, если Лі -  узел, совпадающий 
с одной из терминальных вершин и уже содержащий по крайней 
мере одну вырожденную дугу. Если ш3 + ш2 < Ш\, то cosa\ > 1, и фор­
мула (2.1) не работает, исходящая дуга также вырождается. Это 
происходит, когда суммарный поток на ней достигает величины, 
при которой дискретно возрастает значение весовой функции (на­
пример, происходит смена технологической категории на дуге). 
Введение ТШ становится нецелесообразным. Из анализа ситуаций 
следует, что вырождение дуг возможно по всему дереву, однако 
наиболее сильно этот эффект проявляется в прикорневой области, 
так как из-за суммирования потоков веса дуг растут с приближе­
нием к корню дерева.
Вырождение дуг при оптимизации ТШ позволяет рассматривать 
только полные деревья. К ним всегда можно перейти от деревьев 
с неполной топологией, считая вырожденные дуги полноправными 
элементами деревьев.
Таким образом, множество решений потоковой ЗШ включает пол­
ные ориентированные деревья с корнем, в том числе вырожденные. 
В отличие от евклидовой задачи, они рассматриваются в двумер­
ном псевдометрическом пространстве с соответствующей метрикой. 
Согласно одной из аксиом в этом пространстве расстояние между 
двумя различными точками может быть равным нулю. Значит, при 
поиске МДШ следует учитывать эту особенность.
О свойствах углов в МДШ . Отметим следующие основные 
свойства.
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В евклидовой задаче Штейнера в М ДШ  углы между рёбрами, ин­
цидентными ТШ, равны  120°; в потоковой задаче Штейнера в М ДШ  
углы между невырожденными дугами, инцидентными ТШ, отлич­
ны от 120°.
Из формулы (2.1) следует известное свойство углов МДШ в евк­
лидовой ЗШ, если рассматривать её как потоковую задачу с нулевыми 
мощностями источников и единичными весами. При ю1 = ю2 = ю3 = 1 
имеем cosa1 = -  /  и Z a 1 = 120°. Аналогично, Z a 2 = Z a 3 = 120°.
Из формулы (2.1) получаем достаточное условие невырождения 
дуг, инцидентных ТШ, в потоковой задаче: ш22 -  ш32 > ш 2. Это нера­
венство гарантирует, что cosa1 < 0 и Z  а 1 -  тупой. В случае входящих 
дуг с близкими весами Z a 1 < 120°, а при большой разнице весов Z a 1 
близок к 90°. В последнем случае Z a 2 и Z a 3 -  тупые углы, причём 
хотя бы один из них больше 120°.
Заметим, что в полном ДШ степени углов между смежными 
дугами, входящими в ТШ, равны трём. На графической схеме выро­
жденного ДШ можно наблюдать «узлы», создающие иллюзию, что 
степени некоторых углов больше трёх.
На рис. 6 и 7 показаны схемы полных ДШ для п = 250 терми­
нальных вершин. В задаче без потоков (рис. 6) углы в ТШ  120°. 
В задаче с потоками (рис. 7) наблюдается больше вырожденных 
дуг в прикорневой области (корень дерева имеет метку 1). Углы 
в ТШ между входящими дугами с близкими весами меньше 120°; 
при большой разнице весов близки к 90°.
Рис. 6. Полное ДШ в задаче 
без потоков, п = 250
Рис. 7. Полное ДШ в задаче 
с потоками, п = 250
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2.3. М атематическая модель для транспортной сети
Рассмотрим математическую модель потоковой задачи Штейнера 
для транспортной сети с одним стоком и конечным множеством ис­
точников продукта.
Пусть A  = (V, DT, I) -  дерево с топологией теТ, где V  и DT = 
{(i, j )  | i, j  e V} -  множества вершин и дуг; множество топологий T  
задается отображением инцидентности I: V  х V  ^  D. Пронумеру­
ем вершины A  и представим их в виде V  = V0 U VS, где V0 = {i = 1 — n, 
i = 1 -  корень} -  терминальные вершины; Vs = {i = (n + 1) — (2n -  2)} -  
ТШ; |V| = 2n -  2. Рассмотрим множество X  = X 0 U X s, где X 0 = 
{(x„ y t) | Xi, yi e R+, i = 1 -  n} и Xs = {(Xi, yi) | Xi, yi e R+, i = (n + 1) -  
(2n -  2)} -  координаты терминальных вершин и ТШ. Сопоставим 
дугам (i, j)eDT их длины lQ, j) = ((хг- -  Xj)2 + (y  -  y;)2)1/2 и определим 
на дугах функцию f q - ,  у) от потоков q^, j) > 0. Источники продукта 
с мощностями M 0 = { m y R  | i = 2 — n} на дугах, исходящих из тер­
минальных вершин, порождают потоки q^ j) = ml. Потоки q^ j) на ду­
гах, исходящих из ТШ, равны сумме потоков на дугах, входящих 
в них. Определим на дугах вогнутую весовую функцию w и вычис­
лим веса дуг: w(i, у  = kftЛ + сй у  qa у, где £й j) > 0 и сй j) > 0 -  удельные 
капитальные и транспортные затраты. При условии полного перето­
ка продукта из источников в сток и баланса потоков в ТШ (правило 
Кирхгова) требуется найти (т, X s) -  такие топологию и координа­
ты ТШ, при которых сумма S(A) стоимостей всех взвешенных дуг 
w(ij) l(ij) дерева A  минимальна.
Математическая модель задачи имеет вид:
s ( a )  =  2( к м ) +  c ( , j ) • q ( u ) )  • k j ) Л  m in T R2.
т е Т , ( i , j )eD t {T,XS )eTxK
Весовая функция интерполируется кусочно-линейной функцией 
k  + c q, где k  > 0 и c > 0 -  ступенчатые функции от величины потока 
q на дуге, зависящие от технологических категорий коммуникаций. 
Из-за их специфики весовая функция может иметь разрывы первого 
рода в тех точках, где при суммировании входящих потоков необхо­
дима смена категорий.
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Чтобы найти МДШ в потоковой ЗШ в дискретно-непрерывной 
постановке, необходимо решить две задачи: найти оптимальную то­
пологию полного дерева; найти ДШ для дерева с этой топологией. 
Первая задача существенно сложнее второй из-за топологических 
свойств ДШ.
Точные алгоритмы для нахождения МДШ обычно основаны на 
перечислении полных топологий ДШ. В своё время автор разрабо­
тал алгоритм полного и неизбыточного перебора полных тополо­
гий [20]. Он находит решения задач с потоками и без потоков для 
n < 12. (При n = 12 число топологий уже равно 634729075.) Перебор­
ные алгоритмы неэффективны даже при малой размерности задачи, 
что предопределило переход к приближенным методам её решения.
Один из подходов для нахождения приближённого решения за­
дачи -  поиск МДШ среди ЛМДШ на подмножествах полных ДШ, 
формируемых с учётом свойств последних. Эта идея реализована 
эволюционными методами. Основанные на биологических поняти­
ях и аналогиях [21-24], генетические и эволюционные алгоритмы 
(ГА и ЭА) позволяют находить хорошие решения задач, хотя и не 
гарантируют нахождения глобального оптимума.
ГА и ЭА для задач дискретной оптимизации известны с середи­
ны прошлого века [24]. Вещественные ГА (ВГА) для задач непре­
рывной оптимизации появились лишь в конце прошлого века: ма­
тематическое сообщество не сразу приняло идею вещественного 
кодирования [25, 26]. Когда автор занялся решением потоковой 
ЗШ, к задачам дискретно-непрерывной оптимизации эти методы 
не применялись. В результате исследований и экспериментов была 
разработана эволюционная модель и композитный эволюционный 
алгоритм для потоковой задачи.
ГЛАВА II
ЭВО ЛЮ Ц И О Н Н Ы Й  ПОДХОД 
К П О ТОКОВОЙ ЗАДАЧЕ Ш ТЕЙ НЕРА
Рассмотрим особенности эволюционного подхода к потоковой за­
дачи Ш тейнера [27-31]. В разделе 1 этой главы представлена эво­
люционная модель, основой которой являются эволюция популя­
ции особей и онтогенез (индивидуальное развитие) отдельной 
особи [27]. В разделе 2 приведён композитный алгоритм, исполь­
зующий эту модель [27, 29]. В разделе 3 обсуждается представле­
ние полных топологий и их формирование с помощью оригиналь­
ных генетических операторов [28]. Раздел 4 представляет гипотезу 
о «большой долине», которая описывает множества ДШ, перспек­
тивные для поиска МДШ [30]; раздел 5 содержит эволюционную 
модель для поиска ДШ и вещественный ЭА для решения этой 
задачи [31].
1. Эволю ционная модель
1.1. Описание эволюционной модели
При описании эволюционной модели далее используются обозна­
чения математической модели потоковой задачи и некоторые 
биологические аналогии. Вид трактуется как совокупность осо­
бей, имеющих сходные свойства и способных к скрещиванию. 
Особи одного вида образуют популяцию на некотором ареале. 
Особь описывает пара (г, X S), где топология г интерпретируется 
как хромосома (генотип); координаты точек Ш тейнера X S -  как 
фенотипические признаки особи (фенотип). Ареал (V0, X0, M 0, l, 
f(q )) представляют входные данные математической модели: V0, 
X 0  -  множества терминальных вершин и их координат; M 0  -  мно­
жество мощностей источников в терминальных вершинах, кроме 
корня дерева; l, f(q )  -  длины дуг и функция от потоков на дугах. 
Особь на ареале (V0, X0, M 0, Vs, X S, г) -  конкретное дерево с за­
данной топологией. Качественные признаки (потоки, значения
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весовой функции и длины дуг) характеризуют фенотип особи, ко­
торый оценивается фитнес-функцией (целевой функции) задачи.
Эволюционная модель -  это объект вида: E M  = < Str, Par, fit>.
Структурные компоненты:
Str = (ar, rp, P, G, rmt, smt, cr, mat, pl, es), 
где ar -  ареал; rp -  случайный родитель вида; P  -  популяция особей 
порожденного вида; G -  элитная группа; rmt -  оператор случайных 
мутаций; smt -  оператор селективных мутаций; cr -  оператор крос- 
синговера; mat -  оператор развития; p l  -  оператор отбора в популя­
цию; es -  оператор отбора в элитную группу.
Параметры модели:
Par = (r, g, Z, H, kr, ks\, ks2, kc, km\, km2), 
где r и g  -  размеры популяции и элитной группы; Z  и H  -  парамет­
ры, управляющие видообразованием и эволюцией популяции; kr -  
управляющий параметр (норма) оператора случайных мутаций; 
ks\ и ks2 — нормы оператора селективных мутаций для глобаль­
ного и локального действия; kc -  норма оператора кроссинговера; 
km1 и km 2  -  нормы оператора развития для глобального и локаль­
ного действия.
Фитнес-функция: fit.
Для преобразования хромосомы в модели используются ориги­
нальные эвристические генетические операторы [28]. Для формиро­
вания нового поколения популяции и обновления элитной группы 
можно применять любые известные операторы отбора [24].
Процесс эволюции в модели рассматривается на двух взаимосвя­
занных уровнях с разными временными шкалами (рис. 8). На верхнем 
уровне имитируется филогенез, т. е. историческое развитие видов осо­
бей. В дискретные моменты времени происходит случайное видооб­
разование без дивергенции видов, т. е. побочные линии их развития 
исключаются. Процесс начинается с особи предкового вида. В качест­
ве нее можно задать любое дерево, но удобнее автоматически строить 
дерево-прародитель со специальной топологией, которое описано да­
лее. Из особи предкового вида с помощью оператора rmt случайных 
мутаций генерируется первый случайный родитель rp, который дает 
начало популяции P  этого вида. (Потом с помощью этого же операто­
ра из первого родителя будет порожден основатель популяции сле­
дующего вида, и т. д.)
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Рис. 8. Обобщённая схема эволюционной модели
На нижнем уровне модели имитируется эволюция популяции P  
порожденного вида на ареале ar. Оператор smt селективных мута­
ций и оператор cr кроссиноговера применяются для генерации но­
вого поколения. Селекция особей в него выполняется с помощью 
оператора p l  отбора. Смена поколений происходит в дискретные 
моменты времени шкалы этого уровня.
На обоих уровнях действует оператор развития (maturation opera­
tor), с помощью которого имитируется онтогенез особи. Этот более 
низкий уровень моделирования не отражён на схеме ради ее про­
зрачности.
Элитная группа G обновляется за счет лучших особей, найденных 
в эволюционирующих популяциях разных видов. Для этого использу­
ется оператор es отбора в элитную группу. После останова видообраз­
ования из элитной группы выбирается особь с наилучшим значением 
фитнес-функции. В практических задачах предпочтителен эксперт­
ный выбор решения, позволяющий учитывать различные дополнител­
ьные факторы (экономические, экологические и пр.).
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1.2. П арам етры  эволюционной модели
Вычислительные эксперименты позволили учесть степень взаимо­
действия и зависимость параметров от размерности задачи, а так­
же уточнить их значения. Параметры можно условно разделить на 
три группы. Одни задают размеры структурных компонентов, дру­
гие управляют эволюционными процессами, третьи, названные нор­
мами, -  действиями генетических операторов.
В задачах размерности от 10 до 1000 размер g  элитной группы 
достаточно задавать в пределах 5-10 особей. Размер r популяции 
может варьироваться в зависимости от конкретной реализации алго­
ритмов. Чтобы обеспечить качественное разнообразие решений, 
в ГА обычно формируется популяция большого размера, что приво­
дит к нерациональному использованию памяти. Методы локального 
поиска позволяют эффективно работать с небольшой популяцией, 
и в частности, состоящей из одной особи. Такие алгоритмы иногда 
называют (1 + 1)-ГА.
Управление эволюционными процессами на двух уровнях мо­
дели организовано по-разному. На верхнем уровне параметр Z  зада­
ет пороговое число актов видообразования в дискретные моменты 
z  = 1 г  Z, где z  отождествляется с номером порожденного вида. В лю­
бой момент на основе экспертной оценки промежуточных результа­
тов можно продолжить или остановить процесс. На нижнем уровне 
параметр H  интерпретируется как признак следующего критерия: 
если при генерации нового поколения с помощью любого оператора 
не найден ни один потомок, дающий улучшение фитнес-функции, 
эволюция популяции завершается. Зависимость числа поколений от 
размерности задачи прослеживается слабо, и критерий оказался эф­
фективным для задач большой размерности.
Управление операторами осуществляется нормами, интерпрета­
ция которых зависит от способа действия конкретного оператора. 
Особенности реализации операторов рассмотрены отдельно [28], 
здесь даётся их краткая геометрическая характеристика и способ 
применения.
Оператор rmt случайных мутаций используется для моделирова­
ния видообразования. По всему дереву выполняется совокупность 
случайных единичных мутаций. Геометрический смысл действия ка­
ждой из них состоит в том, что пара выбранных случайным образом
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концевых дуг дерева обменивается своими конечными вершинами. 
Норма kr оператора определяет число таких пар. Выбрано значение 
кг ~ п/4. Такая зависимость гарантирует глобальную перестройку то­
пологии и качественное разнообразие решений и в среднем обеспечи­
вает выход из областей притяжения локальных минимумов.
Оператор smt селективных мутаций выполняет ряд единичных му­
таций, геометрический смысл действия каждой из которых -  такая 
переброска дуги дерева, когда ее конечная вершина перемещается на 
середину другой дуги. Оператор может применяться как для грубой 
(глобальной), так и для мягкой (локальной) перестройки топологии 
дерева. Для обеспечения разнообразия начальной популяции вида 
нужна глобальная перестройка. Выполняя ряд перебросок, оператор 
случайным образом на всем дереве выбирает перемещаемую и при­
нимающую дуги. Норма оператора определяет число таких перебро­
сок. Выбрано значение ks1 ~ п/8. В этом случае оператор smt действу­
ет аналогично оператору rmt случайных мутаций, но более мягко, 
сохраняя относительное сходство топологий. Для моделирования му­
таций в эволюции популяции используется локальная перестройка 
топологии. Оператор smt выполняет ряд пробных единичных мута­
ций -  перебросок одной дуги дерева на дуги из близкой окрестности. 
Норма ks2 оператора задает пороговое число таких мутаций, т. е. раз­
мер списка дуг, на которые делается переброска. Принимается первая 
проба, улучшающая фитнес-функцию. Для разных размерностей за­
дачи приемлемы в среднем значения ks2  в пределах от 8 до 12.
Для моделирования скрещивания особей применяется оператор 
cr кроссинговера. Его своеобразие в том, что при рекомбинации он 
замещает фрагмент хромосомы реальной родительской особи на 
фрагмент хромосомы «виртуальной» особи. Это некий аналог ген­
ной инженерии: мы «не знаем» второго родителя, используя его 
хромосому «из пробирки». Геометрический смысл действия опера­
тора -  замена топологии выделенного поддерева. Замещаемый и заме­
щающий фрагменты хромосомы соответствуют поддеревьям с полны­
ми топологиями. Норма кс оператора определяет размерность под­
дерева. Поддеревья с 4 терминальными вершинами исключены из 
рассмотрения: замена топологии в них соответствует переброске ду­
ги на поддереве, что моделируется оператором селективных мутаций. 
Значения более 9 нецелесообразны. Рекомендуемые размерности -  5,
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6 и 7 терминальных вершин. Для 5 и 6 терминальных вершин прием­
лем полный перебор топологий поддерева, а для 7 и 8 — частичный 
перебор со случайным шагом, обеспечивающим заданный процент 
формируемых топологий. Для кроссинговера выбраны поддеревья 
размерности 5.
Вместе с рассмотренными операторами используется оператор 
развития mat. Его действие состоит в оптимизации координат ТШ 
с заданной точностью и получении ДШ. После генерации гибрид­
ной особи оператор применяется локально -  к выделенному подде­
реву, норма km2 задает число итераций цикла оптимизации. Реко­
мендуемые значения от 50 до 100 в зависимости от размерности 
поддерева. После генерации случайного родителя или мутанта оп­
тимизируются координаты ТШ всего дерева. В этом случае норма 
km\ = 2km2. Для обеспечения достаточной глубины оптимизации, 
цикл выполняется «по счёту три», т. е. прекращается тогда, когда 
три раза подряд нет улучшений фитнес-функции.
2. Композитный эволю ционный алгоритм
На основе эволюционной модели, рассмотренной выше, разрабо­
тан композитный эволюционный алгоритм для потоковой задачи 
Ш тейнера [27].
2.1. Схема композитного эволюционного алгоритма
Описание схемы алгоритма включает основные шаги поиска лучшей 
топологии, но не отражает двух моментов. Во-первых, после каждой 
перестройки топологии выполняется оптимизация координат ТШ. 
(Она рассмотрена в разделе 5.) Процесс оптимизации координат реа­
лизован с помощью методов случайного поиска экстремума многопа­
раметрической функции [32]. Для быстрого выхода в область притя­
жения локального экстремума можно применять метод направляю­
щего конуса с самообучением [33], а для дальнейшего приближения 
к нему — простейший метод покоординатного спуска. Во-вторых, 
в результате некоторых перестроек топологии неизбежно изменение 
нумерации ТШ. Поэтому в элитную группу могут попадать изоморф­
ные деревья, топологии которых совпадают с точностью до нумера­
ции. В алгоритм включена процедура выявления таких деревьев.
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После автоматического формирования первой особи (прародителя) 
начинается цикл случайного видообразования, число актов которого 
задается параметром Z. В этот цикл вложен цикл эволюции популяции 
особей порожденного вида, которым управляет признак H.
Шаг 0. Генерация прародителя.
Шаг 1. Цикл видообразования: z  = 1 г  Z
Генерация случайного родителя rp вида z. Формирование r осо­
бей начального поколения популяции, номер поколения h = 0. 
Шаг 2. Эволюция популяции P  особей вида z
2.1. Задание признака H  = 0 и номера нового поколения h = h + 1 
Цикл формирования поколения h мутантов: t = 1 г r
Цикл генерации потомков t-особи: v = 2 г  (2п -  2). В окрест­
ности O(v) ищется лучший потомок. В случае успеха H  = 1.
2.2. Задание номера нового поколения h = h + 1
Цикл формирования поколения h гибридных особей: t = 1 г r 
Цикл генерации потомков t-особи: v = (п + 1) г  (2п -  2). В окре­
стности O(v) ищется лучший потомок. В случае успеха H  = 1.
2.3. Если H  = 1, то переход к шагу 2.1, иначе -  к шагу 3.
Шаг 3. Элитная группа G.
Если G = 0 ,  то отбор g  гибридных особей из поколения h 
в элитную группу, иначе замена худшей особи группы.
Шаг 4. Если z  < Z, то переход к шагу 1, иначе -  к шагу 5.
Шаг 5. Выбор решения.
Приведённая схема описывает процесс эволюции популяции. На 
шаге 2 из текущего поколения с помощью оператора селективных 
мутаций формируется поколение мутантов, затем из него с помощью 
кроссинговера -  поколение гибридных особей. Схема с чередовани­
ем поколений -  аналог двух стадий эволюции популяции. На первой 
стадии при адаптации популяции к ареалу преимущество имеют 
мутанты, на второй, после адаптации, -  гибридные особи [22].
При формировании пар поколений популяции применяется ло­
кальный поиск с итеративным улучшением. Просматривается по­
рядка п потомков. В цикле v = 2 г  (2п -  2) динамически строится 
система окрестностей O(v). Здесь v -  номер дуги (по номеру ее на­
чальной вершины), а элементы окрестности -  ближайшие к ней 
дуги, на которые оператор селективных мутаций выполняет проб­
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ные переброски дуги v. |O(v)| = ks2. Первое найденное улучшение 
запоминается, устанавливается H  = 1, и следующая окрестность 
формируется с учетом найденного улучшения. После завершения 
цикла лучший мутант вытесняет предка в новом поколении.
Действие кроссинговера связано с циклом v = (n + 1) г  (2n -  2), 
где v — номер ТШ. Строится система окрестностей O(v), элементы 
которой -  автоматически формируемые поддеревья заданной раз­
мерности с корнем в вершине v. Число элементов |O(v)| окрестности 
равно числу полных топологий таких поддеревьев. Алгоритм исчер­
пывающего и неизбыточного перебора полных топологий [20] гене­
рирует их все или заданный процент (со случайным шагом). Луч­
шее поддерево вписывается в дерево, которое становится текущим, 
устанавливается H  = 1. После завершения цикла лучная гибридная 
особь заменяет предка в новом поколении.
Действия операторов имитируют эволюционный процесс, в кото­
ром, несмотря на случайность отдельных перестроек, эволюция по­
пуляции приобретает некую направленность, возникающую как ре­
зультат прошлой истории.
2.2. Вы числительны е эксперименты
Тестирование композитного ЭА проводилось на компьютерах с про­
цессорами Intel Celeron 800Hz, 256MB RAM, и Intel Heon 2.8GHz, 
2GB RAM. При этом использовалась библиотека OR-Library [34], 
содержащая тесты для евклидовой ЗШ -  частного случая потоковой 
ЗШ с нулевыми значениями мощностей источников. OR-Library 
содержит серии по 15 тестов для задач каждой размерности n = 10, 
20, ..., 100 и их оптимальные решения или рекорды. Она включа­
ет отдельные задачи размерности 250, 500, 1000 без рекордов. 
Чтобы получить тесты для потоковой ЗШ, в сериях тестов из OR- 
Library были заданы мощности источников и весовая функция. 
Использовались также задачи из практики проектирования лесо­
возных сетей.
Сравнение алгоритмов. Эксперименты позволили уточнить схе­
му алгоритма, оптимизировать параметры алгоритма и операторов, 
а также выбрать два перспективных композитных ЭА. В одном из 
них для поиска лучшей топологии использовался алгоритм с на­
правленным поиском (АНП); в другом -  алгоритм с генетической
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моделью эволюции (АГМ). Оба алгоритма реализованы для попу­
ляции типа (1 + 1). Табл. 2 содержит результаты тестирования этих 
алгоритмов на сериях задач без потоков и с потоками. Первый 
столбец n указывает размерности задач.
Таблица 2
Сравнение алгоритмов с АНП и АГМ
n
Беспотоковая ЗШ Потоковая ЗШ
АНП АГМ АНП АГМ
Zp Z* Zp Z* Zr Zr
10 1 1 2 4 1 1
20 1 1 1 7 2 23
30 1 3 1 14 2 14
40 1 4 41 65 1 19
50 23 35 21 91 5 41
60 1 2 36 73 17 66
70 2 3 107 148 9 32
80 64 147 231 - 10 73
90 57 138 259 - 9 123




В задачах без потоков левый столбец Zp обозначает число актов 
видообразования до нахождения рекорда с погрешностью до 1 % 
от оптимума; Z* -  число актов до нахождения оптимума. Прочерк 
поставлен там, где решение не найдено за 300 итераций. Задачи для 
n > 100 не решались, так как в OR-Library нет рекордов для сравне­
ния. В задачах без потоков АНП оказался эффективнее АГМ: во всех 
сериях лишь в 0.5 % случаев АНП не нашел решений задач с задан­
ной погрешностью за указанное число актов видообразования.
В задачах с потоками правый столбец Zr обозначает число актов 
видообразования до нахождения рекорда, прочерк -  процесс останов­
лен по времени. В задачах размерности от 10 до 250 за рекорд прини­
малось лучшее значение целевой функции, найденное за 300 актов. 
Оптимальность рекордов подтверждена для серии задач n = 10, 
точные решения которых найдены алгоритмом перебора полных то­
пологий. Как видим, АНП явно превосходит АГМ: для нахождения
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рекордов требуется значительно меньше актов видообразования 
и диапазон их значений уже. АНП лучше учитывает специфику 
потоковой задачи: в хороших решениях отмечается устойчивость 
топологии дерева по мере приближения к корню, где дуги имеют 
больший вес. АНП и генетические операторы быстро улавливают эту 
тенденцию в актах видообразования, соответствующих разным об­
ластям притяжения локальных минимумов.
П ары поколений мутантов и гибридных особей. Для АНП опре­
делялось среднее время генерации пар поколений мутантов и гибрид­
ных особей (табл. 3). Исследования показали, что число поколений по­
пуляции слабо зависит от размерности задачи [27]. Для задач с размер­
ностью 10 1000 среднее число пар поколений изменялось в пределах
2 7, максимальное число было равно 12 с частотой появления
0.001 %. Так как время генерации случайного родителя мало, пренеб­
регая им, можно оценить среднее время одного акта видообразования.
Таблица 3
Среднее время генерации пар поколений популяции (мин)
n 10 50 100 150 200 250 300 350 400 450 500 750 1000
Celeron 0.1 0.5 2.4 5.6 11.0 15.9 24.9 30.6 40.4 52.7 69.2 176.0 320.0
Heon 0.03 0.01 0.5 1.4 2.5 4.8 6.0 8.3 12.0 15.0 19.0 43.0 78.7
Число итераций поиска лучшего потомка. Композитный ЭА 
реализован как вложенный цикл. Во внешнем цикле генерируется 
начальное дерево, из которого порождается новая популяция, во 
внутреннем цикле ищется лучший потомок популяции. Локальный 
поиск лучшего потомка быстро сходится, что подтверждают довери­
тельные интервалы для оценки математического ожидания числа 
итераций (табл. 4). Они рассчитаны по выборкам потоковых задач 
размерностей 10 ^  1000 [29]. Значения b1 и b2 -  начало и конец дове­
рительных интервалов для задачи каждой размерности. Худшие зна­
чения не превосходят 2bj. Коэффициент доверия 0.95.
Таблица 4
Доверительные интервалы






























Иллю страция работы алгоритма. Для демонстрации отдельных 
моментов работы АНП взят фрагмент реальной транспортной сети. 
На рис. 9 показано полное начальное дерево с корнем в вершине 1 
(п = 18, s = 16). Номером дуги считается номер ее начальной верши­
ны. На рис. 10 и 11 поясняется действие оператора селективных му­
таций и оператора развития: выполняется единичная переброска дуги 
25 на дугу 4 и последующая оптимизация координат ТШ. На рис. 11, 
кроме того, на ДШ выделено поддерево размерности 5 (kc = 5). Поми­
мо конечных вершин 30, 9, 10, 11, 12, в него входят три ТШ. На нем 
выполняются операторы кроссинговера и развития, а результат дан 
на рис 12. На рис. 13 показано ДШ, попавшее в элитную группу по­
сле третьего акта видообразования и оказавшееся лучшим решением. 
По сравнению с начальным деревом, значение целевой функции 
уменьшилось примерно на 18 %, а длина дерева -  на 30 %.
Рис. 9. Начальное дерево с полной топологией
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Рис. 10. Единичная переброска дуги
Рис. 11. Результат оптимизации координат ТШ
Рис. 12. Дерево Штейнера после оператора кроссинговера
Рис. 13. Лучшее решение задачи
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Эксперименты подтвердили эффективность композитного алго­
ритма, в котором для поиска лучшей топологии используется алго­
ритм с направленным поиском. Основой для его разработки послу­
жила гипотеза о «большой долине» для потоковой ЗШ (раздел 4), 
при формализации которой важную роль играют оригинальные 
генетические операторы.
3. Генетические операторы
В этом разделе последовательно рассмотрены: представление 
и принцип кодирования / декодирования полной топологии дерева; 
различные эвристики и основанные на них оригинальные генетиче­
ские операторы для преобразования топологий [28].
3.1. Кодирование полных топологий
Представление топологии. Решая потоковую ЗШ, мы приняли ос­
нованное на позиционном способе компактное представление топо­
логии дерева в виде строки. Оно давно известно и неоднократно 
«открывалось» разными исследователями. Иногда такое представ­
ление связывают с методом Прюфера [10]. Условимся нумеровать 
вершины дерева натуральными числами. Пусть терминальные вер­
шины имеют номера от 1 до п , и номер корня всегда 1, а ТШ -  
номера от п + 1 до N. Топология дерева представляется в виде сле­
дующей строки:
Т  (t\, ^ , ^ , ... ti, ... tn-\, ^  п̂+Ь ... ti, ... tN)
Здесь индексы элементов строки соответствуют номерам началь­
ных вершин дуг дерева, а значения элементов есть номера конечных 
вершин этих дуг. Смысл позиционного представления такой: если i-й 
элемент строки Т  имеет значение ti = m, то в дереве есть дуга (i, m), 
т. е. дуга с начальной вершиной i и конечной вершиной m. Такое 
представление топологии однозначно определяет дерево, и разным 
деревьям соответствуют разные представления.
Длина строки топологии равна числу вершин моделируемого де­
рева N  = п + s, где число ТШ 0 < s < п -  2. Такой подход позволяет 
представить полную топологию в виде строки фиксированной дли­
ны N  = 2п -  2:
Т  (tb ^  ̂ , ... th ... п̂-Ь tп tn+1, ... tj, ... t2n-4, t2n-3, 2̂п-2)
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В полном дереве все внутренние вершины -  точки Штейнера, 
а терминальные вершины всегда концевые. В ТШ входят две дуги, 
а выходит одна. Элементы строки, за исключением первого и послед­
него, есть номера ТШ, т. е. ti принимают значения от n + 1 до 2n -  2. 
Каждый из номеров присутствует в строке дважды. Поясним смысл 
исключений. Корню дерева всегда присваивается номер 1, а так 
как из первой вершины нет исходящей дуги, вводится фиктивная 
вершина 0 и фиксируется значение: t1 = 0, что соответствует фик­
тивной дуге (1, ti) = (1,0). Далее, начальной вершине корневой дуги 
(последней в дереве) можно присвоить номер 2n -  2, т. е. номер по­
следней ТШ. Конечная вершина последней дуги -  корень дерева 1, 
т. е. t2n-2 = 1. Так фиксируется дуга (2n -  2, t2n-2) = (2n -  2, 1).
Кроме указанных исключений, в представлении топологии мож­
но закрепить ещё один элемент. Рассматриваются задачи для n > 4, 
поэтому одна из двух дуг, входящих в последнюю ТШ (ближайшую 
к корню), обязательно должна быть внутренней. Значит, её началь­
ной вершине можно присвоить номер 2n -  3 предпоследней ТШ. 
Так как предпоследняя дуга входит в последнюю ТШ, то t2 n- 3  = 2n -  2, 
т. е. зафиксирована дуга (2n -  3, t2n-3) = (2n -  3, 2n -  2). Унифициро­
ванная строка, представляющая топологию, имеет вид:
T  (0, t̂ 2, ^ , ... ti, ... tn-1, tn, tn+1, ... tj, ... t2n-4, 2n 2  1)
В качестве примера рассмотрим дерево с топологией T '0, пока­
занное на рис. 14.
Рис. 14. Дерево с топологией T 0
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Терминальные вершины дерева пронумерованы натуральными 
числами от 1 (корень) до 10, а ТШ -  числами от 11 до 18. Топология 
Т'о дерева представлена строкой длины N  = 2n -  2 = 18:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
T'0 = (0, 11, 11, 12, 12, 13, 13, 14, 14, 15, 15, 16, 16, 17, 17, 18, 18, 1)
Верхняя строка, приведенная для наглядности, показывает ин­
дексы элементов Т'0. Эти индексы соответствуют номерам началь­
ных вершин дуг дерева (они же считаются и номерами дуг). Эле­
менты То -  номера конечных вершин этих дуг, -  это номера ТШ, 
за исключением первого и последнего элементов. Три элемента (пер­
вый и два последних) фиксированы. Смысл позиционного представ­
ления Т '0 следующий. Дуги 2 и 3 дерева идут в точку Штейнера 11, 
и этот номер стоит в позициях 2 и 3 в Т '0; дуги 4 и 5 идут в ТШ 12, 
и ее номер занимает позиции 4 и 5; и т. д. Дуга 18 идет в корень 1, 
а фиктивная дуга 1 -  в фиктивную вершину 0, поэтому значения 1 и 0 
находятся в позициях 18 и 1 этой строки.
Генерация полных топологий. Опираясь на описанное пред­
ставление, сформулируем принцип кодирования полных топологий 
и их генерации с помощью перестановок. Абстрагируясь от приро­
ды элементов, кодируем топологию Т  строкой, элементы p t которой 
принадлежат множеству P  = {1, 2, ... , 2n -  2}. Следующая запись 
строки топологии под строкой перестановки устанавливает соответ­
ствие между их элементами, которое используется при кодировании 
/ декодировании (переходе от топологии к перестановке и обратно):
(Р1 Р2 Р3 ... Рг ... Pn-1 Pn Pn+1 ... Pj ... P2n-4 P2n-3 Pln-l)
T  (0, t2, t3, ... ti, ... fn-!-, In tn+\, ... ... t2n-4, 2n 2  1)
Если в кодирующей строке элемент Pi = k, а в строке топологии 
(  = m, то при декодировании топологии вместо k  будет подставлять­
ся конкретное значение m номера ТШ. Сложность такого кодирова­
ния / декодирования: O(N), где N  = 2n -  2.
Ниже показано правило кодирования / декодирования, применяе­
мое при генерации топологий. В качестве начальной перестановки 
взята единичная перестановка, которая оставляет все элементы на 
месте. В качестве начальной топологии выбрана топология Т0, 
в представлении которой номера ТШ расположены в неубывающем
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порядке. Дерево с такой топологией будем называть прародителем. 
Получим следующее соответствие:
(1 2 3 4 5 ... k k  + 1 ... 2п -  4 2п -  3 2п -  2)
Т0  = (0, п + 1, п + 1, п + 2, п + 2, ... m , m , ... 2п -  2, 2п -  2, 1)
Из множества кодирующих перестановок выбираются только 
те, в которых остаются на своих местах три элемента: рі = 1; р 2п-3 = 
2п -  3; р2п-2 = 2п -  2. Таким образом, в перестановках участвуют 
только N  -  3 = 2п -  5 элементов. Число всех перестановок, удовле­
творяющих этому условию, равно (2п -  5)! После декодирования 
многие перестановки дают представления топологий изоморфных 
деревьев. Во-первых, номер каждой ТШ соответствует двум раз­
ным элементам перестановки, поэтому появляются одинаковые 
представления топологий. Во-вторых, некоторые перестановки 
порождают разные представления, соответствующие изоморфным 
деревьям с точностью до перенумерации ТШ. Число таких «изли­
шеств» с ростом п растет катастрофически быстро.
Число неповторяющихся топологий с различным числом s то­
чек Ш тейнера значительно меньше (2п -  5)!. При работе только 
с полными топологиями число просматриваемых топологий сокра­
щается на много порядков. Используя формулу числа всех тополо­
гий [9] или рекуррентный вывод, можно показать, что число пол­
ных топологий для задачи размерности п выражается формулой 
M  = (2п -  5)!! Как видим, в ней фигурирует число 2п -  5, т. е. коли­
чество элементов, фактически участвующих в перестановках. Это 
подтверждает оптимальность принятого принципа кодирования 
полных топологий.
Работа упомянутого алгоритма исчерпывающего и неизбыточ­
ного перебора полных топологий [20] основана на перестановках. 
Топология строится по ее номеру, начиная с Т0, что позволяет 
генерировать все топологии неизоморфных деревьев. Реализация 
алгоритма была ограничена возможностями конкретных ПК опе­
рировать со сверхбольшими числами, и в полном объёме алгоритм 
применялся лишь к задачам небольшой размерности. Однако об­
щая методология, заложенная в нем, позволила организовать эф­
фективную работу на поддеревьях с полной топологией в задачах 
большой размерности.
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В эволюционной модели [27] строка T, представляющая топологию 
дерева, интерпретируется как хромосома, а ее элементы -  как гены. 
Так, если ген ti = m , то i отождествляется с локусом гена, а конкрет­
ное значение m  номера ТШ с аллелем. Ген представляет в дереве 
дугу (i , m) с соответствующими значениями потока и весовой функ­
ции. При этом каждый ген является носителем признака не сам по 
себе, а только во взаимной связи с другими генами: значения пото­
ков определяются всей совокупностью связанных генов в хромосо­
ме. Таким образом, принцип кодирования топологии переносится 
на хромосому: если в кодирующей строке pi = k , то при декодирова­
нии вместо k  будет подставляться соответствующее значение ti = m . 
Основываясь на этом принципе, можно моделировать операторы 
мутаций и кроссинговера с помощью перестановок, используя при­
веденные ниже эвристики. Порождаемые такими перестановками 
преобразования топологии ведут к перестройкам структуры дерева, 
т. е. имеют конкретную геометрическую интерпретацию.
Для иллюстрации эвристик используем приведенное на рис. 14 
дерево, которое является прародителем для нашего примера. Взяв 
топологию T'o в качестве начальной, установим следующее правило 
кодирования / декодирования:
(1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18)
T '0 = (0, 11, 11, 12, 12, 13, 13, 14, 14, 15, 15, 16, 16, 17, 17, 18, 18, 1)
П ростейш ая мутация. Два гена хромосомы меняют свои локу- 
сы. Мутация моделируется перестановкой, в которой выполняется 
транспозиция (k l):
3.2. Эвристики для генетических операторов
pa ... к  ... l ...p n ... pb ...2n  -  3 2n -  2 1
pa ... l ... k ...p n ... pb ...2n -  3 2n -  2 I
Геометрический смысл этой эвристики состоит в том, что две ду­
ги в дереве меняются своими конечными вершинами.
Транспозиция элементов 3 и 4 из начальной перестановки поро­
ждает перестановку:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 \
1 2 4 3 5 6 7 8 9 10 11 12 13 14 15 16 17 18 |
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После декодирования получим топологию Т \  дерева, показанно­
го на рис. 15.
Рис. 15. Дерево после простейшей мутации
Элементы 3 и 4 в представлении топологии обменялись номера­
ми ТШ, а дуги 3 и 4 -  конечными вершинами.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Г : = (0, 11, 12, 11, 12, 13, 13, 14, 14, 15, 15, 16, 16, 17, 17, 18, 18, 1)
Ц иклическая мутация. Три гена хромосомы в цикле меняют 
свои локусы. Мутация моделируется с помощью перестановки, в ко­
торой элементы k, l и r в цикле меняют свои места:
1 ... Pa ... к  ... l ... r ... Pb ... 2n -  3 2n -  2\
1 ... Pa ... l ... r ... к  ... Pb ... 2n -  3 2n -  2 /
Геометрический смысл этой эвристики -  такая переброска од­
ной дуги в дереве, при которой ее конечная вершина перемещается 
на середину другой дуги.
Так, циклический сдвиг элементов 5, 7 и 12 в начальной переста­
новке дает:
'1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 \
,1 2 4 3 12 6 5 8 9 10 11 7 13 14 15 16 17 18)
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После декодирования получаем топологию T'2 дерева, показан­
ного на рис. 16.
Рис. 16. Дерево после циклической мутации
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
T '2 = (0, 11, 12, 11, 16, 13, 12, 14, 14, 15, 15, 13, 16, 17, 17, 18, 18, 1)
В топологии произошел циклический сдвиг номеров ТШ. 
Сравнение деревьев на рис. 9 и 11 показывает, что конечная вер­
шина 12 дуги 4 переброшена на середину дуги 7, а дуга 5 идет 
в вершину 16.
Применение перестановок с большим числом элементов для му­
таций в общем случае нерационально. Число вариантов слишком 
велико, результаты непредсказуемы, а процесс поиска практически 
неуправляем. Исключение составляет следующий частный случай.
Рекомбинация. Цепочка связанных между собой N ' генов од­
ной, реальной родительской хромосомы замещается цепочкой 
генов другой, «виртуальной» родительской хромосомы. Рекомби­
нация моделируется с помощью перестановки N ' элементов, соответ­
ствующей цепочке этих генов. Геометрический смысл эвристики -  
выделенное на дереве поддерево с одной топологией заменяется 
поддеревом с другой топологией. Эти поддеревья имеют п' условно 
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терминальных вершин, а их топологии представлены строками 
длины N' = 2n' -  2.
Например, на дереве-прародителе (рис. 14) выделим полное под­
дерево с n' = 5 условно терминальными вершинами: 18 (корень), 4, 5, 
6, 7. В него попадают точки Штейнера 12, 13, 16. Этим восьми вер­
шинам соответствуют восемь элементов единичной перестановки, 
кодирующей начальную топологию всего дерева: 4, 5, 6, 7, 12, 13, 16,
18. Рассматривая поддерево как самостоятельный объект, по описан­
ному выше принципу генерируем новую топологию поддерева с по­
мощью некоторой перестановки восьми элементов. Эту перестановку 
вписываем в перестановку, соответствующую всему дереву:
/1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18\
(1 2 3 6 12 5 7 8 9 10 11 13 4 14 15 16 17 18J
После декодирования получаем топологию T '3 дерева на рис. 17:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
T '3 = (0, 11, 11, 13, 16, 12, 13, 14, 14, 15, 15, 16, 12, 17, 17, 18, 18, 1)
Рис. 17. Дерево после рекомбинации
Из сравнения соответствующих поддеревьев на деревьях, показан­
ных на рис. 14 и 17, видно, что они имеют разные топологии.
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С помощью рассмотренных эвристик разработаны три вида генети­
ческих операторов.
Оператор случайных мутаций. Он основан на простейшей му­
тации двух генов. Выполняется заданное нормой число случайных 
транспозиций, что соответствует случайной перестройке топологии.
Каждая транспозиция может дать три возможных исхода. Что­
бы получать только допустимые мутации, выполняются транспо­
зиции лишь для генов, локусы которых удовлетворяют условию: 
1 < i, j  < п + 1. Такие транспозиции соответствуют обмену конеч­
ными вершинами у концевых дуг дерева. Очевидно, что в этом 
случае на дереве не могут возникать контуры. Следовательно, опе­
ратор всегда формирует кодирующую строку, соответствующую 
полной топологии. Есть вероятность получить клон -  перестанов­
ку, которая после декодирования даёт топологию, совпадающую 
с порождающей с точностью до перенумерации ТШ. Такая ситуа­
ция легко обходится при задании нормы оператора -  увеличением 
числа транспозиций. Вероятность клона при одной транспозиции 
не более 1/(2(2п -  6)), в случае k  транспозиций она не превышает 
1/(2(2п -  6))k. Достоинства этого оператора -  простота реализации 
и «безотходность».
Действие оператора случайных мутаций соответствует случай­
ной выборке из полной совокупности всех возможных решений. 
Норма оператора задаётся таким образом, чтобы происходила рез­
кая перестройка топологии дерева, что позволяет поиску выходить 
из зон локальных экстремумов.
При фиксированной норме реализация оператора включает: вы­
бор элементов транспозиции с помощью генератора случайных чи­
сел; кодирование / декодирование топологии; перерасчет потоков 
и весов дуг, задаваемых строками длины N  = 2п -  2. Сложность этих 
операций -  0(1), 0(1) и O(N). Следовательно, оператор имеет ли­
нейную оценку временной сложности.
Оператор селективных мутаций. Он основан на мутации трех 
генов, соответствующей переброске дуги. Выполняется ряд попыток 
перебросить одну дугу дерева на соседние дуги, длина списка кото­
рых задаётся нормой оператора. Принимаются попытки, улучшаю-
3.3. Виды генетических операторов
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щие целевую функцию. Отсечь недопустимые мутации, дающие кон­
туры в дереве, позволяет простой логический анализ.
Оператор применяется для мягкой перестройки топологии. Однако 
иногда случайно может появиться нетипичный мутант, который при­
водит к резкой перестройке структуры дерева, что дает дополнитель­
ный шанс выхода поиска из зоны локального экстремума.
При фиксированной норме реализация оператора включает: фор­
мирование списка дуг; кодирование / декодирование топологии; 
проверку допустимости топологии; перерасчет потоков и весов дуг. 
Оценки трех последних операций -  O(1), O(N), O(N). Временная 
сложность формирования списка дуг с сортировкой -  O(NlgN), что 
и дает оценку сложности оператора.
Оператор кроссинговера. Он выполняет заданное нормой чис­
ло рекомбинаций хромосомы. Это соответствует перебору тополо­
гий выделенного на дереве поддерева и поиску топологии, улуч­
шающей целевую функцию. Для этого используется упомянутый 
ранее алгоритм перебора полных топологий, порождающий только 
допустимые топологии для неизоморфных деревьев.
Если в поддереве 4 < n' < n терминальных вершин, то существует 
(2n' -  5)!! его полных топологий. Возможны разные варианты перебо­
ра. Можно реализовать фильтр, отсекающий варианты, «нелогичные» 
с точки зрения геометрии (например, пересечения дуг), но потребует­
ся громоздкое программирование. Можно выполнять частичный или 
полный перебор. Эксперименты подтвердили, что рациональнее про­
сто выделять поддерево с небольшим числом условно терминальных 
вершин от 5 до 7 и просматривать все его топологии. В этом случае 
норма оператора задает число n' терминальных вершин поддерева.
Оператор кроссинговера используется для мягкой перестройки 
топологии. В отличие от мутаций, поиск с помощью этого операто­
ра не выходит из зоны локального экстремума, так как перестройка 
происходит лишь в пределах замещаемых поддеревьев. Кроссинго- 
вер лучше всего помогает распутать на дереве сложные узлы с пере­
сечениями и вырожденными дугами.
При реализации кроссинговера выполняется перебор (2n' -  5)!! то­
пологий выделенного поддерева, которое рассматривается как само­
стоятельный объект. Для каждой топологии находится ДШ, и лучшая 
топология поддерева вписывается в топологию дерева. Сложность
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этих операций O(N'), где N  = 2n' -  2. Сложность оператора кроссин- 
говера -  O(N'(2n' -  5)!!). При рекомендуемой фиксированной норме 
получаем О(к), где к  изменяется в диапазоне от 102 до 104. В общем 
времени поиска доля этих затрат сравнительно невелика.
В результате серий экспериментов были установлены зависимо­
сти норм рассмотренных операторов от размерности задачи и вы­
брана схема их применения в композитном ЭА. Она позволила 
формировать перспективные для поиска МДШ подмножества то­
пологий, связанные с гипотезой о «большой долине» для потоко­
вой задачи Штейнера.
4. Гипотеза о «большой долине»
Потоковая задача Штейнера имеет множество локальных миниму­
мов. Анализ их распределения связан с понятием ландшафта полез­
ности [35]. Впервые такой анализ был проведен для симметричной 
задачи коммивояжера [36]. Он выявил сильную корреляцию между 
значениями целевой функции и расстояниями между локальными 
минимумами (fitness-distance correlation). Это позволило предпо­
ложить, что ландшафт полезности образует выпуклую структуру 
с центральным глобальным минимумом, которую назвали «боль­
шой долиной» («big valley»). Позже она была выявлена у некоторых 
других задач.
Развитию гипотезы о «большой долине» способствовали даль­
нейшие исследования ландшафта полезности многопараметриче­
ских задач. В качестве прецедента сошлемся на задачу планирова­
ния работ. В [37] ее ландшафт представлен как UV-структура, со­
стоящая из мелких широких долин u-valleys и глубокой изогнутой 
долины v-valley с глобальным минимумом. В [38] отмечено, что 
число долин зависит от соотношения между числом работ и ма­
шин; дано определение ландшафта «большой долины» и указаны 
необходимые условия её существования: 1) малые улучшающие пе­
реходы; 2) кластеризация оптимальных решений.
Исследование ландшафта полезности позволило выявить важ­
ную особенность потоковой задачи Штейнера -  устойчивость её ре­
шений. На этой основе была выдвинута гипотеза о существовании 
«большой долины» в этой задаче [30].
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4.1. У стойчивость решений потоковой задачи Ш тейнера
Ранее было показано, что вырожденные дуги в дереве появляются 
при оптимизации координат ТШ на плоскости. Наиболее сильно 
этот эффект проявляется в прикорневой области дерева, так как из- 
за суммирования потоков в ТШ веса дуг растут с приближением 
к его корню. Вследствие этого неизоморфные ДШ с различными то­
пологиями могут иметь одинаковые геометрические конфигурации 
в прикорневой области. Такая устойчивость -  важная особенность 
решений потоковой задачи Штейнера. Число вариантов конфигура­
ций невелико даже в задачах большой размерности. Так как прикор­
невая область вносит в величину целевой функции наибольший 
вклад, каждому варианту соответствует огромное количество деревь­
ев с общими прикорневыми поддеревьями и близкими значениями 
целевой функции. (Топологии и координаты ТШ поддеревьев явля­
ются «backbone» для решений задачи.) Именно среди множества ДШ 
с отмеченными особенностями с наибольшей вероятностью можно 
найти глобально оптимальные и близкие к ним решения. Это приво­
дит к следующей гипотезе.
Ландшафт «большой долины» в потоковой задаче Штейнера -  
это объединение субструктур, образованных подмножествами ДШ , 
которые имеют общие прикорневые поддеревья и близкие значения 
целевой функции.
На рис. 18 наложением срав­
ниваются два ДШ для потоко­
вой задачи размерности п =
80. Несовпадения конфигура­
ций ДШ на периферии показа­
ны штриховыми линиями. От­
носительная разность значений 
целевой функции составляет
0.08 %. Оба ДШ принадлежат 
одной субструктуре, сформиро­
ванной композитным ЭА.
При поиске МДШ в потоко­
вой задаче композитный ЭА Рис 18  Сравнение
выполняет следующие шаги: конфигураций ДШ
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1) генерация ДШ со случайной топологией; 2) поиск лучшего де­
рева во множестве ДШ за счёт переброски дуг; 3) поиск лучшего 
дерева во множестве ДШ за счёт замены топологий в поддеревьях. 
Последний шаг имитирует действия кроссинговера [28], порож­
дающего подмножество деревьев Штейнера, формирующих неко­
торую субструктуру из «большой долины».
4.2. Ф ормализация ландш аф та «большой долины»
Введём следующие обозначения: T  -  множество полных топологий 
деревьев на множестве n заданных точек плоскости, |T| = (2n -  5)!!; 
U = {A | tsT} и US = { S(A) | A s U} -  множества полных ДШ и соот­
ветствующих значений целевой функции.
Пусть A s U и S(A) sUS. Обозначим J  = {1, 2n -  2, 2n -  3, ... n + 1} -  
список вершин, содержащий корень и точки Ш тейнера дерева A , 
|J  = n -  1; Aj -  поддерево A  с корнем в j s J  размерности n '< n и то­
пологией Tj-еТ', где T' -  множество полных топологий Aj, |Т'| = 
(2n'  -  5)!!.
Применим к A  кроссинговер. Он реализован в виде следующей 
процедуры.
1. Выделяем в A  поддерево Aj с корнем j s J  размерности n', если 
возможно.
2. Перечисляя все топологии tjsT ', находим ДШ для Aj и ищем 
лучшее A': S(A') < S(A); если A ' существует, то т = т', A  = A', 
S(A) = S ( A )
3. Если J  Ф 0 ,  выделяем в A  поддерево Aj+1 и продолжаем 
процесс.
Чтобы пояснить смысл этой процедуры, введём следующие оп­
ределения.
Функция окрестности топологии -  отображение N: T  ^  2T, ко­
торое для ts T  дерева A  задает множество топологий N(t) заменой 
топологий в поддереве Aj, j s J .
Функция окрестности Д Ш  -  отображение D: U  ^  2U, которое 
для дерева Штейнера A  с топологией т задает множество деревьев 
D(A) с топологиями tsN (t).
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Локально минимальное дерево Штейнера (ЛМДШ) относитель­
но D  -  дерево Штейнера A 'aD(A) с топологией t 'aN(t), для которого 
S(A') < S(A) V A aD(A).
Функция N  задает множество топологий, близких по расстоянию 
Хэмминга: у них не совпадают только элементы топологии поддере­
ва размерности n'. Так как при перераспределении потоков внутри 
поддерева относительное изменение целевой функции на всем дереве 
невелико, то функция D  порождает ДШ с близкими значениями целе­
вой функции. Благодаря свойствам N  и D  возможны локальные улуч­
шающие переходы от одного ДШ к другому.
Для A a U кроссинговер формирует UJ ^  U и TJ ^  T -  подмноже­
ства ДШ и их топологий и U* ^  UJ и T* ^  TJ -  подмножества 
ЛМДШ и их топологий. Число топологий |T*| < (2n' -  5)!!(n -  3) ма­
ло по сравнению с |T| = (2n -  5)!!. Это справедливо для |U*| и |U|.
Подмножество U* содержит ЛМДШ, полученные в результате 
улучшающих замен топологий, которые начинаются с прикорневых 
поддеревьев. По крайней мере, элементы топологий последних со­
держатся в T*. Так как веса дуг прикорневых поддеревьев вносят 
наибольший вклад в величину целевой функции, ЛМДШ в U* име­
ют близкие значения целевой функции.
Субструктура «большой долины» -  объект вида L  = < UJ, D, 
S  >, где UJ -  подмножество ДШ, D  -  функция окрестности ДШ; 
S  -  целевая функция; причём UJ ^  U*, где U* -  подмножество 
ЛМДШ с общими прикорневыми поддеревьями и близкими значе­
ниями целевой функции.
Ландшафт «большой долины» -  это объединение субструктур 
вида L  = < UJ, D , S  >.
Псевдооптимальное решение потоковой задачи Штейнера -  это 
ЛМДШ A*eU* с топологией VeT* : S(A*) < S(A) VAeU*.
На каждой итерации композитный ЭА находит ЛМДШ для соот­
ветствующей субструктуры. Лучшие ЛМДШ сохраняются в элитной 
группе, при большом числе итераций некоторые из них могут появ­
ляться повторно. Тестирование ЭА [27] подтверждает, что элитная 
группа с большой вероятностью содержит МДШ и близкие к нему 
решения. Быстрое «скатывание» поиска к топологии МДШ объясня­
ется существованием «большой долины».
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4.3. Вы числительны е эксперименты
Для экспериментов с помощью генератора случайных чисел были 
подготовлены серии по 150 задач с потоками и без потоков раз­
мерности п = 8, 9, 10, 11. Они решались алгоритмом исчерпываю­
щего неизбыточного перебора полных топологий [20] на кластере 
КарНЦ РАН [39] и композитным ЭА на ПК Turion 64 X2 2000 
МГц. Размерность п = 11 оказалась критичной для переборного ал­
горитма: при выполнении на кластере требовалось 25-27 ч. При 
этом он формировал топологии с номерами от 1 до 17!! = 
34459425 и находил ДШ. Тогда как ЭА за 30 секунд заполнял 
элитную группу из пяти ДШ, среди которых было, по крайней ме­
ре, одно МДШ. Анализ выявил общие тенденции при решении се­
рий задач этих размерностей, поэтому для демонстрации выбраны 
задачи размерности п = 11 -  с наибольшим числом топологий.
Эксперимент 1. Для обеих серий задач полным перебором были 
найдены МДШ и порядковые номера их топологий. На рис. 19 и 20 
приведены полигоны вместе с линиями тренда, которые показыва­
ют распределение относительных частот первых нахождений топо-
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Рис. 19. Распределение топологий МДШ 
в задачах с потоками
логии МДШ. Для компактности представления множество номеров 
топологий разделено на интервалы. На оси абсцисс приведены по­
рядковые номера интервалов, на оси ординат -  относительные 
частоты. Рис. 19 показывает четко выраженную тенденцию: наи­
большие относительные частоты характерны для начальных интер­
валов. Она объясняется двумя факторами.
Во-первых, в потоковых задачах Штейнера топологии «тяготеют» 
к области пространства поиска, где соответствующие ДШ имеют зна­
чения целевой функции, близкие к оптимальному. Во-вторых, при 
оптимизации координат ТШ из-за вырождения многих дуг для раз­
ных топологий получаются повторяющиеся конфигурации деревьев, 
значения целевой функции которых повторяют найденные ранее, 
и номера их топологий не включаются в статистику.
В задачах Штейнера без потоков тенденция другая (рис. 20): пер­
вый фактор не действует, а второй проявляется слабее из-за мень­
шего числа вырожденных дуг в дереве.
Рис. 20. Распределение топологий МДШ в задачах без потоков
Эксперимент 2. С погрешностью 0.001, избыточной для прак­
тических приложений, в сериях задач с потоками и без потоков 
композитный ЭА нашел те же топологии МДШ, что и переборный
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алгоритм. Для каждой задачи подсчитывалось число итераций, необ­
ходимых для заполнения элитной группы (5 МДШ). На рис. 21 дана 
гистограмма для задач с потоками и без (темные и светлые полосы). 
Область из 100 итераций разделена на 20 интервалов. На оси абсцисс 
показаны номера интервалов, на оси ординат -  распределение задач 
по интервалам. В первом интервале, где ЭА нашел пять МДШ за пять 
итераций, оказалось около 60 % задач с потоками и 47 % без потоков. 
С ростом размерности задачи различие заметно увеличивается.
Рис. 21. Заполнение элитной группы в задачах 
с потоками и без потоков
Эксперимент 3. Композитный ЭА имеет высокий начальный 
порог, который устанавливается после первого акта видообразова­
ния. Так как конфигурация «тяжёлой» прикорневой области дере­
ва выбирается первой, мелкие локальные минимумы, быстро отсе­
каются. В элитную группу попадает небольшое число вариантов 
лучших решений.
Рассмотрим фрагмент реальной сети с 18 источниками одинако­
вой мощности (п = 18, s = 16). После пяти итераций элитная группа 
уже содержит два лучших ЛМДШ (рис. 22 и 23). Значения их целевых
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Рис. 22. ЛМДШ в задаче с потоками
Рис. 23. МДШ в задаче с потоками
функций отличаются на 1.33 %. В результате поиска в группе оста­
ётся одно ЛМДШ (рис. 23). С высокой вероятностью можно утвер­
ждать, что это МДШ для этой задачи.
5. Задача поиска деревьев Ш тейнера
Двухуровневый композитный ЭА для потоковой задачи Штейнера 
ищет МДШ среди ЛМДШ на подмножествах полных ДШ. При этом 
решаются два вида задач. На верхнем уровне выполняется поиск 
топологий дерева, на нижнем -  поиск ДШ  для деревьев с най­
денной топологией. С ростом числа оптимизируемых параметров 
возрастают общие затраты времени на нахождение МДШ: резко
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увеличивается число порождаемых топологий и число решаемых 
задач поиска ДШ. Чтобы решение последних задач не стало «буты­
лочным горлышком» для композитного алгоритма, требовался 
эффективный алгоритм для поиска ДШ.
5.1. Выбор метода реш ения задачи
Для задачи поиска ДШ было разработано несколько алгоритмов, ос­
нованных на методах случайного поиска, известных своей эволюци­
онной природой [32]. На первый взгляд перспективными выглядели 
методы многопараметрической оптимизации, в частности, алгоритм 
с направляющим конусом с самообучением [33]. Вектор памяти, вве­
денный в алгоритм, рассматривается в (2 n -  2)-мерном пространстве 
параметров. После удачного шага компоненты вектора рекуррентно 
пересчитываются. В задачах небольшой размерности метод был весь­
ма эффективным, но с ростом числа параметров резко возрастают 
затраты времени на поиск ДШ. Из-за нелинейной сложности алгорит­
ма пришлось отказаться от его применения в композитном ЭА.
По аналогичной причине бесперспективным был и градиентный 
алгоритм с парными пробами: в задачах большой размерности тре­
бовалось много времени на вычисление градиентов.
Подходящим для использования в композитном алгоритме ока­
зался вещественный эволюционный алгоритм, имевший практиче­
ски линейную вычислительную сложность [31].
5.2. Эволю ционная модель задачи
Рассмотрим математическую и эволюционную модели задачи, ис­
пользуя обозначения, введённые для соответствующих моделей пото­
ковой задачи в разделах 1.1 гл. I и 2.3 гл. II. Задача поиска ДШ для 
дерева Ат с заданной полной топологией т е T  состоит в том, чтобы 
среди множества деревьев с такой же топологией найти дерево, коор­
динаты X S точек Штейнера которых оптимальны. Так как распределе­
ние потоков {q(j, j)} на дугах (i, j )  е DT фиксировано, имеем задачу не­
прерывной многопараметрической оптимизации.
Математическая модель задачи поиска ДШ имеет вид:
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Эволюционная модель для этой задачи описывает индивидуаль­
ное развитие (онтогенез) отдельной особи. Компоненты и парамет­
ры модели являются частью рассмотренной ранее эволюционной 
модели для потоковой задачи Штейнера [27].
Модель онтогенеза особи -  это объект вида:
REM  = < ar, AT, X s, mat, km\, km2, S(AT) >,
здесь ar = (V0, X0,M 0, l,{q(i,j) | (i, j )  e D  }) -  ареал, где V0, X0 -  множе­
ства терминальных вершин и их координат; M 0 -  множество мощно­
стей источников в терминальных вершинах, кроме корня дерева; 
l -  функция длин дуг; { q j  | (i, j )  е D} -  распределение потоков на 
дугах дерева. Дерево A T = (V0, X0, M 0, Vs, t , XS0) с заданной тополо­
гией т eT  -  особь с хромосомой т и начальным XS0 набором генов; 
XS -  искомый набор генов особи; mat -  оператор развития; km 1 и km2  -  
нормы оператора развития для глобального и локального действия; 
S(AT) -  значение фитнес-функции.
В модели онтогенеза хромосома т отождествляется с геноти­
пом особи, а набор генов XS -  с её фенотипом. Отметим, что гены 
(xi, y i) e X S имеют сложную структуру. Такая трактовка генов впер­
вые используется в модели, хотя в генетике она известна с 30-ых го­
дов прошлого века.
Начальный фенотип XS0  особи изменяется вследствие случайных 
внешних воздействий. Их имитирует оператор mat, названный опера­
тором развития (maturation operator) по ассоциации с моделью онто­
генеза. Это групповой оператор: при однократном применении он 
выполняет заданное нормой k  число операций с XS. В зависимости от 
ситуации k = km\ или k  = km2.
5.3. Вещ ественный оператор развития
Оператор развития разработан на основе метода покоординатного 
спуска [32]. Этот метод применяют для поиска ЛМДШ в задачах 
Штейнера [40]. В современных метаэвристических алгоритмах он 
служит для «оживления» процесса поиска решения задачи. Исполь­
зование этого метода для реализации оператора нетипично для 
ВГА. Обычно в них применяют аналоги дискретных генетических 
операторов, оперирующих с «простыми» генами [25, 26].
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Для реализации оператора развития выбрана случайная модифи­
кация метода покоординатного спуска. Она не только позволяет 
работать со сложными генами -  координатами ТШ, но и весьма 
эффективна при выполнении групповых операций с ними. Геометри­
ческий смысл действий этого оператора состоит в том, чтобы в окре­
стности каждой ТШ случайным образом найти её новое положение, 
улучшающее значение целевой функции задачи.
А даптация метода покоординатного спуска. Рассмотрим слу­
чайную модификацию метода покоординатного спуска, адаптиро­
ванного для потоковой задачи Штейнера.
Пусть A t -  дерево с заданной топологией теТ; X s = {(xuyi) | xu y i е R+, 
i = (n + 1) 4- (2n -  2)} -  текущие координаты ТШ. Случайная мо­
дификация метода сводит решение многопараметрической задачи 
к решению (n -  2) однопараметрических задач. С помощью слу­
чайных проб ищутся улучшения значений целевой функции по 
каждой паре (хь уг) е X S при условии, что значения (xj, y ) ,  j  Ф i, 
остаются неизменными. Требуется найти такие координаты каж­
дой ТШ, при которых сумма затрат на трех дугах, инцидентных 
этой ТШ, минимальна.
Адаптация метода включает организацию циклов покоорди­
натного спуска и случайных проб с рекуррентными формулами 
для рабочего шага. Цикл покоординатного спуска использует 
очередь I  перебора, состоящую из номеров ТШ. Установлено, что 
в данном случае оптимальным является перебор ТШ в направле­
нии от корня дерева к его периферии. При этом быстро находит­
ся устойчивая конфигурация в прикорневой области дерева [30]. 
Дальнейшие улучшения значения целевой функции происходят в ос­
новном за счёт оптимизации координат ТШ в средней части дере­
ва, что влияет на выбор оптимального числа случайных проб.
Для i-ой ТШ из очереди перебора I  выполняется цикл из pr  слу­
чайных проб. Значения p r  оптимизированы: для поддеревьев pr = 3, 
для деревьев p r  = 5. Новые значения в каждой паре координат (хг-, уг) 
е X S выбираются по первой пробе, давшей улучшение значения це­
левой функции. Нет смысла выполнять оставшиеся пробы: вследст­
вие взаимодействия между ТШ при повторении цикла градиент в ка­
ждой ТШ может непредсказуемо меняться.
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Рекуррентные формулы для (N  + 1)-го рабочего шага метода при 
V іе і  имеют вид:
x f+1 = x f  + (p x -  0.5)R; y f +1 = y ?  + (p y -  0.5)R, если A .f+1 > 0,
*N+1 = x? ; y?+1 = y N -  иначе.
Здесь (x ? , yN) и (xiN+1, y ?+1) -  координаты і-ой ТШ до и после 
пробы; px, py -  случайные числа, равномерно распределённые на 
(0,1); AsN+1 = sN -  siN+1-  изменение целевой функции после пробы, 
где sN, sN+1-  суммарные затраты на трёх дугах, инцидентных ТШ 
с координатами до и после пробы; R  -  радиус круга K(i,R) с центром 
в і-ой ТШ с координатами (xN, y N).
На (N + 1)-м шаге проба для і-ой ТШ выполняется так, чтобы точка 
со случайными координатами (xiN+1, yiN+1) попадала в круг K(i, R). 
В результате статистических испытаний установлена зависимость 
значения радиуса R  от густоты сети C. Если C определить как сред­
нее расстояние от каждой терминальной вершины до ближайшей 
терминальной, то R  = 0.31C.
Вычислительная сложность рассмотренного метода составляет 
O(n): в случае конечных параметров она определяется числом пар 
координат ТШ. Оператор развития с конечной нормой наследует 
линейную сложность рассмотренного метода.
5.4. Вещ ественный эволю ционный алгоритм
Оператор развития используется для поиска ДШ деревьев и подде­
ревьев [31]. Решение задач ищется с точностью s = 0.001. Порог s 
рассчитан для практических задач большой размерности с по­
грешностью входной информации в 3 %. Он используется и в за­
дачах со случайными данными. Решению задачи поиска ДШ пред­
шествует построение начального дерева (поддерева) с заданной 
топологией, т. е. нахождение начальных координат ТШ.
Э вристика для построения начального дерева. В композит­
ном ЭА начальное дерево наследуется от предыдущего этапа ре­
шения задачи. Начальные координаты ТШ для прародителя [28] 
и поддеревьев вычисляются с помощью следующей эвристики.
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По заданной топологии формируется очередь перебора ТШ дерева. 
Построенная по признаку удалённости от корня, она может приме­
няться в прямом или обратном порядке. В данном случае она ис­
пользуется по направлению от периферии к корню дерева. Сначала 
координатам каждой ТШ из очереди перебора последовательно 
присваиваются значения координат середины отрезка, связываю­
щего эту ТШ со смежными начальными вершинами входящих дуг. 
Затем каждая ТШ сдвигается по исходящей дуге на две трети её дли­
ны. Эта эвристика дает хорошее начальное приближение: во всех 
четытерехточечных фрагментах дерева (поддерева) уменьшаются 
длины самых «тяжелых» дуг, поэтому число итераций поиска реше­
ний значительно сокращается.
Поиск ДШ  для поддеревьев и деревьев. Точки Штейнера в де­
ревьях взаимосвязаны. В процессе оптимизации после изменения 
положения одной ТШ есть вероятность оптимизации положений 
других. Взаимодействие ТШ в поддеревьях (п < 10) проявляется 
слабо. Поэтому для оптимизации их координат достаточно приме - 
нить оператор развития с оптимизированной нормой km2 = 50. Эта 
процедура сохраняет линейную сложность оператора развития.
Для нахождения ДШ деревьев разработан ВЭА с оператором 
развития, в котором используется оптимизированная норма km 1 = 
100. Оператор выполняется поэтапно, причём этапы отделяются 
друг от друга частичными рестартами. В отличие от полных, они 
сохраняют преемственность решений, способствуя нахождению 
устойчивого X S.
Фенотип X S считаем устойчивым на отдельном этапе, если при 
этом относительное улучшение целевой функции не превышает за­
данный порог. Фенотип X S считаем оптимальным, если он устойчив 
на нескольких последовательных этапах поиска. В ВЭА для деревь­
ев принят критерий останова «по счету три». Если на трёх последо­
вательных этапах поиска относительные улучшения целевой функ­
ции не превышают заданный порог е, то найден оптимальный X S.
Схема ВЭА для деревьев. Для описания схемы алгоритма вве­
дем следующие обозначения: t -  счётчик последовательных этапов 
применения оператора развития; S(AT) и S(AT) -  значения целевой 
функции до и после очередного этапа соответственно; AS(AT) -  от­
носительное улучшение значения целевой функции после очередного
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этапа; s = 0.001 -  заданный порог для AS(At); count = 3 -  число по­
следовательных этапов для останова поиска.
Пусть XS0 -  начальный фенотип особи At; S(At) -  значение фит­
нес-функции. Вещественный эволюционный алгоритм построен по 
следующей схеме.
1. Обнулить счётчик этапов развития особи: t = 0.
2. Применить к текущему фенотипу XS оператор развития.
3. Вычислить AS(At) = | (S(At) -  S(AT' )) / S(At) |.
4. Если AS(At) ^  s, обновить Xts, S(At) — S  (At ) и перейти к 1, иначе 
t = t + 1.
5. Если t < count, перейти к 2, иначе останов.
По экспериментальной оценке в задачах размерности n = 10 ч 
1000 требуется от 7 до 9 рестартов по «счёту три» [27]. Оператор 
развития с конечной нормой имеет сложность O(n). При этом мак­
симальное число изменений координат ТШ находится в интервале 
(35-102, 45-102). Таким образом, вычислительная сложность ВЭА 
для деревьев близка к линейной.
Рассмотренный ВЭА разработан для задач с максимальными 
пропускными способностями коммуникаций и однородной поверх­
ности местности. Практические задачи могут иметь неоднородную 
поверхность местности и участки, запрещённые для строительства 
коммуникаций.
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