The question of grammar coverage in a treebank is addressed from the perspective of language description, not corpus description. We argue that a treebanking methodology based on parsing a corpus does not necessarily imply worse coverage than grammar induction based on a manually annotated corpus.
Introduction
The need for treebanks as an empirical basis for research on the grammar of a language is well established. While it is often stated that treebanks are useful for linguistic research as well as for language technology , linguistic research with treebanks seems underrepresented in the literature (Nivre, 2005) . Despite extensive research on the relation between treebanks and grammars, we think that theoretical issues in the relation between treebank annotation and grammar coverage have been underexposed.
Automatic grammar induction from manually annotated treebanks has been explored for over a decade (Krotov et al., 1994; Charniak, 1996; . Often, the quality of these grammars is discussed mainly as the percentage of coverage of the corpus by the grammar. There are, however, two obvious problems for inducing grammars from treebanks: one is the existence of annotation errors in the treebank (Dickinson and Meurers, 2005) , and the other is the large number of rules that are obtained. For the Wall Street Journal part of the Penn Treebank "approximately 17,500 rules are required to analyze just under 50,000 sentences -or about one distinct rule for every three sentences" (Gaizauskas, 1995) . According to Gaizauskas, one "possible explanation for the large number of rules is that in contexts where the annotators were unsure of the syntactic structure they created long rules that avoided issues of the internal structure of constituents." Such rules have little empirical content. Even if the number of rules can be dramatically decreased by means of compaction (Dickinson, 2006) , the question remains to what extent an induced grammar captures linguistic generalizations about the language or rather describes a particular annotation in a particular corpus.
Grammar induction approaches evaluate the accuracy of the grammar by "measuring the degree to which parser output replicates the analyses assigned to sentences in a manually annotated test corpus" (Carroll et al., 2003) , which is thereby treated as a gold standard. Even if some annotation errors can be detected and corrected (Dickinson and Meurers, 2005; Dickinson, 2006) , any natural corpus will undoubtedly also include typos and other errors. From the viewpoint of theoretical linguistics, it is undesirable to end up with a grammar that overgenerates (Charniak, 1996) while not capturing the necessary linguistic generalizations.
The problematic status of automatically induced grammars shows that despite the apparent advantage of automatic acquisition, a theoretically motivated handwritten grammar should not be dismissed as a valuable starting point in treebank construction.
Parsebanking (a term we heard first from Ron Kaplan) is an approach to treebanking by parsing a corpus with a wide coverage grammar which has been advocated and practiced in recent years. In this paradigm, the question of coverage in the relation between the grammar and the treebank must be explicitly addressed. Treebanks as parsed corpora can be used to evaluate the performance of a parser or track its performance over different versions ( Van der Beek et al., 2002; Oepen et al., 2004b) .
In the context of the TREPIL project, we are developing a tool called LFG PARSEBANKER for incremental and interactive parsebanking (Rosén et al., 2005b; Rosén et al., 2005a; Rosén et al., 2006) which is compatible with any LFG grammar (Bresnan, 2001 ) implemented in XLE (Maxwell and Kaplan, 1993) . We are therefore not committed to any particular grammar, although we are committed to the LFG formalism. In our approach, manual annotation is still necessary if the correct analysis has to be chosen among a number of possibilities. Much of our current research effort is in fact aimed at maximizing the efficiency of the disambiguation process.
Not every item that is passed to the parser as a 'sentence' can be expected to obtain an analysis (let alone a correct analysis). There may however be several reasons for this. In the following we will examine various coverage issues. It is useful to distinguish clearly between different types of noncoverage. In the first place we draw a distinction between input that one may not expect the grammar to cover and input that one would expect it to cover. The former is treated under sections 2 and 3. Input that ideally should be covered is discussed in sections 4 and 5. The examples given here will be mainly from the Norwegian grammar NorGram (Butt et al., 2002) but the points made are of a more general nature.
Non-syntactic input
Not everything in a corpus that typographically looks like a sentence (starts with an uppercase letter, ends with a period) is necessarily actually a sentence in the grammatical sense. Especially in corpus material such as newspaper text, many text chunks will be headlines, headers, lists, etc.
The PARC 700 Dependency Bank (King et al., 2003) contains dependency structures for 700 sentences randomly extracted from section 23 of the UPenn Wall Street Journal treebank (Marcus et al., 1994) . The sentences were parsed with PARC's LFG grammar for English and the f-structures were converted into dependency structures. Many of the sentences received more than one parse, and example (1) is cited as an example of a sentence for which "the best parse was far from the desired parse" (King et al., 2003) .
(1) 8 13/16% to 8 11/16% one month; 8 13/16% to 8 11/16% two months; 8 13/16% to 8 11/16% three months; 8 3/4% to 8 5/8% four months; 8 11/16% to 8 9/16% five months; 8 5/8% to 8 1/2% six months.
It is not surprising that the grammar did not produce the desired parse for this item, since it doesn't have the structure of an English sentence. An alternative view would be to consider this a nonsentential item of some sort. It is in fact far from clear how it should be analyzed, if at all. It seems to be a list of some sort, and the readers of the Wall Street Journal may know how to process it. But grammatical analysis is not obviously appropriate for sundry lists. Although the Wall Street Journal may have a standard way of listing this information, it is clear that this is not a part of the grammar of the English language. We argue that items that have no true syntactic structure should not be annotated as such (but see the possibility of fragment parsing discussed below).
Performance phenomena
Performance errors are particularly salient in spoken language corpora, but they are also a feature of written language corpora which cannot be ignored. We will examine these in turn.
Spoken language corpora
The syntactic annotation of spoken language corpora is complicated by the fact that spoken language is characterized by numerous dysfluencies: false starts, repetitions, repairs, etc. There is no widespread consensus on how dysfluencies should be handled with respect to syntactic annotation.
Johannessen and Jørgensen (2006) discuss different strategies that various researchers have taken to the syntactic annotation of spoken language, ranging from ignoring any performance features in spoken language to including all of them, for instance speech repairs, in the annotation. The example in (2) from Sampson (2003) , here in labeled bracket notation, illustrates the latter strategy.
(2) and that
Sampson discusses the difficulties involved in indicating "what is going on in a 'speech repair'". In this case, he says that "a speaker embarks on a relative clause modifying any bonus and then decides instead to use anything as the head of the phrase and to make bonus the predicate". He uses the crosshatch symbol to indicate the point at which there is an interruption. He states that "we need rules for deciding how to fit that symbol, and the words before and after it, into a coherent structure[. . . ]" and subsequently asks the question "Where in the tree do we attach the interruption symbol?" He doesn't go into detail on how such questions are answered, but says: "[This analysis] is based on explicit decisions about these and related questions, and the variety of speech management phenomena found in real-life spontaneous speech is such that these guidelines have had to grow quite complex; but only by virtue of them can thousands of individual speech repairs be annotated in a predictable, consistent fashion."
A consistent method of annotating speech repairs is certainly a good thing if one is interested in studying speech repairs. At the same time, it is not necessarily a good choice to mix this annotation with the annotation of syntactic structure. A phrase structure tree is normally used to indicate the constituent structure of a phrase or sentence, but the noun phrase indicated in this tree is not a recognizable pattern for a well-formed noun phrase. A better approach would be to let the dysfluency annotation and the syntactic annotation be done on separate levels.
In our approach to syntactic annotation of spoken language, only parts of utterances that have clear constituent structure will be annotated syntactically. For the example in (2), this would be the noun phrase any bonus and the clause anything he gets over that is a bonus. The rest of the utterance could of course be part of speech tagged, but a syntactic analysis in addition to tagging does not seem warranted when the syntactic structure is unclear.
Even though the problem of identifying grammatical and nongrammatical parts of spoken utterances is nontrivial, it is possible, with the help of the LFG PARSEBANKER, to achieve as good and rich an annotation for the grammatical parts of spoken language as for written language (Rosén, submitted).
Written language corpora
Performance errors are common in all text types. They are especially frequent in certain types of texts, such as newspapers, which are quickly written and typically proofread cursorily or not at all. For this reason it is somewhat surprising that so many corpora are heavily based on newspaper texts. This question seems to have been given little attention in the literature, although Becker et al. (2003) developed an error typology for a German newspaper corpus.
If one is interested in robustness, performance errors should not be corrected. Since our focus is on grammar, we are, however, not interested in trying to treat ungrammatical input as if it were grammatical. In contrast to some automatically induced grammars, we want to avoid building a grammar that covers ungrammatical input. There are then several possibilities for dealing with ungrammatical input. While one possibility consists of simply rejecting such items, another consists of correcting the errors but retaining information about what actually occurred in the corpus, and a third of assigning partial parsing, which is basically the same approach we adopt for speech performance phenomena, as discussed above.
In the LOGON Norwegian-English machine translation project (Oepen et al., 2004a) , the problem of performance errors was dealt with through the "careful copy editor" principle, which may be formulated: "if there is a typographical error in the test corpus which a careful copy editor would have corrected, the test corpus item should be corrected". A treebank built in the LOGON project contained sentences corrected according to this principle because these sentences were important for coverage in this specific application.
It is however not always easy to determine what kind of performance errors should be corrected if this approach is chosen. Clear typographical errors like misspellings are unproblematic. Grammatical performance errors are more difficult to decide on. What would a careful copy editor do with the sentence in (3)? (3) He wants to among other things to go fishing.
Most editors would probably consider this an unintentional repetition of the infinitival marker, and would delete one of them. In the LFG PARSE-BANKER, we can comment out one (or the other) and get a parse, retaining the information on what was actually in the corpus. Consider however the partial sentence in (4) from the LOGON development corpus. The problem in (4) is that there is a coordination of unlike constituents, a PP, an NP and another PP. Note that the professional idiomatic translation exhibits a parallel construction in English. A really careful copy editor would have corrected this, for instance by adding the preposition mot before Nordskardsfjellet, thus making a phrase of three coordinated PPs. This kind of construction, on the borderline of grammaticality, is a difficult problem, but not only for us. What do manually constructed treebanks do with this kind of sentence? Perhaps such language use is one reason why there are so many once-only rules in hand-annotated treebanks.
Some may want to consider the language in (4) more or less acceptable, whereas others do not want to include in the grammar. It is of course possible to maintain different versions of the grammar, one that includes it (for instance for robust parsing) and one that does not (for instance for generation). Our point is that providing an analysis or not for such an example must be a conscious choice. One should not contrive an analysis for a single example (thereby raising it from instance to type) if it is not motivated in terms of a linguistic generalization.
If one chooses to exclude borderline constructions from the grammar, one may still obtain fragment analyses for the parts that are covered. The simpler example in (5), with a similar pattern, may serve as an illustration. The Norwegian grammar produces the fragment analysis in Figure 1 . Summing up, we aim at a methodology for treebank construction based on linguistically motivated grammars and therefore ungrammatical input is rejected. In some applications, for instance for the purpose of compiling an error corpus, one might want to parse a corrected version of an item. In other applications that prioritize robustness over grammatical correctness, a more tolerant grammar may be used. If one doesn't want to alter the sentence and doesn't want to include the construction in the grammar, there is the option of producing a fragment analysis. Fragment analyses have proved useful for machine translation in the LOGON project.
Open-endedness of language
A handwritten grammar will always miss some constructions, not only by accidental omissions, but also because language is creative and open-ended. As an example of this class of coverage issues, we may consider resultatives, as in (6). (6) A resultative analysis presupposes that the verb subcategorizes for a predicate adjective complement, in addition to a subject and an object. This is not a problem for verbs like those in the examples in (6), where it is well known that they take such complements. Common resultative verbs may be expected to be present in the lexicon with the appropriate subcategorization frame. The problem with this construction is that it is quite creative. Example (7) from a Norwegian newspaper article about a man who threw garbage into his neighbor's yard illustrates this creativity well. If the appropriate subcategorization frame for the verb skite is added to the lexicon, the sentence will get the intended analysis. This particular resultative use of this verb is impossible to predict, but with an interactive and incremental approach to parsebanking, it is not difficult to incorporate even such unexpected usages into the grammar and lexicon and thereby include them in the treebank.
Some constructions on the borderline of grammaticality were initially kept outside our Norwegian grammar, but were later included based on insights derived from the LOGON corpus. Example (8) consists of two independent clauses separated by a comma. In school teacher jargon, it would be called a run-on sentence.
(
country-the "Here birches grow over 1200 meters, that is the highest in the country."
According to the normative rules of writing, both in Norwegian and English, independent clauses in the same sentence must be conjoined by a conjunction or a semicolon, not just a comma.
If this type of sentence is to be considered outside of the scope of the grammar, a high quality fragment analysis may still be produced. The c-structure representation of a fragment analysis for (8) is provided in Figure 2 .
Our corpus work so far suggests however that authors quite often write sentences like this. Therefore the grammar has been modified to allow the comma to function in the same way as a conjunction in the grammar rules. In that case the sentence may be fully analyzed, as in Figure 3 .
Parsebanking is a suitable methodology for tackling these coverage issues due to its incremental nature, so that the treebank is a gradually refined product of testing in the grammar construction process. The parsebanking approach benefits from advanced tools for supporting the communication between annotators and grammar developers (Rosén et al., 2006) , for regression testing (Oepen et al., 2004b) , etc.
Difficult syntactic problems
In the previous section we have demonstrated how some coverage problems, whether syntactic or lexical, come to light when the grammar is confronted with a corpus. Such coverage problems can be remedied by revising the grammar or lexicon and reparsing, for which we are developing efficient tools. This is not to say that there are not real coverage problems for a handwritten grammar. There are genuinely difficult syntactic problems for all approaches to syntactic annotation.
A construction that has been the subject of much debate is the so-called "the more the merrier" construction (also called the "covariational conditional construction" (Goldberg and Casenhiser, 2006) and "correlative the-clauses"), examples of which are given in (9)-(11).
(9) The more the merrier.
(10) The more chips you eat, the more you want.
(11) The bigger they come, the harder they fall.
Among other issues, it has been debated how the definite article should be analyzed here, since it is not clear that it is a determiner in this construction. In the Penn Treebank II's Bracketing Guidelines (Bies et al., 1995) , we find an overview of bracket labels for annotating phrases. This explanation is provided for how the label X is to be used: "Unknown, uncertain or unbracketable. X is often used for bracketing typos and in bracketing the. . . theconstructions (see section 10 [Subordinate Clauses] and section 25 [Correlative the-Clauses])." In section 10.7 we read: "There is no definitive policy for handling these cases. Most analyses involve the use of SBAR." Then some sample analyses are provided for this construction. The analysis of the sentence in (12) is given in (13).
(12) The more he muzzles his colleagues, the more leaks will pop up all around Washington. (13) (S (SBAR-ADV (X the more) (S (NP-SBJ he) (VP muzzles (NP his colleagues)))) , (X the more) (NP-SBJ leaks) (VP will (VP pop (PRT up) (PP-LOC all around (NP Washington)))))
Here the X is used to label a part of the tree for which the analysis is undecided. Although in a sense a tree has been drawn, it's a bit paradoxical to bracket a constituent with a label that means "unknown, uncertain or unbracketable". Furthermore, it is strange that the same annotation is used for both typos and challenging constructions. The question is whether this can be considered meaningful coverage. An alternative view would be that this is analogous to our fragment parsing, and that it only partially provides an analysis for the sentence.
If the treebank were to consist only of trees, it would be possible to construct a tool which would allow an annotator to edit a fragment analysis, erasing all the fragment nodes and creating new nodes and branches. However, manipulating the output of the grammar would mean that the treebank no longer was in sync with the grammar. Rather than devising ad hoc structures, we think it is fairer to admit that certain constructions are simply not covered yet.
Moreover, in our multilevel framework based on LFG, manual editing is not a desirable solution, since the c-structure is co-described by the grammar with the f-structure and the mrs-structure. Thus, manipulation of one structure would cause the different levels to no longer correspond, and since this correspondence is grammar dependent, it is not possible to make a tool that assures these correspondences for items that fall outside of the grammar.
Conclusion
In our work on treebanking as automatic parsing of a corpus, we have met criticism that not everything in the corpus is analyzed, or even can be analyzed. It might however be counterproductive to analyze everything just for the sake of the analysis. We have suggested that building a treebank is not just a matter of assigning some analysis to everything, but also of making grammaticality judgments. Analyses that contribute nothing to a linguistically motivated grammatical description are at best superfluous and increase grammar size. For items outside of the coverage of the grammar, a fragment analysis will often be useful. The parser then assigns structures to the largest chunks that it can analyze. This makes it easy for annotators and grammar developers to see what is covered and what is not. Legitimate analyses that are missing will be detected in our incremental and interactive approach linking treebanking to grammar development (Rosén et al., 2006) , and their detection will lead to better coverage after revision of the grammar. Our aim is to develop treebanking methods that provide a correct and theoretically motivated account of a language, not of a corpus. With this aim, automatic parsing yields better quality by avoiding inconsistencies and other errors associated with a manual approach and eliminates complicated postprocessing steps for error detection and compaction.
