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Galactic ultra compact binaries are expected to be the dominant source of gravitational waves
in the milli-Hertz frequency band. Of the tens of millions of galactic binaries with periods shorter
than an hour, it is estimated that a few tens of thousand will be resolved by the future Laser
Interferometer Space Antenna (LISA). The unresolved remainder will be the main source of “noise”
between 1-3 milli-Hertz. Typical galactic binaries are millions of years from merger, and consequently
their signals will persist for the the duration of the LISA mission. Extracting tens of thousands
of overlapping galactic signals and characterizing the unresolved component is a central challenge
in LISA data analysis, and a key contribution to arriving at a global solution that simultaneously
fits for all signals in the band. Here we present an end-to-end analysis pipeline for galactic binaries
that uses trans-dimensional Bayesian inference to develop a time-evolving catalog of sources as data
arrive from the LISA constellation.
I. INTRODUCTION
The most prolific source of gravitational waves (GWs)
in the mHz band are galactic ultra compact binaries
(UCBs), primarily comprised of two white dwarf stars.
Ref. [1] describes a contemporary prediction for the pop-
ulation of UCBs detectable by the Laser Interferometer
Space Antenna (LISA) [2]. GWs from UCBs are contin-
uous sources for LISA, several thousands of which will
be individually resolvable. The remaining binaries blend
together to form a confusion-limited foreground that is
expected to be the dominant “noise” contribution to the
LISA data stream at frequencies below ∼3 mHz, the ex-
tent of which depending on the population of binaries
and the observing time of LISA [3].
Of the thousands of resolvable binaries, the best-
measured systems will serve as laboratories for studying
the dynamical evolution of the binaries. Encoded within
the orbital dynamics are relativistic effects, the internal
structure of WD stars, and effects of mass transfer [4–9].
The observable population of UCBs will depend on as-
trophysical processes undergone by binary stars that are
currently not well understood, including the formation
of the compact objects themselves, binary evolution, and
the end result for such binaries [10]. UCBs are detectable
anywhere in the galaxy because the GW signals are un-
obscured by intervening material in the Galactic plane,
providing an unbiased sample to infer large scale struc-
ture of the Milky Way [11, 12]. While LISA will dramat-
ically increase our understanding of UCBs in the galaxy,
there is an ever-increasing number of systems discovered
by electromagnetic (EM) observations that will be easily
detectable by LISA [13–16]. Thus UCBs are guaranteed
multimessneger sources and the joint EM+GW observa-
tions provide physical constraints on masses, radii, and
orbital dynamics far beyond what independent EM or
GW observations can achieve alone [17, 18].
The optimal detection, characterization, and removal
of UCBs from the data stream has been long recognized
as a fundamentally important and challenging aspect of
the broader LISA analysis. Over-fitting the galaxy will
result in a large contamination fraction in the catalog of
detected sources, while under-fitting the UCB population
will degrade the analyses of extragalactic sources in the
data due to the excess residual.
In this paper we describe a modern implementation of
a UCB analysis pipeline which is a direct descendent of
the trailblazing algorithms designed in response to the
original Mock LISA Data Challenges (MLDCs) [19, 20],
and similar methods developed for astrophysical tran-
sients and non-Gaussian detector noise currently in use
for ground-based GW observations [21, 22].
II. PREVIOUS WORK
Compared to other GW sources, UCBs are simple to
model. When in the LISA band, the binary is widely sep-
arated and the stars’ velocities are small compared to the
speed of light c. Therefore the waveforms are well pre-
dicted using only leading order terms for the orbital dy-
namics of the binary [23] and appear as nearly monochro-
matic (constant frequency) sources. Accurate template
waveforms are computed at low computational cost us-
ing a fast/slow decomposition of the waveform convolved
with the instrument response [24].
The UCB population is nevertheless a challenging
source for LISA analysis due to the sheer number of
sources expected to be in the measurement band, rather
than the complication of detecting and characterizing in-
dividual systems. Each source is well-modeled by O(10)
parameters and over 104 sources are expected to be in-
dividually resolvable by LISA, resulting in a ∼105 pa-
rameter model and thus ruling out any brute-force grid-
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FIG. 1. Demonstration of the algorithm on a single, isolated, high frequency source. The top left panel shows the power
spectrum of the data (black) after 1 year of observations, the posterior distribution of the residual (light blue), and the inferred
noise level (light green). The residual and noise level are plotted as the median with 50% and 90% credible intervals. The
bottom left panel shows the reconstructed signal waveform posterior (green) identified by the median frequency of the posterior
distribution, fmed0 = 0.0183131182 Hz. The right panel is a corner plot showing the marginalized posterior distributions of select
parameters likely of most interest to the research community, including the frequency f0, frequency derivative f˙ , amplitude A,
and sky location (θ, φ).
based method. Compounding the challenge is the fact
that the GW signals, though narrow-band, are densely
packed within the LISA measurement band to the ex-
tent that sources are overlapping. As a consequence, a
hierarchichal/iterative scheme where bright sources are
removed and the data is reanalyzed produces biased pa-
rameter estimation and poorer detection efficiency: Each
iteration leaves behind some residual due to imperfect
subtraction, and enough iterations are required for the
residuals to build up to the point where they limit fur-
ther analysis [25]. It was determined in the early 2000s
that stochastic sampling algorithms performing a global
fit to the resolvable binaries, while simultaneously fitting
a model for the residual confusion or instrument noise
and using Bayesian model selection to optimize the num-
ber of detectable sources, provided an effective approach.
The first full-scale demonstration of a galactic binary
analysis was put forward by Crowder and Cornish [26, 27]
with the Blocked Annealed Metropolis (BAM) Algo-
rithm. The BAM Algorithm started from the full multi-
year data set provided by the Mock LISA Data Chal-
lenges (MLDCs) [19]. Because the sources are narrow-
band compared to the full measurement band of the de-
tector, the search was conducted independently on sub-
regions in frequency. The analysis region in each seg-
ment was buffered by additional frequency bins that over-
lapped with neighboring segments. The noise spectrum
was artificially increased over the buffer frequencies to
suppress signal power from sources in neighboring bands
which spread into the analysis window.
The template waveforms were computed in the time
domain, Fourier transformed, and tested against the fre-
quency domain data. In accordance to the MLDC simu-
lations, the waveform model did not include the intrinsic
frequency evolution of the binaries, and the frequency-
dependent detector noise level was assumed to be known
a priori. The BAM analysis was a quasi-Bayesian ap-
proach, using a generalized multi-source F statistic like-
lihood that maximized, rather than marginalized, over
four of the extrinsic parameters of each waveform. Model
parameters used flat priors except for the sky location
which was derived from an analytic model for the spa-
tial distribution of binaries in the galaxy, projected onto
the sky as viewed by LISA. To improve the convergence
of the algorithm, particularly for high-SNR signals, the
sampler used simulated annealing [28] during the burn-in
phase.
To sample from the likelihood function, BAM em-
ployed a custom Markov Chain Monte Carlo (MCMC) al-
gorithm with a mixture of proposal distributions includ-
ing uniform draws from the prior, jumps along eigenvec-
tors of the Fisher information matrix for a given source,
and localized uniform jumps over a range scaled by the
estimated parameter errors. The BAM Algorithm made
use of domain knowledge by explicitly proposing jumps
by the modulation frequency f → f ± 1/yr to explore
sidebands of the signal imparted by LISA’s orbital mo-
tion.
To determine the number of detectable sources, BAM
employed an approximate Bayesian model selection crite-
ria, where models of increasing dimension (i.e., number of
detectable sources) were hierarchically evaluated, start-
ing with a single source in each analysis segment and
progressively adding additional sources to the fit. The
different dimension models were ranked using the Laplace
approximation to the Bayesian evidence [29]. The stop-
ping criteria for the model exploration was met when the
approximated model evidence reached a maximum.
In response to the next generation of MLDCs, Litten-
berg [30] extended the BAM Algorithm in several key
3ways, but maintained the original concept of analyzing
independent segments with attention paid to the segment
boundaries to avoid edge effects. The primary advance-
ment of this generation of the search pipeline was the use
of replica exchange between chains of different tempera-
tures (parallel tempering) [31] and marginalizing over the
number of sources in the data (as opposed to hierarchi-
cally stepping through models) using a Reversible Jump
MCMC (RJMCMC) [32] to identify the range of plau-
sible models. To guard against potentially poor mixing
of the RJMCMC a dedicated fixed-dimension follow-up
analysis with Bayesian evidence computed via thermo-
dynamic integration [33] was used for the final model
selection determination. The algorithm continued using
the F statistic likelihood and simulated annealing dur-
ing burn in (the “search phase”) but switched to the full
likelihood, sampling over all model parameters, during
the parameter estimation and model selection phase of
the analysis. The algorithm additionally made use of the
burn-in by building proposal distributions from the bi-
ased samples derived during the non-Markovian search
phase using a naive binning of the model parameters.
The algorithm included a parameterized noise model, by
fitting coefficients to the expected noise power spectral
density (proportional to the variance of the noise). The
waveform model included frequency evolution, and was
computed directly in the Fourier domain using the fast-
slow decomposition described in [34].
Experience gained from the noise modeling and trans-
dimensional algorithms originally applied to the LISA
galactic binary problem permeated into analyses of
ground-based GW data from the LIGO-Virgo detectors.
For spectral estimation the BayesLinealgorithm uses a
two-component phenomenological model to measure the
frequency-dependent variance of the detector noise [22],
while the BayesWavealgorithm uses a linear combination
of wavelets to fit short-duration non-Gaussian features
in the data [21]. The wavelet model in each detector is
independent when fitting noise transients, and is coher-
ent across the network when fitting GW models. The
Bayes factor between the coherent and incoherent mod-
els is used as a detection statistic as part of a hierar-
chichal search pipeline [35]. The number of wavelets,
and components to the noise model, are all determined
with an RJMCMC algorithm. The large volume of data,
number of event candidates, and thorough measurement
of search backgrounds motivated development of global
proposal distributions to improve convergence times of
the samplers. The BayesWaveand BayesLinemodels were
both inspired by the previous work on the galactic binary
problem, with the wavelets substituting the UCB wave-
forms and the BayesLinemodel replacing the confusion
noise fits. Completing the feedback loop, lessons learned
from the development and deployment of the methods on
the LIGO-Virgo data have formed part of the foundation
in this work, particularly through global proposal distri-
butions, numerical methods for reducing computational
time of likelihood evaluations, and infrastructure for de-
ploying the pipeline on distributed computing resources.
III. A NEW HOPE
The new UCB algorithm incorporates many of the fea-
tures from the earlier efforts, but improves on them in
several ways. The biggest change is the adoption of a
time evolving strategy, which reflects the reality of the
data collection. Analyzing the data as it is acquired also
eliminates dedicated algorithm tuning choices for dealing
with very loud sources. When new data are acquired the
analysis starts on the residual after the bright sources
identified previously are removed from the data. In each
analysis segment, the removed sources are added back
into the data before the RJMCMC begins sampling. This
eliminates the problem of having power leakage between
analysis segments, and the resultant noise model manip-
ulation to suppress the model from being biased by edge
effects in each segment. The time-evolving analysis is
also naturally “annealed” as the SNR of sources builds
slowly over time.
Other significant changes include improvements to the
RJMCMC implementation with the addition of global
proposal distributions which eliminate the need for a
separate, non-Markovain, search phase or the fixed-
dimension follow-up analysis for evidence calculation–the
model selection is now robustly handled by the RJMCMC
itself as originally intended.
For the first time in the context of our UCB work, we
have also considered how to distill the unwieldy output
from the RJMCMC to more readily useable, higher-level,
data products which is how the majority of the research
community will interact with the LISA observations.
The code described in this work is open source and
available under the GNU/GPL v2 license [36].
IV. MODEL AND IMPLEMENTATION
Bayesian inference requires the specification of a likeli-
hood function and prior probability distributions for the
model components. The implementation of the analy-
sis employs stochastic sampling techniques, in our case
the trans-dimensional Reversible Jump Markov Chain
Monte Carlo (RJMCMC) [32] algorithm with replica ex-
change [31], to approximate the high dimensional inte-
grals that define the marginalized posterior distributions.
As with all MCMC algorithms, the choice of proposal dis-
tributions is critical to the performance. Here we detail
the model and the implementation, hopefully in sufficient
detail for the analysis to be repeated by others.
A. Likelihood function
The LISA science analysis can be carried out using any
complete collection of Time Delay Interferometry (TDI)
4channels [37, 38]. For example, we could use the set
of Michelson-type channels I = {X,Y, Z}, or any linear
combination thereof. Schematically we can write dI =
hI +nI , where hI is the response of the I
th channel to all
the gravitational wave signals in the Universe, and nI is
the combination of all the noise sources impacting that
channel. Here the “noise” will include gravitational wave
signals that are individually too quiet to extract from
the data. The goal of the analysis is to reconstruct the
detectable gravitational wave signal using a signal model
hI such that the residual rI = dI −hI is consistent with
the noise model. For Gaussian noise the likelihood is
written as:
p(d|h) = 1
(2pi det C)1/2
e
− 12 (dIk−hIk)C−1(Ik)(Jm)(dJm−hJm) ,
(1)
where C is the noise correlation matrix, and the implicit
sum over indicies spans the TDI channels I = {X,Y, Z}
and the data samples k. If the data are stationary,
then the noise correlation matrix is partially diagonal-
ized by moving to the frequency domain: C(Ik)(Jm) =
SIJ(fk)δkm, where SIJ(f) is the cross-power spectral
density between channels I, J [38]. The cross-spectral
density matrix is diagonalized by performing a linear
transformation in the space of TDI variables. If the noise
levels are are equal on each spacecraft, this leads to the
I ′ = {A,E, T} variables [37] via the mapping
A
E
T
 =
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Z
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In practice, the noise levels in each spacecraft will not
be equal, and the {A,E, T} variables will not diagonal-
ize the noise correlation matrix [38]. However, {A,E, T}
serve another purpose as they diagonalize the gravita-
tional wave polarization response of the detector for sig-
nals with frequencies f < f∗ = 1/(2piL) ' 19.1 mHz,
such that A ∼ h+, E ∼ h× and T ∼ h. Since the
breathing mode h vanishes in general relativity, the
gravitational wave response of the T channel is highly
suppressed for f < f∗, making the T channel particu-
larly valuable for noise characterization and the detec-
tion of stochastic backgrounds [39, 40] and un-modeled
signals [41].
Full expressions for the instrument noise contributions
to the cross spectra SIJ(f) are given in Ref. [38]. Added
to these expressions will be contributions from the “con-
fusion noise” from the millions of signals that are too
quiet to detect individually. The confusion noise will add
to the overall noise as well as introduce off-diagonal terms
in the frequency domain noise correlation matrix C, as
the confusion noise is inherently non-stationary with pe-
riodic amplitude modulations imparted by LISA’s orbital
motion [42].
For now we have made a number of simplifying as-
sumptions that will be relaxed in future work: We ignore
the non-stationarity of the noise and assume that the
noise correlation matrix is diagonal in the frequency do-
main; In addition, since we are mostly interested in sig-
nals with frequencies well below the transfer frequency
f∗ ' 19.1 mHz, we only use the A and E data combi-
nations in the analysis, and we assume that the noise
in these channels is uncorrelated; Rather than working
with a component level model for the noise, as was done
in Ref. [38], we break the analysis up into narrow fre-
quency bands [fi, fi + ∆f ] and approximate the noise in
each band as an undetermined constant Si. The noise
level in each band becomes a parameter to be explored
by the RJMCMC algorithm, resulting in a piecewise fit
to the instrument noise over the full analysis band.
The signal model h(Λ) is the superposition of each
individual UCB in the model parameterized by λ:
hI(Λ) =
NGW∑
a=0
hI(λa) (3)
where hI(λa) denotes the detector response of the I
th
data channel to the signal from a galactic binary with
parameters λa. Note that the number of detectable sys-
tems, NGW, is a priori unknown, and has to be de-
termined from the analysis. Indeed, we will arrive at
a probability distribution for NGW, which implies that
there will be no single definitive source catalog. The in-
dividual binary systems are modeled as isolated point
masses on slowly evolving quasi-circular orbits neglect-
ing the possibility of orbital eccentricity [43], tides [44]
or third bodies [45]. The signals are modeled using lead-
ing order post-Newtonian waveforms. The instrument
response includes finite arm-length effects of the LISA
constellation and arbitrary spacecraft orbits, but the TDI
prescription currently implemented makes the simplify-
ing assumption that the arm lengths are equal and un-
changing with time. Adopting more realistic instrument
response functions increases the computational cost but
does not change the complexity of the analysis.
To compute the waveforms, a fast/slow decomposition
is employed that allows the waveforms to be modeled ef-
ficiently in the frequency domain [24]. The basic idea
is to use trigonometric identities to re-write the detector
response to the signal in the form h(t) = a(t) cos(2pifkt)
where fk = nk/Tobs, nk = int[f0Tobs], and f0 is the grav-
itational wave frequency of the signal (twice the orbital
frequency) at some fiducial reference time. The Fourier
transform of h(t) is then h˜(f) = 12 (a˜(f−fk)+ a˜(f+fk)).
Since a(t),which includes the orbital evolution and time-
varying detector response, varies much more slowly than
the carrier signal h˜(f) = 12 a˜(f − fk), the Fourier trans-
form of a(t) is computed numerically using a lower sam-
ple cadence than needed to cover the carrier. A sample
cadence of days is usually sufficient. Note that in the
original implementation [24] the signal was written as
h(t) = a(t) cos(2pif0t), which was less efficient as it re-
quired the convolution h˜ ∗ a˜. By mapping the carrier
frequency to a multiple of the inverse observation time
5the Fourier transform of the carrier becomes a pair of
delta functions and the convolution becomes the sum of
just two terms, one of which effectively vanishes.
Each binary is parameterized by NP parameters. NP
is typically eight, with λ→ (A, f0, f˙ , ϕ0, ι, ψ, θ, φ), where
A is the amplitude, f0 is the initial frequency, f˙ is the
(constant) time derivative of the, ϕ0 is the initial phase,
ι is the inclination of the orbit, ψ the polarization an-
gle and θ, φ are the sky location in an ecliptic coordinate
system. If the evolution of the binary were purely driven
by gravitational wave emission we could replace the pa-
rameters
{
A, f˙
}
by the chirp mass M and luminosity
distance DL via the mapping
f˙ =
96
5
pi8/3M5/3f11/30
A = 2M
5/3pi2/3f
2/3
0
DL
. (4)
We prefer the
{
A, f˙
}
parameterization as it is flexible
enough to fit systems with non-GW contributions to the
orbital dynamics, e.g. mass transferring systems, and
it is better suited to modeling systems where f˙ is poorly
constrained (it is better to have just one parameter filling
its prior range than two). For binaries with unambigu-
ously positive f˙ , and assuming GW-dominated evolution
of the orbit, we resample the posteriors to M and dL in
post-processing [8].
We also have optional settings to increase NP by in-
cluding the second derivative of the frequency [8] in which
case the frequency derivative is no longer constant, so the
parameter f˙ → f˙0 is fixed at the same fiducial time as f0
and ϕ0. Additional, optional changes to the source pa-
rameterization includes holding an arbitrary number of
parameters fixed at input values determined, for exam-
ple, by EM observations [18], or to include parameters
which use the UCBs as phase/amplitude standards for
self-calibration of the data [46].
B. Prior distributions
The model parameters are given by the Nn noise lev-
els for each frequency band Si and the collection of
NGW × NP signal parameters Λ. The number of noise
parameters Nn is fixed by our choice of bandwidth ∆f
and the frequency range we wish to cover in the analysis.
In the current configuration of the pipeline we use anal-
ysis windows with ∆f ∼ O(µHz) in width resulting in
Nn = O(104) noise parameters to cover the full measure-
ment band of the mission. We use a uniform prior range
SI ∈ [10−1SI(fi), 102SI(fi)] where SI(fi) is the theoret-
ical value for the noise level of data channel I used to
generate the data. In practice the prior ranges on the
noise will be set using information from the commission-
ing phase of the mission.
The total number of detectable signals NGW per fre-
quency band are unknown. We use a uniform prior cov-
ering the range NGW ∈ U [0, 30]. For the individual
source parameters we used uniform priors on the ini-
tial phase ϕ0 ∈ [0, 2pi] and polarization angle ψ ∈ [0, pi],
and a uniform prior on the cosine of the inclination
cos ι ∈ [−1, 1]. In each analysis window the initial fre-
quency f0 was taken to have a uniform prior covering
the range [fi, fi + ∆f ].
The allowed range of the frequency derivative is in-
formed by population synthesis models which provide
information on the mass and frequency distribution of
galactic binaries [47]. While the expression for the fre-
quency derivative is only valid for isolated point masses,
the balancing of accretion torques and gravitational wave
emission in mass-transferring AM CVn type systems
is thought to lead to a similar magnitude for the fre-
quency derivative, but with the sign reversed [7]. Us-
ing these considerations as input, we adopt a uniform
prior on f˙ in each frequency band that covers the range
f˙ = [−5× 10−6f13/3i , 8× 108f11/3i ].
ln p(θ, φ)
FIG. 2. The sky prior plotted in ecliptic coordinates. The
color scale is logarithmic prior density ln p(θ, φ).
For RJMCMC algorithms with scale parameters–in
our case the amplitude–the choice of prior influences
both the recovery of those parameters as well as on the
model posterior. For example, a simple uniform prior
between U [0,Amax] will support including low-amplitude
sources in the model. Adding a source to the model with
SNR ∼ 0 will not degrade the likelihood, and the re-
maining model parameters will sample their prior such
that the so-called “Occam penalty” from including ex-
tra (constrained) parameters is small. The need to de-
rive an amplitude prior that results in model posteriors
as we intuitively expect–namely that templates are in-
cluded in the model predominantly when there is a de-
tectable source for them to fit–and does not bias the re-
covery of the amplitude parameter was addressed in the
BayesWavealgorithm [21]. There the prior on the ampli-
tudes had to be considered to suppress large numbers of
low-amplitude wavelets saturating the model prior. The
6solution was to evaluate the prior not on the amplitudes
themselves, but on the SNR of the wavelet. The prior was
tuned to go to 0 at low SNR, peak in the regime where
most wavelets were expected to appear in the model (near
the “detection” threshold), and taper off at high SNR.
We adopt that approach for the UCB model as follows.
Up to geometrical factors of order unity, the SNR of
a galactic binary ρ is related to the amplitude via the
linear mapping
ρ =
A
2
(
Tobs sin
2(f0/f∗)
SA(f0)
)1/2
. (5)
The prior on the amplitude is then mapped from a prior
on ρ of the form
p(ρ) =
3ρ
4ρ2∗(1 + ρ/(4ρ∗))5
(6)
which peaks at ρ = ρ∗ and falls off as ρ−4 for large ρ.
Because most detections will be close to the detection
threshold we set ρ∗ = 10. For bright sources the like-
lihood, which scales as eρ
2
, overwhelms the prior, and
there is little influence in the the recovered amplitudes
from our choice of prior.
For the sky location the pipeline has support for two
options: Either the model can use a uniform priors on
the sky or a prior weighted towards the sources being
distributed in the galaxy according to an analytic model
for its overall shape. As currently implemented we use a
simple bulge-plus-disk model for the stellar distribution
of the form
% = %0
[
αe−r
2/R2b + (1− α)e−u/Rdsech2
(
z
Zd
)]
. (7)
Here r2 = x2 + y2 + z2 and u2 = x2 + y2, and x, y, z are
a set of Cartesian coordinates with origin at the center
of the galaxy and the z axis orthogonal to the galactic
plane. The parameters are the overall density scaling %0,
bulge fraction α, bulge radius Rb, disk radius Rd and disk
scale height Zd. Ideally we would make these quantities
hyper-parameters in a hierarchical Bayesian scheme [11],
but for now we have fixed them to the fiducial values
α = 0.25, Rb = 0.8 kpc, Rd = 2.5 kpc, and Zb = 0.4
kpc and %0 determined by numerically normalizing the
distribution, . LISA views the galaxy from a location that
is offset from the galactic center by an amount RG in the
x-direction, and use ecliptic coordinates to define the sky
locations. This necessitates that we apply a translation
and rotation to the original galactic coordinates. We then
compute the density %(θ, φ) in the new coordinate system
and normalize the density on the sky to unity for use as
a prior. In order to ensure full sky coverage we rescale
the normalized density by a factor of (1− β) and add to
it a uniform sky distribution that has total probability
β. Figure 2 shows the sky prior for the choice β = 0.1.
C. Trans-dimensional MCMC
Trans-dimension modeling is a powerful technique that
simultaneously explores the range of plausible models for
the data as well as the parameters of each candidate
model. The trans-dimensional approach is particularly
valuable in situations where it is unclear how many com-
ponents should be included in the model and there is a
danger of either over- or under-fitting the data. Trans-
dimensional modeling allows us to explore a wide class
of models in keeping with our motto “model everything
and let the data sort it out” [21]. While fixed dimension
(signal model) sampling techniques have thus far proven
sufficient for LIGO-Virgo analyses of isolated events, we
see no alternative to using trans-dimensional algorithms
for the multi-source fitting required for LISA data anal-
ysis.
Trans-dimensional MCMC algorithms are really no dif-
ferent from ordinary MCMC algorithms. They simply
operate on an extended parameter space that is written
in terms of a model indicator parameter k and the asso-
ciated parameter vector ~θk. It is worth noting that the
number of models can be vast. For example, suppose
we were addressing the full LISA data analysis prob-
lem using a model that included up to NUCB ∼ 105
galactic binaries, NBH ∼ 103 supermassive black holes,
NEMRI ∼ 103 extreme mass ratio inspirals and Nn ∼ 103
parameters in the noise model. Since the number of pa-
rameters for each model component are not fixed, the
total number of possible models is the product, not the
sum, of the number of possible sub-components, resulting
in ∼ 1014 possible models in this instance. The advan-
tage of the RJMCMC method is that it is not necessary
to enumerate or sample from all possible models but,
rather, to have the possibility of visiting the complete
range of models. This is in contrast to the product space
approach [48], which requires that all models be enumer-
ated and explored while most of the computing effort is
spent exploring models that have little or no support.
Just as an ordinary MCMC spends the majority of its
time exploring the regions of parameter space with high
posterior density, the RJMCMC algorithm spends most
of the time exploring the most favorable models.
Our goal is to compute the joint posterior of model k
and parameters θk
p(k, θk|d) = p(d|k, θk)p(k, θk)
p(d)
(8)
which is factored as
p(k, θk|d) = p(k|d)p(θk|k,d) , (9)
where p(k|d) is the posterior on the model probabilities
and p(θk|k,d) is the usual parameter posterior distribu-
tion for model k. The quantity Oij = p(i|d)/p(j|d) is
the odds ratio between models i, j. The RJMCMC al-
gorithm generates samples from the joint posterior dis-
tribution p(k, ~θk|d) by developing a Markov Chain via
7proposing transitions from state {k, θk} to state {l, θl}
using a proposal distribution q({k, θk}, {l, θl}). Transi-
tions are accepted with probability α = min {1, Hl→k}
with the Hastings Ratio
Hl→k =
p(d|k, θk)
p(d|l, θl)
p(k, θk)
p(l, θl)
q({k, θk}, {l, θl})
q({l, θl}, {k, θk}) . (10)
Proposals are usually separated into within-model moves,
where k = l and only the model parameters θk are up-
dated, and between-model moves where both the model
indicator l and the model parameters θl are updated.
Written in the form of Eq. 10 the RJMCMC algorithm
is no different than the usual Metropolis-Hastings algo-
rithm. In practice the implementation is complicated by
the need to match dimensions between the model states,
which introduces a Jacobian determinant of the mapping
function [32]. This can all become very confusing, and
may explain the slow adoption of trans-dimensional mod-
eling in the gravitational wave community. Thankfully
the models we consider are nested, such that the tran-
sition from state k to l involves the addition or removal
of a model component. In the case of nested models
the mapping function is a linear addition or subtraction
of parameters, and the Jacobian is simply the ratio of
the prior volumes [49]. For example, the Hasting ratio
for adding a single UCB source with parameters λk+1 to
the current state of the model already using k templates
(with joint parameters Λk) is
Hk→k+1 =
p(d|Λk, λk+1)p(λk+1)
p(d|Λk)q(λk+1) (11)
where q(λk+1) is the proposal distribution that generated
the new source parameters, and we assume for the reverse
move (k + 1 → k) that existing sources are selected for
removal with uniform probability.
The efficiency of any MCMC algorithm depends criti-
cally on the choice of proposal distributions. The neces-
sity for finding good proposal distributions is even more
acute for the trans-dimensional moves of a RJMCMC al-
gorithm. In the UCB pipeline, an increase in dimension
comes about when a new waveform template is added to
the solution. For such a move to be accepted the pa-
rameters for the new source must land sufficiently close
to the true parameters of some signal for the transition
to be accepted. Arbitrarily choosing the NP parameters
that define a signal has low probability of improving the
likelihood enough for the transition to be accepted. The
strategy we have adopted to improve the efficiency, which
is explicitly detailed in the following section, is to identify
promising regions of parameter space in pre-processing,
in effect producing coarse global maps of the likelihood
function, and using these maps as proposal distributions.
The global proposals are also effective at promoting ex-
ploration of the multiple posterior modes that are a com-
mon feature of GW parameter spaces for single sources.
To further aid in mixing we use replica exchange (also
know as parallel tempering). Parallel tempering uses
a collection of chains to explore models with the mod-
ified likelihood p(d|Λ, β) = p(d|Λ)β , where β ∈ [0, 1]
is an inverse “temperature”. Chains with high tem-
peratures (low β) explore a flattened likelihood land-
scape and move more easily between posterior modes,
while chains with lower temperature sample the likeli-
hood around candidate sources and map out the peaks
in more detail. Only those chains with β = 1 provide
samples from the target posterior. A collection of chains
at different temperatures are run in parallel, and infor-
mation is passed up and down the temperature ladder
by proposing parameter swaps, which are accepted with
probability α = min {1, Hi↔j} and
Hi↔j =
p(d|i,Λi, βi) p(d|j,Λj , βj)
p(d|i,Λi, βj) p(d|j,Λj , βi) . (12)
Here we are proposing to swap the parameters of the
model {i,Λi} at inverse temperature βi with the model
{j,Λj} at inverse temperature βj . Note that if βi = βj
the swap is always accepted. Models with higher temper-
atures typically have lower likelihoods. If the likelihoods
of the two models are very different the Hastings Ratio
Hi↔j will be small. We only propose exchanges between
chains that are near one another in temperature.
Choosing the temperature ladder so that chain swaps
are readily accepted is a challenge. The situation we
need to avoid is a break in the chain, where a collection
of hotter chains decouples from the colder chains such
that no transitions occur between the two groups. When
that happens the effort spent evolving the hot chains is
wasted as their findings are never communicated down
the temperate ladder to the β = 1 chain(s) that accu-
mulate the posterior samples. It is generally more ef-
fective to run a large number of chains that are closely
spaced in temperature for few iterations than it is to
run with fewer chains for longer. We adopt the scheme
described in Ref. [50] where the temperature spacing be-
tween chains is adjusted based on acceptance rates of
chain swaps, and the degree to which the temperatures
adjust based on the acceptance rates, asymptotically ap-
proaches zero as the number of chain iterations increases.
Thus the temperature spacing is dynamically adjusting
to the rapidly changing model when the sampler is “burn-
ing in” but settles into a steady-state when the sampler
is exploring the posterior.
D. Proposal Distributions
As mentioned previously, the efficiency of a MCMC
algorithm is heavily dependent on the design of the pro-
posal distributions. This “tuning” requirement for an ef-
ficient MCMC has led to the development of samplers
designed to be more agnostic to the parameter space
such as ensemble samplers (e.g. [51]), Hamiltonian Monte
Carlo [52], etc. However, there has been less develop-
ment of alternatives to sampling transdimensional pos-
teriors and the scale of the LISA UCB problem may be
8prohibitive to brute-force evaluation of many competing
models. It is our view that continued innovation in de-
velopment of custom proposal distributions that leverage
the hard-earned domain knowledge is worth the invest-
ment. To that end, we observe that the posterior is the
ideal proposal distribution–setting q({i,Λi}, {j,Λj}) =
p(i,Λi|d) we have Hi→j = 1, so every proposed move is
accepted and the correlation between successive samples
can be made arbitrarily small. Of course, if we could
produce independent samples from the posterior in ad-
vance there would be no need to perform the MCMC, but
this observation provides guidance in the design of effec-
tive proposal distributions–we seek distributions that are
computationally efficient approximations to the posterior
distribution, which usually amounts to finding good ap-
proximations to the likelihood function. Consider the log
likelihood for model k describing Nk galactic binaries,
which is written as
ln p(d|k,Λk) =
Nk∑
i=1
ln p(d|λi) + 1
2
(Nk − 1)〈d|d〉
+
∑
i>j
〈λi|λj〉 , (13)
where
〈a|b〉 ≡ aImC−1(Im)(Jn)(~κ)bJn (14)
and we are neglecting terms from the noise parameters.
The first term in the expression for the log likelihood in
Eq.13 is the sum of the individual likelihoods for each
source, while the final term describes the correlations
between the sources. While accounting for these cor-
relations is crucial to the global analysis, the correlation
between any pair of sources is typically quite small, and
we ignore them in the interest of finding a computation-
ally efficient approximation to the likelihood to use as a
proposal. Figure 3 shows the maximum match between
pairs of sources with SNR > 7, using a simulated galac-
tic population and assuming 1, 2, and 4 year observation
periods. Here the match, or overlap, is defined as:
Mij ≡ 〈h(λi)|h(λj)〉√〈h(λi)|h(λi)〉〈h(λj)|h(λj)〉 , (15)
and we are using the A,E TDI data channels. Less than
1% of sources have overlaps greater than 50%, and the
fraction diminishes with increased observing time. Thus
we will develop proposals for individual sources and pro-
pose updates to their parameters independently of other
sources in the model. The MCMC still marginalizes over
the broader parameter space, including the rare but non-
zero case of non-negligible covariances between sources,
in effect executing a blocked Gibbs sampler where the
blocks are individual source’s parameters.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
M
10−3
10−2
10−1
100
1
−
P
(M
)
1 year
2 year
4 year
FIG. 3. Survival function of the maximum match between
any pair of detectable sources computed using a simulated
galactic population of UCBs. For 1 year of observing (green)
<∼ 1% of sources have overlaps greater than 50%. That frac-
tion is reduced to 0.1% after 2 years (orange), and 0 after 4
years (purple) as the resolving power of LISA increases.
1. F statistic Proposal
We construct a global proposal density using the sin-
gle source F statistic to compute the individual likeli-
hoods ln p(d|λi) maximized over the extrinsic parameters
A, ϕ0, ι, ψ. Up to constants that depend on the noise pa-
rameters, the maximized log likelihood is equal to
F(f0, θ, φ) = 1
2
〈gi|gj〉−1〈d|gi〉〈d|gj〉 (16)
where the four filters gi are found by computing wave-
forms with parameters f0, f˙ = 0, θ, φ, A = 2 and
g1 = h
(
ϕ0 = 0, ι =
pi
2
, ψ = 0
)
(17)
g2 = h
(
ϕ0 = pi, ι =
pi
2
, ψ =
pi
4
)
(18)
g3 = h
(
ϕ0 =
3pi
2
, ι =
pi
2
, ψ = 0
)
(19)
g4 = h
(
ϕ0 =
pi
2
, ι =
pi
2
, ψ =
pi
4
)
. (20)
The F statistic proposal is the three dimensional his-
togram precomputed from the data using a grid in
f0, θ, φ. We use a fixed grid spacing governed by what
is needed for the best resolved sources which are found
in the ecliptic plane (which maximises the doppler mod-
ulations imparted by LISAs orbital motion) and at the
highest frequencies covered by the analysis. The prob-
ability density of a cell (a, b, c) of the three-dimensional
histogram is Fa,b,c normalized by the sum of F over all
cells, and the parameter volume of the cell.
The optimal spacing of the grid can be estimated from
the reduced Fisher information matrix γij , which is found
by projecting out the parameters A, ϕ0, ι, ψ from the full
Fisher information matrix Γij = 〈∂h/∂λi|∂h/∂λj〉 [26].
9The reduced Fisher matrix is not constant across the pa-
rameter space and will naturally reduce the grid size as f0
gets larger, and for sky locations near the ecliptic equator
compared to those near the poles. The grid spacing will
also become finer as the observation time grows. These
modifications, as well as extending to a 4D grid including
f˙ , will further improve the efficiency of the proposal and
are left for future development.
f = 18.311 mHz f=18.313 mHz
f=18.315 mHz f=18.317 mHz
FIG. 4. Frequency slices of the multidimensional F statistic
proposal for the same segment of data shown in Fig. 1. The
color scale is linear in the proposal density, and each panel
is on the same scale. The proposal promotes frequencies and
sky locations consistent with the signal in the data (top right
and bottom left panels) and returns a low-density and diffuse
distribution at frequencies consistent with random noise (top
left and bottom right panels).
2. Multi-modal Proposals
Due to the parameterization of the gravitational wave
signals, and the instrument response to those signals,
there are known exact or near degeneracies which appear
as distinct modes in the likelihood/posterior distribution.
While MCMC algorithms are not generically efficient at
sampling from multimodal distributions, we have devel-
oped dedicated proposal distributions to exploit the pre-
dictable multi-modality and improve the chain conver-
gence time.
Due to the annual orbital motion of the LISA constel-
lation, continuous monochromatic sources will have non-
zero sidebands at the modulation frequency fm = 1/year.
Sources that are detectable at low SNR after several years
of observation can have likelihood support at multiple
modes separated by fm, while for high SNR sources the
secondary modes are subdominant local maxima, chal-
lenging to generic MCMC sampling algorithms. We have
adopted a dedicated proposal that updates the UCB ini-
tial frequency by f0 → f0 + nfm where n is drawn from
N [0, 1] and mapped to the nearest integer. The sky loca-
tion of the source correlates with the frequency through
the doppler modulations imparted by the detector’s or-
bital motion, so the proposal alternates between updates
to the extrinsic parameters using the Fisher matrix pro-
posal, F-statistic proposal, and draws from the prior.
A similar proposal was deployed and demonstrated in
Refs. [27, 30].
We also take advantage of a linear correlation between
the gravitational wave phase ϕ0 and polarization angle ψ,
and a perfectly degenerate pair of modes over the prior
ψ ∈ [0, pi] and ϕ0 ∈ [0, 2pi] by proposing {ψ,ϕ0} → {ψ ±
δ/2, ϕ0 ± δ} where δ ∈ U [0, 2pi] and the sign of the shift
in the parameters is random, as the sign of the ψ/ϕ0
correlation depends on the sign of cos ι, i.e. if the stars
are orbiting clockwise or counterclockwise as viewed by
the observer.
3. Posterior-Based Proposals
The UCBs are continuous sources for LISA and will
be detectable from the beginning of operations through-
out the lifetime of the mission. Our knowledge of the
gravitational wave signal from the galaxy will therefore
build gradually over time. We have designed a proposal
distribution to leverage this steady accumulation of in-
formation about the galaxy by analyzing the data as it is
acquired, and building proposal functions for the MCMC
from the archived posterior distributions inferred at each
epoch of the analysis.
For a particular narrow-band segment of data, the full
posterior is a complicated distribution due to the prob-
abilistically determined number of sources in the data,
and their potentially complicated, multimodal structure.
The posterior is known to us only through the discrete
set of samples returned by the MCMC but for use as a
proposal must be a continuous function over all of param-
eter space (as we must be able to evaluate the proposal
anywhere in order to maintain detailed balance in the
Markov chain). Therefore some simplifications must be
made to convert the discrete samples of the chain into a
continuous function.
In the release of the pipeline accompanying this paper,
we select chain samples from the maximum marginal-
ized likelihood (i.e. highest evidence) model at the cur-
rent epoch to build the proposals used in the subsequent
analysis when more data are available.. We post-process
the chain samples to cluster those that are fitting dis-
cretely identified sources, and to filter out samples from
the prior or from weaker candidate sources that don’t
meet our threshold for inclusion in the source catalog.
The post-production analysis is described in Sec. V.
Each source i identified in the post-production step
will have at least two modes, because of the degeneracy
in the ψ − ϕ0 plane. For each mode n, we compute the
vector of parameter means λ¯i,n from the one-dimensional
marginalized posteriors, the full NP×NP covariance ma-
trix Ci,n from the chain samples, and the relative weight-
ing αi,n which is the number of samples in the mode nor-
malized by the total number of samples used to build the
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proposal.
The proposal is evaluated for arbitrary parameters λ
as
p(λ) =
i<I∑
i=0
i<2∑
n=0
αi,n
e−
1
2 (λ−λ¯i,n)C−1i,n(λ−λ¯i,n)
((2pi)NP det Ci,n)
1/2
. (21)
To draw new samples from this distribution, we first
select which mode by rejection sampling on αi,n, and
then draw new parameters λ via:
λ = λ¯i,n + Li,nn (22)
where n is an NP-dimension vector of draws from a zero-
mean unit-variance Gaussian, and Li,n is the LU decom-
position of Ci,n.
Fig. 5 shows the 1 and 2σ contours of the set of co-
variance matrices computed from a 6 month observation
of simulated LISA data around 4 mHz in two projec-
tions of the full posterior: the f0 − A plane (top) and
sky location (bottom). Shown in gray is the scatter plot
of all chain samples before being filtered by the catalog
production step described in the next section. The color
scheme is consistent between the two panels. Note that
for well localized (e.g. high amplitude) sources the co-
variance matrix is a good representation of the posterior,
as should be the case since the posterior should trend to-
wards a Gaussian distribution with increased SNR, and
will therefore serve as an efficient proposal when new data
are acquired.
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FIG. 5. Two-dimensional projections of the multi-source co-
variance matrix proposal produced after analyzing 6 months
of simulated data round 4 mHz. The gray scatter plots show
all of the chain samples from the analysis which are then
filtered and clustered into discrete sources by the catalog pro-
duction step. The mean parameter values and covariance ma-
trix for each discrete source are computed from the chain sam-
ples and used a proposal for the next step of the analysis after
more data are acquired. Parameter combinations shown are
the frequency-amplitude plane (top panel) and sky location
(bottom panel). Ellipses enclose the 1 and 2σ contours of the
covariance matrices, and sources are colored consistently in
the top and bottom panels.
Fig. 6 shows the log-likelihood of the model as a func-
tion of chain step for observations of increasing dura-
tion T with (teal) and without (orange) using the co-
variance matrix proposal built from each intermediate
analysis. This demonstration was on the same data
from Fig. 1 containing the type of high-f0 and high-SNR
source that proved challenging for the previous RJM-
CMC algorithm [30]. With the covariance matrix pro-
posal the chain convergence time is orders of magnitude
shorter than using the naive sampler, to the point where
the T = 24 month run failed to converge in the number of
samples it took the analysis with the covariance matrix
proposal to finish.
FIG. 6. Log-likelihood chains from analyses of the same data
as shown in Fig. 1 run with (teal) and without (orange) the
covariance matrix proposal. As the observing time increases,
the chain sampling efficiency gained by including the proposal
built from previous analyses becomes more significant.
Using the customized proposals described in this sec-
tion allows the sampler to robustly mix over model space
and explore the parameters of each model supported by
the data. The pipeline dependably converges without the
need for non-Markovian maximization steps as were used
in the “burn in” phase of our previously published UCB
pipelines, and reliably produces results for model selec-
tion and parameter estimation analyses simultaneously.
E. Data selection
While the UCB pipeline is pursuing a global analysis
of the data, we leverage the narrow-band nature of the
sources to parallelize the processing. Sources separated
by more than their bandwidth–typically less than a few
hundred frequency bins–are uncorrelated and can there-
fore be analyzed independently of one another.
As was done in previous UCB algorithms [27, 30], we
divide the full Fourier domain data stream into adjacent
segments and process each in parallel, without any ex-
change of information during the analysis between seg-
ments. To prevent edge effects from templates trying
to fit sources outside of the analysis window, each seg-
ment is padded on either side in frequency with data
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amounting to the typical bandwidth of a source, thus
overlapping the neighboring segments. The MCMC is
free to explore the data in the padded region, but dur-
ing post-production only samples fitting sources in the
original analysis window are kept, preventing the same
source from being included in the catalog twice. Mean-
while, sources within the target analysis region but close
to the boundary will not have part of their signal cut off
in the likelihood integral.
Unlike in Refs. [27, 30], there is no manipulation of the
likelihood or noise model to prevent loud sources outside
of analysis region from corrupting the fit. Instead, we
leverage the time-evolving analysis by ingesting the list
of detections from previous epochs of the catalog, forward
modeling the sources as they would appear in the current
data set and subtracting them from the data. This will
be an imperfect subtraction but is adequate to suppress
the signal power in the tails of the source which extend
into the adjacent segments and, due to the padding, does
not alter the data in the target analysis region. In the
event that an imperfect subtraction leaves a detectable
residual, it will not corrupt the final catalog of detected
sources because templates fitting that residual will be in
the padded region of the segment and removed in post-
processing. The downside is merely in the computational
efficiency, as poorly-subtracted loud signal with central
frequency out of band for the analysis will require sev-
eral templates co-adding to mitigate the excess power,
wasting computing cycles and increasing the burden on
the MCMC to produce converged samples. The effec-
tiveness of the subtraction will improve as the duration
of observing time between analyses decreases, and is an
area to explore when optimizing the overall cost of the
multi-year analysis.
The strategy for mitigating edge effects is prone to
failure if the posterior distribution of a source straddles
the boundary. The frequency is precisely constrained for
any UCB detection so having a source so precariously
located is unlikely but nonetheless needs to be guarded
against. While not yet implemented, we envision checks
for sources near the boundaries in post-production to see
if posterior samples from different windows should be
combined, and/or adaptively choosing where to place the
segment boundaries based on the current understanding
of source locations from previous epochs of the analysis.
There is no requirement on the size or number of analysis
windows except that they are much larger than the typ-
ical source bandwidth, and the segment boundaries do
not need to remain consistent between iterations of the
analysis as more data are added.
Fig. 7 demonstrates the data selection and padding
procedure by displaying results from the center analy-
sis region of three adjacent windows processed with the
time-evolving RJMCMC algorithm. The top and bottom
panels show the reconstructed waveforms and posterior
samples, respectively. The posterior samples extend out-
side of the analysis region (marked by vertical dashed
lines) to fit loud signals in neighboring frequency bins,
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FIG. 7. Demonstration of data selection and padding proce-
dure. The top panel shows the power spectrum of an example
analysis segment in black and the reconstructed waveforms
from the analysis in various colors. The vertical dashed lines
mark the region of the analysis region where sources will be
selected for the catalog. Gray reconstructions are from the
analyses of the adjacent segments. The bottom panel shows
the same frequency interval in the {f0,A} plane with injected
signals marked as gray circles and a scatter plot of the MCMC
samples in green. Note that the chain samples extend into the
padded region and fit sources there, but those waveforms are
not included in the top-panel’s reconstructions
but are rejected during the catalog production step. The
frequency padding ensures that the waveform templates
of sources inside of the analysis region are not truncated
at the boundary. Sources recovered from the neighbor-
ing analyses are marked in gray. Note that there is no
conflict between the fit near the boundaries despite their
being overlapping sources in this example at the upper
frequency boundary.
V. CATALOG PRODUCTION
The output of the RJMCMC algorithm is thousands
of random draws from the variable dimension posterior,
with each sample containing an equally likely set of pa-
rameters and number of sources in the model. Going
from the raw chain samples to inferences about individual
detected sources is subtle, as a model using NGW tem-
plates does not necessarily contain N discrete sources.
For example, the model may be mixing between states
where the N thGW template is fitting one (or several) weak
sources, or sampling from the prior, and such a model
could be on similar footing with the NGW−1 or NGW +1
template models purely on the grounds of the evidence
calculation. How then to answer the questions “How
many sources were detected?” or “What are the param-
eters of the detected sources?” in a way that is robust to
the more nuanced cases where the data supports a broad
set of models containing several ambiguous candidates?
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A. Filtering and Clustering Posterior Samples
In Ref. [30], for the sake of responding to the Mock
LISA Data Challenge, post-processing the chains went
only as far as selecting the maximum likelihood chain
sample from the maximum likelihood model. Condens-
ing the rich information in the posterior samples down
to single point estimate defeats the purpose of all the
MCMC machinery in the first place. Furthermore, due
to the large number of sources being fit simultaneously
and the finite number of samples, the maximum likeli-
hood sample within a particular dimension model does
not necessarily correspond to the maximum likelihood
parameters for each of the many sources in the analysis
should they have been fit by the model in isolation.
It was therefore necessary that we begin to seriously
consider how to post-process the raw chain samples into
a more manageable data product for the sake of produc-
ing source catalogs that are easily ingested by end users
of the LISA observations, but are not overly reduced to
the point of being prohibitively incomplete or mislead-
ing. We originally explored using standard “off the shelf”
clustering algorithms to take the NGW×NP samples from
the chain and group them into the discrete sources being
fit by the model. Although not an exhaustive effort, this
proved challenging due to the large dimension of param-
eter space, different sources located close to one another
in parameter space, and the multi-modal posteriors.
A more robust approach was to group the parameters
of the model by using the match between the waveforms
as defined in Eq. 15 and applying a match threshold M∗
that must be exceeded for the parameter sets to be in-
terpreted as fitting the same source. Seeing as it is the
waveforms that are fundamentally what is being fit to
the data, whereas the model parameters are just how
we map from the template space to the data, clustering
chain samples based on the waveform match, rather than
the parameters, is naturally more effective.
The catalog production algorithm goes as follows: Be-
ginning with the first sample of the chain, we compute
the waveform from the parameters, produce a new Entry
to the catalog (i.e., a new discrete detection candidate),
and store the chain sample in that Entry. The parame-
ters and corresponding waveform become the Reference
Sample for the Entry. For each subsequent chain sample
we again compute the waveform and check it against each
catalog Entry. If the GW frequency of the chain sample
is within 10 frequency bins of the Reference Sample we
compute the match Mij and, if Mij > M
∗ the sample
is appended to the Entry, effectively filtering all chain
samples but those associated with the discrete feature in
the data corresponding to the Entry. The check on how
close the two samples are in frequency is to avoid waste-
ful inner-product calculations that will obviously result
in Mij ∼ 0. If a chain sample has been checked against
all current Entries without exceeding the match thresh-
old M∗ it becomes the reference sample for a new Entry
in the catalog. Once the entire chain has been processed,
the Catalog will contain many more candidate Entries
than actual sources in the data (imagine a chain that has
templates in the model occasionally sampling from the
prior). However, the total number of chain samples in an
Entry is proportional to the evidence p(d) =
∫
p(λ|d) dλ
for that candidate source. Thus each Entry has an asso-
ciated evidence that is used to further filter insignificant
features. The default match threshold is M∗ = 0.5 but
is easily adjustable by the user.
For each Entry, additional post-processing is then done
to produce data products of varying degrees of detail
depending on the needs of the end user. We select a
point-estimate as the sample containing the median of
the marginalized posterior on f0, and store the SNR,
based on the reasoning that f0 is by far the best con-
strained parameter and likely the most robust way of
labeling/tracking the sources. We also compute the full
multimodal NP × NP covariance matrix Cij as a con-
densed representation of the measurement uncertainty,
and for use as a proposal when more data are acquired.
From the ensemble of waveforms for each Sample in
the Entry, we also compute the posterior on the recon-
structed waveform. Finally, metadata about the Catalog
is stored including the total number of above-threshold
Entries, the full set of posterior samples, and the model
evidence. A block diagram for the data products and
how they are organized is shown in Fig. 8.
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FIG. 8. Proposed scheme for packaging chain output into
higher level data products for publication in source catalogs.
Raw chain output and evidences are available, as well as the
posterior samples after having been filtered and clustered into
discrete detected sources. Each discrete source candidate will
have its own detection confidence (evidence), chain samples,
point estimate, and covariance matrix error estimates so that
the user can choose the most appropriate level of detail for
their application of the catalog, along with metadata includ-
ing the source name and history (for continuity over catalog
releases), etc.
B. Catalog Continuity
As the observing time grows the UCB catalog will
evolve. New sources will become resolvable, marginal
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candidates may fade into the instrument noise, and over-
lapping binaries which may have been previously fit with
a single template will be resolved as separate sources with
similar orbital periods. Our scheme of identifying the bi-
naries by their median value of f0 will also evolve between
releases of the catalog. While the association for a par-
ticular source from one catalog to the next is obvious
upon inspection, the sheer number of sources requires an
automated way of generating and storing the ancestry of
a catalog entry in meta data.
To ensure continuity of the catalog between releases,
we construct the “family tree” of sources in the cat-
alog after each incremental analysis is performed. A
source’s “parent” is determined by again using the wave-
form match criteria, now comparing the new entry to
sources in the previous catalog computed using the pre-
vious run’s observing time. In other words, we are tak-
ing Entries found in the current step of the analysis and
“backward modeling” the waveforms as they would have
appeared during the production of the previous catalog.
The waveforms are compared to the recovered waveforms
from the previous epoch to identify which sources are as-
sociated across catalogs, tracing a source’s identification
over the entire mission lifetime, and making it easy to
quickly identify new sources at each release of the cata-
log.
VI. DEMONSTRATION
To demonstrate the algorithm performance we have
selected two stress-tests using data simulated for the
LISA Data Challenge Radler dataset [53]. The first is a
high-frequency, high-SNR isolated source that challenges
the convergence of the pipeline due to the many sub-
dominant local maxima in the likelihood function. As
shown in Figs. 1 and 6, new features in the algorithm
have the desired affect of improving the convergence time.
We have also tested the pipeline on data at lower fre-
quencies where the number of detectable sources is high,
focusing on a ∼140 µHz wide segment starting at 3.98
mHz. The segment is subdivided into three regions to
test the performance at analysis boundaries, and pro-
cessed after 1.5, 3, 6, 12, and 24 months of observing. For
the 24 month analysis, the full bandwidth was further
divided into six regions to complete the analysis more
quickly. Fig. 9 shows a heat map of the posterior distri-
bution function on the model dimension for the six adja-
cent frequency segments analyzed to cover the ∼140 µHz
test segment. The maximum likelihood model is selected
for post-processing to generate a resolved source catalog.
In the event that multiple dimension models have equal
likelihood the lower dimension model is selected.
Fig. 10 shows the data, residual, and noise model
(top panel) and the posterior distributions on the recon-
structed waveforms which met the criteria for inclusion
into the detected source catalog after 24 months of ob-
serving (bottom panel). The waveforms, residuals, and
noise reconstructions are plotted with 50% and 90% cred-
ible intervals, though the constraints are sufficiently tight
that the widths of the intervals are small on this scale.
The reconstructed waveforms are shown over a narrower-
band region than the full analysis segment, containing the
middle two of the six adjacent analysis windows.
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FIG. 9. Heat map of posterior distribution function as a
function of frequency segment and number of signals in the
model.
The recovered source parameters are tested against the
true values used in the data simulation and we find that
our inferences about the data correspond to the simu-
lated signals that we would expect to be detected. Fig. 11
shows the 1- and 2-sigma contours of the marginalized 2D
posteriors for the frequency-amplitude plane (top) and
sky location (bottom) with gray circles marking the true
parameter values. These results come from a single anal-
ysis window because the results from the full test region
are overwhelming when all plotted together.
Fig. 12 is a graphical representation of the family tree
concept for tracking how the source catalog evolves over
time. From this diagram one can trace the genealogy of
a source in the current catalog through the previous re-
leases. The diagram is color-coded such that new sources
are displayed in green, sources unambiguously associated
with an entry from the previous catalog in white, and
sources that share a “parent” with another source are in
blue.
Based on the encouraging results of the narrow-band
analysis shown here we will begin the analysis of the full
data set. A thorough study of the pipeline’s detection
efficiency, the robustness of the parameter estimation,
and optimization of MCMC and post-production settings
will be presented with the culmination of the full analysis.
VII. FUTURE DIRECTIONS
The algorithm presented here is a first step towards
a fully functional prototype pipeline for LISA analysis.
We envision continuous development as the LISA mission
design becomes more detailed, and as our understanding
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FIG. 10. Top panel: Power spectrum for 24 months of simulated TDI-A channel used to test the algorithm performance on
multi-source data, with inferred residual (light blue) and noise level (green) posteriors, showing 50 and 90% credible intervals.
Bottom panel: Reconstructed waveform posteriors (using the same credible intervals) discretely identified after the 24 month
analysis and post-processing zoomed in to a narrower bandwidth of the top panel, including two adjacent analysis windows.
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FIG. 11. Two-dimensional marginalized posteriors for a sin-
gle analysis window of the full test segment of simulated data
around 4 mHz after 12 months of observing time by LISA.
The analysis was built up from 1.5, 3, and 6 month observa-
tions. Gray circles mark the parameter values of the injected
sources. The top panel shows the frequency-amplitude plane,
and the bottom panel shows the sky location in ecliptic coor-
dinates. Contours enclose the 1 and 2σ posterior probability
regions for each discrete source found in the catalog produc-
tion, and the color scheme is consistent with Fig. 10.
of the source population, both within and beyond the
galaxy, matures.
The main areas in need of further work are: (1) Com-
bining the galactic binary analysis with analyses for other
types of sources; (2) Better noise modeling, including
non-stationarity on long and short timescales; (3) Han-
dling gaps in the data; (4) More realistic instrument re-
sponse modeling and TDI generation; (5) Further im-
provements to the convergence time of the pipeline.
Figure 13 shows one possible approach for incorpo-
rating the galactic analysis as part of a global fit. In
this scheme, the analyses for each source type, such as
super massive black hole binaries (SMBH), stellar ori-
gin (LIGO-Virgo) binaries (SOBH), un-modeled grav-
itational waves (UGW), extreme mass ratio inspirals
(EMRI), and stochastic signals (Stochastic) are cycled
through, which each analysis block passing updated
residuals (i.e., the data minus the current global fit) along
to the next analysis block. New data is added to the anal-
ysis as it arrives. The noise model and the instrument
model (e.g., spacecraft orbital parameters, calibration
parameters, etc.) are regularly updated. This blocked
Gibbs scheme has the advantage of allowing compart-
mentalized development, and should be fairly efficient
given that the overlap between different signal types is
small.
A more revolutionary change to the algorithm is on
the near horizon, where we will switch to computing
the waveforms and the likelihood using a discrete time-
frequency wavelet representation. A fast wavelet do-
main waveform and likelihood have already been devel-
oped [54]. This change of basis allows us to properly
model the non-stationary noise from the unresolved sig-
nals which are modulated by the LISA orbital motion, as
well as any long-term non-stationarity in the instrument
noise. Rectangular grids in the time-frequency plane are
possible using wavelet wave packets [55] which make it
easy to add new data as observations continue, instead
of needing the new data samples to fit into a particular
choice for the wavelet time-frequency scaling, e.g. being
2n or a product of primes. Wavelets are also ideal for
handling gaps in the data as they have built-in window-
ing that suppresses spectral leakage with minimal loss of
information. The time-frequency likelihood [54] also en-
able smooth modeling of the dynamic noise power spec-
trum S(f, t) using BayesLinetype methods extended to
two dimensions.
Convergence of the sampler will be improved by in-
cluding directed jumps in the extrinsic parameters when
using the F statistic proposal (as opposed to the uni-
form draws that are currently used). The effectiveness
of the posterior-based proposals can be improved by in-
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FIG. 12. Demonstration of how catalog evolves as more data are acquired. White entries have clear “parentage”, green are
new sources in the catalog, and blue are split from a single parent. Each entries “geneology” is stored as metadata in the
catalog.
cluding inter-source correlations in the proposal distribu-
tions. This would be prohibitively expensive if applied
to all parameters as the full correlation matrix is D×D,
where D = NGW × NP ∼ 104. However, if the sources
are ordered by frequency, the D×D correlation matrix of
source parameters will be band diagonal. We can there-
fore focus only on parameters that are significantly cor-
related, and only between sources that are close together
in parameter space, while explicitly setting to zero most
of the off-diagonal elements of the full correlation matrix.
There may also be some correlations with the noise model
parameters, but we do not expect these to be significant.
Along a similar vein, we will include correlations be-
tween sources in the Fisher matrix proposals. This will
only be necessary for sources with high overlaps [56]
which will be identified adaptively within the sampler.
Then the Fisher matrix is computed using the param-
eters set λ = {λ1, λ2} and waveform model h(λ) =
h1(λ1) + h2(λ2).
There is a large parameter space of analysis settings to
explore when optimizing the computational cost of the
full analysis, as well as the “wall” time for processing new
data. The first round of tuning the deployment strategy
for the pipeline will come from studying the optimal seg-
menting of the full measurement band, and the cadence
for reprocessing the data as the observing time increases.
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FIG. 13. The UCB search as one component of a global
fit. The residuals from each source analysis block are passed
along to the next analysis in a sequence of Gibbs updates.
New data is incorporated into the fit during the mission. The
noise model and instrument models are updated on a regular
basis.
We will extend the waveform model to allow for more
complicated signals including eccentric white dwarf bina-
ries, hierarchical systems and stellar mass binary black
holes which are the progenitors of the merging systems
observed by ground-based interferometers [57], and de-
velop infrastructure to jointly analyze multimessenger
sources simultaneously observable by both LISA and EM
observatories [1, 13, 14, 18].
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