; from this the role of the key weight function W(t) = -log t(l-t) is discovered. It is then exploited to the end indicated above, and it is considered as a weight function in tests of fit.
Introduction and summa
Let X 1""'Xn be iid F with empirical df 
" ') C == n == foo n[~n(x) -F(X)]L¢L (F(x»rlF(x) .
, _00
These statistics are often used to test the null hypothesis that F is the true df of the Xi's.
If E;, is Uniform (0,1), then X == F-1 ( t;, ) (where F-1 (t ) -il.f{X:F(X) > t}) has df F. Sy this inverse transformation we may suppose that where r n is the empirical df of n independent Uniform (0,1) rv's E;,l"",sn and is the associated eli10irical process. We note that (1 ) (t) t)
if F is continuous c =
We now assume t ) t F is continuous.
ifF is nuous. 2 The evaluation of Bahadur efficiency of tests based on such statistics requires a large deviation result for (1") and (2") . It is closely linked to Chernoff's theorem for independent Bernoulli trials; that is,
n-llog p(r (t) > t + a) + -f(a,t) from below as n + 00, n -for 0 < t~1, a~0 where (in the notation of Bahadur (1971» _ _ {<:+t) log a~t + (4) f(a,t)~( 1 -a -t) log 1 -a -t if 0 < a < 1 -t
This function is given in Table 1 . We now define (5) g~(a) = inf O<t<l f(a/~(t), t).
We consider gl and 92 in Table 2 , where (6) 9i =g1jJ. with~l(t) =1 and~2(t) =-log[t(1-t)]. for each a > O. Moreover, (when~puts too much weight in the tails) (8) lim inftiO(log lIt) (t) = 0 i ies g~(a) =°for all a > O. and even the probability of the smallest event does not go to zero exponentially fast REMARK 4. Abrahamson (1967) states a similar theorem. However, her proof fails (the part when N = 1 is incorrect) in case~(t)~00, as t~0 or as ttl. Moreover, her conclusion is incorrect, because (as in paragraph two of her proof) she claims that f(a/~(t),t)~00 as t + 0 or ttl; whereas in the casẽ (t) = (t(1_t))-1/2 she considered, f(a/~(t),t)~0 as t + 0 or ttl. Thus, * her basic expansion of her log p~(€) following her (3.16) is incorrect, and also her table 1 is incorrect.
We will now relate theorem 1 to some papers in the literature that consider the Sanov problem, and we will present our second theorem along these lines. To this end, we
introduce the following notation. Let 0 denote the set of all df's on the real line R. For F,G e 0 the Kullback-Leibler number K(G,F) of G with respect to F is defined by
For a set n of df's we define
REMARK 5. For~as in theorem lor remark 1, define T F: 0~R by
In section 4, it is s if~is bounded,
is a convex set of df'; and n 1, n 5 REMARK 6. As a matter of curiosity, we note that theorem 1 implies that Sievers' (1976) conditions are satisfied. In fact, the proof of theorem 1
A
shows that the event {F n E n a} is contained in the union of events k Ui~l {F n e U i ,n}' where (ii)
For continuous F any ¢ positive on to, 1),
where~a is defined as in (18).
(iii) Suppose F is continuous and G r are arbitrary df1s; then
PROOF.
(i) Since F¢(F) and (l-F)¢(F) are bounded, we have for all large m that
Also for m sufficiently large, we have
) .
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(ii) Since FoF-l is the identity for continuous df's F, we can define the df G t on~so that the df G t =GtOF-l on the unit interval has the uniform on intervals density (a)
Note that G t € Q a since TF(G) = a, and note that (b) K(G t, F) = f(a/w(t), t).
To obtain the reverse inequality, we note that for £ > a there exists a of
Now G: E~a implies l~:(ta) -tai~a/w(t a) for some t a 1n (0, 1). But°-* the df G a that is linear from (0, 0) to (t a, Ga(t a » to (1, 1) 
. Applications to tests of fit. Three statistics will be considered ;n this section: the two-sided Kolmogorov-Smirnov statistics, call them K l and K 2, of (1.1) with weight functions Wl (t) ::: 1 and w 2(t) = -log(t(l-t)), and the Anderson-Darling statistic A that corresponds to (1.2) with weight function
The key results for K l and K 2 are contained in (1.7) , (1.11) , and (1.12) . The corollary below presents the corresponding results for A.
The Anderson-Da ing statistic A::: A = T( n EXAMPLE 1.
) , where
with m > 0. To see this, notice that the integrals over (0, n) and [l-n, l} in ( 
Thus, by (5), the exact slope of the Anderson-Darling statistic for testing 8 = 1 against e f 1 also behaves as (6). The analogous result for the K 2-test comes from Table 3 .
e 2 1 is the Bahadur efficiency of the~-test with respect ' 2 to the~l-test; here we are testing F while F((.-L)/S) is actually true. (since xf(x) attains a maximum of~.224 at x~1.543). Thus the Bahadur efficiencies of the A and K 2 tests with respect to the K l test converge to 2.14 and 2.08 respectively as e -+ 1; see Table 3 for the rate of convergence to 2.08. Exact Bahadur efficiencies of K l and K 2-tests for any fixed alternative can be computed from (1.13) via Table 2 . This was done for logistic and normal location and scale alternatives; the results are given in Table 3 . We note that the weight function outperforms~1 for scale alternatives with a reversal for location alternatives.
3. Applications to linear combinations of order statistics. Theorem 2 can also be used to obtain large deviation results (and hence Bahadur efficiencies)
for linear combinations of order statistics. We consider linear combinations of order statistics of the form where m is a fixed large integer that satisfies the second equality of (a) (b) by (1. 24).
For any GsDmO{G: K(G, F) < ro} we can write (cf. Boos (1979) ) J l fl fl
Now consider the problem zing K(G, F) under the "l inearized 8 J 0 J(u)du = "6 e and hence by (4) the Bahadur slope of the sequence UOJ(u)F n (uldu) at is asymptotically equivalent to 12( 6J(u)F-l(u)du)2 =~e2. as 8 c(e) = 2{10g 2 -log(l+e ) + 2e (e -1) (ae -arctan(2 (e -e }.
(see Groeneboom and Oosterhoff (1977 n-l log P(K+~n l/ 2a) > n-l log P(fn(t) > t + a/~(t))~-f(a/~(t),t).
We now turn to the other half of the inequality. Note first that (c) lim ttO~(t) = 00 implies f(a/~(t),t) = (a/~(t))(log 1ft) + 0 (1) where 10(1)1 < E for all 0 < t < some 6.
-E If the condition of (1.8) holds, it follows immediately from (c) that gl(a) = O.
ljJ Thus (1.7) follows trivially from (b) in this case. The conclusion (1.7) also holds trivially when a = O. Thus we now assume that a > 0 and
For each n we choose numbers t , < · · · < t n, n n) such that (solve (l-l/n)m = exp(-n 2 ) for m). Also
for all large n Hence (g), (h) and (i) give. for arbitrary E: > O.
lim sup n log P(K~n 2 a)~. lim sup n log{m(n)exp(-n(gq;(a)-e:
lfJ Thus (b) and (j) complete the proof for K+.
Finally. K-is completely analogous to K+; while Let ¢ = (t) =t + =t + a/J4; for t E ,1)
we note that
We first fix 0 < n < 1~and then fix E: > 0 so that (1-2e:)x-log(Hx) > 0 for x > n, Let T =T (t ) = (1/$) log (1+a/(t$ )}. \~e will now choose 6 so small -a that (for small a) the function f(a/$~t) does not reach a miminum on [O~6] . We will do this by showing that when a is sufficiently small and t~some 0 we have
f > inf r f(a/$(r), r) if T > E:. It follows by analogy that f(a/$,t) does not reach a minimum on (l-o~1] when a is small. It is trivial that
while differentiating the main term in (d) yields a minimum of e 2a 2 / 8 whenever t solves t(l-t) = e-2. Thus the result holds. It remains only to prove (i), (ii) and (iii).
(i) In equation (e) we expand log(l+a/(t$» to three terms, expand log(l-a/((l-t)$» in an infinite series~and plug in (b) to obtain
whenever a/[t(l-t)$] < n. For t < some 0 1 and a/(t$)~n the rhs of (e) is dominated by the term involving -(1-t)2/ 2.
(ii) In equation (e) we have for t < some 02 that where P F (or P G) is the probability distribution corresponding to F (or G).
For a set of df1s let
(We use the conventions 0 log 00 = 0 and a log 0 = _00 for a > 0.) Consider also the pseudometric d p on D given by (3) dp(G,F) =maxl<i< m I PF(B i) -PG(B i) I .
The topology on D generated by all such d p will be denoted by T (cf. GOR(1979»;  thus T is the smallest topology such that the sets {G6 D: dp(G,F)< s} are open for each E: > 0, each F~0 and finite partition P; in fact, these sets a se _I"'"nr'nuous. probabilities P(F n € n a) in Stone (1974) and also in GOR (1979) . To show that the condition is not satisfied we suppose for simplicity that F is the uniform df on = 00, there exists a decreasing sequence of points Since (a) is merely (1 .24) , it remains only to prove (b). To estab;;sh (b) .
it suffices to show that implies G~Q a f1 Om' We suppose (f).~Je will first establish that Gto m Now for some constants C i we have 
Fix a > O. By (1.24) , there exists an m > 0 such that By the continuity of T on Om and lemma 3.3 in GOR(1979) , the function a + K(Oa' F) is also continuous from the left, implying (2.4).
Finally, to prove (2.5), we first observe that the df's G a defined by
Since E is arbitrary, (2.5) will follow from (a) and (b).
Suppose that the collection of df's {G a } satisfies K(G a, F) = K(Qa' F) and T(G a ) = a (by the first part of the proof such a collection exists). By (a) we have K(G a, F)~a+D(a), as a + O. Hence, by (1.26) , (c) unifonnly in a, where k > 0 is some fixed number. 
where M is some fixed number independent of a, since I Ha(t) -tl = !Ga(t) -t 
) , as a ' " 0;
Here we used (d). Moreover, again by expanding 10g(1+p) it is seen that using the case already proved. This completes the proof.
