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LIQUIDITY, RISK MEASURES, AND CONCENTRATION OF MEASURE
DANIEL LACKER
Abstract. Expanding on techniques of concentration of measure, we develop a quantitative framework for
modeling liquidity risk using convex risk measures. The fundamental objects of study are curves of the
form (ρ(λX))λ≥0 , where ρ is a convex risk measure and X a random variable, and we call such a curve
a liquidity risk profile. The shape of a liquidity risk profile is intimately linked with the tail behavior of
the underlying X for some notable classes of risk measures, namely shortfall risk measures. We exploit this
link to systematically bound liquidity risk profiles from above by other real functions γ, deriving tractable
necessary and sufficient conditions for concentration inequalities of the form ρ(λX) ≤ γ(λ), for all λ ≥ 0.
These concentration inequalities admit useful dual representations related to transport inequalities, and
this leads to efficient uniform bounds for liquidity risk profiles for large classes of X. On the other hand,
some modest new mathematical results emerge from this analysis, including a new characterization of some
classical transport-entropy inequalities. Lastly, the analysis is deepened by means of a surprising connection
between time consistency properties of law invariant risk measures and the tensorization of concentration
inequalities.
1. Introduction
The main goal of this paper is to develop a quantitative model of liquidity risk in terms of convex risk
measures. As the title suggests, this is accomplished using ideas from the theory of concentration of measure.
Conversely, we hope to illustrate that the well-developed convex duality for risk measures sheds new light
on some problems of concentration, specifically pertaining to transport inequalities, although these modest
results are not the main thrust of the paper. Throughout the paper, a risk measure is any convex functional
ρ : L1 → (−∞,∞] satisfying the following axioms:
(1) Normalization: ρ(0) = 0.
(2) Cash additivity: ρ(X + c) = ρ(X) + c for all X ∈ L1, c ∈ R.
(3) Monotonicity: ρ(X) ≤ ρ(Y ) whenever X,Y ∈ L1 with X ≤ Y a.s.
The space L1 is defined relative to a fixed probability space (Ω,F , P ). Note that risk measures are more
often assumed to be decreasing, whereas we assume they are increasing, which makes no difference beyond
a sign change.
We think of a random variable X as the value of a financial loss (i.e., positive numbers are losses,
negatives are gains), quoted in units of a safe or liquid asset, realized at the end of some fixed trading period.
(Since our sign convention is opposite of the usual, we think of X as a loss and not a gain.) As usual,
ρ(X) quantifies the risk of the loss X , or more precisely the minimal capital (denominated in terms of a
safe or risk-free reference instrument) that must be subtracted from the loss X to make it acceptable. If
ρ(X) ≤ 0, the position is acceptable, while ρ(X) > 0 means the position is risky. Originally, risk measures
were introduced by Artzner et al. [2] with an additional axiom of coherence, meaning ρ(λX) = λρ(X) for all
λ ≥ 0 and X ∈ L1. This ignores liquidity risk, in the sense that doubling a loss doubles its risk. For precisely
this reason, convex risk measures were introduced in [18, 20], rendering the curve (ρ(λX))λ≥0 nonlinear.
Nonetheless, explicit use of convex risk measures to quantify liquidity risk has been quite limited, and all
such studies go well beyond the traditional setting by using more complex types of risk measures, such as
liquidity-adjusted risk measures [1, 39, 25] or set-valued risk measures [26, 24].
In this paper we take the convexity axiom seriously by developing some quantitative tools with which
classical convex risk measures can be used to model liquidity risk. We do so not by attaching to each
position X a single quantity capturing the liquidity of the position, but rather by studying how to manipulate
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and bound curves of the form (ρ(λX))λ≥0. In this sense, liquidity to us is infinite-dimensional, not one-
dimensional. Specifically, we undertake a thorough study of the functions (ρ(λX))λ≥0, where X ∈ L1 is a
given loss and ρ a given risk measure. We call this function the liquidity risk profile associated to X , in light
of the fact that this curve describes exactly how the risk of a financial loss X scales with its size. Of course,
if the risk measure is coherent, then the linear liquidity risk profile ρ(λX) = λρ(X) is not very interesting.
More generally, λ 7→ ρ(λX) is always convex. Since ρ is normalized, when λ ∈ [0, 1] we have ρ(λX) ≤ λρ(X),
and when λ > 1 we have ρ(λX) ≥ λρ(X). In particular, if a position X is not acceptable (i.e., ρ(X) > 0),
then the risk ρ(λX) scales super-linearly with the size of the position. This is quite natural, since in illiquid
markets a constant price is typically unavailable for large volumes.
The proposed framework is intentionally ambiguous about the mechanisms behind liquidity, and we even
remain agnostic about the very definition of the term. Rather, we find it more agreeable to model directly
liquidity risk as a concept distinct from any precise notion of market liquidity. Illiquidity could come from
(or even be defined by) a wide variety of market frictions, such as a scarcity of counterparties or prohibitive
search costs or transaction costs. No matter the source of illiquidity, we can agree that leverage is riskier in
less liquid markets. Liquidity risk profiles, as we have defined them, indeed describe an interplay between
leverage and risk, in a manner that adapts to any choice of risk measure. To distinguish between liquidity
risk and market liquidity is no less reasonable than the widespread practice of abstracting the source of
randomness in probabilistic models: The precise mechanisms behind the randomness are typically hidden in
“omega,” that is in the dependence of a random variable X on the underlying source of uncertainty, while
only the distribution of X is relevant for many modeling purposes.
Using ideas from concentration of measure, we will derive tractable descriptions of and criteria for
bounding liquidity risk profiles. Primarily we study concentration inequalities of the form
ρ(λX) ≤ γ(λ), for all λ ≥ 0, (1.1)
where γ ≥ 0 is a given increasing convex function. This inequality means that the capital required to cover
the risk of a loss of λX is no more than γ(λ), for each λ ≥ 0. Values of γ(λ) for large λ tell you how risky
it is to leverage the position, whereas the behavior as λ ↓ 0 tells you more about the marginal risk of X .
Suppose for the moment that ρ(Y ) ≥ EY for all Y ∈ L1, which indeed is well known to hold if ρ is law
invariant (see Proposition 2.4). Then
ρ(λ(X − EX)) ≥ 0, for all λ ∈ R. (1.2)
Thinking of the underlying P as a pricing measure, EX is the (liquid) price of the position X , and X −EX
is the payoff minus its price. The more relevant liquidity risk profile may then be that of X − EX , which
is the loss faced when selling the claim X to an external party for the price of EX ; unless equality holds
in (1.2), this incurs a nontrivial liquidity risk. Hence, we focus on concentration inequalities of the form
(rewritten using cash additivity)
ρ(λ(X − EX)) ≤ γ(λ) ⇔ ρ(λX) ≤ λEX + γ(λ), ∀λ ≥ 0. (1.3)
Of course, this is a special case of (1.1), simply with another choice of γ. It should be noted that functionals
of the form X 7→ ρ(X − EX) have themselves been studied extensively in recent years under the name
deviation measures, following Rockafellar et al. [34], but we find the language of risk measures to be better
suited to our purposes.
What are some reasonable and informative choices of γ? In light of (1.2), we assume γ is nonnegative,
which will also simplify many calculations later. Additionally, as λ ↓ 0, we expect some form of continuity
to enforce ρ(λX) → ρ(0) = 0. Thus, a sharp concentration inequality would have γ(0) = 0, unless one is
only concerned with controlling large scalings of the loss X . The right-derivative
lim
λ↓0
λ−1ρ(λ(X − EX)) (1.4)
captures the marginal or transactional risk of selling X (again at the price EX). Indeed, if ρ ≥ E on L1 as
in the previous paragraph, then ρ(−X) ≤ EX ≤ ρ(X) for all X , and we may think of the difference between
the right-derivative in (1.4) and the analogous left-derivative as a bid-ask spread. These derivatives are zero
precisely when liquidity risk vanishes with position size, in the sense that ρ(λX) behaves like λEX at the
first order. That is, when buying or selling a small amount of X , the risk should be roughly the price. With
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this in mind, we will pay special attention to the case γ′(0) = 0. If again ρ ≥ E on L1, and if γ(0) = 0, then
the bound (1.3) implies
EX ≤ lim
λ↓0
λ−1ρ(λX) ≤ EX + γ′(0).
It was shown by Barrieu and El Karoui [3] that the decreasing limit Mρ(X) := limλ↓0 λ
−1ρ(λX) defines a
coherent risk measure, which is naturally interpreted as a limit of vanishing liquidity risk. When γ(0) =
γ′(0) = 0, we see that if X satisfies the concentration inequality (1.3) then Mρ(X) = EX , or equivalently
Mρ(X − EX) = 0.
Before discussing the mathematical ideas any further, let us address some critiques leveled on convex risk
measures by Acerbi and Scandolo in their influential recent paper [1]. First, they make a compelling case that
convex risk measures are best interpreted as evaluating risk associated to marked-to-market portfolio values,
distinct from portfolio content. Nonetheless, we hope to illustrate a meaningful theory of liquidity which is
both simple and implementable, and which avoids recourse to the additional nonlinear value functions of [1].
Moreover, we disagree somewhat with their primary critique:
Violations [of positive homogeneity and subadditivity] are introduced at the level of the
chosen risk measures and therefore they apply to all portfolios irrespective of their size
or content. This in turn has the consequence that in the asymptotic limit of vanishing
liquidity risk we will not be able to recover the fully coherent scheme, which we consider
the appropriate one in this limit. [1]
This we contest on two grounds. First, as mentioned in the previous paragraph, it was shown in [3] that
the (decreasing) limit Mρ(X) = limλ↓0 λ
−1ρ(λX) always defines a coherent risk measure. This limit should
indeed be interpreted as vanishing liquidity risk, as it draws out the marginal risk. Second, we point out that
the liquidity risk profile λ 7→ ρ(λX) depends quite sensitively on the loss X . Interpreting a random variable
X as a marked-to-market portfolio value, the precise structure of X (namely its dependence on ω) hides but
certainly does not remove the dependence on the “size or content” of the underlying portfolio. This is even
more clear when we introduce an initial position Y , and study the liquidity risk profile (ρ(Y +λX)−ρ(Y ))λ≥0
of X relative to Y . We subtract ρ(Y ) for normalization purposes, noting that X 7→ ρ(X+Y )−ρ(Y ) is again
a risk measure by our definition. We will see in Corollary 5.4 that this liquidity risk profile depends heavily
on the choice of Y as well as X ; in particular, if γ ≥ 0 is nondecreasing and finite with γ(0) = γ′(0) = 0,
then the bound ρ(Y + λX)− ρ(Y ) ≤ γ(λ) holds for all λ ≥ 0 and all Y ∈ L1 if and only if X ≤ 0 a.s.
Let us finally elucidate the first simple connection between risk measures and concentration of measure
announced at the beginning of the paper. When ρ is the entropic risk measure ρ(X) = logE[eX ], the
concentration inequalities as we have defined them above are simply exponential bounds on the moment
generating function or Laplace transform of the random variable X . For example, taking γ(λ) = σ2λ2/2 for
some σ > 0, a random variable is called subgaussian precisely when the it satisfies the inequality ρ(λX) ≤
γ(λ) for all λ ∈ R. This can be characterized alternatively by a tail bound or an integral criterion:
(1) There exist c, κ > 0 such that P (|X | > t) ≤ c exp(−κt2) for all t > 0.
(2) There exists c > 0 such that E[exp(c|X |2)] <∞.
A central example in this paper is the class of shortfall risk measures, parameterized by a nondecreasing
convex function ℓ ≥ 0 satisfying ℓ(0) = 1, defined by
ρ(X) := inf {c ∈ R : E[ℓ(X − c)] ≤ 1} .
When ℓ(x) = ex, this reduces to the entropic risk measure. It is easy to check that ρ(λX) ≤ γ(λ) for all
λ ≥ 0 implies P (X > t) ≤ 1/ℓ(γ∗(t)) for all t > 0, where γ∗(t) = supλ≥0(λt − γ(λ)). We will show in
Theorem 3.9 that under certain additional assumptions on ℓ and γ, the following statements are equivalent
in analogy with the subgaussian case:
(1) There exists c > 0 such that E[ℓ(γ∗(c|X |))] <∞.
(2) There exist c, κ > 0 such that P (|X | > t) ≤ c/ℓ(γ∗(κt)) for all t > 0.
(3) There exists c > 0 such that ρ(λX) ≤ γ(c|λ|) for all λ ∈ R.
The moment condition (1) is arguably the most tractable of these conditions, and we use it to derive a
number of examples of random variables satisfying (1-3). We then apply Theorem 3.9 to bound liquidity
risk profiles of a large class of options in terms of just a few calls and puts. Namely, the liquidity risk profile
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of any Lipschitz function of n underlying assets is bounded (uniformly in the choice of such function) by the
maximum of 2n liquidity risk profiles: one call option and one put per underlying asset, each struck at the
same price. See Section 3.4 for details. We also study briefly how another family of risk measures, namely
optimized certainty equivalents, are connected to tail behavior in Section 3.2.
The connection between risk measures and concentration deepens with the study of tensorization, which
allows us to deduce concentration results for a product measure µn on a product space En from concentration
properties of µ on E. In other words, if we understand concentration properties of X and Y , or more
specifically various functions f(X) and g(Y ) thereof, we can sometimes deduce concentration properties of
combinations h(X,Y ) of the two. More generally, a financial position of the form Y = f(X1, . . . , Xn) can
be interpreted as a combination of n underlying positions, and it is only natural to estimate the risk of Y in
terms of the risk of X1, . . . , Xn. Gaussian concentration is again a classical example: If ρ(X) = logE[e
X ] is
the entropic risk measure, if Xi are i.i.d. standard Gaussians, and if f is 1-Lipschitz on R
n, then we know
ρ(λ(f(X1, . . . , Xn)−Ef(X1, . . . , Xn))) ≤ λ2/2 for all λ ∈ R. This bound is efficient in that it is independent
of the dimension n, and we can see this as an instance of diversification decreasing risk: For example, the
average of (x1, . . . , xn) is a n
−1/2-Lipschitz function, and so
ρ
(
λ
n
n∑
i=1
Xi
)
≤ λ2/2n, for all λ ∈ R.
A well known concentration heuristic has financial meaning as well: If Xi are independent, and if Y =
f(X1, . . . , Xn) does not depend too much on any single one of the Xi, then we think of the risk Y as
diversified, and we expect Y to concentration around its mean.
We study tensorization for law invariant risk measures, that is satisfying ρ(X) = ρ(Y ) whenever X and
Y have the same distribution. Classically, tensorization arguments rely on the chain rule for relative entropy,
which reads
H(ν1(dx)ν2(x, dy)|µ1(dx)µ2(x, dy)) = H(ν1|µ1) +
∫
ν1(dx)H(ν2(x, ·)|µ2(x, ·)),
for any (disintegrated) probability measures on any product of two measurable spaces. Here H(ν|µ) =∫
log(dν/dµ)dν if ν ≪ µ, and it is infinite otherwise. To extend these arguments we naturally seek a
substitute for the chain rule for penalty functions (i.e., convex conjugates) of convex risk measures, and such
a substitute is developed in [30]. It turns out, perhaps surprisingly, that a workable inequality form the
chain rule is equivalent to a so-called time-consistency property of a the risk measure, defined carefully in
Section 4. With this link in mind, we base our tensorization arguments on this time consistency property,
instead of working with chain rules. Our new tensorization results are modest, as it turns out that very
few risk measures other than the entropic one have the right time consistency property. Nonetheless, this
approach illustrates how the method must be altered in order to obtain sharper mathematical results, as
will be explored in future work.
Lastly, we formulate risk measure concentration inequalities in terms of so-called transport inequalities,
which permits a connection with a more classical form of concentration in terms of enlargements of sets
of metric measure spaces [31]. Financially, we will see that transport inequalities also provide bounds on
liquidity risk profiles which are conveniently uniform across large families of losses X . The success of this
approach originated in the papers of Marton [33, 32] and Talagrand [37], and many more recent papers have
ironed out the relations between transport inequalities, various other functional inequalities, concentration
of measure, and even large deviations. We favor the perspective of Bobkov and Gotze [12], who first noticed
that following are equivalent for a probability measure µ on a complete separable metric space (E, d) and a
number c > 0:
(1) For every 1-Lipschitz function f on E and every λ ≥ 0, log ∫ eλf dµ ≤ λ ∫ f dµ+ cλ2/2.
(2) The transport inequality holds: W1(µ, ν) ≤
√
2cH(ν|µ) for ν ≪ µ, where H is the relative entropy
and W1 is the Wasserstein distance (defined precisely in (5.3)).
The easy proof of this fact is essentially an instance of the order-reversing property of convex conjugation,
using only the duality between the entropic risk measure and the relative entropy (as well as the Kantorovich
duality for the Wasserstein distance). Borrowing these ideas, we derive dual forms of the concentration
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inequalities (1.1). Namely, (1.1) is equivalent to
γ∗(EQ[X ]) ≤ α(Q), ∀Q≪ P,
where α is a so-called penalty function for ρ, which will be defined precisely in Section 2. A similar result
holds for concentration inequalities with non-zero initial positions, that is, involving liquidity risk profiles of
the form supY ∈Φ(ρ(λX + Y )− ρ(Y ))λ≥0, and this provides some insights on the sensitivity of liquidity risk
profiles to initial positions.
We extend some well known characterizations of transport inequalities to the risk measure setting,
revisiting a generalization of the equivalence (1)⇔ (2) above which was essentially observed in [22, Theorem
3.5], albeit without the language of risk measures. In fact, it is well known [12] that the conditions (1) and
(2) above are also equivalent (up to a change in constant) to the existence of an exponential moment, or∫
µ(dx) exp(cd(x, x0)
2) < ∞ for some x0 ∈ E, c > 0. We prove a similar integral criterion for our modified
transportation inequalities involving shortfall risk measures, namely the finiteness of
∫
µ(dx)ℓ(γ∗(cd(x, x0))).
An interesting mathematical point emerges here: The integral criterion described above essentially depends
only on the composition ℓ ◦ γ∗, not on either function individually, whereas the transport inequalities seem
to depend separately on ℓ and γ∗. Using this observation, we can show for example that the transportation
inequality (2) above is equivalent (again up to a change in constant) to the seemingly weaker inequality
(2’) For ν ≪ µ, W1(µ, ν) ≤ c
√
log ‖dν/dµ‖L∞(µ).
A similar equivalence holds when W1 is replaced by the quadratic Wasserstein distance W2; see Corollary
5.7. Although we have no applications yet of this modest result (in particular we found no examples where
it is easier to verify (2’) than (2)), it seems interesting and nontrivial enough to warrant its brief discussion.
Indeed, one reason transport inequalities are useful is because they can be verified directly in many important
cases; see [37] for transport inequalities involving normal and exponential laws, [14] for log-concave densities,
and [16] for infinite-dimensional Gaussian measures.
The paper is organized as follows. In Section 2, we discuss the relevant background material on convex
risk measures. Section 3 details the connection between concentration inequalities of the form (1.1), tail
bounds, and moment estimates, mostly focusing on the class of shortfall risk measures. An application to
options is given in Section 3.4, and several examples illustrating the theory are provided in Section 3.5.
Section 4 discusses some results on tensorization. Finally, Section 5 turns to more abstract properties of
concentration inequalities and their duals as well as connections with a more traditional form of concentration
of measure on a metric space. Notable here is a new characterization of transport inequalities (Corollary
5.7). Some additional examples of dual inequalities and possibilities for future research are discussed briefly
in Section 5.3, with a curious example coming from martingale optimal transport, initiated recently in [4].
The appendix A is devoted to the proof of Theorem 3.6.
2. Risk measure preliminaries
First, let us fix some notation. Throughout the paper, (Ω,F , P ) is a fixed probability space. Abbreviate
Lp = Lp(Ω,F , P ) as usual for the set of (equivalence classes of) p-integrable (or essentially bounded if
p =∞) real-valued measurable functions on Ω. Let P(Ω) denote the set of probability measures on (Ω,F),
and let PP (Ω) denote the subset consisting of those measures which are absolutely continuous with respect
to P . For q ∈ [1,∞], let PqP (Ω) denote the set of Q ∈ PP (Ω) with dQ/dP ∈ Lq. Given Q ∈ P(Ω), we
write EQ for expectation under Q; the notation E is reserved for expectation under the reference measure
P , although we will occasionally write EP for emphasis.
Let X be a (linear) subspace of L1 with L∞ ⊂ X . We will work mostly with X = L1 and occasionally
with X = L∞. To us, a risk measure on X is a functional ρ : X → (−∞,∞] satisfying
(R1) Monotonicity: If X,Y ∈ X and X ≤ Y a.s. then ρ(X) ≤ ρ(Y ).
(R2) Cash additivity: If X ∈ X and c ∈ R then ρ(X + c) = ρ(X) + c.
(R3) Normalization: ρ(0) = 0.
(R4) Convexity: If X,Y ∈ X and t ∈ (0, 1) then ρ(tX + (1− t)Y ) ≤ tρ(X) + (1 − t)ρ(Y ).
We say X ∈ L1 is acceptable if ρ(X) ≤ 0. An important additional property is satisfied by many but not all
risk measures, and this is related to the dual representations of risk measures:
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(R5) Fatou property: If X,Xn, Y ∈ X satisfy |Xn| ≤ Y and Xn → X a.s., then ρ(X) ≤ lim infn→∞ ρ(Xn).
We will work mostly with risk measures on L1. Naturally, if (Ω′,F ′, P ′) is another probability space, a
risk measure on L1(Ω′, F ′, P ′) is defined in the obvious way. Note that as a consequence of convexity and
normalization, for any X we have
ρ(λX) ≤ λX for λ ≤ 1, ρ(λX) ≥ λX for λ ≥ 1. (2.1)
The convex conjugates of risk measures are central to the dual inequalities of Section 5. Given a risk
measure ρ on Lp for some p ∈ [1,∞] with conjugate exponent q = p/(p− 1), a function α : PqP (Ω)→ [0,∞]
is called a penalty function for ρ if
ρ(X) = sup
Q∈Pq
P
(Ω)
(
E
Q[X ]− α(Q)) , for all X ∈ Lp. (2.2)
In other words, ρ is the convex conjugate of the function defined on Lq to equal α on {Z ∈ Lq : Z ≥ 0, EZ =
1} (identied with the set PqP (Ω)) and to equal ∞ elsewhere. Note that P1P (Ω) = PP (Ω). We say a penalty
function α is the minimal penalty function for ρ if every other penalty function α′ satisfies α′ ≥ α. The
existence of penalty functions is by now well understood:1
Theorem 2.1 (Theorem 4.31 of [19], Theorem 3.4 of [28]). Let p ∈ [1,∞], and let q = p/(p− 1) denote the
conjugate exponent. The following are equivalent for a risk measure ρ on Lp:
(1) ρ has the Fatou property.
(2) ρ is lower semicontinuous with respect to σ(Lp, Lq).
(3) There exists a penalty function for ρ.
(4) The convex function α : PqP (Ω)→ [0,∞] defined by
α(Q) := sup
X∈Lp
{
E
Q[X ]− ρ(X)} = sup{EQ[X ] : X ∈ Lp, ρ(X) ≤ 0} (2.3)
is a penalty function for ρ.
Moreover, the penalty function given in (2.3) is minimal, in the sense that every other penalty function for
ρ dominates it.
In this paper we work almost exclusively with X = L1, but we briefly discuss the X = L∞ below in
the context of extensions of law invariant risk measures. Risk measures on other spaces X do indeed appear
in applications, particularly when X is an Orlicz space [13, 9]. At such a level of generality, convex duality
and the connections between lower semicontinuity and the Fatou property are both more delicate but are
developed carefully in [9]. We will not worry about these generalities here, since all of our examples are (or
extend to) risk measures on L1. The most important examples of risk measures in this paper happen to be law
invariant, in the sense that ρ(X) = ρ(Y ) whenever X and Y have the same law. Law invariant risk measure
possess some nice additional structure, highlighted by the results of Jouini, Touzi, and Schachermayer [27]
as well as Filipovic´ and Svindland [17]:
Theorem 2.2 (Theorem 2.1 of [27], Proposition 1.1 of [35]). Every law invariant risk measure on L∞ has
the Fatou property.
Theorem 2.3 (Theorem 2.2 of [17]). A law invariant risk measure ρ on L∞ admits a unique extension to
L1. Precisely, there exists a risk measure ρ¯ on L1 such that ρ¯ = ρ on L∞, and it satisfies the duality relation
ρ¯(X) = sup
{
E
Q[X ]− α(Q) : Q ∈ PP (Ω), dQ
dP
∈ L∞
}
,
where α is the minimal penalty function of ρ, defined on PP (Ω) by
α(Q) := sup
X∈L∞
(
E
Q[X ]− ρ(X)) .
This tells us that when dealing with law-invariant risk measures, we may without loss of generality assume
they are defined on all of L1. One final notably result is that a law invariant risk measure is automatically
increasing with respect to convex order:
1If we permit finitely additive measures in the dual formula (2.2), then every risk measure has a penalty function. While
some of the arguments of this paper may work in this context, none of our examples require this level of generality.
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Proposition 2.4 (Corollary 4.65 of [19], Theorem 2.1 of [36]). Suppose ρ is a law invariant risk measure
on L∞, extended canonically to L1. If X,Y ∈ L1 satisfy E[φ(X)] ≤ E[φ(Y )] for every increasing convex
function φ, then ρ(X) ≤ ρ(Y ). In particular, ρ(E[X |G]) ≤ ρ(X) for every X ∈ L1 and every σ-field G ⊂ F .
3. Concentration inequalities and an integral criterion
We now develop some necessary and sufficient conditions for concentration inequalities of the form
ρ(λX) ≤ γ(λ), for all λ ≥ 0, (3.1)
where γ : [0,∞) → [0,∞] is a given nondecreasing function, ρ a given risk measure on L1, and X ∈ L1.
We will extend the domain of γ to R by setting γ(λ) = ∞ for all λ < 0. Then its convex conjugate is
γ∗(t) = supλ≥0(tλ − γ(λ)) and satisfies γ∗(t) = −γ(0) for t ≤ 0. In a sense, it is without loss of generality
that we assume γ is convex and lower semicontinuous: Suppose that ρ has the Fatou property (i.e., is lower
semicontinuous by Theorem 2.1), and suppose that ρ(λX) ≤ γ(λ) for all λ ≥ 0, where γ is not necessarily
convex. Then, since the biconjugate γ∗∗ is the largest convex lower semicontinuous minorant of γ, we
conclude that ρ(λX) ≤ γ∗∗(λ) for all λ ≥ 0. It will soon become clear why we assume γ ≥ 0, although this
accepts some loss of generality.
Definition 3.1. A shape function is any nondecreasing, convex, and lower semicontinuous function γ :
[0,∞)→ [0,∞] satisfying γ(0) <∞.
In the rest of this section, we specialize to shortfall risk measures and optimized certainty equivalents.
We find that liquidity risk profiles for these types of risk measures encode useful information about the tail
behavior of random variables, much like the moment generating function.
3.1. Tails and shortfall risk measures. The main risk measures of interest are the entropic risk measure
ρ(X) = logE[eX ] and its generalization to shortfall risk measures:
Definition 3.2. A loss function is a convex and nondecreasing function ℓ : R → [0,∞) satisfying ℓ(0) =
1 < ℓ(x) for all x > 0. The shortfall risk measure corresponding to ℓ is given by
ρ(X) = inf{c ∈ R : E[ℓ(X − c)] ≤ 1}, X ∈ L1. (3.2)
According to [19, Theorem 4.106] the minimal penalty function of a shortfall risk measure ρ is
α(Q) = inf
t>0
1
t
(
1 + EP [ℓ∗ (tdQ/dP )]
)
, (3.3)
where ℓ∗(x) = supy∈R(xy− ℓ(y)) is the convex conjugate. For example, taking ℓ(t) = (1+ t)+, the conjugate
is
ℓ∗(t) =
{
−t if t ∈ [0, 1]
∞ otherwise ,
and the corresponding minimal penalty function is α(Q) = ‖dQ/dP‖L∞(P ) − 1. On the other hand, if
p ∈ (1,∞) and q = p/(p− 1) is the conjugate exponent, the conjugate of
ℓ(t) = ((1 + t)+)p is ℓ∗(t) =
{
p
q
(
t
p
)q
− t if t ≥ 0
∞ otherwise
,
and the corresponding penalty function is exactly
α(Q) = ‖dQ/dP‖Lq − 1 =
[
E
P [(dQ/dP )q
]1/q − 1.
Indeed, setting c = (p/qpq)E[(dQ/dP )q], we have from (3.3)
α(Q) = inf
t>0
(
1
t
− 1 + ctq−1
)
.
The infimum is attained by t = [c(q − 1)]1/q, and the infimum equals
[c(q − 1)]1/q − c[c(q − 1)]−(q−1)/q − 1 = κpc1/q − 1,
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where κp = (q − 1)1/q + (p− 1)1/p. But
κpc
1/q =
(p− 1)1/p + (q − 1)1/q
p1/pq1/q
E
P [(dQ/dP )q]1/q = EP [(dQ/dP )q]1/q.
Proposition 3.3. Let ℓ be a loss function with corresponding shortfall risk measure ρ defined as in (3.2),
and let γ be a shape function. If ρ(λX) ≤ γ(λ) for all λ > 0, then
P (X > t) ≤ 1
ℓ(γ∗(t))
, ∀t > 0.
Proof. Note that by continuity of ℓ and monotone convergence, the infimum is always attained in the defi-
nition of ρ in (3.2). In particular,
E[ℓ(Y − ρ(Y ))] ≤ 1, ∀Y ∈ L1.
Cash additivity implies ρ(λX − γ(λ)) ≤ 0, which in turn implies
E [ℓ(λX − γ(λ))] ≤ 1.
Since ℓ is nondecreasing, so is x 7→ ℓ(λx − γ(λ)) for each λ > 0. By Markov’s inequality,
P (X > t) ≤ P [ℓ(λX − γ(λ)) ≥ ℓ(λt− γ(λ))] ≤ 1
ℓ(λt− γ(λ)) .
Optimizing over λ > 0 completes the proof. 
3.2. Tails and optimized certainty equivalents. Shortfall risk measures are not the only ones which
yield some control over tail behavior. Let φ : R → R be convex and nondecreasing, satisfying φ∗(1) =
supx∈R(x− φ(x)) = 0. The associated optimized certainty equivalent is defined as in [7, 8] by
ρ(X) := inf
m∈R
(E[φ(m +X)]−m) , X ∈ L1. (3.4)
The minimal penalty function is the φ∗-divergence,
α(Q) = EP [φ∗(dQ/dP )].
Some notable examples are as follows:
(1) If φ(t) = et−1, the conjugate is φ∗(t) = t log t on t ≥ 0. In this case, we have ρ(X) = logE[eX ], and
α is the usual relative entropy.
(2) If p ∈ (1,∞) has conjugate exponent q = p/(p− 1), then φ(t) = 1 + (p/q)(t/p)q1t≥0 has conjugate
φ∗(t) = tp − 1 on t ≥ 0, and α(Q) = ‖dQ/dP‖pLp − 1.
(3) If p ∈ (1,∞) has conjugate exponent q = p/(p− 1), then φ(t) = (q − 1) + (t/q)q1t≥0 has conjugate
φ∗(t) = (tp−1)/(p−1) on t ≥ 0, and α(Q) = (‖dQ/dP‖pLp−1)/(p−1) is known as Re´nyi’s divergence
of order p.
The final example of Re´nyi’s divergence was studied in connection with transport inequalities and concen-
tration inequalities in recent papers of Bobkov and Ding [11, 15].
Proposition 3.4. Suppose γ is a nonnegative and strictly increasing shape function. Let φ be a strictly
positive and nondecreasing convex function satisfying φ∗(1) = 0, and define the corresponding optimized
certainty equivalent as in (3.4). If X ∈ L1 satisfies ρ(λX) ≤ γ(λ) for all λ > 0, then
P (X > s) ≤ sup
m>0
m
φ(m+ γ∗(s))
, for s > 0.
Proof. Fix ǫ > 0. Since ρ(λX − γ(λ)) ≤ 0, it holds by definition of ρ that for all λ ≥ 0 there exists mλ ∈ R
such that
mλ ≥ E [φ (mλ + λX − γ(λ))]− ǫ.
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Since φ > 0, note that mλ > −ǫ. Since φ is nondeincreasing, using Markov’s inequality we get for any
s, λ > 0
P (X > s) ≤ P {φ (mλ + λX − γ(λ)) ≥ φ (mλ + λs− γ(λ))}
≤ E [φ (mλ + λX − γ(λ))]
φ (mλ + λs− γ(λ))
≤ mλ + ǫ
φ (mλ + λs− γ(λ))
≤ sup
m>−ǫ
m+ ǫ
φ (m+ λs− γ(λ)) .
By definition of γ∗, we can find λ so that λs− γ(λ) > γ∗(s)− ǫ. Then, again since φ is nondecreasing,
P (X > s) ≤ sup
m>−ǫ
m+ ǫ
φ (m+ γ∗(s)− ǫ) = supm>−2ǫ
m+ 2ǫ
φ (m+ γ∗(s))
≤ sup
m>−2ǫ
m
φ (m+ γ∗(s))
+ 2ǫ sup
m>−2ǫ
1
φ (m+ γ∗(s))
≤ sup
m>−2ǫ
m
φ (m+ γ∗(s))
+
2ǫ
φ (−2ǫ+ γ∗(s))
Sending ǫ ↓ 0 completes the proof, since φ > 0 implies
sup
m>−2ǫ
m
φ (m+ γ∗(s))
= sup
m>0
m
φ (m+ γ∗(s))
.

Let us return briefly to some of the examples above. If φ(t) = et−1, then one easily checks that
supm>0m/φ(m+ a) = exp(−a), and Proposition 3.4 recovers the usual result on subgaussian concentration.
In the second example (with p = 2), that is with φ(t) = t2/4 + 1 on t ≥ 0 and φ(t) = 1 on t < 0, we have
sup
m>0
m
φ(m+ a)
=
2
√
a2 + 4
4 + a2 + a
√
a2 + 4
, for a > 0.
3.3. An integral criterion for shortfall risk measures. We have just seen that certain bounds on the
curve t 7→ P (X > t) are necessary for certain concentration inequalities, for certain risk measures. This
section explores some sufficient conditions, in the form of what are traditionally called integral criteria, for
the case of shortfall risk measures. A classical example is the integral criterion for subgaussianity: a random
variable is subgaussian (meaning logE[exp(λX)] ≤ cλ2/2 for all λ ∈ R and some c > 0) if and only if there
exists a > 0 such that E[exp(a|X |2)] < ∞. Let us now identify a class of ℓ and γ for which an analogous
sort of converse to Proposition 3.3 holds.
Definition 3.5. Let LΓ denote the class of functions (ℓ, γ), where ℓ is a loss function and γ is a shape
function, such that the following hold:
(1) γ(x) <∞ for some x > 0.
(2) limx→∞ ℓ(γ
∗(x))/x2 =∞.
(3) One of the following conditions holds:
(a) γ(0) > 0, and γ is nonconstant.
(b) γ(0) = 0, ℓ is continuously differentiable with ℓ′(0) > 0, γ is continuously differentiable in a
neighborhood of the origin with γ′(0) > 0, and
lim
x→∞
xℓ′(x)/ℓ(γ∗(x)) = 0.
(c) γ(0) = γ′(0) = 0, ℓ is twice continuously differentiable with ℓ′(0) > 0, ℓ′′ is nondecreasing, γ is
twice continuously differentiable in a neighborhood of the origin with γ′′(0) > 0, and
lim
x→∞
x2ℓ′′(x)/ℓ(γ∗(x)) = 0.
In conditions (3b) and (3c), the neighborhood is relative to [0,∞) and the derivatives at 0 exist as right-limits;
that is, (3b) requires γ to be continuously differentiable on (0, a) for some a > 0, and γ′(0) = limδ↓0 γ
′(δ) > 0.
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Theorem 3.6. Suppose that (ℓ, γ) ∈ LΓ. Let κ,M > 0. There exists n > 0 such that, if Φ ⊂ L1(P ) satisfies
sup
X∈Φ
E[ℓ(γ∗(κX+)] ≤M, (3.5)
then we have ρ(λ(X − EX)) ≤ γ(nλ) for all λ ≥ 0 and X ∈ Φ.
The proof of Theorem 3.6 is in the appendix. To complete the picture, we give a name to one more
condition that permits an integral criterion to be deduced from a tail bound:
Definition 3.7. Let H denote the class of a functions h : [0,∞) → [1,∞) which are nondecreasing and
absolutely continuous, and for which there exists c > 0 such that∫ ∞
0
h′(t)
h(t/c)
dt <∞. (3.6)
Lemma 3.8. Let h ∈ H, and let c > 0 be such that (3.6) holds. If Φ ⊂ L1 is such that
sup
X∈Φ
P (X > t) ≤ C
h(t)
, ∀t > 0, for some C > 0,
then supX∈Φ E[h(cX
+)] <∞.
Proof. Since h is nondecreasing and h ≥ 1, for each X ∈ Φ we have
E[h(cX+)] = 1 +
∫ ∞
1
P (h(cX+) > t)dt ≤ 1 +
∫ ∞
0
P (cX+ > t)h′(t)dt
≤ 1 + C
∫ ∞
0
h(t)
h(t/c)
dt.

Combining the preceding results, along with a result (Proposition 5.1) to be proven in the next section,
we get the following result.
Theorem 3.9. Let ℓ be a loss function and γ a shape function, and let ρ be the shortfall risk measure
corresponding to ℓ. Suppose Φ ⊂ L1 satisfies EX = 0 for all X ∈ Φ. Consider the following statements:
(1) There exists c > 0 such that, for all λ ≥ 0,
sup
X∈Φ
ρ(λX) ≤ γ(cλ).
(2) There exists c > 0 such that, for all Q ∈ P∞P (Ω),
γ∗
(
c sup
X∈Φ
E
Q[X ]
)
≤ inf
t>0
1
t
{
1 + EP
[
ℓ∗
(
t
dQ
dP
)]}
.
(3) There exists c > 0 such that, for all t > 0,
sup
X∈Φ
P (X > t) ≤ 1
ℓ(γ∗(ct))
.
(4) There exists c > 0 such that
sup
X∈Φ
E[ℓ(γ∗(cX+))] <∞.
We have the implications (1)⇔ (2)⇒ (3)⇐ (4). If ℓ ◦ γ∗ ∈ H, then (3)⇒ (4). Lastly, if (ℓ, γ) ∈ LΓ, then
(4)⇒ (1).
Proof. The equivalence of (1) and (2), with the same constant c, follows quickly from Proposition 5.1 of
the next section. We saw in Proposition 3.3 that (1) implies (3). Since ℓ ◦ γ∗ is nondecreasing, it follows
easily from Markov’s inequality that (4) implies (3). If (ℓ, γ) ∈ LΓ, Theorem 3.6 says that (4) implies (1). If
ℓ ◦ γ∗ ∈ H, it follows from Lemma 3.8 that (3) implies (4). 
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Remark 3.10. If Φ ⊂ L1 in Theorem 3.9 does not consist solely of mean-zero random variables, then we
may apply Theorem 3.9 with Φ replaced by Φ′ = {X − EX : X ∈ Φ}. In this sense, Theorem 3.9 speaks to
the concentration of random variables around their means. If Φ is symmetric in the sense that Φ = −Φ, then
some changes can be made: Condition (1) can be replaced with ρ(λX) ≤ γ(c|λ|) for all λ ∈ R, condition (3)
with P (|X | > t) ≤ 2/ℓ(γ∗(ct)) for t > 0, and condition (4) with supX∈Φ E[ℓ(γ∗(c|X |))] <∞.
Remark 3.11. There seems to be plenty of room for improvement in Theorem 3.6, namely expanding the
class LΓ of permissible (ℓ, γ). We were able to prove the following more abstract integral criterion, but only
under the restrictive additional assumption that either γ(0) > 0 or γ′(0) > 0: Let ρ be a risk measure on
L1 with the Fatou property, and let γ be a shape function satisfying γ(x) <∞ for some x > 0. Let Φ ⊂ L1
satisfy the following:
(i) For all X ∈ Φ, limλ↓0 λ−1ρ(λX) = EX .
(ii) Φ is uniformly integrable.
(iii) There exists κ > 0 such that supX∈Φ ρ(γ
∗(κX+)) <∞.
Then there exists c > 0 such that ρ(λ(X − EX)) ≤ γ(cλ) for all λ ≥ 0 and X ∈ Φ. In certain cases
it can be shown, for example, that for a shortfall risk measure, the moment bound of Theorem 3.9(4) is
enough to ensure that these conditions (i-iii) all hold, and a similar result is available for optimized certainty
equivalents. The proof of this abstract integral criterion, like that of Theorem 3.6, depends on a bound
which essentially comes from Taylor’s theorem; condition (i) is equivalent to
d
dλ
ρ(λX)|λ=0 = EX, for X ∈ Φ,
and this crucially allows us to bound the first order term in the expansion of λ 7→ ρ(λX) around λ = 0. If
γ(0) = γ′(0) = 0, then this proof technique requires some information on the second derivative of ρ(λX)
near λ = 0, which is generally quite hard to obtain.
As a consequence of Theorem 3.9, we obtain a simplified integral criterion for a uniform concentration
result, foreshadowing somewhat the discussion of transport inequalities in Section 5.1. When Ω is a metric
space, we write Lip1(Ω) for the set of 1-Lipschitz functions on Ω, i.e., the set of f : Ω → R satisfying
|f(x)−f(y)| ≤ d(x, y) for all x, y ∈ Ω. We write also P1(Ω) for the set of P ∈ P(Ω) with ∫Ω d(x, x0)P (dx) <
∞, for some (equivalently, for every) x0 ∈ Ω.
Corollary 3.12. Suppose (Ω, d) is a complete, separable metric space. Let ℓ be a loss function and γ a shape
function, and let ρ denote the shortfall risk measure corresponding to ℓ. Assume P ∈ P1(Ω). Consider the
following statements:
(1) There exists c > 0 such that for each f ∈ Lip1(Ω) and each λ ∈ R we have
ρ (λf) ≤ γ(|λ|) + λEf.
(2) There exists c > 0 such that for some (equivalently, for every) x0 ∈ Ω,∫
Ω
ℓ(γ∗(cd(x, x0)))P (dx) <∞.
If (ℓ, γ) ∈ LΓ (see Definition 3.5), then (2)⇒ (1). If ℓ ◦ γ∗ ∈ H (see Definition 3.7), then (1)⇒ (2).
Proof. Since x 7→ d(x, x0) is 1-Lipschitz, it follows from Theorem 3.9 that (1) implies (2) when ℓ ◦ γ∗ ∈ H.
To show (2) implies (1), let Φ = {f ∈ Lip1(Ω) : f(x0) = 0}, and note that W1(P,Q) = supf∈Φ(EQf − EP f)
by Kantorovich duality. Then (2) implies
sup
f∈Φ
∫
Ω
ℓ(γ∗(c|f(x)|)P (dx) ≤
∫
Ω
ℓ(γ∗(cd(x, x0)))P (dx) <∞.
Since ℓ ◦ γ∗ grows faster than x2 at infinity, this implies also that supf∈Φ EP f <∞. This in turn implies
sup
f∈Φ
∫
Ω
ℓ(γ∗(c|f(x) − EP f |)P (dx)
Hence, when (ℓ, γ) ∈ LΓ, (1) follows from Theorem 3.6. 
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3.4. Applications to options. Here we apply Corollary 3.12 to a problem of liquidity risk for options. Let
Ω = Rn+ represent the space of possible payoffs of n assets at some given maturity. The probability measure
P on Ω represents the joint distribution of payoffs. Let Cik(x) = (xi− k)+ and P ik(x) = (k− xi)+ denote the
payoffs of call and put options struck at k > 0 on the underlying asset i. These are of course the most basic
of options, and we will show that their liquidity risk profiles control the liquidity risk profiles of all Lipschitz
options, i.e. Lipschitz functions of the n underlying assets. Lipschitz functions cover a wide range of option
payoffs and investment strategies, such as baskets, straddles, spreads, etc., and a nice feature of this result
is that, in a sense, it holds almost independently choice of shortfall risk measure.
Proposition 3.13. Suppose P ∈ P1(Rn+). Let ℓ be a shortfall function, and let ρ be the corresponding
shortfall risk measure on L1 = L1(Rn+, P ). Let γ be a shape function. Assume (ℓ, γ) ∈ LΓ and ℓ ◦ γ∗ ∈ H
(see Definitions 3.5 and 3.7). The following are equivalent:
(1) There exist c, k > 0 such that
max
i=1,...,n
ρ(λ(Cik − ECik)) ∨ ρ(λ(P ik − EP ik)) ≤ γ(cλ), ∀λ ≥ 0. (3.7)
(2) There exists c > 0 such that for every f ∈ Lip1(Rn+) we have
ρ(λ(f − Ef)) ≤ γ(cλ), ∀λ ≥ 0. (3.8)
(3) There exists c > 0 such that
∫
R
n
+
ℓ(γ∗(c|x|))P (dx) <∞
Proof. By Theorem 3.9, (3.7) is equivalent to the existence of c > 0 such that
max
i=1,...,n
E[ℓ(γ∗(cCik))] ∨ E[ℓ(γ∗(cP ik))] <∞. (3.9)
Note that Cik(x) + P
i
k(x) = |xi − k| for x ∈ Rn. For x ∈ Rn and for ~k denoting the vector (k, . . . , k) ∈ Rn,
we have
|x− ~k| =
[
n∑
i=1
|xi − k|2
]1/2
≤
[
2
n∑
i=1
Cik(x)
2 + P ik(x)
2
]1/2
≤
√
2
n∑
i=1
Cik(x) + P
i
k(x) =
√
2
n∑
i=1
|xi − k|
≤
√
2n|x− ~k|.
Using convexity of ℓ ◦ γ∗, we then check easily that (3.9) is equivalent to the existence of c > 0 such that∫
R
n
+
ℓ(γ∗(c4|x− ~k|))P (dx) <∞.
Using convexity of ℓ◦γ∗ once again, this is easily seen to be equivalent to (3). Finally, Corollary 3.12 implies
that (2) and (3) are equivalent. 
Remark 3.14. We would like to be able to set γ(λ) equal to the left-hand side of (3.7), to make (3.8) as
sharp as possible. We cannot do this, for the purely technical reason that we cannot verify in general that
(ℓ, γ) ∈ LΓ and ℓ ◦ γ∗ ∈ H.
Lastly, let us note that two simpler arguments can yield weaker forms of the equivalence of (1) and (2)
in Proposition 3.13. Fix a 1-Lipschitz function f on Rn+, and find y ∈ Rn+ such that f(y) = Ef , which is
possible since the range of f is connected (and thus convex). Then f(x) − Ef = f(x) − f(y) ≤ |x − y| ≤√
2(Cy(x) + Py(x)) by the above argument, where we define
Cy(x) =
n∑
i=1
Ciyi(x) =
n∑
i=1
(xi − yi)+,
and define Py similarly. Thus
ρ(λ(f − Ef)) ≤ ρ(λ(Cy + Py)), ∀λ ≥ 0.
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Since Cy ≥ 0 and Py ≥ 0, this always exceeds ρ(λ(Cy + Py − ECy − EPy)). More importantly, the choice of
strikes y1, . . . , yn depends here on the choice of f , whereas the strike k of Proposition 3.13 was more or less
arbitrary. For second attempt, note that
f(x)− Ef =
∫
R
n
+
(f(x)− f(y))P (dy) ≤
∫
R
n
+
(Cy(x) + Py(x))P (dy).
Formally using convexity of ρ, we conclude that
ρ(λ(f − Ef)) ≤
∫
R
n
+
ρ(λ(Cy + Py))P (dy), ∀λ ≥ 0.
Now we’re averaging over a range of strikes, and if supy∈Rn
+
ρ(λ(Cy +Py)) is attained by some y
∗ ∈ Rn+ then
we can bound this further by ρ(λ(Cy∗ +Py∗)). But this is the worst case strike and suffers both of the same
problems of the previous argument.
3.5. Examples. Let us briefly illustrate how to apply Theorem 3.9 to compute some concentration bounds.
There is an interesting tradeoff between ℓ and γ; points (3) and (4) of Theorem 3.9 depend on ℓ and γ only
through ℓ ◦ γ∗. Given two loss functions ℓ1 and ℓ2 with ℓ2 growing faster at infinity than ℓ1, the moment
condition (4) of Theorem 3.9 is a stronger constraint for ℓ2, and accordingly the concentration inequality
ρ(λX) ≤ γ(cλ) is less easily satisfied when ρ corresponds to ℓ2 than when it corresponds to ℓ1. However,
we may decrease γ∗ (or equivalently increase γ) to compensate for increasing ℓ, where the terms “increase”
and “decrease” refer loosely to their growth rate at infinity. This tradeoff between ℓ and γ will be exploited
again in Corollary 5.7.
3.5.1. Subgaussian random variables. A well known case is when ρ(X) = logE[eX ] is the entropic risk
measure. The concentration inequality ρ(λX) ≤ cλ2/2 is so pervasive it has been given a name; such an
X is called subgaussian. The equivalent condition E[exp(c(X+)2)] < ∞ is a well known particular case of
Theorem 3.9. Well known subgaussian random variables include bounded random variables (by Hoeffding’s
lemma) and, of course, normal random variables themselves.
3.5.2. Moment bounds. Consider the family
Φ =
{
X ∈ L1 : E[(X+)2p] <∞} ,
where p ≥ 2 is fixed. Set γ(x) = x2/2 and ℓ(x) = [(1 + x)+]p, and note that γ∗ = γ on [0,∞). By
construction, supX∈Φ E[ℓ(γ
∗(X+))] < ∞. We easily check that (ℓ, γ) ∈ LΓ. Thus, if ρ is the shortfall risk
measure corresponding to ℓ, we may find c > 0 such that
ρ(λX) ≤ c2λ2/2, for all λ ≥ 0 and X ∈ Φ. (3.10)
The lognormal law is a common choice for an asset price because of its positivity, so let us see what sorts of
concentration inequalities it satisfies. Suppose X = eZ , where Z is a standard normal. Since X has finite
moments of all orders, it satisfies ρ(λX) ≤ c2λ2/2 for the above choice of ℓ(x) = [(1 + x)+]p. A sharper
choice is ℓ(x) = exp(a| log(x)|2) for some a < 1/2, for x > 2, say, and ℓ is extended to remain convex and
nondecreasing and to achieve ℓ(0) = 1. Indeed, then E[ℓ(c|X |2)] is controlled in terms of E[exp(a|Z|2)],
which is well known to be finite.
3.5.3. Bounded random variables. Suppose ρ is a shortfall risk measure corresponding to some loss function
ℓ. Note that if γc(λ) := cλ, then the conjugate is
γ∗c (x) =
{
0 for x ≤ c
∞ for x > c.
Hence, if ρ(λ(X) ≤ cλ for all λ ≥ 0 and for some c > 0, then Proposition 3.3 implies
P (X > t) ≤ 1/ℓ(γ∗c (t)), for all t > 0,
which in turn implies X ≤ c a.s. On the other hand, if X ≤ c a.s. then monotonicity of ρ implies ρ(λX) ≤ cλ
for all λ ≥ 0. Hence, ρ(λX) ≤ cλ for all λ ≥ 0 if and only if X ≤ c a.s. But it is worth noting that for
bounded random variables a linear shape function typically will not be sharp for small values of λ. For
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example, when ρ(X) = logE[eX ] is the entropic risk measure, and when a ≤ X ≤ b a.s. with EX = 0,
Hoeffding’s inequality yields ρ(λX) ≤ (b − a)2λ2/8.
4. Tensorization and time consistency
We now investigate what can be reasonably called the tensorization of concentration inequalities. Sup-
posing that two random variables X1 and X2 satisfy ρ(λXi) ≤ γi(λ) for all λ ≥ 0 and i = 1, 2, what can
be said about the liquidity risk profile of combinations of X1 and X2, in the form f(X1, X2)? Ultimately,
we find that it is rather difficult to do any tensorization with risk measures other than the entropic one, or
modest perturbations thereof. On the one hand, we will see that this makes the the entropic risk measure
almost uniquely convenient for liquidity risk analysis. On the other hand, the analysis of this section will
also give some hints for how to sharpen the mathematical results; see Remark 4.6.
The rest of the section works exclusively with law invariant risk measures defined on L1(Ω,F , P ), and
we assume henceforth that the underlying probability space is nonatomic and standard Borel. Recalling that
P1(R) is the subset of P(R) consisting of measures with finite first moments, define ρ˜ : P1(R) → (−∞,∞]
by ρ˜(P ◦ X−1) = ρ(X), which is possible thanks to law-invariance. We may then define, for any σ-field
G ⊂ F in Ω and any X ∈ L1,
ρ(X |G) := ρ˜(P (X ∈ ·|G)).
This is a G-measurable random variable, defined uniquely up to a.s. equality. Similary, for a random variable
Y , write ρ(X |Y ) := ρ(X |σ(Y )). Note that if Y is G-measurable then
ρ(X + Y |G) = ρ(X |G) + Y, a.s.,
for any random variable X . If X and Y are independent, then it is straightforward to check that
ρ(f(X,Y )|X) = ρ(f(x, Y ))|x=X .
The key definition is the following, and most of this section is devoted to its elaboration:
Definition 4.1. We say that a law-invariant risk measure ρ is acceptance consistent if
ρ(X) ≤ ρ(ρ(X |G)),
for every sub-σ-fields G ⊂ F and every X ∈ L1 such that ρ(X |G) ∈ L1. If the inequality is reversed, we
say ρ is rejection consistent. If ρ is both acceptance consistent and rejection consistent, we say ρ is time
consistent.
See [30] for a thorough discussion of this property as well as several alternative characterizations. It
follows from the results of Kupper and Schachermayer [29] (see Corollary 4.7 of [30]) that the only time
consistent law invariant risk measure (up to dilations, i.e., replacing ρ(X) by t−1ρ(tX)) is the entropic
risk measure. If we seek merely acceptance consistency, it is shown in [30] that a shortfall risk measure is
acceptance consistent if the loss function is log-subadditive in the sense that ℓ(x+y) ≤ ℓ(x)ℓ(y) for all x, y ∈ R,
and it seems that this sufficient condition is not far from necessary. Aside from the exponential function
ℓ(x) = ex and close relatives thereof, not many functions satisfy both this property and those required in
the definition of a loss function. Similarly, an optimized certainty equivalent is acceptance consistent if the
function φ in its definition satisfies xφ∗(y) + yφ∗(x) ≤ φ∗(xy) for x, y ≥ 0. This holds when φ∗(x) = x log x
on x ≥ 0 and φ∗ = ∞ on (−∞, 0) or equivalently φ(x) = ex−1. Alternatively, if φ∗(x) = xℓ−1(x) for a loss
function x, this property of φ∗ is essentially equivalent to log-subadditivity of ℓ, indicating that this property
of φ∗ is no easier to come by.
While not many risk measures beyond the entropic one are acceptance consistent, the results of this
section serve as an illustration of why acceptance consistence is so useful in the study of liquidity risk.
Indeed, its relevance is seen first in the following simple but useful result:
Proposition 4.2. Let ρ be a acceptance consistent law-invariant risk measure. Suppose X1, X2 ∈ L1 are
any independent (real-valued) random variables. Then
ρ(X1 +X2) ≤ ρ(X1) + ρ(X2).
Similarly, if ρ is rejection consistent, then ρ(X1 +X2) ≥ ρ(X1) + ρ(X2).
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Proof. Note that
ρ(X1 +X2|X1) = ρ(x1 +X2)x1=X1 = X1 + ρ(X2).
Since this is clearly in L1, acceptance consistency implies
ρ(X1 +X2) ≤ ρ (ρ(X1 +X2|X1))
= ρ (X1 + ρ(X2))
= ρ(X1) + ρ(X2).
The second claim is proven similarly. 
Note that this may of course be applied inductively. Suppose X1, . . . , Xn are independent random
variables. If ρ(λXi) ≤ γi(λ) for some shape functions γi, and if ρ is acceptance consistent, then
ρ
(
λ
n∑
i=1
Xi
)
≤
n∑
i=1
ρ(λXi) ≤
n∑
i=1
γi(λ).
In other words, if Xn =
1
n
∑n
i=1Xi, then
ρ(λXn) ≤
n∑
i=1
γi(λ/n).
For example, suppose γi = γ does not depend on i and also that γ(0) = 0. Convexity of γ then implies
γ(λ/n) ≤ γ(λ)/n, and so
ρ(λXn) ≤ γ(λ).
This bound is dimension-free, in the sense that the right-hand side does not depend on n. In other words,
when the risk measure is acceptance consistent, averaging independent losses does not worsen the liquidity
risk profile. But more is true:
Proposition 4.3. Let ρ be an acceptance consistent law-invariant risk measure. For each i = 1, . . . , n let Xi
be an Ei-valued random variable, where (Ei, di) is a complete separable metric space. Suppose X1, . . . , Xn
are independent, with respective laws µi ∈ P1(Ei). Suppose that for each i, each λ ≥ 0, and each 1-Lipschitz
function f on (Ei, di), we have
ρ(λ(f(Xi)− Ef(Xi))) ≤ γi(λ). (4.1)
Equip E = E1 × · · · × En with the ℓ1-metric
d(x, y) =
n∑
i=1
di(xi, yi).
Then, for any 1-Lipschitz function f on E, we have
ρ [λ (f(X1, . . . , Xn)− Ef(X1, . . . , Xn))] ≤
n∑
i=1
γi(λ), for all λ ≥ 0.
Proof. We prove the case of n = 2, as the general case follows by an easy induction. For fixed x, the function
y 7→ f(x, y) is Lipschitz, and thus (4.1) implies
ρ(λf(x,X2)) ≤ γ2(λ) + λEf(x,X2).
On the other hand, thanks to Proposition 2.4, ρ(λf(x,X2)) ≥ λE[f(x,X2)]. Combining these upper and
lower bounds shows that x 7→ ρ(λf(x,X2)) is µ1-integrable, or equivalently ρ(λf(X1, X2)|X1) is in L1. The
function x 7→ Ef(x,X2) is 1-Lipschitz, and thus acceptance consistency and monotonicity yield
ρ(λf(X1, X2)) ≤ ρ(ρ(λf(x,X2))|x=X1) ≤ γ2(λ) + ρ(λE[f(X1, X2)|X1])
≤ γ1(λ) + γ2(λ) + λE[f(X,Y )].

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Remark 4.4. In Corollary 5.5, we will see that the hypothesis (4.1) is equivalent to the transport inequality
γ∗i (W1(ν, µi)) ≤ α(ν|µi), for all ν ∈ P∞µi (Ei),
where W1 is the Wasserstein distance defined in (5.3), and where α(·|µi) is defined as the minimal penalty
function of the risk measure on L1(Ei, µi) given by f 7→ ρ(f(Xi)). See [30] for more discussion of this
functional α(·|·); in particular, the acceptance consistency of ρ is equivalent to this functional α satisfying
a property called superadditivity, which is simply an inequality form of the chain rule for relative entropy.
In fact, Proposition 4.3 could be alternatively proven using this superadditivity property along with now-
classical arguments for tensorization of transport inequalities originating in [33, 37]. Following the ideas of
[22, Proposition 1.8], we could extend this to various classes of non-Lipschitz functions, which corresponds
on the dual side to choosing a different optimal transport cost in place of W1 (see Corollary 5.6), but we
omit this for the sake of brevity.
We may extend these arguments beyond the independent case, as illustrated by the following analog of
Proposition 4.2:
Proposition 4.5. Let ρ be an acceptance consistent law-invariant risk measure. Suppose X1 and X2 are
any (not necessarily independent) random variables satisfying
ρ(λX1) ≤ γ1(λ), (4.2)
ρ(λX2|X1) ≤ γ2(λ), a.s., (4.3)
for all λ ≥ 0, where γ1 and γ2 are shape functions. Then
ρ(λ(X1 +X2)) ≤ γ1(λ) + γ2(λ).
Proof. Use the same calculation as in the proof of Proposition 4.2 along with monotonicity of ρ:
ρ(λ(X1 +X2)) ≤ ρ (ρ(λ(X1 +X2)|X1))
= ρ (λX1 + ρ(λX2|X1))
= ρ(λX1 + γ2(λ))
≤ ρ(λX1) + γ2(λ)
≤ γ1(λ) + γ2(λ).

Proposition 4.5 could naturally apply to Markov chains, by interpreting the two hypotheses (4.2) and
(4.3) as conditions on the initial distribution and transition kernel, respectively. More generally, a natural
analog of Proposition 4.3 is available in this setting with dependence, but we will not write this out.
Remark 4.6. Let us note why the inequalities of this section are generally not very sharp beyond the
entropic case, ρ(X) = logE[eX ]. Only for the entropic risk measure (the essentially unique time consistent
risk measure) does the conclusion of Proposition 4.2 hold with equality. Generally, when ρ is acceptance
consistent, are losing something at each step of the induction in Proposition 4.3, namely with the inequality
ρ(λf(X1, X2)) ≤ ρ(ρ(λf(x,X2))|x=X1).
Our inequalities remain tight if we instead work directly with the right-hand side above, i.e., with iterations
of ρ. This idea will be explored in a follow-up paper.
5. Dual inequalities and concentration of measure
We now turn toward a more general discussion of concentration inequalities and their duals, of the type
described in the following simple proposition, building on the idea of Bobkov and Go¨tze [12]. In fact, in its
present form, this is essentially Theorem 3.5 of [22].
Proposition 5.1. Let ρ be a risk measure on L1 with a penalty function α. Let γ be a shape function, and
let X ∈ L1. Then
ρ(λX) ≤ γ(λ), for all λ ≥ 0,
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if and only if
γ∗(EQ[X ]) ≤ α(Q), for all Q ∈ P∞P (Ω).
Proof. Recall that γ∗(t) = supλ≥0(λt − γ(λ)), since γ = ∞ on (−∞, 0) by convention. Thus γ∗(EQ[X ]) ≤
α(Q) for all Q ∈ P∞P (Ω) if and only if
sup
λ≥0
(
λEQ[X ]− γ(λ)) ≤ α(Q), for all ∈ P∞P (Ω),
which holds if and only if
sup
Q∈P∞
P
(Ω)
(
λEQ[X ]− α(Q)) ≤ γ(λ), for all λ ≥ 0.
Recognize that the left-hand side is equal to ρ(λX). 
More generally, we extend this to cover general starting positions as follows. Suppose we already face a
loss of Y , and we wish to understand the risk of investing some additional quantity into a loss of X . Then
the relevant liquidity risk profile is that of X relative to Y , i.e., (ρ(λX + Y )− ρ(Y ))λ≥0. More generally, we
consider a class of starting positions Y instead of a single one. It is quite a lot to ask of a random variable
X to verify the concentration inequality
sup
Y ∈Φ
ρ(λX + Y )− ρ(Y ) ≤ γ(λ), ∀λ ≥ 0, (5.1)
when the class Φ ⊂ L1 is large. For example, as we will see in Corollary 5.4, if γ′(0) = γ(0) = 0 and Φ = L1,
then X can satisfy (5.1) only if X ≤ 0 a.s.
Proposition 5.2. Let ρ be a risk measure on L1 with a penalty function α. Let Φ ⊂ L1. Then the functional
ρ¯(X) := sup
Y ∈Φ
(ρ(X + Y )− ρ(Y )) (5.2)
is a risk measure on L1 with a penalty function given by
α¯(Q) := α(Q)− sup
Y ∈Φ
(
E
Q[Y ]− ρ(Y )) .
If α is the minimal penalty function for ρ, then α¯ is the minimal penalty function for ρ¯.
Proof. It is clear that (5.2) defines a risk measure. To see that α¯ is a penalty function for ρ¯:
sup
Q∈P∞
P
(Ω)
(
E
Q[X ]− α¯(X)) = sup
Q∈P∞
P
(Ω)
[
E
Q[X ]− α(Q) + sup
Y ∈Φ
(
E
Q[Y ]− ρ(Y ))]
= sup
Y ∈Φ
[
sup
Q∈P∞
P
(Ω)
(
E
Q[X + Y ]− α(Q))− ρ(Y )
]
= sup
Y ∈Φ
(ρ(X + Y )− ρ(Y )) .
If α is the minimal penalty function for ρ, then by Theorem 2.1 it suffices to verify the formula
α¯(Q) = sup
X∈L1
(
E
Q[X ]− ρ¯(X)) .
But this is straightforward. 
Combining Propositions 5.1 and 5.2 yields:
Corollary 5.3. Let ρ be a risk measure on L1 with a penalty function α. For Φ ⊂ L1, the following are
equivalent:
(1) ρ(λX + Y )− ρ(Y ) ≤ γ(λ), for all λ > 0 and Y ∈ Φ.
(2)
γ∗(EQ[X ]) ≤ α(Q)− sup
Y ∈Φ
(
E
Q[Y ]− ρ(Y )) , for all Q ∈ P∞P (Ω).
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Corollary 5.4. Let ρ be a risk measure on L1 which admits a penalty function (or equivalently has the
Fatou property). Let γ be a shape function satisfying γ(0) = 0. Then X ∈ L1 satisfies
ρ(λX + Y )− ρ(Y ) ≤ γ(λ), for all λ > 0, Y ∈ L1,
if and only if X ≤ γ′(0) a.s., where γ′(0) is the right-derivative.
Proof. Let α be the minimal penalty function of ρ. Corollary 5.3 with Φ = L1 implies that for all Q ∈ P∞P (Ω)
γ∗(EQ[X ]) ≤ α(Q)− sup
Y ∈L1
(
E
Q[Y ]− ρ(Y )) = 0.
Since γ ≥ 0 and γ(0) = 0, if x ∈ R satisfies γ∗(x) = 0 then necessarily tx ≤ γ(t) for all t > 0, which implies
x ≤ inft>0 γ(t)/t = γ′(0). Thus EQ[X ] ≤ γ′(0) for all Q ∈ P∞P (Ω), which implies X ≤ γ′(0) a.s. Conversely,
if X ≤ γ′(0) a.s., then cash additivity and monotonicity yield ρ(λX + Y )− ρ(Y ) ≤ λγ′(0) ≤ γ(λ), where the
last inequality follows from convexity of γ. 
5.1. Transport inequalities. Proposition 5.1 helps us understand how to control the concentration of
many random variables uniformly. One special but important case of this is the class of transport inequalities,
which we discuss for two reasons: to provide an alternative perspective on concentration inequalities, and to
illustrate how our study of shortfall risk measures yields an interesting new characterization of some classical
transport inequalities. Suppose that Ω is equipped with a metric d and that (Ω, d) is a complete, separable
metric space.2 Define the Wasserstein distances Wp for p ≥ 1 by
Wp(P,Q) :=
[
inf
π∈Π(P,Q)
∫
Ω×Ω
d(x, y)pπ(dx, dy)
]1/p
, (5.3)
where Π(P,Q) is the set of probability measures on Ω × Ω with first and second marginals equal to P and
Q, respectively. Of course, Wp(P,Q) is defined only for P,Q ∈ Pp(Ω), where for an arbitrary fixed x0 ∈ Ω
we define
Pp(Ω) :=
{
P ∈ P(Ω) :
∫
Ω
d(x, x0)
pP (dx) <∞
}
.
The relative entropy between two measures P,Q ∈ P(Ω) is defined as usual by
H(Q|P ) =
{∫
log dQdP dQ if Q≪ P,
∞ otherwise .
Classically, one says that the measure P verifies the transport inequality Tp if there exists c > 0 such that
Wp(P,Q) ≤
√
cH(Q|P ), for all Q ∈ Pp(Ω).
These inequalities have been thoroughly studied in connection with concentration of measure, as we will
elaborate on shortly. The well known Kantorovich dual description of W1 is
W1(P,Q) = sup
{∫
Ω
φd(P −Q) : φ ∈ Lip1(Ω)
}
,
where Lip1(Ω) denotes the set of 1-Lipschitz functions from (Ω, d) to R. With this in mind, we get the
following corollary of Proposition 5.1.
Corollary 5.5. Suppose ρ is a risk measure with a penalty function α, and let γ be a shape function. Suppose
(Ω, d) is a complete separable metric space and P ∈ P1(Ω). The following are equivalent:
(1) For each f ∈ Lip1(Ω) and each λ ∈ R, we have
ρ (λf) ≤ γ(|λ|) + λEf. (5.4)
(2) For each Q ∈ P∞P (Ω), we have
γ∗(W1(P,Q)) ≤ α(Q).
2More generally, we may assume Ω is a Polish space and d is a measurable metric on Ω, not necessarily compatible with the
topology.
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Proof. Note that (1) is equivalent to the same statement but with the restriction that λ ≥ 0, since Lip1(Ω) =
−Lip1(Ω). Thanks to the cash additivity of ρ, the inequality (5.4) is equivalent to
ρ (λ (f − Ef)) ≤ γ(λ).
According to Proposition 5.1, this is equivalent to
γ∗(EQf − EP f) ≤ α(Q), ∀Q ∈ P∞P (Ω).
Taking the supremum over f ∈ Lip1(Ω), the claim follows from the dual formula for W1. 
Let us generalize this discussion somewhat, in the spirit of [21, 22], by considering more general transport
costs. Suppose c : Ω2 → [0,∞] is lower semicontinuous, and assume for normalization purposes that
infy c(x, y) = 0 for all x. Let
Tc(P,Q) := inf
π∈Π(P,Q)
∫
Ω×Ω
c(x, y)π(dx, dy)
Let Φc denote the set of pairs of bounded measurable functions (φ, ψ) on Ω satisfying φ(x) + ψ(y) ≤ c(x, y)
for all x, y ∈ Ω. By Kantorovich duality (see, e.g., [38]), we have
Tc(P,Q) = sup
(φ,ψ)∈Φc
E
Q[ψ] + EP [φ].
With this in mind, we arrive at a characterization of more general transport inequalities, as a corollary of
Proposition 5.1:
Corollary 5.6. Suppose ρ is a risk measure with penalty function α, and let γ be a shape function. The
following are equivalent:
(1) For each (φ, ψ) ∈ Φc and each λ ≥ 0, we have
ρ (λψ) ≤ γ(λ)− λEP [φ].
(2) For each Q ∈ P∞P (Ω), we have
γ∗(Tc(P,Q)) ≤ α(Q).
Recall that in Theorem 3.9, points (3) and (4) depend on ℓ and γ only through ℓ ◦ γ∗. By varying ℓ
and γ while keeping the composition ℓ ◦ γ∗ unchanged, the implications surrounding points (1) and (2) in
Theorem 3.9 are rather interesting. What follows is an application to transport inequalities, characterizing
Tp in terms of a seemingly weaker inequalities, up to a change in constant which we do not track carefully.
Corollary 5.7. Fix p ∈ {1, 2}. The Tp inequality
Wp(P,Q) ≤ c
√
H(Q|P ), ∀Q ∈ P∞P (Ω)
holds for some c > 0 if and only if
Wp(P,Q) ≤ c
√
log
∥∥∥∥dQdP
∥∥∥∥
L∞(P )
, ∀Q ∈ P∞P (Ω) (5.5)
for some c > 0.
Proof. The first direction is trivial, since if ν ≪ µ then
H(ν|µ) =
∫
log
dν
dµ
dν ≤ log
∥∥∥∥dνdµ
∥∥∥∥
L∞(µ)
.
To prove the converse, set c(x, y) = |x− y|p so that Tc =W pp . Set
Φ = {ψ + EP [φ] : (φ, ψ) ∈ Φc}.
Set γ∗1 (x) = exp(t
2/p)− 1. For a new constant c > 0 we may rewrite (5.5) as
γ∗1
(
c sup
f∈Φ
E
Q[f ]
)
≤ ‖dQ/dP‖L∞(P ) − 1 = α1(Q), ∀Q ∈ P∞P (Ω),
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where α1 is the minimal penalty function of the shortfall risk measure associated to the loss function ℓ1(t) =
(1 + t)+ (see Section 3.1). Since the function ℓ1 ◦ γ∗1 (t) = exp(t2/p) is in H, we conclude from Theorem 3.9
that (for some c)
sup
f∈Φ
E
P
[
exp
(
c|f+|2/p
)]
= sup
f∈Φ
E
P
[
ℓ1(γ
∗
1 (cf
+))
]
<∞.
Now, set ℓ(t) = et and γ(t) = t2/p, noting that either γ′(0) = 1 > 0 (if p = 2) or γ′′(0) = 2 > 0 (if p = 1).
This pair (ℓ, γ) is in LΓ and ℓ ◦ γ∗ = ℓ1 ◦ γ∗1 , and so Theorem 3.9 shows that this implies (again for a new
constant c)
γ∗
(
c sup
f∈Φ
E
Q[f ]
)
≤ α(Q), ∀Q ∈ P∞P (Ω),
where α is the minimal penalty function of the shortfall risk measure associated to the loss function ℓ. But
then α(Q) = H(Q|P ), and we arrive at the desired Tp inequality. 
5.2. Concentration functions. Let us briefly recast the preceding results in a perspective more familiar
in the theory of concentration of measure. Concentration of measure is classically defined in terms of
enlargements of sets, and we will explain this briefly, following the presentation of Ledoux [31]. Suppose
throughout the section that Ω is a complete separable metric space. The following function CP : (0,∞) →
[0, 1/2] is the concentration function of the measure P :
CP (r) := sup {1− P (Ar) : A ∈ F , P (A) ≥ 1/2} ,
where Ar := {ω ∈ Ω : d(ω,A) < r}. Note that CP decreases to 0 as r → ∞. Gaussian concentration
bounds of the form CP (r) ≤ c1 exp(−c2r2) are strikingly ubiquitous, and this well known phenomenon is
called concentration of measure.
Given a real-valued random variable f defined on Ω, we saymf ∈ R is a median of f if P (f ≥ mf) ≥ 1/2
and P (f ≤ mf ) ≥ 1/2. Let Lip1(Ω) denote the set of all 1-Lipschitz function on (Ω, d). It is known [31,
Proposition 1.3] that
CP (r) = sup {P (f ≥ mf + r) : f ∈ Lip1(Ω), mf is a median of f} .
Moreover, by [31, Proposition 1.7], we can replace the median by the mean in the following sense:
CP (r) ≤ sup
{
P
(
f ≥ EP f + r/2) : f ∈ Lip1(Ω)} .
This leads us to a new description of concentration functions in terms of transport inequalities, which follows
from Theorem 3.9 and Corollary 5.5:
Proposition 5.8. Suppose γ is a shape function, ℓ is a loss function, E is a Polish space, and µ ∈ P1(E).
Let α the minimal penalty function of the shortfall risk measure ρ associated to ℓ. Consider the following
two statements:
(1) There exists c > 0 such that P satisfies the transport inequality
γ∗(cW1(Q,P )) ≤ inf
t>0
1
t
{
1 + EP
[
ℓ∗
(
t
dQ
dP
)]}
, for ν ≪ µ.
(2) There exists c > 0 such that CP (r) ≤ 1/ℓ(γ∗(cr)) for all r > 0.
Then (1) implies (2), and the constant in (2) is half of that of (1). If (ℓ, γ) ∈ LΓ with ℓ ◦ γ∗ ∈ H (see
Definitions 3.5 and 3.7), then (2) implies (1).
An alternative, arguably more direct argument is available for a result similar to the implication (1)⇒ (2)
of Proposition 5.8, originally due to Marton [32, 33] and extended by several authors since, as in [22, Theorem
1.7]. Suppose P satisfies the transport inequality of Proposition 5.8(1). Fix a measurable set A ⊂ Ω with
P (A) ≥ 1/2, and set B := Ω\Ar where r > 0 is fixed. For a measurable set C define the new probability
measure PC := P (· ∩ C)/P (C). Formally interchanging the order of infimum and supremum, we compute
α(PA) = inf
t>0
1
t
(1 + P (A)ℓ∗(t/P (A))) = sup
s∈R
inf
t>0
1
t
(1 + P (A)[st/P (A)− ℓ(s)]) (5.6)
= sup{s : P (A)ℓ(s) ≤ 1} = ℓ−1(1/P (A)) ≤ ℓ−1(2).
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Similarly,
α(PB) = ℓ
−1(1/P (B)) = ℓ−1
(
1
1− P (Ar)
)
.
Since d(A,B) ≥ r and any coupling of PA and PB is concentrated on A×B, we have W1(PA, PB) ≥ r. The
triangle inequality for W1 yields
r ≤W1(PA, PB) ≤W1(PA, P ) +W1(PB , P )
≤ (γ∗)−1(α(PA)) + (γ∗)−1(α(PB))
≤ (γ∗)−1(ℓ−1(2)) + (γ∗)−1
(
ℓ−1
(
1
1− P (Ar)
))
.
It follows that, if r0 := (γ
∗)−1(ℓ−1(2)), then
P (Ar) ≥ 1− 1
ℓ ◦ γ∗(r − r0) ,
which in turn implies CP (r) ≤ 1/ℓ(γ∗(r − r0)). Of course, the step (5.6) remains to be justified, but it
suffices in fact to show that if a, b > 0 then at ≤ 1 + bℓ∗(t/b) for all t > 0 if and only if a ≤ ℓ−1(1/b). But
this is straightforward, since the former condition is equivalent to
1 ≥ sup
t>0
(at− bℓ∗(t/b)) = b sup
t>0
(at/b− ℓ∗(t/b)) = bℓ(a).
The last equality holds because ℓ∗(t) =∞ for t < 0 thanks to nonnegativity of ℓ.
5.3. Extensions. In connection with transport inequalities, relative entropy is by far the most well studied
of the examples of penalty functions mentioned above. However, the work of Guillin et al. [23] successfully
used the Donsker-Varadhan information (also known as the Fisher information) as a substitute for relative
entropy in transport inequalities, motivated by rates of convergence of Markov processes. Indeed, the convex
conjugate of the Donsker-Varadhan information is a risk measure related to the log moment generating
function of a time-integrated Markov process, and this indeed underlies the proofs in [23]. In connection
with random matrix theory, Biane and Voiculescu [10] (see also [22, Section 12]) showed that the semi-
circle law satisfies a quadratic transport inequality involving the so-called “free entropy.” The potential
applications of dual inequalities (defined in full generality in Proposition 5.1) are as countless as the convex
functionals of probability measures (or equivalently, their conjugates: risk measures) appearing in various
applications.
To mention one final example: Suppose Ω = Rn and a penalty function α(Q) is defined as the martingale
optimal transport cost from P to Q, recently introduced in [4]. The corresponding risk measure ρ can be
computed using a form of Kantorovich duality. In particular, let c : Ω2 → [0,∞) be lower semicontinuous,
and fix µ ∈ P(Ω) with finite first moment. Define
ρ(f) = −
∫
Ω
(c(x, ·) − f)∗∗(x)µ(dx),
where φ∗∗ denotes the biconjugate or convex envelope of φ. It is easily checked that ρ is a risk measure
(though not necessarily normalized), and its minimal penalty function is
α(ν) = inf
π∈Πm(µ,ν)
∫
Ω2
c dπ, (5.7)
where Πm(µ, ν) denotes the (possibly empty) set of martingale couplings, i.e., the set of laws of random
vectors (X,Y ) where X ∼ µ, Y ∼ ν, and E[Y |X ] = X . Indeed, the duality formula (5.7) is studied carefully
in several recent papers [6, 5] , with the latter paper [5, Remark 7.9] discussing the simplified form we
presented in (5.7). Proposition 5.1 tells us that, if f ∈ B(Ω),
ρ(λf) ≤ γ(λ), for all λ ≥ 0,
if and only if
γ∗
(∫
Ω
f dν
)
≤ α(ν), for all ν ≪ µ.
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This indeed encompasses simplified forms of several martingale inequalities; for example, if c(x, y) = −(x∨y)2
and f(y) = −4y2, this is nothing but Doob’s inequality. One should of course extend this idea to martingales
with a larger time index set, but, conceivably, similar convex-analytic methods would apply. We cut the
discussion short here, as any further exploration of this idea is beyond the scope of this paper.
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Appendix A. Proof of Theorem 3.6
Lemma A.1. If (ℓ, γ) ∈ LΓ, then
lim
c→∞
lim sup
n→∞
sup
x≥c
ℓ(γ∗(x/n))
ℓ(γ∗(x))
= 0.
Proof. For a fixed n > 1 and c > 0, we have ℓ(γ∗(c/n)) ≤ ℓ(γ∗(c)). But clearly ℓ(γ∗(x/n)) − ℓ(γ∗(x) is
increasing in x, and so
sup
x≥c
ℓ(γ∗(x/n))
ℓ(γ∗(x))
=
ℓ(γ∗(c/n))
ℓ(γ∗(c))
.
Since ℓ and γ∗ are continuous with γ∗(0) = −γ(0) ≤ 0 and ℓ(0) = 1, we have
lim sup
n→∞
sup
x≥c
ℓ(γ∗(x/n))
ℓ(γ∗(x))
=
ℓ(−γ(0))
ℓ(γ∗(c))
≤ 1
ℓ(γ∗(c))
for each c > 0. Since γ(x) < ∞ for some x > 0, it follows that γ∗(x) tends to infinity as x → ∞. Thus so
does ℓ(γ∗(x)) (since ℓ(x) > 1 for all x > 0 by definition of a loss function), and this completes the proof. 
Let us now turn toward the proof of Theorem 3.6. Let us check first that without loss of generality we
may assume EX = 0 for each X ∈ Φ. Given a general Φ, set Φ′ := {X − EX : X ∈ Φ}. The integrability
condition
sup
X∈Φ
E[ℓ(γ∗(κX+))] <∞
implies one for Φ′, albeit with a different κ, since
E[ℓ(γ∗(κ(X − EX)+/2))] ≤ 1
2
{
E[ℓ(γ∗(κX+))] + E[ℓ(γ∗(κ(−EX)+))]} .
Since ℓ ◦ γ∗ is nonconstant, we have supX∈Φ E|X | <∞, and we conclude that
sup
X∈Φ′
E[ℓ(γ∗(κX+/2))] <∞.
Hence, in the rest of the proof we assume EX = 0 for all X ∈ Φ.
Now, to prove Theorem 3.6, it suffices to show that there exists n > 0 such that ρ(λX) ≤ γ(nλ) for all
λ ≥ 0, or equivalently ρ(λX/n− γ(λ)) for all λ ≥ 0. This is equivalent to finding n > 0 such that
sup
X∈Φ
sup
λ≥0
E
[
ℓ
(
λX
n
− γ(λ)
)]
≤ 1. (A.1)
The main idea is that the integral bound (3.5) yields some uniform integrability, in the sense that ℓ(λX/n−
γ(λ)) ≤ ℓ(γ∗(X/n)); for each X and λ we can then show that E[ℓ(λX/n−γ(λ))]→ ℓ(−γ(λ)) as n→∞. But
ℓ(−γ(λ)) < ℓ(0) = 1 for all λ > 0. For fixed δ > 0, we can make this limit uniform over λ ≥ δ to conclude
that (A.1) holds for some n as long as λ ≥ δ, but small values of λ require more care.
Case 1: Suppose condition (3a) of Definition 3.5 holds. Thanks to Lemma A.1, we may find c,N > 0
such that for n ≥ N
sup
x≥c
ℓ(γ∗(x/(κn)))
ℓ(γ∗(x))
≤ ǫ
M
.
Since ℓ and γ∗ are nondecreasing, for all λ > 0 and X ∈ Φ we have
ℓ
(
λX
n
− γ(λ)
)
≤ ℓ(γ∗(X+/n)).
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Thus, using the hypothesis (3.5) ,
E
[
ℓ
(
λX
n
− γ(λ)
)
1X>c/κ
]
≤ E
[
ℓ(γ∗(κX+))
ℓ(γ∗(X+/n))
ℓ(γ∗(κX+))
1X>c/κ
]
≤ ǫ
M
E
[
ℓ(γ∗(κX+))
] ≤ ǫ.
On the other hand,
E
[
ℓ
(
λX
n
− γ(λ)
)
1|X|≤c/κ
]
≤ ℓ
(
λc
κn
− γ(λ)
)
≤ ℓ(γ∗(c/κn)).
Thus
E
[
ℓ
(
λX
n
− γ(λ)
)]
≤ ǫ+ ℓ(γ∗(c/κn)). (A.2)
Now note that γ∗(0) = supt≥0(−γ(t)) = −γ(0) < 0. Since γ is nonconstant, the domain {t ≥ 0 : γ∗(t) <∞}
has nonempty interior, on which γ∗ is continuous. We may thus find t0 > 0 such that γ
∗(t0) < 0. Choose
n > c/(κt0) to get γ
∗(c/κn) ≤ γ∗(t0) by monotonicity of γ∗. Since ℓ′(0) exists and is strictly positive, and
since ℓ(0) = 1, we know that ℓ(x) < 1 for all x < 0. Finally, choose
ǫ := [1− ℓ(γ∗(t0))] > 0,
and conclude from (A.2) that (A.1) holds for sufficiently large n.
Case 2, Step 1: Suppose condition (3b) of Definition 3.5 holds. We first take care of small values of
λ. We wish to find δ > 0 and N > 0 such that
sup
n≥N
sup
λ≤δ
sup
X∈Φ
E
[
ℓ
(
λX
n
− γ(λ)
)]
≤ 1. (A.3)
Note that
d
dλ
ℓ
(
λX
n
− γ(λ)
)
= ℓ′
(
λX
n
− γ(λ)
)(
X
n
− γ′(λ)
)
.
By the mean value theorem, for λ > 0 we may find tλ ∈ [0, λ] such that
E
[
ℓ
(
λX
n
− γ(λ)
)]
= 1 + λE
[
ℓ′
(
tλX
n
− γ(tλ)
)(
X
n
− γ′(tλ)
)]
.
To prove (A.3) it now suffices to show
lim sup
δ↓0
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
E
[
ℓ′
(
tλX
n
− γ(tλ)
)(
X
n
− γ′(tλ)
)]
< 0. (A.4)
Fix ǫ > 0 and δ > 0. By assumption (3b), we may find x0 > 0 such that xℓ
′(x) ≤ ǫℓ(γ∗(x)) for all x ≥ x0
Note also that ℓ′ is nonnegative and nondecreasing, by the definition of a loss function. For each λ ≤ δ we
have
X
n
ℓ′
(
tλX
n
− γ(tλ)
)
1X≥x0 ≤
X+
n
ℓ′
(
δX+
n
)
1X≥x0 ≤
ǫ
δ
ℓ ◦ γ∗
(
δX+
n
)
.
Since γ∗(0) = 0 and ℓ(0) = 1, convexity of ℓ ◦ γ∗ implies
ℓ ◦ γ∗(tx) ≤ tℓ ◦ γ∗(x) + (1− t). (A.5)
Thus, whenever nκ ≥ δ,
X
n
ℓ′
(
tλX
n
− γ(tλ)
)
≤ ǫ
κn
ℓ(γ∗(κX+)) +
ǫ
δ
(
1− δ
κn
)
.
On the other hand,
X
n
ℓ′
(
tλX
n
− γ(tλ)
)
1|X|<x0 ≤
x0
n
ℓ′
(
tλx0
n
− γ(tλ)
)
≤ x0
n
ℓ′(δx0/n),
which clearly tends to zero as n → ∞. We conclude from the last two displays along with the hypothesis
(3.5) that
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
E
[
X
n
ℓ′
(
tλX
n
− γ(tλ)
)]
≤ ǫ/δ.
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Since this holds for each ǫ > 0, the limsup is in fact zero, and we get
lim sup
δ↓0
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
E
[
ℓ′
(
tλX
n
− γ(tλ)
)
X
n
]
≤ 0.
The proof of (A.4) will be complete as soon as we check that
lim sup
δ↓0
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
−γ′(tλ)E
[
ℓ′
(
tλX
n
− γ(tλ)
)]
< 0. (A.6)
Note that γ′(tλ) ≥ γ′(0) > 0 and also
ℓ′
(
tλX
n
− γ(tλ)
)
≥ ℓ′
(
−δ|X |
n
− γ(δ)
)
.
Since ℓ′ is continuous, nondecreasing, and nonnegative, the random variables on the right-hand side are
bounded, uniformly inX and n, and increase pointwise to the constant ℓ′(−γ(δ)) for eachX . The convergence
is uniform by Dini’s theorem, and thus
lim
n→∞
sup
X∈Φ
E
[
ℓ′
(
−δ|X |
n
− γ(δ)
)]
= ℓ′(−γ(δ)). (A.7)
Thus
lim sup
δ↓0
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
−γ′(tλ)E
[
ℓ′
(
tλX
n
− γ(tλ)
)]
≤ −γ′(0) lim sup
δ↓0
ℓ′(−γ(δ)) = −γ′(0)ℓ′(0).
By hypothesis, this quantity is strictly negative, proving (A.6).
Case 2, Step 2: We now turn to large values of λ, now that δ > 0 has been fixed, and show that there
exists N > 0 such that
sup
λ≥δ
sup
n≥N
E
[
ℓ
(
λX
n
− γ(λ)
)]
≤ 1. (A.8)
Since ℓ′(0) exists and is strictly positive, and since ℓ(0) = 1, we know that ℓ(x) < 1 for all x < 0. Thus
ℓ(−γ(δ)) < 1, and with great foresight define
ǫ := [1− ℓ(−γ(δ))]/2 > 0.
Thanks to Lemma A.1, we may find c,N > 0 such that for n ≥ N
sup
x≥c
ℓ(γ∗(x/(κn)))
ℓ(γ∗(x))
≤ ǫ
M
.
Note also that, for all λ > 0,
ℓ
(
λX
n
− γ(λ)
)
≤ ℓ(γ∗(|X |/n)).
Thus, using the hypothesis (3.5),
E
[
ℓ
(
λX
n
− γ(λ)
)
1X>c/κ
]
≤ E
[
ℓ(γ∗(κX+))
ℓ(γ∗(X+/n))
ℓ(γ∗(κX+))
1X>c/κ
]
≤ ǫ
M
E
[
ℓ(γ∗(κX+))
] ≤ ǫ. (A.9)
Now note that for any t > 0, the supremum in supλ≥δ(λt − γ(λ)) is attained by λ = inf{s ≥ δ : γ′(s) ≥ t},
where γ′ is the right-derivative of γ. So if t ≤ γ′(δ), we have supλ≥δ ℓ(λt − γ(λ)) = ℓ(δt − γ(δ)). Since
γ(x) > 0 = γ(0) for all x > 0, and since γ is increasing and convex, we have γ′(δ) > 0. Hence, if
n ≥ c
κγ′(δ)
,
then
sup
λ≥δ
E
[
ℓ
(
λX+
n
− γ(λ)
)
1X≤c/κ
]
≤ ℓ
(
δc
n
− γ(δ)
)
. (A.10)
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Since the righthand side converges to ℓ(−γ(δ)) as n →∞, for sufficiently large n (again depending only on
c and δ) we have
ℓ
(
δc
n
− γ(δ)
)
≤ ℓ(−γ(δ)) + ǫ.
Combining this with (A.9) and (A.10) shows that for sufficiently large n
sup
λ≥δ
E
[
ℓ
(
λX+
n
− γ(λ)
)]
≤ 2ǫ+ ℓ(−γ(δ)) = 1.
Combining this with (A.3) completes the proof of (A.1), and thus finishes Case 2.
Case 3, Step 1: Suppose condition (3b) of Definition 3.5 holds. Again, we first take care of small
values of λ, by finding δ > 0 and N > 0 such that (A.3) holds. Note that
d2
dλ2
ℓ
(
λX
n
− γ(λ)
)
= ℓ′′
(
λX
n
− γ(λ)
)[
X
n
− γ′(λ)
]2
− γ′′(λ)ℓ′
(
λX
n
− γ(λ)
)
.
By Taylor’s theorem, for λ > 0 we may find tλ ∈ [0, λ] such that
E
[
ℓ
(
λX
n
− γ(λ)
)]
= 1− λγ′(0)ℓ′(0) + λ
2
2
E [A(λ,X)−B(λ,X)] , (A.11)
where
An(λ,X) := E
[
ℓ′′
(
tλX
n
− γ(tλ)
)(
X
n2
− γ′(tλ)
)2]
,
Bn(λ,X) := γ
′′(tλ)E
[
ℓ′
(
tλX
n
− γ(tλ)
)]
.
and where we used EX = 0 to simplify the first order term. Now, fix δ > 0 to be specified later. Thanks to
(A.11), to prove (A.3) it suffices to show that
lim sup
δ↓0
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
E [An(λ,X)−Bn(λ,X)] < 0, (A.12)
for sufficiently large n. Fix ǫ, δ > 0, with δ to be determined later. If λ ≤ δ, then since ℓ′′ is nondecreasing
we have
E[An(λ,X)] ≤ 2E
[(
X2
n2
+ |γ′(tλ)|2
)
ℓ′′(tλX/n− γ(tλ))
]
≤ 2E
[(
X2
n2
+ |γ′(δ)|2
)
ℓ′′(δX/n)
]
.
Now note that by assumption (3c) there exists x0 > 0 such that x
2ℓ′′(x) ≤ ǫℓ(γ∗(x)) for all x ≥ x0. Thus
X2
n2
ℓ′′(δX/n)1|X|≥x0 ≤
ǫ
δ2
ℓ(γ∗(δ|X |/n))1|X|≥x0 ≤
ǫ
δκn
ℓ(γ∗(κ|X |)) + ǫ
δ2
ℓ(γ∗(δ|X |/n))
(
1− δ
κn
)
,
where the last inequality follows from convexity of ℓ ◦ γ∗ as in (A.5) and holds whenever nκ ≥ δ. On the
other hand,
X2
n2
ℓ′′(δX/n)1|X|<x0 ≤
x20
n2
ℓ′′(δx0/n),
which clearly tends to zero as n→∞. Combining the above two inequalities yields
lim sup
n→∞
sup
X∈Φ
E
[
X2
n2
ℓ′′(δX/n)
]
≤ ǫ/δ.
Since ǫ > 0 was arbitrary, the above limsup is in fact a limit equal to zero. Thus
lim sup
n→∞
sup
X∈Φ
E[An(λ,X)] ≤ 2|γ′(δ)| sup
X∈Φ
E[ℓ′′(δ|X |)],
A similar truncation argument (using x0) shows that the supremum over X ∈ Φ on the right-hand side is
finite, and thus since γ′(δ) = 0 we get
lim sup
δ↓0
lim sup
n→∞
sup
X∈Φ
E[An(λ,X)] = 0. (A.13)
26 DANIEL LACKER
On the other hand, for the B term, note that
E[Bn(λ,X)] ≥ γ′′(tδ)E
[
ℓ′
(
−δ|X |
n
− γ(δ)
)]
≥ IδE
[
ℓ′
(
−δ|X |
n
− γ(δ)
)]
,
where Iδ := inft∈[0,δ] γ
′′(t) is strictly positive for sufficiently small δ. Thanks to (A.7) from Case 2 above,
we have
lim inf
n→∞
sup
X∈Φ
E[Bn(λ,X)] ≥ Iδℓ′(−γ(δ)),
and thus
lim inf
δ↓0
lim inf
n→∞
sup
X∈Φ
E[Bn(λ,X)] ≥ γ′(0)ℓ′(0).
Finally, from this and (A.13) we conclude
lim sup
δ↓0
lim sup
n→∞
sup
λ∈[0,δ]
sup
X∈Φ
E [An(λ,X)−Bn(λ,X)] ≤ −γ′′(0)ℓ′(0) < 0.
Case 3, Step 2: To deal with large values of λ, we follow exactly the same proof as in Step 2 of Case
2 to show that there exists N > 0 such that (A.8) holds. Combining this with (A.3) completes the proof of
(A.1), and thus the theorem.
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