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Resumo
Nesta tese de doutorado estudamos através da teoria de transporte ótimo os
dados espectrais maximais de uma classe ampla de operadores do tipo transferência e
apresentamos aplicações relacionadas a teoremas limites para uma classe de cadeias de
Markov tomando valores em um espaço polonês que pode ser não-compacto.
Os resultados principais são: i) uma generalização do Teorema de Ruelle-Perron-
Frobenius para potenciais em certas álgebras de Banach agindo em espaços poloneses
compactos e não-compactos; ii) a existência de lacuna espectral para a subclasse dos
operadores de transferência citada acima; iii) teoremas do tipo Limite Central para ca-
deias de Markov, com taxas de convergência, associadas a uma classe nova de medidas
de equilíbrio. Assumindo compacidade do espaço de estados, e trabalhando com hi-
póteses bem gerais sobre os potenciais, obtemos resultados de decaimentos polinomial
e exponencial de correlações (com respeito a medidas de equilíbrio) para uma classe
ampla de observáveis.
Palavras chave: Cadeias de Markov, Formalismo Termodinâmico, Lacuna espectral, Teo-
rema de Ruelle-Perron-Frobenius, Transporte Ótimo.
Abstract
In this Ph.D. dissertation we study, by using the optimal transport theory, the
maximal spectral data of a large class of transfer operators and present applications to
limit theorems for Markov chains taking values on a compact or non-compact Polish
space.
The main results are: i) a generalization of the Ruelle-Perron-Frobenius Theo-
rem for potentials in a suitable Banach algebra of functions acting on a general (com-
pact or non-compact) Polish space; ii) the existence of spectral gap for a subclass of
transfer operators mentioned above; iii) central limit type theorems for Markov chains
(exhibiting convergence ratio) associated to a new class of equilibrium states. At the
end by assuming compactness of the state space we prove, under very weak hypotheses
on the potentials, polynomial and exponential decays of correlations (with respect to
equilibrium states) for a large class of observables.
Key-words: Markov Chains, Optimal Transport, Thermodynamic Formalism, Ruelle-Perron-
Frobenius Theorem, Spectral Gap.
Sumário
Lista de Símbolos 12
Introdução 13
1 Preliminares 19
1.1 Espaços de funções . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.1.1 Espaços de Hölder Generalizados . . . . . . . . . . . . . 21
1.2 Taxas de Decaimento . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3 Operador de transferência e núcleos de transição . . . . . 29
2 Transporte ótimo 35
2.1 Formulação de Monge . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2 Formulação de Kantorovich . . . . . . . . . . . . . . . . . . . . . 37
2.3 Distância de Wasserstein . . . . . . . . . . . . . . . . . . . . . . . 39
3 Acoplamentos e o Teorema RPF 49
3.1 Acoplamentos de um Núcleo de Transição . . . . . . . . . . . 49
3.1.1 Potencial Flat . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 A contração de Pmn . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Teorema de Ruelle-Perron-Frobenius . . . . . . . . . . . . . . 66
9
10 SUMÁRIO
4 Decaimento de Correlações 77
4.1 Lacuna Espectral e Correlações . . . . . . . . . . . . . . . . . 77
4.2 Núcleos 1-para-∞ fracamente contrativos . . . . . . . . . . . 81
4.2.1 Núcleos de transição 1-para-k . . . . . . . . . . . . . . . 85
4.3 Núcleos de transição 1-para-∞ . . . . . . . . . . . . . . . . . . . 87
5 Teoremas Limites para Cadeias de Markov 93
5.1 Quase-Compacidade . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Enunciados de teoremas tipo Limite Central . . . . . . . . . . 95
5.3 Operador de Ruelle . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Referências Bibiliográficas 105
A Apêndice 113
A.1 Topologia Geral . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.2 Espaços Mensuráveis . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.3 Variáveis Aleatórias . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.4 Elementos de Teoria Espectral . . . . . . . . . . . . . . . . . . 118
Lista de Símbolos
(Ω,F ): Espaço mensrurável, página 93.
#B: Cardinalidade do conjunto B, página 29.
Γ(µ, ν): Planos de transporte entre µ e ν, página 37.
B+: Conjunto das funções não negativas em B, página 95.
B′p: Conjunto de probabilidades sobre (Ω,F) que definem operadores contínuos em
B, página 95.
B(X): Sigma-álgebra de Borel de X, página 19.
C ω(Ω,R): Espaço das funções ω-Hölder contínuas, página 24.
LM,f : Operador de Ruelle associado ao núcleo M e ao potencial f , página 29.
L ∗M,f : Dual do operador de Ruelle, página 31.
P(X): Conjunto das medidas de probabilidade sobre X, página 19.
Pp(X): Espaço de Wasserstein de ordem p, página 39.
M = (mx)x∈Ω: Núcleo de transição em Ω, página 29.
µf : Medida RPF ou medida de equilíbrio, página 31.
νf : Automedida do dual do operador de Ruelle associada ao potencial f , página 31.
ω: Módulo de continuidade, página 22.
11
12 SUMÁRIO
Πtx,y: Um acoplamento do núcleo M = (mx)x∈Ω, página 50.
σ: Aplicação shift, página 54.
τθ: Tempo de decaimento de F , página 27.
Hol(α): Espaço das funções α-Hölder contínuas, página 20.
Holα(f): Constante de Hölder de f , página 20.
Holω(f): ω-constante de Hölder de f , página 23.
f˜ : Potencial normalizado, página 31.
Cb(Ω,R): Espaço das funções contínuas limitadas de Ω em R, página 20.
Cϕ1,ϕ2,ν(n): Função de correlação entre os observáveis ϕ1, ϕ2, página 77.
Eµ: Esperança com relação à medida de probabilidade µ, página 95.
F : Função de decaimento, página 26.
mx: Probabilidade em Ω tal que x 7→ mx é mensrurável, página 29.
mtx: Lei de uma cadei de Markov (X1, X2, · · · , Xt), começando emX0 = x, página 50.
PX,Y (x, y, z): Projeção nas duas primeiras coordenadas, página 40.
P Y,Z(x, y, z): Projeção nas duas últimas coordenadas, página 40.
s(Q,B): Número de autovalores de Q de módulo 1 sobre a álgebra B, página 95.
T∗: Push forward, página 36.
Wω: Distância de Wasserstein referente a ω, página 42.
Wp: Distância de Wasserstein de ordem p, página 39.
Introdução
Uma das grandes motivações da Teoria Ergódica é compreender o comportamento
estocástico e estatístico de sistemas dinâmicos determinísticos T : Ω→ Ω. Isto é feito
analisando as medidas de probabilidade ergódicas invariantes pelo sistema dinâmico. Se
nos é dado uma tal medida, o teorema ergódico nos fornece informações quantitativas
sobre o comportamento assintótico de {T k(x)}k∈N, quando k tende ao infinito, quase
certamente. O problema que surge é que os resultados são sensíveis à medida dada
e é muito comum um sistema dinâmico ter várias medidas de probabilidade ergódicas
invariantes.
Sinai e Ruelle, através de ideias oriundas da física estatística gibbsiana, estabe-
leceram os princípios para a escolha de uma medida de probabilidade invariante natural
para cada contexto. Este método para estudar tais medidas e suas propriedades, deu
origem ao que conhecemos hoje por Formalismo Termodinâmico, [12, 41].
O Operador de Ruelle (ou Operador de Transferência) desempenha um papel
importante no Formalismo Termodinâmico clássico sobre espaços de Bernoulli com
alfabetos finitos, [10, 36, 39]. Fixe um potencial sobre o espaço de estados de Bernoulli
f : EN → R, o qual é usualmente Hölder contínuo. Seja C(EN,R) o conjunto de
todas funções reais contínuas, definidas sobre EN. Então o operador de Ruelle age em





em que x = (x1, x2, · · · ) e ax = (a, x1, x2, · · · ). As autofunções e automedidas associ-
adas ao autovalor positivo maximal do operador de Ruelle são a chave para escolher
certas medidas ergódicas, com respeito a dinâmica, cuja conexão com o operador é
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evidenciada pelo fato dele ser definido como uma espécie de média ponderada sobre as
pré-imagens da dinâmica. No caso do shift completo, temos inclusive que T−1(x) = E.
Como é bem conhecido, vários resultados do Formalismo Termodinâmico são formu-
lados para o operador de shift sobre o espaço de Bernoulli. A razão de se estudar
shifts ou subshifts de tipo finito é que sob hipóteses bem gerais vários sistemas di-
nâmicos uniformemente hiperbólicos definidos sobre variedades compactas, podem ser
semi-conjugado a um sub-shift do tipo finito, veja por exemplo, [1, 9, 41, 43].
Shifts sobre alfabetos E infinitos enumeráveis são utilizados para estudar siste-
mas dinâmicos não uniformemente hiperbólicos, veja por exemplo [40]. Um dos exem-
plos mais notáveis é a aplicação Manneville-Pomeau. Outras questões de interesse em
Teoria Ergódica também podem ser considerada. Algumas referências nessa direção
são [8, 13, 22, 41].
A Mecânica Estatística Clássica é uma boa razão para se considerar alfabetos
mais gerias, pois alfabetos não enumeráveis aparecem com frequência, por exemplo,
nos modelos O(n). Casos especiais incluem os modelos XY (n = 2) e o de Heisenberg
(n = 3). Nesses modelos com n ≥ 2, o alfabeto é Sn−1 a esfera unitária no espaço
Euclideano Rn, veja [5, 19, 32, 37].
Alfabetos ilimitados, tais como os espaços Borel padrão, o qual incluem alfa-
betos compactos e não-compactos, são considerados em detalhes em [18]. Para estes
alfabetos [12] fornece um formalismo termodinâmico para potenciais contínuos limita-
dos. Mencionamos também que problemas de otimização ergódica são considerados em
alfabetos infinitos, veja [8, 13, 23, 40].
Um dos tópicos de interesse no estudo do operador de transferência é taxa de
decaimento da iterações de restrições do operador a determinados subespaços. Em ge-
ral, estes subespaços são compostos por funções contínuas de média zero, com respeito
a certas medidas chamadas de medidas de equilíbrio. Inspirados em [20, 35, 44], que
obtiveram boas propriedades de contração na métrica de Wasserstein através da Teoria
de Transporte Ótimo para cadeias de Markov, os autores em [29] mostraram como esta
teoria poderia ser usada para obter decaimentos das restrições dos iterados do operador
de Ruelle quando espaço de estados é compacto. Com isso, foi inserido o ferramental
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das técnicas de acoplamento para estudar o operador de Ruelle.
Um dos autores de [29], Kloeckner em [27], aprofundou a conexão entre as
técnicas de acoplamento e as propriedades do operador de transferência para estudar
operadores tipo transferência que são generalizações do operador de Ruelle. Uma
das características mais interessantes deste trabalho no que se refere as aplicações é
a introdução de um módulo de continuidade o que permite generalizar o espaço dos
potenciais e dos observáveis para os quais os teoremas mais importantes da teoria geral
do Formalismo Termodinâmicos permanecem válidos. Destaca-se também a definição
de potencial “flat”, que na verdade é uma generalização da ideia de distorção limitada.
Com isso, pôde-se lançar mão da teoria de Transporte Ótimo, e obter informações sobre
o decaimento dos iterados da restrição do operador de Ruelle ao subespaço das funções
de média zero. Vale ressaltar que a ideia de módulo de continuidade para estudar o
operador de Ruelle clássico já havia sido usada nos trabalhos de Fan e Jiang [16, 17].
No cenário do formalismo termodinâmico moderno o Teorema de Ruelle-Perron-
Fröbenius (RPF) é um dos resultados mais importantes e o operador de Ruelle se tornou
uma ferramenta padrão em várias áreas dos sistemas dinâmicos, da Matemática e da
Física-Matemática. A literatura a respeito do teorema de Ruelle-Perron-Frobenius é
vasta, a seguinte lista é apenas uma lista parcial de livros e artigos a respeito do mesmo,
[4, 10, 15, 16, 24, 36, 38, 45].
Um dos objetivos principais deste trabalho é estender a versão do Teorema de
Ruelle-Perron-Frobenius obtida em [27] para espaços métricos não compactos. Quando
o contexto é espaços compactos, também obtivemos resultados de decaimento poli-
nomial e exponencial dos iterados da restrição do operador de Ruelle, definidos por
mapas não-necessariamente expansivos cujas pré-imagens de qualquer ponto pode con-
ter infinitos pontos. Nossos resultados nesta direção, respondem parcialmente um dos
problemas em aberto enunciados em [27].
A dificuldade de definir o operador de Ruelle para alfabetos não contáveis é,
como de praxe, superada introduzindo-se uma medida de probabilidade a-priori em E.
Esta estratégia é adotada também no contexto da Mecânica Estatística do equilíbrio e
do formalismo DLR para medida de Gibbs, ver [18].
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O trabalho está organizado da seguinte maneira.
Capítulo 1
Neste capítulo preliminar, apresentamos as definições e resultados básicos ne-
cessários ao prosseguimento dos próximos capítulos. Começamos com o espaço das
funções contínuas limitadas, definindo, em seguida, os espaço das funções α-Hölder
contínuas. Logo após isso, definimos o conceito de módulo de continuidade ω e apre-
sentamos a álgebra das funções ω-Hölder contínuas. Introduzimos a noção de funções
de decaimento, referentes a uma métrica. Após isso, definimos o núcleo de transição
e núcleos “backward” para uma dada aplicação T , seguido da definição do operador
de Ruelle generalizado. Finalmente apresentamos o operador de Ruelle generalizado,
que é definido usando núcleos de transição de uma cadeia de Markov ao invés de uma
medida a priori. Depois definimos o que são operadores de transferência que satisfazem
as propriedade RPF e Lacuna espectral.
Capítulo 2
Neste capítulo introduzimos os rudimentos da teoria do Transporte Ótimo, co-
meçando com as definições clássicas dos problemas de Monge e Kantorovich. Feito isto,
e garantido existência de solução do problema de Kantorovich, apresentamos a distân-
cia de Wasserstein de ordem p sobre o espaço das medidas de probabilidadeP(Ω) bem
como algumas propriedades tais como sua relação com a convergência fraca. Então
definimos a distância de Wasserstein referente ao um módulo de continuidade ω. A
seguir enunciamos uma proposição em que usamos a dualidade de Kantorovich para




Obtemos uma fórmula para os iterados do operador de Ruelle generalizado, em
função da lei da cadeia de Markov que define o mesmo. Em seguida, apresentamos
o conceito de acoplamento de um núcleo de transição e algumas definições a respeito
disto, tais como, acoplamento ω-Hölder e ω-Taxa de decaimento. Introduzimos a classe
de acoplamentos para os quais valem o resultado central desta tese. Nesse capítulo mos-
tramos também como uma escolha adequada dos núcleos de probabilidade recuperam
o operador de Ruelle considerado em [5]. Tais classes de operadores são novamente
exploradas no Capítulo 4. Na sequência falamos sobre potenciais “flat” e suas princi-
pais propriedades. Obtemos um resultado de contração para um operador auxiliar Pmn
que será usado na obtenção de dois dos principais resultados desta tese. Destacamos
neste capítulo os Teoremas 3.2.5 e 3.3.2 que serão os pilares das provas dos principais
resultados deste capítulo. Finalmente, provamos o principal teorema do capítulo que
é o Teorema 3.3.3 (RPF), e a Proposição 3.3.6 (existência da Lacuna espectral).
Capítulo 4
Neste capítulo estudamos o decaimento das correlações. Sob a hipótese 3.1,
provamos que a medida de probabilidade dada pelo Teorema RPF tem decaimento
exponencial das correlações. Essa é a versão equivalente de dizer que o operador goza
da propriedade da Lacuna espectral. Sem a hipótese 3.1, e considerando que o espaço
Ω é compacto, apresentamos o Teorema de contração de Kloeckner, e os núcleo de
transição 1-para-k. Então, apresentamos uma descrição completa para o decaimento
dos iterados do operador de Ruelle para caso em que a dinâmica é k-para-1 e Lipschitz.
Nossa contribuição é apresentar um núcleo de transição fracamente contrativo 1-para-∞
e obter um Teorema RPF para mapas∞-para-1 e Lipschitz, onde vale a propriedade da
Lacuna espectral em um caso (α > 0), ou seja, decaimento exponencial das correlações
relativo à medida de RPF, e decaimento polinomial das correlações em outro caso
(α = 0, β > 0).
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Capítulo 5
Neste capítulo estudamos as relações entre o operador de Ruelle normalizado
e as cadeias de Markov e seguindo [21] obtemos teoremas do tipo limite central para
cadeias de Markov cujo os núcleos são dados implicitamente. O que possibilita isto é o
fato de que o operador de Ruelle ser um operador quase-compacto. Mostramos também
que medida de probabilidade RPF define uma medida invariante para a cadeia.
Capítulo 1
Preliminares
Dentre outras coisas, neste capítulo estabelecemos o ambiente em que iremos traba-
lhar, a saber, o espaço de Hölder generalizado, bem como as ferramentas e definições
necessárias ao prosseguimento do texto.
1.1 Espaços de funções
Em toda esta seção Ω denota um espaço Polonês, cuja definição relembramos abaixo:
Definição 1.1.1. Um espaço métrico (Ω, d) é dito Polonês se é separável e completo.
Não existe perda de generalidade em assumir que a distância d seja limitada,
pois se esse não for o caso, basta substituir d pela distância equivalente d′ = d/(1 + d).
Denotaremos por B(Ω) a σ-álgebra de Borel de Ω e por P(Ω) o conjunto de
todas as medidas de probabilidade Borelianas sobre Ω. Se f : Ω → R é uma função




Salvo em menção contrária T : Ω → Ω denota uma transformação mensurável,
sem nenhuma regularidade admitida a priori.
Denotaremos por Cb(Ω,R) o espaço das funções contínuas e limitadas de Ω
em R e o equiparemos com a norma ‖f‖∞ = supx∈Ω |f(x)|. É sabido o fato que
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(Cb(Ω,R), ‖ · ‖∞) é um espaço de Banach. Denotamos por 1 a função constante sobre






é finita. O espaço das funções α-Hölder contínuas é denotado por Hol(α) = Hol(Ω,R).
É padrão considerarmos em Hol(α) a norma ‖f‖α = ‖f‖∞+Holα(f). No caso particular
em que α = 1 o espaço Hol(1) é denotado por Lip(Ω,R) e seus elementos são chamados
de funções Lipschitzianas. O fato a seguir é conhecido, mas por completude incluiremos
aqui sua prova.
Lema 1.1.2. O espaço (Hol(α), ‖ · ‖α) é um espaço de Banach.
Demonstração. Seja {fn}n ∈ Hol(α) uma sequência de Cauchy. Como, ‖fn − fm‖0 ≤
‖fn− fm‖α para todos m,n ∈ N, segue que {fn}n também é uma sequência de Cauchy
em (Cb(Ω,R), ‖ ·‖∞). Assim, existe f ∈ Cb(Ω,R) tal que ‖fn−f‖∞ → 0. Mostraremos
que f ∈ Hol(α) e fn → f na norma ‖ · ‖α. Sejam ε > 0 arbitrário e N ∈ N tais
que ‖fn − fm‖γ ≤ ε/4 sempre que n,m ≥ N . Fixe n ≥ N e sejam x, y ∈ Ω, com
x 6= y. Usando a convergência uniforme podemos escolher N1 > n tal que |fN1(x) −
f(x)| ≤ εd(x, y)α/4 e |fN1(y)− f(y)| ≤ εd(x, y)α/4. Com um argumento do tipo “ε/4”
mostramos que
|(fn(x)− f(x))− (fn(y)− f(y))|
d(x, y)α



















Como isto vale para todo x e y, temos
Hol(fn − f) = sup
x,y∈Ω,x 6=y
|(fn − f)(x)− (fn − f)(y)|
d(x, y)α
≤ ε.
Portanto ‖fn − f‖α = ‖fn − f‖∞ + Hol(fn − f) ≤ 2ε. Para concluir a demostração,
1.1. ESPAÇOS DE FUNÇÕES 21










Logo fn → f na norma ‖ · ‖α.
1.1.1 Espaços de Hölder Generalizados
A grosso modo, uma função f de uma espaço métrico (X1, d1) em outro espaço métrico
(X2, d2) é uniformemente contínua se f(x) fica d2-próximo de f(y) sempre que x fica
d1-próximo de y. Formalmente, temos
Definição 1.1.3. Dados dois espaços métricos (X1, d1) e (X2, d2), uma função f :
X1 → X2 é dita uniformemente contínua se para todo ε > 0 existe δ > 0 tal que
para todo x, y ∈ X1 com d1(x, y) < δ, temos d2(f(x), f(y)) ≤ ε.
Segue imediatamente da definição que as funções α-Hölders são uniformemente
contínuas. Com efeito, dado ε > 0, tome δ = (ε/Holα(f))1/α. Com isso teremos,










Pondo α = 1, X1 = X2 = R com a métrica usual, vemos que funções diferenciáveis
com derivada limitada são uniformemente contínuas. Um exemplo de uma função não
uniformemente contínua é f(x) = ex, pois tem derivada não limitada em R.
A noção de módulo de continuidade surgiu da ideia de mensurar o quão unifor-
memente contínua é uma dada função, no seguinte sentido: uma função f : X1 → X2
admite uma função ω : [0,∞)→ [0,∞) como módulo de continuidade se
d2(f(x), f(y)) ≤ ω(d1(x, y))
para todo x, y no domínio de f . Sob certas hipóteses em ω, podemos dizer que uma
função f é uniformemente contínua se, e somente se, admite um módulo de conti-
nuidade. Assim, podemos usar os módulos de continuidade para classificar classes de
funções. Com isso, temos os seguintes exemplos:
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1. ω(t) := Kt caracteriza a família das funções Lipschitzianas;
2. ω(t) := Kt(| log t|+ 1) caracteriza a classe das funções quase Lipschitzianas;
3. ω(t) := Ktα caracteriza a família das funções α-Hölder contínuas, 0 < α ≤ 1.
Formalmente temos
Definição 1.1.4. Chamamos de módulo de continuidade a uma função contínua,
crescente, côncava ω : [0,+∞)→ [0,+∞) tal que ω(0) = 0.
Proposição 1.1.5. Se d : Ω×Ω→ [0,∞) é uma métrica e ω um módulo de continui-
dade, então ω ◦ d é uma métrica.
Demonstração. Devemos mostrar que:
1. ω ◦ d(x, y) ≥ 0, e ω ◦ d(x, y) = 0 se, e somente se, x = y;
2. ω ◦ d(x, y) = ω ◦ d(y, x) para todo x, y ∈ Ω;
3. ω ◦ d(x, z) ≤ ω ◦ d(x, y) + ω ◦ d(y, z) para todo x, y, z ∈ Ω.
1. Desde que d(x, y) ≥ 0 para todo x, y ∈ Ω e ω é crescente, segue que ω ◦ d(x, y) ≥
ω(0) = 0. Como ω é monótona e ω(0) = 0, temos que ω ◦ d(x, y) = 0 = ω(0) se, e
somente se, d(x, y) = 0 e isto ocorre se, e somente se, x = y.
2. Já que d(x, y) = d(y, x) para todo x, y ∈ Ω, então ω ◦ d(x, y) = ω ◦ d(y, x)
para todo x, y ∈ Ω.
3. Como ω é côncava, ω((1− t)a+ tb) ≥ (1− t)ω(a) + tω(b) para todo t ∈ [0, 1].
Note que, tomando b = 0, obtemos
ω(ta) = ω(ta+ (1− t)0) ≥ tω(a) + (1− t)ω(0) = tω(a), para todo t ∈ [0, 1].
Com isso,




















Portanto, como para todo x, y, z ∈ Ω vale d(x, z) ≤ d(x, y) + d(y, z), temos
ω(d(x, z)) ≤ ω(d(x, y) + d(y, z))
≤ ω(d(x, y)) + ω(d(y, z)).
A seguir definimos o espaço das funções ω-Hölder contínuas, o qual desempe-
nhará um papel central em nosso trabalho.
Definição 1.1.6. Dizemos que uma função f ∈ Cb(Ω,R), é ω-Hölder quando a quan-






O espaço de todas as funções ω-Hölder contínuas será denotado por C ω = C ω(Ω,R), e
o equiparemos com a norma
‖f‖ω := ‖f‖∞ + Holω(f).
O exemplo a seguir motiva a generalização do espaço das funções Hölder contí-
nuas usada aqui.
Exemplo 1.1.7. Seja Ω = {−1, 1}N equipado com a métrica d(x, y) = 2−N(x,y), em
que N(x, y) = n, onde n é tal que xn 6= yn e xj = yj para j < n. Considere o potencial













































































= ω ◦ d(x, y),
com ω(r) = 1/[log( r0
r
)]ε. Ou seja, f ∈ C ω(Ω,R).
A próxima proposição assegura que C ω é uma álgebra de Banach.
Proposição 1.1.8. O espaço (C ω(Ω,R), ‖ · ‖ω) é uma álgebra de Banach com relação
a multiplicação pontual (fg)(x) = f(x)g(x).
Demonstração. Observe que d′ = ω ◦ d é uma métrica e que C ω é o espaço das funções
Lipschitzianas com respeito à métrica d′. Segue do Lema 1.1.2 com respeito ao espaço
métrico (Ω, d′) que (C ω(Ω,R), ‖ · ‖ω) é um espaço de Banach. Nos resta mostrar
que a função 1(x) = 1, x ∈ Ω, está em C ω(Ω,R) e que se f, g ∈ C ω(Ω,R) então
‖fg‖ω ≤ ‖f‖ω‖g‖ω. Com efeito, Holω(1) = 0, logo 1 ∈ C ω(Ω,R). Para x 6= y em Ω,
temos
|(fg)(x)− (fg)(y)| = |f(x)g(x)− f(y)g(y)|
= |f(x)g(x)− g(y)f(x) + g(y)f(x)− f(y)g(y)|
≤ |f(x)g(x)− g(y)f(x)|+ |g(y)f(x)− f(y)g(y)|
≤ ‖f‖∞|g(x)− g(y)|+ ‖g‖∞|f(x)− f(y)|.
Assim, Holω(fg) ≤ ‖f‖∞Holω(g) + ‖g‖∞Holω(f). Com isso,
‖fg‖ω = ‖fg‖∞ + Holω(fg) ≤ ‖f‖∞‖g‖∞ + ‖f‖∞Holω(g) + ‖g‖∞Holω(f)
≤ ‖f‖∞‖g‖∞ + ‖f‖∞Holω(g) + ‖g‖∞Holω(f) + Holω(g)Holω(f)
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= ‖f‖∞(‖g‖∞ + Holω(g)) + (‖g‖∞ + Holω(g))Holω(f)
= (‖f‖∞ + Holω(f))(‖g‖∞ + Holω(g)) = ‖f‖ω‖g‖ω.
Os módulos de continuidade ωα(t) = tα para α ∈ (0, 1], são de particular impor-
tância. Usaremos α como índice ao invés de ωα. Usaremos também uma generalização
incluindo potências do logaritmo, o qual definimos pelo seguinte.
Lema 1.1.9. Para todo α ∈ (0, 1] e β ∈ R, existe um módulo de continuidade ωα+β log
tal que
ωα+β log(r) ∼ r
α
|log r|β quando r → 0
e tal que para algum θ ∈ (0, 1) e todo r ∈ [0, 1] tem-se ω(r/2) ≤ θω(r).






onde r0 é para ser determinado. Note que para cada r0, o comportamento assintótico
em 0 é como o desejado. Se r0 é suficientemente grande, a fórmula acima define uma
função crescente e côncava em [0, 1] que pode assim ser estendida a um módulo de
continuidade.
Se β ≥ 0, temos ω(r/2) ≤ 2−αω(r) de forma que podemos tomar θ = 2−α e
voltamos ao caso β < 0. Então






e basta tomar r0 grande o suficiente para assegurar que θ < 1.







, ∀r ∈ [0, 1]
onde r0 é grande o suficiente (em função β) para assegurar que ωβ log é crescente e côn-
cava em [0, 1]. Então nós estendemos isso arbitrariamente (por exemplo linearmente)
para [0,+∞). Observe que o Lema 1.1.9 não se aplica a α = 0. Veja [27] para mais
detalhes.
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1.2 Taxas de Decaimento
Nesta seção, estabelecemos algumas notações e alguns resultados para se estudar a
taxa de decaimento das iterações de um mapa. A referência que seguimos é [27].
Seja X um espaço métrico cuja métrica será denotada por ρ; na sequência, X
será o espaço de fase Ω, ou o espaço de Banach de potenciais ou observáveis, ou um
espaço de medidas.
Seja P : X → X um mapa (o qual será ou um ramo inverso do sistema di-
nâmico em estudo, ou um operador de transferência, ou o dual de um operador de
transferência). A fim de motivar a próxima definição, considere
F (t, r) := sup
ρ(x,y)≤r
n≥t
ρ(P n(x), P n(y))
e observe que F é não crescente em t, não decrescente em r, e satisfaz
F (t1 + t2, r) ≤ F (t1, F (t2, r)).
De fato, sejam x, y ∈ X × X tais que ρ(x, y) ≤ r e n ≥ t1 + t2 e considere o número
real ρ(P n(x), P n(y)). Queremos mostrar que existem z, w tais que ρ(z, w) ≤ F (t2, r)
e existe n˜ ≥ t1 tal que ρ(P n˜(z), P n˜(w)) = ρ(P n(x), P n(y)) com ρ(x, y) ≤ r. Nossa
afirmação é que z = P t2(x), w = P t2(y) e n˜ = n+ t1. Com efeito,
ρ(z, w) = ρ(P t2(x), P t2(y)) ≤ sup
ρ(x˜,y˜)≤r
n≥t2
ρ(P n(x˜), P n(y˜)) = F (t2, r).
Esta propriedade engloba bastante informações, por exemplo como a informação
em curto prazo em algumas escalas se refletem em informação a longo prazo em outras
escalas. Isto é o que aproveitamos para obter limites efetivamente.
Definição 1.2.1. Uma função não negativa F : N× (0, R)→ (0,+∞) (onde R é um
número positivo ou +∞) é dito ser uma função de decaimento se
1. F (t, r) é não crescente em t, não decrescente e côncava em r;
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2. F (t, r)→ 0 quando t→∞ ou r → 0, a outra variável sendo fixada;
3. para alguma constante C > 0 e todo t, r temos F (t, r) ≤ Cr;
4. para todo t1, t2 e r temos F (t1 + t2, r) ≤ F (t1, F (t2, r)).
A concavidade em r será importante quando usarmos o transporte ótimo, pois
nos permitirá obter cota superior para a integral da função de decaimento pela função
de decaimento aplicada em uma integral. A terceira condição, que corresponde a uma
condição de Lipschitz uniforme sobre os mapas (P t)t∈N, assegura alguma uniformidade
do comportamento de F (isto é usado implicitamente nos Lemas 1.2.2 e 1.2.3 a seguir).
Veremos que um mapa P tem taxa de decaimento F (significando implicita-
mente: “pelo menos F ”; às vezes especificamos “na métrica ρ”) se para todos t, x, y,
ρ(P t(x), P t(y)) ≤ F (t, ρ(x, y)). (1.1)
Será conveniente introduzir para todo θ ∈ (0, 1) o tempo de decaimento de F
como
τθ(r) = min{t ∈ N : F (t, r) ≤ θr} = min{t ∈ N : ∀s ≥ r, F (t, s) ≤ θs}
onde a segunda quantidade vem da concavidade de F (t, ·). A noção usual de meia vida
corresponde a τ1/2, e é constante no caso de decaimento exponencial. Mais geralmente,
teremos o seguinte resultado.
Lema 1.2.2. São equivalentes:
1) existe C ≥ 1, δ ∈ (0, 1) tais que F (t, r) ≤ C(1− δ)tr para todos t, r;
2) para algum θ ∈ (0, 1), existe D > 0 tal que para todo r: τθ(r) ≤ D;
3) para todo θ ∈ (0, 1), existe D > 0 tal que para todo r: τθ(r) ≤ D.
Demonstração. É claro que 3) implica 2) e que 1) implica 3).
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(tomando B grande o suficiente, b suficientemente pequeno podemos facilmente lidar


















trα(θα − θ2α)/D + 1) 1α




, para algum B, b.
Quando P é Lipschitz, o Lema 1.2.2 fornece um decaimento exponencial (uni-
forme) para P desde que, para algum θ ∈ (0, 1), algum t0 ∈ N e todo x, y ∈ X
tenhamos
ρ(P t0(x), P t0(y)) ≤ θρ(x, y).
Concernente a decaimento polinomial, temos o seguinte resultado análogo.
Lema 1.2.3. Seja α um número real positivo. As seguintes afirmações são equivalentes:




para todo t, r,
2. para algum θ ∈ (0, 1), existe D > 0 tal que τθ(r) ≤ Drα para todo r,
3. para todo θ ∈ (0, 1), existe D > 0 tal que τθ(r) ≤ Drα para todo r.
Quando estas condições são realizadas, diremos que F é polinomial (com grau
1/α).
Consideraremos somente as duas famílias de funções de decaimento dadas nos
primeiros itens dos Lemas 1.2.2 e 1.2.3, porém taxas de decaimento e tempos de decai-
mento mais gerais podem ser considerados.
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1.3 Operador de transferência e núcleos de tran-
sição
O objetivo dessa seção é definir em grande generalidade um operador de transferência
associado a uma transformação T , a generalidade a que nos referimos repousa sobre a
transformação T .
Definição 1.3.1. Por núcleo de transição em Ω entendemos uma família M =
(mx)x∈Ω de medidas de probabilidade mx definidas sobre B(Ω) tal que a aplicação
x 7→ mx seja Borel mensurável.
Um núcleo de transição M é chamado de backward walk para uma transfor-
mação T : Ω→ Ω quando a medida mx é suportada em T−1(x) para cada x ∈ Ω.
Definição 1.3.2. Seja T : Ω → Ω uma transformação e M = (mx)x∈Ω um núcleo de
transição em Ω compatível com T . Considere X uma álgebra de Banach de funções
de Ω para R. Então, fixado f ∈ X , definimos o operador de transferência de M





Dizemos que um núcleo de transição é compatível com X se para todo f ∈ X , a
fórmula acima define um operador contínuo em X .
Exemplo 1.3.3. Seja T : Ω → Ω, um difeomorfismo local k para 1, isto é, para cada
para cada x ∈ Ω, #T−1(x) = k. Consideremos mx a distribuição uniforme sobre
T−1(x), ou seja, mx = (1/k)
∑k






























Neste caso, o operador de transferência de M coincide com a definição clássica a menos
de uma constante ou de uma normalização do potencial f .
Exemplo 1.3.4. Considere o operador shift sobre Ω = [0, 1]N com medida de probabi-


































Ou seja, o operador de transferência para M = (µ× δx)x∈Ω coincide com o operador de
transferência com medida a priori.
Mesmo estando interessados primariamente em núcleos de transição que são
backward walks para transformações expansores, a questão da lacuna espectral para
LM,f é relevante em toda sua generalidade.
O operador dual
Quando X for suficientemente grande para separar medidas de probabilidades, isto é,
a igualdade µ(f) = ν(f) para toda f ∈ X implica µ = ν, podemos definir o operador
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LM,fϕdµ, ∀ϕ ∈ X .
Potenciais normalizados
É comum destacar os potenciais f tais que Lf1 = 1; estes potenciais são ditos norma-
lizados, e podem ser caracterizados de várias maneiras. Uma particularidade relevante
é observar que f é normalizado sempre que ef dmx é uma medida de probabilidade
para todo x, i.e., quando (ef dmx)x∈Ω é um núcleo de transição.
Teorema de Ruelle Perron Frobenius
Seja X uma álgebra de Banach de funções definidas sobre Ω cuja norma é denotada
por ‖ · ‖, e assuma que LM,f age continuamente sobre X .
Definição 1.3.5. Temos as seguintes definições:
a) Dizemos que LM,f satisfaz um teorema de Ruelle-Perron-Frobenius (RPF) sobre
X se existem uma função estritamente positiva hf ∈ X e uma constante posi-
tiva ρf tal que LM,fhf = ρfhf , e existe uma medida positiva finita νf , tal que
L ∗M,fνf = ρfνf .
b) A medida positiva µf definida por dµf = hf dνf (escolha de hf a torna uma
probabilidade) é chamada a medida RPF do potencial f .
c) Dizemos que LM,f tem a propriedade da lacuna espectral se ele satisfaz o
teorema de RPF e existem constantes C ≥ 1, δ ∈ (0, 1) tais que para todo t ∈ N,
e toda ϕ ∈ X tal que ν(ϕ) = 0 temos
‖L tM,fϕ‖ ≤ Cρt(1− δ)t‖ϕ‖.
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A definição de lacuna espectral acima a princípio pode parecer mais forte que as
definições mais usuais, entretanto pode ser mostrado equivalente às definições padrões,
veja por exemplo [28].
No contexto da mecânica estatística, a medida RPF é chamada medida de equi-
líbrio.
Observação 1.3.6. Assuma que X separa medidas e que M é um backward walk para
uma transformação T , e assuma que vale um teorema RPF para LM,f . Então a medida
µf é T -invariante.
Demonstração. De fato, primeiro observe que para todo f ∈ X , temos que
LM,f (g · ϕ ◦ T )(x) =
∫
Ω
ef(x1)g(x1)ϕ(T (x1)︸ ︷︷ ︸
=x
) dmx(x1) = ϕ(x) ·LM,f (g)(x).
Então fazendo
f˜ = f + log hf − log hf ◦ T − log ρf
obtemos um novo potencial. Afirmamos que f˜ é normalizado e tal que LM,f e LM,f˜

















isto é, LM,f˜ϕ = (1/ρf )(hf )








Ou seja, f˜ está normalizado. O potencial normalizado também pode ser interpretado
como o operador tendo autovalor 1 associado a autofunção 1. Similarmente, mostra-se
que L ∗M,f tem µf como automedida. Então para toda ϕ ∈ X :∫
ϕ ◦ T dµf =
∫






LM,f˜ (1 · ϕ ◦ T ) dµf =
∫
ϕ dµf .
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Uma vez que X separa medidas, concluímos que µf é T -invariante.
Observação 1.3.7. No exemplo anterior foi usado implicitamente que LM,f˜ também
deixa X invariante; Foi fundamental também a propriedade de X separar medidas.
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Capítulo 2
Transporte ótimo
Nesta seção, assumimos que diam(Ω) <∞. Podemos fazer isso uma vez que a métrica
d′ = d/(1 + d) é uma métrica limitada equivalente a d. O problema de transporte
ótimo foi proposto primeiramente por Monge em 1781 [34], o qual introduziu a noção
de aplicação de transporte, uma transformação de um espaço X num espaço Y satisfa-
zendo uma certa condição. Kantorovich, nos anos 1940, revisita o problema de Monge
e fornece uma nova formulação para o problema, [25, 26]. Grosseiramente falando,
Kantorovich superou as dificuldades da formulação de Monge causadas pelo papel de-
sempenhado pela aplicação de transporte, introduzindo a noção de plano de transporte.
Devido as propriedades e possibilidades que o problema de transporte de Kantorovich
oferece, tal como o problema dual, possibilitou uma vasta gama de estudos e aplica-
ções. Entretanto, não pretendemos aqui avançar muito no assunto, nos contentando
apenas com as formulações dos problemas e a definição e propriedades da distância de
Wasserstein. As referências que utilizamos neste capítulo são [14, 27, 46, 47].
2.1 Formulação de Monge
Sejam (X,B(X), µ), (Y,B(Y ), ν) espaços de probabilidade. Queremos encontrar uma
maneira de comparar as medidas µ e ν. Uma forma de ilustrar essa comparação é
pensar em µ como uma porção de areias e em ν como um buraco no solo que desejamos
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preencher. Cada unidade de massa x em X deve ser transportada para uma quantidade
y em Y e esse procedimento tem um custo.
Definição 2.1.1. Uma função custo, ou simplesmente, custo, é qualquer aplicação
mensurável c : X × Y → [0,∞].
Neste contexto, c(x, y) é interpretado como o custo de se transportar uma uni-
dade de massa x ∈ X para y ∈ Y . Neste sentido podemos comparar as medidas µ
e ν através do custo necessário para mover µ a ν. Precisamente, a próxima definição
explica o que entendemos por transportar uma medida para outra.
Definição 2.1.2. Dizemos que T : X → Y transporta µ ∈ P(X) para ν ∈ P(Y ) e
chamamos T de aplicação transporte, se
ν(B) = µ(T−1(B)), ∀B ∈ B(Y ). (2.1)
Para compreender melhor o termo transporte nessa definição, note o seguinte:
se B é um conjunto em B(Y ) e A = {x ∈ X : T (x) ∈ B} então ν(B) = µ(A). Se
(2.1) é satisfeita usaremos a notação ν = T∗µ. O problema da existência de aplicação
transporte para duas medidas dadas µ e ν não é trivial e pode até não existir.
Exemplo 2.1.3. Considere as medidas µ = δx1 e ν = (1/2)δy1 + (1/2)δy2 com y1 6= y2.
Note que, para qualquer aplicação T : X → Y , x1 ∈ T−1({y1}) ou x1 /∈ T−1({y1}). Se
x1 ∈ T−1({y1}) então ν({y1}) = 1/2 enquanto µ(T−1({y1})) ∈ {0, 1} dependendo de
x1 pertencer ou não a T−1({y1}). Portanto não existe a aplicação transporte.
Feito a discussão acima, podemos enunciar o problema do transporte ótimo de
Monge.






sobre todas as aplicações µ-mensuráveis T : X → Y sujeito à condição ν = T∗µ. Uma
T que resolve o problema de minimização é chamada aplicação de transporte ótimo.
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Uma condição necessária para que exista uma aplicação de transporte é µ absolu-
tamente contínua com suporte compacto e c(x, T (x)) é convexa. Para mais informações
sobre soluções e desenvolvimento histórico do problema veja, por exemplo, [14], [47].
2.2 Formulação de Kantorovich
Observe que na formulação de Monge, a massa x é mapeada em T (x), ou seja, pela
definição de função, a massa não pode ser decomposta. No caso discreto, isto causa
dificuldade no que diz respeito à existência de aplicações de transporte, como podemos
ver no exemplo 2.1.3. A formulação do problema de transporte de Kantorovich se
baseia na possibilidade de transportar a massa x1 em vários partes y1, · · · , yn. Com
a intenção de formalizar isso, consideramos uma medida pi ∈ P(X × Y ) e pensamos
em dpi(x, y) como a quantidade de massa transferida de x para y. Agora a massa em
x pode ser transferida para várias locais. Neste caso, a quantidade total de massa
removida em qualquer conjunto mensurável A ⊂ X deve ser igual µ(A), e a quantidade
total de massa transferida para qualquer conjunto mensurável B ⊂ Y deve ser igual
a ν(B). Isto nos leva a exigir pi(A × Ω) = µ(A) e pi(Ω × B) = ν(B) para quaisquer
conjuntos mensuráveis A ⊂ X e B ⊂ Y . Uma medida pi que satisfaz a essas condições
é dita ter primeira marginal µ e segunda marginal ν. O conjunto de todas as medidas
pi cujas marginais são µ e ν, respectivamente, será denotado por Γ(µ, ν).
Definição 2.2.1 (Plano de transporte). Chamamos os elementos de Γ(µ, ν) de planos
de transporte entre µ e ν.
Observe que Γ(µ, ν) é sempre não vazio pois contém a medida produto µ × ν.
Estamos em condição de definir a formulação de transporte ótimo de Kantorovich.





c(x, y) dpi(x, y)
sobre Γ(µ, ν). Um plano de transporte é dito ótimo (com respeito a c) se ele resolve o
problema de minimização acima.
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Planos de transporte ótimo em nosso contexto sempre existem, como assegura
o teorema a seguir.
Teorema 2.2.3 (Existência de plano ótimo). Sejam X e Y espaços Poloneses, e consi-
dere os espaços de probabilidade (X,B(X), µ), (Y,B(Y ), ν). Sejam a : X → R∪{−∞}
e b : Y → R ∪ {−∞} duas funções semicontínuas superiormente tais que a ∈ L1(µ) e
b ∈ L1(ν). Seja c : X×Y → R∪{+∞} uma função custo semicontínua inferiormente,
tal que c(x, y) ≥ a(x) + b(y) para todo (x, y) ∈ X × Y . Então existe um plano de





c(x, y) dpi(x, y).
Demonstração. A prova pode ser encontrada em [47], teorema 4.1.
Teorema 2.2.4 (Dualidade de Kantorovich). Sejam X, Y espaços Poloneses e µ ∈
P(X), ν ∈ P(Y ). Seja c : X × Y → [0,+∞] uma função custo semicontínua
inferiormente. Defina







Seja Φc definido por
Φc = {(ϕ, ψ) ∈ L1(µ)× L1(ν) : ϕ(x) + ψ(y) ≤ c(x, y)}
em que a desigualdade caracterizadora de Φc se dá para µ-quase todo x ∈ X e ν-quase






Demonstração. A demonstração desse teorema pode ser encontrado em [46], Teorema
1.3.
Decorre da dualidade de Kantorovich o seguinte
Teorema 2.2.5 (Dualidade de Kantorovich-Rubinstein). Seja X = Y um espaço Po-
lonês e seja d uma métrica semicontínua inferiormente sobre X. Então




















Demonstração. A demonstração desse teorema pode ser encontrado em [46], Teorema
1.14.
2.3 Distância de Wasserstein
Definição 2.3.1 (Distância de Wasserstein). Seja (X, d) um espaço métrico Polonês,
e p ∈ [1,∞). Para quaisquer duas medidas de probabilidade µ, ν sobre X, a distância







d(x, y)p dpi(x, y)
)1/p
. (2.2)
Note queWp não é estritamente uma métrica, pois há a possibilidade dela tomar
valor infinito. Com isso, é natural restringir Wp ao subconjunto de P(X)×P(X) no
qual ela toma valores finitos.
Definição 2.3.2 (Espaço de Wasserstein). Seja (X, d) um espaço métrico Polonês, e







p dµ(x) < +∞
}
,
em que x0 ∈ X é arbitrário.
Afirmamos queWp é finita sobrePp(X). De fato, seja Π um plano de transporte







d(x, y)p dpi(x, y) ≤
∫
X×X
d(x, y)p dΠ(x, y)

























A desigualdade triangular decorre do seguinte lema
Lema 2.3.3. Dadas medidas µ ∈P(X), ν ∈P(Y ), θ ∈P(Z), e planos de transporte
pi1 ∈ Γ(µ, ν) e pi2 ∈ Γ(ν, θ), existe uma medida γ ∈P(X ×Y ×Z) tal que PX,Y∗ γ = pi1
e P Y,Z∗ γ = pi2 em que PX,Y (x, y, z) = (x, y) e P Y,Z(x, y, z) = (y, z).





para alguma família de medidas de probabilidade pi1(· | y) ∈P(X). Similarmente para
pi2,




Definamos γ ∈M(X × Y × Z) por











pi1(A|y) dν(y) = pi1(A×B).
Analogamente, γ(X ×B × C) = pi2(B × C). Portanto,
PX,Y∗ γ(A×B) = γ((PX,Y )−1(A×B)) = γ(A×B × Z) = pi1(A×B),
P Y,Z∗ γ(B × C) = γ((P Y,Z)−1(B × C)) = γ(X ×B × C) = pi2(B × C).
Agora estamos em condição de verificar que Wp é uma métrica.
Proposição 2.3.4. A distância Wp :Pp(X)×Pp(X)→ [0,+∞) é uma métrica sobre
Pp(X).
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Demonstração. A demostração se dará em três partes.
i) Por definição Wp(µ, ν) ≥ 0 para quaisquer µ, ν ∈ Pp(X). Se µ = ν, então













d(x, x)p dµ(x) = 0,
ou seja,Wp(µ, ν) = 0. Por outro lado, seWp(µ, ν) = 0 então existe pi ∈ Γ(µ, ν) tal






ϕ(x) dpi(x, y) =
∫
X×X




Logo, µ = ν.
ii) A propriedade de simetria decorre do seguinte. A função custo d(x, y) é simétrica
e pi ∈ Γ(µ, ν) se, e somente se, S∗pi ∈ Γ(ν, µ) em que S(x, y) = (y, x).
iii) Agora vamos mostrar que vale a desigualdade triangular. Sejam µ, ν, θ ∈Pp(X)
e assuma que piXY ∈ Γ(µ, ν) e piY Z ∈ Γ(ν, θ) são planos ótimos. Decorre do Lema




piXZ(A×X) = PX,Z∗ γ(A×X) = γ(A×X ×X) = piXY (A×X) = µ(A).



















d(y, z)p dγ(x, y, z)
)1/p









d(y, z)p dpiY Z(y, z)
)1/p
= Wp(µ, ν) +Wp(ν, θ).
Portanto Wp é uma métrica.
Relembre que uma sequência (µk) ⊂P(Ω) converge fracamente para µ ∈P(Ω)
se, e somente se, para qualquer função contínua e limitada f : Ω→ R tem-se ∫ fdµk →∫
fdµ. O seguinte teorema garante que a convergência na métrica de Wasserstein é
equivalente à convergência dada pela topologia fraca.
Teorema 2.3.5. Seja (X, d) um espaço métrico Polonês. Se {µk}k é uma sequência
em Pp(X) e µ uma medida de probabilidade em P(X), então são equivalentes:







pµ(x) e µk → µ fracamente em P(X),
ii) Wp(µk, µ)→ 0.
Demonstração. A prova pode ser encontrada em [47].
Definição 2.3.6. Seja ω um módulo de continuidade e (Ω, d) um espaço métrico Po-
lonês. Dadas µ e ν ∈P(Ω) definimos a distância de Wasserstein entre µ e ν relativa
ao módulo de continuidade ω como sendo a quantidade




ω ◦ d(x, y) dΠ(x, y).
Ou seja, Wω é igual a W1 referente à função fusto ω ◦ d. A dualidade de
Kantorovich-Rubinstein nos permite reescrever a métrica de Wasserstein da seguinte
forma
Wω(µ, ν) = sup
Holω(f)≤1
|µ(f)− ν(f)|. (2.3)
Lema 2.3.7. Para toda medida de probabilidade µ ∈ P(Ω) e todo x ∈ Ω, vale
Wω(δx, µ) ≤ ω(diam(Ω)).
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Demonstração. Sejam x ∈ Ω e µ ∈ P(Ω). Como a medida produto dδx × dµ é um
plano em Γ(δx, µ) e ω é crescente, então












ω ◦ d(x, y˜)dµ(y˜) ≤ ω(diam(Ω)).
No caso em que Ω é compacto, o teorema a seguir fornece uma ideia de como
usar a teoria do transporte ótimo e módulos de continuidade a fim de obter decaimento
de operadores. Seja L : C ω(Ω,R)→ C ω(Ω,R) um operador linear limitado, positivo,
satisfazendo L 1 = 1 e considere L ∗ o seu dual agindo em P(Ω). Seja F uma função
de decaimento e ω′ um segundo módulo de continuidade. Então temos a seguinte
proposição:
Proposição 2.3.8. Se o dual L ∗ tem taxa de decaimento pelo menos F na distância
de Wasserstein Wω, então L tem uma única medida de probabilidade invariante µ.
Além do mais, para cada f ∈ C ω(Ω,R) fixada arbitrariamente temos
‖L tf − µ(f)‖∞ ≤ Holω(f)F (t, ω(diamΩ)) e Holω′(L tf) ≤ Holω(f)F ωω′(t)
onde





Em particular, quando F (t, r) = C(1− δ)tr ( onde C ≥ 1 e δ ∈ (0, 1)), temos
‖L tf − µ(f)‖ω ≤ C ′(1− δ)tHolω(f).
Demonstração. A existência de uma medida invariante é estabelecida pelo teorema de
Schauder-Tychonoff, uma vez que C ω(Ω,R)∗ é um subconjunto compacto convexo de
P(Ω). A unicidade segue do F -decaimento de L ∗. Para a segunda parte, observe que
para cada x ∈ Ω, temos L tf(x) = ∫ L tf dδx = ∫ f dL ∗tδx. Assim,∣∣∣∣L tf(x)− ∫ f dµ∣∣∣∣ = ∣∣∣∣∫ f dL ∗tδx − ∫ f dL ∗tµ∣∣∣∣
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= Holω(f)







≤ Holω(f)Wω(L ∗tδx,L ∗tµ)
hipótese de decaimento
≤ Holω(f)F (t,Wω(δx, µ))
Lema2.3.7, monotonicidade de F
≤ Holω(f)F (t, ω(diamΩ)).
Tomando o sup em x ∈ Ω, obtemos
‖L tf − µ(f)‖∞ ≤ Holω(f)F (t, ω(diamΩ)). (2.4)
Similarmente, para todo x, y ∈ Ω obtemos∣∣∣L tf(x)−L tf(y)∣∣∣ = ∣∣∣ ∫ L tf dδx − ∫ L tf dδy∣∣∣
=
∣∣∣ ∫ f dL ∗tδx − ∫ f dL ∗tδy∣∣∣
≤ Holω(f)Wω(L ∗tδx,L ∗tδy)
≤ Holω(f)F (t, ω ◦ d(x, y)) (2.5)
≤ Holω(f)F ωω′(t)ω′ ◦ d(x, y),
logo, Holω′(L tf) ≤ Holω(f)F ωω′(t).
Finalmente, segue das equações (2.4), (2.5) e de F (t, r) = C(1− δ)tr que
‖L tf − µ(f)‖ω = ‖L tf − µ(f)‖∞ + Holω(L tf − µ(f))
= ‖L tf − µ(f)‖∞ + Holω(L tf)
≤ Holω(f)F (t, ω(diamΩ)) + Holω(f)F (t, ω(diamΩ))
≤ 2ω(diamΩ)Holω(f)C(1− δ)t
≤ C ′(1− δ)tHolω(f).
Teorema 2.3.9 (Seleção mensurável de planos ótimos). Sejam X ,Y espaços poloneses
e seja c : X × Y → R uma função custo com inf c > −∞. Sejam H um espaço
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mensurável e β 7→ (µβ, νβ) uma função mensurável de H para P(X )×P(Y). Então
existe uma escolha mensurável β 7→ piβ tal que para cada β, piβ é um plano ótimo entre
µβ e νβ.
Demonstração. A prova pode ser encontrada em [47], corolário 5.22.
Será conveniente considerar primeiro a medida de Dirac para provar o decai-
mento, e a linearidade da métrica de Wasserstein nos permitirá estender nossas con-
clusões a todas as medidas.
Corolário 2.3.10. Seja T é um operador linear sobre as medidas sinaladas finitas que
preserva o conjunto das medidas de probabilidade. Então para cada x, y ∈ Ω a aplicação
(x, y) 7→ pix,y, em que pix,y um plano ótimo entre Tδx e Tδy, é mensurável.
Demonstração. Faça Ω = X ,Ω = Y , c = ω ◦ d, Ω × Ω = H, (Tδx, T δy) = (µβ, νβ) e
β = (x, y) no Teorema 2.3.9.
Lema 2.3.11. Se L ∗ é um operador linear sobre as medidas sinaladas finitas que
preserva o conjunto das medidas de probabilidade e ω é um módulo de continuidade,





∗δx,L ∗δy) dΠ(x, y).
Demonstração. Para cada x, y ∈ Ω, seja p˜ix,y um plano ótimo entre L ∗δx e L ∗δy, o
qual podemos assumir ser mensurável, como aplicação (x, y) 7→ p˜ix,y, pelo Corolário
2.3.10.












L ∗δx(A) dΠ(x, y)




























De forma análoga, mostramos que Π˜(Ω × B) = L ∗ν(B), concluindo a demonstração
da afirmação. Agora, se h : Ω × Ω → R é uma função Borel mensurável, afirmamos
que ∫
Ω2





h(x1, y1) dp˜ix,y(x1, y1) dΠ(x, y). (2.6)
De fato, começamos com h(x1, y1) = 1A×B(x1, y1) :∫
Ω2










1A×B(x1, y1) dp˜ix,y(x1, y1) dΠ(x, y).
Pela linearidade da integral, a identidade acima vale para toda função simples, e via
argumento padrão, vale para toda função mensurável.
Usando a definição da métrica Wω, a equação (2.6), a definição de transporte
ótimo e o fato que Π˜ é um plano entre L ∗µ e L ∗ν, temos
Wω(L














ω ◦ d(x1, y1) dp˜ix,y(x1, y1) dΠ(x, y)





∗δx,L ∗δy) dΠ(x, y).
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Capítulo 3
Acoplamentos e o Teorema RPF
Neste capítulo apresentamos a definição de acoplamento de núcleos de transição en-
contrada em [27]. Em seguida, definimos alguns acoplamentos especiais tais como os
ω-Hölder, e acoplamentos com decaimento. Veremos como essas propriedades se trans-
fere para o operador de transferência com a finalidade de obter decaimentos para o
mesmo na métrica de Wasserstein. Na sequência provaremos o Teorema de Ruelle-
Perron-Frobenius, o qual é o principal resultado deste trabalho. As referências que
seguimos de perto são [5, 7, 20, 27].
3.1 Acoplamentos de um Núcleo de Transição
Como o foco principal são núcleos de transição, precisaremos de uma propriedade de
contração adequadamente definida para esses objetos, que deve se ajustar a um dado
módulo de continuidade ω. As referências que seguimos nesta seção são [5, 27].
Primeiramente fixemos algumas notações. Consideremos um núcleo de transição
M = (mx)x∈Ω sobre um espaço métrico Ω. Dados t ∈ N e x ∈ Ω denotamos por mtx
a medida sobre Ωt a qual é a lei de uma cadeia de Markov (X1, ..., Xt) começando
em X0 = x e seguindo o núcleo de transição M. Em outras palavras, denotando por
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f(x¯) dmxt−1(xt) dmxt−2(xt−1) · · · dmx(x1).
Observe que mtx é uma medida de probabilidade sobre Ωt; a medida sobre Ω dando a
lei do n-ésimo elemento Xn da cadeia de Markov com núcleo de transição M iniciada
em X0 = x é então (en)∗mnx, onde ei : Ωt → Ω é a projeção no i-ésimo fator (também





Ou seja, o dual do operador de transferência sem peso pode ser expresso como o






em que f˜ é um potencial normalizado.
Dadas duas medidas de probabilidade µ¯, ν¯ sobre Ωt, denotamos por Γ(µ¯, ν¯) o
conjunto das medidas de probabilidade Π sobre Ωt ×Ωt cujas marginais são µ¯ e ν¯, i.e.
tais que
p1∗Π = µ e p2∗Π = ν
onde p1, p2 são as projeções Ωt×Ωt → Ωt sobre cada fator. Em particular, denotando
por (et, et) : Ωt×Ωt → Ω×Ω a avaliação no tempo t, (et, et)∗Π é um plano de trasporte
entre µt := (et)∗µ¯ e νt := (et)∗ν¯.
Definição 3.1.1 (Acoplamento). Um acoplamento de um núcleo de transição M =
(mx)x∈Ω é uma família P de medidas de probabilidade Πtx,y ∈ Γ(mtx,mty) indexada por
t ∈ N e x, y ∈ Ω, tais que para cada t, o mapa (x, y) 7→ Πtx,y é Borel mensurável. Um
acoplamento no tempo i, de M, é restrição do acoplamento a t = i e também é
chamado de um acoplamento restrito. Para um acoplamento definido para todos os
tempos t, usamos o termo acoplamento completo.
Em outras palavras, um acoplamento (completo) fornece uma maneira de em-
parelhar trajetórias de duas cadeias de Markov seguindo o mesmo núcleo M mas com
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pontos iniciais x, y possivelmente diferentes. Faria sentido exigir uma condição de con-
sistência, por exemplo (rs)∗Πtx,y = Πsx,y sempre que s < t, onde rs : Ωt → Ωs é a
restrição às primeiras s coordenadas. Entretanto, não precisaremos de tal condição.
Definição 3.1.2. Um acoplamento P = (Πtx,y)t,x,y (possivelmente restrito ao tempo i)
do núcleo de transição M = (mx)x∈Ω é dito ser ω-Hölder se existe uma contante C tal
que para todo t (somente t = i no caso restrito) e todo x, y,∫
ω ◦ d(xt, yt) dΠtx,y(x¯, y¯) ≤ Cω ◦ d(x, y).
Também dizemos que um acoplamento completo é ω-Hölder no passo i se sua restrição
a t = i é ω-Hölder.
Definição 3.1.3. Um acoplamento completo P é dito ter ω-taxa de decaimento F ,
onde F é uma função de decaimento, se para todo t e todo x, y vale∫
ω ◦ d(xt, yt) dΠtx,y(x¯, y¯) ≤ F (t, ω ◦ d(x, y)).
Definição 3.1.4 (Hipótese de decaimento). Uma condição que nos possibilitará efetuar
nossos propósitos é: para Πtx,y-quase todo ponto em Ωt × Ωt
ω ◦ d(xt, yt) ≤ G(t)ω ◦ d(x, y) (3.1)
para alguma função G com G(t) → 0 quando t → ∞. Em outras palavras, ω ◦
d(xt, yt)→ 0 quando t→∞ proporcionalmente a ω ◦ d(x, y).
Sejam M = (mx)x∈Ω um núcleo de transição, L0 = LM,0 o operador de transfe-
rência sem peso, ω um módulo de continuidade e F uma função de decaimento. Então
a concavidade assegura que para obtermos o decaimento nas medidas de probabilidade
basta checar o decaimento somente nas medidas delta de Dirac.





0 ν) ≤ F (t,Wω(µ, ν)) ∀µ, ν ∈P(Ω).
Em outras palavras, L ∗0 também tem taxa de decaimento F na métrica Wω.
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dΠ0(x, y) ∈P(Ω× Ω)







ω ◦ d(xt, yt) dΠ(xt, yt)
=
∫∫
ω ◦ d(xt, yt) dΠtx,y(x¯, y¯) dΠ0(x, y)
≤
∫





ω ◦ d(x, y) dΠ0(x, y)
)
≤ F (t,Wω(µ, ν))
em que na penúltima linha usamos que F (t, ·) é côncava.
3.1.1 Potencial Flat
Dado um núcleo de transição M = (mx)x∈Ω, se encontrarmos um acoplamento P =





y) ≤ F (t, ω ◦ d(x, y)),
que se traduzirá em um controle similar para o operador não ponderado LM,0 agindo
sobre C ω(Ω,R). Para estender isso ao operador ponderado Lf = LM,f , exigiremos que
o potencial f tenha uma qualidade especial. Sabemos que L tf pode ser expresso em







em que f t : Ωt → R é dada por f t(x¯) = f t(x1, . . . , xt) = f(x1) + · · ·+ f(xt).
Exemplo 3.1.6. Considere o operador shift sobre Ω = [0, 1]N com medida de probabi-
lidade a priori µ. Neste caso, a n-ésima iterada do operador de transferência é dado
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por








f(σk(ax)) e dµn(a) = dµ(an) · · · dµ(a1).










































Ou seja, os iterados do operador de transferência para M = (µ× δx)x∈Ω coincidem com
os iterados do operador de transferência com medida a priori. Para mais informações
sobre esse tipo de operador, veja [5].
A próxima definição descreve a classe dos potenciais que desempenham um papel
central neste trabalho.
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Definição 3.1.7 (Flat). Seja P um acoplamento fixado para o núcleo de transição M.
Dizemos que o potencial f ∈ C ω(Ω,R) é flat (com respeito a P e ω) sempre que para
alguma constante C = Cf > 0, para todo t ∈ N, todo x, y ∈ Ω e Πtx,y-quase todo (x¯, y¯)
vale ∣∣f t(x¯)− f t(y¯)∣∣ ≤ Cω ◦ d(x, y).
Veremos que esta condição nos permitirá provar o teorema de Ruelle-Perron-
Frobenius para Lf se o acoplamento for adequado.
Lema 3.1.8. Para qualquer potencial flat normalizado f ∈ C ω(Ω,R), as somas de
Birkhoff f t(x¯) são limitadas por cima independentemente de t e x¯.
Demonstração. Tome qualquer x ∈ Ω; por normalização ∫ ef t(x¯) dmtx(x¯) = 1 e portanto
existe para cada t algum x¯t ∈ Ωt tal que f t(x¯t) ≤ 0. Então pela propriedade flat, para
todo x¯ vale f t(x¯) ≤ Cω(diamΩ).
3.2 A contração de Pmn
Nesta seção, mostraremos que as iteradas do operador de Ruelle de M = (mx)x∈Ω tal
que o acoplamento P satisfaz a hipótese (3.1) age continuamente sobre C ω(Ω,R), ou
seja, M é compatível com C ω(Ω,R). Na sequência, usaremos as ideias em [7, 20, 27]
para mostrar a contração, na métrica de Wasserstein, para um operador relacionado
com o operador de Ruelle de M.
Como f é flat, existe Cf tal que∣∣1− efn(y¯)−fn(x¯)∣∣ ≤ C ω ◦ d(x, y) para (Πtx,y)x,y,t − quase todo (x¯, y¯) ∈ Ωn × Ωn. (3.2)
Usaremos a equação (3.2), para mostrarmos que L nM,f deixa C ω invariante. Com isso,
para f, ϕ ∈ C ω(Ω,R), e x, y ∈ Ω temos
Proposição 3.2.1. Seja M = (mx)x∈Ω um núcleo de transição sobre Ω e seja ω um
módulo de continuidade. Assuma que o acoplamento (Πtx,y)x,y,t satisfaz a hipótese (3.1)
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e que f ∈ C ω(Ω,R) é um potencial flat. Então L nM,f aplica C ω(Ω,R) em si mesmo e
vale
Holω(L nM,f (ϕ)) ≤ Cf‖L nM,f1‖∞‖ϕ‖∞ + Holω(ϕ)eCfω(diam(Ω))G(n)‖L nM,f1‖∞.























































































n(y¯)|ϕ(xn)− ϕ(yn)| dΠnx,y(x¯, y¯)










n(y¯)−fn(x¯)ω ◦ d(xn, yn) dΠnx,y(x¯, y¯)
≤ Cfω ◦ d(x, y)|L nM,f1(x)|‖ϕ‖∞ + Holω(ϕ)eCfω(diam(Ω))G(n)|L nM,f1(x)|ω ◦ d(x, y).
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Na antepenúltima linha usamos a hipótese (3.1). Portanto,
Holω(L nM,f (ϕ)) ≤ Cf‖L nM,f1‖∞‖ϕ‖∞ + Holω(ϕ)eCfω(diam(Ω))G(n)‖L nM,f1‖∞.
Ao invés de construir uma funçãoLf -invariante através da aplicação do Teorema
de Arzelà-Ascoli, o qual necessita de compacidade, e então normalizar Lf , considera-







Afirmação 3.2.2. Assuma que M é backward para uma transformação T : Ω → Ω.
Então vale L pM,f (ϕL
n
M,f (1)) = L
p+n
M,f (ϕ ◦ T n).














p(x¯)ϕ(xp)LM,f (1)(xp) dmxp−1(xp) · · · dmx1(x2) dmx(x1).
Mas,














































dmpx(x1, · · · , xp) = dmxp−1(xp) · · · dmx1(x2) dmx(x1)
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dmnxp(xp+1, · · · , xp+n) = dmxp+n−1(xp+n) · · · dmxp+1(xp+2) dmxp(xp+1).
Fazendo z¯ = (x1, · · · , xp, xp+1, · · · , xp+n), obtemos efp(x¯)efp(y¯) = efp+n(z¯) e
dmp+nx (z¯)
= dmxp+n−1(xp+n) · · · dmxp+1(xp+2)dmxp(xp+1)dmxp−1(xp) · · · dmx1(x2)dmx(x1).




















= L p+nM,f (ϕ ◦ T n).
Observe que, por construção, Ppn(1) = 1 e P
p
k+l ◦ Pkl = Pk+pl .
Lema 3.2.3. Seja M = (mx)x∈Ω um núcleo de transição sobre Ω e seja ω um módulo
de continuidade. Assuma que o acoplamento (Πtx,y)x,y,t satisfaz a hipótese (3.1) e que
f ∈ C ω(Ω,R) é um potencial flat. Então o operador Ppn deixa C ω(Ω,R) invariante e
vale
Holω(Ppn(ϕ)) ≤ 2Cf‖ϕ‖∞ + eCfω(diam(Ω))G(p)Holω(ϕ).



















f (ϕ ◦ T n)(y)
L p+nf (1)(x)
+
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=
|L p+nf (ϕ ◦ T n)(x)−L p+nf (ϕ ◦ T n)(y)|
|L p+nf (1)(x)|
+
|L p+nf (ϕ ◦ T n)(y)|
|L p+nf (1)(y)|




f (ϕ ◦ T n)(x)−L p+nf (ϕ ◦ T n)(y)|
|L p+nf (1)(x)|
+ Ppn(|ϕ|)(y)
|L p+nf (1)(y)−L p+nf (1)(x)|
|L p+nf (1)(x)|
.
Fazendo ϕ = 1 na Proposição 3.2.1 obtemos
|L p+nf (1)(y)−L p+nf (1)(x)|
|L p+nf (1)(x)|
≤ Cfω ◦ d(x, y). (3.3)
Por definição e pela desigualdade triangular para integrais, temos que
Ppn(|ϕ|)(y) ≤ ‖ϕ‖∞. (3.4)
Segue também da Proposição 3.2.1
|L pf (ϕ ◦ T n)(x)−L pf (ϕ ◦ T n)(y)|
|L p+nf (1)(x)|
≤ Cfω ◦ d(x, y)‖ϕ‖∞ (3.5)
+ Holω(ϕ)eCfω(diam(Ω))G(p)ω ◦ d(x, y).
Combinando (3.3), (3.4) e (3.5) obtemos
Holω(Ppn(ϕ)) ≤ 2Cf‖ϕ‖∞ + eCfω(diam(Ω))G(p)Holω(ϕ).
Observação 3.2.4. O dual do operador Ppn(ϕ) age sobre o espaço das medidas de
probabilidade P(Ω) pela relação∫
fd(Ppn)∗(ν) =
∫
Ppn(f)dν, ∀f ∈ C ω(Ω,R).
Seja d˜(x, y) := min{1, αω ◦ d(x, y)}, com α a ser determinado. Sejam Wd˜ e
Hold˜ as correspondentes distância de Wasserstein e constante de Hölder referentes a
d˜, respectivamente. Podemos verificar que ω ◦ d ≤ d˜ ≤ αω ◦ d e isto implica que
Wω ≤ Wd˜ ≤ αWω e Hold˜ ≤ Holω ≤ αHold˜, veja [7, 20].
3.2. A CONTRAÇÃO DE PMN 59
Teorema 3.2.5. Seja M = (mx)x∈Ω um núcleo de transição sobre Ω e seja ω um
módulo de continuidade. Assuma que o acoplamento (Πtx,y)x,y,t satisfaz a hipótese (3.1)
e que f ∈ C ω(Ω,R) é um potencial flat. Então existe k0 ∈ N e s ∈ (0, 1) tal que,
para todo n,m ∈ N com p ≥ k0, quaisquer medidas de Borel de probabilidade µ, ν e




∗(µ), (Ppn)∗(ν)) = spWd˜(µ, ν) (3.6)
Hold˜(P
p
n)(ϕ) ≤ spHold˜(ϕ). (3.7)
Demonstração. A demonstração será dada em quatro passos.
(1) Contração local. Vamos assumir que d˜(x, y) < 1, x 6= y e ϕ ∈ C ω(Ω,R). Como
ϕ é limitada, podemos assumir, sem perda de generalidade, que infy ϕ(y) = 0.
Com isso, fixado y, temos
|ϕ(x)| ≤ |ϕ(x)− ϕ(y)|+ |ϕ(y)| ≤ Hold˜(ϕ)d˜(x, y) + |ϕ(y)| ≤ Hold˜(ϕ) + |ϕ(y)|.
Daí,
‖ϕ‖∞ ≤ Hold˜(ϕ) + |ϕ(y)| ≤ Hold˜(ϕ) + infy |ϕ(y)| = Hold˜(ϕ). (3.8)



















Pelo Lema 3.2.3 e pelas equações (3.8) e (3.9), temos
|Ppn(ϕ)(x)− Ppn(ϕ)(y)|
d˜(x, y)
≤ (2Cf‖ϕ‖∞ +G(p)Holω(ϕ))ω ◦ d(x, y)
d˜(x, y)
=
(2Cf‖ϕ‖∞ +G(p)Holω(ϕ))ω ◦ d(x, y)












Como G(p) → 0, existe um k0 ∈ N tal que G(p) ≤ 1/4 para todo p ≥ k0.




























∣∣∣∣∫ ϕ d(Ppn)∗(δx)− ∫ ϕ d(Ppn)∗(δy)∣∣∣∣
= sup
Hold˜(ϕ)≤1


















Sejam µ, ν ∈ P(Ω). No Lema 2.3.11, tomemos L ∗ = (Ppn)∗ e Π ∈ Γ(µ, ν) um















Wd˜(δx, δy) dΠ(x, y)











(2) Contração global. Assuma que d˜(x, y) = 1, x 6= y. Além disso, para cada




min{efp(x¯), efp(y¯)}δ(ep(x¯),ep(y¯)) dΠpx,y(x¯, y¯)
max{LM,f1(x),LM,f1(y)} ,
onde en denota a projeção na n-ésima coordenada. Na próxima expressão vamos











1Ω×Ω(u, v) dδ(ep(x¯),ep(y¯))(u, v) dΠ
p
x,y(x¯, y¯)




min{efp(x¯), efm(y¯)}1Ω×Ω(xp, yp) dΠpx,y(x¯, y¯)




min{efp(x¯), efp(y¯)} dΠpx,y(x¯, y¯)












max{L pf 1(x),L pf 1(y)}
=
L pf 1(x)
max{L pf 1(x),L pf 1(y)}
≤ 1.
Portanto, existe uma medida positiva Qx,y sobre Ω×Ω tal que Qpx,y := Rpx,y+Qx,y
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é um plano de transporte em Γ(δx, δy). De fato, tome Qx,y(A × B) = δ(x,y)(A ×
B)−Rpx,y(A×B), se (x, y) ∈ A×B e Qx,y(A×B) = 0 caso contrário.
Seja
∆p = {(u, v) ∈ Ω× Ω : d˜(u, v) ≤ αG(p)ω ◦ d(x, y)}.
Como f é flat, então para Πpx,y-quase todo (x¯, y¯) ∈ Ωp × Ωp temos
e−Cfω◦d(x,y) ≤ efp(y¯)−fp(x¯) ≤ eCfω◦d(x,y).
Dai, efp(y¯) ≤ eCfω◦d(x,y)efp(x¯). Integrando em relação a Πpx,y,∫
Ωp×Ωp
ef





Da definição de plano de transporte entre mpy e mpx temos∫
Ωp
ef





e portanto, L pf 1(y) ≤ eCfω◦d(x,y)L pf 1(x). Assim,
max{L pf 1(x),L pf 1(y)} ≤ max{L pf 1(x), eCfω◦d(x,y)L pf 1(x)}
= eCfω◦d(x,y)L pf 1(x).
Logo,
1




Usando a desigualdade acima e o fato que para Πpx,y-quase todo (x¯, y¯) ∈ Ωp ×Ωp













1∆p(u, v) dδ(ep(x¯),ep(y¯))(u, v) dΠ
p
x,y(x¯, y¯)




min{efp(x¯), efp(y¯)}1∆p(xp, yp) dΠpx,y(x¯, y¯)
max{L pf 1(x),L pf 1(y)}




min{efp(x¯), efp(x¯)efp(y¯)−fp(x¯)}1∆p(xp, yp) dΠpx,y(x¯, y¯)






























max{L pf 1(x),L pf 1(y)}
= e−Cfω◦d(x,y)
Lf1(x)









∗(δx), (Pmn )∗(δy)) ≤
∫
Ω×Ω




d˜(u, v) dQmx,y(u, v) +
∫
∆cm
d˜(u, v) dQmx,y(u, v)
≤ αG(m)Qmx,y(∆m) +Qmx,y(∆cm)
= αG(m)Qmx,y(∆m) + 1−Qmx,y(∆m)
= 1 + (αG(m)− 1)Qmx,y(∆m)
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= 1− (1− αG(m))Qmx,y(∆m)
= 1− (1− αG(m))Rmx,y(∆m)








Logo, escolhendo m tal que αG(m) < 1, temos uma contração.
(3) Combinando (1) e (2). Para k0 tal que αG(k0) < 1 fixado, seja
s := max{3/4, 1− (1− αG(k0))e−2Cfω(diam(Ω))}.




∗(δx), (Pmn )∗(δy)) ≤ sWd˜(δx, δy) para todo m ≥ k0. (3.11)
Da dualidade de Kantorovich, como mostrado em (3.12), segue Hold˜◦Pmn ≤ sHold˜.
Usamos o Lema 2.3.11 mais uma vez para mostrar que (3.11) vale para toda




∗( · ), (Pkn)∗( · )) ≤ sWd˜( · , · ).
(4) Iterações. Primeiramente observe que Pmn = P
m−j
n+j ◦ Pjn, for j,m, n ∈ N com
m > j. Por indução, isto implica que
Pkl+jn = Pkln+j ◦ Pjn = Pk(l−1)n+k+j ◦ Pkn+j ◦ Pjn
= Pk(l−2)n+2k+j ◦ Pkn+k+j ◦ Pkn+j ◦ Pjn
= Pkn+kl+j ◦ Pkn+k(l−1)+j ◦ · · · ◦ Pkn+2k+j ◦ Pkn+j ◦ Pjn.
Com k := k0 e m, l, j tais que m ≥ k0, m = kl + j e k0 ≤ j < 2k0, a aplicação




∗( · ), (Pmn )∗( · )) ≤ sl+1Wd˜( · , · ).
A afirmação (3.6) segue substituindo s por s1/2k0 .
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Aplicando mais uma vez a dualidade de Kantorovich e (3.6), obtemos
|Pmn (ϕ)(x)− Pmn (ϕ)(y)| =
∣∣∣∣∫ ϕd(Pmn )∗δx − ∫ ϕd(Pmn )∗δy∣∣∣∣
= Hold˜(ϕ)











= smHold˜(ϕ)d˜(x, y), (3.12)
donde (3.7) segue.
Como consequência imediata, temos o seguinte corolário que será útil no próximo
resultado.
Corolário 3.2.6. Para cada n ∈ N, a aplicação
ν(n) : C ω(Ω,R)→ R (3.13)
definida por ν(n)(ϕ) = limm→∞ Pmn (ϕ)(x), é uma medida de probabilidade Boreliana.
Demonstração. Segue de (3.7) que Holω(Pmn (ϕ)) tende a 0 quando m→∞. Como
|Pmn (ϕ)(x)− Pmn (ϕ)(y)| ≤ Holω(Pmn (ϕ))ω ◦ d(x, y)
≤ CsmHolω(ϕ)ω ◦ d(x, y), (3.14)
então |Pmn (ϕ)(x)−Pmn (ϕ)(y)| → 0 independentemente de x e y. Por outro lado, usando
a identidade Pmn = P
m−j
n+j ◦ Pjn, a dualidade de Kantorovich e o Lema 2.3.7, obtemos
|Pm+kn (ϕ)(x)− Pkn(ϕ)(x)| =
∣∣∣∣∫ ϕd(Pm+kn )∗δx − ∫ ϕd(Pkn)∗δx∣∣∣∣
=
∣∣∣∣∫ ϕd(Pmn+k ◦ Pkn)∗δx − ∫ ϕd(Pkn)∗δx∣∣∣∣
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=







ou seja, {Pmn (ϕ)}m∈N é uma sequência de Cauchy, e por completude, convergente. Por-
tanto, Pmn (ϕ)(x) converge para uma função constante. Por outro lado, segue de (3.6)
que para todo medida de probabilidade de Borel ν0, (Pmn )∗(ν0) converge fracamente
para alguma medida de probabilidade de Borel µ(n), quando m→∞. Para cada x ∈ Ω
denotemos por ν(n) o limite fraco de (Pmn )∗(δx). Com isso, para cada ϕ ∈ C ω(Ω), temos
ν(n)(ϕ) = lim
m→∞
(Pmn )∗(δx)(ϕ) = lim
m→∞
δx(Pmn (ϕ)) = lim
m→∞
Pmn (ϕ)(x).
3.3 Teorema de Ruelle-Perron-Frobenius
Para facilitar a notação, denotaremos
ν = ν(0). (3.15)
Lema 3.3.1. Para todo m ∈ N vale (Pm0 )∗(ν(m)) = ν(0).
Demonstração. De fato, para toda função ϕ ∈ C ω(Ω,R) temos∫
Ω














































Portanto, (Pm0 )∗(ν(m)) = ν(0).
Teorema 3.3.2. Seja M = (mx)x∈Ω um núcleo de transição sobre Ω e seja ω um
módulo de continuidade. Assuma que o acoplamento (Πtx,y)x,y,t satisfaz a hipótese (3.1)
e que f ∈ C ω(Ω,R) é um potencial flat. Seja ν dada pelo Lema 3.3.1. Então existe





















Dai, ∣∣∣∣xy − ab
∣∣∣∣ ≤ ∣∣∣∣1y
∣∣∣∣ (|x− a|+ ∣∣∣ab ∣∣∣ |y − b|) .


























68 CAPÍTULO 3. ACOPLAMENTOS E O TEOREMA RPF
≤ 1
Pn0 (ψ)(x)






∣∣∣∣Pn0 (ψ)(x)− ∫ ψ dν∣∣∣∣

≤ ‖1/ψ‖∞






∣∣∣∣Pn0 (ψ)(x)− ∫ ψ dν∣∣∣∣
 .
Pelo Lema 3.3.1 temos (Pm0 )∗(ν(m)) = ν. Para n ≥ k0, obtemos, aplicando a dualidade








≤ Hold˜(ϕ)Wd˜((Pn0 )∗(δx), (Pn0 )∗(ν(n)))
≤ Hold˜(ϕ)snWd˜(δx, ν) ≤ CHold˜(ϕ)sn.
Analogamente, ∣∣∣∣Pn0 (ψ)(x)− ∫ ψdν∣∣∣∣ ≤ CHold˜(ψ)sn.


























Logo a estimativa (3.16) segue para a norma ‖ · ‖∞.
Agora vamos obter uma estimativa para Holω(L nM,f (ϕ)/L nM,f (ψ)). Isto segue




ψdν por L nM,f (ϕ)(y)/L nM,f (ψ)(y). Com
isso, usando (3.7) como em (3.14), obtemos
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|Pn0 (ϕ)(x)− Pn0 (ϕ)(y)|+
∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y)
∣∣∣∣ |Pn0 (ψ)(x)− Pn0 (ψ)(y)|)
≤ ‖1/ψ‖∞
(
|Pn0 (ϕ)(x)− Pn0 (ϕ)(y)|+
∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y)
∣∣∣∣ |Pn0 (ψ)(x)− Pn0 (ψ)(y)|)
≤ ‖1/ψ‖∞
(
CsnHolω(ϕ)ω ◦ d(x, y) +
∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y)
∣∣∣∣CsnHolω(ψ)ω ◦ d(x, y)) .
Note que∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y)
∣∣∣∣ = ∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y) − ν(ϕ)ν(ψ) + ν(ϕ)ν(ψ)
∣∣∣∣ ≤ ∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y) − ν(ϕ)ν(ψ)
∣∣∣∣+ ∣∣∣∣ν(ϕ)ν(ψ)
∣∣∣∣ ,
Então, fazendo a = ‖1/ψ‖∞, b = CsnHolω(ϕ)ω ◦ d(x, y) e c = CsnHolω(ψ)ω ◦ d(x, y)
temos que
H(x, y) =












∣∣∣∣Pn0 (ϕ)(y)Pn0 (ψ)(y) − ν(ϕ)ν(ψ)
∣∣∣∣ c+ ∣∣∣∣ν(ϕ)ν(ψ)
∣∣∣∣ c) .








































Sejam C1, C2 constantes tais que 1+‖1/ψ‖∞Holω(ψ)Csn ≤ C1 e CHolω(ψ)sn+1 ≤ C2













Portanto∥∥∥∥∥L nM,f (ϕ)L nM,f (ψ) − ν(ϕ)ν(ψ)
∥∥∥∥∥
ω





Teorema 3.3.3 (RPF). Seja M = (mx)x∈Ω um núcleo de transição sobre um espaço
Polonês Ω e seja ω um módulo de continuidade. Assuma que existe um acoplamento
(Πtx,y)x,y,t de M satisfazendo a condição (3.1) e que f ∈ C ω(Ω,R) é flat. Então LM,f
satisfaz o Teorema de RPF sobre C ω(Ω,R).






De fato, para Πmx,y-quase todo (x¯, y¯) ∈ Ωm × Ωm temos
e−Cfω(diamΩ) ≤ efm(y¯)−fm(x¯) ≤ eCfω(diamΩ).
Integrando a desigualdade mais à direta com relação ao plano de transporte Πnx,y,
obtemos
e−Cfω(diamΩ)L nM,f1(x) ≤ L nM,f1(y) ≤ eCfω(diam(Ω))L nM,f1(x).
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é estritamente positiva. Vamos verificar que h está bem definida e é ω-Hölder contí-
nua. A ideia é usar equação (3.16) para mostrar que {L nf (1)(y)/
∫
Ω
L nf (1)dν}n é uma




L nM,f (1) dν.






































Pm+k0 (L nM,f (1)) lim
m→∞
















L nM,f (1) dν∫

























































Na penúltima linha usamos o Teorema 3.3.2 com ψ = 1 e ϕ = 1− 1
ak




L nf (1)dν}n é uma sequência de Cauchy. Logo h está bem definida.
Afirmamos que h ∈ C ω(Ω,R). Com efeito, dado ε > 0 existe N ∈ N tal que
para todo n > N , vale ∣∣∣∣∣h(x)− L nM,f (1)(x)ν(L nM,f (1))
∣∣∣∣∣ ≤ ε2 .
Com isso, usando a equação (3.3), obtemos
|h(x)− h(y)| =














∣∣∣∣∣h(x)− L nM,f (1)(x)ν(L nM,f (1))
∣∣∣∣∣+
















Segue portanto, fazendo n→∞ e em seguida ε→ 0, que
|h(x)− h(y)| ≤ Cfω ◦ d(x, y)|h(y)|
≤ Cf‖h‖∞ω ◦ d(x, y).
Agora verificamos que h é uma autofunção para o operador LM,f . De fato, por
continuidade
LM,f (h)(y) = LM,f
 limn→∞ L nM,f (1)(y)∫
Ω
L nM,f (1) dν






L nM,f (1) dν
∫
Ω
L n+1M,f (1) dν∫
Ω





L n+1M,f (1) dν
∫
Ω
L n+1M,f (1) dν∫
Ω













Suponha que existam de g e h satisfazendo (3.17). Seja x em Ω e ε > 0 dado
arbitrariamente. Então existe N ∈ N tal que para todo n ≥ N






em que cn(x) = L nM,f (1)(x)/ν(L nM,f (1)). Logo h = g.
Nos resta mostrar a existência e unicidade da automedida. Ou seja, a existência
e unicidade de uma medida de probabilidade µ tal queL ∗M,fµ = λµ para algum número
real λ. Afirmamos que para ν ∈ P(Ω), {(Pmn )∗(ν)}m é uma sequência de Cauchy
relativa à métrica Wd˜. De fato, usando a identidade Pmn = P
m−j





∗(ν), (Pkn)∗(ν)) = Wd˜((P
m








∣∣∣∣∫ ϕ d(Pmn+k)∗(ν)− ∫ ϕ dν∣∣∣∣
= sk sup
Hold˜(ϕ)≤1
∣∣∣∣∫ Pmn+k(ϕ) dν − ∫ ϕ dν∣∣∣∣
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≤ sk sup
Hold˜(ϕ)≤1





























Como (Ω, d) é separável e completo, (P(Ω),Wd˜) é separável e completo (veja por
exemplo, [2] pág. 505). Logo, existe µ(n) tal que (Pmn )∗(ν) → µ(n) quando m → ∞,
independentemente de ν. Tomemos µ = µ(0), ou seja, (Pm0 )∗(ν)→ µ(0) = µ.
Vamos mostrar que µ é uma automedida. Com efeito, para alguma medida de






























Ou seja, L ∗M,fµ = a1µ.
Observação 3.3.4. µ = ν(0), em que ν(0) é dada por (3.15).
Demonstração. De fato, como limm→∞(Pm0 )∗(ν(0)) = µ, temos
Wd˜(ν










(m), ν(0)) = 0.
Corolário 3.3.5. Seja T : Ω→ Ω um mapa sobre um espaço Polonês Ω, M = (mx)x∈Ω
um passeio aleatório backward para T e ω um módulo de continuidade tal que a com-
posição com T preserva C ω(Ω,R) (isto é satisfeito se T é Lipschitz). Assuma que o
acoplamento P = (Πtx,y)t,x,y satisfaz (3.1) e que f ∈ C ω(Ω,R) é flat com respeito a
P. Então existe um potencial normalizado e flat f˜ ∈ C ω(Ω,R) que difere de f por
um cobordo e uma constante; segue que LM,f e LM,f˜ são conjugados a menos de uma
constante. Em particular, a propriedade de ter lacuna espectral é equivalente para LM,f
e LM,f˜ .
Demonstração. O Teorema 3.3.3 nos permite normalizar o potencial f , ou seja, pode-
mos definir f˜ = f +log h− log h◦T − log ρ. Note que como a composição com T , h◦T ,
preserva C ω(Ω,R) (exemplo, se T é Lipschitz), o potencial normalizado f˜ ainda está
em C ω(Ω,R): a menos de mudança em h por um fator constante, podemos assumir
0 < h < 2 e então log h se desenvolve como uma série de potências de h, portanto
log h ∈ C ω(Ω,R).
Agora mostraremos que se f é flat, então f˜ também o é. De fato, para todo
t, x, y e Πtx,y-quase todo (x¯, y¯), temos




log h(xk)− log h(T (xk))− log h(yk) + log h(T (yk))
∣∣∣




log h(xk)− log h(xk−1)− log h(yk) + log h(yk−1)
∣∣∣
≤ |f t(x¯)− f t(y¯)|+ |log h(xt)− log h(x)− log h(yt) + log h(y)|
≤ |f t(x¯)− f t(y¯)|+ Holω(log h)
(
ω ◦ d(xt, yt) + ω ◦ d(x, y)
)
≤ Cfω ◦ d(x, y) + Holω(log h)
(
G(t)ω ◦ d(x, y) + ω ◦ d(x, y))
≤ C˜ω ◦ d(x, y).
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Proposição 3.3.6 (Lacuna espectral). Seja M = (mx)x∈Ω um núcleo de transição sobre
um espaço Polonês Ω e seja ω um módulo de continuidade. Assuma que o acoplamento
(Πtx,y)x,y,t de M satisfaz a condição (3.1) e que f ∈ C ω(Ω,R) é flat. Então LM,f tem a
propriedade da lacuna espectral sobre C ω(Ω,R).







≤ Csn (Holω(ϕ)) ‖1/hf‖∞.
Tomando δ = 1− s e ρ = λf na definição de lacuna espectral 1.3.5, obtemos∥∥L nM,f (ϕ)∥∥ω ≤ C˜ρn(1− δ)n‖ϕ‖ω.
Capítulo 4
Decaimento de Correlações e
Ausência de Lacuna Espectral
Neste capítulo, estudamos o decaimento de correlações para mapas T : Ω → Ω, que
possuem um certo núcleo de transição backward M. Primeiramente, consideramos Ω
um espaço Polonês arbitrário, e a medida de equilíbrio µf dada pelo Teorema RPF.
Na sequência, nos restringimos aos espaços Ω compactos. Então estendemos a técnica
em [27] para mapas T com um número infinito de pré-imagens. As referências que
seguimos são [4, 27, 42].
4.1 Lacuna Espectral e Correlações
Nesta seção vamos seguimos as referências [4] e [42].
Definição 4.1.1. Considere o espaço de probabilidade (Ω,F , ν). Seja T uma aplicação
mensurável de Ω em Ω. Para cada ϕ1 e ϕ2 em L2(Ω, ν) definimos a função de correlação











Teorema 4.1.2. Suponha que f ∈ C ω(Ω,R) é um potencial para o qual o operador de
Ruelle LM,f tem a propriedade da lacuna espectral. Considere a medida µf = hfνf , em
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que νf é a automedida e hf é autofunção dadas pelo Teorema 3.3.3. Suponha que M é
backward walk para a aplicação mensurável T : Ω → Ω. Então a função de correlação
Cϕ1,ϕ2,µf (n) tem decaimento exponencial. Mais precisamente, existem 0 < τ˜ < 1 e











∣∣∣∣ ≤ C1 τ˜n. (4.2)




Antes de provar o teorema vamos estabelecer três lemas auxiliares.





Demonstração. De fato, no Teorema 3.3.2 tome ψ = hf , onde hf á autofunção associ-
ada a f dada pelo Teorema 3.3.3. Com isso,∥∥∥∥∥L nM,f (ϕ)λnfhf − ν(ϕ)
∥∥∥∥∥
∞
≤ Csn (Holω(ϕ) + |ν(ϕ)|Holω(hf )) ‖1/hf‖∞.
Como s < 1, o resultado segue.




) · hf .
Demonstração. Sabemos que os operadores piM,f e LM,f comutam. Pelo Lema 4.1.3
temos que limn→∞(1/λn)L nf ϕ = hf
∫
Ω
ϕdνf uniformemente. Como piM,f é limitado












quando n→∞. Uma vez que
piM,f (λ
−nL nM,fϕ) = λ
−nL nM,fpiM,f (ϕ) = λ
nλ−npiM,f (ϕ) = piM,f (ϕ)
obtemos







= piM,f (hf ) ·
∫
Ω
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O lema a seguir será útil no decorrer da seção.
Lema 4.1.5. Sejam ϕ1, ϕ2 ∈ C ω(Ω,R) e M backward walk para uma aplicação men-
surável T : Ω→ Ω. Então L nM,f (ϕ1 ◦ T n · ϕ2 · hf ) = ϕ1L nM,f (ϕ2hf ).

































Agora apresentamos a prova do principal teorema desta seção.
Prova do Teorema 4.1.2. Como µf = hfdνf , segue da definição de função de





































































































Estamos supondo que o espectro deLM,f : C ω(Ω,R)→ C ω(Ω,R) é formado por
um autovalor simples λf > 0 e um subconjunto de um disco de raio estritamente menor
que λf , como pode ser visto na demostração do Corolário 5.3.7 no próximo capítulo.
Ponha τ = sup{|z|; |z| < 1 e z · λf ∈ σ(LM,f )}. A existência da lacuna espectral
garante que τ < 1. Considere piM,f a projeção espectral associada ao autovalor λf ,
então pela Proposição A.4.4, o raio espectral associado ao operador LM,f (I − piM,f ) é
exatamente τ ·λf . Como [LM,f , piM,f ] = 0, temos que [LM,f (I−piM,f )]n = L nM,f (I−piM,f )
para todo n ∈ N. Segue da fórmula do raio espectral (A.2) que para cada escolha de
1 > τ˜ > τ existe n0 ≡ n0(τ˜) ∈ N tal que para todo n ≥ n0 temos ‖L nM,f (ϕ−piM,fϕ)‖ ≤
λnf τ˜
n‖ϕ‖, ∀ϕ ∈ C ω(Ω,R). Portanto existe uma constante C(τ˜) > 0 tal que para todo
n ≥ 1
‖L nM,f (ϕ− piM,fϕ)‖ ≤ C(τ˜)λnf τ˜n ‖ϕ‖ ∀ ϕ ∈ C ω(Ω,R).












Obs.: A seguir faremos algumas observações a respeito de duas afirmações que foram
feitas na demonstração acima sem a devida explicação. A saber foram as seguintes:
1. o raio espectral associado ao operador LM,f (I − piM,f ) é exatamente τ · λf ;
2. [LM,f (I − piM,f )]n = L nM,f (I − piM,f ).
Prova de 1. Para a primeira é suficiente observar que todo ponto do espectro de
LM,f (I−piM,f ) pode ser obtido através de λf aplicando-se uma rotação e uma homotetia,
ou seja, através da multiplicação de λf por um número complexo z adequado.
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Prova de 2. Para a segunda, basta usar o fato de piM,f e LM,f comutam e observar que
[LM,f (I − piM,f )]n = [LM,f −LM,fpiM,f ]n = [LM,f − piM,fLM,f ]n
= [(I − piM,f )LM,f ]n = (I − piM,f )nL nM,f
= (I − piM,f )L nM,f = L nM,f − piM,fL nM,f
= L nM,f −L nM,fpiM,f = L nM,f (I − piM,f ).
4.2 Núcleos 1-para-∞ fracamente contrativos
Nesta seção, assumiremos que Ω é compacto. O seguinte teorema de contração devido a
Kloeckner [27], nos permite fazer uma conexão explícita entre o módulo de continuidade
ω e o decaimento dos iterados do operador de Ruelle. Por completeza, colocaremos
também sua demonstração . A possibilidade de normalização do potencial e de que ele
pode ser tomado flat vem da Proposição 3.2 em [27].
Teorema 4.2.1. Sejam M um núcleo de transição sobre um espaço métrico compacto
(Ω, d) e ω um módulo de continuidade. Assuma que M admite um acoplamento P o
qual tem ω-decaimento F e correspondente meia vida τ = τ 1
2
: (0,+∞) → N. Sejam
f ∈ C ω(Ω,R) um potencial normalizado flat e L = LM,f . Então existe uma constante











) ≤ CWω(µ, ν) ∀t ∈ N.
Em particular temos:
• se P tem ω-decaimento exponencial, então τ(r) é limitado e assim o é kτ(r/k).
Dessa forma, L ∗M,f decai exponencialmente na métrica Wω e portanto LM,f tem
a propriedade da lacuna espectral sobre a álgebra C ω(Ω,R);
• se P tem ω-decaimento polinomial, então τ(r) ≤ D/rα de forma que kτ(r/k) ≤
D′/rα e portanto L ∗M,f decai polinomialmente com mesmo grau.
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Segue deste resultado que, uma vez que P decai a 0, seja qual for a velocidade,
L ∗M,f fixa uma única medida de probabilidade µf , em que µf é a medida RPF de f .
(Essa observação se faz necessária porque a Proposição 3.2 em [27] garante existência
apenas da autofunção e autovalor.)




) ≤ CWω(µ, ν) ∀t ∈ N, ∀µ, ν ∈P(Ω).
Isto segue do Lema 3.1.5, pois pela definição da função de decaimento temos
F (t, r) ≤ Cr, para todo t.
2. Construa um plano de transporte entre L ∗tδx e L ∗tδy. Aqui precisamos da
hipótese de normalização, para assegurar que estas duas medidas são ambas de






onde et : Ωt → Ω é a projeção na última coordenada. Procuramos um plano de
transporte eficiente entre L ∗tδx e L ∗tδy, e o construiremos como (et, et)∗Π onde
Π é um plano de transporte entre ef t dmtx e ef
t
dmty. Como o acoplamento P é
um plano de transporte Πtx,y entre mtx e mty, e vamos modificá-lo para levar em
conta o fator ef t . Defina uma função
a : Ωt × Ωt → R
(x¯, y¯) 7→ min (ef t(x¯), ef t(y¯))





dmty, respectivamente. Portanto, deve existir alguma medida posi-
tiva Λ sobre Ωt × Ωt tal que
Π := a dΠtx,y + Λ
é uma medida de probabilidade com marginais exatamente ef t dmtx e ef
t
dmty.
Queremos limitar por cima o ω-custo de Π, e a ideia básica é que o primeiro
termo será pequeno pela hipótese de decaimento (lembre-se que pelo Lema 3.1.8
a é limitado, independentemente de t), o segundo será pequeno porque Λ tem
massa pequena.
4.2. NÚCLEOS 1-PARA-∞ FRACAMENTE CONTRATIVOS 83
3. Limitante por cima da massa de Λ. Temos





t(y¯)−f t(x¯)) ≥ ef t(x¯)e−|f t(y¯)−f t(x¯)|.
Como f é flat, para Πtx,y quase todo (x¯, y¯) e para alguma constante B > 0
temos a(x¯, y¯) ≥ ef t(x¯)e−Bω◦d(x,y); então usando que f é normalizado vem que a
massa total de aΠtx,y é pelo menos e−Bω◦d(x,y), o qual podemos limitar por uma
constante e−B ∈ (0, 1) ou, já que Ω é limitado e aumentando B se necessário, por
Bω ◦ d(x, y). A massa total de Λ é, portanto, limitada por cima como segue:∫
1 dΛ ≤ min (Bω ◦ d(x, y), 1− e−B).
4. Limitante para o custo de Π para a métrica modificada.






onde K é uma constante positiva a ser especificada mais adiante (independente-
mente de x, y). Temos ω′ ◦ d(x, y) ≥ ω ◦ d(x, y) para todo x, y ∈ Ω e ω′ ≤ Kω,
de forma que ω ◦ d e ω′ ◦ d são métricas Lipschitz equivalentes sobre Ω, e como
consequência Wω e Wω′ são Lipschitz equivalentes (com as mesmas constantes).
Se ω ◦ d(x, y) ≥ ω(diamΩ)/K, então ω′ ◦ d(x, y) = ω(diamΩ) = ω′(diamΩ) e
limitamos a massa de Λ por 1− e−B de modo que, denotando por D o limitante
de a: ∫
ω′ ◦ d(xt, yt) dΠ(x¯, y¯)
=
∫
ω′ ◦ d(xt, yt)a(x¯, y¯) dΠtx,y(x¯, y¯) +
∫
ω′ ◦ d(xt, yt) dΛ(x¯, y¯)
≤ DK
∫
ω ◦ d(xt, yt) dΠtx,y(x¯, y¯) + (1− e−B)ω′(diamΩ)
≤ DKF (t, ω ◦ d(x, y)) + (1− e−B)ω′ ◦ d(x, y)
≤ DKF (t, ω′ ◦ d(x, y)) + (1− e−B)ω′ ◦ d(x, y).
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Se ω ◦ d(x, y) ≤ ω(diamΩ)/K, então ω′ ◦ d(x, y) = Kω ◦ d(x, y) e limitamos a
massa de Λ por Bω ◦ d(x, y):∫
ω′ ◦ d(xt, yt) dΠ(x¯, y¯)
=
∫
ω′ ◦ d(xt, yt)a(x¯, y¯) dΠtx,y(x¯, y¯) +
∫
ω′ ◦ d(xt, yt) dΛ(x¯, y¯)
≤ DK
∫
ω ◦ d(xt, yt) dΠtx,y(x¯, y¯) +Bω ◦ d(x, y)ω′(diamΩ)
≤ DKF (t, ω ◦ d(x, y)) +Bω(d(x, y))ω(diamΩ)
≤ DKF (t, ω′ ◦ d(x, y)) + Bω(diamΩ)
K
ω′ ◦ d(x, y).
Escolhendo K suficientemente grande para assegurar que Bω(diamΩ)
K
≤ 1 − e−B,
obtemos em ambos os casos∫
ω′ ◦ d(xt, yt) dΠ(x¯, y¯) ≤ DKF (t, ω′ ◦ d(x, y)) + (1− e−B)ω′(d(x, y)). (4.6)
5. Existe θ1 ∈ (0, 1) e k1 ∈ N tais que para todo r, todos x, y ∈ Ω tais que ω′ ◦
d(x, y) ≥ r e todo t ≥ k1τ(r/2k1),
Wω′(L
∗tδx,L ∗tδy) ≤ θ1ω′ ◦ d(x, y).
Escolhemos qualquer θ1 ∈ (1−e−B, 1) e k1 suficientemente grande para assegurar
que DK/2k1 + (1 − e−B) ≤ θ1. Daí aplicamos (4.6) (note que k1τ(r/2k1) ≥
τ(r) + τ(r/2) + · · ·+ τ(r/2k1)).
6. Existem θ ∈ (0, 1) e k2 ∈ N tais que para todo r, toda µ, ν ∈ P(Ω) com
Wω′(µ, ν) = r e todo t ≥ k2τ(r/k2),
Wω′(L
∗tµ,L ∗tν) ≤ θWω′(µ, ν).
Escolha θ ∈ (θ1, 1) e seja η > 0 pequeno o suficiente para assegurar que θ1 +Cη ≤
θ, onde C é a constante do Item 1. Seja µ, ν duas medidas de probabilidade
quaisquer e seja Π ∈ Γ(µ, ν) ótimo para Wω′(µ, ν) =: r. Defina s := ηr e






∗tδx,L ∗tδy) dΠ(x, y)













ω′ ◦ d(x, y) dΠ(x, y) + C
∫
Ω×Ω\E
ω′ ◦ d(x, y) dΠ(x, y)
≤ θ1Wω′(µ, ν) + Cηr ≤ θWω′(µ, ν).
Basta escolher k2 ≥ 2k1/η.
7. Conclusão.
Deduzimos que o θ tempo de decaimento τω′θ (r) de L ∗ com respeito a Wω′ é no
máximo k2τ(r/k2).
Para todo n ∈ N, deduzimos que
τω
′
θn(r) ≤ k2τ(r/k2) + k2τ(θr/k2) + · · ·+ kτ(θn−1r/k2)





(r) ≤ k2nτ(θn−1r/k2) ≤ kτ(r/k) para algumk.
Agora, já que Wω ≤ Wω′ ≤ KWω, os tempos de decaimento τωθ para L ∗ com
respeito a Wω satisfazem τωθ ≤ τω′Kθ, como queríamos.
4.2.1 Núcleos de transição 1-para-k
Para cada x ∈ Ω seja B(x) = {x1, · · · , xk} uma família de k pontos. Faça mx =∑k
j=1(1/k)δxj . Então defina o núcleo de transição M = (mx)x∈Ω. A este núcleo de
transição Kloeckner [27] chamou de 1-para-k. Definiu também:
Definição 4.2.2. Vamos chamar função contração a qualquer função contínua c :
[0,+∞)→ [0,+∞) tal que c(0) = 0 e c(r) < r para todo r > 0.
Definição 4.2.3. Dizemos que M é fracamente contrativo se existem uma função
contração c e um número real λ > 1 tal que, para todo x, y ∈ Ω, existem permutações
η, σ de {1, · · · , k} tal que
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1. para todo j ∈ {1, · · · , k} vale d(xη(j), yσ(j)) ≤ c(d(x, y)),
2. d(xη(k), yσ(k)) ≤ d(x, y)/λ.
Para os núcleos de transição M fracamente contrativos define-se o acoplamento
natural.
Definição 4.2.4. Quando M é fracamente contrativo, definimos um acoplamento na-
tural P como segue. Para cada (x, y) ∈ Ω×Ω, fixamos permutações η, σ satisfazendo o
item 1 acima; então para cada par (x, y) e cada palavra w = (j1, . . . , jt) ∈ {1, . . . , k}t
sejam x¯wt , y¯wt ∈ Ωt sequências (x1, . . . , xt), (y1, . . . , yt) tais que x1 = xη(j1) ∈ B(x) e
y1 = y
σ(j1) ∈ B(y), e para todo n, xn+1 = (xn)ηn(jn) ∈ B(xn) e yn+1 = (yn)σn(jn) ∈
B(yn) em que ηn e σn são permutações associadas ao par (xn, yn). Então o acoplamento







Em outras palavras, juntamos as órbitas de acordo com o pareamento dado na
definição de contração fraca.
O próximo lema segue do Teorema 4.2.1, e vemos que é realmente a regularidade
dos observáveis que impulsionam a velocidade de decaimento.
Lema 4.2.5. Se M é uma um núcleo de transição 1-para-k fracamente contrativo, então
o acoplamento natural P tem decaimento exponencial com respeito a ωα+β log, para todo
α ∈ (0, 1) e todo β ∈ R, e P tem decaimento polinomial de grau β com respeito a ωβ log
para todo β > 0.
Demonstração. Veja ([27], Lema 5.3).
Com isso, se T : Ω→ Ω é Lipschitz e k-para-1 cujo núcleo de transição backward
M = (mx)x∈Ω, dada por mx =
∑
y∈T−1(x)(1/k)δy, é fracamente contrativo e se f ∈
C α+β log(Ω) é um potencial flat com relação ao acoplamento natural P, então vale o
Teorema RPF para o operador de transferência Lf = LM,f,T em C α+β log(Ω). Além
disso, α > 0 implica em Lf ter a propriedade da lacuna espectral em C α+β log(Ω); Por
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outro lado, α = 0 e β > 0 implica em Lf decair polinomialmente com grau β em
C β log(Ω). Esse é o resultado do Teorema 5.8 em [27].
Na próxima seção, estenderemos esse resultado ao caso em que, para cada x ∈ Ω,
o conjunto B(x) é infinito.
4.3 Núcleos de transição 1-para-∞
Para fixarmos as ideias vamos considerar o espaço métrico compacto ([0, 1], | · |), em







onde x = (x1, x2, . . .) e y = (y1, y2, . . .). Segue do Teorema de Tychonoff que Ω é
compacto e, por definição, temos diam(Ω) < ∞. A σ-álgebra de interesse em Ω é
aquela gerada pelos cilindros.
A seguir, definimo o operador shift.
Definição 4.3.1. A aplicação σ : Ω→ Ω definida por
σ(x1, x2, x3, . . .) = (x2, x3, x4, . . .). (4.7)
é dita a aplicação shift a esquerda.
Seja C(Ω) o espaço das funções contínuas de Ω em R, e fixemos uma medida
de probabilidade a priori µ sobre B([0, 1]). Assuma que o suporte de µ é Ω. Para
um potencial α-Hölder f ∈ Cα(Ω), define-se o Operador de Transferência (também





onde x ∈ Ω e ax = (a, x1, x2, . . .) denota a pré-imagem de x com a ∈ [0, 1].
Seja an um elemento de [0, 1]n tendo coordenadas an = (an, an−1, . . . , a1) e con-
sidere por anx ∈ Ω a concatenação de an ∈ [0, 1]n com x ∈ Ω. Ou seja, anx =
(an, . . . , a1, x1, x2, . . .). No caso n = 1, escreveremos a ≡ a1 ∈ [0, 1] e ax = (a, x1, x2, . . .).
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A n-ésima iteração de Lf tem a seguinte expressão





em que Snf(anx) =
∑n−1
k=0 f(σ
k(anx)) e dµn(an) =
∏n
k=1 dµ(an−k+1).
Os exemplos 1.3.4 e 3.1.6 nos sugerem definirmx = µ×δx a fim de contextualizar
este operador com sua generalização por meio de cadeias de Markov. Com isso, seja
M = (mx)x∈Ω um núcleo de transição, onde mx = µ × δx, sobre Ω = [0, 1]N em que
µ é uma medida de probabilidade sobre [0, 1]. Para cada x ∈ Ω, B(x) = {ax : a ∈
[0, 1]} = σ−1(x). Chamaremos M um núcleo de transição 1-para-∞.
Note que























Logo, para cada x, y, fixamos η e σ tais que a1 = η(j1) = σ(j1) = b1 e an = ηn(jn) =
σn(jn) = bn. Com isso,










Portanto, tomando λ = 2 e função de contração c(r) = r/2, concluímos que M é
fracamente contrativo.
Para a próxima proposição e definição precisamos da seguinte hipótese: a medida
de probabilidade a priori µ é invariante por bijeções.





) dµ2(a, b) := ∫
[0,1]2
δ(x¯w2 ,y¯w2 ) dµ
2(w). (4.9)




δ(x¯w2 ,y¯w2 ) dµ
2(w).








































































Mostramos com isso que Π2x,y(Ω2×B) = m2y(B). Analogamente, Π2x,y(A×Ω2) =
m2x(A). Ou seja, Π2x,y ∈ Γ(m2x,m2y).
Raciocinando por indução, acabamos de demonstrar a seguinte proposição.
Proposição 4.3.2. Sejam t ∈ N, x, y ∈ Ω e µ uma medida de probabilidade a priori




δ(x¯wt ,y¯wt ) dµ
t(w) (4.10)
é acoplamento de mtx e mty, em que mx = µ× δx.
Ou seja, juntamos as órbitas de acordo com o pareamento dado na definição de
núcleo fracamente contrativo. Isto nos motiva a definir
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Definição 4.3.3. Quando M é um núcleo de transição fracamente contrativo, definimos
um acoplamento natural P como segue. Para cada (x, y) ∈ Ω×Ω, fixamos permutações
η, σ satisfazendo o item 1 da definição 4.2.3; então para cada par (x, y) e cada palavra
w = (j1, . . . , jt) ∈ [0, 1]t sejam x¯wt , y¯wt ∈ Ωt sequências (x1, . . . , xt), (y1, . . . , yt) tais que
x1 = η(j1)x ∈ B(x) e y1 = σ(j1)y ∈ B(y), e para todo n: xn+1 = ηn(jn)xn ∈ B(xn) e
yn+1 = σn(jn)yn ∈ B(yn) em que ηn e σn são bijeções de [0, 1] em [0, 1] associadas ao




δ(x¯wt ,y¯wt ) dµ
t(w).
O lema a seguir se alimentará no Teorema 4.2.1, ele nos mostra que a taxa de
decaimento é realmente impulsionada pela regularidade dos observáveis.
Lema 4.3.4. Se M é um núcleo de transição 1-para-∞ fracamente contrativo com
acoplamento natural P, então
• P tem decaimento exponencial com respeito a ωα+β log, para todo α ∈ (0, 1) e todo
β ∈ R;
• P tem decaimento polinomial de grau β com respeito a ωβ log para todo β > 0.
Demonstração. Seja ω = ωα,β, x, y ∈ Ω. Na construção acima, para cada x, y a medida
Πtx,y emparelha as sequências x¯t e y¯t, cujos pontos finais et(x¯t) e et(y¯t) estão a uma
distância no máximo d(x, y)/2 uma da outra. Com isso∫
Ωt×Ωt

























Consideremos primeiro o caso α > 0 e seja θ ∈ (0, 1) tal que ω(r/2) ≤ θω(r)
para todo r ∈ [0, 1] (Lema 1.1.9). Como para todo t ∈ N temos 2−t ≤ 1/2 e para todo
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x, y temos ∫




≤ θω ◦ d(x, y),
então P tem decaimento exponencial.
Consideremos agora o caso α = 0. Para todo t ∈ N temos∫
































(ωβ log ◦ d(x, y))
1
β + t log λ′
)β
o qual é precisamente o decaimento polinomial de grau β requerido.
Em resumo temos o seguinte
Teorema 4.3.5. Seja T : Ω→ Ω um mapa Lipschitz∞-para-1 cujo núcleo de transição
backward M = (mx)x∈Ω dada por mx = µ × δx é fracamente contrativo. Seja f ∈
C α+β log(Ω) um potencial flat com relação ao acoplamento natural P, então vale um
teorema RPF para o operador de transferência Lf = LM,f,T em C α+β log(Ω). Além
disso,
• α > 0 implica Lf ter a propriedade da lacuna espectral em C α+β log(Ω);
• α = 0 e β > 0 implica Lf ter decaimento polinomial de grau β em C β log(Ω).
Demonstração. Desde que M é fracamente contrativa, o acoplamento natural é ω-
Hölder qualquer que seja o módulo ω. Como T é Lipschitz, a composição com T
preserva C α+β log(Ω), e podemos aplicar Corolário 3.3.5 quando Ω é compacto (veja
[27], Proposição 3.2 e Corolário 3.3). Ou seja, existe um autovalor positivo λf e
uma autofunção estritamente positiva hf ∈ C α+β log(Ω), e o potencial normalizado
f˜ = f + log hf − log hf ◦ T − log λf pode ser tomado flat e em C α+β log(Ω).
Pelo Lema 4.3.4, o acoplamento natural P tem ωα+β log-decaimento com taxa
exponencial (se α > 0) ou polinomial de grau β (se α = 0 e β > 0). O Teorema 4.2.1
92 CAPÍTULO 4. DECAIMENTO DE CORRELAÇÕES
mostra que L ∗
f˜
tem taxa de decaimento no mínimo F que é exponencial (se α > 0)
ou polinomial de grau β (se α = 0 e β > 0), com respeito a métrica de Wasserstein
Wα+β log. Em particular, o operador dual tem uma única medida de probabilidade
fixada νf˜ . Segue que L
∗
f tem uma única autoprobabilidade dνf =
1
hf
dνf˜ e µf = νf˜ é
T -invariante.
Agora, podemos aplicar a Proposição 2.3.8 a Lf˜ . Primeiro, se α > 0 então




ϕ− µf (ϕ)‖α+β log ≤ CHolα+β log(ϕ)(1− δ)t
em que C depende visivelmente do diam(Ω). Já que L tfϕ = λtfhfL tf˜ (h
−1
f ϕ), quando
µf (ϕ) = 0 vem
‖L tfϕ‖α+β log = ‖λtfhfL tf˜ (h−1f ϕ)− µf (h−1f ϕ)‖α+β log
≤ CλtfHolα+β log(h−1f ϕ)(1− δ)t
≤ C(1− δ)tλtf‖h−1f ϕ‖α+β log
≤ C ′(1− δ)tλtf‖ϕ‖α+β log.







ϕ− µf (ϕ)‖∞ ≤ Holβ log(ϕ)C
tβ
,
da qual deduzimos como acima ‖L tfϕ‖∞ ≤ C ‖ϕ‖β logtβ λtf , quando µf (ϕ) = 0.
Em ambos os casos, o decaimento das correlações segue da forma clássica:
observa-se que L t
f˜
(ϕ1 · ϕ2 ◦ T t) = L tf˜ (ϕ1) · ϕ2, assumimos µf (ϕ1) = 0 por adicio-
nar uma constante, e então escrevemos∣∣∣ ∫ ϕ1 · ϕ2 ◦ T t dµf ∣∣∣ = ∣∣∣ ∫ ϕ1 · ϕ2 ◦ T t d(L ∗tf˜ µf)∣∣∣
=
∣∣∣L tf˜ (ϕ1 · ϕ2 ◦ T t) dµf ∣∣∣
=










O objetivo deste capítulo é explorar o fato que o operador de Ruelle normalizado pode
ser visto como uma cadeia de Markov para obter teoremas limites para a cadeia de
Markov associada. A referência que estamos seguindo muito de perto é [12, 21, 33].
Queremos estabelecer teoremas limite para a sequência de variáveis aleatórias
{ξ(Xn)}n≥1, em que ξ é uma função a valores reais mensurável definida em (Ω,F ),
(Xn)n≥0 é uma cadeia de Markov sobre (Ω,F ) associada a uma probabilidade de
transição Q também sobre (Ω,F ). Mais especificamente, lidaremos com teoremas do




ξ(Xk), n ≥ 1.
Para determinar a função característica de Sn introduzimos os núcleos de Fourier Qt
ou Q(t), com t ∈ R, associado ao núcleo Q e a função ξ, os quais são definidos por
Qt(x, dy) = e
itξ(y)Q(x, dy).







itSn ] = µ(Qnt 1).
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Demonstração. Veja [[21] pág. 23].
Se queremos estudar a convergência em distribuição da sequência ( Sn√
n
)n≥1, somos
levados a considerar a sequência de núcleos iterados (Q( t√
n
)n)n≥1. Observe que o
comportamento dessa sequência tem dependência em Q somente para |t| pequeno,
de forma que, no sentido que iremos especificar, Qt pode ser interpretado como uma
perturbação de Q0 = Q.
5.1 Quase-Compacidade
O cenário geral para o estudo de teoremas limites para cadeias de Markov
Definição 5.1.1. Um operador limitado Q definido sobre C ω(Ω) é quase-compacto se
podemos decompor C ω(Ω) em dois subespaços fechados Q-invariantes
C ω(Ω) = F ⊕H
onde r(Q|H) < r(Q), dimF < +∞ e cada autovalor de Q|F tem módulo r(Q).
Seja (B, ‖ · ‖) um espaço de Banach de funções limitadas definidas em Ω, ξ uma
função mensurável sobre (Ω,F) e Q um núcleo de transição.
Condições 5.1.2 (H(m), m ∈ N ∪ {∞}). Dizemos que (Q, ξ,B) satisfaz a condição
H(m) se as seguintes condições valem:
(H1) (i) 1 ∈ B, se f ∈ B então f¯ , |f | ∈ B;
(ii) Para cada x ∈ Ω, δx é um funcional linear contínuo sobre B;
(iii) Se f, g ∈ B são limitadas, então fg ∈ B;
(H2) (i) Q possui uma medida de probabilidade invariante ν a qual define um funci-
onal linear sobre B;
(ii) Q é limitado e quase-compacto sobre B com supn ‖Qn‖ <∞;
(iii) ker(1−Q) = span{1};
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(H3) existe uma vizinhança I0 de 0 em R tal que Q(·) ∈ Cm(I0,LB) e, para k =
1, · · · ,m, os operadores Q(·)(k)(0) = (dkQ(t)
dtk
)t=0 são definidos por meio dos nú-
cleos Q(x, dy)(iξ(y))k.
Condições 5.1.3 (Dˆ). Dizemos que (Q, ξ,B) satisfaz a condição Dˆ se, para todo t ∈ R,
Q(t) age continuamente sobre B e se a função Q(·) é contínua de R para L(B).
Notações
Iremos denotar por s(Q,B) o número de autovalores de módulo 1 de Q agindo sobre B.
B+ denota a classe de todas as funções não negativas em B e B′p o conjunto de todas
as medidas de probabilidade sobre (Ω,F) que definem operadores lineares contínuos
sobre B. Para r > 0, definimos
B+,r = {f ∈ B : f ≥ 0, ‖f‖ < r}, B′p,r = {µ ∈ B
′
p : ‖µ‖ < r}.
A medida de Lebesgue sobre R é denotada por L. Denotamos por Cb(R) o espaço
de todas funções contínuas limitadas a valores complexos sobre R. Para todo l ∈ N,
C↓l(R) denota o espaço de todas as funções g ∈ Cb(R) tal que lim|u|→+∞u
lg(u) = 0.
5.2 Enunciados de teoremas tipo Limite Central
No contexto das seções anteriores
Teorema 5.2.1 (Teorema do Limite Central). Suponha que as hipóteses H(2) valem.
Então ξ2 é ν-integrável e, se ν(ξ) = 0, existe σ2 ≥ 0 tal que





n)]−N (0, σ2)(g)| = 0,
se g ∈ C↓2(R), então esta convergência é uniforme com respeito a µ ∈ B′p,r,
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(iii) se σ2 = 0, então existe ξ1 ∈ B tal que ξ21 é ν-integrável e
ξ(X1) = ξ1(X0)− ξ1(X1) Pν − q.c.;





n)] = ν(f)N (0, σ2)(g),
se g ∈ C↓2(R), esta convergência é uniforme em f ∈ B+,r ou (µ, f) ∈ B′p,r×B+,r.
Teorema 5.2.2 (Teorema do Limite Central com taxa de convergência). Suponha que
a hipótese H(3) vale. Se ν(ξ) = 0 e σ2 > 0, então existe uma constante C tal que, para
µ ∈ B′p e f ∈ B+ satisfazendo ν(f) > 0, temos
sup
u∈R






∣∣∣∣ ≤ C(‖µ‖+ 1)√n ,
sup
u∈R







Teorema 5.2.3 (Teorema do Limite Central local). Suponha que as hipóteses H(2) e
Dˆ valem, que ξ é não aritmética, que ν(ξ) = 0 e σ2 > 0. Então, para g ∈ C↓2(R) e







2pinEµ[g(Sn − u)− e−
u2
2nσ2L(g)]| = 0,
esta convergência é uniforme em µ ∈ B′p,r.







2pinEµ[g(Sn − u)− e−
u2
2nσ2L(g)]| = 0,
a convergência é uniforme em f ∈ B+ ou em (µ, f) ∈ B′p,r × B+,r.
Demonstração. A demonstração pode ser encontrada em [21].
5.3 Operador de Ruelle
Nesta seção, mostraremos que o operador de Ruelle normalizado satisfaz as condições
dos teoremas limite enunciados na seção anterior. Para mais informações sobre cadeias
de Markov sugerimos [33].
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A grosso modo, uma cadeia de Markov a tempo discreto Φ sobre um espaço
métrico Ω é uma coleção enumerável Φ ≡ {Φ0,Φ1, . . .} de variáveis aleatórias, com Φi
tomando valores em Ω de forma que suas trajetórias futuras dependem do presente e
suas trajetórias passadas dependem apenas do valor atual.
Uma construção concreta de uma cadeia de Markov a tempo discreto, pode
ser feita especificando um espaço mensurável (X,F ), onde cada elemento de Φ é de-
finido, uma distribuição de probabilidade inicial p : B(Ω) → [0, 1], e um núcleo de
probabilidade de transição P : Ω×B(Ω)→ [0, 1] tal que
i) para A ∈ B(Ω) fixado a aplicação x 7−→ P (x,A) é uma funçãoB(Ω)-mensurável;
ii) para cada x ∈ Ω fixado a aplicação A 7−→ P (x,A) é uma medida de probabilidade
de Borel sobre Ω.
Formalmente,
Definição 5.3.1. Um processo estocástico Φ definido sobre (X,F ,Pµ) = (ΩN,B(ΩN),Pµ)
e tomando valores em Ω é chamado uma cadeia de Markov homogênea no tempo, com
núcleo de probabilidade de transição P e distribuição inicial µ se suas distribuição finito
dimensionais satisfazem, para cada n ≥ 1,







P (yn−1, An)dP (yn−2, yn−1) . . . dP (y0, y1)dµ(y0).






é chamada invariante ou P -invariante.
Consideremos um núcleo de transição M = (mx)x∈Ω sobre um espaço Polonês
Ω, e para t ∈ N e x ∈ Ω, mtx a medida sobre Ωt a qual é a lei de uma cadeia de Markov
(X1, ..., Xt) começando em X0 = x e seguindo o núcleo de transição M. Em outras
palavras, para conjuntos mensuráveis A0, A1, · · · , At temos
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mxt−1(At) dmxt−2(xt−1) · · · dmx0(x1) dδx(x0),
ou, denotando por x¯ = (x1, . . . , xt) pontos de Ωt, mtx agindo sobre as funções mensu-











f(x¯) dmxt−1(xt) dmxt−2(xt−1) · · · dmx(x1).




ef˜(y)1A(y) dmx(y) = LM,f˜ (1A)(x),
ou seja, podemos olhar para o operador de Ruelle como um núcleo de transição de
probabilidade e vice-versa.
Afirmação 5.3.3. As afirmações a seguir são válidas:
(i) a função 1 = 1Ω ∈ C ω(Ω,R);
(ii) se f ∈ C ω(Ω,R), então |f | ∈ C ω(Ω,R).
Demonstração. De fato,
(i) ‖1‖ω = ‖1‖∞ + Holω(1) = 1 <∞.
(ii) Note que para x 6= y temos
||f |(x)− |f |(y)| = ||f(x)| − |f(y)|| ≤ |f(x)− f(y)|,
logo, Holω(|f |) ≤ Holω(f). Ou seja, |f | ∈ C ω(Ω,R).
Afirmação 5.3.4. Para cada x ∈ Ω, δx : C ω(Ω,R) → R, dada por δx(f) = f(x),
define um funcional limitado.
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Demonstração. Se α ∈ R e f, g ∈ C ω(Ω,R) então δx(f + αg) = (f + αg)(x) = f(x) +










Portanto, δx é limitado.
Proposição 5.3.5. A automedida de L ∗
M,f˜
associada a f˜ é uma medida invariante
para o núcleo (ef˜mx).
Demonstração. Seja ν = νf˜ a automedida de L
∗
M,f˜























A seguir usaremos o Teorema 3.3.2 para mostrar que o operador de Ruelle é
quase-compacto.
Seja h = hf , ν = νf a autofunção e automedida associadas ao potencial f ∈
C ω(Ω,R). Sejam Q,Π : C ω(Ω,R)→ C ω(Ω,R) definidos da seguinte maneira






Proposição 5.3.6. Assuma as hipóteses do Teorema 3.3.2. Então Π e Q agem sobre
C ω(Ω) como operadores limitados, e ΠQ = QΠ = Π. Além disso, ‖(Q−Π)n‖ω ≤ Csn,
onde s é como no Teorema 3.3.2, e a decomposição C ω(Ω) := R⊕ker(Π) em subespaços
fechados, com R entendido como funções constantes, é invariante sob Q e Π. Ademais,
Q|R = Π|R = id .
Demonstração. Sabemos que h é limitada por cima e por baixo. Portanto ϕh ∈
C ω(Ω,R) e ϕ/h ∈ C ω(Ω,R) para qualquer ϕ ∈ C ω(Ω,R). Isto implica que Q age





















































































ϕh dν = Π(ϕ)(x).
Ou seja, Π2 = Π. Por indução,
Πn = Π. (5.2)
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Usaremos as equações (5.1) e (5.2) para mostrarmos que vale a identidade (Q−Π)n =
Qn − Π para todo n ∈ N. De fato,
(Q− Π)2(ϕ) = (Q− Π)((Q− Π)(ϕ))
= (Q− Π)(Q(ϕ)− Π(ϕ))
= Q(Q(ϕ)− Π(ϕ))− Π(Q(ϕ)− Π(ϕ))
= Q2(ϕ)−Q ◦ Π(ϕ)− Π ◦Q(ϕ) + Π2(ϕ)
= Q2(ϕ)− Π(ϕ)− Π(ϕ) + Π(ϕ)
= Q2(ϕ)− Π(ϕ).
O resultado segue por indução. Agora, aplicando o Teorema 3.3.2 a hϕ no numerador
e h no denominador, obtemos













= Csn (‖h‖∞Holω(ϕ) + ‖ϕ‖∞Holω(h)) ‖1/h‖∞
≤ CC ′sn (Holω(ϕ) + ‖ϕ‖∞)
= CC ′sn‖ϕ‖ω,









Com isso, ‖(Q− Π)n(ϕ)‖ω ≤ CC ′sn‖ϕ‖ω.
Mostraremos a invariância dos espaços. Se c ∈ R então
Q(c) = (λfh)
−1LM,f (ch)














Isso mostra que Q(R) ⊂ R, Π(R) ⊂ R e que Q|R = Π|R = id .
Se ϕ ∈ ker (Π), então
ΠQ(ϕ) = QΠ(ϕ) = Q(0) = 0,
Π(ϕ) = 0.
Portanto Q(ker (Π)) ⊂ ker (Π) e Π(ker (Π)) ⊂ ker (Π). A decomposição C ω(Ω) =




ϕh dν + [ϕ− ∫
Ω
ϕh dν].
Corolário 5.3.7. O operador de Ruelle normalizado é quase-compacto.
Demonstração. Verificaremos queQ definido acima satisfaz a definição de quase compa-
cidade. Já que o Teorema 5.3.6 nos fornece a decomposição e invariância, nos resta ve-
rificar que r(Q|ker (Π)) < r(Q), e que cada autovalor de Q|R tem módulo r(Q). Note que
Q|R(c) = c = 1c, portanto Q|R tem 1 como único autovalor, ou seja, r(Q|R) = 1 = r(Q).
Mostraremos que r(Q|ker (Π)) < r(Q). Quando nos restringimos a ker (Π), segue do Te-
orema 5.3.6 ‖Qn(ϕ)‖ω ≤ Csn‖ϕ‖ω. Então, dado 1 > ε > 0 existe N0 tal que para
n ≥ N0, ‖Qn(ϕ)‖ω ≤ ε. Sabemos que se λ ∈ σ(Q), então
λn ∈ σ(Qn) ⊆ B(0, ‖Qn‖op) ⊆ B(0, ε),
portanto, λ < ε1/n < 1. Logo r(Q|ker (Π)) < 1 = r(Q).
Afirmação 5.3.8. ker(1−Q) = span{1}.
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Demonstração. De fato, ϕ ∈ ker(1−Q) ⇐⇒ 0 = (1−Q)ϕ = ϕ−Q(ϕ) ⇐⇒ Q(ϕ) = ϕ
⇐⇒ ϕ ∈ span{1}.
Afirmação 5.3.9. Seja ξ uma função limitada em Ω. Então existe uma vizinhança I0




)t=0 são definidos por meio dos núcleos (ef˜(y) dmx(y))(iξ(y))k.









∣∣∣∣ ≤ ‖ϕ‖∞ ∫
Ω
ef˜(y) dmx(y) = ‖ϕ‖∞.





























∣∣∣∣ ≤ ‖ϕ‖∞‖ξ‖∞ ∫
Ω
ef˜(y) dmx(y) = ‖ϕ‖∞‖ξ‖∞,
































Qt(x, dy)|t=0 = (iξ(y))kef˜(y) dmx(y).
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As Afirmações 5.3.3, 5.3.4, 5.3.8, 5.3.9 juntamente com a proposição 5.3.5
e o corolário 5.3.7 garantem que as condições H1, H2 e H3 em 5.1.2 valem para
(Lf˜ , ξ,C
ω(Ω)).
Com isso, temos os seguintes teoremas limites.
Teorema 5.3.10 (Teorema do Limite Central). Seja ν = νf˜ a medida invariante.




2 dν tal que,

















Se g ∈ C↓2(R), então a convergência é uniforme.
Demonstração. Segue de i), já que ν ∈ B′p.
Teorema 5.3.11. Para cada µ ∈ B′p, temos σ2 = limn→∞ 1nEµ[S2n].
Portanto, no teorema 5.3.10, a integração com respeito à medida invariante pode
ser substituída por uma integração com relação a qualquer medida de probabilidade
em B′p.
Demonstração. Segue de ii) em 5.2.1, uma vez que s(Lf˜ ,C
ω(Ω)) = 1.





n)] = ν(f)N (0, σ2)(g),
e se g ∈ C↓2(R), a convergência é uniforme em f ∈ B+,r ou (µ, f) ∈ B′p,r × B+,r.
Demonstração. Já que s(Lf˜ ,C
ω(Ω)) = 1 e estamos tomando µ ∈ B′p, o resultado segue
de iv) em 5.2.1.
Teorema 5.3.13 (CLT com taxa de convergência). Seja ξ ∈ C ω(Ω) com ∫
Ω
ξ dν = 0
e suponha σ2 > 0. Então existe uma constante C tal que, para f ∈ B+ satisfazendo
ν(f) > 0, temos
sup
u∈R
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Demonstração. Como H(3) vale para (Lf˜ , ξ,C ω(Ω)), estamos supondo
∫
Ω
ξ dµ = 0 e
σ2 > 0, e o resultado segue do teorema 5.2.2, já que ν ∈ B+.
Teorema 5.3.14 (Teorema do Limite Central local). Suponha que ξ é não aritmética,














Demonstração. Segue de 5.2.3, já que as hipóteses H(2) e Dˆ valem.
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Apêndice A
Definições e Teoremas Auxiliares
A.1 Topologia Geral
Teorema A.1.1 (Teorema de Cantor-Tychonoff). O produto cartesiano M =
∏∞
i=1Mi
é compacto se, e somente se, cada fator Mi (i = 1, 2, . . . , n, . . .) é compacto.
Teorema A.1.2 (Teorema do Ponto Fixo de Schauder-Tychonoff). Seja V um espaço
localmente convexo de Hausdorff, C um subconjunto convexo de V e F : C → E uma
aplicação contínua tal que
F (C) ⊆ K ⊆ C,
com K compacto. Então F tem pelo menos um ponto fixo.
Enunciaremos alguns conceitos resultados da teoria da medida e probabilidade.
Para ver estes resultados com maior detalhe, veja, por exemplo, [3], [6] .
A.2 Espaços Mensuráveis
Definição A.2.1 (σ-álgebra). Uma coleção F de subconjuntos de Σ é dita σ-álgebra
em Σ se satisfaz:
(S1) Σ e ∅ ∈ F ;
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(S2) Se A ∈ F , então Ac também está;
(S3) Se (An)n∈N é uma sequência de elementos de F , então ∪n∈NAn ∈ F .
Exemplo A.2.2 (σ-álgebra de Borel). Um conjunto de Borel é qualquer conjunto em
um espaço topológico que pode ser formado a partir de conjuntos abertos (ou fechados)
através de operações, como união ou interseção contáveis, além dos conjuntos com-
plementares. Quando o espaço topológico é R, considere os intervalos do tipo (a, b),
a < b ∈ R. A σ-álgebra de Borel, denotada por B(R), é a menor σ-álgebra de subcon-
juntos de R contendo todos os intervalos (a, b), a, b ∈ R.
Definição A.2.3 (Espaço Mensurável). Um par (X,F ) consistindo de um conjunto
X e de uma σ-álgebra F de subconjuntos de X é chamado de espaço mensurável.
Qualquer conjunto em F é chamado um conjunto F -mensurável, mas quando a σ-
álgebra F é fixa, o conjunto será dito apenas mensurável.
Definição A.2.4 (Medida). µ : F → [0,∞] é uma medida se satisfaz:
a) µ(∅) = 0;
b) µ(A) ≥ 0, para todo A ∈ F ;
c) Seja (An)n∈N uma coleção enumerável de conjuntos de F dois a dois disjuntos.
Então µ satisfaz:
µ (∪∞n=1An) = ∪∞n=1µ(An).
Tais conjuntos de F são denotados conjuntos mensuráveis.
Definição A.2.5 (Espaço σ-finito). Dizemos que o conjunto Σ é σ-finito se existe uma
família enumerável (An)n∈N em F tal que Σ = ∪∞n=1An e µ(An) <∞, para todo n.
Os conjuntos A ∈ F com a propriedade µ(A) = 0 são ditos conjuntos nulos.
Tais conjuntos são importantes na definição a seguir:
Definição A.2.6. Uma condição (igualdade, convergência, etc.) é válida quase cer-
tamente com respeito a medida µ (denotada por µ-q.c. ou simplesmente q.c. se µ é
entendida) se, e somente se, existe um conjunto A F -mensurável, com µ(A) = 0, tal
que a condição vale fora de B.
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Definição A.2.7 (Função mensurável). Sejam (Σ1,F1) e (Σ2,F2) dois espaços men-
suráveis, onde os espaços Σ1 e Σ2 são equipados com as σ-álgebras F1 e F2. Uma
função g : Σ1 → Σ2 é dita mensurável se a pré imagem de A sob g está em F1 para
toda A ∈ F2, isto é,
g−1(A) ≡ {x ∈ Σ1 | g(x) ∈ A} ∈ F2, ∀A ∈ F2.
Definição A.2.8 (Função Integrável). Seja (Σ,F ) um espaço mensurável. A coleção
L1(Σ) = L1(Σ,F , µ) de funções integráveis consiste de todas as funções reais F -
mensuráveis f definidas sobre X cuja integral do módulo, com respeito à medida µ, é




|g| dµ < +∞.
Teorema A.2.9 (Teorema da Convergência Monótona). Se (gn)n∈N é uma sequência
monótona crescente de funções mensuráveis em (Σ,F ), a valores reais que convergem
para f , então ∫




Classe de funções limitadas µ−q.c. sobre (Σ,F ) é denotada por L∞(Σ,F , µ) ≡
L∞(Σ) e é definida como
Definição A.2.10. A classe das funções mensuráveis sobre Σ limitadas µ − q.c. é
denotada por L∞(Σ) e tem norma dada por:
‖g‖∞ = inf{B ∈ R; |g(x)| ≤ B µ− q.c. sobre Σ}.
Observação A.2.11. Se restringirmos a norma L∞(Σ) as funções contínuas, tal
norma coincide com a norma da convergência uniforme em C(Σ). Por isso, neste
texto, adotaremos a notação desta norma para as funções contínuas.
Estamos em condições de enunciar o Teorema da convergência dominada de
Lebesgue.
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Teorema A.2.12 (Teorema da convergência dominada de Lebesgue). Sejam (gn)n∈N
uma sequência de funções integráveis as quais convergem quase certamente a uma fun-
ção mensurável a valores reais g e µ uma medida sobre (Σ,F ). Se existir uma função
µ-integrável h tal que |gn| ≤ h para todo n, então g é integrável e∫
Σ





Outro resultado que foi usado em várias partes no decorrer do texto foi o Teo-
rema de Fubini-Tonelli cujo conteúdo é descrito a seguir.
Teorema A.2.13 (Teorema de Fubini-Tonelli). Suponha que (Σ1,F1, µ1) e (Σ2,F2, µ2)
são espaços de medida sigma-finitos.
a) [Tonelli] Se f ∈ L(Σ1 × Σ2) é uma função positiva, então as funções g(x) =∫
fxdµ2 e h(y) =
∫
f ydµ1 estão em L(Σ1) e L(Σ2), respectivamente, são positivas
e ∫










b) [Fubini] Se f ∈ L1(µ1 × µ2), então fx ∈ L1(µ2) para x ∈ Σ1 − q.c., f y ∈ L1(µ1)





f ydµ2 estão em L1(µ1) e L1(µ2), respectivamente e a igualdade acima
é válida.
Onde fx e f y denotam f com x e y fixos, respectivamente.
Trabalharemos com um produto de uma família enumerável de espaços de me-
dida. Precisamos definir um conceito muito importante para tais espaços, o conceito





Σi = {(xi)i∈N : xi ∈ Σi}.
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Denotamos por cilindros de Σ os subconjuntos da forma
[m;Am, . . . , An] = {(xi)i∈N : xi ∈ Σi para m ≤ j ≤ n}
com m ∈ N, n ≥ m e Aj ∈ Σj, para m ≤ j ≤ n. Definimos a sigma-álgebra produto
em Σ sendo a sigma-álgebra F¯ gerada pela família de todos os cilindros. Por fim,
enunciaremos o seguinte resultado:
Teorema A.2.14. Existe uma única medida µ em (Σ, F¯ ) tal que
[m;Am, . . . , An] = µm(Am) . . . µn(An)
para qualquer cilindro [m;Am, . . . , An]. Em particular, µ é uma probabilidade.
A.3 Variáveis Aleatórias
Definição A.3.1 (Variável aleatória). Uma variável aleatória X sobre um espaço de
probabilidade (Σ,F , P ) é uma função Borel mensurável de Ω a R
Se X é uma variável aleatória sobre (Σ,F , P ) a medida de probabilidade indu-
zida por X é a medida de probabilidade PX sobre B(R) dada por
PX(B) = P{ω : X(ω) ∈ B}, B ∈ B(R)
Um conceito fundamental na Teoria da probabilidade é
Definição A.3.2 (Esperança). Se X é uma variável aleatória sobre (Σ,F , P ), a es-





se a integral existir.
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A.4 Elementos de Teoria Espectral
Nesta seção, em forma de apêndice, vamos enunciar alguns resultados clássicos de
Teoria Espectral. A referência que seguimos é [31]. Seja X um espaço de Banach e
T : X → X um operador linear, definimos o espectro do operador T por
spec(T ) = {λ ∈ C; (λI − T )−1 não existe}.
O conjunto resolvente ρ(T ) de T é definido como o complemento do espectro spec(T ). O
conjunto resolvente de um operador linear é um conjunto aberto pois seu complementar,
o espectro, é compacto. O raio espectral do T é definido como r(T ) = sup{|x−y|; x, y ∈
spec(T )}. O raio espectral tem a seguinte caracterização
r(T ) = lim inf
n
‖T n‖ 1n = lim
n→∞
‖T n‖ 1n . (A.2)
Também é conhecido que spec(T ) ⊂ B(0, r(T )) e que spec(T ) = spec(T ∗), onde T ∗ :
X∗ → X∗ denota o adjunto de T.
Definição A.4.1. Seja T : X → X um operador linear limitado e γ uma curva de







(λI − T )−1dλ .
Observação A.4.2. Se o interior de γ esta contido no interior de ρ(T ) então piT = 0.
Por outro lado se spec(T ) está contido inteiramente no interiror de γ então piL = Id.
Proposição A.4.3. Seja T : X → X é um operador linear limitado.Então piT é uma
projeção, i.e, pi2T = piT . Alémdo mais piT comuta com T.
Um subconjunto spec(T ) o qual é simultaneamente aberto e fechado em spec(T )
é chamado conjunto espectral. Seja Σ(T ) ⊂ spec(T ) um conjunto espectral, e γ uma
curva de Jordan retificávle contida em ρ(T ) contendo Σ(T ) em seu interior. Denote






(λI − T )−1dλ,
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onde γ é uma curva de Jordan retificável qualquer envolvendo o conjunto espectral
Σ(T ), completamente contida em ρ(T ) e tal que qualquer outro ponto do espectro está
fora de γ.
Denotamos XΣ(T ) = piT,Σ(T )X e TΣ(T ) = T |XΣ(T ) .
Proposição A.4.4. Seja Σ(T ) um conjunto espectral de spec(T ), então spec(TΣ(T )) =
Σ(T ).
Proposição A.4.5. Sejam pi1, pi2 : X → X projeções sobre X, então existe  > 0 tal
que se ‖pi1 − pi2‖ <  pi1 e pi2 tem o mesmo posto, i.e, dim pi1(X) = dim pi2(X).
