would be incompatible with the conventional, limit-focused approach.
Several studies have compared results from RDD analyses to results from experiments (Black et al. 2005; Green et al. 2009; Gleason et al. 2012; Moss et al. 2013; Cook and Wong 2008 and Shadish et al. 2011 provide summaries of several such studies, as well as new results; Hallberg et al. 2013 conceptually compares RDDs to randomized experiments). Their results are encouraging, in that RDD estimates tend to replicate those from experiments. However, these papers also find that RDD estimates can be sensitive to modeling choices and data configurations. This paper aims to clarify some of these choices. It explicitly separates, and explicates the roles of, the two modeling components of an RDD analysis: the regression of the outcome on the running variable R, and the probability model relating Z to the outcome and to covariates.
Our case study is the regression discontinuity design found in Lindo, Sanders, and Oreopoulos (2010) (hereafter LSO). In many colleges and universities, struggling students are put on "academic probation" (AP); the school administration monitors these students and devotes additional resources to them. In addition, if their grade-point-averages (GPAs) fail to improve, they are subject to suspension. But does AP actually help these students?
What is the effect of AP on students' subsequent GPAs? LSO realized that at a certain large Canadian university, AP status was function of students' GPAs: students with GPAs below 1.5 or 1.6, depending on the campus, were put on AP.
One implementation of Lee's local randomization heuristic, which is simpler but more limiting than the method developed in this paper, posits that there is a random component to each student's GPA each semester. Therefore, for a subset of students whose first-semester GPAs fell close to the cutoff, AP was effectively assigned randomly. Based on this heuristic, some researchers (eg. Black et al., 2005; Cattaneo et al., 2014; Li et al., 2013) 1 argue that analysts may use randomization inference techniques to estimate and infer average treatment 1 Black et al. (2005) refers to its simple experimental approach as a "Wald estimatator."
effects for this small group of students.
Alternatively, the conventional approach, which Lee (2008) recommends, argues that one would expect a semester's GPA to rise, on average, with the previous (first) year's GPA.
One could regress next semester's GPA on the first year's, and expect the estimated slope to be positive. If AP had an effect, one would expect this relationship to jump downward at the point where the first year's GPA equals the AP cutoff. In other words, the regression line should jump down at the cutoff; by measuring the size of the discontinuity, researchers can quantify the effect of the treatment on the outcome of interest.
This paper proposes a dual approach, combining randomization inference and regression adjustment. It also suggests a procedure for using pre-treatment covariates to choose the region around the cutoff to study. If substantive context suggests a region, this procedure will test its validity.
The question of selecting and verifying a region in which local randomization takes place is related to a prominent discussion in the econometric literature surrounding RD. One flaw of the conventional RD methodology is that a linear model might not accurately account for the relationship between R and Y -when either R < c or R > c. The RD literature has discussed this issue at length; see, in particular, Lee and Card (2008) and Imbens and Lemieux (2008) . One common solution is to model the relationship with a polynomial (eg. Oreopoulos 2006) . This solution has the disadvantage of allowing observations with large R values, which are generally far from the cutoff, to disproportionately influence the model fit. Hahn et al. (2001) suggest a different approach: fitting a kernel-based "local linear regression" to the data, that weights points closer to the cutoff higher than points far away. In fact, Black et al. (2005) find that when restricting the data for RDD estimation to a small window around the cutoff, RDD estimates become substantially more robust. Bandwidth selection is an area of active research (DesJardins and McCall, 2008; Imbens and Kalyanaraman, 2012; Cattaneo et al., 2014) .
The following section will discuss, in more detail, two alternative approaches to RDDs: regression analysis and randomization inference. Section three will introduce a novel approach to RDDs that combines features of the two methods in the previous section. Section four will demonstrate the new approach on the LSO dataset, and section five will conclude.
Notation: the Rubin Causal Model
In a randomized experiment with a binary treatment, let Z i ∈ {0, 1} be a random variable coding subject i's treatment status (Z = 1 signifies treatment). Let Y represent the outcome of interest. Then each subject has two (possibly random) values: Y Ci is subject i's outcome if subject i is not treated and Y T i is subject i's outcome if subject i is treated (Rubin (1974) ; Splawa-Neyman et al. (1990) ). For each i, only one of these two values is observed, dependent
are called "counterfactuals" or "potential outcomes." This notation implicitly assumes noninterference (Cox, 1958) (part of the "stable unit treatment value assumption" in Rubin 1978a): if i = j, then subject i's treatment does not affect subject j's response, or Y j ⊥ ⊥
In addition, each subject i has a vector of pre-treatment covariates X i .
2 Two Existing RDD Models, and a Third Way
Randomization-Based RDD Analysis
The simplest way to motivate permutation analysis of RDDs is to assume that in a small window around the cutoff, c ± b, subjects' assignment to treatment and control conditions is effectively at random, as good as if subjects within that window had participated in a randomized trial. This is roughly the approach discussed in Cattaneo et al. (2014) ; a Bayesian perspective may be found in Li et al. (2013) .
Formally, for some b > 0,
Of course, a method is required of determining the region c ± b for which this is true.
When there are pre-treatment covariates available, they may be useful in testing Assumption 0 for an interval-width b. Assumption 0 posits that any particular pre-treatment covariate X is independent of treatment assignment Z; therefore, the sample means of the covariates in the control and treatment groups,
are equal in expectation, balanced. As Cattaneo et al. (2014) suggest, one can test this implication for a particular b or for several possible choices of b, and choose a b in which Assumption 0 seems plausible. This can also be done simultaneously with several pretreatment covariates X k k = 1, ..., p. We will propose a variant of this approach below.
If the potential outcomes Y C and Y T and covariates X are correlated with the running variable R, only data in very small windows will exhibit covariate balance. Depending on the criterion for balance, in some cases balance might not be achievable at all. For instance, using a multivariate permutation test (Hansen and Bowers, 2007) to check balance on eight pre-treatment covariates available in the LSO dataset 2 the highest p-value achievable was p = 0.38, at a width of b = 0.17; for only slightly higher b = 0.18 the p-value has decreased to below 1/1000. If balance is achievable, it may only be at the expense of sacrificing the vast majority of the data.
More broadly, the relationship between Y and R is a central part of the RDD story. In some lucky scenarios, the relationship may be flat (a slope of zero) in a region around c.
Otherwise, researchers must either sacrifice power, choosing a region of analysis that does not contain enough data to detect a relationship, or choose a larger region and incur bias by omitting the R-Y relationship from the model.
OLS-Based RDD Analysis
The OLS approach, on the other hand, models the relationship between Y and R. The conventional linear regression formulation of an RDD is:
where Y is the outcome of interest, c is the cutoff, and is a mean-0 error (Imbens and Lemieux, 2008) . This analytical approach is illustrated in Figure 1 . The estimand, in the conventional approach, is
This can be interpreted as the effect at R = c (a measure-0 event if R is continuous, as the OLS approach requires), a limit of sample ATEs for regions of analysis collapsing around c, or as a weighted population ATE, where the weights decrease with the distance of R from c.
None of these maps the estimand onto a treatment effect for an easily identifiable population. Imbens and Lemieux's (2008) analysis conditions on R, as is common in the RD literature ( Van der Klaauw, 2008; Imbens and Zajonc, 2011; Mealli and Rampichini, 2012, eg.) .
In modeling the outcomes, but not treatment status, as random, the conventional approach to RDDs relies on hyperpopulation models. These, in turn, rely on large samples or distributional assumptions. Furthermore, its construal of the estimation target as a limit hinders interpretability.
In contrast, our approach combines regression and randomization-inference, in the process The RDD from LSO. The first-year GPAs were shifted so that the cutoff is at zerothat is, each campus' cutoff was subtracted from its students first-year GPAs. Subsequent GPA was averaged according to first-year GPA (this causes residual variances to appear inflated towards the edges of the graph; however, the appearance of heteroskedasticity is only because there are few subjects with extreme first-semester-GPAs). The size of each data point in the figure is proportional to the number of students at that first-year GPA. The lines are least-squares linear fits: the red line to the treatment group and the blue line to the control group. The distance between the lines at the cutoff, along the dotted line, is the classic RD estimate of the "Local Average Treatment Effect."
lifting both limitations of the conventional approach. The method involves four steps. First, posit a causal hypothesis determining unit-level treatment effects. From it and the data reconstruct Y c , the vector of potential responses to control. Second, regress Y c on R, leaving residualsY C . Third, test the validity of the method's assumptions, which will be spelled out shortly, as applied to subjects within a specified window of the cutpoint. Finally, test the causal hypothesis from the first step using permutational methods. Testing suitable arrays of causal hypotheses leads to confidence intervals and Hodges-Lehmann point estimates.
Technical details follow.
Transforming RDDs into Approximate Randomized Experiments
The first step is to specify a causal hypothesis and reconstruct Y C from the data. Fisher's strict null hypothesis states that Y Ci = Y T i for all subjects i, entailing that Y C is simply the observed Y ; if the posited hypothesis is that treatment adds τ 0 to each treated subject, then
The second step is to disentangle Y C from R. Our case study uses simple least squares (SLS) linear regression for this purpose, but most any form of regression is compatible with the overall method. The results to carry forward from this regression are the residuals,
where R is the matrix formed by joining a column of 1's to the column of R.
The hypothesis about treatment effects will be tested relative to Assumption (Transformed Ignorability). For all subjects i with R i ∈ c ± b, the distribution of R i is not degenerate and R andY C are independent:
(For simplicity of notation, in the remainder of the paper we will denote hypotheticalY C values asY .) Transformed ignorability allows researchers to treat RDDs, in a sense, as randomized experiments. Specifically, with R random and Z = 1 [R>c] independent ofY , every combination of R andY is equally likely under the null hypothesis. This, in turn, implies the characteristics that recommend randomized experiments: there are no confounders, and the randomization distribution is known.
For transformed ignorability to be plausible, the relationship between Y C and R must be approximately linear in the region R ∈ c ± b. If Y C is modeled as random, and
is differentiable at R = c, then Taylor's theorem implies that this is indeed true for some region around c: the relationship is approximately linear.
Transformed ignorability is not directly testable, but one can test closely related assumptions involving pre-treatment covariates. In classical randomized experiments, treatment assignment is independent of pre-treatment covariates. This implies that the means of pre-treatment covariates are balanced, in expectation, between the treatment and control groups. The analogy with experiments suggests a companion assumption for transformed ignorability:
Assumption (Transformed Ignorability for Covariates).
whereX denotes the residuals of a regression of X on R, and is analogous toY . To test transformed ignorability for covariates, researchers can test the hypothesis that
Cattaneo et al. (2014) also suggested using covariate balance as a criterion for selecting or verifying a region of interest. However, their balance-testing procedure did not adjust covariates for a relationship with R. In some applications-including, as we have seen, LSO-their approach will yield very small windows. Adjusting covariates and outcomes for R can, in some circumstances, allow researchers to use a much larger portion of their datasets.
Inference and Estimation Under Transformed Ignorability
Transformed ignorability implies a test of the strict null hypothesis of no treatment effect
Since every combination ofY and Z is equally probable under the null hypothesis, a permutation test of H 0 would achieve the nominal level. In particular, the difference in the means ofY between the treatment (Z = 1) and control (Z = 0) groups could be computed for every possible permutation of Z. For a given α, if the achieved difference in means is greater in magnitude than 1 − α proportion of these, then the null hypothesis is rejected at level α. Formally, if D(Z * ) is the difference in means for a given treatmentassignment vector Z * , Z is the achieved treatment assignment vector, and n t = i Z i , the number of treated subjects, then the p-value testing H 0 is
In practice, researchers can estimate p using monte-carlo methods or based on a suitable normal approximation, when n is large enough (Good, 2000) .
The difference-in-means test statistic is the most straightforward, and emerges directly from the comparison with randomized controlled trials; however, others are also possible.
One example is the F-statistic from the following regression:
If the model (8) is a significantly better fit than a grand mean modelY m = β 0 + , then it may be concluded that the null hypothesis is implausible. Simulation results based on the LSO data suggest that this statistic may more powerful than difference-in-means. Analysts can determine the randomization distribution of the F-statisic by enumerating the permutations of R andY , with monte-carlo simulations, or with a normal approximation (Pitman, 1937) .
One approach to estimating the magnitude of the treatment effect assumes a constant additive treatment effect, (Rosenbaum, 1993) to arrive at a point estimate for τ . The estimate for τ from this procedure is identical to the coefficient of Z from a regression of Y on R and Z (Rosenbaum, 2002a) .
Testing Transformed Ignorability
The test of transformed ignorability for a single covariate is the same as the test for transformed ignorability in Y . That is, for a covariate X, transform X intoX and check thať X is independent of R, using difference in means or an F-test. This is equivalent to testing for a "treatment effect" of Z on X. Since X was measured prior to treatment, detecting a treatment effect on X would be disconcerting.
If several pre-treatment covariates are available, testing transformed ignorability for each covariate separately could lead to problems of multiple testing, and overly-conservative specification tests. One solution to this problem is to combine information from the covariates into an omnibus test statistic (eg. Hansen and Bowers, 2007) . The appropriate null hypothesis to test is that there is no treatment effect on any of the pre-treatment covariates. One omnibus test statistic is the maximum of the individual F statistics from testing transformed ignorability for each of the covariates (see Westfall and Young, 1993) . Another possibility for the test statistic is the sum of the individual F statistics (this is somewhat similar to Hotelling's T 2 statistic (Hotelling, 1931) ). Formally, if k = 1, ..., p indexes p pre-treatment covariates, and F k is the F-statistic testing no treatment effect for covariate k, then let
be the test statistic for overall covariate balance.
As in the case of Y or an individual covariate, the randomization distribution for F k can be calculated by enumerating all possible permutations of R or approximated with monte carlo methods.
RDD Analysis in the LSO Data
One of the outcomes that LSO measures is nextGP A, students' subsequent GPAs, either for the summer or fall term after students' first years. Their causal question of interest is whether AP causes a change, on average, in nextGP A: do students on AP tend to have higher (or lower) subsequent GPAs? Recall that AP is determined almost exclusively 3 by first-year cumulative GPA, which in this case is the running variable R. That is, students with GPAs below the cutoff are "treated" with AP, and students above the cutoff are in the control group. A relevant region in which to estimate a treatment effect is within 0.3 grade-points of the cutoff c. Conventionally, 0.3 represents the difference in grade points between a C, say, and a C-, or any other grade half-step.
First, we use a covariate, or several covariates, to test transformed ignorability. One
suggestive covariate that appears in LSO's data is hs gpa, each student's high school grade- Since hs gpa is coded with values that fall roughly uniformly between 0 and 100, we use a logit function to transform them hs gpa → log[0.01 * hs gpa/(1 − 0.01 * hs gpa)], to improve the performance of SLS.
We begin by estimating the regression of hs gpa on dist f rom cut, and extracting the residualsȟs gpa. Next, we can test the null hypothesis thatȟs gpa is balanced between treatment and control, using the F-test described above. The permutational p-value for that null hypothesis is 0.15, which means thatȟs gpa is more balanced than it would have been in about 15% of hypothetical randomized experiments
We can also test balance of several covariates simultaneously. LSO exploits seven pretreatment variables to test the RDD assumptions in the AP case: hs gpa, the total number of credits attempted in students' first year and students' age at college entry, which are continuous, and dummy variables for campus (the university has three campuses), whether students' first language is English, and whether students were born in North America. Using equation (9) to test transformed ignorability for all of these covariates yields a permutational p-value of 0.6.
Sorting Around the Cutoff: The McCrary Density Test
If there are subjects who can control their running variable values with enough exactitude to determine their respective treatment statuses, then treatment assignment is not, in any meaningful way, random. For instance, suppose some students predicted that their GPAs would fall below the cutoff and were able to drop a difficult classes to avoid AP. On the other hand, their observationally equivalent peers were unable to predict their GPAs or surgically drop classes, and hence were put on AP. If this was the case, then AP students were, on average, less savvy than non-AP students: a difference in unobserved pre-treatment characteristics that invalidates the randomization assumption. For this reason, LSO restricts its analysis to first-year students. Since they are new to the system, they are less likely to know to manipulate their GPAs and avoid AP. However, this assumption may be false, and hence does not entirely protect the LSO data from the threat of sorting.
McCrary (2008) suggested a test that, in some circumstances, will detect sorting around an RDD cutoff. The intuition is that if a sufficient number of subjects are manipulating their way into, or out of, treatment, the number of subjects who fall on one side of the cutoff will significantly exceed the number on the other side. In the LSO case, if enough students were manipulating their GPAs to fall just above the AP cutoff, then we would detect more students just above the cutoff than just below.
More formally, the McCrary procedure tests an assumption of the conventional regressiondiscontinuity model: that the density of R is continuous at the cutoff c. This assumption is not necessary for our approach. In fact, in the LSO dataset, R is discrete, not continuous, figure: the number of students who achieve each possible first-year GPA. The running-variable, first-year GPA, is centered at the cutoff, which is denoted with a vertical dotted line. (b) illustrates the number of credits students attempt in their first year. (Descrete points are replaced by lines, for clarity.) The vast majority of students (93%) take 4, 4.5, or 5 credits, and this plot shows how many students at each value of R-first-year GPA-attempt each of those. Note the large spike for 4 credits at R = 0. In both plots, yellow vertical lines mark R = 0.1, 0.12, 0.3, and 0.32, the values for R which, we hypothesize, sorting students would have achieved, had they not sorted.
Fixing a Broken RDD
Can the LSO RDD be salvaged? The McCrary test failure, coupled with local imbalance of attempted credits, suggests that a cadre of students may have manipulated their way out of AP. One attractive solution to this problem is to simply remove this cadre-students with R = 0-from the dataset. Doing so removes students who would have been on AP, but manipulated their way out. This, however, may only be a partial solution. It remains the case that were savvyness measured, it would predict treatment status: being less-savvy increases students' probabilities of being put on AP. This is because the manipulators' peers, who could have but did not avoid AP, remain in the dataset, and on AP. We assume that the sorting students with R = 0 attempting four credits were previously taking five credits. Then to identify the non-sorters we envision two scenarios. First, assume the sorters dropped a class they would have otherwise failed. Then their centered first-year GPAs would have been -0.3 or -0.32, depending on campus.
4 Second, perhaps the sorters dropped a class in which they would have scored a D-worth one grade point. Then their centered GPAs would have been -0.1 or -0.12, depending on campus. Therefore, the peers most similar to the sorting students who nevertheless did not manipulate their GPAs, have R values of -0.3, -0.32, -0.1, or -0.12.
Yellow vertical lines mark these values in Figures 3(a) and (b)
. If the execssive number of students at R = 0 is a result of students dropping classes, and moving from these R values to R = 0, one would expect to see relatively few students R = -0.1, -0.12, -0.3 and -0.32, and particularly few students attempting five credits at these R values. However, the opposite seems to be the case: these R values seem to correspond with relatively (though not excessively) high numbers of students attempting five credits. It may be that the observed pattern reflects sorting of a more complex nature, not entirely explained by the data.
That being the case, there are several possible solutions to the McCrary failure. One could remove all students with R = 0, or all students who took four credits, or all students with R = 0 who took four credits. Additionally, it may be reasonable to remove students at R = -0.1 and -0.3, or -0.12 and -0.32, depending on campus, or all students attempting five credits in their first year. Removing subsets of students necessarily changes the interpretation of the resulting effect estimate: the RDD analysis estimates the effect for the students in the sample. After removing students with R = 0, for instance, the analysis estimates the effect for the students in the sample for whom c − b ≤ R ≤ c + b and R = 0.
A relevent criterion to evaluate each of these options is whether they resolve the McCrary test. That is, after removing the possibly-sorting students, whether the test continues to reject the null hypothesis of a continuous running variable. Also, does removing these students lead to better balance on the number of year-one credits students attempt? Testing several hypotheses under different scenarios raises a concern of multiple comparisons, and threatens the validity of the resulting p-values. One way around the multiple testing problem is to temporarily divide the data: a random sample of 25% of the data will serve as an exploratory sample-in which we will test however many hypotheses seem feasible-and the remaining 75% will be used to, more definitively, test the resulting configuration.
In the exploratory 25% sample, the McCrary p-value is still quite low-p = 0.0066.
Additonally, for students close to the cutoff, the transformed number of attempted credits is imbalanced: p = 0.02, for students with R ≤ 0.04, for instance.
Removing students with R = 0 greatly improves the picture. The McCrary p-value, testing for discontinuity in R's distribution around the cutoff, is 0.19. Additionally, the pvalues testing tranformed ignorability for the number of credits students take are consistantly higher (for instance, when b = 0.04, the p-value is 0.64).
Also removing students with R = -0.1 or -0.12 and 0.3 or 0.32, depending on campus, does not yield as impressive an improvement: the McCrary p-value for this dataset is p = 0.03. A more surgical procedure, removing only those students at the cutoff who attempted four credits, and those at -0.3 and -0.1 taking five, also fails to yield encouraging results. The
McCrary p-value is 0.083 and p-values testing transformed ignorability for the number of attempted first-year credits tend to be much lower. Removing students based on the number of credits they attempted apparently induced imbalance.
Moving to the remaining 75% of the sample, after removing students with R = 0, tests for transformed ignorability for first-year credits yield large p-values for a wide range of bs. The McCrary density test yields a p-value of 0.339. Removing students with R = 0-including many students who may have sorted around the cutoff-vastly improves the empirical plausibility of the RDD model. It was not possible, however, to identify students in the remainder of the sample who could have sorted, but did not-the counterparts of the sorters we removed. Hopefully, they are sufficiently dispersed among the AP group so as to not significantly harm the RDD estiamte.
To be sure, removing certain subsets of students is an ad hoc solution to a (potentially) serious problem. RDD purists may be tempted to give up on the LSO datset entirely, given its McCrary test failure. This approach, however, errs in two ways: over-valuing the validity of RDDs which pass all of the requisite fitness tests, and under-valuing the validity of possible corrections. All RDD analyses assume the relationship between Y and R to be well-estimated, the absence of sorting around the cutoff that is undetectable by the McCrary procedure, and the absence of other interventions at the cutoff. In this sense, RDD analyses, while exceptionally believable, do not rise quite to the level of randomized experiments, which can yield p-values and hypothesis tests without requiring any assumptions beyond the design itself (Fisher, 1935) . Hence, RDD purism of this sort is unwarrented.
In the other direction, an attitude which will only consider perfect RDDs for causal inference is likely to lose important information. The relevent comparison here is to a broken randomized trial (see Rubin, 2007 ): a randomized experiment in which something, such as faulty randomization or differential attrition, compromised the experiment's validity.
Conventionally, researchers do not discard these datasets, but instead attempt to correct their problems. Here, too, the best approach is to attempt to correct the RDD's problems, rather than discard the dataset. Because our RDD model does not depend on estimating the limit of E Y as R tends towards the cutoff, and instead attempts to estimate a treatment effect for a specific sub-sample of subjects, removing subjects for whom R = c is reasonable.
Testing Balance of Higher-Order Means
If transformed ignorability for covariates holds and every pre-treatment covariateX is independent of treatment assignment Z, thenX should be balanced not only in its mean, or first moment, but in all of its moments. Along these lines, some methodologists, such as Caughey and Sekhon (2011), have suggested testing balance of higher-order moments between treatment groups. Incorporating this suggestion into the randomization-based methodology is straightforward: raise the transformed covariate to the specified power p, producing a covariateX k p , and add test balance withX k p as an additional covariate.
In the LSO dataset, a test incorporating 2 nd -order natural splines in the balance test for b = 0.3, and discarding students with R = 0, results in a permutational p-value of 0.91.
Outcome Analysis: Testing for and Estimating a Treatment Effect
The final step is to estimate a treatment effect, and to test the strict null-hypothesis of no effect. Following the discussion above, this step will set b = 0.3, and remove subjects for whom R =0. To test the hypothesis that AP has no effect for b = 0.3 means that students whose first-year GPAs were within 0.3 grade-points of the AP cutoff (and whose first-year GPAs are not equal to the cutoff) would have the same subsequent GPA regardless of AP assignment. A permutation test of this hypothesis resulted in a p-value of less than 1/1000, so the strict null hypothesis is implausible.
But what is the treatment effect? Using this approach, a 95% confidence interval is the set of τ values whose H τ is not rejected-this is simply the dual of the hypothesis test for a constant effect τ . A 95% confidence interval for the effect of AP on students for whom R ∈ [c − b, c + b] and R = 0 is 0.1-0.34 grade points. Similarly, one would arrive at a point estimate of the effect by determining which hypothetical value of τ produced the highest p-value: this is the Hodges-Lehmann estimate. In the LSO data, the Hodges-Lehmann point estimate was 0.21 grade points; that is, the treatment effect of academic probation is to increase students' subsequent GPA by 0.21.
In the original paper by LSO, the standard errors were clustered by first-semester GPA.
Since GPA is essentially discrete, and a function of how many credits a student takes-or even which classes-it is plausible that students with the same first-semester GPAs are similar to each other and therefore have correlatedňextGP A values. There is a permutation test that is robust to this clustering: instead of allowing all permutations of the treatment variable, only allowing permutations that preserve the grouping structure. This is equivalent to assuming that every combination of R andY that preserves the grouping structure of R is equally likely;
this is somewhat weaker that transformed ignorability. Weakening transformed ignorability does not significantly change the p-value testing the strict null hypothesis: it is less than 1/1000.
Discussion
This paper presents a novel interpretation and modeling approach to regression discontinuity designs. The new approach has several advantages over the conventional approach.
Its assumptions align better with the heuristic motivation that RDDs leverage natural randomization in the vicinity of a cut point. This approach is easily-adaptable to small-sample inference, since it relies on permutation tests. Similarly, the conceptual approach does not demand continuity in the running variable R, since it does not rely on taking limits of continuous functions of R. Finally, The approach presented here suggests a simple and intuitive ways to choose a bandwidth for the RDD analysis: to use prior substantive knowledge to choose a region in which an estimated treatment effect or ATE is desirable and interpretable, and then to test this bandwidth with a balance test).
The approach presented here may have some weaknesses as well. Firstly, it requires a set of covariates in the data whose relationships to the outcome of interest are similar to the running variable R's. Not only are such covariates not always available, but even in a rich dataset it may be hard to assess the covariates' usefulness. Secondly, there may be some scenarios in which the conventional RDD assumptions are more plausible than those presented here.
Though starting from a similar point, this paper's approach differs in some important ways from the approach in Cattaneo et al. (2014) . That paper suggests assuming that subjects in a window close to the cutoff are randomized, with equal probabilities, to various treatment conditions. In particular, within the window of analysis, the potential outcomes are not related to treatment assignment-and, therefore, the running variable R. In contrast, this paper allows a relationship between potential outcomes and R in the window of analysis.
The question of which set of assumptions is more plausible will depend on the substantive question of interest. Cattaneo et al. (2014) 's approach allows more flexibility in the choice of estimands, whereas the approach here is limited to estimating mean-based estimands. This paper's approach will hopefully be attractive to researchers who are drawn to randomizationbased arguments, but are reluctant to abandon the familiar trappings of the conventional RDD approach.
Recently, the RDD methodology literature has begun to address the case of multiple running variables (Papay et al., 2011; Reardon and Robinson, 2012) . The method we present here extends to that case in a straightforward way, using multivariate modeling techniques to disentangle outcomes from the running variables and joint permutation tests for inference.
On the substantive side, this paper addressed a weakness of the LSO study: the McCrary test rejected the hypothesis of a continuous running variable R. As McCrary (2008) points out, a McCrary-test failure is neither necessary nor sufficient to invalidate an RDD, but is suspicious. This paper found that removing a small subset of the students in the study-those with running variable values exactly at the cutoff-corrected the empirical problem.
However, this adjustment raises some substantive questions: were there other students, whom the McCrary test did not identify, who also manipulated their scores? Were there students who, had their first-year GPAs threatened to fall short of the cutoff, would have been able to manipulate their GPAs? Estimating effects without removing students with R = 0 gave a result highly similar to the result presented here. This suggests that, if there was manipulation, its impact on treatment estimates and inference was negligible. Nevertheless, these questions illustrate the narrow but important gulf that separates the RDD from a fully randomized controlled experiment.
