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Introducción
La palabra cópula proviene del latín y, según el Diccionario de la Real Academia Es-
pañola, significa “atadura, ligamento de algo con otra cosa” o, en su sentido gramatical,
“término que une el sujeto con el predicado”.
Teniendo en cuenta esta definición, se usó este término para definir las cópulas como apli-
caciones que copulan funciones de distribución multivariada a sus funciones de distribución
univariadas, [Nelsen, 2006] y extraen la estructura de dependencia de la función de distri-
bución multivariada.
La historia de las cópulas inicia con el problema expuesto por Fréchet [Fréchet, 1951]
sobre la relación entre una función de distribución de probabilidad multidimensional y sus
marginales de menor dimensión [Escarela and Hernández, 2009], la solución a este problema
fue dada en 1959 por Abel Sklar [Sklar, 1959] quien planteó y estableció el concepto tal y
como lo conocemos en la actualidad, y desarrolló gran parte de la teoría, en particular, el
teorema que lleva su nombre y que provee un camino para analizar variables aleatorias a
partir de su distribución conjunta, sin estudiar las distribuciones marginales [Bouyé, 2000].
Alrededor de los siguientes quince años, todos los resultados concernientes a cópulas
fueron obtenidos en el marco de la teoría de espacios métricos de probabilidad [Escarela
and Hernández, 2009], sin embargo, a mediados de los 70’s el interés de la comunidad
estadística por este tema surge cuando Bert Schweizer [Escarela and Hernández, 2009] se
da cuenta que él podía construir fácilmente las medidas de dependencia realizadas en el
artículo de Rényi [Rényi, 1959], mediante cópulas. Durante varios años más, el capítulo
6 del libro fundamental [Schweizer and Sklar, 1983], dedicado a la teoría de los espacios
métricos probabilísticos, publicado en 1983, fue la principal fuente de información básica
sobre las cópulas [Escarela and Hernández, 2009].
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En 1990 se organiza la primera conferencia dedicada a cópulas y de aquí se derivan
una serie de conferencias realizadas en Seatle-1993,Praga-1996, Barcelona-2000, Québec-
2004, Tartu-2007 y Sao Paulo en el 2010 [Escarela and Hernández, 2009]. En 1997 Joe
publica el libro Multivariate models and dependence concepts [Joe, 1997] con un capítulo
dedicado a cópulas y en 1999 Nelsen, publica su primera edición del libro An Introduction
to Copulas [Nelsen, 2006]. Actualmente las Cópulas son una herramienta muy fuerte de
modeladamiento de datos en los que la dependencia entre variables aleatorias es importante
y el supuesto de normalidad no se tiene. La mayoría de sus aplicaciones se han realizado
en el campo financiero, sin embargo hay muchas más ramas en las que ha sido de gran
utilidad (ingeniería, medicina, agronomía, actuaría entre otras)[Lopera et al., 2009].
Este trabajo se divide en tres capítulos. En el primero encontramos las definiciones
básicas y necesarias para definir una cópula y todo lo concerniente a teoremas, proposi-
ciones y clases de cópulas, en particular las pertenecientes a la clase arquimediana.
En el segundo capítulo se hace referencia a todo lo relacionado con bondad de ajuste
para cópulas, en particular la forma de estimar el parámetro de dependencia mediante los
métodos paramétrico, no paramétrico y semi-paramétrico, este último es una combinación
de los métodos paramétrico y no paramétrico.
En el tercer capítulo realizamos simulaciones en el software R [R Development Core
Team, 2007] con el fin de mostrar la parte teórica expuesta a lo largo de este trabajo, por
último, realizamos una aplicación a datos reales, obtenidos del IDEAM.
Por último tenemos las conclusiones generales acerca de las formas de seleccionar una
cópula mediantes tres métodos gráficos y la respectiva selección analítica.
CAPÍTULO 1
Marco Teórico
1.1. Conceptos Preliminares
A continuación presentamos los conceptos básicos necesarios para la elaboración de
este trabajo. Cuando se use el término función de distribución de una variable aleatoria
hacemos referencia a la función FX(x) = P (X ≤ x) definida sobre R, la cual resulta ser una
función continua por derecha, no decreciente y tal que l´ım
x→∞FX(x) = 1 l´ımx→−∞FX(x) = 0.
En el caso n-dimensional utilizaremos vectores aleatorios.
El lector interesado en profundizar más la teoría que se expone en esta sección puede
consultar los siguientes textos: Ayyad[Ayyad, 2008], Becerra [Becerra and Melo, 2008],
Blanco [Blanco, 2010], Nelsen [Nelsen, 2006] y Quevedo [Quevedo, 2005].
Supongamos que tenemos dos variables aleatorias X e Y entonces si valores ’grandes’
(pequeños) de una tienden a estar asociados con valores ’grandes’ (pequeños) de la otra
diremos que estas variables son concordantes, por otro lado si valores ’grandes’ (pequeños)
de una tienden a estar asociados con valores ’pequeños’ (grandes) de la otra diremos que
estas variables son discordantes. A continuación definimos los conceptos de concordancia
y discordancia:
Definición 1. Concordancia
Sean (xi, yi) y (xj , yj) dos observaciones de un vector de variables aleatorias continuas
(X,Y ) se dice que (xi, yi) y (xj , yj) son concordantes si xi < xj y yi < yj o xi > xj y
yi > yj .
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Una forma alterna de presentar la anterior definición es: (xi, yi) y (xj , yj) son concordantes
si (xi − xj)(yi − yj) > 0.
Definición 2. Discordancia Sean (xi, yi) y (xj , yj) dos observaciones de un vector de
variables aleatorias continuas (X,Y ) se dice que (xi, yi) y (xj , yj) son discordantes si
xi < xj y yi > yj o xi > xj y yi < yj .
Una forma alterna de presentar la anterior definición es (xi, yi) y (xj , yj) son concordantes
si (xi − xj)(yi − yj) < 0.
Una de las distribuciones más utilizada en estadística es la distribución normal. Como
una extensión de esta distribución tenemos la distribución esférica denotada por Nn(0, In)
y la distribución elíptica denotada por Nn(µ,Σ) que serán definidas a continuación.
Definición 3. Distribución esférica
Un vector aleatorio X = (X1, . . . , Xn)t tiene distribución esférica Sn(φ) si su función
característica ϕX(t) satisface:
ϕX(t) = φ(t
tt)
para alguna función escalar φ(·), y escribimos X ∼ Sn(φ).
Definición 4. Distribución elíptica Si X es un vector aleatorio n-dimensional y, para
algún µ ∈ Rn y Σ una matriz simétrica de dimensión nxn y definida no negativa, la función
característica ϕX−µ(t) de X − µ es una función de la forma cuadrática t′Σt, esto es:
ϕX−µ(t) = φ(t′Σt)
entonces decimos que X tiene una distribución elíptica con parámetros µ, Σ y φ y se denota
X ∼ En(µ,Σ, φ)
La distribución doble exponencial o de Laplace hace parte de las distribuciones elípticas.
La siguiente proposición es de gran uso en la teoría de cópulas [Yang, 2010]:
Proposición 1. Si la función de distribución F de una variable aleatoria es continua y
estrictamente creciente entonces la variable:
U = F (X) se distribuye uniformemente en el intervalo [0, 1]
y X = F−1(U)
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Demostración. Para cualquier t ∈ (0, 1) entonces:
F (t) = P (U ≤ t) = P (F (X) ≤ t)
= P (X ≤ F−1(t))
= F (F−1(t))
= t
1.2. Cópulas y medidas de dependencia
A continuación se presentan las medidas de dependencia más destacadas en la literatura,
como son el coeficiente de correlación de Pearson, las medidas de correlación de rango,
coeficiente de dependencia en colas y se establecerá la relación que presentan las cópulas
con las medidas de correlación de rango.
1.2.1. Correlación lineal
El coeficiente de correlación lineal es uno de los más utilizados por su facilidad de
cálculo, por su naturalidad como una medida de dependencia en distribuciones normal
multivariada.
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Definición 5. Coeficiente de correlación de Pearson
Sean X e Y variables aleatorias reales con 0 < var(X) <∞ y
0 < var(Y ) <∞, el coeficiente de correlación entre X e Y se define como [Blanco, 2010]:
ρ(X,Y ) :=
Cov(X,Y )√
var(X)
√
var(Y )
donde Cov(X,Y ) es la covarianza entre X e Y y var(X), var(Y ) son las varianzas de X
e Y respectivamente.
Las propiedades del coeficiente de correlación lineal se pueden resumir de la siguiente
manera [De Matteis, 2001]:
1. |ρ(X,Y )| ≤ 1
2. Si X e Y son independientes entonces ρ(X,Y ) = 0
3. ρ(αX + β, γY + δ) = sgn(αγ)ρ(X,Y ) ∀α, γ ∈ R− {0}, β, δ ∈ R
4. En el caso de dependencia lineal perfecta, es decir Y = aX + b para a ∈ R a 6= 0, b ∈ R
se tiene ρ(X,Y ) = ±1
Estas propiedades muestran además que la correlación lineal es invariante bajo transfor-
maciones lineales estrictamente crecientes, esto es ρ(X, f(Y )) = ρ(X,Y ) cuando f(Y ) =
a+ bY con b > 0.
No obstante hay grandes desventajas con el uso de esta medida, a continuación expo-
nemos algunas de ellas [De Matteis, 2001]:
• La varianza de X e Y debe ser finita de lo contrario la correlación lineal no está
definida.
• Independencia de dos variables aleatorias implica que no están correlacionadas, es
decir ρ(X,Y ) = 0 pero una correlación de 0 no implica en general independencia, pues
esto ocurre solo en el caso de la distribución normal multivariada. A continuación
exponemos un ejemplo para el caso bivariado:
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SeanX e Y dos variables aleatorias normales con coeficiente de correlación ρ(X,Y ) =
0, entonces la función de densidad conjunta queda como sigue:
f(X,Y ) =
1
2piσXσY
exp
[
−(X − µx)
2
2σ2X
− (Y − µY )
2
2σ2Y
]
=
{
1
σX
√
2pi
exp
[
−(X − µX)
2
2σ2X
]}{
1
σY
√
2pi
exp
[
−(Y − µY )
2
2σ2Y
]}
= f(X)f(Y )
así cuando ρ(X,Y ) = 0 f(X,Y ) = f(X)f(Y ) que es la condición de independencia
entre dos variables aleatorias.
• La correlación lineal no es invariante bajo transformaciones no lineales estrictamente
crecientes T : R → R ya que para dos variables aleatorias de valor real se tiene en
general:
ρ(T (X), T (Y )) 6= ρ(X,Y )
Debido a los problemas que presenta el coeficiente de correlación de Pearson, otras
medidas de dependencia son utilizadas como los coeficientes ρ de Spearman denotado
por ρS y el coeficiente τ de Kendall denotado por ρτ . Estas medidas se pueden expresar
mediante funciones denominadas cópulas y que a continuación exponemos.
1.2.2. Cópulas
Las cópulas han tenido un gran desarrollo en la literatura de los últimos años, debido
a que permiten especificar las distribuciones marginales univariadas y su comportamiento
conjunto por separado. En esta sección introducimos los principales conceptos y caracte-
rísticas de la teoría de cópulas necesarias para el desarrollo de este trabajo.
Para empezar esta sección introducimos algunas notaciones. Un rectángulo en R2, (R =
[−∞,∞]) es el producto cartesiano de dos intervalos cerrados: B = [x1, x2]× [y1, y2]. Los
vértices del rectángulo B son los puntos (x1, y1), (x1, y2), (x2, y1) y (x2, y2). Una función
real bivariada H es una función cuyo dominio, DomH es un subconjunto de R2 y cuyo
rango RanH, es un subconjunto de R2.
CAPÍTULO 1. MARCO TEÓRICO 6
Definición 6. Sean S1 y S2 subconjuntos no vacíos de R = [−∞,∞], sea H una función
real tal que DomH = S1×S2, B = [x1, x2]× [y1, y2] un rectángulo cuyos vértices están en
DomH, entonces el H-volumen de B está definido por:
VH(B) = H(x2, y2)−H(x2, y1)−H(x1, y2) +H(x1, y1)
Definición 7. La función H dada en la definición 6 es creciente si VH(B) ≥ 0 para todo
B, cuyos vértices están en el dominio de H.
Como consecuencia de las anteriores definiciones obtenemos el siguiente lema:
Lema 1. Sean S1 y S2 subconjuntos no vacíos de R y sea H una función creciente bivariada
con dominio S1 × S2. Sean x1, x2 en S1 con x1 ≤ x2, y1, y2 en S2 con y1 ≤ y2, entonces
la función t 7→ H(t, y2) −H(t, y1) es no decreciente sobre S1 y la función t 7→ H(x2, t) −
H(x1, t) es no decreciente sobre S2.
Del lema 1 tenemos las siguientes propiedades:
1. Suponga que S1 tiene un mínimo a1 y S2 tiene un mínimo a2. Decimos que una función
H de S1 × S2 en R es fundamentada si H(x, a2) = 0 = H(a1, y) para todo (x, y) en
S1 × S2.
2. Suponga que b1 y b2 son los elementos máximos de S1 y S2 respectivamente,entonces
una función H de S1 × S2 en R tiene marginales, y estas marginales son las funciones
F y G dadas por:
DomF = S1 y F (x) = H(x, b2) para todo x ∈ S1
DomG = S2 y G(y) = H(b1, y) para todo y ∈ S2
Ejemplo 1. El siguiente ejemplo es tomado del libro de Nelsen[Nelsen, 2006]. Sea H
una función con dominio [−1, 1]× [0,∞], dada por:
H(x, y) =
(x+ 1)(ey − 1)
x+ 2ey − 1
Entonces H es fundamentada porque
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H(x, 0) =
(x+ 1)(e0 − 1)
x+ 2e0 − 1 = 0
H(−1, y) = (−1 + 1)(e
y − 1)
−1 + 2ey − 1 = 0
con marginales:
F (x) = H(x,∞) = x+ 1
2
G(y) = H(1, y) = 1− e−y
Ya hemos dado conceptos necesarios para definir formalmente una cópula.
Definición 8. (Cópula)
Una cópula es una función C : [0, 1] × [0, 1] → [0, 1] que satisface las siguientes condi-
ciones:
• C(u, 1) = u; C(1, v) = v u, v ∈ [0, 1]
• C(u, 0) = 0 = C(0, v)
• Para todo u1, u2, v1, v2 ∈ [0, 1], tal que u1 ≤ u2 y v1 ≤ v2
VC([u1, u2]× [v1, v2]) = C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0 (1.1)
Ejemplo 2. Para el caso bidimensional consideremos la función
∏
(u, v) = uv, veamos
que es una cópula. Verificamos que cumpla con las propiedades antes expuestas, en efecto:
i) Para todo u, v ∈ [0, 1],
∏
(u, 0) = u0 = 0
∏
(0, v) = 0v = 0
ii) Para todo u, v ∈ [0, 1],
∏
(u, 1) = u1 = u
∏
(1, v) = 1v = v
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iii) Para todo u1, u2, v2, v1 ∈ [0, 1] tal que u1 ≤ u2 y v1 ≤ v2 la propiedad (3) se reduce a:
VH([u1, u2]× [v1, v2]) = C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) (1.2)
= (v2 − v1)(u2 − u1) ≥ 0 (1.3)
Ésta cópula se denomina cópula de independencia.
Teorema 1. Cotas de Fréchet-Hoeffding[Escarela and Hernández, 2009]
Sea C una cópula entonces para todo (u1, u2) ∈ DomC,
W (u1, u2) = ma´x(u1 + u2 − 1, 0) ≤ C(u1, u2) ≤ mı´n(u1, u2) = M(u1, u2) (1.4)
Nota: W (u1, u2) no es una cópula para dimensiones mayores que 2.
El teorema que a continuación presentamos se denomina Teorema de Sklar en honor
a su creador Abel Sklar [Bouyé, 2000]. Es de gran importancia en la teoría de cópulas,
pues establece la relación que existe entre las distribuciones multivariadas y sus marginales
univariadas a través de una cópula. Antes introducimos algunos conceptos.
Definición 9. Una función de distribución bivariante es una función H : R2 → [0, 1] que
cumple con las siguientes propiedades:
1. H es una función no decreciente respecto las dos variables.
2. H(x,−∞) = H(−∞, y) = 0 y H(∞,∞) = 1, donde
H(x,−∞) = l´ım
y→−∞H(x, y)
Por tanto, H es fundamentada y su dominio es todo R2, H tiene marginales F y G dadas
por F (x) = H(x,∞) y G(y) = H(∞, y).
Teorema 2. Teorema de Sklar
Sea H(x, y) una función de distribución bivariante con marginales F (x) y G(y) entonces
existe una cópula C tal que para todo x, y ∈ R:
H(x, y) = C(F (x), G(y)) (1.5)
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Si F (x) y G(y) son contínuas, la cópula C(u, v) es única. Dicho de otro modo, C(u, v)
queda determinada de forma única en RanF ×RanG, con RanF y RanG el rango de F y
G respectivamente.Inversamente, si C es una cópula y F , G son funciones de distribución,
entonces H es una función de distribución conjunta con marginales F y G.
Como corolario del teorema de Sklar, se obtiene un método para la construcción de
cópulas a partir de la función de distribución conjunta.
Corolario 1. Sean X e Y variables aleatorias con función de distribución conjunta H
y funciones de distribución marginales continuas F y G respectivamente, entonces para
cualquier u, v ∈ Dom C,
C(u, v) = H(F (−1)(u), G(−1)(v)) (1.6)
donde F (−1) es la cuasi-inversa de F , dada por F [F (−1)(t)] = t si t ∈ RanF , o por
F (−1)(t) = sup {z|F (z) ≤ t} si t /∈ RanF ; G(−1) se define análogamente. Las cuasi-inversas
se utilizan para funciones de distribución no estrictamente crecientes.
Realizamos la demostración para el caso en que las funciones de distribución F y G
sean estrictamente crecientes.
Demostración. Sean U y V definidas por U = F (X) y V = G(Y ). Es claro que U y V son
variables aleatorias con distribución uniforme en (0, 1). Entonces:
C(u, v) = P (U ≤ u, V ≤ v)
= P (F (X) ≤ u,G(Y ) ≤ v)
= P (X ≤ F−1(u), Y ≤ F−1(v))
= H(F−1(u), F−1(v))
En el siguiente ejemplo tomado de Bianco [Bianco et al., 2010], F y G son estrictamente
crecientes.
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Ejemplo 3. Sean X e Y variables aleatorias con función de distribución conjunta dada
por:
H(x, y) = exp
[
−(e−θx + e−θy)1/θ
]
θ ≥ 1, x, y ∈ R
F (x) = exp(−e−x)
G(y) = exp(−e−y) siendo sus funciones inversas
F−1(u) = − ln(− ln(u))
G−1(v) = − ln(− ln(v)) reemplazando en 1.6
C(u, v) = H(F−1(u), G−1(v))
= exp
[
−(e−θ[− ln(− lnu)] + e−θ[− ln(− ln v)])1/θ
]
= exp
[
−(eln(− lnu)θ + eln(− ln v)θ)1/θ
]
= exp
[
−((− lnu)θ + (− ln v)θ)1/θ
]
A esta familia paramétrica de cópulas se la conoce como Gumbel-Hougaard.
Por último introducimos el concepto de función de densidad de la cópula que utilizare-
mos más adelante.
Si F , G y la cópula C(u, v) son diferenciables, la densidad conjunta de (X,Y ) corres-
pondiente a la función de distribución conjunta en la ecuación (1.5), es igual a:
h(x, y) = f(x)g(y)[c(F (x), G(y))]
donde f(x), g(y) son las funciones de densidad marginales de F (x) y G(y) y
c(u, v) =
∂C(u, v)
∂u∂v
(u, v)T ∈ [0, 1]2 (1.7)
Esta última función se conoce como densidad de la cópula.
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1.2.3. Medidas de correlación de rango
A continuación se discuten dos importantes medidas de dependencia conocidas como
ρ-Spearman y τ de Kendall. Estos coeficientes de correlación de rango miden el grado
de dependencia monótona entre dos variables aleatorias, además ofrecen una medida de
correlación para variables que no pertenecen a la familia de distribuciones elípticas.
Estas dos medidas son de gran importancia para la teoría de cópulas. Asi en el ejemplo (3)
a partir de éstas se puede estimar el parámetro θ el cual mide la estructura de dependencia
entre variables aleatorias.
Definición 10. (τ de Kendall) Sean (X1, Y1) y (X2, Y2) vectores aleatorios independien-
tes e igualmente distribuídos en R2 con función de distribución común conjunta F, entonces
el coeficiente de correlación de rango o τ de Kendall denotado por ρτ está definido como la
probabilidad de concordancia menos la probabilidad de discordancia. Esto es [Joe, 1997]:
ρτ (X,Y ) = P ((X1 −X2)(Y1 − Y2) > 0)− P ((X1 −X2)(Y1 − Y2) < 0) (1.8)
Como τ de Kendall es invariante a transformaciones estrictamente crecientes;el siguiente
teorema ofrece una expresión de este coeficiente en términos de cópulas.
Teorema 3. Sean X e Y variables aleatorias continuas cuya cópula es C. Entonces el
coeficiente τ de Kendall para X e Y , ρτ (X,Y ) está dado por:
ρτ (X,Y ) = 4
∫ 1
0
∫ 1
0
C(u, v)dC(u, v)− 1 (1.9)
Demostración. De la ecuación 1.8 tenemos:
P ((X1 −X2)(Y1 − Y2) > 0)− P ((X1 −X2)(Y1 − Y2) < 0)
=P ((X1 −X2)(Y1 − Y2) > 0)− 1 + P ((X1 −X2)(Y1 − Y2) > 0)
=2P ((X1 −X2)(Y1 − Y2) > 0)− 1
=2[P ((X1 > X2), (Y1 > Y2)) + P ((X1 < X2), (Y1 < Y2))]− 1
=4[P ((X1 < X2), (Y1 < Y2))]− 1
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por tanto,
ρτ (X,Y ) =4[P ((X1 < X2), (Y1 < Y2))]− 1
=4E[P ((X1 < X2), (Y1 < Y2))|X2, Y2]− 1
=4
∫ ∫
R2
P ((X1 < x), (Y1 < y))dF (x, y)− 1
=4
∫ ∫
[0,1]2
C(F (x), G(y))dC(F (x), G(y))− 1
haciendo u = F (x) y v = G(y)
=4
∫ ∫
[0,1]2
C(u, v)dC(u, v)− 1
Definición 11. ρ-Spearman Sean X e Y dos variables aleatorias continuas con función
de distribución conjunta H y funciones de distribución marginales F y G respectivamente.
Se define el coeficiente de correlación de Spearman entre X e Y , ρS(X,Y ) de la siguiente
manera:
ρS(X,Y ) = ρ(F (X), G(Y ))
donde ρ es el coeficiente de correlación de Pearson.
El siguiente teorema ofrece una expresión del coeficiente de correlación de Spearman en
términos de cópulas, para la demostración del teorema utilizamos la fórmula de Höffding
[McNeil et al., 2005] dada en el siguiente lema:
Lema 2. Si (X,Y ) tiene función de distribución conjunta H y marginales F (x) y G(y),
entonces la covarianza entre X e Y cov(X,Y ), cuando es finita, está dada por:
cov(X,Y ) =
∫ ∞
−∞
∫ ∞
−∞
(H(x, y)− F (x)G(y))dxdy (1.10)
Teorema 4. Sean X e Y variables aleatorias absolutamente continuas con marginales
F (x) y G(y) respectivamente y cópula asociada C entonces el coeficiente de correlación de
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Spearman para X e Y ρS(X,Y ), está dado por:
ρS(X,Y ) = 12
∫ 1
0
∫ 1
0
C(u, v)dudv − 3
Demostración.
ρS(X,Y ) =
Cov(F (X), G(Y ))√
V ar(F (X))
√
V ar(G(Y ))
=
Cov(F (X), G(Y ))√
1/12
√
1/12
= 12Cov(F (X), G(Y )) haciendo uso de (1.10), tenemos
= 12
∫ ∞
−∞
∫ ∞
−∞
(C(F (X), G(X))− F (X)G(Y ))dxdy
= 12
∫ 1
0
∫ 1
0
(C(u, v)− uv)dudv
= 12
∫ 1
0
∫ 1
0
C(u, v)dudv − 12
∫ 1
0
∫ 1
0
uvdudv
= 12
∫ 1
0
∫ 1
0
C(u, v)dudv − 3
V ar(F (X)) = 112 pues F (X) ∼ U(0, 1)
1.2.4. Coeficiente de dependencia en las colas.
Otra medida de dependencia que se puede expresar mediante cópulas, es el coeficiente
de dependencia en colas. Estos coeficientes están definidos en términos del límite de la
probabilidad condicional como se muestra a continuación.
Definición 12. SeanX y Y dos variables aleatorias continuas con funciones de distribución
F ,G respectivamente, el coeficiente de dependencia λU en la cola superior es el límite (si
existe)de la probabilidad condicional de que Y es mayor que el 100 t-ésimo percentil de G
dado que X es mayor que el 100t-ésimo percentil de F cuando t tiende a 1, es decir,
λU = l´ım
t→1−
P (Y > G−1(t)|X > F−1(t)) (1.11)
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Similarmente, el coeficiente de dependencia λL en la cola inferior es el límite (si existe) de
la probabilidad condicional de que Y es menor o igual que el 100 t-ésimo percentil de G
dado que X es menor o igual que el 100 t-ésimo percentil de F cuando t tiende a 0, es
decir,
λL = l´ım
t→0+
P (Y ≤ F−12 (t)|X ≤ F−11 (t))
Los anteriores coeficientes son no paramétricos, por tanto dependen únicamente de la
cópula C de X e Y como se muestra a continuación.
Teorema 5. Sean X e Y , variables aleatorias continuas con marginales F ,G respectiva-
mente, coeficiente en las colas λU y λL y C la cópula de X e Y , si los límites anteriores
existen, entonces:
λU = 2− l´ım
t→1−
1− C(t, t)
1− t
λL = l´ım
t→1−
C(t, t)
t
Demostración. De la ecuación (1.11), tenemos
λU = l´ım
t→1−
P (Y > G−1(t)|X > F−1(t))
= l´ım
t→1−
P (Y > G−1(t), X > F−1(t))
P [X > F−1(t)]
= l´ım
t→1−
C¯(t, t)
1− t
= l´ım
t→1−
2− 2t+ C(t, t)
1− t
= 2− l´ım
t→1−
1− C(t, t)
1− t
donde C¯(u, u) es la función de distribución conjunta de supervivencia para dos variables
aleatorias distribuidas uniformemente en (0, 1), dada por C¯(u, v) = P (U < u, V < v) =
1− u− v + C(u, v).
Con el siguiente ejemplo ilustramos el anterior teorema.
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Ejemplo 4. Se desea calcular λU para la cópula Gumbel. Esto es relativamente sencillo si
consideramos la regla de L’Hôpital. La cópula Gumbel tiene la forma:
C(u, v) = exp
[
−((−log(u))θ + (−log(v))θ)1/θ
]
por tanto:
λU = 2− l´ım
t→1−
1− C(t, t)
1− t
= 2− l´ım
t→1−
1− exp [−((− log t)θ + (− log t)θ)1/θ]
1− t
= 2− 0
0
aplicando L’hôpital, tenemos
= 2− dC(t, t)/dt
d(1− t)/dt
= 2− 21/θ
Para θ > 1.
1.3. Teoremas y propiedades principales
A continuación se presentan las definiciones, teoremas y las principales propiedades que
hacen importante la utilización de cópulas.
Dentro de las principales propiedades de las cópulas se encuentran [De Matteis, 2001]:
• Invarianza las cópulas son invariantes ante transformaciones estrictamente crecien-
tes de las variables aleatorias X e Y , como se expone en la siguiente proposición.
Proposición 2. Sean X e Y variables aleatorias continuas con cópula C. Si α y
β son estrictamente crecientes sobre RangX y RangY respectivamente, entonces
Cα(X)β(Y ) = CXY
Demostración. Sean F1, F2, G1 y G2 las funciones de distribución de X, α(X), Y y
β(Y ) respectivamente. Como α y β son estrictamente crecientes,
F2(x) =P [α(X) ≤ x] = P [X ≤ α−1(x)] = F1(α−1(x))
G2(y) =P [β(Y ) ≤ y] = P [Y ≤ β−1(y)] = F1(β−1(y))
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por tanto, para cualquier x, y en R,
Cα(X)β(Y )(F2(x), G2(y)) = P [α(X) ≤ x, β(Y ) ≤ y]
= P [X ≤ α−1(x), Y ≤ β−1(y)]
= CXY (F1(α
−1(x)), G1(β−1(y)))
= CXY (F2(x), G2(y))
como X e Y son continuas RangF2 y RangG2 = [0, 1] por lo cual se tiene que
Cα(X)β(Y ) = CXY sobre [0, 1]× [0, 1]
• Continuidad Las cópulas son uniformemente continuas en todo su dominio.
Proposición 3. Sea C una cópula. Entonces para todo u1, u2, v1, v2 ∈ [0, 1], u1 < u2
y v1 < v2
|C(u2, v2)− C(u1, v1)| ≤ |u2 − u2|+ |v2 − v1|
• Diferenciabilidad
Proposición 4. Sea C una cópula. Para cualquier v en [0, 1], la derivada parcial
∂C(u,v)
∂u existe para casi todo u, y además se tiene que,
0 ≤ ∂
∂u
C(u, v) ≤ 1
Similarmente, para cualquier u en [0, 1], la derivada parcial ∂C(u,v)∂v existe para casi
todo v, y además se tiene que,
0 ≤ ∂
∂v
C(u, v) ≤ 1
1.4. Clases de Cópulas
En la literatura existen diferentes clases de cópulas, un criterio de agrupación se
encuentra asociado con la forma funcional de la cópula, entre las que tenemos: las explícitas
que son las que se pueden expresar a través de una forma funcional cerrada como por
ejemplo la cópula de independencia. Las cópulas implícitas son derivadas de funciones de
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distribución multivariada conocidas como, por ejemplo, las derivadas de la distribución
normal y t multivariada.
Otro criterio de agrupación es aquel que depende directamente de las características
particulares de las cópulas, en este caso se tienen cuatro grupos, las arquimedianas, las
elípticas y las de valor extremo.
1.4.1. Cópulas Arquimedianas
Las cópulas arquimedianas tienen un gran campo de aplicación por numerosas razones,
entre las que tenemos:
• facilidad con la que pueden ser construidas.
• La mayoría de familias de cópulas paramétricas pertenecen a esta clase [De Matteis,
2001].
• Pueden describir una gran diversidad de estructuras de dependencia [Lopera et al.,
2009].
Definición 13. Una cópula C es llamada Arquimediana si existe una función continua,
estrictamente decreciente y convexa φ : [0, 1] → [0,∞] con φ(1) = 0 tal que C puede
escribirse de la siguiente manera:
C(u, v) = φ[−1] (φ(u) + φ(v)) (1.12)
donde φ[−1] es la pseudo inversa de φ definida por:
φ[−1](t) =

φ−1(t), 0 ≤ t ≤ φ(0)
0 φ(0) ≤ t ≤ +∞
La función φ es llamado el generador arquimediano de la cópula C.
Ejemplo 5. Cópula Gumbel
Sea φ(t) = (−log(t))θ con θ > 1
φ(1) = 0,φ(0) =∞, estrictamente decreciente en [0, 1] pues φ′(t) = −θ(− ln t)θ−1t < 0.
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φ′′(t) ≥ 0 en [0, 1], por lo que φ es convexa, así la cópula C está dada por:
C(u, v) = φ−1(φ(u) + φ(v))
= exp(−[(− lnu)θ + (− ln v)θ] 1θ )
En general existen cerca de 22 familias, pero para este trabajo solo utilizaremos las
4 más utilizadas que se relacionan en la tabla 1.1. Cada una de estas cópulas conforman
una familia parametrizada por θ. La notación C(u, v, θ) = C(u, v) se usará para cópulas
paramétricas y llamaremos a θ el parámetro de dependencia. Recordemos que la impor-
tancia de θ está en que éste mide el grado de dependencia entre variable aleatorias. Más
adelante mostraremos las diferentes formas de estimación para θ.
Tabla 1.1. Familia de cópulas arquimedianas.
Familia φ(t) C(u, v) valores de θ
Clayton 1θ
(
t−θ − 1) ma´x ((u−θ + v−θ − 1), 0)−1/θ (0,∞)
Frank − ln e−θt−1
e−θ−1 −1θ ln
[
1 + (e
−θu−1)(e−θv−1)
e−θ−1
]
(0,∞)
Gumbel (− ln t)θ exp (−[(− lnu)θ + (− ln v)θ]) [1,∞)
Joe − ln(1− (1− t)θ) 1− [(1− u)θ + (1− v)θ − (1− u)θ(1− v)θ]1/θ [1,∞)
1.4.1.1. Principales propiedades de las cópulas arquimedianas
Estas cópulas poseen las siguientes propiedades:
Teorema 6. Sea C una cópula Arquimediana con generador φ, entonces:
a) C es simétrica, es decir C(u, v) = C(v, u) ∀u, v ∈ [0, 1]
b) C es asociativa, es decir C(C(u, v), w) = C(u,C(v, w)) ∀u, v, w ∈ [0, 1]
c) Si k > 0 es una constante y φ el generador, entonces kφ es también un generador de C
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Demostración. Suponga que u, v, w ∈ [0, 1], entonces
a) C(u, v) = φ−1(φ(u) + φ(v)) = φ−1(φ(v) + φ(u)) = C(v, u)
b)
C(C(u, v), w) =φ−1(φ[φ−1(φ(u) + φ(v))] + φ(w))
=φ−1(φ(u) + φ(v) + φ(w))
=φ−1(φ(u) + φ[φ−1(φ(v) + φ(w))])
=C(u,C(v, w))
c) Se tiene que la inversa de y = kφ es φ−1( 1ky), sean Ckφ(u, v) y Ckφ(u, v) las cópulas
generada por kφ y φ respectivamente, por tanto
Ckφ(u, v) = φ
−1
(
1
k
[kφ(u) + kφ(v)]
)
= φ−1
(
1
k
[k {φ(u) + φ(v)}]
)
= φ−1 (φ(u) + φ(v))
= Cφ(u, v)
Como ya hemos expuesto anteriormente las cópulas arquimedianas son fáciles de tra-
bajar por gozar de buenas propiedades, por otro lado la facilidad de cálculo del coeficiente
τ de Kendall las hacen aún más importantes ya que a partir de éste se puede calcular el
parámetro de dependencia θ. A continuación exponemos un teorema y una proposición que
nos servirán para demostrar la forma de calcular el coeficiente τ de Kendall ρτ para esta
familia.
Teorema 7. Sea C una cópula arquimediana generada por el generador φ. Si KC(t) indica
la C-medida del conjunto
{
(u, v) ∈ [0, 1]2|φ(u) + φ(v) ≥ φ(t)},esto es:
KC(t) = P (C(u, v) ≤ t) (1.13)
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entonces para cualquier t ∈ [0, 1]
KC(t) = t− φ(t)
φ′(t)
(1.14)
Demostración. La prueba de este teorema se puede encontrar en [Cao, 2004].
Proposición 5. Sean U y V variables aleatorias uniformes cuya función de distribución
conjunta es la cópula arquimediana C generada por φ. Entonces la función KC dada en el
teorema anterior es la función de distribución de la variable aleatoria C(U, V ).
La siguiente proposición dada por Genest [De Matteis, 2001] nos muestra una de las
razones por las que es importante trabajar con cópulas arquimedianas. Más adelante mos-
traremos como a partir del coeficiente τ de Kendall podemos estimar el parámetro θ.
Proposición 6. Sean X e Y variables aleatorias con una cópula arquimediana C con
generador φ. La versión τ de Kendall ρτ para X e Y está dado por:
ρτ = 1 + 4
∫ 1
0
φ(u)
φ′(u)
du (1.15)
Demostración. Sean U y V variables aleatorias uniformes en (0, 1) con distribución con-
junta C y KC la función de distribución de C(U, V ), entonces
ρτ =4E(C(u, v))− 1
=4
∫ 1
0
tdKC(t)− 1
=4
(
[tKC(t)]
1
0 −
∫ 1
0
KC(t)dt
)
− 1 integración por partes
=3− 4
∫ 1
0
KC(t)dt
como la función de distribución de C(U, V ) está dada por 1.14, entonces:
ρτ = 3− 4
∫ 1
0
(
t− φ(t)
φ′(t)
)
dt = 1 + 4
∫ 1
0
φ(t)
φ′(t)
En la tabla 1.2 relacionamos el correspondiente coeficiente τ− Kendall para cada una
de las familias arquimedianas estudiadas.
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Tabla 1.2. Familia de cópulas arquimedianas.
Familia τ -Kendall
Clayton θθ+2
Frank 1− 4θ [D1(θ)− 1]
Gumbel 1− 1θ
Joe No tiene forma cerrada
con
D1(θ) =
1
θ
∫ 1
0
t
et − 1dt y D1(−θ) = D(θ) +
θ
2
1.4.2. Cópulas Elípticas
Las cópulas elípticas son simplemente las cópulas de las distribuciones elípticas, en este
caso mencionaremos la gaussiana y la t-student.
a. gaussiana
La cópula gaussiana es una extensión de la distribución normal.
Definición 14. Sea Φ2 la función de distribución conjunta de una normal bivariada con
media (0, 0)t y matriz de covarianza R con diagonal diagR = 1. La cópula gaussiana
bivariada está definida de la siguiente forma:
C(u, v) = Φρ(Φ
−1(u),Φ−1(v))
b. t-Student
Definición 15. Sea R una matriz simétrica definida positiva, con diagR = 1 y TR,v la
distribución Student bivariada estandarizada con v grados de libertad y con matriz de
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correlación ρ. La cópula t-student bivariada está definida de la siguiente forma:
C(u, v) = tv,R(t
−1
v (u), t
−1
v (v))
con t−1v la inversa de la distribución t-student.
1.4.3. Cópula de valor extremo
Estas cópulas se derivan de la estructura de dependencia de la distribución generalizada
de valor extremo multivariada. Son de gran utilidad para representar relaciones que ponen
mayor énfasis entre los sucesos extremos de las distribuciones marginales. La siguiente es
una forma de expresar esta cópula:
Definición 16. Una cópula de valor extremo C satisface la siguiente relación:
C(u, v) = exp
{
ln(uv)A
(
ln v
ln(uv)
)}
donde A : [0, 1]→ [12 , 1] es convexa y verifica que:
ma´x {t, 1− t} ≤ A(t) ≤ 1 para todo t ∈ [0, 1]
Ejemplo 6. Consideremos la función de dependencia A(t) = mı´n {θ1t, θ2(1− t)} con 0 <
θ1 < 1 y 0 < θ2 < 1,
ln(uv)A
(
ln v
ln(uv)
)
= ln(uv)
[
1−mı´n
(
θ1
[
ln v
ln(uv)
]
, θ2
[
1− ln v
ln(uv)
])]
= ln(uv)
[
1−mı´n
(
θ1
[
ln v
ln(uv)
]
, θ2
[
lnu
ln(uv)
])]
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así la cópula C(u, v) está dada por:
C(u, v) = exp
{
ln(uv)A
(
ln v
ln(uv)
)}
= exp
{
ln(uv)−mı´n
{
ln vθ1 , lnuθ2
}}
= uvmı´n(vθ1 , uθ2)
Conocida como la familia de Marshall-Olkin.
1.5. Cópula Empírica
Las cópulas empíricas fueron estudiadas por Deheuvels en 1969 [Bouyé, 2000], la idea
consiste en construir una función cópula a partir de valores muestrales recolectados de las
variables aleatorias, sin establecer dependencia de ningún parámetro. Esta cópula es de
gran importancia en la selección de cópulas dentro de una familia candidata.
Definición 17. Cópula Empírica Sea ℵ = (xk, yk)nk=1 una muestra de tamaño n obtenida
a partir de una distribución bivariante. La cópula empírica es la función Cn dada por:
Cn
(
i
n
,
j
n
)
=
1
n
n∑
k=1
I(xk ≤ x(i), yk ≤ y(j)) i, j = 1, ..., n (1.16)
donde I(A) es la función característica del conjunto A dada por:
I(A) =

1 si x ∈ A
0 en otro caso
y x(i) e y(j) 1 ≤ i ≤ j ≤ n son las estadísticas de orden de la muestra.
Esta cópula empírica converge uniformemente a la cópula verdadera cuando el tamaño
de muestra crece [del Rio R. and Quesada, 2007]. Este resultado implica que cuando la
cópula verdadera es desconocida, un criterio de selección puede ser el comparar cada una
de las cópulas candidatas con la empírica.
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1.6. Métodos gráficos para detectar dependencia: Chi-plot y
K-plot
Las herramientas gráficas que presentamos en esta sección nos ayudan a realizar un
primer estudio sobre la posible dependencia funcional de dos variables aleatorias. Estas
herramientas son recientes en la literatura y se denominan Chi-plot y K-plot.
1.6.1. Chi-plot
El Chi-plot fué propuesto originalmente por Fisher y Switzer [Genest and Favre, 2007]
y la construcción de esta herramienta se basa en el estadístico chi-cuadrado. Para calcular
los chi-plots se procede de la siguiente manera [del Rio R. and Quesada, 2007]:
Sea (X1, Y1), ..., (Xn, Yn) una muestra aleatoria de una función de distribución conjunta
y continua H de la variable aleatoria (X,Y ), y sea I(A) la función característica del suceso
A. Para cada observación (xi, yi) se desarrollan los siguientes procedimientos:
• Calcular Hi, Fi y Gi como se muestra a continuación:
Hi =
1
n− 1
∑
j 6=i
I(Xj ≤ Xi, Yj ≤ Yi) (1.17)
Fi =
1
n− 1
∑
j 6=i
I(Xj ≤ Xi)
Gi =
1
n− 1
∑
j 6=i
I(Yj ≤ Yi)
Si = sign
{(
Fi − 1
2
)(
Gi − 1
2
)}
• Calcular λi y χi de la siguiente forma:
λi = 4Si ma´x
{(
Fi − 1
2
)2
,
(
Gi − 1
2
)2}
χi =
Hi − FiGi√
Fi(1− Fi)Gi(1−Gi)
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El Chi-plot es un diagrama de dispersión de los pares (λi, χi)i=1,...,n, donde λi es
una medida de la distancia de la observación (Xi, Yi) al centro de los datos.
Según [del Rio R. and Quesada, 2007], todos los valores de λi deben estar en el
intervalo [−1, 1]. En caso de que los datos constituyan una muestra bivariente con
marginales continuas independientes, los valores de λi se distribuyen uniforme-
mente. Sin embargo, si X e Y están asociadas, los valores de λi se presentarán
formando agrupaciones, en particular, valores positivos de λi indican que Xi e Yi
son relativamente grandes (a la vez) o relativamente pequeñas (a la vez) respecto a
sus medianas, mientras que λi negativos corresponden a Xi e Yi situados en lados
opuestos respecto a sus medianas.
En cada observación muestral, χi se puede interpretar como el coeficiente de corre-
lación asociado a (n − 1) pares (Xij , Yij), dicotomizados de la siguiente forma [del
Rio R. and Quesada, 2007]:
Xij =

1 Si Xj ≤ Xi
0 en otro caso
Yij =

1 Si Yj ≤ Yi
0 en otro caso
para todo j 6= i. Así −1 ≤ χi ≤ 1, para todo i = 1 · · ·n, además, según [del Rio R.
and Quesada, 2007] √nχi es la raíz cuadrada del estadístico chi-cuadrado utilizado
tradicionalmente para contrastar la independencia en la tabla de contingencia
generada por los puntos de corte (Xi, Yi).
• Representar los pares de puntos (λi, χi) ∈ [−1, 1]× [−1, 1]
De acuerdo a [Ayyad, 2008], para evitar observaciones engañosas, Fisher y Switzer reco-
miendan representar los pares que cumplan:
|λi| < 4
(
1
n− 1 −
1
2
)2
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Como queremos contrastar las hipótesis H0 : Las variables son independientes frente a
H1 : Las variables no son independientes, los valores χi que estén ’muy lejos’ de cero nos
darán evidencia estadística para poder rechazar la hipótesis nula. Para hacer referencia al
término ’muy lejos’, Fisher y Switzer [Ayyad, 2008] nos proponen unos límites de control
dados por ±cp
√
n donde cp se selecciona de modo que aproximadamente el 100p% de los
pares (λi, χi) se sitúen entre estos dos límites, p es equivalente al nivel de confianza y se
suele escoger p = 0.9, p = 0.95, p = 0.99.
A continuación realizamos una representación de un chi-plot para variables dependien-
tes de la siguiente manera, generamos 100 muestras de una variable Poisson X ∼ Po(3)
e Y = 1
1+X3
y lo que obtenemos son puntos alejados de los límites dados por ±cp
√
n
(p = 0.95), como se muestra en la gráfica 1.1.
Figura 1.1. Chi-plot para variables dependientes con p = 0.95
Si por el contrario realizamos el mismo procedimiento para dos variables independientes,
lo puntos caen sobre los límites dados por ±cp
√
n. Para este caso generamos 100 muestras
de las variables aleatorias independientes X e Y con X ∼ N(0, 1) Y ∼ Po(3) y obtenemos
la siguiente gráfica:
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Figura 1.2. Chi-plot para variables independientes con p = 0.95
1.6.2. K-plot
Los k-plot (forma abreviada de Kendal-plot) fueron creados por Genest y Boies [del
Rio R. and Quesada, 2007], esta herramienta también se construye sobre los rangos de
las observaciones utilizando la transformación integral de probabilidades multivariantes,
produciendo un gráfico similar al QQ-plot convencional.
Sea (X1, Y1), ..., (Xn, Yn) una muestra aleatoria de una función de distribución conjunta
y continua H de la variable aleatoria (X,Y ), para construir el K-plot se procede de la
siguiente manera:
a) Para cada 1 ≤ i ≤ n se calcula Hi como en (1.17).
b) Se ordenan los valores Hi de tal forma que H(1) ≤ ... ≤ H(n).
c) Se representan los pares (Wi:n, H(i)), donde Wi:n representa la esperanza del estadístico
de orden i-ésimo en una muestra de tamaño n, calculado de la siguiente manera:
Wi:n = n
(
n− 1
i− 1
)∫ 1
0
w[K0(w)]
i−1[1−K0(w)]n−idK0(w)
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con
K0(w) = w − w log(w) 0 ≤ w ≤ 1
A medida que la representación H(i) contra Wi:n se vaya desviando con respecto a la
diagonal, se puede ir asumiendo dependencia funcional entre las dos variables involucradas.
Para ilustrar este método consideremos 100 muestras de las variables X, Y , con Y = X3
y X ∼ N(0, 1), lo que obtenemos es una nube de puntos por encima de la diagonal, como
se muestra en la gráfica (1.3).
Figura 1.3. K-plot para variables dependientes
los K-plots detectan dependencia funcional positiva acentuando la concavidad de la
nube de puntos respecto la diagonal, cuando las variables son independientes la gráfica
se concentra en la diagonal [Ayyad, 2008]. En la figura 1.4 ilustramos un K-plot para dos
variables independientes X ∼ N(0, 1) e Y ∼ Po(3).
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Figura 1.4. K-plot para variables independientes
CAPÍTULO 2
Inferencia para cópulas
2.1. Selección de la cópula
En la sección 2.5 se exponen los distintos procedimientos para estimar los parámetros
de una cópula, sin embargo,como se observará más adelante, estos procedimientos suponen
que se conoce de antemano el tipo de cópula que describe la estructura de dependencia para
ajustar un conjunto de datos dado, en general este supuesto no se cumple, pues de hecho
se convierte en uno de los problemas más importantes en la teoría de cópulas, hasta tal
punto que no existe un método que la comunidad estadística use rutinariamente [Escarela
and Hernández, 2009].
En los últimos años se han propuesto diferentes procedimientos para la selección de
una cópula particular. Dentro de estos procedimientos tenemos los paramétricos, no pa-
ramétricos y la combinación de ambos. Todas las cópulas que pertenecen a una misma
familia, presentan una misma estructura (o ecuación) que puede depender de uno o varios
parámetros (o también de ninguno, si hablamos de cópulas no paramétricas), de forma
que, para cada uno de los valores del espacio paramétrico de definición, se obtendrá un
miembro de esa familia [Vélez, 2007].
Las etapas para el proceso de selección de cópulas son las siguientes [Vélez, 2007]:
1. Determinación de las distribuciones marginales asociadas a cada una de las variables
en función de las muestras de datos disponibles.
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2. Propuesta de un conjunto inicial de familias de cópulas candidatas, que por sus
características son adecuadas para describir la relación existente entre las variables.
3. Selección de una cópula dentro de una familia.
4. Elección de la cópula de entre todas las que representan a cada una de las familias
candidatas.
2.2. Determinación de las distribuciones marginales
2.2.1. Estimación a partir de la muestra
Los modelos de cópulas semiparamétricos son aquellos que están construidos con cópu-
las paramétricas, para los que las marginales han sido estimadas por métodos no paramé-
tricos. Una forma de estimar estas marginales desconocidas es por medio de la estimación
no paramétrica a partir de la muestra [Ayyad, 2008].
F̂n(x) =
1
n+ 1
n∑
i=1
I(Xi ≤ x)
Ĝn(y) =
1
n+ 1
n∑
i=1
I(Yi ≤ y)
donde I es la función indicadora.
2.3. Propuesta inicial de un conjunto de Cópulas
Este paso depende del investigador, pues a partir del conocimiento de las propiedades
que caracterizan a las familias, propone un conjunto de familias iniciales que describan la
posible relación que existe entre las variables. Sin embargo, esta propuesta inicial suele ser
afectada cuando el analista encuentra más de una familia que describe la relación de las
variables y no sabe cual de ellas es la más apropiada.
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2.4. Selección de una cópula dentro de una familia
Si bien el analista puede proponer una familia inicial de cópulas, el problema surge
cuando se tiene un amplio número de familias y no se puede determinar la que mejor se
ajuste a los datos. Por eso exponemos la forma de determinar a qué familia pertenece C,
para el caso de las cópula arquimediana se determina por medio de la forma del generador
φ como se muestra a continuación.
Inicialmente suponemos que se tiene una muestra aleatoria bivariante de n elementos,
es decir, (x1, y1), ..., (xn, yn), que ha sido generada por una distribución bivariante desco-
nocida H(x, y), con marginales continuas F (x) y G(y) y cópula arquimediana C(u, v),
con u = F (x) y v = G(y) variables aleatorias distribuidas U(0, 1)[Vélez, 2007].
Buscamos una estimación de la función de distribución univariante:
K(w) = P [C(u, v) ≤ w] = P [H(x, y) ≤ w]
para esto se define la variable aleatoria W = Hˆ(x, y) con Hˆ la estimación empírica de
la distribución bivariante H, luego determinar la estimación empírica de la distribución
W ,
Wi = Hˆ(xi, yi) =
Card {(xj , yj) : xj < xi, yj < yi}
n− 1
Donde Card denota el cardinal del conjunto. Entonces, un estimador no paramétrico de
K(w) viene dado por:
Kn(w) =
1
n
n∑
i=1
{i : 1 ≤ i ≤ n,wi ≤ w}
y consideramos la estimación paramétrica dada por:
Kφn = w −
φ(w)
φ′(w)
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Para llevar a cabo la selección de la cópula dentro de una familia necesitamos estimar
el parámetro θ que mide la estructura de dependencia, como se muestra en la siguiente
sección.
2.5. Métodos de estimación del parámetro de dependencia θ
El parámetro θ de la cópula captura la dependencia que existe entre las variables alea-
torias,(en el caso multiparamétrico θ es un vector) este parámetro puede ser estimado por
métodos paramétricos, no paramétricos y semiparamétricos. A continuación se presentan
las metodologías que se necesitan para el desarrollo de este trabajo.
2.5.1. Estimación Paramétrica
Entre los métodos paramétricos contamos con el de Máxima Verosimilitud que deno-
taremos ML y el método de inferencia para marginales que denotaremos IFM.
2.5.1.1. Método de Máxima Verosimilitud:
Este método se puede aplicar a cualquier familia de cópulas, ya que se obtiene la
estimación de los parámetros de la cópula a través de la maximización de su función de
log-Verosimilitud. Denotaremos el estimador de máxima verosimilitud como MLE, por sus
siglas del inglés [Cherubini and Vecchiato, 2004].
Definición 18. La verosimilitud para la observación t, considerada como una función
de θ se denota por Lt(θ) y la log-verosimilitud de Lt(θ) se denotará por lt(θ). Dadas T
observaciones la función de log-verosimilitud está dada por:
l(θ) =
T∑
i=1
li(θ) (2.1)
θ̂MLE es el estimador de Máxima Verosimilitud si
l(θ̂MLE) ≥ l(θ) ∀θ ∈ Θ (2.2)
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en otras palabras,
θ̂MLE = ma´x
θ∈Θ
l(θ)
Con Θ el espacio paramétrico. El estimador θ̂MLE tiene la propiedad de normalidad
asintótica, esto es,
√
(T )(θ̂MLE − θ0)→ N(0,=−1(θ0))
con =−1(θ0) la matriz de información de Fisher y θ0 un valor verdadero. Aplicando la
ecuación (1.5), la función de log-verosimilitud queda de la siguiente manera:
l(θ) =
T∑
t=1
ln c(F1(x1t), F2(x2t)) +
T∑
t=1
2∑
i=1
ln fi(xit) (2.3)
con c la función de densidad de la cópula C dada por:
c(F1(x1), F2(x2)) =
∂2(C(F1(x1), F2(x2)))
∂F1(x1)∂F2(x2)
2.5.1.2. Inferencia para marginales (IFM)
El método de máxima verosimilitud, que se expuso anteriormente, puede ser muy cos-
toso en términos computacionales especialmente para grandes dimensiones. Sin embargo
la representación cópula divide los parámetros en los parámetros específicos para las dis-
tribuciones marginales y parámetros comunes para la estructura de dependencia α. La
log-verosimilitud (2.3) se puede ver como:
l(θ) =
T∑
t=1
ln c(F1(x1t; θ1), F2(x2t; θ2)) +
T∑
t=1
2∑
i=1
ln fi(xit; θi) (2.4)
donde θ = (θ1, θ2). Por esta razón, se propone estimar este conjunto de parámetros en dos
pasos:
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1. Realizar las estimaciones de las distribuciones marginales, esto es
θ̂i = arg ma´x
T∑
t=1
ln f2(xit; θi) (2.5)
2. Estimar α luego de hacer las estimaciones anteriores, es decir:
α̂ = arg ma´x
T∑
t=1
ln c(F1(x1t; θˆ1), F2(x2t; θˆ2)) (2.6)
donde arg ma´x f(x) := {x|∀y : f(y) ≤ f(x)}
A continuación presentamos un ejemplo a manera de ilustración, tomado de Ayyad [Ayyad,
2008].
Ejemplo 7. Sean X e Y variables aleatorias con las siguientes funciones de distribución
y cópula que las relaciona:
• FX normal con parámetros δ = (µ, σ2)
• GY gamma con parámetros η = (α, λ)
• C ∈ Cθ = {C : [0, 1]× [0, 1]→ [0, 1]/ C(u, v) = uv + θuv(1− u)(1− v) |θ| < 1},
la familia de cópulas bivariantes Farlie-Gumbel-Morgenstern.
Se estima δ y η por separado es decir:
n∑
i=1
lnfδ(xi) y
n∑
i=1
ln gη(yi)
con fδ y gη las funciones de densidad asociadas a FX y GY respectivamente. Luego se
escoge la estimación buscada αˆ, como el valor del parámetro α que hace máxima la función
objetivo:
l(α) =
n∑
i=1
ln
{
c(Fδˆ(xi), Gηˆ(yi))
}
por tanto el estimador queda definido:
α̂ = arg ma´x
α∈Θ
l(α)
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Este método es fácil de implementar, sin embargo una inadecuada selección de las
distribuciones marginales puede afectar la estimación del parámetro θ.
2.5.2. Estimación no paramétrica
Para esta sección hacemos referencia al método de momentos.
2.5.2.1. Estimación a través de correlación de rangos (Método de momentos):
Este tipo de metodología se basa en las relaciones existentes entre dos medidas no pa-
ramétricas como el coeficiente de correlación de Spearman, el tau de Kendall y las cópulas.
Tiene como ventaja no necesitar información acerca de las distribuciones marginales de los
datos.
La ecuación 1.15 proporciona la manera como se debe estimar el coeficiente τ de Ken-
dall, para las familia de cópulas arquimedianas. A continuación se presenta la estimación
del parámetro θ para algunas de las cópulas más representativas de esta clase [Cao, 2004]:
a. Gumbel
Sea φ(u) = (− lnu)θ, entonces:
φ(u)
φ′(u)
=
u lnu
θ
ρτ (X,Y ) = 1 + 4
∫ 1
0
φ(u)
φ′(u)
du
=
θ − 1
θ
entonces
θ =
1
1− ρτ (X,Y )
por tanto, el método de estimador de momentos de θ es
θ̂ =
1
1− ρ̂τ (X,Y )
donde
ρ̂τ (X,Y ) =
2K
n(n− 1)
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con K definido de la siguiente manera:
K =
n−1∑
i=1
n∑
j=i+1
Q((xi, yi), (xj , yj))
y Q es
Q((xi, yi), (xj , yj)) =

1 si(xi, yi), (xj , yj) > 0
0 si(xi, yi), (xj , yj) = 0
−1 si(xi, yi), (xj , yj) < 0
b. Clayton Sea φ(u) = 1θ (u
−θ − 1), entonces:
φ(u)
φ′(u)
= −u(1− u
θ)
θ
ρτ (X,Y ) = 1 + 4
∫ 1
0
φ(u)
φ′(u)
du
=
θ
θ + 2
entonces
θ̂ =
2ρ̂τ (X,Y )
1− ρ̂τ (X,Y )
2.5.3. Estimación semiparamétrica
El método semiparámetrico SP permite que las distribuciones marginales tengan di-
ferentes formas funcionales arbitrarias y desconocidas [Kim et al., 2007]. La estimación
se lleva en dos etapas igual que en el método IFM, pero a diferencia de este las distri-
buciones marginales son estimadas de forma no paramétrica por su distribución empírica
muestral. El siguiente método que exponemos se denomina estimación de máxima pseudo-
verosimilitud y requiere la utilización de pseudo observaciones uˆi están expresadas de la
siguiente manera:
Sean (X1, Y1), ..., (Xn, Yn) una muestra aleatoria de (X,Y ) entonces:
uˆi = (uˆi,1, uˆi,2) , donde
uˆi,1 =
Ri
n+ 1
y uˆi,2 =
Si
n+ 1
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donde Ri representa el rango de Xi entre X1, ..., Xn y Si representa el rango de Yi entre
Y1, ..., Yn.
2.5.3.1. Estimación de máxima pseudo-verosimilitud
El método de máxima pseudo-verosimilitud requiere que la cópula C sea absoluta-
mente continua respecto a la medida de Lebesgue con densidad c y pretende maximizar el
logaritmo de la verosimilitud basada en rangos, el cual tiene la siguiente expresión:
l(θ) =
n∑
i=1
ln
{
c
(
Ri
n+ 1
,
Si
n+ 1
)}
(2.7)
Genest et al.[Genest et al., 1995] mostraron que bajo ciertas condiciones de regularidad
el estimador θˆn = arg ma´x l(θ;n) es asintóticamente normal, es decir
√
n(θˆn − θ0) ≈ N(0, v2) para algún v2
2.5.4. Representación gráfica de la mejor cópula
Luego de tener la estimación de θ, se debe examinar cuál cópula se ajusta a los datos. El
método gráfico ofrece muchas posibilidades de escogerla, sin embargo en algunas ocasiones
no es sencillo determinarla.
• Aproximación utilizando la función de distribución condicional Y |X (Mé-
todo gráfico 1)
Sea n observaciones bivariadas, ((X1, Y1), ..., (Xn, Yn)) que han sido generadas de
una función de distribución conjunta H(x, y) con marginales continuas F (x) y G(y)
y cópula arquimediana C(F (x), G(y)), de 1.7la función de densidad bivariante h(x, y)
asociada a H(x, y) está dada por
h(x, y) =
∂2
∂x∂y
H(x, y) =
∂2
∂x∂y
C(F (x), G(y)) f(x)g(y)c(F (x), G(y))
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Por otro lado la función de distribución condicional de Y |X = x con C1(u, v) =
∂
∂uC(u, v) es:
HY |X(x, y) =
C1(F (x), G(y))
C1(F (x), 1)
= C1(F (x), G(y))
debido a que
∂
∂u
C(u, 1) = l´ım
∆u→0
C(u+ ∆u, 1)− C(u, 1)
∆u
= l´ım
∆u→0
∆u
∆u
= 1
HY |X(x, y) se distribuye uniformemente [De Matteis, 2001], por tanto un gráfico QQ-
plot de HY |X(x, y) aplicado sobre los datos observados x e y contra los quantiles de
una uniforme-estándar debe dar una línea recta si la cópula aplicada se ajusta al
modelo adecuadamente.
• Aproximación utilizando la función de distribución de la cópula(Método
gráfico 2)
La función de distribución univariada está dada por:
KC(t) = P [C(U, V ) ≤ t] = t− φ(t)
φ′(t)
con φ el generador de una cópula arquimediana. Un QQ-plot de K(F (x),G(y))(t) contra
los quantiles de la uniforme-estándar se puede establecer el contraste observando si
el resultado se aproxima a una línea recta.
• Comparación entre cópulas paramétricas y la cópula empírica.(Método grá-
fico 3)
Otra criterio para seleccionar una cópula es la comparación entre cópulas paramé-
tricas y la cópula empírica, como se muestra a continuación:
Sea {Ck} 1 ≤ k ≤ K el conjunto de cópulas a seleccionar, se escoge aquella cópula
que minimice la siguiente distancia dn [Romano, 2002]:
dn(Ĉ, Ck) =
√√√√ n∑
t1=1
n∑
td=1
(
Ĉ
(
t1
n
,
t2
n
)
− Ck
(
t1
n
,
t2
n
))2
(2.8)
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con Ck la cópula teórica estimada y Ĉ la cópula empírica. Para las cópulas arquime-
dianas esta medida está expresada como sigue[Frees, 1998]:
∫
[Kφn(w)−Kn(w)]2dKn(w) (2.9)
donde
Kn(w) =
1
n
n∑
i=1
{i : 1 ≤ i ≤ n,wi ≤ w}
Kφn = w −
φ(w)
φ′(w)
Se realiza un QQ-plot de las dos distribuciones estimadas. Si la elección del estimador
es buena, este gráfico debería dar una línea recta.
2.5.5. Aproximación analítica de los métodos gráficos
Las gráficas dadas anteriormente pueden dar una buena aproximación para seleccionar
la mejor cópula, sin embargo la subjetividad del analista puede generar problemas. Pa-
ra solucionar este inconveniente se proponen dos contrastes clásicos de bondad de ajuste,
contraste Chi-Cuadrado y Kolmogorov-Smirnov que presentamos a continuación [De Mat-
teis, 2001].
2.5.5.1. Chi-Cuadrado
Se utiliza el siguiente test estadístico:
T =
n∑
i=1
[fi − np(xi)]2
np(xi)
con k el número de clases, fi es la frecuencia absoluta de los datos en la clase i y np(xi) es
la frecuencia teórica de los datos para cada clase i.
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2.5.5.2. Kolmogorov-Smirnov
Tiene la ventaja que es un test no paramétrico. En muestras pequeñas revela la discre-
pancia entre una distribución empírica y una teórica. Como prueba estadística utiliza el
máximo de la diferencia entre la función de distribución empírica acumulada y la teórica,
por lo tanto
T = ma´x
{
|Fˆ (x)− F (x)|
}
(2.10)
Utilizamos este test para los gráficos presentados en la anterior sección, donde se prueba
si las distribuciones son uniformes o no.
A continuación presentamos otros criterios con los cuales podemos seleccionar la mejor
familia de cópulas.
2.5.5.3. Criterio de Información de Akaike
Este criterio se utiliza cuando realizamos estimación paramétrica de máxima verosimi-
litud. Esta medida proporciona un criterio natural para ordenar alternativas de modelos
estadísticos para los datos. El Criterio de Información de Akaike AIC está dado por la
siguiente expresión:
AIC = −2L+ 2np (2.11)
con np el número de parámetros del modelo. El valor de AIC contiene la información del
estimador que mejor ajusta. Así se comparan varias cópulas y se selecciona aquella que
tenga el menor valor AIC.
2.5.5.4. Contraste de Bondad de ajuste
El siguiente método dado en Vélez [Vélez, 2007] considera C(u, v) como una cópula
desconocida asociada a la variable aleatoria bidimensional (X,Y ) y contrasta si esta cópula
pertenece a una familia paramétrica conocida C(u, v, θ) con θ ∈ Θ, por tanto se propone
CAPÍTULO 2. INFERENCIA PARA CÓPULAS 42
probar la siguiente hipótesis:
H0 : C(u, v) = C(u, v, θ) para algún θ ∈ Θ (2.12)
Es decir la cópula desconocida C(u, v) es un miembro de la familia paramétrica.
CAPÍTULO 3
Simulación
3.1. Simulación
En esta sección presentamos la simulación de variables aleatorias y procedemos a se-
leccionar la mejor cópula a través de los procedimientos expuestos anteriormente. En esta
parte proponemos un valor del parámetro y mediante la selección de una tamaño de mues-
tra realizamos la selección de la familia que mejor se ajuste por medio del error cuadrático
medio, de la siguiente manera:
1. Generar variables aleatorias.
2. Determinar la distribuciones marginales.
3. Estimar el parámetro θ por medio de Máxima Verosimilitud ML, método de momentos
y de forma semiparamétrica SP, para este caso utilizamos pseudo observaciones.
4. Realizar la representación gráfica y proponer las posibles cópulas candidatas que se
ajustan a los datos.
5. Realizar las pruebas para las gráficas realizadas en el punto anterior a saber,
Kolmogorov-Smirnov y la prueba Chi-cuadrado.
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3.1.1. Parámetro de dependencia
En esta subsección realizaremos la extracción de 1000 pares de observaciones de cada
una de las cópulas arquimedianas que hemos expuesto a lo largo de este trabajo, a saber,
Clayton, Gumbel, Frank y Joe, con diferentes valores del parámetro de dependencia θ,
θ = 1, θ = 5, θ = 10, θ = 20, esto con el fin de observar gráficamente que sucede a medida
que aumenta el valor de θ, además utilizamos gráficas chi-plot para observar el grado de
dependencia entre las variables.
3.1.2. Cópula Clayton
Extraemos 1000 pares de observaciones de una cópula Clayton para diferentes valores
de θ expuestos anteriormente. Como se puede observar en la figura 3.1, a medida que el
valor del parámetro de dependencia θ se aleja de cero las variables aleatorias tienden a
tener una mayor dependencia, en otras palabras se van acercando más a la diagonal u = v,
además la figura 3.2 nos confirma que a medida que los valores del parámetro θ aumenta
mayor es la dependencia entre las variables, pues la nube de puntos está fuera de los límites
de control expuestos en la sección 1.6.
Figura 3.1. Parámetro de dependencia cópula Clayton
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Figura 3.2. Chiplots correspondientes a la cópula Clayton
3.1.3. Cópula Gumbel
Extraemos 1000 pares de observaciones de una cópula Gumbel para diferentes valores
de θ expuestos anteriormente, como se puede observar en la figura 3.3 a medida que el valor
del parámetro de dependencia θ se aleja de cero las variables aleatorias tienden a tener
una mayor dependencia, en otras palabras se van acercando más a la diagonal u = v, a
diferencia de la cópula Clayton la cópula Gumbel tiende a mostrar el nivel de dependencia
entre las variables aleatorias más rápido a medida que θ crece y esto se refleja en la figura
3.4 nos confirma que para θ = 5 la nube de puntos está fuera de los límites de control.
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Figura 3.3. Parámetro de dependencia cópula Gumbel
Figura 3.4. Chiplots correspondientes a la cópula Gumbel
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3.1.4. Cópula Frank
Extraemos 1000 pares de observaciones de una cópula Gumbel para diferentes valores
de θ expuestos anteriormente,como se puede observar en la figura 3.5 a medida que el valor
del parámetro de dependencia θ se aleja de cero las variables aleatorias tienden a tener
una mayor dependencia, en otras palabras se van acercando más a la diagonal u = v, a
diferencia de la cópula Clayton y Gumbel la cópula Frank tiende a mostrar el nivel de
dependencia más lentamente entre las variables aleatorias a medida que θ crece y esto se
refleja en la figura 3.6 nos confirma que para θ = 20 aún parte de la nube de puntos está
dentro de los límites de control.
Figura 3.5. Parámetro de dependencia cópula Frank
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Figura 3.6. Chiplots correspondientes a la cópula Frank
3.1.5. Cópula Joe
Extraemos 1000 pares de observaciones de una cópula Joe para diferentes valores de θ
expuestos anteriormente. Como se puede observar en la figura 3.7 a medida que el valor
del parámetro de dependencia θ se aleja de cero las variables aleatorias tienden a tener
una mayor dependencia, en otras palabras se van acercando más a la diagonal u = v. Esta
cópula parece tener un comportamiento muy parecido a la cópula Clayton.
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Figura 3.7. Parámetro de dependencia cópula Joe
Figura 3.8. Chiplots correspondientes a la cópula Joe
3.2. Comparación de parámetros
A continuación realizamos la estimación del parámetro θ por tres métodos diferentes,
expuestos anteriormente:
1. Método paramétrico: ML (Máxima verosimilitud)
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2. Método semiparamétrico: PML (pseudo-máxima verosimilitud)
3. Método no paramétrico: Método de momentos,τ de Kendall
en este caso tomamos θ = 3 y simulamos 1000 pares de observaciones para cada una de
las cópulas de interés y siguiendo a Ayyad [Ayyad, 2008] estimamos 100 veces el parámetro
para cada uno de los tres métodos expuestos anteriormente y tomamos el parámetro re-
presentativo θ∗ como la media de las repeticiones de cada simulación. Por último hallamos
el sesgo, la desviación típica, y el error cuadrático medio que se presentan en la tabla.
1. Sesgo
sesgo = θ − θ∗
2. Desviación típica
DT (θ∗i ) =
√√√√ 100∑
i=1
(θ∗i − θ)2
100
3. Error cuadrático medio
ECM(θ∗i ) =
100∑
i=1
|θ∗i − θ|2
100
En la tabla 3.1 se presentan cada una de las estimaciones del parámetro θ para cada
una de las cópulas estudiadas, recordemos que el valor de θ verdadero es 3. Para las cópulas
Gumbel y Joe se puede observar que mediante los tres métodos el sesgo es negativo, esto
se debe a que no hay tanta precisión de la estimación del parámetro, por otro, lado el error
cuadrático medio es mayor en el método semiparamétrico. El método paramétrico presenta
el menor ECM y el menor sesgo.
Para la cópula Clayton podemos observar que presenta la estimación más baja mediante
el método paramétrico, mientra que la cópula Frank presenta estimaciones por debajo del
valor verdadero.
En la tabla 3.2 podemos observar que a medida que el parámetro de dependencia
aumenta el error cuadrático medio se eleva, además, podemos decir que el método más
preciso para la estimación del parámetro de dependencia θ es el método paramétrico,
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Método
Cópula Paramétrico Semiparamétrico No paramétrico
Estimación 2.97 2.90 2.98
Frank Sesgo 0.03 0.10 0.01
DT 0.20 0.21 0.21
ECM 0.02 0.04 0.03
Estimación 2.85 3.00 3.00
Clayton Sesgo 0.15 -0.00 -0.00
DT 0.25 0.24 0.28
ECM 0.01 0.03 0.04
Estimación 3.00 3.00 3.01
Gumbel Sesgo -0.00 -0.00 -0.01
DT 0.13 0.23 0.30
ECM 0.00 0.04 0.01
Estimación 3.00 3.01 3.00
Joe Sesgo -0.00 -0.01 -0.00
DT 0.12 0.31 0.24
ECM 0.01 0.01 0.01
Tabla 3.1. estimación del parámetro θ por los tres métodos
pues presenta un error cuadrático medio bajo para los cuatro valores del parámetro de
dependencia dados.
En la tabla 3.3 podemos observar que el método semiparamétrico para las estimaciones
de θ = 3 y θ = 5 presentan el error cuadrático medio más bajo en comparación con los otros
dos métodos. Para la cópula Frank nuevamente observamos que a medida que aumenta el
parámetro de dependencia el error cuadrático medio se eleva.
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Método θ = 3 θ = 5 θ = 10 θ = 20
Estimación 3.00 5.01 10.02 20.09
Sesgo -0.00 -0.01 -0.02 -0.09
Paramétrico DT 0.22 0.37 0.73 2.03
ECM 0.01 0.03 0.08 0.33
Estimación 3.00 5.02 9.89 19.57
Sesgo -0.00 -0.02 0.11 0.43
Semi paramétrico DT 0.21 0.54 0.49 0.95
ECM 0.03 0.06 0.24 0.90
Estimación 3.00 5.04 10.05 20.02
Sesgo -0.00 -0.04 -0.05 -0.02
No paramétrico DT 0.28 0.69 1.10 1.29
ECM 0.04 0.06 0.27 1.03
Tabla 3.2. Comparación valores de θ para la cópula Clayton mediante los tres métodos expuestos
Método θ = 3 θ = 5 θ = 10 θ = 20
Estimación 3.01 5.01 10.01 20.09
Sesgo -0.01 -0.01 -0.01 -0.09
Paramétrico DT 0.29 0.44 0.52 1.92
ECM 0.04 0.07 0.12 0.28
Estimación 2.99 5.03 10.00 20.03
Sesgo 0.01 -0.03 -0.00 -0.03
Semi paramétrico DT 0.06 0.57 0.47 1.18
ECM 0.04 0.06 0.13 0.33
Estimación 3.02 5.03 9.99 20.00
Sesgo -0.02 -0.03 0.01 0.00
No paramétrico DT 0.43 0.60 0.07 0.70
ECM 0.05 0.06 0.11 0.41
Tabla 3.3. Comparación valores de θ para la cópula Frank mediante los tres métodos expuestos
Método θ = 3 θ = 5 θ = 10 θ = 20
Estimación 3.00 5.02 10.03 20.07
Sesgo 0.00 -0.02 -0.02 -0.07
Paramétrico DT 0.13 0.47 0.83 1.80
ECM 0.01 0.02 0.07 0.30
Estimación 2.99 4.99 9.90 19.37
Sesgo 0.01 0.01 0.10 0.63
Semi paramétrico DT 0.10 0.13 0.40 0.93
ECM 0.01 0.03 0.12 0.91
Estimación 3.01 5.01 10.05 20.07
Sesgo -0.01 -0.01 0.05 -0.07
No paramétrico DT 0.23 0.29 1.10 1.89
ECM 0.01 0.02 0.14 0.68
Tabla 3.4. Comparación valores de θ para la cópula Gumbel mediante los tres métodos expuestos
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En la tabla 3.4 podemos observar que el método semiparamétrico presenta el error
cuadrático medio más elevado cuando θ = 20, para θ = 3 y θ = 5 los tres métodos tienen
un valor pequeño del error cuadrático medio.
Método θ = 3 θ = 5 θ = 10 θ = 20
Estimación 3.01 5.01 10.02 20.05
Sesgo -0.01 -0.01 -0.02 -0.05
Paramétrico DT 0.24 0.37 0.71 1.50
ECM 0.01 0.03 0.07 0.28
Estimación 3.01 5.00 9.83 19.60
Sesgo -0.01 0.00 0.17 0.40
Semi paramétrico DT 0.26 0.07 0.43 0.90
ECM 0.02 0.05 0.22 0.81
Estimación 3.01 5.00 10.02 20.07
Sesgo -0.01 0.00 -0.02 -0.07
No paramétrico DT 0.29 0.27 0.80 1.89
ECM 0.01 0.06 0.30 0.91
Tabla 3.5. Comparación valores de θ para la cópula Joe mediante los tres métodos expuestos
En la tabla 3.5 podemos observar que el método no paramétrico presenta el error
cuadrático medio más elevado cuando θ = 10 y cuando θ = 20, para θ = 3 y θ = 5
encontramos los valores más bajos del error cuadrático medio para los tres métodos.
3.3. Simulación de datos
Para esta sección hemos generado 1000 muestras de dos variables aleatorias dependien-
tes X y Y , siguiendo la propuesta expuesta en [Lopera et al., 2009].
1. Realizamos los gráficos K-plot y Chi-plot para observar el posible grado de depen-
dencia entre las dos variables.
2. Hallamos el coeficiente de correlación ρτ para estas dos variables.
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3. Hallamos el parámetro de dependencia para cada una de las familias de cópulas,
mediante los métodos paramétrico, no paramétrico y semiparamétrico.
4. Realizamos las representaciones gráficas expuestas en el capítulo 2, para la selección
de la familia de cópulas que mejor se ajusta a los datos.
5. Realizamos el análisis de la selección de la familia de cópulas mediante las pruebas
de Kolmogorov-Smirnov y χ cuadrado.
Figura 3.9. Chi-plot
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Figura 3.10. K-plot
De las figuras 3.9 y 3.10 podemos asumir que hay dependencia entre X y Y , debido a
que en la figura 3.9 los puntos de las variables caen por fuera de las bandas y en la figura
3.10 los puntos se alejan de la diagonal.
El coeficiente de correlación ρτ para estas variables es de 0.602995. A partir de este
coeficiente estimamos los parámetros para cada una de las cópulas.
Método Familia
Clayton Gumbel Frank Joe
Paramétrico 1.748 2.385 8.25 2.834
No paramétrico 3.225 2.613 8.408 4.047
Semiparamétrico 1.768 2.396 8.26 2.851
Tabla 3.6. Valores estimados de θ mediante los métodos paramétrico, no paramétrico y semipa-
ramétrico, para cuatro familias de cópulas.
Con las gráficas que se presentan a continuación se pretende seleccionar la familia
cópula que mejor se ajuste a los datos. Se realizan las gráficas tipo I, II y III pero para este
trabajo solo aparecerá la gráfica tipo I, debido a que mostraremos estás en la aplicación;
además incluimos la correspondiente selección analítica para los tres métodos gráficos.
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Figura 3.11. Estimación paramétrica
En la figura 3.11 se presentan las gráficas correspondientes a la estimación paramétrica
de θˆ mediante máxima verosimilitud. Se puede observar como las familias Clayton, Frank
y Joe son las que mejor se ajustan al conjunto de datos, pues están más próximas a la línea
recta. Mientras que la familia Gumbel es la que más se aleja.
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Figura 3.12. Estimación no paramétrica
En la figura 3.12 se presentan las gráficas correspondientes a la estimación no para-
métrica de θˆ mediante máxima pseudo verosimilitud. Se puede observar como las familias
Clayton y Frank son las que mejor se ajustan al conjunto de datos, pues están más próxi-
mas a la línea recta. La familias Gumbel y Joe se alejan de la línea recta, en particular la
familia Gumbel quien parece ser la que menos ajusta a los datos.
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Figura 3.13. Estimación semiparamétrica
En la figura 3.13 se presentan las gráficas correspondientes a la estimación semi para-
métrica de θˆ. Se puede observar que la familia Gumbel no se ajusta al conjunto de datos,
pues están más alejada de la línea recta. A diferencia de los otros métodos de estimación
del parámetro, este hace un poco más difícil la selección.
Debido a que la selección mediante los métodos gráficos es un poco engañosa, proce-
demos a realizar bondad de ajuste para decidir cuál familia de cópulas ajusta mejor a los
datos. En las siguiente tablas contienen el p-valor para las pruebas de bondad de ajuste
Kolmogorov-Smirnov y χ2.
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χ2
Método
Familia Paramétrico No paramétrico Semi-paramétrico
Clayton 0.2289 0 0.2565
Gumbel 0 0 0
Frank 0.457 0.5330 0.4355
Joe 0.002 0 0.005
Tabla 3.8. P-valor mediante la prueba χ2 para el método gráfico 1.
Kolmogorov-Smirnov
Método
Familia Paramétrico No paramétrico Semi-paramétrico
Clayton 0.010 0.1743 0.011
Gumbel 0.72 0.9758 0.733
Frank 0.93 0.88 0.932
Joe 0.028 0.2162 0.028
Tabla 3.9. P-valor mediante la prueba Kolmogorov-Smirnov para el método gráfico 2.
Kolmogorov-Smirnov
Método
Familia Paramétrico No paramétrico Semi-paramétrico
Clayton 0.028 0 0.032
Gumbel 0 0 0
Frank 0.329 0.2368 0.329
Joe 0.003 0.001 0.003
Tabla 3.7. P-valor mediante la prueba Kolmogorov-Smirnov para el método gráfico 1.
De las tablas 3.7 y 3.8 la familia de cópulas que mejor se ajusta a nuestro conjunto
de datos, por tener un p-valor alto es la familia Frank. Sin embargo la familia Clayton no
puede ser descartada, debido a que la prueba de bondad de ajuste χ2 para los métodos
paramétrico y semi-paramétrico la toma como una posible familia candidata.
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χ2
Método
Familia Paramétrico No paramétrico Semi-paramétrico
Clayton 0 0.100 0
Gumbel 0.712 0.778 0.573
Frank 0.285 0.187 0.207
Joe 0.018 0.152 0.025
Tabla 3.10. P-valor mediante la prueba χ2 para el método gráfico 2.
Kolmogorov-Smirnov
Método
Familia Paramétrico No paramétrico Semi-paramétrico
Clayton 0.108 0.017 0.164
Gumbel 0.042 0.148 0.287
Frank 0.287 0.033 0.104
Joe 0.007 0.219 0.011
Tabla 3.11. P-valor mediante la prueba Kolmogorov-Smirnov para el método gráfico 3.
De las tablas 3.9 y 3.10 la familia de cópulas que mejor se ajustan a nuestro conjunto
de datos, por tener un p-valor alto son la familia Frank y Gumbel. Notemos que para el
método gráfico 2 la selección de la familia se hace un poco tediosa, debido a que las familias
Gumbel Frank y Joe parecen ajustar bien al conjunto de datos. La familia Clayton es la
que menos se ajusta al conjunto de datos en estás pruebas.
De la tabla 3.11 la familia Frank es la que mejor ajusta con los métodos de estimación
paramétrico y semiparamétrico, mientras que la familia Joe es la que mejor ajusta mediante
el método no paramétrico.
3.4. Aplicación
En ésta sección se presenta la aplicación de la metodología anteriormente expuesta a
datos de hidrología, suministrados por el Instituto de Hidrología, Meteorología y Estudios
Ambientales IDEAM, que corresponden a la medición de los valores medios de nivel dada
en cms y la concentración media diaria de sedimentos en suspensión medida en Kg/m3.
Los datos corresponden a la cuenca del río Fonce, la cual cuenta con seis estaciones y de
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las cuales haremos la aplicación con la estación Nemizaque, ubicada en el municipio de
Charalá del departamento de Santander.
Los datos fueron analizados de la siguiente manera, debido a la ausencia de datos, hemos
seleccionado el periodo comprendido entre 1991 y 2010. Tomamos el promedio mensual
para cada una de las variables y luego formamos las parejas nivel versus concentración,
obteniendo así una matriz con 228 filas y dos columnas.
3.4.1. Análisis de los datos
Para iniciar realizamos un análisis descriptivo sobre el conjunto de datos,donde notamos
Niveles por NV y Concentración con SD.
NV SD
Mínimo 59.06 0.003
Mediana 110.62 0.016
Media 112.52 0.023
Máximo 173.57 0.111
Desv. Están. 0.0857 0.0004
Ahora deseamos ver qué tan alto es el grado de dependencia entre las variables. Para
ello realizamos los gráficos K-plot y Chi-plot, expuestos en el capítulo 1.
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Figura 3.14. K-plot para nivel y concentración de la estación Nemizaque
Figura 3.15. Chi-plot para nivel y concentración de la estación Nemizaque
Como se puede observar de las figuras 3.14 y 3.15 parece existir cierta relación entre
las variables Nivel y Concentración, por lo que realizamos una prueba de independencia
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para cópulas mediante la función BiCopIndTest del paquete CDVine de R y obtenemos
un p-valor de 0.00013, sí podemos concluir que sí hay relación entre las variables.
Debido a que no conocemos las distribuciones de cada una de las variables, aplicamos los
métodos no paramétrico y semiparamétrico para seleccionar la cópula que mejor se ajuste
a este conjunto de datos. Para el método no paramétrico el coeficiente de correlación τ de
Kendall es de 0.1698.
Método Familia
Clayton Gumbel Frank Joe
No paramétrico 0.4091 1.2045 1.5651 1.3615
Semiparamétrico 0.3261 1.1467 1.4343 1.1567
Tabla 3.12. Valores estimados de θ mediante los métodos no paramétrico y semiparamétrico,
para cuatro familias de cópulas.
1. Gráficas para la estimación no paramétrica
Figura 3.16. Estimación no paramétrica, gráfica tipo I
De la figura 3.16 podemos observar que las familias Clayton, Frank y Joe son las que
se están ajustando mejor al conjunto de datos, mientras que la cópula Gumbel es la
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Método no paramétrico
Familia Kolmogorov-Smirnov χ2
Clayton 0.6138 0.4723
Gumbel 0.0193 0.000
Frank 0.3935 0.4615
Joe 0.1665 0.3136
Tabla 3.13. P-valor mediante la prueba Kolmogorov-Smirnov y χ2 para el método gráfico I.
que más se aleja de la línea recta lo que nos lleva en primera instancia a descartarla.
Realizando el análisis con el P-valor mediante la prueba de Kolmogorov-Smirnov y
χ2, obtenemos los resultados de la tabla 3.13:
Como podemos observar en la tabla 3.13 la familia que menos se ajusta a nuestro
conjunto de datos es la familia Gumbel. Las familias que ajustan mejor son la Clayton
y Frank.
Figura 3.17. Estimación no paramétrica, gráfica tipo II
De la figura 3.17 podemos observar que la familia que parece alejarse un poco de
la línea recta es la Clayton, pues a diferencia del gráfico tipo I aquí se hace más
compleja la selección visual de la familia que mejor se ajuste a los datos.Realizando
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Método no paramétrico
Familia Kolmogorov-Smirnov χ2
Clayton 0.6571 0.8189
Gumbel 0.7956 0.4615
Frank 0.8653 0.8279
Joe 0.6654 0.6296
Tabla 3.14. P-valor mediante la prueba Kolmogorov-Smirnov y χ2 para el método gráfico II.
el análisis con el P-valor mediante la prueba de Kolmogorov-Smirnov y χ2, obtenemos
los resultados de la tabla 3.14.
La selección mediante el gráfico tipo II ( tabla 3.14) es un poco más compleja, pero
tanto en la prueba Kolmogorov-Smirnov como en la prueba χ2, la familia Frank es
la que mejor ajusta.
Figura 3.18. Estimación no paramétrica, gráfica tipo III
De la figura 3.18 podemos observar que la selección de la familia que mejor se ajusta
es más complicada, pues visualmente la que menos se aleja de la línea recta es la
familia Frank, sin embargo, se debe tener cuidado con estas conclusiones, pues el
observador puede equivocarse.
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Método no paramétrico
Familia Kolmogorov-Smirnov
Clayton 0.6284
Gumbel 0.9807
Frank 0.8524
Joe 0.9807
Tabla 3.15. P-valor mediante la prueba Kolmogorov-Smirnov para el gráfico tipo III.
Por último en la gráfica tipo III 3.15 la familia Gumbel y Joe son las que mejor se
ajustan al conjunto de datos.
2. Gráficas para la estimación semi paramétrica
En las gráficas que se realizan a continuación, el parámetro de dependencia es esti-
mado mediante el método semiparamétrico.
Figura 3.19. Estimación semi paramétrica, gráfica tipo I
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Podemos observar en la figura 3.19 que la familia que se desvía un poco de la línea
recta es la Gumbel, mientras que las otras tres familias, Clayton, Frank y Joe se
ajustan mejor al conjunto de datos.
Método semi paramétrico
Familia Kolmogorov-Smirnov χ2
Clayton 0.6647 0.4723
Gumbel 0.0598 0.068
Frank 0.4063 0.2334
Joe 0.4776 0.6409
Tabla 3.16. P-valor mediante la prueba Kolmogorov-Smirnov y χ2 para el método gráfico I.
De la tabla 3.16 podemos descartar a la familia Gumbel, ya que esta es la que tiene el
p-valor más bajo para las pruebas de Kolmogorov-Smirnov y χ2. Mientras que en la
prueba Kolmogorov Smirnov la familia que mejor ajusta es la Clayton, en la prueba
χ2 lo hace la familia Joe.
Figura 3.20. Estimación semi paramétrica, gráfica tipo II
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Podemos observar en la figura 3.20 que las cuatro familias se ajustan bien al conjunto
de datos, pues no se ve que alguna se aleje de la línea recta, lo que hace difícil la
selección de la familia de manera gráfica.
Método no paramétrico
Familia Kolmogorov-Smirnov χ2
Clayton 0.8439 0.7397
Gumbel 0.7622 0.8096
Frank 0.8455 0.7706
Joe 0.771 0.8279
Tabla 3.17. P-valor mediante la prueba Kolmogorov-Smirnov y χ2 para el gráfico tipo II.
De la tabla 3.17 la familia que mejor se ajusta, según la prueba Kolmogorov Smirnov
es Frank mientras que con la prueba χ2 la que mejor ajusta es la familia Joe.
Figura 3.21. Estimación semi paramétrica, gráfica tipo III
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Método semi paramétrico
Familia Kolmogorov-Smirnov
Clayton 0.9534
Gumbel 0.8524
Frank 0.9103
Joe 0.6284
Tabla 3.18. P-valor mediante la prueba Kolmogorov-Smirnov para el gráfico tipo III.
De la tabla 3.18 la familia que mejor se ajusta, según la prueba Kolmogorov Smirnov
es la Clayton y la Familia Frank.
Para esta aplicación vemos lo difícil que es seleccionar una familia que se ajuste a
los datos, pues aunque en comienzo en la gráfica tipo I la familia Gumbel era la
que menos se ajustaba a los datos, resultó ser una de las más opcionadas para este
conjunto de datos. Si bien el grado de dependencia τ de Kendall entre el nivel y la
concentración no es alta, podemos ver que los datos se pueden ajustar a una de las
familias arquimedianas expuestas en este trabajo. Por tanto si escogemos la familia
Frank, el modelo queda de la siguiente manera:
C(u, v) =− 1
θ
ln
[
1 +
(e−θu − 1)(e−θv − 1)
(e−θ − 1)
]
=− 1
1.565
ln
[
1 +
(e−1.565u − 1)(e−1.565v − 1)
(e−1.565 − 1)
]
siendo θ = 1.565 la estimación mediante el método no paramétrico.
Conclusiones
• A través de los tres métodos de estimación del parámetro de dependencia θ, se ob-
tienen posibles valores para cada una de las diferentes cópulas y a partir de estos
se pueden hacer comparaciones y decidirse por el que tenga el mejor ajuste a una
determinada familia.
• Los tres métodos gráficos, ayudan al investigador a seleccionar la familia cópula que
mejor se ajusta a los datos, sin embargo en algunos casos puede ser muy engañosa,
por lo que se hace necesario aplicar pruebas de bondad de ajuste.
• Aunque las pruebas de bondad de ajuste ayudan a resolver la selección de la cópula
mediante el p-valor, no se puede siempre decidir por una sola familia y no existe aún
una forma de llegar a concluir cual es la más adecuada.
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Trabajo futuro
• Implementar una prueba analítica que permita la elección adecuada de la cópula
arquimediana.
• Realizar una prueba que luego de seleccionar la familia, se pueda decidir cuál de los
tres valores estimados del parámetro θ es el adecuado.
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APÉNDICE
Código utilizados en esta tesis
Algunos de los códigos que a continuación se relacionan han sido modificado de los
expuestos en las tesis de [De Matteis, 2001] y [Ayyad, 2008].
1. Estimación parámetro θ
library(CDVine)
#### método no paramétrico ##########
###################################################
tau1<-cor(Emp.x1,Emp.y1,,method="kendall")
# inversion of empirical Kendallâ??s tau
alpha3<-BiCopEst(Emp.x1,Emp.y1,family=3,method="itau")$par#clayton
alpha4<-BiCopEst(Emp.x1,Emp.y1,family=4,method="itau")$par#gumbel
alpha5<-BiCopEst(Emp.x1,Emp.y1,family=5,method="itau")$par#frank
alpha6<-BiCopEst(Emp.x1,Emp.y1,family=6,method="itau")$par#joe
cbind(alpha3,alpha4,alpha5,alpha6)
#### gráfica tipo I ########
par(mfrow=c(2,2))
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha3,nr=1)#gr?fica para el m?todo no param?trico
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha4 ,nr=4)#gr?fica para el m?todo no param?trico
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha5,nr=5)#gr?fica para el m?todo noparam?trico
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha6,nr=6)
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#### método paramétrico ##########
###################################################
alpha3_mle<-BiCopEst(Emp.x1,Emp.y1,family=3,method="mle")$par#clayton
alpha4_mle<-BiCopEst(Emp.x1,Emp.y1,family=4,method="mle")$par#gumbel
alpha5_mle<-BiCopEst(Emp.x1,Emp.y1,family=5,method="mle")$par#frank
alpha6_mle<-BiCopEst(Emp.x1,Emp.y1,family=6,method="mle")$par#joe
cbind(alpha3_mle,alpha4_mle,alpha5_mle,alpha6_mle)
par(mfrow=c(2,2))
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha3_mle,nr=1)#gr?fica para el m?todo no param?trico
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha4_mle,nr=4)#gr?fica para el m?todo no param?trico
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha5_mle,nr=5)#gr?
plotmet1(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha6_mle,nr=6)#gr?
#### método semiparametrico P-seudo Maxima verosimilitud ##########
###################################################
alpha3_PML<-BiCopEst(F1,F2,family=3,method="mle")$par#clayton
alpha4_PML<-BiCopEst(F1,F2,family=4,method="mle")$par#gumbel
alpha5_PML<-BiCopEst(F1,F2,family=5,method="mle")$par#frank
alpha6_PML<-BiCopEst(F1,F2,family=6,method="mle")$par#joe
cbind(alpha3_PML,alpha4_PML,alpha5_PML,alpha6_PML)
par(mfrow=c(2,2))
plotmet1(data1=F1 ,data2=F2,alpha=alpha3_PML,nr=1)#gr?fica para el m?todo no param?trico
plotmet1(data1=F1 ,data2=F2,alpha=alpha4_PML,nr=4)#gr?fica para el m?todo no param?trico
plotmet1(data1=F1 ,data2=F2,alpha=alpha5_PML,nr=5)#gr?
plotmet1(data1=F1 ,data2=F2,alpha=alpha6_PML,nr=6)#gr?
#### métodotipo II ########
###################################################
#### método paramétrico ##########
###################################################
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par(mfrow=c(2,2))
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha3,nr=1)#clayton
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha4,nr=4)#gumbel
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha5,nr=5)#frank
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha6,nr=6)#joe
#### método paramétrico ##########
###################################################
par(mfrow=c(2,2))
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha3_mle,nr=1,Clayton)#clayton
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha4_mle,nr=4)#gumbel
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha5_mle,nr=5)#frank
plotmet2(data1=Emp.x1 ,data2=Emp.y1,alpha=alpha6_mle,nr=6)#joe
#### gráfica tipo III ########
###################################################
#### método no paramétrico ##########
###################################################
par(mfrow=c(2,2))
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha3,nr=1)#clayton
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha4,nr=4)#gumbel
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha5,nr=5)#frank
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha6,nr=6)#joe
#### método no paramétrico ##########
###################################################
par(mfrow=c(2,2))
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha3,nr=1)#clayton
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha4,nr=4)#gumbel
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha5,nr=5)#frank
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha6,nr=6)#joe
#### método paramétrico ##########
###################################################
par(mfrow=c(2,2))
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha3_mle,nr=1)#clayton
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plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha4_mle,nr=4)#gumbel
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha5_mle,nr=5)#frank
plotmet3(data1=Emp.x1 ,data2=Emp.y1,z,alpha=alpha6_mle,nr=6)#joe
2. Código para hallar la cópula
#-----cópula clayton--------------------
copula.1<-function(data1,data2,alpha){
n<-length(data1)
Cl<-numeric(n)
for(i in 1:n){
Cl[i]<-max(1/(((data1[i]^(-alpha))+(data2[i]^(-alpha))-1)^(1/alpha)),0) }
return(Cl)
}
#-----cópula gumbel--------------------
copula.4<-function(data1,data2,alpha){
n<-length(data1)
Gum<-numeric(n)
for(i in 1:n){
Gum[i]<-exp(-((-log(data1[i]))^(alpha)+(-log(data2[i]))^(alpha))^(1/alpha))
}
return(Gum)
}
#-----cópula frank-------------------
copula.5<-function(data1,data2,alpha){
n<-length(data1)
Fra<-numeric(n)
b<-numeric(n)
c<-numeric(n)
for(i in 1:n){
a<- -(1/alpha)
b[i]<-(exp(-alpha*data1[i])-1)
c[i]<-(exp(-alpha*data2[i])-1)
d<-(exp(-alpha)-1)
Fra[i]<-a*log(1+((b[i]*c[i])/d))
}
return(Fra)
}
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#-----cópula joe-------------------
copula.6<-function(data1,data2,alpha){
n<-length(data1)
joe<-numeric(n)
a<-numeric(n)
b<-numeric(n)
c<-numeric(n)
for(i in 1:n){
a[i]<-(1-data1[i])^alpha
b[i]<-(1-data2[i])^alpha
c[i]<-a[i]*b[i]
joe[i]<-1-(a[i]+b[i]-c[i])^(1/alpha)
}
return(joe)
}
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