Abstract: Water availability is essential for the appropriate analysis of its sustainable management. We performed a comparative study of six hydrological balance models (Témez, ABCD, GR2M, AWBM, GUO-5p, and Thornthwaite-Mather) in several basins with different climatic conditions within Spain in the 1977-2010 period. We applied six statistical indices to compare the results of the models: the Akaike information criterion (AIC), the Bayesian information criterion (BIC), Nash-Sutcliffe model efficiency coefficient (NSE), coefficient of determination (R 2 ), percent bias (PBIAS), and the relative error between observed and simulated run-off volumes (REV). Furthermore, we applied the FITEVAL software to determine the uncertainty of the model. The results show that when the catchments are more humid the obtained results are better. The GR2M model gave the best fit in peninsular Spain in a UNEP aridity index framework above 1, and NSE values above 0.75 in a 95% confidence interval classify GR2M as very good for humid watersheds. The use of REV is also a key index in the assessment of the margin of error. Flow duration curves show good performance in the probabilities of exceedance lower than 80% in wet watersheds and deviations in low streamflows account for less than 5% of the total streamflow.
Introduction
Water resources assessment is key to the analysis of catchment management [1] . The cost and irregular distribution of worldwide water resources are evident. Even in parts of the planet where water resources are abundant, the problems of availability or scarcity are common due to, largely, weak water management practices and anthropic activities [2] . The development of models to study water availability is a complex task that presents a fundamental scientific challenge. Complex cases, in particular, occur in arid and semi-arid regions, where precipitation is limited or irregular and evapotranspiration (ET) rates are high. Hydrological balance models are used to reconstruct historical series and predict future ones [3] . They are based on the principle of mass conservation or the continuity equation [4] , which considers that the difference of inputs and outputs will be reflected in water storage in the catchment [5, 6] .
The concept of hydrological balance models was first introduced by Thornthwaite [7] and Thornthwaite and Mather [8] . They proposed two different conceptual models based on two parameters: soil moisture capacity and water excess above the maximum soil moisture storage capacity. These models data and methodology; Section 3 presents the results and the discussion; and Section 4 highlights the main conclusions.
Materials and Methods

Study Area and Data
Spain is the second largest country in Western Europe, with a territory covering 505,990 km 2 , a dense network of rivers with many branches and a large number of aquifers. This disparity within the Iberian Peninsula is optimal for hydrological research. Spain features a wide range of climates due to its position between the European temperate zone and the subtropical zone. It also includes some of the rainiest areas in Europe in the northeast and the driest areas in the southeast, with a marked summer drought. To ensure the validity of the results, the 16 selected catchments are in the natural regime. They are located all over the country, as shown in Figure 1 . Thus, the geographic and climatic variety in Spain are reflected wherever data were available.
Their altitudes vary from 1632 to 342 m above sea level (MASL), and catchment areas range from 29-837 km 2 with an average of 300 km 2 (Table 1 ). There is no southwestern catchment in this study due to the lack of data in this area, where most gauging stations have data for a period of less than 10 years. As shown in Table 1 , the average temperatures range from 8-16 • C, depending on the latitude and average altitude of the catchment, with a positive gradient to the south. With regards to the rainfall regime, the highest yearly precipitation occurs in the north of Spain, where average temperatures are lower, and consequently, ET is less. However, in the southern half of the Iberian Peninsula, ET is generally higher than precipitation, especially in the lowlands, which have an average altitude of less than 600 m. 
Their altitudes vary from 1632 to 342 m above sea level (MASL), and catchment areas range from 29-837 km 2 with an average of 300 km 2 (Table 1 ). There is no southwestern catchment in this study due to the lack of data in this area, where most gauging stations have data for a period of less than 10 years. As shown in Table 1 , the average temperatures range from 8-16 °C, depending on the latitude and average altitude of the catchment, with a positive gradient to the south. With regards to the rainfall regime, the highest yearly precipitation occurs in the north of Spain, where average temperatures are lower, and consequently, ET is less. However, in the southern half of the Iberian Peninsula, ET is generally higher than precipitation, especially in the lowlands, which have an average altitude of less than 600 m. The study area comprises the most common climate groups in the Iberian Peninsula, according to [113] . This index (AIU) is defined by Equation (1) .
where P is the average annual precipitation and PET is the potential evapotranspiration. The thresholds that define the various degrees of aridity depend on the value of AIU: hyper-arid (AIU < The study area comprises the most common climate groups in the Iberian Peninsula, according to Csa. (Hot-summer Mediterranean climate), Cfb. (Temperate oceanic), and UNEP aridity index [113] . This index (AI U ) is defined by Equation (1) . AI U = P PET (1) where P is the average annual precipitation and PET is the potential evapotranspiration. The thresholds that define the various degrees of aridity depend on the value of AI U : hyper-arid (AI U < 0.05), arid (0.05 < AI U < 0.20), semi-arid (0.20 < AI U < 0.50), dry sub-humid (0.50 < AI U < 0.65), humid sub-humid (1.00 < AI U < 0.65), and humid (AI U > 1.00). Among the 16 catchments studied, nine are considered humid; thus, their AIU exceeds one, and five of them even have an aridity index near to or above 2. All are located in northern Spain. Despite the rainfall gradient from the northwest to the southeast, the SEG and ZUM catchments are classified as humid sub-humid due to their altitude above 1000 MASL. The BOL catchment, which is close to the Mediterranean Sea, is the only eastern dry sub-humid region of the regions studied; thus, the other dry sub-humid catchments (TAM and CUE) are located in the center of the Iberian Peninsula. The only semi-arid region in the studied catchments is RVA, the average altitude of which is approximately 600 MASL.
We carried out an analysis of land cover variations in the period 1990-2012 in the watersheds (Table 1) in order to consider their influence in models both in the calibration and the validation. Notwithstanding, nearly all watersheds show a variation below 5%, which will not affect the main conclusions. However, RVA and LEM land cover have changed 9.18% and 19.12%, respectively, in the available data period, and will be further discussed.
Precipitation and PET data series in each basin are from a 33-year period . We obtained the data from the official monthly series provided by the CEDEX (Centre of Studies and Experimentation of Civil Works) for the Spanish government [114] at a spatial resolution of 500 × 500 m 2 [115] . The model has been validated at more than 100 control points [91] and used in Spain for water resources assessment, in the White Paper Book of Waters [89] , and in several studies [116] [117] [118] . Natural streamflow data in each catchment are available for the same period. They come from measurements at gauging stations in the official Spanish network. Missing streamflow values range from 2-8% in the stations considered. We obtained digital elevation models and land cover variations [119] from the National Geographical Institute of Spain [120] . Furthermore, in order to assess hierarchical order of the main river courses of the basins, the Pfastetter code is considered. As shown in Table 2 , the range of the code of the basins studied varies between 913685 and 104080, indicating a wide variety of topological location within the watershed. 
Methodology
The methods we used in this investigation are based on the identification of the hydrological models that best fit each catchment considered. Six monthly water balance models were used: Témez, ABCD, GR2M-1994, Australian Water Balance Model (AVBM), Guo-5p, and Thornwaite-Mather. All these models use precipitation and PET as input data. We assessed the goodness of fit for the six models using various model selection criteria for the purpose of establishing a robust methodology that can validate the conclusions obtained and its application in other different regions. Accepting the fact that models only approximate reality, our objective was to determine which of the candidate models best approximates the data. Because the field of information theory is used to quantify or measure the expected value of the information, we used the information theoretic approach to derive the two most-commonly-used criteria in model selection: the Akaike information criterion (AIC) [121, 122] and the Bayesian information criterion (BIC) [123] . The difference between the BIC and the AIC is the greater penalty imposed for the number of parameters by the former than the latter. Alternatively, and based on Moriasi et al. [124] and Bressiani et al. [125] , we established a grading method to evaluate the good performance of the model based on the NSE, R 2 , and PBIAS values. We also analyzed the relative error between observed and simulated run-off volumes and the flow duration curves (FDCs) in the studied period to assess both low-flows and high-flows. Finally, we carried out the uncertainty of the model selected in each watershed with the FITEVAL software [126] . All of these hydrological models are defined with four parameters, except Thornwaite-Mather (three parameters) and Guo-5p (five parameters). Through all phases of the hydrological cycle, the models conduct different moisture balances according to the different processes in a hydrological system. The processes are governed by the continuity principle and mass balance and remain regulated by the specific laws of division and the transfer between the reservoirs of each model [90] .
Water Balance Models Témez Model
Témez [127] developed the Témez model, which has been widely used in Spanish catchments [88] [89] [90] [91] and by the Spanish government in water management [92] . This model considers the system to be divided into two zones (Figure 2) : the upper or non-saturated zone (S) and the lower or saturated zone (G). Some of the precipitation (P) drains directly into the river or through the aquifer, while the remainder is converted into ET. Excess is divided into run-off (Qs) through river networks at the present time, and infiltration to aquifers, draining one part (Qg) at the present time, with the rest remaining in the groundwater storage tank (G) for drainage at a later date (Figure 2 ). 
Methodology
Water Balance Models Témez Model
ABCD Model
The ABCD 4-parameter model [9] introduces a different formulation in the ET process and allows for a water surplus even though the soil moisture tank (S) is not full yet. As shown in Figure 2 , this model also considers two storage tanks: upper storage (S), or soil, and groundwater storage (G). The upper storage tank (S) has two outputs: run-off (Qs) and infiltration. Thus, the model has two inputs, precipitation (P) and PET, and their outputs are soil moisture content at the end of the month (S), monthly available water, ET, run-off (Qs), infiltration, groundwater run-off (Qb), monthly groundwater storage (G), and total run-off (Q) (Figure 2 ).
GR2M-1994 Model (GR4-1994)
This model [11] was developed in the 1990s by the CEMAGREF (Centre of Agricultural and Environmental Research of France). It is also based on monthly precipitation and ET [128] . Afterwards, the model evolved into different versions, such as GR1A, GR2M, GR3J, and GR4J, denominated by the number of required parameters and with the last letter denominating the period considered: J (daily), M (monthly), or A (yearly). GR2M transforms precipitation into run-off through the implementation of two equations: production and transfer functions [128, 129] . Initially, P and ET are balanced and precipitation is distributed between the upper storage tank (S) with a limited capacity and groundwater storage tank (G) [130] . Nief et al. [131] showed that model parameters are robust to non-stationary rainfall series, and calibrated parameter values are highly correlated with land use. Like previous models, monthly P and ET are the inputs, and the operating diagram is shown in Figure 2 .
AWBM Model
The AWBM was also developed in the 1990s and is the most commonly used water balance method in Australia [46] . This model has three surface water-storage tanks (S1, S2, and S3). The water balance of each is estimated independently, resulting in three surpluses. One part of these surpluses is transformed into run-off (Qs), and the other part percolates to a groundwater storage tank or aquifer (G), which in turn goes to groundwater run-off (Qg). Total flow (Q) is obtained by adding both run-offs ( Figure 2 ).
Guo Model (Five Parameters)
This model was developed to estimate the run-off in 70 catchments in southern China. It has a similar performance to the two-parameter Guo model, and its use is particularly recommended in humid and semi-humid regions [10, 31] . Precipitation and evapotranspiration (P and ET) are the input data, on the basis of which the remaining parameters are estimated: ET, soil water storage (S), water surpluses, surface run-off (Qs), subsurface run-off (Qb), aquifer recharge, groundwater storage (G), groundwater run-off (Qg), and total flow (Q).
Thornthwaite-Mather Model
This model was developed by Thornwaite and Mather [8, 132] in the early 1940s for the Delaware River, and many water balance models are based on it. The model distinguishes two water storage tanks: surface (S) and groundwater (G), which lead to the output flow (Q) through different calculations.
More detailed information about model performance and governing model equations is provided in Appendix A.
Goodness-of-Fit Tests
The study period is 34 years (1977-2010) . We employed three years for warming up, and the other 30 years, starting October 1980, for calibration and validation, applying the split sample test proposed by KlemeŠ [133] . Therefore, the data series from 1980-2010 (30 years) was divided into two sets. We used the first 15 years (1980-1995) for calibration, and the remaining 15 years (1995-2010) for Sustainability 2019, 11, 2872 9 of 36 model validation, namely as a security measure of calibration. As suggested by Kirchner [87] , both series (calibration and validation) should exhibit different revealing behaviors with regards to the representativeness and reliability of modelling results and their deployment. Thus, we provided a comparison of precipitation values in both calibration and validation periods. We conducted calibration of all models' parameters by comparing the predicted data with the observed data. The optimal value for each parameter is the value that minimizes the differences between both flow series and the objective function that minimizes the sum of the square of deviations. We used the generalized reduced gradient as the optimization algorithm [134] , which searches for the extreme values of the functions by the generalized reduced gradient algorithm method (GRG2) [135] [136] [137] [138] . We used the multi-start method to find a globally optimal solution [139, 140] . The multi-start method operates by generating candidate starting point values randomly selected between the bounds specified for the variables. These points are then grouped into clusters that are run repeatedly to capture the locally optimal solution. We used a Bayesian test to determine whether the process should continue or stop. As the number of runs of the non-linear iterations increases, the probability that the globally optimal solution has been found also increases 100%. For most non-linear problems, this method will at least yield very good solutions [140] . In this study, 1000 starting points have been used for each model and watershed. Once the model was calibrated and the parameters validated, we executed the predictive stage.
To evaluate model accuracy, six statistic indices were obtained: AIC [121, 122] , BIC [123] , NSE [141] , R 2 [142] , PBIAS [143] , and REV [144] . The formulas used are presented in Equations (2)- (11).
whereȎ is the set (vector) of model parameters L(Ȏ) is the likelihood of the candidate model given the data when evaluated at the maximum likelihood estimate of θ. Root mean squared error of the model output (RMSE) was used in this study; k is the number of estimated parameters in the candidate model, and n is the sample size
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where Q obs , V obs and Q sim , V sim are the observed and simulated streamflow and run-off volumes, respectively. According to Moriasi et al. [124] , a grading method was established to evaluate the good performance of the model based on the NSE, R 2 , and PBIAS values. A model was considered unsatisfactory if one of the previous tests is set as unsatisfactory, according to Moriasi et al. [124] . In any other case, the grading system proposed based on Moriasi et al. [124] and Bressiani et al. [125] was applied to classify the models in four categories-very good, good, satisfactory, and unsatisfactory-calculated by adding 3, 2, or 1 for each goodness-of-fit result according to Table 2 . Table 2 . Classification criteria for hydrological models.
Furthermore, as our ultimate goal in this study is to use model predictions for water management, especially regarding the assessment of interannual water volumes, flow duration curves (FDCs) have been analyzed for the selected water balance models, and we evaluated specific hydrological metrics according to Yilmaz et al. [145] and Shafi and Tolson [146] . The signatures (Si) that will assess low-flows, high-flows, and mid-flows, in both observed and simulated ones, are shown in Equations (12)- (14).
FDC mid-segment slope (MS):
where m 1 and m 2 are the lowest and the highest flow exceedance probabilities within the mid-segment of the FDC (0.2 and 0.7, respectively) FDC high-segment volume (HV):
where h = 1, 2, . . . , H are flow indices located within the high-flow segment probabilities of exceedance lower than 0.02; H is the index of the maximum flow. FDC low-segment volume (LV):
where l = 1, 2, . . . , L are the flow indices located within the flow-segment (0.7-1.0 flow exceedance probabilities); L is the index of the minimum flow.
The score for each signature will be calculated as Equation (15) [146]:
where Di is the deviation between the signatures (S i ) of the observed data (obs) and simulated model result (sim). Model uncertainty for each watershed was assessed using FITEVAL software [126] . FITEVAL uses the general formulation of the coefficient of efficiency E j (Equation (16)). 
where Bi is a benchmark series, which may be a single number (such as the mean of observations), seasonally varying values (such as seasonal means), or predicted benchmark values using a function of other variables. For j = 2 and Bi = Q obs , E j yields E 2 = NSE. Threshold values used for delimiting model efficiency classes are denoted as Unsatisfactory (NSE < 0.50), Acceptable (0.50 ≤ NSE < 0.65), Good (0.65 ≤ NSE < 0.75), and Very good (NSE ≥ 075). We studied two methods to account for model uncertainties and then implemented them within FITEVAL: Probable Error Range (PER) and Correction Factor (CF) [126] .
Results
Precipitation Data Series Assessment
Firstly, we carried out an analysis of the monthly precipitation data series in Figure 3 using the boxplot graphics, distinguishing calibration (blue boxes) and validation (red boxes) periods, as the form of the evapotranspiration equation has limited influence on model performance in monthly hydrological models [147] . As can be seen in Figure 3 , patterns of precipitation series in both periods are usually different, especially during the rainiest months that occur, mainly, from October to February in the more humid catchments (PUE, AND, BEG), thus decreasing (until May, even June) as the watershed becomes less humid (LEM, TRE, COT, PRI). The humid sub-humid ones (SEG, ZUM, JUB) shifted the rainiest period to spring, although maximums were also reached in winter. When the watershed is more arid, the distribution of precipitation over the year is more irregular, reaching similar values in December and June (RVA). This heterogeneity, not only between regions but also within the same watershed in both calibration and validation periods, represents different conditions and behaviors, which provides an optimal framework for hydrological purposes [87] . The driest period for all the watersheds occurs in summer months reaching, obviously, the lowest values in semi-arid and dry sub-humid watersheds. Likewise, July and August show the lowest variations, and consequently, the smallest boxplots. On the contrary, the highest differences are shown in the rainy months, varying in a wide range, reaching up to three times the median precipitation in nearly all watersheds. Concerning outliers in precipitation values (points and asterisks in Figure 3 ), the most humid watersheds, with aridity indices above 2 (PUE, AND, BEG), do not usually show numerous cases outside the bounds of the boxplots compared with the rest of the studied watersheds. When the aridity index ranges between 1 and 2, the monthly outliers in the boxplots occur more often and they are especially far out in the late spring or at the beginning of autumn. This trend levels out in humid sub-humid watersheds but dry sub-humid and semi-arid regions show extreme values for practically the whole year. Table 3 shows the main characteristics of the models' structure, besides the range of parameters to be calibrated and the optimal ones found in the models and watersheds studied. Nearly all the optimal parameters of the models vary over the entire possible range. This circumstance is probably caused by the adaptation of the different hydrological processes embedded in the models' structure to the wide diversity of the climatic conditions in the regions analyzed. Parameters related to storage capacity of the superficial tanks (H in Témez; a in GR2M; φ in Thornthwaite-Mather; A1, A2, A3 in AWBM, etc.) have a strong decreasing value trend when the watershed is drier, due to the average soil moisture throughout the year and the specific climatic conditions of each watershed. The finding is further confirmed in other parameters, such as the maximum soil moisture included in the Guo-5p model in the S parameter, whose values are around 500-1000 mm in humid and sub-humid regions and drop out at 50-70 mm in the driest watersheds, but we found no tendency when PET is summed, as the ABCD model takes parameter b into account. However, underground storage is only regionally sensitive when the aquifer capacity is important, regardless of the climatic location. Moreover, the 
Models' Parameters
50 < H < 250 50 < H < 140 0.2 < C < 1 0.2 < C < 1 10 < I < 150 13 < I < 150 0.001 < α < 0.9 0.2 < α < 0.9 ABCD 2 4 0 < a < 1 a = 1 5 < b 157 < b < 554 0 < c < 1 0.35 < c < 0.83 0 < d < 1 0.015 < d < 1 GR2M-GR4 2 4 0.6 < X1 < 1.9 0.46 < X1 < 1.87 0.03 < X2 < 18.2 0.07 < X2 < 0.94 100 < a 126 < a < 462 0.2 < α < 0.5 0.2 < α < 0.41 AWBM 4 6 50 < C < 200 42 < C < 92 0 < B < 1 0.4 < B < 0.5 0 < K < 1 0.3 < K < 0.61 0.5 < A1 < 1.5 0.2 < A1 < 0.3 0.5 < A2 < 1.5 0.35 < A2 < 0.4 0.5 < A3 < 1.5 0.35 < A3 < 0.4 Guo 5p 2 5 0 < K0 < 2 0.6 < K0 < 1.5 0 < K1 < 1 0 < K1 < 0.5 0 < K2 < 1 0 < K2 < 0.6 0 < C < 1 0 < C < 0.7 0 < S 250 < S < 1000 Thorn Thwaite-Mather 2 3 0 < α < 1 0.02 < α < 1 0 < φ 0.001 < φ < 256 0 < λ < 1 0.001 < λ < 0.91
Goodness-of-Fit Tests
For a better understanding of the research and subsequent discussion, we ranked the results in tables and figures according to the AI U values.
AIC and BIC Criteria
AIC and BIC criteria classify the best model when the value achieved is lower. Although they penalize the number of estimated parameters, neither of them provide priority to the Thornthwaite-Mather model in this study (Tables 4 and 5) , as it has the fewest parameters to be estimated compared to the others used. In fact, it achieves less value in either of the watersheds. Both AIC (Table 4) and BIC (Table 5) show better results globally when using GR2M, proving to be the best model in 12 of the 16 catchments for AIC and 8 of the 16 for BIC, both in humid and dry sub-humid catchments. Témez, widely used in Spain, achieves the best result only in CUE for AIC and BIC, as well as for LEM and PRI, located in humid sub-humid areas. AWBM and Guo-5p reach the lowest values in humid sub-humid HOY, SEG, and ZUM. Focusing on the coefficient of variation (C.V.) in the last column of Tables 4 and 5 , it is clear that when the watershed is less humid, the C.V. obtained is higher, which means a clear difference between the used models. When AIU is higher than 1.5, the C.V. is below 10% but in the LEM watershed, the cover land changes are highlighted, for both AIC and BIC. Such minor differences indicate the similar performance of nearly all models studied in the most humid catchments. Nonetheless, if AIU is below 1.5, the C.V. becomes greater, which means a huge difference between the results achieved with the best model and with the rest of the models, reaching more than 130% in ZUM. Furthermore, in the driest watersheds, the C.V. is between 20% and 75%, which means that the AIC and BIC criteria are also the basis for the hydrological model selection in the dry and semi-arid ones, although the results may not differ in the humid ones. In addition to the BIC and AIC criteria, we calculated NSE, PBIAS, and R 2 and assessed a grading classification, according to Table 2 , of the observed and simulated streamflow data (Q obs -Q sim ) for all the evaluated approaches (Figure 4) . The NSE for each model considering the 16 basins (Figure 4a) showed good results for all models except Témez, for which the average NSE (0.44) was below 0.50. Likewise, the most extreme outliers are shown for the Témez model in both the calibration and validation periods, reaching an absolute minimum below −1 in ZUM. AWBM and Guo-5p also show outliers in the validation period, although closer to the minimum values in respective boxplots, which correspond with the semi-arid watershed (RVA). GR2M and ABCD seem to be the best models, in general, in peninsular Spain according to the NSE values, although NSE for GR2M in semi-arid watersheds (RVA) is close to zero (0.18), and it is considered unsatisfactory. Despite being a five-parameter model, the Guo-5p would only be satisfactory according to the NSE criterion. However, a three-parameter model, such as the Thornthwaite-Mather, also achieved good results when considering only NSE (except in RVA), accounting for both wet and dry sub-humid Spain, which confirms the absence of the need for very complex water balance models, as suggested by Clark et al. [148] , Perrin et al. [19] , Jakeman and Hornberger [149] , Michaud and Sorooshian [150] , or Beven [151] . watersheds. This may happen because PBIAS is very sensitive to extreme values [124] and its use is not particularly recommended to identify differences in the timing and magnitude of peak flows, such as in the case of the watersheds in peninsular Spain, as shown in the previous section. Notwithstanding, the best results are achieved with GR2M in calibration, but the validation period is more varied and ABCD and AWBM obtain similar results in PBIAS values. Although the GR2M showed the best fit according R 2 results, in nearly all catchments in the calibration (16 out of 16) and validation periods (14 out of 16), both semi-arid and sub-humid, we found an average correlation coefficient of close to 0.90. Boxplots for the rest of the models are not very different in either the median or amplitude (Figure 4a ). The ABCD and AWBM models did not give the best fit in the validation period for any of the studied catchments, although their values were similar to those using the GR2M, especially for humid and sub-humid catchments. Increasing the number of parameters does not guarantee a better performance, as previous studies have shown [19, 21, 147, 150, 152] , as the AWBM (6 parameters) did not show better results than the rest, even when it was compared to the lowest parameter model, the Thornthwaite-Mather (3 parameters), which had better results for nearly all watersheds, both humid and semi-arid. All water balance models showed correlation coefficients above 0.70 for humid and sub-humid catchments. In the dry sub-humid HOY and semi-arid RVA catchments, some values fell below 0.60, especially with the ThornthwaiteMather and Témez models, despite the latter being widely used in Spain. It achieved the best fit only in the GAR and PRI catchments, taking similar values as the Guo-5p and GR2M coefficient. When the catchment was more arid, the R 2 obtained was lower, which is in line with other studies [82, 147] . It is essential to consider that R 2 is oversensitive to extreme values [153] and insensitive to additive and proportional differences between model predictions and measured data [154] , and it should be used with other goodness-of-fit tests and different criteria, both graphical and metrics, as we considered in this study, to provide consistency in the selection of models.
According to the grading classification criteria (Table 2) shown in Figure 4d , only the Témez model was unsatisfactory, whereas the rest were, on average, between good and satisfactory. This However, NSE cannot help identify model bias [124] , and it should be complemented by other measures, such as PBIAS, in order to consider how well the model simulates the average magnitudes for the outputs and to identify the average model simulation bias (overprediction versus underprediction). The PBIAS boxplot for the models analyzed (Figure 4b) shows that this statistic technique provides an irregular rating of model performance without correlation with the aridity, as it provides high absolute values in the calibration and validation periods for all the models and watersheds. This may happen because PBIAS is very sensitive to extreme values [124] and its use is not particularly recommended to identify differences in the timing and magnitude of peak flows, such as in the case of the watersheds in peninsular Spain, as shown in the previous section. Notwithstanding, the best results are achieved with GR2M in calibration, but the validation period is more varied and ABCD and AWBM obtain similar results in PBIAS values.
Although the GR2M showed the best fit according R 2 results, in nearly all catchments in the calibration (16 out of 16) and validation periods (14 out of 16), both semi-arid and sub-humid, we found an average correlation coefficient of close to 0.90. Boxplots for the rest of the models are not very different in either the median or amplitude (Figure 4a) . The ABCD and AWBM models did not give the best fit in the validation period for any of the studied catchments, although their values were similar to those using the GR2M, especially for humid and sub-humid catchments. Increasing the number of parameters does not guarantee a better performance, as previous studies have shown [19, 21, 147, 150, 152] , as the AWBM (6 parameters) did not show better results than the rest, even when it was compared to the lowest parameter model, the Thornthwaite-Mather (3 parameters), which had better results for nearly all watersheds, both humid and semi-arid. All water balance models showed correlation coefficients above 0.70 for humid and sub-humid catchments. In the dry sub-humid HOY and semi-arid RVA catchments, some values fell below 0.60, especially with the Thornthwaite-Mather and Témez models, despite the latter being widely used in Spain. It achieved the best fit only in the GAR and PRI catchments, taking similar values as the Guo-5p and GR2M coefficient. When the catchment was more arid, the R 2 obtained was lower, which is in line with other studies [82, 147] . It is essential to consider that R 2 is oversensitive to extreme values [153] and insensitive to additive and proportional differences between model predictions and measured data [154] , and it should be used with other goodness-of-fit tests and different criteria, both graphical and metrics, as we considered in this study, to provide consistency in the selection of models.
According to the grading classification criteria (Table 2) shown in Figure 4d , only the Témez model was unsatisfactory, whereas the rest were, on average, between good and satisfactory. This may be because the surpluses law of Témez is asymptotic to the one proposed by Thornthwaite-Mather for the highest precipitation values, but it differs on the lowest side of the curve, without requiring both the PET and soil moisture deficit to be used up completely. Furthermore, despite being a widely used hydrological model in Spain, underground Témez modeling is oversimplified and is invalid for karstic aquifers where there is more than one curve of discharge in the depletion of the aquifer [106] .
With regards to the performance of the models' results in each basin ( Figure 5 ), we highlighted the influence of the aridity index, as mentioned before, which indicates that the climatic characteristics of the watershed are the most important issues in a model's performance. When the watershed is drier, the worst performance is achieved, as the grading classification value decreases from humid to semi-arid regions. As might be expected, validation results (Figure 5a ) are usually worse than the calibration ones (Figure 5b ), reducing the range in the validation boxplots. However, PUE and LEM show better classification in the validation period, as there are more hydrological models whose NSE reach higher values than in calibration period. This may occur in cases where the measured data are bi-modal with high and low distributions in the same study area, such as the measured flows [155] . PRI is the only watershed that shows similar behavior to nearly all the models studied. Changes in land use in the last two decades (over 10% noticed in LEM and RVA) are not highlighted when using these metrics, especially in LEM, where the land use has changed almost 20% due to reforestation. Humid and humid sub-humid watersheds show good results in many of the hydrological models, with an average of 5-6 in the grading classification. This value decreases in dry sub-humid catchments until 4-2, and the semi-arid RVA only obtains satisfactory classification with GR2M in the calibration period and Guo5p in the validation period. may be because the surpluses law of Témez is asymptotic to the one proposed by ThornthwaiteMather for the highest precipitation values, but it differs on the lowest side of the curve, without requiring both the PET and soil moisture deficit to be used up completely. Furthermore, despite being a widely used hydrological model in Spain, underground Témez modeling is oversimplified and is invalid for karstic aquifers where there is more than one curve of discharge in the depletion of the aquifer [106] . With regards to the performance of the models' results in each basin ( Figure 5 ), we highlighted the influence of the aridity index, as mentioned before, which indicates that the climatic characteristics of the watershed are the most important issues in a model's performance. When the watershed is drier, the worst performance is achieved, as the grading classification value decreases from humid to semi-arid regions. As might be expected, validation results (Figure 5a ) are usually worse than the calibration ones (Figure 5b ), reducing the range in the validation boxplots. However, PUE and LEM show better classification in the validation period, as there are more hydrological models whose NSE reach higher values than in calibration period. This may occur in cases where the measured data are bi-modal with high and low distributions in the same study area, such as the measured flows [155] . PRI is the only watershed that shows similar behavior to nearly all the models studied. Changes in land use in the last two decades (over 10% noticed in LEM and RVA) are not highlighted when using these metrics, especially in LEM, where the land use has changed almost 20% due to reforestation. Humid and humid sub-humid watersheds show good results in many of the hydrological models, with an average of 5-6 in the grading classification. This value decreases in dry sub-humid catchments until 4-2, and the semi-arid RVA only obtains satisfactory classification with GR2M in the calibration period and Guo5p in the validation period. Table 6 summarizes the classification sum according to the grading criteria proposed in Table 2 for all studied catchments and models in both the calibration (1980-1995) and validation (1995-2010) periods. We selected the model that best fits each watershed according to the highest and similar values in the calibration and validation periods ( Table 6 ). The GR2M gave the best fit of the catchments, with around 80% in the calibration period and 50% in the validation period with values over 7, meaning they all had a very good fit. The disparities between calibration and validation may be due to the climatic differences between the calibration and validation periods, as analyzed in previous sections. Semi-arid catchment, RVA, was unsatisfactory for the GR2M and for the rest of the models studied. These watersheds have a very irregular rainfall distribution, producing frequent runoff peaks, and although they have deep soil, low infiltration is produced; therefore, models do not achieve good results.
The Guo5p and Thornthwaite-Mather models were the best in the four catchments. The former has the best fit in some of the humid and humid sub-humid catchments but gives similar results to Table 6 summarizes the classification sum according to the grading criteria proposed in Table 2 for all studied catchments and models in both the calibration (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) and validation (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) periods. We selected the model that best fits each watershed according to the highest and similar values in the calibration and validation periods ( Table 6 ). The GR2M gave the best fit of the catchments, with around 80% in the calibration period and 50% in the validation period with values over 7, meaning they all had a very good fit. The disparities between calibration and validation may be due to the climatic differences between the calibration and validation periods, as analyzed in previous sections. Semi-arid catchment, RVA, was unsatisfactory for the GR2M and for the rest of the models studied. These watersheds have a very irregular rainfall distribution, producing frequent run-off peaks, and although they have deep soil, low infiltration is produced; therefore, models do not achieve good results. The Guo5p and Thornthwaite-Mather models were the best in the four catchments. The former has the best fit in some of the humid and humid sub-humid catchments but gives similar results to GR2M. However, Guo5p provides satisfactory results in dry sub-humid regions, whereas the rest of the models show important differences between calibration and validation periods. The ABCD model was the best in only one catchment but showed a value below 3 in the validation period, which means unsatisfactory. Nevertheless, humid watersheds show good behavior with nearly all the models, corroborating the better performance of nearly all models in wetter conditions. In general, the models that showed the best results on average, in all catchments, were first the GR2M, and then the Guo5p and Thornthwaite-Mather, with values around 7/5 (calibration/validation) for the GR2M model and around 5/5 (calibration/validation) for the Guo5p and Thornthwaite-Mather models. The AWBM and Témez showed the worst results, with 4/4 on average, which are almost unsatisfactory.
As with previous comparison methods, the best results were obtained in more humid basins, and the drier regions showed more unsatisfactory results. All of the analyses taken into account did not show a correlation between the catchment area and goodness-of-fit results, so higher model resolution does not seem to be an improvement for humid and sub-humid watersheds [74, 156, 157] .
Discussion
Water Volume Assessment (REV)
The main aim of hydrological balance models is to assess inflows in a water resource system, and it is essential for appropriate analysis of its availability. Therefore, in addition to the assessment performed with the proposed grading classification (Table 2) , we should analyze the differences between the total observed and simulated run-off volumes to validate or discard a model. Unlike the previous tests taken into account, REV results do not highlight one or two specific hydrological models, but the best fitted model for each catchment differs quite substantially. Table 7 shows the REV results of these comparisons for the catchments we studied and the models considered. According to this criterion, the Guo-5p and Thornwaite-Mather show the best results, on average, giving the best fitted models in three of the catchments studied. Témez is the worst model for nearly all catchments, reaching disparities that range between 10% and 80% compared to the best performances of other models.
As with the BIC and AIC criteria, when the catchment is more arid, the differences between REV results are higher; therefore, there are several models that achieve REV lower than 10% for humid regions, provided that AI U is higher than 1.1. However, results for GR2M for LEM are higher, probably caused by the land cover change in the studied period. The worst results are shown in humid areas, with AI U around 1.0 and dry sub-humid and semi-arid catchments with REV around 20-40%, on average. REV is particularly unsatisfactory in semi-arid regions (RVA), where no model achieves values below 30%. Also noteworthy is the poor results shown by GR2M in dry sub-humid and semi-arid regions, which is in line with the classification of models in Table 6 . Table 8 shows the proposed model for each catchment, taking into account the proposed set of criteria: AIC, BIC, the grading method, and REV. Values of AIC and BIC in Table 8 denote the ranking position of the model according to these methods, varying between 1 and 6; 1 for the best result (lower value of the index) and 6 for the worst one. As seen in previous sections, the best results are achieved in humid regions for all the criteria taken into account. Furthermore, the AIC and BIC values match in most cases with the other used methods. We confirmed GR2M, as it was the best model in 50% of the catchments analyzed and had the best results in all of the goodness-of-fit tests applied. Moreover, it reached grades from good to very good according to Table 2 , not only in humid catchments but also in humid sub-humid ones, with AIU being higher than 0.6 for ZUM and JUB. The good performance of GR2M may be due to its inclusion of a water exchange function alongside two independent parallel routing paths, which is of great importance in the transference between contrasting wet and dry periods [82] . Despite a value of AIU of 1.96 in LEM, only Témez is able to provide satisfactory results for all the criteria, with a REV lower than 10%. However, consideration should be made, as the land cover in LEM has changed more than 20% in the studied period.
Model Selection
Thornthwaite-Mather shows good performance in COT and SEG, although the AIC and BIC criteria do not classify this model as the best one, despite the low number of parameters. ABCD is considered unsatisfactory for HOY, but none of the remaining models obtained better results in this catchment. This may be caused by its altitude, as it is situated at around 1600 m, resulting in the highest altitude in our study, and snow precipitation events are relatively important and could affect hydrological modeling. Nonetheless, REV was below 10%, and the total volume assessment in the studied period can be considered good, although better results of REV (3.08) were achieved with Thornthwaite-Mather in HOY. Furthermore, the ABCD model enables surpluses, even when soil is not saturated, and the division between run-off and aquifer recharge is modeled by a constant time coefficient, which is rather unrealistic. Dry sub-humid and semi-arid catchments with AIU lower than 0.6 obtained the best performance with Guo5p, but results are unsatisfactory when AIU falls below 0.54, highlighting the relevance of aridity in lumped model performance. Regarding REV results, nearly all models show an error below 10%, although REV values increase to about 20% when the catchment is more arid. We did not find a trend for the catchment area or location and for the models used. 
Models Uncertainty Analysis
After selecting the best model for each catchment in the studied period, defining the thresholds of acceptance of the model depends on its application of itself [158] . We used FITEVAL software [126] to provide an uncertainty framework of the results achieved. This application performs the goodness-of-fit of observed and simulated streamflows by the line balancing graphic versus line 1:1, the computation of NSE and RMSE and their corresponding values for the 95% confidence interval, the qualitative measure of adjustment, and the presence of bias and outliers. Figure 6 collects, as examples of FITEVAL, the outputs obtained for PUE, BEG, CUE, and RVA, and Table 9 shows the summary of results for each catchment and model selected in the previous sections. The values and graphics shown for GR2M models are by far the best compared to the rest of the models selected; therefore, more than 90% of the confidence intervals are above 0.75 NSE, considering that the model was very good in humid watersheds. When AI U was below 1.0, the confidence interval became greater for all the models, although GR2M also remained lower than the rest with an average range of 0.6-0.8 NSE, which means acceptable and very good models, respectively. On the contrary, Témez and Thornthwaite-Mather did not reach 0.75 NSE, even in humid catchments, and they fell by up to 0.1-0.3 NSE when AIU was below 1.0, such as SEG and CUE. Guo5p had similar performance in the most arid catchments and the confidence interval range comprises up to 70% of the uncertainty in the case of the semi-arid RVA. In general, outliers in catchments with AI U lower than 1.0 tend to underestimate the streamflow, whereas in the humid ones, the unusual presence of outliers tends to overestimate predictions around 5-10%. Figure 6 . Uncertainty analysis of the models selected in PUE, BEG, CUE, and RVA using FITEVAL application.
Flow Duration Curves
As our ultimate goal in this study is to use model predictions for the assessment of water availability, we developed FDCs for the observed and simulated streamflows for the whole studied period (Figure 7 ) in order to evaluate the quality metrics related to different segments of the streamflow series. As previously determined, when the watershed is more humid, the best performance is obtained. All the watersheds had a similar pattern, in general terms, except the BOL, TAM, CUE, and RVA, which were the driest of those studied and were performed by the Guo5p and Témez models. However, Témez for LEM had good results, as REV suggested, although differences reached 59.4% in the low volumes. The graphics confirm the previous values of criteria and grading classification proposed, showing, in general, good performance in the highest and medium volumes. Lowest volumes had poor performance, especially when AIU was lower than 1. Concerning the humid and sub-humid regions, GR2M had good performance in probabilities of exceedance lower than 80%, (i.e., in high and medium volumes), but both curves were separated when the streamflow was lower. Thornthwaite-Mater´s model structure tends to underestimate low streamflow and to overestimate high streamflow, thus, even in COT with an AIU of 1.65, the observed and simulated FDCs are separated for high and low volumes. Table 10 quantifies the variabilities identified by FDCs using the signatures for high, low, and mid-segment volumes, as we described earlier. Deviations in humid and sub-humid watersheds ranged from 0-30% in both high volumes and mid-segment slopes, provided that GR2M was the model used. When AIU is below 1, the differences are Figure 6 . Uncertainty analysis of the models selected in PUE, BEG, CUE, and RVA using FITEVAL application.
As our ultimate goal in this study is to use model predictions for the assessment of water availability, we developed FDCs for the observed and simulated streamflows for the whole studied period (Figure 7 ) in order to evaluate the quality metrics related to different segments of the streamflow series. As previously determined, when the watershed is more humid, the best performance is obtained. All the watersheds had a similar pattern, in general terms, except the BOL, TAM, CUE, and RVA, which were the driest of those studied and were performed by the Guo5p and Témez models. However, Témez for LEM had good results, as REV suggested, although differences reached 59.4% in the low volumes. The graphics confirm the previous values of criteria and grading classification proposed, showing, in general, good performance in the highest and medium volumes. Lowest volumes had poor performance, especially when AI U was lower than 1. Concerning the humid and sub-humid regions, GR2M had good performance in probabilities of exceedance lower than 80%, (i.e., in high and medium volumes), but both curves were separated when the streamflow was lower. Thornthwaite-Mater's model structure tends to underestimate low streamflow and to overestimate high streamflow, thus, even in COT with an AI U of 1.65, the observed and simulated FDCs are separated for high and low volumes. Table 10 quantifies the variabilities identified by FDCs using the signatures for high, low, and mid-segment volumes, as we described earlier. Deviations in humid and sub-humid watersheds ranged from 0-30% in both high volumes and mid-segment slopes, provided that GR2M was the model used. When AI U is below 1, the differences are significantly greater, regardless of the model, especially in the mid-segment and low-segment volume. Therefore, values in low volumes for humid watersheds showed an average of 30% but reached values higher than 100% when AI U was below 1, particularly marked in SEG, BOL, and RVA, which we performed using Guo5p and Thornthwaite-Mater. The best performance was obtained in the AND, BEG, and TRE watersheds (GR2M model), with values below 25% for all the signatures. Nonetheless, low volumes in most humid watersheds accounted for less than 5% of the total streamflow in the watersheds in the studied period, so their importance is relative for water resources assessment related to urban and agriculture water demand. Notwithstanding, as suggested by Operacz et al. [159] and Pusłowska-Tyszewska and Tyszewski [160] , low flows have to be taken into account from an environmental point of view to maintain minimum ecological discharge. The differences in low volumes increased when the watershed was less humid. While high volumes' differences stood at around 10-40%, signatures in low volumes reached negative 200-400%, overestimating streamflows in spring and summer seasons. As with humid regions, volumes with a probability of exceedance of 80% accounted for less than 8% of the total volume in the studied period. On the contrary, semi-arid regions showed good performance in high volumes, but both mid-segment slopes and low volumes had differences above 100% in most cases, and high volumes in these watersheds accounted for only 25% of the total streamflow in the studied period. overestimating streamflows in spring and summer seasons. As with humid regions, volumes with a probability of exceedance of 80% accounted for less than 8% of the total volume in the studied period. On the contrary, semi-arid regions showed good performance in high volumes, but both midsegment slopes and low volumes had differences above 100% in most cases, and high volumes in these watersheds accounted for only 25% of the total streamflow in the studied period. 
Conclusions
Spain has wide climate variation due to its complex orography and geographic situation. It has the driest and rainiest regions in continental Europe. Indeed, the 16 basins we selected as case studies cover a range of aridity index classifications from humid to semi-arid. We performed the assessment of the goodness-of-fit using various model selection criteria, so as to establish a robust methodology that can validate the conclusions obtained and its application in other different regions. Lumped hydrological balance models performed well in humid and sub-humid regions, regardless of the area, so higher model resolution does not seem to be an improvement for humid and sub-humid watersheds. The influence of the aridity index is highlighted in all of the goodness-of-fit tests carried out, which indicates that the climatic characteristics of the watershed are the most important issue in a model's performance. When the watershed is more arid, the distribution of precipitation over the year is more irregular, and although these catchments have deep soil, low infiltration was produced; thus, the models did not achieve good results. Complexity in the models and over-parametrization do not guarantee a better performance, and three-parameters models, such as the Thornwaithe-Mather model, show, in some cases, better monthly simulations than the Guo-5p. However, although the driest regions registered "unsatisfactory" performance for the lumped models used and alternative methods (such as machine-learning modelling and semi-distributed models, such as SWAT [161] ) will be assessed in future studies, the estimated run-off volumes with the Guo-5p are very similar to the observed ones, with differences below 12%, which is even lower than in some dry sub-humid regions.
The GR2M model gave the best fit in peninsular Spain. The performance indices proved satisfactory in both calibration and validation periods for most humid and sub-humid watersheds, so this model can be used for future water management in climate change scenarios and similar regions as the one studied, within an aridity index framework of around 1. When the catchment is more humid, any water model fits better. It is the opposite in the driest regions, thus, corroborating previous findings. The Témez model, widely used in Spain, only performed well in humid regions, as many of the other water balance models did, but it had the worst results in the dry sub-humid region. It only gave the best fit in the LEM and CUE, but the former showed a high C.V. in AIC and BIC, probably due to a 20% variation of cover land use in the studied period, and the latter had an unsatisfactory result for most of the tests applied.
It is clear that the use of a single comparison method is inaccurate, confusing, and in some cases, useless. When AI U is higher than 1.5, minor differences in AIC and BIC are found in the model performance; although they are also the basis for the hydrological model selection in the dry and semi-arid regions, these criteria must be used in conjunction with other methods to achieve the best model, especially in humid catchments. We used a grading method based on R 2 , NSE, and PBIAS that is complementary to AIC and BIC. Furthermore, the assessment of the margin of error in the total run-off volume using REV is also a key index. However, contrary to that observed in previous tests, the REV results do not highlight specific hydrological models, as well as the criteria above, if they are separately accounted for. These results indicate that it is not adequate to rely on a single hydrological model; also, the choice depends on the purpose of the studies. The uncertainty analysis carried out using the Fiteval software shows that the GR2M model is the best compared to the rest of the models selected; therefore, more than 90% of the confidence intervals are above 0.75 NSE, which shows that the model is very good in humid watersheds. On the contrary, Témez and Thornthwaite-Mather do not reach 0.75 NSE, even in humid catchments FDCs and their metrics confirm previous results, as the humid and sub-humid region models show good performance in probabilities of exceedance lower than 80% (i.e., in high and medium volumes) but the results worsen the lower the streamflow is. Deviations in humid watersheds range from 0-25% in both high volumes and the mid-segment slope but reach values higher than 80% in low streamflows. Nonetheless, low volumes in most humid watersheds account for less than 5% of the total streamflow in the watersheds, so inaccuracy is admissible to the assessment of interannual water volume purposes. On the contrary, semi-arid regions show good performance in high volumes, which account for only 25% of the total streamflows in the studied period, thus disabling the models selected.
The methodology used can be applied in regions with similar case studies to more accurately assess the resources within a system and provide more sustainable management in a watershed. 
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Appendix A. Témez Model
This model considers the system to be divided into the upper or non-saturated zone (S), and the lower or saturated zone (G). Some of the precipitation (P) drains directly into the river or through the aquifer, whereas the remainder is converted into ET (real evapotranspiration). Excess (Ex) is divided into run-off (Qs) through river networks at the present time, and infiltration to aquifers, draining one part (Qg) at the present time (month 0), with the rest remaining in the groundwater storage tank (G) for draining at a later date (month i).
Water balance is formed by input flow (P), which is divided into outflow (ET, Qs, and Qg), infiltration in month i (Ii), which is similar to aquifer recharge (Ri), and water storages in soil moisture (Si) and aquifer volume (Vi).
Total excess (Ex) in month i is obtained by Equations (A1)-(A3).
where S max is the soil maximum moisture (mm), S i-1 , is the soil moisture (mm) at the beginning of the period i, ETP i is the potential evapotranspiration in the period I, and C is the beginning exceeding coefficient whose range is between 0.2 and 1. Soil moisture at the end of month i is obtained with Equation (A4).
Moreover, ET i is obtained by Equation (A5) and I i by Equation (A6).
Run-off will be calculated as the excess that is not infiltrated, as in Equation (A7).
With respect to the aquifer, two hypotheses are made: (1) It behaves as a lineal water storage (Equation (A8)); and (2) the recharge by infiltration occurs in the middle of the period.
where Qi is the outflow in time i, α is the aquifer discharge coefficient and t is the time period between i-l and i (Equation (A9)). The hypothesis of lineal water storage implies a relationship between Qi and stored volume in aquifer (G i ) given by Equation (A10). When applying mass balance equation (Equation (A11)) and combining with previous expressions, Equation (A12) is obtained.
Aquifer recharge can be expressed as Equation (A13).
where Sur is the basin area. Finally, Equation (A14) is used to calculate the stored water in the aquifer in month t, Equation (A15) provides aquifer drainage outflow, and total run-off in the monitoring point is obtained by Equation (A16). 
Appendix B. ABCD Model
This model (A, B, C, and D parameters) also considers two storage tanks, namely the upper storage (S) or soil tank, and the groundwater storage tank (G). The upper storage tank (S) has two outputs: run-off (Qs) and infiltration. Thus, the model has two inputs, precipitation (P) and ET, and their outputs are soil moisture content at the end of the month (S), monthly available water (W), ET, run-off (Qs), infiltration (I), groundwater run-off (Qb), monthly groundwater storage (G), and total run-off (Q).
The first step in the model consists of assessing the soil moisture at the end of the month (S i ), using Equations (A17)-(A20). 
The second step is obtaining run-off (Qs) using Equation (A21).
Groundwater run-off is obtained using Equations (A22)-(A24). Finally, total run-off is calculated by adding the surface run-off and groundwater run-off (Equation (A25)).
Q i = Qs i + Qg i (A25)
Appendix C. GR2M
GR2M transforms precipitation into run-off through the implementation of two equations: production and transfer functions. Initially, P and ET are balanced and precipitation is distributed between the upper storage tank (S), with a limited capacity and groundwater storage tank (G).
Monthly P and ET are fitted using Equations (A26)-(A30). U = P·ET R 0.5 + E 0.5 2 (A26)
ET n = ET − U (A28)
where X 1 is one parameter of the model. Stored moisture in S tank is obtained when using Equation (A31).
where V = tan h P np A and A are the maximum storage capacity of tank S. Likewise, ET causes S1 to become S2 when using Equation (A32). S2 = S1 * (1 − W)
Rainfall excess is calculated by Equation (A33). Ex = P np + S − S1 (A33)
Then, run-off (Qs) is obtained by Equation (A34).
where α is a parameter of the model. Stored mositure in the second tank G (G1 y G2) receives a recharge of (1 − α) * P e where G (initial stored in the tank) becomes G1, according to Equation (A35).
Groundwater run-off (Qg) is obtained by Equation (A36).
where X 2 is another parameter of the model. Finally, stored moisture in the second tank goes from G1 to G2 according to Equation (A37), and monthly total run-off is obtained by Equation (A38).
Appendix D. AWBM
This model has three surface water-storage tanks (S1, S2, and S3). The water balance of each is estimated independently, resulting in three surpluses. One part of these surpluses is transformed into run-off (Qs), and the other part percolates to a groundwater storage tank or aquifer (G), which in turn goes to groundwater run-off (Qg). Total flow (Q) is obtained by adding both run-offs.
The maximum capacity of each storage is obtained by Equation (A39 
where Cave is the average soil water capacity and A1, A2, and A3 are the area of each tank. For each tank P, ET, Ex, I, and total run-off (Q) are calculated according to Equations (A40)-(A43).
ET k = min(S k + P k ; A k * ETP)
Ex k = max 0; S k + P k − ET k − Cap k (A42)
where k = 1, 2, and 3, Sok is the initial volume in each tank, and Ak the area of each tank. Run-off (Qs) is obtained using the fraction of total run-off corresponding to the base flow (BFI), using Equations (A44) and (A45 where K b is the recession constant. Finally, total flow is obtained by adding both run-off from surface (E sup ) and groundwater (E aquifer ) tanks (Equation (A48)).
Q total = Q S + Qg aquifer (A48)
Appendix E. Guo-5P
This model has a similar performance to the two-parameter Guo model, and its use is particularly recommended in humid and semi-humid regions. Precipitation and evapotranspiration (P and ET) are the input data, on the basis of which the remaining parameters are estimated: ET, soil water storage (S), water surpluses, surface run-off (Qs), subsurface run-off (Qb), aquifer recharge, groundwater storage (G), groundwater run-off (Qg), and total flow (Q). where C and K 1 are parameters of the model and QIi is the sub-superficial run-off. The model considers that aquifer balance is obtained when using Equation (A57).
where K 2 is a parameter of the model. The underground run-off (Qg) is calculated by Equation (A58).
Finally, total run-off (Q) is assessed adding run-off, sub-superficial run-off, and underground run-off (Equation (A59)). Q = Q si + QI i + Qg i−1 (A59)
