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Com o aumento das publicac¸o˜es escritas em geral e a grande popu-
larizac¸a˜o da Internet, o nu´mero de informac¸o˜es dispon´ıvel e acess´ıvel tem
aumentado rapidamente. Neste enfoque, uma das te´cnicas que tem rece-
bido crescente atenc¸a˜o na literatura e´ a sumarizac¸a˜o automa´tica de textos,
uma sub-a´rea da minerac¸a˜o de textos. Neste trabalho e´ apresentado o de-
senvolvimento de algoritmos para minerac¸a˜o de textos, especificamente de
sumarizac¸a˜o, para obter conhecimento automaticamente a partir de tex-
tos. Os resultados obtidos foram satisfato´rios, tendo em vista a dificuldade
desta tarefa.
1 Introduc¸a˜o
Sumarizac¸a˜o de textos e´ o processo de reduzir o tamanho de um texto, preser-
vando o seu conteu´do informativo. Produzir um suma´rio de um texto qual-
quer e´ um desafio que idealmente requer o completo entendimento do texto,
fato que esta ale´m do estado da arte atual da computac¸a˜o [Brandow et al. 94,
Mitra et al. 97]. Segundo [Sparck Jones 99], a tarefa de sumarizac¸a˜o pode ser
dividida em 3 etapas: (a) criar uma representac¸a˜o do texto de origem; (b) trans-
formar a representac¸a˜o do texto de origem para uma representac¸a˜o de suma´rio;
(c) gerar o suma´rio a partir da representac¸a˜o.
A grande maioria dos sistemas de sumarizac¸a˜o existentes efetuam uma sim-
plificac¸a˜o da tarefa atrave´s da sumarizac¸a˜o extrativa, na qual sentenc¸as do do-
cumento original sa˜o selecionandas de acordo com crite´rios pre´-estabelecidos
para compor o suma´rio. Desta forma, elimina-se a necessidade de um total en-
tendimento do texto e da gerac¸a˜o de um novo texto em linguagem natural. Os
suma´rios obtidos na˜o possuem necessariamente coereˆncia narrativa, mesmo as-
sim podem ser usados para uma ra´pida assimilac¸a˜ do texto e para o julgamento
de relevaˆncia. Um suma´rio extrativo pode ser definido como um sub-conjunto
de frases do texto original que e´ representativo do seu conteu´do.
Embora muitos textos ja´ contenham suma´rios escritos pelos pro´prios autores,
a gerac¸a˜o automa´tica de suma´rios apresenta caracter´ısticas u´nicas, tais como:
• possibilidade de gerar suma´rios com o tamanho especificado pelo usua´rio.
Esta caracter´ıstica permite que o usua´rio selecione o n´ıvel de granularidade
desejado, diferente dos suma´rios fornecidos pelos autores, que sa˜o esta´ticos;
• criac¸a˜o de ligac¸o˜es entre a frase do suma´rio com o bloco de texto corres-
pondente;
• criac¸a˜o de suma´rios com foco do usua´rio, selecionando informac¸o˜es relati-
vas a um interesse particular.
Diversas heur´ısticas foram propostas para sumarizac¸a˜o extrativa, mas ne-
nhum crite´rio claro foi definido para escolher uma delas. Existem evideˆncias
[Kupiec et al. 95] que sugerem a combinac¸a˜o de diversas heur´ısticas para al-
canc¸ar melhores resultados. As heur´ısticas sa˜o utilizadas para identificar as
frases significativas do texto. Foram feitas muitas sugesto˜es de quais carcter´ıs-
ticas contribuem para a relevaˆncia das frases, tais como, a presenc¸a de palavras
indicativas (cue words) ou de palavras do t´ıtulo do texto [Edmundson 69], a
posic¸a˜o da frase no texto [Edmundson 69], o uso de te´cnicas de recuperac¸a˜o de
informac¸a˜o utilizando estat´ısticas baseadas na frequ¨eˆncia de palavras para cal-
cular o grau de importaˆncia de uma palavra [Luhn 58], assumindo que as frases
mais importantes existem em posic¸o˜es mais coesas (frases mais conectadas) do
texto [Barzilay & Elahad 97, Mitra et al. 97], incorporando a estrutura de dis-
curso (reto´rica) do texto [Marcu 99, Teufel & Moens 98].
Em [Kupiec et al. 95] e´ apresentada uma proposta de gerac¸a˜o de suma´rios
extrativos utilizando-se um classificador Bayesiano Simples (Naive-Bayes). As
caracter´ısticas utilizadas para a classificac¸a˜o pressupo˜em uma semi-estruturac¸a˜o
do texto, como t´ıtulos de sec¸a˜o e separac¸a˜o do texto em para´grafos. Uma vez que
o reconhecimento de sec¸o˜es e para´grafos em um texto na˜o-estruturado na˜o e´ uma
tarefa trivial, estamos interessados em caracter´ısticas de classificac¸a˜o que possam
ser obtidas de textos livres, sem uma estruturac¸a˜o especial. Adicionalmente,
introduzimos o uso do me´todo do Vizinho Mais Pro´ximo (Nearest Neighbors)
para a tarefa de classificac¸a˜o.
A estrutura do artigo e´ descrita a seguir. A sec¸a˜o 2 apresenta as abordagens
utilizados em trabalhos relacionados. A sec¸a˜o 3 detalha a metodologia utilizada
pelo nosso sistema e a sec¸a˜o 4 apresenta os resultados obtidos. Finalmente, a
sec¸a˜o 5 apresenta uma breve discussa˜o sobre os resultados alcanc¸ados e a sec¸a˜o
6 conclui o artigo.
2 Trabalhos Relacionados
O trabalho que mais motivou a pesquisa na a´rea de sumarizadores treina´veis
foi [Kupiec et al. 95], que apresentou o problema de sumarizac¸a˜o extrativa como
um problema estat´ıstico de classificac¸a˜o, cuja necessidade e´ criar uma func¸a˜o que
classifique a probabilidade de uma sentenc¸a ser inclu´ıda no suma´rio. Posterior-
mente, as sentenc¸as sa˜o ordenadas de acordo com as probabilidades obtidas e o
suma´rio extrativo e´ gerado. O sistema utilizava 5 caracter´ısticas para categorizar
as frases, todas de natureza discreta: (a) Sentence Length Cut-off – indicando o
tamanho da sentenc¸a; (b) Fixed-Phrase – presenc¸a de palavras indicativas (cue
words) e ocorreˆncia em sec¸o˜es contendo determinadas palavaras-chave (ex. con-
clusa˜o, resultados); (c) Paragraph – posic¸a˜o da sentenc¸a no para´grafo e no texto;
(d) Thematic Word – presenc¸a de palavras frequ¨entes; (e) Uppercase Word – pre-
senc¸a de palavras em maiu´scula (excluindo a primeira palavra de cada setenc¸a e
abreviaturas comuns). A classificac¸a˜o foi realizada utilizado-se um classificador
Bayesiano Simples (Naive-Bayes) para calcular a probabilidade de cada sentenc¸a
ser inclu´ıda no suma´rio. A base de treinamento continha 188 documentos, com
suma´rios extrativos produzidos atrave´s de: (a) alinhamento automa´tico de sen-
tenc¸as com o suma´rio manual (79% das sentenc¸as); (b) associac¸a˜o realizada por
ju´ızes humanos. Os resultados foram calculados atrave´s de validac¸a˜o cruzada.
A maior taxa de acerto de similaridade entre as sentencc¸as selecionandas pelo
sistema e os suma´rios extrativos foi de 44%, utilizando-se a combinac¸a˜o das
caracter´ısticas Sentence Length Cut-off, Fixed-Phrase e Paragraph.
Em [Teufel & Moens 98] e´ apresentada uma extensa˜o da metodologia de
[Kupiec et al. 95] para a extrac¸a˜o de sentenc¸as. Teufel & Moens augumentaram
que o conhecimento da estrutura de discurso (reto´rica) de artigos cient´ıficos e´ im-
portante para gerar suma´rios flex´ıveis e de sub-domı´nio independente. Foram de-
finidas regras reto´ricas para classificar as frases em: (a) Introduc¸a˜o; (b) To´picos;
(c) Trabalhos Realcionados; (d) Objetivos e Problema; (e) Soluc¸a˜o e Me´todos;
(f) Resultados; (g) Conclusa˜o. O processo de sumarizac¸a˜o foi dividido em duas
partes: (1) extrac¸a˜o das frases candidatas: identificac¸a˜o das frases que trazem
qualquer regra reto´rica; (2) identificac¸a˜o das regras reto´ricas: tenta classificar
as frases de acordo com sua regra reto´rica. Para o treinamento do sumarizador
foram utilizadas 6 heur´ısticas, 4 similares a [Kupiec et al. 95] (indicator phrase,
location, sentence length e thematic word) e 2 adicionais: (a) Title – presenc¸a
de palavras do t´ıtulo do texto na frase; (b) Header – guarda a informac¸a˜o da
sec¸a˜o reto´rica da frase, especificando a sec¸a˜o na qual a frase aparece no texto
(Introduc¸a˜o, Conclusa˜o, etc.). A base de treinamento utilizada foi a CM-PLG,
contendo 201 artigos te´cnicos. Os resultados foram analisados utilizando-se o
classificador Bayesiano Simples (Naive-Bayes) atrave´s de validac¸a˜o cruzada. O
sistema identificou 68% das frases relevantes do texto e atribuiu corretamente
a regra reto´rica para 68% das frases selecionadas, tendo uma performance geral
de 46%.
3 Metodologia
Sumarizadores extrativos geralmente computam uma pontuac¸a˜o para cada frase
do documento e selecionam um conjunto de frases com as maiores pontuac¸o˜es
para compor o suma´rio, sem modifica´-las. A definic¸a˜o das regras de pontuac¸a˜o
sa˜o baseadas em caracter´ısticas observadas, sem uma formulac¸a˜o precisa.
Em posse de um conjunto de documentos de treinamento, com seus suma´rios
extrativos respectivos, podemos abordar o problema de sumarizac¸a˜o extrativa
como um problema de classificac¸a˜o [Kupiec et al. 95], onde o objetivo e´ clas-
sificar cada frase em uma dentre duas classes: frases inclu´ıdas e na˜o-inclu´ıdas
no suma´rio. Seguindo esta abordagem, definimos um conjunto de caracter´ısticas
para categorizar as frases e os me´todos para a tarefa de classificac¸a˜o das mesmas.
3.1 Caracter´ısticas das frases
Definimos 5 caracter´ısticas para categorizar as frases: 4 sa˜o variac¸o˜es de car-
acter´ısticas utilizadas ou sugeridas por [Kupiec et al. 95] (Cue Words, Position,
Size e Uppercase Word) e 1 caracter´ıstica adicional (Average TF-DF ).
A definic¸a˜o foi direcionada procurando-se estabelecer caracter´ısticas que na˜o
fossem dependentes da estrutura do texto, utilizando informac¸o˜es presentes em
qualquer tipo de texto. Pore´m, dois me´todos (Cue Words e Average TF-DF )
necessitam de uma lista pre´-definida de palavras, tornando-os dependentes de
uma linguagem. Como a base de documentos utilizada conteˆm textos em ingleˆs,
esta linguagem foi adotada.
Average TF-DF – Para cada palavra do texto e´ calculado um peso baseado na
frequeˆncia com que ele aparece no texto. Este peso e´ denominado TF-DF
(Term Frequency - Document Frequency) e e´ calculado atrave´s da fo´rmula:
TF −DF (p) = tf(p, d) ∗ df(p)
O tf(p, d) e´ o nu´mero de ocorreˆncias da palavra p no documento d. O
df(p) e´ o nu´mero de documentos em que a palavra p aparece pelo menos
uma vez. Como em nossa abordagem temos um conjunto de frases (o
texto do documento) em vez de um conjunto de documentos, o que e´ um
documento na fo´rmula acima passa a ser uma frase no nosso trabalho.
Para o ca´lculo desta caracter´ıstica, o texto e´ convertido para a repre-
sentac¸a˜o emphbag-of-words [Joachims 96]. Esta representac¸a˜o consistem
em guardar a frequeˆncia com que a palavra aparece no texto. Entretanto,
na˜ sa˜o armazenadas todas as palavras, sendo o texto submetido a treˆs pas-
sos de pre´-processamento: case-folding, remoc¸a˜o de stop words e stemming
[Witten et al. 94]. Case folding consiste em converter todos os caracteres
das palavras do texto para a mesma forma, maiu´sculos ou minu´sculos.
Assim, as palavras ”the”, ”The” e ”THE” sa˜o convertidas para o mesmo
formato ”the”. Remoc¸a˜o de stop words consiste em remover as palavras
que ocorrem com muita frequeˆncia no texto, trazendo pouca informac¸a˜o
sobre o conteu´do da frase, baseado numa lista de palavras comuns. Stem-
ming consiste em converter a palavra em seu radical, retirando a flexa˜o
verbal, o plural e a sua derivac¸a˜o. O algoritmo utilizado para esta tarefa
foi desenvolvido por Porter [Porter 80] para a lingua inglesa.
O valor desta caracter´ıstica e´ a soma dos pesos (TF-DF ) de todas as
palavras da frase dividido pelo nu´mero de palavras da frase. A fim de nor-
malizar os valores, dividimos o Average TF-DF de cada frases pelo Average
TF-DF mais alto dentre todas as frases.
Cue Words – Definimos uma lista de palavras que sugerem uma importaˆncia
para a frase. Esta caracter´ıstica e´ verdadeira para todas as frases que
conteˆm qualquer uma das palavras da lista, falsa caso contra´rio.
Position – As frases mais significativas em um documento tendem a aparecer
no comec¸o e no final do texto. Esta caracter´ıstica classifica as frases em:
frases iniciais, frases me´dias e frases finais.
Size – Frases curtas tendem a na˜o ser inclu´ıdas no suma´rio. Este caracter´ıstica
e´ verdadeira para as frases que sa˜o maiores que um threshold (ex. 5
palavras), falsa caso contra´rio.
Uppercase Word – Abreviaturas de palavras (ex. PUCPR) geralmente sa˜o
importantes. Esta caracter´ıstica e´ verdadeira se a frase conte´m palavras
com todas as letras em maiu´sculas e estas ocorrem em pelo menos uma
outra frase, falsa caso contra´rio. Para evitar a ocorreˆncia de abreviaturas
de unidades de medida (ex. Kg, C, etc.) e das palavras iniciais de frases,
a palavra deve ter pelo menos duas letras maiu´sculas propriamente ditas,
na faixa de A . . . Z.
3.2 Classificadores
Utilizando as caracter´ısticas das frases, necessitamos um me´todo para selecionar
as frases que devem ser inclu´ıdas no suma´rio. [Kupiec et al. 95] utilizou um
classificador Bayesiano Simples (Naive-Bayes) para computar a probabilidade
da frase ser inclu´ıda no suma´rio, selecionando as frases com as maiores probabil-
idades para compor o suma´rio. Adicionalmente, utilizamos o me´todo do Vizinho
Mais Pro´ximo (Nearest Neighbors), que classifica as frases de acordo com as suas
frases vizinhas.
3.2.1 Classificador Bayesiano Simples (Naive-Bayes)
Para cada frase s, computamos a probabilidade dela ser inclu´ıda no suma´rio
S dadas as suas caracter´ısticas Aj , 1 ≤ j ≤ m, onde m e´ o nu´mero de carac-
ter´ısticas utilizadas. Esta probabilidade e´ dada pela fo´rmula de Bayes, que as-
sume que as caracter´ısticas sa˜o estat´ısticamente independentes, descrita a seguir:
P (s ∈ S|A1, A2, . . . , Aj) =
m∑
j=1




onde P (s ∈ S) e´ a probabilidade da frase s pertencer ao suma´rio S, P (Aj |s ∈ S) e´
a probabilidade de ocorreˆncia do atributo Aj dado que s pertence ao suma´rio S e
Figura 1: Exemplo do me´todo do Vizinho Mais Pro´ximo
P (Aj) e´ a probabilidade de ocorreˆncia do atributo Aj levando-se em considerac¸a˜o
todas as frases do texto. P (s ∈ S) e´ uma constante, P (Aj) e P (Aj |s ∈ S)
podem ser estimadas diretamente dos documentos de treinamento, contando as
respectivas ocorreˆncias de valores de atributos. Com isto temos uma func¸a˜o
classificadora que para cada frase s gera uma pontuac¸a˜o (probabilidade), sendo
que as frases as maiores pontuac¸o˜es sera˜o selecionadas para compor o suma´rio.
3.2.2 Me´todo do Vizinho Mais Pro´ximo (Nearest Neighbors)
Neste me´todo de classificac¸a˜o, cada caracter´ıstica representa uma dimensa˜o no
espac¸o de dados, mostrado na Figura 1. Os dados conhecidos (dados de treina-
mento) sa˜o colocados nesse espac¸o como pontos baseados em seu valores das
caracter´ısticas e rotulados com as suas respectivas classes. Um exemplo descon-
hecido (dados de teste) e´ colocado no mesmo espac¸o baseado em seu valores
das caracter´ısticas e classificado de acordo com seus k vizinhos mais pro´ximos
(K Nearest Neighbors - KNN ), onde k e´ um nu´mero inteiro. Na Figura 1, com
k = 3, o exemplo desconhecido e´ rotulado para a classe X baseado no fato que
2 dos 3 vizinhos mais pro´ximos pertencem a classe X.
4 Resultados
Para avaliar o sistema, utilizamos a base de textos da TIPSTER Text Summa-
rization Evaluation Conference (SUMMAC) [Mani et al. 98]. Uma vez que esta
base conteˆm documentos mas na˜o define nenhum suma´rio “ideal” para cada do-
cumento, estes suma´rios foram feitos manualmente por um juiz humano. Foram
selecionados 40 documentos de jornais, com uma me´dia de 42 sentenc¸as, e para
cada um foi produzido um suma´rio manual de forma extrativa equivalente a` 10%
do nu´mero de sentenc¸as do texto original.
Como nossa base de dados e´ pequena para separar dados de treinamento
Tabela 1: Taxa de acerto do classificador Bayesiano Simples
Atributo (Feature) Taxa de Acerto (%) Taxa de Acerto Acumulada (%)
Position 32.18 32.18
Size 32.18 32.18
Average TF-DF 28.88 33.33
Uppercase word 24.71 32.18
Cue words 21.83 31.01
Baseline 32.13 –
e dados de teste, utilizamos o me´todo “deixa um fora” (leave-one-out). Desta
forma, cada documento foi selecionado para ser testado utilizando-se os docu-
mentos restantes como treinamento. Para cada documento de teste, o suma-
rizador produziu um suma´rio com o mesmo nu´mero de sentenc¸as do suma´rio
manual. Os resultados foram avaliados atrave´s das me´tricas tradicionais preci-
sion e recall. Entretanto, no nosso caso precision = recall, logo o termo taxa de
acerto foi utilizado.
4.1 Resultados do classificados Bayesiano Simples
A Tabela 1 mostra os resultados obtidos utilizando-se o classificador Bayesiano
Simples. A segunda coluna da Tabela 1 mostra a taxa de acerto das carac-
ter´ısticas quando utilizadas individualmente, sendo as melhores taxas individ-
uais das caracter´ısticas Position e Size. A terceira coluna da Tabela 1 mostra
a taxa de acerto das caracter´ısticas combinadas em ordem decrescente, com a
melhor taxa acumulada quando combinamos as carcter´ısticas Position, Size e
Average TF-DF. A baseline utilizada foi a de selecionar as n primeiras frases do
texto, onde n e´ o nu´mero de frases do suma´rio manual.
4.2 Resultados do me´todo do Vizinho Mais Pro´ximo
Utilizando-se o me´todo do Vizinho Mais Pro´ximo, com k = 5, obtemos uma taxa
de acerto de 32.45%. A baseline utilizada para este me´todo foi a mesma que a
anterior.
5 Discussa˜o
Os resultados obtidos sa˜o estat´ısticamente semelhantes a` heur´ıstica de selecionar
as n primeiras frases do texto. Deve-se destacar que esta heur´ıstica e´ especial-
mente eficiente em textos de jornais (not´ıcias) [Brandow et al. 94], onde as frases
mais importantes concentram-se no in´ıcio do texto. A melhor taxa de acerto
obtida pelo sumarizador foi alcanc¸ada utilizando-se a combinac¸a˜o dos atribu-
tos Position, Size e Average TF-DF juntamente com o classificador Bayesiano
Simples, sendo esta de 33.33%.
Devido a dificuldade de obter-se uma base de textos, com pares de documen-
tos/suma´rios, na˜o foram realizados testes utilizando-se documentos de outros
domı´nios (ex. artigos te´cnicos). Na literatura, ainda na˜o existe uma base de
textos padra˜o e nem um crite´rio para a definic¸a˜o de um suma´rio “ideal”, o que
dificulta a comparac¸a˜o entre as te´cnicas de sumarizac¸a˜o existentes.
6 Conclusa˜o
Neste trabalho apresentou-se o desenvolvimento de algoritmos para sumarizac¸a˜o
automa´tica de textos. A gerac¸a˜o automa´tica de sua´rios apresenta uma grande
flexibilidade, mesmo quando os suma´rios automa´ticos sa˜o comparados aos suma´-
rios fornecidos pelos pro´prios autores. A maior taxa de acerto obtida (33.33%)
na˜o apresenta um ganho significativo em comparac¸a˜o com a heur´ıstica de sele-
cionar as primeiras frases do texto (32.13%). Como nossa proposta e´ indepen-
dente do domı´nio do texto, sua aplicac¸a˜o em textos de outros domı´nios pode ap-
resentar melhores resultados. Os resultados obtidos estimulam o estudo de novos
atributos relevantes para sumarizac¸a˜o e de outros me´todos de classificac¸a˜o.
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