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1. INTRODUCTION 
The purpose of this paper is to show the existence of a unique solution 
of a functional differential equation of advanced type that arises in connection 
with the problem of controlling a certain kind of Markov process known as a 
storage process. Actually, two cases are considered, as the interval S of the 
real line equals either [0, $1 (with 0 < s < a) or [0, co). 
Let A denote a compact subset of n-dimensional Euclidean space. Let p 
and Y denote two continuous, real-valued functions on S x A with, moreover, 
P nonnegative. Let h be a positive constant. For each pair (x, u) E S x A, 
consider a nonnegative measure p(x, a, .) on the Bore1 subsets of S. The following 
assumptions will remain in effect about 8: (i) for each pair (x, u) E S x A, 
/3(x, a, [0, x)) = 0, (ii) /3(0, a, (0)) = 0 for all a E A, (iii) ~up~,~ /3(x, a, S) < co, 
and (iv) if X, + x, a, + a, then fi(xn, a, , .) converges weakly to /3(x, a, .). 
The following theorem is the main result for the first case. 
THEOREM 1. For the case S = [ 0, s], suppose for each x > 0 that Y is strictly 
positive on [x, s] x A. Then there exists a uniqzce, continuous real-valuedfunction v 
on S that satisjies (with v’ E dvldx) 
v’(x) = ;;$ /r-‘(x, 4 [I [V(Y) - 441 B(x, a, dy) - hv(x) + p(x, a)] 1, x > 0, 
(1) 
and the boundary condition 
z; f j [V(Y) - v(O)1 m a, 49 - MO) + ~(0, 41 = 0. 
Moreover, v is continuously d#erentiuble on (0, s]. 
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ON A FUNCTIONAL DIFFERENTIAL EQUATION 
The main result for the second case is as follows. 
THEOREM 2. For the case S = [0, oo), suppose p and Y are bounded on S x A 
and that, for each x > 0, there exists some E > 0 such that r > E on [x, m) x A. 
In addition, suppose there exists some continuous function q on A such that 
lim,,, p(x, a) = q(a) for every a E A. Then there exists a unique, bounded, 
continuous, real-valued function v on S satisfying (1) and (2). Moreover, this 
solution has a continuous derivative on (0, CO). 
The results for the first case are used for the second. To prove Theorem 1, 
the first step is to show there exists a solution on [0, s] to (1) satisfying an initial 
condition at the boundary s. One approach to this step would be to utilize 
some of the ideas on functional differential equations in Hale [7], namely, 
first use continuity to show local existence and then use a Lipschitz condition 
to show uniqueness. It is preferable, however, to directly obtain a global 
existence and uniqueness result. This is accomplished in this paper by gener- 
alizing an ordinary differential equation approach based on a Lipschitz condition 
that is presented in Edwards [6] but was originally due to Bielecki [2]. Since 
this global approach is apparently new for functional differential equations, 
Section 2 will present this result in general terms so that it can be read inde- 
pendently of the remainder of this paper. 
After applying the theoretical results of Section 2 to the first part of the proof 
of Theorem 1, one must depart from the standard theory on functional dif- 
ferential equations and deal with boundary condition (2). This is accomplished 
in Section 3. Then Theorem 1 together with a limiting argument are used in 
Section 4 to prove Theorem 2. 
The Markov control problem which motivated this paper has received 
very little attention. Doshi [S] and Mitchell [9] looked at two special cases, 
but apparently nobody has tackled the general model corresponding to Eqs. (1) 
and (2) here. Actually, these equations are transformations of the standard 
dynamic programming functional equation which one obtains for the relevant 
Markov control problem. Section 5, the final section, explains this transformation 
and briefly relates Eqs. (1) and (2) with the Markov control problem. It should 
be mentioned that Morais [lo] utilizes the results of this paper to present a 
general theory for controlled Markov storage processes. 
2. A GLOBAL EXISTENCE THEOREM FOR 
FUNCTIONAL DIFFERENTIAL EQUATIONS 
Hale [7] first uses continuity to show the local existence of a solution to a 
functional differential equation and then uses a Lipschitz condition to show 
uniqueness. In cases where the Lipschitz condition exists, however, it is more 
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Hence 
e-AL’t-to’ l[yn -y](t)/ < 1 2, - .z / e-AL’t-tfJ + FN(y, - y) 
G I%--%1 +~-wYn-YY) 
for all t E T. In particular, 
WY, -Y> < I %a - z I + h-WY, -Y>, 
so upon moving the term A-lN(y, - y) to the left-hand side of this inequality, 
one quickly obtains the desired result. 1 
3. PROOF OF THEOREM 1 
The proof of Theorem 1 proceeds in three steps: first, Theorem 3 is used 
to show there exists a unique solution of (1) and V(S) = z on [E, s] for any 
c > 0 and Z; second, it is shown that a may be chosen so that such a solution 
exists on all of S and satisfies the boundary condition; finally, uniqueness is 
established. This section is comprised of several lemmas. 
LEMMA 5. For any E > 0 and real number z, there exists a unique solution of 
(1) on [E, s] satisfying v(s) = z. 
Proof. It suffices to verify the hypotheses of Theorem 3. Set f(x, V) equal 
to the right-hand side of (1) and to = s. Now the argument in f is a continuous 
function on [E, s] x F x A by the assumptions in the Introduction, so f is 
continuous by a standard argument such as in Berge [ 1, pp. 115-l 161. Moreover, 
by the same assumptions, and noting that there exists some S > 0 such that 
Y > 6 on [E, s], f is bounded. Finally, to show the Lipschitz condition, take 
arbitrary x E [c, s], z+ , z+ EF, and assume, without loss of generality, that 
f (x, v,) > f (x, v.J. Suppose a, maximizes the argument in f (x, et,). Then 
If (x2 VI) -f (% %)I 
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For arbitrary yr , ys E F, 
I MYI> - ~(rd(t)l = 11: LOT, ~1) -f(~, ~~11 d7 1 
G s t: I f(7, YJ - f(~, rz)l dT 
< LN(y, - yJ jt; eA=‘i--ts’ dT 
< LN(y, - y,)(K)-l enL’t-t’ 
= jpljyyl -y,)e"~M 
To see the third inequality, let S maximize 1 y,(s) - ys(s)l over [(to A T), (t, v T)]. 
Then by the definition of N, 
N(y, - yJ 3 e-AL’s-to’ 1 x(s) - y&)1 
3 e-AL’T-to’ 1 yl(s) - y&)1. 
The last inequality follows because the integral is majorized by 
(AL)-l[ZLlt-t~I - 11. Hence 
-AL’t-to’ e IMY,) - u(~z>lWl G ~-WY, - yz> 
for all t E T. It follows that u is a contraction, since h > 1, so this proof is 
completed. a 
According to Hale [7, p. 211, the solution of (3) depends in a continuous 
manner upon the initial condition Z. This result can be shown in a simple 
manner with the approach used for Theorem 3. The following will be used 
later in this paper. 
COROLLARY 4. Consider a sequence z,, + z. Let yJ y) denote the solution of (3) 
corresponding to z,, (respectively, z). Then yn + y in F as n + CO. 
Proof. It suffices to show convergence in E, the Banach space defined in 
the proof of Theorem 3. In fact, according to that proof, 
I[Yn - rl(t)l e I %I - z I +L s SUP 1 Y&) - Y(s)1 dT to (to*TKsS(tovr) 
< 1 z, - z 1 + A-lN(y, - y) eAL’t-to’. 
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Hence 
e-AL’t-to’ I[ym - y](t)1 < 1 x, - x 1 eP’-’ + x-lN(y, - y) 
<I&z- x I + ~-‘Mrn - Y) 
for all t E T. In particular, 
WY, -Y> < I &I - z I + ~-WY, -Y>, 
so upon moving the term A-rN(y, - y) to the left-hand side of this inequality, 
one quickly obtains the desired result. 1 
3. PROOF OF THEOREM 1 
The proof of Theorem 1 proceeds in three steps: first, Theorem 3 is used 
to show there exists a unique solution of (1) and V(S) = z on [E, s] for any 
E > 0 and x; second, it is shown that z may be chosen so that such a solution 
exists on all of S and satisfies the boundary condition; finally, uniqueness is 
established. This section is comprised of several lemmas. 
LEMMA 5. For any E > 0 and real number z, there exists a unique solution of 
(1) on [E, s] satisfying o(s) = z. 
Proof. It suffices to verify the hypotheses of Theorem 3. Set f(x, U) equal 
to the right-hand side of (1) and t, = s. Now the argument in f is a continuous 
function on [E, s] x F x A by the assumptions in the Introduction, so f is 
continuous by a standard argument such as in Berge [l, pp. 115-l 161. Moreover, 
by the same assumptions, and noting that there exists some 6 > 0 such that 
Y > 6 on [E, s], f is bounded. Finally, to show the Lipschitz condition, take 
arbitrary x E [E, s], or , a z1 EF, and assume, without loss of generality, that 
f (x, ZJ,) > f (x, r~). Suppose a, maximizes the argument in f (x, zlr). Then 
If (x2 4 -f (x9 %)I 
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where for L it suffices to take 
which is finite by the assumptions. 1 
Since E > 0, the solution of (1) on [E, s] can obviously be extended to (0, s]. 
However, it cannot necessarily be extended to include x = 0, because the 
possibility that r(0, u) = 0 for some a E A has been allowed, in which case 
the Lipschitz constant L would be unbounded. This presents a difficulty, 
namely, the solution v might be unbounded in a neighborhood of the origin, 
or, even if not, the limit of v(x) as x 4 0 might not exist. The following lemma 
will be used to help resolve this difficulty. For the remainder of this paper, 
define 
F = ;y$ I P(X, 41. 
EA 
LEMMA 6. Let v satisfy (1) on (0, s] and v(s) = z for some z. Suppose 
X E (0, s] is such that v(X) > p/ix and v(X) > v(x) for all x E [S, s] (alternatively, 
v(x) < -p/h undv(x) < ( )f v x or a zz x E [%, s]). Then v is decreasing (respectively, 
increasing) on (0, a]. 
Proof. The first case will be shown, leaving the other to the reader. According 
to (l), it must be that a’(%) < 0, in which case v’(x) < 0 for all x < x in some 
neighborhood of R Define x,, = inf{x E [0, 31: v’(t) < 0 for all t E (x, z]}. It 
follows that x0 = 0, because repeating this argument yields v’(x,,) < 0. 1 
At this point, if it is known that r(0, u) > 0 for all a E A, then it is easy 
to assert that there exists a solution of (1) on [0, s] satisfying (2). To see this, 
note that one can take E = 0 in Lemma 5. Then, applying Lemma 6 with 
z > p/h and K = s implies the left-hand side of (2) is negative. Similarly, 
taking x < -p/X makes the left-hand side of (2) positive. By Corollary 4, 
the left-hand side of (2) is continuous with respect to z, so there must exist 
some z E [--p/X, p/h] such that (2) is satisfied. 
On the other hand, if it is known that r(0, a) = 0 for some a E A, then 
a much more delicate argument is required. This matter will be the subject 
of most of the balance of this section. 
For each positive number rz, let v, denote the solution of (1) and v%(s) = z, , 
where z, is chosen so that x, E [-F/X, p/ix] and 
;:z [j [Q(Y) - ~n(l/~)l /V/n, a, dr) - hOin) +p(l/n, a)/ = 0. (4) 
Such a value of 2, exists, by the same kind of argument as was used in the 
preceding paragraphs to show the existence of a solution of (1) and (2) in the 
case where ~(0, u) > 0 for all a E A. The following indicates some properties 
of these solutions. 
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LEMMA 7. For the functions v, de$ned above, -j$ < v,,(x) < p/h for 
l/n < x < s, and vn’( l/n) = 0. 
Proof. If the first part were not true, then one could take x = max(x E 
[l/n, s]: 1 v,Jx)I = F/h}, apply Lemma 6, and conclude the left-hand side of 
(4) is nonzero, a contradiction. For the second part, it suffices to observe that, 
since Y is positive at l/n, (4) is true if and only if the right-hand side of (1) 
equals zero with v = v, and x = l/n. 1 
Without loss of generality, it can be assumed that the sequence {z,J is con- 
vergent. Let z denote the corresponding limit, and, for the remainder of this 
section, let v denote the solution on (0, $1 of (I) and v(s) = z. The following 
lemma will show that u can be extended to include x = 0; later, it will be shown 
that v satisfies (2). 
LEMMA 8. The function v defined above satisfies v(x) E [-p/h, j5/h] for all 
x E (0, s]. Moreover, lim,., v(x) exists. 
Proof. By Corollary 4 it is apparent that v, converges pointwise to v on 
(0, s]. Hence the first conclusion of this lemma follows easily from Lemma 7. 
For the second part, it suffices to rule out the possibility that lim SUP,\~ v(x) > 
lim inf,, v(x) by showing that if {xi} is any sequence with xi I 0 and v’(xi) = 0 
for i = 1, 2,..., then {v(xi)} is convergent. Now, for x > 0, v’(x) = 0 if and 
only if 
z~p 1s MY> - 441 B(x, a9 44 - W4 + Ax, 41 = 0; 
if and only if 
v(x) [--X - 1 Rx, a, dy)] + 1 V(Y) I%, a, 49 + p(x, a) < 0 
for all a E A with equality for some a E A; if and only if 
for all a E A with equality for some a E A; if and only if 
v(x) = sup asA I[, V(Y) I% a, 49 + P& a)]/[h + s /4x, a9 dy)]]. (5) 
Although v is not known to be defined at x = 0, due to the hypotheses about /3 
(see also the proof of the following lemma), the term j v(y) /?(x, a, ay) and 
thus the argument in the right-hand side of (5) are continuous on S x A. 
Hence, setting x = xi , it can be concluded that {v(xJ} converges to 
sup I[] V(Y) !W9 a, 44 +P(% a)]/[h + / NO, a, dy)]/, (6) 
GA 
thereby completing this proof. 1 
The observation made in the following lemma is the key to showing v 
satisfies (2). 
LEMMA 9. For the sequence (~3 defined above, the sequence {vn( l/n)} converges 
to expression (6). 
Proof. By Lemma 7, ~‘(l/n) = 0. Hence an equation similar to (5) holds, 
namely, 
Comparing this with (6), it is apparent that to complete this proof it suffices 
to show 
I 4~) /W/f4 a, 44 - s W BOX a, 49 
as n- cc. This is accomplished by examining the following inequality (with 
0 < E < s): 
IS G(Y) N/n, a, 49 - j 4~) BP, al dr) 1 
Now b(l/n, a, [0, I/n)) = 0, so by Lemma 7 the first term on the right-hand 
side is bounded by 2( p/X) /?(l/n, a, [0, e)). Since /3(0, a, (0)) = 0 by hypothesis, 
,9(1/n, a, [0, e)) + fi(O, a, [0, l )) as n + co by weak continuity. Hence, the 
first term can be made arbitrarily small by choosing E small enough and n 
large enough. With this choice of E, the second term then converges to zero 
as n-+ co by Corollary 4. Of course, the third term converges to zero by the 
weak continuity of t3. It follows that the left-hand side of (7) converges to zero 
as n + co, thereby implying the desired result. 1 
LEMMA 10. The function a dejined above satisfies (1) and (2) on [0, s]. 
Proof. By Lemma 8, it suffices to verify (2). By the proof of Lemma 8, 
(2) holds if and only if ~(0) equals expression (6). Hence, to complete this 
proof, it will be shown that if ~(0) does not equal expression (6), then a con- 
tradiction is obtained. 
Suppose v(0) is strictly greater than expression (6) (the opposite case, being 
similar, will be omitted). Then by (1) and the same kind of equivalences as 
in the proof of Lemma 8, there exists some 6 > 0 such that O’(X) < -8 for 
%I’ x :.Y SCTP ~el+ho+d o’ 9. Yaw cc~$der the g-d-. oC c rcl :‘lc gccye:-v 
of this situation. By Lemma 9, z~~(l/n) converges to expression (6) as n --t co. 
In addition, by Corollary 4, for any E > 0, ZJ~ + o uniformly on [c, s] as n --f co. 
By choosing E small enough, it follows that there must exist some sequence 
{xn} converging to zero with x, > l/n, un’(xn) = 0 for all large enough n, 
and (u~(xJ} converging to v(0). However, repeating the proof of Lemma 9 
with x, in place of l/n, one concludes {TJ~(x~)} converges to expression (6), 
which is the desired contradiction. 1 
Proof of Theovem 1. In view of the preceding lemmas, it remains to show 
uniqueness. To do this, use will be made of the proposition in the last section, 
namely, a function ZI satisfies (1) and (2) if and only if it satisfies (2) and 
w4 = ;Ap /J MY> - 44 B(% 4 dY> - +, 4 44 +$+% u$ x > 0. 
(8) 
Now v is one solution of (1) and (2); suppose the continuous function u is 
another. Let XE [0, s] be such that 1 V(X) - U(X)/ = SUP,,~~~~ 1 V(X) - u(x)l. 
Without loss of generality, assume V(X) > U(X). Then there are three cases: 
Case 1. x = s: This implies V’(S) > u’(s). Using (8) yields 
0 < Xv(s) - Au(s) 
= qp(s, a> zqs) + P(4 a>> - =+y(s, a) u’(s) + P(& a)> 
< -Y(S, n) w’(s) + p(s, a) + Y(S, a) u’(s) - p(s, a) 
= -Y(S, z)[w’(s) - u’(s)] < 0, 
where 2 maximizes -r(s, a) V’(S) +p(s, a) over A. Hence it must be that 
w(s) = u(s). 
Case 2. 0 < 3 < s: This implies V’(X) = U’(X) and v(g) - U(X) > W(X) - u(x) 
for all x E S. Using (8) yields 
0 < AZ@) - Au(z) 
= sup [J MY) - 44 P(% a, dY) - G7 4 +> + P@, u)i 
EA 
- ZAp [I MY) - owl P(% 6 dY> - y(% 4 U’W t-P@, 41 
< [4y) - WI B(% a, dY) - y(% a) v’@> + P(% if> s 
- [u(y) - u(a)] &if, a, dy) + Y(Z, 3) u’(n) - p@, G) 
s 
= [(4Y) - "(Y)) - (f@> - 4q>l iv, 4 dY) < 0, s 
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where 8 maximizes the argument in (8) with x = X. Again, it must be that 
v(5) = u(x). 
Case 3. x = 0: This implies v(0) - u(O) >, V(X) - U(X) for all x E S. 
Using (2) yields 
0 < Xv(O) - Au(O) 
= sup 
LEA Is 
MY) - $31 IV, 6 49 + P(O, 41 
- z; f j MY) - 491 P(O, a, dr> +P(O, a)( 
-G .c [(v(y) - u(y)) - (v(0) - u(O))] P(O, a; dy) < 0, 
and this case is disposed of in the same way as the first two. g 
4. PROOF OF THEOREM 2 
u 
Attention is now given to the problem of showing there exists a solution 
to (1) and (2) in the case where S = [O, m). The basic approach will be to 
first construct a sequence of functions that satisfy (1) and (2) on a corresponding 
sequence of compact intervals and then to show this sequence converges to a 
function which satisfies (1) and (2) on all of [0, co). 
With j3 defined on S = [0, co) satisfying the four assumptions stated in 
the Introduction, for each real number s > 0 define a new measure j3s on 
[0, s] in the following manner: 
1 
Rx, a, 49, x < s, y < s, 
Bdx, a, h) = B(x, a, [s, Co)), x < s, y = s, 
0, otherwise. 
This new measure clearly satisfies assumptions (i)-(iii) stated in the Introduction 
for the case S = [0, s]. Moreover, fls satisfies the weak continuity assumption. 
To see this, let u be an arbitrary bounded, continuous function on [0, s]. Define 
the continuous function ii on [0, co) by 
u(x) = ! 
+), x < s, 
u(s), x 3 s. 
Then 
s 4~) B.&, a, dr) = 1, .s ) “(~1 B(x, 6 dr) + I, U(Y) P&, a, &9 
= s U(Y) B(x, a, dy), 
which is continuous with respect to (x, a) by the weak continuity of /3. 
Hence the hypotheses of Theorem 1 are satisfied for each fixed s > 0 and 
the corresponding measure ps, so let V, denote the corresponding solution 
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of (1) and (2) on [0, $1. The objective here will be to show that, as s -+ co, 
the sequence {v,} converges in a natural way to some function which is the 
unique solution of (1) and (2) on S = [0, co). 
The first step will be to show {am} converges to cflh as s + co, where 
and 4 is defined in Theorem 2. Let E > 0 be arbitrary. Let X, be such that 
1 p(~, a) - q(a)1 < E for all x 3 X, and a E A. Define 
K = izn,fm) r-l@, a>; 
(IEA 
recall K > 0 by the hypothesis of Theorem 2. 
Consider the ordinary, linear, differential equation 
Y’(X) = K[--by(x) + 4 + ~1, YW = F/k 
where, as in the preceding section, p E sup{1 p(x, a)l: x E [0, co), a E A). !?he 
solution is of the form 
y(x) = c-t?--KAE + (q + E)/h 
for some constant C. Without loss of generality p > 4 + E, so it must be 
that C > 0. This solution is used in the following. 
LEMMA 11. For arbitrary E > 0, let x, and y be dejined as abowe. Let s > x, . 
Then w,(x) < y(x) for all x E [q , s]. 
Proof. In view of Lemma 8, it must be that v,(x,) < y(xJ, so it suffices 
to show that z),$(x) > y(%) for some f~ (xE , s] implies w,(x) > y(x) for all 
x E [xc , x). 
Now C > 0, so y is decreasing and, without loss of generality, one can 
assume W,(X) > w,(x) for all x E [z, s]. By (I), 
w,‘(f) = 2~ I”(% 4 [j- MY) - 4$1 B@, a, 44 - h(a) + PC% 4]! 
< r-y*, a)[--hw,(a) +q + c] 
< K[--by(x) + 4 + ~1 = y’($ 
where a is chosen to maximize the above argument, the first inequality follows 
from wS(y) - ~~(a) < 0 and ~(5, a) < q + 6, and the second inequality follows 
from v,(a) > Y(X) and the definition of K. By continuity, it follows that 
w,‘(x) < y’(x) for all x < 5 in some neighborhood of 9. Define 
x0 = inf(x E [xc , 31: w:(t) < y’(t) for all t E [x, 571). 
It must be that x,, = X, , or else one could repeat this argument with x = x0 . 
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LEMMA 12. For any 6 > 0, there exists some x8 > 0 such that, for any 
s > x8 , / w,(x) - q//h I < 6 for aZZ x E [x8, s]. 
Proof. In exactly the same way as Lemma 11, for any E > 0 and the same 
X 0 there exist some negative constant D and some function x(x) = De-KAz + 
(q - <)/X such that, for any s > x, , V,(X) 3 z(x) for all x E [x<, s]. First set 
e = X5/4, and then set x8 > x, such that y(xs) - z(xJ < 6. The desired 
result follows immediately. 1 
For each s > 0, define the function on [0, co) 
v,(x) = 
1 
V,(X), x < s, 
vs(s>, x 3 s. 
It will turn out that the sequence (@J converges uniformly to the solution 
of (1) and (2). 
v 
LEMMA 13. The sequence {us} converges uniformly to some function v which 
is bounded and continuous on [0, co). 
Proof. It suffices to show that the sequence {c~} is Cauchy under the 
supremum norm 11 . /j on [O, co). Suppose s < t. By Lemma 12, sups>8 1 @Jx) - 
Go\ can be made arbitrarily small by choosing large enough s, so this Cauchy 
property will follow immediately from the following two cases: 
Case 1. j es(O) - v,(O)I = jl f18 - 8t 11: A ssume ~~(0) > et(O), leaving the 
opposite case to the reader. Using (2) and the definition of ps, one obtains: 
0 < qo) - A@&(O) 
= sup aEA 1, MY> - MY MA a7 49 + NJ, 41 
- 2; 1s MY> - v@)l MO, a, 44 + ~@,a)/ 
< j- [q(r) - v,(O)1 B,(O> G 44 - I MY) - v&‘>l MO, 4 dr> 
= J,, s, [@s(Y) - Vt(Y>) - (v&9 - @VI B(O, 4 dY) 
+ h(s) - ~$91 ,V, 4 6, ~0)) - J; tl MY) - v&V1 MO, G 44 
< s (s,tl e-44 - V,(Y)) - @J,(O) - %(o;;l MO, a; dY) 
< 1  ( .s. t, h(s) - v,(YII h&4 G dyh 
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where 5 maximizes the first argument after the first equality. Here the next 
to last inequality uses the identity jI(O, a, (s, co)) = /?,(O, a, (s, t]) as well as 
the fact that ~~(0) - v,(O) > VJX) - vit x ( ) f or a x E [0, $1. Hence, by Lemma 12 11 
and assumption (iii) about j?, 1 U,(O) - B~(O)I can be made arbitrarily small by 
choosing large enough s. 
Case 2. j es(x) - c~(x)I = Ij @s - 6t jj for some XG (0, s). Assume ~~(3) > 
ZQ(*), leaving the opposite case to the reader. Using (8), and with a maximizing 
the first argument after the first equality, one obtains 
where the last inequality uses the identity ~~‘(5) - V,‘(X) = 0. From this 
point one proceeds in exactly the same way as in the first case and concludes 
that I us(%) - all can be made arbitrarily small by choosing large enough s. 
LEMMA 14. Let ZI = lim S+m es be as in Lemma 13. Then v satisfies (1) and (2). 
Proof. First of all, V~ satisfies boundary condition (2), so letting s + co 
and using Lemma 13 one concludes v satisfies (2). To show that it satisfies (l), 
let E > 0 be fixed so that, for any x 3 E, 
w,(x) = vs(c) + Ix vs’(t) dt. 
-6 
(9) 
Since ws satisfies (l), 
vs’(t> -+ :~p /y-V, 4 [j [v(y) - WI Bk a> 49 - W) +p(t, 4]! 
as s --t cc for each fixed t E [E, x]. This limit is bounded on [E, x], so letting 
s -+ 00 in (9) and using the bounded convergence theorem, one concludes 
w(x) = v(c) + lE ty~p /y-l@, a> [j [v(y) - w(t)] fi(t, a, dy) 
- Wt) +p(t, a,]/ dt. 
This and the arbitrary choice of E imply v satisfies (1). a 
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Proof of Theorem 2. All of this follows from earlier lemmas with the exception 
of uniqueness. The proof of the latter will only be sketched, since it is similar 
to the analogous part of Theorem 1. 
Now z, is one bounded, continuous solution of (1) and (2); suppose u is 
another. If there exists some x 3 0 such that 1 V(K) - u(a)1 = sup,>,, 1 V(X) - 
u(x)\, then one can proceed as in cases 2 and 3 in the uniqueness proof of 
Theorem 1 to show that, in fact, v(a) = u(g). Th e only other possibility is that 
sups~o I v(x) - +)I = lim s~p~+~ 1 v(x) - Us. If this quantity is nonzero, 
then by the same kind of thinking as Lemma 11 it would mean that U(X) $ 
[-p/h, p/h] for some X. By Lemma 6, that would imply u(O) $ [-p/h, F/h], 
which, in turn, would imply u does not satisfy (2), a contradiction. 1 
5. THE MARKOV CONTROL PROBLEM 
The functional differential equations studied in this paper are motivated 
by the problem of controlling a storage process. Such processes have been 
studied extensively by Moran [ll], Cinlar and Pinsky [4], Cinlar [3], Harrison 
and Resnick [8], and others. Briefly, a storage process is a Markov process 
with a state space such as the interval S defined above, an input process having 
nondecreasing right continuous paths of the pure jump type, and a state 
dependent release rate. Since storage processes have applications in the theories 
of dams, queues, and the economics of natural resources, it is not inappropriate 
to consider controlled generalizations of these processes. 
Consider the problem of controlling a stationary version of a storage process 
in such a manner as to maximize the expected discounted reward over an 
infinite time horizon. Abstract versions of this problem for general Markov 
processes have been studied by Vermes [I21 and Doshi [5]. Their approach 
is to formulate a dynamic programming functional equation in terms of the 
weak infinitesimal generator of the process. They show that if a solution exists, 
then a variety of conclusions readily follow, including that the solution equals 
the maximum expected discounted reward. Unfortunately, there are no results 
on the existence of a solution in the general case; instead, different approaches 
are apparently necessary for each specific kind of Markov process. In particular, 
the desire to show that a solution exists to the storage process functional equation 
led to Theorems 1 and 2 above. The balance of this section will briefly explain 
why this functional equation is equivalent to (1) and (2). 
The state space for the process is the interval S; either the compact case 
S = [0, s] or the unbounded case S = [0, co) will do. The set A is the set of 
admissible actions. Let D denote the set of all bounded and continuous functions 
f on S for which the left-hand derivative df-(x)/c& exists for all x > 0. The 
first step is to define, for each a E A, a map G!(u) on D such that @a) is the 
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weak infinitesimal generator of a storage process. Morais [lo] shows that for 
ad(a) one should take 
Here T and /? are defined as earlier, only now they have the following inter- 
pretations: The value r(x, u) specifies the release rate of the process at any 
instant when the state is x and action a is used. The measure p(x, a, d’) describes 
the input process when the storage process is in state x and action a is used. 
Specifically, ,3(x, a, S) equals the input arrival rate and /3(r, a, dr)/p(x, a, 5’) 
equals the conditional distribution of the state of the process given an input 
just arrived, the state of the process just before the arrival was x, and action 
a was used. A detailed justification for this interpretation may be found in 
Morais [lo]. 
Having defined the generator Q!, one may proceed as in Doshi [5] or Vermes 
[12] and write down the dynamic programming functional equation for this 
problem, namely, 
vJ~(4f(4 -tP(X, a)> - Af(x> = 0, x z 0, 
where h is the discount rate and p can be interpreted as the payoff rate as a 
function of the state and action. Note that this equation is equivalent to (8) 
and (2). Hence to show there exists some er E D which satisfies this equation, 
it is sufficient by Theorems 1 and 2 to show that (1) and (8) are equivalent. 
This is accomplished by the following. 
PROPOSITION 15. A bounded, dz&wrhzble function v sutisjies (1) ;f and only 
if it satisfies (8). 
Prooj. For any fixed x, the arguments in both (1) and (8) are continuous 
with respect to a, so the suprema are always attained. It suffices to observe 
the following statements are equivalent for each fixed x: 
(i) (1) is satisfied. 
(ii) v’(x) 2 +(x, u>[.f [v(r) - v(x)] B(x, 0, 4) - Wx) + P(% 41 for all 
a E A with equality for some a E A. 
(iii) 0 b +(x, 4[f [V(Y)-v(x)1 B( x, 0, dy>-dx, 4 VW--hvW + p(x,43 
for all u E A with equality for some a E A. 
(iv) 0 Z .f MY) - v(x)] B(x, a, dy> - dx, 4 v’(x) - W4 -I- P(x, 4 for 
all a E A with equality for some a E A. 
(v) (8) is satisfied. 1 
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Note that to formulate and analyse the functional equation there was no 
need to specify the admissible controls. Morais [lo] does this as well as address 
other important aspects of the storage process control problem. In fact, his 
work together with this one comprise a fairly complete picture of the theory 
of storage process control in the case of discounted rewards over an infinite 
time horizon. 
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