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Abstract. We propose a stochastic Forward-Douglas-Rachford Splitting framework for finding
a zero point of the sum of three maximally monotone operators in real separable Hilbert space, where
one of the operators is cocoercive. We characterize the rate of convergence in expectation in the case
of strongly monotone operators. We provide guidance on step-size sequences that achieve this rate,
even if the strong convexity parameter is unknown.
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1. Introduction. Forward-backward and Douglas-Rachford splitting methods
are two fundamental algorithms for solving monotone inclusion problems in real
Hilbert spaces [5]. These methods have also been successfully applied for solving
various convex optimization problems from a vast set of applications; see [2, 8, 12, 35,
16, 17, 15] and the references therein.
Recently, a new splitting method appeared in the literature, unifying these two
fundamental methods into a generalized forward-backward splitting method [30].
However, it is shown in [9] that the generalized forward-backward splitting is in fact
a special instance of a more general splitting method, namely the forward-Douglas-
Rachford. Towards this goal, [18] extends the forward-Douglas-Rachford to the three-
operator splitting method.
These key results so far remained within the so-called deterministic setting. How-
ever, solving monotone inclusions in the stochastic setting is of great interest [13, 14,
29, 32, 33, 34, 37]. In parallel to their deterministic counterparts, stochastic forward-
backward splitting methods are proposed in [13, 14, 32]. A stochastic version of the
Douglas-Rachford splitting can also be found in [13]. Based on the product space
reformulation technique and the work in [16], additional stochastic primal-dual meth-
ods are introduced in [14, 29, 34] for solving monotone inclusions involving cocoercive
operators.
The objective of this work is to extend these recent deterministic methods in-
volving three operators [18, 9, 30] to the stochastic setting. To this end, we focus on
the stochastic version of the three-operator splitting method in [18] for solving the
following general problem:
Problem 1. Let β be a strictly positive number, (H, 〈· | ·〉) be a real separable
Hilbert space, A : H → 2H and B : H → 2H be maximally monotone operators, U
be self adjoint and positive definite, and let Q : H→H satisfy
(∀x ∈H)(∀y ∈H) 〈x− y | Qx−Qy〉 ≥ β 〈Qx−Qy | U(Qx−Qy)〉 .
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Let P be the set of all points x in H such that
(1) 0 ∈ Ax+Bx+Qx.
Our aim is to find a random vector that is P-valued almost surely.
Problem 1 covers a wide class of primal monotone inclusions, primal-dual monotone
inclusions in product space, convex optimization, stochastic optimization, split feasi-
bility, and variational inequalities [4, 6, 5, 12, 17, 23, 36].
The paper is organized as follows. Section 2 introduces the notation and recalls
the necessary background in monotone operator theory. Then, section 3 presents
the main algorithm and proves its weak almost sure convergence. Finally, section 4
establishes the algorithm’s rate of convergence in expectation.
2. Notation, Background and Preliminary results. Throughout the paper,
H is a real separable Hilbert space. We denote by 〈· | ·〉 and ‖·‖ the scalar product and
its associated norm in H. The symbols ⇀ and→ denote weak and strong convergence
respectively. We denote by `1+(N) the set of summable sequences in [0,+∞[, and by
B (H) the space of linear operators from H into itself.
Let U ∈ B (H) be a self-adjoint and positive definite operator. Then, we define
〈x | y〉U = 〈Ux | y〉 , and ‖x‖U =
√
〈Ux | x〉.
The set of all fixed points of T : H → H is
Fix(T ) = {x ∈ H | Tx = x}.
Let A : H → 2H be a set-valued operator. The domain and the graph of A are
domA = {x ∈ H | Ax 6= ∅}, and graA = {(x, u) ∈ H ×H | u ∈ Ax}.
The set of zeros and the range of A are
zerA = {x ∈ H | 0 ∈ Ax}, and ranA = {u ∈ H | (∃x ∈ H)u ∈ Ax}.
The inverse of A is
A−1 : H → 2H : u 7→ {x ∈ H | u ∈ Ax}.
We denote by Id the identity operator of H, then the resolvent of A is defined as
JA = (Id +A)
−1.
The parallel sum of A : H → 2H and B : H → 2H is defined as
A  B = (A−1 +B−1)−1.
A is a monotone operator if
〈x− y | u− v〉 ≥ 0, ∀(x, u) ∈ graA, ∀(y, v) ∈ graA.
Moreover, it is maximally monotone if there exists no monotone operator A˜ : H → H
such that graA ⊂ gra A˜ 6= graA.
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Let Γ0(H) be the class of proper lower semicontinuous convex functions from H to
]−∞,+∞]. For any self-adjoint strongly positive operator U ∈ B (H) and f ∈ Γ0(H),
we define the proximal operator as
proxUf : H → H : x 7→ argmin
y∈H
(
f(y) +
1
2
‖x− y‖2U
)
.
We denote proxIf by proxf for notational simplicity. Note that prox
U
f = JU−1∂f .
The conjugate function of f is
f∗ : a 7→ sup
x∈H
( 〈a | x〉 − f(x)).
Note that ∀f ∈ Γ0(H) and ∀x ∈ dom ∂f ,
y ∈ ∂f(x)⇔ x ∈ ∂f∗(y),
or equivalently, (∂f)−1 = ∂f∗.
The infimal convolution of the two functions f and g from H to ]−∞,+∞] is
defined as
f  g : x 7→ inf
y∈H
(
f(y) + g(x− y)).
The strong relative interior of a subset C of H is the set of points x ∈ C such
that the cone generated by −x+ C is a closed vector subspace of H. We refer to [5]
for an account of the main results of convex analysis, monotone operator theory, and
the theory of nonexpansive operators in the context of Hilbert spaces.
We will use a family of functions (ϕc)c∈R, where ϕc for ant c ∈ R is defined as
ϕc : ]0,+∞[→ R : t 7→
{
(tc − 1)/c if c 6= 0;
log t if c = 0.
Let (Ω,F ,P) be a probability space. A H-valued random variable is a measurable
function x : Ω→ H, where H is endowed with the Borel σ-algebra. We denote by σ(x)
the σ-field generated by x. The expectation of a random variable x is denoted by E[x].
The conditional expectation of x given a σ-field A ⊂ F is denoted by E[x|A]. Given
a random variable y : Ω→ H, the conditional expectation of x given y is denoted by
E[x|y]. Throughout the text and inside the algorithms, we use the letter r to denote
an unbiased estimate. See [24] for more details on probability theory in Hilbert spaces.
A H-valued random process is a sequence (xn)n∈N of H-valued random variables. The
following lemma is a special case of [14, Proposition 2.3].
Lemma 1. Let C be a non-empty closed subset of H and let (xn)n∈N be a H-
valued random process. For every n ∈ N, set Fn = σ(x0, . . . , xn). Suppose that,
for every x ∈ C, there exist [0,+∞[-valued random sequences (ξn(x))n∈N, (ζn(x))n∈N
and (tn(x))n∈N such that, for every n ∈ N, ξn(x), ζn(x) and tn(x) are Fn-measurable,
(ζn(x))n∈N and (tn(x))n∈N are summable almost surely, and
(∀n ∈ N) E[‖xn+1 − x‖2|Fn] ≤ (1 + tn(x))‖xn − x‖2 + ζn(x)− ξn(x) almost surely.
Then, the followings hold:
(i) (xn)n∈N is bounded almost surely.
(ii) There exists Ω˜ ⊂ Ω such that P(Ω˜) = 1 and, (‖xn(ω)− x‖)n∈N converges for
every ω ∈ Ω˜ and x ∈ C.
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(iii) Suppose that the set of weak cluster points of (xn)n∈N is a subset of C almost
surely. Then (xn)n∈N converges weakly to a C-valued random vector almost
surely.
Lemma 2. [12, Lemma 3.7] Let A : H → 2H be maximally monotone, let U ∈
B (H) be self-adjoint and strongly positive, and let G be the real Hilbert space obtained
by endowing H with the scalar product (x, y) 7→ 〈x | y〉U−1 . Then, the followings hold:
(i) UA : G → 2G is maximally monotone.
(ii) JUA : G → G is firmly nonexpansive.
Lemma 3. [18, Lemma 3.2] Let U be self-adjoint and positive definite, and let γ
be a strictly positive number. Set T2 = JγUB and T1 = JγUA, and T = Id−T2 +
T1 ◦ (2T2 − Id−γUQ ◦ T2). Then, Fix(T) 6= ∅ whenever zer(A + B + Q) 6= ∅.
Furthermore,
zer(A+B +Q) = JγUB(Fix(T)).
3. Weak almost sure convergence. In this section, we propose a stochastic
forward-Douglas-Rachford splitting method for solving problem 1, and we provide
our main theorem which guarantees the weak almost sure convergence of the pro-
posed algorithm under mild assumptions. Then, we present some important special
cases and variations of the proposed algorithm, and we characterize their convergence
guarantees.
3.1. Stochastic Forward-Douglas-Rachford splitting method. Let γ and
(λn)n∈N be strictly positive numbers, and let (rn)n∈N and x0 be squared integrableH-
valued random vectors. Then, stochastic forward-Douglas-Rachford splitting method
(SFDR) applies to the problem 1 as described in Algorithm 1.
Algorithm 1 Stochastic Forward-Douglas-Rachford splitting method (SFDR)
for n = 0, 1, 2, . . . do
xn = JγUBxn
xn+1 = xn + λn
(
JγUA(2xn − xn − γUrn)− xn
)
end for
Next theorem provides the weak almost sure convergence guarantee of SFDR.
Theorem 4. Let (ε, α) ∈ ]0, 1[2 satisfy ε ≤ λn ≤ 2−ε−α and ε ≤ γ ≤ α(2β−ε),
and suppose that
(2) zer(A+B +Q) 6= ∅.
Also assume that the following conditions are satisfied with Fn = σ(x0, . . . ,xn),
(i) E[rn|Fn] = Qxn almost surely.
(ii)
∑
n∈N E[‖rn −Qxn‖2|Fn] < +∞ almost surely.
Then, the followings hold for some random vectors x and y, which are P-valued and
Fix(T )-valued respectively.
(i) xn ⇀ y almost surely.
(ii) xn ⇀ x almost surely.
(iii) xn → x almost surely, if one of the following conditions is satisfied for some
Ω˜ ⊂ Ω with P(Ω˜) = 1.
(a) Q is demiregular at x(ω), for every ω ∈ Ω˜.
(b) A is uniformly monotone at x(ω), for every ω ∈ Ω˜.
(c) B is uniformly monotone x(ω), for every ω ∈ Ω˜.
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Proof. Let T1 and T2 be defined as in Lemma 3. Set P = Id−T2, R = 2T2 −
Id−γUQ◦T2, and Y = Id−γUQ◦T2. Then we get T = P+T1◦R. For all n ∈ N, set
Rn = 2T2− Id−γUrn, Yn = Id−γUrn, and Tn = P +T1 ◦Rn. Then, 2P +Rn = Yn.
Hence, Algorithm 1 yields
(∀n ∈ N) xn+1 = xn + λn(Tnxn − xn).
Let x ∈ Fix(T). Then, upon setting V = U−1, using [5, Corollay 2.3], we obtain
(3) (∀n ∈ N) ‖xn+1 − x‖2V =
(1− λn)‖xn − x‖2V + λn‖Tnxn − x‖2V − λn(1− λn)‖Tnxn − xn‖2V .
Moreover, upon setting
(∀n ∈ N) ξn = 〈−T1 ◦Rnxn + T1 ◦Rx | γrn − γQ ◦ T2x〉 ,
and using the firm expansiveness of T1 and P with respective to the scalar product
〈· | ·〉V , we have
‖Tnxn − x‖2V = ‖Tnxn −Tx‖2V
= ‖Pxn − Px‖2V + 2 〈Pxn − Px | T1 ◦Rnxn − T1 ◦Rx〉V
+ ‖T1 ◦Rnxn − T1 ◦Rx‖2V
≤ 〈Pxn − Px | xn − x〉V + 〈T1 ◦Rnxn − T1 ◦Rx | Rnxn −Rx〉V
+ 2 〈Pxn − Px | T1 ◦Rnxn − T1 ◦Rx〉V
≤ 〈Pxn − Px | xn − x〉V + 〈T1 ◦Rnxn − T1 ◦Rx | Ynxn − Y x〉V
= 〈Tnxn −Tx | xn − x〉V + ξn.(4)
Since
2 〈Tnxn −Tx | xn − x〉V = ‖Tnxn − x‖2V + ‖xn − x‖2V − ‖(Id−Tn)xn‖2V ,
we derive from (4) that
(5) ‖Tnxn − x‖2V ≤ ‖xn − x‖2V − ‖(Id−Tn)xn‖2V + 2ξn.
Now, let us estimate ξn. We have −T1 ◦Rn = Id−Tn−T2, and −T1 ◦R = Id−T−T2.
Hence, it follows that
ξn = 〈(Id−Tn)xn − (Id−T)x | γrn − γQ ◦ T2x〉 − γ 〈T2xn − T2x | rn −Q ◦ T2x〉
= γ 〈(Id−Tn)xn | Q ◦ T2xn −Q ◦ T2x〉+ γ 〈(Id−Tn)xn | rn −Q ◦ T2xn〉
− γ 〈T2xn − T2x | rn −Q ◦ T2x〉
= γ 〈(Id−Tn)xn | Q ◦ T2xn −Q ◦ T2x〉+ γ 〈(T−Tn)xn | rn −Q ◦ T2xn〉
+ γ 〈(Id−T)xn | rn −Q ◦ T2xn〉 − γ 〈T2xn − T2x | rn −Q ◦ T2x〉 .
Then, we can obtain the following estimate:
2γ 〈(Id−Tn)xn | Q ◦ T2xn −Q ◦ T2x〉 ≤ α‖(Id−Tn)xn‖2V
+ (γ2/α)‖UQ ◦ T2xn −UQ ◦ T2x‖2V ,
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and
〈(T−Tn)xn | rn −Q ◦ T2xn〉 ≤ ‖T1 ◦Rxn − T1 ◦Rnxn‖V ‖Urn −UQ ◦ T2xn‖V
≤ ‖R1xn −Rnxn‖V ‖Urn −UQ ◦ T2xn‖V
≤ γ‖Urn −UQ ◦ T2xn‖2V
≤ γ‖rn −Q ◦ T2xn‖2U
≤ γ‖U‖‖rn −Q ◦ T2xn‖2.
Therefore, (5) becomes
‖Tnxn − x‖2V ≤ ‖xn − x‖2V − (1− α)‖(Id−Tn)xn‖2V + ζn
+ (γ2/α)‖UQ ◦ T2xn −UQ ◦ T2x‖2V + 2γ2‖U‖‖rn −Q ◦ T2xn‖2,(6)
where we set
ζn = 2γ 〈(Id−T)xn | rn −Q ◦ T2xn〉 − 2γ 〈T2xn − T2x | rn −Q ◦ T2x〉 .
Since T and T2 are continuous, xn is Fn-measurable, and (Id−T)xn and T2xn−T2x
are Fn-measurable, we have
E[ζn|Fn] = 2γE[〈(Id−T )xn | rn −Q ◦ T2xn〉 |Fn]
− 2γE[〈T2xn − T2x | rn −Q ◦ T2x〉 |Fn]
= 2γ 〈(Id−T)xn | E[rn −Q ◦ T2xn|Fn]〉
− 2γ 〈T2xn − T2x | E[rn −Q ◦ T2x|Fn]〉
= −2γ 〈T2xn − T2x | Q ◦ T2xn −Q ◦ T2x〉
≤ −2βγ‖UQ ◦ T2xn −UQ ◦ T2x‖2V .
Taking conditional expectation of both sides with respect to Fn in (6), we obtain,
E[‖Tnxn − x‖2V |Fn] ≤ ‖xn − x‖2V − (1− α)E[‖(Id−Tn)xn‖2V |Fn]
− γ(2β − γ/α)‖Q ◦ T2xn −Q ◦ T2x‖2U
+ 2γ2E[‖U‖‖rn −Q ◦ T2xn‖2|Fn].
Next, we set
(∀n ∈ N) τ1,n = λn(1− λn) + λn(1− α) and τ2,n = λnγ(2β − γ/α).
Then, (∀n ∈ N) τ1,n ≥ ε2 and τ2,n ≥ ε3. Now inserting (6) to (3), we obtain, for every
n ∈ N,
E[‖xn+1 − x‖2V |Fn] ≤ ‖xn − x‖2V − τ1,nE[‖(Id−Tn)xn‖2V |Fn]
− τ2,n‖Q ◦ T2,nxn −Q ◦ T2,nx‖2V + 2γ2E[‖U‖‖rn −Q ◦ T2xn‖2|Fn]
≤ ‖xn − x‖2V − ε3‖Q ◦ T2,nxn −Q ◦ T2,nx‖2U
− ε2E[‖(Id−Tn)xn‖2V |Fn]‖+ 2γ2E[‖U‖‖rn −Q ◦ T2xn‖2|Fn].
Hence, the sequence (xn)n∈N is a stochastic Feje´r monotone with respect to the target
set Fix(T). Therefore, the following estimate holds
(7) (∀n ∈ N)

(xn)n∈N is bounded almost surely;
E[‖(Id−Tn)xn|2Fn] = λ−1n E[‖(xn+1 − xn)|2Fn]→ 0;
Q ◦ T2xn −Q ◦ T2x→ 0.
STOCHASTIC FORWARD-DOUGLAS-RACHFORD SPLITTING 7
(i): Let y be a weakly cluster point of (xn)n∈N, i.e there exists a subsequence
(xkn)n∈N such that xkn ⇀ y almost surely. Moreover, we also have
‖xn −Txn‖2V = E[‖xn −Txn‖2V |Fn]
≤ 2E[‖xn −Tnxn‖2V |Fn] + 2E[‖Txn −Tnxn‖2V |Fn]
→ 0,
which implies that xn −Txn → 0 almost surely. To sum up, we have
xkn ⇀ y and xkn −Txkn → 0 almost surely.
Therefore, by demi-closed principle, y ∈ Fix(T) almost surely. Now, using Lemma 1,
(xn)n∈N converges weaky to a random vector y, Fix(T)-valued almost surely.
(ii) Note that T2 is nonexpansive and (xn)n∈N is bounded almost surely, and
(∀n ∈ N) xn = T2xn, and hence (xn)n∈N is also bounded almost surely. Let z
be a weak cluster point of (xn)n∈N, i.e., there exists a subsequence (xkn)n∈N that
converges weakly to z almost surely. Since gra(Q) is weak-to-strong sequentially
closed and since Qxn → Q ◦ T2x, we get Q ◦ T2x = Qz and Qxkn → Qz. Set
an = T1(2xn − xn − γUQxn). Then, we derive from (7) that an − xn → 0 almost
surely. We have
(xkn ,Qxkn) ∈ gra(Q), xkn ⇀ z, Qxkn → Qz;
(xkn , γ
−1V (xkn − xk,n)) ∈ gra(B), γ−1V (xkn − xk,n) ⇀ γ−1V (y − z);
(akn , γ
−1V (xkn − akn + xkn − xkn)−Qxkn) ∈ gra(A);
γ−1V (xkn − akn + xkn − xkn)−Qxkn ⇀ γ−1V (z − y)−Qz.
Therefore, by [5, Proposition 25.5], z ∈ zer(A+B +Q) and γ−1V (y − z) ∈ Bz ⇒
z = JγUBy. Since every subsequence of the bounded sequence (xn)n∈N converges
weakly to JγUBy, we conclude that xn ⇀ JγUBy almost surely.
(iii): Let Ω1 be the set of all ω ∈ Ω such that xn(ω) ⇀ x(ω) and Qxn(ω) →
Qx(ω), and an(ω)− xn(ω)→ 0. Then, P(Ω1) = 1 and hence P(Ω1 ∩ Ω˜) = 1.
(iii)(a): For every ω ∈ Ω1 ∩ Ω. We have xn(ω) ⇀ x(ω) and Qxn → Qx(ω).
Since Q is demiregular at x(ω), by definition, we obtain xn(ω)→ x(ω).
(iii)(b): As in the proof of (ii), we have
(8)
{
(an, γ
−1V (xn − an + xn − xn)−Qxn) ∈ gra(A)
γ−1V (x− y)−Qx ∈ Ax.
Since A is uniformly monotone at x(ω), there exists an increasing function, vanishing
only at 0, φ : [0,+∞[→ [0,+∞] such that
φ(‖(an − x)(ω)‖)
≤ 〈(an − x)(ω) |(γ−1V (xn − an + xn − xn)−Qxn−γ−1V (x− y)+Qx)(ω)〉
= 〈(an − x)(ω) | (Qx−Qxn)(ω)〉
+
〈
(an − x)(ω) | γ−1V (xn − an + xn − xn − x+ y)(ω)
〉
= t1,n + t2,n,(9)
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where we set
t1,n = 〈(an − x)(ω) | (Qx−Qxn)(ω)〉
t2,n =
〈
(an − x)(ω) | γ−1V (xn − an + xn − xn − x+ y)(ω)
〉
t3,n =
〈
(an − x)(ω) | γ−1V (xn − an)(ω)
〉
t4,n =
〈
(an − xn)(ω) | γ−1V (xn − xn − x+ y)(ω)
〉
.
Let us estimate each term on the right hand side of (9). Since an(ω)−x(ω) converges
weakly to 0, its bounded and since Qxn(ω)→ Qx(ω), we have
t1,n = 〈(an − x)(ω) | (Qx−Qxn)(ω)〉 ≤ ‖(an − x)(ω)‖ ‖Qx−Qxn)(ω)‖ → 0.
We next consider the second term of (9). We have
t2,n = t3,n +
〈
(an − x)(ω) | γ−1V (xn − xn − x+ y)(ω)
〉
= t3,n + t4,n +
〈
(xn − x)(ω) | γ−1V (xn − xn − x+ y)(ω)
〉
(10)
≤ t3,n + t4,n
→ 0,
where the last inequality follows from
〈
(xn − x)(ω) | γ−1V (xn − xn − x+ y)(ω)
〉 ≤
0 because of the monotonicity of B. Therefore, φ(‖(an − x)(ω)‖ → 0 and hence
(an − x)(ω)→ 0. Therefore, xn → x almost surely.
(iii)(c): Using the strong monotonicity of B and (10), there exists an increasing
function ψ : [0,+∞[→ [0,+∞] vanishing only at 0 such that
ψ(‖(xn − x)(ω)‖) ≤
〈
(xn − x)(ω) | γ−1V (xn − xn + x− y)(ω)
〉
≤ 2|t3,n|+ 2|t4,n|
→ 0,
which implies that (xn − x)(ω)→ 0 and hence xn − x→ 0 almost surely.
Corollary 5. Let f ∈ Γ0(H), g ∈ Γ0(H), and let h : H → ]−∞,+∞] be a
convex differentiable function with a β−1-Lipschitz gradient. Let P be the set of all
solutions x to
(11) minimize
x∈H
f(x) + g(x) + h(x),
under the condition
(12) 0 ∈ zer(∂f + ∂g +∇h).
Let (ε, α) ∈ ]0, 1[2, let γ be a strictly positive number, let (λn)n∈N be a sequence of
strictly positive numbers such that ε ≤ λn ≤ 2− ε− α and ε ≤ γ ≤ α(2β‖U‖−1 − ε).
Let (rn)n∈N be a sequence of squared integrable H-valued random vectors. Let x0 be
a squared integrable H-valued random vectors.
Algorithm 2 SFDR for sum of three functions
for n = 0, 1, 2, . . . do
xn = prox
U−1
γf xn
xn+1 = xn + λn
(
proxU
−1
γg (2xn − xn − γUrn)− xn
)
end for
Suppose that the following conditions are satisfied with Fn = σ(x0, . . . ,xn),
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(i) E[rn|Fn] = ∇h(xn) almost surely.
(ii)
∑
n∈N E[‖rn −Qxn‖2|Fn] < +∞ almost surely.
Then, the following holds for some random vectors x, P-valued, and y, Fix(T)-valued,
where T is defined in Lemma 3 with T2 = prox
U−1
γf and T1 = prox
U−1
γg ,
(i) xn ⇀ y almost surely.
(ii) xn ⇀ x almost surely.
(iii) xn → x almost surely, if one of the following conditions is satisfied for some
Ω˜ ⊂ Ω with P(Ω˜) = 1.
(a) If h is uniformly convex at x(ω), for every ω ∈ Ω˜
(b) If f is uniformly convex at x(ω), for every ω ∈ Ω˜.
(c) If g is uniformly convex x(ω), for every ω ∈ Ω˜.
Proof. The conclusions (i)(ii) follow from Theorem 4 with A = ∂f , B = ∂g,
Q = ∇h, and [5, Theorem 16.2], and [5, Propostion 16.5]. The last assertion follows
from the fact that if f is uniformly convex at a point in the domain of ∂f , then
∂f is uniformly monotone at that point; and hence, it is demiregular [2, Proposition
2.4(v)].
Corollary 6. Let m and β be, respectively, strictly positive integer and real.
For every i ∈ {1, . . . ,m}, let (Hi, 〈· | ·〉) be real Hilbert space, Ai : Hi → 2Hi and
Bi : Hi → 2Hi be maximally monotone, and let Qi : H1× . . .×Hm → Hi be such that,
for every x = (x1, . . . , xm) and every y = (y1, . . . , ym),
(13)
m∑
i=1
〈Qix−Qiy | xi − yi〉 ≥ β
m∑
i=1
‖Qix−Qiy‖2Ui ,
for some self adjoint positive definite operator Ui on Hi. Suppose that the set X of
all point x = (x1, . . . , xm) to the following coupled system of inclusion
0 ∈ A1x1 +B1x1 +Q1x
...
0 ∈ Amxm +Bmxm +Qmx
is non-empty. For every i ∈ {1, . . . ,m}, let Ui be a self adjoint, positive definite
operator on Hi, xi,0 and (ri,n)n∈N be, respectively, a vector and a random process,
Hi-valued, squared integrable. Let (ε, α) ∈ ]0, 1[2, let γ be a strictly positive number,
let (λn)n∈N be a sequence of strictly positive numbers such that ε ≤ λn ≤ 2 − ε − α
and ε ≤ γ ≤ α(2β − ε).
Algorithm 3 SFDR for multivariate monotone inclusions
for n = 0, 1, 2, . . . do
xi,n = JγUiBixi,n
xi,n+1 = xi,n + λn
(
JγUiAi(2xi,n − xi,n − γUiri,n)− xi,n
)
end for
Suppose that the following conditions are satisfied ∀i ∈ {1, . . . ,m} with Fn =
σ(xi,0, . . . , xi,n)1≤i≤m,
(i) E[ri,n|Fn] = Qi(x1,n, . . . , xm,n) almost surely,
(ii)
∑
n∈N E[‖ri,n −Qi(x1,n, . . . , xm,n)‖2|Fn] < +∞ almost surely.
Then, the following hold for some random vectors x, X -valued almost surely.,
10 V. CEVHER, B. C. VU˜, AND A. YURTSEVER
(i) (xn)n∈N converges weakly to x almost surely.
(ii) Suppose that, for every ω ∈ Ω˜ ⊂ Ω with P(Ω˜) = 1, and
(a) (Q1, . . . , Qm) is demiregular at (x1(ω), . . . , xm(ω)), then, for every j ∈
{1, . . . ,m}, xj,n → xj almost surely.
(b) Aj or Bj is uniformly motone at xj(ω), for some j ∈ {1, . . . ,m}, then
xj,n → xj almost surely.
Proof. Define H = H1 ⊕ . . .⊕Hm with the scalar product and the norm
(14) 〈x | y〉 =
m∑
i=1
〈xi | yi〉 and ‖x‖ =
√
〈x | x〉,
where x = (x1, . . . , xm) and y = (y1, . . . , ym) denote the generic elements in H. We
next define 
U : H→H : x 7→ (U1x1, . . . , Umxm);
A : H→ 2H : x 7→×mi=1Aixi;
B : H→ 2H : x 7→×mi=1Bixi;
Q : H→H : x 7→ (Q1x, . . . , Qmx).
Then, U is self-adjoint, positive definite on H, A and B are maximally monotone on
H [5, Proposition 20.23]. Therefore, in view of Lemma 3, UA and UB is maximally
monotone with respect to 〈· | ·〉U−1 . By [5, Propostion 23.16], we also have
(∀x ∈H)(∀γ ∈ ]0,+∞[)
{
JγUAx = (JγUiAixi)1≤i≤m
JγUBx = (JγUiBixi)1≤i≤m.
Moreover, in view of (13) and (14), Q is a β-cocoercive operator. Upon setting,
(∀n ∈ N)

xn = (x1,n, . . . , xm,n)
x1,n = (x1,n, . . . , xm,n)
rn = (r1,n, . . . , rm,n),
Algorithm 5 reduces to a special case of Algorithm 1. Moreover, every specific con-
ditions on operators as well as the stepsize γ, the relaxation parameter (λn)n∈N are
satisfied.
(i): This assertion follows from Theorem 4 (i).
(iii)(a): Suppose that Q is demiregular at x(ω). By Theorem 4(iii)(a), xn → x
almost surely, this is equivalent to (∀i ∈ 1, . . . ,m) xi,n → xi(ω).
(iii)(b) Now, suppose that Aj is uniformly monotone at xj(ω), for every ω ∈ Ω˜.
Let Ω2 be the set of all ω ∈ Ω such that (8) holds. Set Ω∗ = Ω1 ∩ Ω2 ∩ Ω˜. Then
P(Ω∗) = 1. Fix ω ∈ Ω. We can rewrite (8), with an = (ai,n)1≤i≤m and x =
(x1, . . . , xm), and, y = (y1, . . . , ym), as{
(ai,n, γ
−1U−1i (xi,n − ai,n + xi,n − xi,n)− Cxi,n) ∈ gra(Ai),
γ−1U−1i (xi − yi)− Cxi ∈ Aix∗i .
Since Aj is uniformly monotone at xj(ω), there exists an increasing function, vanishing
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only at 0, φj : [0,+∞[→ [0,+∞] such that
φj(‖(aj,n − xj)(ω)‖) ≤
〈
(aj,n − xj)(ω)|
(
γ−1U−1j (xj,n − aj,n + xj,n − xj,n)(ω)
〉
+
〈
(aj,n − xj)(ω)| −Qjxn − γ−1U−1j (xj − yj) +Qjx
)
(ω)
〉
.
Now using the monotonicity of Ai with i 6= j , we get
0 ≤ 〈(ai,n − xi)(ω) | (γ−1U−1i (xi,n − ai,n + xi,n − xn)〉
+
〈
(ai,n − xi)(ω) | −Qixi,n − γ−1U−1i (xi − yi) +Qx
)
(ω)
〉
.
By adding the last two inequalities, we arrive at
φj(‖(aj,n − xj)(ω)‖) ≤
〈
(an − x)(ω) |
(
γ−1V (xn − an + xn − xn)
〉
+
〈
(an − x)(ω) | −Qxn − γ−1V (x− y) +Qx
)
(ω)
〉
= 〈(an − x)(ω) | (Qx−Qxn)(ω)〉
+
〈
(an − x)(ω) | γ−1V (xn − an + xn − xn − x+ y)(ω)
〉
= t1,n + t2,n
→ 0.
Therefore, aj,n(ω)→ xj(ω) and hence xj,n → xj almost surely.
In the case when Bj is uniformly monotone at xj(ω), by using the same manner
as above, there exists an increasing function φj : [0,+∞[→ [0,+∞] such that
ψ(‖(xj,n − xj)(ω)‖) ≤
〈
(xn − x)(ω) | γ−1V (xn − xn + x− y)(ω)
〉
≤ 2|t3,n|+ 2|t4,n|
→ 0,
which implies that xj,n(ω)→ xj(ω) and hence xj,n → xj almost surely.
Remark 7. Here are some comments and connections to existing work.
(i) Our results in this section appears to be new, there is no stochastic primal
method for finding a zero point of the sum of three operators in the literature.
Some existing stochastic primal method are devoted to find a zero of the sum
of two operators as in [14, 33, 34, 37].
(ii) In the deterministic setting, where we take (∀n ∈ N) rn = Bxn and U = Id.
The Algorithm 1 reduces to [18, Algorithm 1] where their convergence results
can be found in [18, Theorem 3.1]. Further connections to two operator
splitting methods in [9, 25, 26] can be found.
(iii) When B is a normal cone to closed vector subspace W and U = Id, we
obtain a stochastic version of algorithm in [9, Eq.(3.8)]. Furthermore, when
H is a product space and W is its diagonal subspace, we obtain a stochastic
version of the algorithm in [30].
(iv) In the special case when B is zero and U = Id, then (∀n ∈ N) xn = xn,
and hence Algorithm 1 reduces to the stochastic forward-backward splitting
which is recently investigated in [13, 14, 33].
(v) In the case when (Bi)1≤i≤m are zero, (14) was firstly solved by the algorithm
in [2] and then in [34] in the stochastic setting.
(vi) In the case of minimization problems, almost sure convergence of the stochas-
tic projected gradient method were also investigated in [4, 6, 27], and of the
stochastic proximal gradient method [1, 32].
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(vii) We present an application of our framework to the minimization of sum
of three convex functions in [38], and provide some numerical examples on
Markowitz portfolio optimization and support vector machine classification.
3.2. Composite monotone inclusions involving cocoercive operators.
By using the reformulation product space techniques, our result can be applied to
solving a wide class of composite monotone inclusions involving cocoercive operators
as in [35, 36]. For simple, we provide an application to the following generic problem.
Problem 2. Let H and G be real Hilbert spaces and L ∈ B (H,G), let U and V
be self adjoint positive definite operators on H and G, respectively. Let A : H → 2H
and B : G → 2G be maximally monotone, let C : H → H be such that
(∀x ∈ H)(∀y ∈ H) 〈x− y | Cx− Cy〉 ≥ µ‖Cx− Cy‖2U ,
for some strictly positive number µ, and let D : G → 2G be maximally monotone such
that
(∀v ∈ G)(∀w ∈ G) 〈v − w | D−1v −D−1w〉 ≥ ν‖D−1v −D−1w‖2V ,
for some strictly positive number ν. Let z ∈ H and r ∈ G. The primal problem is to
(15) find x ∈ H such that z ∈ Ax+ L∗(BD)(Lx) + Cx,
and the dual problem is to
(16) find v∗ ∈ G such that − r ∈ −L(A+ C)−1(−L∗v∗) +B−1v∗ +D−1v∗,
We denote by P and D the set of solutions to (15) and (16), respectively.
Let γ and (λn)n∈N be strictly positive numbers. Let (r1,n)n∈N and (r2,n)n∈N be,
respectively, sequences of square integrable H-valued and G-valued random vectors.
Let x0 and v0 be square integrable H-valued and G-valued random vectors.
Algorithm 4 Primal-dual SFDR
for n = 0, 1, 2, . . . do
xn = xn − γUL∗vn
vn = vn + γV Lxn
xn+1 = xn + λn
(
JγUA(2xn − xn − γU(r1,n − z))− xn
)
vn+1 = vn + λn
(
JγV B−1(2vn − vn − γV (r2,n + r))− vn
)
end for
Corollary 8. Under the same conditions of Problem 2. Set β = min{µ, ν} and
suppose that
z ∈ ran(A+ L∗(B  D)(L · −r) + C).
Let (ε, α) ∈ ]0, 1[2. Suppose that ε ≤ λn ≤ 2 − ε − α and ε ≤ γ ≤ α(2β − ε).
Let (xn, vn)n∈N be sequences generated by Algorithm 4. Suppose that the following
conditions are satisfied with Fn = σ(x0, v0, . . . , xn, vn),
(i) (∀n ∈ N) E[r1,n|Fn] = Cxn and E[r2,n|Fn] = D−1vn almost surely.
(ii)
∑
n∈N E[‖r1,n − Cxn‖2|Fn] + E[‖r2,n −D−1vn‖2|Fn] < +∞ almost surely.
Then, the following holds for some random vector (x∗, v∗), P×D-valued almost surely.
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(i) (xn)n∈N converges weakly to x∗ almost surely.
(ii) (vn)n∈N converges weakly to v∗ almost surely.
(iii) Suppose that, for every ω ∈ Ω˜ ⊂ Ω with P(Ω˜) = 1,
(a) C is demiregular or A is uniformly monotone at x∗(ω). Then, xn → x∗
almost surely.
(b) D−1 is demiregular or B−1 is uniformly convex v∗(ω). Then, vn → v∗
almost surely.
Proof. Define U : (x, v) 7→ (Ux, V v) and S : H→H : (x, v) 7→ (L∗v,−Lx). Then
U is a self-adjoint, positive definite, S is monotone and skew, hence it is maximally
monotone [5, Example 20.30]. Set (∀n ∈ N) xn = (xn, vn),xn = (xn, vn). We have{
xn = xn − γUL∗vn
vn = vn − γV Lxn
⇔
{
xn − xn = γUL∗vn
vn − vn = −γV Lxn
⇔ xn − xn ∈ γUSxn,
Therefore, for any γ ∈ [0,∞[,
(∀n ∈ N) xn = JγUSxn.
Define A : H → H : (x, v) 7→ (−z + Ax) × (r + B−1v) and Q : H → H : (x, v) 7→
(Cx,D−1v). Then, for every x = (x, v) and y = (y, w) in H, we have
〈x− y | Qx−Qy〉 = 〈x− y | Cx− Cy〉+ 〈v − w | D−1v −D−1w〉
≥ µ‖Cx− Cy‖2U + ν‖D−1v −D−1w‖2V
≥ β‖Qx−Qy‖2U .
Moreover, it follows from [5, Proposition 20.23 and 23.16] that A is maximally mono-
tone with the resolvent below
(∀γ ∈ ]0,+∞[)(∀x ∈H) JγUAx = (JγUAx, JγV B−1v).
Under the condition (2), we obtain Z = zer(A+S+Q) 6= ∅. Furthermore, as shown
in [11] that
(x, v) ∈ zer(A+ S +Q) =⇒ x ∈ P and v ∈ D.
Upon setting (∀n ∈ N) rn = (r1,n, r2,n), the sequence (xn, vn)n∈N defined by Algo-
rithm 4 satisfies
(17) (∀n ∈ N)
⌊
xn = JγUSxn
xn+1 = xn + λn
(
JγUA(2xn − xn − γUrn)− xn
)
.
(17) is a special case of Algorithm 1 with B = S. Let us check the conditions to ensure
the convergence of the iteration generated by (17). First, the specific conditions on
the operator are satisfied as shown above. Second, our assumptions on the relaxation
parameter (λn)n∈N and the step size γ are exact the same as in Theorem 4. Third, our
conditions on the stochastic gradient (r1,n)n∈N and (r2,n)n∈N show that the specific
conditions on (rn)n∈N in Theorem 4 are also satisfied. Hence, the conclusions (i) and
(ii) follow from Theorem 4.
(iii)(a) Suppose that C is demiregular or A is uniformly monotone at x∗(ω), for
every ω ∈ Ω˜. Let Ω2 be the set of all ω ∈ Ω such that (8) holds. Set Ω∗ = Ω1∩Ω2∩Ω˜.
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Then P(Ω∗) = 1. For every ω ∈ Ω∗, we have Qxn(ω)→ Qx(ω), we have Cxn(ω)→
Cx∗(ω). Since xn(ω) ⇀ x(ω), it follows from the definition of demiregular operator
that xn(ω) → x(ω). Next, suppose that A is uniformly monotone at x∗(ω). We can
rewrite (8), with an = (an, bn) and x = (x
∗, v∗), and, y = (y1, y2), as
(an, γ
−1U−1(xn − an + xn − xn)− Cxn) ∈ gra(A)
γ−1U−1(x∗ − y1)− Cx∗ ∈ Ax∗
(bn, γ
−1V −1(vn − bn + vn − vn)−D−1vn) ∈ gra(B−1)
γ−1V −1(v∗ − y2)−D−1v∗ ∈ B−1v∗.
Since A is uniformly monotone at x∗(ω), there exists an increasing function, vanishing
only at 0, φ : [0,+∞[→ [0,+∞] such that
φ(‖(an − x∗)(ω)‖) ≤
〈
(an − x)(ω) |
(
γ−1U−1(xn − an + xn − xn)
〉
+
〈
(an − x)(ω) | −Cxn − γ−1U−1(x∗ − y1) + Cx∗
)
(ω)
〉
.
Now using the monotonicity of B−1, we get
0 ≤ 〈(an − x)(ω) | (γ−1U−1(xn − an + xn − xn)〉
+
〈
(an − x)(ω) | −Cxn − γ−1U−1(x∗ − y1) + Cx∗
)
(ω)
〉
.
By adding the last two inequalities, we arrive at
φ(‖(an − x)(ω)‖) ≤
〈
(an − x)(ω) |
(
γ−1V (xn − an + xn − xn)
〉
+
〈
(an − x)(ω) | −Qxn − γ−1V (x− y) +Qx
)
(ω)
〉
= 〈(an − x)(ω) | (Qx−Qxn)(ω)〉
+
〈
(an − x)(ω) | γ−1V (xn − an + xn − xn − x+ y)(ω)
〉
= t1,n + t2,n
→ 0.
Therefore, an(ω)→ x∗(ω) and hence xn → x∗ almost surely.
(iii)(b): Using the same argument as the proof of (iii)(b).
A direct consequence of above result is an application to minimization problems.
Corollary 9. Let H and G be real Hilbert space, and L ∈ B(H,G). Let f ∈
Γ0(H) and g ∈ Γ0(G), and let h : H → R be a convex differentiable function with
µ-Lipschitz continuous gradient, for some µ ∈ ]0,+∞[, and let ` be ν-strongly convex,
for some ν ∈ ]0,+∞[. Let z ∈ H and r ∈ G. Denote the solution set to the primal
problem as P1:
minimize
x∈H
(f(x)− 〈z | x〉) + (`  g)(Lx− r) + h(x),
and we denote the solution set to the dual problem as D1:
minimize
v∈G
(f∗  h∗)(z − L∗v) + g∗(v) + `∗(v) + 〈v | r〉 .
Suppose that
z ∈ ran(∂f + L∗(∂g  ∂`)(L · −r) +∇h).
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Let γ and (λn)n∈N be sequences of strictly positive numbers, let U and V be respec-
tively self adjoint operators on H and G. Let (r1,n)n∈N and (r1,n)n∈N be, respectively,
sequences of square integrable H-valued and G-valued random vectors. Let x0 and v0
be square integrable H-valued and G-valued random vectors.
Algorithm 5 Primal-dual SFDR for composite minimization problem
for n = 0, 1, 2, . . . do
xn = xn − γUL∗vn
vn = vn + γV Lxn
xn+1 = xn + λn
(
proxU
−1
γf (2xn − xn − γU(r1,n − z))− xn
)
vn+1 = vn + λn
(
proxV
−1
γg∗ (2vn − vn − γV (r2,n + r))− vn
)
end for
Let (ε, α) ∈ ]0, 1[2 and β = min{µ, ν}. Suppose that ε ≤ λn ≤ 2− ε− α and ε ≤
γ ≤ α(2βmax{‖U‖, ‖V ‖}−1−ε). Let (xn, vn)n∈N be sequences generated by Algorithm
5. Suppose that the following conditions are satisfied with Fn = σ(x0, v0, . . . , xn, vn),
(i) (∀n ∈ N) E[r1,n|Fn] = ∇h(xn) and E[r2,n|Fn] = ∇`∗(vn) almost surely.
(ii)
∑
n∈N E[‖r1,n − ∇h(xn)‖2|Fn] + E[‖r2,n − ∇`∗(vn)‖2|Fn] < +∞ almost
surely.
Then, the following holds for some random vector (x∗, v∗), P1 × D1-valued almost
surely.
(i) (xn)n∈N converges weakly to x∗.
(ii) (vn)n∈N converges weakly to v∗.
(iii) Suppose that, for every ω ∈ Ω˜ ⊂ Ω with P(Ω˜) = 1,
(a) h or f is uniformly convex at x∗(ω). Then, xn → x∗ almost surely.
(b) `∗ or g∗ is uniformly convex v∗(ω). Then, vn → v∗ almost surely.
Proof. Using the same argument as in the proof of [35, Corollary 4.2], the con-
clusions follow from Corollary 8.
Remark 10. Here are some remarks and comments.
(i) The stochastic primal-dual splitting algorithms in this section appear to be
new even in the deterministic setting. In the deterministic setting when C = 0
and D−1 = 0, by taking (∀n ∈ N) r1,n = 0 and r2,n = 0, and U = Id, V = Id,
algorithm (4) reduces to a error-free version of [10, Eq. (2.22)]. A variant of
this algorithm can be found in [8].
(ii) Our approach follows the reformulation technique in [11] and [35], we re-
formulate the primal-dual inclusions to the form of (1) and then apply the
Algorithm 1 directly.
(iii) Our conditions on the stochastic estimation (r1,n)n∈N and (r2,n)n∈N are used
in [33], and they differ from that of [14, 29, 37].
(iv) The algorithms in this section require the inverse of (Id +γ2UL∗V L) which
is quite simple in some specific applications in [30, 7, 8].
4. Convergence rate. We provide in this section, the convergence rate in ex-
pectations of norm squared error of a variant version of Algorithm 1, for the case
where either Q or B is strongly monotone. In this case, the problem has a unique
solution, say x∗. The results obtained share the same convergence rates as existing
working in [33] for strongly monotone inclusions.
Let (γn)n∈N be a sequence of strictly positive number, let (rn)n∈N be a sequence
of squared integrable H-valued random vectors. Let xA,0 be a squared integrable
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H-valued random vectors, xB,0 = Jγ0UBxA,0 and uB,0 = (Uγ0)−1(Id−Jγ0UB)xA,0.
Algorithm 6 SFDR for strongly monotone inclusions
for n = 0, 1, 2, . . . do
xB,n+1 = JγnUB(xA,n + γnuB,n)
uB,n+1 = γ
−1
n (xA,n − xB,n+1) + uB,n
xA,n+1 = Jγn+1UA(xB,n+1 − γn+1uB,n+1 − γn+1Urn+1)
end for
Theorem 11. Set V = U−1 and suppose that there exist µQ ∈ ]0,+∞[ and
µB ∈ [0,+∞[, and β ∈ [0,+∞[, respectively, such that
(∀(x,y) ∈H2)(w ∈ Bx)(v ∈ By) 〈x− y | w − v〉 ≥ µB‖x− y‖2V
and
(18) 〈x− y | Qx−Qy〉 ≥ µQ‖x− y‖2V .
Furthemore, suppose that (∀n ∈ N) 0 ≤ γn < min{2(1 − η)β, (2ηµQ)−1}, for some
η ∈ ]0, 1[, and the following conditions are satisfied, for (∀n ∈ N)Fn = σ(xA,k)0≤k≤n,
(i) (∀n ∈ N) E[rn+1|Fn] = QxB,n+1 almost surely.
(ii) (∃c ∈ [0,+∞[)(∃t ∈ R)(∀n ∈ N) ∑nk=0 E[‖rk −QxB,k‖2] ≤ cnt.
Then, the following holds
(i) For every n ∈ N,
(1 + 2γnµB)E[‖xB,n+1 − x∗‖2V |Fn] + γ2nE[‖uB,n+1 − x∗‖2V |Fn]
≤ (1− 2γnµQη)‖xB,n − x∗‖2V + γ2n‖uB,n − x∗‖2V + 2γ2nE[‖rn −QxB,n‖2|Fn]
(19)
(ii) For every n ∈ N, define
γn+1 =
(
1 + 2γkµB
)−1(− γ2nµQη +√(γ2nµQη)2 + (1 + 2γkµB)γ2n),
Then, E[‖xB,n − x∗‖2] = O(1/n2) +O(1/n2−t).
(iii) Let α ∈ ]0, 1] and (τ0, c) ∈ ]0,+∞[2. Suppose that (2E[‖rk −QxB,k‖2])n∈N
and (E[‖uB,n − x∗‖2V ])n∈N are uniformly bounded by τ0(2µQcη)2 (and hence
the condition (ii) is satisfied with t = 1). Let n0 be a strictly positive integer
be such that c0 = 2cµQη ≤ nα0 and c ≤ min{2(1 − η)β, (2ηµQ)−1}nα0 . Set
t0 = 1−2α−1 ≥ 0 and (∀n ∈ N) sn = E[‖xB,n−x∗‖2V ], and (∀n ≥ 2n0) γn =
c.n−α for some α ∈ ]0, 1[. Then, for every n ≥ 2n0,
sn+1 ≤
(
τ0c
2
0ϕ1−2α(n) + sn0 exp
(
c0n
1−α
0
1−α
))
exp
(
−c0t0(n+1)1−α
1−α
)
+ τ02
αc0
(n−2)α if α ∈ ]0, 1[,
sn0
(
n0
n+1
)c0
+
τ0c
2
0
(n+1)c0 (1 +
1
n0
)c0ϕc0−1(n) if α = 1.
=
{
O(1/nα) if 0 < α ≤ 1
O(1/n) α = 1 and c0 ≥ 1.
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Proof. (i): We have
(∀n ∈ N)

uA,n = γ
−1
n (xB,n − xA,n)− (uB,n +Urn) ∈ UAxA,n
uB,n ∈ UBxB,n
γn(uB,n+1 − uB,n) = xA,n − xB,n+1
γn(uA,n + uB,n +Urn) = xB,n − xA,n
γn(uB,n+1 + uA,n +Urn) = xB,n − xB,n+1.
Note that V = U−1 and, for every n ∈ N, set
χn = 2γn
( 〈xA,n − x∗ | uA,n +Urn〉V + 〈xB,n+1 − x∗ | uB,n+1〉V )
χ1,n = 2 〈xB,n+1 − x∗ | xB,n − xB,n+1〉V
χ2,n = 2 〈xA,n − xB,n+1 | xB,n − xA,n〉V
χ3,n = 2γn 〈xB,n+1 − xA,n | uB,n − u∗B〉V
= 2γ2n 〈uB,n − uB,n+1 | uB,n − u∗B〉V
χ4,n = 2γn 〈xB,n+1 − xA,n | u∗B〉V .
Then, simple calculations show that
(20)

χ2,n = ‖xB,n − xB,n+1‖2V − ‖xA,n − xB,n+1‖2V − ‖xB,n − xA,n‖2V
χ1,n = ‖xB,n − x∗‖2V − ‖xB,n+1 − x∗‖2V − ‖xB,n − xB,n+1‖2V
χ3,n = γ
2
n
(‖uB,n+1 − uB,n‖2V + ‖uB,n − u∗B‖2V − ‖uB,n+1 − u∗B‖2V )
= ‖xA,n − xB,n+1‖2V + γ2n
(‖uB,n − u∗B‖2V − ‖uB,n+1 − u∗B‖2V ).
Furthermore, for every n ∈ N, we can express χn as follows.
χn = 2γn
( 〈xA,n − xB,n+1 | uA,n +Urn〉V
+ 〈xB,n+1 − x∗ | uB,n+1 + uA,n +Urn〉V
)
= 2γn 〈xA,n − xB,n+1 | uA,n +Urn〉V + χ1,n
= 2γn
( 〈xA,n − xB,n+1 | uA,n +Urn + uB,n〉V
− 〈xA,n − xB,n+1 | uB,n〉V
)
+ χ1,n
= χ2,n + χ1,n + 2γn 〈xB,n+1 − xA,n | uB,n〉V
= χ2,n + χ1,n + 2γn 〈xB,n+1 − xA,n | uB,n − u∗B〉V
+ 2γn 〈xB,n+1 − xA,n | u∗B〉V
= χ2,n + χ1,n + χ3,n + χ4,n.
Now, summing the equalities in (20), we obtain,
χn = ‖xB,n − x∗‖2V − ‖xB,n+1 − x∗‖2V − ‖xB,n − xA,n‖2V
+ γ2n
(‖uB,n − u∗B‖2V − ‖uB,n+1 − u∗B‖2V )+ χ4,n.
It follows from u∗A ∈ UAx∗ and the monotonicity of UA that
〈xA,n − x∗ | uA,n − u∗A〉V ≥ 0
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and hence
χn = 2γn
( 〈xA,n − x∗ | uA,n − u∗A〉V + 〈xA,n − x∗ | u∗A +Urn〉V
+ 〈xB,n+1 − x∗ | uB,n+1〉V
)
≥ 2γn
( 〈xA,n − x∗ | u∗A +Urn〉V + 〈xB,n+1 − x∗ | uB,n+1〉V )
= 2γn
( 〈xA,n − x∗ | u∗A +Urn〉V + 〈xB,n+1 − x∗ | uB,n+1 − u∗B〉V
+ 〈xB,n+1 − x∗ | u∗B〉V
)
≥ 2γn
( 〈xA,n − x∗ | u∗A +Urn〉V + µB‖xB,n+1 − x∗‖2V
+ 〈xB,n+1 − x∗ | u∗B〉V
)
,
where the last inequality follows from the assumption that UB is µB-strongly mono-
tone. Set
(∀n ∈ N) xeA,n = JγnUA((xB,n − γnUuB,n − γnUQxB,n)).
Then using the firm non-expansiveness of JγnUA with respect to the norm ‖ · ‖V , we
get
(∀n ∈ N) ‖xeA,n − xA,n‖V ≤ γn‖U(QxB,n − rn)‖U−1 = γn‖QxB,n − rn‖U .
Let us set
(∀n ∈ N)

χ5,n =
〈
xA,n − xeA,n | rn −QxB,n
〉
χ6,n =
〈
xeA,n − x∗ | rn −QxB,n
〉
χ7,n = χ5,n + χ6,n = 〈xA,n − x∗ | rn −QxB,n〉 .
Then, we have
(∀n ∈ N) χ5,n =
〈
xA,n − xeA,n | Urn −UQxB,n
〉
V
≤ ‖xA,n − xeA,n‖V ‖Urn −UQxB,n‖V
≤ γn‖rn −QxB,n‖2U ,
and since xeA,n is Fn-measurable, we obtain
(∀n ∈ N) E[χ6,n|Fn] =
〈
xeA,n − x∗ | E[rn −QxB,n|Fn]
〉
= 0.
Furthermore, for every η ∈ ]0, 1[, since UQ is β-cocoercive and µQ-strongly monotone,
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we have
2 〈xA,n − x∗ | Urn〉V = 2 〈xA,n − x∗ | UQxB,n〉V
+ 2 〈xA,n − x∗ | Urn −UQxB,n〉V
= 2 〈xA,n − xB,n | UQxB,n −UQx∗〉V + 2 〈xA,n − x∗ | Qx∗〉
(21)
+ 2 〈xB,n − x∗ | UQxB,n −UQx∗〉V + 2χ7,n
≥ −1
2β(1− η)‖xA,n − xB,n‖
2
V − 2β(1− η)‖QxB,n −Qx∗‖2U + 2ηµQ‖xB,n − x∗‖2V
+ 2β(1− η)‖QxB,n −Qx∗‖2U + 2 〈xA,n − x∗ | Qx∗〉+ 2χ7,n
≥ −1
2β(1− η)‖xA,n − xB,n‖
2
V + 2ηµQ‖xB,n − x∗‖2V + 2χ7,n
+ 2 〈xA,n − x∗ | Qx∗〉 .
(22)
Now, inserting (22) into (6), we arrive at
χn ≥ 2γn
( 〈xA,n − x∗ | u∗A +UQx∗〉V + 〈xB,n+1 − x∗ | u∗B〉V )+ 2γnχ7,n
−γn
2β(1− η)‖xA,n − xB,n‖
2
V + 2ηµQγn‖xB,n − x∗‖2 + 2µBγn‖xB,n+1 − x∗‖2V ,
(23)
since it follows that
2γn
( 〈xA,n − x∗ | u∗A +UQx∗〉V + 〈xB,n+1 − x∗ | u∗B〉V )− χ4,n
= 2γn(〈xA,n − x∗ | u∗A + u∗B +UQx∗〉V
= 0.
We derive from (23) and (6) that
(1 + 2γkµB)‖xB,n+1 − x∗‖2V + (1−
γn
2(1− η)β )‖xA,n − xB,n‖
2
V
+ γ2n‖uB,n+1 − x∗‖2V
≤ (1− 2γnµQη)‖xB,n − x∗‖2V + γ2n‖uB,n − x∗‖2V − 2γnχ7,n.
By our assumptions of (γn)n∈N, we have (1− γn2(1−η)β ) ≥ 0,
(1 + 2γkµB)‖xB,n+1 − x∗‖2V + γ2n‖uB,n+1 − x∗‖2V ≤ (1− 2γnµQη)‖xB,n − x∗‖2V
+ γ2n‖uB,n − x∗‖2V − 2γnχ7,n.
Now, taking the conditonal expectation with respect to Fn, we obtain
(1 + 2γnµB)E[‖xB,n+1 − x∗‖2V |Fn] + γ2nE[‖uB,n+1 − x∗‖2V |Fn]
≤ (1− 2γnµQη)‖xB,n − x∗‖2V + γ2n‖uB,n − x∗‖2V − 2γnE[χ7,n|Fn]
= (1− 2γnµQη)‖xB,n − x∗‖2V + γ2n‖uB,n − x∗‖2V − 2γnE[χ5,n|Fn]
≤ (1− 2γnµQη)‖xB,n − x∗‖2V + γ2n‖uB,n − x∗‖2V + 2γ2nE[‖rn −QxB,n‖2|Fn],
which proves (19).
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(ii) As indicated in the proof of [18], we have
(∀n ∈ N) γ−2n (1 + 2γnµB) = γ−2n+1(1− 2γn+1µQη).
and
(24) lim
n→∞(n+ 1)γn = (ηµQ + µB)
−1.
Therefore, by dividing both sides of (19) by γ2n, and taking the expectations, we
obtain
γ−2n+1(1− 2γn+1µQη)E[‖xB,n+1 − x∗‖2V |] + E[‖uB,n+1 − x∗‖2V ]
≤ γ−2n (1− 2γnµQη)E[‖xB,n − x∗‖2V ] + E[‖uB,n − x∗‖2V ] + 2E[‖rn −QxB,n‖2].
Now, summing this inequality from n = 0 to n = N , we get
γ−2N+1(1− 2γN+1µQη)E[‖xB,N+1 − x∗‖2V |] ≤ γ−20 (1− 2γ0µQη)E‖xB,0 − x∗‖2V
+ E[‖uB,0 − x∗‖2] +
N∑
k=0
E[‖rn −QxB,n‖2].
In view of (24), (ii) follows from (6).
(iii): Set θn = 2γnµQη = c0n
−α. Hence
sn+1 ≤ (1− θn)sn + τ0θ2n.
Hence, the result follows from [32, Lemma 4.4]
Corollary 12. Consider the problem (11) under the same conditions on f, h, g
as well as (12) as in Corollary 5. Furthermore, assume that h is µh-strongly convex,
for some µh ∈ ]0,+∞[, and g is µg-strongly convex, for some µg ∈ [0,+∞[. Let
(γn)n∈N be such that (∀n ∈ N) 0 ≤ γn < min{2(1 − η)β, (2ηµh)−1}, for some η ∈
]0, 1[, and let (rn)n∈N be a sequence of squared integrable H-valued random vectors.
Let xf,0 be a squared integrable H-valued random vectors, xg,0 = proxγ0g xf,0 and
ug,0 = (γ0)
−1(Id−proxγ0g)xf,0.
Algorithm 7 SFDR for strongly convex functions
for n = 0, 1, 2, . . . do
xg,n+1 = proxγng(xf,n + γnug,n)
ug,n+1 = γ
−1
n (xf,n − xg,n+1) + ug,n
xf,n+1 = proxγn+1f (xg,n+1 − γn+1ug,n+1 − γn+1rn+1)
end for
Suppose that the following conditions are satisfied, for every n ∈ N, Fn =
σ(xf,k)0≤k≤n,
(i) (∀n ∈ N) E[rn+1|Fn] = ∇h(xg,n+1) almost surely.
(ii) (∃c ∈ [0,+∞[)(∃t ∈ R)(∀n ∈ N) ∑nk=0 E[‖rk −∇h(xg,k)‖2] ≤ cnt.
Then, the following holds
(i) For every n ∈ N,
(1 + 2γnµg)E[‖xg,n+1 − x∗‖2|Fn] + γ2nE[‖ug,n+1 − x∗‖2|Fn]
≤ (1− 2γnµhη)‖xg,n − x∗‖2 + γ2n‖ug,n − x∗‖2 + 2γ2nE[‖rn −∇h(xg,n)‖2|Fn]
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(ii) For every n ∈ N, define
γn+1 =
−γ2nµhη +
√
(γ2nµhη)
2 + (1 + 2γnµg)γ2n
1 + 2γnµg
,
Then, E[‖xg,n − x∗‖2] = O(1/n2) +O(1/n2−t).
(iii) Let α ∈ ]0, 1] and (τ0, c) ∈ ]0,+∞[2. Suppose that (2E[‖rk−∇h(xg,k)‖2])n∈N
and (E[‖ug,n − x∗‖2V ])n∈N are uniformly bounded by τ0(2µQcη)2 (and hence
the condition (ii) is satisfied with t = 1). Let n0 be a strictly positive integer
be such that c0 = 2cµQη ≤ nα0 and c ≤ min{2(1 − η)β, (2ηµQ)−1}nα0 . Set
(∀n ∈ N) sn = E[‖xg,n − x∗‖2V ], and (∀n ≥ 2n0) γn = cn−α for some
α ∈ ]0, 1[. Then, for every n ≥ 2n0,
sn+1 ≤
{
O(1/nα) if 0 < α < 1
O(1/n) α = 1 and c0 ≥ 1.
Remark 13. In the case when we know that (∀n ∈ N) xB,n ∈ M 3 x∗, the
condition (18) can be replaced by
(∀(x,y) ∈M) 〈x− y | Qx−Qy〉 ≥ µQ‖x− y‖2V .
Remark 14. In the case where Q is monotone, and UQ is Lipschitzian with a
Lipschitz constant β0 with respectively the norm ‖ · ‖V , and µB > 0 (i.e. UB is
indeed strongly monotone), and
(∀n ∈ N) γn+1 = γn(1 + 2γn(µB − γnβ20/2))−1/2,
under the same conditions on the stochastic estimate (rn)n∈N as in Theorem 11, we
also have E[‖xB,n − x∗‖2V ] = O(1/n2) +O(1/n2−t).
Proof. Using (21), since UQ is monotone and Lipschitzian with respect to the
norm ‖ · ‖V , we have
2 〈xA,n − x∗ | Urn〉V = 2 〈xA,n − xB,n | UQxB,n −UQx∗〉V
+ 2 〈xA,n − x∗ | Qx∗〉+ 2 〈xB,n − x∗ | UQxB,n −UQx∗〉V + 2χ7,n
≥ 2 〈xA,n − xB,n | UQxB,n −UQx∗〉V + 2 〈xA,n − x∗ | Qx∗〉
+ 2χ7,n
≥ −1
γn
‖xA,n − xB,n‖2V − γn‖QxB,n −Qx∗‖2U
+ 2χ7,n + 2 〈xA,n − x∗ | Qx∗〉
≥ −1
γn
‖xA,n − xB,n‖2V − γnβ20‖xB,n − x∗‖2V
+ 2χ7,n + 2 〈xA,n − x∗ | Qx∗〉 .
Now, using the same argument as in the proof of Theorem 11, we derive that E[‖xB,n−
x∗‖2V ] = O(1/n2) +O(1/n2−t).
Remark 15. We have the following remarks:
(i) The rate of convergence in expectation for solving strongly monotone inclu-
sions is also investigated in [33] for the case of the stochastic forward-backward
splitting. The best rate obtained in [33] is O(1/n) which is the same as con-
vergence rate here for t = 1.
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(ii) The rate O(1/n) for variational inequalities involving Lipschitzian and mono-
tone operator is also obtained in [28].
(iii) In the case of minimization, the further connections to existing work in [1, 3,
19, 20, 21, 23, 31] can be found in [32].
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