Abstract: This paper proposes an adaptive control suitable for motion control of robot manipulators with structured and unstructured uncertainties. In order to design an adaptive robust controller, with the ability to compensate these uncertainties, we use neural networks (NN) that have the capability to approximate any nonlinear function over a compact space. In the proposed control scheme, we need not derive the linear formulation of robot dynamic equation and tune the parameters. To reduce the NNs complexity, we consider the properties of robot dynamics and the decomposition of the uncertainties terms. The proposed controller is robust against uncertainties and external disturbance. The validity of the control scheme is demonstrated by computer simulations on a two-link robot manipulator.
Robot control problem
The Lagrange-Euler formulation, the dynamic equation of an n-joint robot arm can be expressed as 
M(q)
where q r ∈ R n design the control input torques u such as the robot's states follow their references, with all involved signals in closed loop remain bounded.
Neural networks
The general function of one hidden layer feedforward neural network can be described as in (3) as the weighted combination of N activation functions. Here the input vector x and ϕ i (.) represents the ith activation function (with its parameters vector θ i ) connected to the output by weight w i .
The numbers of the input and output layers coincide with the dimension of the input vector and output information number, respectively. Since the above neural networks will be trained on line to achieve the control task, and in order to reduce computation load, we will assume that the activation functions parameters θ i are fixed, i.e., their number and shape is a priori determined. The only adjustable parameters are the wights w i . Then, (3) can be rewritten in the compact form
where φ T (x) = ϕ 1 (x) ... ϕ N (x) and w T = w 1 ... w N . It is known from NNs approximation theory [15] [16] [17] [18] [19] that the modeling error can be reduced arbitrarily by increasing the number N, i.e., the number of the linear independent activation functions in the network. That is, a smooth function f (x) , x ∈ Ω x ⊂ R n can be written as
where ε (x) is the network inherent approximation error, and w * is an optimal weight vector. Various well-known results, see e.g. [16] [17] [18] [19] , for various activation functions ϕ i (.), based, e.g. on the Stone-Weierstrass theorem, say that any sufficiently smooth function can be approximated by a suitably large NN [5] [6] [7] [8] . The functional range of NN (4) is said to be dense, if for any f (x) and a constant ε * > 0 there exist finite N and w * such that (5) holds with |ε (x)| < ε * . The rang of activation functions include for instance the step, the ramp, the sigmoid and radial basis functions. Several algorithms are proposed in the literature to select the structure and parameters for those kind of NNs, see e.g. [20] [21] .
Neural state feedback
Due to approximation property (5), we can assume that the nonlinear terms in (2) can be approximated as 
Assumption 1: The neural networks approximation errors are bounded by ε i (q, . q) ≤ ε 0i and |ε i (q)| ≤ ε 0i , i = 1..n, for some constants ε 0i and ε 0i .
Assumption 1 results from the universal approximation property of neural networks, that can approximate any well-defined function over a compact space with finite approximation error.
Using (6) in (2), the robot dynamic can be written as
where Φ(q,
q), with ε T = ε 1 ... ε n , and
Based on (7), the control inputs are defined as
where
is the tracking error vector, Θ g , Θ f are the estimated neural networks parameters, and
is PD gain vector, chosen such as the matrix
Then, introducing the control input (8) in (7) yields
are the parameters estimation errors. From (9) , it can be seen that the tracking error vector is driven by the coupling terms and the finite approximation accuracy effects reflected by H(q) and the uncertainty term ω(q, .
q).
To design the neural networks parameters update laws and to ensure boundedness of the involved signals in the closed loop robot control, the following assumptions are used:
Assumption 3: The neural networks parameters are bounded by the constraint sets Ω f and Ω g such that:
respectively, where f M , g m , and g M are some known constants.
The first part of assumption 2 follows from the fact that M(q) is bounded positive definite matrix, the second part follows from the boundedness of M(q) and ε i (q). Finally, the third part follows from boundedness of M(q), τ d and ε i (q, . q). The bounds used in assumption 3 result from the assumptions 1-2 and are used to ensure the boundedness of the neural networks outputs.
In order to constraint the parameters Θ f and Θ g within the sets Ω f and Ω g , respectively, we use the following parameter projection algorithm [22] :
and
where γ 1 , γ 2 > 0 are design parameters, and P = P T > 0 is the solution, for a given
Moreover, in order to guarantee |Θ g | ≥ g m such that an inverse of Θ g Ψ(q) always exists, we use the following law to adjust the parameter Θ g .
Whenever any element
2. Otherwise, use (11).
where [A] i j stands for the i jth element of the matrix A.
The stability properties of the proposed NNs adaptive state feedback are summarized by the following theorem.
Theorem 1: The robot adaptive control composed by the robot dynamic (2), the control input (8), the update laws (10)- (11) and (13) verifying assumptions 1-3, guarantees the following:
If the first line of (11) is true,
If the second line of (11) is true, we have |Θ g | = g M and
since
Using the same analysis, we can prove that
Neural
The differentiation of (16) along (9) yields
which can be arranged as
q)
Then, using (10)- (11) and the fact that
Θ g ), one can show that the third and fourth terms in (18) are always ≤ 0. Therefore, (18) can be written as
Further, (19) can be upper bounded by
Then, using (8) and the result in 1, the input torques can be upper bounded by
where q 0 is an upper bound on the desired accelerations ..
Then, using (21) and the assumptions 1-3 in (20), becomes
Hence, (22) can be arranged as
If the matrix Q is chosen such as λ min (Q) > 2κ 1 , then . V ≤ 0 whenever the tracking error is outside the region given by
which implies that |e| ∈ L ∞ .
Using the result (24) in (21) yields
this implies that |u| ∈ L ∞ .
Remarks:
1. Only the diagonal elements of G (q) are estimated and used in the control inputs design. By doing this, we avoid the estimation of the coupling terms (considered here as disturbances) and the need to compute the inverse of the estimation of G (q).
2. Although, the control torques (8) are presented in vector form, they can be, in practice, computed independently, since Θ g Ψ(q) and K are diagonal matrices and no information is needed from the other input torques.
3. From (25), it can be seen that constraints on the control inputs, i.e., |u i | ≤ u i max can be meet by tuning the the PD gain K i and the desired accelerations magnitudes q 0 .
Simulation Results
To test the proposed adaptive neural control, we consider the two-link manipulator ( fig. 1 ) whose dynamic equations of motion (1) are:
where c 1 = cos(q 1 ), c 2 = cos(q 2 ), s 1 = sin(q 1 ) and s 2 = sin(q 2 ). The robot physical parameters are:
, and g = 9.81 m/s 2 . The uncertainties terms in (1) are given by:
The NNs adaptive control design for the two-link robot is as follows:
1. In order to construct the NNs approximators, each variable q 1 , q 2 ∈ [−π, π] and
range is devised into 3 sub domains, which yields four RBF networks to approximate f 1 q,
and g 22 (q), with q T = q 1 q 2 , with, respectively, 27, 27, 9 and 9 RBFs. The designed RBF networks take the following compact forms: where θ f 1 , θ f 2 ∈ R 27×1 and θ g 1 , θ g 2 ∈ R 9×1 are the NNs adjustable parameters. This approach is far from being optimal, but it has the merit to reduce the number of parameters to be learned and thus to reduce the update algorithm complexity and execution time.
The control input is designed as in (8) with the adaptive NNs defined in (26)-(29). The PD gain is defined as
3. For the choice of Q = 100I 4 and the solutions of (12) we get P. The first simulation test concerns the regulation of the joint positions under nominal conditions, i.e., no parameters changes and no disturbances. As depicted in figure 2 .a, the joint positions exhibit a good transient performance, and no error is remarked in steady state regime. Figure 2 .b shows the regulation performance under uncertainties effects. From this figure it is seen that these uncertainties affect little the regulation performance and small steady state error is introduced and the NNs adaptive control achieves good compensation of the uncertainties effects. In figure 2 .c, in addition to the uncertainties effects, a payload change is introduced at t = 15s when m 2 passes from 1kg to 3kg. This situation is rapidly taken in account by the NNs control and it's effect is compensated. The second simulation test concerns the tracking performance for the desired trajectories q r1 = sin(t) + sin(2t) and q r2 = cos(t) + cos(2t). Figure 3 .a presents the tracking performance in the nominal case. As depicted, the joint positions exhibit a good transient performance, and small error is remarked in steady state regime. Figure 3 .b shows the tracking performance under uncertainties effects. It is clear that these uncertainties introduce acceptable tracking error, and the NNs control inputs compensate the uncertainties with a little effort. In figure 3 .c, we add to the uncertainties effects, a payload change is introduced at t = 20s when m 2 passes from 1kg to 3kg. This variation affects essentially the developed torques to compensate the additional mass, and small error is remarked.
Conclusion
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