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Introduction 1
Carbon dioxide (CO2) concentrations in the atmosphere increased during the last century 2 due to a combination of industrialization, urbanization and deforestation and are continuing their 3 rapid rise during the present century. The global response of atmospheric variables such as tem-4 perature, winds, precipitation, water vapour and atmospheric pressure to the increasing CO2, 5 can be examined using coupled ocean/atmosphere/sea-ice/land models. These Global Circula-6 tion Models (GCMs) suggest that the present observed warming can only be explained by such 7 anthropogenic forcing and project further warming world-wide throughout the present century 8 due to the high levels of greenhouse gases (IPCC, 2007) .
9
The horizontal spatial resolution of GCMs has generally been too coarse (typically grid sizes 10 of 200-400 km), to adequately resolve local or regional topography and ocean dynamics. For 11 impact studies, therefore, the approach has been to develop higher resolution (typically grid sizes 12 of 1-20 km) regional climate models, using the results from the GCMs as boundary conditions (outside the present day climate variability) was found only for the runs forced directly by the 26 ECHAM4 and ECHAM5 GCM models. This clearly points to deviations in regional dynamics 27 in the global models as being one of the most significant factors for regional projections (BACC, 
52
We have used this approach to assess the sensitivity of the North Sea physical oceanography 53 to atmospheric forcings, and identify some possible ranges of potential change. The sensitivity 54 simulations are constructed by simply perturbing one or more climate forcing variable by an arbi-55 trary amount (e.g., by increasing wind by 30%) and seeing what their effect is on the ocean (e.g.
56
SST, heat content, salinity, etc.). Generally the forcing factor was varied one at a time and the 57 response of each of the ocean variables was determined. However, we also changed three forc-58 ing variables simultaneously, i.e., an increase in temperature coupled with an increase in wind 59 and shortwave radiation, and observed the corresponding responses. It is virtually impossible 60 to describe a realistic set of changes for all atmospheric forcing variables which are physically 61 plausible and consistent, and the prescribed changes tend to be arbitrary and may not conform to 62 the uncertainty range of global changes. Therefore, the simulations presented serve as sensitivity 63 studies to possible future changes rather than to predict a realistic future ocean state. 
Model set-up, forcing and strategy

98
Seven different simulations were carried out, one reference run using the present day forc- Irradiation and light in the water column is modelled using a formulation based on Skartveit
117
and Olseth (1986, 1987) , using surface solar radiation data from the European Centre for Medium- Swedish coast to fulfill requirements of the estimated total freshwater runoff from these coast-129 lines (Egenberg, 1993 ).
130
The model assumes saturated oxygen conditions at the surface boundary. The initial nutrient considered. This is not to mimic the direct changes due to greenhouse gases, which would act on 141 the long-wave rather than on the short-wave radiation, but to test the sensitivity of the regional 
146
Under the assumption that this long-term trend is ongoing for 100 yrs, this could amount to an Table 1 . 
Results
154
Effects on heat and transports
155
The effect on North Sea SST and heat content for the different sensitivity simulations are of the opposite sign and are stronger than the response due to changes in temperature and wind.
166
The combined simulation (Sc6) gives an almost linear response to the three different changes 167 performed and also the strongest response of all simulations. 
Stratification
201
Stratification can be defined in various ways, but in this study we define stratified to be 202 equal to the existence of a mixed layer. Mixed-layer depth (MLD) is found by applying a finite 203 difference criterion on density profiles: σ t − σ t (0) = (∆ σ t ) c , where σ t is density anomaly, σ t (0) 204 density anomaly value at surface and (∆ σ t ) c is a specified difference criterion.
205
We have used a constant difference criterion (∆ σ t ) c = 0.1, which corresponds to a tem- SRW are not symmetric as the sensitivity to a 20% decrease is larger than that for a 20% increase,
218
while there is still a strong linearity for the combined run (Sc6). The effects of the different sensitivity runs on the mean annual primary production for the production is seen from Sc6 (combined, i.e. increased air temperature, wind speed, and SWR),
234
with a production about 20% above the reference, while the largest decrease is seen in Sc5
235
(decrease of SWR) with almost 10% below the reference. The single most important factor for 236 an increase in primary production is the wind speed, while the temperature increase has almost 237 no effect on the level of production. The decreased production due to the decrease in SWR is 238 larger than the increased production due to an increase in SWR, due to the non-linear response 239 of production to light intensity.
240
Focusing on the spatial patterns of the annual primary production, the main patterns are 241 similar to the reference run (left panel Figure 5 ), but locally some differences are seen ( Figure   242 7). With an increase in wind (Sc2), the highest increase in primary production is seen in the Sea, while the rest of the area is almost unchanged (less than 10%). In the combined simulation the largest increase is seen in the south west and in the north, while a decrease is seen in the
247
German Bight (Figure 7 ).
248
The changes in the monthly North Sea primary production is examined in the right panel of spring bloom into June. This is not seen when only the westerly wind component is increased.
252
A decrease in the SWR also results in a low but prolonged bloom into June, when the primary 253 production is higher than the primary production in all sensitivity simulations except for Sc2.
254
This is further investigated in Figure 8 where the monthly differences between the reference run 255 and the different sensitivity simulations are shown. The maximum amplitude change of Sc2 and
256
Sc6 are similar but occur in June and May, respectively, while Sc5, due to the delayed bloom,
257
have periods when it is lower and higher than the reference. Such a change in sign is also the case 258 with Sc1 (increased air temperature) and Sc4 (increased SWR). The start of the spring bloom (not 259 shown) is delayed by almost 10 days in Sc5, while the bloom starts about 10 days earlier in Sc4.
260
For the other perturbations, the difference is only a few days. Except for Sc5 there is a shift in 261 the phytoplankton biomass towards a decrease in the diatoms:flagellate ratio. and early spring), and a deeper mixed layer especially during fall.
271
Assuming to represent parts of a future climate state, the combined simulation (Sc6) has 
288
Oceanic inflow to the North Sea is the major source of new nutrients to the system (e.g.
289
Brockmann et al. (1990)), and other studies (Skogen and Moll, 2000) , concluded that the inter-
290
annual variability in the North Sea primary production to a large extent is determined by the
291
Atlantic inflow. As the increase in wind speed also resulted in an increased inflow of Atlantic
292
water (see Figure 3 ) and thereby also of the available nutrients, this explains why the most im-293 portant factor determining primary production was found to be the wind speed. Earlier studies 294 (Skogen and Moll, 2000) suggest that the interannual variability in the mean North Sea primary 295 production is around 15%, and it should be noticed that even with the increased wind (Sc2 and 296 Sc3), the production is almost within the limits of natural variability (see Figure 5 ).
297
The only sensitivity experiment that gave a reduced primary production was the decrease 298 in SWR (Sc5). This is due to the fact that the modelled production is limited by light, and a 299 reduction in SWR will reduce the euphotic zone. This reduction in primary production can be DIP loads by 50% the largest effect could be detected in the coastal areas (1520% reduction in 307 primary production) whereas the offshore areas had little or no response. Skogen and Moll (2000) 308 estimated the total effect of river nutrient inputs on the whole North Sea primary production to 309 be less than 10%, thus the impact of changing nutrients loads due to altering land use, sewage 310 water treatment etc., is comparable to a 10% decrease in SWR. Sc4 is the only experiment that 311 gives a shift in the phytoplankton biomass towards a decrease in the diatoms:flagellate ratio (not 312 shown), the opposite to the effect from reduced N and P. The increase in temperature on the other 313 hand (Sc1), had almost no effect on the level of production even if the production is temperature 314 dependent. Increased temperature will give higher production rate, and an earlier spring bloom 315 (Figure 8 ). However, since neither the remineralization rate nor the phytoplankton mortality is temperature dependent in the model, the regenerated production will remain almost unchanged.
317
A similar sensitivity study using the coupled ecosystem model ECOSMO (Schrum et al., in annual primary and secondary production was estimated for the increase in air temperature.
326
From this it is likely that an increase in primary productivity also would propagate to the second 327 trophic level and thereby provide improved feeding conditions for larval fish and consequently is a tendency to favour a pelagic to demersal fish production (Frank et al., 1990 
