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ABSTRACT
Over the years, the growing penetration of renewable energy into the electric-
ity market has resulted in a significant change in the electricity market price. This
change makes the existing forecasting method prone to error, decreasing the eco-
nomic benefits. Hence, more precise forecasting methods need to be developed.
This paper starts with a survey and benchmark of existing machine learning ap-
proaches for forecasting the real-time market (RTM) price. While these methods
provide sufficient modeling capability via supervised learning, their accuracy is
still limited due to the single data source, e.g., historical price information only.
In this paper, a novel two-stage supervised learning approach is proposed by di-
versifying the data sources such as highly correlated power data. This idea is
inspired by the recent load forecasting methods that have shown extremely well
performances. Specifically, the proposed two-stage method, namely the rerouted
method, learns two types of mapping rules. The first one is the mapping between
the historical wind power and the historical price. The second is the forecasting
rule for wind generation. Based on the two rules, we forecast the price via the
forecasted generation and the first learned mapping between power and price.
Additionally, we observed that it is not the more training data the better, leading
to our validation steps to quantify the best training intervals for different datasets.
We conduct comparisons of numerical results between existing methods and the
proposed methods based on datasets from the Electric Reliability Council of Texas
i
(ERCOT). For each machine learning step, we examine different learning meth-
ods, such as polynomial regression, support vector regression, neural network,
and deep neural network. The results show that the proposed method is signifi-
cantly better than existing approaches when renewables are involved.
ii
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Chapter 1
INTRODUCTION
Since the industrial revolution, energy has become a key factor in everyday life
[1]. Fossil fuels have become the most primary energy production in the world [1].
However, with the population growth and technological development, the current
world is facing two vital problems, environmental pollution, and energy resource
shortages [2]. One way to overcome problems is to improve efficiency and reduce
emission [3]. The other way is to develop alternate energy resources [2]. Peo-
ple draw their eyes to renewable resources for their properties of environmental-
friendly and sustainability. The most competitive renewables include water, wind,
photovoltaic energy, and biofuel. Many of them have been proved to be advanced
in addressing environmental and energy issues [4, 5]. Many renewables have been
applied to the electricity market.
In the last few years, electricity market prices decreased a lot due to the close-
to-zero marginal costs from renewable energies [6]. Therefore, the electricity mar-
ket participants are seeking ways to be more competitive in the market. Many
companies have adopted new electricity price plans [7], for example, time-of-use
electricity price plans. These plans charge higher rates when demand is high, and
lower rates when demand is low. This encourages customers to wisely decide their
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electricity usages and reduce on-peak energy usages [8]. This situation makes not
only the producers but also the customers pursue more precise forecasts of the
electricity market prices than ever. However, electricity price usually has complex
features, such as highly volatile behavior and non-linearity, which makes it rather
difficult to build a precise forecasting model [9, 10, 11].
In general, the electricity market price forecast has two classes of computing
techniques. One is so-called ‘hard computing techniques’ [12], which can accu-
rately predict the electricity prices if we know the exact model of the system. Time
series models [13] and autoregressive integrated moving average (ARIMA) mod-
els [14] are two typical models. However, electricity prices are influenced by many
factors, such as the volatile prices of generation resources, seasonal weather risks,
the uncertain behavior of competitors in the market and so on [15]. These elements
make it rather difficult to build the accurate model of the system. Besides, the so-
lutions of hard computing techniques are solved according to physical regularity
which needs high computation costs. Different from ‘hard computing techniques’,
‘soft computing techniques’ are proposed without needing to build the models of
the systems [12]. This type of technique learns the mapping between the input
and the output data, which needs less information and has higher computation
efficiency [12].
Hence, I employ ‘soft computing techniques’, such as forecasting future real-
time market (RTM) bus price using the historical bus price with different machine
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learning methods. However, this direct method from price to price has a relatively
poor performance, no matter which learning method I try or if I perform the vali-
dation step for hyper-parameters like training or testing data size. This is because
the model only considers a single feature with limited information. In order to
improve this method, I add another important data type, namely the wind power
generation, which directly impact price variation. Additionally, I also redesign the
forecasting model by leveraging the fact that wind generation forecasting is with
very high accuracy, e.g., mean absolute percentage error is less than 5% [16, 17, 18].
Specifically, the proposed method learns two types of mapping rules. The first one
is the mapping between the historical wind power generation and the historical
price. The second is the forecasting rule for wind power generation. Based on the
two rules, I forecast the price via the forecasted generation and the first learned
mapping rule between power generation and price. I name the proposed method
the rerouted method (two-stage method).
As a highlight, I examine the advantages and disadvantages of each machine
learning method for both direct method (price-to-price method) and the rerouted
method (two-stage method), so that I can select the best method with the best
hyper-parameters for the benchmark. Specifically, I choose machine learning meth-
ods that are widely used in real-world applications [19, 20], e.g., polynomial re-
gression, support vector regression (SVR), neural network (NN), and deep neural
network (DNN).
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For numerical validation, I use RTM bus price data and system-wide wind
power generation data from Electric Reliability Council of Texas (ERCOT). RTM
bus price is the simple average of the time-weighted hub bus prices for each set-
tlement interval in real-time, for each hub bus included in this hub. I preprocessed
and removed some extreme data to make all the data in the normal range. The se-
lected wind power generation contains the wind power generation all over the sys-
tem. Simulation results show that the direct forecasting (price-to-price method) ob-
tain its best testing accuracy when I employ polynomial regression. The rerouted
method (two-stage method) obtain its best testing accuracy when I adopt deep
learning. In general, the results show that the proposed method is significantly
better than the direct forecasting (price-to-price method) when renewables are in-
volved. All the references mentioned above can be better summered up in Table
1.1.
Current research work indicates that we may obtain higher forecasting accu-
racy if we consider additional highly correlated data sources such as solar energy
and biofuels. The NN and DNN used in this work are basic networks, future re-
search can explore more of the network structure.
The rest of the paper is organized as follows: Section 2 formulates the forecast-
ing problem. Section 3 describes the machine learning methods I use. Section 4
describes the simulation setup and the numerical results. Section 5 concludes the
paper.
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Table 1.1: Reference Explanation
Reference number Contents
[1, 2, 4, 3, 5] The reason why renewables entered the electricity market.
[6, 7, 8] The impact of renewables entering the electricity market on electricity prices.
[9, 10, 11] The difficulties to build a precise electricity price forecasting model.
[13, 14, 15] The difficulties to apply ‘hard computing techniques’ to build the electricity
price forecasting model.
[12] The advantages to use ‘soft computing techniques’ to build the electricity
price forecasting model.
[16, 17, 18] The high accuracy of the wind generation forecasting.
[19, 20] The successful examples of employing machine learning methods into power
systems.
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Chapter 2
PROBLEM FORMULATION
In this section, I explain the direct method (price-to-price method) and the
rerouted method (two-stage method) in detail using diagrams and mathematical
formulas. To ensure an objective assessment of all the methods in this paper, I use
the same dataset to test different approaches and models.
Figure 2.1: The Mechanism of the Methods
The ideas are shown in Figure 2.1. The blue pictures represents the direct
method (price-to-price method). I use function g to learn the mapping between
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X (Historical RTM Bus Price) and Xfuture (Forecasted RTM Bus Price). The red ar-
rows and pictures form the rerouted method (two-stage method). The rerouted
method (two-stage method) contains 3 steps. Step one is to use function f1 to learn
the mapping between X and Y (Historical Wind Power Generation). Step two is
to use function f2 to learn the mapping between Y and Yfuture (Forecasted Wind
Power Generation). Step three is to predict Xfuture using Yfuture and the function f1
learned before.
2.1 Direct Method (Price-to-Price Method)
The problem is defined as: forecast the real-time market (RTM) bus price for
the following month using the historical RTM bus price. Specifically, I first prepro-
cessed and removed some extreme data to make all the data in the normal range.
Then, let M be the size of the input data, N be the size of the output data, I adjust
the size of M and N to find the best pairs that obtain the highest testing accuracy.
The parameters are formulated as follows.
• Input: The input matrix is the RTM bus price from January 2016: X : M × 1.
• Output: The output is the predicted RTM bus price for February 2016Xfuture :
N × 1, which is given by equation (1):
Xfuture = g(X), (2.1)
where Xfuture is the prediction of future RTM bus price. g(·) is the method
chosen for forecasting.
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In order to get g(·), I use historical data (X, Xfuture) to learn the mapping. By
adjusting the sizes of the historical data, I can determine the best mapping gˆ(·) of
the different methods presented in this paper.
2.2 Rerouted Method (Two-Stage Method)
The problem is defined as: forecast the RTM bus price for the following month
using the historical RTM bus price and the system-wide wind power generation.
Specifically, the rerouted method contains 3 steps. In step 1, I learn the mapping
between the historical wind power generation and the historical price information.
In step 2, I predict wind power generation using historical wind power generation.
In step 3, I use the predicted wind power generation and the mapping function
learned in step 1 to predict the future price. The parameters are formulated as
follows. Figure 2.2 shows the flow chart of the rerouted method summarizing all
the processes.
• Input 1: The input 1 matrix is RTM bus price from January 2016: X .
• Input 2: The input 2 matrix is system-wide wind power generation from
January 2016: Y .
1. Step 1: I use historical data (Y, X) to learn the mapping function f1(·) be-
tween the historical system-wide wind power generation and the RTM bus
price.
8
Figure 2.2: The Flow Chart of the Rerouted Method
2. Step 2: Let Yfuture be the prediction of future system-wide wind power gen-
eration. I use historical data (Y, Yfuture) to learn the mapping function f2(·)
between the historical system-wide wind power generation and the future
system-wide wind power generation.
• OutputXfuture: (Step 3) I use the predicted wind power generation Yfuture and
the mapping function f1(·) learned in step 1 to predict the future priceXfuture.
The output is given by equation (2):
Xfuture = f1(Yfuture), (2.2)
where Xfuture is the prediction of RTM bus price for February 2016, f1(·) is the
method chosen for forecasting.
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Chapter 3
MACHINE LEARNING METHODS
In this chapter, I explain existing and popular machine learning methods for
the proposed learning process in the last section.
3.1 Methods Overview
3.1.1 Polynomial Regression
In general, the polynomial regression model is given by equation (3):
yi = β0 + β1xi + β2x
2
i + · · ·+ βmxmi + i, i = 1, 2, · · · , n. (3.1)
It can also be written as equation (4):
~y = X~β + ~, (3.2)
where X is a design matrix, ~y is a target vector, ~β is a coefficient vector, and ~ is a
vector of random errors.
The vector of the estimated polynomial regression coefficient can be calculated
using equation (5):
~β = (XTX)−1XT~y, m < n. (3.3)
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3.1.2 Support Vector Regression (SVR)
SVR is a regression analysis of the data when we do the fitting [21]. It uses the
idea of support vectors and the Lagrange multiplier. SVR constructs a hyperplane
or set of hyperplanes in a high- or infinite-dimensional space by minimizing the
margin on all the training data [22]. The support vector regression is obtained in
equation (6).
min F (w) =
1
2
‖w‖2
s.t. |yi − (wTxi + b)| ≤ , i = 1, 2, · · · , n,
(3.4)
where xi is a training sample with target value yi. wTxi + b is the prediction for
that sample and  is a free parameter that serves as a threshold. For example, all
predictions have to be within an  range of the true predictions. The method can
be better illustrated by Figure 3.1.
The mapping of SVR to higher dimensions results in a serial of problems. It’s
hard to obtain the form of the mapping and to compute the coordinates of the data
in that space. Hence, kernel methods are introduced to solve the problem. A kernel
function can compute the dot product between the two mapping transforms in the
feature space without knowing the mapping transform function itself. Assume
Xi, Xj ∈ Rn, nonlinear function Φ implements the mapping from input space X to
feature space F , where F ⊆ Rm, n m. Refer to the kernel method, we have:
K(Xi, Xj) = Φ(Xi) · Φ(Xj), (3.5)
where K(Xi, Xj) is the kernel function. From equation (7), we can see that the
11
Figure 3.1: SVR Diagram
kernel function transforms the inner product operation in the high-dimensional
space into the kernel function in the low-dimensional space. Commonly used ker-
nel functions include linear kernel, polynomial kernel, and Gaussian kernel, also
known as radial basis function (RBF) kernel.
3.1.3 Neural Network (NN)
NNs are highly-interconnected-computing systems inspired by modern biol-
ogy [23]. NNs are built up from a number of processing units, also called neurons.
Each neuron is a weighted sum of the inputs formed by a linear function with a
biased term [24]. The sum is then passed through a transfer function, also called
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an activation function, which is often a unit step, sigmoid and Gaussian [24]. Neu-
rons can be grouped into layers. Typically, the first layer and the last layer of a
basic NN is called the input layer and the output layer. The layers between the
input and output layers are called the hidden layers.
NNs can be represented in equation (8):
xi,j = g(hi,j), hi,j = w
(0)
i,j +
∑
k
w
(k)
i,j xk,j−1,
i = 1, 2, · · · , n, j = 1, 2, · · · , m, k = 1, 2, · · · , t,
(3.6)
where xi,j is the input for the current layer, xk,j−1 is the input for the last layer,
w
(k)
i,j is the weights of the k
th neuron, w(0)i,j is the biased term, g is the transfer func-
tion. The transfer function is introduced to increase the non-linearity. We conduct
many experiments on different activation functions and find sigmoid function can
achieve the highest accuracy. We also provide a diagram illustrating the structure
of a basic NN shown in Figure 3.2.
Backpropagation (BP) is a method to calculate the gradient of the loss function
(produces the cost associated with a given state) with respect to the weights in an
artificial neural network (ANN) [25]. Backpropagation neural networks (BPNNs)
have the ability to implement any complex nonlinear mapping from input to out-
put, to learn by themselves and to adapt to changes [26]. Furthermore, BPNNs
have generalization ability and error tolerance. In the meanwhile, BPNNs have
many shortcomings such as the local minimization problem. With different ini-
tializations of the weights, a BPNN will converge to different local minimums. So
13
Figure 3.2: Neural Network Diagram
every time we train, we get a different result.
3.1.4 Deep Learning
Deep learning is a class of machine learning algorithms that use multiple lay-
ers of nonlinear processing units for feature extraction and transformation [27].
Each successive layer uses the output from the previous layer as input. Most deep
learning models nowadays are based on ANNs [28]. It is very time-consuming to
train a model, and the validation is very complex and troublesome. However, a
well trained deep learning model can be easily applied to other problems by doing
14
some simple refinements.
3.1.5 Method Comparison
In the polynomial regression, all the features are determined by us, which may
contain useless features. Hence, NNs and DNNs are brought up for not need-
ing to decide how to construct the features. We directly input the raw data, if we
achieve high accuracy, the model is useful. However, NNs and DNNs involve the
random initialization of weights. So training on the same data may give different
results. Besides, considerable parameters are set concerning the architecture of the
ANNs as well as the learning algorithms. The optimizations of these parameters
can only be carried out through a trial-and-error process which consumes much
time and resources [29]. The training of an SVR is a convex quadratic optimization
which has one unique solution and it does not involve the random initialization
of weights like NNs and DNNs [30]. Any SVR with the same parameter settings
trained on identical data will give the same results. This greatly reduces the num-
ber of training required to find the optimum.
3.2 Performance Evaluation Metric
The performances of all the methods are determined by the mean square errors
(MSEs). Let K be the size of the output, the computational formula is defined as
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follows:
MSE =
1
N
N∑
t=1
(Ŷt,1 − yt,1)2,
Ŷt,1 =

1
t
(yˆ1,t + yˆ2,t−1 + · · ·+ yˆt,1), if t ≤ K − 1
1
K
(yˆt−K+1,K + yˆt−K+2,K−1 + · · ·+ yˆt,1), if t > K − 1
(3.7)
where Ŷt,1 is the forecasted price at hour t, yt,1 is the real price at hour t, and N is
the number of the total hours.
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Chapter 4
NUMERICAL RESULTS
4.1 Data Preparation
Electric Reliability Council of Texas (ERCOT) is an independent system oper-
ator managing about 90 percent of the states electric load. ERCOT made signifi-
cantly large investments in the renewable energy sector, particularly in wind en-
ergy and continues to lead as the top wind production in the nation [31]. ERCOT
has an adequate market and grid information which can be easily accessed and
downloaded from its website[32]. If you need some specific range of data that is
not available on the website, you can contact ERCOT by submitting an informa-
tion request form[33]. ERCOT is eager to help and responds quickly. The raw data
I get from ERCOT is excel files containing the information of all districts. I extract
all the data I need and build vectors of RTM price and system-wide wind power
generation that are hourly measured. To ensure the RTM price data in the normal
range, let µ be the mean of the data and T be the threshold, the normal range is
defined as: µ± T in this specific problem.
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4.2 Benchmark
For rerouted method (two-stage method), I do following simulations using
electricity price data and the data of system-wide wind power generation. I use
a 744 × 1 vector of system-wide wind power generation as the input data and a
744 × 1 vector of real-time market (RTM) bus price as the target data for train-
ing. Both data came from the same time slot that is January 2016 which contains
31 (days) × 24 (hours) = 744 data points. The training data can be visualized in
Figure 4.1, x-axis is the system-wide wind power generation from January 2016
and y-axis is the RTM bus price from January 2016.
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Figure 4.1: Initial Data Distribution
For direct method (price-to-price method), let M be the input data size, N be
the output data size. By adjusting these two hyper-parameters, I am able to find
the best M and N that make the mapping between the prices reach the highest
accuracy. In this method, M is chosen from 2, 3, 6, 12, 24, · · · , 384; and N is chosen
from 1, 2, 3, 6. I start from 2 for M , because if I only use one historical data to
predict one or more data, the uncertainty is so huge that a high accuracy is hard
18
to achieve. For other numbers, I let the latter number be twice the former to study
the tendency of the testing accuracy.
General results show that the rerouted method can guarantee better accuracies
when compared to the direct method, for all the machine learning methods I used.
This statement can be confirmed by Table 4.1, where I compare the results of both
methods. As I can observe in Table 4.1, the rerouted method gain its highest ac-
curacy when 14-layer DNN is used. To ensure consistency, the direct method also
employs the same machine learning methods. And the result shows that it obtains
its highest frequency when using polynomial regression. The detailed results and
comparisons will be listed in the following subsections.
4.2.1 Polynomial Regression
For rerouted method (two-stage method), I use the system-wide wind power
generation from January 2016 as the training data and that from February 2016 as
the testing data. I vary the degrees of the polynomial model from 1 to 4. Figure 4.2
shows the training regression curves and the error histograms of all the degrees
and Figure 4.3 shows the testing regression curves and the error histograms of all
the degrees. For direct method (price-to-price method), I fix the predicting data
size N for each time and adjust the historical data size M to obtain the best testing
results. The process of determining the size of the data can be illustrated in Figure
4.4. As shown in Figure 4.4, the training mean squared error (MSE) is fluctuating
around the minimum value when I increase the historical data size M , while the
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Table 4.1: MSE Comparison
(a) Rerouted Method
Method 1 degree 2 degree 3 degree 4 degree
polynomial polynomial polynomial polynomial
regression regression regression regression
Training 36.9341 36.5456 36.0694 35.9630
Testing 22.3945 23.0906 22.6684 22.2578
Method NN with NN with linear kernel polynomial kernel
30 hidden neurons 60 hidden neurons SVR SVR
Training 36.2109 33.4186 38.7031 37.9564
Testing 24.6695 26.23 25.6771 24.0645
Method Gaussian kernel 7 layers 11 layers 14layers
SVR DNN DNN DNN
Training 38.1197 34.9439 36.8437 36.1379
Testing 23.7623 22.7658 23.2444 20.5065
(b) Direct Method
Method polynomial NN with NN with linear kernel
regression 30 hidden neurons 60 hidden neurons SVR
M 12 6 96 192
N 3 3 3 1
Training 40.6163 28.3315 23.4281 25.5157
Testing 27.1534 27.3736 30.0632 29.8577
Method polynomial kernel Gaussian kernel 11 layers 14layers
SVR SVR DNN DNN
M 192 96 3 3
N 1 1 2 2
Training 25.5097 35.6567 23.3813 43.3681
Testing 29.865 37.1421 32.3289 32.1427
20
testing MSE becomes extremely large. This reveals the overfitting problem when
I perform the training of the data set. The highest testing accuracy of each figure
is determined by the gap between the training MSE and the testing MSE. I select
the ones with the smallest gaps and merge them into Table 4.2(b) in order to be
compared with the rerouted method. The MSEs for both methods are shown in
Table 4.2.
Table 4.2: The MSEs of Polynomial Regression
(a) Rerouted Method
MSE
Degree
1 2 3 4
Training 36.9341 36.5456 36.0694 35.9630
Testing 22.3945 23.0906 22.6684 22.2578
(b) Direct Method
N 1 2 3 6
M 48 96 12 24
Training 24.9384 31.8074 40.6163 54.1
Testing 35.2281 28.5926 27.1534 30.3579
As I can see from Table 4.2(a), when I increase the order of the polynomial re-
gression the testing accuracy does not change much, which means that the data has
great linearity as a whole. Combined with Figure 4.4 and Table 4.2(b), the rerouted
method has smaller testing MSE than any of the direct method no matter how you
21
(a) Degree 1 Polynomial Regression
(b) Degree 2 Polynomial Regression
Figure 4.2: Training Results of Other Orders Polynomial Regression
resize M and N . In this case, when I use the rerouted method and polynomial
regression with degree 1 or 4, I can obtain good testing performance. As you can
observe from Figure 4.2 and Figure 4.3, the polynomial regression with a reason-
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(c) Degree 3 Polynomial Regression
(d) Degree 4 Polynomial Regression
Figure 4.2: Training Results of Other Orders Polynomial Regression
23
(a) Degree 1 Polynomial Regression
(b) Degree 2 Polynomial Regression
Figure 4.3: Testing Results of All Orders Polynomial Regression
able degree has a poor behavior detecting outliers. Hence, I employ support vector
regression (SVR) for our next step to see if it can reach a higher accuracy when I
map the data into higher dimensions.
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(c) Degree 3 Polynomial Regression
(d) Degree 4 Polynomial Regression
Figure 4.3: Testing Results of All Orders Polynomial Regression
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Figure 4.4: Direct Method: Data Size Determination
4.2.2 Support Vector Regression (SVR)
For both methods, I use command ‘fitrsvm’ in MATLAB and choose three dif-
ferent kernel functions: linear kernel, polynomial kernel and Gaussian kernel to
do SVR. For the direct method (price-to-price method), the predicting data size N
is fixed to be 1 and the historical data size M is adjustable. The procedure is dis-
played in Figure 4.5. The determination of the best testing accuracy obeys the same
rule stated in the last section. In order to be better compared with the rerouted
method, the highest testing accuracy of each figure is merged into Table 4.3(b). For
the rerouted method (two-stage method), Figure 4.6 shows the training regression
curves along with the error histograms of the SVR with linear kernel, polynomial
kernel and Gaussian kernel. Figure 4.7 shows the testing regression curves along
with the error histograms of the SVR with linear kernel, polynomial kernel and
Gaussian kernel. The MSEs for both methods of SVR with 3 different kernels are
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shown in Table 4.3.
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Figure 4.5: Direct Method: Data Size Determination
Table 4.3: The MSEs of SVR
(a) Rerouted Method (Two-Stage Method)
MSE
Kernel
Linear Polynomial Gaussian
Training 38.7031 37.9564 38.1197
Testing 25.6771 24.0645 23.7623
(b) Direct Method (Price-to-Price Method)
Kernel Linear Polynomial Gaussian
M 192 192 96
Training MSE 25.5157 25.5097 35.6567
Testing MSE 29.8577 29.8650 37.1421
It’s clearly shown in Table 4.3 that when I adopt the rerouted method, all the
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(a) Linear Kernel SVR
(b) Polynomial Kernel SVR
Figure 4.6: Training Results
SVR with different kernels have similar training and testing MSEs and the testing
MSE of the SVR with Gaussian kernel is slightly better than all the others. The
rerouted method has smaller testing MSEs than any of the direct method. In this
case, when I use the rerouted method and SVR with Gaussian kernel, I can obtain
28
(c) Gaussian Kernel SVR
Figure 4.6: Training Results
(a) Linear Kernel SVR
Figure 4.7: Testing Results
the best testing performance. Compared to Table 4.2, the testing MSEs become
worse indicating that SVR ignores outliers. Hence, I employ neural networks to
29
(b) Polynomial Kernel SVR
(c) Gaussian Kernel SVR
Figure 4.7: Testing Results
30
make sure they capture the outliers.
4.2.3 Neural Network (NN)
Past researches have shown great success forecasting electricity price using
NNs [9, 29, 24]. Drawing on their ideas, I conduct comparisons between the di-
rect method and the rerouted method based on the same NN. For both methods,
I use command ‘nftool’ in MATLAB to build a simple NN with 3 layers (1 input
layer, 1 hidden layer, and 1 output layer). The hidden layer size is 30 and the NN is
trained by the Levenberg-Marquardt algorithm. The structure of the NN is shown
in Figure 4.8.
Figure 4.8: The Structure of NN
For rerouted method (two-stage method), the training and testing regression
curves along with the error histogram are shown in Figure 4.9. The training MSE is
34.8300 and the testing MSE is 24.0220. For direct method (price-to-price method),
I fix the predicting data size N for each time and adjust the historical data size M
to obtain the best testing results. The procedure is shown in Figure 4.10 and the
best results for each case are shown in Table 4.4.
As we can observe from Table 4.4, the rerouted method can reach a smaller
31
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(b) Testing Result
Figure 4.9: Rerouted Method: NN with 30 Hidden Neurons
testing MSE than any of the direct method no matter how you resize M and N .
In this case, when I use the rerouted method and NN with 30 hidden neurons, I
can obtain the best testing performance. Compared to the results of the polyno-
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Figure 4.10: Direct Method: Data Size Determination
Table 4.4: Direct Method: the Best Testing Results According to N
N 1 2 3 6
M 2 24 6 12
Training MSE 32.8374 22.9490 28.3315 34.7806
Testing MSE 28.1420 32.9945 27.3736 35.4926
mial regression, I can see that this neural network has a better training MSE, but a
worse testing MSE. Therefore, I try to find out if I can gain a better testing result
by increasing the hidden layer size from 30 to 60. The simulation result is shown
in Figure 4.11. The MSE for training is 33.4186, the MSE for testing is 26.3436. The
result shows that when I increase the hidden layer size, I get a better training MSE,
but a worse testing MSE. This means that increasing the sizes of the hidden neu-
rons does not help us to obtain a better testing MSE but results in an over-fitting in
this specific problem.
33
0 2000 4000 6000 8000 10000 12000 14000
Wind Power Generation/MW
-20
0
20
40
60
80
100
A
ve
ra
ge
d 
RT
M
 P
ric
e/
$
January
Targets
Outputs
Errors
Fit
-40 -20 0 20 40 60 80
Error
0
200
400
Fr
eq
ue
nc
y Zero Error
(a) Training Result
0 2000 4000 6000 8000 10000 12000 14000
Wind Power Generation/MW
0
10
20
30
40
A
ve
ra
ge
d 
RT
M
 P
ric
e/
$
February
Targets
Outputs
Errors
Fit
-20 -15 -10 -5 0 5 10 15 20 25 30
Error
0
100
200
Fr
eq
ue
nc
y Zero Error
(b) Testing Result
Figure 4.11: Rerouted Method: NN with 60 Hidden Neurons
4.2.4 Deep Neural Network (DNN)
Owing to the poor performance of the simple neural networks, I employ DNNs
to see if they can do better. DNNs are known for their powerful ability to learn the
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essential features of data sets from a small sample set. I find that there are not
many papers make use of DNN to forecast electricity price. Therefore, I hold a
detailed discussion here to present the advance of using DNN.
For rerouted method (two-stage method), I use ‘nntool’ in MATLAB to build
DNNs with 3 different number of layers. The first DNN has 14 layers: 1 input
layer, 13 hidden layers, and 1 output layer. The second DNN has 11 layers: 1 input
layer, 10 hidden layers, and 1 output layer. The last DNN has 7 layers: 1 input
layer, 6 hidden layers, and 1 output layer. All of them has a layer size of 30 for
each hidden layer. The transfer function for the last hidden layer is ‘purelin’, the
transfer function for all the other hidden layers is ‘tansig’. All of the DNNs listed
above are trained by the Levenberg-Marquardt algorithm. The structure of the
DNN is shown in Figure 4.12.
Figure 4.12: The structure of DNN
The training and testing regression curves along with the error histogram for
the deep neural network with 7 layers are shown in Figure 4.13. The training and
testing regression curves along with the error histogram for the deep neural net-
work with 11 layers are shown in Figure 4.14. The training and testing regression
curves along with the error histogram for the deep neural network with 14 layers
are shown in Figure 4.15. The MSEs of the deep neural networks are shown in
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Table 4.5.
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(b) Testing Result
Figure 4.13: Rerouted Method: DNN with 7 Layers
As we can see from Table 4.5, when I increase the number of hidden layers, the
training MSE doesn’t increase much but the testing MSE becomes smaller. This
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(b) Testing Result
Figure 4.14: Rerouted Method: DNN with 11 Layers
indicates that I may achieve better testing MSEs if I add more hidden layers. How-
ever, the training time will surely be longer if I increase the number of hidden
layers. Hence, there’s a trade-off between the number of layers and the time for
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Figure 4.15: Rerouted Method: DNN with 14 Layers
training. Therefore, we should carefully choose the number of layers to get the
relatively good results.
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Table 4.5: The MSEs of Deep Neural Networks
MSE
Layers
7 11 14
Training 34.9439 36.8437 36.1379
Testing 22.7658 23.2444 20.5065
4.2.5 Additional Discussion
In order to testify the effectiveness and the generalization ability, real-time mar-
ket(RTM) price and wind power generation from other months are chosen to per-
form the verification. All the simulation results are shown in Table 4.6 and it is
obvious that the proposed two-stage method is better than the direct method.
Table 4.6: The MSEs of Other Months
Method
Month
Index April May June July
Direct MSE 81.5258 49.5156 120.1935 159.2903
Rerouted MSE 65.7889 41.4192 56.4694 53.2651
In addition, to testify the effectiveness and the generalization ability, I also
make use of Monte Carlo tools to test the model stability against noise. As wind
power generation will be influenced by the noise, I add different noise levels to
test the model endurance towards the noise. The experimental results are shown
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Table 4.7: Model Endurance Towards Noise
Noise level 5% 10% 12% 15%
MSE (Feb) 22.7429 25.2443 26.0906 29.4196
in Table 4.7. Recalling previous results, the direct method can achieve the best test-
ing accuracy of 27.1534. Compared to Table 4.7, I can draw the conclusion that the
proposed method can endure at most 12% noise from the system and environment.
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Chapter 5
CONCLUSION
This paper develops a novel two-stage method to forecast the real-time market
(RTM) price. This new method, namely the rerouted method (two-stage method),
predict the future price using historical RTM bus price along with system-wide
wind power generation. The main contributions of this work are the diversified
input data resources such as highly correlated power data and the validation step
to quantify the the best training interval for different data set.
By conducting a comparison to the conventional method, namely direct method
(price-to-price method), we confirm our conjecture that we can obtain higher accu-
racy if we diversify the data source. Furthermore, when we examine the relation-
ship between the input and the output, we find that they are actually in a causal
relationship. This causal relationship combined with some physical models can
guarantee us with better results.
To verify the effectiveness and the generalization ability of the model, we con-
duct simulations over the other four months. The result shows that the proposed
method is much more accurate than the direct method. To further explore the
model stability against noise, we set up different noise levels of the wind power
generation. The results show that the proposed model also has good stability to-
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wards the noise.
Other related subjects of interest for further research could be the improvement
of the prediction accuracy by taking into consideration other renewable energies,
solar energy most likely. These features should have causal relationships towards
electricity price. In this paper, most of the methods are simple models that do not
have a lot of parameters. We can develop more complex models to achieve better
results.
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