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ABSTRACT
Major Depression Disorder (MDD) is a common disease throughout the world that negatively
influences people’s lives. Early diagnosis of MDD is beneficial, so detecting practical biomarkers
would aid clinicians in the diagnosis of MDD. Having an automated method to find biomarkers
for MDD is helpful even though it is difficult. The main aim of this research is to generate a method
for detecting discriminative features for MDD diagnosis based on Magnetic Resonance Imaging
(MRI) data.
In this research, representational similarity analysis provides a framework to compare
distributed patterns and obtain the similarity/dissimilarity of brain regions. Regions are obtained
by either data-driven or model-driven methods such as cubes and atlases respectively. For
structural MRI (sMRI) similarity of voxels of spatial cubes (data-driven) are explored. For restingstate fMRI (rs-fMRI) images, the similarity of the time series of both cubes (data-driven) and
atlases (model-driven) are examined. Moreover, the similarity method of the inverse of Minimum
Covariant Determinant is applied that excludes outliers from patterns and finds conditionally
independent regions given the rest of regions. Next, a statistical test that is robust to outliers,
identifies discriminative similarity features between two groups of MDDs and controls. Therefore,
the key contribution is the way to get discriminative features that include obtaining similarity of
voxel’s cubes/time series using the inverse of robust covariance along with the statistical test. The
experimental results show that obtaining these features along with the Bernoulli Naïve Bayes
classifier achieves superior performance compared with other methods. The performance of our
method is verified by applying it to three imbalanced datasets. Moreover, the similarity-based
methods are compared with deep learning and regional-based approaches for detecting MDD using
either sMRI or rs-fMRI.
xi

Given that depression is famous to be a connectivity disorder problem, investigating the
similarity of the brain’s regions is valuable to understand the behavior of the brain. The
combinations of structural and functional brain similarities are explored to investigate the brain’s
structural and functional properties together. Moreover, the combination of data-driven (cube) and
model-driven (atlas) similarities of rs-fMRI are looked over to evaluate how they affect the
performance of the classifier. Besides, discriminative similarities are visualized for both sMRI and
rs-fMRI. Also, to measure the informativeness of a cube, the relationship of atlas regions with
overlapping cubes and vise versa (cubes with overlapping regions) are explored and visualized.
Furthermore, the relationship between brain structure and function has been probed through
common similarities between structural and resting-state functional networks.

xii

CHAPTER 1. INTRODUCTION
1.1. Motivation and Problem Statement
Major Depressive Disorder (MDD) or depression is a mental disorder regarding constant low
mood or loss of interest in daily activities. Depression is a common disorder with a commonness
of 17% [1] and the second leading cause of disability worldwide. It notably influences people’s
characteristics of life and increases the risk of suicides. Early detection of depression is beneficial
in early treatment and providing a better quality of life.
Having an automatic diagnosis system would assist specialists in their disorder detecting
process [2]. The main goal is to give a second opinion to a neurologist to increase the number of
true positive detections. An automated detection system can be superior to humans because human
eye vision capability is limited. Valid identification of depression is a challenging problem. The
most important step in detecting depression is finding the best features for classification. Besides,
interacting with the imbalanced dataset, high dimensional, and a small number of samples make
the problem more difficult.
Currently, the diagnosis of MDD is established by a person’s description of symptoms via test
and mental status examinations. There is a shortage of broadly embraced neurological biomarkers
that could be used as a diagnostic or prognostic tool for the evaluation of clinical depression [3].
For example, failing to accurately distinguish MDD from bipolar disorder in a patient presenting
with their first depressive episode can have poor patient outcomes if the wrong medications are
prescribed [4]. Researchers suggest that brain activity and metabolic systems may be able to
predict mental health in depressed individuals [5]. In other words, structural and functional
changes of the brain have been used to study the core aspects of MDD using magnetic resonance
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imaging (MRI). Meta-analyses studies of structural MRI on depression show some brain regions
relevant to mood processing have on average, smaller volumes along with thinner cortical regions
in depressed patients, [6]. Also, this research examines regional blood flow using functional MRI
(fMRI). fMRI measures energy metabolism or tiny changes in blood flow that take happens
inactive portions of the brain. fMRI captures the activity of the brain either at rest (resting-state)
or at the time of executing a task (task-based). Moreover, a systematic review of resting-state
functional connectivity associates reduced connectivity in some brain areas for depressed patients
[6].
In this dissertation, discriminative features for depression detection from structural MRI and
rs-fMRI images have been extracted. Either the similarity of voxels within sMRI regions or the
similarity of time series/frequencies of fMRI time series are preferential to make initial features.
Besides, the spatial and temporal features of fMRI images are explored by deep learning methods
to find attributes for classifying MDDs from CTLs. Also, for structural MRI images, the similarity
of voxels in a cube, volumetric features, and deep learning methods on the most entropy slices of
images have been applied.
1.2. Challenges of Existing Studies
MRI studies in MDD show a wide range of data analysis methods on extracted patterns. In
the majority of the prior investigations in neuroimaging, various obstacles have been seen like
imbalanced datasets, and a comparatively small number of records with high dimensional voxels
[7], divergent image sizes, individual variability, and lots of preprocessing steps [8] [9], dissimilar
severity scores, and early identification of individuals at risk of depression. These challenges are
addressed in our study.
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•

Medical datasets have relatively small samples. Additionally, brain imaging data typically
contains a high dimensional feature space. For example, structural images are represented
as a 3-d array collected at a spatial resolution of around 1mm3 and functional images are
representing 4-d array (the 4th dimension being time) at a spatial resolution of around
27mm3, which can be transformed in various ways such that one could create a vector of
over million features. The situation of having a small number of samples with a high
number of features, as is found in MRI data, produces what has been referred to as the
curse of dimensionality [10] [11]. In many neuroimaging studies, the curse of
dimensionality is a common problem. In other words, the brain scans datasets have a small
observations size (less than 1000 samples) along with a large number of features (voxels)
that exceed the number of observations [10]. The majority of MDD neuroimaging studies
have a small number of samples. The small sample size involves low sensitivity and
reliability. Although, a large sample size leads to a more powerful prognosis model that
generalizes robustly to the broader individuals and, thus, a smaller risk of overfitting [1,
12]. High dimensionality reduction in literature is addressed with selecting region of
interests, principle component analysis, independent component analysis, and down
sampling the images. The curse of dimensionality effects on machine learning algorithms
[11]. To reduce dimensionality, the first step is eliminating unrelated features (voxels).

•

Another critical issue is that medical datasets including those with MDD patients are
highly imbalanced. Medical datasets mostly suffer from data imbalance problems. Most
of the studies have used a small balanced dataset that is far away from the real datasets.
This means the number of psychologically and neurologically typical controls (CTL)
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participants far outnumber patients. With regards to machine learning, having an
imbalanced class causes the classifier to be biased towards the majority class (i.e., the CTL
group in the case of MDD) [12]. Therefore, it is necessary to address the data imbalance
problem.
•

In a meta-analysis, the authors find that depression severity is an important factor in
classification accuracy. The severity of depression may influence brain abnormalities
in patients which affects the classification accuracy [12]. Illness duration may affect
brain structure. In the Mwangi study, severity may have been harmonized to disorder
length [13].

•

Another challenge is the various MRI sizes. The quality and resolution of an MRI
image vary widely based on the quality of the scanner and also the parameters that are
manually selected by the technologist (for example, thickness, number of data
acquisitions, and pixel matrix). To make all images’ sizes steady in the dataset is
essential.

•

The variability of head sizes per subject is challenging. Statistical methods have been
used for balancing individual variances in brain size in the volumetric neuroimaging
studies. Intracranial volume (ICV) and total brain volume are two common scales for
adjusting the differences [14].

•

Another challenge is a large number of preprocessing and analysis steps. A distinct
compound of parameters has been used for preprocessing. Besides, clinical properties
change across researches for example number and type of episodes, medication status,
and illness duration [15].
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1.3. Dissertation Structure
The main goal is to develop effective methods for feature extraction from MRI images (either
sMRI or rs-fMRI) to build a machine learning-based classification model for depression detection.
The structure of this study is as follows. In chapter 2, the background and literature reviews
are provided. In chapter 3, the datasets using in this study are reviewed. In chapter 4, the explored
methods for finding discriminative features have been investigated. In chapter 5, the results and
discussion are reported. chapter 6 talks about possible neurobiological relations between the cubes
and atlas regions. Finally, the conclusion is in chapter 7.
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CHAPTER 2. BACKGROUND AND RELATED WORKS
A neuroimaging technique for imaging brain structure and function is known as magnetic
resonance imaging (MRI). Machine learning studies on the classification of CTLs from MDD
patients have been performed using an MRI measurement of brain structure and function.
2.1. Brain Images
In this section, some information about brain structure, brain imaging through measuring
structure and function of the brain, preprocessing tools for brain imaging, dimensionality reduction
of high dimensional images, brain network and graph, similarity analysis of brain regions and
functional connectivity, independent component analysis, and resting-state networks are discussed.
Brain Structure
The brain is a fundamental part of the human body and controls human activities. Brain images
are made of hundreds of thousands of voxels (3D pixels). Each voxel corresponds to a small 3D
volume in the brain, however, in the MRI image representation a voxel is considered to be the
smallest unit represented by a numerical measure in 3D space. Figure 2.1 shows the brain and a
3D voxel.

Figure 2.1. Brain Image contains 3D voxels [16]
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White matter (WM), gray matter (GM), and cerebral spinal fluid (CSF) are commonly used
as representative components of brain tissue as in Figure 2.2 (a) [16]. The brain generally is divided
into the left and right hemispheres. The left hemisphere is in charge of the thought process. The

(a)

(b)
Figure 2.2. (a) WM, GM, and CSF [17], (b) Cortical regions vs subcortical regions
right hemisphere is in control of creativity [17]. The cerebral cortex is the outer covering of gray
matter over the hemispheres [18]. The cerebral cortex is called the cortical region and is the large,
visible area on the surface of the brain [19]. Below the cerebral cortex are other structures, called
subcortical [19]. Figure 2.2 (b) shows cortical vs subcortical regions.
Neuroimaging studies demonstrate structural and functional irregularities in depressed
patients. Many regions are reported to have structural flaws including the dorsolateral prefrontal
cortex, hippocampus, amygdala, anterior cingulate cortex, caudate nucleus, medial prefrontal
7

cortex, and posterior cingulate cortex/precuneus [19]. Also, irregularities in functional
connectivity have been reported in the default mode network (DMN), ACC-insula, prefrontallimbic thalamic, and ACC-thalamus [20].
Magnetic Resonance Imaging
Magnetic Resonance Imaging (MRI) is a neuroimaging technique that becomes important in
neuroscience for differentiating brain disorders from healthy controls (CTLs) [21]. MRI generally
is categorized into structural and functional imaging strategies. To study brain structure, the MRI
technique has been used includes T1-weighted imaging, T2-weighted imaging, and Diffusion
Tensor Imaging (DTI) that differentiate a distinct view of the brain.
2.1.2.1. Structural MRI

Structural MRI (sMRI) provides physical details about the structure of the brain [5]. The
structural information is represented as a three-dimensional array and contains spatial information
as well as intensity values [23]. SMRI is T1* weighted images that provide high gray-white tissue
contrast. Therefore, the accurate labeling of gray matter becomes possible [1]. Studies have been
shown remarkable brain volume changes in patients with MDDs in contrast with the CTLs [2].
2.1.2.2. Functional MRI

Functional MRI (fMRI) is generated to study brain function [1]. Functional MRI is a
neuroimaging method that studies brain activity in addition to functional connectivity. FMRI
utilizes the T2* weighted imaging technique [24] that provides information about white matter
hyperintensities (WMHs). Studies show that both local and global WMHs changes have played a
role in MDD patients [1]. The brain activity is measured by identifying variations in blood
oxygenation in the form of signals. Blood-oxygen-level dependent (BOLD) of fMRI signals
8

returns changes in deoxyhemoglobin levels caused by the underlying neuronal activity. BOLD
correlates underlying brain activity of spatially remote brain regions. The hemodynamic changes
have spatial and temporal characteristics. However, because of the delay in hemodynamic response
following a neural activity, fMRI has a poor temporal resolution [18]. Moreover, fMRI has some
limitations such as sensitivity to motion and poor temporal resolution. To recognize signal changes
happens in the voxels the fMRI analysis is applied.
BOLD responses can be captured during a task that is called t-fMRI like watching a movie or
completing or responding to different stimuli. Also, fMRI can be captured at rest which is called
resting-state fMRI (rs-fMRI). In other words, subjects do not do any specific task and are in a
resting-state. Rs-fMRI like fMRI gives information about either the activity of the particular region
or the functional connectivity between several regions [25].
2.1.2.3. Preprocessing tools for MRI

There are dozens of software packages for automated preprocessing of MRI scans. The
preprocessing tools that we used in different sections of our study include FreeSurfer, fMRI-prep,
and FSL. FreeSurfer is a package for preprocessing of structural and functional images. We use
FreeSurfer for producing volumetric features from sMRI images in section 4.5.1. Moreover, fMRIprep is a tool for preprocessing fMRI data, although it includes some preprocessing steps on
structural data. The results of preprocessing of fMRI-prep on structural MRI images includes
normalized, skull-stripped images, are used in sections of 4.1. and 4.5.3 Furthermore, FSL
software contains image analysis for functional, structural and diffusion MRI. In our study, FSL
is applied on the output of fMRI-prep for removing confounds. The result of applying FSL on
fMRI data is utilized in sections of 4.2. and 4.6. .
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2.1.2.3.1. FreeSurfer
FreeSurfer is a software for analyzing and processing brain scans. Freesurfer is primarily for
structural scans and it can be used for functional analysis, however, it’s not the common usage of
it. In our study, we have used FreeSurfer on structural MRI images.
Briefly, the processing includes taking away of non-brain tissue or skull stripping,
segmentation of subcortical volumetric structures, intensity normalization, tessellation of
boundaries, surface registration to an atlas, surface extraction through the surface area, curvatures,
and volumes [26]. Freesurfer segments the T1-weighted anatomical data into functionally different
parts of the brain. It generates volumes of the subcortical structures and surface area, curvature,
thickness, and volume of cortical areas for all subjects. All outputs are optically examined for
segmentation and parcellation excellency before the analysis [27]. Figure 2.3 shows the FreeSurfer
output on the sMRI image.

Figure 2.3. Volumetric features using FreeSurfer [28]
2.1.2.3.2. FMRI-Prep
fMRI-Prep is a tool for analyzing and preprocessing resting-state fMRI data. fMRI-Prep
applies to a diverse fMRI dataset and self-adapts to the dataset and produces high-quality results
[29]. fMRI-Prep is a data preprocessing pipeline that leverages the Brain Imaging Data Structure
10

(BIDS) format. BIDS format is a standard way of organizing brain imaging data in folders with a
specific file format that provides a standardized and replicable preprocessing procedure. The name
of each subject should be in a specific format (sub-Number). Moreover, each subject should have
at least two folders named ‘struc’ and ‘func’ containing NIFTI structural and functional images
respectively [30]. Figure 2.4 shows the BIDS format and fMRI-prep major processing steps.
fMRI-Prep process data in two major streams, anatomical MRI and fMRI. In other words,
although fMRI-Prep do the preprocessing on fMRI data, it includes some preprocessing steps for
structural MRI data. The preprocessing of structural images starts with making an average image
from given structural images as the reference image. The reference image is skull stripped to
extract the brain. Then brain images are segmented and spatially normalization (aligning the

Figure 2.4. BIDS format and fMRI-Prep steps on MRI images
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functional to the participant’s structural image). Moreover, the standardized preprocessing
protocol on fMRI-Prep performs realignment, slice timing and head motion correction,
normalization to Montreal Neurological Institute (MNI) space, and confound estimation. The
major output is the confound file which is not removed from data. The confound can be removed
by applying additional functionality. ICA-AROMA is a parameter of the fMRI-Prep command to
exclude the head motion-related artifacts from the images. Figure 2.5 shows the preprocessing
pipelines. Also, the confound file can be removed using General Linear Models (GLM) from the
single subject level of FSL Feat software.

Figure 2.5. fMRI_prep processing pipeline [29]
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2.1.2.3.3. FMRIB’s Software Library
FMRIB’s Software Library (FSL) is a tool for preprocessing sMRI and fMRI images for
standardization purposes. The preprocessing process is motion correction, non-brain tissue
removal, and noise reduction respectively [18]. fMRI preprocessing analysis uses FEAT (FMRI
Expert Analysis Tool) in FSL. FEAT uses general linear modeling (GLM) for the model-based
data analysis. FSL FEAT tool is applied for motion correction, non-brain tissue removal, spatial
smoothing using a Gaussian kernel, intensity normalization, high-pass temporal filtering, and noise
reduction [31].
Dimensionality Reduction
Having 3D sMRI or 4D fMRI makes the dataset high dimensional. As a result, in the absence
of preselecting the most appropriate features and getting rid of redundant features, there is a
possibility of overfitting besides poor generalization ability [10]. To reduce dimensionality,
aggregation over space or time would be beneficial. Also, there are several techniques to decrease
dimensionality when dealing with high-dimensional data. These techniques include selecting a
subset of features or projecting data into a lower dimension by combining features [7]. The
representation of features stays the same by selecting a group of features, dissimilar to
transforming features [32]. In this section, using Atlases that are used for aggregation over space
or time, and dimensionality reduction techniques have been looked at.
2.1.3.1. Brain Atlases

Due to the high dimensionality of sMRI and fMRI data, utilizing atlases is one option to reduce
the dimensionality. An atlas is used to investigate structural and functional brain characteristics.
Brain atlases are obtained by statistically (averaging) summarizing MRI measures from several
individuals (or one individual several scans) through voxel by voxel, regional, or global measures
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[33]. The atlases generally are split into single-subject and population-based atlases. Single-subject
atlases disclosing distinctions between individuals and population-based probabilistic atlases show
the between-group variations [34]. Also, the brain atlas could explain either brain structure or
function [23]. There are many structural and functional brain atlases. Nilearn repository provides
several atlases. Dickie et al have found 66 whole-brain structural MRI atlases [33]. Six widely
used functional atlases are provided in Doucet et al study [35]. In this study, structural atlas like
Automated anatomical labeling (AAL), Harvard atlas, and one functional brain atlas (Smith atlas)
that are commonly used in the literature are investigated. These atlases can be applied to either
structural or functional MRI data.
Automated anatomical labeling (AAL) atlas is a single-subject, anatomical atlas that is
obtained by a parcellation of the T1 volume of high-resolution on the Montreal Neurological
Institute (MNI) space [36]. Figure 2.6 depicts the region of interests (ROIs) that are drawn
manually for single-subject AAL atlas.

Figure 2.6. Regions of interest for single-subject AAL atlas [37]
Harvard atlas is a structural probabilistic atlas that covers 48 cortical and 21 subcortical
structural areas. Figure 2.7 shows the Harvard atlas. The atlas is calculated from a population of
21 healthy male and 16 healthy female subjects (ages 18-50). T1-weighted images of each subject
are segmented, registered to MNI space, and labeled [38-41]. In probabilistic atlas, a voxel belongs
to a region with a probability in standard space. The probabilistic information is obtained from an
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average over a group of individuals. Therefore, the probability of the region’s label is estimated
based on the proportion of voxels in a set of individuals [42, 43].
Smith atlas is a resting-state functional atlas is generated from resting-state functional MRI

Figure2.7. Harvard-Oxford atlas
data. Smith atlas contains spatially separated but functionally connected brain regions during rest.
Also, the Smith atlas contains resting-state networks that have been used to study functional
networks. Smith’s Networks are obtained from, extracting the major resting-state networks (ICA)
in the brain. The mentioned networks are obtained from 36 subjects, and verified by thirty thousand
subjects’ activation maps originated from the BrainMap database [45]. Figure 2.8 depicts the Smith
atlas from different angles. Each color represents one network [35].

Figure2.8. Smith Atlas [35]
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2.1.3.1.1. Apply Atlas to sMRI and fMRI Images
An atlas contained several ROIs or RSN maps. When applying an atlas on the MRI image, a
value per region or map is calculated as a representative for voxels in the area. Figure 2.9 shows
the result of applying an atlas on an sMRI image generates a vector per subject containing a value
per region.

Figure 2.9. Applying an atlas on an sMRI image
Figure 2.10 shows the result of applying atlas on the fMRI image that produces time series of
a representative value per network. Applying an atlas on an fMRI image creates a 2D matrix
containing time series of regions of interests (ROIs).

Figure 2.10. Applying atlas on fMRI
2.1.3.1.2. Representative Value Per Region of Atlas
Regardless of sMRI or fMRI data, after applying atlas, the representative value per region is
calculated, based on different methods. Nilearn repository defines two general ways of declaring
regions of the atlas which are called labels and maps. In this study labeled atlases are applied to
structural and functional MRI images. However, we applied Smith atlas to only functional data.
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Labels are regions with non-overlapping volumes and binary coding (present/nonpresent). A
single region is defined as a set of voxels with the same label as integers such as anatomical brain
regions. Therefore, a single 3D array contains label numbers denoting each voxels’ region. (AAL)
and Harvard atlases are examples of label regions. In the labeled atlas, the value per region is
calculated by the mean of voxels in that region. In other words, let's say there are n regions in the
atlas, R1, …, Rn. Also, there are k voxels in the region of i (Ri). Then the value reported for Ri is
obtained by the mean of voxels that exist in Ri. Equation 1 generates the feature vector by applying
a labeled atlas.

Ri =

∑kj=0 Ij

(EQ. 1)

k

Where Ij is the intensity of voxel j and k is the number of voxels in the region Ri.
The other way of defining regions is called maps. Contrary to labeled regions, maps can have
overlapping voxels and are defined as a 4D array, which corresponds to a set of 3D arrays, one 3D
image per region. A region is a set of voxels with non-zero weights (as opposed to binary values)
in a 3D array. Smith atlas is an example of map regions contains 70 maps of 3D arrays. In the
maps atlas, the value per region is calculated by the least square equation, given maps atlas and
MRI images, a value per region/map is calculated. For each RSN (ROI) a representative value per
time point is obtained using Least Square (LS) Regression. LS models a linear relationship
between atlas maps and fMRI data. Figure 2.11 illustrates the least square method. In the linear
matrix equation of AX=B, A is the atlas maps and B is the fMRI data. However, AX=B often has
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no solution. ̂
X is the best approximation of the solution to the equation such that it minimizes
||B − AX||2. The solution’s dimension is 2D matrix of size (#timesteps, # RSNs).

Figure 2.11. The least Square method finds the approximate solution of X ̂ (regional signals)
2.1.3.2. Subset Selection

One of the dimensionality reduction techniques is subset selection. Selecting a subset of
features is managed by one or a combination of filter, wrapper, and embedded techniques. Filter
methods use statistical properties of data such as mean, variance, or correlation coefficients. Filter
methods include t-tests [11], ANOVA, and Pearson correlation coefficient. They sort features
based on the significance for classification. Moreover, wrapper methods rank features
corresponding to an objective function (classifier) such as recursive feature elimination combined
with a support vector machine (RFE-SVM). Finally, embedded methods impose punishment to
select relevant features such as random forest (RF) and extra trees (ET) [2, 10, 46].
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2.1.3.2.1. Wilcoxon rank-sum test
The two-sided Wilcoxon rank-sum test is a non-parametric test which is an alternative to
the two-sample t-test. Wilcoxon rank-sum test is applied to one feature at a time in order to
select the top discriminating features. Wilcoxon rank-sum test checks whether one random
variable (V) (which in our case corresponds to one feature) for two populations A and B
(MDD vs. healthy controls) have the same distribution. Here the same distribution means not
only the shape of the distribution but also the location of the mean values for the two
populations are the same [47].
The null hypothesis (H0) for the rank-sum test is defined with respect to the random
variable (V) stating the distribution of the random variable in population A (i.e.,VA) is the
same as the distribution of this variable in population B (VB). Equation 2 shows the null
hypothesis. The alternative hypothesis (H1) is if the distribution of two populations is not equal
for the variable. Equation 3 shows the alternative hypothesis.
H0: VA = VB

(EQ. 2)

H1: VA ≠ VB

(EQ. 3)

The Wilcoxon rank-sum test is performed through ranking. From a sample of size n = nA
+ nB observations of variable V, with nA from population A and nB from population B, the
observations are ranked by their value with smallest ranked 1, and largest ranked n. The ranksum test statistic is the sum of ranks from one of the two populations. Without loss of
generality, we consider the sum of ranks from A:
WA = sum of ranks of observations from population A in the n samples.
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The mean (µA) and the standard deviation (σA) for the random variable WA are shown in Figure
2.12. When both nA and nB are sufficiently large (bigger than 10), the distribution of WA can be
defined through the mean (µA) and the standard deviation (σA). Next, the Z value is computed by
subtracting the mean from the WA value and then divided by the standard deviation. Z is normally
distributed with zero mean and variance one. Null hypothesis is rejected, if the obtained p-value is
less than 0.05 the. In this case, there is a significant difference between the two distributions VA
and VB, and thus the variable V is useful to discriminate between the two populations.

Figure 2.12. Wilcoxon rank-sum test
2.1.3.3. Transforming Features

Transforming features includes a combination of features that could be linear mixture like
PCA or non-linear mixture such as manifold learning or autoencoder [9].
Brain Networks
Importantly, rather than considering the various brain regions or networks as isolated islands,
the brain is a complex network of regions and structural and functional connectivity [48]. Most
brain networks are constructed by atlases. The brain networks are divided by anatomical or
cytoarchitectonic boundaries [34]. Structural brain networks are obtained by calculating
connections of volumes between all couples of regions in a structural atlas, like in the AAL [34].
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Functional brain networks comprise functional connectivity between pairs of segregated regions
of the brain.
2.1.4.1. Graph Theory

Graph theory is one helpful way to summarize and quantify the relationship that exists with
respect to connectivity between multiple regions or networks. Graph theory is broadly used in
brain networks’ studies. Applying graph theory, a graph can be described as a graph (G) contains
vertices/nodes (V) and edges (E). In the case of brain imaging data, nodes can represent voxels,
predefined ROIs such as regions derived from functional or structural atlases. In a majority of
graph-based studies nodes are defined as brain regions instead of brain voxels. Using voxels as
nodes leads to computationally high cost [49]. The edge’s properties include weighted/unweighted
and directed/undirected [34]. Edges present the structural or functional associations among nodes
such as the similarity measure (distance) between nodes. Similarity can be the temporal correlation
in fMRI or it can be the similarity in voxel intensity shared between structural regions. The
similarity measure can be defined by several methods such as Pearson correlation, Spearman
correlation, Minimum distance covariance (MCD), or inverse of minimum distance covariance.
To compare brain networks, edge-wise analysis can be used. For a network with N ROIs, there are
N(N-1)/2 unique edges that must be assessed. In the edge-wise analysis, a statistical test like a ttest is calculated for each edge to find between-group differences. Network base statistics has been
widely used to identify psychiatric disorder like depression [50].
The most used graph metrics for the brain network are described as global and local properties.
The global network parameters characterize the whole network with one variable, however, local
properties characterize each node by a variable [51]. The global properties including global
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efficiency, local efficiency, modularity, characteristic path, density, transitivity, and resilience.
The local regional parameters include nodal degree, nodal efficiency, and nodal betweenness, and
clustering coefficient [34].
2.1.4.2. Similarity Measures

The similarity is measured as a number to compare the similarity or dissimilarity of two brain
regions. Each region contains a list of numbers. In this thesis, a number of similarity methods are
discussed include linear correlation like Pearson, or Spearman correlation, Minimum Covariance
Determinant (MCD), or the inverse of MCD. In this work, x and y are feature vectors containing
the observation for features X and Y respectively. The Formulas for the sample mean, and sample
standard deviation come in Equations 4 and 5 respectively.
𝑛

1
𝑥̅ = ∑ 𝑥𝑖
𝑛

(EQ. 4)

𝑖=1
𝑛

(EQ. 5)

1
𝑆𝑥 = √
∑(𝑥𝑖 − 𝑥̅ )2
𝑛−1
𝑖=1

where n is the sample size. 𝑥𝑖 is the individual sample point with index i.
The covariance describes if two variables change in the same direction. In other words, with
positive covariance if one variable increases or decreases the other one increases or decreases
respectively. Covariance is calculated by the sum of the products of the differences through the
dimensions. Cov(x, y) or Σ shows covariance of a vector of x and y. The covariance range varies
between -∞ and +∞. The magnitude of covariance indicates how far are the variables from the
mean. Low covariance implies data is located near the mean as high covariance indicated vectors
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are far from the mean. Sample covariance of x and y vectors shows in Equation 6. The issue with
the covariance matrix is that it captures noise [52].
n

1
Cov(x, y) =
∑(xi − x̅)(yi − y̅)
n−1

(EQ. 6)

i=1

where x and y are vectors of observations with equal lengths of n. Also, 𝑥̅ , 𝑦̅ are means of the
1

1

sample vector of x, y and calculated as 𝑥̅ = 𝑛 ∑𝑛𝑖=1 𝑥𝑖 , and 𝑦̅ = 𝑛 ∑𝑛𝑖=1 𝑦𝑖 respectively.
The inverse of covariance (IC) matrix (𝛴 −1 ) is also known as a precision matrix. The precision
matrix illustrates information about the partial correlation of variables involved in the analysis.
Partial correlation describes the covariation between two variables by taking away the effect of
other variables. Partial correlations are obtained from non-zero covariances of the off-diagonal of
precision matrix. Therefore, these elements measure strong interactions of pairwise brain regions
and tell if two they are conditionally independent given all the rest of the other variables. In other
words, while removing the influence of other given brain regions. In the precision matrix, a value
of zero or very close to zero implies that the variables are conditionally independent given the rest
of the variables [53]. The precision matrix makes the interactions between variables more robust
to the confounds [54].
Pearson correlations are the simplest and the most used method for finding similarities. It
captures linear dependencies between two regions. Pearson correlation evaluates statistical
dependencies between cubes. Pearson correlation is the normalized covariance that reflects the
linear correlations between variables and ignores other relationships. Pearson correlation is the
covariance of two variable divided by their standard division. Pearson correlation is in the range
[-1,1] since its normalized. Correlations equal to 1 mean a perfect match for objects. Correlations
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equal to -1 mean that objects have linear relationships in a way that if one increases the other one
decreases. The value of zero implies that no linear correlation is between the objects. Pearson's
correlation is incapable of capturing BOLD inter-dependencies exhaustively [55] [56]. Pearson
correlation applied to a sample comes in Equation 7.
1

Pearson correlation(x, y) = n−1 ∑ni=1(

xi −x̅
Sx

)(

̅
yi −y
Sy

(EQ. 7)

)=

∑n
̅ )(yi −y
̅)
i=1(xi −x
̅ )2 √∑n
̅)2
√∑n
i=1(xi −x
i=1(yi −y

where n is the sample size. 𝑥𝑖 , 𝑦𝑖 are the individual sample points with index i. x and y are
1

1

feature vector of 𝑥𝑖 and 𝑦𝑖 observations. 𝑥̅ = 𝑛 ∑𝑛𝑖=1 𝑥𝑖 , and 𝑦̅ = 𝑛 ∑𝑛𝑖=1 𝑦𝑖 are the sample mean.
1

𝑆𝑥 = √𝑛−1 ∑𝑛𝑖=1(𝑥𝑖 − 𝑥̅ )2 and 𝑆𝑦 that are the sample standard deviation for x and y respectively.

Spearman is defined as Pearson correlation between ranked variables or non-parametric
version of Pearson. However, the Spearman is more robust to outliers than the Pearson. Spearman
turns the variables into ranks (from low to high), so it assigns a rank of 1 to the lowest value, 2 to
the next lowest, and so on. Also, the mean rank is assigned to equal variables. For example, if the
two smallest numbers of x are equal, then they will be ranked as 1.5 ((1+2)/2). In other words, the
raw values of Xi, and Yi are converted to ranks of R X i = rank(Xi ) , and R Y i = rank(Yi ) ,
respectively. It finds the correspondence between ranked variables and assesses them to maintain
the order (the monotonic relations) between objects.
Spearman correlation is in range [-1,1]. The sign indicates if two variables change in the same
direction. In other words, positive sign means if one variable increases (x), the other variable
increases as well. 0 implies that there is no monotonic relationship between variables (no tendency
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for one object to either decrease or increase when another object increases). The spearman
magnitude increases when x and y being perfectly monotonic. In other words, the closer the
magnitude is to ±1, the stronger the monotonic relation. Perfectly monotonic is called when for
any two pairs of data values Xi, Yi, and Xj, Yj that Xi-Xj and Yi-Yj have the same sign. Equation
8 shows the Spearman correlation.

Spearman correlation =

∑ni=1(R Xi − ̅̅̅
R x )(R Yi − ̅R̅̅y̅)

(EQ. 8)

R x )2 √∑ni=1(R Yi − ̅R̅̅y̅)2
√∑ni=1(R Xi − ̅̅̅
where, R𝑋 𝑖 and R 𝑌 𝑖 are the ranks of the variable of Xi and Yi, and ̅̅̅
R x and ̅R̅̅y̅ are the mean
(average) ranks.
The minimum covariance determinant (MCD) is a robust estimator of the covariance that is
computed from a subset of data. MCD finds a subset of data (voxels /time series) that are most
tightly distributed (minimum scatter). Determinants measure how broad data is distributed, so the
covariance matrix of the selected subset of data has the lowest determinants [57]. MCD approach
is one of the most common techniques to detect both robust structures and outliers. Outliers lie
further away from the rest of the data so are not common or consider errors.
The upper or lower triangle of the similarity matrix is unrolled into a vector and is considered
for further analysis due to its symmetric property.
2.1.4.3. Functional Connectivity

To understand brain networks, recognizing functional communications between brain regions
lead to cognitive processes of the brain [18]. Functional connectivity (FC) is described by a
relationship of spatially remote brain regions. In other words, statistical dependencies between the
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brain regions is called functional connectivity. A connection matrix is called a connectome, which
depicts connections in the brain. The connectome-based biomarkers provide knowledge about the
biological mechanism [7].
For obtaining functional connectivity in resting-state fMRI, approaches are generally
partitioned to data-driven and model-driven FC. Model-driven are utilizing prior knowledge or
hypotheses to make a model. Model-driven methods extract the signal from predefined region
seeds. After calculating the representative time series for each region, the functional connectivity
matrix is obtained by pair-wise correlations between regional time series. However, data-driven
models like independent component analysis (ICA), clustering, and principal component analysis
(PCA) extract the brain network functional connectivity [24]. Functional connectivity analysis in
a wider sense includes complex graph network measures [58]. ICA methods will be explained later
as an example of the data-driven method.
2.1.4.4. Independent Component Analysis (ICA)

One way in which functional ROIs have been studied using rs-fMRI is through independent
component analysis (ICA). ICA is a technique directly calculated from data to explore brain
networks and does not need any prior knowledge about regions of the brain [31]. ICA is a
computational method that takes out important patterns and separates data into maximally
independent components. The maximal independence can take place in either time or space.
Temporal ICA (tICA) can identify temporally independent components with overlapping spatial
distributions. Spatial ICA (sICA) divides the fMRI signal into several spatial components that are
maximally independent components with similar temporal patterns. Spatial ICA finds
systematically nonoverlapping, temporally consistent brain regions [59]. In other words, ICA
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breaks down the brain signals, which is the linear mixture of base signals, into its source signals
[60]. Thus, data is decomposed to k networks with maximum similarity within each network and
maximum variety between them [45]. Each component contains regions with the same brain
activity that measures functional connectivity [59]. The number of components is a free parameter.
The greater the number of components, the more detailed network would reveal. For example,
with few components, ICA may reveal the default-mode network (DMN) as one RSN. The DMN
contains medial structures such as the medial prefrontal cortex and posterior-medial cortex and
lateral structures in the parietal lobes. With more components in the ICA, one might instead find
two DMN sub-networks (i.e., a medial DMN and a lateral DMN) rather than a single network. In
general, some low-dimensional subnetworks might be constituted [45].

sICA is the most

commonly used method in the literature [61]. As an example, FastICA is one of the most used
methods for spatial decomposition of data. sICA finds spatially independent components using
Singular Value Decomposition (SVD). SVD is a data reduction technique. It takes highdimensional data and down the dimension into key correlations. It uses simple linear algebra to
provide an optimal approximation of data. SVD optimizations minimize subject-variability noise
and maximize invariability of subsets, while the number of components is predetermining. Figure
2.13 shows sICA on fMRI. X is an observed set of signals, that is the mixture of source signals,
temporally concatenated. S corresponds to the brain activity patterns or source signals, and A is
the mixing matrix that gives the corresponding time courses. The goal is estimating S without any
knowledge of A. Namely, finding A in order to find S [35].
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Figure 2.13. Spatial ICA on fMRI [62]
A Canonical ICA (CanICA) algorithm is a group ICA that was adopted [63] to calculate
independent components of a group of subjects. Figure 2.14 shows CanICA procedure from the
paper. In CanICA, first, each subject’s fMRI data is reduced with principal component analysis
(PCA) to main components. PCA is obtained through SVD. Then, the spatial components are
vertically time concatenated the PCAs across individuals to have a group level analysis. Next, to
identify a pattern common to the group of subjects, a canonical correlation analysis (CCA) [64] is
applied. Canonical correlation analysis is utilized to find group principal components [64]. In other
words, group maps are created after extracting consistent spatial maps across subjects. Finally, an
ICA (FastICA) extracts the group independence components (ICs) out of group maps [63]. In
Figure 2.14, Y is the temporal concatenation of the observed individual subjects’ data, E is the
observation noise, W is the loading matrix, and P is the subject-specific spatial patterns. In grouplevel ICA, CCA discovers the repeated subsets to each subjects’ patterns. The estimation process
is performed by two optimization process through SVD. R is the residual matrix (noise), Ʌ is a
loading matrix that defines the participation-level of each pattern presented in an individual, and
B is the group-level patterns. Next, A that is the independent source of the group-level patterns is
extracted using FastICA [63].
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Figure 2.14. Summarizing CanICA procedure to find group independent components [36]
Resting-state networks (RSNs) are created by applying ICA on resting-state data, which are
spatially separated brain regions with coherent functional connectivity [48]. Lastly, it should be
noted that one potential advantage of applying ICA is to reduce the data dimensionality from tens
of thousands of voxels down to tens (often between 15 to 30) of RSNs.
2.1.4.5. Resting-State Networks (RSNs)

A resting-state network (RSN) consists of brain regions with consistent fluctuations. RSN
describes networks of spatially segregated brain regions with a prominent functionally
connectivity in the time of rest. There are several spatially distinct RSNs [31] with strongly
functionally linked sub-networks [48]. A well-known RSNs is the default mode network (DMN)
[65]. DMN contains a high level of neural activity during rest and includes temporal regions,
inferior parietal, precuneus, and medial frontal [48]. Figure 2.15 shows DMN is one of the wellknown RSNs. It has been shown in recent studies, that the human brain’s functional connectivity
is not accidental. However, connectivity is arranged based on a productive topology that merges
organized local information with global information [48].
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Figure 2.15. DMN is one of the well-known RSNs [48]
2.2. Machine Learning in MDD Detection
Imbalanced Data Handling
The problem in many medical datasets is the number of positive instances are lower than the
negative instances. A dataset is considered an imbalance if the number of samples of the minority
class is much smaller than the majority class [66]. Having imbalanced data in classes causes the
biased in classifier with regard to the majority class. In other words, the classifier places more
weight on the majority class than on the minority. Balance the training set is important to have an
unbiased prediction. Otherwise, accuracy becomes a misleading performance evaluator [67]. For
imbalanced datasets, hybrid performance metrics like F1-score or area under Receiver Operating
Characteristic (ROC) curve (AUC) are preferable performance metrics [66]. AUC is the
probability that the classifier classifies a positive sample higher than a negative sample. AUC’s
best value at 1 and the worst score at 0 [66-68]. Moreover, F1-score brings the stability between
precision and recall. On the other hand, to avoid the bias towards the majority for the classifier,
the training data should be balanced.
The important note on oversampling data is to oversample only the training set. The reason is
to prevent leaking the statistics from the train set to the test set. The bottom line is right after feature
selection data should be balanced. The feature selection methods’ assumption is that data is
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identically independent. Since oversampling may lead to dependency of data and to avoid it,
feature selection should be done prior to oversampling. The key factor is to augment the train set
and leave the test set unbalanced.
There are different methods to make the dataset balanced such as oversampling, undersampling [66-69]. First, under-sampling is a method to randomly select from the majority class as
the equal number of minorities. Second, oversampling (augmentation) is to add extra data to the
minority class, so the minority and majority become equal in the number of samples. In medical
images, to make new images techniques such as deformation, flipping, scaling, cropping, rotation,
or duplication could be done [69]. There are several techniques for augmentation such as SMOTE
and ADASYN. Synthetic Minority Over Sampling Technique (SMOTE) creates new data by
interpolating between existing ones from minority class. Another approach for oversampling is
Adaptive synthetic sampling (ADASYN) which generates new minority samples by assigning
higher weights to samples that are harder to classify [70]. Finally, random oversampling duplicates
minority samples and may lead to overfitting.
Deep Neural Network
Machine learning methods learn from given data and predict new unseen data [7]. Deep
learning methods obtain the understanding of the data representation in hierarchal orders. Deep
learning methods are considered for analysis of brain on voxels structure and activity.
Convolutional neural networks (CNNs) are popular in deep learning algorithms. Meaningful
features can be learned from hierarchically of CNN structures.
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2.2.2.1. Convolutional Neural Network

Convolutional Neural Network (CNN) learn the representative features by extracting the
relations between the input images’ pixels [71]. CNN primary layer architecture contains
convolution (contains filters and feature maps), non-linear activation function, pooling to reduce
the feature maps’ size, and fully connected layers that work with flatten data and have the allinclusive connection to all neurons of the prior layer [72]. The hierarchical architecture allows the
network to focus on the small low-level features and then assemble them into larger higher-level
features in the next hidden layer. Each filter is a set of weights applied to all neurons of a layer and
outputs a feature map. The more the convolution layers are utilized the more complex and abstract
features are extracted from the deeper layer of the CNN’s structure. A fully connected layer
merges the most abstract features. However, fully connected layers need lots of parameters for
implementation.
CNN has been used for brain disorder classification. The limitation of CNN is that it usually
has a large number of parameters, so needs a huge number of training data, and computational
resources for tuning the parameters [73]. However, in medical datasets, there is a lack of enough
training data. To use CNN even with a small dataset, pre-trained networks can be used. In other
words, instead of training CNN from scratch, fine-tuning a pre-trained network with the new small
dataset can be used. Particularly, the lower layers of an existing neural network that accomplishes
a similar task on a large dataset can transfer learning and speeding up the training.
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2.2.2.2. Recurrent Neural Networks

A recurrent Neural Network (RNN) is a type of neural network that is good for processing
sequential data or time series in order. RNN maintains internal memory and allows that output of
the neuron to be used as input to another neuron. Therefore, RNN remembers its previous states.
Long Short Term Memory (LSTM) is a type of RNN. LSTM is a gated RNN with an input,
forget and output gate. Cell state (C) is the key to LSTM. Input gate determines how much
information goes through the cell state. Forget gate defines the amount of information that discards
from this state. Finally, the output gate predicts the output [74].
2.2.2.3. Pre-trained network

A pre-trained model is a CNN model that is trained on a large dataset and can be used for a
similar problem on a smaller dataset. For adjusting the model to the new dataset, fine-tuning is
required. The first step of fine-tuning is substituting a new classifier with the original classifier. In
the next step, the model should be trained on the new dataset. The pre-trained model could keep
the weights frozen that have been learned on the training of a large dataset or train some of the
layers to adjust to a new database. The number of layers to be frozen is increasing with small data
and a lot of parameters to avoid overfitting. More layers could be retrained with larger datasets, to
adjust the new task [75, 76]. For classifying a brain disorder, a pre-trained network has been
applied [77].
Classifiers
Support vector machine (SVM) is widely used in most studies on depression prediction.
Support vector machine is robust to high-dimensional data and reliable theoretical foundation
However, other classifiers may perform equally well or better [1]. Other classifiers reported in the
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literature are logistic regression [78], deep learning architectures such as VoxCNN and VoxResNet
[79], SVM [73], [80] and relevance vector machines [81].
Non-linear SVM comes with a non-linear kernel like Radial Basis Function (RBF) kernel.
Radial Basis Function (RBF) is a Gaussian kernel that is commonly used in support vector machine
classifiers. It uses the squared Euclidean distance between two vectors. The kernel comes in
Equation 9. RBF kernel comes with a gamma parameter. Gamma is the width parameter that shows
the curvature of the decision boundary. In other words, Gamma controls the influence of new
features that how far it reaches. Gamma is the inverse of the standard deviation of the Gaussian
kernel and must be greater than zero. Small gammas lead to less curvature surface and more flat
decision boundaries, however, larger gammas lead to more spiky hypersurfaces. In this study, we
use the default value for gamma given in the scikit-learn library, which is 1/n features * variance
of given data respectively, unless we express explicitly otherwise.
2

e−γ|x−x"|

(EQ. 9)

Where |𝑥 − 𝑥"|2 is the squared Euclidean distance between two data points of x and 𝑥", and
𝛾 is gamma.
Random forest is an ensemble of several decision trees. Each decision tree fits a subset of data
and predicts the output. Then, RF votes for each predicted label and selects the most vote as the
predicted label. The random forest has the ability of overfitting. Another quality of RF is the ability
to measure the importance of features.
Naïve Bayes Classifier is a fast classifier and proven to be effective in medical diagnosis [82].
It assumes that features are independent which greatly simplifies the learning process. It allows
each feature to contribute to the final decision equally and independently from others. Naïve Bayes
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classifier is based on the Bayes theorem and calculates the probability. Equation 10 shows the
Bayes Theorem.

P(c|X) =

P(X|c)P(c)
P(X)

(EQ. 10)

where, P(c|x) is the posterior probability of class c, P(c) is the prior probability of the class,
P(x|c) is the conditional probability of the class, and P(x) is the prior probability of the predictor.
The variable c is the class variable and X =(x1,x2,…xn) represents features.
The naïve Bayes conditional independent assumption represents in Equation 11. The
assumption is the features are independent so they do not affect each other’s performance,
therefore it is called naïve. Moreover, all features are given equal importance.
P( x1 , x2 , … xn |c) = P(x1 |c)P(x2 |c) … P(xn |c)

(EQ. 11)

The naïve Bayes classifier is a probabilistic classifier that helps to predict the probability of
the input being classified for all the classes. Classification is framed as a conditional classification
problem with Bayes Theorem. The dominator can be removed from the calculation since it is
constant. The naïve Bayes Classifier displays in Equation 12. In Bernoulli Naive Bayes Classifier,
the features are assumed to be binary (like a present or absent, yes or no, 1 or 0) that affects the
definition of P(xi |c).
ĉ= Argmax(P(c|x1,x2,…xn)) = argmax(
argmax(

P( x1 , x2 , … xn |c) P(c)
)
P( x1 ,x2 ,…xn )

∏n
i=1 P(xi |c) P(c)
P( x1 ,x2 ,…xn )

) ≈ argmax(P(c) ∏ni=1 P(xi |c) )
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=

(EQ. 12)

2.2.3.1. Performance

K-fold cross-validation has been utilized to evaluate the performance of a model, due to the
limited size of the sample set. The whole data set divides into k subsets randomly. Then one subset
is chosen for validation, and k-1 remaining subsets are applied for training. Then, the average
performance is reported.
Figure 2.16 shows the evaluation process using a grid search along with a pipeline and
choosing the best hyperparameters for each classifier. As Figure describes, a grid search loops over
all the possible hyper parametersettings for each classifier. For each hyper parameter setting, a Kfold Cross-Validation was performed. In each fold, first, the training data was balancedusing
random oversampling, then the classifier was built and tested on thetest data. Finally, the
best performance obtained from hyper parameters werereported for each classifier.

Figure 2.16. Gridserach and pipeline for evaluation
The performance metrics to evaluate a classifier can be accuracy, sensitivity or recall,
specificity, the area under the ROC curve (AUC), and precision. Sensitivity (recall or true positive
rate) is the percentage of true positives perfectly recognized. In other words, the proportion of truly
identified depression patients as MDD. Specificity is the proportion of true negative samples
36

accurately spotted. Namely, specificity is the percentage of truly identified healthy people as
healthy control.
The most used evaluation metrics is accuracy. Accuracy is how well and accurately a classifier
acts on the test data and measuring how well the classifiers recognize instances of the various
classes. In other words, the overall percentage of correctly classified subjects is called accuracy.
However, on imbalanced datasets, accuracy tends to classify data towards the majority class.
Therefore, accuracy is not trusted on imbalanced datasets. For an imbalanced dataset, a hybrid
measure like AUC is a better performance evaluation metric. The ROC curve explains the overall
accuracy and is created by plotting sensitivity as opposed to 1-specificity (false positive rate). ROC
curve is sum up by area under ROC curve. Overall area under ROC curve of 0.5 indicates no
distinction (poor) to diagnose MDD vs CTLs, 0.7-0.8 implies acceptable, 0.8-0.9 suggests
excellent and more than 0.9 represents outstanding [83]. The larger AUC is, the more accurate the
classifier is. A confusion matrix is a 2* 2 matrix that represents two-class true labels and predicted
labels. Sensitivity, specificity, precision, and accuracy are defined in Equations 13,14,15, and 16
respectively, where TP (true depressed) is the number of true positive, TN (true CTLs) is the
number of true negatives, FP (CTLs classified as depressed) is the number false positive of and
FN (depressed classified as CTLs) represents false negative.

Sensitivity =

TP
TP + FN

(EQ. 13)

Specificity =

TN
TN + FP

(EQ. 14)

Precision =

TP
TP + FP

(EQ. 15)
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Accuracy =

TP + TN
TP + TN + FP + FN

(EQ. 16)

where the true positive rate is TP divided by the total number of positives, which is TP + FN. The
false-positive rate is FP divided by the total number of negatives, FP + TN.
2.3. Related Works of Brain Disorder Detection
Investigation of neuroimaging data aims at taking out distinctive patterns. The most important
step for pattern recognition is finding discriminative features with composite spatiotemporal
patterns in large imaging data of structural and functional MRI images. Different features have
been used for the classification of MDD disorder in the literature. Studies show that depression
affects dysfunctional modulation or emotion regulation efficacy of some brains' regions [84].
Other studies investigate the brain's connective architecture for understanding the brain's disorder
[85]. Moreover, some studies represent the brain's neural spaces by transforming them into
similarity structures called representational similarity analysis (RSA) [86]. A literature review on
analyses of the features for brain disorder detection from structural and functional MRI implies
there is no standard strategy for depression detection.
Features for sMRI
sMRI studies for the detection of brain disorder are mostly focused on voxel-intensity features,
volumetric features, and similarity-based features. In individual sMRI depression detection studies,
the most features that have been used are volumetric features such as gray matter volume (GMV),
cortical thickness, white matter volume (WMV), surface area, voxel-based morphometry (VBM)
[1, 2, 7, 73]. Volumetric features are obtained by measuring the volumes of brain regions by
summing all voxels within the regions of interest (ROIs) [2, 13, 73, 80, 87]. VBM requires a voxelwise comparison of regional comparisons between two groups of subjects using statistical
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measurements [1]. VBM localizes anatomical abnormalities. Kipli and Khouzani used volumetric
features to detect MDD from sMRI images. Volumetric features were obtained by summing all
voxels within the regions of interest (ROIs). The authors chose 44 volumetric features and applied
multiple feature selection algorithms to obtain different subsets. They evaluated the subsets using
different classification methods. If the subset had at least one accuracy that met the threshold, the
subset was filtered out. Then, they counted the frequency of features that were remained and
assigned a degree of contribution (DoC) to features. They reported 85.3% accuracy for an
unbalanced dataset of 27 MDDs vs 88 CTLs [2]. Jabason et al. investigated Alzheimer's disease
through voxel intensities. They represented the 3D MRI images as a sequence of 2D slices and
find the 32 most informative slices. They used entropy as the measure of information that provides
the average information in an image. They applied pre-trained DenseNet to extract the intra-slice
information. Then, to extract inter-slice features they used long short-term memories (LSTM). For
a balanced dataset of 100 Alzheimer vs 100 controls, an accuracy of 98.78% was reported [88].
Structural brain networks also have been utilized for detecting depression from DTI [89, 90].
Table 2.1 shows studies with the diagnosis of MDD versus CTLs from structural MRI studies.
Other studies were investigating MDD versus other diseases that were not reported in the table.
The focus of the given table is just a subset of studies that focus on the prediction of MDD versus
healthy controls using only structural MRI images.
Singh et al. investigated network-level structural aberrations. They make two groups of MDDs
vs CTLs and comparing network measures between groups by applying structural correlation for
each group. They utilized a binary graph-based network. They find depressed patients are
characterized by a decrease in regional connectivity compared with control subjects. The limitation
of this study is that only gray matter images are used [94]. Chen et al. constructed single-subject
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morphological networks to discover potential as biomarkers for illness. They have used weighted
graph-theory-based network models.
Table 2.1. Review of classification studies of sMRI related to the diagnosis of MDD vs
CTLs
Study
Subjects
Feature-Classifier
Performance
Foland-Ross et al [80]
MDD = 18, CTL =
Cortical thickness, SVM
Accuracy =
15
69.7%
Johnston et al [87]
MDD = 20, CTL =
GM, SVM
Accuracy =
21
85.0%
Mwangi et al [81]
MDD = 30, CTL =
GM, RVM
Accuracy =
32
90.3%
Sankar et al [73]
MDD = 23, CTL =
GM+WM, SVM
Accuracy =
20
70.0%
Kipli and Khozani [2]
MDD=27, CTL=88
GM+WM+CSF,
Accuracy
SVM_EM, Information
=85.3%
gain, Tree, SVM-K Means
Chen et al [91]
MDD=33, CTL=33
Structural brain network of The sensitivity
GMV, Weighted graphof 87.9%, the
theory
specificity of
81.8%
Zhao et al [92]
MDD=37, CTL=41,
Similarity-based GM
SAD=24
morphological graphs
Sacchet et al [93]
MDD=14, CTLs =32 Nine graph’s (binarized)
Accuracy
metrics, SVM, using DTI
=71.88%
Features for fMRI
fMRI analysis methods identify meaningful areas of brain activation in a patient. A broad
methodological analysis of rs-fMRI studies shows there is no standard strategy for the analysis.
However, most of the studies are either focus on the local function of specific brain regions
(regional features) or connectivity of distant brain regions [25, 58]. Multi studies show fMRI
compared to sMRI has the superior capability to predict accurate biomarkers including the emotion
area [1, 12, 95]. However, fMRI has vulnerability to motion and temporal resolution that the timedependent changes may not be accountable. Kambeiz et al. in a narrative review reported the
sensitivity and specificity of depression detection studies range from 70% to 90% [12].
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Table 2.2 shows a subset of studies on fMRI for identifying brain disorders using different
MRI modalities. There are not many studies with the rs-fMRI dataset that only investigate
diagnosis of MDDs vs CTLs, therefore we investigate classifying other diseases using rs-fMRI
data.
Table 2.2. Review of classification studies of MRI related to the classification of brain
disorder on rs-fMRI. BD: bipolar disorder, AD: Alzheimer, SZ: Schizophrenia, Attentiondeficit/hyperactivity disorder (ADHD)
Study
MRI Method
Subjects
Feature-Classifier
Accuracy
Gao et al [61]
rs-fMRI
BD = 37, MDD = Spatial ICA, SVM
93.0%
36
Qureshi et al
[101]

rs-fMRI

SZ = 72, CTLs =
72

Sarraf &Tofighi
[102]
Zou et al [103]

rs-fMRI

AD= 28, CTL=
15
ADHD=274,
CTL=456

Patel et al [104]

rs-fMRI

SZ =72, CTL=74

Wang et al [96]

rs-fMRI

MDD = 31, CTL
= 29

Rosa et al [97]

Task-based
fMRI

MDD = 19,
CTLs=11

Cao et al [98]

rs-fMRI

Yan et al [99]

rs-fMRI

MDD=39, CTLs
=37
MDD=43,
CTLs=56

rs-fMRI, sMRI
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Group ICA (30
components), VGGNet, rs-fMRI
CNN method for
Classification of AD
CNN method for
Classification of
ADHD
Feedforward Neural
Networks FE5
AAL, sparse low rank
matrix, FC, graph
features, SVM
AAL atlas using
sparse inverse
covariance matrices
for group-based
features, Sparse SVM
AAL, group-based
FC, PDS-FS, SVM
Atlas, window-based
functional
connectivity (DFC),
T-test, SVM-RFE

98.09%

96.86%
69.15%

92%
95.0%

73.68%

84%
AUC=99.13%

The rs-fMRI features had been used in the literature for MDD classification are spatial
independent components (ICA), functional connectivity, complex graph theoretical network
measures degree centrality, the amplitude of characteristic low-frequency fluctuations (ALFF),
fractional amplitude of characteristic low-frequency fluctuations (fALFF), and regional
homogeneity (ReHo) [25].
A couple of studies analyzing functional connectivity are as follows. Wang et al. explored
distinctive features for MDD classification via fisher score as a feature selection of a binarized
graph. The graph is obtained by computing sparse low-rank correlations on AAL atlas [96]. Rosa
et al. evaluated the MDD classification of fMRI data by applying pairwise similarity of anatomical
atlas ROISs through a sparse inverse covariance matrix. Then, the a sparse SVM classification
framework discovered features that are more discriminative between MDDs and CTLs [97]. Cao
et al. applied a probability density function (PDF-FS) to detect features important for the
classification of MDDs vs CTLs. They build functional networks using the structural AAL atlas
of the whole brain. Then, the most distinctive functional connectivity between the two categories
was identified [98]. Succhet et al. proposed SVM classification of two-tailed t-tests of graph
metrics for MDD classification on DTI data. The graph is obtained from a threshold connectivity
matrix of 68 atlas regions (as nodes). The connectivity is calculated by the number of fibers
connecting each pair of regions as edge weights, then they are normalized and only 25% robust
edges were retained [93]. Yan et al. suggested to classify MDD using discriminative features
obtained by two-sample t-test, and non-linear SVM-RFE. The feature set for each subject is
obtained by 76 functional connectivity vectors were obtained by a dynamic sliding window on
Pearson correlations of 274 regions in the atlas [99].
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Sharaev et al. investigated learning connectivity patterns via graph kernels. They applied the
AAL atlas and computed binary adjacency matric for the correlation matrix. They used graph
theory and feature reduction methods to find disruption connectivity patterns in some areas of the
brain [100]. Qureshi et al. used deep neural networks to diagnose schizophrenia versus healthy
controls. First, they applied a group Independent Component Analysis (ICA) with 30 components
and identify the 15 components as informative. The authors used 3D VGG network with ICA maps
as input. The database was a balanced dataset of 72 schizophrenia and 72 CTLs with the reported
AUC of 98.09% [101, 105]. Wang et al. applied a Convolutional Recurrent Neural Network on rsfMRI [106]. Li et al. introduced a 2CC3D model which is a 2-channel 3D convolutional
architecture to find both spatial and temporal information for autism disorder classification. They
captured temporal features by a sliding window over time to measure temporal statistics and spatial
features using 3D CNN [107]. Zou et al. proposed a 3-D convolutional neural network (CNNs) to
apply to task-based fMRI images for ADHD classification. The convolutional layer can retain local
spatial patterns [103].
In another study, Guo et al. used regional features namely amplitude of low-frequency
fluctuation (ALFF) for diagnosis between treatment-resistant depression (TRD) and treatmentresponse depression (TSD). ALFF was calculated by converting the time series of voxels to the
frequency domain using Fast Fourier Transform (FFT). Then, the power spectrum density was
obtained. To determine between-group differences, the analysis of variance (ANOVA) combined
with a t-test is applied [108].
Combining Features of sMRI and fMRI
Multiple studies showed that integration of fMRI and sMRI produce more power for the diagnosis
of brain disorder. Guo et al. and Varshney et al. combined multi-modularity for the diagnosis of
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schizophrenia [109, 110]. Guo et al. reported a prediction accuracy of 86.52% for the combination
of modalities. Hojjati et al. have utilized integration of sMRI with rs-fMRI for classifying patients
with mild cognitive impairment (MCI) vs MCI non-converter (MCI-NC). The combination
produced better accuracy than single modularity [111]. Zuo et al. investigated Attention deficit
hyperactivity disorder (ADHD) disorder by designing a multi-modality CNN architecture to
combine fMRI and sMRI features. They discovered that brain functional and structural information
are complementary [103].
2.4. Limitations of Existing Works
Structural brain networks also have been utilized for detecting depression. In individual sMRI
depression detection studies, the features were used are volumetric features such as gray matter
volume (GMV) and white matter volume (WMV), cortical thickness, surface area, voxel-based
morphometry (VBM), and voxel intensities [1, 2, 7, 73].
Also, the functional features were used in the resting-state fMRI literature are functional
connectivity, regional homogeneity (ReHo), (fractional) amplitude of characteristic low-frequency
fluctuations (ALFF or fALFF), and degree centrality [7, 61, 96, 98]. Moreover, functional
connectivity includes seed-based features, independent component analyses, and complex graph
theoretical network measures [58].
Here is a list of limitations we found in the existing literature.
•

Most studies in structural MRI for detecting MDDs, use volumetric features such as
GMV, WMV, or whole volume or graph-based features from atlas correlations. They
overlook the similarity of voxels from sMRI images. We addressed utilizing the
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similarity of voxels per subject in combination with the rank-sum test to select
discriminative features between MDDs and CTLs.
•

Most literature for detection of MDD from rs-fMRI has used anatomical atlas,
however, in our study we used a functional atlas called Smith-atlas. For rs-fMRI Smith
had more coherent resting-state time courses than AAL. Smith-atlas produced modeldriven resting-state networks that worked better than data-driven ICAs features.

•

Although, in rs-fMRI works are looking at the connectivity of functional networks,
applying Smith-atlas, combined with inverse covariance for the similarity of RSNs,
and the rank-sum test has not been used for feature extraction for MDD detection.

2.5. Contributions
In this dissertation, our main goal is to extract features from MRI images (either sMRI or rsfMRI) to develop a machine learning-based classification model for detecting depression. The
databases, we have utilized are unbalanced with a greater number of samples for one class versus
the other. Therefore, we address the imbalanced data problem in our methods since it is necessary
for the unbiased classification of MDDs. The followings are the list of contributions.
•

Proposing a representational similarity analysis on sMRI and fMRI data. The
proposed method generally computes the pairwise similarity of selected ROIs. Inverse
MCD is used as a similarity method. MCD would exclude outliers from data and find
variables that are robust to outliers. Moreover, MCD’s inverse finds entries on the
similarity matrix that are robust to confounds and conditionally independent given the rest
of the variables. Next, the rank-sum test is applied to find discriminative features when
dealing with data with many anomalies. Bernoulli Naïve Bayes is used as classifier.
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•

Extracting similarity of cube voxels as features from sMRI. The structural MRI is
divided into 64 same size cubes, each contains 1000 voxels. The similarity of voxels within
the pairs of cubes are calculated per individual. We compared our work with the study has
been done by Chen et al. They proposed a similarity-based GM network and morphological
connectivity comparisons between MDD and CTLs [91]. The input images in the previous
study were gray matter images but we used the whole-brain image. However, Chen et al.
compared the graph properties of the network of MDD vs CTLs. Moreover, we used
inverse covariance similarity, however, in the previous study Pearson correlation had been
used. Furthermore, their database was balanced with a smaller number of samples than
ours.

•

Finding similarity of either cubes or atlas ROIs’ time series using rs-fMRI. Finding
biomarkers from data-driven (cubes) or model-driven (SMITH atlas ROIs) techniques.
There are 64 cubes, and also 70 SMITH atlas ROIS. Moreover, the effect of converting
time series to frequencies through the Fast Fourier transform and power spectral density
are explored in the MDD classification problem. Compared to Guo et al. study [108] and
Yan et al. research, our study has run on larger unbalanced datasets whereas in the above
studies datasets are smaller and balanced. Furthermore, we define cubes, however, Yan et
al. used just atlas to find dynamic functional connectivity. Also, they have employed t-test
and Pearson correlations.

•

Combining Harvard atlas and cubes features for rs-fMRI. Using Atlas is a modeldriven method however cubes are data-driven. We combined time series of atlas and cubes,
to have a time series for both atlas regions and cubes. Then, we employed the inverse MCD
to find robust and conditionally independent similarities between the combination of atlas
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and cube regions. Applying the rank-sum test as a feature selection method would find
features that are robust to outliers and distinctive for diagnosing MDD.
•

Combining sMRI and rs-fMRI features. To investigate the structural as well as
functional properties of the images, we employed various approaches for combining
structural and functional features. First, atlas region voxel values are considered as sMRI
features, and similarity vector values are taken as fMRI features. Second, cubes voxel
values are defined as sMRI features, and similarity vectors of cubes from fMRI are
combined to sMRI features. The third method combines sMRI and rs-fMRI features are
obtained by rank-sum test on similarity vectors of cubes. In the last and fourth method, the
combinations of features are calculated by similarity vector of cubes from sMRI and rsfMRI.

•

Visualization of cubes and atlas ROIs to find connection with cognitive science. The
relationships of cubes and atlases are explored to find any meaningful neurobiological
regions that are important for MDD diagnosis in both sMRI and fMRI. Moreover, the
common important cubes in both structural and functional proposed methods are explored
to find the possible connections between structural and functional features.
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CHAPTER 3. MRI DATASETS
In this study, the datasets are NKI-Enhanced Rockland Sample, MPI-Leipzig-Mind-BrainBody, and Closed-eyes datasets. All three datasets are available online. The main dataset is the
NKI-Enhanced Rockland Sample dataset. Table 3.1 shows the database information.
Table 3.1. Datasets Information used in our study
Database
Number of MDDs Number of CTLs Total
# Subjects
NKI-Enhanced
38
241
279
MPI-Leipzig-Mind-Brain22
165
187
Body
Closed-eyes
51
21
72

Space (GB)
2.09
716
2.86

3.1. Data
SMRI and rs-fMRI data were obtained from the NKI-Enhanced Rockland Sample dataset
which is available online at http://fcon_1000.projects.nitrc.org/indi/enhanced/neurodata.html. To
verify methodology the performance, two more online datasets have been explored. The MPILeipzig-Mind-Brain-Body dataset is available online at https://www.neuroconnlab.org/data/ or
ftp://ftp.gwdg.de/pub/misc/MPI-Leipzig_Mind-Brain-Body/. The Closed-eyes dataset is available
online at https://openneuro.org/datasets/ds002748/versions/1.0.2.
In NKI Enhanced dataset, in total contains 804 participants. Among them, those who did not
have structural MRI, functional MRI, or a BDI-II label were excluded. Finally, a total of 279
subjects (180 females, 99 males) have remained in the study. Participants in this study included 38
individuals with MDD (mean age = 18.0 ± 15 years, 11 male and 27 female) and 241 HCs (mean
age = 39.7 ± 15.1 years, 88 male and 153 female), ages 18 to 64.
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In MPI-Leipzig-Mind-Brain-Body dataset, contains 318 native German-speaking participants.
Among them, those who did not have structural MRI, functional MRI, or a BDI-II label were
excluded. Finally, a total of 187 subjects (mean age = 33.38 ± 15.43, 94 males and 93 females)
have remained in the study. Participants in this study included 22 individuals with MDD (mean
age = 30.68 ± 11.92 years, 2 males and 20 females) and 165 HCs ( mean age =33.74 ±15.81 years,
92 males and 73 females), ages 20 to 80.
The Closed-eyes dataset contains in total 72 participants (53 female, 19 male). 51 adult
patients (mean age: 32.78± 8.89, 38 females, 13 males) with a diagnosis of mild depressive
episode or moderate depressive episode according to ICD-10, and 21 adult individuals (mean age:
33.8 years±8.5, 15 females, 8 males) with no history of neurological or psychiatric illness [Ray,
2021 #146].An fMRI session consists of scans with TR=1.4 s. rs-fMRI images are of the resolution
of 91*109*91 voxels in 625-timesteps.
3.2. Data Labeling
The Hamilton Depression Rating Scale (HAMD) and the Beck Depression Inventory (BDI) are
the most commonly used scales of depression, respectively. The majority of studies use HAMD
for assessing the severity of depression. Beck Depression Inventory-II (BDI-II) is a clinical
assessment is applied for the classification of MDDs vs CTLs. It is a set of questions that measures
the severity of depression [113, 114]. BDI has 21 items evaluating 21 symptoms of depression and
is typically self-administered. Each item is rated on a four-point intensity scale (0 to 3). The BDIII was published in 1996 and corresponds with the updated DSM-IV (please note that ICD is used
in Europe). The scores are added together and given a total score between 0 and 63. The lower
scores for example less than 14 (for BDI-II) are considered absent or minimal depression.
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. Table 3.2 and Table3.3 shows the guidelines to interpret HAMD and BDI-II.
Table 3.2. Hamilton Depression Rating Scale [115]
No Depression Mild
Moderate Severe
HAMD 0–7
8–16
17–23
≥24
Table3.3. Beck Depression Inventory Scale [116]
No Depression Mild
Moderate Severe
BDI-II 0–13
14-19
20-28
29-36
Data labeling for NKI- Enhanced dataset was made using BDI-II which is obtained by a 21item self-report questionnaire consistent with the criteria of the DSM-IV.
In the MPI-Leipzig-Mind-Brain-Body dataset labeling was made using BDI-II which is
obtained by 21-items scored on a four-point scale. The Structured Clinical Interview for DSM-IV
(SCID-I8) has been used to screen the participants [Mendes, 2019 #145].
For Closed-eyes dataset, Clinical diagnosis of depression was ascertained by specialists for
psychiatry with a semi-structured psychiatric interview corresponding to the International
Statistical Classification of Diseases and Related Health Problems (ICD-10) symptom checklist
for mental disorders. The dataset contains resting-state and sMRI for patients with depression and
healthy participants. An fMRI session consists of rs-fMRI scans with a resolution of 112*112*25
voxels and 100-timepoints with TR = 2.5 s [74].
In NKI and MPI-Leipzig-Mind-Brain-Body datasets, we have utilized the BDI-II threshold is
defined 14 which means, depressed patients have BDI-II greater than 13 and CTLs have BDI-II of
less than 14. This is the labeling strategy that has been used in all chapters. Table 3.4 depicts BDIII scores for CTLs vs MDDs.
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Table 3.4. Beck Depression Inventory score range in our study
Raw Score Status
Binary label
0-13
Healthy Control
0
14-63
Major Depressive Disorder 1
to read or write, physical weakness, minimizing or over-reporting the severity of symptoms [1].
We are using the BDI-II to dichotomize the sample, but this is a tool for quantifying the symptoms
and severity of depression. It is not the gold standard for determining whether or not a patient has
depression. Therefore, there might be some false alarms and misses (type 1 and type 2) errors in
the labeling of cases as depressed or non-depressed. However, the "gold standard" when
diagnosing MDD is the individual clinical interview.
3.3. Preprocessing
In this study, preprocessing steps are applied to NKI-Enhanced dataset. The steps are included
converting data to the Brain Imaging Data Structure (BIDS) format. BIDS format is a standard
way of organizing brain imaging data in folders with specific file format [Gorgolewski, 2016 #134].
Next, is running

FMRIPREP version 1.3.2 [Esteban, 2019 #29]. FMRIPREP is a data

preprocessing pipeline that leverages the BIDS format to provide a standardized and replicable
preprocessing procedure. It uses both structural and functional images. The standardized
preprocessing protocol on FMRIPREP performs realignment, slice timing and head motion
correction, normalization to Montreal Neurological Institute (MNI) space, spatial smoothing with
a Gaussian kernel and confound estimation. Moreover, ICA-AROMA is applied as a parameter of
the FMRIPREP command to exclude the head motion-related artifacts from the images. The last
step is to pass the preprocessed rs-fMRI images to FMRIB’s Software Library (FSL) FMRI Expert
Analysis Tool (FEAT) for the standardization purposes.This tool is based on the general linear
modeling (GLM). FSL FEAT tool is applied for motion correction, non-brain tissue removal,
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spatial smoothing using a Gaussian kernel, intensity normalization, high-pass temporal filtering
and noise reduction [De Luca, 2006 #58]. The following parameters have been applied in FEAT
tool. BET brain extraction, 7mm spatial smoothing, high-pass filter with a cut-off of 100 s, no
pre-whitening, no temporal derivatives and no registration, high pass temporal, and an additional
confound explanatory variables for each subject (a custom 1 entry per volume) has been applied.
After preprocessing, all the preprocessed sMRI images become of the resolution of 91*109*91
voxels. Also, rs-fMRI images have resolution of 91*109*91 with 120 timepoints. The first, and
last 10 scan of resting state fMRI images are discarded in order to eliminate the effects of magnetic
field instability.
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CHAPTER 4. METHODS
MDD is among the most prevalent brain disorders. Depression is known as functional brain
connectivity disorder [25]. Extracting discriminative features from MRI images is a challenging
problem. A broad methodological analysis of MRI studies shows there is no standard strategy for
the analysis.
Researchers studied structural alterations and also signal changes that occur in the voxels in
fMRI [24] in patients with MDD over the past decades. These studies used a range of attributes
like regional, voxels, or connectivity that shown satisfactory accuracy levels. However, they
mostly endure several weaknesses and have some limitations. For instance, high dimensionality
(massive number of features) with a small number of samples, imbalanced datasets, methodological
issues such as connectivity estimation, identifying reproducible connectome features, group effects,
inter-subject variability, alignment of anatomical regions with functional regions, and considering
time-dependent changes.

Section 4.2.2 and section 4.6 were previously published in [2020] IEEE. Reprinted, with
permission, from [Mousavian M., Chen J., Greening S., Depression Detection Using Atlas from
fMRI Images, 19th IEEE International Conference on Machine Learning and Applications
(ICMLA), Dec 2020]
Section 4.5.2 was previously published in Mousavian M., Chen J., Greening S. (2019)
Depression Detection Using Feature Extraction and Deep Learning from sMRI Images. In: 18th
IEEE International Conference on Machine Learning and Applications (ICMLA). IEEE, 2019,
DOI 10.1109/ICMLA.2019.00281, IEEE copyright line © 2011 IEEE
Section 4.5.1 was previously published in Springer via
https://link.springer.com/chapter/10.1007/978-3-030-05587-5_33
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To address these challenges, we propose brain morphological and functional cube’s similarity
aberrations in the subject-specific level that considers intra-subject variability and alignment of
anatomical regions with functional regions. Also, for the sake of comparison, we applied other
methods for feature extraction from sMRI or rs-fMRI data such as a couple of regional-based
(volumetric features) and deep learning approaches. A completely automated and data-driven
method is proposed to identify features related to detecting depression.
Representational similarity analysis (RSA) compares the similarity of different objects (brain
regions). Since the data distribution is unknown, so we have explored the most common methods
used in the literature to see whether they work on the dataset. To measure the similarity (distance)
between pairs of cubes Pearson correlation, Spearman correlation, an estimate of covariance that
is called Minimum Covariance Determinant (MCD), and the inverse of MCD are explored.
Pearson correlation, Spearman correlation, or covariance are similarity measures while the inverse
covariance is a dissimilarity measure, that is called similarity for the sake of consistency.
Linear relationships are the most commonly seen in literature, so Pearson is explored. Also,
Spearman is commonly used for detecting connectivity of brain regions. Pearson and Spearman's
correlations are strongly affected by artifacts [16], while MCD and inverse MCD are robust to
outliers.
In the similarity matrix, high values indicate similarity and low values indicate dissimilarity.
In correlation space, the particular sequence of ups and downs should be similar for a good
correlation. For the analysis, since the similarity matrix is symmetric, we only need the information
of either the upper or lower triangle of the matrix. Then, to determine how the similarity is
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significant, Wilcoxon rank-sum test was used. Wilcoxon rank-sum test finds the most significant
features are the ones with smaller p-values.
Most of the structural similarity studies have utilized graph-model networks, however, we use
the similarity matrix as features. We address the imbalanced data problem too. The limitation of
the study is the small data size and using univariate models for each feature [92].
4.1. Similarity-Based Method for Structural MRI
sMRI Cube’s Voxels’ Similarity using Inverse Covariance
The overall schema of the proposed sMRI similarity of cubes is described in Figure 4.1 . We
use a completely automated and data-driven method to identify features based on sMRI images.
The first step in the overall schema is the preprocessing step. The structural images are
preprocessed by FmriPrep [29].
The next step is data preparation containing several steps. First, the data’s background is set
to zero in all slices. Then, positive values are normalized between [0,1] and negative values are
normalized between [-1,0]. The positive value voxels are divided by the ‘max’ positive value
within the image itself. Also, the negative value voxels are divided by the ‘min’ negative value
within the image itself. Equations 17 shows the normalization process for one sMRI image.
x=

x
Max(X)

for x>0

x

x = Abs(Min(x)) for x<0
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(EQ. 17)

where x is a voxel in one sMRI image, Abs (Min(x)) is the magnitude of minimum voxel
intensity in the sMRI image, and Max(x) is the maximum voxel intensity in the sMRI image.

Figure 4.1. The overall procedure for the sMRI cube’s similarity
Next, the preprocessed image is resized to a smaller scale. In other words, images are resized
from [91,109,91] to [40,40,40] to make them manageable for memory. Next, regions of interest
(ROIs) are defined as cubes. Having a resolution of 40*40*40, each 3D MRI brain image is divided
into 64 ROIs. In other words, each axis is divided into 4 parts to make the cubes. Therefore, 64
cubes are produced in this manner each containing 10*10*10 voxels, each of which contains an
intensity value in the MNI space. Cubes are considered nodes in the brain network. In the proposed
brain network, edges present structural associations.
In the proposed method for sMRI, the similarity is obtained using voxels’ intensity between
64 regions. For sMRI, each element of the similarity matrix (sij) is the similarity between cubes i
and j. Cube i is measured by 1000 voxels’ intensities and also cube j contains 1000 voxels’
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intensities. For example, the similarity of cube 1 is calculated with cube 2, then with cube 3, and
so on. To find the similarity matrix, for each pair of cubes, the similarity between two vectors of
voxel values is calculated. Therefore, a similarity matrix of 64*64 is generated for each participant
representing whole-brain matter connections. Due to the symmetric property of the similarity
matrix, the upper triangle is extracted and vectorized as initial features.
The similarity between cubes is measured utilizing linear correlation like Pearson, or
Spearman correlation, Minimum Covariance Determinant (MCD), and the inverse of MCD.
Although Pearson, Spearman correlation, and MCD are similarity methods, the inverse of MCD
is a dissimilarity method. In this dissertation, for consistency, we use similarity terms for all
similarity methods.
To analyses brain similarity patterns and finds remarkable similarities, the rank-sums method
is performed. The Wilcoxon rank-sum test evaluates the group difference of MDD patients and the
healthy controls by ranking the similarities. In our study, the Wilcoxon rank-sum test concatenates
MDDs and CTLs’ samples for a particular feature and ranks them based on their values in
ascending order. If two groups have an observation with the same value, the average rank of both
is assigned to the observations. Then, the sum of ranks for one group (CTLs) is obtained. After
applying the rank-sum test to each element of the initial feature vector, the p-values are obtained.
Features with smaller p-values are selected as the most discriminating features. These selected
features have either positive or negative values. Then, the selected features are passed to the
classifier.
The Naive Bayes Bernoulli classifier is applied with the binary threshold of zero. It means the
feature vector is binarized such that negative values become 0 (reverse relations), and positive

57

values become 1 (positive relations). This binarized process is done after selecting the top grouplevel features, to reduce the noise level and obtain a better explanation of the results. To test the
model's ability to predict, 10-fold stratified cross-validation is applied to the data. Also, to make
the training data balanced, a random oversampling strategy is performed.
4.2. Similarity-Based Method for rs-fMRI
Rs-fMRI Cubes’ Time-series’ Similarity using Inverse Covariance
We use a completely automated and data-driven method to identify features based on rs-fMRI
images for detecting depression. The overall schema of the proposed method for rs-fMRI is
described in Figure 4.2. The overall schema depicts the data preprocessing step is required for
brain similarity analysis. Data is preprocessed as explained in the preprocessing step.
Next, is the data preparation step. The data preparation step is similar to the data preparation
of the sMRI cube’s similarity method. The preparation analysis starts with removing the
background, normalizing the image in the range of [-1,1], and resizing the image to a smaller size.
The normalization is done by dividing positive value voxels to ‘max’ positive value within one 4D
image which is a set of time-series images. Also, the negative value voxels are divided by the ‘min’
negative value within 4D rs-fMRI image. Equation 18 shows the normalization process for the
fMRI image.
x

x = Max(X) for x>0
x

x = Abs(Min(x)) for x<0
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(EQ. 18)

where x is a voxel in the one fMRI image (a set of sMRI images), Abs (Min(x)) is the
magnitude of minimum voxel intensity in the fMRI image, and Max(x) is the maximum voxel
intensity in the fMRI image.

Figure 4.2. The overall process of rs-fMRI cube’s similarity
Next, the preprocessed image is resized to a smaller scale. In other words, images are resized
from [91,109,91] to [40,40,40]. Also, to have the time series of size the power of two, we keep 64time steps and discard the first 28 scans of resting-state fMRI images. The next step is to define
regions of interest (ROIs) as cubes.
In the case of 4D rs-fMRI, each 3D brain image representing a time point is divided into 64
(4*4*4) ROIs (i.e., cubes). In other words, a 10*10*10 cube is considered as a large region in a
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40*40*40 image. Each rs-fMRI cube contains 1000 voxels and is represented by one measure per
time point which is the spatial mean of 1000 voxels per time step. In the case of rs-fMRI, for each
pair of cubes, the similarity between time-series is calculated. Each cube was considered as a node
in the brain network analyses.
The similarity matrix is a squared matrix of n*n which n is the number of cubes that is 64.
Therefore, the similarity matrix of 64*64 is generated for each participant representing wholebrain matter similarities. Initial features could be obtained by similarity matrix or as an alternative
way, the conversion of the time domain to the frequency domain. To calculate the similarity matrix,
the similarity between pairs of cubes is measured utilizing several methods such as linear
correlation like Pearson, or Spearman correlation, MCD, and the inverse of MCD. Due to the
symmetric property of the similarity matrix, the upper or lower triangle is unrolled into a vector
and is considered for further analysis. To find significant features, the Wilcoxon rank-sum test is
performed.
We also investigated converting the data from the time domain to the frequency domain to
prevent latency or phase differences between time series. Some misalignments in the time series
of two brain regions may exist caused by a delay in time series. Also, time series might influence
by local fluctuations and different lengths. These problems can be avoided by the conversion of
time series to a frequency domain. Time to frequency transformation was done for the time series
of each cube using a periodogram. The periodogram splits the signal into components of several
frequencies and estimates power spectrum density using Fast Fourier Transform (FFT) [117]. To
calculate the periodogram, first, each time series is detrended and then a power spectral density
(PSD) of that time series with normalized frequencies of [0,0.5] Hz (sampling frequency of 1 Hz),
64 nfft points, and rectangular window without overlapping is calculated.
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The Similarity of SMITH Atlas ROIs or Group ICA Components
In this section, we apply functional similarity-based approaches to rs-fMRI data through either
the SMITH atlas or ICA method. Figure 4.3 shows the overall process of the similarity of atlas/
ICs on rs-fMRI. We apply the similarity-based method to the extracted ROIs. The overall process
starts with the preprocessing of rs-fMRI using fMRI-prep. Then ROIs are extracted from the 4D
preprocessed images. ROIs are defined as regions with functional communications. In other words,
regions with functional connectivity are regions that have temporal similarity between spatially
separated brain regions. Functional connectivity is obtained through either model-driven methods
like atlases or data-driven methods like ICA. In this section, we apply both SMITH atlas with 70
RSNs and also group ICA (CANICA) with 30 ICs to extract the ROIs. Next, the time series are
obtained for each ROI/RSN are calculated using least square regression. The results’ dimension is
a 2D matrix of (#timesteps, # ROIs/RSNs). The correlation of time series is utilized as features for
the classification task.
The obtained time courses are converted to the frequency domain. Utilizing Fast Fourier
transform on the given time courses, the power spectral density (PSD) is obtained. In other words,
the total power within the time courses is obtained from the frequency range [117]. PSD technique
has shown to be a better approach than time series because the functional dynamics of regions are
better approximate. Also, PSD has been reported to have fewer changes than time-series during
the continuous task performance [118].
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In the case of CANICA, the number of independent components (ICs) is defined as 30. The
group ICs are extracted from preprocessed rs-fMRI images. Each IC is an ROI with a 3D map of
voxels in the component to be applied to the participants. The time series of ICs are obtained for
each participant. Then, the similarity matrix between pairs of the time series of the 30 ICs is
obtained using similarity methods.

Figure 4.3. The overall method for an rs-fMRI similarity-based approach using SMITH atlas or
group ICA to extract FCs
Then the similarity matrix is calculated to find out how similar the frequencies of each pair of
regions are. The similarity method is the inverse of MCD that finds conditionally independent
regions with robust frequencies to outliers. The inverse covariance which is approximated by the
classical maximum likelihood estimator (or empirical covariance) finds conditionally independent
brain ROIs/RSNs. Since the similarity matrix is symmetric, the upper diagonal elements are
considered for each subject as the initial feature vector. A rank-sum test identifies features with
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discriminating ability to highlight group dissimilarities between MDD patients and CTLs. We
evaluate the optimal number of features in the result section.
To have an unbiased classifier, training data should be balanced. Otherwise, classifiers tend
to predict the majority class. Oversampling is utilized for handling the imbalanced problem.
Oversampling might cause dependency between the old records and the new records. However,
the feature selection assumption is to have identically independent data. Therefore, the key point
is to oversample data until balancing the data, only after the feature selection phase. It is also
important to only oversampling the training set and not the test set. This has to be done to avoid
leaking information from training to test set. The classifier in this study is the Bernoulli Naïve
Bayes Classifier which works on binary data. The selected similarity features are binarized by a
threshold of zero that shows positive vs negative similarities.
4.3. Combination of Cube and Harvard Atlas Timeseries on rs-fMRI
In this method, the goal is to find if combining cube and Harvard atlas time series of rs-fMRI
data gives better performance for MDD classification. To reach this goal, for each subject, time
series of cubes are obtained by the mean value of voxels in the cube per time moment.
Moreover, structural Harvard atlas is a kind of labeled atlas containing one 3D MRI image
with non-overlapping 48 regions. A voxel in each Harvard region is identified by one label. When
applying Harvard atlas to the functional MRI images, it is the same story. The mean value of voxels
for each atlas region is obtained as the representative of that region per time moment. Therefore,
the output is a 2D matrix containing the time series of each region. Figure 4.4 shows the method
for the combination of atlas and cube in rs-fMRI. Having cube time series and Harvard atlas time
series, the mentioned time series are combined. In other words, the time series of cubes with 64
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cubes and 64-time points are placed next to the time series of Harvard atlas with has 48 regions
and 64-time points. Therefore, the result time series contains 112 regions and 64-time points. Then,

Figure 4.4. Combination of Harvard atlas and cube time series for rs-fMRI
the similarity matrix of 112*112 using the inverse MCD similarity is calculated. Since the
similarity matrix is symmetric, the lower half of it, discarding the diagonal, had used as the initial
feature vector. The feature vector goes through the rank-sum test to find the most discriminating
features. Then, the top 50 features are passed to 10-fold cross-validation and NB classifier.
4.4. Combination of sMRI and rs-fMRI
Multiple ways of combining sMRI and rs-fMRI features are discussed in this section. In each
method, structural features are merged with functional features. The structural features are
obtained from various methods. Merging features is done by concatenating structural features to
the functional features. The obtained features are passed to the Naïve Bayed Bernoulli classifier
with a 10 fold cross-validation strategy to evaluate their performance.
64

Method 1: Figure 4.5 shows method 1 that is the combination of sMRI atlas regions with a
similarity vector of rs-fMRI. The sMRI features are obtained from applying Harvard atlas to
structural MRI images. It results in a vector of size atlas regions (Harvard atlas has 48 regions)
with the mean value of voxels for that region. Rs-fMRI features are obtained from vectorizing the
similarity matrix. The similarity matrix is obtained by the inverse MCD method between pairs of
cubes. The value for each cube is obtained by the spatial mean of voxels per time point. 48 sMRI
64 ∗ 63

features are concatenated with (

2

) rs-fMRI similarity vector elements which result in 2064

(48+2016) features that pass through a rank-sum test. The rank-sum test selects the top 50 features.

Figure4.5. Method1 for the combination of sMRI atlas regions with similarity vector of rsfMRI
Method 2: Figure 4.6 displays method 2 which is the combination of sMRI cube regions with
rs-fMRI similarity vector. The sMRI features are obtained by applying 64 cubes to each structural
image. The value per cube is obtained by averaging over voxels in the cube. The rs-fMRI features
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are acquired by vectoring the similarity matrix. The similarity of cubes is calculated using inverse
MCD. The value of the rs-fMRI cube is calculated by the spatial mean of voxels in the cube per

Figure 4.6. Method 2 for combination of sMRI cube regions with rs-fMRI similarity vector
64 ∗ 63

time point. 64 sMRI features are concatenated with (

2

) rs-fMRI similarity vector elements

which result in 2080 (64+2016) features. These features pass through a rank-sum test and the top
50 features are selected and then fed to the classifier. Method 3: Figure 4.7 demonstrates method
3 explains the combination of sMRI top 50 rank-sum test and rs-fMRI top 50 rank-sum test. sMRI
and rs-fMRI rank-sum tests. The rank-sum tests are applied on the similarity vector obtained by
the inverse MCD method on the pair of cubes. Each cube in sMRI contains 1000 voxel intensities,
however, in rs-fMRI each cube contains a spatial mean of voxels in the cube per time point. The
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concatenation of sMRI and rs-fMRI features is equal to 100 (50 + 50). The merged feature vector
is passed to the Bernoulli Naïve Bayes classifier.
Method 4: Figure 4.8 explains method 4 that is the combination of the sMRI similarity vector
and rs-fMRI similarity vector. The similarity vectors are calculated for the pair of cubes through

Figure4.7. Method 3 for combination of sMRI top 50 rank-sum test and rs-fMRI top 50 ranksum test
inverse MCD. Cube in sMRI contains voxel intensities of 1000 voxels. Although, cube in rs-fMRI
contain the time series of the spatial mean of voxels in the cube. The concatenation of sMRI and
rs-fMRI features leads to 4032 (2*2016 = (

64 ∗ 63

64 ∗ 63

2

2

)+(

) ) features. To find a subset of features

that are discriminative, a rank-sum test has been applied and its result of the top 50 features is
passed to the classifier.
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Figure 4.8. Method 4 for combination of sMRI similairty vector and rs-fMRI similarity
vector
4.5. Proposed Alternative Methods (did not work well)
There are several methods that we tried before we find the proposed method. These methods
were not effective and we bring them here for the sake of comparison.
Volumetric Features using Subset Selections using sMRI
SMRI images are high-dimensional images. To reduce the dimensions, defining regions which
is a summation over voxels of the region is helpful. Studies show that depression affects regional
volumes of the brain. In this section, to find whether regional features from sMRI images are
distinctive for depression detection, two methods are investigated. First, the AAL atlas on the
sMRI images along with the rank-sum test and NB classifier is applied. Second, to find distinctive
features for depression detection, the volumetric features are obtained by FreeSurfer. Then, the
volumetric features are assessed with 11 feature selection techniques and an SVM-RBF classifier.
These methods are applied to NKI-dataset.
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Figure 4.9 shows the overall schema for classifying MDDs using volumetric features.
Structural MRI is used to evaluate volume differences in detecting MDDs versus CTLs. In this
section, different feature selection techniques are studied, as well as exploring various resampling
methods to handle imbalanced data. The classifiers include Random Forests (RF), and support
vector machines (SVM) with a Gaussian kernel (RBF). In our study, to avoid overfitting, the RF
has been used with the minimum number of samples requires to be at each leaf is set to 10, and
the maximum depth of the tree is chosen 7. Also, subsamples are chosen without replacement.

Figure 4.9. Overall schema for volumetric feature classification for MDD detection
The NKI-dataset in this section consists of 3D sMRI scans with 54 MDDs and 235 normal CTLs.
In other words, the dataset contains 289 subjects. Table 4.1 shows the NKI-dataset after
preprocessing with FreeSurfer. The number of volumetric features obtained by Freesurfer is 87.
The preprocessed sMRI images by FreeSurfer result in volumetric volumes. Then, data is
Table 4.1. Dataset of volumetric features from FreeSurfer
Dataset #MDD #CTL Total Initial # of features
52
368 420 87
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normalized in two steps. First, for each subject, all volumes are divided by the total intracranial
volume because of the changeability of head size between individuals [112]. The second step of
normalization is to scale features to a common scale [0,1] with Equation 19. It is also known as
Min-Max scaling.
X − Xmin
Xmax − Xmin

(EQ. 19)

where X is the voxel intensity and 𝑋𝑚𝑖𝑛 and 𝑋𝑚𝑎𝑥 are the minimum and maximum value within
one sMRI image itself. Furthermore, we use 10-fold cross-validation to assess the performance. In
each fold, data is divided into train and test sets. Next, we extract features using multiple subset
selection or transforming features’ methods as follows. Filter methods such as ANOVA and Chi2.
Wrapper methods such as RFE in combined with one of the following classifiers, linear SVM (C=1)
or

linear

SVM

(C=100),

GradientBoostingRegressor,

RandomForestRegressor,

RandomForestClassifier, linear regression, and logistic regression. The embedded methods
include ExtraTreeClassifier and RandomForestClassifier. Moreover, we combined a filter and a
wrapper method (chi2, and RandomForestClassifier) along with a forward feature selection
method. Besides, rank-sum test, forward and backward feature selections. Furthermore, a proposed
voting method for selecting the most frequent features of all feature selection methods is applied.
Moreover,

transforming

features

such

as

non-linear

mixture

manifold

such

as

LocallyLinearEmbedding is used.
Methods that have been used for making the dataset balanced are as follows, oversampling
and class weights. We have tried oversampling the minority class by duplicating samples until the
number of the majority class is equal to the minority. As another approach, we applied weights to
minority class for making it balanced. Class weight of 4.52 is applied to depressed patients due to
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the ratio of the controls to the depressed class. For the classification, a support vector machine
(SVM) with RBF and the linear kernel is applied.
The experiments show that the dimensionality reduction methods along with balancing
techniques and classifiers could not provide distinctive features for MDD classification tasks. We
report the result of the voting method with SVM-RBF data that outperform other feature selection
methods.
Deep Methods of CNN or Pretrained Network using SVM Classifier using 2D slices
of sMRI
Voxel intensity values have been used in deep learning models for disorder detection on
images [80, 89]. Deep learning methods come into account when analysis of brain activity on
voxel-based should be investigated. Deep learning takes the benefits of learning the data
representation in hierarchal levels. Automatically extracting complex features is the advantage of
utilizing deep learning methods. However, a deep network has a large number of parameters that
need a large number of images. Therefore, training a deep network is expensive and needs a huge
amount of computational resources. The limitation of most deep learning models is their
dependencies on a large size dataset. CNN is one of the most popular types of deep learning
algorithms that learns useful features from a hierarchical structure. A neural network is directly
trained on high-dimensional data to extract features. The pre-trained networks are used to
overcome this problem. They are trained on a large data set and then adjust to the new dataset by
fine-tuning. Fine-tuning is useful when there are few images in the dataset and is an alternative to
train the network from scratch.
In this section, we address the classification of MDD patients using voxel intensities of the
sMRI from NKI-dataset. Utilizing MRI images for depression classification, helps scientists to
recognize depression.
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Figure 4.10 shows the overall procedure for analyzing deep learning approaches to detect
depression from sMRI images. The overall procedure depicts data preprocessing and feature
extraction procedures. The data preprocessing step includes resizing images, selecting the top ten
highest entropy slices as raw features, normalization. The feature extraction step includes
augmentation (oversampling), features extracting methods such as CNN and pre-trained network,
training and evaluating the SVM classifier.

Figure 4.10. The overall procedure for deep learning classification of sMRI for MDD Detection
The data include the 3D scans of sMRI of 54 participants with depressive symptoms and 235
normal CTLs. First, all images are resized into a size of (96,96,100) due to the variability of
different image sizes. Then, each 3D image is normalized by subtracting the mean of the image
followed by a division of standard division of the image. Next, to reduce dimensionality, the 10
most informative x-y planes of 3D images are obtained using the image most entropy slices [89].
The image’s entropy provides average information in an image and measures variation in each
slice. Slices with the highest entropy convey more information. For each subject, 10 most entropy
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slices are selected so the new dataset is obtained. The new dataset is 10 times larger than the
previous dataset with less dimensionality because of 2D images. Table4.2 shows the 2D dataset of
most entropy slices. Entropy is calculated in Equation 20. Figure 4.11 shows an example of high
entropy slice in comparison with a low entropy slice.
M

E = −∑

pi logpi

(EQ. 20)

i=1

Table 4.2. Dataset of most entropy slices of NKI-dataset
Dataset
Number of MDDs Number of HCs Total
Number of 2D Slices 540
2350
2890
In the next step, the new dataset is divided into train and test set using 5-fold cross-validation.

Figure4.11. 2D high entropy slice (left) vs low entropy slice (right)
However, all slices related to the same subject should remain in the same fold to avoid leaking the
information. Then, to make the training set balanced duplication, rotation, or adding noise have
been applied to the 2D images. 4.3 shows the dataset size after the augmentation.
Table4.3. Balanced dataset of 2D slices of NKI-dataset
Dataset
Number of MDDs Number of HCs Total
Balanced 2D Slices 2350
2350
4700
Finally, deep learning methods such as CNN, VGG16, and Inception-v3 which are pre-trained
CNN models have been utilized for feature selection. The CNN architecture that is used in sMRI
study, contains 2 convolutional layers (8 filters), one max pooling layer, a fully connected layer
with 256 neurons, and a prediction layer (Sigmoid as the activation function). The CNN model’s
parameters (weights and biases) are initialized randomly. The CNN model is trained from scratch
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with approximately 5 million parameters and only 7000 samples to train the model. The training
set size is considered as a small training set with the number of records much smaller than the
number of parameters. So, the model suffers from a small training set. One of the limitations of
deep learning models such as CNN is the dependency on a large number of training images [78].
However, medical datasets are mostly small size datasets. To overcome this problem, pre-trained
models are utilized.
Using a fine-tuned pre-trained network is preferred because of the speeding up of the training
process, obtaining computational efficiency, and better utilization of previous features. A pretrained network benefits from the previous knowledge that is obtained using large-scale datasets.
We report the result of the pre-trained VGG16 for comparison with other methods.
AAL Atlas with Rank-Sum Test and Naïve Bayes Classifier using sMRI
Figure 4.12 shows the procedure for feature extraction using structural AAL atlas combined
with the rank-sum test.

Figure 4.12. The procedure for applying structural atlas (AAL) to structural MRI
sMRI images are preprocessed using fMRI-prep. Next, AAL is an anatomical atlas with 116
regions is applied to the subjects-specific MRI images. A feature vector of 116 is obtained for each
participant. Then, the rank-sum test is applied to detect features that are discriminative between
MDDs and CTLs. The classifier is Naïve Bayes Classifier. We apply 3-fold cross-validation and
report the average performance.
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4.6. Other Implemented Methods for Comparison with the Mentioned rs-fMRI Approaches
This study is done to automatically capture complex Spatio-temporal patterns in rs-fMRI
which is a large imaging array. We implement some of the existing deep learning methods to use
them for the sake of comparison with our proposed method. However, prior to use deep learning
network, we prepare rs-fMRI data in data preparation step. Figure 4.13 shows the overall schema
for deep learning approaches on rs-fMRI data to detect depression.

Figure 4.13. Deep learning approaches for rs-fMRI
Figure 4.14 shows data preparation step in detail. Data is prepared through the Smith atlas that
helps to create polished data. The polished images are created by dot product (sum of the products)
of region signals and Smith atlas RSNs defined as maps. In other words, the representative value
per time per region is multiplied to the map of each region (3D) containing weights for the region,
recreating a new map per time point. Then maps of all time steps are summed and create the
polished fMRI data. The polished data are created by using ‘NiftiMapsMasker’ object and its
‘inverse_transform’ function from Nilearn library.
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Then, the first, and last 10 scans of resting-state fMRI images are eliminated because of
magnetic field unreliability. Next, the data is resized from the original size of 91*109*91 voxels
to 40*48*40 to make it available to the memory. The resized data are passed to the deep learning
models for MDD classification.

Figure 4.14. rs-fMRI data preparation of deep learning methods
To extract features or for classification purposes, some existing deep learning models inspired
by other literature are adapted and implemented. This architecture are originally used for ADHD
patients (CNN-LSTM), identifying the Default Mode Network (ST-CNN), classification of
functional brain networks (3D CNN), and Schizophrenia patients (3D VGG16). To handle data
imbalanced problem in deep learning approaches, we assign weights for each class that the
minority class samples get more emphasis on, so the classifier would learn equally from all classes.
CNN-LSTM
CNN-LSTM is a hybrid model consisting of a convolutional neural network and an LSTM
based on a recurrent neural network. 3D CNN learns spatial features from RGB images and LSTM
retrieves temporal features and models the blood flow. It captures the spatial and temporal aspects
of fMRI data. Figure 4.15 indicates that the 3D CNN-LSTM configuration, is consists of 3 layers
of 3D convolution, a flatten layer, an LSTM layer, and a fully connected classification layer.
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In this study, the CNN-LSTM architecture is inspired by a model that has been developed
originally for diagnosing ADHD patients [119]. We modified their structure and defined a new
architecture. The core part of the model includes 3D CNN, LSTM, and a Dense layer as a
classification layer.

Figure 4.15. CNN-LSTM architecture
CNN consists of 3 sets of convolution layers with 32, 64, and 128 filters. After each
convolution layer, there is a max-pooling layer with a window size of 2, and a flattened layer. The
activation function is Relu. The input for the model is 4D subject-specific data extracted from
matching the Smith atlas on rs-fMRI. The 3D CNN is run at each time point, then results are passed
to the LSTM as a sequence. Finally, a fully connected classification layer does the predictions.
LSTM is applied for processing large sequences in deep learning. Data is passed through a onedimensional flatten layer, prior to entering the LSTM unit. The classification layer is a Dense layer
with 1 neuron.
ST-CNN
Spatial-temporal CNN is a model for capturing spatial and temporal time series
simultaneously [120]. Figure 4.16 shows the ST-CNN overall architecture. 4D fMRI data is given
as input to the 3D Unet, in a way that each 3D image in the time is assigned to one channel.

Figure 4.16. ST-CNN network architecture [120]
77

Therefore, the 4D input is given to the network in one step defines as (3D voxels, #time steps).
Images are resized to (40,48,40) to fit in the memory.
The spatial part of the model maps the 3D input image series to the spatial pattern of SMITH
atlas (target) output using 3D Unet. The temporal part maps the temporal output of 3D Unet to the
temporal output of SMITH atlas. 3D Unet model preserves the 3D spatial features by keeping the
features obtained by rebuilding the original input images precisely. It consists of a contracting and
an expansive path. The expansive path is aligned with the contracting path, except up-sampling
layers are utilized instead of the max-pooling layers. The spatial output convolves with the original
4D fMRI data to construct a time series showing the temporal motions. These time series have
been used as features for the 1D LSTM classification. The target is 4D subject-specific Smith atlas
per subject [121].
3D CNN
CNN can extract more abstract feature representations of the input maps due to its deeply
layered nature. We implemented the architecture inspired by Zhao et al [122]. Zhao’s configuration
consists of two convolutional layers followed by a pooling layer and a fully connected layer with
128 neurons. Finally, a dense layer is utilized for the classification. Figure 4.17 displays network
architecture. The picture is from the paper.

Figure 4.17. 3D CNN [121]
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The input is 3D spatial maps obtained by average on the Smith atlases overtime per subject.
3D VGG
We adopted a modified 3D-VGG deep learning architecture for classification from Qureshi,
[101, 106]. The architecture contains 3D convolutional layers. The reason we choose this
architecture is to capture complex patterns from the data since the architecture has a lot of
convolutional layers. Figure 4.18 depicts VGG network-based 3D-CNN architecture. The picture
is from the paper.

Figure 4.18. 3D VGG-based architecture [101]
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CHAPTER 5. RESULTS AND DISCUSSIONS
The experiments are done mostly using NKI-dataset. However, to evaluate the model and
verify the performance of the proposed methods 2 more datasets have been used. All datasets are
available online. Dataset information is in Table 3.1. The datasets are imbalanced. We use k-fold
cross-validation to report the average results. Note that, other methods are used in this research
except the proposed method are for comparison and in general and they do not generate acceptable
results.
5.1. sMRI
In this section, we explore applying different feature extraction methods on sMRI data for
detecting depression. The proposed method is the cube similarity method that shows promising
results. Also, we compare regional-based such as volumetric or atlas regions and voxel-based
(deep learning) features with the proposed method.
Proposed sMRI Cube Similarity Method
We have applied multiple classifiers such as Logistic Regression (LR),k Nearest Neighbors
(KNN), Support vector machines (SVM), Gaussian Process (GP), Decision Tree (DT), Random
Forest (RF), Multilayer Perceptrons (MLP), AdaBoost (AB), Bernoulli Naive Bayes, Gaussian
Naive Bayes, Linear Discriminant Analysis (LDA), Bagging of DT, Extra Tree (ET), gradient
boosting (GB) and stochastic gradient descent (SGD) classifier using models provided by scikitlearn. GridSearchCV from the scikit-learn library with 10-fold CV was performed to select the
best hyperparameters for optimization. All the best hyperparameters are selected for each classifier.
Then, based on AUC the best hyperparameters were selected to retrain the model on the training
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set, and test the model on the test set. Table 5.1 shows all the alternative choices for
hyperparameters.
Table 5.1. Hyperparameters of all classifiers used in sMRI cube similarity and the bestselected parameters
Model
Parameter name
Value range
Best value
[0.001,0.009,0.01,0.09,0.1,1,5,10,25,10
LR
C
0,1000]
100.0
n neighbors
[3, 5, 7, 9, 11,13,15,17,19]
19
weight
(’uniform’,’distance’)
’uniform’
KNN
metric
(’euclidean’,’manhattan’,’minkowski’) ’euclidean’
Kernel
‘rbf’
‘rbf’
Gamma
[1, 0.1, 0.01, 0.001, 0.0001]
1
SVM
C
[1, 10, 100, 1000]
1
Matern(len
gth_scale=
0.2,
GP
kernel
nu=1.5)
‘criterion’
[’gini’, ’entropy’]
’entropy’
’max depth’
[5, 10, 20, 30, 40, 50, 70, 90, 100]
100
’max leaf nodes’
[5, 10, 20, 30, 40, 50, 70, 90, 100]
40
DT
’min samples split’
[2, 7, 12, 17, 22, 27, 32, 37, 42, 47]
7
’min samples split’
[2, 6, 20]
2
’min samples leaf’
[1, 4, 16]
4
RF
’n estimators’
[100, 200, 300, 400]
300
’hidden layer sizes’ [(50, 50), (100, 50)]
(50, 50)
’activation’
[’tanh’, ’relu’]
’tanh’
MLP
’solver’
[’sgd’, ’adam’]
’sgd’
’n estimators’
[10, 50, 100, 500]
500
AB
’learning rate’
[0.0001, 0.001, 0.01, 0.1, 1.0]
1.0
’alpha’
[0.01, 0.1, 0.5, 1.0, 10.0]
10.0
Bernoulli NB
’binarize’
[-1., 0., 0.3, 0.5, 0.8, 1., 2., 3., 4., 5.]
-1.
GaussianNB
’var smoothing’
np.logspace(0,-9, num=100)
4.32e-08
’solver’
[’svd’, ’lsqr’, ’eigen’]
‘svd’
LDA
’tol’
[0.0001, 0.0002, 0.0003]
0.0001
’max depth’
[3, 5, 10, 20]
10
’min samples leaf’
[1, 3, 5, 7, 10]
3
’min samples split’
[2, 5, 7]
7
’max features’
[0.5, 0.7, 1.0]
0.5
’max samples’
[0.5, 0.7, 1.0]
0.5
Bagging of DT ’n estimators’
[2, 5, 10, 20]
10
(table cont'd.)
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Model

GB

Parameter name
n estimators’
’max features’
’min samples leaf’
’min samples split’
’n estimators’
’learning rate’
’max depth’
’min samples leaf’
’max features’

SGD

’loss’
’alpha’
’penalty’

ET

Value range
range(50, 126, 25)
range(50, 70, 5)
range(20, 50, 5)
range(15, 36, 5)
[100,200,300]
[0.1, 0.05, 0.01, 0.001]
[4, 8,16]
[100,150,250]
[0.3, 0.1]
[’hinge’, ’log’, ’squared
hinge’, ’modified huber’]
[0.0001, 0.001, 0.01, 0.1]
[’l2’, ’l1’, ’none’]

Best value
125
50
25
20
200
0.1
8
100
0.1
’hinge’
0.1
‘none’

Table 5.2 shows the results for different classifiers on the proposed cube similarity method on
sMRI data using inverse covariance as similarity method and selected 70 top rank-sum features
for 10 fold cross-validation. In Table 5.2 the Bernoulli Naive Bayes classifier outperforms other
classifiers. Naïve Bayes is easier and faster than other classification algorithms. This classifier
assumes that data is Naïve which means independent of each other. It works by calculating the
Table 5.2. Performance of different classifiers on sMRI data using Cubes’ inverse
covariance similarity and top 70 rank-sum features using 10 fold cross-validation
Classifiers
Sensitivity Specificity AUC Accuracy Precision
Logistic Regression
0.82
0.64
0.73 0.67
0.27
K Nearest Neighbors
0.65
0.66
0.70 0.65
0.23
SVM-RBF
0.00
1.00
0.50 0.86
0.00
Gaussian Process
0.00
1.00
0.50 0.86
0.00
Decision Tree
0.23
0.87
0.55 0.78
0.23
Random Forest
0.03
1.00
0.79 0.86
0.10
Neural Net MLP
0.63
0.66
0.67 0.66
0.24
Adaboost
0.36
0.95
0.88 0.86
0.49
Bernoulli NB
0.73
0.80
0.85 0.79
0.38
Gaussian NB
0.92
0.03
0.67 0.15
0.13
LDA
0.57
0.72
0.69 0.70
0.24
Bagging
0.33
0.90
0.75 0.82
0.32
Extra Tree
0.38
0.94
0.76 0.86
0.47
Gradient Boost
0.32
0.96
0.86 0.87
0.53
SGD Classifier
0.62
0.47
0.52 0.49
0.16
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probabilities by counting the training data. It is applied with the binary threshold of zero. It means
the feature vector is binarized to negative values become 0 (reverse relations), and positive values
become 1 (positive relations). SVM classifier is more complex than Naïve Bayes.
Table 5.3 investigates the effect of applying the rank-sum test and selection of the optimal
number of features for structural similarity patterns on cubes using sMRI data of the NKI dataset.
Having the rank-sum test shows a big difference in the evaluation. Although a different number of
Table 5.3. Effect of applying top features of the rank-sum test on performance for cube
similarity sMRI using NKI dataset
Sensitivity Specificity
AUC
Accuracy
Precision
W/O ranksum test
0.42
0.62
0.56
0.59
0.15
Top 10
0.70
0.68
0.77
0.68
0.25
Top 20
0.65
0.72
0.79
0.71
0.26
Top 30
0.72
0.72
0.81
0.72
0.28
Top 40
0.72
0.72
0.83
0.72
0.29
Top 50
0.76
0.76
0.86
0.76
0.34
Top 60
0.73
0.78
0.85
0.77
0.34
Top 70
0.73
0.80
0.85
0.79
0.38
Top 80
0.68
0.81
0.85
0.79
0.38
Top 90
0.68
0.80
0.85
0.79
0.37
features do not impact AUC remarkably, it affects precision in a big way. Selecting the top 70
features displays the best performance in terms of AUC and precision.
Table 5.4 reveals the result of applying different similarity methods on sMRI data for cubes
using 10-fold cross-validation and Bernoulli NB classifier with the best parameters on NKI-dataset.
Figure 5.1 is for better visualization purposes. Table 5.4 shows inverse MCD works better than
other similarity matrices. However, applying the rank-sum test is necessary, because the inverse
MCD method does not perform well without the rank-sum test.
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Table 5.4. sMRI similarity performance of top 70 rank-sum similarities of cubes for 10 fold
cross-validation and Bernoulli NB classifier on NKI dataset
CUBE
Sensitivity
Specificity
AUC
Accuracy
Precision
Pearson
0.48
0.63
0.63
0.61
0.17
Spearman
0.79
0.67
0.77
0.69
0.29
MCD
0.53
0.75
0.70
0.72
0.25
Inverse-MCD
0.73
0.80
0.85
0.79
0.38
Inverse no
statistical test
0.08
0.91
0.52
0.80
0.11

Figure 5.1. sMRI Cube Similarity Methods
Table 5.5 shows applying different datasets for evaluating the proposed method. The proposed
method is cube similarity of inverse MCD by selecting 50 top rank-sum feature, using 10-fold
cross-validation with Bernoulli NB classifier [alpha=1, binarized=0]. All three datasets get
balanced using oversampling. Table 5.5 shows that the proposed method is effective on all three
datasets. Since the AUC, the sensitivity and specificity of the proposed cube similarity method are
high on all three datasets.
Table 5.6 compares the performance of the proposed similarity of cubes for sMRI imbalanced
NKI dataset, to the proposed method on a down-sampled balanced dataset, and the Chen et al.’s
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Table 5.5. sMRI similarity performance for cubes on different datasets for 10-fold crossvalidation using Bernoulli NB classifier[alpha=1, binarized=0] (top 50)
CUBE-Inverse
MCD
Sensitivity
Specificity
AUC
Accuracy
Precision
NKI-Enhanced
0.73
0.83
0.78
0.82
0.41
MPI-LeipzigMind-BrainBody
0.75
0.92
0.83
0.90
0.62
Closed-eyes
0.86
0.68
0.77
0.81
0.89
paper from the literature that has a similar method to the proposed method are compared. The
Bernoulli NB classifier is used with alpha=1, binarized=0 parameters.
Table 5.6. Comparing proposed sMRI feature extraction using the imbalanced dataset vs a
balanced subset of NKI dataset vs a study from the literature on sMRI
Feature
Balancing AUC Sensitivity Specificity Accuracy Precision
Extraction /
Method
Classifier
Structural
ROS
0.86 0.73
0.99
0.98
0.85
similarity [top
70] / Bernoulli
(Proposed
methodImbalanced
data)
Structural
Down
similarity [top
sampling
70] / Bernoulli
(MDD=38, 0.93 0.87
1.00
0.96
1.00
(proposed
CTL=38)
methodBalanced data)
Structural brain MDD=33, 0.89 0.87
0.81
Not
Not
network of
CTL=33
reported reported
GMV,
Weighted
graph-theory
[92]
(Method from
literature)
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Other sMRI Methods
Table 5.7 shows other implemented structural features extracted for classifying MDDs that do
not produce good results. These features contain regional features such as volumetric features or
anatomical atlas combined with rank-sum test and voxel-based features. The volumetric feature
extraction is the voting method. Also, fine-tuned pre-trained VGG16’s results on the most entropy
slices of sMRI images are provided. Table 5.7 shows anatomical feature extraction methods that
are not effective for MDD classification.
Table 5.7. sMRI atlas-based, volumetric, and deep learning methods for MDD classification
Feature Extraction / Balancing AUC Sensitivit Specificit Accurac Precisio Recal
Classifier
Method
y
y
y
n
l
AAL atlas, rankROS
0.55 0.52
0.54
0.52
0.15
0.55
sum test
Volumetric features Smoth
0.54 0.75
0.33
0.38
0.14
0.54
[voting] /SVM
Deep learning
Noise
methods [VGG16fineTuned]
0.50 0.80
0.20
0.11
0.80
0.50
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Figure 5.2 shows the similarity-based approach (best parameters) has a better result than the
other methods for sMRI. Depression is believed to be a brain disorder of connectivity. Therefore,

Figure 5.2. sMRI methods for MDD classification
pattern recognition based on the connectivity/similarity model provides extensive understanding
and certainly more robust predictions. Calculating volumetric features takes time and only supplies
measures for large areas. The voxel-based approach (deep learning) only provides limited
information and needs a large sample size to achieve adequate statistical power. The reason is
either deep methods need large datasets to train or the changes in the brain are not detectable by
these methods.
5.2. rs-fMRI
In this section, the MDD detection’s performance of the proposed cube similarity method for
rs-fMRI data is compared with functional similarity approaches such as atlas similarity, and
canonical ICA similarity. Moreover, the voxel intensity (deep learning) methods are investigated.
To calculate the performance, the average over 10-fold cross-validation is reported. The main
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dataset is NKI-dataset which is highly imbalanced. Although, two other datasets have been used
for validating the proposed method.
Proposed rs-fMRI Cube Similarity
The framework was tested on several classifiers. The classifiers included Logistic Regression
(LR), K Nearest Neighbors (KNN), Support vector machines (SVM), Gaussian Process (GP),
Decision Tree (DT), Random Forest (RF), Multilayer Perceptrons (MLP), AdaBoost (AB),
Bernoulli NB, Gaussian NB, Linear Discriminant Analysis (LDA), Bagging of DT, Extra Tree
(ET), gradient boosting (GB) and stochastic gradient descent (SGD) classifier using models
provided by scikit-learn.GridSearchCV from the scikit-learn library with 10-fold CV was
performed to select the best hyperparameters for optimization. All the best hyperparameters are
selected for each classifier. Then, based on AUC the best hyperparameters were selected to retrain
the model on the training set, and test the model on the test set. Table 5.8 shows all the alternative
choices for hyperparameters.
Table 5.9 depicts the result of applying different classifiers with their best parameters on the
top 70 inverse MCD similarities. Also, random oversampling is applied for handling data
imbalanced problems. Table 5.9 shows the performance of the Bernoulli NB classifier is well.
Bernoulli NB is a probabilistic classifier based on Bayes theory with a strong assumption of
independence between features. Therefore, that makes it particularly well-suited for sparse binary
data. The similarity matrix is binarized after selecting the top group-level of features, to minimize
the noise level and obtain a more meaningful interpretation of the results and pass to the Bernoulli
Naïve Bayes classifier.
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Table 5.8. Hyperparameters of all models for rs-fMRI cube similarity and the best-selected
parameters
Model
Parameter name Value range
Best value
[0.001,0.009,0.01,0.09,0.1,1,5,10,25,100,1
LR
C
000]
10
n neighbors
[3, 5, 7, 9, 11,13,15,17,19]
15
weight
(’uniform’,’distance’)
’uniform’
KNN
metric
(’euclidean’,’manhattan’,’minkowski’)
’manhattan’
Kernel
‘rbf’
Gamma
[1, 0.1, 0.01, 0.001, 0.0001]
SVM
C
[1, 10, 100, 1000]
‘criterion’
[’gini’, ’entropy’]
’entropy’
’max depth’
[5, 10, 20, 30, 40, 50, 70, 90, 100]
10
’max leaf
nodes’
[5, 10, 20, 30, 40, 50, 70, 90, 100]
50
DT
’min samples
split’
[2, 7, 12, 17, 22, 27, 32, 37, 42, 47]
12
’min samples
split’
[2, 6, 20]
6
’min samples
leaf’
[1, 4, 16]
1
RF
’n estimators’
[100, 200, 300, 400]
100
’hidden layer
sizes’
[(50, 50), (100, 50)]
(50,50)
’activation’
[’tanh’, ’relu’]
’tanh’
MLP
’solver’
[’sgd’, ’adam’]
’adam’
’n estimators’
[10, 50, 100, 500]
500
AB
’learning rate’
[0.0001, 0.001, 0.01, 0.1, 1.0]
1
’alpha’
[0.01, 0.1, 0.5, 1.0, 10.0]
10
Bernoulli NB ’binarize’
[-1., 0., 0.3, 0.5, 0.8, 1., 2., 3., 4., 5.]
0
GaussianNB
’var smoothing’ np.logspace(0,-9, num=100)
6.57e-06
’solver’
[’svd’, ’lsqr’, ’eigen’]
’svd’
LDA
’tol’
[0.0001, 0.0002, 0.0003]
0.0001
’max depth’
[3, 5, 10, 20]
20
’min samples
leaf’
[1, 3, 5, 7, 10]
7
’min samples
split’
[2, 5, 7]
2
’max features’
[0.5, 0.7, 1.0]
0.5
’max samples’
[0.5, 0.7, 1.0]
0.5
Bagging of
DT
’n estimators’
[2, 5, 10, 20]
20
(table cont'd.)
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Model

GB

Parameter name
n estimators’
’max features’
’min samples
leaf’
’min samples
split’
’n estimators’
’learning rate’
’max depth’
’min samples
leaf’
’max features’

SGD

’loss’
’alpha’
’penalty’

ET

Value range
range(50, 126, 25)
range(50, 70, 5)

Best value
50
50

range(20, 50, 5)

30

range(15, 36, 5)
[100,200,300]
[0.1, 0.05, 0.01, 0.001]
[4, 8,16]

15
300
0.1
4

[100,150,250]
[0.3, 0.1]
[’hinge’, ’log’, ’squared hinge’, ’modified
huber’]
[0.0001, 0.001, 0.01, 0.1]
[’l2’, ’l1’, ’none’]

100
0.1
’modified
huber’
0.01
’l1’

Table 5.9. Performance of different classifiers on rs-fMRI data using Cubes’ inverse
covariance similarity and top 70 rank-sum features using 10 fold cross-validation
Classifiers
Sensitivity Specificity AUC Accuracy Precision
Logistic Regression
0.82
0.66
0.79 0.68
0.28
K Nearest Neighbors
0.60
0.58
0.63 0.58
0.19
SVM-RBF
0.00
1.00
0.50 0.86
0.00
Gaussian Process
0.00
1.00
0.50 0.86
0.00
Decision Tree
0.27
0.90
0.58 0.82
0.28
Random Forest
0.05
1.00
0.85 0.87
0.20
Neural Net MLP
0.48
0.81
0.74 0.76
0.31
Adaboost
0.41
0.97
0.86 0.90
0.69
Bernoulli NB
0.72
0.90
0.94 0.88
0.55
Gaussian NB
0.74
0.29
0.65 0.35
0.13
LDA
0.56
0.81
0.76 0.78
0.36
Bagging
0.26
0.95
0.81 0.86
0.44
Extra Tree
0.40
0.97
0.86 0.89
0.68
Gradient Boost
0.36
0.95
0.82 0.87
0.58
SGD Classifier
0.87
0.54
0.75 0.58
0.24
Table5.10 indicates the effect of applying top rank-sum features on rs-fMRI cube similarity
using Bernoulli NB classifier with the best parameters on the NKI dataset. Figure 5.3 displays
visually the precision and area under the ROC curve of Table 5.10. Selecting the top 70 features
shows promising results for the rs-fMRI cube similarity approach. Although a different number of
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features does not impact AUC remarkably, it does impact precision in a big way. Selecting the top
60 features displays the best performance in terms of AUC and precision.
Table 5.11 implies the effect of different similarity methods on the performance of the cube
similarity method using top 50 rank-sum features with Bernoulli NB classifier using alpha = 1 and
binarize 0 as parameters on rs-fMRI data. Figure 5.4 is for better visualization of Table 5.11.
Inverse MCD shows promising results for the classification of MDD. Also, applying the rank-sum
test is essential since inverse MCD without rank-sum test can not distinguish MDDs from CTLs.
Table 5.12 depicts evaluating the proposed method with three datasets. All datasets show a
promising result. It indicates that cube similarity for rs-fMRI is an effective approach for
classifying MDDs vs CTLs.

Figure 5.3. The area under ROC curve and precision performance of
Bernoulli NB classifier for selecting top distinctive rs-fMRI features obtained by
rank-sum test
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Table 5.10. Effects of rank-sum test and the top number of rs-fMRI features obtained by
therank-sum test using Bernoulli classifier on NKI dataset
Sensitivity
Specificity
AUC
Accuracy
Precision
W/O ranksum test
0.00
1.00
0.50
0.86
0.00
top 10
0.63
0.71
0.77
0.70
0.25
top 20
0.66
0.76
0.83
0.75
0.30
top 30
0.77
0.78
0.86
0.78
0.36
top 40
0.83
0.83
0.91
0.82
0.45
top 50
0.77
0.88
0.94
0.86
0.49
top 60
0.82
0.89
0.94
0.88
0.57
top 70
0.72
0.90
0.94
0.88
0.55
Table 5.11. rs-fMRI similarity performance of top 60 rank-sum similarities of cubes for 10 fold
cross-validation and Bernoulli classifier on NKI dataset
CUBE
Sensitivity
Specificity
AUC
Accuracy
Precision
Pearson
0.76
0.37
0.65
0.43
0.16
Spearman
0.83
0.43
0.70
0.49
0.19
MCD
0.83
0.53
0.76
0.57
0.22
Inverse-MCD
0.82
0.89
0.94
0.88
0.57
Inverse MCD- no
rank-sum test
0.00
1.00
0.50
0.86
0.00

Figure5.4. rs-fMRI Cube Similarity Methods
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Table 5.12. rs-fMRI time-series similarity performance using cubes' inverse MCD with
rank-sum test's top 50 features and the Bernoulli NB classifier (alpha=1, binarize=0) on different
datasets for 10 fold cross-validation
CUBE-Inverse
MCD-Top50
Sensitivity
Specificity
AUC
Accuracy
Precision
NKI-Enhanced
0.73
0.94
0.84
0.91
0.69
MPI-LeipzigMind-BrainBody
0.80
0.98
0.89
0.96
0.92
Closed-eyes
0.98
0.90
0.94
0.96
0.97
Other rs-fMRI Methods
In this study, we evaluate feature extraction and classification of rs-fMRI data to classify
MDDs vs CTLs on NKI-dataset. We examine the effect of deep learning methods vs functional
connectivity methods using machine learning classification. Deep learning methods include CNNLSTM, ST-CNN, 3D CNN Zhao, and 3D VGG-16. Functional connectivity methods such as atlas
similarity or canonical ICA similarity were used for feature reduction. Moreover, the effect of
converting time domain to frequency domain has been investigated. Handling imbalanced data is
necessary for fair classification. For deep learning methods, a class weight is applied to make the
classes balanced. Moreover, for functional connectivity approaches Bernoulli NB with alpha=1
and binarize =0 along with the random oversampling is applied for addressing the imbalanced
dataset issue. Table 5.13 shows the result of applying deep learning methods (first four) and the
functional similarity (FCs) (last 3) for rs-fMRI MDD classification. The last row is the proposed
Table 5.13. rs-fMRI Deep learning methods compare with functional similarity methods
AUC
Sensitivity
Specificity
Accuracy
CNN-LSTM
0.5
0.72
0.2
0.8
ST-CNN
0.5
0.57
0.4
0.6
3D CNN Zhao
0.5
0.28
0.8
0.2
3D VGG-16
0.5
0.43
0.6
0.4
CanICA
0.63
0.84
0.74
0.81
Smith
0.86
0.79
0.93
0.91
Cube Inverse-MCD
0.84
0.73
0.94
0.91
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cube similarity method for rs-fMRI. Figure 5.5 is for better visualizing of Table 5.13.
Table 5.13 shows that deep learning approaches have generally smaller AUC than similaritybased approaches. Also, it shows extracting features based on their similarity to other features
gives better classification performance than using deep learning methods. This confirms that

Figure 5.5. rs-fMRI methods for MDD classification
depression is known to be a functional connectivity disease. DL methods extract features based on
spatial-temporal relationships. Smith extracts 70 well-defined RSNs from data, while some of the
extracted group ICA components are noise. Having noisy components leads to lower performance
metrics. The result of the SMITH atlas is comparable with cube similarity. However, for the sake
of comparing sMRI and rs-fMRI, we prefer to use the cube’s similarity for rs-fMRI.
5.3. Combination of Cube and Atlas Timeseries on rs-fMRI
Table5.14 and Figure 5.6 show the results of the proposed method for a combination of cube
and atlas time series for rs-fMRI versus only cube fMRI or sMRI. Using Bernoulli NB with alph
=1 and binarized=0 The Figure is for better visualization purposes. The result indicates using the
proposed method with the combination of cube and atlas has the best performance in comparison
to using only rs-fMRI or sMRI.
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Table5.14. The proposed method with the combination of rs-fMRI Cube-Atlas compared
with rs-fMRI and sMRI
Sensitivity Specificity AUC
Accuracy Precision
Proposed rs-fMRI top 50
0.73
0.94
0.84
0.91
0.69
Proposed sMRI- top50 0.73
0.83
0.78
0.82
0.41
Cube-Atlas rsfmritop50
0.82
0.95
0.88
0.93
0.76

Figure 5.6. Comparison of combination of cube-Harvard atlas time series, cube
similarity of rs-fMRI, and cube similarity of sMRI
5.4. Combination of sMRI and rs-fMRI Features
We investigate the structural properties of the brain along with the functional properties of
correlations in neural activity for MDD detection using Bernoulli NB with alph = 1 and
binarized=0. In this section, we report various combinations of sMRI and rs-fMRI features to
detect depression. Table 5.15 shows the results for different combination approaches.
Method 1 combines sMRI atlas regions with a similarity vector of rs-fMRI. 48 sMRI features
are concatenated with (

64 ∗ 63
2

) rs-fMRI similarity vector elements which result in 2064 (48+2016)

features. Then features pass through a rank-sum test. The rank-sum test selects the top 50 features.
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Method 2 combines sMRI cube regions with rs-fMRI similarity vector. 64 sMRI features are
concatenated with ((64 * 63)/2) rs-fMRI similarity vector elements which results in 2080 (64+2016)
features. These features that pass through a rank-sum test select top 50 features and then feed them
to the classifier.
Method 3 combines sMRI top 50 rank-sum test and rs-fMRI top 50 rank-sum test. sMRI and
rs-fMRI rank-sum tests. The concatenation of sMRI and rs-fMRI features is equal to 100 (50 +
50). The merged feature vector is passed to the Bernoulli Naïve Bayes classifier.
Method 4 combines the sMRI similarity vector and rs-fMRI similarity vector. The
concatenation of sMRI and rs-fMRI features leads to 4032 (2*2016 = (

64 ∗ 63

64 ∗ 63

2

2

)+(

) ) features.

To find a subset of features that are discriminative, a rank-sum test has been applied and its results
of the top 50 features are passed to the classifier. The result shows that using the sMRI top 50
rank-sum test in combination with rs-fMRI top 50 rank-sum test has the best result among
mentioned sMRI and rs-fMRI method, with an AUC of 0.87 and Accuracy of 0.91.
Table 5.15. Results of combinations of sMRI and rs-fMRI features
Sensitivity Specificity AUC Accuracy Precision
Method 1
0.68
0.86
0.77
0.84
0.44
Method 2
0.73
0.88
0.80
0.86
0.48
Method 3
0.81
0.93
0.87
0.91
0.68
Method 4
0.83
0.85
0.84
0.85
0.48
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CHAPTER 6. VISUALISATION
In this chapter, we relate discriminative cubes to brain regions of the atlas to find a connection
with cognitive neuroscience. Specially, we are looking for relations between cubes and brain
structures or activities. Section 6.1. and 6.2. look for the relationship of Harvard atlas with
overlapping cubes, and vice versa which is the relationship of cubes with overlapping Harvard
regions, respectively. Discriminative cubes are obtained by either proposed sMRI and rs-fMRI
approaches that are discussed in sections 6.3. and 6.4. respectively. Section 6.5. explains the
common similarity of cubes between structure and brain activity among the top 70 similarities.
6.1. Mapping Each Atlas ROI with Overlapping Cubes
In order to give neurological meaning to the proposed cube research, the cubes should be
related to the brain regions. Harvard atlas has 48 brain regions, and 64 cubes are covering the
whole brain. To find out which cubes overlap mostly with atlas regions, the voxels that are
common between each cube and atlas region are calculated. Next, the overlap percentage of the
cube on the atlas’ region is obtained and cubes are sorted based on their coverage. In other words,
cubes with 0.03 or higher overlap are sorted descending. Figure 6.1 0shows all Harvard atlas
regions with at most 6 overlapped cubes sorted descending based on the proportion of cube
overlapped atlas.
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Figure 6.1. Harvard atlas ROI’s with the overlapping cube numbers sorted. Red has the largest
overlap.
(fig. cont'd.).
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(fig. cont'd.).
(fig. cont'd.).
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6.2. Mapping Each Cube with Overlapping Atlas ROIs
Table 6.1 shows cubes and their overlapped atlas ROIs. The ratio shows cube proportion that
overlapped on atlas regions. Also, Table 6.1 displays at most 4 atlas regions with overlapping
voxels. Regions are listed in order of overlapping, with ROI1 has the most overlapping ratio.

Cube
#
C1

C2

Table 6.1. Cubes and overlapped atlas ROIs with the ratio of overlapping area to the cube
size. ROIs are sorted on the ratio
ROI1
Ratio1 ROI2
Ratio2 ROI3
Ratio ROI4
Ratio4
3
Lateral
0.02
Occipital
Cortex,
inferior
division
Inferior
0.11
Inferior
0.05
Temporal
0.03
Temporal
0.02
Temporal
Temporal
Occipital
Fusiform
Gyrus,
Gyrus,
Fusiform Cortex
Cortex,
posterior
temporoocc
posterior
division
ipital part
division

(table cont'd.)
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Cube
#
C3

ROI1

Ratio1

ROI2

Ratio2

ROI3

Temporal
Pole

0.16

0.08

Inferior
Temporal
Gyrus, anterior
division

C4
C5

Frontal Pole
Lateral
Occipital
Cortex,
inferior
division
Temporal
Fusiform
Cortex,
posterior
division
Temporal
Pole

0.01
0.04

Inferior
Temporal
Gyrus,
posterior
division
Occipital
Fusiform
Gyrus

0.03

Occipital Pole

0.01

0.02

Temporal
Occipital
Fusiform Cortex

0.01

0.13

Temporal
Fusiform
Cortex, anterior
division

0.07

C8

Frontal Pole

0.07

0.02

Frontal Orbital
Cortex

C9

Occipital
Fusiform
Gyrus

0.03

0.02

C10

Temporal
Fusiform
Cortex,
posterior
division
Temporal
Pole

0.05

Parahippoc
ampal
Gyrus,
anterior
division
Parahippoc
ampal
Gyrus,
anterior
division
Frontal
Medial
Cortex
Lateral
Occipital
Cortex,
inferior
division
Parahippoc
ampal
Gyrus,
anterior
division
Parahippoc
ampal
Gyrus,
anterior
division

C6

C7

C11

0.04

0.21

0.19

ROI4

Ratio4

Middle
Temporal
Gyrus,
anterior
division
-

0.06

Parahippoc
ampal
Gyrus,
posterior
division
Frontal
Orbital
Cortex

0.01

0.01

-

-

Occipital Pole

0.02

Lingual
Gyrus

0.01

0.02

Parahippocampa
l Gyrus,
posterior
division

0.02

Temporal
Occipital
Fusiform
Cortex

0.01

0.12

Frontal Orbital
Cortex

0.06

Temporal
Fusiform
Cortex,
anterior
division

0.06

(table cont'd.)
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Ratio
3
0.07

-

0.05

Cube
#
C12

ROI1

Ratio1

ROI2

Ratio2

ROI3

Frontal Pole

0.06

0.03

Frontal Orbital
Cortex

C13

Lateral
Occipital
Cortex,
inferior
division
Inferior
Temporal
Gyrus,
posterior
division
Temporal
Pole

0.01

Frontal
Medial
Cortex
Occipital
Fusiform
Gyrus

0.01

-

0.04

Frontal Pole
Lateral
Occipital
Cortex,
inferior
division
Middle
Temporal
Gyrus,
temporooccip
ital part
Temporal
Pole

0.01
0.24

Inferior
Temporal
Gyrus,
temporoocc
ipital part
Inferior
Temporal
Gyrus,
anterior
division
Occipital
Pole

C20

Frontal Pole

0.25

C21

Occipital Pole 0.33

C14

C15

C16
C17

C18

C19

0.14

0.18

0.2

0.1

Ratio
3
0.01

ROI4

Ratio4

-

-

-

-

-

Temporal
0.04
Fusiform
Cortex, posterior
division

Temporal
Occipital
Fusiform
Cortex

0.01

0.08

Inferior
Temporal
Gyrus, posterior
division

0.04

0.02

Lateral Occipital 0.01
Cortex, superior
division

Middle
Temporal
Gyrus,
anterior
division
-

Middle
Temporal
Gyrus,
posterior
division
Central
Opercular
Cortex

0.17

Inferior
0.12
Temporal
Gyrus,
temporooccipital
part
Insular Cortex
0.07

0.09

Inferior
Frontal
Gyrus, pars
triangularis
Occipital
Fusiform
Gyrus

0.03

Frontal Orbital
Cortex

0.02

Superior
Temporal
Gyrus,
posterior
division
Middle
Temporal
Gyrus,
posterior
division
-

0.15

Lingual Gyrus

0.14

Intracalcari
ne Cortex

0.09

0.07

(table cont'd.)
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0.05

-

0.06

-

Cube
#
C22

ROI1

Ratio1

ROI2

Ratio2

ROI3

Lingual
Gyrus

0.19

0.09

C23

Insular Cortex 0.13

Temporal
Occipital
Fusiform
Cortex
Frontal
Orbital
Cortex

Parahippocampa
l Gyrus,
posterior
division
Subcallosal
Cortex

C24

Frontal Pole

C25

Occipital Pole 0.35

C26

Lingual
Gyrus

C27

Insular Cortex 0.13

C28

Frontal Pole

0.57

C29

Lateral
Occipital
Cortex,
inferior
division
Middle
Temporal
Gyrus,
posterior
division

C30

0.6

0.13

Ratio
3
0.08

0.09

ROI4

Ratio4

Cingulate
Gyrus,
posterior
division
Parahippoc
ampal
Gyrus,
anterior
division
Cingulate
Gyrus,
anterior
division
Intracalcari
ne Cortex

0.07

0.03

Paracingula 0.07
te Gyrus

Frontal Medial
Cortex

0.06

Occipital
Fusiform
Gyrus
Parahippoc
ampal
Gyrus,
posterior
division
Frontal
Orbital
Cortex

0.15

Lingual Gyrus

0.15

0.11

Temporal
Occipital
Fusiform Cortex

0.08

Cingulate
Gyrus,
posterior
division

0.07

0.12

Subcallosal
Cortex

0.11

0.03

Paracingula 0.08
te Gyrus

Frontal Medial
Cortex

0.06

0.26

Occipital
Pole

Occipital
Fusiform Gyrus

0.01

0.2

Middle
0.17
Temporal
Gyrus,
temporoocc
ipital part

Parahippoc
ampal
Gyrus,
anterior
division
Cingulate
Gyrus,
anterior
division
Lateral
Occipital
Cortex,
superior
division
Superior
Temporal
Gyrus,
posterior
division

0.15

0.02

(table cont'd.)
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Inferior
0.1
Temporal
Gyrus,
temporooccipital
part

0.05

0.1

0.05

0.01

0.1

Cube
#
C31

ROI1

Ratio1

ROI2

Ratio2

ROI3

Temporal
Pole

0.1

Insular
Cortex

0.07

Central
Opercular
Cortex

C32

Frontal Pole

0.2

Frontal Orbital
Cortex

C33

Lateral
Occipital
Cortex,
superior
division
Angular
Gyrus

0.17

Inferior
0.04
Frontal
Gyrus, pars
triangularis
Lateral
0.01
Occipital
Cortex,
inferior
division
Supramargi 0.17
nal Gyrus,
posterior
division

C35

Precentral
Gyrus

0.25

Middle
Frontal
Gyrus

C36

Frontal Pole

0.12

C37

Lateral
Occipital
Cortex,
superior
division
Precuneous
Cortex

0.26

Cingulate
Gyrus,
anterior
division
Frontal Pole

0.16

C34

C38

C39

C40

0.2

0.23

0.45

ROI4

Ratio4
0.06

0.03

Inferior
Frontal
Gyrus, pars
opercularis
-

-

-

-

-

Supramarginal
Gyrus, anterior
division

0.13

0.09

0.15

Postcentral
Gyrus

0.12

Middle
Frontal
Gyrus
Occipital
Pole

0.03

Inferior Frontal
Gyrus, pars
triangularis
Cuneal Cortex

0.01

Lateral
Occipital
Cortex,
superior
division
Inferior
Frontal
Gyrus, pars
opercularis
-

Precuneous
Cortex

0.07

Cingulate
Gyrus,
posterior
division
Middle
Frontal
Gyrus

0.19

Lateral Occipital 0.07
Cortex, superior
division

Superior
Parietal
Lobule

0.06

0.15

Paracingulate
Gyrus

0.07

Precentral
Gyrus

0.07

Superior Frontal
Gyrus

0.07

Middle
Frontal
Gyrus

0.03

0.2

Paracingula 0.08
te Gyrus

(table cont'd.)
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Ratio
3
0.07

0.11

-

0.07

-

Cube
#
C41

ROI1

Ratio1

ROI2

Ratio2

ROI3

Lateral
Occipital
Cortex,
superior
division
Precuneous
Cortex

0.29

Occipital
Pole

0.19

Cuneal Cortex

0.21

Cingulate
Gyrus,
posterior
division

0.19

Superior Parietal 0.06
Lobule

Cingulate
Gyrus,
anterior
division
Frontal Pole

0.16

Middle
Frontal
Gyrus

0.14

Superior Frontal
Gyrus

0.08

0.4

0.09

Paracingulate
Gyrus

0.08

Lateral
Occipital
Cortex,
superior
division
Supramargina
l Gyrus,
anterior
division
Precentral
Gyrus

0.2

Superior
Frontal
Gyrus
Lateral
Occipital
Cortex,
inferior
division
Supramargi
nal Gyrus,
posterior
division
Middle
Frontal
Gyrus

0.01

-

-

0.16

Angular Gyrus

0.16

C48

Frontal Pole

0.07

0.04

C49

Lateral
Occipital
Cortex,
superior
division

0.01

Middle
Frontal
Gyrus
-

C42

C43

C44

C45

C46

C47

0.16

0.24

-

(table cont'd.)
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Ratio
3
0.1

ROI4

Ratio4

Precuneous
Cortex

0.09

Lateral
Occipital
Cortex,
superior
division
Paracingul
ate Gyrus

0.06

Middle
Frontal
Gyrus
-

0.04

0.14

Postcentral
Gyrus

0.12

Postcentral
Gyrus

0.12

Inferior
Frontal
Gyrus, pars
opercularis

0.08

Inferior Frontal
Gyrus, pars
triangularis
-

0.01

-

-

-

0.07

-

Cube
#
C50

ROI1

Ratio1

ROI2

Postcentral
Gyrus

0.08

Angular Gyrus

C51

Precentral
Gyrus

0.06

C53

Lateral
Occipital
Cortex,
superior
division
Postcentral
Gyrus
Superior
Frontal Gyrus

0.13

Supramargi 0.03
nal Gyrus,
posterior
division
Middle
0.05
Frontal
Gyrus
Precuneous 0.03
Cortex

Precentral
Gyrus
Precentral
Gyrus

0.21

Superior
Frontal Gyrus
Lateral
Occipital
Cortex,
superior
division
Postcentral
Gyrus
Superior
Frontal Gyrus

0.04

Frontal
Pole
Precuneous
Cortex

Superior
Frontal Gyrus
Lateral
Occipital
Cortex,
superior
division

0.04

C54
C55

C56
C57

C58
C59

C60
C61

0.23
0.35

0.13

0.26
0.36

0.01

Ratio2

Ratio
3
0.03

ROI4

Ratio4

Superior
Parietal
Lobule

0.03

Postcentral
Gyrus

0.02

-

-

-

-

-

-

Precuneous
Cortex
Middle
Frontal
Gyrus

0.09

0.03

Superior Parietal 0.17
Lobule
Juxtapositional
0.1
Lobule Cortex
(formerly
Supplementary
Motor Cortex)
-

-

-

0.03

-

-

-

Precentral
Gyrus
Precentral
Gyrus

0.23

Precuneous
Cortex
Middle
Frontal
Gyrus

0.08

Frontal
Pole
-

0.02

Superior Parietal 0.15
Lobule
Juxtapositional
0.09
Lobule Cortex
(formerly
Supplementary
Motor Cortex)
-

-

-

-

-

-

-

0.14

0.13

(table cont'd.)
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ROI3

-

-

0.08

0.09

Cube
#
C62

ROI1

Ratio1

ROI2

Ratio2

ROI3

Postcentral
Gyrus

0.1

Superior
Parietal
Lobule

0.04

Supramarginal
Gyrus, posterior
division

C63

Precentral
Gyrus

0.06

Middle
Frontal
Gyrus

0.06

Postcentral
Gyrus

Ratio
3
0.03

0.01

ROI4

Ratio4

Lateral
Occipital
Cortex,
superior
division
-

0.02

-

6.3. Important sMRI Cubes
Having the similarity matrix of inverse MCD on cubes along with the rank-sum test, the
discriminative similarity values are obtained from the smallest p-values. To find the important
cubes from the similarity vector, the frequency of cubes repeated in the top 50 similarity vector is
investigated. Having cubes with their most matched overlapping atlas ROIs, the top discriminative
features are shown with their corresponding atlas ROI. Figure 6.2 shows 10 discriminative inverse
MCD similarities of cubes in sMRI. Table 6.2 indicates the cubes and frequencies that are repeated
in the top 50 features in sMRI similarity method. The dissimilar cubes whose inverse MCD value
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has the ability to distinguish two groups of MDDs and CTLs are shown with green and purple
colors with no specific order.

Figure 6.2. Ten discriminative sMRI cube similarity and matched ROIs. Each row has two columns, each shows
the 3D view of brain
Table6.2. sMRI cubes in the top 50 discriminative similarity vector and their frequency. C
stands for cube
Frequencies
Frequencies
Frequencies
Cube
in the top
Cube
in the top
Cube
in the top
Number
50
Number 50
Number
50
C48
8
C16
3
C43
2
C29
7
C24
3
C38
2
C44
1
C28
5
C55
3
C6, C7
1
C23
5
C18
2
C3, C9
1
C59
4
C5
2
C11, C12 1
C19
4
C8
2
C10, C20 1
C47
4
C33
2
C25
1
C26
4
C40
2
C22
1
C41
3
C30
2
C21
1
C4
3
C42
2
C45,
C54
1
C46
3
C17
2
C36, C39 1
C31
3
C35
2
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6.4. Important rs-fMRI Cubes
Having cubes with their most matched overlapping atlas ROIs, the top discriminative features
are shown with their corresponding atlas ROI. Figure 6.3 shows 10 discriminative inverse MCD
similarities of cubes in rs-fMRI. Each row has 3 columns which each column depicts an important
similarity obtained by the rank-sum test. Also, to show the 3 dimensions of the cubes, 3 different
views/planes are displayed.

Figure6.3.Ten discriminative rs-fMRI cube similarity and matched ROIs. Each row has two columns, each shows
the 3D view of the brain
The cubes whose inverse MCD value has the ability to distinguish two groups of MDDs and
CTLs are shown with green and purple colors with no specific order. Inverse covariance shows
the dissimilarity of two cubes. The important rs-fMRI cube similarities obtained by rank-sum test,
results in a pair of cubes with inverse MCD discriminative for MDD classification. Table 6.3
indicates the cubes and frequencies that are repeated in the top 50 features.
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Table 6.3. rs-fMRI cubes in the top 50 discriminative similarity vector and their frequency.
C stands for cube
Frequencies
Frequencies
Frequencies
Cube
in the top
Cube
in the top
Cube
in the top
Number 50
Number 50
Number 50
C15
5
C57
3
C55
2
C26
5
C51
3
C24
2
C2
4
C17
2
C14
2
C44
4
C35
2
C59
2
C16,
C9
4
C53
2
C12
1
C7
4
C49
2
C8
1
C43,
C18
4
C3
2
C47
1
C28
3
C41
2
C4
1
C50
3
C27
2
C38
1
C13,
C42
3
C22
2
C62
1
C29,
C46
3
C63
2
C31
1
C20,
C21
3
C25
2
C23
1
C39 ,
C19
3
C58
2
C40
1
6.5. Common Similarities between sMRI and rs-fMRI
Having the proposed method of cube similarity for sMRI and rs-fMRI, the top 70 elements of
similarity vectors are obtained. Table 6.4 displays similarities that are common between sMRI and
fMRI in the top 70 features obtained by the rank-sum test. Error! Reference source not found. s
hows the common similarities between sMRI and fMRI chosen by the top 70 features from the
rank-sum test, along with their well-matched atlas regions. Each cube has a similar color with the
matched atlas regions.
Table6.4. Common similarities between sMRI and rs-fMRI in top 70 features
Feature1 Feature2 Feature3 Feature4
Similarities Common in sMRI
'C59',
'C29',
'C44',
'C47',
and rs-fMRI
'C26'
'C21'
'C26'
'C28'
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Figure 6.4. Common similarities in sMRI and rs-fMRI using 70 top similarities and their
matched ROIs. Each cube is matched with the atlas region of the similar color
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
Depression is a persistent low mood disorder and is very common. Recognizing the depression
earlier would be beneficial in improving the treatment process. For accurate MDD detection, it is
needed to find discriminative features for differentiating MDD vs healthy controls. Irregularities
in patients with MDD have been announced, but the discoveries are conflicting. This dissertation
describes the classification of MDD patients versus CTLs using sMRI and rs-fMRI images.
Depression is assumed to be a brain connectivity disorder. In this dissertation, spatial patterns
in the brain are compared to find similarities/dissimilarities between them. The proposed method
is applied to sMRI and rs-fMRI. The similarity method is called representational similarity analysis.
For sMRI images, the similarity of voxels inside cubes is investigated. However, for rs-fMRI data
similarity of time series of spatial regions obtained by either data-driven or model-driven methods
are evaluated. Note, in this method, after obtaining subject-specific similarities by inverse MCD,
a statistical test is applied to find the most discriminative features in a group-level analysis.
Applying inverse MCD excludes outliers in the patterns and measures strong interactions between
regions while removing the rest of the regions. Therefore, inverse MCD is more robust to
confounds. Then, the Naïve Bayes Bernoulli classifier is applied on the top distinctive similarities,
after they are binarized. The binarization process helps to decrease the noise level and obtain a
more meaningful explanation of the results. The results show that to deal with positive and negative
similarity patterns, the Naïve Bayes Bernoulli classifier is the best classifier for both proposed
methods. To handle an imbalanced training set, we have applied random oversampling. The feature
selection’s assumption is having an identically independent dataset (iid), which makes it necessary
to apply feature selection before the balancing process to avoid violation of iid. This work suggests
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that rs-fMRI similarity of cubes outperforms sMRI similarity of cubes in differentiating patients
with depression from CTLs.
Moreover, the combination of either data-driven (cube) or model-driven (atlas) structural and
functional similarities, as well as the combination of data-driven (cube) and model-driven (atlas)
similarities of rs-fMRI are investigated to evaluate the performance of the classifier in
distinguishing MDDs and CTLs. Results show the combination of sMRI and rs-fMRI surpasses
the result of rs-fMRI. However, the combination of cube and atlas in rs-fMRI exceeds all other
methods. To find a meaningful neurobiological meaning for discriminative similarities, the top
similarities for sMRI and rs-fMRI are visualized and also, atlas regions with their overlapping
cubes are displayed. Also, cubes with their overlapping atlas regions are shown in a table for those
interested in the meaning of cubes for cognitive science. Additionally, mapping the top similarities
of sMRI, and rs-fMRI shows there are common similarities in both structure and function of the
brain regions.
Also, the extraction of volumetric features and voxel-based features are investigated for both
sMRI and rs-fMRI. In the sMRI study, comparing similarity-based with voxel-based or regionbased methods shows that similarity-based features outperform others. Calculating region-based
features are costly and only provides measures for large areas. Therefore, smaller differences in
the ROIs are failed to observe. Also, in the rs-fMRI study, we find that similarity-based features
exceed the voxel-based features. However, the voxel-based approach lacks the correction for
comparisons and has limited information. Studies using voxel-based analysis need large datasets
to achieve proper statistical power. Also, the patterns obtained from whole-brain voxel-based
features are not easy to interpret with regards to basic neurobiology.
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The limitation of the current study is the small training sample size. To obtain a diagnostically
remarkable tool, it is necessary to ensure testing of the model is unbiased. In a perfect world, the
model should be tested in an independent sample of patients with MDD to estimate and approve
the generalizability of the model. In the future, we want to use a large training sample and build a
model for classifications. Regardless of the limitations, the current discovery expands our
comprehension of the detection of MDD by explaining abnormality in the similarity of MDD
disorder patients.
For future work, we would like to apply graph-based features for single subjects and probe
the classifying capabilities. Despite the limitation, the current detection increases the
understanding of the neural similarity of MDD by explaining structural similarity patterns in MDD
disorder.
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