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Consider the linear model (y, d V> where the parameters 
unknown and the design matrix fixed. The statistical quantit 
include the best linear unbiased estimators (BLUES) of the es 
metric functions, variance-covariance matrices of such estimator 
sum of squares and the likelihood ratio tests fos test&k linear hypdmes, In 
this article we are primarily concemed with the changes in these quantities 
when some observaticms are appended or deleted, as well as when some re- 
gressors are added or dropped. 
Earlier work in this area include algebraic formulae in various special cases, 
given by Hackett (1950), Mitra and Bhimasankaram (I 971), M~~i~~~~st and 
Sandlmd (1979), Haslett 4 1985), Chib et al. (1987), and Bhimasankararn et al. 
(1995). Kouroukfis and Paige (198 1) gave a computational algorit 
cursive estimation which were later used in a number of statistical packages. 
Mitra and Bhimasankaram (1971) and Bhimasankaram and ~a~~~~a~a~a~~~~ 
(1994) considered the addition or deletion of a regressor as well, - a problem 
not considered by most of the other authors. The work of McGikhrist and 
Sandland (1979) and Haslett ( 1985) make use of recursive residuals - a theo- 
retical tool that has several other applications (see Kianifard and Swalllow, 
1996). We sh0w inn this article that all these results can be considerably gener- 
alized while at the same time providing much simpler and intuitive exphation 
of what is going on. Besides, these results ah hold in the case of singu%ar V. 
The case of singular V is important for a number of reasons. It may arise 
lxcause of certain exact linear constraints, noise-free measurments for a 
subset of the data, repetition of errors in a rardornized experiment (see for 
instance Kempthsme, 1952, pp. 137,190 and Scheffk, 1959, pp. 299-301) or 
redundancy in a derived Binear model (see Rcawley, 1977; Bich, 1990). Also, the 
singularity of V may be seen as a fimiting special case of a ~zearl~~ ~a~~-~e~c~e~t 
dispersion matrix. Often such singular linear models have been treated in the 
literature by special (and relatively complex) methodology that was not needed 
in the fuhamk case (cf. Christensen, 1987, pp. 179-200). Prominent ap 
proaches of this kind are the Inverse Partition Matrix method and the Unified 
Theory of Least Squares Esti tion (cf. Rao, 1973, pp. 298-302). There has 
even lxx% some controversy ding many related issues like how to gener- 
alize the definition of hear unbiased estimators to the singular case (see 
Harvik, 1981), whether the usual Beast squares theory would go thou& (see 
Rae, 1978) and whether a part of the model equation should lx treated as a 
deteministic constraint. Some researchers have advocated separation of the 
‘statistical’ part of t mdel fmm the ‘non-statistical part’ (see Feuerver 
and Fraser, 1980). wever, this approach makes it diBkuh to relate 
singular 6x8~ to the nhnosd singular case, which is one of the ol3jectives of 
dar mcdel iHt he first place. 
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The variance and covarkinces used in the above expressio 
in a number of ways. Bhimasankaram et al, (19 
Inverse Partition Matrix method of Rae ( 1973, p. 298 fm the u 
singular dispersion case for I = 1. Theorem 2.6 helps interpret their a 
formulae. 
. We reiterate that the results of Theorem 2.6 are useful mainly fQr 
the purposes of statistical interpretation and understanding, and should nQt 
treated as a set of computational fsrmulae. There is a vast lit teere Qn 
numerically stable methods ofrecursive estimation in the hear mo 
instance Gragg et al. (H979), Kourouklis and aige (HH) and Fa 
(1988). 
The vector ofadditional EZFs(wl)serves as the key to the updates fQrdata 
augmentation. owever,it is not very useful to obtain the update fomufae 
nce it is nst readily computable from the Current ii-no 
$&l,J. The following Bernma provides a transformation of WI tha 
useful in the present context. hthe ~~lIswing,~,(*)is~sdefined in Remark 2.5. 
Pm& It is clear that 
J = WI + (- hm y, : I)(X$,,r -
= ~9 + (- Ylnt vii : P)cov(x,, , w,)[D(wr)]-w/. 
by making use of part (a) of Theorem 2.6. Being a hear hmction of WI, rl must 
be a vector of LZFs ofthe farger modeli that is wncorrelated with those aftke 
smaHesmQde1. It remains to be shown that there is m-9 other LZ% Qfthe larger 
model having this property. Let us suppsse, fQr contradiction, ihi& e is sue 
LZF. By virtueof Lemma 2.1,e must be ofthe fQl=lll~'w/ fQr some vectcsrg. It 
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Notice that every LZF in the Iargcr model ilc+ LZF in the ma1 
The number of LZFs exclusive to the smaller model is j* = p( 
’ p( X(h) : V) - p(X(k)) + p(Xjh)). It is clear that 0 < j, < ~(XQJ). 
Suppose x is a regressor exclusive to the larger model whit 
%(X(h) : V). Tlxz I = (H - Ps,;~_~, : y)x(kj must be a nontrivial vector. Consis- 
tency of the smaller model dictates that ty = 0 with pr 
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two models are identical. The case of real interest is when Id < jn < ~(XY~). 
thIsider first he problem of estimability. Notice that the cdy f~~c~~~~s of 
that are estimable under the larger model are hear combiaations of 
ih). On the csther ban t&e estimable functions in the smaller 
f cornbi9aations Qf xl Therefore the estimable fimc%ions sf 
th) in the larger model are estimable der the smaller model, but the converse 
ii not true in general. The rank dsf (P - PxJXth) is jr. Therefore a necessary 
and sufkiewt condition for all the estimable functions in the .v?der mode 
be estimable under the larger mlbdel is that j, = ~(XQJ). In such a case X(h) 
u) are estimable under the larger model. 
Even if 0 < jc < p( %~,)t there are some furmctions f 
under both the madek. we n8w proceed to obtain the u 
such a function when the last j regressors are dropped from the larger model. 
In order to distinguish between the least squares estimators under the two 
models, we use a 'tilde' fsr the estimators under the smaller model and the 
usual ‘hat’ For those under the larger model. 
The CQM!itiQn j* = #l(X(kj) - p&h)) implies that there are jb ~~cQrrela~e~ 
ZFs (subject to an ambiguity in scale) in the smaller model that are uwcor- 
related with all the LZFs in the larger model, A MB: with this propetiy must 
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