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Glossar
Akquisition/Erfassung
Oberbegriff f¤ur alle Schritte die notwendig sind, bevor eine Szene durch einen Digital-
rechner analysiert werden kann. Dies umfasst in erster Linie die Aufzeichnung und die
Digitalisierung des aufgezeichneten Bildes.
Verarbeitung
Oberbegriff f¤ur alle Prozesse, welche der Umformung der Bilddaten in eine semantisch
gleich oder h¤oherwertige Form dienen.
Analyse
Die Auswertung bzw. Interpretation der aus dem Bild extrahierten Informationen z. B.
zum Zwecke der automatischen Erkennung von Gesten.
Objekt
Eine begrifich identizierbare reale Instanz, wie z. B. ein Gesicht oder eine Person
bzw. deren zweidimensionale Abbilder.
Region
Kurzform f¤ur Bildregion. Steht f¤ur einen exakt abgegrenzten Bildbereich der die Abbil-
dung von einem oder mehreren ¤uberlappenden realen Objekten enth¤alt.
Detektion
Feststellung, ob sich ein erwartetes Objekt auch tats¤achlich im Bild bendet. In der Re-
gel wird gleichzeitig eine Lokalisierung durchgef¤uhrt, um dessen Position einzugren-
zen.
Lokalisierung
Die Festlegung der Position eines Objektes im Bild z. B. durch Bezug auf dessen Sch-
werpunktskoordinaten. Bei Unsicherheit bez¤uglich der Exaktheit der Position kann eine
rechteckige oder elliptische Region als N¤aherung das Objekt repr¤asentieren. Im Extrem-
fall wird die Randkurve festgelegt, was bereits als Segmentierung gilt.
xvii
GLOSSAR
Segmentierung
Die m¤oglichst exakte Abgrenzung eines einzelnen Objekts oder einer Gruppe von Ob-
jekten vom Bildhintergrund.
Tracking
Die Verfolgung eines oder mehrerer Objekte im Bild unter Ber¤ucksichtigung m¤oglicher
St¤orungen. Typische St¤orungen sind dabei durch die Pr¤asenz anderer zum Teil ¤ahnlicher
Objekte und durch Verdeckungen und ¤Uberlappungen des interessierenden Objekts ge-
geben.
Geste
Einsatz von manuellen Ausdrucksmitteln sowie K¤orper- und Kopfbewegungen zum
Zweck einer non-verbalen Kommunikation mit einer Personen. F¤ur die gestenbasierte
Interaktion mit einem technischen System werden meist nur die manuellen Ausdrucks-
mittel verwendet.
Mimik
Aktivit¤at der Gesichtsbestandteile, wie Augen, Brauen und Lippen, zur Vermittlung von
Informationen f¤ur kommunikative Zwecke.
Geb¤arde
Durch die Kombination von Gestik und Mimik gebildetes Wortelement einer visuell-
gestischen Geb¤ardensprache. Geb¤arden, bei denen die Mimik keine Bedeutung tr¤agt,
lassen sich bez¤uglich der eingesetzten Ausdrucksmittel formal auch als Gesten betrach-
ten.
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Kapitel 1
Einleitung
Der Mensch nutzt die H¤ande nicht nur zur Manipulation seiner Umgebung, sondern auch
um seine Gedanken und Absichten visuell zu vermitteln. Diese im Allgemeinen als Gestik
bekannte Form des Ausdrucks spielt eine bedeutende Rolle in der menschlichen Kommunika-
tion. Gesten bringen zum Beispiel verst¤arkende, erg¤anzende oder redundante Information in
lautsprachliche Unterhaltungen ein. In Form von Geb¤ardensprachen k¤onnen sie die Lautspra-
che sogar vollst¤andig ersetzen.
Seit etwa zwei Jahrzehnten besteht das Interesse an der automatischen computergest¤utzten
Gestenerkennung, aus dem sich mittlerweile ein kontinuierlich wachsendes Forschungsgebiet
entwickelt hat. Ansporn ist der Wunsch nach innovativen Interaktionskonzepten, deren An-
wendungsm¤oglichkeiten vor allem im Bereich der Mensch-Maschine Schnittstelle und der
Geb¤ardenspracherkennung gesehen werden.
So sollen Gestenerkenner entweder eigenst¤andig oder als Teil multimodaler Eingabesyste-
me die Realisierung alternativer Bedienkonzepte f¤ur technische Systeme erm¤oglichen. Moti-
viert ist diese Zielsetzung durch die steigende Komplexit¤at und die Vielfalt der Benutzungs-
schnittstellen, die heutzutage den Alltag in industrialisierten Umgebungen pr¤agen. Eine ergo-
nomische Gestaltung dieser Schnittstellen ist von zunehmender Wichtigkeit, da Effektivit¤at
und Efzienz der Interaktion davon abh¤angen. In der eingabeseitigen Ber¤ucksichtigung der
menschlichen Ausdrucksmittel, zu denen auch die Gestik geh¤ort, wird das Potential f¤ur einen
nat¤urlichen und intuitiven Umgang mit komplexen technischen Systemen vermutet.
Dar¤uber hinaus sollen Gestenerkenner die von den H¤anden einer geh¤orlosen Person vermit-
telten Informationen erfassen und damit die Voraussetzung f¤ur die automatische ¤Ubersetzung
von Geb¤ardensprachen schaffen. Geb¤ardensprachen sind visuell-gestische Sprachen und als
solche das prim¤are Kommunikationsmittel von Geh¤orlosen. Seit der juristischen Anerkennung
der Deutschen Geb¤ardensprache vor wenigen Jahren steigt der Bedarf an ¤Ubersetzern insbe-
sondere in ¤offentlichen ¤Amtern. Menschliche Dolmetscher sind jedoch selten und kostenin-
tensiv, so dass automatische ¤Ubersetzer aus sozial-politischen und wirtschaftlichen Gr¤unden
w¤unschenswert sind.
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1.1 Motivation und Aufgabenstellung
Gesten- und Geb¤ardenerkenner ber¤ucksichtigen beim gegenw¤artigen Entwicklungsstand hau-
pts¤achlich die H¤ande einer Person [PSH97], obwohl im Allgemeinen Kopf- und K¤orperakti-
vit¤aten auch als Gesten gelten und die Mimik ein bedeutsamer Bestandteil von Geb¤arden ist.
Die Erkennung st¤utzt sich dabei auf Form, Position, Stellung und Bewegung der H¤ande, die
unter dem Oberbegriff manuelle Parameter zusammengefasst werden [Hie00]. Ein Teilpro-
blem jedes Gestenerkennungssystems ist daher die Bestimmung der manuellen Parameter. Je
genauer dies geschieht, desto mehr Gesten k¤onnen fehlerfrei unterschieden werden. Abbil-
dung 1.1 zeigt die drei am h¤augsten verwendeten Methoden zur Erfassung charakteristischer
Parameter der H¤ande.
(a) Datenhandschuh der Fir-
ma Immersion Corp.
(b) Videobasiert mit Markierun-
gen nach [Hie00] und [Gro99]
(c) Videobasiert ohne Markie-
rungen
Abbildung 1.1: Ans¤atze zur Aufzeichnung der H¤ande zum Zweck der Gestenerkennung. Nur
Methode (c) ist als nicht-intrusiv einzustufen
Die zuverl¤assigste, exakteste und zugleich auch einfachste M¤oglichkeit zur Bestimmung der
manuellen Parameter bieten Datenhandschuhe. Sie verf¤ugen ¤uber Messvorrichtungen f¤ur die
Gelenkstellungen der einzelnen Finger und Sensoren zur Orientierungs- und Positionserfas-
sung der ganzen Hand. Die Daten gelangen ¤uber eine Verkabelung zu einem Messger¤at. Er-
kennungssysteme mit Datenhandschuhen k¤onnen bislang die beste Unterscheidungsleistung
im Sinne einer hohen Erkennungsrate bei gleichzeitig großem Vokabular aufweisen. So wur-
den bereits Erkennungsraten von bis zu 99,1 % bei 220 Gesten erreicht [MGWW00]. Aller-
dings gelten Datenhandschuhe als unnat¤urlich und einschr¤ankend und sind wegen der hohen
Kosten f¤ur praktische Anwendungen ungeeignet.
¤Ahnlich gute Ergebnisse wie mit Datenhandschuhen sind mit Markierungen an den H¤anden
und Kameras, die diese beobachten, m¤oglich. Im aufgezeichneten Bild kann ein Digitalrech-
ner die Muster der Markierungen mit wenig Aufwand nden. Hienz und Grobel verwenden
beispielsweise farbig kodierte Handschuhe, um die einzelnen Finger zuverl¤assig aus dem Bild
zu extrahieren [Hie00, Gro99]. Damit konnten bis zu 262 Gesten mit 93,3 % Erkennungsrate
unterschieden werden. Das Anlegen der Markierungen ist in Bezug auf die Benutzerfreund-
lichkeit jedoch nachteilig.
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Eine Alternative zu Datenhandschuhen und Markierungen sind nicht-intrusive videobasierte
Verfahren. Die kontaktlose Erfassung der H¤ande mittels einer Kamera schr¤ankt die Bewe-
gungsfreiheit des Benutzers nicht ein und erm¤oglicht es, die Interaktion benutzerfreundlich zu
gestalten. Der Verzicht auf Markierungen als weiteren Ausr¤ustungsgegenstand vereinfacht die
Handhabung zus¤atzlich. Kameras sind mittlerweile sehr preisg¤unstig und haben als Standard-
ausstattung von Mobiltelefonen einen hohen Verbreitungsgrad erreicht. Nach Ausstattung von
Mobiltelefonen mit entsprechender Rechenleistung w¤aren auch mobile Gestenerkennungssys-
teme denkbar.
Bisher entwickelte Systeme f¤ur die nicht-intrusive videobasierte Gestenerkennung erreichen
aber nicht die Vokabulargr¤oße von Ans¤atzen mit Datenhandschuhen oder mit Markierungen.
Das leistungsf¤ahigste Erkennungssystem (98.1 % Erkennungsrate) kann lediglich ein Vokabu-
lar von 40 Gesten unterscheiden [YAT02]. Diese Beschr¤ankung ist eine Folge unzureichender
Verarbeitungsverfahren, die nicht die notwendige Zuverl¤assigkeit bei der Bestimmung der
manuellen Parameter erzielen. Es ist erforderlich, die Abbilder der H¤ande mit Methoden der
Bildverarbeitung von irrelevanten Informationen zu trennen und Merkmale zur Repr¤asentati-
on der manuellen Parameter zu berechnen. Soll die Gr¤oße des Vokabulars gesteigert werden
und gleichzeitig die Erkennungsrate konstant bleiben, so sind die Verarbeitungsmethoden zu
verbessern oder die einzelnen Gesten im Vokabular sorgf¤altig nach Unterscheidbarkeit aus-
zuw¤ahlen. Letzteres ist f¤ur Anwendungen mit deniertem Vokabular, wie etwa die Geb¤arden-
spracherkennung, jedoch nicht m¤oglich. Es besteht somit Bedarf nach geeigneten Methoden,
mit denen die manuellen Parameter aus den Bilddaten in hinreichender Genauigkeit f¤ur die
Unterscheidung gr¤oßerer Vokabulare extrahiert werden k¤onnen. Die L¤osung dieser Aufgabe
ist Gegenstand der vorliegenden Arbeit.
1.2 Nicht-intrusive Erkennung von Gesten und Geb¤arden
Aufgabe eines videobasierten Gestenerkennungssystems ist es, das aufgezeichnete Bildsignal
auszuwerten und anschließend einem bekannten Gestenmodell zuzuordnen. Zur Verarbeitung
in einem Digitalrechner m¤ussen die Bilddaten dabei als Folge digitaler Einzelbilder vorlie-
gen. Diese durchlaufen nacheinander drei Stufen: die Bildverarbeitung, die Merkmalsextrak-
tion und die Klassikation. Abbildung 1.2 bietet einen ¤Uberblick ¤uber die Architektur eines
videobasierten Gestenerkennungssystems.
Zun¤achst muss die Bildverarbeitungsstufe die beiden H¤ande im Bild lokalisieren. Bottom-
Up-Ans¤atze gehen dabei von den Bilddaten aus und abstrahieren diese sukzessive, bis linke
und rechte Hand eingegrenzt und identiziert sind. Bei Top-Down-Ans¤atzen werden zuerst
Hypothesen bez¤uglich der Positionen der H¤ande aufgestellt und danach mit den Bilddaten
veriziert. In der Praxis sind meist Mischformen beider Vorgehensweisen anzutreffen (siehe
[SHB99], Seiten 365 ff.), wobei vorab eine Selektion der Bilddaten nach grundlegenden Ei-
genschaften wie Hautfarb¤ahnlichkeit und Bewegungsintensit¤at erfolgt. Die Merkmalsextrak-
tion berechnet im Anschluss Gr¤oßen zur Repr¤asentation der manuellen Parameter. Anhand
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PSfrag replacements
Bild-
sequenz
Merkmals-
extraktion Klassikation
Erkannte
Geste
Gesten-
modelle
Bildver-
arbeitung
Abbildung 1.2: Architektur eines videobasierten Gestenerkennungssystems
dieser f¤uhrt der Klassikator einen Vergleich mit bekannten Gestenmodellen durch und lie-
fert die am besten ¤ubereinstimmende Geste als Ergebnis.
Ein wesentliches Problem ist, dass die H¤ande schnell und abrupt bewegt werden k¤onnen,
wodurch ihre Bewegung in einer Bildfolge nicht-kontinuierlich und ihr Abbild unscharf er-
scheint. Aufgrund der immensen Formvielfalt und fehlender hervorstechender Eigenschaften
ist die Lokalisierung der H¤ande nicht ohne Weiteres durchf¤uhrbar. Erschwerend kommt hinzu,
dass die linke und die rechte Hand sich in ihrem Erscheinungsbild sehr ¤ahneln und daher kaum
zu unterscheiden sind. Zudem entziehen sich Teile der H¤ande bei gegenseitigen ¤Uberlappun-
gen der direkten Beobachtung. Ebenso k¤onnen ¤Uberlappungen mit dem Gesicht auftreten. Im
letzteren Fall ist die Trennung von Gesicht und H¤anden zur exakten Positions- und Orien-
tierungsbestimmung wegen der hohen Farb¤ahnlichkeit und der damit verbundenen geringen
Kontrastdifferenz kaum m¤oglich. Abbildung 1.3 zeigt beispielhaft zwei ¤Uberlappungsf¤alle.
(a) Hand-Gesichts U¨berlappung (b) Hand-Hand U¨berlappung
Abbildung 1.3: ¤Uberlappungsprobleme bei der Gestenerkennung
Schwierigkeiten bereiten auch Variationen in der Ausf¤uhrung einer Geste. Eine Person kann
eine Geste nicht wiederholt exakt gleich ausf¤uhren, so dass unter anderem die beobachteten
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Ortskoordinaten der H¤ande von Fall zu Fall Abweichungen aufweisen. Die Ausf¤uhrungsvaria-
tionen zwischen verschiedenen Personen sind in der Regel noch st¤arker. Trotzdem muss ein
Erkennungssystem verschiedene Ausf¤uhrungen als Varianten einer Geste erkennen k¤onnen,
was hohe Anspr¤uche an die Klassikation stellt. Ein Teil der Variationen kann zur Vereinfa-
chung bereits durch die Bildverarbeitung ausgeglichen werden. Wenn zum Beispiel der Be-
nutzer seine Position vor der Kamera nicht exakt einh¤alt, so ergeben sich dadurch erhebliche
Schwankungen in den berechneten Merkmalen. Zur Kompensation ist ein Bezugspunkt rela-
tiv zum K¤orper notwendig. Es liegt nahe, daf¤ur die Gesichtsposition zu verwenden, weil das
Gesicht bei menschlichen Unterhaltungen als Blickziel dient. Im Gegensatz zu den H¤anden
bietet das Gesicht zwar charakteristische Anhaltspunkte, wie Augen, Brauen und Lippen, da
diese jedoch im Verlauf einer Geste von den H¤anden verdeckt werden k¤onnen, sind sie f¤ur die
Lokalisierung des Gesichts nur eingeschr¤ankt nutzbar.
F¤ur die L¤osung der Lokalisierungsaufgabe kommen aufgrund der beschriebenen Schwierig-
keiten in der Regel Trackingverfahren zum Einsatz, mit denen die H¤ande und das Gesicht von
einer bekannten oder einfach zu bestimmenden Anfangsposition ausgehend verfolgt werden
k¤onnen. Das Tracking (Verfolgung) umfasst dabei zwei Schritte: die Eingrenzung (Messung)
m¤oglicher Zielobjekte und die Zuordnung der gesuchten Objekte zu diesen. Exakte Messun-
gen sind besonders problematisch, wenn ¤Uberlappungen der H¤ande miteinander oder mit dem
Gesicht stattnden. F¤ur die Zuordnung existieren mehrere m¤ogliche Hypothesen, unter denen
die Richtige durch Anwendung von h¤oherem Wissen, zum Beispiel ¤uber Gesten, K¤orperhal-
tung und Bewegungsdynamik der H¤ande, zu identizieren ist. Sch¤atzverfahren, wie etwa der
Kalman-Filter oder der Mean-Shift Algorithmus, sind n¤utzliche Werkzeuge f¤ur die Schluss-
folgerung ¤uber eine gegebene Zuordnungshypothese. Entspricht die Zuordnung nicht der Rea-
lit¤at, so ist dies eine Fehlzuordnung, die im weiteren Verfolgungsprozess Folgefehler verur-
sacht. Abbildung 1.4 visualisiert verschiedenen Zuordnungshypothesen mit einem einfachen
K¤orpermodell.
Zur Klassikation werden statistische Verfahren ben¤otigt. Diese sind sehr leistungsstark in
Bezug auf die Modellierung und Bewertung von Unsicherheiten, welche die Folge der Va-
riationen in den Eingangsdaten sind. Die Verf¤ugbarkeit von umfangreichem Datenmaterial
mit mehreren Variationen pro Geste ist f¤ur die Erstellung der Modelle sowie f¤ur Test- und
Entwicklungszwecke erforderlich. Die Erkennungsrate f¤ur das gegebene Datenmaterial ist
ein Maß f¤ur die Gesamtleistung des Systems, gibt jedoch nur indirekt Aufschluss ¤uber die
Zuverl¤assigkeit der Bildverarbeitung bzw. der Verfolgungsalgorithmen. F¤ur die objektive Be-
wertung sind Bezugsdaten als Referenz n¤otig, idealerweise in Form von exakten Randkurven
der Abbilder von H¤anden und Gesicht (Segmentierung). Entsprechendes Datenmaterial l¤asst
sich nicht vollautomatisch erstellen und ist auch nicht ¤uber ¤offentliche Quellen verf¤ugbar.
Daher sind auch noch keine standardisierten Kriterien deniert worden, anhand derer die
Verfolgungsverfahren verschiedener Gestenerkennungssysteme ausgewertet und miteinander
verglichen werden k¤onnen.
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Abbildung 1.4: Darstellung der Zuordnungshypothesen zu einer Beobachtung ¤uber ein
K¤orpermodell. Es wird ber¤ucksichtigt, dass die H¤ande eventuell nicht im Bild sind
1.3 Zielsetzung und Gliederung
Ziel der vorliegenden Arbeit ist die Entwicklung eines videobasierten Erkennungssystems
f¤ur die nicht-intrusive Unterscheidung von Einzelgesten aus einer monokularen frontalen Ka-
meraansicht. Gegen¤uber existierenden Systemen wird ein wesentlich gr¤oßeres Vokabular bei
vergleichbarer Erkennungsleistung angestrebt. Dies soll insbesondere durch die Entwicklung
zuverl¤assiger Verfolgungsverfahren zur Lokalisierung der H¤ande und des Gesichts gew¤ahr-
leistet werden.
Als Vokabular f¤ur die experimentelle Auswertung der entwickelten Verfahren liegen die von
Hienz [Hie00] festgelegten 152 Einzelgeb¤arden aus der Deutschen Geb¤ardensprache zugrun-
de. Dadurch ist eine eindeutige und nachvollziehbare Vergleichsbasis gegeben. Die Daten
stellen hohe Anforderungen an die Verfolgungsverfahren, weil alle beschriebenen Probleme
in repr¤asentativer Menge enthalten sind. Zudem sind die Geb¤arden nicht nach m¤oglichst ein-
facher Unterscheidbarkeit zusammengestellt sondern einem allgemein n¤utzlichen Grundwort-
schatz entnommen.
Um sonstige St¤orein¤usse auszuschließen, wird unter denierten Umgebungsbedingungen
und personenabh¤angig entwickelt und getestet. Dennoch besteht nicht die Absicht, die Al-
gorithmen auf diese Bedingungen zu optimieren. Die Funktionalit¤at soll auch bei Verh¤altnis-
sen, die einem realen Szenario entsprechen, noch gew¤ahrleistet sein. Eine weitere Forderung
ist die Echtzeitf¤ahigkeit der entwickelten Verfahren. Die Hauptziele dieser Arbeit lauten im
einzelnen:
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• Entwicklung eines Hand- und Gesichtsverfolgungssystems als Grundlage f¤ur die nicht-
intrusive videobasierte Gestenerkennung.
• Explizite Ber¤ucksichtigung und Behandlung der zu erwartenden Schwierigkeiten und
Vorbereitung f¤ur den mobilen Einsatz mit verschiedenen Benutzern und in wechselnden
Umgebungen.
• Anfertigung einer umfangreichen Datenbasis und experimentelle Bewertung der Ver-
folgungsleistung anhand denierter Maßzahlen.
• Auswahl geeigneter Merkmale zur Repr¤asentation der manuellen Parameter und Ent-
wurf eines statistischen Klassikators f¤ur die Erkennung.
• Ermittlung der Gesamtleistung in Form von Erkennungsexperimenten mit einem Voka-
bular von 152 Geb¤arden aus der Deutschen Geb¤ardensprache.
Die Erf¤ullung der genannten Teilziele ist in den n¤achsten sechs Kapiteln dokumentiert. Das
Kapitel 2 bietet eine allgemeine Einf¤uhrung in die Thematik der Gestenerkennung sowie einen
Einblick in den Stand der Technik. Damit wird das Konzept f¤ur das in dieser Arbeit pr¤asen-
tierte Erkennungssystem begr¤undet. Kapitel 3 geht auf die Verfahren zur Extraktion von re-
levanten Bildbereichen ein, auf denen die Verfolgungsalgorithmen arbeiten. Insbesondere die
Bestimmung von Hautfarbe und Bewegung, sowie die Darstellung der grundlegenden Ver-
arbeitungseinheit sind von Interesse. Kapitel 4 und 5 haben schließlich die Umsetzung der
Verfolgungsverfahren f¤ur das Gesicht bzw. die H¤ande des Benutzers zum Gegenstand. Die
Untersuchungsergebnisse zur Verfolgungsleistung werden am Ende des jeweiligen Kapitels
pr¤asentiert. Kapitel 6 stellt die berechneten Merkmale sowie den verwendeten Klassikator
dar und diskutiert die Erkennungstests zur Bewertung der Gesamtleistung. Die Ergebnisse sol-
len auch Aufschluss ¤uber die Leistungsf¤ahigkeit der Verfolgung geben. Den Abschluss dieser
Arbeit bildet das Kapitel 7 mit einer Zusammenfassung und einem Ausblick.
7
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Kapitel 2
Grundlagen der videobasierten Gesten-
und Geba¨rdenerkennung
Dieses Kapitel beinhaltet die Grundlagen der videobasierten Gesten- und Geb¤ardenerken-
nung. Zun¤achst wird im Kontext der menschlichen Kommunikation und anhand von An-
wendungsbeispielen f¤ur die automatische Gestenerkennung eine Begriffskl¤arung vorgenom-
men. Im Anschluss soll die Betrachtung von Gesten und Geb¤arden deren Gemeinsamkeiten
bez¤uglich der Ausdrucksmittel verdeutlichen. Danach wird die Leistungsf¤ahigkeit existieren-
der videobasierter Gestenerkenner diskutiert, was vor allem die Vorteile und Schwierigkei-
ten nicht-intrusiver Ans¤atze verdeutlicht. Abschließend f¤uhrt die Abw¤agung der St¤arken und
Schw¤achen verschiedener Methoden zur Lokalisierung der H¤ande durch Verfolgung zu einem
Konzept f¤ur ein nicht-intrusives videobasiertes Gestenerkennungssystem.
2.1 Kommunikation ¤uber Gesten und Geb¤arden
Als Gesten werden im Allgemeinen alle zu kommunikativen Zwecken eingesetzten Bewegun-
gen von H¤anden, Kopf und K¤orper bezeichnet. Da die H¤ande aufgrund ihrer Bewegungsfrei-
heit weitaus mehr M¤oglichkeiten f¤ur eine nicht-verbale Verst¤andigung bieten als der Rest des
K¤orpers, gilt der Begriff auch oft als Synonym f¤ur die Bewegung nur der H¤ande. Dem Kopf
 genauer gesagt dem Gesicht  kommt aber zumindest als Bezugspunkt bei Unterhaltungen
stets eine besondere Bedeutung zu.
Die Erforschung der menschlichen Gestik erfolgt meist im Zusammenhang mit der sprach-
lichen Kommunikation (siehe [McN92], [ASW95] und [MC99]). Ziel ist zum einen, durch
Beobachtung von lautsprachlichen Unterhaltungen die Funktion der Gestik zu ermitteln; zum
anderen sollen die Eigenschaften von Geb¤ardensprachen als visuell-gestisches Kommunika-
tionsmittel geh¤orloser Menschen untersucht werden. Sprachwissenschaftler behaupten, dass
die Gestik die urspr¤ungliche Form der Verst¤andigung war und wesentlichen Einuss auf die
Entwicklung der verschiedenen Sprachen hatte [McN00].
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H¤aug wird Gestikulieren mit Geb¤arden gleichgesetzt, weil beide Vorg¤ange, bedingt durch
die Gemeinsamkeiten bei den eingesetzten Ausdrucksmitteln, ¤ahnlich aussehen. Trotz unter-
schiedlicher Zwecke und eindeutiger Unterscheidungsmerkmale existieren tats¤achlich identi-
sche Gesten und Geb¤arden. Abbildung 2.1 zeigt die Phasen einer Geste, die das Verb

essen
darstellt und ebenso als Geb¤arde in der Deutschen Geb¤ardensprache (DGS) vorkommt.
Abbildung 2.1: Phasen der Geste und DGS-Geb¤arde f¤ur den Begriff

essen
2.1.1 Gesten und Gestenerkennung
Gesten werden am h¤augsten in Kombination mit Lautsprachen und in der Regel spontan ver-
wendet. Daher heist diese Art der Gestik auch spontane Gestik. Sie liefert redundante oder
komplement¤are Informationen zu einem gesprochenen Satz oder ersetzt einzelne W¤orter dar-
in. Innerhalb eines sozialen Gef¤uges und teilweise auch ¤uber Sprachgrenzen hinweg herrscht
ein gewisser Konsens bez¤uglich der Bedeutung einiger Gesten. Es liegen der spontanen Ges-
tik jedoch keine formellen Vorschriften zugrunde, die zuvor erlernt werden m¤ussten. McNeill
identiziert verschiedene Arten von spontanen Gesten, die unterschiedliche Aufgaben erf¤ullen
[McN92]:
• Taktgesten (Beats), steuern bei Unterhaltungen die Aufmerksamkeit des Kommunika-
tionspartners, verst¤arken den Sprachrhythmus und heben wichtige ¤Außerungen hervor.
Es handelt sich dabei um willk¤urliche Handbewegungen, meist in vertikaler Richtung.
Koha¨sive Gesten (Cohesives) sind Sonderformen die dazu dienen, disjunkte aber lo-
gisch zusammen geh¤orende Aussagen zu markieren.
• Ikonische und methaporische Gesten (Iconics bzw. Metaphorics) sind bildhaft und ha-
ben eine enge formelle Beziehung zum semantischen Inhalt des Gesprochenen. Un-
terschiede bestehen darin, dass Iconics sich auf konkrete Objekte oder Ereignisse be-
ziehen, w¤ahrend Metaphorics abstrakte Konzepte darstellen. So kann zum Beispiel
eine Kippbewegung des Unterarms einen umfallenden Baum ikonisch symbolisieren,
w¤ahrend der Begriff f¤ur Gr¤oße metaphorisch durch zwei entfernt gegen¤uber liegende
offene Hand¤achen veranschaulicht wird.
• Zeigegesten (Deictics) referenzieren konkrete oder gedachte Objekte. Hierzu wird die
Hand oder der gestreckte Zeigenger auf das betreffende Objekt gerichtet.
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Die automatische Erkennung spontaner Gesten gilt als schwer realisierbar, weil ihre Aus-
f¤uhrung sehr unterschiedlich sein kann. Bez¤uglich der Variabilit¤at einer Geste sind der ak-
tuelle Gespr¤achskontext sowie der kulturelle Hintergrund und der Bildungsstand der gesti-
kulierenden Person wesentliche Einussfaktoren, die nicht in vollem Umfang bekannt sind.
Oft erschließt sich dem Beobachter die Bedeutung einer Geste erst nach Ber¤ucksichtigung
der vollst¤andigen sprachlichen Aussage. Nur f¤ur ein thematisch stark beschr¤anktes Anwen-
dungsgebiet l¤asst sich ein Regelwerk denieren, dass als Grundlage f¤ur den Entwurf eines
Erkennungssystems dienen kann. Ein Beispiel daf¤ur stammt von Sharma et al. [SCC+00]. Sie
analysieren die Gesten von Wetternachrichtenmoderatoren unter Einbeziehung eines Spra-
cherkenners. Es werden lediglich drei Gesten ber¤ucksichtigt, welche der Moderator zum An-
zeigen von Punkten, Konturen oder Fl¤achen auf einer Wetterkarte braucht. Abgesehen da-
von ist bisher nur der Versuch bekannt, die Gestikulationsphasen in sprachlich vorgetragenen
Erz¤ahlungen bei Versuchspersonen zu ermitteln [WBC96], ohne jedoch die Bedeutung der
Gestik zu analysieren.
Neben der spontanen lautsprachbegleitenden Gestik existieren einige denierte autonome
Gestenmengen, die von der Lautsprache unabh¤angig sind. Diese gestatten in Umgebungen, in
denen eine lautsprachliche Unterhaltung unerw¤unscht ist oder zu Missverst¤andnissen f¤uhren
kann, ersatzweise eine rudiment¤are Verst¤andigung. Demzufolge muss ein Gestenvokabular
mit vorgegebenen eindeutigen Bedeutungen und auch Regeln f¤ur die Verwendung oder Kom-
bination der Gesten festgelegt sein. Der thematische Umfang bleibt normalerweise einge-
schr¤ankt, so dass das Erlernen zwar einfach ist, eine themen¤ubergreifende Kommunikation
jedoch nicht im Rahmen der M¤oglichkeiten liegt. An B¤orsenmarktpl¤atzen weltweit sind bei-
spielsweise wegen des hohen Schallpegels Gestencodes zur Absprache vereinbart. Das Milit¤ar
deniert Gesten f¤ur den Kampfeinsatz, um bei Sichtkontakt auf akustische Kommandos ver-
zichten zu k¤onnen.
Die Kenntnis der ausf¤uhrbaren Gesten und der zugeh¤origen Benutzungsregeln ist f¤ur den
Entwurf von Gestenerkennungssystemen hilfreich. Es existieren viele Beispielanwendungen.
M¤uller et al. arbeiten an der Erkennung von zw¤olf Gesten, die zur Instruktion von Kranf¤uhrern
gedacht sind [MER00]. Eine Gruppe um D. Becker am M.I.T. besch¤aftigt sich mit der Erken-
nung ausgew¤ahlter gesten¤ahnlicher Handbewegungen der K¤orperbeherrschungskunst

T’ai
Chi. Angewandt wird dies in einem Lernsystem als Besch¤aftigungstherapie f¤ur Krebspatien-
ten [CBA+96, Bec97].
F¤ur gestenbasierte Mensch-Maschine Schnittstellen ist es ¤ublich Handzeichen zu denieren
und diesen eine Funktion zuzuordnen. Obwohl das allgemeine Verst¤andnis von Gesten die
M¤oglichkeit einer Mensch-Maschine Kommunikation nicht einschließt, werden die Hand-
zeichen ebenfalls als Gesten bezeichnet, da sie einen kommunikativen Zweck erf¤ullen. Ei-
ne h¤aug zu ndende Anwendung ist die Steuerung von mobilen Robotern mit vereinbarten
Gesten [TvdM98, BBBC98, KHB96]. Dadurch sollen Fernsteuerungen und Spracherkenner
¤uber¤ussig werden. Freeman et al. von der Firma Mitsubishi [FW95] stellen sich eine Gesten-
steuerung als Ersatz f¤ur die Fernbedienung von Fernsehapparaten vor. Die Entwickler haben
grunds¤atzlich die Freiheit, die Gesten nach m¤oglichst guter Unterscheidbarkeit festzulegen.
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Oft k¤onnen die Bildverarbeitungsalgorithmen dann einfach gehalten werden.
2.1.2 Geba¨rden und Geba¨rdenerkennung
Geb¤ardensprachen sind visuell-gestische Sprachen, mit denen sich geh¤orlose Menschen un-
tereinander verst¤andigen. Sie entwickeln sich innerhalb von Geh¤orlosengemeinden ebenso
nat¤urlich wie Lautsprachen unter H¤orenden und weisen daher ¤ahnliche Eigent¤umlichkeiten
auf. Es existieren regionenabh¤angige Dialekte und nationale Auspr¤agungen, wie die Deutsche
Geba¨rdensprache (DGS) und die American Sign Language (ASL). In Industriel¤andern l¤asst
sich eine starke Tendenz zur ofziellen Anerkennung von Geb¤ardensprachen feststellen. Da
meist nur ein geringer Anteil der Bev¤olkerung geh¤orlos ist  in Deutschland nur 0.2% , n-
den sich nur wenige H¤orende, die am Erlernen der Geb¤ardensprache interessiert sind. Dies
hat negative Auswirkungen auf die Kommunikation zwischen Geh¤orlosen und H¤orenden und
bringt Integrationsprobleme mit sich.
Die elementaren Bestandteile der Geb¤ardensprache sind die Einzelgeb¤arden, die eine ein-
deutig zugeordnete Bedeutung besitzen. Viele der Geb¤arden werden ausschließlich durch die
H¤ande gebildet und gen¤ugen damit der Denition einer Geste. Von Gesten unterscheiden sie
sich aber dadurch, dass bei einigen Geb¤arden auch die Mimik als Ausdrucksmittel ¤uber die
Bedeutung entscheidet. Außerdem existiert neben dem Vokabular eine komplexe Gramma-
tik. Wie in der Lautsprache wird kontinuierlich gesprochen, wobei die Zusammenf¤ugung der
Geb¤arden zu S¤atzen durch eine Syntax geregelt ist.
Da Geb¤ardensprachen nicht vollst¤andig erforscht sind, bestehen auch Unklarheiten in Be-
zug auf die Entstehung der einzelnen Geb¤arden. Braem gibt zumindest eine Einteilung von
Geb¤arden gem¤aß ihrer Bildhaftigkeit an, wonach die folgenden Kategorien existieren [Bra95]:
• Transparente Geb¤arden sind aufgrund ihrer Ikonizit¤at selbst f¤ur jemanden einsichtig,
der sich nicht mit der Geb¤ardensprache auskennt. H¤orende k¤onnen die Bedeutung vieler
transparenter Geb¤arden aus ihrer Erfahrung bez¤uglich der spontanen Gestik erschließen.
Ein Beispiel daf¤ur ist die in Abbildung 2.1 dargestellte Geb¤arde

essen, die in dieser
Form auch als Geste verwendet wird.
• Halbtransparente Geb¤arden sind ohne Vorwissen nicht zu erraten. Der Zusammenhang
zwischen der Geb¤arde und Ihrer Bedeutung ist aber verst¤andlich, sobald die Bedeutung
bekannt gegeben wird.
• Nicht-transparente Geb¤arden erf¤ullen keine der zwei zuvor genannten Bedingungen.
Ihre Bedeutung l¤asst sich nicht erraten und auch nicht ohne Weiteres nachvollziehen.
F¤ur die Erkennung von Geb¤ardensprachen gibt es viele Beispiele in der Literatur. Sie sind
allesamt durch den Gedanken motiviert, ¤Ubersetzungssysteme oder geb¤ardenbasierte Bedie-
nungsschnittstellen f¤ur Geh¤orlose zu entwickeln. Dabei kommen meist Methoden zum Ein-
satz, die zuvor in der Lautspracherkennung erfolgreich angewendet werden konnten, wie et-
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wa statistische Sprachmodelle oder Verfahren zur kontinuierlichen Verarbeitung von S¤atzen
[RJ93, ST95, You96].
Beispiele f¤ur die videobasierte Erkennung von Einzelgeb¤arden bieten [CW95], [Gro99] und
[YAT02]. Die Anwendung als Eingabeschnittstelle eines Informationsterminals ist in [AC02]
beschrieben. Der Problematik der Erkennung kontinuierlicher Geb¤ardens¤atze mit Sprachmo-
dellen widmen sich [SP95, SWP98], [VM97] und [Hie00]. Gemeinsam ist allen genannten
Arbeiten, dass ausschließlich die H¤ande als Ausdrucksmittel ber¤ucksichtigt werden. Insofern
lassen sich die Erkennungssysteme auch als Gestenerkenner betrachten.
Die Ber¤ucksichtigung der f¤ur die Geb¤ardensprache wichtigen Mimik ist angedacht, jedoch
bisher nicht realisiert worden [ACB00]. F¤ur dieses Ziel bieten Videokameras gegen¤uber alter-
nativen Eingabeger¤aten, wie etwa Datenhandschuhen [Bra96, LO98, ST00, MGWW00], den
entscheidenden Vorteil, dass sie neben den H¤anden gleichzeitig auch das Gesicht erfassen.
2.2 Manuelle Ausdrucksmittel von Gesten und Geb¤arden
Die Verst¤andigung mit Gesten und Geb¤arden l¤auft ¤uber den visuellen Informationskanal des
Menschen ab. Form, Stellung, Position und Bewegung der H¤ande sind dabei die eingesetzten
manuellen Ausdrucksmittel. Als nicht-manuelle Ausdrucksmittel werden Kopf- und K¤orper-
haltung sowie Gesichtsausdruck, Blickrichtung und Mundform bezeichnet. Die ver¤anderli-
chen Eigenschaften dieser Parameter nimmt ein Beobachter visuell auf, um sie schließlich
zu interpretieren. Die Erkennung bzw. Unterscheidung verschiedener Gesten und Geb¤arden
kann dabei von einem oder mehreren Parametern abh¤angig sein. Tabelle 2.1 listet die visu-
ellen Ausdrucksmittel des Menschen auf und ordnet diese den Gesten und Geb¤arden zu. Der
Vollst¤andigkeit halber ist auch die Mimik enthalten.
Tabelle 2.1: Visuelle Ausdrucksmittel des Menschen
Gestik Mimik Geba¨rden
Manuelle
Ausdrucksmittel
Handform  
Handstellung  
Handposition  
Handbewegung  
Nicht-manuelle
Ausdrucksmittel
Kopfhaltung  
Ko¨rperhaltung  
Gesichtsausdruck  
Blickrichtung  
Mundform  
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Die Tabelle macht Gemeinsamkeiten und Differenzen zwischen Gesten und Geb¤arden deut-
lich, wonach die Verwendung der Mimik das einzige Unterscheidungsmerkmal bez¤uglich
der genutzten Ausdrucksmittel ist. Beim gegenw¤artigen Stand der Technik ber¤ucksichtigen
Gesten- und Geb¤ardenerkenner ohnehin nur die H¤ande, weil diese als Hauptinformations-
tr¤ager auftreten. Die Erfassung der H¤ande und die Beschreibung der manuellen Parameter
macht deswegen einen Großteil des Forschungsaufwands im Themengebiet der Gesten- und
Geb¤ardenerkennung aus. Die manuellen Parameter werden im Folgenden noch n¤aher erl¤autert.
Der Begriff Gestik steht fortan auch f¤ur diejenigen Geb¤arden, die ausschließlich gestisch In-
formationen vermitteln.
2.2.1 Die Handform
Die Form einer Hand ist deniert durch die Stellung der Finger- und Daumengelenke, die
anatomisch bedingt ein oder zwei Beweglichkeitsebenen haben. Insgesamt ergeben sich 29
Freiheitsgrade bez¤uglich der Gelenkkonguration. Allerdings ist dies ein theoretischer Wert,
denn einige Gelenke nahe dem Handansatz sind durch das umgebende Gewebe sehr stark ein-
geschr¤ankt und k¤onnen nur eine Beugung des Handr¤uckens bewirken. Reduziert man diese
Beugung auf einen Freiheitsgrad, so verbleiben insgesamt 22 Freiheitsgrade. Die Gelenkwin-
kel einer gesunden Hand k¤onnen aus eigener Kraft in einem festen Wertebereiche variabel
verstellt werden. Dar¤uber hinaus ist durch externe Kr¤afte eine ¤Uberdehnung mit steigender
Verletzungsgefahr m¤oglich. In der Regel wirkt sich die Bewegung eines Fingers unmittelbar
auf die benachbarten Finger aus.
Die hohe Zahl an Freiheitsgraden und die Flexionsm¤oglichkeiten der Gelenke gestatten es,
eine Vielzahl von deutlich verschiedenen Handformen zu bilden. Diese k¤onnen je nach aus-
gef¤uhrter Geste einen Bedeutungsunterschied bewirken. Abbildung 2.2 stellt zwei DGS-Ge-
b¤arden gegen¤uber, die sich nur in der Handform unterscheiden. Man spricht in diesem Fall
von Minimalpaaren.
(a) ”trinken“ (b) ”Bier“
Abbildung 2.2: Bedeutungsunterscheidung durch die Handform am Beispiel der DGS-
Geb¤arden f¤ur

trinken und

Bier
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2.2.2 Die Handstellung
Die Handstellung ist die Hauptorientierung der Hand, welche durch die Beugung von Hand-,
Arm- und Schultergelenk zustande kommt. Sie ist durch einen Azimutwinkel, einen Erhe-
bungswinkel und einen Drehwinkel relativ zum Unterarm festgelegt und besitzt somit drei
Freiheitsgrade. Bei lautsprachlichen Unterhaltungen kann ¤uber die Handstellung eine grobe
Richtungsangabe, wie

horizontal,

vertikal oder

diagonal, gestisch eingebracht werden.
Einige Gesten haben abh¤angig von der Handstellung v¤ollig unterschiedliche Bedeutungen,
wie Abbildung 2.3 an einem Beispiel zeigt.
(a) ”Regen“ (b) ”wieviel“
Abbildung 2.3: Bedeutungsunterscheidung durch die Handstellung am Beispiel der DGS-
Geb¤arden f¤ur

Regen und

wieviel
2.2.3 Die Handposition
Die Handposition kann den drei Raumdimensionen entsprechend in drei Freiheitsgraden va-
riieren. Die maximale Reichweite von der Schulter aus ist dabei durch die Arml¤ange und
die Gelenke festgelegt. Der gesamte Bewegungsraum wird jedoch nicht genutzt, weil da-
durch sehr unbequeme K¤orperhaltungen zustande kommen k¤onnen. Bei Unterhaltungen zwei-
er Menschen ist es ¤ublich, Blickkontakt zu halten, und die H¤ande nur aus dem peripheren
Blickfeld zu beachten. Die H¤ande benden sich daher vorwiegend in einem beschr¤ankten Be-
reich, der einen Durchmesser von etwa einer Arml¤ange hat und dessen Zentrum in Brusth¤ohe
mittig unter dem Gesicht liegt. Dieser Bereich heißt Gestenraum.
Der Gestenraum wird in der Regel nicht gleichm¤aßig ausgenutzt. Die H¤ande nehmen, ab-
h¤angig vom Kontext, bestimmte Positionen h¤auger ein. F¤ur die Bedeutung einiger Gesten
ist die Einhaltung einer vorgegebenen Ausf¤uhrungsstelle relativ zum K¤orper, z. B. am Ohr
oder am Mund, erforderlich (siehe Abbildung 2.4). F¤ur andere wiederum ist die Ausf¤uhrungs-
stelle nicht entscheidend. Dennoch wird in diesem Fall die Geste nicht an einer zuf¤alligen
Position im Gestenraum ausgef¤uhrt. Ist die Distanz zwischen zwei Personen gering, so ist
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die bequemste K¤orperhaltung  mit den H¤anden in Brusth¤ohe unterhalb der Schultern  auch
die wahrscheinlichste. Sind hingegen gr¤oßere Distanzen zwischen den Kommunikationspart-
nern zu ¤uberbr¤ucken, so k¤onnen die H¤ande aus R¤ucksicht auf die Wahrnehmbarkeit oberhalb
oder seitlich entfernt vom Gesicht sein. Oft wird dann die Bewegung verst¤arkt und bewusst
auf Details, wie etwa die Handform, verzichtet. In der Geb¤ardensprache hat derart deutliches
Gestikulieren eine ¤ahnliche Funktion wie lautes Sprechen.
(a) ”Mutter“ (b) ”Polizei“
Abbildung 2.4: Bedeutungsunterscheidung durch die Handposition relativ zum Gesicht am
Beispiel der DGS-Geb¤arden f¤ur

Polizei und

Mutter
2.2.4 Die Handbewegung
Die Bewegung der Hand entspricht der zeitlichen ¤Anderung der drei zuvor genannten Pa-
rameter. Am wichtigsten ist dabei die Folge der Positionen, die nacheinander eingenommen
werden. Diese denieren die Grundbewegung einer Geste, w¤ahrend die ¤Anderungen von Stel-
lung und Form nur die Handdetails betreffen.
Die Grundbewegungen k¤onnen kreisf¤ormig, bogenf¤ormig, geradlinig, spiralf¤ormig usw. sein.
Bei einh¤andigen Gesten ist nur die Vorzugshand  die sogenannte dominante Hand  aktiv,
w¤ahrend die nicht-dominante Hand still steht. Bei zweih¤andigen Gesten f¤uhrt die zweite Hand
oft dieselbe oder die entgegengesetzte Grundbewegung durch. In einigen F¤allen ist die zweite
Hand an der Ausf¤uhrungsstelle statisch.
Bei schnellen Grundbewegungen darf die ¤Anderung der Handdetails nicht wichtig sein, weil
diese wegen der Tr¤agheit des menschlichen Sehapparats schwieriger zu sehen sind. Wenn
also die Handdetails ¤uber die Bedeutung der Geste entscheiden, so muss die Grundbewegung
zumindest abschnittsweise langsam ausgef¤uhrt werden [Que95].
Der zeitliche Ablauf einer Geste oder einer Folge von Gesten besteht aus drei Phasen: die Vor-
bereitung, die Ausf¤uhrung und die R¤uckf¤uhrung (Preparation, Stroke, Retraction [McN92]).
Vor einer Geste sind die H¤ande an den Ruhepositionen, z. B. seitlich am K¤orper, vor den Ober-
schenkeln oder zusammengefaltet vor dem Oberk¤orper. Die Vorbereitungsphase entspricht im
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wesentlichen der ¤Uberf¤uhrung der H¤ande aus den Ruhepositionen an die Ausf¤uhrungsstelle.
Es folgt die eigentliche Ausf¤uhrung und schließlich die R¤uckf¤uhrung zu den Ruhepositionen.
Vorbereitung und R¤uckf¤uhrung sind f¤ur die Bedeutung einer Geste unbedeutend. Abbildung
2.5 zeigt die Ausf¤uhrungsphasen einer Geste.
(a) Vorbereitung (b) Ausfu¨hrung (c) Ausfu¨hrung (d) Ru¨ckfu¨hrung
Abbildung 2.5: Bewegungsphasen einer zweih¤andigen Geste. Die Grundbewegungen der
H¤ande sind geradlinig und entgegengesetzt. Die Handdetails ¤andern sich dabei nicht
Die kontinuierliche Ausf¤uhrung mehrerer aufeinander folgender Gesten bewirkt, dass diese
unmittelbar ineinander ¤ubergehen. Vorbereitung und R¤uckf¤uhrung entfallen dazwischen. Da
somit der Anfang und das Ende einer eingeschlossenen Geste von der vorhergehenden und
nachfolgenden beeinusst wird, ¤andert sich auch das Erscheinungsbild in Abh¤angigkeit da-
von. Dieser als Koartikulation bezeichnete Effekt tritt in allen Sprachen bei der Satzbildung
auf und ist somit bei der Geb¤ardenspracherkennung zu beachten. Koartikulationseffekte wer-
den in dieser Arbeit jedoch nicht ber¤ucksichtigt.
2.3 Leistungsf¤ahigkeit videobasierter Gestenerkennungssys-
teme
Von Gestenerkennungssystemen, die videobasiert genauso gut und auch unter den selben Be-
dingungen erkennen k¤onnen wie ein menschlicher Beobachter, ist die Entwicklung noch weit
entfernt. Es ist zwar kein explizit formuliertes Ziel die Erkennungsleistung des Menschen zu
erreichen, jedoch wird diese Vorstellung generell als Ideal betrachtet. In dieser Hinsicht w¤are
es sinnvoll, die perzeptorischen und informatorischen Vorg¤ange im menschlichen Sehapparat
nachzubilden. Bisherige Erkenntnisse dar¤uber [Gol97, Pal99] lassen aber noch keine Nach-
bildung zu.
Die gew¤ahlten Ans¤atze f¤ur die videobasierte Gestenerkennung sind stets pragmatischer Natur
und setzen die G¤ultigkeit gewisser Annahmen voraus. Diese Annahmen bed¤urfen einer be-
sonderen Erw¤ahnung, weil sie Schwierigkeiten eliminieren sollen, die ein menschlicher Be-
obachter nicht unmittelbar als solche erkennt. Starker Schattenwurf, zu helle oder zu dunkle
Beleuchtung sowie komplexe Bildhintergr¤unde sind nur einige Beispiele. Die Behandlung
solcher Schwierigkeiten w¤urde im Vergleich zum Kernproblem der Gestenerkennung verh¤alt-
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nism¤aßig viel Aufwand erfordern. Moeslund und Granum geben in ihrer ¤Ubersicht zur vi-
deobasierten Analyse menschlicher Bewegungen eine Tabelle mit den ¤ublichen Annahmen
an [MG01]. Mit ¤Anderungen ist sie auch f¤ur die videobasierte Gestenerkennung g¤ultig (siehe
Tabelle 2.2).
Tabelle 2.2: ¤Ubliche Annahmen f¤ur videobasierte Gestenerkennungssysteme
Annahmen zur Interaktion
I-1 Benutzer bleibt im Arbeitsbereich
I-2 Gesicht bleibt der Kamera zugewandt
I-3 Anfangshaltung ist vorgegeben
I-4 Bewegungen sind langsam und kontinuierlich
I-5 Ha¨nde bleiben durchgehend im Bild
Annahmen zur Aufzeichnung Annahmen zum Benutzer
A-1 Keine Kamerabewegung B-1 Kleidungstyp ist vorgegeben
A-2 Konstante Beleuchtung B-2 Kleidungsfarbe ist vorgegeben
A-3 Benutzer mittig im Bild B-3 Benutzer ist bekannt
A-4 Sto¨rungsfreier Hintergrund B-4 Benutzer ist alleine im Bild
A-5 Uniformer Hintergrund B-5 Benutzer tra¨gt Markierungen
Die Annahmen betreffen die Interaktion (Gestikulation), die Aufzeichnung und den Benutzer.
Die Bedingungen eins bis drei jeder Kategorie sind mittlerweile so gel¤aug, dass sie selten
explizit erw¤ahnt werden. So ist es ¤ublich, dass der Benutzer im Arbeitsbereich (Bild) bleibt,
der Kamera stets zugewandt ist und mit einer bequemen Anfangshaltung beginnt. Die Kame-
ra ist dabei mittig und statisch auf den Benutzer gerichtet und es besteht ein ausreichendes
Beleuchtungsniveau. Vorgaben f¤ur Kleidungstyp- und Farbe h¤angen davon ab, ob Markie-
rungen eingesetzt werden. Ist dies der Fall, so sind bestimmte Farben f¤ur die Markierungen
reserviert und d¤urfen nicht in der Kleidung vorkommen. Andernfalls ist lang¤armlige Kleidung
mit geschlossenem Halsausschnitt erforderlich. Der Benutzer wird in der Regel als bekannt
vorausgesetzt.
Existierende videobasierte Gestenerkennungssysteme arbeiten unter mindestens einer der zu-
vor genannten Annahmen aus jeder Kategorie und haben dabei ein Verarbeitungsschema, das
dem in Abbildung 1.2 entspricht. Das bedeutet, sie verf¤ugen ¤uber die drei Verarbeitungsstu-
fen Bildverarbeitung, Merkmalsextraktion und Klassikation, in denen sich die wesentlichen
Unterscheidungsmerkmale nden lassen.
Viele Gestenerkennungssysteme nutzen ganzheitliche (Holistic) Bildverarbeitungsans¤atze. Da-
bei wird ein Bild als ganzes untersucht ohne den Inhalt semantisch n¤aher zu analysieren. Es
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wird also nicht explizit festgestellt, wo das Gesicht liegt und wo sich die H¤ande benden.
Folglich ist f¤ur die Merkmalsextraktion prinzipiell nicht differenzierbar, ob die betrachtete
Information von der beobachteten Person oder von einer St¤orung im Bildhintergrund stammt.
Ganzheitliche Ans¤atze sind einfach zu realisieren und dementsprechend verbreitet. Allerdings
haben sie zwei erhebliche Nachteile. Aufgrund der fehlenden semantischen Analyse kann ei-
ne Vielzahl prinzipiell deutlich verschiedener Gesten, z. B. einh¤andige und zweih¤andige Ges-
ten, nicht differenziert werden. Der ganzheitliche Ansatz ist zudem nicht sensibel genug f¤ur
Handdetails, weil die Hand nur einen geringen Anteil am gesamten Bildinhalt hat. Bisher
konnten Erkennungssysteme mit ganzheitlichen Ans¤atzen nur kleine Vokabulare zwischen
einer [NSO96] und 24 [RKE98] Gesten mit maximal 92,9 % erkennen. Außerdem k¤onnen
einige Systeme nur einh¤andige Gesten [NSO96, MG98] oder Gesten mit weitl¤augen Bewe-
gungen erkennen [CT98, KH98, RKE98, BD01]. Ganzheitliche Ans¤atze sind f¤ur die L¤osung
des in dieser Arbeit gegebenen Problems ungeeignet.
Die Erkennung gr¤oßerer Gestenmengen setzt voraus, dass im Bild zuerst die interessierenden
Objekte identiziert werden. Es lassen sich dann Merkmale getrennt nach rechter und linker
Hand berechnen. Falls die Gesten nur minimal verschiedenen sind, so ist es m¤oglich die Ab-
bilder gezielt einer n¤aheren Untersuchung zu unterziehen, um die Unterschiede festzustellen.
Die Tabelle 2.3 listet die Arbeiten auf, bei denen mindestens 40 Gesten videobasiert unter-
schieden werden. Die Aufzeichnung der H¤ande erfolgt teilweise nicht-intrusiv und teilwei-
se mit Unterst¤utzung von farbig markierten Handschuhen. Die Erkennungssysteme werden
bez¤uglich ihrer Eigenschaften und Leistungsf¤ahigkeit einander gegen¤uber gestellt.
Tabelle 2.3: Gegen¤uberstellung von videobasierten Gestenerkennungssystemen, die ein Voka-
bular von mindestens 40 Gesten unterscheiden k¤onnen
Grobel
[Gro99]
Hienz
[Hie00]
Starner et al.
[SWP98]
Yang et al.
[YAT02]
Aufzeichnung farbige Marker farbige Marker nicht-intrusiv nicht-intrusiv
Auflo¨sung 768×288 768×576 320×240 160×120
Bildrate 10–15 fps1 10–15 fps 10 fps 30 fps
Merkmale 34 34 16 variabel
Klassifikation HMM2 HMM HMM KNN3
Erkennung Isoliert Kontinuierlich Kontinuierlich Isoliert
Vokabular 262 (43) 152 (52) 40 40
Variationen Ja Ja Ja Nein
Leistung 93,3% (97,2%) 91,1% (95,4%) 91,9% 98,1%
1frames per second (Bilder/Sekunde) 2Hidden Markov Modelle 3ku¨nstliches neuronales Netz
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Die verglichenen Erkennungssysteme weisen einige Gemeinsamkeiten auf. Das Anwendungs-
gebiet ist die Geb¤ardenspracherkennung, wobei die gew¤ahlten Geb¤arden ausschließlich die
manuellen Ausdrucksmittel einsetzen. Es wird nur eine frontal auf den Benutzer gerichtete
statische Kameraansicht verwendet, in der die Testperson durchgehend alleine und mit dem
Gesicht der Kamera zugewendet zu sehen ist. Die Beleuchtungsverh¤altnisse bleiben konstant
und die Bekleidung muss lang¤armlig sein. Experimentelle Ergebnisse zur Erkennungsleistung
sind nur f¤ur den personenabh¤angigen Fall verf¤ugbar.
Sowohl Grobel als auch Hienz verwenden farbige Markierungen zur Extraktion der H¤ande.
Die Markierungen sind auf Baumwollhandschuhen aufgemalt, wobei an der dominanten Hand
die Handinnen¤ache, der Handr¤ucken und das Handgelenk sowie alle Finger unterschiedliche
Farben aufweisen. Die hohe Anzahl an reservierten Farben schr¤ankt den restlichen Bildin-
halt stark ein. Daher tr¤agt die Versuchsperson schwarze Kleidung und steht vor einer weißen
Wand. Starner und Yang bevorzugen einen nicht-intrusiven Ansatz und orientieren sich zur
Aufndung der H¤ande an der Hautfarbe des Benutzers. An Kleidung und Bildhintergrund
muss lediglich die Bedingung gestellt werden, dass diese keine dem Hautfarbton der Ver-
suchsperson ¤ahnlichen Farben aufweisen. Das System von Starner funktioniert auch vor einem
nicht-uniformen Bildhintergrund.
Unabh¤angig von der Art der Aufndung der H¤ande werden einfache, leicht zu interpretieren-
de Merkmale berechnet. Die Positionskoordinaten sind die Hauptmerkmale, die alle Erken-
nungssysteme verwenden. Starner nutzt dar¤uber hinaus auch die Geschwindigkeiten, Orien-
tierungen, Fl¤achen sowie zwei Formmerkmale der H¤ande. Grobel und Hienz k¤onnen wegen
der farbigen Markierungen zudem Merkmale berechnen, welche die r¤aumlichen Beziehungen
der Finger zueinander beschreiben.
Die Klassikation wird ¤uberwiegend mit Hidden Markov Modellen (HMM) durchgef¤uhrt.
HMMs haben sich zuvor in der Spracherkennung bew¤ahrt, weil sie Variationen der Eingangs-
daten durch statistische Mittel behandeln k¤onnen. Dementsprechend ist es ¤ublich, die Erken-
nungsleistung ¤uber mehrere Versuche mit variierenden Daten zu ermitteln. Dabei wird die
Modellierung des Klassikators mit unabh¤angigen Daten vorgenommen, um Aussagen ¤uber
die Generalisierungsf¤ahigkeit des Erkenners treffen zu k¤onnen. Nur das System von Yang
setzt k¤unstliche neuronale Netze (KNN) statt HMMs ein. Inwiefern KNNs Variationen in der
Gestik behandeln k¤onnen ist nicht untersucht worden. Ungew¤ohnlich ist in der Arbeit von
Yang, dass das Bilddatenmaterial f¤ur die Erkennungsexperimente dasselbe ist, wie f¤ur die
Modellierung des Klassikators.
Grobel und Yang f¤uhren Experimente zur isolierten Erkennung einzelner Geb¤arden durch
und geben Erkennungsraten zur Bemessung der Leistung an. Hienz und Starner besch¤aftigen
sich mit der kontinuierlichen Erkennung von S¤atzen mit Geb¤ardenmodellen. Die angegebene
Erkennungsleistung ist daher nicht direkt mit den Ergebnissen aus der isolierten Gestenerken-
nung vergleichbar, da in ganzen S¤atzen neben Verwechslungen auch Einf¤ugungen und Aus-
lassungen als Fehlerarten vorkommen. Die zu erwartende Erkennungsleistung im Fall einer
isolierten Erkennung w¤urde einige Prozent h¤oher liegen.
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Der Vergleich zwischen den zur Zeit leistungsf¤ahigsten intrusiven und nicht-intrusiven video-
basierten Gestenerkennungssystemen zeigt, dass der Umfang des Vokabulars ein deutliches
Unterscheidungsmerkmal ist. Unter Verwendung von farbigen Markierungen lassen sich zum
einen die H¤ande zuverl¤assig nden und zum anderen ohne viel Aufwand mehr Merkmale be-
rechnen. Damit k¤onnen entsprechend mehr Gesten unterschieden werden. F¤ur nicht-intrusive
Systeme spricht hingegen, dass diese bez¤uglich der Kleidung und des Bildhintergrunds weni-
ger Restriktionen auferlegen. Außerdem sind sie benutzerfreundlicher, weil der Aufwand f¤ur
das Anlegen von Markierungen entf¤allt. Insgesamt resultiert daraus eine h¤ohere Eignung f¤ur
den Einsatz unter realen wechselnden Bedingungen, die zum Beispiel bei mobilen Anwen-
dung unvermeidbar sind. Angesichts dieser Vorteile stellt sich als N¤achstes die Frage, welche
Faktoren die Leistungsf¤ahigkeit von nicht-intrusiven Erkennungssystemen einschr¤anken.
2.4 Schwierigkeiten der nicht-intrusiven videobasierten Ges-
tenerkennung
Einem menschlichen Beobachter bereitet es keine große M¤uhe, den H¤anden und dem Gesicht
einer Person zu folgen und daraus eine ihm bekannte Geste zu erkennen. Dies gilt weitestge-
hend unabh¤angig von der beobachteten Person und der Umgebung, vorausgesetzt die Beleuch-
tung ist ausreichend. Unerheblich ist dabei auch, ob die H¤ande der gestikulierenden Person
kurzzeitig durch Verdeckung nicht beobachtbar sind. Diese Leistung ist angesichts fehlen-
der sichtbarer Informationen auf die h¤oheren kognitiven F¤ahigkeiten des Menschen zur¤uck-
zuf¤uhren.
Beim gegenw¤artigen Wissensstand ¤uber das menschliche Sehen [Gol97, Pal99] l¤asst sich kei-
ne technische Nachbildung realisieren. F¤ur die Entwicklung eines automatischen Gestener-
kennungssystems ist es daher zun¤achst notwendig, die m¤oglichen Schwierigkeiten der Auf-
gabenstellung zu analysieren. Im Folgenden werden die Probleme f¤ur videobasierte nicht-
intrusive Ans¤atze einzeln diskutiert, wobei die Reihenfolge keine Aussage ¤uber deren Wer-
tigkeit trifft. Einige Probleme sind dabei prim¤ar auf die Umgebungsbedingungen oder die
Aufzeichnungsmethode zur¤uckzuf¤uhren. Das Hauptproblem ist aber im Zusammenhang mit
der Extraktion der Informationstr¤ager der Gestik, also den H¤anden und dem Gesicht, zu sehen.
Bewegungsgeschwindigkeit
Die H¤ande k¤onnen beim Gestikulieren relativ schnell bewegt werden und dabei abrupte Rich-
tungs¤anderungen durchf¤uhren. Weil Kameras mit begrenzter Bildrate aufzeichnen, kann die
Positionsdifferenz zwischen zwei Bildern, verglichen mit den Maßen einer Hand, relativ groß
sein. Die Bewegung erscheint dann in der Bildfolge nicht-kontinuierlich. Zudem sind die Ab-
bilder der H¤ande bei hohen Geschwindigkeiten immer unsch¤arfer als ihre Umgebung, weil
sich die H¤ande w¤ahrend der Belichtungszeit weiter bewegen. Abbildung 2.6 zeigt die Pro-
blem, die hohe Bewegungsgeschwindigkeiten verursachen.
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Abbildung 2.6: Nicht-kontinuierliche Bewegung mit Bewegungsunsch¤arfe. Die Bilder folgen
in der Sequenz der DGS-Geb¤arde

Bus unmittelbar aufeinander
Tiefenbewegung der Ha¨nde
Durch die Reduktion der Realit¤at auf ein zweidimensionales Abbild geht zwangsl¤aug die
Tiefeninformation verloren. Wenn sich die H¤ande entlang der Tiefenachse des Bildes bewe-
gen, so deutet lediglich eine Gr¤oßen¤anderung der gesehenen Hand¤ache auf eine Bewegung
hin. Bewegungen entlang der Tiefenachse sind daher weniger deutlich zu erkennen als Bewe-
gungen parallel zur Bildebene.
Freiheitsgrade der manuellen Ausdrucksmittel
Das von der Kamera aufgezeichnete zweidimensionale Abbild einer Hand ist von der Kom-
bination der manuellen Ausdrucksmittel abh¤angig. Wegen der vielen Freiheitsgrade ist ei-
ne hohe Anzahl von Erscheinungsformen m¤oglich. Eine ¤Uberpr¤ufung aller Eventualit¤aten
bez¤uglich der Handkonguration ist schwierig, weil keine charakteristischen eindeutigen Punk-
te an der Hand als Orientierungshilfe existieren. Anders als bei Ans¤atzen mit Markierungen
ist die Aufndung der einzelnen Finger nicht ohne Weiteres m¤oglich.
A¨hnlichkeit der beiden Ha¨nde
Die beiden H¤ande sind in ihrem Aussehen spiegelungsidentisch. Dies birgt eine Verwechs-
lungsgefahr in sich, zumal die Formvielfalt bereits die Identikation einer einzelnen Hand
erheblich erschwert.
Ruhepositionen der Ha¨nde
An den Ruhepositionen sind die H¤ande f¤ur die Bedeutung einer Geste unwichtig und d¤urfen
daher keinen Einuss auf das Erkennungsergebnis haben. Bei einh¤andigen Gesten verbleibt
beispielsweise eine Hand durchgehend an ihrer Ruheposition. Diese liegt normalerweise un-
terhalb des Gestenraums und damit bei entsprechender Wahl des Bildausschnitts auch außer-
halb des Bildes. F¤ur die Aufndung der H¤ande muss somit auch die M¤oglichkeit in Betracht
gezogen werden, dass diese sich eventuell nicht im Bild, sondern unterhalb des sichtbaren
Ausschnittes benden.
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U¨berlappungen im Bild
Wenn die H¤ande sich gegenseitig im Bild ¤uberlappen, so entzieht sich die weiter hinten lie-
gende Hand ganz oder teilweise der direkten Beobachtbarkeit. Bei ¤Uberlappungen mit dem
Gesicht sind die Grenzen der H¤ande wegen des geringen Kontrasts zwischen den farb¤ahnli-
chen Objekten schlecht zu erkennen. Dabei wird, wie in Abbildung 2.7 dargestellt, zwischen
Teil- und Voll¤uberlappungen unterschieden. Es ist grunds¤atzlich schwieriger die H¤ande unter
diesen Bedingungen im Bild zu nden oder ihre exakte Position zu ermitteln.
(a) Teilu¨berlappung (b) Vollu¨berlappung
Abbildung 2.7: Teil- und Voll¤uberlappung von H¤anden und Gesicht
Variation des Benutzerstandorts
Es ist zu erwarten, dass ein Benutzer nicht immer den exakt gleichen Standort vor der Ka-
mera einnimmt. Somit sind Variationen der horizontalen Position sowie der Tiefenposition
unvermeidbar. Diese wirken sich unmittelbar st¤orend auf die Verarbeitungsalgorithmen aus.
Erw¤unscht ist jedoch eine Erkennung, die unabh¤angig vom Benutzerstandort ist.
Variationen bei der Ausfu¨hrung einer Geste
Selbst wenn der Ablauf einer Geste fest vereinbart ist, so gibt es stets Variationen in der
Ausf¤uhrung. Dies betrifft sowohl alle manuellen Parameter als auch die Dauer. Abgesehen
davon, dass es nicht m¤oglich ist eine Geste immer exakt gleich auszuf¤uhren, ist dies einem
menschlichen Kommunikationspartner gegen¤uber auch nicht erforderlich. Ein automatischer
Erkenner muss explizit auf die Behandlung von Abweichungen von der Vorgabe ausgelegt
sein. In Abbildung 2.8 sind die Variationen der Handbewegungsspuren f¤ur zehn Wiederho-
lungen einer Geb¤arde visualisiert.
Umgebungsbedingungen
F¤ur die Leistungsf¤ahigkeit videobasierter Erkennungssysteme sind die Umgebungsbedingun-
gen ein wichtiger Faktor. Der Hintergrund und die Beleuchtungsverh¤altnisse beeinussen die
Deutlichkeit, mit der die relevanten Informationen im Bild hervortreten. Besonders schwie-
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Abbildung 2.8: Variationen der Bewegungsspuren beider H¤ande f¤ur zehn Wiederholungen der
DGS-Geb¤arde

Kirche
rig ist die Kompensation st¤orender Umgebungseffekte, wenn die Umgebung sich dynamisch
¤andert. Eine ¤ahnliche Problematik besteht bei der Lautspracherkennung in Bezug auf das
akustische Nutzsignal. Ist dies zu leise oder durch Hintergrundger¤ausche ¤uberlagert, so wirkt
sich das negativ auf die Erkennungsleistung aus. Die Kompensation von St¤orungen ist ohne
Zusatzwissen nur eingeschr¤ankt m¤oglich. Ideale Bedingungen f¤ur die videobasierte Gestener-
kennung sind bei uniformen Hintergr¤unden und diffuser Beleuchtung, die keinen Schatten-
wurf verursacht, gegeben.
Fehlendes Test- und Trainingsdatenmaterial
Die Entwicklung eines Erkennungssystems setzt die Verf¤ugbarkeit von Testdaten voraus, in
denen die zuvor besprochenen Schwierigkeiten beobachtbar sein m¤ussen. Mit diesen Daten
l¤asst sich experimentell die Leistungsf¤ahigkeit unter reproduzierbaren Bedingungen wieder-
holt feststellen, um den Nutzen von Weiterentwicklungen und Parameteranpassungen in den
Verarbeitungsalgorithmen zu bewerten. Die visuelle Pr¤ufung der Handlokalisierung durch
einen menschlichen Beobachter ist jedoch bei umfangreichem Datenmaterial nicht praktika-
bel und dar¤uber hinaus auch nicht objektiv. F¤ur die automatische Auswertung ist Bilddaten-
material mit Segmentierungsinformationen notwendig, welches weder frei noch kommerziell
erh¤altlich ist.
2.5 Stand der Technik der videobasierten Handverfolgung
Mit den gegenw¤artig verf¤ugbaren Mitteln der Bildverarbeitung gilt es als unzuverl¤assig, H¤ande
nur anhand der Informationen in einem Einzelbild zu lokalisieren. Daher soll die Analyse
mehrerer aufeinander folgender Bilder durch Tracking (Verfolgung) eine verl¤assliche Sch¤at-
zung f¤ur die Positionen der interessierenden Objekte liefern. Trackingverfahren ber¤ucksichti-
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gen dabei mehrere Messungen, welche jeweils einer Zuordnung der Objekte zu den beobach-
teten Informationen zu unterschiedlichen Zeitpunkten entsprechen. M¤ussen, wie im Fall der
Handverfolgung, mehrere Objekte mit identischen Eigenschaften verfolgt werden oder sind
St¤orobjekte mit ¤ahnlichen Eigenschaften beobachtbar, so besteht die M¤oglichkeit von Fehlern
in Form von Fehlzuordnungen.
Die Schwierigkeit der nicht-intrusiven videobasierten Handverfolgung ist Anlass f¤ur intensi-
ve Forschungsarbeiten zu diesem Thema. Dabei sind Verfolgungssysteme entstanden, welche
die im vorigen Abschnitt beschriebenen Schwierigkeiten teilweise behandeln. Die eingesetz-
ten Verfahren, wie etwa der Kalman Filter und die multiple Hypothesenbildung, haben ihren
Ursprung meist in der Radartechnik zur Verfolgung von Flugger¤aten [Bro98, BSF88]. F¤ur die
Gestenerkennung als interaktive Anwendung ist die Einhaltung von Echtzeitanforderungen
obligatorisch. Tabelle 2.4 stellt die relevanten Arbeiten zur Handverfolgung gegen¤uber. Im
folgenden werden deren besonderen Eigenschaften sowie Dezite dargestellt.
Imagawa et al. [ILI98] heben bei ihrem Verfolgungssystem insbesondere die Methode zur
Behandlung von Hand-Gesichts ¤Uberlappungen hervor. Sie vertreten die Auffassung, dass
sich die H¤ande, welche farblich dem Gesicht sehr ¤ahnlich sind, zumindest durch die Bewe-
gungsinformation vom Gesicht abheben. Daher werden zun¤achst Bildpunkte, die bestimmte
Farb- und Bewegungskriterien erf¤ullen, zu Regionen gruppiert und diese dann mit einem ein-
fachen Dynamikmodell unter Verwendung eines Kalman Filters verfolgt. Das Verfolgungsver-
fahren soll zwar in der Geb¤ardenspracherkennung Anwendung nden, Erkennungsergebnisse
werden jedoch nicht pr¤asentiert. Die Eignung f¤ur diesen Anwendungszweck ist zudem frag-
lich, weil Hand-Hand ¤Uberlappungen unber¤ucksichtigt bleiben und der Bezugspunkt f¤ur die
manuellen Parameter fehlt. Außerdem besteht keine Strategie zur Minimierung von Fehlzu-
ordnungen, die angesichts einer Fehlzuordnungsrate von 14% sinnvoll w¤are. Als Ursachen
f¤ur Fehler kommen Bewegungen des Gesichts und nicht-kontinuierliche Handbewegungen in
Betracht.
Das Ziel der Arbeit von Ong et al. [OG02], welche auf der Arbeit von Bowden et al. [BMS00]
aufbaut, ist es, durch die Verfolgung der H¤ande die Armhaltung einer Person m¤oglichst exakt
zu rekonstruieren. Weil dazu die genauen Handpositionen n¤otig sind, m¤ussen ¤Uberlappungen
und Fehlzuordnungen explizit ber¤ucksichtigt werden. Ausgangspunkt der Verarbeitung ist ein
Hautfarbmodell zur Extraktion der hautfarbenen Regionen im Bild. Eine k-Means Clusterung
liefert f¤ur diese Regionen drei Cluster-Zentren, die als Sch¤atzungen f¤ur die Schwerpunktsposi-
tionen der H¤ande und des Gesichts dienen. Dies funktioniert auch bei ¤Uberlappungen. Die Zu-
ordnung erfolgt nach r¤aumlicher N¤ahe zur letzten bekannten Position. Durch Kombination mit
einem Umrissmodell des Oberk¤orpers l¤asst sich ¤uber zuvor erlernte, st¤uckweise linearisierte
Zusammenh¤ange auf die Gelenkpositionen eines Oberk¤orper-Skelettmodells schließen. Dabei
soll die Mitf¤uhrung von mehreren Verfolgungshypothesen die M¤oglichkeit zur Korrektur von
Fehlzuordnungen bieten. Eine spezielle Anwendung nennen Ong et al. nicht. Ihre Arbeit ist
aber in die Kategorie der Systeme zur Rekonstruktion von K¤orperhaltungen einzuordnen, zu
denen Gavrila [Gav99] und Aggarwal [AC99] eine ¤Ubersicht geben. Da solche Systeme nicht
der Interaktion dienen und somit die Berechnungen nicht zur Laufzeit erfolgen m¤ussen, ist
25
2 Grundlagen der videobasierten Gesten- und Geba¨rdenerkennung
Tabelle 2.4: Nicht-intrusive videobasierte Handverfolgungssysteme
Imagawa et al. [ILI98] Ong et al. [OG02]
(Bowden et al. [BMS00])
Aufzeichnung, verwendete
Low-level Bildinformationen
Eine Kamera, Hautfarbe und
Bewegung
Eine Kamera, Hautfarbe und
Bildgradienten
Ho¨heres Vorwissen
(High-level)
Dynamikmodell Hybrides Umriss- und
Skelettmodell
Bezugspunkt — Gesicht
Bildhintergrund Bu¨roumgebung, statischer
Hintergrund
Bu¨roumgebung, statischer
Hintergrund
Wichtige Voraussetzungen Gesicht wird nicht bewegt Ha¨nde immer im Bild
Behandlung nicht-kont.
Bewegungen
— —
Behandlung von
U¨berlappungen
Nur Hand-Gesichts
U¨berlappungen
Hand-Hand und
Hand-Gesichts U¨berlappungen
Behandlung von Sto¨rungen — —
Fehlerminimierung — Mitfu¨hrung mehrerer
Hypothesen
Testmaterial 5 Sequenzen, insgesamt
≈ 4500 Bilder
16 Sequenzen
Verfolgungs- oder
Erkennungsleistung
Fehlzuordnungsrate1 der
Verfolgung 14%
—
Verarbeitungsgeschwindigkeit 17 fps, 512×480 Pixel,
Spezial-Hardware
0,3–1 fps, 320×240 Pixel,
Pentium 200 MHz
Anwendung- oder
Anwendungszweck
Geba¨rdenerkennung Ko¨rperhaltungsrekonstruktion
1relative Anzahl der Bilder mit falschen Zugeordnungen (z. B. linke Hand als rechte identifiziert)
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Sherrah et al. [SG00] Wren et al. [WP97]
(Starner et al. [SWP98])
Yang et al. [YAT02]
Eine Kamera, Hautfarbe und
Bewegung
Stereo-Kamerapaar, Hautfarbe Eine Kamera, Hautfarbe und
Bewegung
Orientierungs-
histogramme
Ko¨rper- und Dynamikmodell —
Gesicht, Verfolgung mit
Mean-Shift Tracker
Gesicht —
Bu¨roumgebung, statischer
Hintergrund
Bu¨roumgebung Schwarzer Hintergrund
Ha¨nde immer im Bild Ha¨nde immer im Bild Langsame Handbewegungen
Beru¨cksichtigung aller
Zuordnungen
— —
Nur Hand-Gesichts
U¨berlappungen
Nur Hand-Hand
U¨berlappungen
—
— Ausschluss von Sto¨rungen
u¨ber Ko¨rpermodell
—
— — —
14 Sequenzen, insgesamt
≈ 3300 Bilder
keine Angabe 40 Geba¨rdensequenzen,
insgesamt ≈ 2400 Bilder
Fehlzuordnungsrate der
Verfolgung 13%
Erkennung 40 Geba¨rden
(91,9%) [WADP97]
Erkennung 40 Geba¨rden
(98,1%)
4 fps, 320×240 Pixel, Pentium
II 330 MHz
30 fps, 4 SGI Rechner
175 MHz – 500 MHz
160×120 Pixel
Gestenerkennung Kontinuierliche
Geba¨rdenerkennung
Geba¨rdenerkennung
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die Einhaltung der f¤ur die Gestenerkennung grunds¤atzlich wichtigen Echtzeitanforderung kein
Kriterium. Das Verfolgungssystem von Ong ben¤otigt eine Rechenzeit von mehreren Sekun-
den pro Bild und ist daher f¤ur die Gestenerkennung zu langsam. Als Bewertungsmaß f¤ur
die entwickelten Verfahren wird die Genauigkeit der Gelenkpositionssch¤atzungen angegeben.
Daraus lassen sich jedoch keine Schl¤usse f¤ur die Zuverl¤assigkeit des Verfahrens im Kontext
der Gestenerkennung ziehen.
Die Arbeit von Sherrah et al. [SG00] sticht durch eine besondere Methode zur Behand-
lung von nicht-kontinuierlichen Handbewegungen hervor. Voraussetzung ist, dass das Ge-
sicht als Bezugspunkt nur kontinuierliche Bewegungen ausf¤uhrt und jederzeit unabh¤angig von
den H¤anden zuverl¤assig verfolgt werden kann. F¤ur die Aufndung der H¤ande wird das Bild
zun¤achst pixelweise mit dem Hautfarbmodell des Benutzers verglichen. Weil dessen H¤ande
durchgehend im Bild sein m¤ussen und farb¤ahnliche St¤orobjekte im Hintergrund ausgeschlos-
sen werden, k¤onnen die entdeckten hautfarbenen Regionen nur von dem Gesicht und den
H¤anden stammen. Den Regionen werden daher die H¤ande hypothetisch in allen Kombinati-
onsm¤oglichkeiten zugeordnet, um mit mehreren ¤uber ein Bayes’sches Belief Netzwerk (BBN)
kombinierten Kriterien die wahrscheinlichste Zuordnung zu nden. Dabei kommt ein Mo-
dell f¤ur den Aufenthaltsort der H¤ande zum Einsatz, welches auf Orientierungshistogrammen
basiert und vom Gesicht als Bezugspunkt ausgeht. Ebenso ießt die letzte bekannte Positi-
on jeder Hand ein, wodurch langsame kontinuierliche Bewegungen hohe Bewertungen er-
halten. Da die Suche nach den H¤anden nicht von den letzten bekannten Positionen ausgeht,
sondern als Analyse aller Zuordnungsm¤oglichkeiten realisiert ist, lassen sich aber auch nicht-
kontinuierliche Handbewegungen behandeln. Die Fehlzuordnungsrate liegt mit 13% jedoch zu
hoch, was auf den Verzicht entsprechender Verfahren zur Fehlerminimierung zur¤uckzuf¤uhren
ist. Eine Anwendung f¤ur das Verfolgungssystem wird nicht pr¤asentiert. F¤ur die Gestenerken-
nung als Einsatzgebiet w¤are eine Erweiterung um die Behandlung von Hand-Hand ¤Uberlap-
pungen notwendig.
Wren et al. [WP97] haben das Verfolgungssystem Dynaman entwickelt. Mit einem K¤orper-
modell des Menschen gibt Dynaman die erlaubten r¤aumlichen Beziehungen von H¤anden und
Gesicht vor und ist dadurch weniger anf¤allig gegen¤uber St¤orobjekten im Bildhintergrund.
Zur Verfolgung sch¤atzt ein Kalman-Filter den Modellzustand, der aus den Positionen und
Geschwindigkeiten der H¤ande und des Gesichts besteht. Anschließend wird eine elliptische
Region (Blob genannt) um jede gesch¤atzte Position herum auf Hautfarben untersucht. Gr¤oßter
Nachteil ist die Aufzeichnungsmethode mit zwei Kameras, was f¤ur mobile Eins¤atze aufw¤andi-
ger ist als eine monokulare L¤osung. Es fehlen M¤oglichkeiten zur Minimierung von Fehlzu-
ordnungen. Die Leistung wird visuell durch die Entwickler ¤uberpr¤uft und diskutiert. Kon-
krete Maßzahlen existieren nur in Form von Erkennungsergebnissen f¤ur die kontinuierliche
Geb¤ardenspracherkennung. Bei einem Vokabular von 40 Geb¤arden wird in [WADP97] eine
Erfolgsquote von 91,9% f¤ur die kontinuierliche Geb¤ardenerkennung angegeben. F¤ur die iso-
lierte Geb¤ardenerkennung sind einige Prozent mehr zu erwarten.
Yang et al. [YAT02] pr¤asentieren ein innovatives Verfolgungsverfahren, das zun¤achst das
Bild mit denierten Homogenit¤atskriterien vollst¤andig partitioniert und anschließend alle ent-
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stehenden Regionen simultan verfolgt. Hierf¤ur wird die Partitionierung als Graph dargestellt
und die Zuordnung zu den Regionen im n¤achsten Bild so getroffen, dass der resultierende
Graph m¤oglichst isomorph bleibt. Yang et al. demonstrieren das Verfahren unter anderem am
Beispiel der Handverfolgung. Dabei erfolgt die Bildpartitionierung nach Intensit¤at und nach
¤Ahnlichkeit zur Hautfarbe des Benutzers. ¤Uberlappungen werden nicht behandelt und es fehlt
ein Bezugspunkt. Außerdem ist das Verfahren anf¤allig gegen¤uber nicht-kontinuierlichen Be-
wegungen, da diese die Isomorphie der Graphen stark st¤oren. Die Bewegungsspuren, welche
sich f¤ur die homogenen Regionen ergeben, sind anschließend die Grundlage f¤ur die Erken-
nung von 40 verschiedenen isolierten Geb¤arden. Trotz der angesprochenen Schw¤achen der
Handverfolgung ergibt sich eine hohe Erkennungsrate von 98,1%. Allerdings kommt diese
auf denselben Daten zustande, die zuvor f¤ur die Modellierung des Klassikators verwendet
wird. Diese Vorgehensweise ist bei Erkennungsexperimenten im Allgemeinen nicht zul¤assig,
zumal sie keine Aussage ¤uber den Einuss von Ausf¤uhrungsvariationen gestattet.
2.6 Konzept f ¤ur die nicht-intrusive Gesten- und Geb¤arden-
erkennung
An der Anzahl unterscheidbarer Gesten gemessen offenbaren nicht-intrusive videobasierte
Gestenerkennungssysteme eine verminderte Leistungsf¤ahigkeit gegen¤uber den weniger be-
nutzerfreundlichen intrusiven Systemen. Ursache ist in erster Linie die h¤ohere Komplexit¤at
die mit der Extraktion der manuellen Ausdrucksmittel aus digitalen Bildfolgen verbunden
ist. Da H¤ande keine deutlich sichtbaren stabilen Merkmale besitzen und zudem sehr ¤ahnlich
sind, muss sich die Lokalisierung auf die Bewegungsdynamik und auf Vorwissen ¤uber die
Gestik und die K¤orperhaltung des Gestikulierenden st¤utzen. Ausgehend von einer vorgege-
benen Startposition bieten Trackingverfahren einen geeigneten Rahmen f¤ur die Lokalisierung
der H¤ande durch Verfolgung. Durch die kontinuierliche Einbeziehung der Erkenntnisse aus
vorigen und teilweise auch sp¤ateren Beobachtungen kann die Schlussfolgerung bez¤uglich der
aktuellen Position der H¤ande zuverl¤assiger erfolgen als nur anhand von Einzelbeobachtungen.
Die vorliegende Arbeit soll insbesondere durch die folgenden Innovationen einen Beitrag zum
Thema der nicht-intrusiven Gesten- und Geb¤ardenerkennung leisten:
• Vereinigung verschiedener Methoden zur Handverfolgung und dadurch Vermeidung der
Dezite einzelner Handverfolgungssysteme (siehe Abschnitt 2.5).
• Objektive Bewertung der Handverfolgungsleistung als Optimierungsgrundlage f¤ur die
entwickelten Verfahren.
• Nachweis der Eignung der Verfolgungsstufe f¤ur die Gesten- bzw. Geb¤ardenerkennung
bei großem Vokabular durch entsprechendes Testmaterial.
Abbildung 2.9 zeigt die Architektur, welche dem zum beschriebenen Zweck entwickelten
Erkennungssystem zugrunde liegt.
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Abbildung 2.9: Konzept f¤ur ein videobasiertes Gestenerkennungssystem, dass auf der Verfol-
gung von H¤anden und Gesicht beruht
Die Verarbeitung einer am Eingang vorliegenden Bildfolge beginnt mit der Verfolgungsstu-
fe. Gem¤aß der ¤ublichen Vorgehensweise gilt die Farbe als robuster Hinweis auf die m¤ogli-
chen Aufenthaltsorte der H¤ande und des Gesichts. Das Wissen ¤uber die Hautfarbe des Be-
nutzers wird dabei durch ein vorab erstelltes Hautfarbmodell eingebracht. Darauf basierend
wird zun¤achst das Gesicht unabh¤angig von den H¤anden verfolgt. Die Gesichtsposition dient
anschließend als Referenz f¤ur die Bestimmung der Handpositionen, wobei Vorwissen ¤uber
Gesten, K¤orperhaltung und Bewegungsdynamik der H¤ande eingehen.
Im Anschluss an die Verfolgungsstufe werden einfache Merkmale zur Repr¤asentation der ma-
nuellen Parameter berechnet. Dies geschieht relativ zum Gesicht, um Positionsvariationen des
Benutzers vor der Kamera zu kompensieren. Der Gestenklassikator erh¤alt schließlich die
Merkmale und f¤uhrt den Vergleich mit den ihm bekannten Gestenmodellen durch. Es handelt
sich dabei um einen Hidden Markov Modell (HMM) Klassikator, der aufgrund seiner statis-
tischen Eigenschaften die Variationen bez¤uglich der Dauer und der Ausf¤uhrung einer Geste
zu behandeln vermag.
Das Testszenario f¤ur das Erkennungssystem ist die Geb¤ardensprache. Diese bietet denierte
Gesten bzw. Geb¤arden, die als Vergleichsbasis f¤ur zuk¤unftige Weiterentwicklungen dienen
k¤onnen. Dadurch ist sichergestellt, dass die entwickelten Verfahren einem realen Anwen-
dungsfall stand halten. Die Erf¤ullung der Zielsetzung soll insbesondere durch die im Fol-
genden erl¤auterten Maßnahmen erreicht werden:
Verfolgung des Gesichts als Bezugspunkt
Als Ausgleich f¤ur Variationen des Benutzerstandorts m¤ussen ein Bezugspunkt und eine Be-
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zugsgr¤oße relativ zum K¤orper des Benutzers festgelegt werden. Es liegt nahe, daf¤ur das Ge-
sicht zu betrachten, da dieses bei der gestischen Kommunikation zwischen Menschen auch
das Blickziel ist. Zwar bietet das Gesicht mit Augen, Nase und Mund charakteristische An-
haltspunkte, jedoch k¤onnen diese im Verlauf einer Geste von den H¤anden verdeckt werden
und sind somit f¤ur die genaue Lokalisierung des Gesichts nur eingeschr¤ankt nutzbar. Ein
wichtiges Teilziel dieser Arbeit ist daher die Realisierung einer ¤uberlappungsrobusten und
exakten Gesichtsverfolgung, die unabh¤angig von den verdeckbaren Merkmalen des Gesichts
funktioniert.
Modellierung von ho¨herem Wissen
Die H¤ande bieten außer ihrer Farbe keine verl¤asslichen visuellen Hinweise. Diese Information
reicht jedoch nicht aus, um die beiden H¤ande zu unterscheiden oder sie im Fall einer ¤Uber-
lappung zu entdecken. Daher ist es erforderlich, die Lokalisierung auf h¤oheres Vorwissen zu
st¤utzen. Dies bezieht sich auf Wissen ¤uber die Gestik und K¤orperhaltung des Benutzers sowie
die zu erwartende Bewegung einer Hand. Es ist beispielsweise bekannt, dass bei einer Geste
die H¤ande selten ¤uberkreuzt werden. Derartige Erkenntnisse sind entsprechend zu modellieren
und in den Verfolgungsprozess einzubringen.
Beru¨cksichtigung nicht-kontinuierlicher Handbewegungen
Geht die Suche nach den H¤anden von deren letzten bekannten Positionen aus, so sind nicht-
kontinuierliche Bewegungen besonders problematisch. Verlassen die H¤ande den begrenzten
Suchraum, so kann der Tracker nicht folgen. Zur Behandlung von nicht-kontinuierlichen Be-
wegungen m¤ussen daher alle Orte im Bild als erdenkliche Positionen der H¤ande in Betracht
gezogen werden. Eine vorausgehende Analyse des Bildes nach hautfarbenen Regionen re-
duziert dabei den Problemumfang auf eine diskrete Anzahl von Zuordnungsm¤oglichkeiten,
welche in allen Kombinationen untersucht werden k¤onnen. Sherrah et al. behandeln auf diese
Art erfolgreich nicht-kontinuierliche Handbewegungen (siehe Kap. 2.5), daher ndet dieses
Prinzip auch in der vorliegenden Arbeit Anwendung.
Minimierung oder Korrektur von Fehlzuordnungen
Fehlzuordnungen im Verfolgungsprozess wirken sich unmittelbar auf alle zeitlich folgenden
Entscheidungen aus und bewirken dadurch Folgefehler. Dies kann sogar dazu f¤uhren, dass ei-
ne einmal getroffene Fehlzuordnung im weiteren Verlauf nicht mehr korrigiert werden kann.
Insbesondere dann, wenn zwei oder mehr Zuordnungsm¤oglichkeiten aufgrund der verwende-
ten Kriterien plausibel erscheinen, ist die Festlegung auf eine einzelne Zuordnung unbefrie-
digend. Unter Umst¤anden erweist sich die zu einem gegebenen Zeitpunkt nur zweit-, dritt-
oder viertbeste Zuordnung sp¤ater angesichts weiterer Erkenntnisse als die Richtige. Daher ist
die Ber¤ucksichtigung multipler Zuordnungshypothesen zur Vermeidung und Korrektur von
Fehlzuordnungen das wichtigste Mittel zur Fehlerminimierung. Wie zuvor erw¤ahnt, arbeitet
das System von Ong et al. mit multiplen Hypothesen, welche aus den besten Vorg¤angerhypo-
31
2 Grundlagen der videobasierten Gesten- und Geba¨rdenerkennung
thesen mit einem Zufallsgenerator erzeugt werden. Hier soll ein Verfahren zur systematischen
Verwaltung aller Zuordnungshypothesen entstehen, das nicht auf dem Zufallsprinzip beruht.
Exakte Positionsbestimmung im U¨berlappungsfall
Ist die richtige Zuordnung der verfolgten Objekte zu den hautfarbenen Regionen gefunden
worden, so bleibt noch die genaue Position zu bestimmen. Letzteres ist im ¤Uberlappungsfall
ohne zus¤atzliche Schritte nicht exakt m¤oglich, da es im Bild ¤Uberschneidungen der Objekte
gibt. Daher soll durch gesonderte Behandlung von Teil- und Voll¤uberlappungen der H¤ande
untereinander und mit dem Gesicht die n¤otige Genauigkeit erzielt werden.
Beru¨cksichtigung mo¨glicher Sto¨robjekte
Durch die Anwendung eines Hautfarbmodells auf jeden Bildpunkt werden auch Pixel hervor-
gehoben, die zu eventuell vorhandenen farb¤ahnlichen Gegenst¤anden im Hintergrund geh¤oren.
Die entstehenden Regionen k¤onnen sich auf alle nachfolgenden Verarbeitungsschritte negativ
auswirken, wenn es nicht m¤oglich ist, sie als irrelevante St¤orungen zu erkennen und heraus-
zultern. Zur Vorbereitung des Erkennungssystems f¤ur den mobilen Einsatz in Umgebungen
mit unbekanntem Hintergrund wird daher die M¤oglichkeit von St¤orobjekten ber¤ucksichtigt.
Diesbez¤uglich soll ein K¤orpermodell eine Entscheidungsgrundlage bieten, denn die H¤ande
k¤onnen durch die Arml¤ange bedingt nicht jede Position erreichen. Bei statischen St¤orungen
soll zudem die Betrachtung der Bewegungsinformation im Bild eine Unterscheidung zwi-
schen St¤orungen und H¤anden erm¤oglichen, da die H¤ande sich im Verlauf einer Geste deniti-
onsgem¤aß bewegen m¤ussen.
Objektive Bewertung der Systemleistung
Die Gesamtleistung eines Gestenerkennungssystems wird ¤ublicherweise ¤uber die Erkennungs-
rate speziziert, die der Klassikator f¤ur eine denierte Datenbasis erzielt. Da das Ergeb-
nis stark abh¤angig von der Merkmalsextraktion und der Verfolgung ist, ist es sinnvoll, die
Leistungsf¤ahigkeit der Merkmale und der Verfolgung separat zu evaluieren. Das bedeutet,
dass die Eignung der berechneten Merkmale belegt werden muss und dass die Gesichts- und
Handverfolgung auf ihre Zuverl¤assigkeit hin untersucht werden m¤ussen. Die differenzierte
Bewertung der Verarbeitungskette liefert Hinweise f¤ur Optimierungsm¤oglichkeiten bez¤uglich
der Systemparameter, welche das Verhalten des Erkennungssystems bestimmen. Hierf¤ur wird
Referenzdatenmaterial mit Segmentierungsinformationen ben¤otigt. Im Rahmen dieser Arbeit
wird eine entsprechende Datenbasis geschaffen, da kein standardisiertes Material verf¤ugbar
ist. Der n¤achsten Abschnitt geht auf die Versuchsbedingungen und die Daten n¤aher ein.
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Zur Entwicklung eines videobasierten nicht-intrusiven Gestenerkennungssystems orientiert
sich diese Arbeit an einigen ¤ublichen Annahmen bez¤uglich Interaktion, Aufzeichnung und
Benutzer. Es gilt, dass der Benutzer w¤ahrend der Interaktion alleine mittig im Bild verbleibt
und stets in die Kamera blickt. Die Geste beginnt dabei mit den H¤anden am K¤orper her-
abh¤angend und endet auch wieder in dieser Haltung. Dabei k¤onnen die H¤ande im Ruhezustand
außerhalb des Bildes liegen, da der Bildausschnitt die Aufzeichnung auf den Oberk¤orper be-
schr¤ankt. Konstante Aufzeichnungsverh¤altnisse sind durch eine Kameraxierung und diffuses
Licht (gegen starke Schattenbildung) sichergestellt. Der Benutzer tr¤agt lang¤armlige Kleidung,
welche sich von seiner Hautfarbe deutlich abhebt.
Von diesen Annahmen ausgehend wird zun¤achst das Hauptproblem betrachtet, welches die
Lokalisierung der H¤ande und des Gesichts als Informationstr¤ager der Gestik ist. Dies erfolgt
personenabh¤angig und unter Laborbedingungen, d. h. bei uniformem Hintergrund und mit
k¤unstlichen Lichtquellen. Die ¤Ubertragbarkeit auf reale Verh¤altnisse wird im Anschluss mit
verschiedenen Hintergr¤unden und Benutzern qualitativ analysiert. Letzteres ist nur stichpro-
benartig m¤oglich, da die Vielfalt der erdenklichen Kongurationen theoretisch unbegrenzt ist.
Es soll gezeigt werden, dass die eingesetzten Verfahren nicht auf Laborbedingungen optimiert,
sondern f¤ur den mobilen Einsatz tauglich sind.
F¤ur experimentelle Untersuchungen unter Laborbedingungen wurden 152 allgemein gel¤auge
Gesten aus der Deutschen Geb¤ardensprache in je zehn Wiederholungen bei einer Au¤osung
von 384 × 288 Bildpunkten aufgezeichnet. Die resultierende Datenmenge besteht aus etwa
70.000 Einzelbildern. Diese Zahl ergibt sich aus der durchschnittlichen Dauer von ann¤ahernd
zwei Sekunden pro Geste und einer Bildrate von 25 Bildern in der Sekunde. Jedes Bild ist ma-
nuell bis auf visuelle Genauigkeit hin segmentiert worden, wobei f¤ur die Segmentierung jeder
Wiederholungsvariante eine andere Person zust¤andig war. Die Segmentierung repr¤asentiert
daher die Einsch¤atzung von mehreren menschlichen Betrachtern und kann unter anderem als
Referenz f¤ur den automatischen Vergleich mit den entwickelten Verfolgungsverfahren dienen.
Die Datenbasis ist in ihrer Form einzigartig. Die Erstellung war mit hohem Aufwand verbun-
den, da bei gewissenhafter Vorgehensweise trotz eines eigens daf¤ur geschaffenen Werkzeuges
die Bearbeitung eines einzelnen Bildes durchschnittlich eine Minute gedauert hat. F¤ur Bear-
beitung der gesamten Datenbasis sind somit weit ¤uber 1000 Arbeitsstunden aufgewendet wor-
den. Das Segmentierungsergebnis steht in einem separaten Bild zur Verf¤ugung. Darin sind die
Pixel f¤ur Gesicht, linke Hand und rechte Hand in eindeutig trennbarer Form farblich kodiert,
wie es in Abbildung 2.10 zu sehen ist.
In Anhang A sind die Namen der 152 Geb¤arden tabellarisch aufgelistet. Zur Visualisierung
des groben Bewegungsablaufs sind auch die Bewegungsspuren der beiden H¤ande bildlich
dargestellt. Die Gesten unterteilen sich in einh¤andige und zweih¤andige Gesten und weisen
Unterscheidungsmerkmale in mindestens einer Kategorie der eingesetzten manuellen Aus-
drucksmittel auf. Durch die Wiederholungen ist sichergestellt, dass im Datenbestand Varia-
tionen bez¤uglich Dauer und Ausf¤uhrung der Gesten enthalten sind. F¤ur die Verfolgung ist
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Abbildung 2.10: Referenzdatenmaterial. Einzelbild einer Sequenz (links) und zugeh¤orige Seg-
mentierungsinformation (rechts) mit separierbarer Kodierung f¤ur Gesicht und H¤ande
insbesondere die Art einer eventuell auftretenden ¤Uberlappung und die Anzahl der H¤ande
von Interesse, weil diese Faktoren den Schwierigkeitsgrad festlegen. Tabelle 2.5 listet die ver-
schiedenen F¤alle auf und gibt den Anteil an der gesamten Datenmenge an. Eine Geste geh¤ort
stets zu mehreren Kategorien. Experimentelle Ergebnisse werden teilweise den einzelnen Ka-
tegorien entsprechend differenziert angegeben.
Tabelle 2.5: Kategorisierung der Geb¤arden im Referenzdatenmaterial
Kategorie Sequenzen Einzelbilder
einha¨ndig 900 40.494
zweiha¨ndig 620 29.700
Keine U¨berlappung 540 24.145
Hand-Gesichts U¨berlappung 780 37.199
Hand-Hand U¨berlappung 390 19.035
Gesamt 1.520 70.194
Das Datenmaterial f¤ur die Bewertung der Einsetzbarkeit unter realen Bedingungen bietet un-
terschiedliche Benutzer und Bildhintergr¤unde (siehe Abbildung 2.11). Es besteht ein ausge-
wogenes Verh¤altnis von m¤annlichen und weiblichen Testpersonen mit ungleicher Statur und
Hautfarbe. Die Aufzeichnungsorte liegen teils innerhalb von Geb¤auden und teils im Freien
und sollen eine repr¤asentative Auswahl von allt¤aglichen Umgebungen darstellen. M¤ogliche
hautfarbene St¤orobjekte in den komplexen Bildhintergr¤unden sind stets statisch. Wegen des
hohen Aufwands f¤ur die Generierung von Referenzdaten wird auf die manuelle Segmentie-
rung verzichtet. Daher sind mit diesen Daten nur qualitative Aussagen nach visueller Pr¤ufung
m¤oglich.
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Abbildung 2.11: Bilddaten mit unterschiedlichen Personen und Hintergr¤unden f¤ur die quali-
tative Beurteilung der Handverfolgung
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Kapitel 3
Grundlegende
Bildverarbeitungsmethoden
Dieses Kapitel geht auf die Akquisition der Bildfolgen und die daraus resultierende Beschaf-
fenheit der Bilddaten am Eingang des Gestenerkennungssystems ein. Da sich die Verfolgungs-
stufe haupts¤achlich auf Beobachtungen bez¤uglich der Hautfarb¤ahnlichkeit und der Bewe-
gungsinformation im Bild st¤utzt, wird die Bestimmung dieser Eigenschaften n¤aher erl¤autert.
Anschließend werden die Methoden zur Bildung und Repr¤asentation zweidimensionaler Re-
gionen beschrieben. Insbesondere die elliptische N¤aherung, welche zur Darstellung von H¤an-
den und Gesicht im Verfolgungsprozess zum Einsatz kommt, sowie einige zweidimensionale
Formmerkmale sind von Interesse.
3.1 Akquisition der Bilddaten
Die Bildquelle ist eine Standard CCD-RGB-Kamera, die dem europ¤aische PAL-Standard f¤ur
Bewegtbild¤ubertragung entspricht. Sie liefert ein analoges Videosignal mit 25 Bildern pro Se-
kunde bei einer Aufl¤osung von 768×576 Bildpunkten (Pixel). Dabei besteht ein Bild aus zwei
Halbbildern, wovon je eines nur die geraden bzw. ungeraden Zeilen des CCD-Sensors enth¤alt.
Durch die zeitlich versetzte Auslesung der Halbbilder kommt es bei schnellen Bewegungen
zum sogenannten Kammeffekt. Die Kontinuit¤at der Randkurve eines Objekts erscheint dabei
erheblich gest¤ort, was f¤ur Bildverarbeitungsalgorithmen sehr nachteilig ist. Aus praktischen
Gr¤unden wird daher nur ein Halbbild betrachtet, womit sich die nutzbare Bildau¤osung in
vertikaler Richtung auf die H¤alfte reduziert. Um das urspr¤ungliche Bildverh¤altnis beizube-
halten, ist eine Verringerung der Bildbreite n¤otig. Die nutzbare Bildau¤osung liegt daher bei
384× 288 Pixeln.
Die Bilddaten m¤ussen zur Verarbeitung in einem Computer digital vorliegen. Dazu wird das
analoge Videosignal in eine Framegrabberkarte geleitet, welche das Signal digitalisiert und
zur Weiterverarbeitung an einen PC als Folge von Einzelbildern ¤ubergibt. Ein einzelnes Bild
unterteilt sich in je einen Kanal f¤ur die Grundfarben Rot (R), Gr¤un (G) und Blau (B), de-
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ren additive Mischung die Farbdarstellung erzeugt. Der Standard f¤ur die Quantisierung der
Farbwerte schreibt acht Bit pro Pixel und Kanal vor.
Das digitalisierte Farbbild kann als diskrete Vektorfunktion, welche nur f¤ur bestimmte ganz-
zahlige Funktionsparameter deniert ist, dargestellt werden:
I(x, y, t) =

R(x, y, t)G(x, y, t)
B(x, y, t)

 mit 0 ≤ x < Anzahl der Spalten ,0 ≤ y < Anzahl der Zeilen ,
0 ≤ t < Dauer einer Sequenz T .
(3.1)
Die Parameter x und y geben dabei den Ort eines einzelnen Bildelements ¤uber eine Zeilen-
bzw. Spaltenangabe an. Breite und H¤ohe jedes Bildelements sind bei fester Au¤osung von den
Dimensionen des Bildes und somit von der Darstellung abh¤angig. Im Allgemeinen werden die
Bildelemente jedoch als innitessimal kleine Bildpunkte betrachtet und als Pixel bezeichnet.
Der Parameter t steht f¤ur die Zeit. Ein einzelnes Bild bleibt jeweils f¤ur ein kurzes Zeitintervall
∆t  dem Kehrwert der Bildwiederholungsrate  bestehen. Das bedeutet, dass sich das Bild
nur zu den Zeitpunkten
tk = (k − 1)∆t mit k = 1, 2, . . . , K (3.2)
¤andert. Falls sich die Betrachtung der Bilddaten nur auf einen Zeitindex beschr¤ankt, so wird
der Zeitparameter in (3.1) weggelassen. Der Farbwert eines Bildelements wird als Vektor
gegeben und als RGB bezeichnet:
RGB =

RG
B

 mit R, G, B ∈ {0, . . . , 255} . (3.3)
Bei Betrachtung eines Grauwertbildes oder eines einzelnen Farbkanals vereinfacht sich (3.1)
zu einer Skalarfunktion I(x, y, t) und (3.3) zu einem Skalarwert c.
Die Verarbeitung von digitalen Bildfolgen f¤allt in das Themengebiet der Signalverarbeitung
und ist Gegenstand zahlreicher B¤ucher [J¤ah96, Hab95, Jai89]. Darin sind die Standardtech-
niken der Bildverarbeitung beschrieben, welche im Rahmen dieser Arbeit zum Einsatz kom-
men. Da die vorliegende Aufgabenstellung auch Komponenten zur Mustererkennung und -
interpretation mit der Zielsetzung des Bildverstehens im Kontext der Gestenerkennung um-
fasst, handelt es sich um ein Problem aus dem Bereich des Computersehens [SHB99].
3.2 Low-Level Bildinformationen
Low-Level Informationen k¤onnen direkt aus den grundlegenden Bildelementen bestimmt wer-
den und sind die Basis f¤ur jegliche Analyse einer aufgezeichneten Szene. Falls damit Annah-
men generiert und diese schließlich durch sukzessives Einbringen von h¤oherem Wissen be-
wertet werden, so handelt es sich um einen Bottom-Up-Ansatz. Ist der Ausgangspunkt jedoch
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eine auf h¤oherem Wissen begr¤undete Annahme, welche anhand der Bildeigenschaften zu ve-
rizieren ist, so wird dies als Top-Down-Ansatz bezeichnet. Unabh¤angig von der Richtung
des Ansatzes ist die Verf¤ugbarkeit von robusten Low-Level Informationen ein entscheidender
Leistungsfaktor.
F¤ur die nicht-intrusive videobasierte Gestenerkennung wird stets die Hautfarb¤ahnlichkeit und
teilweise auch die Bewegungsinformation auf der Ebene der Bildpunkte herangezogen (sie-
he Tabellen 2.3 und 2.4). Diese Wahl ist darin begr¤undet, dass die Hautfarbe bei konstanten
Umgebungsbedingungen ein zuverl¤assiger Hinweis auf die Aufenthaltsorte der H¤ande ist und
dass Gesten als dynamische Vorg¤ange Bewegungen aufweisen. Ein weiterer Grund ist die
einfache Berechenbarkeit, die pixelweise oder eventuell unter Ber¤ucksichtigung zeitlich und
¤ortlich benachbarter Punkte erfolgen kann. Letzteres geschieht zum Beispiel, um Rauschen
zu entfernen und durch eine entsprechende Mittelung ¤uber Ort oder Zeit ein homogenes Bild
zu erhalten. Die Bestimmung von Hautfarb¤ahnlichkeit und Bewegungsinformation ist Gegen-
stand der n¤achsten Abschnitte.
3.2.1 Hautfarba¨hnlichkeit
Die Bewertung einzelner Bildpunkte bez¤uglich ihrer Hautfarb¤ahnlichkeit ist nicht nur f¤ur die
Aufndung von H¤anden wichtig, sondern h¤aug auch Voraussetzung f¤ur die Erkennung und
Analyse von Gesichtern [GMP00, PR00] sowie die Erkennung von Bildern, die Personen
beinhalten [JR98, FFB96]. Die Haut ist grunds¤atzlich nicht durch eine einzige Farbe be-
schreibbar, weil Unregelm¤aßigkeiten, Schattierungen, Rauschen usw. das Erscheinungsbild
ihrer Ober¤ache st¤oren. Die Modellierung von Hautfarbe wird durch personen- und umge-
bungsbedingte Ein¤usse erschwert. Diese Ein¤usse sind:
Hautfarbtyp: Europ¤aer, Asiaten und Afrikaner haben deutlich unterschiedliche Hautfarbty-
pen. Selbst innerhalb einer Rasse bestehen noch sichtbare Unterschiede.
Beleuchtung: Farbton und Intensit¤at einer Lichtquelle ver¤andern die farbliche Erscheinung
der Haut. Ungleichm¤aßige Ausleuchtung erzeugt Schattenwurf.
Kameraparameter: Beleuchtungszeit, Farbkontrast, Blendenweite usw. wirken sich global
auf das Bild und somit auf die Hautfarbe einer aufgezeichneten Person aus.
Fremdobjekte: Gegenst¤ande im Bild erscheinen unter Umst¤anden hautfarben. Insbesondere
Holz kann eine hohe Farb¤ahnlichkeit besitzen.
Weil die Haut einer Person im Bild verschiedene Farben in unterschiedlichen H¤augkeiten
aufweist, werden zur Modellierung der Hautfarbe meist statistische Modelle, insbesondere
Histogramme [KK96] oder Verteilungsfunktionen [ZYW00], benutzt. Darauf basierend wird
einer Farbe ein Wahrscheinlichkeitswert f¤ur dessen Hautfarb¤ahnlichkeit zugeteilt [JR98]. Wei-
tere Bem¤uhungen gelten der Anpassung von Hautfarbmodellen an ver¤anderliche Umgebungs-
bedingungen. Sigal et al. [SSA00] f¤uhren beispielsweise eine dynamische Adaption eines Hi-
stogramms durch, um Gesichter von Schauspielern in Filmsequenzen zu verfolgen. Hierzu
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n¤ahern sie die Farbverteilung im Farbraum durch ein Ellipsoid an und versuchen Vorhersa-
gen ¤uber die Bewegung der Verteilung zu treffen. Raja et al. [RMG98] verwenden daf¤ur ein
Mischverteilungsmodell, dessen Parameter sie nach jedem Bild der Sequenz erneut sch¤atzen.
Physikalische Reektionsmodelle der Haut, insbesondere zum Zweck der Kompensation von
Farbverf¤alschungen durch die Beleuchtung, werden in [SMHL00] und [SAG99] pr¤asentiert.
Bedeutende Arbeit im Kontext der Hautfarbmodellierung haben Jones und Rehg durch die
Anfertigung einer umfangreichen Datenbasis geleistet [JR98]. Diese enth¤alt mehrere tausend
aus dem World Wide Web gesammelte Bilder (insgesamt etwa zwei Milliarden Pixel), welche
repr¤asentative Unterschiede bez¤uglich der oben genannten Ein¤usse aufweisen. Die Bilder
sind eingeteilt in solche ohne und mit Hautanteilen, wobei zu den letzteren Segmentierungs-
informationen f¤ur die Hautregionen verf¤ugbar sind. Aus der gesamten Datenmenge haben
Jones und Rehg Modelle f¤ur die beiden Klassen Haut und Nicht-Haut erstellt, um diese in ein
Bayes’sches Kriterium zur Bewertung der Hautfarb¤ahnlichkeit einießen zu lassen. In Experi-
menten konnten sie durch den Vergleich zwischen Histogrammen und Gauß’schen Mischver-
teilungen zeigen, dass beide Darstellungsformen gleich gut f¤ur die Unterscheidung von Haut-
und Hintergrundfarben geeignet sind. Die wesentlichen Unterschiede liegen im Speicherbe-
darf, der bei Histogrammen gr¤oßer ist, sowie im Berechnungsaufwand, welcher bei Vertei-
lungsfunktionen mehr Zeit in Anspruch nimmt. Histogramme sind jedoch einfacher zu erstel-
len und ihre Modellierung ist von der Wahl des Farbraums weniger abh¤angig [TSFA00].
F¤ur die Klassen Haut CH und Nicht-Haut C¬H k¤onnen die Histogramme HH(RGB) und
H¬H(RGB) durch Ausz¤ahlen der H¤augkeit aller Farben ¤uber die gesamte Datenmenge
erstellt werden. Dabei verringert eine Au¤osungsreduktion von acht Bit auf f¤unf Bit pro
Farbachse den ben¤otigten Speicherplatz auf ein 500-stel, ohne dass signikante Einbußen bei
der Unterscheidungsleistung auftreten. In Abbildung 3.1 sind die Histogramme visualisiert,
wobei nur Zellen mit hohen Eintr¤agen zu sehen sind. Die Eintr¤age des Haut Histogramms
erstrecken sich segelf¤ormig entlang der Grauachse von Schwarz (RGB = [0 0 0]T ) bis Weiß
(RGB = [255 255 255]T ) und sind zur Rot-Achse geneigt. Sehr dunkle und helle Farben sind
das Resultat von Schatten und ¤Uberbelichtungen. Das Nicht-Haut Histogramm besitzt eine
gleichm¤aßigere Verteilung um die Grauachse.
Die Wahrscheinlichkeiten f¤ur die Klassenzugeh¤origkeiten einer Farbe werden durch Normie-
rung des jeweiligen Histogrammeintrags durch die Gesamtzahl der Pixel in der zugeh¤origen
Klasse NH bzw. N¬H bestimmt ¤uber
P (RGB|CH) = HH(RGB)
NH
und P (RGB|C¬H) = H¬H(RGB)
N¬H
. (3.4)
Die Berechnung der Hautfarbwahrscheinlichkeit erfolgt gem¤aß dem Bayes-Theorem nach
(3.5), wobei sich die a priori Wahrscheinlichkeiten P (CH) und P (C¬H) aus der zugrunde
liegenden Datenmenge ergeben:
P (CH |RGB) = P (RGB|CH)P (CH)
P (RGB|CH)P (CH) + P (RGB|C¬H)P (C¬H) . (3.5)
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Abbildung 3.1: Histogramme f¤ur Haut und Nicht-Haut Klassen nach [JR98]. Dargestellt sind
nur Zellen, die einen vorgegebenen Mindesteintrag haben
Die Anwendung von (3.5) auf alle Pixel eines Bildes kann als Transformation bez¤uglich der
Hautfarbwahrscheinlichkeit betrachtet und das Ergebnis als Grauwertbild IH dargestellt wer-
den. Diese Berechnungsvorschrift hat jedoch zwei Nachteile. Zum einen wird die direkte Um-
gebung des betrachteten Bildpunktes nicht ber¤ucksichtigt, so dass die Transformierte IH meist
stark verrauscht ist. Zum anderen ist die Verwendung konstanter a priori Wahrscheinlichkeiten
weder an die globalen Eigenschaften noch an die lokalen Ungleichm¤aßigkeiten eines Bildes
angepasst.
Eine iterative Berechnungsvorschrift, welche durch die ortsabh¤angige Sch¤atzung der a priori
Wahrscheinlichkeiten gleichzeitig das Rauschen unterdr¤uckt und den Kontrast verbessert ist
in [AA01] beschrieben. Die konstanten a priori Wahrscheinlichkeiten werden dabei durch
die positionsabh¤angigen Gr¤oßen P (CH |x, y) und P (C¬H |x, y) ersetzt. Diese sind zun¤achst
mit identischen Startwerten von 0, 5 belegt und werden in der n¤achsten Iteration durch den
aktuellen Ergebniswert an der betreffenden Bildkoordinate ersetzt. Zur Ber¤ucksichtigung der
Umgebung eines Bildpunktes erstreckt sich die Berechnung auf ein quadratisches Suchfenster
vorgegebener Seitenl¤ange 2s + 1, wobei s ganzzahlig sein muss. Innerhalb des Suchfensters
wird der ungewichtete Mittelwert gebildet. Die Berechnungsvorschrift lautet
P (CH |i) = 1
(2s + 1)2
x+s∑
ξ=x−s
y+s∑
η=y−s
P (i|CH) · P (CH |ξ, η)
P (i|CH) · P (CH |ξ, η) + P (i|C¬H) · P (C¬H |ξ, η) , (3.6)
wobei i = [x y R G B]T der ¤Ubersichtlichkeit halber die Farbkomponenten und die Koordi-
naten zusammenfasst.
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Das beschriebene Berechnungsschema f¤uhrt bei wiederholter Anwendung zu einer zuneh-
menden Homogenisierung des transformierten Bildes. Bei zu h¤auger Anwendung geht folg-
lich die Bildstruktur verloren. Empfehlenswert ist eine feste Anzahl von Wiederholungen,
wobei bereits zwei Durchl¤aufe sichtbare Verbesserungen bewirken. Abbildung 3.2 stellt die
Ergebnisse der Hautfarbtransformation f¤ur ein Beispielbild bei Verwendung konstanter und
ortsabh¤angiger a priori Wahrscheinlichkeiten im Vergleich dar.
(a) (b) (c)
Abbildung 3.2: Hautfarbtransformation: (a) Originalbild; (b) konstante a priori Wahrschein-
lichkeiten nach [JR98]; (c) ortsabh¤angige Variante gem¤aß [AA01]
3.2.2 Bewegungsinformation
Die Bewegungsinformation in der Bildebene wird als optischer Fluss bezeichnet [BB95]. Die-
ser gibt neben dem Betrag auch die Richtung der Bewegung jedes einzelnen Bildpunktes an.
Zur Sch¤atzung des optischen Flusses bestehen verschiedene M¤oglichkeiten. Acht Verfahren
werden in [GMN+98] bez¤uglich der kritischen Leistungsfaktoren untersucht, welche die Ver-
arbeitungsgeschwindigkeit und die Genauigkeit sind. In der Regel sind alle Verfahren rechen-
intensiv und nden haupts¤achlich in der Videokompression Anwendung. Eine ausf¤uhrliche
Abhandlung von Kompressionsverfahren f¤ur die Bildcodierung bietet [Ohm95].
F¤ur die Analyse von Gesten oder allgemein menschlichen Bewegungsabl¤aufen wird die Rich-
tung der Bewegung einzelner Bildpunkte meist nicht ben¤otigt. In der Regel gen¤ugt es, Ver¤ande-
rungen der Farbwerte als Hinweis f¤ur Bewegung durch Differenzbildung festzustellen. Dies
kann entweder durch den Vergleich des betrachteten Bildes mit einem Hintergrundmodell
[WADP97, MJDH00] oder durch die Subtraktion zeitlich aufeinander folgender Bilder ge-
schehen [RKE98, MG98, DB97]. Ein Verfahren, dass die Differenzen mehrerer Zeitpunkte
kombiniert und dabei kein Hintergrundmodell ben¤otigt stellen Bobick und Davis vor [BD01].
Sie f¤uhren eine gewichtete Summation zeitlich aufeinander folgender binarisierter Differenz-
bilder durch und bezeichnen das Resultat als Motion History Image (MHI). Ein Bewegungs-
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bild wird ¤uber die folgende Gleichung bestimmt
IB(x, y, tk) =
{
1.0 wenn ‖I(x, y, tk)− I(x, y, tk−1)‖2 > θ
max(0.0, IB(x, y, tk−1)− 1τ ) sonst .
(3.7)
Ist demnach die Farbdifferenz gem¤aß der L2-Norm an einer Bildkoordinate zu zwei Zeit-
punkten gr¤oßer als der gegebene Schwellwert θ, so wird ein Eintrag in IB vorgenommen.
Ansonsten wird mit der Zeitkonstanten τ der Beitrag zeitlich zur¤uck liegender Differenzen
linear abgeschw¤acht und somit deren maximale Einussdauer festlegt. In Abbildung 3.3 ist
das MHI zu verschiedenen Zeitpunkten einer Gestensequenz zu sehen. Neben der Bewegung
der H¤ande treten auch leichte K¤orperbewegungen und Bewegungen im Gesicht hervor. Zu
erkennen ist auch eine scheinbare Bewegung auf der Kleidung, welche die Folge der Rausch-
empndlichkeit des Bildsensors bei dunklen Farben ist.
Abbildung 3.3: Darstellung der Bewegungsinformation ¤uber ein MHI (untere Reihe). Die
Intensit¤at entspricht der Aktualit¤at der ¤Anderung im Bild
3.3 Bildung und Repr¤asentation von Regionen
Die Suche nach den H¤anden und dem Gesicht beschr¤ankt sich auf hautfarbene Bereiche im
Bild. Hierf¤ur wird zun¤achst das Ergebnis der Hautfarbtransformation durch eine Schwellwert-
segmentierung binarisiert und dadurch jeder Bildpunkt als Objekt oder Hintergrund markiert
[Gla93]. Unter der Annahme normalverteilter Wahrscheinlichkeitswerte f¤ur Haut und Hinter-
grund l¤asst sich ein optimaler Schwellwert nden, welcher den Fehler durch die ¤Uberlappung
der beiden Verteilungen minimiert (siehe [SHB99], Seiten 128 ff.). Je besser das zugrunde
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liegende Hautfarbmodell ist und je weniger farb¤ahnliche St¤orobjekte im Bild sind, desto deut-
licher hebt sich die Haut vom Rest des Bildes ab.
Die Binarisierung hebt eine Menge R von Bildpunkten hervor. Diese Menge besteht aus meh-
reren disjunkten Gruppen zusammenh¤angender Bildkoordinaten, die als Regionen Ri bezeich-
net werden und f¤ur die gilt
R1 ∪ R2 ∪ R3 · · · = R . (3.8)
Die Schnittmenge zweier beliebiger Regionen ist dabei stets leer, so dass
Ri ∩ Rj = ∅ f¤ur i 6= j . (3.9)
Durch die Formulierung von Mindestanforderungen an die Gr¤oße der Regionen lassen sich
kleinere St¤orungen einfach eliminieren. Abbildung 3.4 zeigt die binarisierte Hautfarbmaske
als Ergebnis der Schwellwertsegmentierung und nach Bereinigung kleinerer St¤orungen. In
dem gegebenen Beispiel entspricht jede Region genau einem der gesuchten Objekte. Dies
ist nicht der Fall, wenn Objekte sich gegenseitig ¤uberlappen oder wenn St¤orobjekte im Bild
enthalten sind. Im ¤Uberlappungsfall deckt eine Region mehrere in der Tiefendimension hinter-
einander liegende Objekte ab. Wenn sich beispielsweise eine Hand vor dem Gesicht bendet,
so verbergen sich hinter den Punkten der resultierenden Region sowohl die Hand als auch das
Gesicht. St¤orobjekte werden durch hautfarb¤ahnliche Gegenst¤ande im Bildhintergrund verur-
sacht.
(a) Hautfarbtransformierte (b) Binarisierte Hautfarbmaske
Abbildung 3.4: Binarisierung durch Schwellwertsegmentierung
Die gesuchten Objekte enthalten in der Regel keine L¤ocher, d. h. vom Objekt umschlossene
Bereiche, durch die der Hintergrund durchscheint. Dies ist nur bei sehr wenigen Handformen
der Fall. Daher ist es ausreichend die Regionen anhand ihrer ¤außeren Randkurven zu beschrei-
ben. Die Bestimmung der Randkurve erfolgt durch pixelweise Verfolgung des Randes aller
Regionen. Eine efziente Implementierung der Randextraktion unter Verwendung von 8-er
Nachbarschaftsbeziehungen ist in [Can99] beschrieben. Die Speicherung der Randpunkte er-
folgt in der Reihenfolge in der diese gefunden werden. Alle darin eingeschlossenen Punkte
geh¤oren zu der entsprechenden Region.
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Die Repr¤asentationsform f¤ur eine Region kann je nach Verwendungszweck noch weiter ab-
strahiert werden. Alternativen sind der Schwerpunkt, die Bounding-Box und die elliptische
N¤aherung, welche allesamt in Abbildung 3.5 dargestellt sind. Weil die Ellipse in dieser Ar-
beit die grundlegende Verarbeitungseinheit ist, wird die Berechnung der Ellipsenn¤aherung im
Weiteren noch ausf¤uhrlich beschrieben.
(a) Randkurve (b) Schwerpunkt (c) Bounding-Box (d) Ellipse
Abbildung 3.5: Verschiedene Repr¤asentationsformen f¤ur Regionen
Eine weitere Repr¤asentationsm¤oglichkeit bieten skalare Formmerkmale, welche die zweidi-
mensionale Form einer Region charakterisieren. Die in dieser Arbeit verwendeten Formmerk-
male sind weiter unten beschrieben.
3.3.1 Na¨herung durch Ellipsen
Ellipsen gelten als gute N¤aherung f¤ur die Abdeckung von Gesichts- und Handregionen und
k¤onnen dabei kompakt parametrisch dargestellt werden. Wren et al. [WADP97] haben bei-
spielsweise das viel zitierte Konzept der Blobs eingef¤uhrt, die auf Ellipsoiden beruhen. Es
bestehen verschiedene M¤oglichkeiten, Bildregionen durch Ellipsen anzun¤ahern. Ausgangs-
punkt daf¤ur sind jeweils die Grauwerte der Bildpunkte im Hautfarbbild, welche zu der betref-
fenden Region geh¤oren. Besondere Beachtung erhalten hier die Methoden unter Verwendung
von Momenten und Verteilungsfunktionen, weil beide Verfahren in dieser Arbeit Anwendung
nden. Wie im folgenden noch gezeigt wird, liefern beide Methoden ¤aquivalente Ergebnisse.
Unterschiede bestehen in der Betrachtungsweise, wobei je nach Einsatzzweck die eine oder
die andere g¤unstiger ist.
Ellipsenna¨herung mit Momenten
Das Konzept der Momente zur Formbeschreibung hat Hu im Jahre 1962 eingef¤uhrt [Hu62].
Er hat gezeigt, dass damit rotations-, translations- und skalierungsinvariante Formmerkmale
konstruiert werden k¤onnen. In Anerkennung der Bedeutung seiner Arbeit spricht die Fach-
welt von Hu-Momenten oder alternativ von invarianten Momenten. Andere haben die Theorie
aufgegriffen und erweitert [Li92, LP96]. Hu-Momente geh¤oren zu den Grundlagen der Bild-
verarbeitung und sind daher in fast allen B¤uchern zu diesem Thema beschrieben. Weil ihre
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Berechnung besonders einfach ist, sind sie z. B. f¤ur die Gestenerkennung unter Echtzeitanfor-
derungen geeignet [ACBH00, ALK01, FTOK96].
Die Berechnung der Momente erfolgt anhand der Pixel eines Grauwertbildes, welches in die-
sem Fall der Hautfarbtransformierten IH(x, y) entspricht. F¤ur das Moment der p, q-ten Ord-
nung mpq bzw. das mittelwertfreie zentrale Moment µpq gilt:
mpq =
+∞∑
x=−∞
+∞∑
y=−∞
xpyqIH(x, y) , (3.10)
µpq =
+∞∑
x=−∞
+∞∑
y=−∞
(x− xc)p(y − yc)qIH(x, y) . (3.11)
Dabei entsprechen xc und yc den Schwerpunktskoordinaten der Region, die nicht ganzzahlig
sein m¤ussen:
xc =
m10
m00
, yc =
m01
m00
. (3.12)
Betrachtet man die Bildpunkte einer Region als massebehaftet, so existiert dazu eine Achse
mit minimalem Tr¤agheitsmoment, um die sich die Region mit dem geringsten Energieaufwand
drehen l¤asst. Die Orientierung α dieser Achse sowie die Tr¤agheitsmomente j1 und j2 entlang
der Hauptachse und senkrecht dazu werden folgendermaßen berechnet:
α =
1
2
arctan
(
2µ11
µ20 − µ02
)
, (3.13)
j1 =
µ20 + µ02
2µ00
+
√(
µ20 − µ02
2µ00
)2
+
(
µ11
µ00
)2
, (3.14)
j2 =
µ20 + µ02
2µ00
−
√(
µ20 − µ02
2µ00
)2
+
(
µ11
µ00
)2
. (3.15)
Eine gute elliptische N¤aherung einer Region ergibt sich durch Ausrichtung an deren Schwer-
punkt und Hauptachse. Die L¤angen der beiden Ellipsenachsen a und b werden dabei propor-
tional zur Wurzel der Tr¤agheitsmomente gem¤aß
a = c
√
j1 und b = c
√
j2 (3.16)
gew¤ahlt. Der konstante Faktor c ∈   bestimmt die Gr¤oße der Ellipse und damit die Ab-
deckung der Region. Da die Regionen f¤ur solch komplexe Objekte wie H¤ande keine ideale
Ellipsenform besitzen, ist ein G¤utekriterium f¤ur die N¤aherung n¤otig, aus dem sich der optima-
le Skalierungsfaktor bestimmen l¤asst. Hierzu wird anhand der handsegmentierten Masken in
der vorliegende Datenmenge die Anzahl der korrekt abgedeckten gegen¤uber den falsch abge-
deckten Pixeln f¤ur verschiedene c aufgetragen. Durch die Normierung auf die Gesamtzahl der
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Pixel einer Region bzw. der Ellipse ist sichergestellt, dass der maximal m¤ogliche Wert eins
betr¤agt. Abbildung 3.6 zeigt das resultierende Diagramm. Der Idealwert liegt oben links, d. h.
bei 100% korrekt gegen¤uber 0% falsch abgedeckten Punkten einer Region. Diesem kommt ein
Arbeitspunkt knapp oberhalb von zwei am n¤achsten. Der Einfachheit halber wird der n¤achste
ganzzahlige Skalierungsfaktor, also c = 2, verwendet.
PSfrag replacements
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(a) Abdeckungsdiagramm (b) Ellipsenna¨herungen
Abbildung 3.6: Wahl der optimalen Ellipsenn¤aherung: (a) Abdeckungsdiagramm f¤ur verschie-
dene Skalierungsfaktoren c; (b) Ellipsen mit c = 1, 2, 3 von innen nach außen
Ellipsenna¨herung mit Verteilungsfunktionen
Eine zweite Interpretationsm¤oglichkeit ergibt sich, wenn jeder Bildpunkt einer Region als
Datum einer zweidimensionalen Normalverteilung aufgefasst wird. Die Bestimmung der Ver-
teilungsparameter, also Mittelpunktsvektor µ
x
und Kovarianzmatrix Σx, ist zum Beispiel in
[Kre00] beschrieben. Die Funktionsgleichung f¤ur eine 2D-Normalverteilung lautet
N (x|µ
x
,Σx) =
1
2pi |Σx|1/2
exp
(
−1
2
(x− µ
x
)TΣ−1x (x− µx)
)
, (3.17)
wobei der Vektor x die Koordinaten x und y beinhaltet. Abbildung 3.7 (a) zeigt eine solche
Normalverteilung in der perspektivischen Darstellung. Auf dem Exponenten in (3.17) basiert
die sogenannte Mahalanobis-Distanz als Abstandsmaß
(x− µ
x
)TΣ−1x (x− µx) , (3.18)
demzufolge die zu µ
x
¤aquidistanten Vektoren x eine Ellipsenform beschreiben (siehe Abbil-
dung 3.7 (b)).
47
3 Grundlegende Bildverarbeitungsmethoden
PSfrag replacements
N (x|µ
x
,Σx)
x
y
(a)
PSfrag replacements
x
y
x′
y′
(b)
Abbildung 3.7: Zweidimensionale Normalverteilung: (a) Perspektivische Ansicht (F¤ur die
eingezeichneten Linien ist der Funktionswert konstant); (b) Ansicht von oben mit den Haupt-
achsen der Verteilung
In Abbildung 3.7 (b) sind die zwei Hauptachsen der Verteilung eingezeichnet. Die Richtungs-
vektoren der Achsen ϕ
i
(Eigenvektoren) und die Varianzen der Verteilungsfunktion entlang
der Achsen λi (Eigenwerte), sind ¤uber die charakteristische Gleichung
Σxϕi =λiϕi mit i = 1, 2 (3.19)
bestimmbar. Die L¤osung von
|Σx − λE| =
∣∣∣∣Σ11 − λ Σ12Σ12 Σ22 − λ
∣∣∣∣ = 0 (3.20)
ergibt zun¤achst die Eigenwerte, welche in (3.19) eingesetzt die Eigenvektoren liefern. Die
Eigenvektoren sind dabei zueinander orthogonal und auf Einheitsl¤ange normiert, so dass
‖ϕ
i
‖2 = 1 gilt.
Wird die Verteilung durch eine Hauptachsentransformation auf die Richtung des Eigenvektors
mit dem gr¤oßten Eigenwert gedreht, so sind die Daten unkorreliert, d. h. die Kovarianzmatrix
hat nur Diagonaleintr¤age. Die Gleichung f¤ur die Mahalanobis-Distanz bez¤uglich der neuen
Koordinaten x′ und y′ vereinfacht sich dann zu(
x′√
λ1
)2
+
(
y′√
λ2
)2
= c2 . (3.21)
Gleichung (3.21) entspricht f¤ur einen konstanten Wert c ∈   einer Ellipsengleichung. Somit
folgt f¤ur die Hauptachsen der dadurch beschriebenen Ellipse
a = c
√
λ1 und b = c
√
λ2 . (3.22)
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In entgegengesetzter Richtung ist es m¤oglich, aus einer Ellipse wieder die Parameter seiner
Normalverteilung zu generieren:
µ
x
= [xc yc]
T , Σx = ΦΛΦ
T (3.23)
mit
Φ =
[
ϕ
1
ϕ
2
]
, (3.24)
Λ =
[
λ1 0
0 λ2
]
. (3.25)
Auff¤allig ist, dass Gleichung (3.22) von der Form her (3.16) entspricht. Tats¤achlich besteht
ein direkter Zusammenhang zwischen der Ellipsenn¤aherung durch Momente und der Ellip-
senn¤aherung durch eine Normalverteilung. Die folgenden Vorschriften stellen diesen Zusam-
menhang her und belegen gleichzeitig die ¤Aquivalenz der beiden Methoden:
Σ11 =
µ20
µ00
, Σ22 =
µ02
µ00
, Σ12 =
µ11
µ00
. (3.26)
3.3.2 Beschreibung durch Formmerkmale
¤Uber Formmerkmale l¤asst sich die zweidimensionale Form einer Region charakterisieren. Im
Rahmen dieser Arbeit kommen drei skalare Merkmale zum Einsatz. Diese werden ben¤otigt,
um Gesichtsformen zu identizieren und um Handformen bzw. entsprechende manuelle Aus-
drucksmittel zu beschreiben. Die Merkmale besitzen eine anschauliche Interpretation. Das
Achsenverh¤altnis der Ellipse, welche eine Region ann¤ahert, gibt zum Beispiel Aufschluss
¤uber die Grundform einer betrachteten Region.
Achsenverh¤altnis: ν = a
b
=
√
j1
j2
=
√
λ1
λ2
. (3.27)
Die Exzentrizit¤at gibt an, wie sehr ein Objekt von der Kreisform abweicht. F¤ur Kreise hat sie
den Wert 0. Je mehr das Objekte Linienform annimmt, desto gr¤oßer wird die Exzentrizit¤at.
Die Bezugsgr¤oße A entspricht dabei der Fl¤ache der Region.
Exzentrizit¤at: ε = (µ20 − µ02)
2 + 4µ11
A
. (3.28)
Die Kompaktheit besagt, wie stark die Randkurve einer Region zerkl¤uftet ist. Die Deni-
tion entspricht nicht dem intuitiven Verst¤andnis des Begriffes

Kompaktheit. Ein Zahnrad
h¤atte z. B. trotz einer kreisrunden Grundform eine h¤ohere Kompaktheit als ein ¤achengleicher
Kreis, weil dessen Umfang U geringer ist. Bez¤uglich der Kompaktheit unterscheiden sich bei-
spielsweise Handformen mit gespreizten Fingern von Handformen mit geschlossenen Fingern
deutlich.
Kompaktheit: κ = U
2
4piA
. (3.29)
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3 Grundlegende Bildverarbeitungsmethoden
Es existiert eine Vielzahl weiterer Formmerkmalen, wie beispielsweise die zuvor erw¤ahnten
Hu-Momente oder Randkurvensignaturen. Die ausf¤uhrliche Betrachtung solcher Merkmale
ist jedoch nicht Gegenstand dieser Arbeit. Dem Thema der Formanalyse und der darauf ba-
sierenden Klassikation von Objekten widmet sich das Buch von Costa und Cesar [dFCC00]
in aller Ausf¤uhrlichkeit.
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Kapitel 4
Verfolgung des Gesichts
In der Literatur werden zahlreiche Anwendungsm¤oglichkeiten pr¤asentiert, welche die Loka-
lisierung von Gesichtern in digitalen Bildfolgen voraussetzen. Dazu geh¤oren z. B. die bio-
metrische Zugangskontrolle [KSK95], die Animation von Gesichtsmodellen [OP97] oder die
Steuerung von Videospielen [Bra98]. Dementsprechend groß ist das Interesse an Verfahren
zur Detektion [YKA02, HL01] sowie zur Verfolgung von Gesichtern.
Im Rahmen dieser Arbeit erfolgt die Ber¤ucksichtigung des Gesichts prim¤ar zum Zweck der
Initialisierung und Unterst¤utzung der Handverfolgung, denn die H¤ande alleine bieten nicht
gen¤ugend Anhaltspunkte f¤ur ihre zuverl¤assige Lokalisierung oder Unterscheidung. So l¤asst
sich beispielsweise die Tatsache ausnutzen, dass die H¤ande meist in einem ¤ortlich einge-
schr¤ankten Bereich relativ zum Gesicht zu nden sind und dass Gr¤oßenbeziehungen zwischen
dem Gesicht und den H¤anden bestehen.
Dar¤uber hinaus wird das Gesicht als Bezugspunkt f¤ur die Beschreibung der manuellen Aus-
drucksmittel ben¤otigt. Die Kenntnis der Gesichtslage ist zudem eine gute Voraussetzung f¤ur
die Behandlung von Hand-Gesichts ¤Uberlappungen und f¤ur die Auswertung der Mimik, wel-
che jedoch hier nicht von Interesse ist. Die Analyse des Gesichtsausdrucks, welcher in der
Geb¤ardensprache wichtige Funktionen erf¤ullt, ist zuk¤unftigen Geb¤ardenerkennern als Unter-
scheidungsmerkmal zu existierenden Gestenerkennern vorbehalten.
Aus der vorliegenden Anwendung und ihren Annahmen lassen sich einige f¤ur die Gesichts-
verfolgung relevante Bedingungen ableiten.
1. Das Gesicht ist am Anfang einer Sequenz nicht verdeckt.
2. Das Gesicht ist w¤ahrend einer Geste durchgehend im Bild sichtbar.
3. Eventuelle ¤Anderungen der Kopfposition sind kontinuierlich.
4. Das Gesicht ist stets der Kamera zugewendet.
Die erste Bedingung stellt sicher, dass zu Beginn einer Sequenz die Identizierung des Ge-
sichts einfach m¤oglich ist, ohne Verdeckungen, z. B. durch die H¤ande, ber¤ucksichtigen zu
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m¤ussen. Dabei erlaubt die zweite Bedingung, die anf¤angliche Detektion als Suchproblem zu
betrachten. Gem¤aß Bedingung drei ist nicht mit sprunghaften Kopfbewegungen zu rechnen,
so dass die Anforderungen an das Verfolgungsverfahren relativ gering sind. Bedingung vier
gestattet die Annahme, dass sich die sichtbare Form des Gesichts nicht wesentlich ¤andert
und somit durch ein einfaches Formmodell gut beschrieben werden kann. Formwissen ist
insbesondere bei ¤Uberlappung des Gesichts durch die H¤ande f¤ur eine exakte Gesichtspositi-
onsch¤atzung notwendig. Auf diesen Annahmen basiert das in Abbildung 4.1 skizzierte Ge-
sichtsverfolgungskonzept.
PSfrag replacements
Gesichts-Gesichts-Bildsequenz
identikation
Robuste Grob-
lokalisierunglokalisierung
Exakte Fein-
position
Abbildung 4.1: Verarbeitungskonzept f¤ur die Gesichtsverfolgung
Zu Beginn einer Bildsequenz wird zun¤achst der Kopf unter allen in Frage kommenden Objek-
ten identiziert. In den folgenden Bildern der Sequenz wird dann ausgehend von der letzten
bekannten Position des Kopfes dessen aktuelle Position zuerst durch ein robustes Verfahren
grob und anschließend anhand von Formwissen exakt lokalisiert. In [AZ02] wurde bereits
gezeigt, dass eine ¤uberlappungsrobuste jedoch relativ ungenaue Verfolgung mit dem Mean-
Shift Tracker m¤oglich ist und dass aktive Konturmodelle eine exaktere Positionsbestimmung
erlauben, daf¤ur aber anf¤allig gegen¤uber ¤Uberlappungen sind. Ziel ist es, die vorteilhaften Ei-
genschaften beider Verfahren zu vereinen und eine Gesichtsverfolgung zu erhalten, welche
gleichzeitig robust und exakt ist.
In den n¤achsten Abschnitten werden die in Abbildung 4.1 dargestellten Stufen beschrieben,
wobei die Verfolgungsmethoden n¤aher betrachtet werden. Die Stabilit¤at der Verfahren insbe-
sondere bei Hand-Gesichts ¤Uberlappungen wird ¤uber die Abweichung zwischen gesch¤atzter
und tats¤achlicher Position der Gesichtsmitte angegeben.
4.1 Gesichtsidentikation
Die robusteste und auch im Bild am einfachsten zu bestimmende Eigenschaft eines Gesichts
ist seine Farbe. Daher existieren viele Gesichtsdetektionsverfahren, die sich auf die Haut-
farbinformation st¤utzen [YKA02, HL01]. Wird auf die Farbinformation verzichtet, so sind
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rechenintensive Suchverfahren notwendig, denen aufw¤andige Modelle [WFKvdM99], kom-
plexe lokale Merkmale [VJ01] oder umfangreiche Mustermengen [TP99] zugrunde liegen.
Mit dem Vorwissen, dass genau ein Gesicht im Bild enthalten ist, vereinfacht sich die Ge-
sichtssuche zu einem Auswahlproblem unter allen hautfarbenen Regionen. Wenn, wie hier
zu Beginn einer Sequenz vorausgesetzt, keine ¤Uberlappung stattndet, so gen¤ugen meist
einfache Formmerkmale sowie deren Orientierung und Position f¤ur eine korrekte Auswahl.
Die Methode der farb- und formbasierten Detektion von Gesichtern wird unter anderem in
[TDA98] und [MB99b] beschrieben. In Anlehnung an diese Arbeiten wird hier angenommen,
dass die Kopfform ann¤ahernd elliptisch und bez¤uglich Achsenl¤angenverh¤altnis ν und Kom-
paktheitswert κ konstant ist. Da die Person mittig im Bild steht wird zudem erwartet, dass sich
die Schwerpunktskoordinaten xc und yc des Kopfes in der Mitte der oberen H¤alfte des Bil-
des benden und dass das Gesicht eine senkrechte Orientierung α hat. Die genannten Gr¤oßen
lassen sich zu einem Merkmalsvektor mG zusammenfassen:
mG =
[
xc yc α ν κ
]T
. (4.1)
Die Komponenten von mG unterliegen erfassungsbedingt gewissen Schwankungen. Diese
sind als Abweichung von einem Mittelwert µ
G
in Form einer Kovarianzmatrix ΣG darstell-
bar, wobei die Varianzen entweder ¤uber eine Trainingsmenge ermittelt oder, da es sich um an-
schaulich interpretierbare Gr¤oßen handelt, heuristisch gesch¤atzt sein k¤onnen. Die Mahalanobis-
Distanz gibt dann f¤ur eine durch xG repr¤asentierte Region an, wie stark diese von dem erwar-
teten Mittelwert µ
G
abweicht:
dG = (xG − µG)TΣ−1G (xG − µG) . (4.2)
Die Auswahl des Gesichts ist eindeutig, wenn es das einzige hautfarbene Objekt im Bild ist.
Sind jedoch auch die H¤ande im Bild, so wird die Region mit der geringsten Distanz bez¤uglich
Form, Orientierung und Position als Gesicht ausgew¤ahlt. Abbildung 4.2 zeigt dies f¤ur ein Bild
aus der vorliegenden Datenbasis.
Abbildung 4.2: Gesichtsauswahl anhand von Form, Orientierung und Position. Originalbild
mit Distanzwerten dG (links) und zugrunde liegende Hautregionen (rechts)
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Die beschriebene Methode zur Gesichtsauswahl ist ausreichend zuverl¤assig, um z. B. in ei-
nem ¤offentlich zug¤anglichen geb¤ardengesteuerten Informationsterminal eingesetzt werden zu
k¤onnen [AC02]. Das Verfahren funktioniert jedoch nicht, wenn eine Hand das Gesicht ¤uber-
lappt und dadurch das Erscheinungsbild derjenigen Region ver¤andert, die das Gesicht enth¤alt.
Eine ¤Uberlappung ist im Verlauf einer Geste aber jederzeit zu erwarten, so dass diese Art
der Gesichtsndung nur zu Beginn einer Sequenz Sinn macht. Im Anschluss daran ist ein
Verfolgungsverfahren f¤ur die Lokalisierung besser geeignet.
4.2 Grobe Lokalisierung mit dem Mean-Shift Verfahren
Beim Mean-Shift Algorithmus handelt es sich um ein nicht-parametrisches, iteratives und
dabei stets konvergentes Gradientenaufstiegsverfahren, mit dem sich der n¤achste Scheitel-
punkt einer mehrdimensionalen Verteilung nden l¤asst [Fuk90]. Auf diesem aufbauend exis-
tieren z. B. Clusteringverfahren zur Datenanalyse [Che95] und Farbquantisierungsmethoden
zur Bildsegmentierung [CM02].
Durch entsprechende Modikationen ist es gelungen, mit dem Mean-Shift Algorithmus Bild-
bereiche in einer Sequenz anhand von Farbverteilungen zu verfolgen [Bra98, CRM00]. Hierzu
wird ein Suchfenster auf ein Verteilungszentrum gesetzt. Bewegt sich dieses ¤uber die Sequenz
kontinuierlich weiter, so folgt das Suchfenster dessen Zentrum. Ist die Verteilung f¤ur das ver-
folgte Objekt dominant gegen¤uber anderen Objekten, dann sinkt das Risiko einer Fehlzu-
ordnung. F¤ur die Gesichtsverfolgung bedeutet dies, dass die Fl¤ache des Gesichts gr¤oßer sein
muss, als die der H¤ande oder eventuell vorhandener St¤orobjekte.
Zum Zwecke der Gesichtsverfolgung hat die Firma Intel den Camshift Tracker entwickelt
[Bra98]. Camshift steht f¤ur Continuously Adaptive Mean-Shift, wobei sich die Adaptivit¤at auf
die Anpassung der Suchfenstergr¤oße bezieht, um dadurch auch Entfernungs¤anderungen der
Person zur Kamera zu behandeln. Als Eingangsgr¤oße wird ein bez¤uglich der Hautfarbwahr-
scheinlichkeit transformiertes Bild ben¤otigt. Das zugrunde liegende Hautfarbmodell muss
w¤ahrend der gesamten Laufzeit G¤ultigkeit besitzen. Die Implementierung von Comaniciu
[CRM00] arbeitet direkt auf der unver¤anderten Farbbildfolge und erstellt im ersten Bild ein
Farbmodell des zu verfolgenden Objekts. Diese Art der Verarbeitung ist zwar exibler und
gestattet Anpassungen des Farbmodells zur Laufzeit, daf¤ur ist jedoch ein erh¤ohter Rechen-
zeitbedarf in Kauf zu nehmen.
In der vorliegenden Arbeit ¤andert sich die Anwendungsumgebung w¤ahrend der kurzen Inter-
aktionszyklen von etwa zwei Sekunden pro Geste kaum. Weil zudem der Benutzer bekannt
ist, ist es nicht n¤otig, das Hautfarbmodell zur Laufzeit zu erstellen und zu aktualisieren. Es
kommt daher die berechnungstechnisch g¤unstigere Implementierung des Mean-Shift Trackers
nach dem Vorbild des Camshift zum Einsatz. Abweichend von der in [Bra98] beschriebenen
Realisierung sorgt eine zus¤atzliche Kernelfunktion wie in [CRM00] daf¤ur, dass die Randbe-
reiche weniger Einuss auf die Verschiebung haben, da die ¤Uberlappung durch die H¤ande
in der Regel dort stattndet. Die initialen Positions- und Gr¤oßenangaben des Suchfensters
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stammen von der Gesichtsndung im ersten Bild einer Sequenz. Anschließend wird von der
aktuellen Position ausgehend das Suchfenster iterativ in Richtung des st¤arksten Anstiegs der
Wahrscheinlichkeitswerte in der Hautfarbtransformierten verschoben, bis ein lokales Maxi-
mum mit dem Gradienten Null erreicht ist. Zuletzt erfolgt noch eine Anpassung der Suchfens-
tergr¤oße, um eventuelle Gr¤oßen¤anderungen des verfolgten Gesichts zu ber¤ucksichtigen. Das
Ergebnis der iterativen Verschiebung und Gr¤oßenanpassung ist schließlich die Startvorgabe
f¤ur das n¤achste Bild der Sequenz. Abbildung 4.3 veranschaulicht die beschriebenen Iterati-
onsschritte. Die Details der Implementierung folgen im n¤achsten Abschnitt.
· · ·
Abbildung 4.3: Iterationen des Mean-Shift Trackers. Links sind die Initialisierung und die
erste Iteration dargestellt, rechts die letzte Iteration und die anschließende Gr¤oßenanpassung.
Die hellen Kreuze markieren die Zentren des Suchfensters f¤ur alle Iterationen
4.2.1 Implementierung des Mean-Shift Trackers
Ausgehend von einer Startposition x(0) wird der Gradient und damit die notwendige Posi-
tionsverschiebung w¤ahrend der i-ten Iteration dx(i) durch die ¤ortliche Differenz zwischen
der Suchfenstermitte und dem Verteilungszentrum innerhalb des Suchfensters angen¤ahert.
Die Verschiebung wird solange iterativ wiederholt, bis die Differenz unter eine festgelegte
Schwelle θ f¤allt, d. h. bis sowohl die horizontale als auch die vertikale Verschiebung kleiner
als ein Pixel sind. Die Iterationsvorschrift lautet:
Startwert: x(0) =
[
x0 y0
]T
Iteration: x(i+1) = x(i) + dx(i)
Abbruch: ‖dx(i)‖2 < θ ,
(4.3)
wobei nach jeder Iteration x(i) auf ganzzahlige Koordinaten zu runden ist. An der resultieren-
den Position verschwindet der Gradient in der durch ein rechteckiges Suchfenster gegebenen
lokalen Umgebung mit der Breite (2sx + 1) und der H¤ohe (2sy + 1). Die Faktoren sx und sy
m¤ussen dabei ganzzahlig und gr¤oßer als Null sein. F¤ur die Verschiebung gilt jeweils:
dx(i) =
[
dx(i)
dy(i)
]
=
y=+sy∑
y=−sy
x=+sx∑
x=−sx
IH(x
(i) + x, y(i) + y)k(x, y)
[
x
y
]
y=+sy∑
y=−sy
x=+sx∑
x=−sx
IH(x(i) + x, y(i) + y)k(x, y)
. (4.4)
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Die Kernelfunktion k(x, y) sorgt dabei f¤ur eine entsprechende Untergewichtung der Daten am
Rand des Suchfensters. Die Konvergenzeigenschaft des Mean-Shift Algorithmus wird nicht
verletzt, wenn die Kernelfunktion konvex und monoton fallend ist [CRM00]. Es gibt verschie-
dene Funktionen, die dies erf¤ullen, so z. B. auch die zweidimensionale Gaussfunktion
k(x, y) =
1
2piσxσy
exp
(
−1
2
(
x2
σ2x
+
y2
σ2y
))
. (4.5)
Die Parameter der Gaussfunktion k¤onnen direkt an die Suchfensterdimensionen gekoppelt
werden. ¤Ublich ist es, die Standardabweichung σx und σy so zu w¤ahlen, dass der Wert von
k(x, y) am Rand des Fensters einem festen Bruchteil des maximalen Funktionswerts k(0, 0)
entspricht. Hier gilt:
k(−sy, 0) = k(+sy, 0) = 1
(1 + sy)
k(0, 0) ,
k(0,−sx) = k(0, +sx) = 1
(1 + sx)
k(0, 0) .
(4.6)
Nach der letzten Iteration folgt die Gr¤oßenanpassung des Suchfensters abh¤angig vom Volu-
men der eingeschlossenen Verteilung, wobei sowohl das Verh¤altnis von H¤ohe zu Breite als
auch die endg¤ultigen Positionskoordinaten x(i) und y(i) erhalten bleiben. Es gilt:
s(i+1)x · s(i+1)y =
1
2
√√√√y=+sy∑
y=−sy
x=+sx∑
x=−sx
IH(x(i) + x, y(i) + y) · k(x, y) ,
s
(i+1)
x
s
(i+1)
y
=
s
(i)
x
s
(i)
y
.
(4.7)
F¤ur die Implementierung ist zu beachten, dass das Suchfenster immer vollst¤andig im Bild
sein muss und nicht ¤uber den Bildrand hinausragen darf. Das Gesicht muss daher w¤ahrend
der Verfolgung im Bild bleiben. Andernfalls bedarf es einer Sonderbehandlung.
4.2.2 Ungenauigkeiten bei Hand-Gesichts U¨berlappungen
Die Gr¤oße des Suchfensters beim Mean-Shift Tracker legt fest, wie weit sich das Gesicht
zwischen zwei aufeinander folgenden Bildern bewegen darf. Verl¤asst das Gesicht diesen Be-
reich, so kann der Algorithmus dem Gesicht nicht mehr folgen. Da die Bildwiederholungsrate
konstant ist, gibt die Gr¤oße des Suchfensters somit direkt die maximal erlaubte Geschwin-
digkeit vor. F¤ur schnelle Kopfbewegungen ist demzufolge ein großes Suchfenster von Vorteil.
Je gr¤oßer das Suchfenster ist, desto gr¤oßer ist jedoch die Wahrscheinlichkeit, dass auch die
H¤ande innerhalb des Suchraums liegen. Die H¤ande haben eine dem Gesicht ¤ahnliche Farbe
und bewirken somit Fehler bei der Positionsberechnung des Gesichts oder im Extremfall den
¤Ubergang des Trackers auf eine Hand. Um derartige Ein¤usse zu minimieren muss die Such-
fenstergr¤oße m¤oglichst klein gew¤ahlt werden. Bei Dimensionierung des Suchfensters ist also
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abzuw¤agen, ob der Kopf sich schnell bewegt oder ob die H¤ande sich h¤aug in dessen N¤ahe
benden, wobei die Kopfdimensionen als Mindestmaße gelten.
Beim Gestikulieren ist mit wenig Kopfbewegung und h¤augen ¤Uberlappungen durch die
H¤ande zu rechnen. Erfahrungswerte zeigen, das eine Suchfenstergr¤oße, die nur minimal gr¤oßer
ist als das Gesicht (etwa 10 bis 20 %), die Beeinussung des Trackers durch Hand ¤Uberlap-
pungen stark reduziert, dabei aber die Verfolgung der auftretenden Kopfbewegungen erm¤og-
licht [Bra98]. Abbildung 4.4 enth¤alt eine Folge von Bildern, die das Verhalten des Mean-Shift
Trackers bei ¤Uberlappung zeigen. Die Kopfposition ¤andert sich darin langsam und wird von
der Hand kurzzeitig ¤uberlappt. Der Tracker bleibt auf dem Gesicht, weil dieses die gr¤oßere
Fl¤ache besitzt und sich im Gegensatz zur Hand kontinuierlich bewegt. In der ¤Uberlappungs-
phase wird das Suchfenster durch die Hand gest¤ort und dementsprechend verschoben und
vergr¤oßert.
Abbildung 4.4: Verhalten des Mean-Shift Trackers bei Hand¤uberlappungen
4.3 Exakte Lokalisierung mit einem aktiven Konturmodell
Das Gesicht wird bei ¤Uberlappungen in der Regel nicht vollst¤andig durch die H¤ande ver-
deckt. Anhand der noch sichtbaren Randbereiche ist die exakte Sch¤atzung der Gesichtsposi-
tion durch Anwendung von Formwissen m¤oglich. Dabei ist es hilfreich, dass das Gesicht der
Kamera zugewendet bleibt und der Kopf deswegen nur geringen Formvariationen unterliegt.
Aktive Konturmodelle (Active Shape Models, ASM) bieten die M¤oglichkeit, Formen und
Formvariationen zu beschreiben und diese an den Bildinhalt anzupassen [SHB99]. Es handelt
sich dabei um verformbare Konturschablonen, die sich an Bildpunkten mit denierten Eigen-
schaften orientieren und ausrichten k¤onnen, um ein Objekt bekannter Form einzugrenzen. Die
g¤ultigen Verformungen der Kontur deniert dabei ein zugrunde liegendes Punktverteilungs-
modell (Point Distribution Model, PDM), welches zuvor statistisch aus einer repr¤asentativen
Menge von Beispielformen gesch¤atzt wird.
Das Verhalten eines ASM h¤angt von der Suchstrategie zur Aufndung der Punkte mit den
gew¤unschten Bildeigenschaften sowie dem festgelegten Ausrichtungsverfahren ab. Der Stan-
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dard schreibt die Suche nach starken Kanten in der Umgebung des ASM vor [CT92, Bau96,
HS95]. Andere Suchstrategien verwenden Korrelationsverfahren zum Vergleich der Grau-
wertprole entlang einer Suchgeraden [DS97, HWJ00] oder generieren zuf¤allig mehrere Hy-
pothesen und w¤ahlen die am besten passenden f¤ur die weitere Betrachtung aus [BI00]. F¤ur
gew¤ohnlich werden alle gefundenen Punkte gleich gewichtet. Abweichend hiervon stellen
Duta et al. [DS97] ein Verfahren zur Erkennung von Ausreißern vor, um eine empndliche
St¤orung des Ausrichtungsvorgangs zu verhindern.
Ist die Form des zu beschreibenden Objekts starr, so dass es eine generelle Grundform gibt und
eventuell auftretende Variationen geringf¤ugig sind, dann eignen sich die sogenannten linea-
ren Punktverteilungsmodelle [CT92, Bau96, LTC95]. Demgegen¤uber bedingen stark form-
ver¤anderliche Objekte den Einsatz von nicht-linearen Punktverteilungsmodellen [BS00, HH97,
HWJ00], die jedoch komplexer zu handhaben sind. Eine ausf¤uhrliche Diskussion der Modell-
wahl ist in [Bow99] enthalten.
In dieser Arbeit bietet sich die Verwendung eines linearen Punktverteilungsmodells an, weil
die Randkurve der Abbildung des Kopfes lediglich leichten Variationen durch Verdrehung und
Neigung unterliegt. Diese Variationen k¤onnen statistisch durch die Analyse einer gegebenen
Beispielmenge von Kopfformen ber¤ucksichtigt und dem ASM als Forminformation ¤ubergeben
werden. Die Ausrichtung erfolgt abweichend von der Standardimplementierung an Punkten
mit starken Kanten, die auf der Innenseite, wo das Gesicht sich benden soll, hautfarben und
auf der Außenseite nicht hautfarben sind. Damit sollen St¤orung durch die H¤ande, die sich in
der N¤ahe des Gesichts benden und ebenfalls starke Kanten im Bild verursachen, eliminiert
werden, denn diese sind von der Gesichtskante aus gesehen auf der Innenseite nicht haut-
farben. Zudem sollen einige Modikationen ber¤ucksichtigen, dass ¤Uberlappungen nur einen
Teilbereich der Kopfkontur betreffen und die dort gefundenen Kantenpunkte daher weniger
zuverl¤assig sind.
4.3.1 Repra¨sentation einer Kopfform durch einen Punktvektor
Die Region, welche das Abbild des Kopfes enth¤alt und als geschlossene Folge der benachbar-
ten Randpixel vorliegt, hat eine zweidimensionale Form. Zu jeder Form k¤onnen ein Schwer-
punkt und eine Hauptachse bestimmt werden, welche den Ursprung und die Ordinate eines
objektbezogenen Koordinatensystems bilden. F¤ur die Richtung der Hauptachse wird ange-
nommen, dass der Benutzer nicht auf dem Kopf steht. Es bietet sich die Normierung der
Achsenskala auf den durchschnittlichen Abstand der Randpunkte an. Die Einf¤uhrung des be-
schriebenen objektbezogenen Koordinatensystems gew¤ahrleistet die Vergleichbarkeit mehre-
rer Formen.
Der Kopf ¤andert bei der Aufzeichnung Position, Orientierung und Gr¤oße, aufgrund leichter
Seitenneigung oder Entfernungs¤anderung zur Kamera. Dementsprechend kann die Anzahl der
Punkte in der Randkurvendarstellung auch variieren. F¤ur die Beschreibung mit einem PDM
ist es jedoch notwendig, eine feste Anzahl von Punkten zu haben, die zu festen Stellen entlang
der realen Kopfrandkurve korrespondieren. Es ist beispielsweise nicht zul¤assig, den Startpunkt
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bei einer Form am Hals und bei einer anderen Form am Ohr festzulegen oder die Randkurven
in unterschiedlichen Richtungen zu durchlaufen.
Um diese Bedingungen zu erf¤ullen, wird die Randkurve der Form durch einen Polygonzug
mit einer festen Anzahl von St¤utzstellen N angen¤ahert und durch einen Vektor f repr¤asentiert,
welcher alle St¤utzstellen xi = [xi yi]T mit i = 1, 2, . . . , N in geordneter Reihenfolge enth¤alt.
Alternativ kann die Ann¤aherung auch durch Spline-Funktionen erfolgen [BI00, Bau96], was
aber keinen Einuss auf die weitere Vorgehensweise nimmt. Im Folgenden wird f als Form-
vektor oder kurz als Form bezeichnet, obwohl es sich lediglich um die St¤utzstellen einer po-
lygonalen N¤aherungsdarstellung handelt:
f = [x1 y1 x2 y2 . . . xN yN ]
T ∈   2N . (4.8)
Eine Randkurve in der zweidimensionalen Ebene   2 wird durch die St¤utzstellendarstellung
auf einen einzelnen Datenpunkt im 2N -dimensionalen Formenraum abgebildet. Die Abbil-
dungsvorschrift ist dabei durch das benutzte Koordinatensystem und die Abtastmethode zur
Ermittlung der polygonalen Darstellung bestimmt. Es gilt, dass mit steigender Anzahl der
St¤utzstellen die Genauigkeit der N¤aherung zunimmt, was jedoch mit einem erh¤ohten Aufwand
bei allen folgenden Berechnungen einher geht. Die Wahl der St¤utzstellenzahl erfordert einen
Kompromiss zwischen der gew¤unschten Genauigkeit und dem geduldeten Rechenaufwand.
Bei komplexen Formen gilt die Festlegung der St¤utzstellen als schwer automatisierbar, weil
eventuell die Korrespondenzbedingung nicht erf¤ullt werden kann oder wichtige Segmente der
Form unterrepr¤asentiert sind. Beispielsweise sind bei H¤anden die Fingerspitzen und die Fin-
gerans¤atze charakteristisch. Im gespreizten Zustand sind diese noch einfach automatisch zu
nden, bei geschlossenen Fingern nur schwer und bei geballter Faust kaum noch. In der Regel
m¤ussen deswegen die St¤utzstellen f¤ur komplexe Formen, wie H¤ande [HS95] oder Hirnareale
[DS97], per Hand gesetzt werden.
Im Gegensatz dazu hat der menschliche Kopf eine sehr simple und recht stabile Grundform,
die sich einfach automatisch abtasten l¤asst. Die l¤angere Hauptachse der Form schneidet die
Randkurve an der Ober- und Unterseite, so dass sich einer dieser Schnittpunkte als Startpunkt
f¤ur die Bestimmung weiterer St¤utzstellen entlang der Randkurve eignet. Es werden dabei
N = 40 St¤utzstellen ¤aquidistant auf die Randkurve verteilt.
Da einzelne Abtastpunkte zwischen die ganzzahligen Koordinaten des Bildrasters fallen k¤on-
nen, wird die Position bi-linear aus den tats¤achlichen Positionen der benachbarten Randkur-
venpunkte interpoliert. Hierzu wird die Randkurve als kontinuierlich mit x(l) und y(l) be-
trachtet, wobei 0 ≤ l ∈   ≤ Np gilt und Np die Anzahl der Pixel der Randkurve ist. Die
St¤utzstellen entlang der Randkurve sind durch li bestimmt
li = i
Np
N
mit i = 1, 2, . . . , N . (4.9)
wobei i der ganzzahlige Index der St¤utzstelle ist, der beim unteren Schnittpunkt zwischen
Form und Hauptachse beginnt und im Uhrzeigersinn um die Randkurve steigt. Die St¤utzstelle
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bendet sich nur dann immer genau auf einem Pixel der Randkurve, wenn Np ein ganzzahliges
Vielfaches von N ist. Dies ist in der Regel nicht der Fall, so dass die Position zwischen dem
bi · Np
N
c-ten und di · Np
N
e-ten Pixel liegt. Die St¤utzstellenkoordinaten xi und yi werden ¤uber
xi = (bli + 1c − li)x(blic) + (li − blic)x(dlie) und
yi = (bli + 1c − li)y(blic) + (li − blic)y(dlie)
(4.10)
berechnet. Abbildung 4.5 stellt einige abgetastete Randkurven und die zugeh¤origen objektbe-
zogenen Koordinatenachsen dar.
Abbildung 4.5: St¤utzstellen der abgetasteten Randkurven verschiedener Kopfformen. Die Ob-
jektachsen legen das objektbezogene Koordinatensystem fest
4.3.2 Bestimmung des Kopfmodells aus einer Formmenge
F¤ur die Sch¤atzung eines Punktverteilungsmodells wird eine Beispielmenge F mit einer An-
zahl von M = 6278 Elementen verwendet, welche den beobachtbaren Kopfformen ¤uber alle
Sequenzen in der benutzten Datenbasis f¤ur eine Wiederholung entsprechen:
F = {f1, f2, . . . , fM} . (4.11)
In der Regel liegen nicht alle m¤oglichen Formen vor, welche die Abbildung des Kopfes anneh-
men k¤onnte. Geht man aber davon aus, dass eine Grundform existiert und die Abweichungen
davon normalverteilt sind  mit zunehmendem euklidischen Abstand zur Grundform muss
die Wahrscheinlichkeit noch eine g¤ultige Form zu beobachten exponentiell abnehmen  so
kann die zugrunde liegende Grundgesamtheit anhand der Stichprobe F statistisch beschrieben
werden. Mit den Notationen f¤ur den Mittelwertvektor µ
f
und die Kovarianzmatrix Σf folgt
[HE99]:
µ
f
=
1
M
M∑
i=1
f i ∈
  2N , (4.12)
Σf =
1
M − 1
M∑
i=1
(f i − µf)(f i − µf)T ∈
  2N×2N . (4.13)
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Der Mittelwertvektor stellt dann die Grundform oder Durchschnittsform der Beispielmenge
dar, w¤ahrend die Kovarianzmatrix die darin enthaltenen Abweichungen von der Grundform
beschreibt. Abbildung 4.6 stellt die St¤utzstellenverteilung im   2 dar.
Abbildung 4.6: Darstellung der St¤utzstellenverteilung f¤ur die Formmenge F
Mehr Einsicht in die Beschaffenheit der Daten in der Formmenge bietet sich nach einer Haupt-
komponentenanalyse (Principal Components Analysis, PCA). Diese liefert die orthogonalen
Hauptachsen der Datenverteilung im Formenraum sowie die Varianz der Daten entlang der
Achsen. Dabei gibt es entsprechend der Dimensionalit¤at genau 2N Hauptachsen und Vari-
anzen, die durch die Eigenvektoren ϕ
i
∈   2N und die zugeh¤origen skalaren Eigenwerte λi
repr¤asentiert werden. Diese lassen sich durch L¤osung der charakteristischen Gleichung
Σfϕi = λiϕi (4.14)
bestimmen. Das Ergebnis ist f¤ur symmetrische Matrizen, wie die Kovarianzmatrix, immer re-
ell. Es existieren verschiedene Methoden zur L¤osung, wobei hier die Jacobi-Methode wegen
ihrer numerischen Stabilit¤at und der einfachen Implementierung bevorzugt wird [PTVF92].
Die geringere Efzienz gegen¤uber anderen Methoden f¤allt nicht ins Gewicht, weil die Berech-
nungen nur einmalig und nicht zur Laufzeit erfolgen. Die Eigenvektoren werden dabei auf
Einheitsl¤ange normiert und bez¤uglich der Eigenwerte in absteigender Reihenfolge sortiert, so
dass gilt:
λ1 ≥ λ2 ≥ · · · ≥ λ2N . (4.15)
Die Eigenvektoren sind orthogonal zueinander und bilden somit eine Orthonormalbasis im
Formenraum. Zugunsten einer kompakteren Repr¤asentation der Datenmenge kann die Anzahl
der ber¤ucksichtigten Eigenvektoren gezielt reduziert werden. Da der Betrag des Eigenwertes,
bzw. der Varianz, unmittelbar die Ver¤anderlichkeit der Daten in der Formmenge entlang der
zugeh¤origen Richtung angibt, bietet es sich an, die Komponenten mit den h¤oheren Ordnungs-
zahlen zu verwerfen. Der resultierende Datenverlust bei Nutzung nur der ersten K < 2N
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Komponenten betr¤agt
V =
2N∑
i=K+1
λi
2N∑
i=1
λi
mit K < 2N . (4.16)
Durch die Zusammenfassung der verwendeten Eigenvektoren in einer Matrix  wobei die
Vektoren die Spalten der Matrix bilden  ergibt sich die Matrix Φ:
Φ =
[
ϕ
1
ϕ
2
. . . ϕ
K
]
∈   2N×K . (4.17)
Eine Form aus der Formmenge kann schließlich n¤aherungsweise als additive ¤Uberlagerung
der Grundform mit den K signikantesten Eigenvektoren dargestellt werden:
f = µ
f
+ Φw . (4.18)
Der Gewichtsvektor w ∈   K stellt einen Punkt im K-dimensionalen Modellparameterraum
dar, der durch die verbleibenden K < 2N orthonormalen Eigenvektoren aufgespannt wird.
Er gibt somit an, wie stark die Eigenkomponenten einießen sollen:
w =
[
w1 w2 . . . wK
]T
. (4.19)
Weil es sich bei Φ um eine orthonormale Matrix handelt, gilt auch Φ−1 = ΦT . Die Au¤osung
von (4.18) nach w liefert
w = ΦT (f − µ
f
) . (4.20)
Der Vorteil der Darstellung der Formmenge durch die Gleichung (4.18) bzw. (4.20) liegt in
der M¤oglichkeit, die enthaltene Formvariation gezielt zu handhaben. Im Modellparameter-
raum sind die einzelnen Dimensionen aufgrund der Orthonormalit¤at der Eigenvektoren de-
korreliert. Entlang der Hauptachsen ¤andert sich die Form unterschiedlich stark, wobei nahe
beieinander liegende Punkte grunds¤atzlich ¤ahnlicheren Formen entsprechen, als weit entfern-
te Punkte. Es k¤onnen Formen generiert werden, die nicht in der Beispielmenge enthalten sind.
Weil die Beispieldaten aber nur in einem eingeschr¤ankten Gebiet um das Zentrum des Unter-
raums
  K verteilt und nicht unendlich weit verstreut sind ist es ¤ublich, Grenzen f¤ur g¤ultige
Formen zu denieren. In [HH97] wird z. B. eine Hyperellipse durch eine obere Grenze f¤ur die
Mahalanobis-Distanz festgelegt und wegen des damit verbundenen hohen Rechenaufwands
durch einen Hyperquader gem¤aß
|wi| < c
√
λi mit c = const. (4.21)
angen¤ahert. Der Bereich außerhalb der dadurch festgelegten Grenzen kennzeichnet alle ung¤ulti-
gen Formen. Das Kopfformmodell ist vollst¤andig beschrieben durch die Grundform µ
f
, den
durch Φ gegebenen Modellparameterraum und dessen Begrenzung (4.21). Es wird hier noch-
mal darauf hingewiesen, dass das Formmodell in modellbezogenen Koordinaten vorliegt, wie
auch alle Formen der Beispielmenge F.
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F¤ur die Sch¤atzung des Modells aus den vorliegenden Daten ist der Datenverlust auf maximal
5% festgelegt. Das entspricht 36 von 80 m¤oglichen Komponenten und somit einer mehr als
50-prozentigen Ersparnis der f¤ur das Modell ben¤otigten Speichermenge. Den Einuss einiger
Komponenten auf die Form veranschaulicht Abbildung 4.7. Dabei wird jeweils das Gewicht
wi der betreffenden Komponente von der unteren bis zur oberen Schranke des G¤ultigkeits-
intervalls (hier c = 3) variiert, w¤ahrend alle anderen Gewichte bei Null bleiben. Die Ab-
weichung von der Grundform nimmt mit steigender Ordnungszahl merklich ab und ist bei
K = 36 bereits im Sub-Pixel Bereich. Die Vernachl¤assigung einer einzelnen Komponente
h¤oherer Ordnungszahl hat daher praktisch keinen Einuss.
. . .
PSfrag replacements
|w1| ≤ 3λ1 |w2| ≤ 3λ2 |w3| ≤ 3λ3 |wK | ≤ 3λK
Abbildung 4.7: Einuss der Hauptrichtungen auf die Kopfform. Die schwarzen Linien zeigen
die Verzerrung der Grundform bei ¤Anderung des Gewichts einer Komponente
4.3.3 Darstellung von Formvektoren in Bildkoordinaten
Die Formvektoren liegen bisher nur in objektbezogenen Koordinaten vor. Zur Darstellung in
Bildkoordinaten ist eine Platzierung im Bild mit der gew¤unschten Positions-, Orientierungs-
und Gr¤oßenangabe notwendig. Dies ist durch eine afne ¤Ahnlichkeitstransformation f¤ur jede
St¤utzstelle eines Formvektors f nach der folgenden Vorschrift m¤oglich:
x′i =
[
x′i
y′i
]
=
[
s cosα −s sin α
s sin α s cos α
] [
xi
yi
]
+
[
xc
yc
]
. (4.22)
Die Transformation erfolgt mit Hilfe des Skalierungsfaktors s, des Rotationswinkels α sowie
der horizontalen bzw. vertikalen Translation xc und yc. Dabei ist x′i = [x′i y′i]T die Bild-
koordinate, auf die eine St¤utzstelle xi = [xi yi]T abgebildet wird. F¤ur die Anwendung der
Transformationsparameter (xc, yc, α, s) auf den Formvektor f gilt
f ′ = M(α, s)f + f c mit
f ′ =
[
x′1 y
′
1 x
′
2 y
′
2 . . . x
′
N y
′
N
]T ∈   2N . (4.23)
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f ′ ist die Repr¤asentation von f in Bildkoordinaten. F¤ur die Rotations- und Skalierungsmatrix
M(α, s) und den Formtranslationsvektor f c l¤asst sich schreiben
M(α, s) =


s cos α −s sin α 0 0 . . . 0 0
s sin α s cos α 0 0 . . . 0 0
0 0 s cos α −s sin α 0 0
0 0 s sin α s cosα 0 0
.
.
.
.
.
.
.
.
. 0 0
0 0 0 0 . . . s cos α −s sin α
0 0 0 0 . . . s sin α s cos α


∈   2N×2N ,
f c =
[
xc yc xc yc . . . xc yc
]T ∈   2N .
(4.24)
F¤ur die inverse Transformation gilt
M−1(α, s) = M(−α, s−1) . (4.25)
4.3.4 Anpassung des Formmodells an den Bildinhalt
Zur Anpassung an den Bildinhalt m¤ussen alle St¤utzstellen des Formmodells durch Platzie-
rung und Verzerrung der Form m¤oglichst nahe an die korrespondierenden im Bild gefunde-
nen Punkte gebracht werden. Startvorgabe sind eine Platzierung (xc, yc, α, s) und eine durch
w gegebene Form, von deren St¤utzstellen eine Suche nach Bildpunkten mit markanten Ei-
genschaften bez¤uglich eines festgelegten Kriteriums ausgeht. Das Ziel ist anschließend, die
Inkremente (dxc, dyc, dα, ds) und dw zu bestimmen, mit denen ein deniertes Abstandsmaß
df zwischen den St¤utzstellen der Form und den neu gefundenen Positionen iterativ minimiert
werden kann. Die Schritte des Verfahrens sind hier kurz aufgelistet und werden im Folgenden
f¤ur eine einzelne Iteration noch n¤aher erl¤autert:
1. Formvektor mit Grundform initialisieren und im Bild in die N¤ahe des Gesichts platzie-
ren. Position, Gr¤oße und Orientierung m¤ussen in etwa bekannt sein.
2. Ausgehend von den St¤utzstellen der Form nach m¤oglichen neuen Positionen suchen.
Die Suchweite legt die notwendige Genauigkeit der initialen Platzierung fest.
3. Den Formvektor verschieben, rotieren und skalieren, um diesen an die neuen St¤utzstel-
len anzun¤ahern.
4. Die verbleibende Differenz durch die Verzerrung der Form anpassen und dabei auf die
G¤ultigkeit der entstehenden Form achten.
5. Wenn das Abstandsmaß zwischen neuem und altem Formvektor gering ist, dann abbre-
chen, ansonsten mit dem neuen Formvektor ab Schritt zwei. wiederholen
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F¤ur die iterative Anpassung muss zun¤achst eine Startvorgabe existieren. Diese braucht nicht
exakt zu sein, darf aber nicht weiter von den gesuchten markanten Bildpunkten entfernt sein
als die Suchweite f¤ur die einzelnen St¤utzstellen. Im ersten Bild einer Sequenz liefert die Ge-
sichtsndung hierf¤ur hinreichend gute Anhaltswerte. In den folgenden Bildern wird ¤ublicher-
weise das letzte Ergebnis der Anpassung verwendet. Dadurch verh¤alt sich das Formmodell
wie ein Tracker, das einem Objekt folgen kann, solange dieses nicht von einem Bild zum
n¤achsten den Suchbereich verl¤asst. In der Regel ist der Suchraum aber stark eingeschr¤ankt,
so dass es sinnvoll ist, die Ausgabe eines Trackers, der gr¤oßeren Spr¤ungen folgen kann, zur
Initialisierung zu nutzen. Dem Verfolgungskonzept, welches zu Beginn dieses Kapitels vor-
gestellt wurde, liegt daher diese Idee zugrunde.
Unabh¤angig von der Initialisierung startet von jeder St¤utzstelle x′i aus eine Suche nach mar-
kanten Bildeigenschaften, z. B. Kanten bei der Standardimplementierung. Die Suche erfolgt
senkrecht zur Randkurve der Form f ′ sowohl zur Innen- als auch zur Außenseite der ge-
schlossenen Randkurve hin. F¤ur die polygonale Darstellung wird die senkrechte Richtung
durch die Winkelhalbierende der beiden Verbindungslinien zu den benachbarten St¤utzstel-
len angen¤ahert. Falls bei der Suche mehrere Positionen in Frage kommen, so ist mit einem
geeigneten Kriterium  meist ist dies die ¤ortliche N¤ahe  eine davon als neue Position xˆ′i
auszuw¤ahlen. Befriedigt keine Position die Anforderungen, so bleibt die Ausgangsposition
erhalten. Den Suchvorgang illustriert Abbildung 4.8.
Abbildung 4.8: Suche nach neuen Positionen f¤ur die St¤utzstellen der Form. Links: Die durch-
gezogene Linie ist die polygonal approximierte Form f ′ mit den schwarzen Punkten als St¤utz-
stellen. Die weißen Punkte sind die entlang der eingezeichneten Suchrichtung gefundenen
neuen St¤utzstellen fˆ ′. Rechts: Das zugrunde liegende Kantenbild
Die ermittelten neuen Koordinaten bilden den Vektor fˆ ′ und lassen sich als Summe von f ′
und df ′ schreiben bzw. als Ergebnis einer Verzerrung der Form  die eventuell nicht durch
eine lineare Kombination der verwendeten Eigenkomponenten beschreibbar ist  gefolgt von
einer globalen afnen ¤Ahnlichkeitstransformation interpretieren. Mit (4.23) ergibt sich diese
Darstellung:
fˆ
′
= f ′ + df ′ = M(α + dα, s(1 + ds))(f + df) + f c + df c . (4.26)
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Durch Umformung und Ber¤ucksichtigung von (4.23) und (4.25) kann Gleichung (4.26) nach
der Formverzerrung in objektbezogenen Modellkoordinaten df aufgel¤ost werden:
df = M(−(α + dα), (s(1 + ds))−1)(M(α, s)f + df ′ − df c)− f . (4.27)
Weil die daraus resultierende Formverzerrung aber eventuell nicht durch eine lineare Kombi-
nation der verwendeten Eigenkomponenten beschreibbar ist, liefert (4.18) n¤aherungsweise
f + df ≈ µ
f
+ Φ(w + dw) (4.28)
und somit
dw ≈ ΦT df . (4.29)
Dies ist die notwendige ¤Anderung des Gewichtsvektors bzw. die Positions¤anderung im Mo-
dellparameterraum, um den Vektor f so zu verzerren, dass dieser nach entsprechender Plat-
zierung im Bild m¤oglichst gut auf die St¤utzstellen in fˆ ′ passt. Durch Ber¤ucksichtigung von
(4.21) ist sichergestellt, dass die Verzerrung auch eine g¤ultige Form hervorbringt, die hier als
fˆ bezeichnet sei. Die Inkremente f¤ur die Platzierung im Bild, d. h. Translation, Rotation und
Skalierung, lassen sich dabei folgendermaßen berechnen [CT92]:
dxc =
1
N
N∑
i=1
(xˆ′i − x′i) und dyc =
1
N
N∑
i=1
(yˆ′i − y′i) , (4.30)
dα =
1
N
N∑
i=1
dαi mit
dαi = arctan
yˆ′i − (yc + dyc)
xˆ′i − (xc + dxc)
−
arctan
y′i − yc
x′i − xc
,
(4.31)
ds =
1
N
N∑
i=1
dsi mit
dsi =
√
(yˆ′i − (yc + dyc))2 + (xˆ′i − (xc + dxc))2−√
(y′i − yc)2 + (x′i − xc)2 .
(4.32)
Zur Veranschaulichung ist die Anpassung der Form an die neuen St¤utzstellen in Abbildung
4.9 dargestellt.
Der Erfolg der iterativen Anpassung wird ¤uber das Distanzmaß df ausgedr¤uckt, welches als
Wurzel des mittleren quadratischen Abstands aller St¤utzstellenpaare der beiden Formen de-
niert und unter Verwendung der L2-Norm folgendermaßen deniert ist:
df =
√
1
N
(‖fˆ ′ − f ′‖2)2 . (4.33)
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Abbildung 4.9: Darstellung der Formanpassung anhand der neuen St¤utzstellen. Rotation, Ska-
lierung und Verschiebung der Form f ′ mit (dα, ds, dxc, dyc) (links) gefolgt von Formverzer-
rung mit dw innerhalb der g¤ultigen Grenzen (rechts)
4.3.5 Modifikationen des Anpassungsverfahrens
Ein Dezit der Standardimplementierung der aktiven Konturmodelle ist bedingt durch die
Ausrichtung an starken Kanten ohne die Betrachtung weiterer lokaler Informationen. N¤ahern
sich unter diesen Bedingungen die H¤ande dem Gesicht, so verursachen sie im Bild Kanten,
die das Konturmodell stark beeinussen und somit vom Kopf ablenken.
Eine weitere Schw¤ache ergibt sich durch die gleiche Gewichtung aller St¤utzstellen f¤ur den
Anpassungsprozess. Dabei ist es m¤oglich, dass die Suche unterschiedlich gute St¤utzstellen
liefert. Durch die Einbringung von Zuverl¤assigkeitswerten k¤onnen starke und schwache Kan-
ten ber¤ucksichtigt und damit der Einuss einer St¤utzstelle dort, wo eine Hand den Rand des
Kopfes verdeckt, abgeschw¤acht werden. Schwache Kanten sind beispielsweise das Resultat
von Hand-Gesichts ¤Uberlappungen, da an der gemeinsamen Grenze ein geringerer Kontrast
besteht.
Zur Behandlung der besagten Schw¤achen wird eine ¤Anderung der St¤utzstellensuche und des
Ausrichtungsverfahrens eingef¤uhrt. Die Suche erfolgt dabei nicht nur nach Kanten, sondern
bedingt auch, dass ausschließlich die Innenseite, wo sich das Gesicht benden soll, hautfarben
ist. Bei Nichterf¤ullung dieser Anforderung gilt die ermittelte Position als nicht verwertbar. Au-
ßerdem werden alle St¤utzstellen xi mit Zuverl¤assigkeitswerten 0 ≤ ri ≤ 1 versehen, welche
in dem Zuverl¤assigkeitsvektor
r =
[
r1 r1 r2 r2 . . . rN rN
]T ∈   2N (4.34)
zusammengefasst sind. Es bestehen verschiedene M¤oglichkeiten zur Festlegung der Zuverl¤as-
sigkeiten. Hier wird der Intensit¤atsgradient als Maß f¤ur die St¤arke der Kante verwendet, vor-
ausgesetzt diese umschließt eine hautfarbene Region. Ansonsten entspricht die Zuverl¤assig-
keit Null.
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Der Vektor r wird sowohl bei der Platzierung des Formmodells als auch bei der Bestimmung
der Formverzerrung eingebracht. Die Summen in den Gleichungen (4.30) bis (4.32), welche
die durchschnittliche Verschiebung, Rotation und Skalierung aller St¤utzstellen angeben, wer-
den dazu durch gewichtete und normierte Summen ersetzt:
dxc =
∑N
i=1 ri(xˆ
′
i − x′i)∑N
i=1 ri
und dyc =
∑N
i=1 ri(yˆ
′
i − y′i)∑N
i=1 ri
, (4.35)
dα =
∑N
i=1 ridαi∑N
i=1 ri
, (4.36)
ds =
∑N
i=1 ridsi∑N
i=1 ri
. (4.37)
Die Normierung erfolgt bez¤uglich der Summe aller Zuverl¤assigkeiten. Die Formverzerrung
aus Gleichung (4.29) ¤andert sich durch r zu
dw ≈ diag (r)ΦT df . (4.38)
Diese Modikation bedeutet, dass bei absoluter Zuverl¤assigkeit ri = 1 die Verzerrung voll-
st¤andig eingeht und dass unzuverl¤assige St¤utzstellen geringere Verzerrungen verursachen,
weil ihre Modellkoordinaten kaum ver¤andert werden.
4.4 Analyse und Bewertung der Verfolgungsleistung
Die Verfolgung des Gesichts mit dem Mean-Shift Tracker ist gegen¤uber Fehlzuordnungen auf
dem gegebenen Datenmaterial robust. Im Falle einer Hand-Gesichts ¤Uberlappung ist aber ei-
ne deutliche Abweichung der ermittelten Position von der tats¤achlichen beobachtbar. Diese
Abweichung kann f¤ur die Erkennung einer Geste kritisch sein, da die Kopfposition als Be-
zugskoordinate zur Beschreibung der manuellen Ausdrucksmittel dient. Um den Nutzen des
zus¤atzlichen Formwissens zu bewerten, wird die Genauigkeit des Mean-Shift Trackers und
des modizierten ASM bez¤uglich der Abweichung von der tats¤achlichen Position bestimmt.
Vergleichsweise wird auch die Standardimplementierung der ASM ausgewertet, um den Ef-
fekt der erw¤ahnten Modikationen zu zeigen. Die Bewertungsmaßzahlen sind die mittlere und
die maximale Abweichung sowie die Varianz ¤uber eine ganze Sequenz in Pixeln.
Die Daten f¤ur die Experimente sind von den Daten zur Sch¤atzung des Kopfmodells un-
abh¤angig. Die Referenzposition wird stets aus der manuell erstellten Segmentierungsmaske
bestimmt. Untersuchungen mit allen 152 Geb¤arden haben gezeigt, dass, wenn keine ¤Uberlap-
pung stattndet, auch keine signikanten Leistungsunterschiede zu beobachten sind. Daher ist
eine Untermenge von Geb¤arden mit starken Hand-Gesichts ¤Uberlappungen n¤aher analysiert
worden (siehe Tabelle 4.1). Abbildung 4.10 zeigt beispielhaft die Abweichung der Schwer-
punktssch¤atzung von der Referenzposition in einem einzelnen Bild der Geb¤ardensequenz

es-
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sen. Am st¤arksten gest¤ort wird der Mean-Shift Tracker, w¤ahrend die modizierte Version der
ASM die genauesten Ergebnisse liefert.
(a) Mean-Shift Tracker (b) Standard ASM (c) Modifiziertes ASM
Abbildung 4.10: Einuss einer ¤uberlappenden Hand auf die Gesichtstracker. Die manuell seg-
mentierte Randkurve ist hell eingezeichnet, das Resultat ist dunkel dargestellt. Die Kreise
zeigen die entsprechenden Schwerpunktspositionen an
Das zugeh¤orige Diagramm, in dem die Abweichungen ¤uber die Zeit bzw. den Bildindex auf-
getragen sind, ist in Abbildung 4.11 zu sehen. Das Gesicht hat zum Vergleich eine Breite von
etwa 50 Pixeln. Der dargestellte Verlauf ist ein typisches Ergebnis, dass dem modizierten
ASM ein sehr stabiles Verhalten best¤atigt, bedingt durch die Gewichtung der St¤utzstellen mit
der Kantenst¤arke. Das Standard ASM hingegen zeigt eine deutliche Beeinussung sobald die
¤Uberlappung stattndet.
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Abbildung 4.11: Abweichung der Gesichtstracker von der Referenzposition (in Pixeln) f¤ur die
Geb¤arde

essen. Die Gesichtsbreite betr¤agt zum Vergleich etwa 50 Pixel
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Ein Standard ASM erzielt in der Regel ein genaueres Ergebnis als der Mean-Shift Tracker. Bei
Betrachtung der Tabelle 4.1, welche die durchschnittliche Abweichung der gesch¤atzten Posi-
tion von der Referenzposition des Gesichts ¤uber alle Bilder und Variationen einer Geb¤arde ge-
mittelt angibt, wird diese Einsch¤atzung zun¤achst best¤atigt. Jedoch f¤allt die Unregelm¤aßigkeit
f¤ur die Geb¤arde

Institut auf. Der Standard ASM l¤asst sich bei dieser Geb¤arde so sehr st¤oren,
dass er den Kopf verliert und dadurch eine vollkommen falsche Position angibt. Die St¤arke
des Mean-Shift Trackers, n¤amlich seine besondere Robustheit, wird hier nochmals deutlich.
Diese kann um die Pr¤azisionseigenschaften der modizierten ASM Implementierung erg¤anzt
werden. Tabelle 4.2 gibt die Gesamtstatistik bez¤uglich Durchschnitt, Varianz und Maximal-
wert der Abweichung an und best¤atigt damit die vorangegangenen Aussagen.
Tabelle 4.1: Durchschnittliche Abweichung der verschiedene Gesichtstracker von der Refe-
renzposition anhand der gegebenen Untermenge von Geb¤arden mit starken Hand-Gesichts
¤Uberlappungen
Name der
Geba¨rde
Mean-Shift
Tracker
Standard
ASM
Modifiziertes
ASM
Abend 3.46 1.90 1.71
Banane 10.76 2.94 0.79
Essen 5.45 3.41 1.78
Fragen 5.36 3.09 1.37
Haben (Du) 6.56 5.12 2.13
Hunger 8.85 1.96 1.08
Institut 3.93 17.09 2.24
Mittwoch 6.28 3.39 1.81
Polizei 3.80 1.58 1.14
Rot 5.91 3.34 2.38
Waschmittel 7.31 1.56 0.76
Zentrum 6.15 2.23 0.89
Es sei noch erw¤ahnt, dass bei fehlendem Wissen ¤uber den Benutzer ersatzweise die Form
einer Ellipse zur exakten Sch¤atzung der Gesichtsposition benutzt werden kann. Die Kennt-
nis des genauen Formmodells liefert nicht unbedingt signikant bessere Ergebnisse, wie der
Vergleich der letzten und der vorletzten Spalte in Tabelle 4.2 zeigt. Der Vorteil liegt aber
darin, dass gleichzeitig eine exakte Segmentierung des Gesichts m¤oglich ist, welche z. B. als
Grundlage f¤ur eine Gesichtsanalyse dienen kann. Sind die exakten Grenzen jedoch unn¤otig,
dann erf¤ullt ein generisches Ellipsenmodell (siehe Abbildung 4.12) die Positionsbestimmung
nahezu genauso gut.
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Tabelle 4.2: Gesamtstatistik f¤ur die Abweichung der Gesichtstracker von der Referenzposition
f¤ur die ausgew¤ahlten Geb¤arden
Mean-Shift
Tracker
Standard
ASM
Modifiziertes
ASM
Modifiziertes
Ellipsen-ASM
Durchschnitt 6.41 3.97 1.42 1.95
Varianz 27.55 30.02 2.54 4.16
Maximum 22.81 27.36 9.58 8.88
(a) w1 = −3λ1 (b) w1 = 0 (c) w1 = +3λ1
Abbildung 4.12: Generisches elliptisches PDM und dessen Formvariation. Die Formverzer-
rung des Ellipsenmodells kann durch einen einzigen Gewichtsparameter w1 beschrieben wer-
den. Das mittlere Bild zeigt die Durchschnittsform (w1 = 0), w¤ahrend die anderen beiden
Bilder die maximal erlaubten Formverzerrungen (w1 = ±3λ1) darstellen
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Kapitel 5
Verfolgung der Ha¨nde
Dieses Kapitel zeigt, wie unter den gegebenen Randbedingungen die H¤ande einer gestikulie-
renden Person gefunden werden k¤onnen, vorausgesetzt Kopfposition und -gr¤oße sind bekannt.
Da es sich bei Gesten und Geb¤arden um dynamische Vorg¤ange handelt, wird die Lokalisierung
durch die Auswertung zeitlich aufeinander folgender Beobachtungen vorgenommen. Von der
Ruhehaltung einer Person ausgehend stellt sich demnach die Aufgabe als Verfolgungsproblem
mit der linken Hand (lH) und der rechten Hand (rH) als Zielobjekte und dem Gesicht (G) als
Referenzobjekt dar.
Von den gesuchten Objekten ist zun¤achst nur bekannt, dass sie im Bild als hautfarbene Re-
gionen auftreten. Daher wird jede hautfarbene Region durch eine einzelne Ellipse angen¤ahert
und kurzzeitig verfolgt, vor allem um rechtzeitig ¤Uberlappungen zu detektieren und gegebe-
nenfalls eine bessere N¤aherung der betroffenen Region durch mehrere Ellipsen vorzunehmen.
Die gesuchten Objekte werden den Ellipsen schließlich in allen Kombinationsm¤oglichkeiten
zugeordnet, so dass eine Menge von Hypothesen Hi bez¤uglich der aktuellen Beobachtung im
Bild entsteht. Dabei sind mehrfache Zuordnungen erlaubt, so dass die Detektierbarkeit der
Objekte von Fehlern der ¤Uberlappungsdetektion unabh¤angig bleibt. Durch virtuelle Ellipsen
außerhalb des Bildes wird ber¤ucksichtigt, dass die H¤ande eventuell nicht im Bild sind. Die Po-
sitionen dieser zus¤atzlichen Ellipsen werden ¤uber ein K¤orpermodell bestimmt, welches sich
am Gesicht orientiert. In Abbildung 5.1 sind einige Hypothesen zu einer gegebenen Beobach-
tung dargestellt.
...
PSfrag replacements
Beobachtung Hypothesen
Abbildung 5.1: Hypothesen zu einer Beobachtung als Grundlage der Handverfolgung
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Die Beurteilung s¤amtlicher Hypothesen erfolgt anhand von Bewertungsfunktionen, die das
Wissen ¤uber Gesten und die zu erwartende Oberk¤orperhaltung des Gestikulierenden repr¤asen-
tieren. Bezugsposition und Bezugsgr¤oße sind dabei durch das Gesicht festgelegt. F¤ur die Ver-
kn¤upfung der Hypothesen zeitlich aufeinander folgender Beobachtungen werden alle ¤Uber-
gangsm¤oglichkeiten betrachtet. Die Bewertung der ¤Uberg¤ange wird ¤uber den Vergleich der
hypothetischen Position mit einer Vorhersage vorgenommen, welche auf einem Dynamikmo-
dell der Handbewegung beruht.
Der L¤osungsraum ist in Abbildung 5.2 als Zeit-Zustands Diagramm dargestellt. Die Einzel-
hypothesen entsprechen den Zust¤anden zu einem gegebenen Zeitpunkt, w¤ahrend die zeitlich
gerichtete Verkettung der Zust¤ande den ¤Uberg¤angen entspricht. Prinzipiell sind alle m¤oglichen
Pfade zu ber¤ucksichtigen, um in Anbetracht der noch zu denierenden Bewertungskriterien
den besten Pfad zu ermitteln. Eine efziente L¤osung ist mit dem Verfahren der dynamischen
Programmierung m¤oglich. Dieses liefert zu jedem Zeitpunkt und zu jeder Hypothese einen
eindeutigen Pfad und kann jederzeit die bez¤uglich der zur¤uckliegenden Beobachtungen beste
Einzelhypothese bestimmen. Im weiteren Verlauf ist es stets m¤oglich, zur¤uckliegende Fehl-
entscheidungen aufgrund neuer Erkenntnisse zu korrigieren, da mehrere alternative Pfade si-
multan mitgef¤uhrt werden.
... t
.
.
.
.
.
.
PSfrag replacements
H1(t1)
H2(t1)
HN1(t1)
H1(t2)
H2(t2)
HN2(t2)
Abbildung 5.2: Zeit-Zustands Diagramm des L¤osungsraums f¤ur die Handverfolgung
Die folgenden Abschnitte beschreiben der Reihe nach die Generierung der Hypothesen mit-
samt der ¤Uberlappungsbehandlung, die Bewertungsmethoden und schließlich die Pfadaus-
wahl. Anschließend werden Ergebnisse mit den verf¤ugbaren Daten pr¤asentiert (siehe Kapitel
2.7). Die Ergebnisse unterteilen sich in eine quantitative Leistungsbewertung anhand der ma-
nuell segmentierten Sequenzen und in eine qualitative Beurteilung anhand der ¤ubrigen Daten.
Durch Letzteres soll vor allem die Tauglichkeit der Handverfolgung f¤ur unterschiedliche Be-
nutzer und Umgebungen analysiert werden.
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5.1 Generierung der Hypothesen
Aufgabe der Hypothesengenerierung ist es, die Zuordnungen zwischen den Zielobjekten und
den Ellipsen zu erzeugen, welche die hautfarbenen Regionen repr¤asentieren. Dabei muss
ber¤ucksichtigt werden, dass ¤Uberlappungen stattnden k¤onnen und dass die H¤ande sich even-
tuell nicht im Bild benden. In realen Umgebungen ist zudem mit St¤orungen durch hautfarben
erscheinende Gegenst¤ande zu rechnen, wonach die zugeh¤origen Regionen f¤ur die Handver-
folgung nicht relevant sind. Die Generierung der Hypothesen umfasst drei Schritte, deren
Beschreibung als N¤achstes folgt:
1. die Korrespondenzanalyse der Regionen zwecks ¤Uberlappungsdetektion,
2. die Behandlung von ¤Uberlappungen und
3. die Sch¤atzung der Handruhepositionen mit einem K¤orpermodell.
5.1.1 Korrespondenzanalyse der Regionen
Um ¤Uberlappungen zu detektieren, muss f¤ur alle Regionen eine Korrespondenzanalyse durch-
gef¤uhrt werden. Das bedeutet, jede im letzten Bild gesehene Region ist auch im aktuellen Bild
zu identizieren. Steigt dabei die Anzahl der Regionen, dann ist vermutlich ein Objekt ins Bild
eingetreten oder ¤uberlappende Objekte haben sich getrennt. Sinkt sie hingegen, so hat wahr-
scheinlich eine ¤Uberlappung stattgefunden oder ein Objekt hat das Bild verlassen. Werden
mindestens zwei Regionen aus dem letzten Bild genau einer Region aus dem aktuellen Bild
zugeordnet, so entspricht dies der Detektion einer ¤Uberlappung. Die Entscheidung f¤ur eine
der vielen Zuordnungsm¤oglichkeiten ist gleichzusetzen mit der Feststellung, dass einer der
beschriebenen F¤alle eingetreten ist. Derartige Entscheidungen sind jedoch stets mehrdeutig,
wenn zwei oder mehr Zuordnungsm¤oglichkeiten bestehen.
Das Problem der Mehrdeutigkeit einer Zuordnung zwischen Objekten und Messungen ist auch
in der Radartechnik bekannt [Bro98, BSF88]. Es wird daher versucht, die Plausibilit¤at der
Objektpositionen anhand von Vorhersagen auf der Grundlage eines Dynamikmodells der Ob-
jektbewegungen zu bewerten. Als Standardverfahren kommt dabei der Kalman-Filter zum
Einsatz, ¤uber dessen Sch¤atzungen der Zusammenhang zwischen den vorherigen und den ak-
tuellen Messungen nach dem Nearest-Neighbour Prinzip bestimmt wird. Dass heißt, ein Ziel-
objekt wird derjenigen Messung zugeordnet, zu der die Vorhersage bez¤uglich einer denierten
Distanz am n¤achsten liegt. Erweiterungen, wie der Probabilistic Data Association Filter oder
der Track-Split Filter, sollen die M¤oglichkeit von Fehlzuordnungen weiter verringern, sind
jedoch entsprechend aufw¤andiger [BSF88].
In Anlehnung an die Radartechnik wird hier zur ¤Uberlappungsdetektion der Kalman-Filter
mit einer anschließenden Zuordnung gem¤aß dem Nearest-Neighbour Verfahren verwendet.
Jede Region wird durch eine Ellipse beschrieben. Ein Kalman-Filter berechnet die Vorher-
sage f¤ur Position, Hauptachsen und Orientierung jeder Ellipse anhand der vorangegangenen
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Messungen. Der Vergleich aller aktuell beobachteter Regionen mit den zuletzt vorhergesag-
ten Ellipsen erm¤oglicht schließlich die Zuordnung. Dabei sind Zuordnungen zum Bildrand
m¤oglich, um dadurch aus dem Bild austretende Objekte zu ber¤ucksichtigen. Falls eine Regi-
on keine Zuordnung erh¤alt, so gilt sie als neu und wird ab dem Zeitpunkt ihres Erscheinens
in den Prozess einbezogen. Ein Beispiel f¤ur die ¤Uberlappungsdetektion zeigt Abbildung 5.3.
Darin laufen die Regionen der beiden H¤ande aufeinander zu und ¤uberlappen sich schließlich
unterhalb des Gesichts. Die ¤Uberlappungsdetektion ist in [Ung02] detaillierter beschrieben.
(a) tk (b) tk+1 (c) tk+2 (d) tk+3
Abbildung 5.3: Beispiel f¤ur die ¤Uberlappungsdetektion. Die Regionen sind hellgrau darge-
stellt, die Ellipsen repr¤asentieren die letzten Vorhersagen zu den Regionen
Fehler bei der ¤Uberlappungsdetektion wirken sich nicht auf die Detektierbarkeit der H¤ande
aus, da Mehrfachzuordnungen zu einer Ellipse bei der Hypothesengenerierung explizit erlaubt
sind. Fehler beeinussen jedoch die Genauigkeit der Positions- und Orientierungssch¤atzung,
weil ohne die Behandlung von ¤Uberlappungen die N¤aherung der resultierenden Region durch
eine einzelne Ellipse unzureichend ist. Abbildung 5.4 verdeutlicht diesen Sachverhalt. Der
n¤achste Abschnitt besch¤aftigt sich mit der Frage, wie eine ¤Uberlappung behandelt werden
muss, damit ein Ergebnis gem¤aß Abbildung 5.4 (b) resultiert.
Abbildung 5.4: Hypothesengenerierung im ¤Uberlappungsfall. Bei Fehlern der ¤Uberlappungs-
detektion werden beide H¤ande einer Ellipse zugeordnet (links). Bei korrekter Detektion sind
nach Behandlung der ¤Uberlappung exaktere Hypothesen m¤oglich (rechts)
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5.1.2 Behandlung von U¨berlappungen
Es sind zwei Arten von ¤Uberlappungen m¤oglich (siehe Abbildung 5.5). Bei Teil¤uberlappungen
ragt ein signikanter Teil, der ausschließlich zu einem Objekt geh¤ort, aus der Region heraus.
Dies ist eindeutig der Fall, wenn die Hand das Gesicht nur marginal ber¤uhrt. Bei Voll¤uber-
lappungen ist das betroffene Objekt vollst¤andig von einem anderen Objekt umgeben, so dass
jedes seiner Pixel auch zu dem anderen verdeckten Objekt geh¤ort. Dies gilt z. B., wenn sich
die Hand vor dem Gesicht bendet.
(a) Teilu¨berlappung (b) Vollu¨berlappung
Abbildung 5.5: Darstellung der m¤oglichen ¤Uberlappungsart
Im ¤Uberlappungsfall erfordert die genaue Sch¤atzung der Position, Ausrichtung und Gr¤oße
der Objekte eine Sonderbehandlung. Dadurch soll die Genauigkeit der Handverfolgung maxi-
miert werden, so dass eine gute Grundlage f¤ur weiterf¤uhrende Verarbeitungsschritte, wie etwa
die Merkmalsextraktion, gegeben ist. Die ¤Uberlappungsbehandlung bedient sich der Ellipsen-
darstellung f¤ur die H¤ande. Die gesuchten Parameter sind daher die Position, Orientierung und
Achsenl¤angen der zugeh¤origen Ellipse.
Behandlung von Teilu¨berlappungen
Sowohl die H¤ande als auch das Gesicht werden durch elliptische Grundformen angen¤ahert,
welche auch als Normalverteilungen ¤uber der Hautfarbtransformierten darstellbar sind. Die
Beziehung von M ¤uberlappenden Objekten wird daher durch eine Mischverteilung M(x|Θ)
von M Normalverteilungen N (x|µ
l
,Σl) beschrieben
M(x|Θ) =
M∑
l=1
clN (x|µl,Σl) mit
M∑
l=1
cl = 1 . (5.1)
Dabei umfaßt
Θ = {c1, . . . , cM , µ1, . . . , µM ,Σ1, . . . ,ΣM} (5.2)
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die Gewichte aller Komponenten cl, sowie deren Parameter µl und Σl. Ein semi-parametri-
sches Verfahren zur Bestimmung von Θ ist der Expectation-Maximization (EM) Algorithmus
[Bil98]. Damit werden die Gewichte und Parameter jeder Komponente iterativ gesch¤atzt, bis
der Likelihood Wert f¤ur die zugrunde liegenden Daten auf einem lokalen Maximum konver-
giert. Die Berechnungsvorschriften f¤ur eine Iteration lauten
cˆl =
∑
∀ i
ID(xi)N (l|xi, Θ)∑
∀ i
ID(xi)
, (5.3)
µˆ
l
=
∑
∀ i
xiID(xi)N (l|xi, Θ)∑
∀ i
ID(xi)N (l|xi, Θ)
, (5.4)
Σˆl =
∑
∀ i
ID(xi)N (l|xi, Θ)(xi − µˆl)(xi − µˆl)T∑
∀ i
ID(xi)N (l|xi, Θ)
, (5.5)
mit N (l|xi, Θ) =
clN (xi|µl,Σl)∑
∀ l
clN (xi|µl,Σl)
. (5.6)
Dabei ist l der Index der betrachteten Komponente und cl ihr Gewicht und gleichzeitig auch
ihre a priori Wahrscheinlichkeit. xi steht f¤ur die Koordinate des i-ten Bildpunkts einer Region,
der mit einer H¤augkeit von ID(xi) Ber¤ucksichtigung ndet. Bei ID(x) handelt es sich um die
Distanztransformierte des Regionenbildes, die in diesem Fall als H¤augkeitstabelle interpre-
tiert wird. Sie gibt die Distanz von jedem Punkt der Region zum n¤achsten Hintergrundpixel
an. Abbildung 5.6 zeigt die Distanztransformierte, welche dem Regionenbild zur Sch¤atzung
der Mischverteilungsparameter vorgezogen wird, weil ihre Eintr¤age den H¤augkeiten einer
Mischverteilung st¤arker ¤ahneln.
(a) Regionenmaske (b) Distanztransformation
Abbildung 5.6: Distanztransformation einer Region
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Die Distanz ist deniert als die minimale Anzahl der n¤otigen Einzelschritte bis zum Hinter-
grund unter 8-er Nachbarschaftsbeziehungen. F¤ur die Sch¤atzung der Verteilungskomponenten
bedeutet die Verwendung der Distanztransformation, dass die Randbereiche einer Region we-
niger Einuss haben.
Zur Bestimmung der Anfangswerte f¤ur den EM-Algorithmus ist es sinnvoll, die Objekt-
ellipsen zum Zeitpunkt vor der ¤Uberlappung zu betrachten. Nach jeder Iteration des EM kann
sich eine Komponente so stark ¤andern, dass die zugeh¤orige Ellipse nicht mehr den Erwar-
tungen bez¤uglich Gr¤oße und Achsenverh¤altnis entspricht. Daher ist es nach jedem Schritt
notwendig, den Parameter Σl zu korrigieren, so dass die Ellipsenparameter denierte G¤ultig-
keitsbereiche einhalten. Abbildung 5.7 zeigt die Initialisierung, die Zwischenschritte und das
Endergebnis der Iterationen anhand des Beispiels in 5.5 (a).
(a) Initialisierung (b) i=1 (c) i=2
· · ·
(d) i=N
Abbildung 5.7: ¤Uberlappungsbehandlung mit dem EM-Algorithmus
Der EM-Algorithmus tendiert dazu zwei Verteilungsfunktionen nebeneinander zu platzieren,
was f¤ur die Behandlung von Teil¤uberlappungen auch erw¤unscht ist. Bei Voll¤uberlappungen
ist jedoch eine alternative Behandlungsmethode notwendig, weil das Objekt vollst¤andig in-
nerhalb eines anderen Objekts liegt. Ein guter Indikator daf¤ur, dass eine Voll¤uberlappung
stattndet, ist die ¤Uberschneidung der Ellipsen nach Anwendung des EM-Algorithmus. Als
Grenzwert kommt die H¤alfte der Fl¤ache einer Hand zum Einsatz.
Behandlung von Vollu¨berlappungen
Voll¤uberlappungen treten bei Hand-Gesichts ¤Uberlappungen auf, weil die gr¤oßere Fl¤ache des
Gesicht die Hand vollst¤andig umschließen kann. Nur aufgrund der Hautfarbe ist nicht fest-
stellbar, wo genau die Hand sich bendet. Da das Gesicht aber wenig bewegt wird  dies gilt
vor allem w¤ahrend einer Voll¤uberlappungsphase  kann hier anhand der Bewegung innerhalb
des Gesichts auf die Handposition geschlossen werden. Die H¤ande hinterlassen trotz der ¤ahnli-
chen Farbe Spuren von Bewegung vor dem Gesicht. Dies hat drei Ursachen: die H¤ande weisen
oft deutliche Schatten auf, sie verdecken hervorstechende Gesichtsmerkmale, wie Augen und
Lippen, und die ¤Armel k¤onnen vor das Gesicht geraten. Dadurch kommt es bei einigen Pixeln
des Gesichts zu deutlichen Farb¤anderungen, die bei der Bestimmung der Bewegungsinfor-
mation hervortreten. Abbildung 5.8 (b) zeigt exemplarisch die Bewegungsinformation f¤ur die
Situation in 5.5 (b).
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(a) Hautfarbe (b) Bewegung (c) Kombination
Abbildung 5.8: Bewegungsinformation bei Hand-Gesichts ¤Uberlappung
Bei Voll¤uberlappungen kann ein Mean-Shift Tracker an der zuletzt bekannten Position einge-
setzt werden. Damit der Tracker nicht in Bereiche außerhalb des Gesichts l¤auft, muss er auf
dem additiv kombinierten Bild von Bewegung und Hautfarbe arbeiten (siehe Abbildung 5.8
(c)). Das Resultat ist eine neue Positions- und Orientierungssch¤atzung. Eine Gr¤oßensch¤atzung
ist nicht zuverl¤assig m¤oglich, da die Bewegungsinformation meist r¤aumlich stark verschmiert
ist. Abbildung 5.9 zeigt das Ergebnis der beschriebenen Vorgehensweise an einem Beispiel.
Abbildung 5.9: Behandlung von Voll¤uberlappungen mit dem Mean-Shift Verfahren. Darge-
stellt sind die gesch¤atzten Ellipsen in zeitlich aufeinander folgenden Bildern
5.1.3 Ruhepositionen der Ha¨nde und Ko¨rpermodell
In der Ruhehaltung h¤angen die H¤ande einer Person am K¤orper herab. Je nach gew¤ahltem
Bildausschnitt besteht die M¤oglichkeit, dass die H¤ande sich außerhalb des Bildes benden und
nicht beobachtbar sind. Mit einem Oberk¤orpermodell, welches sp¤ater auch in die Bewertung
der Hypothesen eingeht, werden in diesem Fall die Ruhepositionen der H¤ande gesch¤atzt. Eine
zu starke Abh¤angigkeit vom Oberk¤orpermodell wird jedoch vermieden, so dass eine exakte
Modellierung des aktuellen Benutzers unn¤otig ist.
Durch Messungen an Probanden wurden Maße f¤ur Kopf- und Schulterbreite sowie die L¤angen
von Oberk¤orper, Hals, Ober- und Unterarm ermittelt. Alternativ k¤onnten Maßzahlen aus der
Anthropometrie herangezogen werden, deren Ziel die Bestimmung typischer K¤orpermaße
abh¤angig von Population und Geschlecht ist. Die in der Anthropometrie gewonnenen Erkennt-
nisse ießen in der Regel in CAD-Modelle und Crash-Test-Dummies ein, um damit Daten f¤ur
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die Gestaltung von menschgerechten und sicheren Arbeitspl¤atzen, wie etwa Insassenkabinen
in Fahrzeugen, erheben zu k¤onnen. In diesem Zusammenhang sei auf die DIN-Norm 33402
verwiesen, die unter anderem einen Katalog von K¤orpermaßen f¤ur Deutsche und in Deutsch-
land lebende Ausl¤ander speziziert.
Um den Standort des Benutzers vor der Kamera nicht einzuschr¤anken und um gleichzeitig von
der Au¤osung des aufgezeichneten Bildes unabh¤angig zu sein, werden anhand der im Bild be-
obachteten Gesichtsbreite die absoluten L¤angenmaße der restlichen Modellgr¤oßen proportio-
nal festgelegt. Gesichtsbreite und -¤ache gelten sp¤ater als Bezugsgr¤oßen. Die vorgegebenen
Ruhepositionen der H¤ande bendet sich etwa eine Arml¤ange unterhalb der jeweiligen Schul-
ter. Liegen die Positionen laut Modell noch innerhalb des Bildes, so kann in deren Umgebung
nach hautfarbenen Regionen gesucht werden. Sind diese nicht zu nden oder liegen die an-
gezeigten Positionen außerhalb des Bildes, so gelten die Vorgabewerte des Modells f¤ur die
Handpositionen. Es werden dann an den angezeigten Positionen virtuelle Ellipsen platziert,
die halb so groß sind wie das Gesicht und ein Achsenverh¤altnis von 2 : 1 sowie eine aufrechte
Orientierung besitzen.
Zur Visualisierung wird das Oberk¤orpermodell mitsamt einer Armhaltung eingezeichnet. F¤ur
die Sch¤atzung der Armhaltung gelten unter anderem die Annahmen, dass die Ellbogen stets
bequem nach unten h¤angen und dass die H¤ande sich in einer fast achen Ebene unmittelbar
vor dem K¤orper bewegen. Abbildung 5.10 enth¤alt vier Beispiele mit verschiedenen Personen
und Haltungen zur Visualisierung des K¤orpermodells. Die Schnittstelle zwischen Handellipse
und Unterarmbalken wird als Handgelenk festgelegt.
Abbildung 5.10: K¤orpermodell und Sch¤atzung der Armhaltung
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Es wird hier explizit darauf hingewiesen, dass die Armhaltung nicht das Ergebnis einer Ana-
lyse sondern lediglich eine plausible Sch¤atzung ist. Eine entsprechende Erweiterung ist je-
doch denkbar, falls die tats¤achliche Armhaltung ben¤otigt werden sollte. Im gegebenen An-
wendungsfall ist die gesch¤atzte Haltung meist zutreffend, wird aber nicht weiter ausgewertet.
Eine der beschriebenen Vorgehensweise ¤ahnliche Methode pr¤asentieren Marcel und Bernier
[MB99a]. Sie gehen dabei von der Kopfh¤ohe aus, um das Bild bezogen auf das Gesicht ei-
ner Person in Bereiche f¤ur Oberk¤orper und H¤ande aufzuteilen. Die Kopfh¤ohe ist jedoch von
der Tiefe des Halsausschnitts der Kleidung abh¤angig und somit weniger zuverl¤assig als die
Gesichtsbreite.
5.2 Statische und dynamische Bewertungskriterien
F¤ur die Auswahl eines besten Pfades im L¤osungsraum werden sowohl die Zuordnungshypo-
thesen zu den Beobachtungen, als auch die ¤Uberg¤ange zwischen den Hypothesen beurteilt.
Die Bewertung einer Hypothese erfolgt dabei statisch, d. h. die zeitliche Beziehung zu vorhe-
rigen oder folgenden Beobachtungen ist belanglos. Die Bewertung des ¤Ubergangs erfordert
die Ber¤ucksichtigung von mindestens zwei aufeinander folgenden Beobachtungen und ist da-
her von dynamischer Art. Es existieren somit zwei Bewertungsgr¤oßen:
• Statische Bewertung der Hypothesen Pstat,
• Dynamische Bewertung der ¤Uberg¤ange Pdyn.
Das Wissen ¤uber Gesten, die zu erwartende K¤orperhaltung des Gestikulierenden und dessen
Handbewegungen wird ¤uber Regeln in Form von Wahrscheinlichkeiten ausgedr¤uckt. Zur Kon-
struktion plausibler Bewertungsmethoden kommen Bayes’sche Belief Netzwerke (BBN) zum
Einsatz. Diese erlauben die probabilistische Modellierung der Abh¤angigkeiten verschiede-
ner beobachtbarer Eingangsvariablen zu Verbundwahrscheinlichkeiten. Die hier verwendeten
BBN verkn¤upfen pro Stufe lediglich zwei Gr¤oßen miteinander und f¤uhren nur kausale Infe-
renzen durch. Im Folgenden werden die notwendigen Grundlagen der BBN kurz erkl¤art. Die
Eingangsgr¤oßen f¤ur die BBN sind entweder als Funktionen oder als Histogramme dargestellt,
deren Werte im Intervall zwischen Null und Eins liegen und Wahrscheinlichkeiten repr¤asen-
tieren sollen. Eine besondere Bedeutung als Eingangsfunktion hat hier die Sigmoid-Funktion,
die ebenfalls erl¤autert wird. Eine ausf¤uhrliche Betrachtung der Theorie von BBN und ihrer
Anwendungsm¤oglichkeiten bietet [Pea88]. Eine Einf¤uhrung in die Thematik gibt [Cha91].
5.2.1 Grundlage der Bewertung
Eigenschaften bez¤uglich der linken und rechten Hand k¤onnen als Ereignisse A und B, welche
mit den Wahrscheinlichkeiten P (A) und P (B) unabh¤angig voneinander auftreten, aufgefasst
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werden. H¤aug ist es notwendig, die Wahrscheinlichkeit f¤ur ein Verbundereignis C festzule-
gen, das von A und B abh¤angig ist. Dieser Sachverhalt l¤asst sich als BBN wie in Abbildung
5.11 darstellen.
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Abbildung 5.11: BBN zur Verkn¤upfung von zwei Eingangsgr¤oßen
Dabei sind P (A) und P (B) die Eingangsgr¤oßen und P (C) ist die Ausgangsgr¤oße und gleich-
zeitig die Wahrscheinlichkeit f¤ur das Auftreten des Ereignisses C. F¤ur die Berechnung von
P (C) ist der Satz der totalen Wahrscheinlichkeit zu beachten. Dieser besagt, dass die Ge-
samtwahrscheinlichkeit f¤ur das Ereignis C durch die Summe der Wahrscheinlichkeiten aller
F¤alle bez¤uglich der Verbundwahrscheinlichkeit zustande kommt. Ein Ereignis selbst kann da-
bei eintreten oder nicht eintreten. Es gilt daher
P (C) =P (C, A, B) + P (C,¬A, B) + P (C, A,¬B) + P (C,¬A,¬B) . (5.7)
Ebenso gilt die Kettenregel der Statistik, mit der jeder einzelne Summand nach folgendem
Beispiel ersetzt werden kann
P (C, A, B) =P (C|A, B) · P (A|B) · P (B) . (5.8)
Unter Ber¤ucksichtigung der Unabh¤angigkeit zwischen A und B ergibt sich schließlich
P (C) =P (C|A, B) · P (A) · P (B) + P (C|¬A, B) · P (¬A) · P (B) (5.9)
P (C|A,¬B) · P (A) · P (¬B) + P (C|¬A,¬B) · P (¬A) · P (¬B) .
Dabei sind P (A) und P (B) die bekannten Eingangsgr¤oßen und P (¬A) und P (¬B) die zu-
geh¤origen Komplemente. Es m¤ussen lediglich die bedingten Wahrscheinlichkeiten speziziert
werden, um P (C) zu berechnen. Der komplette Satz der bedingten Wahrscheinlichkeiten bil-
det die sogenannte Conditional Probability Table (CPT).
Der Entwurf einer CPT muss durch Expertenwissen erfolgen. Als Vorgehensweise empehlt
sich zun¤achst die Verh¤altnisse der Eintr¤age grob zu dimensionieren, um ein bestimmtes Ver-
halten der Verkn¤upfung zu erzielen. Die CPTs in Tabelle 5.1 enthalten Beispiele f¤ur Ver-
kn¤upfungen, die sich tendenziell wie UND- bzw. ODER-Schaltungen verhalten. Eine Beson-
derheit ist die hier als

UND-ODER bezeichnete Verkn¤upfung. Diese gibt sehr hohe oder
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niedrige Werte aus, wenn beide Eingangsgr¤oßen hoch bzw. niedrig sind. Wenn nur eine Ein-
gangsgr¤oße zutrifft, dann liegt die Ausgabe im mittleren Wertebereich. Dieses Beispiel hat in
der Schaltungslogik kein ¤Aquivalent, weil diese nur bin¤are Entscheidungen vorsieht. Es zeigt
sich daran, dass mit einem einfachen BBN ein gezielt abgestuftes Verhalten unter Verwen-
dung von Wahrscheinlichkeitswerten realisiert werden kann. Bei Bedarf kann das Verhalten
durch eine feinere Dimensionierung der Eintr¤age zus¤atzlich differenziert werden, was jedoch
erfahrungsgem¤aß ¤uber weite Bereiche unkritisch ist.
Tabelle 5.1: CPTs f¤ur verschiedene Verkn¤upfungsarten
UND
P (C|A, B) hoch
P (C|¬A, B) niedrig
P (C|A,¬B) niedrig
P (C|¬A,¬B) niedrig
ODER
P (C|A, B) hoch
P (C|¬A, B) hoch
P (C|A,¬B) hoch
P (C|¬A,¬B) niedrig
UND-ODER
P (C|A, B) hoch
P (C|¬A, B) mittel
P (C|A,¬B) mittel
P (C|¬A,¬B) niedrig
Wenn die Eingangsgr¤oßen und die bedingten Wahrscheinlichkeiten im Wertebereich zwi-
schen Null und Eins liegen, dann liegt auch die Ausgabe innerhalb dieses Intervalls und kann
als Wahrscheinlichkeit interpretiert werden. Eine n¤utzliche M¤oglichkeit zur Darstellung der
Wahrscheinlichkeit einer Eingangsgr¤oße x basiert auf der Sigmoid-Funktion
s(x|s0, x0, γ) = s0 + 1− s0
1 + e−(
x−x0
γ )
. (5.10)
Dabei stellt s0 ein Basisniveau, x0 eine Bezugsschwelle und γ einen Skalierungsfaktor dar.
Der Funktionsverlauf ist in 5.12 f¤ur verschiedene γ zu sehen ist. Die Funktionskurve ¤ahnelt
bei kleinem γ der Sprungfunktion und bei großem γ der Rampenfunktion.
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Abbildung 5.12: Darstellung der Wahrscheinlichkeit einer Eingangsgr¤oße x auf der Basis der
Sigmoid-Funktion
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5.2.2 Beru¨cksichtigung der Gestikulationsphase
In einigen F¤allen ist es notwendig die Bewertungskriterien zeitabh¤angig zu gestalten, da eine
Geste aus drei Phasen besteht: Vorbereitung, Ausf¤uhrung und R¤uckf¤uhrung (siehe Abschnitt
2.2.4). Dementsprechend werden in der Start- oder Endphase einer Geste einige Kriterien an-
ders gewichtet als in der Ausf¤uhrungsphase. Das Erreichen der Ausf¤uhrungsphase soll die in
Abbildung 5.13 dargestellte Funktion anzeigen. Diese hier als Stroke-Funktion a(t) bezeich-
nete Kurve setzt sich aus zwei Sigmoid-Kurven zusammen und wird beschrieben durch
a(t|a0, tS, tE, γ) = a0 + 1− a0(
1 + e−(
t−tS
γ )
)(
1 + e+(
t−tE
γ )
) mit tS < tE , (5.11)
wobei tS und tE die Start- und Endzeitpunkte der Ausf¤uhrungsphase sind.
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Abbildung 5.13: Wahrscheinlichkeit f¤ur das Erreichen der Ausf¤uhrungsphase der Geste (Stro-
ke-Funktion)
5.2.3 Bewertung der Hypothesen
Der Hypothesenbewertung liegen unter anderem die in Abschnitt 2.1 geschilderten Erkennt-
nisse ¤uber Gesten zugrunde. Diese werden in Form von statischen Bewertungskriterien einge-
bracht. Abbildung 5.14 vermittelt eine ¤Ubersicht ¤uber alle angewendeten statischen Kriterien,
wovon es hier insgesamt sechs gibt. Durch eine multiplikative Verkn¤upfung ergibt sich daraus
eine Gesamtbewertung Pstat, welche anschließend auf das Maximum aller Hypothesen nor-
miert wird. Dadurch ist die Vergleichbarkeit mit den Beobachtungen zu einem sp¤ateren Zeit-
punkt gew¤ahrleistet. Die Parameter der Bewertungsfunktionen werden stets abh¤angig von der
Bezugsgr¤oße skaliert, welche hier die Gesichtsbreite ist. Einige Bewertungsvorschriften sind
dabei von der Gestikulationsphase abh¤angig und stehen daher im zeitlichen Zusammenhang
mit der Funktion in (5.13), die eine Wahrscheinlichkeit f¤ur das Erreichen der Ausf¤uhrungs-
phase darstellt.
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Abbildung 5.14: Statische Kriterien zur Hypothesenbewertung
Ko¨rperhaltung
Das zuvor beschriebene K¤orpermodell zur Sch¤atzung der Handruhepositionen eignet sich
auch f¤ur die Bewertung der K¤orperhaltung. Dies erfolgt mit den zwei Einzelbewertungen f¤ur
den Handgelenk-Schulter Abstand PK,1 und f¤ur die horizontale ¤Uberkreuzung der H¤ande PK,2
(siehe Abbildung 5.15). Dabei setzt sich PK,1 ¤uber eine UND-Verkn¤upfung aus den Bewer-
tungen beider H¤ande PK,1,lH und PK,1,rH zusammen. Die resultierende Zwischengr¤oße wird
mit PK,2 ebenfalls durch eine UND-Verkn¤upfung zu PK kombiniert.
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Abbildung 5.15: Bewertung der K¤orperhaltung. Ausgestreckte (links) und ¤uberkreuzte
(rechts) Armhaltungen erhalten niedrigere Bewertungen
F¤ur den Handgelenk-Schulter Abstand gilt, dass sich eine Hand innerhalb eines Radius von
einer Arml¤ange aufhalten muss. Bei weiter entfernt liegenden Objekten handelt es sich mit
zunehmender Sicherheit um St¤orobjekte. Weil die K¤orpermodellierung bez¤uglich Arml¤ange
und Schulterposition nicht exakt ist, darf auch die Grenze zwischen hohen und niedrigen
Bewertungen nicht zu hart sein. Zur Modellierung von PK,1 eignet sich die Funktion aus (5.10)
mit dem Handgelenk-Schulter Abstand als Eingangsgr¤oße und der maximalen Arml¤ange als
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Wendepunkt. Der Skalierungsfaktor γ muss negativ sein, damit der Funktionswert mit der
Distanz abnimmt. Auf ein Basisniveau wird verzichtet.
F¤ur die Hand¤uberkreuzung sind die gesch¤atzten Handgelenkspositionen maßgeblich. Im Nor-
malfall liegt das rechte Handgelenk rechts vom linken Handgelenk, was einer Bewertung von
PK,2 = 100% entspricht. Der umgekehrte Fall ist zwar nicht unm¤oglich aber wesentlich un-
wahrscheinlicher, weil die entsprechende Haltung f¤ur den Benutzer unbequemer ist und seine
Bewegungsfreiheit einschr¤ankt. Die Bewertung ist in dem Fall mit 50% angesetzt. Der ¤Uber-
gang dazwischen erfolgt innerhalb eines kurzen Abschnitts, d. h. γ  Arml¤ange. Der Para-
meter γ k¤onnte auch von der Stelle der ¤Uberkreuzung abh¤angig gestaltet werden, da mittig
vor dem K¤orper eine ¤uberkreuzte Haltung deutlich bequemer m¤oglich ist als seitlich.
Aufenthaltsort
Beim Gestikulieren und Geb¤arden wird selten der gesamte Gestenraum ausgenutzt. Meist
nehmen die H¤ande nur einen Teil der Orte ein, die sie erreichen k¤onnten. Die Ortsh¤augkei-
ten lassen sich bei verf¤ugbarem Datenmaterial am einfachsten als Histogramme modellieren.
Nach Normierung auf relative H¤augkeiten k¤onnen die Eintr¤age schließlich als Bewertungs-
maß PA dienen, wobei die Wahrscheinlichkeiten von linker Hand PA,lH und rechter Hand
PA,rH durch eine UND-Verkn¤upfung kombiniert werden.
Hier wird aufgrund der manuell segmentierten Daten ein Histogramm erstellt. Dabei hat das
Zellenraster seinen Ursprung in der Gesichtsmitte und eine Zellenbreite proportional zur Ge-
sichtsbreite. F¤ur jede Zelle ergibt sich ¤uber die gesamte Datenmenge eine Aufenthaltsfh¤aug-
keit pro Hand. Nach Vorgabe von Minimal- und Maximalwerten und nach Gl¤attung benach-
barter Zelleneintr¤age ergibt sich die in Abbildung 5.16 dargestellte Verteilung.
(a) rechte Hand PA,rH (b) linke Hand PA,lH
Abbildung 5.16: Aufenthaltsh¤augkeiten der H¤ande. Je dunkler, desto h¤oher PA
Auff¤allig ist dabei, dass die gr¤oßte Aktivit¤at im Brustbereich stattndet. Der Weg der H¤ande
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von und zu den Ruhepositionen ist auf einen schmalen Korridor beschr¤ankt. F¤ur die Ruhepo-
sitionen selbst sind jedoch keine Aufenthaltsh¤augkeiten bestimmbar, weil sie außerhalb des
Bildes liegen. Der Ruhezustand wird ¤uber die im Folgenden beschriebene Bewertung ber¤uck-
sichtigt.
Ruhezustand
Eine der Annahmen ist, dass eine Geb¤arde stets mit beiden H¤anden an den Ruhepositionen
beginnt und auch dort wieder endet. Folglich m¤ussen alle Hypothesen, bei der mindestens
eine Hand von ihrer Ruheposition entfernt vermutet wird, in der Start- und Endphase der
Geste eine geringere Bewertung erhalten. Da die Annahme in der Ausf¤uhrungsphase nicht
zutrifft, ist diese Diskrepanz dann abzuschw¤achen oder ganz zu tilgen. Abbildung 5.17 stellt
beispielhaft dar, wie der zeitliche Verlauf des Bewertungskriteriums PR(t) f¤ur verschiedene
Positionen einer Hand aussieht.
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Abbildung 5.17: Bewertung der vertikalen Position in den Gestenphasen. Die Differenz der
Bewertung verschwindet in der Ausf¤uhrungsphase
Der Bezug zur Stroke-Funktion aus Gleichung (5.11) ist in der Abbildung klar zu erkennen.
In der Ausf¤uhrungsphase gilt jede Position f¤ur die betrachtete Hand als gleich wahrschein-
lich, w¤ahrend davor und danach alle Positionen gegen¤uber der Ruheposition untergewichtet
werden. Die St¤arke der Untergewichtung h¤angt dabei von der vertikalen Distanz zwischen der
Ruheposition und der Region ab, welcher die Hand zugeordnet wird. Weil beide H¤ande zu
Anfang und Ende an ihren Ruhepositionen sein m¤ussen, ist PR als Kombination beider H¤ande
durch eine UND-Verkn¤upfung realisiert.
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Vorzugshand
Bei einh¤andigen Geb¤arden wird in der Regel die Vorzugshand benutzt, welche bei Rechts-
h¤andern die rechte Hand ist. Die Vorzugshand muss daher in allen Hypothesen, die nur eine
Hand als aktiv ausweisen, einen Vorteil erhalten. Dies geschieht ¤ahnlich wie bei der Ruhezu-
standsbewertung abh¤angig von der Gestenphase ¤uber die Bewertung PV (t). Zu Anfang und
zum Ende der Geste ist dieses Kriterium unwirksam, da ohnehin beide H¤ande an den Ruh-
epositionen sein m¤ussen. Zur Ausf¤uhrungsphase hin steigt dann der Bewertungsunterschied
zwischen den entsprechenden Hypothesen, die besagen

nur Vorzugshand im Bild und

nur
Nicht-Vorzugshand im Bild. Diese Bewertung basiert auf der invertierten Stroke-Funktion.
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Abbildung 5.18: Bewertung von Hypothesen mit nur einer Hand
Bewegung
Die Ausf¤uhrung einer Geb¤arde ist mit Bewegung im Bild verbunden. Daher sollten diejenigen
Hypothesen eine h¤ohere Bewertung erhalten, die auch eine Bewegung der H¤ande anzeigen.
Hierzu wird f¤ur die Pixel innerhalb der als H¤ande hypothetisierten Ellipsen der durchschnitt-
liche Betrag der Bewegungsinformation berechnet (siehe Abbildung 5.19). Die Normierung
auf den maximal m¤oglichen Wert limitiert die Bewertung auf den Wertebereich von Null bis
Eins. Dieses Maß kann direkt als Bewegungswahrscheinlichkeit interpretiert werden.
Da eine Geb¤arde ein- oder zweih¤andig sein kann, ist die ODER-Verkn¤upfung die geeignete
Methode zur Kombination der beiden H¤ande zum Bewertungsmaß PB. Die Bewertungsdiffe-
renz zwischen Hypothesen mit und ohne Bewegung verschwindet in der Start- und Endphase,
wie schon bei der Bewertung der Vorzugshand. Sobald die H¤ande aktiv sind, reduziert dieses
Kriterium die Wahrscheinlichkeit von Fehlzuordnungen zu eventuell im Bild vorhandenen
unbeweglichen St¤orungen.
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(a) Originalbild (b) Bewegungsinformation
Abbildung 5.19: Bestimmung der Bewegungsinformation innerhalb einer Ellipse. Hohe In-
tensit¤aten im rechten Bild entsprechen den Bildbereichen mit Bewegung
Mehrfachzuordnung
Grunds¤atzlich gilt jede Hypothese als plausibel, wenn die H¤ande und das Gesicht verschiede-
nen getrennten Ellipsen zugeordnet werden k¤onnen. Dies ist jedoch nicht m¤oglich, wenn die
Anzahl der Ellipsen im Bild geringer ist als drei. Um dann trotzdem modellieren zu k¤onnen,
dass die H¤ande m¤oglicherweise im Bild sind, m¤ussen Mehrfachzuordnungen erlaubt sein.
Diese stellen gleichzeitig eine Absicherung gegen Fehler in der ¤Uberlappungsdetektion dar,
weil sonst die H¤ande entweder nicht detektiert oder f¤alschlicherweise eventuell vorhandenen
St¤orungen zugeordnet werden.
¤Uber die Betrachtung der Ellipsengr¤oße kann eine Bewertung PM der Plausibilit¤at solcher
Mehrfachzuordnungen erfolgen. Die sichtbare Fl¤ache einer Hand bewegt sich innerhalb be-
stimmter Grenzen, was ¤uber die manuell segmentierte Datenmenge bestimmbar und anschlie-
ßend als Normalverteilung darstellbar ist. Im ¤Uberlappungsfall wird die gemeinsam gebildete
Region in der Regel gr¤oßer sein, als eine einzelne Hand. Demnach ist die Zuordnung beider
H¤ande zu einer Ellipse mit doppelter Durchschnittshand¤ache wahrscheinlicher, als zu einer
Ellipse mit einfacher Durchschnittshand¤ache.
5.2.4 Bewertung des U¨bergangs
Die Bewertung des ¤Ubergangs zwischen zeitlich aufeinander folgenden Hypothesen erfolgt
durch den Vergleich der vermuteten Handpositionen mit einer Vorhersage. Dabei basiert die
Vorhersage auf den Zuordnungen, die f¤ur Beobachtungen entlang des zur¤uckliegenden Pfades
festgelegt wurden. Abbildung 5.20 veranschaulicht die beschriebene Vorgehensweise.
Die Vorhersage liefert ein Kalman-Filter [Kal60]. Es handelt sich dabei um ein Verfahren, dass
f¤ur Vorhersagezwecke als besonders efzient und optimal gilt und daher in den unterschied-
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Abbildung 5.20: Bewertung der ¤Uberg¤ange zwischen den Hypothesen
lichsten Bereichen Anwendung ndet. Das urspr¤ungliche Anwendungsgebiet f¤ur den Kalman-
Filter ist die Radartechnik [Bro98, BSF88], deren Ziel die Bestimmung der Bewegungsspuren
von Flugger¤aten ist (siehe auch Kapitel 5.1.1). Kalman-Filter werden aber auch f¤ur die Ver-
folgung ganzer Personen [RS99, REM00] sowie einzelner K¤orperteile, wie etwa Gesichter
[OP97], F¤uße [Bre97] und H¤ande [ILI98, WP97] verwendet. Wren und Pentland [WP97] nut-
zen zum Beispiel einen Kalman-Filter, um die Positionen der H¤ande auf der Grundlage von
Bewegungsgleichungen vorherzusagen und anschließend durch h¤oheres Wissen in Form eines
K¤orpermodells zu verizieren.
Im Folgenden wird die Theorie des Kalman-Filters f¤ur die Vorhersage von Bewegungen be-
sprochen. Eine weiterf¤uhrende Behandlung der Thematik ist in [WB01] und [May79] zu n-
den. Anschließend wird die Bildung der Dynamikbewertung Pdyn aus dem Vergleich der Vor-
hersage mit der Hypothese erl¤autert.
Pra¨diktion mit dem Kalman-Filter
Der Kalman-Filter liefert Sch¤atzungen und Vorhersagen f¤ur den nicht direkt beobachtbaren
Zustand eines linearen Systems, dessen Systemgleichungen folgendermaßen lauten
zk = Dzk−1 + pk , (5.12)
xk = Mzk + qk . (5.13)
Dabei gibt k den ganzzahligen Index eines Systemzykluses an. Die Dynamikmatrix D stellt
den linearen Zusammenhang zwischen dem aktuellen und dem vorherigen Systemzustand z
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her. Die Messmatrix M gibt an, wie die extern messbare Gr¤oße x aus dem aktuellen Zustand
ermittelt werden kann. Die Vektoren p und q sind Zufallsgr¤oßen, welche die Unsicherheit
bez¤uglich des linearen Systemmodells und der Messung als Rauschen modellieren.
Unter der Voraussetzung, dass sowohl das Systemrauschen als auch das Messrauschen nor-
malverteilt (Kovarianzmatrizen P bzw. Q), mittelwertfrei, station¤ar, weiß und unabh¤angig
voneinander sind, liefert ein Kalman-Filter anhand der verf¤ugbaren Messwerte die optimale
Sch¤atzung f¤ur den Systemzustand. Die Optimalit¤at gilt f¤ur eine Vielzahl von m¤oglichen Feh-
lermaßen zwischen tats¤achlichem und gesch¤atztem Systemzustand. Falls die Rauschverteilun-
gen nicht normalverteilt sind, so ist der Kalman-Filter zumindest der beste Sch¤atzer bez¤uglich
des minimalen Fehlerquadrats unter allen linearen biasfreien Filtern (siehe [May79], Seite 7).
Der Kalman-Filter arbeitet zyklisch nach dem Prinzip eines Pr¤adiktor-Korrektor Kreislaufs.
Ausgehend von vorgegebenen Startwerten k¤onnen abwechselnd aktuelle Vorhersagen ausge-
lesen und neue Messungen eingespeist werden. Die Verrechnung mit allen zuvor ber¤ucksich-
tigten Messungen erfolgt dabei in einem einzigen Rechenschritt. Dadurch ist der Kalman-
Filter sehr efzient und f¤ur die Implementierung in einem Digitalrechner geeignet. Abbildung
5.21 veranschaulicht den Berechnungszyklus.
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Abbildung 5.21: Pr¤adiktor-Korrektor Zyklus des Kalman-Filters
Liegt keine Messung vor, so kann eine a priori Sch¤atzung (durch ein hochgestelltes Minus
angedeutet) durchgef¤uhrt werden. Das Ergebnis ist als Vorhersage f¤ur den Systemzustand zˆ
aufzufassen, wobei die Fehlerkovarianzmatrix F als Maß f¤ur die Unsicherheit der Sch¤atzung
gilt. Die Pr¤adiktionsgleichungen lauten
zˆ
−
k = Dzˆk−1 , (5.14)
F−k = DFk−1D
T + P . (5.15)
Ist eine Messung xk verf¤ugbar, so k¤onnen a posteriori Sch¤atzungen und Korrekturen durch-
gef¤uhrt werden. F¤ur die Korrekturgleichungen gilt
zˆk = zˆ
−
k + Kk
(
xk −Mzˆ−k
)
, (5.16)
Fk = (E−KkM)F−k . (5.17)
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Dabei ist E die Einheitsmatrix, w¤ahrend Kk als Kalman-Gain bezeichnet wird
Kk = F
−
k M
T
(
MF−k M
T + Q
)−1
. (5.18)
F¤ur die Vorhersage der Position eines beweglichen Objekts enth¤alt der Messvektor x die ho-
rizontale und die vertikale Schwerpunktskoordinate des Objekts. Der Systemzustand umfasst
neben dem Ortsvektor des Schwerpunkts auch dessen Geschwindigkeit v und Beschleunigung
a in x- und y-Richtung. Mit den Bewegungsgleichungen
x(t + ∆t) = x(t) + v(t)∆t +
1
2
a(t)∆t2 , (5.19)
v(t + ∆t) = v(t) + a(t)∆t , (5.20)
a(t + ∆t) = a(t) , (5.21)
wobei innerhalb eines Zeitintervalls ∆t eine konstante Beschleunigung a angenommen und
der Index k um eins erh¤oht wird, ergeben sich die folgenden Systemgr¤oßen f¤ur den Kalman-
Filter
z =


x
y
vx
vy
ax
ay


D =


1 0 ∆t 0 1
2
∆t2 0
0 1 0 ∆t 0 1
2
∆t2
0 0 1 0 ∆t 0
0 0 0 1 0 ∆t
0 0 0 0 1 0
0 0 0 0 0 1


(5.22)
x =
[
x
y
]
M =
[
1 0 0 0 0 0
0 1 0 0 0 0
]
(5.23)
System- und Messrauschen ber¤ucksichtigen in diesem Kontext Abweichungen von der An-
nahme konstanter Beschleunigungen sowie eventuelle Ungenauigkeit der notwendigen Posi-
tionsmessungen. Die Kovarianzmatrizen der Rauschgr¤oßen wurden in der vorliegenden Arbeit
experimentell festgelegt. Dabei wurde der Einfachheit halber die Unkorreliertheit der Kom-
ponenten angenommen, so dass nur Eintr¤age auf den Hauptdiagonalen ungleich Null sein
k¤onnen.
Berechnung der Dynamikbewertung
Anhand der bis zum Zeitpunkt tk−1 festgelegten Zuordnungen entlang eines Pfades k¤onnen
die Handpositionen f¤ur den Zeitpunkt tk vorhergesagt werden. Zur Bewertung des ¤Ubergangs
zwischen der letzten Zuordnung eines Pfades und einer Zuordnungshypothese zur aktuellen
Beobachtung werden die vorhergesagten Handpositionen xˆ−lH und xˆ−rH mit den vermuteten
Positionen xrH und xlH verglichen. Die Bewertung der Dynamik Pdyn setzt sich aus den
Einzelbewertungen der beiden H¤ande zusammen
Pdyn = Pdyn,lH · Pdyn,rH . (5.24)
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F¤ur eine einzelne Hand gilt dabei
Pdyn,rH/lH = exp
(
−‖xˆ
−
rH/lH − xrH/lH‖2
θrH/lH
)
. (5.25)
Das bedeutet, dass bei genauer ¤Ubereinstimmung mit der vorhergesagten Position ein Wert
von Eins ausgegeben wird, w¤ahrend Abweichungen davon exponentiell unterbewertet werden.
Der Faktor
θrH/lH = max
(
θmin,
√
(vˆ−x,rh/lH)
2 + (vˆ−y,rh/lH)
2
)
(5.26)
soll bei schnellen Bewegungen, welche aufgrund der konstanten Bildrate stets weniger kon-
tinuierlich erscheinen, einen Ausgleich f¤ur die erh¤ohte Unsicherheit bieten. Bei langsamen
Bewegungen sind immer genauere Vorhersagen m¤oglich, allerdings besteht eine untere Gren-
ze f¤ur θmin, da geringe Abweichungen nicht zu vermeiden sind.
5.3 Bestimmung der besten Hypothesenfolge
Um den besten Pfad im L¤osungsraum zu nden, m¤ussen alle m¤oglichen Pfade bez¤uglich der
denierten Bewertungskriterien untersucht werden. Es ist jedoch nicht praktikabel dies ex-
plizit f¤ur jeden einzelnen Pfad vorzunehmen, denn zum einen werden die Pfade mit der Zeit
immer l¤anger und zum anderen steigt ihre Anzahl wegen der vielen Kombinationsm¤oglichkei-
ten exponentiell. Bei einer konstanten Menge von N Hypothesen pro Beobachtung betr¤agt die
Anzahl der Pfade nach T Zeitschritten bereits NT , wenn alle Hypothesen zweier aufeinander
folgender Zeitpunkte untereinander vollst¤andig verbunden sind. Eine efziente L¤osung bietet
die Viterbi-Pfadsuche, die auf dem Prinzip der dynamischen Programmierung basiert.
5.3.1 Pfadsuche mit dem Viterbi-Verfahren
Die Viterbi-Pfadsuche legt zun¤achst f¤ur jeden Pfad eine sogenannte Vorw¤artsvariable δi an,
welche alle Bewertungen f¤ur die Zust¤ande (Hypothesen) und Zustands¤uberg¤ange entlang des
Pfades bis zum i-ten Zustand des aktuellen Zeitpunkts enth¤alt. Von allen in einen Zustand
einlaufenden Pfaden braucht dabei nur der beste ber¤ucksichtigt zu werden, weil die schlech-
teren Alternativen nicht als Bestandteil des letztendlich besten Pfades in Frage kommen.
Es existieren daher zu jedem Zeitpunkt nur so viele Pfade, wie es Zust¤ande gibt. Liegt ei-
ne neue Beobachtung vor, so erfolgen die Auswahl des ¤Ubergangs und die Neuberechnung
der Vorw¤artsvariable anhand der Bewertungen Pdyn,ij und Pstat,j zu der verkn¤upften j-ten
Hypothese. Der Berechnungsaufwand pro Zeitschritt ist damit von der Anzahl vorheriger Be-
obachtungen unabh¤angig. Abbildung 5.22 zeigt die Baumstruktur, die sich bei Anwendung
der Viterbi-Pfadsuche im L¤osungsraum bildet.
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Abbildung 5.22: Suche nach dem besten L¤osungspfad. Zu jedem Zustand existiert genau ein
einlaufender bester Pfad, dessen Bewertung durch die Vorw¤artsvariable δi gegeben ist. Diese
muss bei neuen Beobachtungen mit Pdyn,ij und Pstat,j verrechnet werden
Eine algorithmische Darstellung der Viterbi-Pfadsuche ist ¤uber Rekursionsgleichungen m¤og-
lich. Es liegt die Notation von Rabiner und Juang [RJ86] zugrunde, die mit der Viterbi-
Pfadsuche den besten Pfad im Zeit-Zustandsraum eines Hidden Markov Modells zum Zwecke
der Spracherkennung ermitteln. Zum Zeitpunkt tk sei hier Nk die Anzahl der m¤oglichen Hy-
pothesen, δi(tk) die Vorw¤artsvariable und Ψi(tk) der Index des besten Vorg¤angers f¤ur den i-ten
Zustand. Pstat,j(tk) und Pdyn,ij(tk) bezeichnen die statische Wahrscheinlichkeit f¤ur Zustand
j bzw. die dynamische Wahrscheinlichkeit f¤ur den ¤Ubergang von Zustand i zur Zeit tk−1 zu
Zustand j zur Zeit tk. Die Berechnungsvorschriften lauten:
1.) Initialisierung k = 1, 1 ≤ i ≤ N0
Ψi(t1) = 0 (5.27)
δi(t1) = Pstat,i(t1) (5.28)
2.) Rekursion 2 ≤ k ≤ K, 1 ≤ i ≤ Ntk−1 , 1 ≤ j ≤ Ntk
βij(tk) = fBBN (δi(tk−1), Pdyn,ij(tk)) (5.29)
Ψj(tk) = argmax
∀i
[βij(tk)] (5.30)
δj(tk) = Pstat,j(tk) · δΨj(tk)(tk) (5.31)
3.) Terminierung 1 ≤ i ≤ NK
Beste Gesamtbewertung P ∗ = max
∀i
[δi(tK)] (5.32)
Beste Endhypothese i∗(tK) = argmax
∀i
[δi(tK)] (5.33)
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4.) Ru¨ckverfolgung k = K − 1, K − 2, · · · , 1
i∗(tk) = Ψi∗(tk+1)(tk) (5.34)
Die Initialisierung entspricht einer Sonderbehandlung f¤ur die erste Beobachtung, da zu dieser
kein Vorg¤anger existiert. Bei der Rekursion wird der beste Zustands¤ubergang durch Auswer-
tung der Funktion fBBN (δi(tk−1), Pdyn,ij(tk)) bestimmt, welche die Vorw¤artsvariable mit der
dynamischen Wahrscheinlichkeit ¤uber ein BBN verkn¤upft. Die Eintr¤age der zugeh¤origrn CPT
besitzen die in Tabelle 5.2 zusammengefassten Verh¤altnisse. Demnach ist der Funktionswert
besonders hoch, wenn sowohl der einlaufende Pfad als auch der ¤Ubergang hohe Werte besit-
zen. Eine mittelhohe Bewertung kommt zustande, wenn entweder nur der einlaufende Pfad
oder nur der ¤Ubergang eine hohe Bewertung aufweist.
Tabelle 5.2: CPT f¤ur Verkn¤upfung von Vorw¤artsvariable und dynamischer Bewertung
fBBN (δi(tk−1), Pdyn,ij(tk))
δi Pdyn,ij hoch
δi ¬Pdyn,ij mittel
¬δi Pdyn,ij mittel
¬δi ¬Pdyn,ij niedrig
Die Vorw¤artsvariable ist das Produkt aller statischen Wahrscheinlichkeiten entlang des Pfades.
Die dynamische Wahrscheinlichkeit geht nicht in die Vorw¤artsvariable ein, um im Gesamtpro-
zess die Abh¤angigkeit von der schwankenden Qualit¤at der Vorhersage gering zu halten. So ist
beispielsweise die Vorhersage f¤ur unbewegliche Objekte in der Regel exakter, wonach diese
bei der Pfadauswahl im Vorteil w¤aren. Zum Schluss ergibt sich die beste Endhypothese, in die
der beste Pfad im Zeit-Zustandsraum m¤undet.
5.3.2 Eigenschaften der Viterbi-Pfadsuche
Eine Eigenschaft der Viterbi-Pfadsuche ist, dass sie zu jedem Zeitpunkt die beste Zuordnung
unter Ber¤ucksichtigung aller besten Pfade bis zum gegebenen Zeitpunkt liefert. Diese Zuord-
nung liegt aber nicht unbedingt auf dem besten Pfad, der sich zu einem sp¤ateren Zeitpunkt
ergibt. Der Verlauf des besten Pfades kann angesichts neuer Beobachtungen auf eine andere
Zustandsfolge wechseln. Zeitlich vorangehende Entscheidungen werden dann aufgrund der
neuen Erkenntnisse automatisch korrigiert. Wie in Abbildung 5.23 beispielhaft dargestellt,
liefert die R¤uckverfolgung des zum Zeitpunkt tk+1 besten Pfades nicht die zum Zeitpunkt tk
beste Hypothese. Die in der Vergangenheit getroffene Entscheidung war zur gegebenen Zeit
zwar die beste, muss aber wegen neuer Informationen ge¤andert werden. Die bessere Wahl im
Hinblick auf die Gesamtbewertung des Pfades ist, im Nachhinein betrachtet, die zweit, dritt
oder N -beste gewesen.
96
5.3 Bestimmung der besten Hypothesenfolge
PSfrag replacements
H1(tk)
H2(tk)
H3(tk)
H1(tk+1)
H2(tk+1)
Abbildung 5.23: Auswahl des besten ¤Ubergangs bei der Viterbi-Pfadsuche. Die jeweils besten
Hypothesen und ¤Uberg¤ange sind mit einer h¤oheren Linienst¤arke eingezeichnet
Aufschlussreich ist die Betrachtung der Hypothesenbewertung f¤ur ein einzelnes statisches
Bewertungskriterium und in Abh¤angigkeit von der Zeit. In Abbildung 5.24 (a) ist zum Beispiel
die Wahrscheinlichkeit des Aufenthaltsorts ¤uber den Bildindex dargestellt. Die Kreuze geben
dabei die Wahrscheinlichkeiten der m¤oglichen Hypothesen an, w¤ahrend die durchgezogene
Linie diejenigen Hypothesen verbindet, die zum korrekten Gewinnerpfad geh¤oren.
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Abbildung 5.24: Verlauf eines statischen Bewertungskriteriums und der Gesamtbewertung
¤uber dem Bildindex k am Beispiel der Geb¤arde

F¤uhrung. Die Kreuze geben die Wahr-
scheinlichkeiten der m¤oglichen Hypothesen an. Die Linie verbindet die Hypothesen, die zum
Gewinnerpfad geh¤oren
Die Gewinnerhypothese liegt teilweise deutlich unterhalb einiger der anderen Hypothesen,
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wie zum Beispiel der Ruhezustandshypothese, welche stets die maximale Wahrscheinlichkeit
von Eins erh¤alt. Die Ursache f¤ur die geringere Wahrscheinlichkeit der Gewinnerhypothese
liegt darin, dass die linke Hand im Verlauf der Geb¤arde relativ weit in den Raum der rechten
Hand gelangt. Daher erh¤alt die zugeh¤orige korrekte Hypothese eine niedrige Bewertung. Die
Unzul¤anglichkeit eines Einzelkriteriums wie der Aufenthaltswahrscheinlichkeit muss durch
die anderen Kriterien kompensiert werden. Abbildung 5.24 (b) zeigt in diesem Zusammen-
hang die Gesamtbewertung, die sich aus allen statischen Kriterien zusammensetzt.
Auch bei der statischen Gesamtbewertung gibt es Abschnitte, in denen die Gewinnerhypothe-
se eine geringere Wahrscheinlichkeit hat, als andere Hypothesen (siehe Abbildung 5.24 (b)
nach Zeitindex 40). Zu den entsprechenden Zeitpunkten sorgt die dynamische Bewertung,
welche die ¤Uberg¤ange Bewertet, f¤ur die Bestimmung der korrekten Hypothese.
5.3.3 Beispiel fu¨r die Fehlerkorrektureigenschaft
An dieser Stelle sei noch ein ausf¤uhrlich kommentiertes Beispiel f¤ur die Fehlerkorrektur durch
die Viterbi-Pfadsuche aufgef¤uhrt. Abbildung 5.25 zeigt hierf¤ur einige Bilder der Geb¤arde

Bus sowie die jeweils beste Zuordnung zu den ausgew¤ahlten Zeitpunkten. Der eingezeich-
nete Linienzug zu den H¤anden zeigt deren Bewegungsspuren an, die sich gem¤aß des Pfades
zu der aktuell besten Hypothese ergeben.
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Abbildung 5.25: Zuordnungskorrektur durch multiple Hypothesen
t1 : Am Anfang werden die H¤ande wegen des Ruhezustandskriteriums den Ruhepositionen
zugeordnet, obwohl sie bereits im Bild zu sehen sind.
t2 : Das Ruhezustandskriterium verliert mit jeder neuen Beobachtung zwar immer mehr
an Gewicht, kann aber noch nicht von den ¤ubrigen Kriterien ¤uberstimmt werden. Die
H¤ande beginnen sich gegenseitig zu ¤uberlappen.
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t3 : Die Zuordnung besagt, dass nur eine Hand sich neben dem Gesicht bendet. Vorher
waren die beiden H¤ande fast durchgehend ¤uberlappt. Daher gilt die Pr¤asenz nur einer
Hand  der Vorzugshand  als wahrscheinlich. An den Zwischenpositionen entlang der
Spur wird deutlich, dass alle zuvor festgelegten Zuordnungen ge¤andert wurden.
t4 : Nun sind beide H¤ande gefunden und richtig zugeordnet, weil die Fl¤ache der beobach-
teten Region f¤ur eine einzelne Hand durchgehend zu groß war. Es werden daher die
Zwischenpositionen der linken Hand erg¤anzt. Gleichzeitig ndet eine Korrektur der Po-
sitionen der rechten Hand statt, da diese zuvor teilweise falsch zugeordnet waren.
5.4 Quantitative Analyse der Verfolgungsleistung
Die quantitative Auswertung der Verfolgungsleistung basiert auf dem Vergleich mit den ma-
nuell segmentierten Referenzdaten. Dabei kommt ein deniertes G¤utekriterium als Bemes-
sungsgrundlage zum Einsatz. Neben der Trefferrate erh¤alt der Leistungsaspekt der Au¤osungs-
abh¤angigkeit als M¤oglichkeit zur Skalierung der ben¤otigten Rechenleistung zus¤atzliche Be-
achtung.
5.4.1 Trefferkriterium fu¨r die Handverfolgung
Als Treffer und somit als Erfolgsfall gilt, wenn die Sch¤atzung f¤ur eine Hand auf oder zu-
mindest nahe dem entsprechend richtigen Objekt im Bild liegt. Alle anderen F¤alle gelten als
Fehler und k¤onnen nach drei Fehlerarten unterschieden werden: die Sch¤atzung weist auf kein
Objekt, die Sch¤atzung weist auf ein falsches Objekt, oder es wird irrt¤umlich die Pr¤asenz ei-
ner Hand im Bild festgestellt. Ausschlaggebend f¤ur die Auswertung sind die Zuordnungen,
die mit dem gesammelten Wissen am Ende der Sequenz getroffen werden k¤onnen und nicht
die Entscheidungen zu den jeweiligen Zwischenzeitpunkten. Dabei werden Treffer und Fehler
auf die beiden H¤ande bezogen ausgewertet. Das heißt, pro Bild sind zwei Treffer, zwei Fehler
oder je ein Treffer und ein Fehler m¤oglich.
Die Grenze f¤ur einen Treffer ist die Objektrandkurve. Liegt die Sch¤atzung innerhalb dieser, so
handelt es sich mit Gewissheit um einen Treffer. In einigen wenigen F¤allen ist die Randkurve
jedoch derart geformt, dass die Sch¤atzung nahe am Objektschwerpunkt sein kann, obwohl sie
nicht auf dem Objekt liegt. Auch solche F¤alle gelten noch als Treffer, wenn die Sch¤atzung sich
innerhalb einer begrenzten elliptischen Region um den Schwerpunkt des Objekts bendet. Zur
Vermeidung eines zu weichen N¤ahe-Kriteriums wird die N¤aherung der Objektregion mit einer
Mahalanobis Distanz von nur Eins als Grenzellipse festgelegt. Die resultierende Ellipse ist
deutlich kleiner als die im Verfolgungsprozess angesetzte Ellipsenn¤aherung, wie Abbildung
5.26 verdeutlicht. Bendet sich die Sch¤atzung außerhalb der Grenzellipse und auch außerhalb
der Randkurve, so liegt ein Fehler vor.
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Abbildung 5.26: Treffer und Fehler bei der Handverfolgung. Die gestrichelte Linie ist die
Ellipsenn¤aherung und die durchgezogene Linie die Grenzellipse f¤ur die gegebene Region.
Die Punkte A und B sind Treffer, w¤ahrend der Punkt C einem Fehler entspricht
5.4.2 Experimente und Ergebnisse
Unter Benutzung des beschriebenen Kriteriums f¤ur Treffer und Fehler wurden Experimente
mit allen manuell segmentierten Geb¤ardensequenzen aus der verf¤ugbaren Datenbasis durch-
gef¤uhrt. Zur Darstellung der Ergebnisse und zum Vergleich mit den Referenzen wurden die
durch Verfolgung gesch¤atzten Bewegungsspuren der H¤ande und die tats¤achlichen Spuren aller
zehn Wiederholungen in je ein Bild gezeichnet und gegen¤uber gestellt. Abbildung 5.27 zeigt
die Gegen¤uberstellung f¤ur die Geb¤arde

Kirche. Es handelt sich dabei um eine zweih¤andige
Geb¤arde, bei der die H¤ande einander ber¤uhren und gleichzeitig mit dem Gesicht ¤uberlappen.
Die gesch¤atzten Spuren ¤ahneln in ihrem Verlauf den Referenzen. Abweichungen gibt es bei
¤Uberlappungen und wenn sich die H¤ande am Bildrand in der N¤ahe der Ruhepositionen aufhal-
ten. Letzteres liegt daran, dass Segmentierungsinformationen nur verf¤ugbar sind, wenn sich
die H¤ande bereits weitestgehend im Bild benden.
Die durch Verfolgung ermittelten Bewegungsspuren sind in Anhang A zum Vergleich neben
den Referenzspuren dargestellt. Dabei sind alle zehn Variationen in ein Bild ¤ubereinander ge-
zeichnet. Tabelle 5.3 enth¤alt die quantitativen Ergebnisse der Versuchsreihen. Angegeben ist
die relative H¤augkeit der Treffer und der Fehler getrennt nach Geb¤ardenkategorien und be-
zogen auf die Gesamtzahl der Bilder. In der ¤uberwiegenden Anzahl der Sequenzen verl¤auft
die Handverfolgung erfolgreich, so dass die Trefferquote immer weit ¤uber 90 % liegt. Feh-
ler treten erwartungsgem¤aß bei Geb¤arden mit ¤Uberlappungen ¤ofter auf. Dabei machen Ver-
wechslungen den gr¤oßten Teil der Fehler aus, w¤ahrend irrt¤umliche Detektionen selten sind.
In Klammern sind die Ergebnisse angegeben, die unter Ausschluss von Treffern auf den Ruh-
epositionen zustande kommen. Das bedeutet, es werden nur die Messungen ausgewertet, bei
denen die H¤ande sich auch im Bild benden. Insgesamt ergibt sich dadurch eine geringf¤ugi-
ge Verschlechterung. Irrt¤umliche Detektionen k¤onnen dann allerdings nicht mehr angegeben
werden, weil diese F¤alle aus der Grundgesamtheit ausscheiden.
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(a) Gescha¨tzte Spuren (b) Referenzspuren
Abbildung 5.27: Vergleich der Bewegungsspuren der beiden H¤ande f¤ur zehn Variationen der
Geb¤arde

Kirche
Tabelle 5.3: Quantitative Leistungsauswertung der Handverfolgung bez¤uglich der relativen
H¤augkeiten von Treffern und Fehlern. Die Angaben in Klammern ergeben sich unter Aus-
schluss von Treffern auf Ruhepositionen
Kategorie der
Geba¨rden
Treffer (in %) Fehler (in %)
Kein
Objekt
Falsches
Objekt
Irrtu¨mlich
detektiert
einha¨ndig 98,4 (96,9) 0,6 (1,7) 0,5 (1,4) 0,5
zweiha¨ndig 95,4 (93,9) 1,7 (2,2) 2,8 (3,9) 0,1
Keine U¨berlappung 99,0 (98,6) 0,7 (1,4) 0,0 (0,0) 0,3
Hand-Gesichts U¨berlappung 96,8 (94,3) 1,0 (2,0) 1,9 (3,7) 0,3
Hand-Hand U¨berlappung 93,7 (91,6) 1,9 (2,6) 4,3 (5,8) 0,1
Gesamt 97,1 (95,1) 1,1 (2,1) 1,5 (2,8) 0,3
Abbildung 5.28 zeigt einige repr¤asentative Beispiele f¤ur die erfolgreiche Verfolgung unter
diversen ¤Uberlappungsbedingungen. Die eingezeichneten Spuren verbinden die Positionen,
die sich aus der Betrachtung des aktuell besten Pfades im L¤osungsraum aller Hypothesen
ergeben. Dargestellt sind auch das K¤orpermodell und die Ellipsen f¤ur beide H¤ande.
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(a) ”A¨pfel“ (b) ”Polizei“ (c) ”Motorrad“
(d) ”Ka¨se“ (e) ”Institut“ (f) ”Abend“
Abbildung 5.28: Ergebnisse der Handverfolgung f¤ur Geb¤arden mit verschiedenen ¤Uberlap-
pungssituationen
5.4.3 Analyse der Verfolgungsfehler
Im Fehlerfall kann die richtige Hypothese am Ende der Sequenz nicht als solche identi-
ziert werden, obwohl sie noch in der Hypothesenmenge enthalten ist. Eine genauere visuelle
Betrachtung liefert Anhaltspunkte f¤ur die Ursachen solcher Fehler. Derartige Erkenntnisse
k¤onnen zur Anpassung von Verarbeitungsparametern herangezogen werden. Bei ausreichen-
der Rechenkapazit¤at sind systematische automatisierte Optimierungsvorg¤ange zur Bestim-
mung der Verarbeitungsparameter denkbar. Davon wird hier jedoch Abstand genommen, da
dies sehr langwierig und aufw¤andig ist und bei den bereits erzielten Ergebnissen einen nicht
zu vertretenden Rechenaufwand darstellt.
Die Analyse der Fehler zeigt jedoch, dass einige Schw¤achen zu Lasten der ¤Uberlappungs-
detektion gehen und andere auf die Bewertungskriterien f¤ur die Hypothesen zur¤uckzuf¤uhren
sind. Die Geb¤arde

Wurst in Abbildung 5.29 (a) zeigt einen Fehler durch eine irrt¤umlich
festgestellte ¤Uberlappung. Die ¤Uberlappungsbehandlung erzeugt in dem Fall eine zus¤atzli-
che Ellipse auf der rechten Hand, der die linke Hand f¤alschlicherweise zugeordnet wird. Die
¤ubergeordnete Bewertungsstufe kann diesen Fehler nicht korrigieren, weil die zugeh¤orige Hy-
pothese plausibel erscheint. Die richtige Hypothese ist allerdings nur geringf¤ugig schlechter
bewertet.
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Die beiden anderen Beispiele in Abbildung 5.29 sind typische Fehler der Hypothesenbewer-
tung. Bei der Geb¤arde

m¤ogen wird die Linke Hand irrt¤umlich detektiert, weil die Fl¤ache
des beobachteten Objekts als zu groß f¤ur nur eine Hand erscheint. Bei der Geb¤arde

heu-
te fehlen wegen des Ruhezustandskriteriums einige Zwischenpositionen, wie an dem relativ
langen geraden St¤uck der Spur zu erkennen ist. Die H¤ande bewegen sich bei dieser Sequenz
bereits recht fr¤uh, so dass jede Hypothese den Ruhezustand relativ lange als besten Vorg¤anger
beh¤alt. Diese beiden Fehler sind aber f¤ur die Erkennung sp¤ater nicht kritisch, da die Fehler
systematisch sind und somit durch den Klassikator ber¤ucksichtigt werden k¤onnen.
(a) ”Wurst“ (b) ”Mo¨gen“ (c) ”Heute“
Abbildung 5.29: Typische Auswirkungen von Fehlern bei der Handverfolgung: Links,
falsches Objekt; Mitte, irrt¤umliche Detektion; Rechts, fehlende Zwischenpositionen
F¤ur eine Reduzierung solcher Fehler bestehen mehrere M¤oglichkeiten. Zum einen k¤onnte die
¤Uberlappungsdetektion durch eine zuverl¤assigere Korrespondenzanalyse verbessert werden.
Alternativ k¤onnte die Korrespondenzanalyse vollst¤andig durch eine R¤uckkopplung von der
Hypothesenbewertung zur ¤Uberlappungsdetektion ersetzt werden. Die ¤Uberlappungsbehand-
lung m¤usste dann nur erfolgen, wenn die Hypothese eine ¤Uberlappung anzeigt. Als weitere
Verbesserungm¤oglichkeit sind zus¤atzliche Kriterien f¤ur die Hypothesenbewertung sowie ein
gezieltes erlernen der CPTs aus den verf¤ugbaren Daten denkbar. Da Fehler nur vereinzelt auf-
treten, wird an dieser Stelle auf eine weitere Vertiefung der Diskussion zur Fehlervermeidung
verzichtet.
5.4.4 Auflo¨sungsabha¨ngigkeit und Rechenzeitbedarf
Tests mit verschiedenen Au¤osungsstufen der Bilddaten sollen die Tauglichkeit des Gesichts
als Bezugsgr¤oße belegen. Das Abbild einer Person f¤ur niedrigere Bildau¤osung entspricht bis
auf eventuelle Effekte durch Linsenverzerrungen dem Abbild der Person f¤ur zunehmenden
Kameraabstand bei fester Au¤osung. Unabh¤angigkeit von der Bildau¤osung ist daher gleich-
zusetzen mit mehr Bewegungsfreiheit f¤ur den Benutzer.
Reduzierte Bildau¤osung bedeutet auch eine Verringerung des Rechenzeitbedarfs f¤ur die not-
wendigen Bildoperationen. Die Au¤osung kann insbesondere f¤ur die Wirtschaftlichkeit von
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mobilen Gestenerkennungssystemen entscheidend sein, denn derartige Einheiten m¤ussen aus
Kostengr¤unden und wegen der begrenzten Hardwaredimensionen und Akkulaufzeiten in der
Regel auf hochau¤osende Kameras sowie hohe Rechenkapazit¤aten verzichten. Soll die Ver-
arbeitung des Bildes mangels Rechenleistung der mobilen Einheit auf einem zentralen Ser-
ver stattnden, so ist ein au¤osungsreduziertes Bild vorteilhaft, da es bei geringerer ¤Ubertra-
gungsbandbreite ¤ubermittelt werden kann.
Abbildung 5.30 zeigt die Verh¤altnisse der untersuchten Au¤osungsstufen. Die urspr¤ungliche
Gr¤oße von 384×288 Pixeln entspricht in etwa dem, was aktuelle Webcams sowie Kameras
in Multimedia-Mobiltelefonen aufzeichnen k¤onnen. Zus¤atzlich werden die um die Faktoren
zwei und drei verkleinerten Au¤osungen betrachtet.
Abbildung 5.30: Untersuchte Au¤osungen: 384× 288, 192× 144 und 128× 96 Pixel
Tabelle 5.4 enth¤alt die erzielbaren Fehlerraten f¤ur die einzelnen Au¤osungsstufen. Demnach
bleibt die Funktionalit¤at bis zur kleinsten Stufe ohne Anpassungen gewahrt, da die Fehler-
raten nicht signikant unterschiedlich sind. Geringere Au¤osungen sind jedoch nicht mehr
zuverl¤assig zu verarbeiten, da die Objekte dann nur noch von wenigen Pixeln repr¤asentiert
werden. Die Objektrandkurven sind in dem Fall zu kantig, so dass die Bestimmung von
Schwerpunkten und Fl¤achen zu ungenau wird. Angegeben ist auch die erreichbare Bildwie-
derholungsrate, die umgekehrt proportional zum Bedarf an Rechenzeit ist. Die Zahlen gelten
f¤ur ein Rechnersystem mit AMD AthlonXP 1600+ (1,4 GHz) Prozessor.
Tabelle 5.4: Mittlere Fehler- und Bildwiederholungsrate f¤ur verschiedene Au¤osungen
Bildauflo¨sung Fehler (in %) Bilder/s
384 × 288 2,9 ≈ 4
192 × 144 2,8 ≈ 13
128 × 96 3,1 ≈ 17
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W¤ahrend das vorherige Kapitel die Funktionalit¤at des entwickelten Verfolgungssystems f¤ur
einen bekannten Benutzer unter Laborbedingungen analysiert hat, soll nun auf die ¤Ubert-
ragbarkeit auf andere Personen und die Einsetzbarkeit in realen Umgebungen eingegangen
werden. Es ist jedoch nicht praktikabel jeden erdenklichen Fall zu untersuchen, da eine im-
mense Anzahl von Kombinationen von Personen und Umgebungen m¤oglich ist. Daher soll
nur stichprobenartig die Tauglichkeit des Systems f¤ur den Einsatz unter nicht idealen Bedin-
gungen analysiert werden. Zu diesem Zweck wurden Bildsequenzen aufgezeichnet, die sich
bez¤uglich der zu untersuchenden Aspekte unterscheiden (siehe Kapitel 2.7). Wegen des hohen
Arbeitsaufwands wird auf eine manuelle Segmentierung von H¤anden und Gesicht bei diesen
Daten verzichtet. Die Beurteilung kann daher nur visuell qualitativ erfolgen.
5.5.1 U¨bertragbarkeit auf andere Personen
Personenunabh¤angigkeit gilt f¤ur Erkennungssysteme als wichtige Eigenschaft, obwohl die-
se mit Einbußen bei der Erkennungsleistung verbunden ist. Da das im Rahmen dieser Arbeit
entstandene Verfolgungssystem als Teil eines Gestenerkenners konzipiert ist, ist dessen ¤Ubert-
ragbarkeit auf andere Personen ein wichtiger Leistungsfaktor. Abbildung 5.31 stellt beispiel-
haft die Ergebnisse der Verfolgung f¤ur verschiedene weibliche und m¤annliche Testpersonen
dar, die sich in Hautfarbe und K¤orperstatur unterscheiden. Die Personen f¤uhren jeweils eine
Geb¤arde der Britischen Geb¤ardensprache (British Sign Language, BSL) aus.
Mit dem verwendeten Hautfarbmodell k¤onnen die leicht unterschiedlichen Hautfarbtypen der
Benutzer zuverl¤assig detektiert werden. Das K¤orpermodell passt deutlich besser auf die weib-
lichen Testpersonen, wie an den Schulterpositionen der in Abbildung 5.31 eingezeichneten
K¤orpermodelle gut zu erkennen ist. Da ¤uber die Gesichtsbreite indirekt ein Zusammenhang
zwischen einiger der statischen Bewertungskriterien und dem K¤orpermodell besteht, funktio-
niert die Verfolgung bei weiblichen Benutzern besser als bei m¤annlichen. Bei M¤annern ist
h¤aug zu beobachten, dass die Ruhepositionen nicht korrekt gesch¤atzt werden und dass die
statischen Kriterien, wie etwa die Aufenthaltswahrscheinlichkeit, nicht genau passen. Daher
werden auch die H¤ande nahe den Ruhepositionen, die bei den hier vorliegenden Bildsequen-
zen noch innerhalb des Bildes liegen, oft als St¤orungen aufgefasst. Benden sich die H¤ande
oberhalb der gesch¤atzten Ruhepositionen, so verl¤auft die Verfolgung in der Regel problemfrei.
Die Skalierung des K¤orpermodells bewirkt eine Verbesserung f¤ur Benutzer unterschiedlicher
Statur. Die Wahl des Skalierungsfaktors ist nicht automatisiert und erfordert daher vom Be-
nutzer einen geringen Anpassungsaufwand. Ebenso ist die Vorzugshand vorab anzugeben, da
ansonsten bei Linksh¤andern  die Person in Abbildung 5.31 (a) ist Linksh¤ander  einh¤andige
Geb¤arden aufgrund des Vorzugshandkriteriums immer falsch zugeordnet werden. Derartige
Schritte zur Personalisierung des Systems durch den Benutzer sind nicht ungew¤ohnlich. So
m¤ussen z. B. viele automatische Spracherkenner vor dem Gebrauch vom Benutzer auf seine
Aussprache trainiert werden.
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(a) ”Coach“ (b) ”Autumn“
(c) ”Abroad“ (d) ”Information“
Abbildung 5.31: Untersuchung des Verfolgungssystems f¤ur verschiedene Benutzer. Die obere
Reihe zeigt weibliche und die untere Reihe m¤annliche Benutzer. Das rechte Bild stellt jeweils
das Verfolgungsergebnis und das K¤orpermodell dar
5.5.2 Einsetzbarkeit in realen Umgebungen
Die Umgebungsbedingungen im allt¤aglichen Umfeld sind ung¤unstiger als die Bedingungen,
die in einer Laborumgebung herrschen. Es ist daher notwendig, dass die Funktionalit¤at des
Erkennungssystems auch unter nicht idealen Umgebungsbedingungen gew¤ahrleistet ist. Da
nicht alle Umgebungsbedingungen ber¤ucksichtigt werden k¤onnen, gilt als Minimalforderung,
dass die Bedingungen f¤ur den fehlerlosen Betrieb ohne viel Aufwand im Umfeld des Benutzer
zu nden oder zu schaffen sein m¤ussen. Viele Spracherkenner setzen beispielsweise voraus,
dass der Benutzer sich an einem Ort mit geringem Umgebungsger¤auschpegel bendet. Durch
Experimente in unterschiedlichen Umgebungen wurden daher die kritischen Umgebungsfak-
toren f¤ur das entwickelte Verfolgungssystem untersucht. Abbildung 5.32 zeigt je ein Beispiel
f¤ur den Einsatz innerhalb einer R¤aumlichkeit und im Freien.
Im linken Bild sind jeweils die elliptischen N¤aherungen f¤ur alle hautfarben erscheinenden
Regionen dargestellt. Einige der im Bild bendlichen Gegenst¤ande treten dabei wegen ih-
rer braunen, beigen oder r¤otlichen Farbt¤one als St¤orobjekte hervor. Wenn diese, wie in den
gegebenen Beispielen, statisch sind und sich nicht unmittelbar in Oberk¤orpern¤ahe benden,
werden sie im Verfolgungsprozess durch die Kriterien zur Ber¤ucksichtigung der Bewegung
und der K¤orperhaltung auch als St¤orungen identiziert und ignoriert. Die Anzahl der St¤orob-
jekte kann bei Bedarf durch eine Anpassung des Hautfarbmodells an den aktuellen Benutzer
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auf ein Minimum reduziert werden. Dies k¤onnte vorab oder zur Laufzeit durch entsprechende
Adaptationsmethoden geschehen.
Voraussetzung f¤ur die Funktionalit¤at des Verfolgungssystems ist, dass ein ausreichendes Be-
leuchtungsniveau mit diffusem Licht besteht. Ist das Licht nicht diffus, so k¤onnen die H¤ande
und das Gesicht wegen Schattenbildung nur teilweise mit dem Hautfarbmodell hervorgeho-
ben werden. Insbesondere die Gesichtsbreite, welche f¤ur die Verfolgung sehr wichtig ist, l¤asst
sich dann eventuell nicht zuverl¤assig ermitteln. Je dunkler die Aufnahme ist, desto gr¤oßer
ist auch die Wahrscheinlichkeit eines generellen Versagens, da Farbunterschiede zunehmend
geringer werden. Ein generelles Versagen tritt auch ein, wenn der Hintergrund groß¤achig
hautfarben erscheint, wie etwa bei einer Holzwand. Die interessierenden Objekte lassen sich
unter solchen Bedingungen nicht nden.
Es sollte an vielen Einsatzorten m¤oglich sein, die notwendigen Bedingungen zu erf¤ullen bzw.
vorzunden. Daher ist auch der mobile Einsatz des entwickelten Verfolgungssystems denkbar.
(a) ”More“
(b) ”Lighter“
Abbildung 5.32: Untersuchung des Verfolgungssystems unter nicht idealen Umgebungsbe-
dingungen. Das linke Bild zeigt jeweils die elliptischen N¤aherungen f¤ur alle hautfarbenen
Regionen. Das rechte Bild stellt Verfolgungsergebnis und K¤orpermodell dar
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Kapitel 6
Merkmalsextraktion und
Erkennungsexperimente
Die in den vorherigen Kapiteln beschriebene Verfolgungsstufe dient dem Zweck der Gesten-
und Geb¤ardenerkennung. Da sie zugleich die H¤ande und das Gesicht des Benutzers ber¤uck-
sichtigt, ist auf der Grundlage der Verfolgungsergebnisse prinzipiell sowohl die Analyse der
manuellen als auch der nicht-manuellen Parameter m¤oglich. Mittels geeigneter Klassikati-
onsverfahren k¤onnten demnach Gestik und Mimik erkannt werden.
Im Rahmen der vorliegenden Arbeit werden nur die manuellen Parameter betrachtet. Gem¤aß
dem Anwendungsszenario ist die Aufgabe die Erkennung von Einzelgeb¤arden. F¤ur die Klas-
sikation kommen daher Hidden Markov Modelle (HMM) zum Einsatz, wegen ihrer Eignung
zur Erkennung von Zeitsignalen und ihrer Verbreitung. In Experimenten wird zum einen die
Erkennungsleistung des Gesamtsystems und zum anderen die Leistungsf¤ahigkeit der Verfol-
gungsstufe bestimmt.
An eine Darstellung der theoretischen Grundlagen von Hidden Markov Modellen, welche die
Bewertung von Beobachtungsfolgen sowie die Erstellung der Modelle umfasst, schließt sich
die Beschreibung der Erkennungsexperimente und ihrer Ergebnisse an. Hierzu wird zun¤achst
anhand der manuell segmentierten Referenzdaten die Eignung der verwendeten Merkmale zur
Beschreibung der manuellen Parameter dargelegt und die im Idealfall einer fehlerfreien Ver-
folgung erreichbare Erkennungsrate bestimmt. An dieser Grenze wird schließlich die Leistung
der Verfolgungsstufe gemessen, da Abweichungen davon direkt auf die Fehler der Verfolgung
zur¤uckzuf¤uhren sind.
6.1 Gestenerkennung mit Hidden Markov Modellen
Hidden Markov Modelle sind stochastische endliche Automaten, deren ¤Uberg¤ange mit Wahr-
scheinlichkeiten und deren Zust¤ande mit Emissionsfunktionen belegt sind. Es existieren ver-
schiedene Modelltopologien unter denen sich insbesondere die gerichteten zur Modellierung
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und Bewertung von Zeitsignalen eignen. Die Zeitsignale m¤ussen dabei als Folge O von Ein-
zelbeobachtungen ok vorliegen, welche wiederum als Vektoren mit D verschiedenen Merk-
malen dargestellt sind
O = ok : o1, o2, . . . , oK , (6.1)
mit o =
[
o1 o2 · · · oD
]T
. (6.2)
Die Richtung des Modells entspricht in der Regel der Zeitachse. Ein Pfad vom ersten bis zum
letzten Zustand durch das Modell ist somit als Zeitanpassung aufzufassen, welche die Merk-
malsvektoren den einzelnen Zust¤anden zuordnet. Auf der Grundlage der Zuordnung werden
entweder die Modellparameter gesch¤atzt (Training) oder es wird die Beobachtungsfolge be-
wertet. In Abbildung 6.1 sind exemplarisch eine Beobachtungsfolge und ein HMM dargestellt,
wobei eine Beobachtung genau zu einem Bild korrespondiert. Die Pfeile symbolisieren eine
m¤ogliche Zuordnung der Merkmalsvektoren zu den Zust¤anden.
.  .  .
PSfrag replacements
o1 o2 o3 o4 o5 oK−1 oK
z1 z2 z3 zN
Abbildung 6.1: Zuordnung der Beobachtungen zu den Zust¤anden eines HMM
Die besondere St¤arke von HMMs ist, dass sie zeitliche Variationen der zu bewertenden Beob-
achtungsfolge ber¤ucksichtigen k¤onnen. Dies geschieht durch die Untersuchung aller m¤ogli-
chen Pfade durch das Modell. HMMs verm¤ogen bei Wahl geeigneter Emissionsfunktionen
auch Variationen der einzelnen Beobachtungen zu behandeln.
Wegen dieser Eigenschaften sind HMMs die Grundlage von Lautspracherkennern [RJ93,
ST95], denn die Aussprache ist benutzer- und kontextabh¤angig. So k¤onnen zum Beispiel
die Dauer, die Lautst¤arke und die Betonung stark variieren. In der Spracherkennung dienen
HMMs zur Modellierung von Phonemen. Dabei handelt es sich um die kleinsten wahrnehm-
baren Lauteinheiten, von denen etwa 50 verschiedene existieren. Aus den erkennbaren Laut-
einheiten werden ganze W¤orter zusammengesetzt. Die direkte Modellierung auf Wortebene ist
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aufgrund der typischen Vokabulargr¤oßen von mehreren zehntausend W¤ortern mit HMMs nicht
praktikabel [You96]. Ursache daf¤ur ist der zum Erstellen eines einzelnen Modells notwendige
hohe Bedarf an Datenmaterial, dessen Aufzeichnung großen Arbeitsaufwand erfordert.
In Analogie zu den Variationen beim Sprachgebrauch treten auch bei Gesten und Geb¤arden
Variationen auf. Bei wiederholter Ausf¤uhrung und abh¤angig von der Person sind Geschwin-
digkeit, Bewegungsintensit¤at und Ausf¤uhrungsstelle unterschiedlich. Die exakte Wiederho-
lung einer Bewegung ist praktisch unm¤oglich. Wegen ihrer Eigenschaften werden Hidden
Markov Modelle daher auch f¤ur die Erkennung von Gesten und Geb¤arden h¤aug eingesetzt
(siehe auch Tabelle 2.3). Geb¤ardensprachen verf¤ugen ¤uber ¤ahnliche Vokabulargr¤oßen wie
Lautsprachen. Untereinheiten, die mit Phonemen vergleichbar w¤aren, wurden jedoch noch
nicht festgelegt, obgleich Bem¤uhungen in diese Richtung existieren [VM99, BB02]. Deswe-
gen entspricht ein HMM in der Regel einem ganzen Wort. Bei der hier vorliegenden Menge
von 152 Geb¤arden aus der Deutschen Geb¤ardensprache ist die Verwendung von Ganzwort-
modellen  ein HMM pro Geb¤arde  jedoch unproblematisch.
Die F¤ahigkeit von HMMs zur Bewertung von Zeitsignalen gestattet die Konstruktion eines
HMM-Klassikators f¤ur die Gestenerkennung. Dabei entspricht eine Klasse genau einem
HMM und somit genau einer Geste bzw. Geb¤arde. Die Beobachtungsfolge wird stets allen
Modellen gleichzeitig pr¤asentiert, so dass sich am Ausgang durch Vergleich der Ergebnisse
ein eindeutiges Gewinnermodell ermitteln l¤asst. In Abbildung 6.2 ist die Architektur eines
HMM-Klassikators zu sehen.
.
.
.
PSfrag replacements
argmax(·) Sieger
CHMM,1
CHMM,2
CHMM,152
o1, o2, . . . , oK
Abbildung 6.2: Architektur eines HMM-Klassikators
6.2 Bewertung einer Beobachtungsfolge
Im Folgenden wird die Bewertung einer Beobachtungssequenz durch ein einzelnes HMM
beschrieben. Dabei ist die Darstellung an die Schreibweise von Rabiner und Juang angelehnt,
die in [RJ86] eine Einf¤uhrung in die Theorie von HMMs geben. In Abbildung 6.3 ist zu
diesem Zweck ein HMM mit N Zust¤anden skizziert, die jeweils mit zi indiziert sind. Das
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HMM besitzt die gerichtete Bakis-Topologie, welche Zustandswechsel nur zum aktuellen,
zum n¤achsten und zum ¤ubern¤achsten Zustand erm¤oglicht. Diese Form von HMMs hat sich als
Standard f¤ur Erkennungszwecke durchgesetzt.
.  .  .
PSfrag replacements
a1 1 a2 2 a3 3 aN N
a1 2 a2 3
a2 4a1 3
aN−1 N
aN−2 N
b1 b2 b3 bN
z1 z2 z3 zN
pi1
Abbildung 6.3: Topologie und Parameter eines Bakis-HMM
Die charakteristischen Gr¤oßen eines HMM sind die Transitionswahrscheinlichkeiten aij, die
Emissionsfunktionen bi(o) und die Einsprungwahrscheinlichkeiten pii. Der Parametersatz λ =
{A,b, pi} legt ein HMM eindeutig fest. F¤ur das Bakis-Modell mit einer Einsprungm¤oglich-
keit in nur den ersten Zustand lauten die HMM-Parameter
A =


a1 1 a1 2 a1 3 0 · · · 0
0 a2 2 a2 3 a2 4 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 aN−2 N aN−1 N aN N

 mit
N∑
j=1
ai j = 1 , (6.3)
b =


b1(o)
b2(o)
.
.
.
bN (o)

 mit
∫
bi(o)do = 1 , (6.4)
pi =


pi1
0
.
.
.
0

 mit pi1 = 1 . (6.5)
W¤ahrend die Transitions- und Einsprungwahrscheinlichkeiten stets konstant bleiben sind die
Werte der Emissionsfunktionen bi(o) von der jeweiligen Beobachtung abh¤angig. Das heißt,
ein konkreter Wert ergibt sich erst unter Vorgabe der Zuordnung zwischen Beobachtung und
Zustand. Die Zuordnungsfolge l¤asst sich als Zustandssequenz
Q = qk : q1, q2, q3, . . . , qK mit qk ∈ {z1, . . . , zN} (6.6)
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darstellen. Wenn die Zusammensetzung der Zustandssequenz als das Ergebnis eines Zufallspro-
zesses betrachtet wird, so entspricht die Wahrscheinlichkeit f¤ur das Eintreten von Q bei gege-
benem HMM mit Parametersatz λ dem Produkt aller ¤Ubergangswahrscheinlichkeiten
P (Q|λ) = pi1 · aq1 q2 · aq2 q3 · · · aqK−1 qK . (6.7)
F¤ur eine gegebene Zustandsfolge ergibt sich die gesamte Emissionswahrscheinlichkeit zu
P (O|Q, λ) = bq1(o1) · bq2(o2) · · · bqK (oK) . (6.8)
Die Verbundwahrscheinlichkeit aller ¤Uberg¤ange und Emissionen f¤ur eine bekannte Zustands-
folge l¤asst sich gem¤aß der Kettenregel folgendermaßen berechnen
P (O, Q|λ) = P (O|Q, λ) · P (Q|λ) . (6.9)
Die gesamte Produktionswahrscheinlichkeit eines HMMs f¤ur eine Beobachtungsfolge O ist
schließlich die Summe der Verbundwahrscheinlichkeiten aller Pfade
P (O|λ) =
∑
∀Q
P (O, Q|λ) =
∑
∀Q
P (O|Q, λ) · P (Q|λ) . (6.10)
Anhand dieses Bewertungsmaßes ist nicht feststellbar, welche Zustandsfolge welchen Bei-
trag liefert. Der Prozess der Zustandssequenzbildung innerhalb des HMMs bleibt f¤ur einen
außen stehenden Beobachter verborgen. Diese grundlegende Eigenschaft von Hidden Markov
Modellen wird durch den Namensbestandteil

Hidden (verborgen) bereits angedeutet. Von
einem deterministischen Standpunkt aus betrachtet existiert jedoch eine ausgezeichnete Zu-
standsfolge Q∗, welche nicht nur den h¤ochsten Anteil am Gesamtergebnis hat, sondern mit
diesem auch stark korreliert [ME91]
P ∗(O|λ) := P (O, Q∗|λ) = max
∀Q
(P (O, Q|λ)) . (6.11)
Die Suche nach Q∗ l¤asst sich mit dem Viterbi-Algorithmus, welcher im Rahmen der vorlie-
genden Arbeit bereits zur Pfadauswahl bei der Verfolgung der H¤ande zum Einsatz kommt,
efzient durchf¤uhren. Auf eine Beschreibung wird hier verzichtet und statt dessen auf Kapitel
5.3.1 und die Literatur verwiesen [RJ93, ST95]. In Anlehnung an das Suchverfahren lautet
die Bezeichnung f¤ur P ∗(O|λ) Viterbi-Bewertung.
6.3 Erstellung eines HMMs
Zur Erstellung eines Hidden Markov Modells sind zun¤achst Zustandsanzahl und Emissi-
onsfunktionen festzulegen. Anschließend kann der Parametersatz λ des Modells mit einem
Lernverfahren aus dem verf¤ugbaren Datenmaterial gesch¤atzt werden. Dieser Vorgang wird im
Allgemeinen als Training bezeichnet. Die n¤achsten Abschnitte gehen auf die beschriebenen
Schritte n¤aher ein.
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6.3.1 Festlegung der Zustandsanzahl
Die Zustandszahl ist f¤ur die optimale Leistung von HMMs ein kritischer Faktor. Ist sie zu
klein, so entfallen mehr Beobachtungen auf die einzelnen Zust¤ande. Die darin enthaltenen
Emissionsfunktionen m¤ussten dann so generell sein, dass ein Verlust bei der Unterscheidungs-
leistung resultieren w¤urde. Ist die Zustandszahl hingegen zu groß, so sind Zeitanpassungen
bei kurzen Sequenzen nicht mehr m¤oglich. Bedingt durch die maximale Sprungweite darf
in einem Bakis-Modell die Anzahl der Zust¤ande nicht h¤oher sein als die halbe Anzahl von
Beobachtungen der zu bewertenden Sequenz.
Die Zustandszahl f¤ur ein HMM wird in der Regel in Abh¤angigkeit von der zu erwartenden
Anzahl von Beobachtungen festgelegt. F¤ur die verwendete Datenmenge ergeben sich ¤uber
alle 152 Geb¤arden und alle zehn Variationen durchschnittlich 35, minimal 22 und maximal 72
Beobachtungen. Die Schwankungsbandbreite f¤ur eine einzelne Geb¤arde ist mit ±20% vom
jeweiligen Durchschnitt deutlich geringer. Bei individueller Festlegung der Zustandszahl auf
die durchschnittliche Anzahl von Beobachtungen der modellierten Geb¤arde ist sichergestellt,
dass mit allen Wiederholungen dieser Geb¤arde eine Zeitanpassung m¤oglich ist, ohne dass die
Emissionsfunktionen zu generell sein m¤ussen.
6.3.2 Modellierung der Emissionsfunktionen
Als Basisfunktion f¤ur die Emissionen werden meist Normalverteilungen oder Laplace-Vertei-
lungen benutzt. Aufgrund der nachgewiesenen Eignung f¤ur den Zweck der personenabh¤angi-
gen Geb¤ardenerkennung [Hie00, Gro99] kommen Letztere zum Einsatz. Da die einzelnen
Beobachtungen mehrdimensionalen Merkmalsvektoren entsprechen, m¤ussen die Verteilungen
multivariat sein. Dabei gilt die vereinfachende Annahme, dass die Komponenten des Merk-
malsvektors unabh¤angig sind. Aufgrund der Variationen in den betrachteten Daten bilden sich
in der Regel mehrere Cluster im Wertebereich aus, die durch multimodale Mischverteilungen
besser repr¤asentiert werden k¤onnen als mit unimodalen Verteilungen. Die Emissionsfunktio-
nen haben daher die Form
bi(o) =
Mi∑
m=1
cim · L(o|µm,Σm) , (6.12)
wobei L(·) ein einzelnes Laplace-verteiltes Zentrum mit dem Mittelwert µ
m
und der Ska-
lierungsmatrix Σm ist. Letztere enth¤alt wegen der Unabh¤angigkeit der Komponenten nur
Diagonaleintr¤age, aus denen die Skalierungsfaktoren der einzelnen Dimensionen σm direkt
bestimmt werden k¤onnen. Jedes der insgesamt Mi Zentren liefert einen mit cim gewichteten
Beitrag zur Emission. Dabei gilt
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L(o|µ
m
,Σm) =
1
D∏
d=1
2σmd
exp
(
−
D∑
d=1
∣∣∣∣od − µmdσmd
∣∣∣∣
)
, (6.13)
Mi∑
m=1
cim = 1 . (6.14)
Abbildung 6.4 zeigt beispielhaft eine zweidimensionale Mischverteilung mit drei Laplace-
verteilten Zentren.
PSfrag replacements
bi(o) o1
o2
Abbildung 6.4: Laplace-verteilte, multivariate, multimodale Emissionsfunktion
Im Kontext der Viterbi-Bewertung wird der deterministische Standpunkt konsequenter Weise
auch bei den Emissionsfunktionen vertreten [RJ93]. Das bedeutet, es wird ausschließlich der
Beitrag des Verteilungzentrums mit der h¤ochsten Ausgabe ber¤ucksichtigt. Die Darstellung der
Emissionsfunktion lautet in diesem Zusammenhang
bi(o) = max
∀m
(
cim · L(o|µm,Σm)
)
. (6.15)
Im Prinzip beschreibt (6.15) unimodale Verteilungen in Unterzust¤anden, welche sich inner-
halb der einzelnen Zust¤ande des HMMs benden. Abbildung 6.5 veranschaulicht den be-
schriebenen Sachverhalt. Die Gewichte cim stellen dabei die ¤Ubergangswahrscheinlichkeiten
zu den Unterzust¤anden dar, w¤ahrend die R¤ucksprungwahrscheinlichkeiten zu den ¤ubergeord-
neten Zust¤anden immer eins betragen. Diese Betrachtungsweise hat den wesentlichen Vorteil,
dass die Parameter µ
m
und Σm jedes einzelnen Zentrums nur f¤ur unimodale Verteilungen
gesch¤atzt werden m¤ussen. Der Einsatz von aufw¤andigen Sch¤atzverfahren f¤ur Mischverteilun-
gen, wie etwa der Expectation-Maximization Algorithmus [Bil98], ist somit unn¤otig.
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Abbildung 6.5: Unterzust¤ande zur Darstellung von Mischverteilungen. Jeder Unterzustand
zim beinhaltet eine unimodale Laplace-Verteilung [RJ93]
6.3.3 Scha¨tzung der Modellparameter
Zur Sch¤atzung der Modellparameter existieren automatische Lernverfahren, die als Trainings-
verfahren bezeichnet werden. Diese ben¤otigen f¤ur die statistische Sch¤atzung der HMM-Para-
meter mehrere Merkmalsvektorsequenzen pro Geb¤arde. In der Regel erfolgt die Sch¤atzung
solange iterativ, bis hinsichtlich der gesamten Bewertung aller Trainingssequenzen nur noch
geringe ¤Anderungen feststellbar sind (Maximum-Likelihood Prinzip). Bei Verwendung der
Viterbi-Bewertung lautet die zu maximierende Gr¤oße w¤ahrend der l-ten Iteration
P ∗(O|λ(l)) =
S∏
i=1
P ∗(Oi|λ(l)) , (6.16)
mit O = {O1, O2, . . . , OS} . (6.17)
O steht hierbei f¤ur die Menge aller Trainingssequenzen, von denen jeweils S = 10 pro
Geb¤arde und Modell zur Verf¤ugung stehen.
Das zugeh¤orige Lernverfahren wird als Viterbi-Training bezeichnet. Damit werden die ¤Uber-
gangswahrscheinlichkeiten und die Parameter der Emissionsfunktionen in jedem Durchlauf
neu gesch¤atzt [ST95]. Die Behandlung von Mischverteilungen im Zusammenhang mit dem
Viterbi-Training bespricht [Wel92] gesondert. Die Konvergenz des Verfahrens ist sicherge-
stellt, d. h. die zu maximierende Gr¤oße wird mit jeder Iteration besser oder bleibt gleich. Der
Endzustand des Modells liegt somit immer zumindest auf einem lokalen Maximum, so dass
gilt
P ∗(O|λ(l+1)) ≥ P ∗(O|λ(l)) . (6.18)
An dieser Stelle soll zun¤achst das Trainingsschema stichpunktartig dargestellt werden, bevor
weiter unten die Erl¤auterung der einzelnen Schritte folgt.
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1.) Initialisierung des Modells λ(0)
2.) Bestimmung der optimalen Zustandsfolgen Qi∗ durch das HMM λ(l)
3.) Sch¤atzung der Transitionswahrscheinlichkeiten
4.) Sch¤atzung der Emissionsfunktionen, evtl. nach Teilung von Zentren (Splitting)
5.) Wiederholung mit λ(l+1) ab 2.), falls das Abbruchkriterium nicht erf¤ullt ist
Zur Initialisierung erhalten alle ¤Uberg¤ange die gleiche Wahrscheinlichkeit. Die Beobachtun-
gen aller Trainingssequenzen werden linear auf die N Zust¤ande des Modells aufgeteilt, um
damit je ein einzelnes Verteilungszentrum pro Zustand zu sch¤atzen. Der resultierende Para-
metersatz λ(0) ist die Startvorgabe f¤ur die folgenden Optimierungsschritte.
Zun¤achst wird f¤ur jede der S Trainingssequenzen der optimale Pfad durch das HMM mit
dem Parametersatz λ(l) bez¤uglich der Viterbi-Bewertung bestimmt. Dadurch ist die beste Zu-
ordnung jeder einzelnen Beobachtung zu einem Zustand gegeben. Gleichzeitig sind auch die
¤Uberg¤ange und die gew¤ahlten Emissionszentren  falls davon mehrere existieren  festgelegt.
¤Uber alle Trainingssequenzen lassen sich anhand der optimalen Pfade die H¤augkeiten der
Transitionen zwischen den Zust¤anden bestimmen. Durch Normierung werden die H¤augkei-
ten in ¤Ubergangswahrscheinlichkeiten umgerechnet. F¤ur den Erhalt der Modelltopologie ist es
dabei wichtig, dass keine der erlaubten Transitionen durch eine Wahrscheinlichkeit von Null
entf¤allt. Daher wird jedem ¤Ubergang eine geringe Mindestwahrscheinlichkeit zugewiesen.
Die Verteilungszentren der Emissionsfunktionen werden mit den zugeordneten Beobachtun-
gen neu gesch¤atzt. Dabei erhalten alle Zentren eine zustandsweit einheitlich berechnete Va-
rianz. Diese Vorgehensweise wird als Pooling bezeichnet. Zuvor ist allerdings noch die Not-
wendigkeit der Teilung von Verteilungszentren zu pr¤ufen (Split). Diese ist gegeben, wenn der
Beitrag des betrachteten Zentrums geringer ist, als der durchschnittliche Beitrag aller Zen-
tren. Das Zentrum wird dann durch zwei minimal verschobene Zentren ersetzt, wovon jedes
ein Gewicht gem¤aß der relativen Anzahl der darauf entfallenden Beobachtungen erh¤alt. Eine
derartige Teilung kommt nicht in jedem Durchlauf in Frage, da zwischen zwei Splits zumin-
dest eine vorgegebene Mindestanzahl von Iterationen vergehen sollte.
Zuletzt wird mit den neuen Modellparametern λ(l+1) die zu maximierende Gr¤oße aus (6.16)
berechnet. F¤allt die ¤Anderung zu gering aus, so erfolgt der Abbruch des Trainingsvorgangs
und der Endzustand des Modells gilt als erreicht. Ansonsten ist der Vorgang mit dem aktuellen
Modell als Vorgabe zu wiederholen.
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An dieser Stelle werden die Ergebnisse der durchgef¤uhrten Erkennungstests pr¤asentiert. Der
n¤achste Unterabschnitt erl¤autert die gew¤ahlten Merkmale zur Repr¤asentation der manuellen
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Parameter und gibt die damit theoretisch erreichbaren Erkennungsgrenzen an. Durch Letzteres
soll vor allem die Eignung der Merkmale f¤ur die gegebene Aufgabe belegt werden. Im An-
schluss daran folgen die mit der Verfolgungsstufe tats¤achlich erzielten Erkennungsergebnisse.
Abschließend werden die Fehlerf¤alle bei der Erkennung analysiert.
6.4.1 Merkmale und theoretische Erkennungsgrenzen
Der Beobachtungsvektor enth¤alt nur Gr¤oßen zur Beschreibung der linken und der rechten
Hand, da nur die manuellen Parameter ber¤ucksichtigt werden. Je nach gew¤ahlter Repr¤asenta-
tionsform f¤ur das zweidimensionale Abbild einer Hand ist es m¤oglich, Position, Orientierung
und formbeschreibende Merkmale (siehe Kapitel 3.3.2) zu berechnen. F¤ur eine Hand ergibt
sich abh¤angig von der Repr¤asentationsform ein Merkmalsvektor dieser Art
mlH/rH = [
Randkurve︷ ︸︸ ︷
Ellipse︷ ︸︸ ︷
Punkt︷︸︸︷
x y A α ν ε κ]T . (6.19)
Die Positionskoordinaten x und y werden relativ zur Gesichtsmitte berechnet und auf die Ge-
sichtsbreite normiert. Sie geben die Lage der H¤ande bezogen auf den Benutzer und parallel zur
Bildebene an. Die Fl¤ache A ist auf die Gesichts¤ache normiert und gibt im Erkennungsprozess
neben der Handform auch Aufschluss ¤uber die Tiefenposition. Die Handstellung wird durch
die Orientierung des Objekts α quantiziert. Achsenverh¤altnis ν, Exzentrizit¤at ε und Kom-
paktheit κ sind Maßzahlen zur Formbeschreibung. Die Bewegung kann ¤uber die Ableitungen
der Merkmale m˙lh/rH hinzugenommen werden. Allerdings ist zu beachten, dass die HMMs
durch ihre gerichtete Topologie bereits zeitliche ¤Anderungen der Merkmale im Verlauf einer
Geb¤arde modellieren und damit die Geschwindigkeit ber¤ucksichtigen. Der Beobachtungsvek-
tor enth¤alt schließlich die Merkmale beider H¤ande
o =


mlh
mrh
m˙lh
m˙rh

 . (6.20)
Die manuell segmentierten Daten bieten als Referenz die Randkurven der H¤ande. Die sim-
plizierten Darstellungen als Ellipse oder als Punkt k¤onnen daraus bei Bedarf berechnet wer-
den. Um den n¤otigen Detailgrad zur Unterscheidung der gegebenen Datenmenge von 152
Geb¤arden zu bestimmen sind Erkennungstests mit den manuell segmentierten Daten durch-
gef¤uhrt worden (die Vorgehensweise wird im n¤achsten Abschnitt beschriebenen). Dies l¤asst
sich auch als simulierte fehlerfreie Verfolgung auffassen. Die Erkennungsraten daf¤ur sind in
Tabelle 6.1 aufgelistet.
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Tabelle 6.1: Erkennungsraten f¤ur manuell segmentiertes Datenmaterial (fehlerfreie Verfol-
gung) in Abh¤angigkeit von der Repr¤asentationsform
Erkennungsrate Randkurve Ellipse Punkt
Ohne Ableitungen 99,5 % 99,6 % 91,0 %
Mit Ableitungen 98,8 % 99,2 % 93,6 %
Aus den erzielten Ergebnisse lassen sich drei Erkenntnisse gewinnen. Erstens zeigt die ma-
ximal erreichbare Erkennungsrate von 99, 6%, dass die Merkmale f¤ur die Unterscheidung
der gegebenen Geb¤ardenmenge geeignet sind. Zweitens bietet die Ellipsendarstellung bereits
gen¤ugend Informationen f¤ur die Erkennung. Die Extraktion der Randkurven, die im ¤Uber-
lappungsfall nur sehr schwierig zu bestimmen w¤are, ist somit unn¤otig. Drittens bringt die
Hinzunahme der Ableitungen keinen signikanten Gewinn. Lediglich die Punktdarstellung
protiert davon. Die Geschwindigkeiten bzw. die ¤Anderungen der Merkmale werden in den
anderen F¤allen bereits durch die HMMs hinreichend modelliert.
Die implementierte Verfolgungsstufe arbeitet durchgehend mit der Ellipsenn¤aherung als Dar-
stellung der Objekte. Sie gestattet zwar auch den Zugriff auf die Randkurve der zugrunde
liegenden Region, dies macht aber nur Sinn, wenn keine ¤Uberlappung stattndet. Nur dann
geh¤ort die Randkurve der Region ausschließlich einem Objekt an und beschreibt dieses zu-
treffend. Da die Randkurve f¤ur die Erkennung der vorliegenden Geb¤ardenmenge unn¤otig ist,
werden bei den Versuchen zur Bewertung der Verfolgungsstufe nur die Merkmale f¤ur linke
und rechte Hand zugrunde gelegt, die f¤ur die Ellipsendarstellung berechenbar sind. Zudem
wird auf die Ableitungen verzichtet, da diese keinen zus¤atzlichen Gewinn bringen. Wenn die
Lokalisierung ideal funktioniert, dann liegt die damit erreichbare maximale Erkennungsrate
bei 99, 6%. An dieser Grenze ist die Leistung der Verfolgungsstufe zu messen.
6.4.2 Erkennungsrate des Gesamtsystems
Die Bestimmung der Erkennungsraten erfolgt ¤uber Leaving-One-Out Experimente. Dabei
werden je neun der zehn verf¤ugbaren Wiederholungen einer Geb¤arde zum trainieren der
HMMs verwendet, w¤ahrend die letzte Wiederholung zum testen reserviert ist. Die geteste-
te Sequenz ist somit nicht in der Trainingsmenge enthalten. Durch den zyklischen Wechsel
der ausgelassenen Wiederholung sind zehn Experimente zur Bestimmung der Erkennungsrate
durchf¤uhrbar. Dabei gilt es als Erfolg, wenn der Klassikator diejenige Klasse als Gewinner
bestimmt, zu der die pr¤asentierte Geb¤arde tats¤achlich geh¤ort. Ansonsten liegt eine Fehlent-
scheidung vor. Die relative Anzahl der Erfolge ist die Erkennungsrate. Die mit der Verfol-
gungsstufe erzielten Erkennungsraten zeigt Tabelle 6.2 f¤ur unterschiedliche Au¤osungen.
Es werden durchweg hohe Resultate erzielt. Die Unterschiede zwischen den Aufl¤osungsstu-
fen kommen durch Ungenauigkeiten Zustande, die bei reduzierter Pixelanzahl nicht zu ver-
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Tabelle 6.2: Erkennungsrate des Gesamtsystems f¤ur unterschiedliche Au¤osungsstufen
Bildauflo¨sung Erkennungsrate
384 × 288 97,6 %
192 × 144 97,2 %
128 × 96 97,1 %
meiden sind. Allerdings sind die Unterschiede sehr gering. Die Differenz von 2% zur maximal
erreichbaren Erkennungsrate ist durch die Fehler der Verfolgungsstufe und eventuelle Unge-
nauigkeiten bei der ¤Uberlappungsau¤osung zu erkl¤aren. Dabei sind systematische Fehler der
Verfolgungsstufe in der Regel in der Trainingsmenge enthalten und k¤onnen somit durch die
HMMs teilweise kompensiert werden.
Im Vergleich zu den Resultaten der existierenden Erkennungssysteme aus Tabelle 2.3 ergibt
sich eine h¤ohere Leistungsf¤ahigkeit. Der Bildverarbeitungsansatz von Grobel [Gro99] ist we-
gen der Verwendung von farbigen Markierungen als intrusiv anzusehen. Mit 34 Merkma-
len f¤allt der Beobachtungsvektor gegen¤uber den hier verwendeten zehn Merkmalen relativ
umfangreich aus, da er Informationen ¤uber die Positionen der einzelnen Finger enth¤alt. In
Experimente zur Erkennung von Einzelgeb¤arden kommt Grobel bei einer vergleichbaren Er-
kennungsrate von 97, 2% lediglich auf ein unterscheidbares Vokabular von 43 Geb¤arden. F¤ur
262 Geb¤arden werden nur 93, 3% erreicht.
Hienz [Hie00] verwendet das selbe Vokabular von 152 Geb¤arden, das auch hier zum Ein-
satz kommt. Er gibt ein Ergebnis von 91, 1% f¤ur die kontinuierliche Erkennung an. Da dabei
das Bildverarbeitungssystem von Grobel zugrunde liegt, ist f¤ur die Erkennung von Einzel-
geb¤arden ein Ergebnis zwischen den von Grobel erreichten 93, 3% und 97, 2% zu erwarten.
Die Leistungsdifferenz gegen¤uber der vorliegenden Arbeit beruht darauf, dass die Ruhepo-
sitionen der H¤ande, welche außerhalb des Bildes liegen, nicht explizit gesch¤atzt werden. Bei
Eintritt der H¤ande in das Bild unterliegen die Merkmale daher einer pl¤otzlichen starken ¤Ande-
rung gegen¤uber den konstanten Vorgabewerten. Zudem ist es m¤oglich, dass die Markierungen
einzelner Finger zeitweise verdeckt sind. Die zugeh¤origen Merkmale werden ebenfalls mit
Vorgabewerten belegt und nicht aus den anderen gesch¤atzt.
Die nicht-intrusiven Ans¤atze von Starner [SWP98] und Yang [YAT02] verm¤ogen jeweils ein
Vokabular von 40 Geb¤arden zu unterscheiden. Dabei gibt Yang mit 98, 1% das bislang h¤ochste
Ergebnis f¤ur die Erkennung von Einzelgeb¤arden an. Dieses Ergebnis ist etwas h¤oher als das
hier erzielte, daf¤ur ist die Vokabulargr¤oße jedoch signikant kleiner als 152. Zudem ist von
Yang nicht der Nachweis erbracht worden, dass das Erkennungssystem Variationen bei der
Ausf¤uhrung der Geb¤arden behandeln kann, da nur Bilddatenmaterial f¤ur eine Ausf¤uhrung der
Geb¤arden vorliegt.
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6.4.3 Analyse der Erkennungsfehler
Einen ¤Uberblick ¤uber die Fehlerh¤augkeiten in Bezug auf die Geb¤ardenkategorie bietet Tabel-
le 6.3. Dabei sind sowohl die Ergebnisse f¤ur die Verfolgungsstufe als auch f¤ur die simulierte
fehlerfreie Verfolgung bei h¤ochster Au¤osung angegeben.
Tabelle 6.3: Erkennungsrate nach Geb¤ardenkategorien aufgeschl¤usselt
Kategorie der
Geba¨rden
Erkennungsrate
Gesamt-
system
Fehlerfreie
Verfolgung
einha¨ndig 96,8 98,6 %
zweiha¨ndig 98,7 100 %
Keine U¨berlappung 98,7 99,3 %
Hand-Gesichts U¨berlappung 96,3 98,9 %
Hand-Hand U¨berlappung 99,0 100 %
Gesamt 97,6 99,1 %
An den Erkennungsraten ist abzulesen, dass einh¤andige Geb¤arden schlechter zu unterscheiden
sind als zweih¤andige Geb¤arden, obwohl der Verfolgungsstufe bei Letzteren deutlich mehr
Fehler unterlaufen (vgl. Tabelle 5.3). Dieses Ergebnis wird durch zwei Faktoren beg¤unstigt.
Zum einen gibt es im Verh¤altnis 3 : 2 mehr einh¤andige Geb¤arden im Vokabular (siehe Tabelle
2.5), wonach die Wahrscheinlichkeit f¤ur deren Verwechslung h¤oher ist. Zum anderen bieten
zweih¤andige Geb¤arden dem Klassikator oft mehr Informationen, da beide H¤ande aktiv sind.
Die Erkennungsrate ist bei Geb¤arden mit Hand-Gesichts ¤Uberlappungen am geringsten, da die
Positions- und Orientierungsbestimmung im ¤Uberlappungsfall ungenauer ist. Geb¤arden mit
Hand-Hand ¤Uberlappungen haben die h¤ochste Erkennungsrate, was angesichts der schlech-
testen Verfolgungsergebnisse aus Tabelle 5.3 zun¤achst widerspr¤uchlich erscheint. Allerdings
handelt es sich bei den Verfolgungsfehlern in dieser Geb¤ardenkategorie ¤uberwiegend um Ver-
wechslungen der linken und rechten Hand. Diese wirken sich nicht stark auf die Erkennung
aus, da die H¤ande im Falle einer gegenseitigen ¤Uberlappung ohnehin nahe beieinander lie-
gen. Geb¤arden mit Hand-Hand ¤Uberlappungen sind zudem stets zweih¤andig, was wie zuvor
erl¤autert vorteilhaft ist.
Tabelle 6.4 listet die h¤augsten Verwechslungen von Geb¤arden untereinander auf. Besonders
auff¤allig ist die Geb¤arde

nicht, welche vom Erkenner in vier von zehn F¤allen als die Geb¤arde

bis identiziert wird. Ursache hierf¤ur ist die hohe ¤Ahnlichkeit der beiden Geb¤arden. Es
sind lediglich geringe Unterschiede im Bewegungsablauf der H¤ande feststellbar, wie auch die
Bewegungsspuren in Abbildung 6.6 verdeutlichen.
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Tabelle 6.4: Verwechslungen zwischen verschiedenen Geb¤arden. Die Tabelle enth¤alt nur die
h¤augsten Fehlerf¤alle, wobei die linke Spalte die zu erkennende Geb¤arde angibt
”bis“ ”essen“ ”fragen“ ”Mitt-
woch“
”nicht“ ”trinken“
”bis“ –
”essen“ –
”fragen“ – 20 %
”Mittwoch“ 30 % –
”nicht“ 40 % –
”trinken“ –
Bei der Geb¤arde

nicht dreht sich allerdings der Kopf von links nach rechts. Die Ber¤uck-
sichtigung der Gesichtsbewegung k¤onnte demnach die Unterscheidung erleichtern. Die Ver-
wechslung in entgegengesetzter Richtung  d. h.

bis als

nicht erkannt  tritt nicht auf.
Dies deutet darauf hin, dass die Variationen f¤ur die Geb¤arde

bis geringer ausfallen und das
deswegen das zugeh¤orige HMM sehr gut angepasst ist. Bei der Geb¤arde

nicht sind im Ver-
folgungsprozess Fehler zu beobachten, die beim Training des HMM mit einießen.
Die zweit h¤augste Verwechslung ndet zwischen den Geb¤arden

Mittwoch und

essen
statt. Diese haben einen fast identischen Bewegungsablauf und unterscheiden sich nur in der
Handform, die vor dem Gesicht gebildet wird. Im ¤Uberlappungsfall ist die fehlerfreie Anga-
be der manuellen Parameter schwierig. F¤ur die Vermeidung solcher Fehler ist eine genauere
Analyse der Handform notwendig. Abbildung 6.7 stellt die Problematik dar. Die Verwechs-
lung der Geb¤arden

fragen und

trinken hat die selbe Ursache.
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6.4 Experimente und Ergebnisse
(a) ”Nicht“ (b) ”bis“
Abbildung 6.6: Verwechslung der Geb¤arden

nicht und

bis. Oben: je ein Bild der Sequenz.
Unten: Spuren aller Sequenzen
(a) ”Mittwoch“ (b) ”essen“
Abbildung 6.7: Verwechslung der Geb¤arden

Mittwoch und

essen
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Kapitel 7
Zusammenfassung und Ausblick
Die vorliegende Arbeit befasst sich mit der nicht-intrusiven videobasierten Erkennung iso-
lierter Gesten und Geb¤arden anhand einer monokularen Kameraansicht. Die Problematik der
Aufgabenstellung liegt vor allem in der Extraktion der H¤ande. Diese ¤andern ihre Form, Po-
sition und Orientierung in der aufgezeichneten Bildfolge nicht-kontinuierlich, bieten keine
verl¤asslichen Anhaltspunkte f¤ur eine eindeutige Identikation und sind aufgrund ihrer ¤Ahn-
lichkeit schwierig zu unterscheiden. Zudem k¤onnen sich die H¤ande gegenseitig oder mit dem
Gesicht ¤uberlappen, was die Eingrenzung innerhalb eines einzelnen Bildes erschwert. Dar¤uber
hinaus treten auch Variationen in der Ausf¤uhrung einer Geste als Folge von Wiederholungs-
ungenauigkeiten auf. Diese haben eine negative Auswirkung auf die Erkennung.
Die L¤osung des Problems basiert auf einer Verfolgungsstufe, die das Gesicht und die H¤ande
der gestikulierenden Person als informationsvermittelnde Einheiten in der Bildsequenz lo-
kalisiert. Ausgangspunkt der Verarbeitung sind die Bildbereiche, die einem vorgegebenen
Hautfarbmodell entsprechen und in Form von disjunkten Regionen durch Randkurven oder
elliptische N¤aherungen repr¤asentiert sind. Unter diesen Regionen wird zun¤achst das Gesicht
des Benutzers identiziert und im weiteren Verlauf als Bezugspunkt verfolgt. Durch die Kom-
bination der robusten Eigenschaften eines Mean-Shift Trackers mit der M¤oglichkeit der Form-
modellierung, die ein Active Shape Model bietet, ist die Verfolgung auch im Fall von ¤Uber-
lappungen zuverl¤assig und zugleich exakt.
Von der Gesichtsregion ausgehend werden Hypothesen bez¤uglich der r¤aumlichen Zuordnung
der H¤ande zu den ¤ubrigen beobachteten hautfarbenen Regionen aufgestellt. Dabei werden
eventuell auftretende ¤Uberlappungen mit einem Verfahren auf der Basis des Expectation-
Maximization Algorithmus behandelt. Die Bemessung der Wahrscheinlichkeit einer Hypo-
these beruht auf mehreren Bewertungsfunktionen, die das Vorwissen ¤uber Gesten und die
K¤orperhaltung des Benutzers wiederspiegeln. Unter der Annahme einer linearen Bewegungs-
dynamik sind Positionsvorhersagen f¤ur die H¤ande mittels eines Kalman-Filters m¤oglich. Die-
se dienen als Grundlage f¤ur die Bewertung der verschiedenen Verkn¤upfungsm¤oglichkeiten
zwischen zeitlichen aufeinander folgenden Hypothesen.
Die notwendige Schlussfolgerung ¤uber alle Hypothesen und alle Verkn¤upfungsm¤oglichkei-
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ten ist als ein Pfadsucheproblem aufzufassen. Dieses wird durch das Verfahren der Viterbi-
Pfadsuche ¤uber dynamische Programmierung efzient gel¤ost. Dabei ist es stets m¤oglich, f¤ur
jede Hypothese einen eindeutigen optimalen Pfad zu nden und zugleich die beste aller Hypo-
thesen in Anbetracht der bis dahin verf¤ugbaren Beobachtungen zu bestimmen. Entsprechend
dem Prinzip der multiplen Hypothesenbildung ergibt sich dadurch die M¤oglichkeit, bei einer
aktuellen Beobachtung vergangene Fehlentscheidungen bez¤uglich der Zuordnung zwischen
den hautfarbenen Regionen und den H¤anden zu korrigieren.
F¤ur die Repr¤asentation der manuellen Parameter werden die Positionen, Orientierungen und
Formmerkmale der H¤ande zu einem Beobachtungsvektor zusammengestellt. Durch den Be-
zug auf die Gesichtsposition und -gr¤oße lassen sich Variationen des Benutzerstandorts sowohl
parallel als auch orthogonal zur Bildebene kompensieren. Anhand der Beobachtungsfolge, die
der Klassikator von der Verfolgungsstufe erh¤alt, erfolgt die Erkennung. Dabei wird auf eine
Datenbank von zuvor erstellten Geb¤ardenmodellen zur¤uck gegriffen und ein Gewinnermodell
ermittelt. Der Klassikator nutzt die statistischen Eigenschaften von Hidden Markov Model-
len, um die Variationen der beobachteten Merkmale und der Dauer einer Geste zu behandeln.
Ein Hidden Markov Modell entspricht genau einer Geste bzw. Geb¤arde.
Mit dem entwickelten Erkennungssystem kann erstmals ein Vokabular von 152 Geb¤arden der
Deutschen Geb¤ardensprache mit einer Erkennungsrate von 97, 6% personenabh¤angig erkannt
werden, ohne dabei auf Markierungen als Hilfsmittel zur¤uckgreifen zu m¤ussen. Dabei sind
einige Geb¤arden sehr ¤ahnlich und weisen Schwierigkeiten in Form von ¤Uberlappungen der
H¤ande und des Gesichts auf. Die erreichte Erkennungsleistung ist signikant h¤oher als dieje-
nige vergleichbarer Systemen, da diese bislang nur maximal 40 Gesten unterscheiden k¤onnen.
Ein weiteres Novum dieser Arbeit stellt die Evaluierung des Verfolgungssystems anhand einer
umfangreichen Datenbasis mit Referenzsegmentierungen dar. Die Datenbasis enth¤alt Auf-
zeichnungen von jeweils zehn Wiederholungen der 152 Geb¤arden. Zu jedem der insgesamt
etwa 70.000 Einzelbilder existieren manuell bis auf visuelle Genauigkeit hin erstellte Segmen-
tierungen der H¤ande und des Gesichts. Die Verfolgungsleistung l¤asst sich mit diesen Daten
quantitativ und automatisch bemessen. Durch die experimentelle Anpassung der Verarbei-
tungsparameter konnte eine Fehlzuordnungrate von unter 3% erreicht werden.
Im Vergleich zu anderen Verfolgungsverfahren bietet die hier entwickelte Verfolgungsstu-
fe die umfassendsten Eigenschaften. Sie kann nicht-kontinuierliche Bewegungen, Teil- und
Voll¤uberlappungen sowie St¤orobjekte im Bild behandeln. Durch multiple Hypothesen werden
dabei Zuordnungsfehler auf ein Minimum reduziert. Der Betrieb mit wechselnden Benutzern
und in unterschiedlichen Umgebungen ist ebenso m¤oglich, wie die Skalierung der ben¤otigten
Rechenleistung durch ¤Anderung der Bildau¤osung.
Als Ausblick in die Zukunft ist zun¤achst die individuelle und automatisierte Anpassung der
einzelnen Verarbeitungsstufen an die gestikulierende Person zu nennen. Dadurch ist eine
Verbesserung des Gesamtsystems zu erwarten. So reduziert ein benutzeradaptives Hautfarb-
modell gegen¤uber einem generellen Hautfarbmodell die Wahrscheinlichkeit, dass hautfarbe-
ne Gegenst¤ande im Bild als St¤orobjekte hervortreten. Ebenso gilt, dass ein optimal auf den
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K¤orperbau des Benutzers abgestimmtes K¤orpermodell eine bessere Grundlage f¤ur die davon
abh¤angigen Bewertungskriterien in der Verfolgungsstufe ist.
Die kontinuierliche Erkennung von Gesten oder Geb¤arden ist ¤uber die Erweiterung der Verfol-
gungshypothesen realisierbar. Daf¤ur muss zu jedem Zeitpunkt die M¤oglichkeit ber¤ucksichtigt
werden, dass die H¤ande ihre Ruhepositionen verlassen oder wieder einnehmen. Dies l¤asst sich
durch Gesten- bzw. Geb¤ardenmodelle in den Verfolgungsprozess einbringen und bewerten. Je-
des Bewertungskriterium, wie zum Beispiel die Aufenthaltswahrscheinlichkeit f¤ur eine Hand,
ist dann vom Modell und gleichzeitig auch vom vermuteten Startzeitpunkt abh¤angig. Da-
mit die erh¤ohte Anzahl von Hypothesen vom Rechenaufwand her noch zu bew¤altigen bleibt,
m¤ussen Hypothesen ¤uber ein Verfahren wie das Pruning gezielt verworfen werden.
F¤ur die Unterscheidung eines wesentlich gr¤oßeren Vokabulars werden mehr Detailinformatio-
nen bez¤uglich der manuellen Parameter ben¤otigt. Von Nutzen sind formbeschreibende Merk-
male. Deren Berechnung setzt jedoch die exakte Bestimmung der Randkurve der H¤ande vor-
aus, was bei ¤Uberlappungen nur durch Vorwissen mit einem Handmodell zu bewerkstelligen
ist. Ideal w¤are die Extraktion der nat¤urlichen Handparameter nach Rekonstruktion der Hand-
stellung mit einem 3D-Modell.
Neben den manuellen Parametern ist auch die Auswertung der Mimik und der K¤orperhaltung
von Interesse. Insbesondere f¤ur die Geb¤ardenspracherkennung ist die darin verschl¤usselte In-
formation entscheidend. Insofern sind Verfahren zur Extraktion von Blickrichtung, Mund¤off-
nung, Brauenstellung sowie Armhaltung und dergleichen w¤unschenswert. F¤ur die kombinierte
Erkennung der manuellen und nicht-manuellen Parameter bedarf es schließlich entsprechen-
der Klassikationsverfahren.
Zuletzt sei noch erw¤ahnt, dass insbesondere f¤ur die Mensch-Maschine Interaktion weitere An-
wendungsszenarien denkbar sind. Die in der vorliegenden Arbeit gewonnenen Erkenntnisse
¤uber die Verfolgung der H¤ande und des Gesichts einer Person und ¤uber die Erkennung von bis
zu 152 Einzelgeb¤arden bieten daf¤ur eine geeignete Grundlage. Eine bereits h¤aug formulierte
Idee betrifft die gestenbasierte Kommunikation mit mobilen Robotern. F¤ur die Realisierung
solcher Ideen ist die Verf¤ugbarkeit eines zuverl¤assigen Gestenerkenners sehr vorteilhaft.
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Anhang A
Visualisierung der Datenbasis und der
Ergebnisse
Im Rahmen der vorliegenden Arbeit wurde eine umfangreiche Bilddatenbank geschaffen, wel-
che je zehn Wiederholungen von 152 allgemein gel¤auge Geb¤arden der Deutschen Geb¤arden-
sprache enth¤alt. Diese wurden mit einer Au¤osung von 384 × 288 Bildpunkten bei einer
Bildrate von 25 Bildern in der Sekunde aufgezeichnet. Zu jedem Bild sind manuell erstellte
Segmentierungsinformationen verf¤ugbar, welche bei experimentellen Auswertungen als Re-
ferenz dienen.
Im Anschluss an die Erkl¤arungen dieses Abschnitts folgt eine Tabelle mit den Namen der 152
Geb¤arden und den Darstellungen der Bewegungsspuren beider H¤ande in allen zehn Variatio-
nen. Jede Darstellung bietet einen ¤Uberblick ¤uber den groben Bewegungsablauf der betrach-
teten Geb¤arde gem¤aß dem Beispiel aus Abbildung A.1.
Abbildung A.1: Darstellung der Bewegungsspuren beider H¤ande f¤ur alle zehn Variationen
der Geb¤arde

Abend. Die Durchgezogenen Linien sind die Bewegungspuren, die durch die
Verbindung der aufeinander folgenden Schwerpunktspositionen der linken und rechten Hand
entstehen
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Die Tabelle enth¤alt auch f¤ur jede einzelne der zehn Variationen eine Visualisierung der ¤Uber-
lappungssituation ¤uber den Bildindex. Abbildung A.2 zeigt ein Beispiel daf¤ur inklusive der
zugeh¤origen Legende.
PSfrag replacements
Bildindex
linke Hand
rechte Hand
Variation
Hand-Hand ¤Uberlappung
Hand-Gesichts ¤Uberlappung
Abbildung A.2: Darstellung der ¤Uberlappungssituation f¤ur alle zehn Variationen der Geb¤arde

Abend. Die Abszisse entspricht dem Bildindex, w¤ahrend die Ordinate die Variation an-
gibt. F¤ur eine Variation wird die Sichtbarkeit der linken und der rechten Hand jeweils durch
farblich getrennte Balken angezeigt. ¤Uberlappt eine Hand das Gesicht, so ist der zugeh¤orige
Balken dunkler. ¤Uberlappen sich die H¤ande miteinander, so haben die Balken beider H¤ande
die gleiche Farbe
Zus¤atzlich werden in der folgenden Tabelle die Ergebnisspuren der Handverfolgung f¤ur jede
einzelne Geb¤arde zum Vergleich den Referenzspuren gegen¤uber gestellt.
142
Tabelle aller 152 Geba¨rden
Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
ABEND
AEPFEL
ALT
ANFANGEN
ANTWORTEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
ARBEITEN
AUF L
AUF M
AUF R
AUTO
BANANE
BESTELLEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
BIER
BILLIG
BIS
BLUMEN
BRAUCHEN
BRUDER
BUCH
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
BUS
BUTTER
CHEF
COLA
COMPUTER
DA
DEIN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
DER DIE DAS LINKS
DER DIE DAS M
DER DIE DAS RECHTS
DIENSTAG
DU
EHEMANN
ENTSCHULDIGUNG
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
ER
ESSEN
FAHREN
FAHREN H
FAHRRAD
FINDEN
FLEISCH
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
FRAGEN
FRAU
FREITAG
FREUND
FRISCH
FUEHRUNG
GEBAERDEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
GEHEN
GEHOERLOS
GESCHENK
GESTERN
GESUND
GLAESER
GUT
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
HABEN-DU
HELFEN-MIR
HEUTE
HIERHERKOMMEN
HOEREND
HUNGER
ICH
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
IHR
INSTITUT
INTERESSANT
JUNGE
KAESE
KAFFEE
KALT
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
KASSE
KAUFEN
KEKSE
KELLNER
KIND
KINO
KIRCHE
153
A Visualisierung der Datenbasis und der Ergebnisse
Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
KOCHEN
KOENNEN
KOMMEN
KOMMEN P
KOSTEN
KUCHEN
LEHRER
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
LERNEN
LESEN
MAEDCHEN
MANN
MEIN
MENSCH
MILCH
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
MIT
MITTWOCH
MOEGEN
MONTAG
MORGEN
MOTORRAD
MUESSEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
MUTTER
NEU
NICHT
ODER
PIZZA
POLIZEI
PROBIEREN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
REGEN
RESTAURANT
ROT
SAHNE
SALAT
SAMSTAG
SCHLECHT
158
Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
SCHMECKEN
SCHNEE
SCHOEN
SCHOKOLADE
SCHREIBEN
SCHUHE
SEHEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
SEHR
SEKT
SPIELZEUG
SPRACHE
STADT MARKT
STUDENT
SUCHEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
SUPERMARKT
TEE
TELEFON
TEUER
THEKE
TREFFEN
TRINKEN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
UHR
UND
VERGESSEN
VERKAUFEN
VIEL
WANN
WARM
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
WARTEN
WAS
WASCHMITTEL
WASSER
WEG
WEIHNACHTEN
WEIN
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Geb¤arde und Zeitverlauf Referenzspuren Verfolgungsspuren
WER
WIE
WIEVIEL
WIR
WO
WURST
ZENTRUM
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