A minimum Steiner tree for a given set X of points is a network interconnecting the points of X having minimum possible total length. In this note we investigate various properties of minimum Steiner trees in normed planes, i.e., where the "unit disk" is an arbitrary compact convex centrally symmetric domain D having nonempty interior. We show that if the boundary of D is strictly convex and differentiable, then each edge of a full minimum Steiner tree is in one of three fixed directions. We also investigate the Steiner ratio p(D) for D, and show that, for any D, 0.623 < p(D) < 0.8686.
L~(X)
= inf--.
x LM(X)
Thus, p(D) is a measure of how much the total length of a minimum spanning tree can be decreased by allowing additional (Steiner) points. It is known [9] that, for the L 1 metric (so that D is the square with vertices (+ 1, 0), (0, + 1)), p(D) = ~.
More recently, it has been shown [4] that, for the Euclidean (or Lz) metric, For prior results on minimum Steiner trees in normed planes, the reader should consult [2,1, [5] , [1] , [13] , [15,1 and [16,1. This note is organized in the following way. In Section 2 fundamental properties of minimum Steiner trees are presented. In Section 3 some properties of the Steiner ratio are given; in particular, we show that p(D) >_ infn p(H) where H ranges over all unit disks which are hexagons. The main result is proved in Section 4. Finally, we give several conjectures in Section 5.
p(D)
=
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Fundamental Properties of Minimum Steiner Trees
Let IABt denote the Euclidean length of the segment AB, and let tlABll denote the length of AB in the norm I['ll determined by D, an arbitrary fixed compact, convex, centrally symmetric domain in E 2.
Theorem 1. Suppose that OD is differentiabte and strictly convex. Then every full Steiner minimum tree consists of three sets of parallel segments.
The proof of Theorem 1 rests on two lemmas.
Lemma 1. Suppose that OD is differentiable. Then every Steiner point in a minimum Steiner tree has degree three. Furthermore, if A, B, and C are three distinct points of OD and A*, B*, C* is the triangle induced by the three tangent lines to D at A, B, and C, respectively, then { O A, O B, OC} forms a minimum Steiner tree for { A, B, C} if and only if the orioin 0 is the centroid of A'B'C*.
The proof of the first half of Lemma 1 is given in [1] and [10] . (The proof in [t] has the hypothesis that the norm is uniformly convex. This hypothesis is removed in [10] .) The proof of the second half of Lemma 1 can be found in [2] .
The following lemma is the dual of the fact that one side uniquely determines the other two sides of an equilateral triangle in a "nice" norm (see also [10] Proof Let L be the line tangent to 0D at point A. Let L' and L" be two other lines parallel to L; L' passes through O and L" is three times as far from L as L' is (see Fig. l(a) ). Suppose that L' intersects t3D at two points B' and C', and that the two tangent lines of ~3D at B' and C' intersect L" at B" and C", respectively.
Construction of {A, B, C}. Next, we show that ifZ = Z* is not between B" and C", then IOG(Z)I # IOH(Z)t. Without loss of generality, assume that Z* is on the left-hand side of B" (see Fig. l(b) ). Then the line Z*G(Z*) is tangent to aD at a point X above the L'. Let X' be the symmetric image of X on t3D, and let the tangent line to dD at X intersect L' at Y. Clearly, IOG(Z*)I = IOYI < fon(z*)t.
[] Theorem 1 follows at once from Lemmas 1 and 2. The dual norm II'llD. of a norm I1"11o is defined by xry tlxtlo. = max Ilyllo" It is a well-known fact that D* is the polar dual of D, i.e., D* = {y: xry < 1 for all x ~ D} and D** = D. It can be shown (see [2] ) that, for triangle A*B*C* in Lemma 1, II A'B* il o. = lIB*C* J[o. = II c'a* II o*, i.e., A*B*C* is an equilateral triangle in the dual norm. From this observation and Theorem 1, it is easy to show that, for differentiable and strictly convex D, any direction determines two unique directions such that three lines respectively in these directions intersect at vertices of an equilateral triangle. We call these directions a consistent triple of directions (with respect to D).
Suppose that A, B, and C are on 0D such that OA, OB, and OC form a consistent triple. Let A', B', and C' denote the reflections of A, B, and C with respect to O, respectively. Then A', B', C' ~ t3D and the hexagon AC'BA'CB'A is partitioned into six congruent equlateral triangles of side length 1, by joining each of its six vertices to O. The sides of the triangles are in each of the three directions of the consistent triple.
Relations Between Steiner Ratios
In this section we investigate relations between Steiner ratios for different norms. The first result is a consequence of Theorem 1. 
Bounds for the Steiner Ratio
We prove the following theorem in this section. A point going continuously from the region a < b < c to the region c < a < b must cross one of boundaries a = b_> c, a < b = c, or b < a = c (see Fig. 4 ). Rearranging the labels of points, we obtain a _< b = c for some point A.
[] Extend OE, OF, and OG to intersect 0D at E', F', and G', respectively. Let H be the midpoint of OE'. Draw the line H'HH" parallel to CC' with H' and H" as intersection points with t3D (see Fig. 5 ).
Claim 2. If a = b <__ c, then IH'H[ >_ ]HH"]. Moreover, ]H'H[ = ]HH"] if and only ifa=b=c.
Proof Connect F and G. Then FG is parallel to C'C (see Fig. 5 ). Let I be the intersection of FG and OE. Then I is the midpoint of FG and also the midpoint of OE. Assume that line H'H" intersects lines OF and OG at F" and G", respectively. Fig. 6(a) 
(t), b(t), and c(t) of a parameter t in an interval [to, tl] where a(to) = b(to) < C(to) and c(q) = a(tO < b(tO. First, assume that, for t e [to, q], a(t) < b(t) and a(t) <_ c(t) (see
(t) = b(t). Then, for t e (t 2, tl], a(t) < b(t). Let t 3 be the smallest value t in (t2, tt] such that a(t) = c(t). If, for t e It2, t3), a(t) < c(t) (see Fig. 6(b)), then there exists a required t* in [tz, t3]. So, we may assume that, for t ~ It2, t3), a(t) > c(t). Let t+ be the largest t in [to, t3) such that c(t) = min(a(t), b(t)). If b(t+) = c(t+) < a(t+)
(see Fig. 6(c) ), then, by permuting a, b, and c, we can find a required t* in (t4, t3). I  I  I  I  I  I  I  !  I  I  I  I  I  I  I  I  I  I  u 
So, we may assume a(t+) = c(t+) < b(t4). Now, the interval [t o, t+] has the same
l] [a(t) = b(t) < c(t)} = {t • [to, t t] [a(t) = b(t) <__ c(t)}, {t• [to, tl]ta(t) = c(t) < b(t)} = {te [to, tl]la(t) = c(t) < b(t)}.
Since these are closed sets, there exists a minimum distance between them. Let So and st be the two values respectively in the two sets such that Iso -Sll achieves its minimum value. Then, applying the above argument to the interval with endpoints s o and s t, we can find a required t* in the interval.
[] Assume A satisfies Claim 3. Next, we consider three cases. Let K be intersection of OC' and AB (see Fig. 7 ). Then
IJKI [JKI IJOl 1 llJAIlo = a -IOE,--~ i = a 2[OHI -a 210H'I a 4z
So, Let Q be the intersection of OA and H'H. Then triangles OBA and QE'O are similar. So, QE' is parallel to OB and
Moreover,
Ding-Zhu Du, Biao Gao, R. L. Graham, Zi-Cheng Liu, and Peng-Jun Wan So, 3 3 IISMT(P,)[Io < z + 4a -< a + 4a -< 2p,.
Thus, p(D) < Pl.
So far, we have proved the upper bound for dD being strictly convex and differentiable. Now, we consider the general case. When dD is not strictly convex or not differentiable, we can use a sequence of strictly convex and differentiabte norms to approach it from its interior. For each norm in the sequence, we can find A, B, C such that OA, OB, OC form a consistent triple of directions and Claim 3 holds. Since sequences {A}, {B}, and {C} all lie in the compact set D, we can find a subsequence of the norms such that the corresponding subsequences of {A}, {B}, and {C} all converge. Assume that they converge to A*, B*, and C*, respectively. Then OA*, OB*, and OC* form a consistent triple of directions for D and Claim 3 also holds for them. So, the upper bound Pl also holds for general norms.
[]
Discussion
Motivated by the above work, we make the following conjectures. 
Conjecture 4. In any normed plane, the Steiner ratio can be achieved by a set of at most four points.
There is a computational method for verifying the lower bound in Conjecture t. With this method, we have been able to prove that if [PI < 6, then, in any normed plane, Ls(P) > (~)LM(P) (see the Appendix).
For the upper bound in Conjecture 1, Liu and Du [tl] proved that it holds for Lp norms.
It is easy to show that Conjecture 2 holds for n < 3. In fact, for n = 2, p(D) = ~. 
(D) ~ ~ = p(D').
Conjecture 2 implies the upper bound in Conjecture 1. In fact, any centrally symmetric convex domain can be approximated by a sequence of centrally symmetric polygons. Applying Conjecture 2 to these polygons and taking limits, we obtain the upper bound in Conjecture 1.
In fact, we believe Conjecture 3 holds in any normed space. It is easy to verify the truth of Conjecture 1 for sets of at most four points. In fact, let P be a set of n points and let Ls(P) and LM(P) be lengths of its Steiner minimum tree and minimum spanning tree, respectively. We can prove Ls(P) > (n/2(n -1))LM(P) in the following way. We first "inflate" the edges of a Steiner minimum tree T on P to have width e. Thus, T becomes a polygonal region with a boundary. Suppose that A 1 ..... An are regular points labeled in counterclockwise order on the boundary. Consider n spanning trees each of which is obtained by deleting an edge from the cycle AIAz"'AnA ~. The total length of these n spanning trees is n -1 times the length of the cycle. Moreover, the length of the cycle is less than 2Ls(P). Therefore, 2(n -1)Ls(P) > nLM(P). For n < 4, it follows that
Ls(P) > ~LM(P).
We next introduce a general algebraic method for verifying the conjecture for small n. Our method is motivated by recent work of . While the main result in [4] is the proof that p(D) = x/3/2 for the Eucidean plane, much of the proof techniques carry over with no change to general normed planes. In particular, the following result holds. For a general unit disk D, let us call a tree a full Steiner tree if, by varying its edge lengths, it can occur as a full minimum Steiner tree for the resulting set of endpoints. For a full Steiner tree T, let P(T) denote its endpoints (i.e., vertices of degree one) and let L(T) denote its length From Lemma 7 and the proof of Lemma 3, we can obtain the following. Theorem 3 suggests the following way for verifying this bound for small sets P. Consider a norm llll,bc. Given any point set satisfying the hypotheses of Theorem 3, and a full Steiner topology, we compute the length Us(P) of the Steiner tree for P under II'll~bc as a function of a, b, and c as follows:
An example may clarify the process. Let n = 5 and consider the Steiner tree topology illustrated in Fig. 9 . Thus, assuming x 2 < Yl, x2 <-z2, we obtain the following linear equations: It is interesting to note that all of these functions are "pseudoconcave." (We say the function f: R ---, I1~ is pseudoconcave if, for any x and y and 0 < 2 < 1, f(2x + (1 -2)y) > min(f(x), f(y)). This pseudoconcavity implies that each of the functions assumes its minimum value on the boundary of the triangle PQR in Fig.  8 . However, we have already observed that, on the boundary, each such function has a value at least ~(n -1). Hence, we have proved Corollary 1. lf lPt <-6, then, for any norm,
Ls(e) _ ]LM(-P).
The above proof suggests that we may be able to establish the pseudoconcavity of these functions L(a, b, e) without having to compute them explicitly. We hope to return to this approach in the near future.
