i.e. a simple random walk starting at 0 and leading to 0 after 2n steps. To this random walk the random variable T = [number of visits to the origin], is associated. This paper primarily deals with the asymptotic behaviour of the moments of T. This investigation can be motivated by the following applications: (i) McGilchrist and Woodyer (1975) used T for a distribution-free CUSUM procedure. (ii) Katzenbeisser and Hackl (1985) examined the applicability of T as test statistic, where the Kolmogorov-Smimov two-sample test was considered as an alternative. The distribution of T may be given by (cf. e.g. Dwass (1967)):
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The moments of T can be derived by summation by parts:
For s = 1, 2 'closed-form' expressions are given by Katzenbeisser and Hackl (1985) :
For higher moments, however, there seems to be no easy way to obtain closed-form expressions. The asymptotic behaviour of the moments of T is given by the following result.
(1) Theorem. Let n~00, then we have:
For S~3, the following general formula applies:
E{T"} = rC;2)(4n)' 12 -G)rC; 1)(4n)(S-1)12
Proof. By Stirling's approximation one obtains after some manipulations
This formula holds for all t. Moreover, it is well known (cf. Feller (1968) , p. 180) that (2nn-t)2'-2n becomes exponentially small for t ii:,n'":", e > 0, as n-00. Expanding the
where
Since one obtains
n -t n 4n 2n 16n 2 n 3 n 2 8 n 3 
The last expression suggests the use of the functions
n which were introduced in Katzenbeisser and Panny (1984) , p. 268. By means of these functions S, can be rewritten as
as n~00. For the sake of brevity the arguments 4n of the r A -functions are omitted in (4). To prove the error term a 'look ahead' argument is used. Following the method applied in the derivation of (2) the accuracy of the approximation could be improved by using more terms in the underlying expansion. Proceeding this way the O(n-~)-term in (2) can be refined to
Apart from the O-term this produces an error of O(n(S-3)/Z), since the order of magnitude of the rA(n)-functions is O(n(A+1)/Z). This is most conveniently obtained by estimating the right-hand side of~) by means of the r-function. The contribution of the Otn" )-term is only O(n(S-4)12+£
). This is easily seen by recalling that for t > n1/Z+£ the error in (2) actually becomes exponentially small.
Consequently, its contribution may be neglected for E sufficiently small. The error produced by extending the range of summation to infinity by use of the rA-functions is only O(n -m) for all m~0 and covered by the given O-term. In Katzenbeisser and Panny (1984) asymptotic series for the rA-functions, n~00, are given (cf. Lemma 2, p. 269). They were derived by means of the so called r-function approach (cf. de Bruijn et a1. (1972». Making use of them we get the desired result.
For the variance (oZ) and skewness (y) of T one obtains, for example,
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