Detonating Failed Deflagration Model of Thermonuclear Supernovae I.
  Explosion Dynamics by Plewa, Tomasz
ar
X
iv
:a
str
o-
ph
/0
61
17
76
v1
  2
4 
N
ov
 2
00
6
Submitted to the ApJ
Preprint typeset using LATEX style emulateapj v. 08/22/09
DETONATING FAILED DEFLAGRATION MODEL OF THERMONUCLEAR SUPERNOVAE I. EXPLOSION
DYNAMICS
Tomasz Plewa1,2
(Received; Accepted)
Submitted to the ApJ
ABSTRACT
We present a detonating failed deflagration model of Type Ia supernovae. In this model, the
thermonuclear explosion of a massive white dwarf follows an off-center deflagration. We conduct a
survey of asymmetric ignition configurations initiated at various distances from the stellar center.
In all cases studied, we find that only a small amount of stellar fuel is consumed during deflagration
phase, no explosion is obtained, and the released energy is mostly wasted on expanding the progenitor.
Products of the failed deflagration quickly reach the stellar surface, polluting and strongly disturbing
it. These disturbances eventually evolve into small and isolated shock-dominated regions which are
rich in fuel. We consider these regions as seeds capable of forming self-sustained detonations that,
ultimately, result in the thermonuclear supernova explosion.
Preliminary nucleosynthesis results indicate the model supernova ejecta are typically composed of
about 0.1−0.25M⊙ of silicon group elements, 0.9−1.2M⊙ of iron group elements, and are essentially
carbon-free. The ejecta have a composite morphology, are chemically stratified, and display a modest
amount of intrinsic asymmetry. The innermost layers are slightly egg-shaped with the axis ratio
≈ 1.2− 1.3 and dominated by the products of silicon burning. This central region is surrounded by a
shell of silicon-group elements. The outermost layers of ejecta are highly inhomogeneous and contain
products of incomplete oxygen burning with only small admixture of unburned stellar material. The
explosion energies are ≈ 1.3− 1.5× 1051 erg.
Subject headings: hydrodynamics — nuclear reactions, nucleosynthesis, abundances — supernovae:
general
1. INTRODUCTION
Almost half a century ago, Hoyle & Fowler (1960) pro-
posed that some supernovae may originate from the de-
generate remnants of stellar evolution. These objects are
known as Type Ia supernovae (SN Ia) and are commonly
believed to be the end points of the evolution of interme-
diate mass stars in close binary systems (Whelan & Iben
1973).
The two most attractive theories of formation of
Type Ia supernovae are the single-degenerate (SD;
Whelan & Iben 1973; Nomoto 1982; Starrfield et al.
2004; Yoon, Langer, & Scheithauer 2004) and double-
degenerate (DD; Iben & Tutukov 1984; Webbink 1984)
scenarios. The observational evidence necessary to dis-
criminate which formation channel is preferred in nature
remains indirect and fragmentary (Branch et al. 1995;
Livio & Riess 2003; Mannucci, Della Valle, & Panagia
2006, and references therein), in striking contrast to that
of Type II supernovae. Evidence supporting the SD sce-
nario has been collected only recently and in some cases
requires more careful analysis. Some examples include
observations of accreting massive white dwarfs (Lanz
et al. 2005; Suleimanov & Ibragimov 2003), evidence of
hydrogen-rich material in the vicinity of the supernova,
likely associated with a companion star hamuy+03, and
the presence of the fast moving nondegenerate star inside
a post-Type Ia supernova remnant (Ruiz-Lapuente et al.
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2004), a possible companions of the supernova progen-
itor. In the case of the DD formation channel, several
close binary white dwarf systems with total mass around
Chandrasekhar mass have been identified during the last
few years (Napiwotzki et al. 2003, 2005), essentially con-
firming double degenerates as prospective progenitors of
thermonuclear supernovae.
Here we limit our considerations to a single-degenerate
scenario in which the ignition of the degenerate matter
takes place in the core of a Chandrasekhar-mass white
dwarf. Only a small difference is expected between the
outcomes of the core ignition of a massive white dwarf
formed through either the SD or DD channel. In the
latter case, the explosion is perhaps born in the core of
a massive rotating white dwarf (Piersanti et al. 2003), a
remnant of the final merger phase that does not result
in an instantaneous explosion (Guerrero, Garc´ıa-Berro,
& Isern 2004).
In defining the initial conditions for multidimensional
hydrodynamic models, we were guided in this study by
results of the recent analytic (Garcia-Senz & Woosley
1995; Wunsch & Woosley 2004; Woosley, Wunsch, &
Kuhlen 2004) and preliminary numerical (Ho¨flich & Stein
2002; Kuhlen, Woosley, & Glatzmaier 2006) studies of
conditions prevailing in the white dwarf’s core just prior
to the thermonuclear runaway. Our limited knowledge
of that evolutionary phase grants us certain freedom in
defining starting models. Both the number of the ignition
points and the timing of the ignition are free parameters
of the current models.
Following the failure of carbon (Arnett 1969; Arnett,
Truran, & Woosley 1971; Arnett 1974) and helium deto-
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nation models (Livne & Arnett 1995), explosion model-
ing has focused on deflagration models and their deriva-
tives. This preference has been firmly established after
the apparent success of parametrized one-dimensional
pure deflagration models (Nomoto, Sugimoto, & Neo
1976; Nomoto, Thielemann, & Yokoi 1984). They, along
with the later variant known as a delayed-detonation
model (Khokhlov 1991; Woosley 1990; Arnett & Livne
1994b) brought the parametrized models into qualitative
agreement with observations (Ho¨flich & Khokhlov 1996).
Multi-dimensional studies initially included both 2-
dimensional models of deflagrations (Mu¨ller & Ar-
nett 1982, 1986; Livne 1993; Livne & Arnett 1993)
and detonations (Livne & Arnett 1995). During the
last decade, sophisticated 3-dimensional models have
dominated the scene. Central single-point (Khokhlov
2000; Reinecke, Hillebrandt, & Niemeyer 2002; Gamezo
et al. 2003) as well as multi-point ignition defla-
grations (Reinecke, Hillebrandt, & Niemeyer 2002;
Ro¨pke et al. 2006; Schmidt & Niemeyer 2006; Garcia-
Senz & Bravo 2005) seem to produce subluminous
events with highly mixed ejecta. Although models
with a parametrized deflagration-to-detonation transi-
tion (Gamezo, Khokhlov, & Oran 2004, 2005; Golombek
& Niemeyer 2005) appear to address both deficiencies,
the mechanism behind the transition to detonation de-
mands explanation.
There exists evidence (Ho¨flich et al. 2002, 2004; Kozma
et al. 2005, but see also Blinnikov et al. (2006)) that the
compositional structure of the ejecta obtained in multi-
dimensional centrally-ignited deflagrations may not be
compatible with observations. At the same time, spec-
troscopic and polarization observations of several SNe Ia
suggest the existence of strongly inhomogeneous outer
ejecta layers rich in intermediate elements (Chugai,
Chevalier, & Lundqvist 2004; Wang et al. 2004; Kasen
& Plewa 2005; Leonard et al. 2005). These two appar-
ently contradictory requirements can possibly be recon-
ciled within a class of hybrid models that combine de-
flagration and detonation within a single evolutionary
sequence. Here we introduce a detonating failed defla-
gration (DFD) model, a generalization of our early ex-
ploratory study (Plewa, Calder, & Lamb 2004, hereafter
PCL), in which both essential elements are naturally
present. In this model, the inhomogeneities in the outer
ejecta layers result from the large scale perturbation of
the surface stellar layers induced by an off-center defla-
gration that fails to unbind the star. In the long term,
that perturbation eventually leads to the formation of
isolated shock-dominated regions that serve as ignition
points for a detonation. The resulting event is luminous
with a composite ejecta structure consisting of smoothly
distributed detonation products in the central regions
surrounded by inhomogeneous, turbulent-like outer lay-
ers composed of material partially burned in the defla-
gration.
Our numerical investigations include certain simplifi-
cations with the assumption of axisymmetry being po-
tentially the most important one. This, however, will
allow us to conduct a small parameter study exploring
the dependence of the explosion parameters on the initial
conditions. In turn, for the first time, we will be able to
offer evidence that the simplifying assumptions regard-
ing the geometry may not be the major deficiency of our
models.
2. METHODS
We study the hydrodynamic evolution of a massive
white dwarf using the flash code (Fryxell et al. 2000).
flash has been the subject of rather extensive verifi-
cation and validation in both subsonic and supersonic
regimes (Calder et al. 2002; Weirs et al. 2005). We used
a customized version of the code based on the flash2.4
release with specialized modules designed to model de-
flagrations and detonations. We recorded the history of
individual fluid elements with tracer particles for the pur-
pose of future detailed nucleosynthesis studies.
2.1. Reactive hydrodynamics
We solved the time-dependent reactive Euler equations
of self-gravitating flow in cylindrical geometry assum-
ing axial symmetry. The non-reactive set of equations
were extended by an advection-diffusion-reaction (ADR)
equation describing the evolution of a deflagration front.
The solution to the ADR equation was obtained with the
help of a flame capturing method (Khokhlov 1995). The
flash implementation has been the subject of verifica-
tion (Vladimirova, Weirs, & Ryzhik 2006) with the re-
sults of the application to turbulent flames closely match-
ing the original implementation (Zhang et al. 2006).
2.2. Flame model revision
For the present application, several elements of the
original ADR scheme were modified. In particular, care-
ful analysis of the original three-stage flash burner
(Calder et al. 2004, PCL) revealed that it overestimated
the amount of energy produced by burning the stellar
mix to nuclear statistical equilibrium (NSE) at densi-
ties typical of the stellar core. As a consequence, the
nuclear ashes were both too hot and too rarefied, with
buoyancy effects overestimated by a factor of ≈ 3. This
led to a much larger acceleration of the burned material,
shorter evolutionary time scales (from ignition to bub-
ble breakout), a lower consumption of stellar fuel and a
correspondingly lower degree of pollution of the surface
layers. The current scheme captures the energetics of the
deflagrating material more closely. We also introduced a
revised formula for the laminar flame speed that better
approximates the results of Timmes & Woosley (1992).
2.2.1. Thermonuclear burning
Following Khokhlov (1991, 2000), the evolution of a
deflagrating stellar material can be considered as a se-
quence of largely independent processes. Carbon burn-
ing (stage I) is followed by relaxation toward nuclear sta-
tistical quasi-equilibrium (NSQE) that produces silicon-
group nuclei (stage II). Eventually, the matter relaxes
toward nuclear statistical equilibrium (NSE) producing
iron-group nuclei (stage III). In the approximate burner,
this is modeled through modifying the composition in all
three stages. Stage I converts carbon into 24Mg while
28Si is produced in stage II by the “burning” of 16O and
24Mg. We also extended the original scheme by intro-
ducing a “light nucleus” that accounts for the presence
of free alpha particles and protons in the very high den-
sity and temperature regime (stage III, see below).
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Fig. 1.— Dependence of the energy release on the initial tem-
perature obtained with torch47 nuclear network for a 50/50 C/O
mixture over a fixed amount of time, tf = τg . The highest
amount of energy is released for Ti = 2 × 10
9 K and the lowest
for Ti = 1.5 × 109 K. The energy release is essentially insensitive
to the initial temperature for densities & 1× 107 g cm−3.
The original flash approximate burning scheme as-
sumed the energy release was a simple sum of the nom-
inal differences between the binding energy of the ini-
tial C/O mix and the burned material, ∆Eb ≈ 7.8 ×
1017 erg g−1, independent of density. This is over 70%
more than the energy release obtained by Khokhlov
(1983, Fig. 2, ∆Eb ≈ 4.5 × 10
17 erg g−1) for the den-
sities of interest during the initial explosion stages, ρ ≈
2 × 109 g cm−3. Our revised scheme uses results ob-
tained with the torch47 network (Timmes 2001) in the
self-heating mode. The outcome of such calculations de-
pends on the initial temperature of the fuel. Calculations
also need to be conducted for long enough to guarantee
a complete burn.
In our first set of calculations, we advanced the net-
work for a fixed amount of time, tf = τg, where τg =
446ρ−1/2 s is the hydrodynamic (free-fall) time scale
(Fowler & Hoyle 1964; Arnett 1996). Calculations were
started using several different initial temperatures of the
mixture, Ti = 1.5 − 2.0 × 10
9 K. We found a relatively
weak dependence of the energy release on the initial tem-
perature (Fig. 1) and adopted Ti = 1.7 × 10
9 K in sub-
sequent calculations.
Once the initial temperature was fixed, we turned our
attention to studying the time-dependence of the energy
release. We found that for ρ & 1 × 106 g cm−3 the bulk
of the energy is released within ∆t = τg (Fig. 2). In the
supernova calculations that follow, we used the energy
release obtained for Ti = 1.7× 10
9 K and tf = τg (thick
solid line in Fig. 2). The energy release was tabulated
as a function of density with resolution 0.1 dex and lin-
early interpolated. The flame extinction was modeled
by smoothly decreasing the original energy release for
densities < 1 × 106 g cm−3. No energy was released for
densities below 1× 105 g cm−3.
In contrast to the original flash implementation of
stage III in which 56Ni was the sole product of burn-
ing, here we introduced additional “light nuclei” com-
posed of alpha particles and protons. This allowed us
to better approximate the temperature, and in turn the
Fig. 2.— Temporal evolution of the energy release in self-heating
torch47 nuclear network calculations for a 50/50 C/O mix at tem-
perature Ti = 1.7 × 10
9 K. The bulk of the energy is produced
within a single hydrodynamic time scale, τg . Thick solid lines cor-
respond to the energy release adopted in our supernova explosion
calculations.
Fig. 3.— Composition of the “light nuclei” supplementing the
NSE composition in stage III of the approximate burning scheme.
buoyancy and dynamics of the Rayleigh-Taylor unstable
burning front, especially at early times. As before, we
used the torch47 nuclear network in an isochoric self-
heating mode of burning to determine the composition
of the light nuclei (Fig. 3). These results appeared insen-
sitive to the particular choice of the initial temperature
or the final time provided the network was evolved for at
least τg.
2.2.2. Coupling to Hydrodynamics
In addition to tracing the compositional evolution of
the nuclear ashes, the implementation of the Khokhlov’s
three-stage burner involves the coupling of the energy
source term to hydrodynamics. In what follows we are
primarily concerned with the early evolutionary stages
when the physical time scales associated with nuclear
burning are much shorter than a flame crossing time
for computational zones (Khokhlov, Mu¨ller, & Ho¨flich
1993; Arnett & Livne 1994b; Reinecke, Hillebrandt, &
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Niemeyer 2002). When the evolution of the burning re-
gion is relatively slow and the expansion of the star is in-
significant, as it is during the early evolution of centrally
ignited deflagrations, a step-wise form of the energy pro-
duction rate leads to large (about two orders of magni-
tude) rapid fluctuations in the energy deposition. These
localized discrete “explosions” occur in partially-burned
material where degeneracy is lifted and are a source of
pressure waves and velocity fluctuations of order ≃ 10
km/s. A similar problem in the context of modeling
deflagrations fronts was noted by Khokhlov, Mu¨ller, &
Ho¨flich (1993) who used, however, a completely different
procedure to model the flame evolution. The origin of the
problem, i.e. discrete representation of a thin unresolved
burning front, is common to both studies.
The impact of the numerical artifact just described can
be limited by appropriately scaling the energy deposition
in stage II (no such procedure is needed in stage I which
always operates under strongly degenerate conditions
and no energy is released in stage III). In the simula-
tions presented here, the energy generation rate for stage
II was kept at 1% of its nominal value throughout sim-
ulations. Given the advection time scale ≈ 10−4 s, this
procedure affected the energy release only at very high
densities for which the problem of spurious numerically-
induced flow perturbations was originally identified. Al-
ternatively, one can also consider less intrusive proce-
dures in which the energy generation rate is limited only
for times . 0.5 s. Imposing less strict limitations on the
energy release was found to universally produce velocity
perturbations of magnitude comparable to that of large
scale flows.
2.2.3. Flame speed calibration
Several factors may cause the numerical flame speed
propagation to differ from the prescribed laminar flame
speed in one dimension. Vladimirova, Weirs, & Ryzhik
(2006) have investigated in some detail the influence of
numerical resolution, evolution with a superimposed con-
stant background velocity mimicking hydrodynamic ad-
vection (i.e. to verify Galilean invariance), and the im-
pact of velocity gradients across the flame front (presum-
ably caused by thermal expansion in real applications).
In the supernova context, given the degenerate na-
ture of the equation of state, thermal expansion is con-
trolled by the energy release which chiefly depends on the
fuel density and composition (Timmes & Woosley 1992).
Therefore whenever the flame energetics are modified, an
appropriate calibration of the numerical parameters con-
trolling the numerical flame speed needs to be done for
the numerical flame speed to match the nominal (lami-
nar) flame speed.
The calibration procedure is relatively simple, but te-
dious because the numerical flame speed depends on den-
sity, composition, and numerical resolution. Given our
focus is on the evolution of progenitors composed of a
50/50 carbon/oxygen mix, our flame speed calibration
was limited to that composition. We performed a num-
ber of one-dimensional flame propagation simulations in
Cartesian geometry. Models were obtained on grids with
lengths between 1L and 30L with L = 480 km, and us-
ing between 256 and 1024 zones. The typical grid reso-
lution was ≈ 1 km. The results showed only weak de-
pendence on the resolution. The flame propagation was,
however, somewhat vulnerable to background flow fluc-
tuations generated by the flame front motion that freely
propagated and partially reflected off the boundaries. Al-
though we used non-reflecting (zero gradient) boundary
conditions, such reflections are understandable given the
subsonic nature of the problem. In our analysis we used
data from carefully selected long evolutionary sequences
computed on the largest grids and at the highest possible
resolution.
Our calibration procedure was applied toward a
slightly modified formula originally proposed by Timmes
& Woosley (1992, Eq. 43):
sl,TW = aρ
b
9 ×
(
1.001− e
−
“
ρ9−δq
σq)
”2)
with a = 35.46538× 105, b = 1.110603, δq = 2.6132427×
10−2, and σq = 2.9538546×10
−2. This improved formula
reproduces Timmes & Woosley (1992) results for a C/O
50/50mix to within 15% for densities between 1×107 and
1×109 g cm−3. Finally, this has been adjusted to account
for thermal expansion due to the torch47 energetics:
sl,FLASH = sl,TW ×max(0.9,min(1.3, p(log10 ρ))),
where
p(x) = c0 + c1x+ c2x
2 + c3x
3 + c4x
4,
is polynomial density-dependent correction factor based
on our calibration calculations and c0 = 413.6563, c1 =
−194.3208, c2 = 34.06912, c3 = −2.633218, and c4 =
7.5665459× 10−2. The final formula reproduces Timmes
& Woosley (1992, Table 3) results to within 5% for den-
sities in the range 1× 107 and 4× 109 g cm−3.
2.2.4. Hybrid burning scheme
Our initial investigations into late evolutionary stages
of fizzle off-center deflagrations (PCL) provided strong
evidence that the conditions inside the confluence region
at the stellar surface are appropriate for creating a det-
onation. We observed that both densities and temper-
atures were high enough for the burning time scale to
become shorter than hydrodynamic time scale. We also
anticipated that the shocked region would remain con-
fined for an extended period of time sufficient to develop
a self-sustained detonation. We were unable, however, to
study that process in detail at that time. The burning
module could not reliably discriminate between shocked
fuel (a legitimate detonation site) and compressed par-
tially burned matter. Here we introduce a hybrid burning
scheme to allow for the simultaneous presence of defla-
grations and distributed nuclear burning in the simula-
tion. Deflagrations are modeled using the ADR flame-
capturing scheme (Khokhlov 1995; Vladimirova, Weirs,
& Ryzhik 2006) with modifications as outlined above.
The distributed burning is calculated using the flash
aprox13t 13-isotope alpha network (G. Jordan 2005, pri-
vate communication) This network is an extension of the
original flash approx13 network and includes tempera-
ture coupling for increased stability of calculations in the
NSE regime Mu¨ller (1986).
The first step in our our hybrid burning procedure is
to identify shocked zones. This is done using a multi-
dimensional shock detection module adopted from the
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sppm code (Anderson & Woodward 1995) with pressure
jump across the shock, ∆p/p ≥ 0.5. If the tempera-
ture in such zones is high enough for nuclear burning
(Tnuc,min = 8 × 10
8 K), a progress variable used by
the ADR flame module is reinitialized and the numer-
ical flame speed is set to zero. The flame module is
subsequently activated only if the flame speed is greater
than zero and the material is pure fuel (as indicated by,
for example, a small abundance of nuclei not participat-
ing in the simplified three-stage burner). Otherwise, the
nuclear network is called but only if the following con-
ditions are fulfilled simultaneously: (1) both the density
and temperature are in the range appropriate for the net-
work calculations, (2) the zone is outside a shock front,
(3) the deflagration module was not used, and (4) the
ADR progress variable is small. The first condition limits
network calculations to high-density (ρ ≥ 1×105 g cm−3)
high-temperature (T ≥ 8 × 108 K) regimes. Condition
(2) follows from the conclusions of Fryxell, Mu¨ller, &
Arnett (1989) who found that the correct speed of deto-
nation waves can be obtained only in models with burn-
ing disallowed inside unrelaxed numerical shock profiles.
Conditions (3) ensures only one physical burning pro-
cess, either distributed burning following shock heating
or deflagration, operates at a time. Finally, condition (4)
prevents burning from occurring in regions preheated by
an extended diffusive tail of the ADR flame capturing
scheme and at the same time allows for burning to con-
tinue after the detonation wave sweeps through partially
deflagrated material. By making the progress variable
threshold for use of nuclear network slowly increasing
with time, we also prevented spurious (distributed) burn-
ing in the dense central regions perturbed by ascending
deflagrating material.
The above scheme captures the essential behavior of
both deflagrations and wave-induced distributed burn-
ing. It allows for the transition to detonation in shock-
heated regions away from deflagrating material and en-
ables burning in shocked, partially deflagrated material.
The above selection rules were developed and improved
based upon experience accumulated in the course of sev-
eral numerical experiments and, as such, offers a prac-
tical rather than ideal recipe for modeling deflagrations
and detonations in the same physical setting including a
possible deflagration to detonation transition.
Once the detonation wave is launched, a combina-
tion of a PPM hydrodynamic solver, a multidimensional
shock detection algorithm, and a aprox13t nuclear burn-
ing module was used to advance the evolution in time.
The evolution of the detonation wave on a large scale is
expected to be captured correctly given that the thick-
ness of the wave is much smaller than the stellar radius
(Falle 2000). We did not find it necessary to rescale nu-
clear reaction rates in order to obtain the correct propa-
gation of the detonation speeds (Arnett & Livne 1994b);
excluding the unrelaxed shock profile from burning ap-
peared sufficient to yield physical solutions.
2.3. Some comments on numerical model limitations
One of primary motivations behind development of a
hybrid burning scheme was desire to mitigate a risk of
spurious detonation ignitions. The existence of such spu-
rious ignitions is a well-documented fact in astrophysical
literature (Fryxell, Mu¨ller, & Arnett 1989). Here we only
briefly discuss the most typical causes for spurious igni-
tions and possible ways to prevent them from polluting
hydrodynamical models.
Perhaps the most common cause for spurious deto-
nation ignitions is a numerically-induced mixing of hot
ashes and cold fuel. By advecting a material interface
(contact discontinuity) separating ashes from fuel, Fryx-
ell, Mu¨ller, & Arnett (1989) demonstrated that such mix-
ing may result in artificial preheating of fuel, its ignition,
and ultimately formation of a combustion wave. Related
to this is a problem of species conservation by nonlinear
Eulerian advection schemes. Under certain conditions
numerical modification of fuel (or partially burned mate-
rial) composition may change burning energetics. Either
extinction or enhancement of burning may follow. To
our knowledge, neither numerical species diffusion nor
species non-conservation can be completely eliminated
from Eulerian simulations of realistic nonlinear systems.
Our hybrid burning scheme attempts to limit possible in-
fluence of both effects by constraining burning to regions
occupied by pure fuel.
Transition to detonation can also follow an artificial
boosting of an acoustic perturbation. Such perturba-
tions lead to local variations in temperature and under
degenerate conditions temperature is a sensitive func-
tion of (relatively small thermal) pressure. Given strong
dependence of nuclear reactions on temperature, it is
conceivable that even small but sustained heating may
strengthen acoustic waves and eventually cause spuri-
ous transition to detonations. Typically, however, small
acoustic fluctuations suffer from strong damping by nu-
merical diffusivity and such spurious transitions to det-
onations are likely to occur only if nuclear burning is
allowed inside numerical (unrelaxed) shock profiles. The
cure for this problem is to eliminate burning in regions
occupied by shocks (Fryxell, Mu¨ller, & Arnett 1989) and,
as we mentioned above, such a filter is employed in our
calculations.
Finally, application of nuclear burning source term in
our calculations is limited to regions with sufficiently
high densities and temperatures. That is, we wish to con-
sider a feedback from nuclear burning only if the nuclear
timescale is short enough to influence hydrodynamics.
This approach not only saves computational time, but
more importantly prevents the nuclear network from be-
ing fed with input data representing low-density regions
where evolution has a highly transient character and is
not correctly captured in our calculations.
To summarize, numerical computations of reactive
flows pose extreme challenges and require very careful
treatment. We attempted to address several known and
some newly emerged problems related to coupling reac-
tive source terms to hydrodynamics in great detail. The
impact of some of these problems could only be limited,
but not completely eliminated. For example, in our mod-
els no nuclear burning is allowed inside numerical shock
profiles. However, our particular choice of parameters
defining numerical shock profile may not be adequate
in all situations affecting evolution of shocks and acous-
tics in unwanted manner. Poor numerical resolution only
adds to the algorithmic inefficiency further limiting pre-
dictive abilities of our models.
Clearly, successfully resolving technical problems of
our computations is of high priority and such aspects
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should be remembered when interpreting our results. At
the same time, however, one should also keep in mind
that our model involves several simplifying assumptions
(i.e., we consider a non-rotating, non-convective, non-
magnetized chemically homogeneous progenitor), and as
such it is a blend of approximate numerics and unique
choice of parameters defining physical scenario.
2.4. SN Ia explosion code verification: central
deflagrations
Given that both the basic hydrodynamic module as
well as the FLASH implementation of the flame captur-
ing scheme have been extensively verified and, albeit to
a limited extent, also validated in the past (Calder et al.
2002; Weirs et al. 2005; Vladimirova, Weirs, & Ryzhik
2006), our verification is solely limited to code-to-code
comparison in the context of thermonuclear supernova
explosion modeling. Although code-to-code comparison
is widely popular among computational physicists, the
usefulness of this approach is hotly debated (Trucano,
Pilch, & Oberkampf 2003). For one, even perfect agree-
ment between the simulation results of two codes does
not offer proof of their correctness. Moreover, the scope
of such an exercise is usually limited by the specific ca-
pabilities of the code, the availability of the results, the
completeness of documentation, and the relevance of the
performed test to the actual problem at hand, to name
a few. Here we accept the obvious deficiencies of the
code-to-code comparison approach and use highly rele-
vant and state-of-the-art calculations as a benchmark.
Again, due to the novelty of our ultimate application,
no data are available for comparison, though they will
hopefully become available through independent calcu-
lations. Ultimately, the model will be validated using
accumulated observational evidence. Methodology and
methods required in such assessments are presented in
a companion paper (Kasen & Plewa 2006, see also Blin-
nikov et al. (2006)).
2.4.1. Simulation setup
For our comparison study we selected a family of cen-
trally ignited deflagration models obtained by the Garch-
ing group (Reinecke, Hillebrandt, & Niemeyer 2002;
Ro¨pke & Hillebrandt 2005b, and references therein).
These studies are very well-documented and their results
compare favorably to those obtained by other groups
(Gamezo et al. 2003; Gamezo, Khokhlov, & Oran 2004).
When comparing results, we considered the overall mor-
phology of the explosion (flame front structure), the en-
ergetics and the approximate ejecta composition of the
2-dimensional explosion calculations reported by Rei-
necke, Hillebrandt, & Niemeyer (2002) and Ro¨pke &
Hillebrandt (2005a). Our choice of 2-D Garching models
is natural given our calculations to follow also assume
axial symmetry.
In a benchmark study we used flash2.4 customized
for the thermonuclear supernova explosion problem. We
used a PPM module for real gas inviscid hydrodynamics
and the Helmholtz equation of state required by the de-
generate conditions encountered in the white dwarf inte-
rior. All calculations were done with Courant factor 0.6.
This choice of time step limiter may appear somewhat
conservative, but allows for better coupling between dif-
ferent physical processes.
Gas self-gravity was accounted for by solving the Pois-
son equation through multipole expansion. We found
that linear momentum is poorly conserved in explosion
calculations when the expansion series is truncated too
early, especially when the explosion displays significant
asymmetries. In test calculations done assuming a spher-
ical potential, the bulk of the stellar material displayed
motion of a few hundred km/s after only a few seconds
of evolution. The momentum conservation gradually im-
proved as additional higher order terms were included in
the expansion. In what follows we used 10 multipole mo-
ments and found excellent momentum conservation for
all initial conditions considered.
We used a 2-dimensional cylindrical grid (r, z) and as-
sumed axial symmetry. This implied imposing a reflect-
ing boundary condition at rmin = 0. We applied outflow
conditions at the remaining boundaries. In our verifi-
cation calculations the computational domain covered a
rectangular region with rmax = zmax = −zmin = 16, 384
km. We used the adaptive capabilities of the flash code
to create several levels of refinement up to a maximum
resolution of 8 km. We do not expect the dynamical
evolution of low density gas or at large distances from
the stellar center to play an important role in explo-
sion simulations and therefore adaptive refinement was
used only for radii < 4, 000 km and if the gas density
> 1× 104 g cm−3. Self-gravity calculations, on the other
hand, require good resolution of dense regions and the
grid refinement was forced to the highest allowed reso-
lution whenever the gas density > 3 × 106 g cm−3. In
addition, the innermost 2, 500 km of the star have al-
ways been resolved with the finest zones. In regions
where adaptivity was allowed, AMR patches were cre-
ated dynamically if the local density contrast exceeded
0.50 or the total velocity changed by more than 20%.
Furthermore, we ensured the flame front was always re-
fined to the finest level by forcing refinement whenever
the fractional change of the flame progress variable ex-
ceeded 0.02.
2.4.2. Initial model
The supernova progenitor was an isothermal, T =
5 × 107 K, white dwarf composed of equal mass frac-
tions of carbon and oxygen. With a central density of
2× 109 g cm−3, the progenitor had a radius ≈ 2100 km,
total mass ≈ 1.36 M⊙, and total energy ≈ −4.92× 10
50
erg. The progenitor was surrounded by a low den-
sity (ρamb = 1 × 10
−3 g cm−3) and low temperature
(Tamb = 3 × 10
7 K) medium composed of pure helium.
The stellar material and low density ambient medium
were initially marked with a passively advected tracer
that was set to 1 and 0 in those two regions, respectively.
Subsequently, gas gravitational accelerations were multi-
plied by the tracer value in the course of the evolution,
allowing us to prevent the ambient medium from collaps-
ing onto the central object and limiting mass diffusion at
the stellar surface.
The original progenitor model was constructed using
a numerical discretization different from the one used
in the hydrodynamic simulations and assuming a sim-
plified equation of state. For that reason, the perfect
hydrostatic equilibrium of the original model was de-
stroyed as soon as it was interpolated onto the simulation
mesh. Even though the mismatch between the two com-
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Fig. 4.— Evolution of the root mean square velocity in mod-
els without burning obtained with resolution 2 (thick solid), 4
(medium solid), 8 (thin solid), 16 (dotted), and 32 km (dashed).
The initial models were perturbed by adding random velocities
with amplitude 200 km s−1 inside the stellar core. Note that the
velocity gently decays in models calculated with a resolution of
16 km or better.
putational environments was relatively small, very strong
acoustic oscillations quickly developed making such a
model unsuitable for further investigations. Moreover,
the oscillations did not decay with time, presumably due
to both low dissipation of the hydrodynamic scheme and
the strong degeneracy of the medium.
We constructed a stable progenitor model using a mod-
ified variant of the damping method of Arnett (1994) in a
1-D flash simulation in spherical geometry. Our proce-
dure combined a very slow diffusion of velocity together
with a partial rather than complete (as in the original
method) removal of excess momentum after each time
step. We found that the complete removal of momentum
prevented the model from reaching equilibrium. Damp-
ing process usually lasted several thousands of hydro-
dynamic steps. We examined the stability of the relaxed
model by computing a sequence of hydrodynamic models
without burning. Random velocity perturbations with
amplitude of 200 km s−1 (Ma ≈ 0.02) were added to
the inner core region of radius 400 km. We observed
the decay of the root mean square velocity with time, as
expected in a stable model, provided the resolution was
16 km or better (Fig. 4). We also computed the evolu-
tion of an “effective” stellar radius corresponding to the
volume occupied by gas with density > 1 × 104 g cm−3
representing the bulk of the stellar matter. The results
are shown in Fig. 5. As one can see, the model stellar
radius shows significant evolution in computations with
resolution 16 km or worse; only a very modest (≈ 0.5%)
decrease of radius was observed in the better resolved
models, and had no consequence for structure of the stel-
lar core (i.e. possible temperature increase).
Unfortunately, close examination of the velocity field
also revealed that while the overall stability of models
improves with increasing resolution, small velocity per-
turbations not only do not decay but are amplified near
the symmetry axis. This effect was especially strong in
2 km resolution model where the velocity near the axis
rapidly increased from the initially imposed 200 km s−1
Fig. 5.— Evolution of the stellar radius in models without burn-
ing obtained with resolution 2 (thick solid), 4 (medium solid), 8
(thin solid), 16 (dotted), and 32 km (dashed). The initial mod-
els were perturbed by adding random velocities with amplitude
200 km s−1 inside the stellar core. Models computed with resolu-
tion no worse than 8 km are stable, displaying only a very small
degree of radius change. The model using 32 km resolution shows
very strong expansion, making it unsuitable for long-term hydro-
dynamic evolution studies.
Fig. 6.— Total velocity profiles at t = 0.1 s near the symmetry
axis (r = 0 cm) in models without burning computed with 2 km
(thick line) and 8 km (thin line) resolution. The velocity ampli-
tude rapidly and significantly increases in the 2 km model, while
it slowly decreases in the 8 km model.
to 800 km s−1 during the first 0.1 s of the evolution
(shown with the thin solid line in Fig. 6). No signifi-
cant increase in the magnitude of the spurious velocities
was observed at later times, but the affected region ex-
panded from the initial 1 to 3 zones by t = 1 s. We
observed very similar behavior in the 4 km resolution
model, although the velocities near the symmetry axis
were ultimately somewhat smaller (≈ 600 km s−1). In
contrast, the velocities smoothly decay from their initial
values in the whole perturbed region in the 8 km resolu-
tion model (shown with the thick solid line in Fig. 6). A
similar slow decrease of the velocities near the symmetry
axis was also observed in the 16 km model.
After a stabilized progenitor model was interpolated
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onto the simulation mesh, a deflagration front was ini-
tialized around a small region at the stellar center. The
flame front was located at
Rf = Rm ×
[
1 + am cos
(
nm tan
−1
(z
r
))]
,
where Rm is the unperturbed radius of the burned re-
gion (flame radius), am is the flame radius perturbation
amplitude, and nn controls the flame radius perturba-
tion wavelength. Random velocity perturbation were
added to the inner core region following the procedure
described above. By introducing a small stochastic com-
ponent (“cosmic variance”) into the problem, we were
able to examine the robustness of our results. In par-
ticular, it is essential to verify that the observables (i.e.
the explosion energy) do not show strong dependence on
small perturbations in the initial conditions, in accord
with the observed intrinsic homogeneity of SN Ia.
2.4.3. Centrally ignited benchmark models
We performed a comprehensive survey of two-
dimensional centrally ignited deflagration models. The
database contains 33 models. All models were evolved
until t = 2.5 s when burning essentially ceased. For each
model we varied the flame perturbation wavelength and
random velocity perturbation pattern (through the seed
perturbation). We explored the sensitivity of the results
to mesh resolution by resolving the central stellar region
of radius Rc t ∆xc for times < tc. Resolution coarsening
in this central region was done in equal intervals of time.
For times > tc, the resolution was equal to a default value
of 8 km. The initial flame radius and perturbation am-
plitude were in all cases fixed at Rm = 100 km and 0.1,
respectively. Table 1 presents a complete database of our
benchmark models.3 The model identification tag name
is constructed as a string n--d-r--t--ph where n-- de-
notes the perturbation pattern, d- describes the maximal
grid resolution in the core region, r-- denotes a radius
of the core region inside which enhanced resolution was
used, t-- denotes the time up to which enhanced flame
resolution was allowed, p distinguishes between differ-
ent perturbation patterns, and finally h denotes the de-
sired thickness of the flame front (in grid cells) in the
ADR flame capturing module (see Appendix in Khokhlov
1995). The default value of the numerical flame thick-
ness was 4; we obtained two models, n11d2r40t30b3 and
n11d2r40t30b6, in which the nominal flame thickness was
varied by −25 and +50%, respectively. The last column
in Table 1 gives the total energy of the model (sum of ki-
netic, internal, and potential energies) at the final time,
t = 2.5 s.
Evolution in reference model— We use model
n11d2r10t10a to illustrate major characteristics of
a centrally ignited deflagration in our benchmark
configuration (Fig. 7). The density in this model at the
initial time is shown in Fig. 7(a). The flame front has
the shape of the initial regular n = 11 perturbation. At
a resolution of 2 km, comparable to that of the highest
resolution Garching group models at early times (Ro¨pke
et al. 2006, Fig. 3), the flame region is resolved into
3 The database is available on-line at
flash.uchicago.edu/~tomek/Results/DFD/central/.
TABLE 1
Centrally Ignited Benchmark Deflagration Models
Model nm ∆xc [km] Rc [km] tc [s] Eta [1051 erg]
n7d1r10t15b 7 1 1000 1.5 0.86
n7d1r10t15c 7 1 1000 1.5 0.97
n9d1r10t15b 9 1 1000 1.5 0.75
n9d1r10t15c 9 1 1000 1.5 0.66
n11d1r10t15b 11 1 1000 1.5 0.75
n11d1r10t15c 11 1 1000 1.5 0.66
n11d2r05t10a 11 2 500 1.0 0.27
n11d2r05t10b 11 2 500 1.0 0.38
n11d2r05t10c 11 2 500 1.0 0.44
n11d2r05t10d 11 2 500 1.0 0.38
n11d2r05t10e 11 2 500 1.0 0.38
n11d2r10t10a 11 2 1000 1.0 0.35
n11d2r10t10b 11 2 1000 1.0 0.36
n11d2r10t10c 11 2 1000 1.0 0.42
n11d2r10t10d 11 2 1000 1.0 0.38
n11d2r10t10e 11 2 1000 1.0 0.39
n11d2r10t10f 11 2 1000 1.0 0.36
n11d2r10t15a 11 2 1000 1.5 0.56
n11d2r10t15b 11 2 1000 1.5 0.64
n11d2r10t15c 11 2 1000 1.5 0.60
n11d2r10t15d 11 2 1000 1.5 0.52
n11d2r10t15e 11 2 1000 1.5 0.58
n11d2r20t15b 11 2 2000 1.5 0.66
n11d2r20t20b 11 2 2000 2.0 0.54
n11d2r40t20b 11 2 4000 2.0 0.54
n11d2r40t20b3 11 2 4000 2.0 0.55
n11d2r40t20b6 11 2 4000 2.0 0.52
n11d2r40t15b 11 2 4000 1.5 0.79
n11d2r60t15b 11 2 6000 1.5 0.79
n13d1r10t15b 13 1 1000 1.5 0.57
n13d1r10t15c 13 1 1000 1.5 0.69
n15d1r10t15b 15 1 1000 1.5 0.57
n15d1r10t15c 15 1 1000 1.5 0.52
aTotal energy at t = 2.5 s.
about 50 zones in radius. This initial configuration
undergoes a dramatic evolution during the next second
(Fig. 7(b)). After that time only 3 prominent bubbles
are clearly identifiable and some parts of the flame
begins forming disconnected regions (e.g. the region
located near (r, z) ≈ (650,−550) km). The flame leaves
behind a significant amount of unburned material and
a few isolated pockets of fuel can also be identified
inside rising bubbles. The outermost parts of a highly
convoluted flame front have reached ≈ 1, 000 km in
radius. The star has expanded by ≈ 20% and the typical
expansion velocities are ≈ 2, 500 km s−1. After another
second (t = 2 s; Fig. 7(c)), the expansion of the outer
stellar layers becomes slightly nonuniform due to the
uneven acceleration caused by individual flame bubbles.
The expansion velocity exceeds 10, 000 km s−1 near the
stellar surface. At this time one can still identify 3 large
bubbles, but these are now more developed and occupy
a much larger volume fraction. Their morphology does
not change much at still later times (t = 2.5 s, the final
time; Fig. 7(d)) as nuclear burning essentially quenches
and the ejecta expansion becomes progressively radial.
Sensitivity to small perturbations— Given the highly non-
linear character of the Rayleigh-Taylor unstable defla-
grating bubbles it is natural to ask how robust are the
predictions offered by individual models. We studied this
question by creating a sequence of models for a given set
of primary model parameters (initial flame configuration
and numerical resolution). The initial conditions for each
member of a given sequence differed only by the pattern
of small amplitude stochastic velocity added to the ini-
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Fig. 7.— Hydrodynamic evolution of the centrally ignited benchmark supernova model n11d2r10t10a. Panels (a)-(d) show the density in
logarithmic scale together with the outline of the flame front (contour line corresponding to progress variable value of 0.5). Notice the scale
change between panels. (a) The initial conditions at t = 0 s. (b) t = 1.0 s. The flame front is highly convoluted; the star remains spherical
but expanded by ≈ 20%; the bulk expansion velocity is ≈ 2, 500 km s−1. (c) t = 2.0 s. The flame front is rich in structure with some
pockets of unburned material; a large amount of unburned material can be found near the center; individual flame bubbles create smooth
large scale impressions on the stellar surface; the expansion velocity near the outer stellar edge are just slightly over 10, 000 km s−1. (d)
t = 2.5 s. The flame is extinct and the structure of the flame front becomes frozen. Evolution toward homologous expansion begins.
tially static progenitor model. Our metric for compari-
son is to examine the final ejecta morphology and integral
model characteristics (temporal evolution of total energy,
burning rate, flame surface area).
As an example we compare select models from a single
sequence. Figure 8 shows the ejecta temperature dis-
tribution at the final time in the sequence n11d2r10t15.
The isocontour of gas density of 1×104 g cm−3 is shown
with the black line and can be identified with the stellar
surface. Several comments can be made following inspec-
tion of Fig. 8.
It is encouraging to notice that the models show no
axis-related bias, a numerical artifact that frequently
pollutes axisymmetric hydrodynamic calculations. In
particular, the structures developed near the symmetry
axis (r = 0 cm) in models n11d2r10t15a (Fig 8(a)) and
n11d2r10t15b (Fig 8(b)) are markedly different. There
is also no visible difference in the amount and quality of
the structure developing in the regions above (z > 0 cm)
and below (z < 0 cm) the equator. Some models do
develop structures near the equator (see,e.g., Fig 8(d)),
but some others do not (see, e.g., Fig 8(c)). This allows
us to conclude that possible defects due to the geome-
try representation do not affect our calculations in any
significant way.
In all models considered here large scale structures
(bubbles) several tens degrees in size dominate in the
outer parts of the ejecta. In some models perhaps no
more than 2 (Fig 8(c)) while in some others perhaps as
many as 3 (Fig 8(d)) such large and distinct structures
survive turbulent burning. These bubbles push ahead
unburned material causing relatively mild deformation
of the ejecta outer layers as indicated by shape of the
density isocontour.
As discussed below, the explosion energies also ap-
pear sensitive to small perturbations. In the case of
the n11d2r10t15 models, our limited sample shows the
total variation in explosion energy ≈ 0.1 foe (1 foe =
1 × 1051 erg) or ≈ 10% in the released energy (see
Fig. 9(c)). This may indicate that small, naturally oc-
curring variations in the internal structure of progenitors
(expected to arise from the convective flows developing
in their cores prior to runaway) may contribute to the
intrinsic diversity of SN Ia. Addressing this interesting
possibility requires more careful study, preferably using
realistic multi-dimensional progenitor models.
Sensitivity to numerical resolution— From the modeler’s
point of view, several simulation parameters may po-
tentially affect the results and therefore need to be
controlled. Given the high degree of complexity and
highly non-linear character of our application, it is natu-
ral to expect that the model results will depend upon
the numerical resolution. Convergence to the true 3-
dimensional solution is not expected to occur in two
dimensions due to, for example, differences between
the physics of two- versus three-dimensional supernova
turbulence (Khokhlov 1995; Schmidt, Hillebrandt, &
Niemeyer 2006) and Rayleigh-Taylor instability (Kane
et al. 2000; Chertkov 2003). Nevertheless, it is still im-
portant to examine the sensitivity of our axisymmetric
model predictions to numerical resolution.
In adaptive mesh simulations, the computational mesh
is not necessarily a well-defined entity as the numeri-
cal discretization depends on the solution and is usually
highly variable both in time and space. The simple pro-
cedure of doubling the grid resolution does not have its
usual interpretation. Unlike uniform grid simulations,
adaptive mesh refinement computations admit additional
error into the solution by not resolving smooth or other-
wise dynamically insignificant parts of the flow field. In
addition, some errors, such as flow perturbations arising
at the fine-coarse mesh interfaces, are unique to AMR
discretization and not easy to characterize (Quirk 1991;
Weirs et al. 2005; Pantano et al. 2005).
As our earlier investigations have demonstrated, the
morphology on small scales of the exploding models ap-
pears very sensitive to slight perturbations in the initial
conditions, and might be useful only for making qualita-
tive statements. A more quantitative comparison of the
different models can be made using integral quantities.
For example, variations in the final explosion energy are
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Fig. 8.— Select centrally ignited benchmark supernova models from sequence n11d2r10t15. Panels (a)-(d) show the temperature in
logarithmic scale at the final time (t = 2.5 s) in models n11d2r10t15a, n11d2r10t15b, n11d2r10t15c, and n11d2r10t15d, respectively. The
density isocontour at ρ = 1× 104 g cm−3 is shown as the black solid line. Although the details of ejecta morphology vary strongly between
models, all models produce large bubbles of burned material gently deforming the outer stellar layers. The presence of a symmetry axis in
the simulation does not appear to bias the calculations and no asymmetry between the two hemispheres is observed.
of great interest from the observational point of view,
and several possible natural causes for such variations
have been proposed (i.e. differences in the chemical com-
position and/or the rotation of the progenitor).
Here we discuss the role of mesh adaption on the evo-
lution of the total energies, flame surface areas and the
burning rates. Since as we mentioned before the evolu-
tion is rather sensitive to small perturbations, we chose
to compare different families of models rather than in-
dividual family members. Figure 9 shows the evolu-
tion of the integral quantities in three families of the
n11d2 sequence of benchmark models: n11d2r05t10 (left
panel), n11d2r10t10 (middle panel), and n11d2r10t15
(right panel). The individual members of each family
were obtained using slightly different random velocity
perturbations. Compared to the n11d2r10t10 models,
in models n11d2r05t10 the innermost region of enhanced
resolution (∆x = 2 km) was limited to 500 km in radius
(as compared to 1, 000 km). The resolution in this region
was decreased by a factor of 2 at 0.5 s and by another
factor of 2 at t = 1.0 s. In the n11d2r10t15 family of
models, this innermost region was derefined in two simi-
lar stages with the resolution ultimately decreased to its
nominal value at t = 1.5 s.
Several observations can be made following analysis of
the the n11d2 sequence.
All n11d2 models produce explosions. The explosion
energies are rather low, ≈ 0.4 − 0.5 foe. In all cases
the nuclear burning is most intense around ≈ 1.2 s after
the ignition. That period of rapid energy release lasts
for about 0.5 s with the densities dropping rapidly to
≈ 1 − 2 × 107 g cm−3 by t = 1.5 s. This is followed by
a period of low, almost constant energy release during
which in only exceptional cases a slight increase in en-
ergy generation was observed. At that time (t ≈ 1.7 s),
the burning takes place at densities < 1×107 g cm−3 and
changes its character from active turbulent burning asso-
ciated with vigorous creation of flame surface to a much
milder, distributed mode of burning. By t = 2 s the
densities drop to ≈ 1× 106 g cm−3 and flame quenching
results in a steady decrease in energy generation.
Models obtained with higher resolution produce more
energetic explosions. The typical explosion energies vary
from ≈ 0.45 foe for the least resolved subsequence r05t10
to ≈ 0.55 foe for the best resolved subsequence r10t15.
Higher resolution also appears to make evolutionary tra-
jectories more similar at early times (the curves run more
closely in subsequence models r10t10 than in r05t10) but
result in increasing diversity at late times (there are rela-
tively large variations in energy generation rates around
t = 1.5 s in subsequence r10t15).
We found that not only the morphology, but also the
integral quantities are sensitive to small perturbations in
the progenitor. For example, the dispersion of explosion
energies is about 0.1 foe, even in relatively well-resolved
simulations (e.g. subsequence r10t15). This may indicate
that some of the observed diversity of supernovae might
be produced by the nonlinear response of the explosion
process to small variations in the initial conditions. Such
variations from one progenitor to another are expected
to exist in nature especially given the convective (turbu-
lent) flow conditions prevailing in the stellar cores prior
to thermonuclear runaway (see Woosley 1990; Ho¨flich &
Stein 2002; Kuhlen, Woosley, & Glatzmaier 2006, and
references therein). The contribution of such a purely
stochastic component to the explosion process clearly de-
serves more careful study.
2.4.4. Comparison against Garching group models
We found good agreement between the main character-
istics of our centrally ignited model explosions and the
results of equivalent axisymmetric calculations presented
by the Garching group. The overall evolution of the en-
ergy generation rate in the n11d2 model sequence is simi-
lar to that in model c3 2d 256 by (Reinecke, Hillebrandt,
& Niemeyer 2002, Fig. 3) and to that obtained earlier by
(Niemeyer 1995, ; see Reinecke, Hillebrandt, & Niemeyer
(1999)). The energy generation in our model explo-
sions displays a pronounced maximum reaching between
≈ 1.1 − 1.2 × 1051 erg s−1 in models n11d2r05t10 and
n11d2r10t10. This compares very favorably to the result
reported by Niemeyer (1995), Reinecke, Hillebrandt, &
Niemeyer (2002), and more recently by Ro¨pke (2005).
The latter two studies reported peak energy generation
rates ≈ 1.2× 1051 erg s−1. The rates obtained in models
n11d2r10t15 are higher by about 50%. Such higher rates
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Fig. 9.— Evolution of the total (explosion) energies and burning rates (solid and dashed lines, respectively) in three families of centrally
ignited benchmark supernova models from sequence n11d2. (a) models n11d2r05t10; (b) models n11d2r10t10; (c) models n11d2r10t15.
Abrupt changes in the energy generation rate visible at t = 1 s (models n11d2r05t10 and n11d2r10t10) and t = 0.75 s (models n11d2r05t15)
are caused by mesh derefinement.
were reported by (Ro¨pke et al. 2006) for some of their
centrally ignited models, however these calculations were
done in 3-dimensions. The energy generation rate in our
models is initially smaller and increases at a faster rate
than in the Garching models. The maximum generation
rate is achieved at t ≈ 1.25 s, roughly 0.5 s later than in
the Garching models. In flash as well as in the Garch-
ing calculations the burning quenches ≈ 0.4 s after the
maximum.
Our model explosions are on average slightly more en-
ergetic than those reported in Garching studies. The
typical explosion energies are between ≈ 0.3 − 0.7 foe
in our models while (Reinecke, Hillebrandt, & Niemeyer
2002) and (Ro¨pke & Hillebrandt 2005a) reported explo-
sions with energies ≈ 0.35 and ≈ 0.45, respectively. It
is conceivable that the higher initial energy generation
rates obtained in the Garching calculations may result
in the lower explosion energies of their models since the
faster initial expansion leaves less time for the flame to
develop and burn stellar fuel. Such discrepancies can be
explained by differences in both the adopted flame dy-
namics model and the approximations used to describe
the nuclear burning and not of serious concern in the
context of the following results.
3. DETONATING FAILED DEFLAGRATIONS
Limited by the assumption of axial symmetry, we con-
sidered off-center bubble ignitions in which the flame ini-
tially occupies a small spherically symmetric region(s)
positioned at the symmetry axis (r = 0 cm). Two fami-
lies of models were constructed, one with a single ignition
point and the other with two ignition points. For the lat-
ter, we consider only simultaneous ignitions. although in
principle the multiple ignition process could be extended
in time (see, for example, Schmidt & Niemeyer (2006)).
Following our verification study, off-center explosion
models were obtained at the maximum resolution of
8 km. In models with two ignition points, the flame
regions were initialized in different hemispheres. Table 2
summarizes the parameters describing the initial flame
and mesh configurations of the off-center ignition mod-
els. Here zb,1 and zb,2 are the locations of the ignitions
points along the symmetry axis (r = 0 cm), and Rb
is the radius of flame regions. To keep the flame re-
TABLE 2
Off-center Ignition Configurations
Model zb,1 [km] zb,2 [km] Rb [km]
Y12 12.5 · · · 50
Y25 25 · · · 50
Y50 50 · · · 50
Y100 100 · · · 50
Y70YM25 70 -25 35
Y100YM25 100 -25 50
Y75YM50 75 -50 50
gions well-separated, the mesh resolution in the central
300 km region was increased by a factor of 2 for a short
period of time after ignition (0.4 s in models Y70YM25
and Y100YM25 and 0.1 s in model Y75YM50). This
additional refinement was also necessary to adequately
resolve the smaller bubbles (Rb = 35 km) used in model
Y70YM25.
The computational domain extended up to 131, 072 km
and 524, 288 km in single- and double-ignition point mod-
els, respectively. In anticipation of an extended and
asymmetric evolution at early times, the region of adap-
tive meshing was extended to 6, 000 km in radius. The
initial conditions did not include random velocity pertur-
bations. All other simulation parameters were identical
to those used in the verification study (see § 2.4.1).
3.1. Explosion phase
For no other reason than convenience and limits
in computing power, early multi-dimensional investiga-
tions of white dwarf deflagrations assumed perhaps only
slightly perturbed but otherwise spherically symmetric
ignition conditions (Mu¨ller & Arnett 1982; Livne 1993;
Arnett & Livne 1994a; Khokhlov 1995, 2000; Reinecke,
Hillebrandt, & Niemeyer 2002; Gamezo et al. 2003). Such
a choice is not necessarily the most natural one given the
white dwarf core is believed to be convective prior to
runaway (Woosley 1990; Garcia-Senz & Woosley 1995;
Woosley, Wunsch, & Kuhlen 2004), an expectation sup-
ported by recent multi-dimensional hydrodynamic in-
vestigations (Ho¨flich & Stein 2002; Kuhlen, Woosley,
& Glatzmaier 2006). This led several groups to con-
sider progressively more complex and realistic (although
not necessarily correct!) initial flame configurations
(Niemeyer, Hillebrandt, & Woosley 1996; Garcia-Senz
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& Bravo 2005; Ro¨pke et al. 2006; Schmidt & Niemeyer
2006).
Here we adopt a similar approach, but not being dis-
couraged by the failure of an initial deflagration to pro-
duce a supernova, we continue our investigations through
the following stages of evolution. Our preliminary inves-
tigations (PCL) indicated that the energy released in the
deflagration may be used to compress the stellar surface
layers thereby forming seed points for detonations. We
were unable, however, to study that process in detail
at that time, and only speculated about the possibility.
Here, we revisit our original idea of a deflagration to det-
onation transition following a slightly off-center ignition.
3.1.1. Failed deflagration phase
In all models ignited off-center, the evolution initially
proceeds in a way much similar to that described in PCL.
Owing to strong buoyancy and the relative slowness of
laminar burning, the whole burning region is quickly
expelled from the core (Garcia-Senz & Woosley 1995;
Woosley, Wunsch, & Kuhlen 2004) consuming only a
small amount of fuel on its way to the stellar surface.
We describe the early evolution of burning regions in the
set of single ignition models in terms of mean velocities,
the position of centroids, and the effective radii of burned
matter. The effective radii correspond to spheres of the
same surface area as the burned region.
From their original positions, the initially motionless
bubbles are driven by buoyancy and develop primar-
ily vertical velocities, as can be seen by comparing the
mean vertical (Fig. 10(a)) and radial (Fig. 10(b)) veloc-
ities. The initial acceleration is stronger in cases where
the bubble is placed farther away from the stellar cen-
ter (models Y50 and Y100, thick and thin dashed lines in
Fig. 10) and weaker when the bubble originates deeper in
the core (models Y12 and Y25, thick and thin solid lines
in Fig. 10). Although the mean motion of the burned
region is away from the stellar center, the rich and com-
plex flow field includes downflows and outflows develop-
ing inside the region that lead to intermittent (apparent)
deceleration and acceleration (seen as mild wiggles su-
perimposed on the velocity curves). Each such wiggle in
velocity is associated with the destruction of the current
generation of Rayleigh-Taylor bubbles and the formation
of the next. Our data indicates that perhaps two genera-
tions of such bubbles are created during the deflagration
phase.
A sudden drop in vertical velocity and a rapid increase
of lateral expansion marks the moment of bubble break-
out. This phase is not well-defined but occurs roughly
at ≈ 0.7 s in model Y100 and not until t ≈ 1 s in model
Y12. The effective radius of the burned regions (defined
as a radius of a sphere with surface area equal to the
flame surface area) at breakout is very similar between
the models, ≈ 400 − 450 km (Fig. 10(c)). However, the
centroid of the burned region is located much farther out
in model Y100 than in model Y12. That is understand-
able considering there is more time for the RT instability
to develop structure and for the region to grow laterally
when the ignition takes place closer to the stellar center.
This also has profound consequences for the evolution
of the star. A longer deflagration phase allows for more
burning, causes more matter being lifted from the stel-
lar core, and eventually results in stronger stellar expan-
sion during the early (t < 2 s) post-breakout evolution
(Fig. 11. In the case of double point ignitions, the early
evolution proceeds in a very similar way to that of single
ignitions with a proportionally increase in the amount of
burned material and stronger stellar expansion.
3.1.2. Detonation phase
One of the motivating factors behind extending our
study to double ignition point scenarios was to examine
whether a detonation can be formed when the maximal
(and perhaps even boosted by flawed numerics) focusing
offered by the symmetry axis is not present. Although
we observed detonations forming in all off-center ignited
models, only in one double ignition model, Y100YM25,
does the detonation form near the equatorial plane. In
the remaining two double ignition models, detonations
eventually emerge near the symmetry axis. Although
both models eventually detonate, we cannot consider
them as examples of successful asymmetric DFDs. Nev-
ertheless, both of them provide additional evidence for
shock to detonation transition. In what follows we will
first overview the formation of detonations in single ig-
nition models. Then we will discuss the flow dynamics
leading to detonation in model Y100YM25. We will con-
clude by presenting the ejecta morphology soon after the
shock breakout along stellar surface is complete.
The progenitor structure around the time when a det-
onation forms is shown in Fig. 12 for models Y12, Y100,
and Y100YM25. In all models the bulk of progenitor has
retained its original spherical characters. We do not find
any substantial large-scale deformations, except that the
stellar cores in single-ignition models are slightly ellip-
soidal in shape with axis ratio 1.2−1.3. Stellar expansion
has decreased the core density to ≈ 9 × 107 g cm−3 in
model Y12 and ≈ 4 × 108 g cm−3 Y100. This is consis-
tent with our expectation that lower central densities are
to be found in models that experienced more energetic
deflagrations.
The stellar core is surrounded by an extended strongly
turbulent atmosphere. Comparing three models shown
in the upper row in Fig. 12, the atmosphere appears bet-
ter developed (more extended and turbulent) in models
that release more energy in the deflagration. This at-
mosphere formed following the breakout of deflagration
products through the stellar surface, at which time the
ashes accelerated unburned surface layers both radially
and laterally. This circular wave carried both fuel and
products of the deflagration along the surface of the star.
The following evolution depends on whether there was
one or more ignition points.
If the single ignition case, the surface wave eventually
completely engulfs the progenitor and collides with itself
in a region located opposite breakout. A conical shock
wave forms in the process that thermalizes the kinetic
energy of the incoming flow. This shock can be seen as
a vertical structure near r = 0 cm extending down from
(r, z) ≈ (8×107,−3.5×108) cm in model Y12 (Fig. 12(a))
and (r, z) ≈ (4 × 107,−2.5 × 108) cm in model Y100
(Fig. 12(c)).
In the multi-point ignition case, there will presumably
be several breakout points and related surface waves that
will be colliding with one another. Therefore, it is con-
ceivable that several shock-dominated regions might be
formed. Some of those shocks might be weaker and oth-
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Fig. 10.— Kinematics and growth of the burned region in a set of single ignition off-center deflagrations. (a) mean vertical velocity; (b)
mean radial velocity; (c) equivalent radius; (d) vertical centroid position. Data for models Y12, Y25, Y50, and Y100 are shown with thick
solid, thin solid, thick dotted and thin dotted lines, respectively.
ers stronger than the ones found here. The number of
possible scenarios and outcomes is certainly much larger
than represented in a limited sample of the initial con-
figurations considered in this study. Nevertheless, we ex-
pect that our models capture the essential features of the
evolution. In the case of model Y100YM25, for example,
the material of two waves collides near the equatorial
plane forming a jet-like radial inflow and outflow near
(r, z) ≈ (2.5 × 108,−5 × 107) cm (Fig. 12(e)). This is
essentially the same flow configuration we found in the
single point ignition models.
In what follows, we first focus our discussion on details
of the transition to detonation process in three selected
models. Then we characterize the evolution of the ex-
ploding star during the passage of the detonation wave.
Shock-to-detonation Transition— In all cases considered
in our study, we found explosions following a shock-to-
detonation transition, SDT (see, e.g., Bdzil & Kapila
1992; Sharpe 2002, and references therein). Although
regions forming detonations differ greatly in morphol-
ogy, the common ingredients of the process include the
presence of a strong acoustic wave, dense fuel, and a pro-
longed compression of the region. This is illustrated in
the bottom row of Fig. 12 which shows the density distri-
bution and major flow structures involved in a transition
to detonation process.
Model Y12 shares the initial conditions with the origi-
nal PCL study. In the Y12 model, we found no sign of a
possible transition to detonation for t < 3.5 s (Fig. 12(a))
in contrast to the PCL study, in which a detonation wave
formed at t ≈ 1.9 s This difference in timing is due solely
to the incorrect energetics of approximate deflagration
burner used in the PCL calculations. The overestimate
of the energy release and hence buoyancy by a factor of
≈ 3 in the PCL model resulted in a much shorter de-
flagration phase, a lower overall energy release, a more
14 Plewa
Fig. 11.— Evolution of the effective stellar radius (defined as
the radius of a sphere with the same volume occupied by matter
with density > 1 × 104 g cm−3) in the single ignition off-center
deflagrations. Data for models Y12, Y25, Y50, and Y100 are shown
with thick solid, thin solid, thick dotted and thin dotted lines,
respectively.
compact progenitor and ultimately a significantly ear-
lier formation of the detonation. At the same time, the
less expanded progenitor allowed for the surface wave to
move at a relatively higher speed (due to a lower orbit)
and with higher post-shock temperatures, possibly en-
hancing the likelihood of a transition to detonation.
Similar to PCL, we observe the formation of a conical
shock in Y12. However, the conditions inside the shocked
region allow only for residual burning that perturbs the
shocked gas (the low density region near symmetry axis
at r = 0 cm in the lower section of Fig. 12(a)). The
wave that transits to detonation is an accretion shock
(blue isocontour extending horizontally from (r, z) ≈
(0,−2.55 × 108) cm in Fig. 12(d)) created by infalling
material which is trapped horizontally by the symmetry
axis and the incoming deflagration products, and verti-
cally by the bulk of the stellar material and the stagna-
tion point formed behind the conical shock. A transition
to detonation takes place at the symmetry axis where
the ram pressure of the incoming flow and the resulting
post-shock temperature are the highest. (Although the
accretion flow is predominantly along z-direction, there
exists a lateral velocity gradient, dvr/dr ≈ −3, in the
flow that focuses the flow toward the symmetry axis.)
In model Y100 (Fig. 12(d)), a detonation wave can
be seen as a nearly vertically propagating shock located
near (r, z) ≈ (6.5×107,−2.85×108) cm. Unlike in model
Y12, here the detonation is not directly associated with
the symmetry axis. The conical shock is visible as an
wave originating near (r, z) ≈ (7.5 × 107,−3 × 108) cm,
just to the right of the detonation region. The appar-
ent closeness of the flame front is coincidental and has
nothing to do with origin of the detonation wave. By the
time of Fig. 12(d) the conical shock is already sweeping
through deflagration products, however the detonation
appears moving through a channel of shocked fuel even-
tually connecting to the bulk of stellar material.
Model Y100YM25 displays by far the most complex
flow structure in the region where a transition to deto-
nation occurs. The configuration of two colliding surface
waves resembles that of a “self-colliding” surface wave
found in models with a single ignition point. Here, how-
ever, a symmetry of the problem is broken. Not only
does the collision not take place at the symmetry axis,
but the ignition points were initially located at differ-
ent distances from the core. The timing, energetics, and
morphology of each wave were therefore slightly differ-
ent. This difference eventually leads to a shift of the
collision plane ≈ −400 km from the equator (Fig. 12(f)).
Furthermore, the collision does not occur “head-on” but
rather material from the slower wave (ignition point lo-
cated closer to the core) tends to penetrate underneath
that of the faster wave (ignition point located farther
away from the core). In the end, the whole region shows
a slight tendency to roll.
Another difference from the highly symmetric single
ignition models is that the broken symmetry offers the
potential for creating more than just one shocked re-
gion. This is indeed the case in model Y100YM25.
Two shock fronts moving in the radial direction can
be seen inside the collision region: one located near
(r, z) ≈ (2.3 × 108,−4 × 107) cm, and another near
(r, z) ≈ (2.1 × 108,−4 × 107) cm. Both fronts are cre-
ated near the collision plane which might be understood
given this is where we expect the thermalization rate
of the colliding flows being the greatest. The former
shock wave evolves into a self-sustained detonation while
the latter soon dies off. Once a detonation is formed,
the wave travels approximately along a fuel-rich channel
(a flame-bounded horizontally extending structure near
(r, z) ≈ (2.5 × 108,−3.5 × 107) cm that connects to the
bulk of the unburned stellar material.
Some more details and observations can be offered re-
garding the SDTs observed in our subset of models. We
found that transitions to detonation occur in gas with
pre-shock densities ≈ 1− 3× 106 g cm−3 in models Y12
and Y100 and > 5×106 g cm−3 in model Y100YM25. As
demonstrated by (Arnett & Livne 1994b), at these den-
sities the typical radius of region that can successfully
transit to detonation is ∼few kilometers. This is smaller
than the numerical resolution in our models. It is con-
ceivable that problems with producing SDTs in some of
our double-point ignition models might be attributed to
insufficient resolution. For the same reason, the observed
SDTs may require less time to launch detonations after
a strong shock wave forms. However, preconditioning
of the fuel for SDT is certainly a temporally extended
process requiring both compression of the material and
thermalization of the flow. The latter is aided by the
confinement that makes the thermalization process more
efficient. Still, large amounts of energy need to be sup-
plied to the region and the typical velocity jumps across
shock waves are 4, 000− 6, 000 km s−1. This guarantees
post-shock temperatures > 1 × 109 K, high enough for
nuclear burning to take control of the flow dynamics.
Evolution through detonation— Transitions to detona-
tions occur in different models at different times and
locations although, as we discussed earlier, several nec-
essary elements (high density fuel-rich matter, strong
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Fig. 12.— Post-deflagration progenitor structure around the time of transition to detonation. Shown is density in log scale. (left): model
Y12, (a) t = 3.575 s, (b) t = 3.6 s; (middle): model Y100, (c) t = 2.0 s, (d) t = 2.125 s; (right): model Y100YM25, (e) t = 1.776 s, (f)
t = 1.8 s. Several structures are shown with isocontours in the lower row: T = 1× 109 K (red), flame front (green), shocks (blue).
wave, extended confinement of the region) are commonly
present. Figure 13 shows the evolution of the equiva-
lent stellar radius (defined as the radius of a sphere with
the same volume as that occupied by matter of density
> 1 × 104 g cm−3) in our sample of DFD models. This
initial steady stellar expansion is due to energy deposi-
tion by a failed deflagration. In most cases a detonation
occurs when the progenitor either approaches or begins
to recollapse. This is understandable since at later times
the energy of surface waves is likely to quickly dissipate,
thus decreasing the likelihood of strong hydrodynamic
interactions taking place (e.g. in multi-point ignitions,
model Y100YM25). Alternatively, the accretion flows
can develop only once expansion stops and high accre-
tion luminosities (required for SDT) can be expected
only shortly after accretion flows develop. In particular,
in models Y70YM25 and Y75YM50 (thick dotted and
dotted line in Fig. 13, respectively) no SDT occurred
during the collision of surface waves. Instead, flow per-
turbations accumulated in the regions near the symmetry
axis, evolved into jet-like flows and eventually triggered
detonations. With our verification study providing evi-
dence that the evolution of perturbation near the sym-
metry axis cannot be entirely trusted, we do not consider
these two models as successful DFDs produced by dou-
ble point ignitions. (One probably could still consider
them members of single point ignition families, perhaps
obtained from different initial conditions, and provided
their radii prior to SDT were similar to original single
ignition models. We do not consider this inelegant pos-
sibility any further.)
Figure 14 shows the morphology of the exploding
model supernovae Y12, Y100, and Y100YM25 shortly
after the central density drops below 1×106 g cm−3 and
nuclear burning essentially quenches. Several important
observations can be made. All model supernova ejecta
are stratified. The ejecta are composed of a featureless
core surrounded by inhomogeneous external layers. This
composite structure of the ejecta is a direct result of the
two stages of the explosion, each involving a diametri-
cally different dominant process. The core is the rem-
nant of the original progenitor which has been expanded
by energy released during the deflagration phase. the
density distribution in the core displays slight asymme-
try reflecting the character of the initial conditions (the
shift in the density maximum to the lower hemisphere
present in single ignition models is absent in double ig-
nition model) . The outer layers may show global asym-
metry, especially in models with a single ignition point,
but are always rich in structures reflecting the turbulent
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Fig. 13.— Evolution of effective stellar radius (defined as ra-
dius of a sphere with the volume occupied by matter with den-
sity > 1 × 104 g cm−3) in model Y12 (thick solid), Y25 (medium
solid), Y50 (solid), Y100 (thin solid), Y70YM25 (thick dotted),
Y100YM25 (medium dotted), and Y75YM50 (dotted). Evolution
toward SDT proceeds through overall continuous expansion fol-
lowed by a possible period of recollapse. Shock breakout is followed
by a very rapid expansion of stellar material at approximately con-
stant velocity.
nature of the deflagration and the violent evolution of
surface waves.
The density stratification of the ejecta is accompanied
by compositional stratification. This is due to the deto-
nation wave which synthesized iron peak elements when
sweeping through the dense central regions and interme-
diate group elements when encountering the less dense
outer layers. The detonation is driven by essentially in-
stantaneous energy release due to carbon burning fol-
lowed by approach to NSQE (silicon-group elements) and
final relaxation to NSE (iron-group elements). With rel-
atively crude resolution, only the relaxation to NSE and
approach to NSQE at the lowest densities can be con-
sidered spatially resolved in our simulations (Khokhlov
1989, Fig. 9). This problem, however, is not related to
the energy release and so does not influence the overall
dynamics of the detonation front. The low resolution of
our models prevents us from considering possible effects
related to the curvature of the detonation front. Once
again, such effects affect the structure of the detonation
wave only on scales . 10 km (Sharpe 2001) and are not
expected to influence the large scale dynamics of the det-
onation wave.
The outermost ejecta are composed of unburned fuel
mixed with the deflagration products, most likely inter-
mediate group elements with locally entrained iron-rich
material. Close to the core, those layers were overrun
by the detonation wave that additionally modified their
composition. Although definitely present in our calcula-
tions, we estimate this effect to be small. To calculate the
detailed composition of the ejecta, including the deflagra-
tion mix, requires postprocessing nucleosynthesis (see for
example Travaglio, Hillebrandt, & Reinecke 2006) and is
beyond the scope of this presentation.
Detonations are known to be susceptible to transverse
perturbations and developing cellular structure (Fickett
& Davis 2001, Chap. 7). Potential sources for such per-
turbations are abundant in our models and include up-
stream flow perturbations due to preexisting convection
and turbulence (not considered here), initial deflagration,
or possible numerical oscillations of grid-aligned shock
fronts, i.e. odd-even decoupling (Quirk 1994). We found
no clear evidence for cellular structure in our calcula-
tions. One possibility is that the numerical resolution
is insufficient to resolve detonation cells of sub-km size
(Gamezo et al. 1999; Falle 2000). Also, the time avail-
able for cellular structure is very limited as low density
material rapidly expands following the passage of the det-
onation wave and the burning quickly quenches.
The evolution of the explosion energy (kinetic + in-
ternal + potential) and burned mass from the moment
of ignition until the shock breakout is shown in Fig. 15.
With plenty of unburned fuel available to the detonation,
DFD supernovae are energetic events with typical post-
detonation energies ≈ 1.3 − 1.5 foe. The deflagration
phase typically supplies only 0.06 to 0.15 foe of energy
in burning < 0.1 M⊙ of stellar fuel. The bulk of the en-
ergy is released during about 0.4 s when the detonation
wave sweeps through the white dwarf. These findings re-
semble the results presented by (Arnett & Livne 1994b,
Fig. 3) although the mechanism behind the transition to
detonation is different in the two models.
3.2. Homologous expansion: final properties
The direct comparison of hydrodynamic explosion
models to observations is accomplished through the cal-
culation of synthetic model light curves, spectra, and
possibly also spectrum polarization. These radiative
transfer calculations take as an input the model super-
nova ejecta with complete specification of the density
distribution, ejecta chemical composition, and typically
make the simplifying assumption that velocity linearly
increases with distance from the ejecta center. This
last assumption is satisfied to different degrees in vari-
ous parts of the ejecta and generally does not hold true
during the early stages of supernova expansion. The rea-
son is that linear expansion requires establishing a fine
balance of accelerations between neighboring fluid ele-
ments in the ejecta, and this requires time. For example,
our post-detonation explosion models contain large re-
gions where energy of the flow is dominated by internal
energy. This indicates the potential of fluid elements
performing some work, possibly adjusting their motion
relative to their neighbors. To allow for that process to
operate and establish homologous expansion, the post-
explosion needs to be continued for an extended period
of time. Detailed discussion of this process in the context
of Type Ia supernova modeling was recently presented by
Ro¨pke (2005).
We obtained a complete set of homologously expanding
model ejecta using flash and its adaptive mesh capabil-
ities. Post-detonation models were carefully transported
to a high-resolution uniform mesh with typical relative
errors of total mass, total energy, and abundances not
exceeding 0.1%, 0.5%, 5%, respectively. Given the sev-
eral sources of uncertainties and variations in the original
models, this accuracy is sufficient for any practical pur-
poses. The interpolated models were then used to define
the initial conditions in the flash calculations.
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Fig. 14.— Post-detonation structure of the exploding supernova at the time when the central density drops to 1 × 106 g cm−3 and
burning effectively quenches. Panels (a)-(c) show the density in log scale in models Y12 (t = 4.90 s), Y100 (t = 3.375 s), and Y100YM25
(t = 2.878 s). Abundance isocontours X(56Ni) = 0.95 and X(28Si) = 0.2 are shown with black and gray lines, respectively.
Fig. 15.— Evolution of the total (explosion) energy through the
end of detonation phase in model Y12 (thick solid), Y25 (medium
solid), Y50 (solid), Y100 (thin solid), Y70YM25 (thick dotted),
Y100YM25 (medium dotted), and Y75YM50 (dotted). Only small
amount of energy, ≈ 0.06− 0.15 foe is released during deflagration
phase. Detonation phase lasts . 0.4 s.
We used a ratio of kinetic energy to the sum of inter-
nal plus gravitational energies to monitor the approach
of ejecta to homology. In course of several trial compu-
tations, we established that continuing calculations for
100 s after explosion guarantees that the energy ratio >
100 anywhere in the ejecta except for the innermost half
of the central nickel-rich core (and parts of essentially
massless shocked ambient medium). This required using
a computational grid extending to 1.68× 1012 cm. Cal-
culations were performed using an automatic mesh dere-
finement scheme that kept the computational cost ap-
proximately constant as the ejecta expanded. The effec-
tive mesh size varied from 8, 192 initially to 2, 048−4, 096
zones per dimension at a final time.
The density and compositional structure of the homol-
ogously expanding model ejecta are shown in Fig. 16.
Here we show only the innermost part of the grid with
expansion velocities reaching ≈ 50, 000 km s−1 at r =
5× 1011 cm. The remaining part of the volume contains
a low-density shocked ambient medium and the super-
nova shock. The bulk of the ejecta material displays es-
sentially the same structure as in early post-detonation
models discussed in the previous section. Most visible
differences can be found in the outermost regions that
here were already swept by the shock. The compos-
ite character of the bulk of the ejecta is preserved with
a featureless core rich in iron group elements and the
outer strongly mixed layers rich in silicon group elements.
The compositional dichotomy of the outer layers also re-
flects the contribution of two processes to the explosion.
The inner well-defined silicon-rich ring also contains an
admixture of calcium (shown with white isocontours in
Fig. 16). This is due to the detonation wave nucleosyn-
thesis calculation done with aprox13t nuclear network.
The outer silicon-rich and rather fragmented shell is de-
void of calcium as this species was not considered in
the approximate 3-stage flame burner. Improving upon
the approximate nucleosynthesis is one of the urgent fu-
ture tasks, especially given the importance of the outer
ejecta layers in formation of supernova spectrum (Kasen
& Plewa 2005). It is also interesting to note that the
each deflagration region seems responsible for forming
its own outer silicon-rich ring. This is evident in model
Y100YM25 (Fig. 16(c)).
Table 3 presents approximate nucleosynthetic yields
and final explosion energies for the complete set of ho-
mologous DFD models. The homologous character of the
models is confirmed by the consistently small fraction of
potential and internal energies as compared to the total
energy. In most models, explosion energies are in the
range 1.3 − 1.5 foe. These produce between 0.9 to al-
most 1.2 solar masses of 56Ni and between 0.1 and 0.24
solar masses of intermediate elements. Although model
nickel masses may appear relatively high at first, such
high nickel masses might be typical for significant frac-
tion of objects (Stritzinger et al. 2006). Furthermore,
our estimates of nickel mass are likely the upper lim-
its given aprox13t nucleosynthesis does not account for
production of other iron-group elements, e.g. stable iso-
topes like 54Fe. Model Y75YM50 is the least energetic
(Et ≈ 1.08 × 10
51 erg), produces the least amount of
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Fig. 16.— Homologously expanding model ejecta ≈ 100 s after explosion. Panels (a)-(c) show density in log scale in models Y12, Y100,
and Y100YM25. Abundance isocontours X(56Ni) = 0.95, X(28Si) = 0.2, and X(40Ca) = 0.05 are shown with black, gray, and white
lines, respectively. Expansion velocity is ≈ 50, 000 km s−1 at distance 5 × 1011 cm from the ejecta center. Only the innermost part of
computational grid is shown.
TABLE 3
Homologous DFD modelsa
Model Y12 Y25 Y50 Y100 Y75YM25 Y100YM25 Y75YM50
Et 1.357 1.496 1.515 1.516 1.464 1.384 1.075
Ei 1.59×10−4 8.38×10−5 7.15×10−5 7.09×10−5 5.34×10−4 2.87×10−5 1.97×10−3
−Ep 2.52×10−3 2.39×10−3 2.38×10−3 2.38×10−3 2.31×10−3 2.30×10−3 2.56×10−3
4He 8.03×10−3 1.13×10−2 1.15×10−2 1.10×10−2 1.03×10−2 8.36×10−3 2.25×10−3
12C 8.73×10−3 5.49×10−3 3.30×10−3 4.56×10−3 1.29×10−2 2.05×10−2 2.52×10−2
16O 0.107 4.65×10−2 4.48×10−2 3.91×10−2 7.54×10−2 9.82×10−2 0.237
20Ne 4.41×10−4 3.79×10−4 3.28×10−4 4.78×10−4 1.04×10−3 9.53×10−4 9.73×10−4
24Mg 8.70×10−2 3.40×10−2 3.42×10−2 2.81×10−2 4.51×10−2 6.74×10−2 0.194
28Si 0.127 7.28×10−2 6.07×10−2 5.74×10−2 8.00×10−2 0.137 0.202
32S 7.03×10−2 3.65×10−2 3.06×10−2 3.18×10−2 4.21×10−2 8.75×10−2 0.124
36Ar 1.64×10−2 8.26×10−3 6.91×10−3 7.36×10−3 3.97×10−3 2.07×10−2 2.95×10−2
40Ca 1.82×10−2 8.95×10−3 7.53×10−3 8.09×10−3 1.02×10−2 2.20×10−2 3.24×10−2
44Ti 1.41×10−5 9.35×10−6 3.02×10−5 1.35×10−5 2.71×10−5 2.71×10−5 2.58×10−5
48Cr 2.96×10−4 1.49×10−4 1.42×10−4 1.42×10−4 1.78×10−4 3.43×10−4 4.83×10−4
52Fe 6.50×10−3 3.43×10−3 3.01×10−3 2.91×10−3 3.49×10−3 6.85×10−3 1.03×10−2
56Ni 0.926 1.147 1.173 1.186 1.075 0.895 0.510
aTotal energy, Et, and potential energy, Ep, in units 1051 erg;
isotopic yields in solar masses.
nickel (≈ 0.51 M⊙) and more than a half solar mass of
intermediate mass elements. As we discussed earlier, we
believe that this model should not be considered as a
DFD, as the shock to detonation transition was likely
being promoted by numerics.
4. DISCUSSION
We studied the fate of a massive carbon/oxygen white
dwarf following an off-center mild ignition. We found
that such initial configurations do not produce direct
explosions. Only a small amount of stellar fuel is ini-
tially consumed and the released energy is used to ex-
pand the progenitor. This is in agreement with several
previous independent studies in which the deflagration
was either intrinsically weak (Arnett & Livne 1994b) or
was initiated slightly off-center (Niemeyer, Hillebrandt,
& Woosley 1996; Livne, Asida, & Ho¨flich 2005).
We found that the following evolution of the perturbed
stellar material leads to the formation of isolated wave-
dominated regions inside unburned material. We consid-
ered these regions capable of launching a detonation wave
through a shock-to-detonation transition. We observed
the resulting detonations eventually consuming the bulk
of the unburned progenitor. These detonating failed de-
flagrations are energetic events with explosion energies
≈ 1.3− 1.5 foe.
The model DFD ejecta appear composite, reflecting
the presence of two different physical processes contribut-
ing to the explosion. The central parts of the ejecta are
composed of a mildly deformed but completely feature-
less central core rich in iron peak elements. Stronger
deformations may require different physics, e.g. rotation
(Ho¨flich 2005). The core is surrounded by a slightly in-
homogeneous inner ring rich in silicon group elements, a
product of the detonation burning at low densities. Fi-
nally, the outermost layer is highly turbulent containing
a mix of deflagration products and unburned material.
Preliminary nucleosynthesis results indicate that DFD
models typically produce over 0.9 M⊙ of iron group el-
ements and 0.3M⊙ intermediate elements. The burn is
almost complete leaving essentially no carbon.
Our conclusions are based on calculations using a re-
vised numerical scheme that contains substantial im-
provements. We found that the energetics of deflagra-
tion stage originally considered in (Calder et al. 2004,
PCL) tended to overestimate buoyancy effects by a fac-
Dynamics of Detonating Failed Deflagrations 19
tor ≈ 3. We used a set of self-heating nuclear network
calculations and implemented a density-dependent en-
ergy release scheme. Additional modifications to the ap-
proximate nucleosynthesis were included to improve the
dynamics of the early phases still further. With the re-
vised energetics, we calibrated the numerical flame speed
to match the results of detailed calculations of Timmes
& Woosley (1992).
The revised deflagration code was subsequently ver-
ified against an independent set of results of centrally
ignited deflagrations obtained with the Garching super-
nova code. Good qualitative agreement was found be-
tween the two codes. The database of computer models
is offered on-line to facilitate future verification (code-to-
code comparison) studies.
Furthermore, a numerical procedure to stabilize model
progenitors has been developed. These stabilized progen-
itors not only provided initial conditions for supernova
simulations but also allowed us to examine the fidelity of
hydrodynamic advection in axisymmetric situations. In
particular we found that, on the one hand, no numeri-
cally stable progenitors can be obtained if resolution is
too low and, on the other hand, small perturbations are
strongly amplified near the symmetry axis in highly re-
solved models. This analysis allowed us to identify the
optimal resolution for our supernova calculations.
We analyzed the observed pattern of shock-to-
detonation transitions (SDTs) in some detail. We iden-
tified the presence of sufficiently dense fuel, strongly ki-
netic flow, wave formation, and a persistent confinement
of the region with additional pressure increase due to nu-
clear burning in the shocked gas as necessary conditions
for a SDT. We found that the phenomenon of SDT is
not exclusively associated with the presence of a symme-
try axis. We also found that SDTs can occur in regions
completely free of possible geometrical boosting effects,
i.e. near the equatorial plane.
However, transitions to detonations were not a robust
prediction of such models. There are some possible rea-
sons for that. For example, by assuming axisymmetry we
eliminate an angular direction in which additional per-
turbations may develop. Such perturbations will enrich
the flow field creating more seed points for SDT and,
at the same time, increase the amplitude of fluctuations.
That is, the assumed symmetry is likely limiting the pos-
sible wave interactions and presumably denying extreme
events such as a SDT. In addition, for stability reasons,
our calculations had to be performed using suboptimal
numerical resolution. This caused a strong numerical
damping and limited sampling of the perturbed regions
harming chances for observing SDTs still further. On
the other hand, we did not include physics that may, ef-
fectively, make the system behavior appear more viscous
(e.g. magnetic fields) inhibiting formation of small scale
structures.
Our findings also hinge on the assumption that the
SDT process is relatively insensitive to details of evolu-
tion on scales unresolved in our simulations. This re-
mains to be demonstrated, ideally in the course of dedi-
cated highly-resolved model calculations of compression-
ally heated fuel-rich degenerate mixtures. It will be a
daunting task. If any parallel can be drawn, experience
accumulated by modelers of inertially confined fusion
systems might be of great help in such studies (Atzeni &
Meyer-ter-Vehn 2004; Drake 2006). Even if such models
are successfully constructed, many doubts will remain re-
garding the outcome of such calculations given how lim-
ited our knowledge about real systems is. For example,
as we mentioned before (PCL), although we consider a
pure carbon/oxygen progenitor it is almost certain that
in nature progenitor’s surface layers contain admixture
of helium (Nomoto 1982; Yoon & Langer 2005b). Com-
positional changes will affect energetics of nuclear burn
adding entirely new dimension to the problem.
Being mindful of numerous simplifying assumptions
and model inaccuracies, the essential findings of this
work are, therefore, rather modest and can be sum-
marized as evidence of strong, localized, and prolonged
shock heating in regions rich in fuel. We note that these
are necessary conditions for shock-to-detonation transi-
tion to occur. We believe this observation is independent
of particular details of our model, especially numerics,
making SDT one of prime suspects for triggering deto-
nations in SN Ia.
However, even if no seed point forms a detonation
through SDT, this second, after the initial deflagration,
failure to unbind the star in no way automatically im-
plies supernova will not occur. Perhaps just the opposite.
The extensive large-scale mixing of deflagration products
with unburned outer stellar layers combined with abun-
dantly present strong acoustic perturbations appear the
conditions are ripe for the Zeldovich gradient mechanism
(Khokhlov, Oran, & Wheeler 1997). We may expect that
for rotating progenitors (Yoon & Langer 2005a) pertur-
bations of surface layers will be even stronger due to
presence of additional shear component. If all these op-
portunities are missed, the white dwarf might still be
given another chance to produce the supernova. A failed
attempt to explode would then be a beginning of a cy-
cle that repeats, perhaps several times, as the expanded
white dwarf eventually cools down, shrinks, and prepares
for another ignition. That is, the explosion process might
be a lengthy one, a kind of laborious slow death.
As the observations improve, we are also beginning
to collect evidence that the degree of diversity of SN Ia
might be greater than original anticipated (or desired!).
Recent observations of the peculiar supernova SN 2002cx
by Jha et al. (2006) argue in favor of low energy explosion
and large degree of mixing in this object, two character-
istics that essentially preclude any involvement of a det-
onation in the explosion process. Other objects listed by
Jha et al. (2006) may belong to SN 2002cx class. These
rare peculiar supernovae might be genuine examples of
pure deflagrations. Or perhaps these are objects that
underwent several failed deflagrations leaving only small
amount of material to fuel the detonation. If so, normally
bright supernovae might be DFDs that succeeded early,
with the occurrence of a detonation (or lack thereof) be-
ing the primary element determining the observational
properties of a given event.
On the other hand, SNe Ia display some characteris-
tics that we find difficult to explain in the framework
of pure deflagrations. One example are iron-rich clumps
found in Type Ia SNRs (Warren & Hughes 2004; War-
ren et al. 2005). In the model proposed here, the inner
ring of intermediate elements seems to be a natural site
for producing nickel-rich blobs that may float away from
the central core (Blondin, Borkowski, & Reynolds 2001;
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Wang & Chevalier 2001). Those radioactive blobs may
also be explained in pure deflagration models that nat-
urally produce clumpy ejecta. However, dominant and
isolated regions rich in iron-group elements like the one
observed in Tycho SNR (Vancura, Gorenstein, & Hughes
1995; Warren et al. 2005) can hardly be produced in a
pure deflagration in which several such regions are ex-
pected to be simultaneously present. In DFDs, such an
isolated clump located near the outer edge of the super-
nova remnant might be a material burned deep in the
progenitor core and transported to the stellar surface by
one of the deflagrating bubbles.
We cannot address the above question without detailed
nucleosynthesis calculations. This is one of the possi-
ble future directions for research. In addition, the re-
laxation of the assumption of axial symmetry, although
costly, will be necessary. But even with only the current
approximate nucleosynthesis and simplified geometry of
the problem, we are in a position to conduct prelimi-
nary validation studies against observations for a subset
of DFD models. This will be the subject of the next
communication in this series.
Todd Dupont and Dan Kasen provided me with both
support and encouragement for continuing this work. I
would like to thank Timur Linde for contributing the
flame surface integrator, Frank Timmes for providing
the initial white dwarf model, Bronson Messer for help-
ing in verifying and developing the approximate defla-
gration network, Cal Jordan for extending the original
nuclear burning network, and the anonymous referee for
comments that led to the improvements of the initial
version of the paper. I enjoyed stimulating and help-
ful discussions with Carles Badenes, Peter Ho¨flich, Dan
Kasen, Alexei Khokhlov, Jens Niemeyer, and Joe Shep-
herd. This work is supported in part by the U.S. Depart-
ment of Energy under Grant No. B523820 to the Center
for Astrophysical Thermonuclear Flashes at the Univer-
sity of Chicago. It benefited from the INCITE award and
later computing allocations provided by the National En-
ergy Research Scientific Computing Center, which is sup-
ported by the Office of Science of the U.S. Department of
Energy under Contract No. DE-AC03-76SF00098. Ad-
ditional computations were performed on the Teraport
cluster, part of the Teraport project at the University
of Chicago funded through National Science Foundation
Grant No. 0321253.
REFERENCES
Anderson, S. E., & Woodward, P. R. 1995, available at
www.lcse.umn.edu/research/sppm/README.html
Arnett, W. D. 1969, Ap&SS, 5, 180
Arnett, W. D. 1974, ApJ, 191, 727
Arnett, D. 1994, ApJ, 427, 932
Arnett, D. 1996, Supernovae and Nucleosynthesis (Princeton:
PUP)
Arnett, D., & Livne, E. 1994a, ApJ, 427, 315
Arnett, D., & Livne, E. 1994b, ApJ, 427, 330
Arnett, W. D., Truran, J. W., & Woosley, S. E. 1974, ApJ, 165, 87
Atzeni, S., & Meyer-ter-Vehn, J. 2004, The Physics of Inertial
Fusion, (Oxford: Clarendon)
Bdzil, J. B., & Kapila, A. K. 1992, Phys. Fluids A, 4, 409
Blinnikov, S. I., et al. 2006, A&A, 453, 229
Blondin, J. M., Borkowski, K. J., & Reynolds, S. P. 2001, ApJ,
557, 782
Branch, D., et al. 1995, PASP, 107, 1019
Calder, A. C., et al. 2002, ApJS, 143, 201
Calder, A. C., et al. 2004, preprint (astro-ph/0405162)
Chertkov, M. 2003, Phys. Rev. Lett., 91, 115001
Chugai, N. N., Chevalier, R. A., & Lundqvist, P. 2004, MNRAS,
355, 627
Drake, R. P. 2006, High-Energy-Density Physics: Fundamentals,
Inertial Fusion, and Experimental Astrophysics, (Berlin:
Springer)
Falle, S. 2002, Ap&SS, 272, 145
Fickett, W., & Davis, W. C. 2001, Detonation: Theory and
Experiment (New York: Dover)
Fowler, W. A., & Hoyle, P. 1964, ApJS, 9, 201
Fryxell, B. A., Mu¨ller, E., & Arnett, W. D. 1989,
Max-Planck-Institut fu¨r Astrophysik, Preprint 449, (Garching:
MPA)
Fryxell, B., et al. 2000, ApJS, 131, 273
Gamezo, V., et al. 1999, ApJ, 512, 827
Gamezo, V., et al. 2003, Science, 299, 77
Gamezo, V. N., Khokhlov, A. M., & Oran, E. S. 2004, PRL, 92,
211102
Gamezo, V. N., Khokhlov, A. M., & Oran, E. S. 2005, ApJ, 2005,
623, 337
Garcia-Senz, D., & Bravo, E. 2005, A&A, 430, 585
Garcia-Senz, D., & Woosley, S. E. 1995, ApJ, 454, 895
Golombek, I., & Niemeyer, J. C. 2005, A&A, 438, 611
Guerrero, J., Garci´ıa-Berro, E., & Isern, J. 2004, A&A, 413, 257
Hamuy, M., et al. 2003, Nature, 424, 651
Hoyle, P. & Fowler, W. A. 1964, ApJ, 132, 565
Ho¨flich, P., et al. 2002, ApJ, 568, 791
Ho¨flich, P. 2005, in 1604–2004: Supernovae as Cosmological
Lighthouses, ASP Conference Series, Vol. 342, ed. M. Turatto,
S. Benetti, L. Zampieri, and W. Shea (San Francisco: ASP), 372
Ho¨flich, P. & Khokhlov, A. 1996, ApJ, 457, 500
Ho¨flich, P., et al. 2004, ApJ, 617, 1258
Ho¨flich, P., & Stein, J. 2002, ApJ, 568, 779
Iben, I., Jr., & Tutukov, A. V. 1984, ApJS, 54, 335
Jha, S., et al., 2006, AJ, 132, 189
Kane, J., et al. 2000, ApJ, 528, 989
Kasen, D., & Plewa, T. 2005, ApJ, 622, L41
Kasen, D., & Plewa, T. 2006, ApJ, submitted
Khokhlov, A. M. 1983, Sov. Astron. Lett., 9, 160
Khokhlov, A. M. 1989, MNRAS, 239, 785
Khokhlov, A. M. 1991, A&A, 245, 114
Khokhlov, A. M. 1995, ApJ, 449, 695
Khokhlov, A. M. 2000, preprint (astro-ph/0008463)
Khokhlov, A., Mu¨ller, E., & Ho¨flich, P. 1993, A&A, 270, 223
Khokhlov, A. M, Oran, E. S., & Wheeler, J. C. 1997, ApJ, 478,
678
Kozma, C., et al. 2005, A&A, 437, 983
Kuhlen, M., Woosley, S. E., & Glatzmaier, G. A. 2006, ApJ, 640,
407
Lanz, T., et al. 2005, ApJ, 619, 517
Leonard, D. C., et al. 2005, ApJ, 632, 450
Livio, M, & Riess, A. G. 2003, ApJ, 594, L93
Livne, E. 1993, ApJ, 406, L17
Livne, E., & Arnett, D. 1993, ApJ, 415, L107
Livne, E., & Arnett, D. 1995, ApJ, 452, 62
Livne, E., Asida, S. M., & Ho¨flich, P. 2005, ApJ, 632, 443
Mannucci, F., Della Valle, M., & Panagia, N. 2006, MNRAS, 370,
773
Mu¨ller, E. 1986, A&A, 162, 103
Mu¨ller, E., & Arnett, W. D. 1982, ApJ, 261, L109
Mu¨ller, E., & Arnett, W. D. 1986, ApJ, 307, 619
Napiwotzki, R., et al. 2003, in From Twilight to Highlight: The
Physics of Supernovae, ESO Astrophysics Symposia Vol. XVII,
ed. W. Hillebrandt & B. Leibundgut, (Berlin: Springer), 134
Napiwotzki, R., et al. 2005, in 4th European Workshop on White
Dwarfs, ASP Conf. Ser. Vol. 334, ed. D. Koester & S. Moehler,
(San Francisco: ASP), 375
Niemeyer, J. C. 1995, Ph.D. thesis, Max-Planck-Institut fu¨r
Astrophysik, Garching
Dynamics of Detonating Failed Deflagrations 21
Niemeyer, J. C., Hillebrandt, W., & Woosley, S. E. 1996, ApJ,
471, 903
Nomoto, K. 1982, ApJ, 253, 798
Nomoto, K., Sugimoto, D., & Neo, S. 1976, Ap&SS, 39, L37
Nomoto, K., Thielemann, F.-K., & Yokoi, K. 1984, ApJ, 286, 644
Pantano, C., et al. 2005, J. Comput. Phys., in press
Plewa, T., Calder, A. C., & Lamb, D. Q. 2004, ApJ, 612, L37
(PCL)
Piersanti, L., et al. 2003, ApJ, 598, 1229
Quirk, J. J. 1991, Ph.D. thesis, Cranfield Institute of Technology
Quirk, J. J. 1994, Int. J. Numer. Methods Fluids, 18, 555
Reinecke, M., Hillebrandt, W., & Niemeyer, J. C. 1999, A&A,
347, 739
Reinecke, M., Hillebrandt, W., & Niemeyer, J. C. 2002, A&A,
386, 936
Reinecke, M., Hillebrandt, W., & Niemeyer, J. C. 2002, A&A,
391, 1167
Ro¨pke, F. K. 2005, A&A, 432, 969
Ro¨pke, F. K., & Hillebrandt, W. 2005a, A&A, 429, L29
Ro¨pke, F. K., & Hillebrandt, W. 2005b, A&A, 431, 635
Ro¨pke, F. K., et al. 2006, A&A, 448, 1
Ro¨pke, F. K., et al. 2006, A&A, 453, 203
Ruiz-Lapuente, P., Comeron, F., Me´ndez, J., et al. 2004, Nature,
431, 1069
Schmidt, W., Hillebrandt, W., & Niemeyer, J. C. 2005,
Combustion Theory and Modelling, 9, 693
Schmidt, W., & Niemeyer, J. C. 2006, A&A, 446, 627
Sharpe, G. J. 2001, MNRAS, 322, 614
Sharpe, G. J. 2002, Phys. Fluids, 14, 4372
Starrfield, S., Timmes, F. X., Hix, W. R., et al. 2004, ApJ, 612,
L53
Stritzinger, M., et al. 2006, a˚, submitted (astro-ph/0609232)
Suleimanov, V. F., & Ibragimov, A. .A. 2003, Astron. Rep., 47,
197
Timmes, F. X. 2001, available at
www.cococubed.com/code pages/net torch.shtml
Timmes, F. X., & Woosley, S. E. 1992, ApJ, 396, 649
Travaglio, C., Hillebrandt, W., & Reinecke, M. 2006, A&A, 443,
1007
Trucano, T. G., Pilch, M., Oberkampf, W. L. 2003, Sandia
Report SAND2003-2752, (Albuquerque: SNL)
Vancura, O., Gorenstein, P., & Hughes, J. P. 1995, ApJ, 441, 680
Vladimirova, N., Weirs, V. G., & Ryzhik, L. 2006, Combustion
Theory and Modelling, 10, 727
Wang, C. Y., & Chevalier, R. A. 2001, ApJ, 549, 1119
Wang, L., et al. 2004, ApJ, submitted (astro-ph/0409593)
Warren, J. S., & Hughes, J. P. 2004, ApJ, 608, 261
Warren, J. S., et al. 2005, ApJ, 634, 376
Webbink, R. F. 1984, ApJ, 277, 355
Weirs, G., et al. 2005, Ap&SS, 298, 341
Whelan, J., & Iben, I. 1973, ApJ, 186, 1007
Woosley, S. E. 1990, in Supernovae, ed. A. G. Petschek, (New
York: Springer), 182
Woosley, S. E., Wunsch, S., & Kuhlen, M. 2004, ApJ, 607, 921
Wunsch, S., & Woosley, S. E. 2004, ApJ, 616, 1102
Yoon, S.-C., Langer, N. 2005a, A&A, 435, 967
Yoon, S.-C., Langer, N. 2005b, in Interacting Binaries: Accretion,
Evolution, and Outcome, AIP Conf. Proc. 797, ed. L. Burderi,
L. A. Antonelli, F. D. D’Antona, T. Di Salvo, G. Luca Israel,
L. Piersanti, A. Tornambe, and O. Straniero, (New Yor:
Springer), 651
Yoon, S.-C., Langer, N., & Scheithauer, S. 2004, A&A, 425, 217
Zhang, J., et al. 2006, ApJS, in press
