Abstract
Introduction
The efficient processing of (queries in database systems, and specifically in very large numerical databases is an important research problem [8, 13, 16, 171 . When the precise attribute values are not significant in answering a query, using an approximate representation can reduce the storage space for loading the database and the time for searching the liarge amount of information. Through a good choice of representation, a class of queries including aggregate queries can be supported. We propose t o use regression techniques to approximate the actual attribute values of the data. Regression analysis is a statistical technique for investigating multidimensional/multivariate data. It provides a conceptually simple method for establishing a functional relationships among variables [Z] . We applied Least Squares Regression, which minimizes the sum of squares of differences between the observed values and the corresponding approximate values, to compute the set of coefficients of the fitting function. We refer to databases that use regression functions to model numerical data as "regression databases." Queries on actual data can be mapped to queries on regression databases. Query answers, evaluated against the regression database, are an approximation of the exact answers against the actual data. The contributions of this work include the development of a framework to build regression databases for approximate query answering: first we analyze the data to choose a function that best fits it and a regression technique to compute the set of coefficients of the fitting function. Second we derive the coefficients from the data; third we maintain the regression database using a.daptive techniques. Different maintenance algorithms, that deal with different fitting functions and criteria, were developed. An experimental prototype was implemented to evaluate the approach in terms of realizability, and efficiency. Section 2 introduces regression analysis and curve fitt.ing. A general framework to build regression databases is presented in Section 3, while the details of algorithms which were developed and implemented are described in Section 4. An evaluation of these algorithms is then presented in Section 5. Finally Section 6 concludes this work and gives a direction for future research.
Regression Analysis
We overview linear regression models in regression analysis. The basic form of that model is Y = Po + Pixi + PzXz + . + PpXp + e where X i , X z , . . . , X , are independent variables or ezplanatory variables, and Y is the dependent variable or response variable. Po, Pi, Pz, . -. , Pp are called the regression coefficients or regression parameters and determined from the data. The error e is assumed to be a random disturbance with mean 0 and a common variance denoted by a'.
When we say that a model is linear or nonlinear, we are referring to linearity or nonlinearit,y in the parameters [6] . Xi can be X:, l / X i , X i X j , X i l X j , or logX,, sinX,, X i , or any other transforms of X i , or combination of any of these transforms. These forms can be chosen into a regression model as the basis fitting function. Additional details can be found in [l, 2 , 6, 141.
The objective is t o estimate the regression coefficients from the observed data so that the regression model best represents the set of observations. There are various regression methods that correspond to different definitions of what "best represents" stands for. Consider a one-dimensional data set with n observations and p independent variables. Let Y = XP + e where The LS method minimizes the squares of the residuals, that is, minimizes Cy=l e! . The LS estimate is the best linear unbiased estimate [l] . The disadvantage is that it assumes that the random errors are normally distributed and allows "outlying" data points to influence the final determination of the regression function parameters.
Before using regression techniques, we need to choose a set of basis functions that may fit the set of observations. The problem to be addressed relates to which functions and regression techniques to choose. The data distribution and the error distribution need to be analyzed. For example, if the data set has periods one may use trigonometric functions. If the error population is assumed to be normally distributed, Least Squares Regression may be used. In this work, we focused on two classes of basis functions: polynomial interpolation and Fourier Series.
Polynomial Interpolation
The most elementary notion of curve fitting is that of interpolation [14, 241. The goal of interpolation is to derive coefficients of a polynomial function that exactly fits a given set of data points. For regression databases, we are interested in the case where there are more conditions to be satisfied than parameters to be adjusted.
For example, f(z) = a 0 + a l a + . . . + a 6~~ may be given, and we are required to find the set of coefficients which best approximates a set of i >> 7 observations (zi, fi) (f; denotes f ( z i ) ) . we need to solve the matrix equation It is well known that A = ( X T X ) -l X T F gives the coefficients that minimize the sum of the squares of differences between the observations an_d the approxima- Increasing the number of terms of the Fourier series does not suffer from the rounding error problem as much as polynomials. But simply increasing the number of terms will need additional storage space and may not, improve the performance much.
Framework for Approximate Query

Answering
In this section, we propose a general framework to build regression databases and discuss some issues associated with the framework.
Framework
Given a multidimensional/multivariate dat,a set, the general framework for building and using regression databases includes three main steps:
1. Data Analysis which can be viewed as model construction. It is used to determine the characteristic of the data distribution. Within this step, a class of curve fitting functions as well as the regression technique that may be used to fit the data set are determined and selected.
2. Regression Function Generation. Based on the chosen regression technique and curve fitting niethods, the set of coefficients suchi that the fitting function best fits the data set are computed. In our work we chose LSR coupled with the c.lass of polynomial interpolation or Fourier Series as basis functions. We also propose and test a variation of LSR which is referred to as "relaxation" LSR.
One must then check if the regression function "best"
represents the data set. If the relative error between the actual value and the corresponding function value as bounding boxes for data sets. A fitting function is associated with the region covered by a bounding hypercube. In response to an update, the objective is to adap-' tively modify the regression function associated with the bounding box which is the target of the update. For example, after a new data point is added to a region, one needs to determine the suitability of the regression function associated with that region. If the relative error between the new data point and the corresponding function value is greater than a prespecified tolerable error E , a new function needs to be derived (Step 2). From time to time, recomputing a new function that satisfies E may not be possible. In this case, the region is split into two subregions, by dividing the bounding hypercube along one dimension. Then a fitting function is derived for each region (Step 2). Optionally, one can just derive a new function for the region containing the new data point, and use the previous one for the other region. In some situations, it may be possible to switch to another class of basis fitting functions and regression technique, which implies restarting from Step 1.
Issues
There are some design and research issues associated with each step: 1. Data Analysis. It is often the case that a single function is not sufficient to approximate the data set within E . In many cases, the data set needs to be divided into several segments so that each segment can be accurately approximated.
Furthermore for a set of data segments, different classes of basis functions and regression techniques may need to be associated with one or more segments. The choice of a suitable function depends on the data distribution of the segment. For example, if the segment has periods we may use trigonometric functions; if the segment has poles, we may use rational functions.
For the work reported here, we have analyzed the use of Fourier series and polynomials only. Although the appropriate regression technique depends on the nature of the data, and should be chosen dynamically, we used the LSR technique. Further investigations on this subject will be necessary.
Finally, the problem associated with the selection of a suitable data structure to hold the bounding boxes and associated fitting functions is within the field of study of indexing techniques, and out of our current scope. One can use current available access index structures.
2. Regression Function Generation. For this step, issues associated with efficiency, computation and storage overhead are considered.
. :: 1 Using all data points in a segment to compute the coefficients may be slow. To speed up the computation. one might just want to use a subset of representative data points to compute the coefficients without losing much accuracy. Sampling techniques have been proposed for that purpose [5, 10, 11, 19, 201 .
The space required to store the computed matrix depends on the number of data points "n" as well as the number of coefficients of the fitting function. Increasing the number of coefficients may increase the accuracy of the fitting function, at the expense of an increase in storage overhead. Assume fo is the mean size of segments and d is the dimension of the data set. Immediate or delayed updates may be adopted. Two of the algorithms proposed and studied in this work use delayed update propagation with the use of overflow arrays. Whenever a data segment needs to be split into two new segments, different split criteria can be followed. For example an equal density criterion would result into each segmeni having the same number of data points, while an equal range criterion results into segments that cover equal absolute ranges of the dimension of the split. Another technique would be to chose the boundary between segments as the value of the newly inserted data point along the split. Relative error and absolute error both have advantages and disadvantages. Which should be chosen depends on the applications [4].
Implementation
We implemented three different algorithms within the framework. The implementation and evaluation parameters for each algorithm are tabulated in Table 2 .
The algorithms were tested using a 2-dimensional synthetic database and two real databases (refer to Section 5). Each algorithm has two main parts that are briefly described: a pre-processing module and an update module. We also discuss how queries are processed.
Algorithm-A: Naive Segmentation
This is a basic naive algorithm that essentially keeps splitting the data into smaller segments until each indi- (c) If the relative error of the estimate to the true value is not less than E {split the bounding box into two regions; for each bounding box, call the pre-processing module; }
Algorithm-B: Delayed Segmentation
This algorithm follows a "delayed commitment" strategy. The idea is to associate an "overflow" array with each bounding box. This structure can contain a t most N points and is used to delay splitting or merging the data Segments and thus recomputing the coefficients of fitting functions. The two modules as as follows:
1. Pre-processing 
Problems with LSR
The main characteristic of ILSR is that it advocates "egalitarianism" which makes ',Lgood" points and "bad" points all become "fair" points. In other words, it gives great emphasis to large errors, and little emphasis to small ones. For example, it prefers 10 errors of size 1 to one error of size 4 because 4' ; > XE, 1' = 10.
Consequently, the presence of some "outlying" data points can distort the trend of the fitting curve. For example, using a synthetic database (Table 3 ) , we observe that when using a 6th order polynomial fit and with ~= 0 . 0 5 , fitting the 1000 points in one bounding box results in only 518 "goocl" points whose relative errors are within 0.05, although there are 566 synthetically generated "good" points. This is beca.use LSR advocates "egalitarianism" wh:ich makes "good" points and "bad" points all become "€air" points.
Therefore, t o get a reasonable fitting curve which fits most data points, it is better to delete the "outlying" data points first, then fit the remaining data points. In Figure 1 the curve fitted b:y LSR is shown in solid line. If we delete the two "out1:ying" data points and fit the remaining data points, we get, the more reasonable dashed line curve2.
The objective is then to find the "best" function that can fit most data points within E . In other words we want to minimize the the nuniber of points in the overflow array. To solve this problem, we propose a heuristic with Algorithm-C which we refer to as the relaxation fit or relaxation LSR.
Algorithm-C: Relaxation LSR
This algorithm aims a t fitting most data points by reducing the number of "outlying" points in the overflow array. This should result in an increase of the compression ratio.
If we delete all "bad" points a t the same time, then many "good" points will also be deleted since they appear "bad" with respect t,o the wrong fitting curve. It is best to incrementally delete "bad" points, by deleting the "worst" points first. This technique is referred to as "relaxation LSR."
The issue is to det,ermine which points are "bad," which are "worse" and which are the "worst." This determines the width of emor levels. Our proposed algorithm is based on a heuristic observation: Because the "worse" the points are, the less the number of the points, we divide the "bad" points into different width levels. The largest error level is E + 1OL; the second largest one is E + 6L; the third largest one is E + 3L; the fourth largest one is E + L ; and the fifth largest one is E . The widths between the two successive error levels are 4L, 3L, 2L, and L, respectively. One can change the number of levels in the algorithm. The more the number of the e r r o r levels, the better the results; however, the longer the time it takes to iteratively fit the data. The two inodules as as follows: 
Adding a new data element
This module is similar to the one for Algorithm-B.
Query Processing
In the case of Algorithm A, a query is processed by applying it against the regression database returning an approximate answer. For Algorithms B and C, the overflow structures are used first. If the query can be answered then the answer is returned. If not, then the query is processed against the regression database, returning an approximate answer.
Analysis and Evaluation
ferent data sets Synthetic data set
The synthetic data set consists of 1,000 data points, generated from a 6-th order polynomial function perturbed by multiplying by a uniform random variable, keeping the average relative error within 5%.
The second row in Table 3 shows the distribution of perturba.tions of the synthetic data set. The third and fourth rows show the distribution of the relative errors of approximate values fitted with a G-degree and an 8-degree polynomial respectively; with respect to the corresponding actual values.
Test Data Sets and Evaluation Criteria
The different algorithms were evaluated with 3 dif- Temperature data set The temperature data set, was extracted from the GEDEX CD-ROM as well. It consists of a more restricted set of average rnonthly temperatures over a 20 year period for a specific spatial location.
Evaluation Criteria Soiiie of the criteria which can be used to evaluate the performance of regression database are:
1. Compression ratio. This parameter is a measure of how many data points can be mapped to a single function in practical situations.
.
Precision. The accuracy of answers provided by the regression database to a class of queries including aggregate queries (e.g. COUNT, RANGE, AVER-AGE).
3.
Robustness. This test evaluates the behavior of the method in the presence of missing information from the original database..
4.
Query speed. The response time in answering a query by the regression database.
Maintenance Ejjiciency.
This relates to the computational as well as the 1 / 0 overhead associated with the adaptive maintenance techniques.
Our current evaluation focused on the compression ratio, precision and robustness of the techniques.
Tests with the synthetic database
0 Algorithm-A: We observed that, when attempting to fit. the data with a Gth degree polynomial, the data set is split repetitively and 153 bounding boxes are generated. The algorithm is essentially free running with no control on the number of splits. As expected, it results in low compression ratios, due t o its high susceptibility to "outlier" points. 0 Algorithm-B: Table 4 : Storage overhead correlated to the average number of "outlying" points in each bounding box.
(Algorithm-B, polynomial fit of degree 6, and E = 0.05)
As expected, we observe that the number of bounding boxes decreases as we increase the capacity of the overflow arrays. The resulting curves can be used for interpolation, but the storage overhead associated with this algorithm is still unacceptable. 0 Algorithm-C: Table 5 : Fit of synthetic data set with G-degree polynomial using Algorithm-C Table 6 : Relative errors for solar data set fit with polynomisl versus Fourier series Table 5 shows data points distributions with respect to the relative error levels, when fitting the synthetic data set with a &degree polynomial using Algoritl1m-C. One can observe that there is i t limit to deleting ''bad" points. If this limit is exceeded, the performance will degrade. For example consider the number of points whose relative error is with 0.05. Deleting points whose relative errors are greater than 0.1 (iteration 4), results in a 522 points instead of the 544 points when deleting the points with relative error greater than 0.2 (iteration 3). Algorithm-C adjusts by picking the best fit (iteration 5). Furthermore, due to the use of a polynomial
The objective here is to use algorithm C and find a polynomial function or a Fourier series of n terms that fit the Gedex solar data within E = 0.002. In this test, we attempted to fit the data in one box and computed the relative errors. Table 5 .3 shows maximum relative errors and average relative errors when fitting with polynolnial versus Fourier series while the degree of the polynomial and the number of terms of Fourier series are increased. The maximum relative error was 30ne could actually evaluate other techniques such M Fourier Transforms set to _< 0.002. One can observe that using a 6-degree polynomial to fit the solar data set outperforms the corresponding 6-term (and even the 8-term) Fourier series (Figures 2 and 3) . On the other hand, neither of them satisfies the requirement. Increasing the degree of the polynomial does not improve the performance; the maximum relative errors are worse and the average relative errors are not stable. A 50-degree polynomial cannot get the precise coefficients due to the propagation of rounding errors. On the other hand when we increase the number of terms of the Fourier series, the maximum relative errors and the average relative errors decrease.
A 20-term Fourier series satisfies the requirement (Figures 4 and 5) . Table 7 shows the distribution of the data points with respect to the relative error levels, when fitting the solar data set with a 50-term Fourier Series using Algorithm-C. If E is set to 0.002, the compression ratio is 188:1, which is a practically useful ratio (Refer to Table 8) . If E is set to 0.0005 (illustrated in Figure 6 ), the compression ratio drops to 8.16:l. Obviously, lower precision imply higher compression ratios. We observe that for both test cases, the precision is high and the query speed is negligible. On the other hand, the off-line processing overhead is noticeable, but is acceptable.
We further fitted the, GEDEX extracted, temperature data set with a 40-term Fourier series using Algorithm-C, setting (absolute error) E = 6'C (Table  9 and Figure 7) . We observed high precision in the results and negligible query speed. The off-line algorithm needed 4 seconds to preprocess. On the other hand, the compression ratio was low and is attributed to the small data set under consideration. We can expect that increasing the number of data points while keeping the 
Robustness tests
Robustness tests were performed on both Algorithm B and C, using either a 6-degree polynomial or a 50-term Fourier series.
Algorithm-B on the synthetic data set
For this case we fitted the data points with a 6-degree polynomial function. We used the fitted curve to compute the average by integration and compared it to the true average (which is 11.504342). We then successively deleted 10, 20, 50, 100 data points. Each test was repeated 10 times and the results averaged. Relative errors are tabulated in Table 10 It is observed that the relative errors are stable and %thus the function is reliable.
Algorithm-C on the solar data set
Algorithm-C was tested using a 50-term Fourier series. The data set included 4,794 data points. We performed the test over intervals of different widths over the range of data values. For each widths of an interval (referred to as a sliding window), th test was repeated 10 times and the results averaged. The sliding window width were 5%, lo%, and 20% respectively. The average over each interval was computed using the real data set, and then integration over the fitting function.
Finally, we randomly deleted 5% (and 10%) of the data set and fitted the remaining points. We then repeated the tests with the sliding windows. The results are tabulated in 
Comparisons with other approaches
No existing methods that we know of supports the notions of approximate query answering based on regression techniques, similar to the ones presented in this Previous work on query optimization concentrated on designing fast index structures. Our approach can quickly respond to queries because we avoid searching the index, but simply calculate the fitting function and return the approximating value5. Meanwhile, we do not need t o store the index structure in addition to the original database. We only need to store the regression database which includes the sets of coefficients of the fitting functions and the overflow arrays. Yet, our approach is achieved a t the cost of the accuracy of the query results.
Recent work on query optimization essentially attempt to m a p the distribution of the actual data by statistical methods [7, 9, 12, 15, 18, 19, 22, 251 . We intend to m a p the actual data directly against regression functions. With histogram methods [18, 221 , one needs to store the detailed statistics about the database. Parametric methods have a problem 171: if no known statistical model fits the act,ual distribution, any attempt to approximate the distribution will be in vain. Sampling methods are rather costly due to run-time disk 'Discussions in this section are qualitative and are not definitive 'When there are more than one bounding box associated with a fitting function in our regression database, we f i s t search into which box the queried data point is falling, then we can use the corresponding fitting function to compute the approximating value. However, searching for the box within some boxes is much faster than searching for a data point within thousands of data points. 1/0 [9, 12, 15, 191 . Curve fitting methods are similar to our approach [as] . For example, Chen and Roussopoulos proposed a method of approximating the attribute value distribution by a polynomial function using a query feedback mechanism [3] . Their approach is useful when queries cover a small range of the database. By contrast, our approach provides approximate query answers over the full range and is based on the actual data values.
Conclusions and Future Work
A general framework for building regression databases was proposed. Regression databases can be used for approximate but efficient query processing in large scientific and numerical databases. Queries on databases can be mapped to queries on the associated regression functions. Answers from fitting functions are used as an approximation of the exact answer against the actual data.
To evaluate the ideas, we implemented three different algorithms: a naive non-controlled algorithm, a controlled split algorithm and a third algorithm that uses a "relaxation" of LSR to cope with outlier data points. We performed various experiments using a synthetic as well as real data sets from the GEDEX database [all. Experimental results indicate that our approach is promising in that it can achieve a 188:l compression ratio over the original database while at the same time being able to provide answers to queries within a relative tolerable error as low as 0.002.
In situations where precise values are not necessary (for example, to estimate temperature and rainfall), our approach is useful. In addition, our approach is robust when the database suffers from loss of information. Moreover, the derived regression functions can be used for extrapolation, providing forecast for future. This would be part of future research on extrapolation techniques.
To reduce the space overhead of the regression database while at the same time providing accurate answers to queries, the regression functions should be able to fit most data points in the original database. However no known regression technique exists for this purpose. We used LSR as a starting point in our framework, and proposed a technique called "relaxation LSR" to overcome the disadvantages of LSR.
Several topics exist for future research. Many were outlined in Section 3. Furthermore, we are planning to address other topics includiing investigating the use of sampling techniques in order to speed up the computation of regression coefficients; further evaluation of different adaptive algorithms for curve fitting very large numerical data sets, and expanding on the prototype. Finally we will be investigating the use of such techniques to extend current data models to include interpolation, curve fitting and extrapolation techniques as basic constructs in numerical databases. Other areas of application, such as use for multi-media audio and video data signatures will be investigated.
