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Abstract
In this paper we study some combinatorial aspects of the singular Artin monoids.
Firstly, we show that a singular Artin monoid SA can be presented as a semidirect
product of a graph monoid with its associated Artin group A. Such a decomposition
implies that a singular Artin monoid embeds in a group. Secondly, we give a solution
to the word problem for the FC type singular Artin monoids. Afterwards, we show
that FC type singular Artin monoids have the FRZ property. Briefly speaking,
this property says that the centralizer in SA of any non-zero power of a standard
singular generator τs coincides with the centralizer of any non-zero power of the
corresponding non-singular generator σs. Finally, we prove Birman’s conjecture,
namely, that the desingularization map η : SA→ Z[A] is injective, for right-angled
singular Artin monoids.
AMS Subject Classification: Primary 20F36.
1 Introduction
Let S be a finite set. Recall that a Coxeter matrix over S is a matrix M = (ms t)s,t∈S
indexed by the elements of S and such that ms s = 1 for all s ∈ S, and ms t = mt s ∈
{2, 3, 4, . . . ,+∞} for all s, t ∈ S, s 6= t. A Coxeter matrix M = (ms t) is usually rep-
resented by its Coxeter graph, Γ, which is defined as follows. S is the set of vertices of
Γ, two vertices s, t are joined by an edge if ms t ≥ 3, and this edge is labelled by ms t if
ms t ≥ 4. If a, b are two letters and m ∈ Z≥2, then we denote by w(m : a, b) the word
. . . bab of length m. We take an abstract set S = {σs; s ∈ S} in one-to-one correspondence
with S, and we define the Artin group associated to Γ to be the group A = AΓ presented
by
A = AΓ = 〈S | w(ms t : σs, σt) = w(ms t : σt, σs) for s, t ∈ S, s 6= t and ms t < +∞〉 .
The Coxeter group associated to Γ is the quotient W =WΓ of A by the relations σ
2
s = 1,
s ∈ S.
Take X ⊂ S and put SX = {σs; s ∈ X}. We denote by AX the subgroup of A
generated by SX , and by WX the subgroup of W generated by SX . Let ΓX be the full
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subgraph of Γ generated by X . Then AX is the Artin group associated to ΓX (see [32]
and [34]), and WX is the Coxeter group associated to ΓX (see [10]). The subgroup AX is
called standard parabolic subgroup of A, and WX is called standard parabolic subgroup of
W .
We say that Γ (or A) is of spherical type if W is finite, that Γ (or A) is right-angled if
ms t ∈ {2,+∞} for all s, t ∈ S, s 6= t, and that Γ (or A) is of type FC if, for all X ⊂ S,
either WX is finite, or there exist s, t ∈ X , s 6= t, such that ms t = +∞. Note that the
spherical type Artin groups as well as the right-angled Artin groups are both FC type
Artin groups. The number n = |S| is called the rank of A.
The first (non-abelian) example of Artin group which has appeared in the literature is
certainly the braid group Bn introduced by Artin [3] in 1925. One of the most important
works in the subject is a paper by Garside [23] where the word problem and the conjugacy
problem for Bn are solved. Garside’s ideas have been extended to all spherical type Artin
groups by Brieskorn, Saito [12], and Deligne [17] in 1972. These two papers, [12] and [17],
are the foundation of the theory of Artin groups, and, more specifically, of the spherical
type Artin groups. Right-angled Artin groups are also known as graph groups or as free
partially commutative groups. They have been widely studied, and their applications
extend to various domains like parallel computation, random walks, and cohomology of
groups. We mention, for example, the paper [8] where a group which is FP2 but note
finitely presented is constructed as a subgroup of some right-angled Artin group. Artin
groups of type FC have been introduced by Charney and Davis [15] in 1995 in their study
of the K(pi, 1)-problem for complements of infinite hyperplane arrangements associated
to reflection groups.
In the same way as the braid group Bn has been extended to the singular braid monoid
SBn (see [5] and [9]), the Artin groups can be extended to the singular Artin monoids
as follows. Take a new abstract set T = {τs; s ∈ S} in one-to-one correspondence with
S, and define the singular Artin monoid associated to Γ to be the monoid SA = SAΓ
presented as a monoid by the generating set S ∪S−1 ∪T , where S−1 = {σ−1s ; s ∈ S}, and
by the relations
σsσ
−1
s = σ
−1
s σs = 1 , for s ∈ S ,
σsτs = τsσs , for s ∈ S ,
w(ms t : σs, σt) = w(ms t : σt, σs) , for s, t ∈ S, s 6= t, and ms t < +∞ ,
w(ms t − 1 : σs, σt)τs = τs∧tw(ms t − 1 : σs, σt) , for s, t ∈ S, s 6= t, and ms t < +∞ ,
τsτt = τtτs , for s, t ∈ S, s 6= t, and ms t = 2 ,
where s ∧ t = s if ms t is even, and s ∧ t = t if ms t is odd. Observe that we have an
epimorphism θ : SA → A which sends σ±1s to σ
±1
s and τs to σs for all s ∈ S, and that
this epimorphism has a section ι : A → SA which sends σ±1s to σ
±1
s for all s ∈ S. In
particular, A embeds in SA.
The combinatorial study of the singular Artin monoids (of spherical type) has been
initiated by Corran [16] with techniques inspired from [12].
The purpose of the present paper is to study different combinatorial aspects of the
monoid SA.
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Firstly, in Section 2, we prove that SA can be decomposed as a semidirect product of
a so-called graph monoid with the Artin group A. A consequence of this decomposition
shall be that SA embeds in a group. Note that this last result has been previously proved
by Basset [7] and Keyman [30] with completely different proofs.
Sections 3 and 4 concern only singular Artin monoids of type FC. We solve the word
problem for SA in Section 3. In [21], Fenn, Rolfsen, and Zhu proved that the centralizer
in the singular braid monoid of a standard singular generator τj is equal to the centralizer
of any non-zero power of τj , and that this centralizer coincides with the centralizer of any
non-zero power of σj . This property, which we like to call FRZ property, is of importance
in the study of singular braids, and, in particular, in the proof of Birman’s conjecture for
braid groups (see [36]). In Section 4, we extend the FRZ property to all singular Artin
monoids of type FC.
Define the desingularization map as the multiplicative homomorphism η : SA→ Z[A]
which sends σ±1s to σ
±1
s and τs to σs − σ
−1
s for all s ∈ S. One of the main questions in
the subject, known as Birman’s conjecture, is to determine whether the desingularization
map is injective. This is known to be true for braid groups [36] and for rank 2 Artin
groups [20]. We prove Birman’s conjecture for right-angled Artin groups in Section 5.
The last section is dedicated to some questions for which we do not have any significant
result but that deserve to be mentioned.
2 Semidirect product structure
Our purpose in this section is to determine a decomposition of SA as a semidirect product
of a so-called graph monoid with the Artin group A. A first consequence of this decom-
position is that a singular Artin monoid embeds in a group. This decomposition shall be
also used in Sections 3 and 4 to solve the word problem and to prove the “FRZ property”
for singular Artin monoids of type FC.
Let G be a (standard) graph, let V be its set of vertices, and let E = E(G) be its set
of edges. Define the graph monoid of G to be the monoid M(G) presented as a monoid
by
M(G) = 〈V | uv = vu if {u, v} ∈ E〉+ .
The first (standard) graph that we shall consider is the graph Ωˆ defined by the following
data.
• Υˆ = {ατsα
−1;α ∈ A and s ∈ S} is the set of vertices of Ωˆ;
• {uˆ, vˆ} is an edge of Ωˆ if uˆvˆ = vˆuˆ in SA.
Proposition 2.1. We have SA =M(Ωˆ)⋊A.
Proof. We have a homomorphism f :M(Ωˆ)⋊ A→ SA defined by f(α) = α ∈ SA for
all α ∈ A, and f(uˆ) = uˆ ∈ SA for all uˆ ∈ Υˆ. Conversely, One can easily verify using the
presentation of SA that there is a homomorphism g : SA→M(Ωˆ)⋊ A which sends σ±1s
to σ±1s ∈ A, and τs to τs ∈ Υˆ, for all s ∈ S. Obviously, f ◦ g = Id and g ◦ f = Id. 
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Corollary 2.2. SA embeds in a group.
Proof. Let G(Ωˆ) be the group presented by G(Ωˆ) = 〈Υˆ | uˆvˆ = vˆuˆ if {uˆ, vˆ} ∈ E(Ωˆ)〉 .
ThenM(Ωˆ) embeds in G(Ωˆ) (see [19] and [18]), thus SA =M(Ωˆ)⋊A embeds in G(Ωˆ)⋊A.

3 The word problem
Note that a solution to the word problem for SA will also give a solution to the word
problem for the Artin group A. So, a reasonable approach would be to study the word
problem for those singular Artin monoids whose associated Artin groups have known
solutions to the word problem. In the case of Artin groups of type FC, a solution has
been found by Altobelli [2]. Another observation is that a given element of a graph
monoid M(G) has finitely many representatives and these representatives can be easily
listed. Other solutions to the word problem forM(G) can be found in [13], [41], and [19].
Now, assume that A is of type FC and consider the decomposition SA =M(Ωˆ)⋊A of the
previous section. By the above observations, in order to solve the word problem for SA,
it suffices to find an algorithm which decides whether two elements ατsα
−1 and βτtβ
−1 of
Υˆ are equal, and, if not, whether they commute or not. Such an algorithm can be easily
derived from Proposition 3.1 below together with Altobelli’s solution to the word problem
for A.
Define the graph Ω as follows.
• Υ = {ασsα
−1;α ∈ A and s ∈ S} is the set of vertices of Ω;
• {u, v} is an edge of Ω if uv = vu in A.
Proposition 3.1. Assume Γ to be of type FC. Then there exists an isomorphism ϕ : Ωˆ→
Ω which sends ατsα
−1 to ασsα
−1 for all α ∈ A and all s ∈ S.
The remainder of the section is dedicated to the proof of Proposition 3.1.
Define the Artin monoid associated to Γ to be the monoid A+ = A+Γ presented as a
monoid by
A+ = 〈S | w(ms t : σs, σt) = w(ms t : σt, σs) for s, t ∈ S, s 6= t, and ms t < +∞〉
+ .
By [35], the natural homomorphism A+ → A which sends σs to σs for all s ∈ S is injective.
We can define the length function lg : A+ → N which associates to each element of A+ the
length of any of its representatives with respect to the generating set S. Since the defining
relations of A+ are homogeneous, this function is well-defined and is a homomorphism of
monoids. For the same reason, we can define a partial order ≤R on A
+ by setting a ≤R b
if there exists c ∈ A+ such that ca = b. Now, the following proposition is a mixture of
several well-known facts on spherical type Artin groups.
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Proposition 3.2. Assume Γ to be of spherical type.
(1) (Brieskorn-Saito [12], Deligne [17]). (A+,≤R) is a lattice. The lattice opera-
tions of (A+,≤R) are denoted by ∧R and ∨R.
(2) (Brieskorn-Saito [12], Deligne [17]). Let s, t ∈ S, s 6= t. Then σs ∨R σt =
w(ms t : σs, σt) = w(ms t : σt, σs).
(3) (Brieskorn-Saito [12], Deligne [17]). Let ∆ = ∨R{σs; s ∈ S}. Then there
exists a permutation µ : S → S such that µ2 = Id and ∆σs∆
−1 = σµ(s) for all s ∈ S.
(4) (Brieskorn-Saito [12], Deligne [17]). Each α ∈ A can be written as α = a∆k
with a ∈ A+ and k ∈ Z.
(5) (Charney [14]). Each α ∈ A can be uniquely written as α = ab−1 with a, b ∈ A+
and a ∧R b = 1. Such an expression α = ab
−1 is called the Charney form of α.
(6) (Charney [14]). Let α ∈ A and u, v ∈ A+ such that α = uv−1. Then u = ac and
v = bc, where c = u ∧R v and ab
−1 is the Charney form of α. 
Let s, t ∈ S and ω ∈ A. We say that ω is an elementary positive (t, s)-ribbon if either
• s = t, and ω = σs; or
• s = t, and there exists r ∈ S such that ms r is even and ω = w(ms r − 1 : σs, σr); or
• s 6= t, ms t is odd, and ω = w(ms t − 1 : σs, σt).
Define an elementary (t, s)-ribbon to be either an elementary positive (t, s)-ribbon, or the
inverse of an elementary positive (s, t)-ribbon. Note that, if ω is an elementary (t, s)-
ribbon, then ωσs = σtω and ωτs = τtω. We say that ω is a (t, s)-ribbon if there exist a
sequence s0 = s, s1, . . . , sp = t in S, and a sequence ω1, . . . , ωp in A, such that ωi is an
elementary (si, si−1)-ribbon for all i = 1, . . . , p, and ω = ωp . . . ω2ω1. Clearly, if ω is a
(t, s)-ribbon, then ωσs = σtω and ωτs = τtω.
The key point in the proof of Proposition 3.1 is the following result which can be found
in [25] (see also [24]).
Proposition 3.3 (Godelle [25]). Assume Γ to be of type FC. Let s ∈ S, X ⊂ S, and
α ∈ A. Then the followings are equivalent.
(1) ασsα
−1 ∈ AX .
(2) There exists k ∈ Z \ {0} such that ασksα
−1 ∈ AX .
(3) There exist t ∈ X, ω ∈ A, and β ∈ AX , such that ω is a (t, s)-ribbon and α = βω.

Corollary 3.4 (Godelle [25]). Assume Γ to be of type FC. Let s, t ∈ S and α ∈ A.
Then the followings are equivalent.
(1) ασsα
−1 = σt.
(2) There exists k ∈ Z \ {0} such that ασksα
−1 = σkt .
(3) α is a (t, s)-ribbon. 
Lemma 3.5. Assume Γ to be of type FC. Then there exists a bijection ϕ : Υˆ→ Υ which
sends ατsα
−1 to ασsα
−1 for all α ∈ A and all s ∈ S.
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Proof. We take α, β ∈ A and s, t ∈ S, and we turn to prove the following equivalence.
ατsα
−1 = βτtβ
−1 ⇔ ασsα
−1 = βσtβ
−1 .
Assume first that ατsα
−1 = βτtβ
−1. Recall the epimorphism θ : SA→ A which sends
σ±1s to σ
±1
s and τs to σs for all s ∈ S. Then
ασsα
−1 = θ(ατsα
−1) = θ(βτtβ
−1) = βσtβ
−1 .
Now, assume that ασsα
−1 = βσtβ
−1. By Corollary 3.4, β−1α is a (t, s)-ribbon, thus
β−1ατs = τtβ
−1α, and therefore ατsα
−1 = βτtβ
−1. 
Lemma 3.6. Assume Γ to be of spherical type. Then the bijection ϕ : Υˆ→ Υ extends to
an isomorphism ϕ : Ωˆ→ Ω.
Proof. We take α, β ∈ A and s, t ∈ S, and we turn to prove the following equivalence.
(ατsα
−1)(βτtβ
−1) = (βτtβ
−1)(ατsα
−1) ⇔ (ασsα
−1)(βσtβ
−1) = (βσtβ
−1)(ασsα
−1) .
First, assume that (ατsα
−1)(βτtβ
−1) = (βτtβ
−1)(ατsα
−1). Then
(ασsα
−1)(βσtβ
−1) = θ((ατsα
−1)(βτtβ
−1)) = θ((βτtβ
−1)(ατsα
−1)) = (βσtβ
−1)(ασsα
−1) .
Now, we assume that (ασsα
−1)(βσtβ
−1) = (βσtβ
−1)(ασsα
−1), and we prove that
(ατsα
−1)(βτtβ
−1) = (βτtβ
−1)(ατsα
−1). Our proof is divided into 3 steps.
Step 1: Asssume β = 1, α = a ∈ A+, and aσs ∧R a = 1. So, aσsa
−1 is a Charney form.
Since σtaσsa
−1σ−1t = aσsa
−1, by Proposition 3.2, there exists c ∈ A+ such that σta = ac
and σtaσs = aσsc. The element c is clearly of length 1, namely, c = σr for some r ∈ S,
and, by Corollary 3.4, the equality σta = aσr implies that a is a (t, r)-ribbon. Moreover,
we have aσrσs = σtaσs = aσsσr, thus σrσs = σsσr, therefore ms r = 2. So,
τtaτsa
−1 = aτrτsa
−1 = aτsτra
−1 = aτsa
−1τt .
Step 2: Assume β = 1 and α = a ∈ A+. We argue by induction on the length of a.
The case aσs ∧R a = 1 is treated in Step 1, thus we can suppose that aσs ∧R a 6= 1. In
particular, there exists some r ∈ S such that σr ≤R aσs ∧R a. Suppose r = s. Then a
can be written as a = a1σs with a1 ∈ A
+, and, moreover, σta1σsa
−1
1 = a1σsa
−1
1 σt. By the
inductive hypothesis, it follows that
τtaτsa
−1 = τta1τsa
−1
1 = a1τsa
−1
1 τt = aτsa
−1τt .
Suppose r 6= s. We have σs, σr ≤R aσs, thus, by Proposition 3.2, σs ∨R σr = w(ms r :
σr, σs) ≤R aσs, therefore ω = w(ms r − 1 : σs, σr) ≤R a. Write u = s if ms r is even, and
u = r if ms r is odd. Then ω is an (elementary) (u, s)-ribbon and a can be written as
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a = a1ω with a1 ∈ A
+. Moreover, σta1σua
−1
1 = σtaσsa
−1 = aσsa
−1σt = a1σua
−1
1 σt. By
the inductive hypothesis, it follows that
τtaτsa
−1 = τta1τua
−1
1 = a1τua
−1
1 τt = aτsa
−1τt .
Step 3: General case. By Proposition 3.2, there exist a ∈ A+ and k ∈ Z such that
β−1α = a∆k. Recall the permutation µ : S → S such that ∆σr∆
−1 = σµ(r) for all
r ∈ S. Let r = µk(s). Then ∆k is a (r, s)-ribbon (by Corollary 3.4), and, moreover,
σtaσra
−1 = σt(β
−1ασsα
−1β) = (β−1ασsα
−1β)σt = aσra
−1σt. By Step 2, it follows that
τt(β
−1ατsα
−1β) = τtaτra
−1 = aτra
−1τt = (β
−1ατsα
−1β)τs ,
hence (βτtβ
−1)(ατsα
−1) = (ατsα
−1)(βτtβ
−1). 
In order to extend this result to all Artin groups of type FC (namely, in order to prove
Proposition 3.1), we need one more preliminary result (on amalgamated products).
Proposition 3.7 (Serre [39]). Let G = G1 ∗H G2 be the amalgamated product of two
groups G1 and G2 over H. Let C1 and C2 be transversals of G1/H and G2/H, respectively,
which contain 1. For all g ∈ G there exists a unique sequence (g1, . . . , gl, h) such that
• g = g1g2 . . . glh;
• h ∈ H, and either gi ∈ C1 \ {1} or gi ∈ C2 \ {1} for all i = 1, . . . , l;
• gi ∈ C1 ⇒ gi+1 ∈ C2, and gi ∈ C2 ⇒ gi+1 ∈ C1, for all i = 1, . . . , l − 1. 
The above sequence (g1, . . . , gl, h) is called the amalgam normal form of g (relative
to the amalgamed product G1 ∗H G2). The number l is called the amalgam norm of g
(relative to the amalgamed product G1 ∗H G2) and is denoted by l = |g|∗.
Proof of Proposition 3.1. We take α, β ∈ A and s, t ∈ S, and we turn to prove the
following equivalence.
(ατsα
−1)(βτtβ
−1) = (βτtβ
−1)(ατsα
−1) ⇔ (ασsα
−1)(βσtβ
−1) = (βσtβ
−1)(ασsα
−1) .
The implication ⇒ can be proved exactly in the same manner as the implication ⇒
in the proof of Lemma 3.6. So, we assume that (ασsα
−1)(βσtβ
−1) = (βσtβ
−1)(ασsα
−1),
and we prove that (ατsα
−1)(βτtβ
−1) = (βτtβ
−1)(ατsα
−1). We argue by induction on the
rank of A (i.e. on the number of vertices of Γ). Up to changing α by β−1α, we can also
assume that β = 1.
If mx y < +∞ for all x, y ∈ S, x 6= y, then A is of spherical type and, therefore,
the equality (ατsα
−1)τt = τt(ατsα
−1) follows from Lemma 3.6. So, we can assume that
there exist x, y ∈ S, x 6= y, such that mx y = +∞. Let X = S \ {x} and Y = S \ {y}.
Then A = AX ∗AX∩Y AY . We choose transversals CX and CY of AX/AX∩Y and AY /AX∩Y ,
respectively, which contain 1, we consider the amalgam normal form (α1, . . . , αl, γ) of α,
and we argue by induction on l = |α|∗.
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Assume l = 0. So, α = γ ∈ AX∩Y . The fact that the amalgam normal forms of
σt(ασsα
−1) and (ασsα
−1)σt are equal implies that either σs, σt ∈ AX (namely s, t ∈ X),
or σs, σt ∈ AY (namely, s, t ∈ Y ). Say s, t ∈ X . We have s, t ∈ X and α ∈ AX , thus, by
the inductive hypothesis, τt(ατsα
−1) = (ατsα
−1)τt.
Now, we assume that l = |α|∗ ≥ 1. Without loss of generality, we can assume that
αl ∈ CX . Then α1 ∈ CZ , where Z = Y if l is even, and Z = X if l is odd. We consider 4
different cases.
Case 1: αlγσsγ
−1α−1l ∈ AX∩Y . By Proposition 3.3, αlγ can be written as αlγ = γ1ω
where ω is a (r, s)-ribbon for some r ∈ X ∩Y , and γ1 ∈ AX∩Y . Let α
′ = α1α2 . . . αl−1γ1 =
αω−1. We have (α′σrα
′−1)σt = (ασsα
−1)σt = σt(ασsα
−1) = σt(α
′σrα
′−1), thus, by the
inductive hypothesis (on the amalgam norm of α), we have (ατsα
−1)τt = (α
′τrα
′−1)τt =
τt(α
′τrα
′−1) = τt(ατsα
−1).
Case 2: l = 1, s ∈ X , and ασsα
−1 ∈ AX \ AX∩Y . The fact that the amalgam normal
forms of σt(ασsα
−1) and (ασsα
−1)σt are equal implies that σt ∈ AX , namely, that t ∈ X .
We have s, t ∈ X and α ∈ AX , thus, by the inductive hypothesis (on the rank of A), we
have τt(ατsα
−1) = (ατsα
−1)τt.
Case 3: l ≥ 2, s ∈ X , and αlγσsγ
−1α−1l ∈ AX \ AX∩Y . Then the amalgam normal
form of ασsα
−1 has the form (α1, . . . , αl−1, β
′
1, β
′
2, . . . , β
′
l, γ1), and α1, β
′
l ∈ CZ . The fact
that the amalgam normal forms of σt(ασsα
−1) and (ασsα
−1)σt are equal implies that
σt ∈ AZ , namely, that t ∈ Z. Then the amalgam normal form of (ασsα
−1)σt has either
the form (α1, . . . , αl−1, β
′
1, β
′
2, . . . , β
′
l−1, γ2) if β
′
lγ1σt ∈ AX∩Y , or the form (α1, . . . , αl−1,
β ′1, β
′
2, . . . , β
′
l−1, β
′′
l , γ2) if β
′
lγ1σt 6∈ AX∩Y . Now, σt(ασsα
−1) has also this amalgam normal
form, thus α1AX∩Y = σtα1AX∩Y , namely, α
−1
1 σtα1 ∈ AX∩Y . By Proposition 3.3, we
deduce that α1 can be written as α1 = ωδ, where ω is a (t, r)-ribbon for some r ∈ X ∩ Y ,
and δ ∈ AX∩Y . Let α
′ = δα2 . . . αlγ = ω
−1α. We have σr(α
′σsα
′−1) = (α′σsα
′−1)σr,
thus, by the inductive hypothesis (on the amalgam norm of α), we have τr(α
′τsα
′−1) =
(α′τsα
′−1)τr, therefore τt(ατsα
−1) = (ατsα
−1)τt.
Case 4: l ≥ 1 and s = x 6∈ X . Then the amalgam normal form of ασsα
−1 has the form
(α1, . . . , αl−1, αl, β
′
0, β
′
1, . . . , β
′
l, γ1). Applying the same argument as in Case 3, we conclude
that τt(ατsα
−1) = (ατsα
−1)τt. 
4 The FRZ property
The aim of this section is to prove the following.
Proposition 4.1. Assume Γ to be of type FC. Let α ∈ SA and s, t ∈ S. Then the
followings are equivalent.
(1) ασs = σtα.
(2) There exists k ∈ Z \ {0} such that ασks = σ
k
t α.
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(3) ατs = τtα.
(4) There exists k ∈ N \ {0} such that ατks = τ
k
t α.
The following lemma is a preliminary result to the proof of Proposition 4.1.
Lemma 4.2. Let G be a graph, let V be its set of vertices, and let E be its set of edges.
Let u1, . . . , ul, v, w ∈ V and p ∈ N\{0} such that v
pu1u2 . . . ul = u1u2 . . . ulw
p (inM(G)).
Then v = w, and uiv = vui for all i = 1, . . . , l.
Proof. Observe that, if H is a full subgraph of G, then there is an epimorphism fH :
M(H)→M(G) which sends the vertices of H to themselves and sends the other vertices
of G to 1. First, applying this observation to the graph H = {v} with one vertex, v,
and no edge, we deduce that v = w. Now, we argue by induction on l. Suppose that
u1 6= v and that u1 and v are not joined by an edge. Let H be the full subgraph of
G generated by {u1, v}. Then M(H) is the free monoid freely generated by {u1, v},
fM(v
pu1 . . . ul) is a word which starts with v, and the word fM(u1 . . . ulv
p) starts with u1:
a contradiction. So, either u1 = v or {u1, v} ∈ E, that is, u1v = vu1. It follows also that
vpu2 . . . ul = u2 . . . ulv
p, and, by the inductive hypothesis, we conclude that uiv = vui for
all i = 2, . . . , l. 
Proof of Proposition 4.1. The implications (1)⇒(2) and (3)⇒(4) are obvious, thus
it remains to prove (2)⇒(3) and (4)⇒(1).
Proof of (2)⇒(3). We assume that ασks = σ
k
t α for some k ∈ Z \ {0}. Recall the epimor-
phism θ : SA→ A which sends σ±1s to σ
±1
s and τs to σs for all s ∈ S. Let α0 = θ(α) ∈ A.
Then α0σ
k
s = σ
k
t α0, thus, by Corollary 3.4, α0 is a (t, s)-ribbon, therefore α0τs = τtα0.
Let β = α−10 α. Then βσ
k
s = σ
k
sβ. Recall the decomposition SA = M(Ωˆ)⋊ A, and write
β = u1u2 . . . ulβ0 where u1, . . . , ul ∈ Υˆ and β0 ∈ A. We have σ
k
sβσ
−k
s = u
′
1u
′
2 . . . u
′
lβ
′
0,
where u′i = σ
k
suiσ
−k
s ∈ Υˆ for all i = 1, . . . , l, and β
′
0 = σ
k
sβ0σ
−k
s ∈ A. The equality
σksβσ
−k
s = β implies that β
′
0 = β0, and that there exists a permutation χ ∈ Syml such
that u′i = uχ(i) for all i = 1, . . . , l. Firstly, the equality β
′
0 = σ
k
sβ0σ
−k
s = β0 implies by
Corollary 3.4 that β0 is a (s, s)-ribbon, thus β0τs = τsβ0. Now, let p be the order of χ.
Then σpks uiσ
−pk
s = ui for all i = 1, . . . , l. Take i ∈ {1, . . . , l} and write ui = γiτriγ
−1
i where
γi ∈ A and ri ∈ S. The element σ
pk
s commutes with γiτriγ
−1
i = ui, thus σ
pk
s commutes
with γiσriγ
−1
i = θ(γiτriγ
−1
i ), therefore σs commutes with γiσriγ
−1
i (by Corollary 3.4), and
hence, by Proposition 3.1, τs commutes with γiτriγ
−1
i = ui. This shows that τs commutes
with β = u1 . . . ulβ0, and we conclude that ατs = α0βτs = α0τsβ = τtα0β = τtα.
Proof of (4)⇒(1). We assume that ατks = τ
k
t α for some k ∈ N \ {0}. We write α =
u1u2 . . . ulα0, where u1, . . . , ul ∈ Υˆ and α0 ∈ A. Then the equality ατ
k
s = τ
k
t α implies
that we have u1u2 . . . ul(α0τsα
−1
0 )
k = τkt u1u2 . . . ul in M(Ωˆ). By Lemma 4.2, it follows
that α0τsα
−1
0 = τt, and τtui = uiτt for all i = 1, . . . , l. The equality α0τsα
−1
0 = τt
implies that α0σsα
−1
0 = θ(α0τsα
−1
0 ) = θ(τt) = σt. Now, take i ∈ {1, . . . , l} and write
ui = γiτriγ
−1
i where γi ∈ A and ri ∈ S. The element τt commutes with ui = γiτriγ
−1
i ,
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thus σt = θ(τt) commutes with γiσriγ
−1
i = θ(ui), that is, σtγiσriγ
−1
i σ
−1
t = γiσriγ
−1
i ,
hence, by Lemma 3.5, σtuiσ
−1
t = σtγiτriγ
−1
i σ
−1
t = γiτriγ
−1
i = ui. This shows that ασs =
u1 . . . ulα0σs = u1 . . . ulσtα0 = σtu1 . . . ulα0 = σtα. 
5 Birman’s conjecture
The purpose of this section is to prove Birman’s conjecture for right-angled Artin groups.
As these groups are the same as graph groups, for convenience, we shall use the terminol-
ogy of graph groups and graph products of groups.
Let G be a graph, let V be its set of vertices, and let E be its set of edges. Take an
(abstract) set S = {σu; u ∈ V } in one-to-one correspondence with V , and define the graph
group associated to G to be the group presented by
G(G) = 〈S | σuσv = σvσu for {u, v} ∈ E〉 .
Take another abstract set T = {τu; u ∈ V } in one-to-one correspondence with V , and
define the singular graph monoid associated to G to be the monoid SG(G) presented as a
monoid by the generating set S ∪ S−1 ∪ T and by the relations
σuσ
−1
u = σ
−1
u σu = 1 , σuτu = τuσu , for u ∈ V ,
σuσv = σvσu , σuτv = τvσu , τuτv = τvτu , for {u, v} ∈ E .
The desingularization map is defined in this context as the multiplicative homomorphism
η : SG(G)→ Z[G(G)] which sends σ±1u to σ
±1
u and τu to σu − σ
−1
u for all u ∈ V .
Theorem 5.1. The desingularization map η : SG(G)→ Z[G(G)] is injective.
We begin with some definitions and results on graph products of groups.
Suppose given a group (or a monoid) Ku for each u ∈ V . Then the graph product of
the family {Ku}u∈V along the graph G is the quotient G({Ku}u∈V , G) of the free product
∗u∈VKu by the relations
gugv = gvgu for {u, v} ∈ E, gu ∈ Ku, gv ∈ Kv .
Note that, if Ku = N for all u ∈ V , then G({Ku}, G) = M(G), if Ku = Z for all u ∈ V ,
then G({Ku}, G) = G(G), and if Ku = Z× N for all u ∈ V , then G({Ku}, G) = SG(G).
Let G({Ku}, G) be a graph product of groups (or monoids). Let g ∈ G({Ku}, G). An
expression for g is a sequence W = (g1, g2, . . . , gl) such that
• there exists ui ∈ V such that gi ∈ Kui \ {1} for all i = 1, . . . , l,
• g = g1g2 . . . gl.
The support of W is the sequence Supp(W ) = (u1, u2, . . . , ul), and the length of W is
|W | = l. The minimal length for an expression for g is called the syllable length of g and
is denoted by |g|G. An expression W of g is called reduced if its length is equal to the
length of g.
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Let g ∈ G({Ku}, G), letW = (g1, . . . , gl) be an expression for g, and let (u1, u2, . . . , ul)
be the support of W . Suppose there exists i ∈ {1, . . . , l− 1} such that ui = ui+1, and put
W ′ =
{
(. . . , gi−1, gi+2, . . . ) if gigi+1 = 1 ,
(. . . , gi−1, gigi+1, gi+2, . . . ) if gigi+1 6= 1 .
We say that W ′ is obtained from W via an elementary M-operation of type I. This opera-
tion shortens the length of an expression by 1 or 2. Suppose there exists i ∈ {1, . . . , l−1}
such that {ui, ui+1} ∈ E, and put
W ′′ = (. . . , gi−1, gi+1, gi, gi+2, . . . ) .
We say that W ′′ is obtained from W via an elementary M-operation of type II. This
operation leaves the length of an expression unchanged. We say that an expressionW isM-
reduced if its length cannot be reduced applying a sequence of elementary M-operations.
The following proposition is essentially proved in [27] (see also [28] and [29]).
Proposition 5.2 (Green [27]). (1) Let g ∈ G({Ku}, G), and let W1 and W2 be two
M-reduced expressions for g. Then W1 and W2 are related by a sequence of elementary
M-operations of type II.
(2) Let g ∈ G({Ku}, G), and let W be an expression for g. Then W is M-reduced if
and only if W is reduced. 
Now, assume that the set V of vertices is endowed with a total order, ≤. Let g ∈
G({Ku}, G), and let W be a reduced expression for g. We say that W is a normal form
for g if Supp(W ) is the smallest support of a reduced expression for g with respect to the
lexicographic order.
Corollary 5.3. (1) Each element of G({Ku}, G) has a unique normal form.
(2) To be a normal form depends only on its support, namely, if W is the normal
form for some g ∈ G({Ku}, G), if W
′ is some expression for some g′ ∈ G({Ku}, G), and
if Supp(W ′) = Supp(W ), then W ′ is the normal form for g′. 
We return to the study of the graph group G(G). Consider the homomorphism deg :
G(G) → Z which sends σu to 1 for all u ∈ V . For n ∈ Z, we put Gn(G) = {g ∈
G(G); deg(g) ≥ n}, and we denote by An the free Z-module freely generated by Gn(G).
Let A = Z[G(G)]. Then {An}n∈Z is a filtration of A compatible with the multiplication,
that is,
• An ⊂ Am if n ≥ m,
• ApAq ⊂ Ap+q for p, q ∈ Z,
• 1 ∈ A0.
Moreover, this filtration is separate, namely,
• ∩n∈ZAn = {0}.
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We denote by A˜ the completion of A. For n ∈ Z, we put G(n)(G) = {g ∈ G(G); deg(g) =
n}, and we denote by A(n) the free Z-module freely generated by G(n)(G). Then each
element of A˜ can be uniquely written as a formal series
∑+∞
n=k Pn, where k ∈ Z (which
may be negative), and Pn ∈ A
(n) for all n ≥ k.
Take a free abelian groupKu ≃ Z×Z of rank 2 generated by {σu, τu} for all u ∈ V , and
write G˜ = G({Ku}, G). Let U(A˜) be the group of unities of A˜. We have a homomorphism
η˜ : G˜ → U(A˜) defined by
η˜(σu) = σu , η˜(τu) = σu − σ
−1
u , for u ∈ V .
Note that
η˜(τ−1u ) = −
+∞∑
n=0
σ2n+1u , for u ∈ V .
Note also that SG(G) is a submonoid of G˜, that A = Z[G(G)] is a subalgebra of A˜, and
that the restriction of η˜ to SG(G) is the desingularization map η : SG(G)→ Z[G(G)]. So,
Theorem 5.1 is a consequence of the following.
Proposition 5.4. The homomorphism η˜ : G˜ → U(A˜) is injective.
Proof. For u ∈ V and (p, q) ∈ Z× Z, (p, q) 6= (0, 0), we write
(σu − σ
−1
u )
pσqu =
+∞∑
n=k
cnp qσ
n
u .
Note that the numbers cn p q do not depend on u, but only on n, p, and q. Note also that
there always exists some a ≥ k (which may be negative) such that a 6= 0 and Ca p q 6= 0.
Let g˜ ∈ G˜, g˜ 6= 1. Let (τ p1u1σ
q1
u1
, τ p2u2σ
q2
u2
, . . . , τ plulσ
ql
ul
) be the normal form for g˜. We have
η˜(g˜) = (σu1 − σ
−1
u1
)p1σq1u1(σu2 − σ
−1
u2
)p2σq2u2 . . . (σul − σ
−1
ul
)plσqlul
=
∑
n1≥k1,...,nl≥kl
cn1 p1 q1cn2 p2 q2 . . . cnl pl ql σ
n1
u1
σn2u2 . . . σ
nl
ul
.
By the above observations, we can find a1, . . . , al ∈ Z \ {0} such that cai pi qi 6= 0 for
all i = 1, . . . , l. We turn to show that σn1u1σ
n2
u2
. . . σnlul 6= σ
a1
u1
σa2u2 . . . σ
al
ul
for any l-tulpe
(n1, . . . , nl) in Z
l different from (a1, . . . , al). This implies that σ
a1
u1
σa2u2 . . . σ
al
ul
6= 1, and that
the coefficient of σa1u1σ
a2
u2
. . . σalul in η˜(g˜) is ca1 p1 q1ca2 p2 q2 . . . cal pl ql 6= 0, thus that η˜(g˜) 6= 1.
The sequence (τ p1u1σ
q1
u1
, . . . , τ plulσ
ql
ul
) is a normal form, thus, by Corollary 5.3, the se-
quence (σa1u1 , σ
a2
u2
, . . . , σalul) is the normal form for σ
a1
u1
σa2u2 . . . σ
al
ul
. Assume ni 6= 0 for all
i = 1, . . . , l. Again, by Corollary 5.3, the sequence (σn1u1 , σ
n2
u2
, . . . , σnlul ) is the normal form
for σn1u1σ
n2
u2
. . . σnlul , thus σ
n1
u1
σn2u2 . . . σ
nl
ul
6= σa1u1σ
a2
u2
. . . σalul if (n1, n2, . . . , nl) 6= (a1, a2, . . . , al).
Now, assume that there exists i ∈ {1, . . . , l} such that ni = 0. Then
|σn1u1σ
n2
u2
. . . σnlul |G < l = |(σ
a1
u1
, σa2u2 , . . . , σ
al
ul
)| = |σa1u1σ
a2
u2
. . . σalul|G ,
hence σn1u1σ
n2
u2
. . . σnlul 6= σ
a1
u1
σa2u2 . . . σ
al
ul
. 
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6 Other questions
6.1 Topological interpretation
A geometric braid on n strings is a n-tuple β = (b1, . . . , bn) of smooth disjoint paths in
C× [0, 1] such that
• the projection of bk(t) on the second component is t for all k ∈ {1, . . . , n} and all
t ∈ [0, 1],
• bk(0) = (k, 0) and bk(1) = (ξ(k), 1), where ξ is some permutation of {1, . . . , n}, for
all k ∈ {1, . . . , n}.
The braid group on n strings, denoted by Bn, is the group of isotopy classes of braids.
Define a singular braid on n strings as a n-tuple β = (b1, . . . , bn) of smooth paths in
C× [0, 1] such that
• the projection of bk(t) on the second component is t for all k ∈ {1, . . . , n} and all
t ∈ [0, 1],
• bk(0) = (k, 0) and bk(1) = (ξ(k), 1), where ξ is some permutation of {1, . . . , n}, for
all k ∈ {1, . . . , n},
• the strings intersect transversely in finitely many double points.
The singular braid monoid, denoted by SBn, is the monoid of isotopy classes of singular
braids. By [3] (see also [4]), the braid group Bn is isomorphic to the Artin group A = AΓ
associated to the Coxeter graph Γ = An−1, and, by [9], SBn is the singular Artin monoid
associated to Γ = An−1.
Some other Artin groups can be viewed as “geometric braid groups”. For instance,
the Artin group associated to the Coxeter graph Γ = Bn is the braid group on n strings of
the annulus, and the Artin group associated to the graph Γ = Dn is an index 2 subgroup
of the braid group on n strings of the plane endowed with a singular point of degree 2 (see
[1]). One can easily verify using the techniques of [26] that the singular braid monoid of
the annulus coincides with the singular Artin monoid associated to Γ = Bn. However, we
did not success to find any embedding of the singular Artin monoid associated to Γ = Dn
into the singular braid monoid of the plane endowed with a singular point of degree 2,
and we suspect that such an embedding does not exist.
In other respects, the spherical type Artin groups can be interpreted as fundamental
groups of regular orbit spaces (see [11]), and the groups of type An and Dn as geometric
monodromy groups of simple singularities (see [37]). In both cases, we do not know
whether these topological interpretations can be extended to the singular Artin monoids,
even for the singular Artin monoids of type An (namely, the singular braid monoids).
6.2 Vassilev invariants
An invariant on A is a set-map v : A → H , where H is some abelian group, or, equiv-
alently, a homomorphism v : Z[A] → H of Z-modules. Consider the homomorphism
ord : SA → N which sends σ±1s to 0 and τs to 1 for all s ∈ S. For d ∈ N, we put
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SdA = {α ∈ SA; ord(α) = d}. So, SdA is the set of elements of SA that have exactly
d “singularities”. Recall the desingularization map η : SA → Z[A] which sends σ±1s to
σ±1s and τs to σs − σ
−1
s for all s ∈ S. Then define a Vassiliev invariant of type d as an
invariant v : Z[A]→ H which vanishes on η(Sd+1A).
The following questions have been solved for braid groups (see [6], [31], and [33]), and
remain open for the other Artin groups.
Question 6.1. Do Vassiliev invariants separate the elements of A? In other words, given
two elements α, β ∈ A, α 6= β, does there exist a Vassiliev invariant v : Z[A] → H such
that v(α) 6= v(β)?
By a universal Vassiliev invariant we mean an invariant Z : Z[A] → A such that, if
v : Z[A] → H is some Vassiliev invariant, then there exists a homomorphism u : A → H
of Z-modules such that v = u ◦ Z.
Question 6.2. Describe a universal Vassiliev invariant for A in terms of generators and
relations.
6.3 Conjugacy problem
Let M be a monoid, and let G be the group of unities of M. We say that two elements
α, β ∈ M are conjugate if there exists some γ ∈ G such that γαγ−1 = β. A solution to
the conjugacy problem in M is an algorithm which decides whether two given elements
α, β ∈M are conjugate or not.
As for the word problem, a solution to the conjugacy problem for SA will give a
solution to the conjugacy problem for A (which, by the way, is the group of unities of
SA). So, a reasonable approach is to study the conjugacy problem for those singular Artin
monoids whose associated Artin groups have known solutions to the conjugacy problem.
For instance, a solution to the conjugacy problem for Artin groups of spherical type can
be found in [12] (see also [38] and [22]).
A solution to the conjugacy problem for singular braid monoids is given in [40]. We
suspect that this algorithm can be extended to all spherical type singular Artin monoids.
On the other hand, we do not know whether the techniques introduced in the present
paper, more specifically, Propositions 2.1 and 3.1, can be also used to solve the conjugacy
problem in SA.
On other respects, let A˜ = G(Ωˆ) ⋊ A be the smallest group which contains SA =
M(Ωˆ) ⋊ A. As far as we know, no solution to the conjugacy problem for A˜ is known,
even in the case where SA is the singular braid monoid.
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