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Geometry of Generalized Depolarizing Channels
Christian K. Burrell
Department of Mathematics, Royal Holloway University of London, Egham, Surrey, TW20 0EX, UK
A generalized depolarizing channel acts on an N-dimensional quantum system to compress the
“Bloch ball” in N2 − 1 directions; it has a corresponding compression vector. We investigate the
geometry of these compression vectors and prove a conjecture of Dixit and Sudarshan [1], namely
that when N = 2d (i.e. the system consists of d qubits) and we work in the Pauli basis then the set
of all compression vectors forms a simplex. We extend this result by investigating the geometry in
other bases; in particular we find precisely when the set of all compression vectors forms a simplex.
I. INTRODUCTION
Perhaps the simplest model of noise in a quantum sys-
tem is that of the isotropic depolarizing channel Φp where
with probability probability 1− p a quantum state ρ is
left untouched while with probability p it is mapped to
the completely mixed state I/N
Φp(ρ) = p
I
N
+ (1− p)ρ
This channel results in the Bloch “ball” being compressed
isotropically by a factor of 1− p.
One can imagine a slightly more complicated noise
model whereby the noise compresses the Bloch “ball”
anisotropically along axes which are defined by the basis
we choose to work in and it is this setting which we inves-
tigate below. The amounts by which we compress along
each axis are called the compression coefficients and
these form the components of the compression vector.
We investigate the geometric properties of the set of all
compression vectors and in particular we ask “when does
this set form a simplex?”
These generalized depolarizing channels (also
called anisotropic depolarizing channels) form a
broad class of channels which can be realized experimen-
tally (see for example [2]); in the single qubit case they
include the bit-flip and phase-flip channels. It is worth
noting that any quantum channel (including the use of
a spin chain as a quantum channel [3, 4]) can be turned
into a generalized depolarizing channel as follows: Alice
sends one half of a maximally entangled bipartite state
down the channel to Bob; the resulting shared state is
a mixed bipartite state which is (excepting very special
cases) not maximally entangled; Alice and Bob can now
use this shared resource to attempt teleportation [5] of
an unknown N -dimensional quantum state ρ; the tele-
portation protocol then acts as a generalized depolarizing
channel on this state ρ [6, 7].
This work is organized as follows: Section II gives some
precise definitions and describes in detail the problem
we solve. Sections III, IV and V present the solution
to this problem in the Pauli, Gell-Mann and Heisenberg-
Weyl bases respectively (we prove the conjecture by Dixit
and Sudarshan in section III) whilst section VI gives
the general solution in an arbitrary basis. We then dis-
cuss changing basis in section VII before showing how to
adopt our method of solution to deal with more general
channels in section VIII. We conclude in section IX.
II. THE PROBLEM
Throughout this work we let {Mα}N
2−1
α=0 be a basis for
N ×N matrices which satisfies the following conditions:
(i) M0 = I
(ii) tr(Mα) = 0 for all α 6= 0
(iii) tr(M †αMβ) = 0 for all α 6= β
Abusing terminology slightly (note that trM0 6= 0), we
call such a basis trace-free and trace-orthogonal. We
need not restrict ourselves to trace-orthonormal bases as
we can simply divide by
√
tr(M †αMα) when necessary to
normalize the basis.
If ρ is the density matrix of any N -dimensional quan-
tum system, then we may write
ρ =
1
N
I+ N2−1∑
α=1
√
N(N − 1)
tr(M †αMα)
aαMα
 (1)
where we have chosen the normalization such that
• ‖a‖ = 1 if and only if ρ is a pure state
• ‖a‖ < 1 if and only if ρ is a mixed state
where the norm of a is defined as ‖a‖ ≡∑N2−1α=1 |aα|2.
For notational convenience we add an extra zeroth com-
ponent, a0 ≡ 1, which does not affect the value of ‖a‖.
We call a = (a0, . . . , aN2−1) the polarization vector
and aα the polarization coefficients of the state ρ
with respect to the basis {Mα}.
The Bloch “ball” is the set of all polarization vec-
tors corresponding to quantum states. It is important to
note that — except for the single qubit case — the Bloch
“ball” is not the ball of unit radius, but rather a convex
subset of this ball (this is because for N > 2 some vec-
tors lying within the unit ball are not valid polarization
vectors as they do not correspond to positive states).
We can now define a (generalized) depolarizing
channel with respect to the basis {Mα} to be a map
Φv which satisfies
2(i) Φv is a trace-preserving completely positive map
(ii) Φv compresses the Bloch “ball” in the following
manner:
Φv (ρ) =
1
N
I+ N2−1∑
α=1
√
N(N − 1)
tr(M †αMα)
vαaαMα

We call v = (v0, . . . , vN2−1) the compression vector
of the channel Φv as it specifies the amount by which Φv
compresses the Bloch “ball” along each axis; the vα are
called compression coefficients. Again, for notational
convenience, we have added a zeroth component v0 ≡ 1
(v0 is the compression coefficient for M0 = I, so v0 = 1
ensures that Φv is trace-preserving).
Note that |vα| ≤ 1 for all α. To see this, let the largest
possible magnitude of the polarization coefficient aα be
a˜α = supρ{|aα|} and let σ be a state with |aα| = a˜α (so σ
lies on the boundary of the Bloch “ball”). If |vα| > 1 then
Φv (σ) is not a state (it lies outside the “Bloch ball”), so
|vα| ≤ 1 as claimed.
It is important to note that the notion of generalized
depolarizing channels is highly basis dependent: we must
define such channels with respect to a given basis.
We make the following observation
• If Mα = γM †β then hermiticity of ρ tells us that
aαγ = a
∗
β (where a
∗is the complex conjugate of a).
Furthermore, since Φv (ρ) must be a quantum state
(and is therefore hermitian), vα = v
∗
β .
and note its special cases:
• If Mα = γM †α then aαγ = a∗α and vα = v∗α ∈ R.
(Note that vα can be negative.)
• IfMα is hermitian (γ = 1) then aα ∈ R and vα ∈ R.
• If Mα is skew-hermitian (γ = −1) then aα is pure
imaginary and vα ∈ R.
If we work in a fixed basis it is clear that for each
depolarizing channel there is a unique compression vec-
tor. It is natural therefore to ask the question “which
vectors v are valid compression vectors corresponding to
depolarizing channels Φv?” From the definition of a de-
polarizing channel given above it is clear that the answer
to this question is “a vector v is a valid compression vec-
tor when the induced map Φv is completely positive and
v0 = 1 (Φv is trace-preserving)”.
It is clear from above that all compression vectors v
which induce depolarizing channels Φv lie within the fi-
nite region V = {v such that |vα| ≤ 1 for all α}. How-
ever we will see that in general the converse is not true:
not all vectors in V induce depolarizing channels.
To help us decide which induced maps Φv are com-
pletely positive we employ the Choi-Jamiolkowski
representation
J(Φ) =
N−1∑
j,k=0
Φ(|j〉〈k|) ⊗ |j〉〈k|
where {|0〉, . . . , |N − 1〉} is the computational basis of our
N -dimensional quantum system.
We will make use of the following theorem and lemma
Theorem 1. A map Φ is completely positive if and only
if J(Φ) is positive.
Proof. See [8, 9].
Lemma 2. If Φ(ρ) = tr(A†ρ)B where A and B are op-
erators (i.e. N ×N matrices) then J(Φ) = B ⊗A∗.
Proof. We can write A =
∑N−1
l,m=0 alm|l〉〈m|. Then
J(Φ) =
∑N−1
j,k=0 tr
(∑N−1
l,m=0 a
∗
ml|l〉〈m|j〉〈k|
)
B ⊗ |j〉〈k|
=
∑N−1
j,k=0 a
∗
jkB ⊗ |j〉〈k| = B ⊗A∗
Since the basis {Mα} is trace-orthogonal, we may write
ρ =
N2−1∑
α=0
tr(M †αρ)
tr(M †αMα)
Mα
and also
Φv (ρ) =
N2−1∑
α=0
tr(M †αρ)
tr(M †αMα)
vαMα
Since tr(M †αMα) is just a constant, a simple appli-
cation of lemma 2 allows us to calculate the Choi-
Jamiolkowski representation of the channel Φv
J(Φv ) =
N2−1∑
α=0
vα
Mα ⊗M∗α
tr(M †αMα)
(2)
Using theorem 1 we see that v is a compression vector
corresponding to a completely positive depolarizing chan-
nel Φv when the eigenvalues of J(Φ) are all non-negative.
In the following sections we work in different bases and
determine which vectors v are compression vectors.
III. PAULI BASIS
In this section we restrict ourselves to a multiple qubit
setting (N = 2d). We choose the basis {Mα} to be
formed of tensor products of the single qubit Pauli ma-
trices: let α be the number whose base-4 representation
is αdαd−1 · · ·α1
α =
d∑
j=1
4j−1αj
Then we define the basis matrices Mα by
Mα = σ
α1 ⊗ · · · ⊗ σαd
where σ0, σ1, σ2, σ3 are the Pauli spin matrices I, X, Y, Z.
This basis is trace-free and trace-orthogonal. Note that
each Mα is hermitian and so all aα and vα are real.
3In this case it is a simple matter to find the eigenvec-
tors and eigenvalues of J(Φ). Since J(Φ) is an N2 ×N2
matrix (it is a superoperator), we can think of it as being
an operator on 2d qubits (as N2 = 22d). Let
|Ψnm〉j =
∑
r=0,1
(−1)rm|r〉j ⊗ |r + n(mod2)〉j+d
(where n,m ∈ {0, 1}) be Bell states on qubits j and j + d.
(Note: in more usual notation we have |Ψ00〉 = |Φ+〉,
|Ψ01〉 = |Φ−〉, |Ψ10〉 = |Ψ+〉 and |Ψ11〉 = |Ψ−〉). Observe
σ0j ⊗ (σ0j+d)∗|Ψnm〉j = |Ψnm〉j
σ1j ⊗ (σ1j+d)∗|Ψnm〉j = (−1)m|Ψnm〉j
σ2j ⊗ (σ2j+d)∗|Ψnm〉j = (−1)n+m|Ψnm〉j
σ3j ⊗ (σ3j+d)∗|Ψnm〉j = (−1)n|Ψnm〉j
which may be summarized as
σαj ⊗ (σαj+d)∗|Ψnm〉j = (−1)f(α,n,m)|Ψnm〉j
where
f(α, n,m) =
⌊α
2
⌋
n+
⌊
α+ 1
2
⌋
m
It is now a straight forward matter to check that the
eigenvectors of the Choi-Jamiolkowski representation of
an induced channel Φv are
|Jnm〉 =
d⊗
j=1
|Ψnjmj 〉j n = (n1, . . . , nd)m = (m1, . . . ,md)
with corresponding eigenvalues
λnm =
N2−1∑
α=0
vα
N
(−1)
Pd
j=1
f(αj ,nj ,mj) (3)
The important thing to notice here is that each λnm is
a linear combination of the compression coefficients vα.
Since there are 22d = N2 different eigenvectors we have
found all the eigenvectors and eigenvalues of J(Φ).
We have therefore shown which vectors v induce depo-
larizing channels Φv — namely those for which all eigen-
values of the Choi-Jamiolkowski representation of Φv are
non-negative: λnm ≥ 0 for all n and m . We are now in
a position to prove a conjecture of Dixit and Sudarshan
[1], which we present as the following theorem.
Theorem 3. When N = 2d and we work in the Pauli
basis, the set of all compression vectors forms a simplex
in compression space.
Proof. Since each λnm is linear in the compression coeffi-
cients vα then the equation λnm = 0 defines a hyperplane
in compression space (which is a real Euclidean vector
space of dimension N2 − 1; it has one dimension for each
component of the compression vector — excepting the
zeroth component which we suppress as it is identically
equal to 1).
Since Φv is completely positive if and only if all eigen-
values λnm are non-negative, the hyperplanes λnm = 0
must enclose precisely the set of of vectors which induce
completely positive depolarizing channels Φv . In particu-
lar the hyperplanes enclose a finite region of compression
space and the shape of this enclosed region must there-
fore be a simplex.
We now prove a small lemma before finding the
extremal channels of the simplex (which are the de-
polarizing channels whose compression vectors form the
vertices of the simplex).
Lemma 4. The eigenvalues of the Choi-Jamiolkowski
representation of Φv sum to the system dimension, N .
Proof. First recall that the sum of the eigenvalues of a
matrix is simply the trace of that matrix. Then∑
n,m λnm = tr(J(Φv ))
= tr
(∑N−1
j,k=0 Φv (|j〉〈k|) ⊗ |j〉〈k|
)
= tr
(∑N−1
j=0 Φv (|j〉〈j|)
)
= N tr Φv (
I
N ) = N tr(
I
N ) = N
Theorem 5. The extremal channels are
Φ(α)(ρ) := M †αρMα α ∈ {0, . . . , N2 − 1}
Proof. First note the identity
σβσασβ = (−1)g(α,β)σα α, β ∈ {0, 1, 2, 3}
where
g(α, β) ≡
 1 (mod2) if (α, β) = (1, 2), (1, 3), (2, 3),(2, 1), (3, 1), (3, 2)0 (mod2) else
≡ αβ(α − β)/2 (mod2)
We now fix β and prove that Φ(β) is an extremal chan-
nel. First note that Φ(β) is completely positive (see for
example [10]) and apply the above identity to see that
Φ(β)(ρ) =
∑N2−1
α=0
tr(M†
β
ρ)
tr(M†αMα)
M †βMαMβ
=
∑N2−1
α=0
tr(M†
β
ρ)
tr(M†αMα)
(−1)
Pd
j=1
g(αj ,βj)Mα
It is clear then that Φ(β) is a depolarizing channel whose
compression vector has components
vα = (−1)
Pd
j=1
g(αj ,βj) (4)
By combining equations (3) and (4) we see that
λpq =
N2−1∑
α=0
1
N
(−1)
Pd
j=1
g(αj ,βj)+f(αj ,pj ,qj)
4It is clear that if, for fixed β and for all α,
sα,β,p,q :=
d∑
j=1
g(αj , βj) + f(αj , pj , qj) ≡ 0 (mod2) (5)
then λpq = N . We now show that there exist p and q
such that (5) holds:
• When α = 4r−1 (i.e. αr = 1 and αj = 0 for all
j 6= r) then
sα,β,p,q ≡ βr(1− βr)
2
+ qr (mod2)
and so (5) holds when
qr ≡ βr(1− βr)
2
(6)
• When α = 3× 4r−1 (i.e. αr = 3 and αj = 0 for all
j 6= r) then
sα,β,p,q ≡ 3βr(3 − βr)
2
+ pr (mod2)
and so (5) holds when
pr ≡ 3βr(3− βr)
2
(7)
• When α = 2× 4r−1 (i.e. αr = 2 and αj = 0 for all
j 6= r) then
sα,β,p,q ≡ 2βr(2− βr)
2
+ pr + qr (mod2)
and so (5) holds when pr and qr are picked as in
(6) and (7) above.
We have now shown that there exist p and q with
λpq = N . Since Φ
(β) is completely positive then all the
eigenvalues of J(Φ(β)) are non-negative; they sum to N
and we have found one which is equal to N ; therefore all
other eigenvalues are zero
λpq = N and λnm = 0 for all (n ,m) 6= (p , q)
Clearly then the compression vector v of the map Φ(β)
lies on all the hyperplanes λnm = 0 except λpq = 0, and
so Φ(β) must be an extremal channel.
To finish the proof note that there are N2 vertices of
the simplex and there are N2 channels of the form Φ(β)
so we have found all the extremal channels.
It is worth pointing out that any compression vector
in the simplex can be written as a convex linear combi-
nation of the extremal compression vectors (that is,
the compression vectors which form the vertices of the
simplex). This implies that any depolarizing channel can
FIG. 1: The simplex (a tetrahedron) in compression space
corresponding to all single qubit depolarizing channels.
be written as a convex linear combination of the extremal
channels
Φv =
N2−1∑
α=0
pαΦ
(α)(ρ) 0 ≤ pα ≤ 1 ;
N2−1∑
α=0
pα = 1
Conversely, any channel of this form is a depolarizing
channel. Note the following relationship
vα =
N2−1∑
β=0
pβ(−1)
P
d
j=1 g(αj ,βj)
Example 6. For a single qubit (N = 2) the compres-
sion space has dimension 3 and we see that for a general
channel Φv
v0 = p0 + p1 + p2 + p3 = 1
v1 = p0 + p1 − p2 − p3
v2 = p0 − p1 + p2 − p3
v3 = p0 − p1 − p2 + p3
and so we have the following correspondence between ex-
tremal channels and compression vectors (we suppress
the zeroth component of v which is always equal to 1)
Φ(0)(ρ) = IρI ←→ v = ( 1, 1, 1)
Φ(1)(ρ) = XρX ←→ v = ( 1,−1,−1)
Φ(2)(ρ) = Y ρY ←→ v = (−1, 1,−1)
Φ(3)(ρ) = ZρZ ←→ v = (−1,−1, 1)
The geometry of these single qubit depolarizing channels
is illustrated in figure 1
IV. GELL-MANN BASIS
In the previous section we restricted the dimension of
the quantum system to be N = 2d so that we could em-
ploy the Pauli basis for multiple qubits. In this section
5we choose one possible generalization of the Pauli basis,
namely the Gell-Mann basis, which allows us to study
systems with arbitrary dimension. The Gell-Mann ba-
sis is defined to be
Xjk := |j〉〈k|+ |k〉〈j|
Yjk := −i(|j〉〈k| − |k〉〈j|)
Zl :=
√
2
l(l+1)
(∑l−1
r=0 |r〉〈r| − l|l〉〈l|
)
where j ∈ {0, . . . , N − 2}, k, l ∈ {1, . . . , N − 1} and
j < k. For notational consistency we identify
M0 = I
Mα = Zα 1 ≤ α ≤ N − 1
Mα = Xjk α = N(1 + 2j) + 2k − (j + 1)(j + 2)
Mα = Yjk α = N(1 + 2j) + 2k − (j + 1)(j + 2) + 1
i.e. {Mα} = {I, Z1, . . . , ZN−1, X01, Y01, . . . , YN−2,N−1}.
Note that this basis is trace-free and trace-orthogonal
(and reduces to the Pauli basis when N = 2). Further-
more each Mα is hermitian and so all aα and vα are real.
We now attempt to find the eigenvectors and eigenval-
ues of J(Φv ) and begin by defining
|J±jk〉 =
1√
2
(|j, k〉 ± |k, j〉)
where j, k ∈ {0, . . . , N − 1} and j < k. Then it is a sim-
ple matter to check that
I⊗ I∗|J±jk〉 = |J±jk〉
Zl ⊗ Z∗l |J±jk〉 =

0|J±jk〉 l < k
−2
l+1 |J±jk〉 l = k
2
l(l+1) |J±jk〉 l > k
Xlm ⊗X∗lm|J±jk〉 =
{ ±|J±jk〉 l = j and m = k
0|J±jk〉 else
Ylm ⊗ Y ∗lm|J±jk〉 =
{ ∓|J±jk〉 l = j and m = k
0|J±jk〉 else
It is clear therefore that |J±jk〉 are eigenvectors of J(Φv )
and that the corresponding eigenvalues λ±jk are linear
in the compression coefficients vα. Now, J(Φv ) has N
2
eigenvalues and we have found N2 −N of them; let the
remaining N eigenvalues be λj (j ∈ {0, . . . , N − 1}). In
order to establish which vectors in compression space in-
duce depolarizing channels we must now find when the
remaining N eigenvalues of J(Φv) are non-negative.
Since Mα ⊗M∗α is symmetric for all α, J(Φv ) is also
symmetric and consequently has real eigenvalues. By
considering the matrix elements of J(Φv ) carefully we
see that the only non-zero entries in the two columns in-
dexed by 〈j, k| and 〈k, j| (with j < k) are in the two rows
indexed by |j, k〉 and |k, j〉. We may conjugate J(Φv )
by a permutation matrix P (to permute the rows and
columns) to form a matrix J ′(Φv) which has identical
eigenvalues to J(Φv ). By repeatedly conjugating by per-
mutation matrices we can block-diagonalize J(Φv ) to ob-
tain a matrix J˜(Φv ) which has the following structure
J˜(Φv ) =

[2× 2]
. . .
[2× 2]
[K(Φv )]

There are N(N − 1)/2 blocks of size 2× 2 (each of which
has two eigenvalues, λ+jk and λ
−
jk, for some j and k) and
a large block — which we call K(Φv ) — of size N ×N
(which has eigenvalues λ0, . . . , λN−1).
By considering the characteristic equation of K(Φv )
we see that
0 = (t− λ0) · · · (t− λN−1) =
N∑
j=0
(−1)jtN−jSj
where we have defined the eigenvalue sums Sj to be
S0 := 1 ; Sj :=
∑
0≤k1<···<kj≤N−1
λk1 · · ·λkj
The following lemma proves that all the eigenvalues
λ0, . . . , λN−1 are non-negative precisely when all the
eigenvalue sums S0, . . . , SN are non-negative.
Lemma 7. λj ≥ 0 for all j ∈ {0, . . . , N − 1} if and only
if Si ≥ 0 for all i ∈ {0, . . . , N}.
Proof. One way is trivial: if λj ≥ 0 ∀j then Si ≥ 0 ∀i.
We prove the converse by contradiction: assume that
Sk ≥ 0 for all k ∈ {1, . . . , N}, recall that S0 = 1 and note
that for any j ∈ {0, . . . , N − 1}
SN = λj(SN−1 − λj(SN−2 − · · · − λj(S1 − λj) · · · ))
=
∑N
k=1(−1)k−1λkjSN−k
(this is essentially an inclusion-exclusion argument). But
then we may split this sum up into two terms
SN = λj
∑
k odd
λk−1j SN−k −
∑
k even
λkjSN−k
It is clear that these sums over k odd and k even are
both non-negative since each Sj is non-negative and λj
appears to an even power in each term. But then λj < 0
implies that SN < 0 also, which contradicts the assump-
tion that SN ≥ 0, and so λj ≥ 0. Since this argument
holds for all j ∈ {0, . . . , N − 1} we are done.
Returning to J(Φv ) we see from equation (2) that each
matrix element consists of a linear combination of the
compression coefficients vα — a property which is inher-
ited by K(Φv ). Careful consideration reveals that Sj is
a jth-order polynomial in the compression coefficients
Sj =
∑
0≤α1≤···≤αj≤N2−1
cα1···αjvα1 · · · vαj
6It is tempting to conclude that Sj = 0 is a j
th-order sur-
face in compression space. However we must be careful:
it is possible that all jth-order coefficients cα1···αj (i.e.
those with αk 6= 0 for all k) are equal to zero, in which
case the degree of the surface Sj = 0 is strictly less than j.
For example, whenN = 2 the Gell-Mann basis reduces to
the Pauli basis and we have already seen in the previous
section that all eigenvalues are linear in the compression
coefficients; in this case the surface S2 = 0 is a plane and
not a quadratic surface. In general then, we may only
conclude that Sj = 0 is a surface of order at most j.
We have now proved that the set of all vectors v
which induce depolarizing channels Φv (with respect to
the Gell-Mann basis) form a finite region in compression
space which is bounded by
• N2 −N + 1 hyperplanes (N2 −N are given by
λ±jk = 0 and the remaining one is given by S1 = 0)
• A surface with order at most 2 (S2 = 0)
...
• A surface with order at most N (SN = 0)
Note that the above does not tell us whether the eigen-
values λ0, . . . , λN−1 are linear in the compression coeffi-
cients. It turns out that when N > 2 at least one of the
λj must be non-linear in the compression coefficients —
a fact which is proved in lemma 12 in section VI.
Whilst it is a slight disappointment that we have been
unable to explicitly give expressions for all the eigenval-
ues of J(Φv ) we can draw some solace from the fact
that we have simplified the problem somewhat: in or-
der to see if a vector v induces a depolarizing channel
we must check to see if all the eigenvalues of the Choi-
Jamiolkowski representation J(Φv ) of the induced map
Φv are non-negative. Without the above results we would
have to use a “brute-force” algorithm to calculate the N2
eigenvalues of J(Φv ) directly; however the above results
enable us to calculate N2 −N of these quickly, leaving
only N to be calculated by the brute-force algorithm,
which is a substantial speed-up.
V. HEISENBERG-WEYL BASIS
In this section we work in the Heisenberg-Weyl basis
which is an alternative generalization of the single-qubit
Pauli basis to arbitrary dimension. It has certain ad-
vantages over the Gell-Mann basis (for example, all the
Heisenberg-Weyl basis matrices are invertible while most
of the Gell-Mann basis matrices are singular). However
there is a price to pay for such convenience which is that
the Heisenberg-Weyl basis is not hermitian and so the
compression space is a complex vector space.
Let us first define
X :=
N−1∑
j=0
|j〉〈j + 1| ; Z :=
N−1∑
j=0
ωj|j〉〈j|
where ω = e2pii/N is the primitive N th-root of unity and
we work modulo N . Note that for r ∈ {0, . . . , N − 1}
Xr =
N−1∑
j=0
|j〉〈j + r| ; Zr =
N−1∑
j=0
ωjr|j〉〈j|
and that the inverse of Xr is X−r and similarly for Zr.
We now define the Heisenberg-Weyl basis to be
Mα = Mjk := X
jZk
where j, k ∈ {0, . . . , N − 1}
and α = jN + k
Note that this basis is trace-free and trace-orthogonal.
We can now find the eigenvectors and eigenvalues of
J(Φv ) by defining
|Jjk〉 =
N−1∑
r=0
ωkr|r, r + j〉
Then it is a simple matter to check that
Mjk ⊗M∗jk|Jlm〉 = ωmj−kl|Jlm〉
which shows us that |Jlm〉 are eigenvectors of J(Φv ). Fur-
thermore, there are N2 distinct |Jlm〉 and we have there-
fore found all the eigenvectors of J(Φv ). Relabeling the
compression coefficients vα as vjk (with α = Nj + k) we
see that the eigenvalues of J(Φv ) are
λlm =
N−1∑
j,k=0
vjkω
mj−kl
N
(8)
It is easy to check that XrZs = ωrsZsXr and also
M †jk = ω
−jkM−j,−k. Therefore, by the observation in the
introduction, vjk = v
∗
−j,−k.
In the preceding sections we have had one (real) com-
pression coefficient for each basis matrix. In this section
we have seen that most of the compression coefficients
come in complex-conjugate pairs corresponding to two
basis matrices which are, up to a complex multiplicative
factor, hermitian conjugates of each other. Note that we
still have the same number of free compression parame-
ters (since for each pair of conjugate basis matrices there
are two free parameters in the associated compression
coefficient, namely the real and imaginary parts); and so
the compression space (although now complex) still has
dimension N2 − 1 (recall that we suppress the dimension
corresponding to v0 as it is identically equal to 1).
Aside 8. As an aside, we find the exact structure of the
compression space. We use M †jk = ω
−jkM−j,−k to see
that Mjk = γM
†
jk precisely when j ≡ −j(mod N) and
k ≡ −k(mod N).
When N is odd the only solution is j = 0 and k = 0
(i.e. Mjk = I). In this case compression space consists
(N2 − 1)/2 complex planes.
When N is even there are four solutions, namely
j, k ∈ {0, N/2}. In this case, compression space consists
of 3 real axes and (N2 − 4)/2 complex planes.
7We now prove that, when working in the Heisenberg-
Weyl basis, the set of all compression vectors forms a
simplex. We then find the extremal channels whose com-
pression vectors lie at the vertices of this simplex.
Theorem 9. When we work in the Heisenberg-Weyl ba-
sis, the set of all compression vectors forms a simplex in
compression space.
Proof. It is evident from equation (8) that the eigenvalues
of J(Φv ) are linear in the compression coefficients and so
λlm = 0 defines a hyperplane in compression space.
Since Φv is completely positive if and only if all eigen-
values λlm are non-negative, the hyperplanes λlm = 0
must enclose precisely the set of vectors which induce
completely positive depolarizing channels Φv . In partic-
ular the hyperplanes enclose a finite region of compres-
sion space and the shape of this enclosed region must
therefore be a simplex.
Theorem 10. The extremal channels are
Φ(jk)(ρ) := M †jkρMjk j, k ∈ {0, . . . , N − 1}
Proof. We fix j and k and prove that Φ(jk) is extremal.
Using the identity M †jkMlmMjk = ω
lk−mjMlm we see
Φ(jk)(ρ) =
N−1∑
l,m=0
tr(Mlmρ)
N
ωlk−mjMlm
and so Φ(jk)(ρ) = Φv (ρ) is a depolarizing channel with
compression coefficients vlm = ω
lk−mj .
We now show that there exists p and q with λpq = N .
λpq =
N−1∑
l,m=0
ωlk−mjωlq−mp
N
So picking p = −j(mod N) and q = −k(mod N) ensures
that λpq = N .
As before we make use of the fact that the eigenvalues
of the Choi-Jamiolkowski representation J(Φ(jk)) sum to
the system dimensionN . Clearly Φ(jk) is completely pos-
itive and so the eigenvalues of J(Φ(jk)) are non-negative
and sum to N . Clearly then
λpq = N and λlm = 0 for all (l,m) 6= (p, q)
Therefore the compression vector corresponding to the
channel Φ(jk) lies on all the hyperplanes except one and
so it lies at a vertex of the simplex.
To finish note that there are N2 vertices and N2 dis-
tinct extremal channels, so we have found them all.
As before (when we were working in the Pauli-basis)
we note that any compression vector in the simplex can
be written as a convex linear combination of the extremal
compression vectors; therefore any depolarizing channel
can be written as a convex linear combination of the ex-
tremal channels and vice-versa.
VI. OTHER BASES
Having worked in specific bases in the previous sections
we now work in an arbitrary trace-free, trace-orthogonal
basis {Mα}. We have seen that the set of all compres-
sion vectors is a simplex precisely when the eigenvalues
of J(Φv ) are linear combinations of the compression coef-
ficients vα. We now find all bases for which this happens.
Theorem 11. Let {Mα} be a trace-free, trace-orthogonal
basis. Then the set of all compression vectors forms a
simplex if and only if[
Mα ⊗M∗α,Mβ ⊗M∗β
]
= 0 ∀α, β ∈ {0, . . . , N2 − 1}
Proof. The set of all compression vectors forms a simplex
if and only if all the eigenvalues of J(Φv ) are linear in the
compression coefficients (in which case if λ is an eigen-
value of J(Φv ) then λ = 0 defines a hyperplane — which
forms one of the sides of the simplex).
Let |λ〉 be an eigenvector of J(Φv ) with eigenvalue λ.
Then by equation (2) we see that that λ is a linear com-
bination of the compression coefficients vα if and only
if |λ〉 is a simultaneous eigenvector of each Mα ⊗M∗α;
this occurs if and only if all the Mα ⊗M∗α are simul-
taneously diagonalizable, which occurs if and only if
[Mα ⊗M∗α,Mβ ⊗M∗β ] = 0 for all α and β.
Note that the condition of theorem 11 is weaker
than [Mα,Mβ] = 0 for all α and β. For example,
MαMβ = e
iθαβMβMα satisfies [Mα⊗M∗α,Mβ ⊗M∗β ] = 0
but not [Mα,Mβ] = 0. Furthermore, it is not hard
to show that MαMβ = e
iθαβMβMα is equivalent to
[Mα ⊗M∗α,Mβ ⊗M∗β ] = 0.
We can now prove the outstanding result from sec-
tion IV, which we present as the following lemma.
Lemma 12. When N > 2 and we work in the Gell-Mann
basis then the set of all compression vectors has at least
one curved side. Equivalently, at least one of the eigen-
values of J(Φv) is non-linear in the compression coeffi-
cients vα.
Proof. It is a simple matter to check that
[X01 ⊗X∗01, X02 ⊗X∗02] 6= 0
Then apply theorem 11 above.
For the remainder of this section we restrict ourselves
to working in a basis which is unitary: M−1α = M
†
α for
all α. When we do this we are able to find the extremal
channels whose compression vectors lie at the vertices of
the simplex. Before proving this we first define
|Ψ〉 =
N−1∑
j=0
|j〉|j〉 ; |λα〉 = (Mα ⊗ I) |Ψ〉
Note that |Ψ〉 is a maximally entangled state and so the
|λα〉 are too (as the Mα are unitary).
8Lemma 13. IfMαMβ = e
iθαβMβMα for all α and β and
if Mα is unitary for all α then |λα〉 are all the eigenstates
of J(Φv).
Proof. Note that |λα〉 =
∑N−1
j,k=0 (Mα)j,k |j〉|k〉. Note also
that unitarity of Mα ensures that θαβ = −θβα. Then
Mβ ⊗M∗β |λα〉 =
N−1∑
j,k=0
(
MβMαM
†
β
)
|j〉|k〉 = e−iθαβ |λα〉
and it is easy to see that
J(Φv )|λα〉 =
N2−1∑
β=0
vβe
−iθαβ
tr(M †βMβ)
|λα〉 =: λα|λα〉
So |λα〉 is indeed an eigenstate of J(Φv ). Finally note
that there are N2 eigenstates |λα〉 so we have found all
the eigenstates of J(Φv ).
The technical lemma above allows us to find the ex-
tremal channels of the simplex:
Theorem 14. If MαMβ = e
iθαβMβMα for all α and β
and if Mα are all unitary then the extremal channels are
Φ(α)(ρ) ≡MαρM †α
Proof. First note that Φ(α)(ρ) is completely positive and
trace-preserving, so the eigenvalues of J(Φ(α)) are all pos-
itive and sum to N . We can expand
Φ(α)(ρ) =
N2−1∑
β=0
tr(M †βρ)
tr(M †βMβ)
eiθαβMβ
which shows that Φ(α) is a depolarizing channel with
compression coefficients vβ = e
iθαβ . Now observe that
λα =
N2−1∑
β=0
eiθαβe−iθαβ
N
= N
and so λβ = 0 for all β 6= α. Clearly then Φ(α) is an
extremal channel as its compression vector lies on all the
hyperplanes λβ = 0 except λα = 0. To finish, note that
there are N2 vertices to the simplex and there are N2
extremal channels Φ(α) so we have found them all.
VII. CHANGE OF BASIS
We now investigate the effect of changing basis, which
will enable us to see why in some bases the set of all
compression vectors forms a simplex whilst in other bases
it does not.
Let {Mα} and {Lα} be trace-free, trace-orthogonal
bases. Then we may write
Mα√
tr(M †αMα)
=
N2−1∑
β=0
uαβ
Lβ√
tr(L†βLβ)
where uαβ ∈ C
Trace-orthogonality of both bases ensures that the
N2 ×N2 change-of-basis matrix U =∑N2−1α,β=0 uαβ |α〉〈β|
is unitary. Furthermore if both bases are hermitian then
U is actually a real orthogonal matrix. If we define
M̂ =
 M0√
tr(M †0M0)
, . . . ,
MN2−1√
tr(M †N2−1MN2−1)

and similarly for L̂, then we may write M̂ = U L̂.
We are now in a position to prove
Theorem 15. The set of single qubit (N = 2) compres-
sion vectors forms a simplex whenever we work in a her-
mitian, trace-free and trace-orthogonal basis.
Furthermore, the extremal channels are conjugations
by the basis matrices.
Proof. We know that any single qubit basis which is her-
mitian, trace-free and trace-orthogonal can be obtained
from the Pauli basis by an orthogonal change of basis.
Let {Lα} be the Pauli basis and {Mα} be the new basis.
Then the change of basis matrix has the form
U =

1 0 0 0
0
0 O
0
 (9)
whereO is a 3× 3 orthogonal matrix. Now, any such ma-
trix O corresponds to a rotation of the Bloch ball and is
equivalent to a unitary conjugation ρ 7→ V †ρV where V is
a 2× 2 unitary matrix. Any such map is completely posi-
tive and trace-preserving. Depolarization with respect to
the basis {Mα} is the same as applying the reverse of the
above rotation, followed by depolarization in the Pauli
basis, followed by the the above rotation. Since the set
of all compression vectors forms a simplex when we work
in the Pauli basis, the set of all compression vectors also
forms a simplex when we work in the new basis {Mα}.
We know that in the Pauli basis the extremal channels
are Φ(α)(ρ) = L†αρLα. So when we start in the new ba-
sis and rotate to the Pauli basis, the extremal channels
will be Φ(α)(V ρV †) = L†αV ρV
†Lα; rotating back to the
{Mα} basis (and noting that Mα = V †LαV ) we see that
the extremal channels are Φ(α)(ρ) =M †αρMα.
In the single qubit case it is true that any unitary
change of basis U corresponds to an orthogonal rotation
of the polarization vector a ; in higher dimensions this is
not so ass the following example demonstrates
Example 16. Let N = 4 and let
ρ =
I
4
+
k
√
3
4
X ⊗X k ∈ R
where X = ( 0 11 0 ) is the single-qubit Pauli-X matrix. One
can explicitly calculate the eigenvalues of ρ; they are
9λ = (1± k√3)/4 each with multiplicity two, so ρ is a
state when |k| ≤ 1/√3.
Let us now apply any change of basis which maps
X ⊗X/2 7→ Z3/
√
2 (that is, we change basis from the
hermitian Pauli basis to the hermitian Gell-Mann basis
with a unitary change-of-basis matrix U). Then
ρ 7→ ρ˜ = I
4
+
k
√
6
4
Z3
which has eigenvalues λ = (1 + α)/4 (with multiplicity
3) and λ = (1− 3α)/4 (with multiplicity 1). But then if
1/
√
3 ≥ k > 1/3 then ρ is a quantum state but ρ˜ is not
(as it is not positive).
This example demonstrates that some changes of basis
do not map the Bloch “ball” on to itself. It is for this
reason that the set of all compression vectors forms a
simplex in some bases but not in others.
Theorem 17. When two trace-free, trace-orthogonal
bases {Mα} and {Lα} are related via
Mα = V
†LαV
for all α and some unitary matrix V (that is, the change-
of-basis matrix U maps the Bloch “ball” on to itself),
then the set of compression vectors either forms a simplex
in both bases or does not form a simplex in either basis.
Furthermore, if the extremal channels are conjugations
of basis matrices in one basis then they are conjugations
of basis matrices in the other basis too.
Proof. One may adapt the proof of theorem 15. (Note
that the conditionMα = V
†LαV for all α guarantees that
the “Bloch ball” is rotated onto itself and we avoid the
problems exhibited in example 16.)
VIII. MORE GENERAL CHANNELS
Throughout the previous sections of this work we have
studied depolarizing channels. Our method can be ex-
tended to deal with a more general class of channels,
namely those which both compress the Bloch “ball” and
then translate it. Let Φv,t be such a channel defined by
its action on the polarization vector
Φv,t :
 a0...
aN2−1
 7→
 v0a0...
vN2−1aN2−1
+
 t0...
tN2−1

We call the vector t = (t0, . . . , tN2−1) the translation
vector and the tα the translation coefficients. Note
that t0 = 0 to ensure that Φv,t is trace-preserving. So far
we have only studied channels Φv = Φv,0 , but we now
extend to general t . We may expand
Φv,t(ρ) =
1
N
I+ N2−1∑
α=1
√
N(N − 1)
tr(M †αMα)
(vαaα + tα)Mα

If we now define
Vα(ρ) :=
tr(M †αρ)
tr(M †αMα)
Mα
for all α; and
Tα(ρ) :=
tr(Iρ)Mα
N
√
N(N − 1)
tr(M †αMα)
=
1
N
√
N(N − 1)
tr(M †αMα)
Mα
for α ∈ {1, . . . , N2 − 1} and T0(ρ) := 0 then
Φv,t(ρ) =
N2−1∑
α=0
vαVα(ρ) + tαTα(ρ)
Recalling the fact that if a channel χ has the expression
χ(ρ) = tr(X†ρ)Y then the Choi-Jamiolkowski represen-
tation is J(χ) = Y ⊗X∗ we see that
J(Vα) =
Mα ⊗M∗α
tr(M †αMα)
J(Tα) =
1
N
√
N(N − 1)
tr(M †αMα)
Mα⊗I
which enables us to find the Choi-Jamiolkowski represen-
tation of the channel Φv,t
J(Φv,t) =
N2−1∑
α=0
Mα⊗
(
vαM
∗
α
tr(M †αMα)
+
tαI
N
√
N(N − 1)
tr(M †αMα)
)
In order to find which parameters (v , t) induce com-
pletely positive channels one has to find for which pa-
rameters all the eigenvalues of J(Φv,t) are non-negative.
(Recall that these channels are automatically trace-
preserving if v0 = 1 and t0 = 0).
Example 18. Let us work in the Pauli basis and consider
a single-qubit channel Φv,t . We fix the translation vector
t = (0, 0, 0, tz) and find the set of all compression vectors
v . Now,
J(Φv,t) = (I⊗ I)/2 + vx(X ⊗X)/2 + vy(Y ⊗ Y )/2
+vz(Z ⊗ Z)/2 + tz(Z ⊗ I)/2
It turns out that — for non-zero tz — the eigenvectors of
J(Φv,t) are no longer Bell-states, but rather linear com-
binations of them. Let
|λ0cd〉 = c|Ψ00〉+ d|Ψ01〉
|λ1cd〉 = c|Ψ10〉+ d|Ψ11〉
where c, d ∈ R are real numbers, c2 + d2 = 1 and |Ψmn〉
(m,n ∈ {0, 1}) are the Bell-states defined in section III.
One can easily check that
J(Φv,t)|λ0cd〉 = λ0|λ0cd〉
J(Φv,t)|λ1cd〉 = λ1|λ1cd〉
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where the eigenvalues satisfy the following relations
λ0c =
c
2 (1 + vx + vy + vz) +
d
2 tz
λ0d =
d
2 (1− vx − vy + vz) + c2 tz
λ1c =
c
2 (1 + vx − vy − vz) + d2 tz
λ1d =
d
2 (1− vx + vy − vz) + c2 tz
which can be solved to give
λ±0 =
1
2 (1 + vz)±
√
(vx + vy)2 + t2z
λ±1 =
1
2 (1 − vz)±
√
(vx − vy)2 + t2z
Note that there are two possible values for λ0 and λ1:
one for d =
√
1− c2 and one for d = −√1− c2; we have
therefore found all four eigenvalues of J(Φv,t). Clearly for
tz 6= 0 the surfaces λ±0 = 0 and λ±1 = 0 are curved. This
reproduces the results of [11], which also shows that the
set of all compression vectors forms an “asymmetrically
rounded tetrahedron”.
We could have worked through the above example
with tx or ty non-zero but then the generic form of
the eigenvectors of J(Φv,t) would be more complicated:
|λ〉 = c|Ψ00〉+ d|Ψ01〉+ e|Ψ10〉+ f |Ψ11〉 with the coeffi-
cients c, d, e, f ∈ R satisfying c2 + d2 + e2 + f2 = 1.
Based on the above example we note that even when
we work in a basis where the set of all compression vectors
forms a simplex for t = 0, a tiny perturbation to t 6= 0
destroys this simplex: the set of compression vectors v
forms a set with a curved boundary; in this situation
there are infinitely many extremal channels.
IX. CONCLUSIONS
In summary, we defined trace-free, trace-orthogonal
bases for quantum states and used these to define de-
polarizing channels. Each depolarizing channel has an
associated compression vector which lies in compression
space —which is anN2 − 1 dimensional vector space (we
suppressed the other dimension as the first component of
the compression vector is always equal to unity).
We showed that the set of all compression vectors forms
a simplex when we work in either the Pauli basis or the
Heisenberg-Weyl basis, but that it does not form a sim-
plex when we work in the Gell-Mann basis. Further-
more, in the Pauli and Heisenberg-Weyl bases we found
the extremal channels whose compression vectors lie at
the vertices of the corresponding simplex.
Working in a general trace-free, trace-orthogonal basis,
we showed precisely for which bases the set of compres-
sion vectors forms a simplex. When the basis matrices
were all unitary we were able to find the extremal chan-
nels. We discussed the effects of changing basis and this
indicated why the set of compression vectors forms a sim-
plex in some bases but not in others. Finally we gener-
alized our methods to deal with a class of more general
quantum channels.
I would now like to recall a theorem proved in [12]
but first I must define a doubly stochastic quantum
channel acting on an N -dimensional quantum system
to be any completely-positive, trace-preserving chan-
nel which leaves the completely mixed state untouched:
Φ(I/N) = I/N .
Let us now define SN to be the set of all doubly
stochastic channels which act on anN -dimensional quan-
tum system. As SN is a convex set we may define TN to
be the set of extremal channels in SN .
A quantum channel Φ is said to be mixed unitary if
there exist unitary matrices U1, . . . , Uk and a probability
distribution p1, . . . , pk such that Φ is a convex sum of the
unitary conjugation channels
Φ(ρ) =
k∑
j=1
pjU
†
j ρUj
It is known that all doubly stochastic single-qubit
channels are mixed unitary, but that in higher dimensions
(N > 2) there are doubly stochastic channels which are
not mixed unitary. (They can however be expressed as
an affine sum of unitary channels
∑k
j=1 λjU
†
j ρUj where
λ1, . . . , λk are affine parameters: λj ∈ R and
∑
j λj = 1.)
In particular, when N > 2 and we work in any unitary
basis for which the set of compression vectors forms a
simplex, there exist doubly stochastic channels which do
not lie within the simplex and are therefore not depolar-
izing channels. However, the following theorem (proved
in [12]) tells us that all such channels when appropriately
averaged with the isotropic completely depolarizing chan-
nel Ω := Φ1, become mixed unitary.
Theorem 19. Let χ be any doubly-stochastic quan-
tum channel acting on N -dimensional quantum systems.
Then for any 0 ≤ p ≤ 1/(N2 − 1) the channel
pχ+ (1− p)Ω
is mixed unitary.
It is tempting to think that Ω is not the only channel
with which one can average to obtain a mixed unitary:
Conjecture 20. Let χ be any doubly-stochastic quan-
tum channel acting on N -dimensional quantum systems
and let Φ be any depolarizing channel whose compres-
sion vector lies within a simplex whose vertices are the
compression vectors of unitary conjugation depolarizing
channels. Then there exists a constant δ(Φ) > 0 such
that for 0 ≤ p ≤ δ the following channel is mixed unitary
pχ+ (1− p)Φ
Acknowledgments — Helpful conversations with To-
bias Osborne are gratefully acknowledged. This work
was funded by EPSRC.
11
[1] K. Dixit and E. C. G. Sudarshan, Phys. Rev. A 78,
032308 (2008).
[2] M. Karpinski, C. Radzewicz, and K. Banaszek, J. Opt.
Soc. Am. B 25, 668 (2008).
[3] D. K. Burgarth, Ph.D. thesis, UCL (2006), arXiv:
0704.1309.
[4] S. Bose, Contemporary Physics 48, 13 (2007).
[5] C. H. Bennett, G. Brassard, C. C. R. Josza, A. Peres,
and W. K. Wooters, Phys. Rev. Lett. 70, 1895 (1993).
[6] G. Bowen and S. Bose, Phys. Rev. Lett. 87 (2001).
[7] L. C. Venuti, C. D. E. Boschi, and M. Roncaglia, Phys.
Rev. Lett. 99, 060401 (2007).
[8] M. Choi, Linear Alg. Appl. 10, 285 (1975).
[9] C. M. Caves, Journal of Superconductivity 12, 707
(1999).
[10] Quantum Computation and Quantum Information
(Cambridge University Press, 2000).
[11] M. B. Ruskai, S. Szarek, and E. Werner, Lin. Alg. Appl.
347, 159 (2002).
[12] J. Watrous, Quantum Information and Computation 9,
406 (2009).
