We prove the NP-completeness of the following problem. Given a set S of n slopes and an integer k ≥ 1, is it possible to draw a complete graph on k vertices in the plane using only slopes from S? Equivalently, does there exist a set K of k points in general position such that the slope of every segment between two points of K is in S? We also present a polynomial algorithm for this question when n ≤ 2k − c, conditionally on a conjecture of R.E. Jamison. For n = k, an algorithm in O(n 4 ) was proposed by Wade and Chu. In this case, our algorithm is linear and does not rely on Jamison's conjecture.
The second question is of an algorithmic nature. We will restrict our attention to the case where G is a complete graph, which is already difficult and sheds some light on the general situation. For complete graphs, both questions can be rephrased by replacing straight-line drawings by simple sets of points.
Regarding the first question, we have already seen that regular k-gons are examples of simple sets of k points that use only k slopes. As affine transformations preserve parallelism, the image of a regular k-gon under an invertible affine transformation is also a simple set of k points with k slopes (a set obtained this way is called an affinely-regular k-gon). 1 Jamison [14] proved that these are the only possibilities, thereby classifying all straight-line drawings of K k with exactly k slopes. In the same paper, he conjectured a much more general statement.
Conjecture (Jamison) . For some absolute constant c 1 , the following holds. If n ≤ 2k − c 1 , every simple set of k points forming (exactly) n slopes is contained in an affinely-regular n-gon.
The case n = k corresponds to Jamison's result, and the case n = k + 1 has been proven very recently [23] . The conjecture is still open for n = k + 2 and beyond.
The aim of this paper is to investigate the second question: the algorithmic problem of deciding whether a complete graph admits a straight-line drawing that uses only slopes from a given set.
Definition. The slope-constrained complete graph drawing problem (SCGD for short), is the following decision problem.
Input.
• A set S of n slopes and a natural number k. Output. • YES if there exists a simple set K of k points in the plane such that slp(K) ⊆ S;
• NO otherwise. As a simple set of k points determines at least k slopes, the problem is only interesting when n ≥ k. Wade and Chu [26] gave an algorithm with time complexity O(n 4 ) for a restricted version of the SCGD problem, where the number of points is equal to the number of slopes, i.e. k = n. They asked how to solve the problem when the set of slopes contains more than k slopes.
In this article, we also consider variants of the SCGD problem where the input is required to satisfy an inequality of the type "n ≤ f (k)", for several functions f . As we will see, the complexity of the restricted SCGD problem is highly dependent on the choice of f , if P = NP. Our results are the following (also summarized in figure 1):
• Section 3: The SCGD problem is NP-complete (theorem 3.9). This corresponds to the case where there is no restriction on n. A careful examination of the proof shows that the SCGD problem remains NP-complete when restricted to n ≤ ck 2 (for some c > 0, which may be chosen to be 2). The key ingredient is a notion of slope-generic sets (definition 3.4).
• Section 4: The SCGD problem becomes polynomial when the number of slopes is not too large compared to the number of points. More precisely, assuming Jamison's conjecture, there is a O(n(n − k + 1) 4 ) algorithm for the SCGD problem restricted to n ≤ 2k − c 1 , where c is the constant appearing in the conjecture. We also give a randomized variant of the algorithm which runs in O(n) time and gives the correct output with high probability (1-sided Monte-Carlo algorithm).
As mentioned earlier, Jamison's conjecture has been proven for n = k and n = k + 1. Consequently, our algorithm is correct unconditionally when restricted to n ≤ k + 1. Moreover, in this case, it is linear, which is easily seen to be optimal. In particular, it improves the O(n 4 ) algorithm of Wade and Chu [26] (which applies to the case n = k only).
*assuming Jamison's conjecture. 
Notations and terminology
Recall that a set of points A is simple if no three points of A are collinear. We will say that A has distinct slopes if it is simple and slp(A 1 A 2 ) = slp(A 3 A 4 ) for every four distinct points A i of A.
We use the term list for an ordered sequence. By abuse of notation, if A = (A i ) i∈I is a list, we continue to write A for the underlying set {A i | i ∈ I}. The notions defined for sets of points thus apply to lists of points by ignoring the order structure.
A set of slopes is naturally endowed with a cyclic order, induced from the one on R ∪ {∞} (see also [10, §7.2] ). If S is a set of slopes and T = (s 1 , . . . , s n ) is a list of slopes, we say the slopes of T are consecutive slopes of S if T is an interval of the cyclically ordered set S. This means that s 1 , s n are the two endpoints of the interval and that s 1 , . . . , s n are all the intermediate slopes, in the correct cyclic order.
Let Aff(2, R) be the group of invertible affine transformations of the plane. A slope can be identified with a point at infinity. There is a natural action of Aff(2, R) on the line at infinity. Therefore, if φ ∈ Aff(2, R), it makes sense to write φ(s) when s is a slope. Let H denote the subgroup of Aff(2, R) of translations and homotheties. These are precisely the affine transformations that map every line l to a line parallel to l. In other words, H is the pointwise stabilizer of the line at infinity (see for instance [19, Chapter 5] ). 
3 NP-completeness of the SCGD problem
Slope-generic sets
We start by defining the dual of a list of four points, which is another list of four points that determines the exact same slopes, while not being related to the first list by an affine transformation. We denote by S n the nth symmetric group and by l(X; P Q) the parallel to P Q through X.
be a simple list of four points. We define a new list F of four points by
, F 3 := E 2 and F 4 := E 1 (see figure 2 ). The intersections exist as E is simple. We call F the dual of E and write F = E * . Proof. We only need to show that F 1 F 2 E 3 E 4 , the rest follows directly from the definition. If E 1 E 4 E 2 E 3 , there is nothing to prove. Otherwise, this is an application of Pappus's theorem with the collinear triples ( We now define slope-generic sets. Definition 3.4. A set A ⊂ R 2 is called slope-generic if it has distinct slopes and satisfies the following property: for every simple list E of four points, slp(E) ⊆ slp(A) implies E ֒→ A or E * ֒→ A.
Example 3.5. The set A = {(−2, 2), (−1, 0), (0, 0), (0, 1)} is not slope-generic. Indeed, for E = {(1, −1), (−1, 0), (0, 0), (0, 1)}, we have slp(E) = slp(A). However, E ֒→ A and E * ֒→ A, since A is in convex position, unlike E and E * . Lemma 3.6. Let A be slope-generic. Then A has the following property: for every simple set K ⊂ R 2 of at least five points, slp(K) ⊆ slp(A) implies K ֒→ A.
Proof. Let K be simple with |K| ≥ 5 and slp(K) ⊆ slp(A).
• We start by proving that, for every subset E ⊂ K of four points, we have E ֒→ A. By contradiction, there is a quadruple
As we assumed that A has distinct slopes, this implies that
because all the slopes of B are distinct. We can repeat the preceding argument with
Taking the union of the left-hand sides and right-hand sides yields
which is absurd since |slp(E)| = |slp(B)| = 6.
• For every E ⊂ K with |E| = 4, we have proven that there exists a transformation
We will now prove that all φ E are equal, which concludes the proof of the lemma. It is sufficient to prove that
Since A has distinct slopes, it must be the case that
It follows that the restrictions φ E | E∩E ′ and φ E ′ | E∩E ′ are equal. An affine transformation is uniquely determined by its action on three non-collinear points, so φ E = φ E ′ as claimed.
Lemma 3.7. There exists an algorithm to compute a slope-generic set of size n in time polynomial in n. Moreover, the coordinates of the constructed points are integers with polynomially many digits, and every slope determined by the set is an integer.
We postpone the proof of this lemma to subsection 3.3 and concentrate on the main theorem, after recalling the problem that will be shown to be NP-complete.
Proof of NP-complenetess
Definition 3.8. The slope-constrained complete graph drawing problem (SCGD for short) [restricted to "n ≤ f (k)"], is the following decision problem.
Input.
• A set S of n slopes and a natural number k ≤ n [≤ f (k)]. Output. • YES if there exists a simple set K of k points in the plane such that slp(K) ⊆ S;
• NO otherwise. The condition k ≤ n is not at all restrictive, as every simple set of k points determines at least k slopes. We will further assume that the slopes are integers. As for the model of computation, we will work with the common logarithmic-cost integer RAM model [2] . The size of the input (S, k) is measured by the number of bits used to represent k and the slopes of S (k may be ignored since k ≤ |S|).
Proof. We begin by showing that the SCGD problem is in NP. Suppose that there exists a simple
A non-trivial solution corresponds to an instance of a simple set of k points with slopes contained in S. Let the witness be the list of triples (i, j, s i,j ), for 1 ≤ i < j ≤ k. It is polynomial in the size of the input (S, k). If the witness is given, verifying that the corresponding system of linear equations has a non-trivial solution is also polynomial in the size of the input, so we are done.
We now prove that SCGD is NP-hard. We will proceed by showing that CLIQUE 2 can be polynomially reduced to the SCGD problem.
Let G = (V, E) be a finite graph and let k be a positive integer. If k ≤ 4, solving the clique problem with input (G, k) is polynomial. Therefore, we only consider the case k ≥ 5. The idea is to consider an embedding of V into a slope-generic set. We construct a slope-generic set A of size |V | in polynomial time using the algorithm of lemma 3.7. Fix a bijection f :
We execute the hypothetical SCGD algorithm with input (S, k). We claim that the output of the algorithm (YES or NO) is exactly the answer to the CLIQUE problem with input (G, k).
• If the output is NO, then there could not have been a k-clique in G. Indeed, by contraposition:
let H be a k-clique in G. Then K := f (H) is a simple set of k points in the plane having slopes in S. • If the output is YES, there is a simple set K in the plane of size k with slp(K) ⊆ S ⊆ slp(A).
As A is slope-generic, K ֒→ A by lemma 3.6, so we may as well assume that
is an edge of G.
To conclude, we check that the reduction is polynomial in the size of G.
• By lemma 3.7, the set A can be computed in polynomial time (with respect to |V |). The coordinates of the points of A have polynomially many digits, so the computation of each slp(f (v)f (w)) is polynomial in |V |. 3 Thus, the computation of S is polynomial in the size of G. • The size of the input (S, k) is polynomial in the size of G, which concludes the proof. We can apply the same proof wih k = ⌈|V |/2⌉ to get a reduction from HALFCLIQUE to the SCGD problem. With the notations of the proof, we now have |S| ≤ |V | 2 ≤ 2k 2 . Therefore, the SCGD problem restricted to n ≤ 2k 2 is also NP-complete. No attempt has been made here to reduce the constant in the inequality.
Construction of slope-generic sets
This section is devoted to the proof of lemma 3.7, which will require a few steps. Lemma 3.11. Let (m i,j ) 1≤i<j≤4 be six real numbers. Assume that there exist four distinct points E 1 , . . . , E 4 in the plane such that slp(E i E j ) = m i,j for all 1 ≤ i < j ≤ 4. Then Q(m 1,2 , m 1,3 , m 1,4 , m 2,3 , m 2,4 , m 3,4 ) = 0, where Q is the polynomial
Proof. Without loss of generality, we can assume that E 1 = (0, 0). Let x 1 = y 1 = 0. Consider the linear system given by the six equations
in the six variables x 2 , x 3 , x 4 , y 2 , y 3 , y 4 . It admits the trivial solution where all variables are zero. Since there is another solution by assumption, the determinant of the system vanishes, which gives the desired equality. For a treatment of a more general case, we refer the reader to [4] (the proof of lemma 3.13 can be found in the introduction). Lemma 3.14 is the last step before the proof of lemma 3.7.
Proof. The points are chosen on the parabola y = x 2 in order for both the slopes and the points to be integers with very simple expressions (the same idea was used in [13, Theorem 8.3] ). Let A i = (50 ci , 50 2ci ) for i ∈ N. As slp(A i A j ) = 50 ci + 50 cj for i = j, it is clear that A has distinct slopes.
Suppose that E := {E 1 , . . . , E 4 } is a simple set of four points with slp(E) ⊆ slp(A). We have to show that E ֒→ A or E * ֒→ A. We let m i,j := slp(E i E j ) for i < j. By assumption, there are two terms x 1 = x 2 of the sequence C such that m 1,2 = 50 x1 + 50 x2 . Similarly, m 1,3 = 50 x3 + 50 x4 , and so on, until m 3,4 = 50 x11 + 50 x12 , for some elements of C with x 2i−1 = x 2i . Since E is simple, two lines E i E j1 and E i E j2 passing through the same point E i cannot have the same slope if j 1 = j 2 . We therefore have the constraints 6
By lemma 3.11 with the slopes m i,j , we know that Q(50 x1 + 50 x2 , . . . , 50 x11 + 50 x12 ) = 0.
The goal is to use the constraints (1) and (2) to prove that there are only four distinct x i 's and to know for which indices i, j we have x i = x j . We will see that there are exactly two possibilities, up to symmetry (there is a full symmetry between x 2i−1 and x 2i for 1 ≤ i ≤ 6).
Let r = |{x 1 , . . . , x 12 }| be the number of distinct x i 's, and Z[T 1 , . . . , T r ] be the polynomial ring in r indeterminates. We choose a bijection J : {x 1 , . . . , x 12 } → {T 1 , . . . , T r }.
Proof of claim. If we expand the left-hand side of (2), simplify, and move half of the terms to the right-hand side, we get an equation of the form
for some known maps L k , R k : {1, 2, . . . , 48} → {1, 2, . . . , 12}, k = 1, 2, 3. Since the exponents are natural numbers and each sum contains less that fifty terms, equation (3) is equivalent to
Using the fact that {x 1 , . . . , x 12 } ⊆ C which is a B 3 -sequence, we can rewrite (4) as
To shorten notation, we write X i instead of J (x i ). Thus, each X i is an indeterminate and, since J is a bijection, X i = X j if and only if x i = x j . In particular, (1) becomes
Applying the bijection, (5) translates to
Just like above, this equation can be rewritten as
and finally (by definition of the functions L k , R k ) as
which proves the claim.
We will now see what the constraints (1') and (2') imply about the X i 's, using the fact that these are (in)equalities in the more convenient ring Z[T 1 , . . . , T r ].
By definition of Q, equation (2') is equivalent to
where (Z 1 , Z 2 , . . . , Z 6 ) := (X 1 + X 2 , X 3 + X 4 , . . . , X 11 + X 12 ). This equality can be rearranged in many ways, such as 7
for some indices which, by (1'), must satisfy i 1 = i 2 , i 3 = i 4 and {i 1 , i 2 } = {i 3 , i 4 }. Thus, for these pairs (i, j), the polynomial Z i − Z j is irreducible, hence prime, in the unique factorization domain Z[T 1 , . . . , T r ]. So each side of (6), (6') and (6") is a product of prime elements.
We claim that Z i − Z j ∈ {±(Z 7−i − Z 7−j )} for all 1 ≤ i, j ≤ 6. We only prove it for Z 3 − Z 5 , the other cases can be treated similarly. 8 From equation (6),
But this set contains only irreducibles, a contradiction.
More precisely, we claim that Z i − Z j = −(Z 7−i − Z 7−j ) for all 1 ≤ i, j ≤ 6. As before, we will only prove it for (i, j) = (3, 5), the other cases being similar. By contradiction, assume that Z 3 − Z 5 = Z 4 − Z 2 . We know that Z 6 − Z 2 = ±(Z 1 − Z 5 ) and Z 4 − Z 1 = ±(Z 3 − Z 6 ). However, all choices of sign are not possible: from equation (6) we have
These rearrangements can be understood as relabelings of the points in lemma 3.11. 8 If j ∈ {i, 7 − i}, there is a rearrangement of (6) in which the term Z i − Z j appears as a factor. The same proof can then be replicated with this equation.
The first case gives Z 3 = Z 1 , the second Z 5 = Z 6 . Both are impossible since Z 3 − Z 1 and Z 5 − Z 6 are irreducible elements.
Therefore, Z i + Z 7−i is independent of i, i.e. X 1 + X 2 + X 11 + X 12 = X 3 + X 4 + X 9 + X 10 = X 5 + X 6 + X 7 + X 8 .
This amounts to saying that (X 1 , X 2 , X 11 , X 12 ) = (X α(3) , X α(4) , X α(9) , X α(10) ) = (X β(5) , X β(6) , X β (7) , X β(8) ),
for some permutations α and β of {3, 4, 9, 10} and {5, 6, 7, 8}, respectively. Combining (1') and (7), it is easily seen that X 1 , X 2 , X 11 and X 12 are pairwise distinct. We now determine the possible pairs (α, β).
• On the one hand, there are 2 7 pairs of permutations (α, β) which do not violate the constraints
On the other hand, we can find 2 7 pairs (α, β) satisfying (1') and (7) as follows. Two possibilities are given by (X 1 , X 2 , X 11 , X 12 ) = (X 3 , X 9 , X 4 , X 10 ) = (X 5 , X 7 , X 8 , X 6 ) (i) and (X 1 , X 2 , X 11 , X 12 ) = (X 10 , X 4 , X 9 , X 3 ) = (X 6 , X 8 , X 7 , X 5 ).
(ii)
Note that the problem is completely symmetric in X 2i−1 and X 2i for 1 ≤ i ≤ 6. Therefore, performing exchanges of the form X 2i−1 ↔ X 2i on (i) or (ii) will produce another pair of permutations satisfying (1') and (7) . 10 As (ii) is not reachable from (i) using those operations, we can generate 2 6 + 2 6 = 2 7 distinct pairs (α, β). So, all possible pairs are obtained from (i) or (ii) in this way.
We can now prove that A is slope-generic. Recall that X i = X j if and only if x i = x j . Without loss of generality (concurrently performing exchanges X 2i−1 ↔ X 2i and x 2i−1 ↔ x 2i if necessary), we may thus assume to be in one of the following two cases. In each case, we define the distinct points B i := (50 yi , 50 2yi ) ∈ A, 1 ≤ i ≤ 4. • In the case (i), we have E ∼ B. To see this, note that the quadruples (E 1 , E 2 , E 3 , E 4 )
and (B 1 , B 2 , B 3 , B 4 ) are exactly in the configuration of remark 2.3. This is an immediate verification for example, one has slp(E 2 E 4 ) = 50 x9 + 50 x10 = 50 y2 + 50 y4 = slp(B 2 B 4 ). Hence E ֒→ A. • In the case (ii), write E * = (F 1 , . . . , F 4 ). This time, (F 1 , F 2 , F 3 , F 4 ) and (B 1 , B 2 , B 3 , B 4 ) are in the configuration of remark 2.3, so E * ∼ B and E * ֒→ A.
Remark 3.15. Parts of the proof of lemma 3.14 were first obtained using a computer program. These verifications were replaced by the above arguments for the sake of self-containment.
We can now prove lemma 3.7.
Lemma 3.7. There exists an algorithm to compute a slope-generic set of size n in time polynomial in n. Moreover, the coordinates of the constructed points are integers with polynomially many digits, and every slope determined by the set is an integer. 9 The number of admissible pairs (α, β) is obtained by a simple counting argument. There are 4 choices for α(3), then 2 choices for α(4) as {X α(3) , X α(4) } = {X 1 , X 2 }, and so on. We end up with (4 · 2 · 2 · 1) · (4 · 1 · 2 · 1) = 2 7 such pairs. 10 For example, the exchanges X 1 ↔ X 2 , X 3 ↔ X 4 and X 9 ↔ X 10 on (i) result in the equalities (X 2 , X 1 , X 11 , X 12 ) = (X 4 , X 10 , X 3 , X 9 ) = (X 5 , X 7 , X 8 , X 6 ),
which are equivalent to (X 1 , X 2 , X 11 , X 12 ) = (X 10 , X 4 , X 3 , X 9 ) = (X 7 , X 5 , X 8 , X 6 ) and correspond to α = 3 4 9 10 10 4 3 9
and β = 5 6 7 8 7 5 8 6 .
Proof. First, a B 3 -sequence c 1 < . . . < c n is calculated in polynomial time using the greedy algorithm of lemma 3.13. Then, one computes A i = (50 ci , 50 2ci ) for 1 ≤ i ≤ n, and returns {A 1 , . . . , A n }. Because c i = O(n 2·3−1 ), the computation of the powers 50 ci and 50 2ci is indeed polynomial in n.
Remark 3. 16 . The property that the sequence (c i ) grows polynomially is crucial in the logarithmiccost model of computation. In the uniform-cost model, we could just have chosen the B 3 -sequence c i = 4 i . The number 50 4 n can be computed in linear time by repeated squaring, even though this number has exponentially many digits. This is the reason why the uniform-cost RAM model (with multiplication) is not considered to be a reasonable model of computation (see [12, pp. 177-178] and [2, §2.2.2]).
Algorithms for the restricted SCGD problem
In this section, we present two polynomial algorithms for the SCGD problem when the number of slopes n = |S| is not much larger than k. The first one (proposition 4.6) is deterministic, the other one (proposition 4.8) is probabilistic.
Affinely-regular polygons
We give two equivalent definitions and some elementary properties of affinely-regular polygons that can be found in [5] . For a survey of affinely-regular polygons over an arbitrary field, we refer the reader to [7] .
Definition 4.1. Let n ≥ 3. An affinely-regular n-gon is a finite set of points P satisfying one of the following equivalent properties:
• P is the image of a regular n-gon under some ψ ∈ Aff(2, R);
Fact 4.2. Let P be an affinely-regular polygon with vertices P 0 , . . . , P n−1 , in cyclic order (say counterclockwise). Let φ be the unique affine transformation such that φ(P i ) = P i+1 for i = 0, 1, 2.
Then, considering the indices modulo n, we have 1. φ has order n and φ i (P 0 ) = P i for all i; 2. slp(P i−k P j+k ) = slp(P i P j ) for all i, j, k with i = j; 3. If s 0 := slp(P n−1 P 1 ) and s i := slp(P 0 P i ) for 1 ≤ i ≤ n − 1, then the slopes of P are precisely s 0 , s 1 , . . . , s n−1 , in this (cyclic) order; 4. The sequence of boundary slopes (slp(P 0 P 1 ), slp(P 1 P 2 ), . . . , slp(P n−1 P 0 )) is (s 1 , s 3 , s 5 , . . . , s n−2 , s 0 , s 2 , . . . , s n−1 ) if n is odd; (s 1 , s 3 , s 5 , . . . , s n−1 , s 1 , s 3 , . . . , s n−1 ) if n is even.
We also recall Jamison's conjecture on affinely-regular polygons.
Model of computation
We want to give an algorithm for the SCGD problem when Jamison's conjecture applies, i.e. when n ≤ 2k − c 1 . Assuming the conjecture, the sets K that satisfy the SCGD problem are subsets of affinely-regular polygons. However, affinely-regular n-gons have irrational slopes as soon as n = 3, 4, 6 (because cos(2π/n) has degree φ(n)/2 over Q, as was proven by D. H. Lehmer [18] ). The problem is thus trivial if the slopes given as inputs are integers, as in section 3.
We will therefore allow the slopes to be arbitrary real numbers, 11 and adopt the real RAM model described in [24] : the primitive arithmetic operations +, −, ·, / and comparisons on real numbers are available at unit time cost.
Deterministic algorithm
We start by solving a problem similar to the restricted SCGD problem when four points of the set K are already given as inputs.
There is a deterministic algorithm with time complexity O(n) for the following problem.
• A sorted list S of n slopes; • A natural number k ≤ n; • A simple list (P 0 , . . . , P 3 ) of four points. Problem. • Does there exist a set K satisfying the following conditions?
(i) K is an affinely-regular polygon;
(ii) P 0 , . . . , P 3 are consecutive points of K (in that order); (iii) k ≤ |K| ≤ n;
Proof. Let φ be the unique affine transformation that maps P j to P j+1 , for j = 0, 1, 2. By fact 4.2, if there exists a set K satisfying (i), (ii) and (iii), φ must have order |K| ∈ [k, n] (and K is the orbit of P 0 under φ). This explains the first steps of the algorithm. Now, we suppose that we already know four consecutive slopes determined by K. Proof. We reduce the task to lemma 4.3. We first give the two steps of the reduction and then provide the explanations. 1: Compute four distinct points P 0 , . . . , P 3 (resp.P 0 , . . . ,P 3 ) satisfying the equalities (8) (resp. (9)) below. Such points exist as s 0 , . . . , s 3 are distinct.
slp(P 0 P 1 ) = s 0 , slp(P 0 P 2 ) = s 1 , slp(P 1 P 2 ) = s 2 = slp(P 0 P 3 ), and slp(P 1 P 3 ) = s 3 (8) slp(P 0P2 ) = s 0 , slp(P 1P2 ) = s 1 = slp(P 0P3 ), slp(P 1P3 ) = s 2 , and slp(P 2P3 ) = s 3
2: For P ∈ {(P 0 , . . . , P 3 ), (P 0 , . . . ,P 3 )}, run the algorithm of lemma 4.3 with S, k and P as inputs. Return YES if one of the two outputs is YES, and NO if both are NO. Let us explain why this algorithm is correct.
• Suppose that there exists an affinely-regular d-gon K, of which s 0 , . . . , s 3 are consecutive slopes. Then, by fact 4.2, at least one of s 0 and s 1 is a boundary slope of K. We have the following alternative (see figure 3 ):
(a) If s 0 is a boundary slope of K, there are four consecutive vertices P ′ 0 , . . . , P ′ 3 of K such that 3 ) = s 3 . (9') The conditions (8') uniquely determine the distinct pointsP 0 , . . . ,P 3 , up to an element of H (the group of homotheties and translations). Therefore, in the case (a), we may assume that P 0 , . . . ,P 3 are precisely the points constructed in the first step of the algorithm (by applying an element of H to K if necessary). The same is true withP ′ 0 , . . . ,P ′ 3 in the case (b). So we are in the setting of lemma 4.3.
• Conversely, it is clear that a set K satisfying properties (i) through (iv) of lemma 4.3 for one of those two quadruples will also satisfy properties (I) through (IV).
Remark 4.7.
• If we restrict the inputs to have n ≤ k + M for some fixed M , we get an algorithm in O(n). This is the optimal complexity since all the slopes have to be taken into account in the worst case. • Jamison's conjecture was proven in the cases n = k (by Jamison in his original paper [14] ) and n = k + 1 (recently, by Pilatte [23] ). In those cases, the correctness of our algorithm is independent of any assumption. • For n = k, Wade and Chu presented an algorithm in O(n 4 ) for this problem (see [26] ). We have thus reduced the complexity to O(n). For n = k + 1, no polynomial algorithm had been proposed before.
Monte-Carlo algorithm
The previous algorithm has runtime O((n − k + 1) 4 n), which is O(n 5 ) in the worst case. We can improve it to O(n) if we are willing to use a probabilistic algorithm. Proof. The idea is the same as in the proof of proposition 4.6: we will find quadruples of four consecutive slopes in S and apply lemma 4.4 with them.
1: Pick one slope c 1 of S uniformly at random. 2: Select the slopes c 2 , . . . , c 12 of S such that T = (c 1 , . . . , c 12 ) are consecutive slopes in S. 3: For each subsequence of four slopes of T , use lemma 4.4. If the output is YES for at least one subsequence, return YES. Otherwise, return NO.
• If this algorithm outputs YES, the existence of a valid set K is guaranteed by lemma 4.4, so the output is correct. • What is left is to show that the probability of incorrectly outputting NO is bounded away from 1. Suppose that the correct answer is YES. Equivalently, by Jamison's conjecture, there is an affinely-regular polygon P of with slp(P ) ⊆ S and |P | ≥ k. Let X be the random variable defined by X = |T ∩ slp(P )| (S and P are fixed and T is random). The algorithm outputs YES whenever X ≥ 4. As | slp(P )| ≥ |P | ≥ k ≥ n+c 2 ≥ 1 2 |S|, we have E(X) = 1≤i≤12 P[c i ∈ slp(P )] = 12 · |slp(P )| |S| ≥ 6.
Hence P[output is NO] ≤ P[X < 4] = P[12 − X ≥ 9] ≤ 2/3, by Markov's inequality, which completes the proof.
