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DECAY AND SCATTERING FOR THE
CHERN-SIMONS-SCHRO¨DINGER EQUATIONS
SUNG-JIN OH AND FABIO PUSATERI
Abstract. We consider the Chern-Simons-Schro¨dinger model in 1+2 dimensions, and prove scat-
tering for small solutions of the Cauchy problem in the Coulomb gauge. This model is a gauge
covariant Schro¨dinger equation, with a potential decaying like r−1 at infinity. To overcome the dif-
ficulties due to this long range decay we start by performing L2-based estimates covariantly. This
gives favorable commutation identities so that only curvature terms, which decay faster than r−1,
appear in our weighted energy estimates. We then select the Coulomb gauge to reveal a genuinely
cubic null structure, which allows us to show sharp decay by Fourier methods.
1. Introduction
In this paper, we investigate the long term behavior and asymptotics of small solutions to the
Chern-Simons-Schro¨dinger (CSS) system, which is a non-relativistic gauge field theory on R1+2
taking the form 

Dtφ =iDℓDℓφ+ ig|φ|2φ,
F12 =− 1
2
|φ|2,
F01 =− i
2
(φD2φ− (D2φ)φ),
F02 =
i
2
(φD1φ− (D1φ)φ).
(CSS)
Here φ is a C-valued function (Schro¨dinger field), A = A0dx
0+A1dx
1+A2dx
2 is a real-valued 1-form
(gauge potential), Fµν = ∂µAν − ∂νAµ (curvature 2-form), Dµ = ∂µ + iAµ (covariant derivative)
and g ∈ C. Our main theorem demonstrates that sufficiently small initial data lead to a global
unique solution on R1+2 which exhibits linear scattering to a free Schro¨dinger field in the Coulomb
gauge (∂1A1 + ∂2A2 = 0); we refer to Theorem 1.2 for a precise statement.
The (CSS) system was introduced by Jackiw-Pi [JP90-1, JP90-2], with an emphasis on its self-
dual structure (for g = 1) and existence of (multi-)vortex solitons. It serves as a basic model
for Chern-Simons dynamics on the plane, which is used to analyze various planar phenomena,
e.g. anyonic statistics, fractional quantum Hall effect and high Tc superconductors. For a more
thorough discussion on the physical relevance of (CSS) and self-duality, we refer the reader to
[JP92, Du95, HZ09, Ya01] and the references therein.
Recently, there has been some work regarding (CSS) from the mathematical side. Various authors
have contributed to the problem of local well-posedness [BDS95, Hu13, LST-p]; currently, the best
result is due to Liu-Smith-Tataru [LST-p], who proved local well-posedness for φ(0) ∈ Hεx for any
ε > 0. In the case of focusing self-interaction potential g > 0, Berge´-de Bouard-Saut [BDS95]
showed finite time blow-up via a virial argument, and an explicit example was given later by Huh
[Hu09]. Global existence of a weak solution (without uniqueness) with sub-threshold charge was
also proved in [BDS95]. We also mention the interesting papers [DS07, DS09] on a closely related
The first author is a Miller Research Fellow, and thanks the Miller Institute for the support. The second author
was supported in part by a Simons Postdoctoral Fellowship and NSF grant DMS 1265875.
1
2 SUNG-JIN OH AND FABIO PUSATERI
system proposed by Manton [Ma97]. On the other hand, to our best knowledge, there has been no
prior work concerning the asymptotic behavior of global solutions to (CSS).
The major difficulty in studying the asymptotic behavior of solutions to (CSS) is the apparent
long range behavior of the potentials Aj . To elaborate, we begin from the fact that (CSS) is gauge
invariant, i.e., it is invariant under the gauge transform
Aµ → Aµ + ∂µχ, φ→ e−iχφ
where χ is a real-valued function on R1+2. Due to this fact, the initial value problem for (CSS)
is well-posed only after fixing a specific representative of (Aµ, φ), a procedure usually referred to
as gauge fixing. For concreteness of our discussion, we shall choose the Coulomb gauge, which is a
gauge defined by the condition
∂1A1 + ∂2A2 = 0.
Expanding out Dµ = ∂µ + iAµ, (CSS) in the Coulomb gauge leads to the equation
(∂t − i△)φ = −2A1∂1φ− 2A2∂2φ− iA0φ+ (Higher order terms). (1.1)
Let us focus on the nonlinear terms with the most derivatives on φ, i.e., −2Aj∂jφ. Under the
Coulomb condition, Aj satisfies the equation △Aj = 12ǫjk∂k|φ|2, where ǫjk is the unique anti-
symmetric 2-form such that ǫ12 = 1. Therefore, Aj is given by the Biot-Savart law
Aj(t, x) = −1
2
ǫjk∂k(−△)−1|φ(t, x)|2 = 1
4π
ǫjk
∫
R2
(x− y)k
|x− y|2 |φ(t, y)|
2 dy. (1.2)
Then, it is easy to see that the right-hand side of (1.2) has an r−1 tail as r →∞ for any non-trivial
solution φ to (CSS), hence Aj is a long range potential. In principle, such long range potentials
can lead to complicated asymptotic behaviors for even arbitrarily small solutions, such as modified
scattering [HN98, KP11] or finite time blow-up [Joh79, Joh81].
The preceding discussion applies to other gauges as well, since the divergence-free part of Aj
(according to the Hodge decomposition of 1-forms on R2) is always given by the formula (1.2).
Indeed, the r−1 behavior of (a part of) Aj is present in the work [LST-p], in which a non-Coulomb
gauge (more precisely, the heat gauge At = ∂ℓAℓ) was used.
Nevertheless, in this paper we are able to establish global existence of solutions of (CSS) for
sufficiently small initial data, and prove linear scattering1 of such solutions in the Coulomb gauge.
Our proof relies on the following two main observations:
1) The (CSS) system does not exhibit any long range behavior when viewed covariantly, i.e.,
when phrased in terms of Dt,Dj and Fµν as in (CSS). Using the covariant charge identity
(4.2) and covariant commutators such as Dj , Jj := xj +2itDj , we can establish global apriori
L2 bounds under the assumption that φ exhibits the linear decay rate, i.e., |t|−1 as t → ±∞.
Unfortunately, such a method seems to fall short of retrieving the |t|−1 decay rate, and for this
purpose we turn to our second observation:
2) The (CSS) system exhibits a strong, genuinely cubic null structure in the Coulomb gauge.
Remarkably, by (and only by) considering all cubic2 terms (−2Aj∂jφ − iA0φ) together, we
reveal a very strong null structure which effectively cancels out the long range effect of Aµ for
the purpose of establishing the desired decay rate of φ. Combined with the apriori L2 bounds
obtained using covariant methods, we are able to conclude the |t|−1 decay via an analysis of
(1.1) in Fourier space.
1By linear scattering, we mean convergence of the solution φ to some free Schro¨dinger field eit△f∞ as t → ∞ in
an appropriate topology; see (1.7) in Theorem 1.2 for a more precise statement.
2The terms Aj∂jφ and A0φ are cubic in φ, as Aµ satisfies a Poisson equation with quadratic (and higher) terms
in φ as a source. See (CSS-Coulomb) in §1.1
3Broadly speaking, our method may be understood as a mix of two different existing approaches
to small data scattering: The use of the covariant charge identity and commutators is akin to
the tensor-geometric approach of Christodoulou-Klainerman [CK90, CK93], whereas the cubic null
structure is identified and utilized within the Fourier-analytic framework of the works on space-time
resonances [GMS09] and [PS13]. A more detailed description of our main ideas will be given in
Section 2, after we state the main theorem in §1.1.
1.1. Statement of the main theorem. In the Coulomb gauge ∂1A1 + ∂2A2 = 0, which is the
setting of our main theorem, (CSS) can be reformulated as

∂tφ− i△φ =− iA0φ− 2Aℓ∂ℓφ− iAℓAℓφ+ ig|φ|2φ,
△A1 =1
2
∂2|φ|2,
△A2 =− 1
2
∂1|φ|2,
△A0 = i
2
∂1(φD2φ− (D2φ)φ)− i
2
∂2(φD1φ− (D1φ)φ),
(CSS-Coulomb)
where repeated indices are assumed to be summed, e.g., −2Aℓ∂ℓφ = −2
∑2
ℓ=1Aℓ∂ℓφ etc.
We define the initial data set for (CSS-Coulomb) as follows.
Definition 1.1 (Coulomb initial data set). We say that a pair (aj , φ0) of a 1-form aj and a C-valued
function φ on R2 is a Coulomb initial data set for (CSS) if it satisfies
∂1a1 + ∂2a2 =0, (1.3)
∂1a2 − ∂2a1 =− 1
2
|φ0|2. (1.4)
The condition (1.3) is the Coulomb gauge condition for the initial data, whereas (1.4) is the
constraint equation imposed by the system (CSS). We remark that the div-curl system (1.3)–(1.4)
is enough to uniquely specify aj (with a mild condition at infinity) in terms of the (gauge invariant)
amplitude of φ0, at least under our regularity assumptions below.
We are now ready to state the main theorem of this paper.
Theorem 1.2 (Main Theorem). Let (Aj(0), φ(0)) be a Coulomb initial data set for (CSS) satisfying
the smallness assumption
2∑
m=0
‖D(m)φ(0)‖L2x + ‖|x|φ(0)‖L2x + ‖|x|Dφ(0)‖L2x + ‖|x|2φ(0)‖L2x ≤ ε1. (1.5)
Then, for sufficiently small ε1 there exists a unique global solution φ ∈ Ct(R;H2x) of (CSS-Coulomb)
such that
‖φ(t)‖L∞x . ε1(1 + |t|)−1. (1.6)
Moreover, for each sign ± and 0 ≤ s < 2, there exists f±∞ ∈ Hsx such that
e−it△φ(t)
t→±∞−→ f±∞ in Hsx. (1.7)
1.2. Notations and conventions.
• Unless otherwise specified, we adopt the convention of summing up all repeated indices, e.g.,
DjDj = D1D1 +D2D2.
• ǫjk denotes the anti-symmetric 2-form with ǫ12 = 1
• We denote the ordinary and covariant spatial gradients by D = (∂1, ∂2) and D = (D1,D2),
respectively. The m-fold ordinary and covariant spatial gradients will be denoted by D(m) and
D(m), respectively.
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• We define the operators J = (J1,J2) and J = (J1, J2), where
Jk := xk + 2itDk, Jk := xk + 2it∂k
Like D,D, we denote the m-fold application of J, J by J(m), J (m), respectively.
• We adopt the convention F(ψ)(ξ) = ψ̂(ξ) := (2π)−1 ∫
R2
e−ix·ξψ(x) dx, for the Fourier transform.
• We denote the space of Schwartz functions on R2 by Sx.
2. Main ideas
The purpose of this section is to provide a more detailed description of the main ideas of our
proof of Theorem 1.2. In order to establish global existence and scattering for small solutions, the
basic strategy is to prove estimates for Sobolev and weighted L2 norms of φ, and a decay estimate
with the same rate of a linear solution, i.e.
‖φ(t)‖L∞x . ε1(1 + |t|)−1. (2.1)
Covariant charge estimates. To avoid the long range effect of Aµ in a fixed gauge, we derive apriori
L2 bounds using covariant methods. Our basic tool is the simple covariant charge identity (4.1)-
(4.2). To bound higher derivatives we commute the covariant Schro¨dinger equation with Dj , and
for weighted L2 bounds we commute with
Jk := xk + 2itDk,
which is the covariant version of the well-known operator Jk = xk + 2it∂k for the Schro¨dinger
equation. Such commutations are rather straightforward to perform in the covariant setting, leading
to nice (schematic) equations such as
(Dt − iDℓDℓ)Djφ = φ · φ ·Dφ,
(Dt − iDℓDℓ)Jjφ = φ · φ · Jφ+ t(φ · φ ·Dφ).
See (4.11)–(4.16) for the full list. Then, assuming the decay (2.1), we can bootstrap covariant L2
bounds of the form
‖D(m)φ(t)‖H2x . ε1, ‖J(m)φ(t)‖L2x . ε1
(
log(2 + |t|))m (m = 0, 1, 2),
for ε1 sufficiently small.
Transition of covariant bounds to gauge-dependent bounds. The next step consists in deriving L2
bounds in the Coulomb gauge, such as
‖D(m)φ(t)‖L2x . ε1, ‖J (m)φ(t)‖L2x . ε1
(
log(2 + |t|))m (m = 0, 1, 2),
from the covariant L2 bounds. The execution of this step depends on estimates obtained from the
elliptic equation for Aµ in the Coulomb gauge. To eventually obtain the desired final result, it only
remains to retrieve (2.1).
Asymptotic analysis in the Coulomb gauge. Combined with the apriori growth bound of the weighted
L2 norms of J (m)φ(t), a standard lemma (Lemma 6.1) reduces the proof of decay (2.1) to estab-
lishing uniform boundedness of φ̂(t), i.e.,
‖φ̂(t)‖L∞ξ . ε1. (2.2)
To achieve this, we shall use the Fourier-analytic framework of Germain-Masmoudi-Shatah [GMS09]:
Defining f := e−it△φ, the Schro¨dinger equation in the Coulomb gauge becomes
∂tf̂ = e
it|ξ|2F [−2Aj∂jφ− iA0φ+ (Higher order terms)]
5As ‖f̂‖L∞ξ = ‖φ̂‖L∞ξ , we simply need to estimate the L∞ξ norm of the above right-hand side. The
contribution of the higher order terms are easily manageable, and we are only left to consider the
cubic terms −2Aj∂jφ− iA0φ.
The cubic null structure of (CSS) in the Coulomb gauge. We now describe the strong cubic null
structure of these cubic terms in the Coulomb gauge, which is crucial to close the whole argument.
According to the framework of space-time resonances [GMS09, PS13], a cubic expression in f =
e−it△φ of the form∫
R2×R2
eitϕ(η,σ,ξ)a(η, σ, ξ) ·Dη,σϕ(η, σ, ξ) f̂ (t, η − σ)f̂(t, σ)f̂(t, ξ − η) dηdσ (2.3)
for some coefficient a(η, σ, ξ), is a null structure (the symbol of the interaction vanishes on the space
resonant set). Indeed, there is a gain of a factor of t−1 upon integrating by parts in η and/or σ. This
may be viewed as an alternative interpretation of the classical null condition due to Klainerman
[Kla85a, Kla86].
It is not difficult to see that the contribution of each −2Aj∂jφ and −iA0φ is a null structure
of the form (2.3). However, the long range effect of Aµ is still manifest, in the sense that the
coefficient a(η, σ, ξ) has a singularity of the form |η|−2 (from the inversion of △ in the equation for
Aµ). Nevertheless, looking at −2Aj∂jφ − iA0φ as a whole gives (after a change of variables, and
up to an irrelevant constant)∫
R2×R2
eitϕ(ξ,η,σ)
(
dη log |η| ∧ dηϕ(ξ, η, σ)
)
f̂(t, ξ − σ)f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη
where dηg ∧ dηh is a differential-forms notation for ∂η1g∂η2h− ∂η2g∂η1h; see §6.2 for details. This
is the claimed strong cubic null structure: Not only is the singularity at η = 0 milder (dη log |η| ∼
|η|−1), but it vanishes completely when an extra dη falls on dη log |η| after integration by parts (this
cancellation reduces exactly to the standard fact d2 = 0 regarding exterior differential). Exploiting
this null structure, as well as using the apriori L2 bounds established earlier, we finally obtain (2.2)
(for ε1 small enough) and close the whole argument.
Structure of the paper. In Section 3, we reduce the main theorem (Theorem 1.2) to three propo-
sitions in accordance to the main ideas sketched above: Propositions 3.1, 3.2 and 3.3 concerning
covariant charge estimates, transition from covariant to gauge-dependent bounds, and asymptotic
analysis in the Coulomb gauge, respectively. Then in Sections 4, 5 and 6, we give proofs of these
propositions in order.
3. Reduction of the main theorem
In this section, we reduce the proof of Theorem 1.2 to establishing three statements, namely
Propositions 3.1, 3.2 and 3.3. Before we state the propositions, we shall fix a terminology: By an H2
solution to (CSS) in the Coulomb gauge on (−T, T ), we mean a solution (Aµ, φ) to (CSS-Coulomb)
such that φ ∈ Ct((−T, T );H2x).
In the first proposition, we prove gauge covariant apriori L2 bounds, under bootstrap assumptions
which include the critical L∞x decay assumption (3.4). We remind the reader that Jk := xk+2itDk.
Proposition 3.1 (Covariant charge estimates). Let (Aµ, φ) be an H
2 solution to (CSS) in the
Coulomb gauge on (−T, T ), which satisfies the initial data estimate (1.5) and obeys the bootstrap
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assumptions
‖φ(t)‖L2x + ‖Dφ(t)‖L2x + ‖D(2)φ(t)‖L2x ≤Bε1 (3.1)
‖Jφ(t)‖L2x + ‖JDφ(t)‖L2x ≤Bε1 log(2 + |t|) (3.2)
‖J(2)φ(t)‖L2x ≤Bε1(log(2 + |t|))2 (3.3)
‖φ(t)‖L∞x ≤Bε1(1 + |t|)−1 (3.4)
for t ∈ (−T, T ) and an absolute constant B > 0. Then, for B sufficiently large and ε1 > 0 small
enough, we improve (3.1),(3.2) and (3.3) on (−T, T ), respectively, to
‖φ(t)‖L2x + ‖Dφ(t)‖L2x + ‖D(2)φ(t)‖L2x ≤
B
200
ε1 (3.5)
‖Jφ(t)‖L2x + ‖JDφ(t)‖L2x ≤
B
200
ε1 log(2 + |t|) (3.6)
‖J(2)φ(t)‖L2x ≤
B
200
ε1
(
log(2 + |t|))2. (3.7)
The second proposition is used to translate the gauge covariant bounds (3.5)–(3.7) to the corre-
sponding bounds in the Coulomb gauge. Recall that Jk := xk + 2it∂k.
Proposition 3.2 (Transition from covariant to gauge-dependent bounds). Let (Aµ, φ) be an H
2
solution to (CSS) in the Coulomb gauge on (−T, T ), which obeys the bootstrap assumption (3.4)
and the improved covariant bounds (3.5)–(3.7). Then for ε1 > 0 sufficiently small compared to B,
the following gauge-dependent bounds hold on (−T, T ):
‖φ(t)‖L2x + ‖Dφ(t)‖L2x + ‖D(2)φ(t)‖L2x ≤
B
100
ε1 (3.5
′)
‖Jφ(t)‖L2x + ‖JDφ(t)‖L2x ≤
B
100
ε1 log(2 + |t|) (3.6′)
‖J (2)φ(t)‖L2x ≤
B
100
ε1
(
log(2 + |t|))2. (3.7′)
Finally, in the third proposition, we improve the L∞x decay assumption. The argument takes
place entirely in the Coulomb gauge, and relies crucially on the cubic null structure of (CSS) in
this gauge.
Proposition 3.3 (Asymptotic analysis in the Coulomb gauge). Let (Aµ, φ) be an H
2 solution to
(CSS) in the Coulomb gauge on (−T, T ), which satisfies the initial data estimate (1.5). Assume
furthermore that (Aµ, φ) obeys the bootstrap assumption (3.4) and the gauge-dependent bounds
(3.5′)–(3.7′) for t ∈ (−T, T ).
Then for B sufficiently large and ε1 > 0 small enough, we improve (3.4) on (−T, T ) to
‖φ(t)‖L∞x ≤
B
10
ε1(1 + |t|)−1. (3.8)
Moreover, for each sign ±, there exists f̂±∞ ∈ L∞ξ such that
eit|ξ|
2
φ̂(t)
t→±∞−→ f̂±∞ in L∞ξ . (3.9)
For a more precise statement regarding the scattering property (3.9), we refer the reader to
Proposition 6.2, and in particular (6.2).
Assuming Propositions 3.1, 3.2 and 3.3 for the moment, we now prove Theorem 1.2.
Proof of Theorem 1.2. We begin with a few quick reductions. Let (Aj(0), φ(0)) be a Coulomb initial
data set satisfying (1.5). By the H2 local well-posedness theorem due to Berge´-de Bouard-Saut
[BDS95], there exists a unique solution φ to the initial value problem for (CSS) in the Coulomb
7gauge on some (−T, T ) such that φ ∈ Ct((−T, T );H2x). Note that, by Proposition 3.2, the covariant
bounds (3.1)–(3.3) and (3.4) imply the gauge-dependent estimates (3.5′)–(3.7′); in particular, this
implies that supt∈(−T,T ) ‖φ(t)‖H2x . ε1 for every (−T, T ), for ε1 sufficiently small. This, by the
same LWP theorem, establishes the global existence of φ, which is unique in Ct(R;H
2
x).
Therefore, to prove global existence and the decay rate (1.6), it suffices to prove (3.1)–(3.3) and
(3.4) by a bootstrap argument; as this is rather standard, we will only give a brief sketch. It is
obvious to see that the bootstrap assumptions (3.1)–(3.3) and (3.4) are satisfied for small |t|, simply
by continuity. Next, for any T > 0, (3.1)–(3.3) on (−T, T ) are improved to (3.5)–(3.7) provided
that B > 0 is chosen sufficiently large and ε1 > 0 is small enough, thanks to Proposition 3.1.
Applying Propositions 3.2 and 3.3 in order, we improve (3.4) to (3.8) as well, choosing B > 0 larger
and ε1 smaller if necessary. Thus, by a standard continuity argument, we conclude that (3.1)–(3.3)
and (3.4) hold for any T > 0, thereby finishing the proof of Theorem 1.2.
We are now only left to establish the scattering property (1.7). By symmetry, it suffices to
consider the case t→ +∞. By the preceding bootstrap argument, especially the bound (3.5′), the
H2x norm of e
−it△φ(t) is uniformly bounded, i.e.,
sup
t∈R
‖e−it△φ(t)‖H2x . Bε1. (3.10)
By compactness in the weak-star topology, there exists f ′∞ ∈ H2x and a sequence tk ∈ [0,∞) with
tk →∞ such that, in particular,
e−it△φ(tk)
k→∞
⇀ f ′∞ in the distribution sense.
Then by (3.9) and uniqueness of distributional limit, we conclude that f∞ = f
′
∞ ∈ H2x.
Let M > 2 be a parameter to be chosen below. Given any 0 ≤ s < 2 and ψ such that ψ ∈ H2x
and ψ̂ ∈ L∞ξ , note that
‖ψ‖Hsx ≤‖(1 + |ξ|)sψ‖L2ξ(|ξ|≥M) + ‖(1 + |ξ|)
sψ‖L2ξ(|ξ|≤M)
.M s−2‖ψ‖H2x +M1+s‖ψ̂‖L∞ξ .
This implies ψ ∈ Hsx and, optimizing the choice of M , we obtain
‖ψ‖Hsx . ‖ψ‖
s+1
3
H2x
‖ψ̂‖
2−s
3
L∞ξ
.
Applying this with ψ = f∞, we first conclude that f∞ ∈ Hsx for any 0 ≤ s < 2. Moreover,
another application of the preceding inequality with ψ = e−it△φ(t) − f∞, combined with (3.10),
‖f∞‖H2x <∞ and (3.9), allow us to conclude (1.7) as desired. 
4. Covariant charge estimates
In this section, we prove Proposition 3.1 via covariant techniques to avoid the long-range po-
tentials A0, Aj. In §4.1, we formulate and prove the covariant charge estimate, which will be our
basic tool. Then in §4.2, we derive various commutation formulae, which will be used later to
derive the covariant Schro¨dinger equations satisfied by the various fields we are interested in, e.g.,
φ,Dφ,D(2)φ. In §4.3, we prove covariant versions of the Gagliardo-Nirenberg inequality. Then
finally, in §4.4, we put everything together and give a proof of Proposition 3.1.
4.1. Covariant charge identity. Consider an inhomogeneous covariant Schro¨dinger equation
(Dt − iDℓDℓ)ψ = N. (4.1)
Multiplying the equation by ψ, taking the real part and integrating by parts, we see that
1
2
∫
{t=T2}
|ψ|2 dx− 1
2
∫
{t=T1}
|ψ|2 dx =
∫∫
(T1,T2)×R2
Re(Nψ) dtdx. (4.2)
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The identity (4.2), which we call the covariant charge identity, will be the basis for our proof of
Proposition 3.1. From (4.2), the following lemma follows immediately.
Lemma 4.1. Let ψ be a solution to (4.1) such that ψ ∈ CtL2x. Then for all t ≥ 0, we have
‖ψ(t)‖L2x . ‖ψ(0)‖L2x +
∫ t
0
‖N(t′)‖L2x dt′. (4.3)
An analogous statement holds for t ≤ 0.
4.2. Commutation formulae. The following lemma is the key computation of this section, and
gives formulae for commuting Dj , Jj and the covariant Schro¨dinger operator of (CSS).
Lemma 4.2. Let (Aµ, φ) be a H
2 solution to (CSS). Then the following commutation formulae
hold:
(Dt − iDℓDℓ)Dkψ =Dk(Dt − iDℓDℓ)ψ + ǫkℓ
(
|φ|2Dℓψ + φDℓφψ
)
, (4.4)
(Dt − iDℓDℓ)Jkψ =Jk(Dt − iDℓDℓ)ψ + 2itǫkℓ
(
|φ|2Dℓψ + φDℓφψ
)
. (4.5)
Proof. We begin with (4.4). By (CSS), we have
DkDtψ −DtDkψ =− 1
2
ǫkℓ(φDℓφ− (Dℓφ)φ)ψ
and
DkDℓDℓψ =DℓDkDℓψ + iFkℓDℓψ
=DℓDℓDkψ + iFkℓDℓψ + iDℓ(Fkℓψ)
=DℓDℓDkψ − iǫkℓ
(
|φ|2Dℓψ + 1
2
(φDℓφ+Dℓφφ)ψ
)
.
Thus
Dk(Dt − iDℓDℓ)ψ = (Dt − iDℓDℓ)(Dkψ)− ǫkℓ
(
|φ|2Dℓψ + φDℓφψ
)
,
which, upon rearranging the terms, gives (4.4).
Next, we compute the commutator arising form Jk to prove (4.5). Using (4.4) and Dt(tψ) =
tDtψ + ψ, we see that
2itDk(Dt − iDℓDℓ)ψ = (Dt − iDℓDℓ)(2itDkψ)− 2itǫkℓ
(
|φ|2Dℓψ + φDℓφψ
)
− 2iDkψ.
On the other hand, we easily compute
xk(Dt − iDℓDℓ)ψ =Dt(xkψ)− iDℓ(xkDℓψ) + iDkψ
=(Dt − iDℓDℓ)(xkψ) + 2iDkψ.
Adding these up and rearranging the terms, we obtain (4.5). 
Our next lemma gives a simple formula for the commutator between Jj and Dk.
Lemma 4.3. Let (Aµ, φ) be an H
2 solution to (CSS). Then the following commutation formula
holds.
JjDkψ −DkJjψ = δjkψ + tǫjk|φ|2ψ. (4.6)
Proof. We compute
JjDkψ −DkJjψ =xjDkψ −Dk(xjψ) + 2it(DjDkψ −DkDjψ) = δjkψ + tǫjk|φ|2ψ. 
We end this subsection with a Leibniz rule for the cubic nonlinearity of the form ψψψ.
9Lemma 4.4. Let (Aµ, φ) be an H
2 solution to (CSS). Then the following formulae hold:
Dk(ψ1ψ2ψ3) =(Dkψ1)ψ2ψ3 + ψ1Dkψ2ψ3 + ψ1ψ2Dkψ3 (4.7)
Jk(ψ1ψ2ψ3) =(Jkψ1)ψ2ψ3 − ψ1Jkψ2ψ3 + ψ1ψ2Jkψ3 (4.8)
Proof. We shall only give a proof of (4.8); the other formula (4.7) can be proved similarly. Decom-
pose Jk = (xk − 2tAk) + 2it∂k. As the first term is real, we have
(xk − 2tAk)ψ1ψ2ψ3 = (xk − 2tAk)ψ1ψ2ψ3 − ψ1(xk − 2tAk)ψ2ψ3 + ψ1ψ2(xk − 2tAk)ψ3.
On the other hand, for the second term, by Leibniz’s rule, we have
2it∂k(ψ1ψ2ψ3) = (2it∂kψ1)ψ2ψ3 − ψ1(2it∂kψ2)ψ3 + ψ1ψ2(2it∂kψ3).
Adding these up, we obtain the lemma. 
4.3. Covariant Gagliardo-Nirenberg inequalities. To deal with some of the error terms arising
from commutation, we will need the following covariant version of the standard Gagliardo-Nirenberg
inequality ‖Dψ‖L4x . ‖ψ‖
1/2
L∞x
‖△ψ‖1/2
L2x
.
Lemma 4.5. For ψ ∈ Sx and Aj ∈ Sx, we have
‖Dψ‖L4x . ‖ψ‖
1/2
L∞x
‖D(2)ψ‖1/2
L2x
(4.9)
Proof. Using the identity ∂j(ψ
1ψ2) = Djψ
1ψ2 + ψ1Djψ2 and integrating by parts, we obtain∑
j=1,2
‖Djψ‖4L4x =
∑
j=1,2
∫
DjψDjψDjψDjψ dx
=−
∑
j=1,2
∫
ψDjDjψDjψDjψ dx− 2
∑
j=1,2
∫
ψDjψRe(DjψDjDjψ) dx.
Then using Ho¨lder, we estimate the last line by
. ‖ψ‖L∞x ‖D(2)ψ‖L2x(
∑
j=1,2
‖Djψ‖4L4x)
1/2,
from which (4.9) follows. 
We also need a Gagliardo-Nirenberg-type inequality for J.
Lemma 4.6. For ψ ∈ Sx and Aj ∈ Sx, we have
‖Jψ‖L4x . ‖ψ‖
1/2
L∞x
‖J(2)ψ‖1/2
L2x
(4.10)
Proof. Note the identities
Jj = 2ite
i|x|2/4tDje
−i|x|2/4t, JjJk = −4t2ei|x|
2/4tDjDke
−i|x|2/4t.
Thus, using Lemma 4.5, we estimate
‖Jjψ‖2L4x =‖2ite
i|x|2/4tDje
−i|x|2/4tψ‖2L4x
.‖ψ‖L∞x ‖4t2D(2)e−i|x|
2/4tψ‖L2x = ‖ψ‖L∞x ‖J(2)ψ‖L2x . 
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4.4. Proof of Proposition 3.1. Using the lemmas proved so far, it is not difficult to prove
Proposition 3.1.
Proof of Proposition 3.1. We restrict our attention to t ≥ 0; the other case is symmetric. Further-
more, for notational simplicity, we introduce the following convention: We write ψ1 · ψ2 · ψ3 for a
linear combination of products of either ψj or ψj for j = 1, 2, 3. If ψj is vector-valued (e.g. Dφ),
then it may take any of its components or the corresponding complex conjugate. The constants
may depend on g ∈ C.
From Lemmas 4.2, 4.4 and (CSS), it is not difficult to derive the following schematic equations3:
(Dt − iDℓDℓ)φ =φ · φ · φ, (4.11)
(Dt − iDℓDℓ)Djφ =φ · φ ·Dφ, (4.12)
(Dt − iDℓDℓ)DjDkφ =φ · φ ·D(2)φ+ φ ·Dφ ·Dφ, (4.13)
(Dt − iDℓDℓ)Jjφ =φ · φ · Jφ+ t(φ · φ ·Dφ), (4.14)
(Dt − iDℓDℓ)JjDkφ =φ · φ · JDφ+ φ ·Dφ · Jφ (4.15)
+ t(φ · φ ·D(2)φ+ φ ·Dφ ·Dφ),
(Dt − iDℓDℓ)JjJkφ =φ · φ · J(2)φ+ φ · Jφ · Jφ (4.16)
+ t(φ · φ · JDφ+ φ · φ ·DJφ+ φ ·Dφ · Jφ).
We now claim that
‖(Dt − iDℓDℓ)Jφ(t)‖L2x .(1 + t)−1B3ε31 (4.17)
‖(Dt − iDℓDℓ)JDφ(t)‖L2x .(1 + t)−1B3ε31 (4.18)
‖(Dt − iDℓDℓ)J(2)φ(t)‖L2x .(1 + t)−1 log(2 + t)B3ε31. (4.19)
Indeed, using Ho¨lder’s inequality and Lemmas 4.5, 4.6, we can estimate:
‖(Dt − iDℓDℓ)Jφ(t)‖L2x .‖φ‖2L∞x ‖Jφ‖L2x + t‖φ‖2L∞x ‖Dφ‖L2x
.B3ε31(1 + t)
−2 log(2 + t) +B3ε31 t(1 + t)
−2
.B3ε31(1 + t)
−1,
‖(Dt − iDℓDℓ)JDφ(t)‖L2x .‖φ‖2L∞x ‖JDφ‖L2x + ‖φ‖L∞x ‖Dφ‖L4x‖Jφ‖L4x
+ t‖φ‖2L∞x ‖D(2)φ‖L2x + t‖φ‖L∞x ‖Dφ‖2L4x
.B3ε31(1 + t)
−2 log(2 + t) +B3ε31 t(1 + t)
−2
.B3ε31(1 + t)
−1,
‖(Dt − iDℓDℓ)J(2)φ(t)‖L2x .‖φ‖2L∞x ‖J(2)φ‖L2x + ‖φ‖L∞x ‖Jφ‖2L4x
+ t‖φ‖2L∞x ‖JDφ‖L2x + t‖φ‖2L∞x ‖DJφ‖L2x
+ t‖φ‖L∞x ‖Dφ‖L4x‖Jφ‖L4x
.B3ε31(1 + t)
−2
(
log(2 + t)
)2
+B3ε31 t(1 + t)
−2 log(2 + t)
.B3ε31(1 + t)
−1 log(2 + t).
Note that we have used ‖DJφ‖L2x . Bε1 log(2 + t), which follows immediately from Lemma 4.3.
3We remark that the particular structure ψ1ψ2ψ3 of the cubic nonlinearities arising from Lemma 4.2 is important
for applying Lemma 4.4 to derive these equations. However, as it is not needed for applying the charge estimate after
the equations are derived, we throw it away for notational simplicity.
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Proceeding similarly, it is easy to also establish
‖(Dt − iDℓDℓ)D(m)φ(t)‖L2x . (1 + t)−2B3ε31 (4.20)
for m = 0, 1, 2. Then from (4.17)–(4.20), Proposition 3.1 follows by an application of the charge
estimate (4.3). 
5. From covariant to gauge-dependent bounds
In this brief section, we prove Proposition 3.2 concerning the transition from the covariant
estimates (3.5)–(3.7) to the gauge-dependent estimates (3.5′)–(3.7′) in the Coulomb gauge. Our
basic tool is the following set of estimates for the Schro¨dinger field φ and gauge potential Aj in the
Coulomb gauge.
Lemma 5.1 (Estimates in Coulomb gauge). Let (Aµ, φ) be an H
2 solution to (CSS) in the Coulomb
gauge on (−T, T ), which obeys (3.4) and (3.5). Then the following bounds hold for t ∈ (−T, T ):
‖φ(t)‖Lpx ≤ Bε1(1 + |t|)−1+2/p for 2 ≤ p ≤ ∞, (5.1)
‖Aj(t)‖Lpx .p B2ε21(1 + |t|)−1+2/p for 2 < p ≤ ∞, (5.2)
‖DAj(t)‖Lpx .p B2ε21(1 + |t|)−2+2/p for 2 ≤ p <∞. (5.3)
Proof. The first estimate (5.1) is an immediate consequence of interpolation between the L∞x and
L2x bound on φ in in (3.4) and (3.5), respectively. Next, in order to prove estimates for Aj , recall
from (CSS-Coulomb) that Aj satisfies the following elliptic equation in the Coulomb gauge:
−△Aj = 1
2
ǫjk∂k|φ|2.
Thus, ∂ℓAj = (ǫjk/2)RℓRk|φ|2, where Rj = ∂j/
√−△ is the Riesz transform. By the Lp bounded-
ness of the Riesz transform, we have for 1 < p <∞
‖∂ℓAj‖Lpx .p ‖φ‖2L2px .
On the other hand, by Hardy-Littlewood-Sobolev fractional integration, we have for 2 < p <∞
‖Aj‖Lpx .p ‖φ‖2L4p/(2+p)x .
Thus, the desired estimates (5.2) and (5.3) for p < ∞ are an easy consequence of (5.1). On the
other hand, the case p = ∞ of (5.2) follows from the Gagliardo-Nirenberg inequality ‖Aj‖L∞x .
‖Aj‖1/2L4x ‖DAj‖
1/2
L4x
and the case p = 4 of (5.2), (5.3). 
Proof of Proposition 3.2. For simplicity, we restrict to t ≥ 0. Without loss of generality, we may
assume that Bε1 ≤ 1. Expanding out the covariant derivatives, we have
Djφ =∂jφ+ iAjφ,
DjDkφ =∂j∂kφ+ i(∂jAk)φ+ iAk∂jφ+ iAj∂kφ−AjAkφ.
Using Ho¨lder, (3.4), (3.5) and (5.1)–(5.3) we obtain:
‖Dφ(t) −Dφ(t)‖L2x . ‖A(t)‖L∞x ‖φ(t)‖L2x . B3ε31(1 + t)−1,
‖D(2)φ(t)−D(2)φ(t)‖L2x . ‖DA(t)‖L2x‖φ(t)‖L∞x + ‖A(t)‖L∞x ‖Dφ(t)‖L2x + ‖A(t)‖2L∞x ‖φ(t)‖L2x
. B3ε31(1 + t)
−1,
where on the last line, we additionally used Bε1 ≤ 1 and the estimate for ‖Dφ(t)−Dφ(t)‖L2x from
the first line to estimate ‖Dφ(t)‖L2x .
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Similarly, expanding out J and D, we have
Jjφ =Jjφ− 2tAjφ,
JjDkφ =Jj∂kφ+ iAkJjφ− 2t(∂jAk)φ− 2tAj∂kφ− 2itAjAkφ,
JjJkφ =JjJkφ− 2tAkJjφ− 4it2(∂jAk)φ− 2tAjJkφ+ 4t2AjAkφ.
Then, as before, we estimate via Ho¨lder, (3.4)–(3.7) and (5.1)–(5.3):
‖Jφ(t)− Jφ(t)‖L2x . t‖A(t)‖L∞x ‖φ(t)‖L2x . B3ε31,
‖JDφ(t)− JDφ(t)‖L2x . ‖A(t)‖L∞x ‖Jφ(t)‖L2x + t‖DA(t)‖L2x‖φ(t)‖L∞x
+ t‖A(t)‖L∞x ‖Dφ(t)‖L2x + t‖A(t)‖2L∞x ‖φ(t)‖L2x
. B3ε31,
‖J(2)φ(t)− J (2)φ(t)‖L2x . t‖A(t)‖L∞x ‖Jφ(t)‖L2x + t2‖DA(t)‖L2x‖φ(t)‖L∞x
+ t2‖A(t)‖2L∞x ‖φ(t)‖L2x
. B3ε31 log(2 + t).
Taking ε1 > 0 sufficiently small Proposition 3.2 follows. 
6. Decay for the Schro¨dinger field
In this section, we prove Proposition 3.3, thereby completing the proof of Theorem 1.2. In §6.1,
we reduce the proof of Proposition 3.3 to establishing a uniform bound on ‖φ̂(t)‖L∞ξ ; see Proposition
6.2. Then in §6.2, we rewrite the Schro¨dinger equation in the Coulomb gauge and reveal the cubic
null structure of (CSS) in this gauge. Finally, in §6.3, we give a proof of Proposition 6.2.
6.1. Reduction of Proposition 3.3. The first step in the proof of the sharp |t|−1 decay of φ is
given by the following standard lemma:
Lemma 6.1. For ψ ∈ CtSx and |t| ≥ 1 we have
‖ψ(t)‖L∞x .
1
|t| ‖ψ̂(t)‖L∞ξ +
1
|t|5/4
2∑
m=0
‖J (m)ψ(t)‖L2x . (6.1)
For a proof of the above, we refer to [HN98]. Thanks to this, one can easily see that establishing
Proposition 3.3 can be reduced to the following proposition:
Proposition 6.2. Let (Aµ, φ) be an H
2 solution to (CSS) in the Coulomb gauge which satisfies
the initial data estimate
2∑
m=0
‖D(m)φ(0)‖L2x + ‖|x|φ(0)‖L2x + ‖|x|Dφ(0)‖L2x + ‖|x|2φ(0)‖L2x ≤ ε1. (1.5)
Assume furthermore that (Aµ, φ) obeys the bootstrap assumption
‖φ(t)‖L∞x ≤ Bε1(1 + |t|)−1 (3.4)
and the improved bounds
‖φ(t)‖L2x + ‖Dφ(t)‖L2x + ‖D(2)φ(t)‖L2x ≤
B
100
ε1 (3.5
′)
‖Jφ(t)‖L2x + ‖JDφ(t)‖L2x ≤
B
100
ε1 log(2 + |t|) (3.6′)
‖J (2)φ(t)‖L2x ≤
B
100
ε1(log(2 + |t|))2 (3.7′)
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for t ≥ 0. Then, for any 0 ≤ t1 ≤ t2 we have∥∥eit2|ξ|2 φ̂(t2, ξ)− eit1|ξ|2φ̂(t1, ξ)∥∥L∞ξ . B3ε31(1 + t1)−1/10. (6.2)
In particular, given δ > 0, choosing B sufficiently large and ε1 small enough, we have
‖φ̂(t)‖L∞ξ ≤ δBε1, (6.3)
and, moreover, there exists f̂∞ ∈ L∞ξ such that∥∥eit|ξ|2φ̂(t)− f̂∞∥∥L∞ξ . B3ε31(1 + t)−1/10, (6.4)
for all t ≥ 0. An analogous statement holds for t ≤ 0.
In the rest of this section, we will be concerned with the proof of Proposition 6.2
6.2. Cubic null structure in the Coulomb gauge. We first split A0 into its quadratic and
quartic parts, i.e., A0 = A0,1 +A0,2, where
A0,1 =
i
2
(−△)−1
(
− ∂1(φ∂2φ− ∂2φφ) + ∂2(φ∂1φ− ∂1φφ)
)
,
A0,2 =− (−△)−1
(
∂1(A2|φ|2)− ∂2(A1|φ|2)
)
.
Then we may write the Schro¨dinger equation in the Coulomb gauge as
∂tφ− i△φ = N +R+ T ,
where
N := −iA0,1φ− 2Aℓ∂ℓφ
R := −iA0,2φ− iAℓAℓφ,
T := ig|φ|2φ.
In words, N and R are the cubic and quintic terms arising from the covariant Schro¨dinger operator
(Dt − iDℓDℓ), respectively, and T is the cubic self-interaction term g|φ|2φ. We may write N and
R more explicitly as follows:
N =(−△)−1(− ∂1φ∂2φ+ ∂2φ∂1φ )φ
+ (−△)−1(∂2|φ|2)∂1φ− (−△)−1(∂1|φ|2)∂2φ,
R =i(−△)−1
(
∂1(A2|φ|2)− ∂2(A1|φ|2)
)
φ− iAℓAℓφ.
Define f(t, x) :=
(
e−it△φ(t)
)
(t, x). Then
∂tf(t) = e
−it△
(N (t) +R(t) + T (t)),
and thus taking the Fourier transform,
∂tf̂(t) = e
it|ξ|2
(N̂ (t) + R̂(t) + T̂ (t)). (6.5)
Then, in order to estimate |φ̂(t)| = |f̂(t)|, we estimate the right-hand side of (6.5), viz. N̂ , R̂ and
T̂ in L∞ξ . With this goal in mind, we shall now demonstrate the cubic null structure of N . We
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start by writing N in the Fourier space as follows:
N̂ (t, ξ) = 1
4π2
∫
R2×R2
|η|−2[(η1 − σ1)σ2 − (η2 − σ2)σ1]φ̂(t, η − σ)φ̂(t, σ)φ̂(t, ξ − η) dσdη
+
1
4π2
∫
R2×R2
|η|−2[− η2(ξ1 − η1) + η1(ξ2 − η2)]φ̂(t, η − σ)φ̂(t, σ)φ̂(t, ξ − η) dσdη
=
1
4π2
∫
R2×R2
|η|−2[(ξ2 + σ2)η1 − (ξ1 + σ1)η2]φ̂(t, η − σ)φ̂(t, σ)φ̂(t, ξ − η) dσdη.
Next, we change variables (σ → σ + η − ξ), and write the above expression in terms of f :
4π2N̂ (t, ξ) = e−it|ξ|2
∫
R2×R2
eitϕ(η,σ)|η|−2m(η, σ)f̂ (t, ξ − σ)f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη,
where ϕ(η, σ) := |ξ|2 − |ξ − σ|2 + |σ + η − ξ|2 − |ξ − η|2 = 2η · σ,
m(η, σ) := σ2η1 − σ1η2 = 1
2
(
η1∂η2ϕ− η2∂η1ϕ
)
.
The identity relating m and ϕ above is a null structure and we can use it to integrate by parts in
frequency. Indeed, using the identities
∂ηj (− log |η|) = −ηj|η|−2 and ∂ηjeitϕ(η,σ) = it∂ηjϕ(η, σ) eitϕ(η,σ) ,
we see that eit|ξ|
2N̂ (t, ξ) is given by
− 1
8π2it
∫
R2×R2
(
dη(− log |η|) ∧ dηeitϕ(η,σ)
)
f̂(t, ξ − σ)f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη (6.6)
where dηf ∧ dηg is a shorthand for ∂η1f∂η2g − ∂η2f∂η1g. Notice the crucial gain of a power of t−1.
Moreover, when dη is integrated by parts off from e
itϕ(η,σ), the contribution of dη(− log |η|) is zero,
thanks to the fact that ∂η1∂η2(− log |η|) − ∂η2∂η1(− log |η|) = 0. This special cancellation is the
aforementioned strong, genuinely cubic null structure of N .
6.3. Uniform boundedness of φ̂ in the Coulomb gauge. In this subsection, we prove Propo-
sition 6.2, which concludes the proof of Theorem 1.2.
Proof of Proposition 6.2. For simplicity, we again restrict to t ≥ 0. Under the apriori assumptions
(3.4), (3.5′)–(3.7′), we claim that it suffices to show
‖N̂ (t)‖L∞ξ .B3ε31(1 + t)−9/8 (6.7)
‖R̂(t)‖L∞ξ .B5ε51(1 + t)−11/10 (6.8)
‖T̂ (t)‖L∞ξ .B5ε51(1 + t)−11/10. (6.9)
Indeed, integrating in t the identity (6.5), the bounds (6.7)-(6.9) immediately imply (6.2). Moreover
since the initial data bound (1.5) implies
‖φ̂(0)‖L∞ξ . ‖φ(0)‖L1x . ‖(1 + |x|2)φ(0)‖L2x . ε1, (6.10)
we easily see how (6.3) follows.
Before we proceed to establish the claim, we point out a few consequences of our apriori assump-
tions which will be useful later. Thanks to the logarithmic growth in (3.6′)–(3.7′), for any p0 > 0
we have
‖Jφ(t)‖L2x + ‖JDφ(t)‖L2x + ‖J (2)φ(t)‖L2x .p0 Bε1(1 + t)p0 .
Since xj conjugates to Jj via e
it△ (i.e., Jjφ = e
it△(xjf)), we have
‖f(t)‖L2x + ‖|x|2f(t)‖L2x .p0 Bε1(1 + t)p0 .
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Moreover, proceeding as in (6.10), we see that
‖φ̂(t)‖L∞ξ = ‖f̂(t)‖L∞ξ . ‖(1 + |x|2)f(t)‖L2x .p0 Bε1(1 + t)p0 .
In what follows, we fix 0 < p0 < 1/20.
6.4. Estimate of the cubic null form N . Here, we shall prove (6.7). We begin by integrating
(6.6) by parts in η1 and η2. Then, since ∂η1(η2|η|−2)− ∂η2(η1|η|−2) = 0, we can write
eit|ξ|
2N̂ (t, ξ) = 1
8π2it
(
N1(t, ξ) +N2(t, ξ) +N3(t, ξ) +N4(t, ξ)
)
,
N1(t, ξ) := −
∫
R2×R2
eitϕ(η,σ)|η|−2η1f̂(t, ξ − σ)∂η2 f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη,
N2(t, ξ) :=
∫
R2×R2
eitϕ(η,σ)|η|−2η2f̂(t, ξ − σ)∂η1 f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη,
N3(t, ξ) := −
∫
R2×R2
eitϕ(η,σ)|η|−2η1f̂(t, ξ − σ)f̂(t, σ + η − ξ)∂η2 f̂(t, ξ − η) dσdη,
N4(t, ξ) :=
∫
R2×R2
eitϕ(η,σ)|η|−2η2f̂(t, ξ − σ)f̂(t, σ + η − ξ)∂η1 f̂(t, ξ − η) dσdη.
(6.11)
Let us fix χ : [0,∞) → [0, 1] a smooth function supported in [0, 2] and equal to 1 in [0, 1]. For
M > 0 we let P≤M denote the projection operator defined by the Fourier multiplier ξ → χ(|ξ|M−1),
i.e. (FP≤Mf)(ξ) = χ(|ξ|M−1)f̂(ξ). We split N1 as N1 =M1 +M2, where
M1(t, ξ) := −
∫
eitϕ(η,σ)|η|−2χ(η(1 + t)1/4)η1f̂(t, ξ − σ)∂η2 f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη,
M2(t, ξ) :=
∫
eitϕ(η,σ)|η|−2[χ(η(1 + t)1/4)− 1]η1f̂(t, ξ − σ)∂η2 f̂(t, σ + η − ξ)f̂(t, ξ − η) dσdη.
We then estimate
|M1(t, ξ)| . ‖∂2f̂(t)‖L2‖f̂(t)‖L2
∫
|η|−1χ(η(1 + t)1/4)|f̂(t, ξ − η)|dη
. ‖∂2f̂(t)‖L2‖f̂(t)‖L2‖f̂(t)‖L∞(1 + t)−1/4 . B3ε31(1 + t)−1/4+2p0 ,
and
|M2(t, ξ)| .
∥∥∥P≥(1+t)−1/4∂1△−1(e−it△x2f(t)φ(t))
∥∥∥
L2
‖f(t)‖L2
. (1 + t)1/4‖x2f(t)‖L2‖φ(t)‖L∞‖f(t)‖L2 . B3ε31(1 + t)−3/4+p0 .
The term N2 can be estimated in the same way as N1.
To estimate N3 we perform the same splitting as above, but we will need slightly different
estimates. We write N3 =M3 +M4, where
M3(t, ξ) := −
∫
eitϕ(η,σ)|η|−2η1χ(η(1 + t)1/4)f̂(t, ξ − σ)f̂(t, σ + η − ξ)∂η2 f̂(t, ξ − η) dσdη,
M4(t, ξ) :=
∫
eitϕ(η,σ)|η|−2η1
[
χ(η(1 + t)1/4)− 1]f̂(t, ξ − σ)f̂(t, σ + η − ξ)∂η2 f̂(t, ξ − η) dσdη.
We then estimate
|M3(t, ξ)| . ‖f̂(t)‖L2‖f̂(t)‖L2
∫
|η|−1χ(η(1 + t)1/4)|∂2f̂(t, ξ − η)|dη
. ‖f(t)‖2L2‖∂2f̂(t)‖L6(1 + t)−1/6 . B2ε21‖(1 + |x|2)f(t)‖L2(1 + t)−1/6
. B3ε31(1 + t)
−1/6+p0 .
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The second term is bounded as follows:
|M4(t, ξ)| .
∥∥∥P≥(1+t)−1/4∂1△−1(φ(t)φ(t))
∥∥∥
L2
‖∂2f̂(t)‖L2
. (1 + t)1/4‖φ(t)‖L2‖φ(t)‖L∞‖x2f(t)‖L2 . B3ε31(1 + t)−3/4+p0 .
The term N4 can be estimated identically. We can then conclude that |Nj | . (1 + t)−1/8, for all
j = 1, . . . , 4. In view of (6.11) we obtain the desired bound (6.7) for N̂ (t).
6.5. Estimates for the quintic terms R. Under our apriori assumptions we now want to prove:∣∣∣F(△−1(∂1(A2|φ|2)− ∂2(A1|φ|2))φ)∣∣∣ . B5ε51(1 + t)−11/10, (6.12)∣∣F(AℓAℓφ)∣∣ . B5ε51(1 + t)−11/10 . (6.13)
Let us start by estimating the first contribution in the right-hand side of (6.12):∣∣∣F(△−1∂1(A2|φ|2)φ)∣∣∣ . ∣∣∣F(△−1∂1(A2|φ|2))(ξ) ∗ φ̂(ξ)∣∣∣
.
∥∥∥F(△−1∂1(A2|φ|2))∥∥∥
L6/5
‖φ̂(ξ)‖L6
.
[
I(t) + II(t)
]
Bε1(1 + t)
p0 ,
having defined
I(t) =
∥∥∥F(△−1∂1(A2(t)|φ(t)|2))∥∥∥
L6/5(|ξ|≥1)
(6.14)
II(t) =
∥∥∥F(△−1∂1(A2(t)|φ(t)|2))∥∥∥
L6/5(|ξ|≤1)
. (6.15)
Using an L3 × L2 Ho¨lder’s inequality we can bound
I(t) =
∥∥∥ξ1|ξ|−2F(A2(t)|φ(t)|2)∥∥∥
L6/5(|ξ|≥1)
.
∥∥|ξ|−1∥∥
L3(|ξ|≥1)
∥∥F(A2(t)|φ(t)|2)∥∥L2
. ‖A2(t)‖L∞‖φ(t)‖L2‖φ(t)‖L∞ . B4ε41(1 + t)−2.
To estimate the contribution coming from low frequencies we use again Ho¨lder followed by the
Hausdorff-Young inequality:
II(t) =
∥∥∥ξ1|ξ|−2F(A2(t)|φ(t)|2)∥∥∥
L6/5(|ξ|≤1)
.
∥∥|ξ|−1∥∥
L3/2(|ξ|≤1)
∥∥∥F(A2(t)|φ(t)|2)∥∥∥
L6
.
∥∥∥A2(t)|φ(t)|2∥∥∥
L6/5
. ‖A2(t)‖L∞‖φ(t)‖L2‖φ(t)‖L3 . B4ε41(1 + t)−4/3.
This shows that ∣∣∣F(△−1∂1(A2|φ|2)φ)∣∣∣ . B5ε51(1 + t)−11/10.
Since an identical estimate can be obtained if we exchange the indices 1 and 2, we have shown that
(6.12) holds.
To prove (6.13) we first bound∣∣F(AℓAℓφ)∣∣ = ∣∣Âℓ ∗ Âℓ ∗ φ̂∣∣ . ‖Âℓ‖L1‖Âℓ‖L1‖φ̂‖L∞ .
To obtain the desired bound it then suffices to show
‖Âℓ(t)‖L1 . B2ε21(1 + t)−2/3. (6.16)
Since the two cases ℓ = 1, 2 are identical we only look at ℓ = 2. We can estimate
‖Â2(t)‖L1 .
∥∥F(△−1∂1|φ|2)(t)∥∥L1 . III(t) + IV (t),
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where
III(t) =
∥∥|ξ|−2F(∂1|φ|2)(t)∥∥L1(|ξ|≥1), (6.17)
IV (t) =
∥∥ξ1|ξ|−2F|φ|2(t)∥∥L1(|ξ|≤1). (6.18)
It is clear that
III(t) .
∥∥F(∂1|φ(t)|2)∥∥L2 . ‖φ(t)‖H1‖φ(t)‖L∞ . B2ε21(1 + t)−1,
which is more than sufficient. Furthermore, using Ho¨lder’s inequality we have
IV (t) .
∥∥|ξ|−1F|φ(t)|2∥∥
L1(|ξ|≤1)
.
∥∥F|φ(t)|2∥∥
L3
. ‖φ(t)2‖L3/2 . B2ε21(1 + t)−2/3.
This gives us (6.16) and concludes the proof of (6.13).
6.6. Estimate for the cubic term T . Finally, we shall establish (6.9). We begin by estimating
|F(|φ|2φ)(t, ξ)| = |F(e−it△|φ|2φ)(t, ξ)| . ∥∥F(e−it△|φ|2φ)(t)∥∥
H2ξ
.
∥∥|φ|2φ(t)∥∥
L2
+
∥∥x2e−it△(|φ|2φ)(t)∥∥
L2
.
By an L2 × L∞ × L∞ estimate, the first summand above is easily seen to satisfy a bound of the
form B3ε31(1 + t)
−2. For the second one, we use the fact that xe−it△ = e−it△J , and the Leibniz
rule (4.8) for J , to see that∥∥x2e−it△(|φ|2φ)∥∥
L2
=
∥∥J (2)(|φ|2φ)∥∥
L2
.
∥∥J (2)φ∥∥
L2
‖φ‖2L∞ +
∥∥Jφ∥∥2
L4
‖φ‖L∞
. B3ε31(1 + t)
−2 log2(2 + t),
having used the Gagliardo-Nirenberg inequality (4.10) with A = 0 and the apriori bounds (3.4),
(3.6′) and (3.7′) in the last inequality. This completes the proof of (6.9). 
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