Formanek's module finiteness theorem states that every unital prime PI-algebra (i.e. a central order in a matrix algebra by Posner's theorem) embeds in a finitely generated module over its center. Earlier an analogue of this theorem for alternative and Jordan algebras was proved by V.N. Zhelyabin and an author. In this paper we discuss this problem for associative, classical Jordan and some alternative superalgebras.
Introduction
The study of simple and prime (super)algebras in different useful varieties is an important part of the structural theory of this variety. The prime algebras with polynomial identities are especially interesting. The first point of this theory is Posner's Theorem [1] . It states that all associative prime PI-rings coincides with central orders in matrix algebras over finite dimensional division algebras. After this result, the similar theory was constructed in other varieties of nearly associative algebras. M. Slater [2] proved that an alternative prime non-degenerate algebra is a central order in a matrix algebra or Cayley-Dickson algebra. Later, E.I. Zel'manov [3] obtained a description of prime non-degenerate Jordan PI-algebras: they are central orders in finite dimensional central simple Jordan algebras or in an algebra of a non-degenerate symmetric bilinear form.
Also, the same result was obtained for alternative superalgebras by I.P. Shestakov [4] . He proved that every alternative non-associative prime superalgebra with some restriction on the even part (for example, if it is non-degenerate) is a supercentral order in a finite dimensional alternative superalgebra.
These results motivate one to study central orders in simple (super)algebras more carefully. For example, E. Formanek in [5] proved that prime PI-algebras embed in a finitely generated module over its center. It is important to notice that the proof of this result is essentially based on the Posner's Theorem.
In paper [6] the author proved that an alternative prime non-degenerate algebra embeds in a finitely generated module over its center. In paper [7] V.N. Zhelyabin and the author showed that a central order in a finite dimensional simple Jordan algebra embeds in a finitely generated module over its center.
It should be noticed that the study of Jordan superalgebras have been continued. For example, in works [8] , [9] , [10] V.N. Zhelyabin and A.S. Zakharov studied simple Jordan superalgebras with an associative even part. In works [11] , [12] , [13] F.A.
Gomez Gonzalez proved analogues of the Wedderburn Principal Theorem for cases, in which an algebra A/N is one of classical simple Jordan superalgebras (N is a solvable radical of a superalgebra A).
In this paper, we study central orders in simple finite dimensional associative, alternative and Jordan superalgebras. We prove an analogue of Formanek's Theorem for associative superalgebras and (with some restrictions) for alternative and Jordan superalgebras.
Central orders in simple finite dimensional associative superalgebras
Let us remind a definition of superalgebras in an arbitrary variety.
For example, a class of associative superalgebras coincides with a class of Z 2graded associative algebras. We will use a notation Z(A) for a center of algebra A.
Definition 3. Let A be a Z 2 -graded algebra. Its supercenter is an even part Z(A) 0 of a center of an algebra A.
Definition 4. Let A be Z 2 -graded algebra and its supercenter Z = Z(A) 0 is not zero and does not have zero divisors of an algebra A. Then, like in non-graded case, we can define a Z 2 -graded algebra Z −1 A, and it is called a supercentral closure of a Z 2 -graded algebra A. An algebra A is called a supercentral order.
Note: if A is a M-superalgebra, then its central order (closure) is a M-superalgebra too. Example 1. Consider a matrix algebra M n (A), where A is an associative algebra over a field k. Let n = p + q, where p, q ∈ N. Then we have M n (A) = M 0 + M 1 , where M 0 consists of all matrices X, so that X ij = 0 if i ≤ p < j and X ij = 0 if j ≤ p < i, and M 1 consists of all matrices X, so that X ij = 0 if i, j ≤ p and X ij = 0 if i, j > p. The decomposition M n (A) = M 0 + M 1 sets a Z 2 -grading on an algebra M n (A). A superalgebra with this grading is denoted by M p+q (A).
It is easy to notice that in the example above M 0 ≃ M p (A) ⊕ M q (A), where ⊕ defines the direct sum of ideals of an algebra M 0 .
Let B be an algebra. We will use a notation C B (u) = {x ∈ B|xu = ux} is a centralizer of an element u in B. Similarly, S B (u) = {x ∈ B|xu = −ux}.
M.L. Racine in [14] proved that an associative Artinian simple superalgebra is an algebra of linear maps of some vector superspace over some division superalgebra. In the same paper all division superalgebras were described. Let us give a part of this description for finite dimensional algebras:
Theorem (M.L. Racine, [14] ). If D = D 0 + D 1 is a central finite dimensional division superalgebra over a field k, then one and only one of these statements holds (everywhere below ε means some division algebra over a field k):
Here p = 0, if char(k) = 2 and p = 1, if char(k) = 2. We will prove the following theorem by using this classification.
If a superalgebra A is simple and finite dimensional, then B embeds in a free finitely generated Z-module.
Proof. In [5] E. Formanek proved this theorem for a case B 1 = A 1 = 0. By Racine's Theorem [14] A ≃ End D (V ) (algebra's isomorphism), where D is a division superalgebra and V is a superspace over D. We will use the following notations: k = Z −1 Z, k 1 means an odd part of center of a superalgebra A. (α ij + β ij u)e ij . There exists z ∈ Z, so that
hence β ij µz 2 ∈ Z. It means that B embeds in a free finitely generated Z-module Ze ij + Zue ij . Now, let ε be an arbitrary division finite dimensional algebra. Then, according to ([15] , p.105), ε contains a maximal subfield
It means that B ⊗ Z Z[b] satisfies a case above and hence B ⊗ Z Z[b] embeds in a free finitely generated 1 , then ux = xu, that implies x ∈ D 0 , a contradiction and x = 0. Now we can use the Formanek's Theorem for non-graded algebras.
Let us consider a case ε = k. In this case D = M 2 (k), hence Z(A) 1 = 0. An algebra M n (M 2 (k)) is simple, so we can use the Formanek's Theorem. Now, let ε is an arbitrary division algebra. It is obvious that Z(M n (M 2 (ε))) ≃ Z(ε) ≃ k like in 3-rd case. Hence, we can use the Formanek's Theorem.
Central orders in simple finite dimensional alternative superalgebras
One can check that a Z 2 -graded algebra A = A 0 + A 1 is an alternative superalgebra if and only if it satisfies the following identity for all x, y, z
(a, a, x) = 0.
Here
In paper [16] E.I. Zel'manov and I.P. Shestakov proved that all simple alternative superalgebras are either associative or trivial, if a field characteristic is not 2 or 3. Let us give you examples of simple alternative superalgebras over fields with a characteristic equaled to 2 or 3. b) Char(k) = 2. We need to use Cayley-Dickson process to an algebra O. We
c) Char(k) = 3. Let A = k1 be an one-dimensional space and M = kx + ky be a two-dimensional space over a field k. We will use a notation B(1, 2) = A + M for a commutative superalgebra over k, where 1 is a unit in B(1, 2) and xy = 1. Then B(1, 2) is a simple alternative superalgebra. d) Char(k) = 3. Let A = M 2 (k) be a 2 × 2 matrix algebra over a field k, M = km 1 + km 2 be a two-dimensional space over k. We will use a notation B(4, 2) = A + M for Z 2 -graded algebra over k, where e ij m k = δ ij m j , m 1 m 2 = e 11 , m 2 m 1 = −e 22 , m 2 1 = −e 21 , m 2 2 = e 12 and ma = am for a ∈ A. Here a is a symplectic involution. Then B(4, 2) is a simple alternative superalgebra. e) Char(k) = 3. Let Γ be an associative and commutative D−simple algebra, D is a derivation on Γ, γ ∈ Γ and Γ is an isomorpic copy of linear space Γ. Consider B(Γ, D, γ) = Γ + Γ is a direct sum of linear spaces with multiplication below:
x · y = xy,
x · y = x · y = xy, x · y = (γxy + 2D(x)y + xD(y)), where x, y ∈ Γ, xy is its multiplication in Γ. Then B(Γ, D, γ) is an alternative simple superalgebra.
In paper [4] I.P. Shestakov classified all simple alternative superalgebras over field with a characteristic 2 or 3.
Theorem (I.P. Shestakov, [4] ). Let B = A + M be a simple alternative nonassociative central superalgebra over a field k. If M = 0, then B is isomorphic to one of five algebras from Example 2. Now, using this classification, we prove the following
By Shestakov's theorem we have one of these cases: 
α i e i . We have two cases:
1a. µ = 0. Then identities are true:
1b. µ = 0. Identity is true:
It means that λδ 2 z 2 α 0 ∈ Z. Then identity is true:
Identities are true:
Z · e i . As Bz 0 ≃ B, hence B embeds into a free finitely generated Zmodule D.
2. M = 0. Then B = A is a prime nondegenerate alternative algebra, so it is a central order in Cayley-Dickson algebra by [2] . Using the proof in [6] and first case we have that B embeds into a free finitely generated Z-module D.
3. charF = 3, A = k · 1, M = k · x + k · y, 1 is the unit, x 2 = y 2 = 0 and xy = −yx = 1. There exists z ∈ Z, such that x = x0 z , y = y0 z . Let a ∈ B. Then a = αx + βy + γ · 1. Identities are true: (f 12 (((an 1 )n 1 )f 12 ))f 21 + z 2 ((an 1 )n 1 )f 12 = −α 11 z 5 f 12 (((an 1 )n 1 )f 21 ) + ((an 1 )n 1 )f 21 )f 12 = −α 12 z 4 f 21 (((an 2 )n 2 )f 12 ) + ((an 2 )n 2 )f 12 )f 21 = α 21 z 4 (f 21 (((an 2 )n 2 )f 21 ))f 12 
embeds into a free finitely generated Z-module D.
There exists µ ∈ k, β, γ ∈ (k \ 0) and e 0 , e 1 , ..., e 7 , e 0 u, ..., e 7 u -a base of B over k with multiplication table above.
There exists z ∈ Z, such that
β i e i u. We have two cases:
5a. µ = 0. Then identities are true:
5b. µ = 0. Identity is true:
It means that λδ 2 z 2 (α 0 + β 0 u) ∈ (B ∩ k[u]). Then identity is true:
hence λ 2 δ 4 (α 1 + β 1 u)z ∈ Z. Identities are true:
In the both cases we have Bz 0 ⊂ In this section all fields are assumed to have a characteristic not equaled to 2. One can check that a commutative superalgebra J = A + M is a Jordan superalgebra if and only if A is a Jordan algebra and J satisfies the following identity for all x, y, z ∈ A 0 ∪ A 1 , a ∈ A 0 : ((ax)y)z + (−1) |x||y|+|y||z|+|x||z| ((az)y)x + (−1) |y| a((xz)y) = = (a(xy))z + (−1) |y||z| (a(xz))y + (−1) |x||y|+|x||z| (a(yz))x.
If A = A 0 + A 1 is a Z 2 -graded algebra, then we may define an algebra A + with the same linear structure, but it has the following multiplication for every x, y ∈ A 0 ∪A 1 :
If A is an associative superalgebra then A + is a Jordan superalgebra. Let A be an associative superalgebra with a superinvolution x → x * . Then an algebra of symmetric elements under action of this superinvolution is a subsuperalgebra in A + and it is denotes by H(A, * ). A notation H n (A) means a subsuperalgebra of symmetric elements in M n (A) with a natural grading and a * -transpose involution.
In b) We will use the following notation:
Then Q n (k) is a simple Jordan superalgebra. It is easy to see that Q n (k) = M n (k)+ M n (k) = A + M , where A = M n (k) acts on M = M n (k) like Jordan matrix multiplication on M n (k) and for x, y ∈ M n (k) we have xy = 1 2 (x · y − y · x), where x · y is a multiplication in an associative algebra M n (k). c) We will use the following notation:
Then P n (k) is a simple Jordan superalgebra, if n > 1. It is easy to see that P n (k) = M n (k) + (S n (k) + H n (k)) = A + M , where A = M n (k) acts on M = S n (k) + H n (k) like that:
For x 1 , x 2 ∈ S n (k), y 1 , y 2 ∈ H n (k) we have
x 1 x 2 = y 1 y 2 = 0,
where x · y is a multiplication in an associative algebra M n (k). d) We will use the following notation:
Then osp n,2m (k) is a simple Jordan superalgebra with Z 2 -grading
i.e. osp n,2m (k) is a subsuperalgebra of M n,2m (k). e) Let A = ke 1 + ke 2 , M = kx + ky, where e 1 , e 2 are orthogonal idempotents, e i x = 1 2 x, e i y = 1 2 y, xy = e 1 + te 2 , where 0 = t ∈ k. (, ) is a non-degenerate superform on V and its restriction on V 0 × V 0 is symmetric, but its restriction on V 1 × V 1 is skew-symmetric. Let A = V 0 + ke, M = V 1 , where e is a unit of J = A + M and xy = (x, y)e for x, y ∈ V . Then J is a simple Jordan superalgebra. g) Let A = H 3 (k). Then there is a Jordan action H 3 (k) on S 3 (k), where S 3 (k) is a set of skew-symmetric elements under the action of transpose involution. We will use notations S 3 (k) and S 3 (k) for two isomorphic copies of H 3 (k)-modules S 3 (k), so M = S 3 (k) ⊕ S 3 (k). Let us define a multiplication on J = A + M . If x 1 , x 2 ∈ S 3 (k) and y 1 , y 2 ∈ S 3 (k) then
There is an involution * on B(4, 2), (a + m) * = a − m, where a ∈ A, m ∈ M and a is the symplectic involution on A = M 2 (k). Then define a superinvolution on M 3 (B(4, 2) ), which is the * -transpose superinvolution. Then the symmetric elements with respect to this superinvolution is denoted by H 3 (B(4, 2) ) and it is a simple Jordan superalgebra. Definition 7. We will call algebras from Example 3 as a classical simple Jordan superalgebras.
Theorem (M.L. Racine, E.I. Zel'manov, [18] ). Every unital simple finite dimensional Jordan superalgebra with a semisimple even part over an algebraically closed field is isomorphic to one of classical simple Jordan superalgebras. There exists an element z ∈ Z, so that e ij = fij z and f ij ∈ B. Let F (a) = ((((af ii )f jj )f ji )f ii ).
If i ≤ n then we have:
If i > n then we have: 
c) J = P n (k). Then an algebra J has a basis e ij ∈ M n (k), 1 ≤ i, j ≤ n,
There exists an element z ∈ Z, so that
We have the following identity:
for some d ∈ S n (k), x ∈ H n (k). Hence, like with α ij we have z 7 γ ij ∈ Z (since 0 0 E 0 = 1 z (f 11 + · · · + f nn )).
Using a multiplication by 0 f 1i − f i1 0 0 , we take a matrix with zβ kj on some place in the upper left quarter of a matrix. So, we have z 7 β kj ∈ Z. If z 0 = z 7 then Z-module z 0 B ≃ B embeds in a free finitely generated Z-module n i,j=1
We will use the notation
Then we have the following identities:
The first identity allows us to use case a). The second identity allows us to use case c). Let
Then we have: where r = i, k = j. This identity allows us to use case c). Similarly, we can use it for β ij . So, we can find z ∈ Z, so that zB ≃ B embeds in a free finitely generated Z-module. e) J = D t , 0 = t ∈ k. Then an algebra J has a basis e 1 , e 2 , x, y. If a ∈ B then a = α 1 e 1 + α 2 e 2 + β 1 x + β 2 y.
There exists an element z ∈ Z, so that e i = fi z , x = v z , y = w z , t = u z and f i , v, w ∈ B, 0 = u ∈ Z. We have the following identities:
If z 0 = uz 6 then z 0 B ≃ B embeds in a free finitely generated Z-module Ze 1 + Ze 2 + Zx + Zy. f) J is a superalgebra of non-degenerate supersymmetric superform on a superspace V = V 0 ⊕ V 1 . Then an algebra J has a basis e, e 1 , . . . , e n , g 1 , . . . , g 2m , where e is a unit, {e 1 , . . . , e n } is an orthogonal basis of V 0 , (e i , e i ) = α i , {g 1 , . . . , g 2m } is a basis of V 1 , (g 2i−1 , g 2i ) = β i = 0 and (g i , g j ) = 0 otherwise. If a ∈ B then
There exists an element z ∈ Z, so that e i = fi z , g i = hi z , α i = λi z , β i = µi z and f i , h i ∈ B, λ i , µ i ∈ Z. We have the following identities:
We will use a notation 2) . Also, we will use a usual notation e ij = 1[ij].
Then we have the following identities: We have representations of basis elements of J as fractions with numerators a 1 , a 2 , . . . , a 21 from B and the common denominator z ∈ Z. Then our identities imply that z 5 B ≃ B embeds in a free finitely generated Z-module 21 i=1 Za i .
