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1. Introduction 
 
A general discrete random walk with variable absorbing probabilities on the integers is described in 
every state i by the one-step forward probability ip , the one-step backward probability iq , the 
probability to stay for a moment in the same position ir  and is  is the probability of immediate 
absorption in state i where 1=+++ iiii srqp . For this type of random walk we use the 
notation ][ iiii srqp . 
Feller (1968) analyzed ][ iii rqp random walk and gives necessary and sufficient conditions for the 
existence of an invariant probability distribution (p. 396) and for a persistent random walk (p. 402). 
El-Shehawey (1994) studies ][ iii rqp random walk on the non-negative integers and relates his model 
to an example of carcinogenesis. Dette (1996) uses Stieltjes transforms to get explicit representations 
for the generating functions of the n-step transition and the first return probabilities in a ][ iii rqp  
model for the non-negative integers, including a permanent absorbing state *i which can only be 
reached from state i with probability 1 ( )i i ip q r− + + . Rudolph (1999) analyzed ][ iii rqp general 
discrete random walk on the integers with two absorbing boundaries. He determines absorption 
probabilities and absorption time using a fundamental matrix. 
In this paper we have the additional freedom of absorption in any point at any time with variable 
probabilities. 
In section 2 we solve a set of difference equations which is related to the expected number of arrivals 
and expected time before absorption. Fibonacci numbers play an important role in this setting. 
In section 3 we study ][ iiii srqp random walk on [0,N]. 
 
 
2. Solution of related difference equations 
 
2.1 Solution of   111 −−+ += iiiii xxx µλ        
First we will study a special set of difference equations, which we need to investigate our random 
walk. We are interested in the solution of : 
 
 1;);,.....2,1( 001111 ===+= −−+ xxNixxx iiiii λµλ  (2.1) 
 
We use the Fibonacci sequence:   .....)2,1(,1 1110 =+=== −+ nfffff nnn  
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and  relate the solution of (2.1) to matrices: 
( )10 =F , ( )01 λ=F , 





=
01
0
2
1
µλ
λ
F ,










=
122
01
00
3 1
1
µλλ
µλ
λλ
F  , …..  
where 1+nF (n=2,3,…) with elements ijτ  (i=1,2,…,n+1; j=1,2, .. )1+nf  is defined by:  
 
ijτ  1          …                           nf  nf +1      …           1+nf  
1 
. 
. 
. 
n-1 
n 
n+1 
 
 
nF  
 
 
 
nλ       …                            nλ  
 
 
1−nF  
 
 
1         …                  1 
1−nµ     …             1−nµ  
 
For 6F  we get: 
 
ijτ  1f  2f  3f   4f    5f      6f  
i\j 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 
0λ  1 0λ  0λ  1 0λ  1 0λ  0λ  1 0λ  0λ  1 
2 
1λ  0µ  1 1λ  0µ  1λ  0µ  1 1λ  0µ  1 1λ  0µ  
3 
2λ  2λ  1µ  1 1 2λ  2λ  1µ  2λ  2λ  1µ  1 1 
4 
3λ  3λ  3λ  2µ  2µ  1 1 1 3λ  3λ  3λ  2µ  2µ  
5 
4λ  4λ  4λ  4λ  4λ  3µ  3µ  3µ  1 1 1 1 1 
6 
5λ  5λ  5λ  5λ  5λ  5λ  5λ  5λ  4µ  4µ  4µ  4µ  4µ  
 
We recognize 4321 ,,, FFFF  in the same matrix: 
 
ijτ  1f  2f  3f   4f    5f      6f  
i\j 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 
0λ  1 0λ  0λ  1 0λ  1 0λ  0λ  1 0λ  0λ  1 
2 
1λ  0µ  1 1λ  0µ  1λ  0µ  1 1λ  0µ  1 1λ  0µ  
3 
2λ  2λ  1µ  1 1 2λ  2λ  1µ  2λ  2λ  1µ  1 1 
4 
3λ  3λ  3λ  2µ  2µ  1 1 1 3λ  3λ  3λ  2µ  2µ  
5 
4λ  4λ  4λ  4λ  4λ  3µ  3µ  3µ  1 1 1 1 1 
6 
5λ  5λ  5λ  5λ  5λ  5λ  5λ  5λ  4µ  4µ  4µ  4µ  4µ  
 
We define: ∑∏
= =
=
nf
j
n
k
kjnF
1 1
* τ  
From the definition of 1+nF  we get directly: 
*
11
**
1 −−+ += nnnnn FFF µλ  
so *nF is a solution of  (2.1). 
The definition of 1+nF  also gives: )1( 1,, −+ ≤≤= njijfi fjn ττ  (2.2) 
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Theorem  1  The solution of the linear system (2.1) is: 
 )1.....,2,1(
1 1
+== ∑∏
= =
Nix
if
j
i
k
kji τ  (2.3) 
where: 
:fjIf i 1+≤  
 





+=
+=
=
=
+
−−
−−
).,.........1(1
),.........1(
)........2,1(
1
12
11
ii
iii
ii
ij
ffj
ffj
fj
µ
λ
τ  (2.4) 
 
:1+> ifjIf  
11: +Ν∈ ≤≤+∃ nnn fjf  
Let 










 −
=++−=
−− 2
1
,.....,1,0).........( 22
n
mfffjj mnnnm , where [ ] is the entier function. 
and }|min{ 1+≤Ν∈= im fjmk  
then:  





+=
+=
=
==
+
−−
−−
).,.........1(1
),.........1(
)........2,1(
1
12
11
iik
iiki
iki
ijij
ffj
ffj
fj
k
µ
λ
ττ  
 
Proof: 
Using (2.3) with i=1 and 01 λ=x  gives: 011 λτ = , as desired. 
When substituting (2.3) in (2.1) we find for :1+≤ ifj  
∑∏∑∏∑∏ −+
=
−
=
−
= ==
+
=
+=
11
1
1
1
1
1 11
1
1
iii f
j
i
k
kji
f
j
i
k
kji
f
j
i
k
kj τµτλτ , so: 
1
1
,121
1
,21
1
,121 .1.........................
11
−
=
−
==
+ ∑∑∑
−+
+= i
f
j
jijji
f
j
jijj
f
j
jijj
iii
µτττλττττττ  
We now use (2.2) : :)( 1,, −+ ≤= ijkfjk fji ττ  
1
1
,121
1
,21
1
,121 .1.........................
11
−
+=
−
==
+ ∑∑∑
++
+= i
f
fj
jijji
f
j
jijj
f
j
jijj
i
i
ii
µτττλττττττ  
We see that: )(
,1 iiji fj ≤=+ λτ  and: 
)1(;1 11,1, +−+ ≤≤+== iiijiji fjfµττ  
which gives the desired result (2.4). 
If 1+> ifj  then:  
11: +Ν∈ ≤≤+∃ nnn fjf  
101 −≤−=≤ nn ffjj  
3201 −− ≤−= nn ffjj  
………. 
1221 −−−− ≤−= knknkk ffjj  
and (use (2.2)): 
k10 ji,ji,ji,ji, ... ττττ ==== .  
This completes the proof of Theorem 1. 
Remark 1:  Because of 
2
  :have we  and 11121
inkfjfj ikknk −<>≤ +−+−−  
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2.2 Solution of   111 −−+++ += iimiimi xxx µλ        
We also need the solution of: 
)(;1;);,.....2,1( 01111 Ζ∈===+= −−+++ mxxNixxx miimiimi λµλ  
Using the same technique as in section 2.1 we get: 
 )1.....,2,1(
1 1
)( +==∑∏
= =
Nix
if
j
i
k
m
kji τ  
where: 





+=
+=
=
=≤
+
−−+
−−+
+
).,.........1(1
),.........1(
)........2,1(
:
1
12
11
)(
1
ii
iiim
iim
m
kji
ffj
ffj
fj
fjIf µ
λ
τ          
et cetera. 
We will use the following notation: 
 )1.....2,1(),(),(
1 1
)()( +== ∑∏
= =
NiA
if
j
i
k
m
kj
m
i µλτµλ  
and we define: )(0;1 )(1)(0 Ζ∈== − mAA mm  
 
Theorem 2    ,...)2,1,0,()2( 1)1()( 1 =Ζ∈+= +−++ NmAAA mNmmNmmN µλ  
Proof: 
We give a proof for m=0  (m=1,2,… proceeds along the same lines). 
We can write the linear system 1;);,.....2,1( 001111 ===+= −−+ xxNixxx iiiii λµλ  
in matrix notation: 
 
 
















=
































−
−
−
+− 0
...
0
0
1
1...0
..........
0...1
0...01
0...001
1
2
1
0
1
10
0
NNN x
x
x
x
λµ
λµ
λ
 
Using Cramer’s rule we get: 
 
=
















−
−
−−=
















−
−
−=
−
++
−
+
+
NN
NN
NN
N
Nx
λµ
λµ
λ
λµ
λµ
λ
1
10
0
11
1
10
0
1
1
1
1
det)1()1(
0...0
..........
0...1
0...01
1...001
det)1(  
 
 











 −
+











 −
=
−− NNNN λµ
λ
µ
λµ
λ
λ
1
2
0
1
1
0
1
det
1
det  
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3. ][ iiii srqp random walk on [0,N]. 
 
3.1 Expected number of arrivals, probability of arrival and absorption probabilities. 
We define: 
 
i)in start  | stepsk after  j statein  is  P(system)( =kijp  
 iin start  j;in  arrivals ofnumber   expected
1
)(
,
=== ∑
∞
=k
k
ijjij pxx   
 
i)in start  | stepsk in  jin on P(absorpti
,,
=kjig  
 ∑
∞
=
=
0
,,,
k
kjiji gg   
 kiu , =P(absorption in k steps | start in i ) 
 ∑
∞
=
=
0
,
k
kii uu =P(absorption | start in i)  
  
=ijf probability to visit j when starting in i. 
 
Well known results are:  
 jij
k
j
k
ij
k
kjiji xsspgg ,
0
)(
0
,,, ∑∑
∞
=
∞
=
===  
 ∑∑∑∑ ===
∞
=
∞
= j
jij
j k
kji
k
kii xsguu ,
0
,,
0
,
 
 
11;)( −−=≠= iiii
jj
ij
ij xfji
x
xf   
Our starting point of the random walk is 0i . We first handle the case  Ni << 00  . 
We introduce two artificial states, N+1  and  -1 with specifications: 
 0;0 11 == −+ xxN  (3.1) 
 0;0 11 >> −+ pqN  (3.2) 
We have: 
 )0(),( 01111 Nninxrxqxpx nnnnnnn ≤≤+++= ++−− δ  (3.3) 
 
which generates  the following forward and backward equations: 
 
 ),.....,2,1(1 00111
1
1
1
1 Niiixxxq
p
x
q
r
x iiiii
i
i
i
i
i
i ++=+=





−




 −
=
−−−
+
−
+
+ µλ ) (3.4) 
 )0,.....,2,1(1 001)1(1
1
1
1
1 −−=+=





−




 −
= ++−−+
−
+
−
−
iiixxx
p
q
x
p
r
x iiiii
i
i
i
i
i
i θρ  (3.5) 
  
The solution of (3.4) and (3.5) is (we use the notation of section 2.2): 
 
 
).....2,1(),(),( 0)2( 1)1(11 000000 iNkAxAxx
i
kii
i
kiki −=+=
+
−
+
+++ µλµµλ   (3.6) 
 ).....2,1(),(),( 0)2( 1)1(1)1( 000000 ikAxAxx
i
kii
i
kiki =+=
−
−
−
−
−+− θρθθρ   (3.7) 
 
Using (3.1),(3.2),(3.6) and (3.7) we get: 
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 0),(),( )2( 1
)1(
11
0
000
0
00
=+= +
−−
+
−
++ µλµµλ i iNii
i
iNiN AxAxx  (3.8) 
 0),(),( )2( 1
)1(
11
0
000
0
00
=+= −
−
−
−
−−
θρθθρ iiii
i
ii AxAxx   (3.9) 
We also have: 
 1111 000000 1)1( ++−− ++=− iiiiii xqxpxr   (3.10) 
 
Using (3.8.),(3.9) and  (3.10), we get the expected number of arrivals in the starting point 0i : 
 
 
1
)1(
)2(
1
1)1(
)2(
1
1 ),(
),(
),(
),(
1
0
0
0
0
000
0
0
0
0000
−
+
−
+
−−
+
−
−
−
−−




















+










+−=
µλ
µλ
µ
θρ
θρ
θ i
iN
i
iN
iii
i
i
i
iiii
A
A
q
A
A
prx   (3.11) 
 
For  0,..1,0 iNk −=  we find the expected number of arrivals in 10 ++ ki  (use (3.4)): 
 
 { }{ } 1)1()1()2( 1)1()2( 11 ),(),(),(),(),( 0 000 00 00000 −+−++ −−+−+−++ −= µλµλµλµλµλµ i iNiki iNi iNikiiki AAAAAxx   
  
and for 0,...1,0 ik =  we find the expected number of arrivals in )1(0 +− ki  (use (3.5)): 
 
 
{ }{ } 1)1()1()2( 1)1()2( 1)1( ),(),(),(),(),( 00000000000 −−−−−−−−−+− −= θρθρθρθρθρθ iiikiiiiikiiki AAAAAxx   
 
It is now easy to obtain the probability to visit j when starting in i: 
If i<j: 
 [ ] 1)1()1( 1)2( 1)1()2( 21 ),(),(),(),(),(00 −+−+−−+ −−+−+−−− −== µλµλµλµλµλµ i iNi iji iNi iNi ijjiijjijij AAAAAxxx
xf   
If i>j: 
 [ ] 1)1()1( 1)2( 1)1()2( 21 ),(),(),(),(),( −−−−−−−−−−−−−  −= θρθρθρθρθρθ iiijiiiiiijijiiij AAAAAxxf   
If i=j: 
 








−








−=−=
+
−
+
−−
+
−
−
−
−−
−
),(
),(
),(
),(
1 )1(
)2(
1
1)1(
)2(
1
1
1
µλ
µλµ
θρ
θρθ i
iN
i
iN
iii
i
i
i
iiiiiii
A
A
q
A
A
prxf  
 
Next we handle the special case where the starting point is the left border of our finite interval: 00 =i  
( Ni =0  proceeds along the same lines). 
Instead of two artificial states we now use one artificial state (N+1) with ;0;0 11 => ++ NN xq  
We now have: 
 ),.....,2,1(1 111
1
1
1
1 Nixxxq
p
x
q
r
x iiiii
i
i
i
i
i
i =+=





−




 −
=
−−−
+
−
+
+ µλ  
 
1
00
1
0
1
0
1
111
:0
q
x
q
x
q
r
xi −=−




 −
== λ  
with solution: 
 )1.....2,1(),(1),( )1( 1
1
)0(
0 +=−=
−
NiA
q
Axx iii µλµλ  
Using the artificial state we get: 
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 0),(1),( )1(
1
)0(
101 =−= ++ µλµλ NNN AqAxx  
So: 
 
),(
),(
)0(
11
)1(
0 µλ
µλ
+
=
N
N
Aq
A
x  (3.12) 
 ),.......,1,0(),(1),(
),(
),( )1(
1
1
)0(
)0(
11
)1(
NiA
q
A
Aq
A
x ii
N
N
i =−=
−
+
µλµλ
µλ
µλ
 
 
Remark 2:  (3.12) can also be derived from (3.11): use Theorem 2 with 0,0 10 == −pi   .  
 
3.2 Expected time before absorption. 
We define: 
 =km  expected time before absorption when starting in k  (k=0,1,2,...N). 
We have: 
 )0(0.)1()1()1( 11 Nismrmqmpm iiiiiiii ≤≤++++++= −+  
So: 
 )0()1()1( 11 Nismqmpmr iiiiiii ≤≤−++=− −+  (3.13) 
 
First we handle with Ni << 00 , where 0i is the starting point of our walk. 
The forward and backward equations are:  
 
 ),.....,2,1(1)1( 001111 Niiimmp
s
m
p
q
m
p
r
m iiiii
i
i
i
i
i
i
i
i
i ++=++=
−
−−
−
=
−−−+ αϕω  
 )0,.....,2,1(1)1( 001)1(11 −−=++=
−
−−
−
=
−++−−+− iiixxq
s
m
q
p
m
q
r
m iiiii
i
i
i
i
i
i
i
i
i βζη  
 
Using the notation of section 2.2 we have: 
 
),...1(),(),(),( 0
1
)1()2(
1
)1(
11 0
00
00
0
00
iNkAAmAmm ni
k
n
ni
nk
i
kii
i
kiki −=++= +
=
++
−
+
−
+
+++ ∑ αϕωϕωϕϕω  (3.14) 
).....2,1(),(),(),( 0
1
)1()2(
1
)1(
1)1( 0
00
00
0
00
ikAAmAmm in
k
n
in
nk
i
kii
i
kiki =++= −
=
−+
−
−
−
−
−
−+− ∑ βζηζηζζη (3.15)
  
Taking i=0 and i=N in (3.13) we see that 1−m  and 1+Nm  are part of (3.13) and therefore: 
 
 0),(),(),(
0
0
0
0
0
000
0
00 1
)1()2(
1
)1(
11 =++= +
−
=
++
−−
+
−−
+
−
++ ∑ ni
iN
n
ni
niN
i
iNii
i
iNiN AAmAmm αϕωϕωϕϕω  (3.16) 
 0),(),(),(
0
0
0
0
0
000
0
00 1
)1()2(
1
)1(
11 =++= −
=
−+
−
−
−
−
−
−−
∑ in
i
n
in
ni
i
iii
i
ii AAmAmm βζηζηζζη        (3.17) 
 
We also have: 
 
)1()1(
0000000 11 iiiiiii smqmpmr −++=− −+  (3.18) 
 
Using (3.16), (3.17) and  (3.18) we obtain the expected time before absorption in the starting point: 
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)2(
1
)1()2(
1
)1()1()1(
1
)1()1(
1
)1()1()1()1(
0
0
0
000
0
0
0
000
0
0
0
00
0
0
0
0
0
000
0
0
0
0
00
0
0
0
00
0 )1(
)1(
i
i
i
iNii
i
iN
i
iii
i
i
i
iNi
in
i
n
in
ni
i
iNini
iN
n
ni
niN
i
ii
i
i
i
iNi
i
AAqAApAAr
AAqAApAAs
m
−
−
+
−
−
+
−−
−−+
−
−
=
−+
−
+
−
+
−
=
++
−−
−−+
−
++−
−−−
=
∑∑
ζϕ
βα
 (3.19)
   
 
11 00  and −+ ii mm can easily be derived from (3.16) and (3.17). 
The general solution is now given by (3.14) and (3.15). 
Next we handle with  00 =i  ( Ni =0  proceeds along the same lines). 
 
 iiiii
i
i
i
i
i
i
i
i
i mmp
s
m
p
q
m
p
r
m αϕω ++=−−−−=
−−−+ 1111
1)1(
 
 
 0001 αω += mm  
Solution: 
 ),.....,1,0(
1
1
)()0(
0 NiAAmm
i
k
k
k
kiii =+= ∑
=
−
−
α  
1+Nm  is part of equation  (3.13), so we have: 
 01
1
1
)(
1
)0(
101 =+= −
+
=
−+++ ∑ k
N
k
k
kNNN AAmm α  
Resulting in: 
 ),....1,0(1
1
)(
)0(
1
1
1
1
)(
1
)0(
NiA
A
AA
m k
i
k
k
ki
N
k
N
k
k
kNi
i =+
−
=
−
=
−
+
−
+
=
−+
∑
∑
α
α
 (3.20) 
 
 
Example 1: ][ iiii srqp random walk on [0,3] and start in 0. 
We are interested in probability of absorption and expected time before absorption in the starting point 
0. From (3.12) and using Theorem 1 (or, easier, the matrices 3F  and 4F  in section 2.1) we get: 
 
 =
++++
++
== ][),(
),(
2021031032032101
2131321
)0(
41
)1(
3
0 µµµλλλµλλλµλλλλ
µλλµλλλ
µλ
µλ
qAq
A
x  
 *})1()1()1)(1)(1{( 321321321 qprrqprrr −−−−−−−  
1
32103210321032103210 })1)(1()1()1()1)(1()1)(1)(1)(1{( −+−−−−−−−−−−−−− qpqpqprrrqprrrqprrrr
 
 P(absorption in 0)= 00 xs  
 
(3.20) gives: 
=
++++
−
+
−
++
−
+++
−
=
−
=
−
=
−
∑
202103103203210
3
3
3
2
2
232
1
1
2131321
0
0
)0(
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+−−−−+−−−−−−−− ])1)(1()[1(])1()1()1)(1)(1)[(1{( 32032013213213210 qpprrpsqprrqprrrs  
 *)}1()1)(1( 32103210 sppprspp −+−−  
1
32103210321032103210 })1)(1()1()1()1)(1()1)(1)(1)(1{( −+−−−−−−−−−−−−− qpqpqprrrqprrrqprrrr
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Example 2: [pqs] random walk on [0,N]. 
We consider a  special ][ iiii srqp random walk on [0,N]:  
.1,,1,
1);1,...,2,1(,0,,
00 qsqqpspp
sqpNissrqqpp
NN
iiii
−==−==
=++−=====
 
We start in 0. 
Using (3.12) and Theorem 2, we find after some calculations: 
 
 
k
N
k
k
N
k
pq
k
N
pq
k
N
x
)(2
)(1
]2/)2[(
0
]2/)1[(
0
0
−




 +
−




 +
=
∑
∑
+
=
+
=
 (3.21) 
  
Example 3: Simple random walk on [0,N] with two partial absorbing barriers. 
We consider a  special ][ iiii srqp random walk on [0,N]; we start in 0 and we choose: 
.1,,1,
1);1,...,2,1(0,0,,
00 qsqqpspp
qpNisrqqpp
NN
iiii
−==−==
=+−=====
 
The probability of absorption in the barrier 0 is now given by 0qx , where 0x  is given by (3.21) , 
now with 1=+ qp . 
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