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Resumen: En este trabajo se muestra un me´todo para el reconocimiento de
objetos de forma libre a partir de los datos de rango de una vista parcial.
Para ello presentamos una nueva caracter´ıstica que denominamos Cono-Curvatura
Ponderada (WCC), que mide el a´ngulo que sustenta cada uno de los nodos de
la malla. Debido a que la informacio´n empleada no es completa, es necesario
reforzar la bu´squeda empleando una te´cnica basada en componentes principales,
as´ı como una basada en el algoritmo ICP. Debido a estas dos u´ltimas fases del
algoritmo, adema´s del reconocimiento, se soluciona el problema de localizacio´n.
Copyright c©2007 CEA-IFAC
Palabras clave: Reconocimiento, posicionamiento, datos de rango, visio´n 3D.
1. INTRODUCCIO´N
El reconocimiento de objetos 3D a partir de in-
formacio´n visual es una de las tareas centrales
en inteligencia artiﬁcial. Su resolucio´n tiene una
gran utilidad para aplicaciones pra´cticas como
inspeccio´n visual, guiado de robots, control de
calidad . . .
Reconocer un objeto supone identiﬁcarlo entre un
conjunto de candidatos. Por otro lado, posicionar-
1 Este trabajo se ha desarrollado gracias a la ﬁnanciacio´n
del Ministerio de Educacio´n y Ciencia, a trave´s de los
proyectos de la CICYT DPI2005-03769 y DPI2006-14794-
C02.
lo o alinearlo conlleva determinar en que´ posicio´n
se encuentra con respecto a un modelo de refe-
rencia almacenado en una base de datos. Aunque
conceptualmente son problemas distintos, en la
pra´ctica esta´nmuy relacionados: si se consigue ali-
near un objeto inco´gnita sobre uno de los objetos
candidatos de la base de datos, se habra´ recono-
cido. Esto es especialmente u´til cuando del objeto
a reconocer so´lo disponemos una vista.
Para la resolucio´n del problema de reconocimiento
3D se pueden utilizar distintas representaciones
de los objetos. Todas ellas se pueden agrupar en
alguna de las siguientes categor´ıas: representacio´n
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centrada en vistas o en apariencia y representacio´n
centrada en el objeto.
En la primera, el objeto es descrito a partir de
distintas ima´genes de intensidad de e´ste, asociada
cada una de ellas a una vista. En esta categor´ıa
encontramos distintos me´todos de representacio´n
como los grafos de aspecto, las te´cnicas basadas en
siluetas y, sobre todo, los basados en componentes
principales (Campbell and Flynn 1999, Skocˇaj and
Leonardis 2001).
La representacio´n basada en el objeto describe la
superﬁcie o el volumen de e´ste usando caracter´ısti-
cas destacadas referidas a un sistema de coorde-
nadas propio. Cuatro grandes grupos se pueden
incluir en esta categor´ıa: representaciones basadas
en curvas y contornos, representaciones axiales,
representaciones volume´tricas y representaciones
superﬁciales. Dentro de esta u´ltima categor´ıa se
encuentra el me´todo presentado en este art´ıculo,
por lo que, a continuacio´n, se presentara´n con
detalle algunas de las representaciones ma´s sig-
niﬁcativas.
Las ﬁrmas de puntos (Point Signatures) (Chua
and Jarvis 1997) es un procedimiento similar al
splash (Stein and Medioni 1992), pero en vez
emplear la relacio´n entre las superﬁcies normales
de los puntos centrales y sus vecinos, utiliza direc-
tamente el conjunto de puntos, eliminando as´ı el
ca´lculo de la primera derivada de las superﬁcies
normales. Este me´todo presenta algunos proble-
mas, como es el no poder ser empleado en objetos
polie´dricos. Por otra parte, en ningu´n momento
se tiene un modelo del objeto completo, por lo
que no es posible el reconocimiento de una vista
parcial arbitraria.
Las ima´genes de revolucio´n (Spin Images) (John-
son and Hebert 1999) se deﬁnen a trave´s de una
coleccio´n densa de puntos 3D y sus normales. Ca-
da punto tiene asociado una imagen que describe
su entorno cercano. Es, sin duda, la representacio´n
ma´s popular de los u´ltimos tiempos. No obstante,
existen una serie de aspectos que suponen limita-
ciones. En primer lugar, se necesita que la resolu-
cio´n de todas las mallas implicadas en el proceso
sea la misma. Por otra parte, son muy sensibles al
ruido y requieren un espacio de almacenamiento
considerable.
Las ima´genes de formas armo´nicas (Harmonic
Shapes Images) (Zhang and Hebert 1999) repre-
sentan a un objeto 3D mediante una imagen 2D
obtenida mediante el mapeo de cada faceta de la
malla que representa al objeto. Para ello utilizan
los mapas harmo´nicos. Esta representacio´n no su-
pone un sistema completo de reconocimiento y los
autores no han desarrollado un me´todo que ﬁje
automa´ticamente los umbrales en el proceso de
acoplamiento.
Las ﬁrmas de superﬁcie (Surface Signature) (Ya-
many and Farag 2002) es otra representacio´n en
la que se emplean caracter´ısticas 2D. E´stas son
deﬁnidas mediante una imagen en la que en cada
p´ıxel se codiﬁca la curvatura,medida como a´ngulo
simplex (Hebert et al. 1995), de cada uno de los
puntos 3D de la malla. Es un me´todo fa´cil y
robusto, sin embargo presenta algu´n problema. En
primer lugar, es necesario seleccionar unos puntos
de intere´s de antemano, que son aquellos que ten-
gan una curvatura elevada en torno a ellos, para
poder generar la ﬁrma correspondiente, lo que
limita elme´todo a objetos no polie´dricos. Adema´s,
las escenas que se pueden reconocer son aquellas
que esta´n totalmente reconstruidas, es decir, no
es posible reconocer en aquellos casos en los que
disponemos de una vista parcial.
Recientemente han sido deﬁnidas las ima´genes
de gradiente de profundidad basadas en siluetas
(DGI-BS ) (Mercha´n et al. 2006a). En ellas se
sintetizan los gradientes de profundidad de un es-
cena segu´n determinadas direcciones establecidas
a trave´s de los contornos de la escena que no son
debidos a oclusiones de otros objetos. Resulta ser
una te´cnica eﬁcaz en entornos de escenas comple-
jas, pero necesita un proceso previo de segmenta-
cio´n de la escena, que no siempre es posible.
Como se indico´ al comienzo de este apartado, el re-
conocimiento esta´ ı´ntimamente ligado a la locali-
zacio´n o posicionamiento y, as´ı, en losme´todos an-
teriormente descritos, tras la medida de similitud
con dichas representaciones, se aplica una fase de
localizacio´n mediante la resolucio´n del algoritmo
Iterative Closest Point (ICP) (Besl and McKay
1992). En algunos casos, como en (Johnson and
Hebert 1999), de forma previa al ICP, se realizan
medidas de consistencia geome´trica. Es, por tanto,
el resultado del acoplamiento el que conﬁrma cua´l
es el candidato de la base de objetos buscado.
El presente art´ıculo muestra un me´todo de reco-
nocimiento de objetos de forma libre, incluidos
polie´dricos, a partir de los datos de rango 3D de
una u´nica vista parcial,mediante el empleo de una
representacio´n denominada Cono-Curvatura Pon-
derada (WCC ). E´sta se deriva de una represen-
tacio´n previa deﬁnida en (Ada´n and Ada´n 2004)
llamada Cono-Curvatura (CC ) y que ha sido em-
pleada con e´xito para el reconocimiento de obje-
tos completos. Con respecto a los procedimientos
anteriormente descritos presenta la ventaja de que
es una caracter´ıstica que representa de forma muy
compacta la informacio´n de forma de los objetos
a reconocer. Para reforzar la bu´squeda, tras el
empleo de las WCC, se aplica un me´todo basado
en las componentes principales y, por u´ltimo, se
utiliza el algoritmo ICP que es el encargado de
conﬁrmar cua´l es el objeto reconocido.


























Y PUNTO DE VISTA DESDE
EL QUE SE ADQUIRIÓ ( MATCHING )
Figura 1. Esquema de los distintos pasos seguidos
para el reconocimiento de vistas parciales.
La estructura que seguida a lo largo del trabajo
es la siguiente: en la seccio´n 2 se describe de
forma general el me´todo propuesto. En la seccio´n
3 se deﬁnen las Cono-Curvaturas Ponderadas,
empleadas en la primera fase del algoritmo. A
continuacio´n, en la seccio´n 4, se proponen los
me´todos asociados a las dos u´ltimas fases del
algoritmo, que buscan el acoplamiento de la vista
parcial sobre los objetos de la base de objetos.
En la seccio´n 5 se expone, a modo de resumen,
la integracio´n de las tres fases del algoritmo. Por
u´ltimo, en la seccio´n 6 se muestran los resultados
experimentales y en la seccio´n 7 se exponen las
conclusiones y futuras l´ıneas de investigacio´n.
2. ME´TODO PLANTEADO: PRINCIPIO DE
FUNCIONAMIENTO
El me´todo de reconocimiento 3D descrito en el
presente art´ıculo emplea un conjunto de carac-
ter´ısticas determinadas sobre las mallas esfe´ricas
y los datos de rango de las vistas parciales de los
objetos que se quieren reconocer (ﬁgura 1)
En primer lugar se utiliza un nuevo invariante de
forma que se denomina Cono-Curvatura Pondera-
da (WCC ), derivado de la Cono-Curvatura(CC)
(Ada´n and Ada´n 2004), y que permitira´ deter-
minar una primera aproximacio´n a los posibles
ejes de visio´n desde los que se ha adquirido la vis-
ta parcial del objeto inco´gnita. La discretizacio´n
del espacio de visio´n se obtiene circunscribiendo
una malla esfe´rica en torno al modelo del objeto
completo (Horn 1984). Cada nodo de esta malla,
junto con el origen de coordenadas, deﬁnen los
ejes de visio´n iniciales en torno a dicho modelo.
Por tanto, determinar los ejes de visio´n desde
los que se ha podido adquirir la vista parcial es
equivalente a seleccionar un conjunto de nodos
sobre la malla. Es importante tener en cuenta que
al realizar esta seleccio´n lo que se esta´ haciendo, de
forma impl´ıcita, es una reduccio´n de las posibles
rotaciones que podr´ıan aplicarse sobre la vista
parcial para acoplarla sobre el modelo del objeto
completo.
Se denotara´n a los nodos obtenidos tras este
primer paso como Ncci ⊂ Ni, donde Ni son los
nodos iniciales de la malla esfe´rica circunscrita
sobre el i−e´simo objeto de la base de datos. Como
se deduce de la explicacio´n, en este paso no se
reduce el nu´mero demodelos de la base de objetos.
Sobre los nodos seleccionados se aplicara´ otro
invariante basado en las componentes principales
(autovalores + autovectores) de los datos de rango
de la vista parcial y de los modelos completos.
Tras esta comparacio´n se creara´ una lista para
cada uno de los objetos de la base de datos con los
nodos Ncci ordenados segu´n el error existente en
la comparacio´n de los autovalores. A su vez, esta
ordenacio´n permite identiﬁcar cua´l es el objeto
sobre el que existe mayor probabilidad de que
la vista parcial pueda se acoplada. Al ﬁnalizar
esta segunda fase se obtiene una reduccio´n de
los modelos de la base de objetos, as´ı como una
reduccio´n de los nodos determinados en la fase
anterior. Si se denota a la base de objetos inicial
como B, la obtenida al ﬁnalizar la comparacio´n
de los autovalores, sera´ denominada Bcp ⊂ B, y a
los nodos por cada objeto Ncpi ⊂N
cc
i .
Los autovectores permitira´n realizar una primera
aproximacio´n a la rotacio´n existente entre la vista
parcial y cada uno de los objetos de Bcp, que
sera´ utilizado en la u´ltima fase en la que se
aplica el algoritmo Iterative Closest Point (ICP)
(Besl and McKay 1992). E´ste permite realizar el
acoplamiento entre los datos de rango, y sera´ el
error de convergencia del algoritmo el que nos
indique cua´l es el objeto al que pertenece la vista
parcial.
3. FASE DE DETERMINACIO´N ROBUSTA
DEL PUNTO DE VISTA
En la primera fase del me´todo de reconocimiento
se estima cua´les son los posibles puntos de vista
desde los que se ha podido adquirir la vista par-
cial. Para ello se propone una nueva caracter´ıstica
calculada a partir de modelos esfe´ricos parciales
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 Figura 2. Imagen de intensidad de un objeto y
modelo esfe´rico para una vista parcial de e´ste.
de los datos de rango de dicha vista parcial. La
te´cnica de modelado esfe´rico parcial queda fue-
ra del presente trabajo. So´lo comentar que tras
e´sta se obtiene una malla aproximada a los datos
de rango cuyas teselas son de tipo hexagonal o
pentagonal. Cada uno de los nodos de la malla
tiene una conectividad tres excepto para aquellos
nodos que se encuentran en el contorno que tienen
conectividad menor. En la ﬁgura 2 se muestra la
imagen de intensidad de un objeto y el modelo
esfe´rico para una vista parcial de e´ste. Para una
revisio´n profunda del tema se recomienda la lec-
tura de (Salamanca et al. 2000).
Sobre los modelos esfe´ricos se puede crear una
estructura denominada Conjunto de Ondas de
Modelado (MWS ) (Ada´n et al. 2000), que se
genera a partir de una estructura ma´s sencilla
denominada Onda de Modelado (MW ) deﬁnida
de la siguiente forma:
Deﬁnicio´n 1. Se llama onda demodelado con foco
inicial N a una particio´n {F 1, F 2, . . . , F q} de la
esfera teselada, T , que veriﬁca:
F 1 = {N} (1)
...
F j+1 = V (F j)−
j−1⋃
m=1
Fm ∀j = 1, . . . , q − 1(2)
Donde V es la relacio´n de vecindad de conectivi-
dad 3 impuesta por T .
Como se deduce de la deﬁnicio´n 1 cualquier nodo
de T puede ser foco y, por tanto, puede generarse
a partir de e´l una MW. Por tanto, una esfera
teselada con un nu´mero de nodos n = ord(T )
contendra´ n ondas de modelado. Deﬁnimos por
tanto al conjunto de ondas de modelado de la
siguiente forma:
Deﬁnicio´n 2. El conjunto de ondas de modelado
se deﬁne como MWS = {MW 1, MW 2, . . . ,
MWn}, donde MW i es la onda de modelado
generada a partir de un foco que se corresponde
con el i−e´simo nodo de T.
Como se ha comentado en el apartado anterior,
cada nodo de la malla esfe´rica, junto con el ori-
Figura 3. Representacio´n de dos frentes de onda,
asociados a dos nodos sobre la esfera teselada
que deﬁnen dos ejes de visio´n.
Figura 4. Deﬁnicio´n de la j-e´sima Cono Curvatura
(CC).
gen de coordenadas, forma un eje de visio´n. Por
tanto, para cada eje de visio´n existe una onda de
modelado asociada. En la ﬁgura 3 semuestran dos
ejemplos.
3.1 Cono-Curvatura
Debido a que la WCC es determinada a par-
tir de una representacio´n previa llamada Cono-
Curvatura (CC), pasaremos a continuacio´n a des-
cribirla y analizar brevemente sus propiedades.
Es una representacio´n que se calcula para cada
nodo de la malla a partir del MWS, y cuya
deﬁnicio´n es la siguiente:
Deﬁnicio´n 3. Sea N el foco inicial de una onda
de modelado sobre el modelo esfe´rico parcial,
T ′. Se llama Cono Curvatura j-e´sima de N , al
a´ngulo del cono con ve´rtice N cuya superﬁcie
esta´ aproximada al j-e´simo frente de ondas, F j , de











donde γji = ∠CjNNi ∈ F j , tj es el nu´mero de
nodos de F j y Cj es el baricentro de F j . El rango
de valores de la CC es [−π/2, π/2], donde el signo
toma en cuenta la localizacio´n relativa de O, Cj y
N , siendo O el origen de coordenadas del sistema
de referencias ﬁjo a T ′. Valores negativos indican
la existencia de zonas co´ncavas, valores cercanos
a cero se corresponden con superﬁcies planas, y
valores positivos con zonas convexas.
En la ﬁgura 4 se ilustra la deﬁnicio´n de la CC.
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Figura 5. Representacio´n de las cono-curvaturas
para los primeros dieciocho frentes de los
nodos N(1), N(7), N(32) y N(61).
Dado un foco N , existe un conjunto de frentes
de onda, q, que deﬁnen las CC’s para dicho foco
{α1, α2, . . . , αq}. E´stas proporcionan una informa-
cio´n completa de la curvatura del objeto existente
desde el punto de vista que determina N . Decir
por u´ltimo que q, que denominamos orden del
frente, puede tomar valores desde 2 (el caso q = 1
no tiene sentido) hasta elma´ximo nu´mero de fren-
te que disponga el objeto. Al trabajar conmodelos
parciales el orden del frente sera´, como ma´ximo,
igual al nu´mero de frentes completos que disponga
el modelo parcial.
A continuacio´n se realizara´ un ana´lisis de las CC’s
que permita sacar conclusiones con respecto a
algunas propiedades fundamentales en cualquier
representacio´n empleada para tareas de reconoci-
miento: unicidad de la representacio´n, invariancia
frente a transformaciones aﬁnes (traslacio´n, rota-
cio´n y escalado) y robustez frente a la aparicio´n
de ruido.
En primer lugar representamos las CC’s (eje de
ordenadas) para cuatro focos, con respecto al
frente de onda (eje de abscisas) para un objeto
de forma libre (ﬁgura 5). Esta ﬁgura pone de
maniﬁesto una de las caracter´ısticas que deben
veriﬁcar las CC’s, que es que los valores de e´stas se
encuentren lo suﬁcientemente alejados como para
poder ser utilizados en tareas de reconocimiento.
En la ﬁgura 6 se ha coloreado la malla para repre-
sentar los valores de la CC para distintos o´rdenes
(2, 8, 14 y 16) sobre e´sta. De esta representacio´n
se pueden extraer las siguientes conclusiones: la
consistencia existente en la deﬁnicio´n de las CC’s,
ya que, como se puede observar, existe una con-
tinuidad en los colores de la malla tanto para un
mismo orden, es decir, entre nodos de una misma
malla, como para distintos o´rdenes, es decir, entre
los nodos de las cuatro mallas; y que la varia-
cio´n de color, equivalentemente de CC, es mucho
menor en los frentes de orden bajo, de lo que se
Figura 6. Representacio´n en color de las CC de
cada nodo de la malla para ordenes 2, 8, 14
y 16 (izquierda a derecha y de arriba hacia
abajo). Se muestra tambie´n una barra en la
que se puede visualizar los colores para las
ma´ximas, medias y mı´nimas CC del objeto.
puede deducir que e´stos ofrecen una informacio´n
ma´s pobre que los de orden superior.
La demostracio´n anal´ıtica de la invariancia de
las CC’s cuando el cuerpo sufre transformaciones
aﬁnes es trivial. Segu´n la ecuacio´n (3) e´sta se
deﬁne como el valormedio del a´ngulo γji mostrado
en la ﬁgura 4. Por el teorema del coseno,





















2 es el mo´dulo al cuadrado del
vector
−−→
NNi (equivalentemente para el resto de
te´rminos de la ecuacio´n). Este te´rmino puede







donde [·]T indica la trasposicio´n de la matriz.
Si aplicamos una traslacio´n, t, rotacio´n, R, y
escalado, α, sobre todos los nodos de la malla que
modelan al objeto, tendremos que el mo´dulo al
cuadrado del vector
−−→
NNi, que denotaremos como
|
−−→
NNi|2, pasara´ a ser:
|
−−→
NN i|2 = [α · (R ·N+ t)− α · (R ·Ni + t)]
T ·
[α · (R ·N+ t)− α · (R ·Ni + t)] (6)
= α2 · [N−Ni]
T [N−Ni]




De forma equivalente se modiﬁcar´ıan el resto de
para´metros de la ecuacio´n (6), y e´sta pasar´ıa a
ser:
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Figura 7. CC para cinco modelos de forma libre
obtenidos mediante la rotacio´n, traslacio´n y
escalado de los datos de rango originales.
Se observa la invariancia existente en esta
medida.
por lo que queda demostrada la invariancia de
las CC’s frente a transformaciones aﬁnes. En la
ﬁgura 7 semuestra experimentalmente estemismo
hecho. En (a) se encuentra representada la malla
de un objeto sobre el que se han aplicado distintas
transformaciones aﬁnes. En (b) se ha representado
la CC con respecto al frente de onda para cada
uno de los cinco casos. Se observa que en todos
los casos e´stas coinciden.
La u´ltima propiedad que vamos a analizar es la
robustez de las CC’s. En este caso se medira´ co´mo
var´ıan las CC’s cuando sobre cada dato de rango
se aplica un ruido de tipo aleatorio. E´ste lo vamos
a medir como un porcentaje con respecto al valor
medio de la longitud de la aristas que forman
la malla, dm. De esta forma si, por ejemplo, se
ha aplicado un ruido del 10%, querra´ decir que
las coordenadas de cada nodo se habra´n movido
dentro de una esfera con origen en el nodo y
radio 0, 1dm. En la ﬁgura 8(a) se muestran, de
izquierda a derecha y de arriba hacia abajo, las
mallas sobre las que se han aplicado distintos
niveles de ruido (0%, 5%, 10%, 25%, 50% y
100%), correspondiendose la primera (0%) con la
original. El color en el que se dibujan las mallas
se corresponde con el color de las gra´ﬁcas en las
que se muestran las CC’s. En todas estas gra´ﬁcas
se puede apreciar que la robustez del invariante es
mayor cuanto mayor es el orden del frente.
3.2 Cono-Curvatura Ponderada
Las CC se han aplicado con e´xito al reconocimien-
to de objetos completos (Ada´n and Ada´n 2004),
sin embargo su utilizacio´n en reconocimiento a
partir de una u´nica vista parcial es compleja de-
bido a las siguientes causas:
1. El nu´mero de frentes de onda completos en
una vista parcial es variable, lo que impide
a priori realizar una comparacio´n frente a
frente de las CC de la vista parcial y del
modelo completo.
Figura 8. Representacio´n de CC en objetos de
forma libre para dos focos distintos (N(1)
y N(32)) y distintos niveles de ruidos en la
malla (0%, 5%, 10%, 25%, 50% y 100%).
El color empleado en cada una de las mallas
es el mismo que en el de la representacio´n de
la CC.
2. La superﬁcie representada por un determina-
do nu´mero de frentes de onda puede variar
entre un modelo parcial y su modelo com-
pleto, por lo que frentes del mismo orden
en ambos modelos podra´n ser similares pero
nunca iguales.
3. La longitud media de las aristas entre nodos
es distinta para el modelo parcial y el modelo
completo, lo que introduce errores en los
valores de las CC.
Es por esto por lo que se propone una nueva carac-
ter´ıstica, la Cono-Curvatura Ponderada (WCC ),
determinada a partir de la CC. En el apartado
anterior se vio que la informacio´n suministrada
por las CC’s es similar entre frentes cercanos. Esto
posibilitara´ utilizar una informacio´n ma´s compac-
ta derivada de las CC que reduzca su dimensiona-
lidad, sustituyendo a cada vector {α1, α2, . . . , αq}
calculado desde N ′ ∈ T ′, por un escalar que
caracterizara´ al objeto desde ese nodo. Es a esta
nueva caracter´ıstica a la que llamaremos Cono-
Curvatura Ponderada (WCC).
Para evaluar cuantitativamente si es posible la
reduccio´n propuesta, se ha calculado la correlacio´n

























Figura 9. Ilustraciones de la correlacio´n existente
entre las CC de los frentes de onda de orden
2 a 18 de la base de datos.
existente en las CC’s, que se ha calculado como el
valormedio de todos los coeﬁcientes de correlacio´n
de las mallas pertenecientes a la base de datos.
E´sta se muestra a la izquierda de la ﬁgura 9
en niveles de gris(blanco para valores altos y
negro para valores bajos), y a la derecha como
una superﬁcie 3D en el que el eje X e Y se
corresponde con los frentes de onda y el eje Z
con la correlacio´n. Del ana´lisis de las ﬁguras, y
como hab´ıamos previsto, se puede concluir que
existe alta correlacio´n entre frentes de o´rdenes
cercanos, la cual aumenta a medida que aumenta
dicho orden.
Si denotamos a la WCC, para cada N ′ ∈ T ′,






donde vj son las coordenadas del autovector aso-
ciado al mayor autovalor de la matriz de covarian-
za para las q variables iniciales.
Este autovector ha sido determinado emp´ırica-
mente mediante la evaluacio´n de las componentes
principales sobre las CC de todos los nodos de la
malla. Con respecto a los o´rdenes considerados se
han estudiado tres posibilidades:
1. Frentes de onda desde q = 2 hasta q = 18.
2. Frentes de onda desde q = 4 hasta q = 18.
3. Frentes de onda desde q = 4 hasta q = 9.
El primer caso se corresponde con los frentes
de onda que se han estado considerando hasta
este momento en los ana´lisis de las CC’s. En el
segundo caso se han eliminado las CC asociadas
a los dos primeros frentes de onda debido a su
alta sensibilidad al ruido. Por u´ltimo, en el tercer
caso, se han eliminado, al igual que en el caso
anterior, los dos primeros frentes de onda y se ha
considerado un orden menor de frentes de onda
para su mejor adecuacio´n al reconocimiento de
vistas parciales. En todos los casos, su ca´lculo se
ha realizado de igual forma: determinacio´n de los
autovectores para todas las mallas de la base de
Tabla 1. Coordenadas de los autovectores
calculadas para los casos (1), (2) y (3).
v1 v2 v3 v4 v5 v6
(1) 0 1,50 2,63 3,50 4,41 5,15
(2) 0 0 0 3,62 4,58 5,35
(3) 0 0 0 11,79 14,52 16,51
v7 v8 v9 v10 v11 v12
(1) 5,80 6,29 6,70 6,98 7,18 7,29
(2) 6,03 6,56 6,99 7,29 7,49 7,61
(3) 18,13 19,15 19,89 0 0 0
v13 v14 v15 v16 v17 v18
(1) 7,34 7,31 7,23 7,08 6,90 6,67
(2) 7,67 7,64 7,55 7,40 7,21 6,98
(3) 0 0 0 0 0 0
Figura 10. Representacio´n en color de las WCC de
cada nodo de la malla para los casos (1), (2)
y (3) (izquierda a derecha). Se muestra una
barra en la que se puede visualizar los colores
para las ma´ximas, medias y mı´nimas WCC
del objeto.
datos, seleccio´n de aquel que tenga un autovalor
mayor y ca´lculo del valor medio de todos los
autovectores elegidos. En la tabla 1 se muestran
las componentes de e´stos tras la realizacio´n de
estos pasos.
Para evaluar la bondad de la reduccio´n de la
dimensionalidad de las WCC es necesario realizar
una ana´lisis del porcentaje de la varianza total que
se corresponde con las nuevas variables. Si existe
un alto porcentaje las nuevas variables represen-
tara´n satisfactoriamente a las variables iniciales y,
por tanto, la reduccio´n habra´ tenido sentido. En
nuestro caso se obtienen unos porcentajes en torno
al 90% (89.70%, 92.42% y 95.34% para los casos
(1), (2) y (3) respectivamente), lo que reaﬁrma la
utilidad de la reduccio´n realizada.
En la ﬁgura 10 se ha representado sobre la propia
malla y mediante co´digo de colores, al igual que
en la ﬁgura 6, las WCC. Podemos ver que las
correspondientes al primer y segundo caso son
muy similares.
3.3 CC’s y WCC’s aplicadas al reconocimiento de
vistas parciales
La utilizacio´n de las WCC’s en el proceso de
reconocimiento implica una comparacio´n de las
almacenadas en la base de datos con las calculadas
en la vista parcial a reconocer. Esta comparacio´n
implica una medida de error que a continuacio´n
deﬁnimos:
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Deﬁnicio´n 4. Sea N ′ ∈ T ′ el nodo de la malla
parcial T ′ que es el ma´s cercano al eje de visio´n.
Se deﬁne el error o distancia de comparacio´n de
WCC para cada N ∈ Ti, donde Ti es el i-e´simo
modelo total de la base de objetos, como:
ej(N) =
∣∣∣cw′ (N ′)− cw (Nj)∣∣∣ (9)
donde el sub´ındice j se extiende desde 1 hasta el
ma´ximo nu´mero de nodos existente en Ti y | · |
representa el valor absoluto.
Condicionar la reduccio´n de los nodos en torno a
Ti a una u´nica medida de error puede acarrear
errores signiﬁcativos en dicha reduccio´n, por lo
que, para reforzar la reduccio´n, para cada N ∈ Ti
se medira´n dos errores. El primero tendra´ en
cuenta las WCC hasta los frentes ma´s alejados
generados a partir de N ′. A este error lo denomi-
naremos error en profundidad y lo denotaremos
como epj (N). El segundo tendra´ en cuenta los
frentes ma´s cercanos generados a partir de N ′.
En este caso lo denominamos error superﬁcial y
lo denotamos como esj(N).
En ambos casos se obtiene un conjunto de errores
igual al nu´mero de nodos existente en Ti, y a
partir de ellos se determinara´n los nodos, Ncci ,
de la malla que sera´n pasados a la siguiente
fase del algoritmo. Si denotamos como Np =
{Np1 , N
p
2 , . . . , N
p
j } ⊂ N al conjunto de nodos de Ti
con menor epi y como N
s = {Ns1 , N
s
2 , . . . , N
s
j } ⊂
N al conjunto de nodos de Ti con menor esi , N
cc
i
sera´ Ncci = N
p ∪Ns.
4. FASES DE COMPONENTES
PRINCIPALES Y DE ICP
En este apartado se comentara´n las dos u´ltimas
fases del algoritmo de reconocimiento, que bus-
can el acoplamiento de vistas parciales sobre los
modelos completos (Salamanca et al. 2004). E´stas
son las fases de componentes principales y de ICP.
4.1 Componentes principales
En la fase de componentes principales el me´to-
do que se propone se basa en el ca´lculo de las
componentes principales sobre los datos de rango
que hayamos empleado en la obtencio´n delmodelo
T ′ usado en el paso anterior. Las componentes
principales se deﬁnen como los autovalores y au-
tovectores {(λi,−→e i)|i = 1, . . . ,m} de la matriz de
covarianza de dichos datos de rango.
Los autovalores son invariantes frente a rotacio-
nes y desplazamientos y los autovectores frente a
desplazamientos, correspondie´ndose estos u´ltimos
con un sistema de referencia ligado a los pro-
pios datos. E´sto hace que se puedan emplear los
primeros para evaluar que´ parte de los datos de
rango del modelo completo se corresponden con la
escena, y los segundos para calcular una primera
aproximacio´n a la transformacio´n que deben sufrir
los datos parciales para ser acoplados sobre los to-
tales. E´sta so´lo reﬂejara´ la submatriz de rotacio´n
de la transformacio´n total ya que los or´ıgenes de
los dos triedros coincidira´n.
Para la aplicacio´n de la te´cnica comentada es
necesario evaluar, de forma previa al proceso
de reconocimiento, las posibles vistas parciales
existentes sobre los datos de rango del objeto
completo. Para ello se ha discretizado el espacio
de los posibles puntos de vista existentes en torno
al objeto, y se ha desarrollado un me´todo para
la generacio´n de vistas parciales virtuales (VPV)
basado en el algoritmo z-buﬀer (Salamanca et al.
2004). De cada una de estas VPV se calculara´n
sus componentes principales que se empleara´n
en la fase de acoplamiento segu´n lo expuesto
anteriormente.
La comparacio´n de los autovalores da informacio´n
de cua´les son las posibles zonas en donde la vista
parcial puede acoplarse, pero dicha informacio´n
es de cara´cter global y, como hemos dicho, so´lo da
informacio´n de la rotacio´n. De esta forma sera´ ne-
cesario realizar una u´ltima fase de ca´lculo que
reﬁne el acoplamiento y, por tanto, nos permita
calcular cua´l es la transformacio´n deﬁnitiva. Para
ello emplearemos el algoritmo ICP sobre un nu´me-
ro de posibles candidatos marcados en la fase de
comparacio´n de autovalores. El ICP debe partir
de una aproximacio´n a la transformacio´n inicial,
que en nuestro caso se corresponde con la dada
en el acoplamiento de los autovectores. La zona
donde se acoplara´ la vista, y la transformacio´n
deﬁnitiva sera´ medida mediante el error de ﬁn en
el algoritmo ICP.
En la ﬁgura 11 se muestra un esquema del proceso
de ca´lculo de componentes principales sobre los
datos de rango del objeto completo y del proceso
de acoplamiento.
La comparacio´n de los autovalores de la vista
parcial y de las vistas parciales virtuales se realiza
mediante lamedida de un ı´ndice de error que viene
dado por la siguiente expresio´n:




donde N ∈ Ncci es el nodo desde el que hemos
generado la VPV, Λvi (N) es el vector formado por
los autovalores de la VPV generada a partir del
nodo N del i-e´simo objeto de la base de objetos
(i = 1, . . . , K), Λr = {λr1, λr2, λr3} es el vector
formado por los autovalores de la vista parcial real
y || · || es la distancia eucl´ıdea.































Proceso de creación del modelo
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Figura 11. Diagrama de bloques del proceso pro-
puesto para el acoplamiento de una vista
parcial sobre los datos de rango del objeto
completo.
Una vez calculado el error para todos los no-
dos Ncci y todos los objetos de la base de ob-
jetos, obtenemos una lista de estos errores, ecpi
(i = 1, . . . , K), ordenados de menor a mayor. Si
comparamos el primer error (menor error para
un determinado objeto) en todas las listas, se
obtendra´, a su vez, una ordenacio´n de los distintos
objetos de la base de objetos. De esta forma,
podremos aplicar en la u´ltima fase el algoritmo
ICP sobre un subconjunto de la base de objetos,
que denotaremos como Bcp y para cada uno de
ellos, utilizando las transformaciones asociadas al
subconjunto de nodos Ncp que han producido los
errores comentados.
Para la resolucio´n del ICP es necesario determinar
una aproximacio´n a la matriz de transformacio´n
entre la vista parcial y el objeto de la base de
objetosR1. Esta se calcula teniendo en cuenta que
los autovectores son ortonormales, y por tanto:
R1 = Er (Evi (N))
−1 = Er (Evi (N))
T (11)
donde Evi (n) son los autovectores de la VPV ge-
nerada a partir de N ∈ Ncp del i-e´simo modelo de
la base de objetos Bcp, y Er son los autovectores
de la vista parcial.
4.2 ICP







donde Y′ son los datos de rango del objeto
inco´gnita, denominados tambie´n datos de la es-
cena, normalizados y transformados mediante la
matriz homoge´nea T, e Y es el subconjunto de
los datos de rango del objeto almacenado en la
base de objetos, denominados datos del modelo,
asociados con Y′.







donde R1 es la matriz de rotacio´n calculada
mediante la ecuacio´n (11) y t1 es el vector de
traslacio´n deﬁnido por el centroide de los datos
de rango del objeto completo.
Para el resto de pasos de iteracio´n, denotamos a
la matriz de transformacio´n como T2, en donde
la submatriz de rotacio´n, R2, se determinara´ apli-






donde eigv(·) son los eigenvectores de la matriz.
Por otro lado, el vector de traslacio´n de T se
calculara´ de igual manera que para T1, es decir,
como la diferencia de centroides.
Este algoritmo, como hemos dicho en la seccio´n
previa, se aplicara´ sobre los objetos de Bcp, y en
cada caso tomando comomatriz inicial de rotacio´n
la calculada para cada nodo de Ncp. Tras esto se
podra´n comparar los errores de convergencia del
ICP y aquel objeto en el que se veriﬁque que dicho
error es el menor, se correspondera´ con el objeto
reconocido por el algoritmo.
5. INTEGRACIO´N DE LOS ME´TODOS
Para terminar la descripcio´n del me´todo propues-
to en este trabajo vamos a realizar una integra-
cio´n, a modo de resumen, de las distintas etapas
por las que esta´ formado. En la ﬁgura 12 se mues-
tra un esquema de todo el proceso.
Como se puede observar en esta ﬁgura, los datos
de entrada al algoritmo son, por un lado, el
modelo y los datos de rango de la vista parcial
y, por otro, la base de datos de objetos que
almacenan los modelos de cada uno de ellos para
cada punto de vista con los que se ha discretizado
el espacio de visio´n en torno a ellos.
En la fase 1 se toma la malla esfe´rica parcial, T ′,
y se comparan las WCC segu´n se explico´ en la
seccio´n 3. Esta comparacio´n determina de forma
robusta los puntos de vista que tienen ma´s proba-
bilidad de ser los utilizados en la adquisicio´n de la
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Figura 12. Esquema general de reconocimiento de
vista parciales.
vista parcial, Ncci , aunque no habremos reducido
los objetos que forman la base de datos.
En la fase 2 tomaremos los datos de rango de
la vista parcial y haremos una comparacio´n de
los autovalores obtenidos para las Vistas Parciales
Virtuales generadas a partir de los nodos Ncci . Lo-
gramos de esta forma una reduccio´n de candidatos
tanto de la base de objetos, que denotamos como
B
cp, como de los nodos que marcan las puntos
de vista para cada uno de estos objetos, Ncpi .
Para cada uno de estos nodos candidatos se ha
calculado una primera aproximacio´n a la matriz
de transformacio´n basada en los autovectores de
las componentes principales que, aplicada sobre
los datos de rango de la vista parcial la acoplar´ıa
sobre los datos de rango del objeto completo.
En la fase 3 aplicamos el algoritmo ICP sobreBcp
y tomando N cpi . E´ste permite reﬁnar el ca´lculo
de las matrices de transformacio´n estimadas en la
fase anterior, y medir una distancia media, o error
de proximidad, entre los datos de rango de la vista
parcial y de la zona del objeto completo sobre la
que ir´ıa acoplada que nos permite la veriﬁcacio´n
de reconocimiento deﬁnitiva.
6. RESULTADOS EXPERIMENTALES
El algoritmo propuesto en este trabajo se ha pro-
bado sobre una base de datos de 20 objetos (nu´me-
ro habitual en este tipo de algoritmos (Mercha´n et
al. 2006b)) adquiridos mediante el sensor de rango
GRF-2 (Sato and Inokuchi 87). Estos objetos son
de forma libre y polie´dricos. La u´nica restriccio´n
es que los objetos deben ser de genus 0, ya que no
se pueden crear modelos esfe´ricos de objetos de
distinto genus.
El reconocimiento se realizo´ para tres vistas par-
ciales por cada objeto, excepto en uno de ellos
en el que tras su modelado parcial se vio que no
dispon´ıa de frentes de onda suﬁcientes como para
poder calcular su WCC. Por tanto el nu´mero total
de pruebas para la veriﬁcacio´n del algoritmo ha
sido 59.
Como hemos explicado, en primer lugar se com-
paran las CC del modelo parcial para un nodo que
disponga de un ma´ximo de nu´mero de frentes de
onda. A partir de esta comparacio´n se ha determi-
nado Ncci , en donde el nu´mero de nodos que for-
man los conjuntos Np (bu´squeda en profundidad)
y Ns (bu´squeda superﬁcial) es 32. Debido a que la
malla utilizada para obtener el modelo completo,
Ti ha sido de 1280, la reduccio´n mı´nima que se
puede obtener es del 95%. Sobre la base de datos
empleada, el valor medio de la reduccio´n ha sido
del 95,377%. El tiempo medio de esta fase es de
7,95 s.
Partiendo de estos nodos se han comparado los au-
tovalores, lo que nos permite hacer una reduccio´n
de la base de datos, que como ya hemos dicho,
denotamos como Bcp, y de los nodos obtenidos
en la fase anterior, que denotamos como Ncpi .
Se ha determinado experimentalmente que si Bcp
esta´ constituida por el 35% aproximadamente de
los objetos de B yNcpi por el 8% aproximadamen-
te de los nodos de Ncc por objeto, los resultados
de reconocimiento son satisfactorios. El tiempo
medio de ejecucio´n de esta fase del algoritmo es
de 0,86 s.
En la tabla 2 se muestran las tasas de aciertos
en el reconocimiento tras la realizacio´n de las dos
primeras fases del algoritmo. E´sta se ha creado
realizando una lista ordenada de los objetos en
funcio´n de los errores que se hayan obtenido.
De esta forma, por ejemplo, en la primera ﬁla
se indica que tras las dos primeras fases, de
las 59 pruebas realizadas, en 27 casos (segunda
columna), que se corresponde con el 45,763%
(tercera columna) de los casos, el objeto que se
encuentra en la primera posicio´n de la lista, es el
objeto que se quiere reconocer. Por u´ltimo, en la
cuarta columna de la tabla se indica el porcentaje
acumulado. De estos datos se deduce que, tras esta
fase del algoritmo, en un porcentaje relativamente
alto (76,272%) la coincidencia entre el objeto que
se esta´ intentando reconocer y el objeto de la
base de datos se encuentra entre los tres mejores
candidatos. Por otro lado, so´lo existe un caso en
el que el objeto buscado no se encuentra en Bcp.
Por u´ltimo el algoritmo ICP se ha aplicado sobre
los siete objetos (35%) de la base de datos Bcp
y tres nodos (8%) por cada uno de ellos Ncpi . La
tasa de aciertos en el reconocimiento es del 90%,
lo que demuestra la validez del me´todo. El grave
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Tabla 2. Tasas de aciertos tras las dos
primeras fases del algoritmo.
Posicio´n Casos Porcentaje Porcentaje
acumulado
1 27 45,763% 45,763%
2 15 25,424% 71,187%
3 3 5,085% 76,272%
4 5 8,474% 84,746%
5 5 8,474% 93,222%
6 1 1,695% 94,915%
7 2 3,390% 98,305%
problema de esta fase es el tiempo de ejeucio´n, ya
que e´ste es, en te´rmino medio, de 9,73 m.
En la ﬁgura 13 se muestran algunos ejemplos de
reconocimiento antes y despue´s de la aplicacio´n
del algoritmo.
7. CONCLUSIONES
En este trabajo se ha presentado un me´todo para
el reconocimiento de objetos a partir de los datos
de rango de sus vistas parciales. E´ste se encuentra
dividido en tres fases:
1. Fase de comparacio´n de Cono-Curvaturas
Ponderadas (WCC).
2. Fase de comparacio´n de autovalores.
3. Fase de ICP.
En la primera se emplea una representacio´n me-
dida sobre el modelo esfe´rico parcial de la vista,
que hemos llamado Cono Curvatura Ponderada.
Como hemos visto e´stas presentan propiedades
adecuadas para ser empleadas en tareas de reco-
nocimiento. Su aplicacio´n en la primera fase del
algoritmo supone una reduccio´n de los posibles
ejes de visio´n desde los que se ha podido adquirir
la vista parcial. La reduccio´n que se obtiene es,
como mı´nimo, del 95%, que supone en la pra´ctica
una reduccio´n muy signiﬁcativa.
En las dos u´ltimas fases del algoritmo se busca
el candidato deﬁnitivo buscando el mejor aco-
plamiento de la vista parcial sobre los candida-
tos de la fase previa. Para ello, en primer lugar,
se comparan los autovalores de las componentes
principales de la vista parcial con los de vistas
extra´ıdas de los modelos completos, llamadas Vis-
tas Parciales Virtuales, segu´n los ejes de visio´n
determinados en la fase de WCC’s. Mediante esta
fase reducimos nuevamente los nodos que deﬁnen
los ejes de visio´n y la base de datos original, y
calculamos, a partir de los autovectores de las
componentes principales, una primera aproxima-
cio´n a la matriz de transformacio´n entre la vista
parcial y el objeto completo. Por u´ltimo, en la
fase ﬁnal de algoritmo, se aplica el algoritmo ICP
y, en funcio´n del error de convergencia de e´ste, se
determina cua´l es el objeto de la base de datos con
el que se corresponde la vista parcial, as´ı como la
Figura 13. Resultados de reconocimiento sobre
objetos de forma libre. En cada ﬁla se mues-
tra, a la izquierda, la vista parcial que se
desea reconocer y, a la derecha, el resultado
obtenido tras la aplicacio´n del algoritmo.
transformacio´n que resuelve la localizacio´n de la
vista parcial.
Para demostrar la validez del me´todo hemos tra-
bajado con una base de datos de 20 objetos, que
incluyen objetos de forma libre y polie´dricos. La
tasa de aciertos obtenida es del 90%.
Como limitaciones del algoritmo podemos citar
dos. En primer lugar, emplear modelos esfe´ricos
restringe la aplicabilidad del me´todo ya que no
permite el empleo de objetos de genus distinto
a 0 y, sobre todo, el modelado en s´ı es bastante
complejo. Actualmente estamos trabajando en la
determinacio´n de las CC’s y WCC’s sobre los
modelos triangulares generados por los sensores
de rango (Ada´n and Ada´n 2006). Por otro lado, el
tiempo de ejecucio´n del algoritmo es alto, lo que
supone que no es posible su aplicacio´n en sistemas
de tiempo real. Hay que decir con respecto a
este hecho que ha sido programado en matlab c©,
lo que ralentiza signiﬁcativamente su tiempo de
ejecucio´n. Por otro lado, todos los algoritmos que
emplean representaciones como la que presenta-
mos en este art´ıculo, citados en la introduccio´n,
presentan esta limitacio´n.
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