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Введение
В настоящее время для приближенного решения различных классов интеграль-
ных и дифференциальных уравнений применяется большое число приближенных
методов, основанных на различных идеях (см., напр., в [8, 24, 20, 33]). Среди прибли-
женных методов особое место занимают так называемые прямые методы. По опре-
делению С.Л.Соболева (см., напр., в [33, 38]), прямыми методами называются такие
приближенные методы, которые сводят исходную задачу к конечной системе алгеб-
раических уравнений. К прямым методам относятся наиболее часто используемые на
практике метод механических квадратур и все проекционные методы, в частности,
методы Галеркина, наименьших квадратов, подобластей и коллокации.
Для суждения об эффективности и обоснованности применения этих методов
необходимо их теоретическое исследование, под которым понимают [22, 23, 9, 11]:
1) установление осуществимости и сходимости алгоритма;
2) исследование быстроты сходимости;
3) получение эффективной оценки погрешности.
Решение этих вопросов до появления общей теории приближенных методов Л.В.
Канторовича [21] (см. также [22]) проводилось для каждого класса уравнений и каж-
дого из методов своим путем и часто представляло значительную трудность.
Следует отметить, что в последнее время к трем приведенным пунктам добавляют
еще две (см., напр., в [9, 10, 11]):
4) исследование устойчивости и обусловленности приближенных методов;
5) доказательство оптимальности исследуемого метода в том или ином смысле.
В данном пособии для интегральных уравнений Фредгольма и Вольтерра второго
рода дается теоретическое обоснование известных методов Галеркина, наименьших
квадратов, подобластей, коллокации и механических квадратур, основанных на ап-
проксимации функций полиномами и сплайнами. При этом для каждого из мето-
дов мы в основном исследуем вопросы, касающиеся решения указанных выше задач
1)–3). В связи с этим заметим, что использованный здесь вариант общей теории
приближенных методов анализа, разработанный Б.Г. Габдулхаевым (см., напр., [9])
применительно к сингулярным уравнениям, позволяет во многих случаях решать и
задачу 4).
§1. Вспомогательные результаты
В этом параграфе приводятся некоторые необходимые для дальнейшего сведения
из функционального анализа и теории функций и приближений.
1.1. Результаты из общей теории приближенных методов анализа
Пусть X и Y – произвольные линейные нормированные пространства с нормами
соответственно k  k
X
и k  k
Y
, а Xn и Yn – произвольные последовательности их
конечномерных подпространств: Xn  X и Yn  Y (n = 1; 2; : : :) . Рассмотрим
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уравнения
Kx = y ( x 2 X; y 2 Y ); (1:1)
Knxn = yn (xn 2 Xn; yn 2 Yn ); (1:2)
где K и Kn (n 2 N) – линейные операторы из X в Y и из Xn в Yn соответственно
(всюду ниже этот факт кратко будем обозначать так: K : X  ! Y ; Kn : Xn  ! Yn).
Для уравнений (1.1) и (1.2) имеют место следующие результаты (см., напр., в
[9, 12, 2]).
Лемма 1. Пусть выполнены условия:
а) оператор K : X  ! Y непрерывно обратим, т.е. существует ограниченный
обратный K 1 : Y  ! X ;
б) "n  kK  KnkXn!Y ! 0 ; n!1;
в) dimXn = dimYn = m(n) <1 (n = 1; 2; : : :) .
Тогда при всех n , удовлетворяющих неравенству
qn  kK 1k kK  Knk < 1; K  Kn : Xn  ! Y ;
приближенное уравнение (1.2) имеет единственное решение xn 2 Xn при любой
правой части yn 2 Yn , причем
kxnk  kK 1n k kynk; kK 1n k  kK 1k  (1  qn) 1:
Если, кроме того, выполнено условие
г) n  ky   ynk ! 0; n!1;
то приближенные решения xn сходятся к точному решению x 2 X по норме
пространства X . При этом погрешность приближенного решения может быть
оценена любым из неравенств
kKk 1 n  kx   xnk  kK 1kn; n = k(y   yn) + (Kn  K)xnk; (1:3)
kx   xnk 
kK 1k
1  qn
h
ky   ynk+ qn kyk
i
= O ("n + n) : (1:4)
Лемма 2. Пусть Pn : Y  ! Yn , уравнение (1.1) имеет решение x 2 X при
данной правой части y 2 Y и оператор Kn имеет ограниченный обратный. Тогда
погрешность приближенного решения xn для правой части yn = Pny может быть
представлена в виде
kx   xnk = k(E  K 1n PnK) (x   xn) +K 1n (Knxn   PnKxn)k; (1:5)
где xn 2 Xn – произвольный элемент, а E – единичный оператор в пространстве X.
Следствие 1. Если Kn совпадает с сужением оператора PnK на подпростран-
ство Xn , то для погрешности верно представление
kx   xnk = k(E  K 1n PnK) (x   xn)k; 8 xn 2 Xn:
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Следствие 2. Пусть K = E + H; Kn = E + Hn , где H и Hn – линейные
операторы в нормированных пространствах X = Y и Xn = Yn соответственно,
а E – единичный оператор.
Если Hn PnH непрерывен в Xn; PnH непрерывен из пространства X  Xn в
Xn и P 2n = Pn , то в условиях леммы 2 для погрешности справедлива оценка
kx   xnk 

1 + kK 1n k kPnHk

 kx   Pnxk+
+kK 1n k kHn   PnHk  kPnxk ; (1:6)
в частности, при Hn = PnH
kx   xnk 

1 + kK 1n k kPnHk

 kx   Pnxk:
1.2. Сведения из теории приближения функций тригонометрическими
полиномами и алгебраическими многочленами
1.2.1. Начнем с изложения известных результатов для периодического случая.
Пусть C2  L1(0; 2) и Lp = Lp(0; 2); 1  p <1 – пространства соответственно
непрерывных и суммируемых по Лебегу со степенью p; 1  p <1; 2–периодических
функций с нормами
kxk
C2
= max
s
jx(s)j  kxk1 ; x 2 C2;
kxkp  kxkLp =
 1
2
2Z
0
jx(s)jpds
1=p
; x 2 Lp; 1  p <1:
Пусть W rH и W rHp (r  0 –целое, 1  p < 1; 0 <   1) – классы 2–
периодических функций x(s), имеющих производную r–го порядка x(r)(s) (x(0)(s) 
x(s)), удовлетворяющую условию Гельдера с показателем  в пространстве C2 и Lp
соответственно.
Обозначим через IH Tn множество всех тригонометрических полиномов порядка не
выше n , а через ETn (x)p; 1  p < 1; и ETn (x)  ETn (x)1 – наилучшее приближение
функции x(s) 2 Lp полиномами из IH Tn по норме пространства Lp; 1  p <1, и, соот-
ветственно, наилучшее равномерное приближение функции x(s) 2 C2 полиномами
из IH Tn .
Пусть Sn есть оператор Фурье n–го порядка, построенный по тригонометрической
системе функций fsin ks; cos ksg, т.е. оператор, который любой 2–периодической
функции x(s) ставит в соответствие (2n + 1)–ый отрезок ряда Фурье Sn(x; s). Как
хорошо известно, для него справедливы следующие представления:
(Snx)(s)  Sn(x; s) =
nX
k= n
ck(x) e
iks =
=
a0
2
+
nX
k=1
ak cos ks+ bk sin ks =
1

2Z
0
x()Dn(s  ) d; (1:7)
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где i2 =  1; ck(x) = 12
2R
0
x()e ik d есть комплексные коэффициенты Фурье функ-
ции x(s), Dn(s) =
sin
(2n+1)s
2
2 sin s
2
– ядро Дирихле n–го порядка, а ak = 1
2R
0
x() cos k d,
bk =
1

2R
0
x() sin k d – вещественные коэффициенты Фурье функции x(s).
Имеют место следующие (см., напр., в [6, 35, 30, 15, 9]) результаты.
Лемма 3. Для любого натурального n справедливы соотношения
S2n = Sn; kSnkL2!L2 = 1; kSnkC!L2 = 1;
kSnkC2!C2 =
4
2
lnn+O(1)  2 + lnn:
Лемма 4. Для любой функции x(s) 2 L2 отрезок ряда Фурье Sn(x; s) сходится
в среднем к самой функции, при этом
kx  Snxk2 = ETn (x)2:
Если x(s) 2 C2, то скорость сходимости в пространстве L2 можно охаракте-
ризовать неравенством
kx  Snxk2  ETn (x)1:
При дополнительном условии принадлежности x(s) к классу Дини–Липшица в C2
имеет место равномерная сходимость с быстротой:
kx  Snxk1  (3 + lnn)ETn (x)1:
Следствие. Пусть функция x(s) 2 W rH2 , где r  0; 0 <   1. Тогда скорость
сходимости в пространстве L2 характеризуется порядковым соотношением
kx  Snxk2 = O(n r ); r  0; 0 <   1:
Если же x(s) 2 W rH, то
kx  Snxk1 = O
 lnn
nr+

; r  0; 0 <   1:
Пусть, далее, LTn есть оператор Лагранжа тригонометрического интерполирова-
ния n–го порядка по узлам1)
sk =
2k
2n+ 1
; k = 0; 2n; n 2 N: (1:8)
Этот оператор любой функции x 2 C2 ставит в соответствие тригонометрический
интерполяционный полином Лагранжа LTn(x; s) , построенный по значениям функции
x(s) в узлах (1.8).
1) Мы рассматриваем лишь случай нечетного числа узлов; в случае четного числа узлов соот-
ветствующие результаты см., напр., в [9].
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Известно, что для любой x 2 C2
LTn(x; s) =
2
2n+ 1
2nX
k=0
x(sk)Dn(s  sk): (1:9)
Оператор LTn обладает следующими (см., напр., в [36, 20, 9, 41]) свойствами.
Лемма 5. Для любого натурального n справедливы соотношения:
LT
2
n = L
T
n; kLTnkL2!L2 =1; kLTnkC!L2 = 1;
kLTnkC2!C2 =
2

lnn+O(1)  4

+
2

ln
2(2n+ 1)

:
Лемма 6. Для любой функции x(s) 2 C2 интерполяционный полином LTn(x; s)
сходится в среднем к самой функции со скоростью
kx  LTnxk2  2ETn (x)1:
Если же x(s) принадлежит классу Дини–Липшица, то интерполяционный процесс
по узлам (1.8) равномерно сходится со скоростью
kx  LTnxk1 

1 +
4

+
2

ln
2(2n+ 1)


ETn (x)1 = O
n
lnn  ETn (x)1
o
:
Следствие. Пусть функция x(s) 2 W rH, где r  0; 0 <   1. Тогда скорость
сходимости в пространствах L2 и C2 характеризуется порядковыми соотношениями:
kx  LTnxk2 = O(n r ); r  0; 0 <   1;
kx  LTnxk1 = O
 lnn
nr+

; r  0; 0 <   1:
Обозначим через n линейный оператор, ставящий в соответствие каждой функ-
ции x(s) 2 Lp; 1  p  1, полином Tn(s) 2 IH Tn, удовлетворяющий условиям
bkZ
ak
Tn(s) ds =
bkZ
ak
x(s) ds; k = 0; 2n; (1:10)
где f(ak; bk)g — некоторая система взаимно–непересекающихся интервалов ("подоб-
ластей"), таких, что замыкание их объединения целиком содержится в сегменте дли-
ны 2.
Отметим, что для любой функции x(s) 2 L1 существует единственный полином
Tn(s)  n(x ; s), удовлетворяющий условиям (1.10), причем оператор n является
линейным и проекционным. Если (ak; bk) = (sk; sk+1); k = 0; 2n, где 0  s0 < s1 <
: : : < s2n < s2n+1  2, то для любой функции x(s) 2 L1 справедливо представление
n(x ; s) =
1
2
2Z
0
x () d +
d
ds
LTn (z ; s); (1:11)
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где Ln(z; s)— интерполяционный полином Лагранжа по узлам s0; s1; : : : s2n для функ-
ции
z(s) =
sZ
0
x() d   s
2
2Z
0
x() d:
Для оператора n , построенного по узлам (1.8), имеют место следующие (см.,
напр., [17, 11, 12]) результаты.
Лемма 7. Справедливы следующие оценки:
kSnkC2!C2  knkC2!C2  (1 + ) kLTnkC2!C2 = O(ln n); n !1;
knkL1!L1 = O(ln n); n !1;
knkLp!Lp = O(1 ); 1 < p <1; n !1;
в частности,
1  knkL2!L2  n 
s
 1 + 
2
4
;
где
2n = max nkn
1X
jj=1
 k
k + (2n+ 1)
2  2
4
  1: (1:12)
Лемма 8. Если функция x(s) удовлетворяет условию Дини–Липшица в L1, то
полиномы n(x ; s) сходятся к x(s) в среднем со скоростью
kx  nxk1 = O(ln n  ETn (x )1 ):
При x(s) 2 Lp; 1 < p < 1; полиномы n(x ; s) сходятся к x(s) в среднем с быст-
ротой
kx  nxkp = O(ETn (x )p);
в частности, для любой функции x(s) 2 L2 справедливы двусторонние оценки
ETn (x)2  kx  nxk2 
p
1 + 2n E
T
n (x )2 ; n 2 N;
где n определены в (1.12).
Если функция x(s) 2 C2 удовлетворяет условию Дини–Липшица, то полиномы
n(x ; s) сходятся равномерно со скоростью
kx  nxk1  (1 + knkC2!C2)ETn (x )1 = O(ln n  ETn (x )1):
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1.2.2. Перейдем теперь к изложению аналогичных приведенным в пункте 1.2.1
результатов в непериодическом случае.
Обозначим через C  C[ 1; 1] 2) пространство всех непрерывных на [ 1; 1] функ-
ций с обычной нормой
kxk
C
 kxkC[ 1;1] = max 1t1 jx(t)j = kxk1; x 2 C[ 1; 1]:
Пусть  = (t)  0 – фиксированная весовая функция на отрезке [ 1; 1]. Обозначим
через L2;  L2;( 1; 1) пространство функций, квадратично суммируемых по Лебегу
в промежутке ( 1; 1) с весом (t). Норму в этом пространстве введем следующим
образом:
kxk
2;
 kxkL2;( 1;1) =
 +1Z
 1
(t)jx(t)j2dt
1=2
; x 2 L2;( 1; 1):
Пусть IH n есть множество всех алгебраических многочленов степени не выше n,
где n + 1 2 N, а En(x)C и En(x)2; наилучшее равномерное приближение функции
x 2 C и, соответственно, наилучшее среднеквадратическое приближение функции
x 2 L2; всевозможными алгебраическими многочленами степени не выше n. Через
W rH и W rH2; (r  0 – целое, 0 <   1) будем обозначать классы функций,
имеющих производные порядка r из пространства соответственно C и L2;, удовле-
творяющие условию Гельдера с показателем .
Введем в рассмотрение оператор Sn, который любой функции x 2 L2; ставит в
соответствие (n + 1)–ый отрезок ряда Фурье, построенный по системе многочленов
f'k(t)g, ортогональных с весом (t) на отрезке [ 1; 1]:
Sn(x; t) =
nX
k=0
ck(x)'k(t); (1:13)
где ck(x) =
R +1
 1 (t)x(t)'k(t) dt=
R +1
 1 (t)'
2
k(t) dt – коэффициенты Фурье функции x 2
L2; по системе f'k(t)g.
Для оператора Sn справедливы следующие результаты (см., напр., в [35, 40, 9]).
Лемма 9. При любом натуральном n
S2n = Sn; kSnkL2;!L2; = 1; kSnkC!L2; =
sZ +1
 1
(t) dt :
Если x 2 L2;, то отрезок ряда Фурье Sn(x; t) сходится в среднем к функции x(t) со
скоростью
kx  SnxkL2; = En(x)2;;
2) Для определенности все результаты в непериодическом случае приведены для стандартного
промежутка [ 1; 1]. В связи с этим отметим, что результаты без существенных изменений остаются
в силе и для любого конечного промежутка [a; b].
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если же x 2 C, то
kx  SnxkL2; 
 +1Z
 1
(t) dt
1=2
En(x)C :
Следствие. Пусть функция x 2 W rH2;, где r  0 – целое, 0 <   1. Тогда ско-
рость сходимости отрезка ряда Фурье к самой функции характеризуется порядковым
соотношением
kx  SnxkL2; = O(n r ); r  0; 0 <   1:
В случае, когда функция (t) является весом Чебышева первого или второго рода,
имеет место также (см., напр., в [35, 15, 28, 9])
Лемма 10. Пусть (t) = 1=
p
1  t2 или (t) = p1  t2. Тогда справедливы по-
рядковые соотношения
kSnkC!C = O(lnn);
kx  SnxkC = OflnnEn(x)Cg; x 2 C[ 1; 1]:
В частности, если x 2 W rH, где r  0 – целое, 0 <   1, то
kx  SnxkC = O
n lnn
nr+
o
; r  0; 0 <   1:
Пусть (Lnx)(t) = Ln(x; t) – интерполяционный многочлен Лагранжа для функ-
ции x 2 C по некоторым узлам t0; t1; : : : ; tn 2 [ 1; 1] . Тогда справедливы (см., напр.,
[35, 40, 41]) следующие леммы.
Лемма 11. Если tk = tk;n (k = 0; n) – корни многочлена степени n + 1 из си-
стемы многочленов, ортогональных с весом (t) на [ 1; 1] , то для любой x 2 C
интерполяционные многочлены Ln(x; t) сходятся к функции x(t) в пространстве
L2;( 1; 1) со скоростью, определяемой неравенством
kx  Lnxk2;  2
Z +1
 1
(t) dt
1=2
En(x)C :
Следствие 1. Операторы Ln : C  ! L2; ограничены по норме в совокупности:
kLnkC!L2; 
sZ +1
 1
(t) dt ; n 2 N:
Следствие 2. Для любой функции x 2 C при n!1
jRn(x)j 
Z +1 1 (t) [x(t)  Ln(x; t)] dt
! 0
со скоростью, определяемой неравенством
jRn(x)j  2En(x)C 
Z +1
 1
(t) dt:
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В случае выбора конкретных узлов лемма 11 уточняется и усиливается (см.,
напр., в [17, 9]). Приведем здесь лишь один результат для двух систем узлов:
а) узлы Чебышева I–рода
tk = tk;n = cos
2k + 1
2n+ 2
; k = 0; n; n 2 N; (1:14)
б) экстремальные точки многочленов Чебышева I–рода Tn(t) = cosn arccos t,
 1  t  1; n 2 N:
tk = tk;n = cos
k
n
; k = 0; n; n 2 N: (1:15)
Лемма 12. Справедливы следующие соотношения:
kLnkC!C  2

lnn; n!1;
2

lnn  kLnkC!C  4

+
2

ln
4(n+ 1)

; n 2 N;
kLnkC!L2; =
p
; (t) = 1=
p
1  t2; n 2 N:
Если функция x 2 C, то при любых n 2 N справедливы оценки:
kx  LnxkC 

1 +
4

+
2

ln
4(n+ 1)


En(x)C ;
kx  LnxkL2;  2
p
  En(x)C ; (t) =
1p
1  t2 :
Следствие. Пусть существует производная d
rx(cos )
dr
  (r)();  2 [0; ]; и
j (r)()j Mr = const, r 2 N. Тогда
kx  LnxkL2; 

p
Mr
(n+ 1)r
; (t) =
1p
1  t2 ; r 2 N; n 2 N:
Обозначим, далее, через n линейный оператор, ставящий в соответствие функ-
ции x 2 L2;( 1; 1) многочлен n(x ; t) 2 IH n 1 , удовлетворяющий условиям
tkZ
tk 1
n(x ; t) dt =
tkZ
tk 1
x (t) dt ; k = 1 ; n;
где ftk = tk;ngn0 — некоторая система возрастающих узлов из [ 1; 1].
Для оператора n имеют место (см., напр., в [34, 17, 11]) результаты.
Лемма 13. Для любой функции x 2 C в случае любого способа выбора n+1 узлов
t0; t1; : : : ; tn 2 [ 1; 1] справедлива оценка
kx  nxkL2 ; 
p

2
+

2
p
 + kLnkC!L2 ; 1

En 1 (x )C ; n 2 N;
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где (t) =
p
1  t2;  1(t) = 1=p1  t2, а Ln – оператор Лагранжа по узлам t0; t1; : : : ; tn.
Следствие. В случае любой из систем узлов (1.14) и (1.15) для любой функции
x 2 C многочлены n(x ; t) сходятся в L2; со скоростью
kx  nxkL2 ; 
p


 +
p

2

En 1 (x )C ; (t) =
p
1   t2 ; n 2 N:
Лемма 14. Если узлы заданы формулой (1.15), то для погрешности приближен-
ной формулы x(t)  n(x ; t) справедливы следующие оценки:
En 1(x)2;  kx  nxkL2 ; 

2
En 1 (x )2 ;; (t) =
p
1   t2 ; x 2 L2 ;; n 2 N;
kx  nxkC  2 ln(ne)  En 1 (x )C ; x 2 C ; n 2 N:
Следствие 1. Для любых n 2 N операторы n обладают свойствами:
1  knkL2 ;!L2 ; 

2
; (t) =
p
1   t2 ;
knkC!C  3 + 2 ln n:
Следствие 2. Если функция x 2 C удовлетворяет условию Дини–Липшица, то
многочлены n(x ; t) сходятся равномерно со скоростью
kx  nxkC = Ofln n  En 1 (x )C g:
В заключение этого пункта укажем еще одно свойство оператора n (см., напр., в
[1]). Обозначим через L1  L1( 1; 1) пространство функций, суммируемых по Лебегу
в промежутке ( 1; 1). Норму в этом пространстве введем обычным образом:
kxk
1
 kxkL1( 1;1) =
+1Z
 1
jx(t)j dt; x 2 L1( 1; 1):
Лемма 15. Для оператора n , построенного по системе узлов (1.15), справед-
лива оценка
kPnkL1!L1  16 lnn+O(1); n  2:
Следствие. Многочлены n(x ; t) сходятся в пространстве L1 к функции x(t),
удовлетворяющей условию Дини–Липшица в L1, со скоростью
kx  nxk1 = O(ln n En 1 (x )1 );
где En 1(x)1 – наилучшее приближение функции x(t) в пространстве L1( 1; 1) мно-
гочленами из IH n 1.
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1.3. Аппроксимативные свойства полиномиальных
сплайнов минимальных степеней
В этом пункте приведем лишь некоторые результаты из теории сплайнов нулевой
и первой степеней.
В промежутке [ 1; 1] возьмем произвольную сетку из n+ 1; n 2 N; узлов
n :  1 = t0 < t1 < : : : < tn = 1; (1:16)
удовлетворяющую естественному условию
knk  max
1kn
(tk   tk 1)! 0; n!1:
Всюду ниже будем считать это условие выполненным. Кроме того, в некоторых слу-
чаях на сетку (1.16) мы будем накладывать более жесткое условие
knk
.
min
1kn
(tk   tk 1)   <1; n  2; (1:17)
где  – абсолютная постоянная.
Пусть функция x() 2 C[ 1; 1] и Smn (x; t) есть интерполяционный сплайн для
функции x(t), построенный по узлам из сетки n.
Известно, что при m = 0 и m = 1 сплайны Smn (x; t) существуют и определяются
единственным образом. При этом сплайн Smn (x; t) единственным образом [3, 18, 39, 31]
представи´м в виде
Smn (x; t) =
nX
i=0m
x(ti)s
m
n;i(t); 0
0 = 1; m = 0; 1; (1:18)
где smn;i(t) – фундаментальные сплайны степени m на сетке (1.16).
Фундаментальные сплайны нулевой и первой степени имеют достаточно простой
вид:
s0n;1(t) =
8<:
1;  1  t  t1;
0; t1 < t  1;
s0n;i(t) =
8<:
1; ti 1 < t  ti;
0; t =2 (ti 1; ti]
(i = 2; n);
s1n;0(t) =
8<:
t1 t
t1 t0 ; t0  t  t1;
0; t  t1;
s1n;n(t) =
8>><>>:
0; t  tn 1;
t tn 1
tn tn 1 ; tn 1  t  tn;
s1n;i(t) =
8>>>>><>>>>>:
t ti 1
ti ti 1 ; ti 1  t  ti;
ti+1 t
ti+1 ti ; ti  t  ti+1; (i = 1; n  1):
0; t =2 [ti 1; ti+1]
Обозначим, далее, через Z пространство M [ 1; 1] ограниченных измеримых на
[ 1; 1] функций, если m = 0, или C[ 1; 1], если m  1, и пусть Smn : C  ! Z –
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оператор, который любой непрерывной функции x(t) ставит в соответствие ее ин-
терполяционный сплайн m-той степени Smn (x; t). Для произвольной функции x 2 Lp,
1  p  1 (L1  C); ее наилучшее приближение сплайнами степени m дефекта 1
на сетке n будем обозначать через Emn (x)p.
Справедливы следующие (см., напр., [18, 9, 12, 1]) результаты.
Лемма 16. Пусть m = 0 или m = 1. Тогда для любой функции x 2 C(r)[ 1; 1]
(r = 0;m) справедливы соотношения:
kSmn kC!Z = 1; kx(i)   (Smn x)(i)kZ 
knk
4
r i
!(x(r); knk); 0  i  r:
Следствие 1. Для любого n  2 справедливо неравенство
Emn (x)  Emn (x)1 

knk=4
r
!(x(r); knk); 0  r  m; m = 0; 1:
Следствие 2. Для интерполяционного сплайна Smn (x; t) степени m (m = 0 или
m = 1) имеет место неравенство
kx  Smn xkZ  2Emn (x):
Далее, для произвольной функции x 2 C[ 1; 1] введем в рассмотрение сплайн–
функцию U0n(x; t) нулевой степени с узлами из n, которые в точках интерполяции
принимают средние значения:
U0n(x; tj) = j(x); j = 1; n;
где
j(x) =
1
tj   tj 1
Z tj
tj 1
x() d:
Лемма 17. Для любой функции x 2 C
kU0nkC!M = 1; kx  U0nxkM  !(x; knk):
Заметим, что "усредненные"сплайны имеют смысл и в случае суммируемой функ-
ции x(t). В следующих леммах даются аппроксимативные свойства таких сплайнов
в пространствах Lp  Lp( 1; 1); 1  p < 1. Для произвольной функции x 2 Lp,
1  p <1, обозначим через E0n(x)p ее наилучшее приближение в пространстве Lp
сплайнами нулевой степени на сетке (1.16), а через !(x; )p – модуль непрерывности
x 2 Lp с шагом , т.е.
!(x; )p = sup
0<
Z 1 
 1
jx(t+ )  x(t)jp dt
1=p
; 0 <   2:
Лемма 18. Оператор U0n обладает свойством:
kU0nkLp!Lp = 1; n = 1; 2; : : : ; 1  p <1:
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Следствие. Для произвольной функции x 2 Lp сплайн U0n(x; t) сходится к x(t)
в пространстве Lp( 1; 1) со скоростью
kx  U0nxkp  2E0n(x)p ; 1  p <1:
Лемма 19. Если сетка n удовлетворяет условию (1.17), то для любой функ-
ции x 2 Lp (L1 = C); 1  p  1,
kx  U0nxkp  (2)1=p!(x; knk)p ; 1  p  1:
§2. Прямые методы решения интегральных
уравнений. Периодический случай
В этом параграфе мы дадим обоснование ряда прямых методов решения инте-
грального уравнения Фредгольма второго рода
Kx  x(s) + 1
2
2Z
0
h(s; ) d = y(s);  1 < s <1; (2:1)
где 3) 2–периодические функции h(s; ) и y(s) – известные, а x(s) – искомая.
2.1. Метод Галеркина. Приближенное решение уравнения (2.1) будем искать в
виде тригонометрического полинома порядка n; n 2 N, представленного в комплекс-
ной форме:
xn(s) =
nX
k= n
ke
iks; i2 =  1; (2:2)
а неизвестные коэффициенты fkg определим из условий ортогональности невязки
приближенного решения к функциям вида e ijs; j =  n; n:
2Z
0
[(Kxn)(s)  y(s)] e ijsds = 0; j =  n; n:
Эти условия дают систему линейных алгебраических уравнений (кратко: СЛАУ)
(2n+ 1)–го порядка относительно 2n+ 1 коэффициентов k полинома (2.2):
nX
k= n
kjk = yj; j =  n; n; (2:3)
где
kj =
2Z
0
(Keiks)(s) e ijsds; yj =
2Z
0
y(s) e ijsds: (2:4)
3) Приведенные в этом пункте результаты переносятся на случай периодических интегральных
уравнений второго рода с любым периодом.
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Для вычислительной схемы метода Галеркина (2.1)–(2.4) имеет место
Теорема 2.1. Пусть выполнены условия:
1) y 2 L2;
2) ядро h(s; ) таково, что порождаемый им интегральный оператор вполне
непрерывен в пространстве L2;
3) уравнение (2.1) имеет единственное решение при любой правой части из L2.
Тогда СЛАУ (2.3)–(2.4) также имеет единственное решение fckg (хотя бы при
всех n, начиная с некоторого натурального n0). Приближенные решения xn(s), по-
строенные по формуле (2.2) при ck = ck; k =  n; n, сходятся к точному решению
x(s) уравнения (2.1) в среднем со скоростью
kx   xnkL2 = OfE
T
n (x
)2g; (2:5)
где ETn (z)2 – наилучшее среднеквадратическое приближение элемента z 2 L2 три-
гонометрическими полиномами порядка не выше n.
Следствие 1. Для погрешности приближенных решений в пространстве L2 имеет
место соотношение
kx   xnkL2 = OfETn (y)2 + ETn (Hx)2g;
в частности, если h(s; ) 2 L2([0; 2]2), то
kx   xnkL2 = OfETn (y)2 + ETn s(h)2g;
гдеETn s(h)2 – частное наилучшее среднеквадратическое приближение функции h(s; )
по переменной s тригонометрическими полиномами порядка не выше n.
Следствие 2. Если функции y и h таковы, что решение x 2 W rH2 , где r  0 –
целое, 0 <   1, то в условиях теоремы для погрешности приближенных решений
верна порядковая оценка
kx   xnkL2 = O(n r ); r  0; 0 <   1: (2:50)
Доказательство. Введем в рассмотрение пространство X = L2 с нормой
kxk
2
 kxk
L2
=
vuuut 1
2
2Z
0
jx(s)j2ds ; x 2 L2:
В этом пространстве уравнение (2.1) запишем в операторной форме
Kx  x+Hx = y (x; y 2 X); (2:6)
где оператор H задается соотношением
(Hx)(s)  (Hhx)(s) = 1
2
2Z
0
h(s; )x() d:
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Поскольку по условию оператор H : X  ! X вполне непрерывен, то уравнение
(2.6) является уравнением второго рода с вполне непрерывным оператором. Для
него, как хорошо известно, справедлива теория Фредгольма (см., напр., [22, 23]),
из которой, с учетом условия 3) теоремы, вытекает существование в пространстве X
ограниченного обратного K 1.
Запишем теперь систему (2.3)–(2.4) в операторной форме. Для этого в простран-
стве X введем подпространства Xn = IH Tn; n 2 N. Пусть Sn есть оператор Фурье n–го
порядка, т.е. он каждую функцию z 2 X переводит в (2n+1)–ый отрезок ряда Фурье
по тригонометрической системе функций eiks; k =  n; n:
Sn(z; s) =
1

2Z
0
z()Dn(s  ) d =
nX
k= n
ck(z)e
iks; z 2 X;
где Dn(s) =
sin 2n+1
2
s
2 sin s
2
есть ядро Дирихле n–го порядка, а ck(z) = 12
2R
0
z()e ikd –
коэффициенты Фурье функции z.
Покажем, что СЛАУ (2.3)–(2.4) эквивалентна заданному в подпространстве Xn
операторному уравнению
Knxn  xn + PnHxn = Pny (xn 2 Xn); (2:7)
где Pn = Sn.
Здесь (и далее) эквивалентность СЛАУ (2.3)–(2.4) и операторного уравнения (2.7)
понимается в следующем смысле: СЛАУ и операторное уравнение одновременно раз-
решимы или неразрешимы и, в случае разрешимости, их решения связаны форму-
лой (2.2).
В самом деле, СЛАУ (2.3)–(2.4) эквивалентна условиям совпадения коэффициен-
тов Фурье функций (Kxn)(s) и y(s). Но, очевидно, коэффициенты Фурье функции
однозначно определяют (2n + 1)–ый отрезок ее ряда Фурье. Поэтому (2n + 1)–ые
отрезки ряда Фурье функций (Kxn)(s) и y(s) совпадают, что дает эквивалентность
СЛАУ (2.3)–(2.4) и уравнения (2.7), если учесть проекционность оператора Фурье
(S2n = Sn).
Таким образом, нам достаточно доказать однозначную разрешимость уравнения
(2.7). С этой целью возьмем произвольный элемент xn 2 Xn и рассмотрим разность
Kxn  Knxn. Обозначив через zn = xn=kxnk (xn 6= 0), имеем
kKxn  Knxnk = kHxn   PnHxnk = kxnk  kHzn   PnHznk 
 kxnk  sup
z2V
kHz   PnHzk; (2:8)
где V есть единичный шар с центром в нуле пространства X. Поскольку по условию
оператор H вполне непрерывен, то он множество V  X переводит в компактное
множество пространства X. На таком множестве по теореме Гельфанда (см., напр.,
в [22, 23]) сильно сходящаяся последовательность операторов сходится равномерно.
Тогда из (2.8) следует, что
"n  kK  KnkXn!X  sup
g2HV
kg   Pngk ! 0; n!1:
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Применяя лемму 1, получаем, что уравнение (2.7) и эквивалентная ему СЛАУ (2.3)–
(2.4) однозначно разрешимы при всех натуральных n, для которых qn  "nkK 1k < 1.
Более того, операторы K 1n ограничены по норме в совокупности.
Далее, для правых частей уравнений (2.6) и (2.7) имеем
n  ky   Pnyk = ETn (y)2 ! 0; n!1;
что с учетом той же леммы 1 доказывает сходимость приближенных решений к точ-
ному в пространстве X со скоростью
kx   xnk = O("n + n):
Для доказательства оценки (2.5) воспользуемся следствием 2 к лемме 2. Из нера-
венства (1.6), лемм 3 и 4 следует, что
kx   xnk 

1 + kK 1n k kPnk kHk

kx   Pnxk2 = O(kx   Pnxk2) = O(ETn (x)2):
Теорема 2.1 доказана.
Далее, следствие 1 доказывается с использованием тождества x  y   Hx и
известного неравенства для наилучших приближений ETn (x+ y)2  ETn (x)2 + ETn (y)2,
справедливого для любых x; y 2 L2. Если же функция h(s; ) 2 L2([0; 2]2), то, обо-
значив через hn(s; ) квадратично–суммируемую функцию, являющуюся тригоно-
метрическим полиномом порядка n наилучшего среднеквадратического приближе-
ния для функции h(s; ) по переменной s, с учетом неравенства Коши–Буняковского
будем иметь:
ETn (Hx
)22  kHhx  Hhnxk22 =
=
1
2
2Z
0
 12
2Z
0
[h(s; )  hn(s; )]x() d

2
ds 
 1
42
2Z
0
2Z
0
jh(s; )  hn(s; )j2d ds  1
2
2Z
0
jx()j2d =
= kh  hnk22  kxk22 = ETn s(h)22  kxk22 :
Следствие 2 доказывается с помощью прямых теорем конструктивной теории
функций (теорем Джексона) в пространстве L2 (см., напр., в [40, 27, 28]).
Теорема 2.2. Пусть известные функции h и y таковы, что точное решение
x 2 C2. Тогда, в условиях теоремы 2.1, для погрешности приближенных решений
в пространстве C2 имеет место порядковая оценка
kx   xnk1 = O
p
n
1X
k=1
2k=2ET2k 1n(x
)2

:
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Следствие. Пусть решение x 2 W rH2 , где r  0 – целое, 0 <   1, причем
r +  > 1=2. Тогда приближенные решения xn(s) сходятся к точному решению x(s)
равномерно с быстротой
kx   xnk1 = O

n r +1=2

:
Доказательство. Так как мы находимся в условиях теоремы 2.1, то для погреш-
ности приближенных решений справедливо представление
x(s)  xn(s) =
1X
k=1
h
x2kn(s)  x2k 1n(s)
i
:
Отсюда, используя неравенство (см., напр., в [15]) kQnk1 
p
2n+ 1 kQnk2 , спра-
ведливого для любого Qn 2 IH Tn, следует, что
kx(s)  xn(s)k1 
1X
k=1
x2kn(s)  x2k 1n(s)1 

1X
k=1
p
2k+1n+ 1
x2kn(s)  x2k 1n(s)
2
:
Вычитая и прибавляя под зна´ком нормы точное решение x(s) и применяя неравен-
ство треугольника, с учетом теоремы 2.1 находим
kx(s)  xn(s)k1 = O
( 1X
k=1
p
2kn
h
ET2kn(x
)2 + ET2k 1n(x
)2
i)
; (2:9)
что, с учетом свойств наилучших приближений, доказывает утверждение теоремы.
Далее, в условиях следствия ETn (x)2 = O(n r ); поэтому оценку (2.9) можно
продолжить:
kx(s)  xn(s)k1 = O
( 1X
k=1
p
2kn
h
(2kn) r  + (2k 1n) r 
i)
=
= O
(
n r +1=2
1X
k=1
2k=2  2 k(r+)
)
= O
(
n r +1=2
1X
k=1
1
2k(r+ 1=2)
)
: (2:10)
Очевидно, при r +  > 1=2 ряд
1X
k=1
1
2k(r+ 1=2)
сходится и поэтому из (2.10) получим утверждение следствия. Тем самым, теорема
2.2 доказана полностью.
В связи с доказанной теоремой 2.2 возникает вопрос: является ли окончатель-
ной скорость равномерной сходимости приближенных решений к точному решению,
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указанная в следствии к этой теореме? Ответ на данный вопрос отрицателен хо-
тя бы потому, что при h(t; s)  0 приближенное решение определяется по формуле
xn(s) = Sn(y; s). Поэтому, учитывая лемму 4, имеем
kx   xnk1 = ky   Snyk1O

lnn  ETn (y)1

:
Поэтому приведем здесь для метода Галеркина еще один результат.
Теорема 2.3. Пусть выполнены условия:
1) y 2 C2;
2) функция h(s; ) такова, что H : L2  ! C2 непрерывен;
3) однородное уравнение, соответствующее уравнению (2.1), имеет лишь три-
виальное решение.
Тогда при всех достаточно больших n СЛАУ (2.3)–(2.4) имеет единственное
решение fkg. Для погрешности приближенных решений в равномерной метрике
справедлива следующая порядковая оценка
kx   xnk1 = Oflnn  ETn (x)1g: (2:11)
Если h(s; ) непрерывна по совокупности переменных, то погрешность приближен-
ных решений в пространстве C2 характеризуется соотношением
kx   xnk1 = Oflnn[ETn (y)1 + ETn s(h)1]g: (2:110)
Следствие. Пусть функции y(s) и h(s; ) (по переменной s) удовлетворяют усло-
вию Дини–Липшица. Тогда приближенные решения xn(s) сходятся равномерно к
точному решению x(s) со скоростями (2.11) и (2:110). В частности, при y 2 W rH,
h 2 W rH (по переменной s), где r  0 – целое, 0 <   1, скорость равномерной
сходимости приближенных решений к точному определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1:
Доказательство. Прежде всего заметим, что мы находимся в условиях теоре-
мы 2.1, поэтому разрешиость СЛАУ (2.3)–(2.4) имеет место, хоты бы при достаточно
больших n. С другой стороны, в условиях теоремы 2.3 точное решение x(s) является
функцией непрерывной. Поэтому имеет смысл рассматривать погрешность прибли-
женных решений в равномерной метрике.
С учетом тождеств x  y   Hx; xn  Pny   PnHxn, неравенства треугольника
для нормы, леммы 3 и теремы 2.1, имеем
kx   xnk1  kx   Pnxk1 + kPnx   xnk1 
 2kPnkC2!C2E
T
n (x
)1 + kPnHxn   PnHxk1 
 kPnkC2!C2f2E
T
n (x
)1 + kHkL2!C2kx
   xnk2g =
= O
n
lnn[ETn (x
)1 + ETn (x
)2]
o
= OflnnETn (x)1g:
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Для получения оценки (2:110) заметим, что для точного решения x(s) имеет место
тождество x = y  Hx. Поэтому
ETn (x
)1  ETn (y)1 + ETn (Hx)1: (2:12)
Далее, в условиях следствия точное решение x(s) удовлетворяет условию Дини–
Липшица. Поэтому из оценки (2.11) следует равномерная сходимость приближенных
решений к точному.
Пусть функция hn(s; ) 2 L2([0; 2]2) является полиномом из IH Tn по переменной
s таким, что kh  hnk1 = ETn s(h)1. Тогда
ETn (Hx
)1  kHhx  Hhnxk1 = kH[h  hn]xk1 
 kh  hnkC2L2  kxk2  kh  hnk1  kxk2 = ETn s(h)1  kxk2 :
Тогда, с учетом (2.12), имеем
ETn (x
)k1  ETn (y)1 + kxk2  ETn s(h)1:
Остальное очевидно.
Замечание. Полученные в следствии 2 теоремы 2.1 и следствии теоремы 2.3
оценки погрешности приближенных решений в пространствах L2 и C2 соответствен-
но не могут быть улучшены по порядку. Этот факт можно вывести из уравнения (2.1)
при h(s; )  0 и результатов из теории приближения 2–периодических функций
отрезком ряда Фурье.
2.2. Метод наименьших квадратов. Приближенное решение уравнения (2.1) бу-
дем по–прежнему искать в виде тригонометрического полинома (2.2), а неизвестные
коэффициенты fkg определим из условия минимальности невязки приближенного
решения по норме пространства L2:
2Z
0
jKxn(s)  y(s)j2ds = min : (2:13)
Учитывая необходимые условия экстремума, условие (2.13) дает СЛАУ (2n + 1)–го
порядка относительно 2n+ 1 коэффициентов k полинома (2.2):
nX
k= n
kjk = yj; j =  n; n; (2:14)
где
kj =
2Z
0
(Keiks)(s)(Ke ijs)(s) ds; yj =
2Z
0
y(s)(Ke ijs)(s) ds: (2:15)
Для вычислительной схемы метода наименьших квадратов (2.1), (2.2), (2.14)–
(2.15) справедливы следующие результаты.
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Теорема 2.4. Пусть выполнены условия:
1) y 2 L2;
2) ядро h(s; ) таково, что оператор H : L2  ! L2 ограничен;
3) уравнение (2.1) имеет единственное решение при данной правой части y(s).
Тогда СЛАУ (2.14)–(2.15) также имеет единственное решение fkg для всех
натуральных n. Приближенные решения xn(s), построенные по формуле (2.2) при
k = 

k; k =  n; n, обладают тем свойством, что невязка rn(s)  Kxn(s)   y(s)
сходится к нулю в пространстве L2.
Доказательство. Обозначим через X = Y = L2; Xn = IH Tn; Yn = KXn. Посколь-
ку оператор K : X  ! X ограничен, то Yn есть конечномерное подпространство
пространства X, причем dimXn = dimYn. Рассмотрим условие (2.13):
min
fkg
kKxn   yk2L2  minxn2Xn kKxn   yk
2
L2
= min
yn2Yn
ky   ynk2L2 :
В силу ограниченности оператораK в пространстве L2, система функций fKeijsg1j= 1
является системой линейно–независимой и полной. Поэтому существует единствен-
ный элемент yn 2 Yn такой, что
ky   ynk2 = infyn2Yn ky   ynk2 = E(y;Yn) 
eEn(y)2 ! 0; n!1:
Получили, что элемент yn 2 Yn есть элемент наилучшего приближения для y 2 L2.
Но, как хорошо известно, таким элементом в гильбертовом пространстве L2 является
(2n+1)–ый отрезок ряда Фурье, построенный по базису подпространства Yn. Поэто-
му, обозначив через Pn оператор Фурье n–го порядка по базису подпространства Yn,
находим yn = Pny.
Таким образом, элемент xn 2 Xn, определяемый из условия (2.13), должен быть
решением уравнения
Kxn = Pny (xn 2 Xn):
Отметим также, что это уравнение в силу определений подпространствXn и Yn имеет
единственное решение xn при любом натуральном n, при этом
krnk2 = ky   Pnyk2 = eEn(y)2 ! 0; n!1:
Теорема доказана.
Теорема 2.5. Пусть выполнены предположения 1) и 2) теоремы 2.4 и однород-
ное уравнение, соответствующее уравнению (2.1), имеет лишь тривиальное ре-
шение. Тогда приближенные решения xn(s) сходятся к точному решению x(s) в
среднем со скоростью
kx   xnk2  (K)ETn (x)2;
где (K) = kKk  kK 1k – число обусловленности оператора K : L2  ! L2.
В самом деле, x   xn = K 1[Kx  Kxn] = K 1[y  Kxn]. Поэтому
kx   xnk2  kK 1k  krnk2 : (2:16)
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С другой стороны, rn = K(x xn) имеет минимальную норму в L2 и, следовательно,
для любого элемента xn 2 Xn
krnk2  kK(x   xn)k2  kKk  kx   xnk2 :
Выбирая в качестве xn 2 Xn элемент наилучшего среднеквадратического приближе-
ния для x, из последнего неравенства находим
krnk2  kKk  ETn (x)2: (2:17)
Из оценок (2.16) и (2.17) вытекает утверждение теоремы 2.5.
2.3. Метод подобластей. На сегменте [0; 2] выберем систему из 2n + 2 точек
sk; k = 0; 2n+ 1, расположенных в порядке возрастания. Приближенное решение
уравнения (2.1) будем искать снова в виде полинома (2.2), а его неизвестные ко-
эффициенты определим из условий
sj+1Z
sj
[Kxn(s)  y(s)] ds = 0; j = 0; 2n: (2:18)
Ясно, что эти условия относительно коэффициентов fkg представляют СЛАУ вида
nX
k= n
kjk = yj; j = 0; 2n; (2:19)
где
kj =
sj+1Z
sj
(Keiks)(s) ds; yj =
sj+1Z
sj
y(s) ds: (2:20)
Для вычислительной схемы метода подобластей (2.1), (2.2), (2.19)–(2.20) имеют
место следующие результаты.
Теорема 2.6. Пусть выполнены условия:
1) y 2 L2;
2) ядро h(s; ) таково, что порождаемый им интегральный оператор вполне
непрерывен в пространстве L2;
3) уравнение (2.1) имеет единственное решение при любой правой части из L2;
4) sj =
2j
2n+ 1
; j = 0; 2n+ 1: (2:21)
Тогда СЛАУ (2.19)–(2.20) также имеет единственное решение fkg, хотя бы
при всех достаточно больших натуральных n. Приближенные решения xn(s), по-
строенные по формуле (2.2) при k = k; k =  n; n, сходятся к точному решению
x(s) уравнения (2.1) в пространстве L2 со скоростью
kx   xnkL2 = OfETn (x)2g: (2:22)
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Следствие 1. Для погрешности приближенных решений в пространстве L2 имеет
место соотношение
kx   xnkL2 = OfETn (y)2 + ETn (Hx)2g;
в частности, если h(s; ) 2 L2([0; 2]2), то
kx   xnkL2 = OfETn (y)2 + ETn s(h)2g:
Следствие 2. Пусть функции y и h таковы, что решение x 2 W rH2 , где r  0 –
целое, а 0 <   1. Тогда для погрешности приближенных решений верна порядковая
оценка
kx   xnkL2 = O(n r ); r  0; 0 <   1:
Теорема 2.7. Пусть выполнены условия:
1) y 2 C2;
2) ядро h(s; ) таково, что соответствующий интегральный оператор
H : L2  ! C2 ограничен;
3) однородное уравнение, соответствующее уравнению (2.1), имеет лишь три-
виальное решение;
4) точки sj заданы формулой (2.21).
Тогда при всех n, начиная хоты бы с некоторого натурального n0, СЛАУ (2.19)–
(2.20) имеет единственное решение fkg. Для погрешности приближенных реше-
ний в пространстве C2 справедлива следующая порядковая оценка
kx   xnk1 = OflnnETn (x)1g: (2:23)
Если же h(s; ) непрерывна по совокупности переменных, то погрешность прибли-
женных решений в пространстве C2 характеризуется соотношением
kx   xnk1 = Oflnn[ETn (y)1 + ETn s(h)1]g: (2:230)
Следствие. Пусть функции y(s) и h(s; ) (по переменной s) удовлетворяют усло-
вию Дини–Липшица. Тогда приближенные решения xn(s) сходятся равномерно к
точному решению x(s) со скоростью (2.23). В частности, при y 2 W rH; h 2 W rH
(по переменной s), где r  0 – целое, 0 <   1, скорость равномерной сходимости
приближенных решений к точному определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1:
Доказательство теорем. Как и выше, введем в рассмотрение пространство
X = L2 с нормой
kxk
2
 kxk
L2
=
vuuut 1
2
2Z
0
jx(s)j2ds ; x 2 L2:
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В этом пространстве уравнение (2.1) запишем в виде операторного уравнения (2.6),
где оператор K в пространстве X имеет ограниченный обратный.
Запишем теперь систему (2.19)–(2.20) в операторной форме. Для этого в про-
странстве X введем подпространства Xn = IH Tn; n 2 N. Пусть LTn(z; s) есть тригоно-
метрический интерполяционный полином Лагранжа для функции z 2 C2 по узлам
(1.8). Для функции x 2 L2 построим тригонометрический полином n(x ; s) порядка
n, обладающий свойствами:
sj+1Z
sj
n(x ; s) ds =
sj+1Z
sj
x (s) ds ; j = 0 ; 2n:
Как отмечено в § 1, такой полином существует и единствен и определяется формулой
(1.11):
n(x ; s) =
d
ds
LTn (z ; s) +
1
2
2Z
0
x () d;
где функция z(s) =
R s
0
x() d   s
2
R 2
0
x() d.
Обозначив через Pn = n , нетрудно показать, что СЛАУ (2.19)–(2.20) эквива-
лентна заданному в подпространстве Xn операторному уравнению (2.7). Поскольку
оператор Pn здесь обладает такими же свойствами, что и соответствующий оператор
Фурье в методе Галеркина (см. леммы 7 и 8), то сформулированные выше теоремы
доказываются так же, как и теоремы 2.1 и 2.3.
Однако, здесь имеют место и другие результаты. Приведем лишь следующие две
теоремы.
Теорема 2.8. Пусть выполнены условия:
1) y 2 Lp; 1 < p <1;
2) h 2 Lp  Lq, где q – сопряженное с p число;
3) однородное уравнение, соответствующее уравнению (2.1), имеет лишь три-
виальное решение;
4) точки sj заданы формулой (2.21).
Тогда СЛАУ (2.19)–(2.20) имеет единственное решение fkg хотя бы при всех
n, начиная с некоторого. Приближенные решения xn(s), построенные по формуле
(2.2) при k = k; k =  n; n, сходятся к точному решению x(s) уравнения (2.1) в
пространстве Lp со скоростью, определяемой любым из порядковых соотношений:
kx   xnkLp = OfETn (x)pg; (2:24)
kx   xnkLp = OfETn (y)p + ETn s(h)p;qg; (2:25)
где ETn (z)p есть наилучшее приближение функции z 2 Lp тригонометрическими
полиномами из IH Tn, а ETn s(h)p;q – частное наилучшее приближение функции h(s; ) 2
Lp  Lq по переменной s тригонометрическими полиномами из IH Tn.
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Теорема 2.9. Пусть выполнены условия:
1) функция y(s) удовлетворяет условию Дини–Липшица в пространстве L1;
2) ядро h 2 L1  C2 удовлетворяет условию Дини–Липшица по переменной s;
3) уравнение (2.1) имеет единственное решение в пространстве L1;
4) точки sj определены формулой (2.21).
Тогда СЛАУ (2.19)–(2.20) при всех достаточно больших натуральных n также
имеет единственное решение fkg. Приближенные решения xn(s) сходятся в мет-
рике пространства L1 к точному решению x(s) уравнения (2.1) со скоростями:
kx   xnkL1 = OflnnE
T
n (x
)
1
g; (2:26)
kx   xnkL1 = Oflnn  [E
T
n (y)1 + E
T
n
s(h)
1;1 ]g; (2:27)
где ETn (z)1 есть наилучшее приближение функции z 2 L1 тригонометрически-
ми полиномами из IH Tn, а ETn s(h)1;1 – частное наилучшее приближение функции
h(s; ) 2 L1  C2 по переменной s тригонометрическими полиномами из IH Tn.
Доказательство теорем 2.8 и 2.9 может быть проведено так же, как и доказа-
тельство теорем 2.6 и 2.7 соответственно, при этом используются соответствующие
аппроксимативные свойства операторов n , построенных по узлам (2.21), в простран-
ствах Lp (1 < p <1) и L1 соответственно (см. леммы 7 и 8).
2.4. Метод коллокации. На сегменте [0; 2] выберем систему из 2n + 1 попарно
неэквивалентных точек sk; k = 0; 2n. Приближенное решение уравнения (2.1) будем
искать в виде полинома (2.2), а неизвестные коэффициенты fkg определим из усло-
вий
[Kxn   y](sj) = 0; j = 0; 2n: (2:28)
Условия (2.28) дают СЛАУ (2n+ 1)–го порядка вида (2.19), где
kj = (Ke
iks)(sj); yj = y(sj): (2:29)
Для вычислительной схемы метода коллокации (2.1), (2.2), (2.19), (2.29) имеет
место
Теорема 2.10. Пусть выполнены условия:
1) y 2 C2;
2) ядро h 2 C2  L2;
3) однородное уравнение, соответствующее уравнению (2.1), имеет лишь нуле-
вое решение;
4) sj =
2j
2n+ 1
; j = 0; 2n: (2:30)
Тогда СЛАУ (2.19), (2.29) также имеет единственное решение fkg хотя бы
при всех достаточно больших натуральных n. Приближенные решения xn(s), по-
строенные по формуле (2.2) при k = k; k =  n; n, сходятся к точному решению
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x(s) уравнения (2.1) в пространстве L2 со скоростью, определяемой любым из по-
рядковых соотношений:
kx   xnkL2 = OfETn (x)1g: (2:31)
kx   xnkL2 = OfETn (y)1 + ETn s(h)1;2g: (2:32)
Следствие 1. Если h(s; ) 2 C([0; 2]2), то скорость сходимости приближенных
решений к точному может быть охарактеризована порядковым соотношением
kx   xnkL2 = OfETn (y)1 + ETn s(h)1g:
Следствие 2. Пусть функции y и h таковы, что решение x 2 W rH, где r  0 –
целое, а 0 <   1. Тогда для погрешности приближенных решений верна порядковая
оценка
kx   xnkL2 = O(n r ); r  0; 0 <   1:
Доказательство. В пространстве X = L2 уравнение (2.1) запишем в виде опера-
торного уравнения (2.6), где оператор K, как и в методе Галеркина, в пространстве
X имеет ограниченный обратный K 1.
Запишем систему (2.19), (2.29) в операторной форме. Для этого в пространстве
X введем подпространства Xn = IH Tn; n 2 N, и пусть LTn есть оператор Лагранжа
тригонометрического интерполирования по узлам (2.30). Тогда СЛАУ (2.19), (2.29)
эквивалентна заданному в подпространстве Xn операторному уравнению (2.7), где
Pn = Ln.
Покажем однозначную разрешимость уравнения (2.7). С этой целью возьмем про-
извольный элемент xn 2 Xn и рассмотрим разность Kxn  Knxn. С учетом неравен-
ства Коши–Буняковского имеем
kKxn  Knxnk = kHxn   PnHxnk = kH[h  P snh]xnk2 
 kh  P snhk2  kxnk2  2kPnkC2!L2  E
T
n
s(h)1;2kxnk2 :
Отсюда, используя лемму 5, находим
"n  kK  KnkXn!X  2E
T
n
s(h)1;2 ! 0; n!1:
Применяя лемму 1, получаем, что уравнение (2.7) и эквивалентная ему СЛАУ (2.19),
(2.29) однозначно разрешимы при всех натуральных n, для которых qn  "nkK 1k < 1.
Более того, из той же леммы 2.1 следует, что операторы K 1n ограничены по норме
в совокупности.
Далее, для правых частей уравнений (2.6) и (2.7), с учетом леммы 6, имеем
n  ky   Pnyk2  2ETn (y)1 ! 0; n!1;
что доказывает сходимость приближенных решений к точному в пространстве X со
скоростью
kx   xnk = O("n + n) = OfETn (y)1 + ETn s(h)1;2g:
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Для доказательства оценки (2.31) воспользуемся следствием 2 к лемме 2. С учетом
лемм 5 и 6 имеем
kx   xnk2 

1 + kK 1n kXn!Xn  kPnkC2!L2  kHkL2!C2

kx   Pnxk2 =
= O(kx   Pnxk2) = O(ETn (x)1):
Далее, следствие 1 вытекает из очевидного неравенства kzk
2
 kzk1; z 2 C2.
Следствие 2 доказывается с помощью теорем Джексона в пространстве C2 (см.,
напр., в [15, 27, 28, 35]).
Теорема 2.11. В условиях теоремы 2.10 приближенные решения xn(s) сходятся
к точному решению x(s) в узлах коллокации (2.30) с быстротой
max
0k2n
jx(sk)  xn(sk)j = O(kx   xnk2): (2:33)
Доказательство. Запишем тождества для решений уравнений (2.6) и (2.7):
x(sk) +
1
2
2Z
0
h(sk; )x
() d = y(sk);
xn(sk) +
1
2
2Z
0
h(sk; )x

n() d = y(sk);
где sk – один из узлов (2.30). Из этих соотношений вытекает, что
jx(sk)  xn(sk)j 
1
2
2Z
0
jh(sk; )j jx()  xn()j d 
 kh(sk; )k2  kx   xnk2  khk1;2  kx   xnk2 ;
что и доказывает справедливость утверждения теоремы.
Замечание. Из теоремы 2.11 можно получить скорость сходимости приближен-
ных решений к точному в узлах коллокации, если решение обладает определенными
гладкостными свойствами (см., напр., следствие 2 к теореме 2.10).
Теорема 2.12. В условиях теоремы 2.10 для погрешности приближенных ре-
шений к точному в пространстве C2 справедливы следующие порядковые соотно-
шения:
kx   xnk1 = OflnnETn (x)1g; (2:34)
kx   xnk1 = Oflnn [ETn (y)1 + ETn s(h)1;2]g: (2:35)
Доказательство теоремы 2.12 может быть проведено аналогично доказатель-
ству теоремы 2.3, так как операторы Фурье и Лагранжа в пространстве C2, согласно
леммам 3–6, обладают одинаковыми свойствами.
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Теорема 2.13. Пусть, в условиях теоремы 2.10, функции y(s) и h(s; ) (по пе-
ременной s) удовлетворяют условию Дини–Липшица.
Тогда приближенные решения xn(s) равномерно сходятся к точному решению
x(s), при этом скорость сходимости определяется любым из порядковых соотно-
шений (2.34) и (2.35).
Теорема 2.13 с учетом леммы 6 непосредственно вытекает из теоремы 2.12.
Заметим, что из отрицательных результатов теории приближений тригонометри-
ческими интерполяционными полиномами (см., напр., в [35, 37, 40]) следует, что без
дополнительного требования о принадлежности функций y(s) и h(s; ) (по перемен-
ной s) к классу Дини–Липшица обеспечить равномерную сходимость приближенных
решений к точному нельзя. В связи с этим возникает вопрос: нельзя ли прибли-
женное решение построить таким образом, чтобы соответствующая равномер-
ная сходимость имела место лишь при условии непрерывности данных функций
y(s) и h(s; )?
На этот вопрос мы здесь дадим положительный ответ, приведя всего один резуль-
тат.
Приближенное решение уравнения (2.1) будем искать в виде
xn
(s) = y(s)  1
2
2Z
0
h(s; )xn( d; (2:36)
где xn() – решение, полученное методом коллокации (2.2), (2.19), (2.29).
Имеет место следующая
Теорема 2.14. В условиях теоремы 2.10 приближенные решения xn(s), постро-
енные по формуле (2.36), сходятся равномерно к точному решению x(s) уравнения
(2.1) со скоростью
kx   xnk1 = O
n
ETn (y)1 + E
T
n
s(h)1;2
o
; (2:37)
в частности, если h 2 C([ 1; 1]2), то
kx   xnk1 = O
n
ETn (y)1 + E
T
n
s(h)1
o
:
В самом деле, в условиях теоремы 2.10 существует единственное решение xn(s),
построенное методом коллокации (2.1), (2.2), (2.19), (2.29), а следовательно, суще-
ствует единственная функция xn(s) при всех натуральных n, начиная с некоторого.
Поэтому остается лишь доказать равномерную сходимость xn(s) к точному решению
x(s). Имеем
kx   xnk1 = kHx  Hxnk1  khk1;2  kx   xnk2 :
Поэтому, воспользовавшись оценкой (2.32) для погрешности kx   xnk2 , получим
kx   xnk1 = O
n
ETn (y)1 + E
T
n
s(h)1;2
o
:
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Остальное очевидно.
2.5. Метод механических квадратур. Для всех рассмотренных выше прямых ме-
тодов (они, как известно, являются также проекционными методами) при реализации
соответствующих СЛАУ необходимо вычислять интегралы, что может вызвать опре-
деленные трудности. Поэтому эти методы могут оказаться не очень эффективными с
точки зрения реализации на практике. Этого недостатка лишен метод механических
квадратур, к рассмотрению которого мы и переходим.
Возьмем на сегменте 0; 2] систему равноотстоящих точек4)
sk =
2k
2n+ 1
; k = 0; 2n; (2:37)
и рассмотрим квадратурную формулу левых прямоугольников, построенную по уз-
лам (2.37):
1
2
2Z
0
z(s) ds  1
2n+ 1
2nX
k=0
z(sk); z 2 C2: (2:38)
Заменим в левой части уравнения (2.1) интеграл на квадратурную сумму согласно
(2.38) и потребуем, чтобы левая и правая части уравнения (2.1) после такой замены
совпадали в узлах (2.37). В результате относительно приближенных значений fck =
xn(sk)g решения уравнения (2.1) получим следующую СЛАУ:
cj +
1
2n+ 1
2nX
k=0
h(sj; sk)ck = y(sj); j = 0; 2n: (2:39)
Если система (2.39) однозначно разрешима, то восстановить решение можно с помо-
щью тригонометрического интерполяционного полинома Лагранжа:
xn(s) =
2
2n+ 1
2nX
k=0
ckDn(s  sk); (2:40)
где Dn(s) – ядро Дирихле n–го порядка.
Для вычислительной схемы (2.1), (2.40), (2.39) имеет место
Теорема 2.15. Пусть выполнены условия:
1) y 2 C2; h 2 C([0; 2]2);
2) уравнение, соответствующее уравнению (2.1), имеет лишь нулевое решение.
Тогда СЛАУ (2.39) имеет единственное решение fckg, хотя бы при всех нату-
ральных n, начиная с некоторого. Приближенные решения xn(s), построенные по
4) Результаты этого пункта сохраняются, если метод механических квадратур строится на основе
формулы прямоугольников, построенной по узлам
sk =
2k
2n+ 1
+
!
2n+ 1
; k = 0; 2n; 0 < !  :
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формуле (2.40) при ck = ck; k = 0; 2n, сходятся к точному решению x(s) уравнения
(2.1) в пространстве L2 со скоростью
kx   xnkL2 = OfETn (y)1 + ETn s(h)1 + ETn(h)1g: (2:41)
Следствие. Пусть функции y и h (по каждой из переменных равномерно отно-
сительно другой) принадлежат классу W rH, где r  0 – целое, а 0 <   1. Тогда
для погрешности приближенных решений верна порядковая оценка
kx   xnkL2 = O(n r ); r  0; 0 <   1:
Доказательство. В пространстве X = L2 уравнение (2.1) запишем в виде опе-
раторного уравнения (2.6), где, в условиях теоремы, оператор K в пространстве X
имеет ограниченный обратный K 1.
Теперь запишем систему (2.39) в операторной форме. Для этого в пространстве
X введем подпространства Xn = IH Tn; n 2 N, и пусть LTn есть оператор Лагранжа
тригонометрического интерполирования по узлам (2.37). Поскольку квадратурная
формула (2.38) по узлам (2.37) является интерполяционной (см., напр., в [7, 24, 29]),
то
1
2
2Z
0
LTn
(h(s; )x()) d =
1
2n+ 1
2nX
k=0
h(s; sk)x(sk);
где LTn означает применение оператора L
T
n по переменной . Поэтому имеют место
равенства
xn(sk) +
1
2
2Z
0
LTn
(h(sk; )xn()) d = y(sk); xn(sk) = ck; k = 0; 2n:
Отсюда следует, что
Pn

xn +
1
2
2Z
0
P n (h(s; )xn()) d

= Pny;
где Pn = LTn. Учитывая проекционность оператора Pn, окончательно получим
Knxn  xn + PnHP n (hxn) = Pny (xn 2 Xn); (2:42)
где, как и выше,
(Hx)(s)  (Hhx)(s) = 1
2
2Z
0
h(s; )x() d:
Таким образом, мы показали эквивалентность СЛАУ (2.39) операторному уравнению
(2.42).
Покажем однозначную разрешимость уравнения (2.42). С этой целью возьмем
произвольный элемент xn 2 Xn и рассмотрим разностьKxn Knxn. Очевидно, имеем
kKxn  Knxnk = kHxn   PnHP n (hxn)k 
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 kHxn   PnHxnk+ kPnHxn   PnHP n (hxn)k  I1 + I2: (2:43)
Первое слагаемое в (2.43) оценивается так же, как и в методе коллокации:
I1 = kH[h  P snh]xnk2  2ETn s(h)1kxnkX : (2:44)
Для оценки второго слагаемого I2 воспользуемся тем фактом, что квадратурная фор-
мула левых прямоугольников (2.38) является формулой наивысшей тригонометриче-
ской степени точности (см., напр., в [7]). Следовательно, она точна для любого триго-
нометрического полинома порядка не выше 2n. Учитывая, что функция P n (h)xn()
по переменной  является тригонометрическим полиномом порядка 2n, мы заклю-
чаем, что
HP n (hxn) = H(P

n h)xn:
Поэтому для I2, с учетом неравенства Коши–Буняковского, последовательно находим
I2 = kPnHxn   PnHP n (hxn)k2  kHxn  HP n (hxn)k1 =
= kH(h  P n h)xnk1  kh  P n hk1;2  kxnk2  2ETn(h)1  kxnkX : (2:45)
Из (2.43)–(2.45) находим
"n  kKxn  KnxnkXn!X  2fE
T
n
s(h)1 + ETn
(h)1g ! 0; n!1;
что влечет за собой однозначную разрешимость уравнения (2.42), хотя бы для до-
статочно больших n, а следовательно, и СЛАУ (2.38), при этом
kK 1n kXn!Xn = O(1); n!1:
Остается заметить, что
n  ky   Pnyk2  2ETn (y)1 ! 0; n!1;
чтобы получить утверждение теоремы и ее следствия.
Теорема 2.16. В условиях теоремы 2.15 приближенные решения xn(s) сходятся
к точному решению x(s) в узлах (2.37) со скоростью:
max
0k2n
jx(sk)  ckj = OfETn (y)1 + ETn s(h)1 + ETn(h)1g: (2:46)
В самом деле, из уравнений (2.6) и (2.42) следует, что
jx(sk)  ckj = jx(sk)  xn(sk)j = j(Hhx)(sk)  (HP n (hxn))(sk)j 
 j[H(h  P n h)x](sk)j+ j[H(P n h)(x   xn)](sk)j 
 kH(h  P n h)xk1 + kH(P n h)(x   xn)k1 
 kh  P n hk1;2  kxk2 + kP n hk1;2  kx   xnk2 
 2ETn(h)1kxk2 + khk1  kx   xnk2 :
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Остается теперь воспользоваться утверждением теоремы 2.15, чтобы получить тре-
буемую оценку.
Теорема 2.17. В условиях теоремы 2.15 для погрешности приближенных ре-
шений в пространстве C2 верна оценка
kx   xnk1 = Oflnn [ETn (y)1 + ETn s(h)1 + ETn(h)1]g: (2:47)
Теорема 2.18. Пусть, в условиях теоремы 2.15, функции y(s) и h(s; ) (по
каждой из переменных равномерно относительно другой) удовлетворяют условию
Дини–Липшица.
Тогда приближенные решения xn(s) равномерно сходятся к точному решению
x(s) со скоростью (2.47).
Заметим, что утверждение теоремы 2.18 непосредственно вытекает из теоремы 2.17.
Поэтому докажем теорему 2.17. Имеем
kx   xnk1  kx   Pnxk1 + kPnx   xnk1  I1 + I2: (2:48)
Первое слагаемое в (2.48) оценивается просто:
I1  2kPnkC2!C2E
T
n (x
)1 = Oflnn  ETn (x)1g: (2:49)
Оценку второго слагаемого I2 будем проводить, исходя из уравнений (2.6) и (2.42):
I2 = kPnHx   PnH(P n h)xnk1 = O(lnn)  kHx   h(P n h)xnk1: (2:50)
Но
kHx  H(P n h)xnk1  kH(h  P n h)xk1 + kH(P n h)(x   xn)k1 
 kh  P n hk1;2kxk2 + kP n hk1;2  kx   xnk2 =
= OfETn(h)1 + kx   xnk2g:
Последнее соотношение позволяет продолжить оценку (2.50):
I2 = Oflnn [ETn(h)1 + kx   xnk2 ]g: (2:51)
Из (2.48)–(2.50) и теоремы 2.15 вытекает утверждение теоремы 2.17.
В заключение этого параграфа остановимся еще на одном способе обоснования
вычислительной схемы (2.1), (2.40), (2.39). Наряду с СЛАУ (2.39) метода механиче-
ских квадратур, рассмотрим СЛАУ (2.19), (2.29) метода коллокации. Эти системы
запишем в операторной форме в пространстве X = mn (2n + 1)–мерных векторов
c = (c0; : : : ; c2n) с нормой kck = max
k
jckj. Для этого заметим, что полином (2.2) может
быть представлен в виде
xn(s) =
2
2n+ 1
2nX
k=0
xn(sk)Dn(s  sk);
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где Dn(s) – ядро Дирихле n–го порядка. Поэтому СЛАУ метода коллокации в про-
странстве X имеет вид
Anc  c+ Anc = y (c; y 2 X); (2:52)
а СЛАУ (2.39) – вид
Bnc  c+Bnc = y (c; y 2 X); (2:53)
где матрицы An = fkjg и Bn = kj задаются коэффициентами
kj =
1
(2n+ 1)
2Z
0
h(sj; )Dn(   sk) d;
kj =
1
2n+ 1
h(sj; sk):
Рассмотрим для произвольного элемента c = (c0; c1; : : : ; c2n) 2 X; ck = xn(sk);
kAnc Bnck = max
0j2n
 2nX
k=0
[kj   kj]ck
 = max
0j2n
 2nX
k=0
[kj   kj]xn(sk)
 =
= max
0j2n
 1
2
2Z
0
h(sj; )xn() d   1
2n+ 1
2nX
k=0
h(sj; sk)xn(sk)
 =
= max
0j2n
 1
2
2Z
0
h(sj; )xn() d   1
2
2Z
0
P n (h(sj; )xn()) d
 =
= max
0j2n
 1
2
2Z
0
[h(sj; )  P n h(sj; )]xn() d
 

 1
2
2Z
0
[h(s; )  P n h(s; )]xn() d

1

 kh  P n hk1;2  kxnk2 = kh  P n hk1;2  kPnxnk2 
 2ETn(h)1kPnkC2!L2  max0k2n jxn(sk)j = 2E
T
n
(h)1  kck:
Таким образом, получили
"n  kAn  Bnk  2ETn(h)1 ! 0; n!1:
Поэтому из леммы 1 следует, что если СЛАУ (2.39) метода коллокации однозначно
разрешима (хотя бы при достаточно больших n), СЛАУ (2.29) метода механических
квадратур будет также однозначно разрешимой при всех натуральных n, начиная
с некоторого. При этом сходимость приближенных решений, полученных методом
механических квадратур, может быть установлена через уже оцененную выше по-
грешность соответствующих приближенных решений для метода коллокации.
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§3. Прямые методы решения интегральных
уравнений Фредгольма. Непериодический случай
В этом параграфе будем изучать вопросы обоснования полиномиальных прямых
методов решения непериодических интегральных уравнений Фредгольма второго ро-
да. Для определенности рассмотрим интегральное уравнение на стандартном проме-
жутке [ 1;+1]:
Kx  x(t) +
+1Z
 1
h(t; s)x(s) ds = y(t);  1  t  1; (3:1)
где h(t; s) и y(t) – известные, а x(t) – искомая функции.
3.1. Метод Галеркина. Приближенное решение уравнения (3.1) будем искать в
виде алгебраического многочлена степени n; n 2 N,
xn(t) =
nX
k=0
ckt
k; (3:2)
а неизвестные коэффициенты fckg определим из условий:
+1Z
 1
(t)[Kxn(t)  y(t)] tjdt = 0; j = 0; n;
где (t) – некоторая весовая на [ 1; 1] функция. Эти условия дают СЛАУ (n+ 1)–го
порядка относительно n+ 1 коэффициентов fckg полинома (3.2):
nX
k=0
kjck = yj; j = 0; n; (3:3)
где
kj =
+1Z
 1
(t)(Ktk)(t) tjdt; yj =
+1Z
 1
(t)y(t)tjdt: (3:4)
Для вычислительной схемы метода Галеркина (3.1)–(3.4) имеет место
Теорема 3.1. Пусть выполнены условия:
1) (t) = 1=
p
1  t2 или (t) = p1  t2 ;
2) y 2 L2;( 1; 1);
3) ядро h(t; s) таково, что порождаемый им интегральный оператор вполне
непрерывен в пространстве L2;( 1; 1);
4) уравнение (3.1) имеет единственное решение при любой правой части из L2;.
Тогда СЛАУ (3.3)–(3.4) также имеет единственное решение fckg хотя бы при
всех n, начиная с некоторого натурального n0. Приближенные решения xn(t), по-
строенные по формуле (3.2) при ck = ck; k = 0; n, сходятся к точному решению
x(t) уравнения (3.1) в пространстве L2;( 1; 1) со скоростью
kx   xnkL2; = OfEn(x
)2;g; (3:5)
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где En(z)2; – наилучшее среднеквадратическое приближение элемента z 2 L2;( 1; 1)
алгебраическими многочленами степени не выше n.
Следствие 1. Для погрешности приближенных решений в пространстве L2;( 1; 1)
имеет место порядковое соотношение
kx   xnkL2; = OfEn(y)2; + En(Hx
)2;g; (3:50)
в частности, если h(t; s) 2 L2;( 1; 1) L2;1=( 1; 1), то
kx   xnkL2; = OfEn(y)2; + E
t
n(h)2;;1=g;
где Etn(h)2;;1= – частное наилучшее среднеквадратическое приближение функции
h(t; s) 2 L2;( 1; 1)  L2;1=( 1; 1) по переменной t алгебраическими многочленами
степени не выше n.
Следствие 2. Если функции y и h таковы, что решение x 2 W rH2;, где r  0
– целое, а 0 <   1, то, в условиях теоремы 3.1, для погрешности приближенных
решений верна оценка
kx   xnkL2; = O(n
 r ); r  1; 0 <   1: (3:5")
Доказательство. Пусть для определенности (t) = 1=
p
1  t2. Введем в рассмот-
рение пространство X = L2; с нормой
kxk
2;
 kxk
L2;
=
vuuut +1Z
 1
(t)jx(t)j2dt ; x 2 L2;( 1; 1):
В этом пространстве уравнение (3.1) запишем в операторной форме
Kx  x+Hx = y (x; y 2 X); (3:6)
где оператор H задается соотношением
(Hx)(t) =
+1Z
 1
h(t; s)x(s) ds:
Поскольку по условию 3) оператор H : X  ! X вполне непрерывен, то уравнение
(3.6) является уравнением второго рода с вполне непрерывным оператором и для
него справедлива теория Фредгольма. С учетом условия 4) теоремы, из этой теории
следует существование в пространстве X ограниченного обратного K 1. Запишем
теперь систему (3.3)–(3.4) в операторной форме. Для этого в пространстве X введем
подпространства Xn = IH n; n 2 N. Пусть Sn есть оператор Фурье, который любой
функции z 2 X ставит в соответствие (n + 1)–ый отрезок ряда Фурье по системе
многочленов Чебышева первого рода Tk(t) = cosn arccost; k = 0; n:
Sn(z; t) =
c0(z)
2
+
nX
k=1
ck(z)Tk(t); z 2 X;
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где ck(z) = 2
+1R
 1
(s)x(s)Tk(s) ds – коэффициенты Фурье–Чебышева функции z(t).
Ясно, что СЛАУ (3.3)–(3.4) эквивалентна заданному в подпространстве Xn опе-
раторному уравнению
Knxn  xn + PnHxn = Pny (xn 2 Xn); (3:7)
где Pn = Sn.
Таким образом, нам достаточно доказать однозначную разрешимость уравнения
(3.7). С этой целью возьмем произвольный элемент xn 2 Xn и рассмотрим разность
Kxn  Knxn. Обозначив через zn = xn=kxnk (xn 6= 0), имеем
kKxn  KnxnkX = kHxn   PnHxnk = kxnk  kHzn   PnHznk 
 kxnk  sup
z2V
kHz   PnHzk; (3:8)
где V есть единичный шар с центром в нуле пространства X. Поскольку по условию
оператор H вполне непрерывен, то он множество V переводит в компактное множе-
ство пространства X. На таком множестве по теореме Гельфанда, как уже отмеча-
лось выше, сильно сходящаяся последовательность операторов сходится равномерно.
Тогда из (3.8) следует, что (см. также [40])
"n  kK  KnkXn!X  sup
g2HV
kg   Pngk ! 0; n!1:
Применяя лемму 1, получаем, что уравнение (3.7) и эквивалентная ему СЛАУ (3.3)–
(3.4) однозначно разрешимы при всех натуральных n, для которых qn  "nkK 1k < 1.
Более того, операторы K 1n ограничены по норме в совокупности.
Далее, для правых частей уравнений (3.6) и (3.7) имеем
n  ky   Pnyk = En(y)2; ! 0; n!1;
что, с учетом той же леммы 1, доказывает сходимость приближенных решений к
точному в пространстве X со скоростью
kx   xnk = O("n + n):
Для доказательства оценки (3.5) воспользуемся следствием 2 к лемме 2. Учитывая
лемму 9, имеем
kx   xnkX 

1 + kK 1n k  kPnk  kHk

kx   Pnxk =
= O(kx   Pnxk2;) = O(En(x)2;):
Теорема 2.1 доказана.
Далее, следствие 1 доказывается с использованием тождества x  y   Hx
и известного неравенства для наилучших приближений En(x + y)2;  En(x)2; +
En(y)2;, справедливого для любых x; y 2 L2;. Если же функция h(t; s) 2 L2;( 1; 1)
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L2;1=( 1; 1)  V , то, обозначив через hn(t; s) 2 V функцию, являющуюся алгебра-
ическим многочленом степени n наилучшего среднеквадратического приближения
для функции h(t; s) по переменной t, с учетом неравенства Коши–Буняковского бу-
дем иметь:
En(Hx
)22;  kHhx  Hhnxk22; =
=
+1Z
 1
(t)

+1Z
 1
[h(t; s)  hn(t; s)]x(s) ds

2
dt 

+1Z
 1
+1Z
 1
(t)
(s)
jh(s; )  hn(s; )j2ds dt 
+1Z
 1
(s)jx(s)j2ds =
= kh  hnk22;;1=  kxk22; = Etn(h)22;;1=  kxk22; :
Следствие 2 доказывается с помощью теорем Джексона в пространстве L2;( 1; 1)
(см., напр., [28, 40]).
Теорема 3.2. Пусть (t) = 1=
p
1  t2 или (t) = p1  t2 и выполнены условия:
1) y 2 C[ 1; 1];
2) функция h(t; s) такова, что H : L2;  ! C[ 1; 1] непрерывен;
3) однородное уравнение, соответствующее уравнению (3.1), имеет лишь три-
виальное решение.
Тогда при всех достаточно больших n СЛАУ (3.3)–(3.4) имеет единственное
решение fckg. Для погрешности приближенных решений в равномерной метрике
справедлива следующая порядковая оценка
kx   xnk1 = OflnnEn(x)1g: (3:9)
Если h(t; s) непрерывна по совокупности переменных, то погрешность приближен-
ных решений в пространстве C[ 1; 1] характеризуется соотношением
kx   xnk1 = Oflnn[En(y)1 + Etn(h)1]g: (3:90)
Следствие. Пусть функции y(t) и h(t; s) (по переменной t) удовлетворяют усло-
вию Дини–Липшица. Тогда приближенные решения xn(t) сходятся равномерно к точ-
ному решению x(t) со скоростью (3.9). В частности, при y 2 W rH; h 2 W rH (по
переменной t), где r  0 – целое, 0 <   1, скорость равномерной сходимости
приближенных решений к точному определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1:
Доказательство. Прежде всего заметим, что мы находимся в условиях теоре-
мы 3.1, поэтому разрешиость СЛАУ (3.3)–(3.4) имеет место, хоты бы при достаточно
больших n. С другой стороны, в условиях теоремы 3.2 точное решение x(t) является
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функцией непрерывной. Поэтому имеет смысл рассматривать погрешность прибли-
женных решений в равномерной метрике.
С учетом тождеств x  y  Hx; xn  Pny   PnHxn и неравенства треугольника
для нормы имеем
kx   xnk1  kx   Pnxk1 + kPnx   xnk1 
 2kPnkC2!C2En(x
)1 + kPnHxn   PnHxk1 
 kPnkC2!C2f2En(x
)1 + kHkL2;!Ckx
   xnk2;g =
= OfEn(x)1 + En(x)2;g = OfEn(x)1g:
Для получения оценки (3:90) заметим, что
En(x
)1  En(y)1 + En(Hx)1: (3:10)
Пусть функция hn(t; s) 2 C([ 1; 1]2) является полиномом из IH n по переменной t
таким, что kh  hnk1 = Etn(h)1. Тогда
En(Hx
)1  kHhx  Hhnxk1 = kH[h  hn]xk1 
 kh  hnkCL2;1=  kxk2; 
r

2
kh  hnk1  kxk2; =
r

2
Etn(h)1  kxk2; :
Тогда, с учетом (3.10), имеем
En(x
)k1  En(y)1 +
r

2
kxk
2;
 Etn(h)1:
Далее, в условиях следствия точное решение x(t) удовлетворяет условию Дини–
Липшица. Поэтому из оценки (3.9) следует равномерная сходимость приближенных
решений к точному.
Замечание. Полученные в следствии 2 теоремы 3.1 и следствии теоремы 3.2
оценки погрешности приближенных решений в пространствах L2; и C[ 1; 1] соот-
ветственно не могут быть улучшены по порядку.
3.2. Метод наименьших квадратов. Приближенное решение уравнения (3.1)
будем по–прежнему искать в виде алгебраического многочлена (3.2), а неизвестные
коэффициенты fckg определим из условия минимальности невязки приближенного
решения по норме пространства L2;:
+1Z
 1
(t)jKxn(t)  y(t)j2dt = min : (3:11)
Это условие дает СЛАУ (n + 1)–го порядка относительно n + 1 коэффициентов ck
полинома (3.2):
nX
k=0
kjck = yj; j = 0; n; (3:12)
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где
kj =
+1Z
 1
(t)(Ktk)(t)(Ktj)(t) dt; yj =
+1Z
 1
(t)y(t)(Ktj)(t) dt: (3:13)
Для вычислительной схемы метода наименьших квадратов (3.1), (3.2), (3.12)–
(3.13) справедливы следующие результаты.
Теорема 3.3. Пусть выполнены условия:
1) y 2 L2;( 1; 1);
2) оператор H : L2;  ! L2; ограничен;
3) уравнение (3.1) имеет единственное решение при данной правой части
y 2 L2;.
Тогда СЛАУ (3.12)–(3.13) для всех натуральных n также имеет единствен-
ное решение fckg. Приближенные решения xn(t), построенные по формуле (3.2) при
ck = c

k; k = 0; n, обладают тем свойством, что невязка rn(t)  Kxn(t)   y(t) схо-
дится к нулю в пространстве L2;( 1; 1).
Доказательство. Обозначим через X = Y = L2;; Xn = IH n; Yn = KXn. По-
скольку оператор K : X  ! X ограничен, то Yn есть конечномерное подпростран-
ство пространства X, причем dimXn = dimYn. Рассмотрим условие (3.11):
min
fckg
kKxn   yk2L2;  minxn2Xn kKxn   yk
2
L2;
= min
yn2Yn
ky   ynk2L2; :
В силу ограниченности оператора K в пространстве L2;, система функций fKtjg1j=0
является системой линейно–независимой и полной. Поэтому существует единствен-
ный элемент yn 2 Yn такой, что
ky   ynk2; = infyn2Yn ky   ynk2; = E(y;Yn) 
eEn(y)2;:
Получили, что элемент yn 2 Yn есть элемент наилучшего приближения для y 2 L2;.
Но, как хорошо известно, таким элементом в гильбертовом пространстве L2; явля-
ется (n + 1)–ый отрезок ряда Фурье, построенный по базису подпространства Yn.
Поэтому, обозначив через Pn оператор Фурье, построенный по базису подпростран-
ства Yn, находим yn = Pny.
Таким образом, элемент xn 2 Xn, определяемый из условия (3.11), должен быть
решением уравнения
Kxn = Pny (xn 2 Xn):
Отметим также, что это уравнение в силу определений подпространствXn и Yn имеет
единственное решение xn при любом натуральном n, при этом
krnk2; = ky   Pnyk2; = eEn(y)2; ! 0; n!1:
Теорема доказана.
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Теорема 3.4. Пусть выполнены предположения 1) и 2) теоремы 3.3 и однород-
ное уравнение, соответствующее уравнению (3.1), имеет лишь тривиальное ре-
шение. Тогда приближенные решения xn(t) сходятся к точному решению x(t) в
среднем со скоростью
kx   xnk2;  (K)En(x)2;;
где (K) = kKk  kK 1k – число обусловленности оператора K : L2;  ! L2;.
В самом деле, x   xn = K 1[Kx  Kxn] = K 1[y  Kxn]. Поэтому
kx   xnk2;  kK 1k  krnk2; : (3:14)
С другой стороны, rn = K(x xn) имеет минимальную норму в L2; и, следовательно,
для любого элемента xn 2 Xn
krnk2;  kK(x   xn)k2;  kKk  kx   xnk2; :
Выбирая в качестве xn 2 Xn элемент наилучшего среднеквадратического приближе-
ния для x 2 L2;, из последнего неравенства находим
krnk2;  kKk  En(x)2;: (3:15)
Из неравенств (3.14) и (3.15) вытекает утверждение теоремы 3.4.
3.3. Метод подобластей. На сегменте [ 1; 1] выберем систему из n + 2 точек
tk; k = 0; n+ 1, расположенных в порядке возрастания. Приближенное решение урав-
нения (3.1) будем искать снова в виде многочлена (3.2), а его неизвестные коэффи-
циенты определим из условий
tj+1Z
tj
(t)[(Kxn)(t)  y(t)] dt = 0; j = 0; n: (3:16)
Ясно, что эти условия относительно коэффициентов fckg представляют СЛАУ вида
nX
k=0
kjck = yj; j = 0; n; (3:17)
где
kj =
tj+1Z
tj
(t)(Ktk)(t) dt; yj =
tj+1Z
tj
(t)y(t) dt: (3:18)
Для вычислительной схемы метода подобластей (3.1), (3.2), (3.17)–(3.18) имеют
место следующие результаты.
Теорема 3.5. Пусть выполнены условия:
1) y 2 L2;; (t) =
p
1  t2;
2) ядро h(t; s) таково, что порождаемый им интегральный оператор вполне
непрерывен в пространстве L2;;
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3) уравнение (3.1) имеет единственное решение при любой правой части из L2;;
4) tj =   cos j
n+ 1
; j = 0; n+ 1: (3:19)
Тогда СЛАУ (3.17)–(3.18) также имеет единственное решение fckg хотя бы
при всех достаточно больших натуральных n. Приближенные решения xn(t), по-
строенные по формуле (3.2) при ck = ck; k = 0; n, сходятся к точному решению
x(t) уравнения (3.1) в пространстве L2; со скоростью
kx   xnkL2; = OfEn(x
)2;g: (3:20)
Следствие 1. Для погрешности приближенных решений в пространстве L2; име-
ет место соотношение
kx   xnkL2; = OfEn(y)2; + En(Hx
)2;g;
в частности, если h(t; s) 2 L2;( 1; 1) L2;1=( 1; 1), то
kx   xnkL2; = OfEn(y)2; + E
T
n (h)2;;1=g:
Следствие 2. Пусть функции y и h таковы, что решение x 2 W rH2;, где r  0 –
целое, а 0 <   1. Тогда для погрешности приближенных решений верна порядковая
оценка
kx   xnkL2; = O(n
 r ); r  0; 0 <   1:
Теорема 3.6. Пусть выполнены условия:
1) y 2 C[ 1; 1];
2) ядро h(t; s) таково, что соответствующий интегральный оператор
H : L2;  ! C ограничен, где (t) =
p
1  t2;
3) однородное уравнение, соответствующее уравнению (3.1), имеет лишь три-
виальное решение;
4) точки tj заданы формулой (3.19).
Тогда при всех n, начиная хоты бы с некоторого натурального n0, СЛАУ (3.17)–
(3.18) имеет единственное решение fckg. Для погрешности приближенных решений
в пространстве C[ 1; 1] справедлива следующая порядковая оценка
kx   xnk1 = OflnnEn(x)1g: (3:21)
Если h(t; s) непрерывна по совокупности переменных, то погрешность приближен-
ных решений в пространстве C[ 1; 1] характеризуется соотношением
kx   xnk1 = Oflnn[En(y)1 + Etn(h)1]g: (3:210)
Следствие. Пусть функции y(t) и h(t; s) (по переменной t) удовлетворяют усло-
вию Дини–Липшица. Тогда приближенные решения xn(t) сходятся равномерно к точ-
ному решению x(t) со скоростью (3.21). В частности, при y 2 W rH; h 2 W rH (по
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переменной t), где r  0 – целое, 0 <   1, скорость равномерной сходимости
приближенных решений к точному определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1:
Теорема 3.7. Пусть выполнены условия:
1) y 2 L1( 1; 1);
2) ядро h(t; s) таково, что соответствующий интегральный оператор
H : L1  ! L1 вполне непрерывен;
3) однородное уравнение, соответствующее уравнению (3.1), имеет лишь три-
виальное решение;
4) точки tj заданы формулой (3.19).
Тогда при всех n, начиная хотя бы с некоторого натурального n0, СЛАУ (3.17)–
(3.18) имеет единственное решение fckg. Для погрешности приближенных решений
в пространстве L1( 1; 1) справедлива следующая порядковая оценка
kx   xnk1 = OflnnEn(x)1g: (3:22)
Если h(t; s) непрерывна по переменной s, то погрешность приближенных решений
в пространстве L1( 1; 1) характеризуется соотношением
kx   xnk1 = Oflnn[En(y)1 + ETn (h)1;1]g; (3:220)
где En(z)1 – наилучшее приближение функции z 2 L1 алгебраическими многочлена-
ми из IH n.
Следствие. Пусть функции y(t) и h(t; s) (по переменной t) удовлетворяют усло-
вию Дини–Липшица в пространстве L1. Тогда приближенные решения xn(t) сходятся
к точному решению x(t) в пространстве L1 со скоростью (3.22). В частности, при
y 2 W rH1 ; h 2 W rH1 (по t), где r  0 – целое, 0 <   1, скорость сходимости
приближенных решений к точному определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1:
Доказательство теорем. Как и выше, введем в рассмотрение пространство
X = L2; с нормой
kxk
2;
 kxk
L2;
=
n +1Z
 1
(t)jx(t)j2dt
o1=2
; x 2 L2;:
В этом пространстве уравнение (3.1) запишем в виде операторного уравнения (3.6),
где оператор K в пространстве X имеет ограниченный обратный.
Запишем теперь систему (3.17)–(3.18) в операторной форме. Для этого в про-
странстве X введем подпространства Xn = IH n; n 2 N. Пусть Ln+1(z; t) есть интер-
поляционный многочлен Лагранжа для функции z 2 C[ 1; 1] по узлам (3.19). Для
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функции x 2 L2; построим многочлен n(x ; t) степени n, обладающий свойствами:
tj+1Z
tj
n(x ; t) dt =
tj+1Z
tj
x (t) dt ; j = 0 ; n:
Как отмечено в § 1, такой многочлен существует, единствен и определяется форму-
лой:
n(x ; t) =
d
dt
Ln+1 (z ; t);
где функция z(t) =
R t
0
x(s) ds.
Обозначив через Pn = n , нетрудно показать, что СЛАУ (3.17)–(3.18) эквива-
лентна заданному в подпространстве Xn операторному уравнению (3.7). Поскольку
оператор Pn здесь обладает такими же свойствами, что и соответствующий оператор
Фурье в методе Галеркина (см. леммы 14 и 15), то сформулированные выше теоремы
доказываются так же, как и теоремы 3.1 и 3.2.
Замечание. Из леммы 13 следует, что аналогичные результаты имеют место и
для вычислительной схемы метода подобластей, построенной по узлам Чебышева
I–рода.
3.4. Метод коллокации. На сегменте [ 1; 1] выберем систему из n + 1 точек
tk; k = 0; n. Приближенное решение уравнения (3.1) будем искать в виде многочлена
(3.2), а неизвестные коэффициенты fckg определим из условий
[Kxn   y](tj) = 0; j = 0; n: (3:22)
Условия (3.22) дают СЛАУ (n+ 1)–го порядка вида (3.17), где
kj = (Kt
k)(tj); yj = y(tj): (3:23)
Для вычислительной схемы метода коллокации (3.1), (3.2), (3.17), (3.23) имеет
место
Теорема 3.7. Пусть выполнены условия:
1) y 2 C[ 1; 1];
2) ядро h 2 C[ 1; 1] L2;1=; (t) = 1=
p
1  t2;
3) однородное уравнение, соответствующее уравнению (3.1), имеет лишь нуле-
вое решение;
4) узлы ftjg определены по любой из формул
а) tj =   cos (2j + 1)
2n+ 2
; j = 0; n; б) tj =   cos j
n
; j = 0; n: (3:24)
Тогда СЛАУ (3.17), (3.23) также имеет единственное решение fckg хотя бы
при всех достаточно больших натуральных n. Приближенные решения xn(t), по-
строенные по формуле (3.2) при ck = ck; k = 0; n, сходятся к точному решению
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x(t) уравнения (3.1) в пространстве L2; со скоростью, определяемой любым из
порядковых соотношений:
kx   xnkL2; = OfEn(x
)1g: (3:25)
kx   xnkL2; = OfEn(y)1 + E
t
n(h)1;2;1=g: (3:26)
Следствие 1. Если h(t; s) 2 C([ 1; 1]2), то скорость сходимости может быть
охарактеризована порядковым соотношением
kx   xnkL2; = OfEn(y)1 + E
t
n(h)1g:
Следствие 2. Пусть функции y и h таковы, что решение x 2 W rH, где r  0 –
целое, а 0 <   1. Тогда для погрешности приближенных решений верна порядковая
оценка
kx   xnkL2; = O(n
 r ); r  0; 0 <   1:
Доказательство. В пространстве X = L2; уравнение (3.1) запишем в виде опе-
раторного уравнения (3.6), где операторK, как и в методе Галеркина, в пространстве
X имеет ограниченный обратный K 1.
Запишем систему (3.17), (3.23) в операторной форме. Для этого в пространстве
X введем подпространства Xn = IH n; n 2 N, и пусть Ln есть оператор Лагран-
жа алгебраического интерполирования по узлам (3.24). Тогда СЛАУ (3.17), (3.23)
эквивалентна заданному в подпространстве Xn операторному уравнению (3.7), где
Pn = Ln.
Покажем однозначную разрешимость уравнения (3.7). С этой целью возьмем про-
извольный элемент xn 2 Xn и рассмотрим разность Kxn  Knxn. С учетом неравен-
ства Коши–Буняковского имеем
kKxn  KnxnkX = kHxn   PnHxnk = kH[h  P tnh]xnk2; 
 kxnk2;  kh  P tnhk2;;1=  2kPnkC!L2;  E
t
n(h)1;2;1=kxnk2; : (3:27)
Отсюда, используя лемму 12, находим
"n  kK  KnkXn!X  2
p
 Etn(h)1;2;1= ! 0; n!1:
Применяя лемму 1, получаем, что уравнение (3.7) и эквивалентная ему СЛАУ (3.17),
(3.23) однозначно разрешимы при всех натуральных n, для которых qn  "nkK 1k < 1.
Более того, из той же леммы 1 следует, что операторы K 1n ограничены по норме в
совокупности.
Далее, для правых частей уравнений (3.6) и (3.7) имеем
n  ky   Pnyk2;  2
p
 En(y)1 ! 0; n!1;
что доказывает сходимость приближенных решений к точному в пространстве X со
скоростью
kx   xnk = O("n + n) = OfEn(y)1 + Etn(h)1;2;1=g:
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Для доказательства оценки (3.25) воспользуемся следствием 2 к лемме 2. Учиты-
вая лемму 12, получим
kx   xnk2; 

1 + kK 1n kXn!Xn  kPnkC!L2;  kHkL2;!C

kx   Pnxk2; =
= O(kx   Pnxk2;) = O(En(x)1);
что и доказывает утверждение теоремы 3.7.
Далее, следствие 1 доказывается с использованием очевидного неравенства
kzk
2;
 p kzk1; z 2 C[ 1; 1]; (t) = 1=
p
1  t2:
Следствие 2 доказывается с помощью теорем Джексона в пространстве C[ 1; 1]
(см., напр., [15, 28, 35, 40]).
Теорема 3.8. В условиях теоремы 3.7 приближенные решения xn(t) сходятся к
точному решению x(t) в узлах коллокации (3.24) с быстротой
max
0kn
jx(tk)  xn(tk)j = O(kx   xnk2;): (3:28)
Доказательство. Запишем тождества для решений уравнений (3.6) и (3.7):
x(tk) +
+1Z
 1
h(tk; s)x
(s) ds = y(tk);
xn(tk) +
+1Z
 1
h(tk; s)x

n(s) ds = y(tk);
где tk – один из узлов (3.24). Из этих соотношений вытекает, что
jx(tk)  xn(tk)j 
+1Z
 1
jh(tk; s)j jx(s)  xn(s)j ds 
 kh(tk; )k2;1=  kx   xnk2;  khk1;2;1=  kx   xnk2; ;
что и доказывает справедливость утверждения теоремы.
Замечание. Из теоремы 3.8 можно получить скорость сходимости приближен-
ных решений к точному в узлах коллокации, если решение обладает определенными
гладкостными свойствами.
Теорема 3.9. В условиях теоремы 3.7 для погрешности приближенных решений
в пространстве C[ 1; 1] справедливы следующие порядковые соотношения:
kx   xnk1 = OflnnEn(x)1g; (3:29)
kx   xnk1 = Oflnn [En(y)1 + Etn(h)1;2;1=]g: (3:30)
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Доказательство теоремы 3.9 может быть проведено аналогично доказательству
теоремы 3.2, так как соответствующие операторы Фурье и Лагранжа в пространстве
C[ 1; 1] обладают одинаковыми свойствами (сравни леммы 10 и 12).
Теорема 3.10. Пусть, в условиях теоремы 3.7, функции y(t) и h(t; s) (по пере-
менной t) удовлетворяют условию Дини–Липшица.
Тогда приближенные решения xn(t) равномерно сходятся к точному решению
x(t), при этом скорость сходимости определяется любым из порядковых соотно-
шений (3.29) и (3.30).
Теорема 3.10 с учетом леммы 12 непосредственно вытекает из теоремы 3.9.
3.5. Метод механических квадратур. Возьмем на сегменте [ 1; 1] систему узлов
Чебышева I–рода
tk = cos
(2k + 1)
2n+ 2
; k = 0; n; (3:31)
и рассмотрим квадратурную формулу Эрмита–Чебышева
+1Z
 1
z(s)p
1  s2ds 

n+ 1
nX
k=0
z(tk); z 2 C[ 1; 1]: (3:32)
Заменим в левой части уравнения (3.1) интеграл по квадратурной формуле (3.32)
и потребуем, чтобы левая и правая части уравнения (3.1) после такой замены совпа-
дали в узлах (3.31). В результате относительно приближенных значений fck = xn(sk)g
решения уравнения (3.1) получим следующую СЛАУ:
cj +

n+ 1
nX
k=0
h(tj; tk)
q
1  t2k ck = y(tj); j = 0; n: (3:33)
Если система (3.33) однозначно разрешима, то восстановить решение можно с помо-
щью интерполяционного многочлена Лагранжа, построенного по узлам (3.31):
xn(s) =
nX
k=0
cklk(t); (3:34)
где lk(t) =
( 1)k
p
1 t2k
n+1
Tn+1(t)
t tk ; k = 0; n; – фундаментальные многочлены Лагранжа.
Для вычислительной схемы (3.1), (3.34), (3.33) имеет место
Теорема 3.11. Пусть выполнены условия:
1) y 2 C[ 1; 1]; h 2 C([ 1; 1]2);
2) уравнение, соответствующее уравнению (3.1), имеет лишь нулевое решение.
Тогда СЛАУ (3.33) имеет единственное решение fckg, хотя бы при всех нату-
ральных n, начиная с некоторого. Приближенные решения xn(t), построенные по
формуле (3.34) при ck = ck; k = 0; n, сходятся к точному решению x(t) уравнения
(3.1) в пространстве L2;;  = (t) = 1=
p
1  t2, со скоростью
kx   xnkL2; = OfEn(y)1 + E
T
n (h)1 + E
s
n(
eh)1g; (3:35)
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где eh(t; s) = h(t; s)  p1  s2.
Следствие. Пусть функции y и eh (по каждой из переменных равномерно отно-
сительно другой) принадлежат классу W rH, где r  0 – целое, а 0 <   1. Тогда
для погрешности приближенных решений верна порядковая оценка
kx   xnkL2; = O(n
 r ); r  0; 0 <   1:
Доказательство. В пространстве X = L2;;  = (t) = 1=
p
1  t2, уравнение (3.1)
запишем в виде операторного уравнения (3.6), где
(Hx)(t)  (Hehx)(t) = +1Z
 1
eh(t; s)x(s)p
1  s2 ds =
+1Z
 1
h(t; s)x(s) ds;
а оператор K, в условиях теоремы 3.11, в пространстве X имеет ограниченный об-
ратный K 1.
Теперь запишем систему (3.33) в операторной форме. Для этого в пространстве
X введем подпространства Xn = IH n; n 2 N, и пусть Ln есть оператор Лагранжа ал-
гебраического интерполирования по узлам (3.31). Поскольку квадратурная формула
(3.32) по узлам (3.31) является интерполяционной (см., напр., в [7, 41]), то
+1Z
 1
Lsn(
eh(t; s)x(s))p
1  s2 ds =

n+ 1
nX
k=0
eh(t; tk)x(tk) = 
n+ 1
nX
k=0
h(t; tk)
q
1  t2k x(tk);
где Lsn означает применение оператора Ln по переменной s. Поэтому имеют место
равенства
xn(tj) +
+1Z
 1
Lsn(
eh(tj; s)xn(s)) ds = y(tj); xn(tj) = cj; j = 0; n:
Отсюда следует, что
Pn

xn +
+1Z
 1
P sn(
eh(t; s)xn(s))p
1  s2 ds

= Pny;
где Pn = Ln. Учитывая проекционность оператора Pn, окончательно получим
Knxn  xn + PnHP sn(ehxn) = Pny (xn 2 Xn): (3:36)
Таким образом, мы показали эквивалентность СЛАУ (3.33) операторному урав-
нению (3.36).
Покажем однозначную разрешимость уравнения (3.36). С этой целью возьмем
произвольный элемент xn 2 Xn и рассмотрим разность Kxn  Knxn. С учетом нера-
венства треугольника для нормы, имеем
kKxn  Knxnk = kHxn   PnHP sn(ehxn)k 
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 kHxn   PnHxnk+ kPnHxn   PnHP sn(ehxn)k  I1 + I2: (3:37)
Первое слагаемое в (3.37) оценивается так же, как и в методе коллокации:
I1 = kH[eh  P Tn eh]xnk2;  2p ETn (eh)1kxnkX  2p ETn (h)1kxnkX : (3:38)
Для оценки второго слагаемого I2 воспользуемся тем фактом, что квадратурная
формула Эрмита–Чебышева (3.32) является формулой наивысшей алгебраической
степени точности (см., напр., в [7, 29]). Следовательно, она точна для любого алгеб-
раического многочлена степени не выше 2n+ 1. Учитывая, что функция P sn(eh)xn(s)
по переменной s является алгебраическим многочленом степени 2n, мы заключаем,
что
HP sn(
ehxn) = H(P sneh)xn:
Поэтому для I2, с учетом неравенства Коши–Буняковского, последовательно находим
I2 = kPnHxn   PnHP sn(ehxn)k2;  p kHxn  HP sn(ehxn)k1 =
=
p
 kH(eh  P sneh)xnk1  p keh  P snehk1;2;1=  kxnk2;  2p Esn(eh)1  kxnkX : (3:39)
Из (3.37)–(3.39) находим
"n  kK  KnkXn!X  2
p
 fEtn(h)1 + Esn(eh)1g ! 0; n!1;
что влечет за собой однозначную разрешимость уравнения (3.36), хотя бы для до-
статочно больших n, а следовательно, и СЛАУ (3.33), при этом kK 1n kXn!Xn = O(1),
n!1. Остается заметить, что
n  ky   Pnyk2;  2
p
 En(y)1 ! 0; n!1;
чтобы получить утверждение теоремы и ее следствия.
Теорема 3.12. В условиях теоремы 3.11 приближенные решения xn(t) сходятся
к точному решению x(t) в узлах (3.31) со скоростью:
max
0kn
jx(tk)  ckj = OfEn(y)1 + Etn(h)1 + Esn(eh)1g:
В самом деле, из уравнений (3.6) и (3.36) следует, что
jx(tk)  ckj = jx(tk)  xn(tk)j = j(Hehx)(tk)  (HP sn(ehxn))(tk)j 
 j[H(eh  P sneh)x](tk)j+ j[H(P sneh)(x   xn)](tk)j 
 kH(eh  P sneh)xk1 + kH(P sneh)(x   xn)k1 
 p keh  P snehk1;2;1=  kxk2; + kP snehk1;2;1=  kx   xn)k2; 
 2p Esn(eh)1kxk2; +p khk1  kx   xnk2; :
Остается теперь воспользоваться утверждением теоремы 3.11, чтобы получить тре-
буемую оценку.
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Теорема 3.13. В условиях теоремы 3.11 для погрешности приближенных ре-
шений в пространстве C[ 1; 1] верна оценка
kx   xnk1 = Oflnn [En(y)1 + Etn(h)1 + Esn(eh)1]g: (3:40)
Теорема 3.14. Пусть, в условиях теоремы 3.11, функции y(t) и eh(t; s) (по каж-
дой из переменных равномерно относительно другой) удовлетворяют условию Дини–
Липшица.
Тогда приближенные решения xn(t) равномерно сходятся к точному решению
x(t) со скоростью (3.40).
Заметим, что утверждение теоремы 3.14 непосредственно вытекает из теоремы
3.13. Поэтому докажем теорему 3.13. Имеем
kx   xnk1  kx   Pnxk1 + kPnx   xnk1  I1 + I2: (3:41)
Первое слагаемое в (3.41) оценивается просто:
I1  2kPnkC2!C2En(x
)1 = Oflnn  En(x)1g: (3:42)
Оценку второго слагаемого I2 будем проводить, исходя из уравнений (3.6) и (3.36):
I2 = kPnHx   PnH(P sneh)xnk1 = O(lnn)  kHx   (P sneh)xnk1: (3:43)
Но
kHx  H(P sneh)xnk1  kH(eh  P sneh)xk1 + kH(P sneh)(x   xn)k1 
 p keh  P snehk1;2;1=kxk2; + kP snehk1;2;1=  kx   xnk2; =
= OfEsn(eh)1 + kx   xnk2;g:
Последнее соотношение позволяет продолжить оценку (3.43):
I2 = Oflnn [Esn(eh)1 + kx   xnk2; ]g: (3:44)
Из (3.41), (3.42), (3.44) и теоремы 3.11 вытекает утверждение теоремы 3.13.
Замечания. 1. Если ядро h(t; s) интегрального оператора уравнения (3.1) имеет
вид
h(t; s) =
h0(t; s)p
1  s2 ;
то все теоремы, касающиеся метода механических квадратур, остаются в силе, при-
чем в оценках вместо h(t; s) и eh(t; s) можно брать функцию h0(t; s).
2. Аналогичные утверждения можно доказать для метода механических квад-
ратур, построенного на основе квадратурной формулы наивысшей алгебраической
степени точности, т.е. квадратурной формулы вида
+1Z
 1
(t)z(t) dt 
nX
k=0
Akz(tk);
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где ftkgn0 – нули многочлена степени n из системы многочленов, ортогональных на
[ 1; 1] с весом (t).
§4. Прямые методы решения
интегральных уравнений Вольтерра
В этом параграфе кратко рассматриваются вопросы обоснования полиномиаль-
ных прямых методов решения интегральных уравнений Вольтерра второго рода. Для
определенности рассмотрим интегральное уравнение вида
Kx  x(t) +
tZ
 1
h(t; s)x(s) ds = y(t);  1  t  1; (4:1)
где h(t; s) и y(t) – известные, а x(t) – искомая функции.
3.1. Метод Галеркина. Приближенное решение уравнения (4.1) будем искать в
виде алгебраического многочлена степени n; n 2 N,
xn(t) =
nX
k=0
ckt
k; (4:2)
а его неизвестные коэффициенты определим из условий
+1Z
 1
(t)[Kxn(t)  y(t)] tjdt = 0; j = 0; n;
где (t) – весовая на [ 1; 1] функция. Эти условия дают СЛАУ (n + 1)–го порядка
относительно n+ 1 коэффициентов ck полинома (4.2):
nX
k=0
kjck = yj; j = 0; n; (4:3)
где
kj =
+1Z
 1
(t)(Ktk)(t) tjdt; yj =
+1Z
 1
(t)y(t)tjdt: (4:4)
Для вычислительной схемы метода Галеркина (4.1)–(4.4) имеют место следующие
результаты.
Теорема 4.1. Пусть выполнены предположения:
1) (t) = 1=
p
1  t2 или (t) = p1  t2;
2) y 2 L2;( 1; 1);
3) ядро h(t; s) удовлетворяет условию
+1Z
 1
(t)
tZ
 1
1
(s)
jh(t; s)j2ds <1:
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Тогда СЛАУ (4.3)–(4.4) имеет единственное решение fckg, хотя бы при всех n,
начиная с некоторого натурального n0. Приближенные решения xn(t), построенные
по формуле (4.2) при ck = ck; k = 0; n, сходятся к точному решению x(t) уравнения
(4.1) в пространстве L2;( 1; 1) со скоростью
kx   xnkL2; = O(En(x
)2;); (4:5)
где En(z)2; – наилучшее среднеквадратическое приближение функции z 2 L2;( 1; 1)
алгебраическими многочленами степени не выше n.
Следствие. Пусть функция y(t) и ядро h(t; s) таковы, что решение x 2 W rH2;,
где r  0 – целое, 0 <   1. Тогда приближенные решения сходятся к точному
решению в среднем со скоростью
kx   xnkL2; = O(n
 r ); r  0; 0 <   1: (4:50)
Теорема 4.2. Пусть (t) = 1=
p
1  t2 или (t) = p1  t2 и выполнены условия:
1) y 2 C[ 1; 1];
2) функция h(t; s) 2 C  L2;1=.
Тогда для погрешности приближенных решений в равномерной метрике спра-
ведлива следующая порядковая оценка
kx   xnk1 = OflnnEn(x)1g: (4:6)
Следствие. Пусть функции y(t) и h(t; s) (по переменной t) удовлетворяют усло-
вию Дини–Липшица. Тогда приближенные решения xn(t) сходятся равномерно к точ-
ному решению x(t) со скоростью (4.6).
Если же функции y(t) и h(t; s) таковы, что решение x 2 W rH, где r  0 – целое,
0 <   1, то скорость равномерной сходимости приближенных решений к точному
определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1: (4:7)
4.2. Метод подобластей. На сегменте [ 1; 1] выберем систему из n + 2 точек
tk; k = 0; n+ 1, расположенных в порядке возрастания. Приближенное решение урав-
нения (4.1) будем искать снова в виде многочлена (4.2), а его неизвестные коэффи-
циенты определим из условий
tj+1Z
tj
(t)[(Kxn)(t)  y(t)] dt = 0; j = 0; n: (4:8)
Ясно, что эти условия относительно коэффициентов fckg представляют СЛАУ вида
(3.17), где
kj =
tj+1Z
tj
(t)(Ktk)(t) dt; yj =
tj+1Z
tj
(t)y(t) dt: (4:9)
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Для вычислительной схемы метода подобластей (4.1), (4.2), (3.17), (4.9) имеют
место следующие результаты.
Теорема 4.3. Пусть выполнены условия:
1) y 2 L2;; (t) =
p
1  t2;
2) ядро h(t; s) таково, что порождаемый им интегральный оператор вполне
непрерывен в пространстве L2;;
3) точки ftjg определены формулой (3.19).
Тогда СЛАУ (3.17), (4.9) имеет единственное решение fckg, хотя бы при всех
достаточно больших натуральных n. Приближенные решения xn(t), построенные
по формуле (4.2) при ck = ck; k = 0; n, сходятся к точному решению x(t) уравнения
(4.1) в пространстве L2; со скоростью
kx   xnkL2; = OfEn(x
)2;g: (4:10)
Следствие. Для погрешности приближенных решений в пространстве L2; имеет
место соотношение
kx   xnkL2; = OfEn(y)2; + En(Hx
)2;g; (4:100)
в частности, если функции y и h таковы, что решение x 2 W rH2;, где r  0 – целое,
0 <   1, то для погрешности приближенных решений верна порядковая оценка
kx   xnkL2; = O(n
 r ); r  0; 0 <   1:
Теорема 4.4. Пусть выполнены условия:
1) y 2 C[ 1; 1];
2) ядро h(t; s) таково, что соответствующий интегральный оператор
H : L2;  ! C ограничен, где (t) =
p
1  t2;
3) точки tj заданы формулой (3.19).
Тогда при всех n, начиная хоты бы с некоторого натурального n0, СЛАУ (3.17),
(4.9) имеет единственное решение fckg. Для погрешности приближенных решений
в пространстве C[ 1; 1] справедлива следующая порядковая оценка
kx   xnk1 = OflnnEn(x)1g: (4:11)
Следствие. Пусть функции y(t) и h(t; s) (по переменной t) удовлетворяют усло-
вию Дини–Липшица. Тогда приближенные решения xn(t) сходятся равномерно к точ-
ному решению x(t) со скоростью (4.11). В частности, если y и h таковы, что решение
x 2 W rH, где r  0 – целое, 0 <   1, скорость равномерной сходимости прибли-
женных решений к точному определяется формулой
kx   xnk1 = O
 lnn
nr+

; r  0; 0 <   1:
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4.3. Метод коллокации. На сегменте [ 1; 1] выберем систему из n + 1 точек
tk; k = 0; n. Приближенное решение уравнения (4.1) будем искать в виде многочлена
(4.2), а неизвестные коэффициенты fckg определим из условий
[Kxn   y](tj) = 0; j = 0; n: (4:12)
Условия (4.12) дают СЛАУ (n+ 1)–го порядка вида (3.17), где
kj = (Kt
k)(tj); yj = y(tj): (4:13)
Для вычислительной схемы метода коллокации (4.1), (4.2), (3.17), (4.13) имеет
место
Теорема 4.5. Пусть выполнены условия:
1) y 2 C[ 1; 1];
2) ядро h 2 C[ 1; 1] L2;1=; (t) = 1=
p
1  t2;
3) точки ftjg заданы одной из формул (3.24).
Тогда СЛАУ (3.17), (4.13) имеет единственное решение fckg, хотя бы при всех
достаточно больших натуральных n. Приближенные решения xn(t), построенные
по формуле (4.2) при ck = ck; k = 0; n, сходятся к точному решению x(t) уравнения
(4.1) в пространстве L2; со скоростью
kx   xnkL2; = OfEn(x
)1g: (4:14)
Следствие. Пусть функции y и h таковы, что решение x 2 W rH, где r  0 –
целое, 0 <   1. Тогда для погрешности приближенных решений верна порядковая
оценка
kx   xnkL2; = O(n
 r ); r  0; 0 <   1:
Теорема 4.6. В условиях теоремы 4.5 приближенные решения xn(t) сходятся к
точному решению x(t) в узлах коллокации (3.24) с быстротой
max
0kn
jx(tk)  xn(tk)j = O(En(x)1): (4:15)
Теорема 4.7. В условиях теоремы 4.5 для погрешности приближенных решений
к точному в пространстве C[ 1; 1] справедливо порядковое соотношение:
kx   xnk1 = OflnnEn(x)1g: (4:16)
Теорема 4.8. Пусть, в условиях теоремы 4.5, функции y(t) и h(t; s) (по пере-
менной t) удовлетворяют условию Дини–Липшица.
Тогда приближенные решения xn(t) равномерно сходятся к точному решению
x(t), при этом скорость сходимости определяется порядковым соотношением (4.16).
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Доказательство теорем 4.1–4.8. Пусть X = L2;; Xn = IH n  X. Уравнение
(4.1) запишем в операторной форме
Kx  x+Hx = y (x; y 2 X) (4:17)
Заметим, что в условиях теоремы 4.1 уравнение (4.17) в пространстве X = L2;( 1; 1)
является уравнением второго рода с вполне непрерывным оператором, и, следова-
тельно, для него имеет место теория Фредгольма. С другой стороны, уравнение
Вольтерра всегда имеет единственное решение при любой правой части. Поэтому
в пространстве X оператор K уравнения (4.1) непрерывно обратим. Далее, в под-
пространстве Xn СЛАУ (4.3)–(4.4) эквивалентна операторному уравнению
Knxn  xn + PnHxn = Pny (xn 2 Xn); (4:18)
где Pn – оператор Фурье n–го порядка по системе многочленов Чебышева первого
рода.
Поскольку близость правых частей очевидна (см. также § 3), остается показать
близость операторов K и Kn на подпространстве Xn. Обозначив через eh функцию,
определенную по формуле
eh(t; s) =  h(t; s); если s  t;
0; если s > t;
имеем для любого xn 2 Xn
kKxn  Knxnk2X = kHxn   PnHxnk
2
X
=
+1Z
 1
(t)
 +1Z
 1
[eh(t; s)  P tneh(t; s)]xn(s) ds2dt 

+1Z
 1
(t)
+1Z
 1
1
(s)
jeh(t; s)  P tneh(t; s)j2ds  +1Z
 1
(s)jxn(s)j2ds dt 
 kxnk2;keh  P tnehk2;;1= = Etn(eh)2;;1=  kxnkX  Etn(h)2;;1=  kxnkX :
Последнее означает, что
"n  kK  KnkXn!X  E
t
n(h)2;;1= ! 0; n!1:
А тогда из леммы 1 вытекает утверждение теоремы 4.1. Теорема 4.2 следует из
свойств оператора Фурье (см. леммы 9 и 10).
Теоремы 4.3 и 4.4 доказываются аналогично, так как оператор метода подобла-
стей, согласно лемме 14, обладает такими же свойствами, что и оператор Фурье в
методе Галеркина.
Теоремы 4.5–4.8 могут быть доказаны так же, как и соответствующие теоремы
для случая уравнения Фредгольма (см. § 3). Однако следует отметить, что в ме-
тоде коллокации (точнее, во всех проекционных методах) оператор проектирования
на подпространство основного пространства не может быть введен под знак инте-
грального оператора, как это имело место в случае уравнения Фредгольма. Отсюда
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следуют и различия в доказательствах. Поэтому остановимся здесь лишь на доказа-
тельстве теоремы 4.5.
Покажем, что, в условиях теоремы 4.5, операторы K и Kn уравнений (4.17) и
(4.18) близки на подпространстве Xn. С этой целью возьмем произвольный элемент
xn 2 Xn и рассмотрим разность Kxn  Knxn. С учетом леммы 12 имеем
kKxn  KnxnkX = kHxn   PnHxnk  2
p
 En(Hxn)1: (4:19)
По теореме Джексона–Корнейчука (см., напр., в [28]) в пространстве C[ 1; 1] для
наилучших равномерных приближений справедливо неравенство
En(z)1  !(z;=(n+ 1)); z 2 C[ 1; 1];
где !(z; ) есть обычный модуль непрерывности функции z с шагом . Поэтому из
(4.19), используя неравенство Коши–Буняковского, получим неравенство
kKxn  KnxnkX  2
p
!(Hxn;=(n+ 1)) 
 2p
n
!t(h; =(n+ 1))1;2;1= + sup
 1t1 
0<=(n+1)
h t+Z
t
p
1  s2 jh(t; s)j2ds
io
 kxnk2; : (4:20)
Так как, по условию теоремы 4.5, функция h 2 C  L2;1=, то величина
sup
 1t1 
0<=(n+1)
h t+Z
t
p
1  s2 jh(t; s)j2ds
i
! 0; n!1:
Поэтому из последнего предельного соотношения и неравенства (4.20) вытекает, что
"n  kK  KnkXn!X ! 0; n!1:
Применяя лемму 1, получаем, что уравнение (4.18) и эквивалентная ему СЛАУ
(3.17), (4.13) однозначно разрешимы при всех натуральных n, для которых вели-
чина qn  "nkK 1k меньше 1. Более того, из той же леммы 1 следует, что операторы
K 1n ограничены по норме в совокупности.
Далее, для правых частей уравнений (4.17) и (4.18) имеем
n  ky   Pnyk2;  2
p
 En(y)1 ! 0; n!1;
что доказывает сходимость приближенных решений к точному в пространстве X.
Для доказательства оценки (4.14) воспользуемся следствием 2 к лемме 2. Учиты-
вая лемму 12, получим
kx   xnk2; 

1 + kK 1n kXn!Xn  kPnkC!L2;  kHkL2;!C

kx   Pnxk2; =
= O(kx   Pnxk2;) = O(En(x)1);
что и доказывает утверждение теоремы 4.5.
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§5. Сплайн–методы решения
интегральных уравнений
В этом параграфе вкратце рассмотрим вопросы обоснования сплайновых прямых
методов решения интегральных уравнений второго рода. Для определенности рас-
смотрим интегральное уравнение Фредгольма на стандартном промежутке [ 1; 1]:
Kx  x(t) +
+1Z
 1
h(t; s)x(s) ds = y(t);  1  t  1; (5:1)
где h(t; s) и y(t) – известные, а x(t) – искомая функции.
5.1. Метод подобластей. На сегменте [ 1; 1] выберем равномерную сетку узлов
tk =  1 + 2k
n
; k = 0; n: (5:2)
Приближенное решение уравнения (5.1) будем искать в виде сплайна нулевого
порядка на сетке (5.2):
xn(t) =
nX
k=1
ck  k(t);  k(t) = s
0
n;k(t); (5:3)
а его неизвестные коэффициенты fckg определим из условий
tjZ
tj 1
[(Kxn)(t)  y(t)] dt = 0; j = 1; n:
Ясно, что эти условия относительно коэффициентов fckg представляют СЛАУ вида
nX
k=1
kjck = yj; j = 1; n; (5:4)
где
kj = kj +
tjZ
tj 1
tkZ
tk 1
h(t; s) ds dt; yj =
tjZ
tj 1
y(t) dt: (5:5)
Для вычислительной схемы метода подобластей (5.1), (5.2), (5.4)–(5.5) имеют ме-
сто следующие результаты.
Теорема 5.1. Пусть выполнены условия:
1) y 2 Lp; 1  p  1 (L1  C);
2) ядро h 2 Lp  Lq, где q – сопряженное с p число;
3) уравнение (5.1) имеет единственное решение при любой правой части из Lp.
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Тогда СЛАУ (5.4)–(5.5) также имеет единственное решение fckg, хотя бы при
всех достаточно больших натуральных n. Приближенные решения xn(t), постро-
енные по формуле (5.3) при ck = ck; k = 0; n, сходятся к точному решению x(t)
уравнения (5.1) в пространстве Lp со скоростью, определяемой порядковыми соот-
ношениями:
kx   xnkLp = Of!(x
; 1=n)pg; (5:6)
kx   xnkLp = Of!(y; 1=n)p + !t(h; 1=n)p;qg; (5:6)
где !(z; )p есть интегральный модуль непрерывности функции z 2 Lp с шагом , а
!t(h; )p;q – частный интегральный модуль непрерывности функции h(t; s) 2 LpLq
по переменной t с шагом .
Следствие. Пусть функции y и h таковы, что решение x 2 Hp , где 0 <   1.
Тогда для погрешности приближенных решений верна порядковая оценка
kx   xnkLp = O(n
 ); 0 <   1:
Доказательство. Введем в рассмотрение пространство X = Lp с нормой
kxkp  kxkLp =
n +1Z
 1
jx(t)jpdt
o1=p
; x 2 Lp:
В этом пространстве уравнение (5.1) запишем в виде операторного уравнения
Kx  x+Hx = y (x; y 2 X); (5:7)
где оператор H задается формулой
(Hx)(t) =
+1Z
 1
h(t; s)x(s) ds:
В условиях теоремы оператор H : X  ! X вполне непрерывен, и поэтому оператор
K в пространстве X имеет ограниченный обратный.
Запишем теперь систему (5.4)–(5.5) в операторной форме. Для этого в простран-
стве X введем подпространства Xn сплайнов вида (5.3). Пусть U0n(z; t) есть сплайн
нулевого порядка, интерполирующий средние значения функции z 2 C[ 1; 1] на ча-
стичных промежутках [tk 1; tk].
Обозначив через Pn = U0n, нетрудно показать, что СЛАУ (4.4)–(4.5) эквивалентна
заданному в подпространстве Xn операторному уравнению
Knxn  xn + PnHxn = Pny (xn 2 Xn): (5:8)
Используя лемму 19, для правых частей уравнений (5.7) и (5.8) имеем
n  ky   Pnykp  21=p!(y; 2=n)p ! 0; n!1: (5:9)
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Покажем теперь близость операторов K и Kn на подпространстве Xn. С этой
целью возьмем произвольный элемент xn 2 Xn и оценим разность Kxn   Knxn.
Используя лемму 19 и неравенство Гельдера, последовательно находим
kKxn  KnxnkX = kHxn   PnHxnkp  21=p!(Hxn; 2=n)p 
 21=p!t(h; 2=n)p;q  kxnkp;
откуда следует, что
"n  kK  KnkXn!X  2
1=p!t(h; 2=n)p;q ! 0; n!1:
Остается воспользоваться леммой 1, чтобы получить утверждения теоремы 5.1.
Замечание. Утверждения теоремы 5.1 и ее следствия сохраняются, если вычис-
лительная схема метода подобластей строится на произвольной сетке узлов (1.16),
удовлетворяющей условию (1.17).
5.2. Метод коллокации. Приближенное решение уравнения (5.1) будем искать в
виде сплайна (5.3) с узлами (5.2), а неизвестные коэффициенты fckg определим из
условий
[Kxn   y](tj) = 0; j = 1; n: (5:10)
Условия (5.10) дают СЛАУ n–го порядка вида (5.4), где
kj = (K k)(tj); yj = y(tj): (5:11)
Для вычислительной схемы метода коллокации (5.1), (5.2), (5.4), (5.11) имеет
место
Теорема 5.2. Пусть выполнены условия:
1) y 2 C[ 1; 1];
2) ядро h 2 C[ 1; 1] L1;
3) однородное уравнение, соответствующее уравнению (5.1), имеет лишь нуле-
вое решение.
Тогда СЛАУ (5.4), (5.11) имеет единственное решение fckg, хотя бы при всех
достаточно больших натуральных n. Приближенные решения xn(t), построенные
по формуле (5.3) при ck = ck; k = 1; n, равномерно сходятся к точному решению
x(t) уравнения (5.1) со скоростью, определяемой любым из порядковых соотноше-
ний:
sup
t
jx(t)  xn(t)j = Of!(x; 1=n)1g; (5:12)
sup
t
jx(t)  xn(t)j = Of!(y; 1=n)1 + !t(h; 1=n)1;1g: (5:13)
Следствие 1. Если h(t; s) 2 C([ 1; 1]2), то скорость сходимости может быть
охарактеризована порядковым соотношением
sup
t
jx(t)  xn(t)j = Of!(y; 1=n)1 + !t(h; 1=n)1g:
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Следствие 2. Пусть функции y и h таковы, что решение x 2 H, где 0 <   1.
Тогда для погрешности приближенных решений верна порядковая оценка
sup
t
jx(t)  xn(t)j = O(n ); 0 <   1:
Доказательство. В пространстве X = M [ 1; 1] ограниченных и измеримых на
[ 1; 1] функций уравнение (5.1) запишем в виде операторного уравнения (5.7), где
оператор K, как и в методе подобластей, в пространстве X имеет ограниченный
обратный K 1.
Запишем систему (5.4), (5.11) в операторной форме. Для этого в пространстве X
введем подпространства Xn функций вида (5.2), и пусть S0n : X  ! Xn есть оператор
сплайн–интерполирования нулевого порядка. Тогда СЛАУ (5.4), (5.11) эквивалентна
заданному в подпространстве Xn операторному уравнению (5.8), где Pn = S0n.
Покажем однозначную разрешимость уравнения (5.8). С этой целью возьмем про-
извольный элемент xn 2 Xn и рассмотрим разность Kxn Knxn. Учитывая лемму 16,
имеем
kKxn  KnxnkX = kHxn   PnHxnk = kH[h  P Tn h]xnkM 
 kxnkM  kh  P Tn hk1;1  !t(h; 2=n)1;1  kxnkM :
Отсюда находим
"n  kK  KnkXn!X  !t(h; 2=n)1;1 ! 0; n!1:
Применяя лемму 1, получаем, что уравнение (5.8) и эквивалентная ему СЛАУ (5.4),
(5.11) однозначно разрешимы при всех натуральных n, для которых qn  "nkK 1k < 1.
Более того, из той же леммы 1 следует, что операторы K 1n ограничены по норме в
совокупности.
Далее, для правых частей уравнений (5.7) и (5.8) имеем
n  ky   PnykM  !(y; 2=n)1 ! 0; n!1;
что доказывает сходимость приближенных решений к точному в пространстве X со
скоростью
kx   xnk = O("n + n) = Of!(y; 1=n)1 + !t(h; 1=n)1;1g:
Для доказательства оценки (5.12) воспользуемся следствием 2 к лемме 2. Учиты-
вая лемму 16, получим
kx   xnkM 

1 + kK 1n kXn!Xn  kPnkC!M  kHkC!C

kx   PnxkM =
= O(kx   PnxkM ) = O(!(x; 1=n)1);
что и доказывает утверждение теоремы 5.2.
Будем теперь приближенное решение искать в виде сплайна первого порядка
xn(t) =
nX
k=0
ck'k(t); 'k(t) = s
1
n;k(t); (5:14)
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а неизвестные коэффициенты fckg определим из условий
(Kxn)(tj) = y(tj); j = 0; n:
Ясно, что эти условия относительно коэффициентов fckg дают СЛАУ вида
nX
k=0
kjck = y(tj); j = 0; n; kj = (K'k)(tj): (5:15)
Теорема 5.3. В условиях теоремы 5.2 СЛАУ (5.15) имеет единственное реше-
ние fckg при всех n, начиная хотя бы с некоторого. Приближенные решения xn(t),
построенные по формуле (5.14) при ck = ck, равномерно сходятся к точному реше-
нию x(t) со скоростью, определяемой любым из порядковых соотношений:
kx   xnk1 = OfE1n(x)1g; (5:16)
kx   xnk1 = OfE1n(y)1 + E1nt(h)1;1g; (5:17)
где E1n(z)1 есть наилучшее равномерное приближение функции z(t) сплайнами ви-
да (5.14), а E1nt(h)1;1 – частное наилучшее приближение функции h 2 C  L1 по
переменной t сплайнами вида (5.14).
Следствие. Пусть функции y и h (по переменной t) принадлежат классу Гель-
дера W rH, где r  0 – целое, 0 <   1. Тогда скорость сходимости приближенных
решений к точному может быть охарактеризована порядковым соотношением
kx   xnk1 = O(n r ); r  0; 0 <   1:
Отметим, что доказательство теоремы 5.3 аналогично доказательству теоремы
5.2. Поэтому приведем лишь основные отличия. За основное пространство берется
пространство C[ 1; 1], за подпространство Xn – множество функций вида (5.14), и
при доказательстве близости операторов и правых частей уравнений (5.7) и (5.8)
используется следствие 2 к лемме 16.
5.3. Метод механических квадратур. Для определенности вычислительную схему
метода механических квадратур построим на основе квадратурной формулы правых
прямоугольников по узлам (5.2):
+1Z
 1
z(s) ds  2
n
nX
k=1
z(tk); z 2 C[ 1; 1]: (5:18)
Заменим в левой части уравнения (5.1) интеграл по квадратурной формуле (5.18)
и потребуем, чтобы левая и правая части уравнения (5.1) после такой замены совпа-
дали в узлах (5.2). В результате относительно приближенных значений fck = xn(sk)g
решения уравнения (5.1) получим следующую СЛАУ:
cj +
2
n
nX
k=1
h(tj; tk) ck = y(tj); j = 1; n: (5:19)
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Если система (5.19) однозначно разрешима, то восстановить решение можно с помо-
щью интерполяционного сплайна нулевого порядка, построенного по узлам (5.2):
xn(t) =
nX
k=1
ck k(t): (5:20)
Для вычислительной схемы (5.1), (5.20), (5.19) имеет место
Теорема 5.4. Пусть выполнены условия:
1) y 2 C[ 1; 1]; h 2 C([ 1; 1]2);
2) уравнение, соответствующее уравнению (3.1), имеет лишь нулевое решение.
Тогда СЛАУ (5.19) имеет единственное решение fckg, хотя бы при всех нату-
ральных n, начиная с некоторого. Приближенные решения xn(t), построенные по
формуле (5.20) при ck = ck; k = 0; n, сходятся равномерно к точному решению x(t)
уравнения (5.1) со скоростью
kx   xnk1 = Of!(y; 1=n)1 + !t(h; 1=n)1 + !s(h; 1=n)1g: (5:21)
Следствие. Пусть функции y и h (по каждой из переменных равномерно отно-
сительно другой) принадлежат классу H, где 0 <   1. Тогда для погрешности
приближенных решений верна порядковая оценка
kx   xnk1 = O(n ); 0 <   1:
Доказательство. В пространстве X = M [ 1; 1] уравнение (5.1) запишем в виде
операторного уравнения (5.7), где
(Hx)(t)  (Hhx)(t) =
+1Z
 1
h(t; s)x(s) ds;
а оператор K, в условиях теоремы 5.4, в пространстве X имеет ограниченный обрат-
ный K 1.
Теперь запишем систему (5.19) в операторной форме. Для этого в пространстве X
введем подпространства Xn функций вида (5.3), и пусть S0n : X  ! Xn есть оператор
сплайн–интерполирования нулевого порядка. Тогда СЛАУ (5.19) будет эквивалентна
операторному уравнению
Knxn  xn + PnHP sn(hxn) = Pny (xn 2 Xn); (5:22)
где Pn = S0n.
Поэтому достаточно показать однозначную разрешимость уравнения (5.22). С
этой целью возьмем произвольный элемент xn 2 Xn и рассмотрим разность Kxn  
Knxn. С учетом неравенства треугольника для нормы, имеем
kKxn  Knxnk = kHxn   PnHP sn(hxn)k 
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 kHxn   PnHxnk+ kPnHxn   PnHP sn(hxn)k  I1 + I2: (5:23)
Первое слагаемое в (5.23) оценивается так же, как и в методе коллокации:
I1 = kH[h  P tnh]xnk1  2!t(h; 2=n)1kxnkX : (5:24)
Для оценки второго слагаемого I2 воспользуемся тем фактом, что
HP sn(hxn) = H(P
s
nh)xn:
Поэтому для I2, с учетом леммы 16, последовательно находим
I2 = kPnHxn   PnHP sn(hxn)k1  kHxn  HP sn(hxn)k1 =
= kH(h  P snh)xnk1  kh  P snhk1;1  kxnk1  2!s(h; 2=n)1  kxnkX : (5:25)
Из (5.23)–(5.25) находим
"n  kK  KnkXn!X  2f!t(h; 2=n)1 + !s(h; 2=n)1g ! 0; n!1;
что влечет за собой однозначную разрешимость уравнения (5.22), хотя бы для доста-
точно больших n, а следовательно, и СЛАУ (5.19), при этом kK 1n kXn!Xn = O(1); n!1. Остается заметить, что
n  ky   Pnyk1  !(y; 2=n)1 ! 0; n!1;
чтобы получить утверждение теоремы и ее следствия.
Замечания. 1. Аналогичные утверждения можно получить для метода меха-
нических квадратур, построенного на основе квадратурной формулы трапеций, при
этом скорость сходимости может достигать по порядку величины n 2.
2. Сплайн–методы обладают, как хорошо известно, свойством насыщаемости. По-
этому прямые методы, основанные на сплайн–аппроксимации функций, целесообраз-
но применять лишь в случае недостаточной гладкости данных функций y(t) и h(t; s).
3. Для интегрального уравнения Вольтерра второго рода особых трудностей в
обосновании сплайн–методов, как правило, не возникает. Тем не менее, следует от-
метить, что оператор сплайн–проектирования основного пространства X в подпро-
странство Xn здесь по–прежнему нельзя внести под знак интегрального оператора
(см., напр., обоснование полиномиального метода коллокации в § 4).
В заключение отметим, что в пособии нами рассмотрены лишь вопросы обосно-
вания прямых методов решения интегральных уравнений Фредгольма и Вольтер-
ра второго рода с достаточно "хорошими"ядрами, в частности, с так называемы-
ми фредгольмовыми ядрами. Тем не менее некоторые теоремы, сформулированные
в терминах полной непрерывности интегрального оператора, позволяют получить
обоснование соответствующего прямого метода и для некоторых других классов ин-
тегральных уравнений (см., напр., соответствующие результаты из [32], касающиеся
полной непрерывности интегральных операторов со слабо сингулярными ядрами).
Кроме того, мы не рассматривали случай, когда интегральный оператор, задаваемый
интегралом в левой части уравнения, не обязательно является вполне непрерывным
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в рассматриваемом пространстве, но является малым по норме. В связи с этим отме-
тим, что для большинства исследованных нами прямых методов сформулированные
выше результаты сохраняются и, более того, усиливаются. В частности, удается до-
казать однозначную разрешимость соответствующей СЛАУ при любых натуральных
n. И, наконец, в пособии мы вообще не затрагивали вопросов устойчивости и обу-
словленности прямых методов (по этому поводу см., напр., в [9, 11, 12, 2]). Однако
заметим, что при выполнении условий леммы 1 из хорошей обусловленности исходно-
го уравнения, как правило, вытекает хорошая обусловленность аппроксимирующих
уравнений, а также устойчивость исследуемого прямого метода.
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