An approximate reasoning system: Design and implementation  by Zili, Zhang
An Approximate Reasoning 
System: Design and 
Implementation 
Zhang Zili 
Southwest Normal University, Chongqing, China 
ABSTRACT 
In recent years, many papers discussing the problems of approximate r asoning based 
on fuzzy logic appeared, but only a few were involved in practical implementation. I  
this paper, an approximate reasoning system (ARS) is described. Some problems, such 
as memory conflict resolution in the implementing process, are detailed. Approaches for 
improving the inference speed of approximate r asoning are also discussed. 
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1. INTRODUCTION 
In the process of building expert systems, the knowledge acquisition 
from domain experts is usually uncertain or inexact. In order to deal with 
the uncertainty (especially the fuzziness) of the knowledge in the knowl- 
edge base more efficiently, L. A. Zadeh [1] developed a theory of approxi- 
mate reasoning (AR) based on fuzzy logic. Because of the existence of the 
partial matching problem in the AR model, there are more firable rules at 
the same time compared to the exact reasoning models. This means that 
the matching and conflict resolution problems in AR systems are much 
more difficult than those in exact reasoning systems. 
In recent years, many papers discussing the problems of approximate 
reasoning based on fuzzy logic appeared. But only a few were involved in 
the practical implementation. I  view of this situation, the author has 
implemented an approximate r asoning system--ARS. 
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ARS is essentially a rule-based system. The execution of rules also 
follows the recognition-action cycles. But the RETE-matching algorithm 
[2] and the conflict resolution strategies used in exact production systems 
are no longer suitable for approximate r asoning systems. The purpose of 
this paper is to discuss the matching and conflict resolution problems in 
the AR model, and the ways to improve the performance of ARS. 
The rest of the paper is organized as follows: Section 2 gives a brief 
introduction of AR theory. Section 3 presents the architecture of ARS. 
Section 4 describes the principal functions of ARS and discusses ome 
implementing problems. And finally, section 5 is the concluding remark. 
2. A BRIEF INTRODUCTION OF AR THEORY 
The theory of AR provides a mechanism for reasoning with information 
that is imprecise, nonspecific and fuzzy. The theory translates the linguistic 
statements into possibility distributions and then manipulates these possi- 
bility distributions using the projection principle, extension principle and 
generalized modus ponens etc. to obtain results. 
In the AR model, the knowledge in the knowledge base is presented 
by IF-THEN rules in canonical forms. The propositions in a typical 
knowledge base may be divided into four principal categories [3]: (1) An 
unconditional, unqualified proposition; (2) An unconditional, qualified 
proposition; (3) A conditional, unqualified proposition; (4) A conditional, 
qualified proposition. Currently, only classes (1) and (3) are used in ARS 
(the relational or joint propositional statements of class (1) are permitted.) 
Their canonical forms are 
and 
X is A ...(2-1) 
I FX  1 is A 1 and..,  and X n is A n 
THEN Y is B (n > = 1) ... (2-2) 
respectively. 
Where X, X i, and Y are variables taking values in some universe of 
discourse V, V/, and U, A, Ai, and B are fuzzy subsets. 
(2-1) induced a possibility distribution 
II~ = A(v ) ,  v ~ V. 
(2-2) can be expressed as the proposition 
(X l ,  X 2 . . . .  , X n, Y) is D, 
where D is a fuzzy subset of V 1 x V 2 x -.. x V~ x U. 
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A number of possible forms exist for representation D. Two of the more 
commonly used are 
D(x 1 . . . . .  x n, y) = max[A' l (xl) , . . . ,  A',(x,,), B(y)] 
D(x1,...,x,,y) = [1 /X (1 - (min / [A / (x / ) ] )  + B(Y))I(A = min). 
In ARS, the second form is adopted. 
If we have a rule such as (2-2), and we have known some pieces of data 
X 1 is C 1 
X 2 is C 2 
... (known facts) 
X, isC~ 
According to the compositional rule of inference, we can obtain the 
inferred result "Y is E", where 
E(y) = max{minj[C~(xi]/x (1 - minj[A/(x)] - B(y))}. 
Suppose there are a collection of rules in knowledge base, 
IF X 1 is All and. . ,  and X, is A1, THEN Y is B 1, 
, . .  
IF X 1 is Aml and. . ,  and X, is A,,,  THEN Y is B,,. 
And we have known that 
X 1 is C1, 
X 2 is C 2 , 
X, is C n- 
For such cases, we can use the interpolation technique to compute the 
results. 
First, we compute for each pair (Aii, C i) the degree of consistency. The 
degree of consistency, 7ij, is defined as 
'Yij = max {min[ Aij(Xj) , Cj(xj)] }. 
Next, we compute the overall degree of consistency, %, of the input 
n-tuple (C1, C2 . . . . .  Cn) 
% = 7~1 A Y~2 A ... A 7g,(A = min). 
318 Zhang Zili 
Then we may fire the rule with the smallest % or employ Yi as 
a weighting coefficient. In the latter case, the inferred results can be 
combined as followed. 
Y= Yl A B1 + "'" +Tin A Bm,  
in which + denotes the union, and Y i /x  B i is a fuzzy set defined by 
['gi A B i ] (y )  = "Yi A B i (Y ) ,  i = 1 . . . .  , m.  
3. THE ARCHITECTURE OF ARS 
A 1990 paper [4] discussed an experimental system that can perform 
approximate r asoning. In that system, the sequential rule firing mode was 
adopted, and an approach that is similar to the interpolation i troduced in 
Section 2 was used to select he firable rules to execute. When the number 
of rules in a knowledge base is small, that experimental system may work 
well. But if the number is relatively large, the performance becomes very 
poor. This article is partly based on the 1990 paper, but many improve- 
ments are made to improve the performance. The architecture of ARS is 
shown in Figure 1. 
The interface module provides an easy way to operate for the users; the 
inference operation module is used to do the numeric computing in 
the inference process. And the conclusion display module is employed to 
display the inferred results. The interpreter is the control center of the 
system. 
4. DESCRIPTION AND DISCUSSION 
4.1. The Work Process of ARS 
When the system is started up, the interpreter examines the working DB 
first, inquires if the user has any more known facts to add, and creates a 
set DBSET that consists of all the variables in the known facts. Then the 
interpreter scans the CFB to check the rules (in canonical form) one by 
one and accomplishes the following: (1) Deciding whether the membership 
functions of the relevant fuzzy subsets are in MFB or not. If not, ask the 
user to input and store them in MFB; (2) Asking the user to input the 
linguistic values to constitute the SVB. If the user doesn't input the values, 
the interpreter will call the vocabulary auto-generating module to gener- 
ate some standard vocabularies. Let "WORD" be the linguistic value in 
the conclusion-part of the rule, the generated vocabularies include not- 
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Figure 1. The architecture of ARS. 
Key: 
KB--knowledge base, used to store facts and rules described in limited natural anguage; 
CFB--canonical form base, used to store the canonical forms of rules corresponding to
those in KB; 
DB--working database, used to store the canonical forms of known facts, its function is 
similar to that of the working memory in OPS5; 
MFB--membership function base, used to store the membership functions (or possibility 
distribution functions) of fuzzy subsets (or variables) in canonical forms; 
SVB--standard vocabulary base, used to store the linguistic values of the linguistic 
variables. 
WORD, very-WORD and morl-WORD (morl: more or less); (3) Con- 
structing a set VSETi (i is the rule number of a rule in CFB) which 
contains the variables in the antecedent part of the scanned rule i. 
After performing the above pre-processing, the interpreter turns to 
decide which rules are firable. Then all the firable rules are fired in effect 
concurrently--and ot in a particular order--and tagged. The problem of 
whether the inferred results are appended to the working DB or not is left 
for the truth maintenance or action procedure. 
4.2. The Determinat ion of  Firable Rules 
What does the word "firable" mean? It has different meaning in 
different systems. In OPS5, for instance, a "firable" rule is one which has 
its LHS satisfied. An LHS is satisfied when (1) Every pattern that is not 
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preceded by--matches a working memory element, and (2) No pattern 
that is preceded by--matches a working memory element. 
In ARS, a rule is firable if all the variables in its antecedent part have 
values in working DB, i.e., if VSET/c DBSET holds, we say rule i is 
firable. For instance, if we have a rule "IF X is A THEN Y is B" and a 
known fact "X is C" in working DB, we say this rule is firable no matter 
what the degree of consistency of the pair (A, C) is. With this observation 
in mind, the process of deciding which rules are firable becomes very 
simple: We only need to judge whether the relationship VSET,. c DBSET 
holds or not. 
4.3. Concurrent Firing 
In production systems with exact reasoning such as OPS5, if there are 
several rules that have their antecedents satisfied simultaneously, we can 
choose one rule to be fired according to some conflict resolution strategy. 
In approximate r asoning systems, we may also use a similar strategy such 
as "the most specific first" to deal with this problem. Because there are 
more firable rules at the same time in AR systems than those in exact 
reasoning systems, the conflict resolution problem becomes very complex, 
and the system overhead is nearly intolerable. 
In our system, a concurrent firing mode is adopted. The actual firing of a 
rule is performed by calling the inference operation module to compute 
the possibility distribution function of the variable in the conclusion part 
of a rule. Whether the inferred values appended to working DB are 
delayed until the values of the conclusion variables in all firable rules have 
been computed is determined by the "Truth Maintenance" of the system. 
Because a concurrent firing algorithm is used in ARS, all firable rules 
are fired and can be fired in any order; there's no need for backtracing. 
The system overhead is reduced, and no rule conflict resolution algorithm 
is necessary. In order to speed up the information retrieving, we also let 
the CFB, MFB, etc. be indexed. 
4.4. Truth Maintenance 
In systems using sequential firing mode, we must solve the conflict 
resolution problem of rules. In concurrent firing systems, we have to face a 
new problem called memory conflict. So we need a fuzzy truth mainte- 
nance subsystem. The rule firing graph of this system is shown in Figure 2, 
which is similar to that of FLOPS [5]. 
If the inferred value of a conclusion variable is not "unknown," and the 
variable isn't contained in DBSET, moreover, the variable appears only 
once in this round of rule firing, the interpreter will append the conclusion 
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Figure 2. Rule-firing raph. 
Key: 
(Sn), the nodes, represent s ates of working DB; 
rn, the arcs, representing firing of instances of rules. 
to working DB. If more than one firable rule has as its consequence the 
modification of the same variable, memory conflict must be mediated. 
Such conflicts are resolved by weak fuzzy monotonic logic in FLOPS. In 
ARS, we solve the memory conflict problems in the following way. 
Assume we have a rule with "Y is G" as its conclusion part fired, and 
the inferred value is "Y is F." 
First, we compute the relative sigma-count (denote by ECount (F /G))  
[21, 
Y, Count (F /G)  = ECount(F n G)/Yi, Count(G), 
where ECount(G)= Yi, iG(xi). F n G, the intersection of F and G, is 
defined by F n G(x,) = F(x i) A G(xi), x i ~ X. 
Thus in terms of the membership functions of F and G, the relative 
sigma-count of F in G is given by 
"ZCount(F/G) = (Y-,iF(xi) A G(xi)) /Y,  iG(xi), 
which can be interpreted as the proportion of elements of F that are in G. 
Then we permit replacement if the new relative sigma-count is greater 
than or equal to the old one. 
4.5. Implementation Description 
This system is principally coded with Turbo Prolog language on a 386 
computer (The CPU is i386). Because of the heavy numerical computation 
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in the inference operation module, a specially designed C function (sub- 
routine) that can be called in the Prolog program is employed to perform 
this work. 
Rules and known facts in canonical forms are stored in CFB and 
working DB respectively. The membership functions of fuzzy subsets or 
the consistency functions of standard vocabularies stored in MFB or SVB 
are represented by the Prolog database predicates. The variable sets 
obtained in the pre-processing are represented by the Prolog data struc- 
ture list. The determination f firable rules is accomplished by calling the 
predicate "contain (VSET, DBSET)." For the sake of demonstration, the 
definition of the predicate contain is given below. 
contain ([ ], _). 
contain ([HAIHT], B ) : -  member (HA, B ), contain (HT , B ). 
member ( X, [X[_]). 
member ( X, [_ITB]):- member ( X,  TB ). 
The operation of adding (or deleting) the inferred results to MFB and 
working DB is accomplished by the Prolog built-in predicates assertz and 
retract respectively. To append the variable names of the inferred conclu- 
sions, we use the predicate "append(Listl, List2, List3)," where Listl con- 
tains only one element (the variable name of the inferred conclusion). 
List2 is the old DBSET. Suppose the inferred conclusion is "Y is G" and 
DBSET = [Y1,Y2,Y3], then we have Listl = [Y], List2 = [Y1, Y2, Y3] 
and List3 = [Y1, Y2, Y3, Y]. 
If we want to infer a conclusion, say, the possibility distribution function 
of some variable Y, how do we know the conclusion has been reached? 
When the system is being started and in the end of every round of rule 
firing, we call the predicate member(Y, DBSET). Once the predicate has 
returned successfully in some round, it indicates the conclusion we need 
has been inferred. Otherwise, it indicates that the system can't reach the 
conclusion from the given facts. In both cases, the interpreter will halt. 
4.6. Other Functions of ARS 
After the possibility distribution functions of conclusion variables have 
been obtained by the inference operation, the system can display the 
conclusion in three ways: Display the curves of the possibility distribution 
functions on CRT and the corresponding numerical values; Describe 
the conclusion in limited natural anguage (please refer to the example 
followed). 
The natural anguage description of the conclusion is realized by com- 
puting the degree of consistency (or distance) between the possibility 
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distribution function of the conclusion variable and the consistency func- 
tions of standard vocabularies in SVB. This process is similar to the 
interpolation. 
Generally, suppose there are q standard vocabularies {A 1 . . . . .  Aq} in 
SVB that are relevant o the conclusion. The inferred value is R. The 
distance between R and A i, d/, is defined as 
di = IIR - AiII, i = 1 . . . . .  q. 
If IIR - Atoll = min d~, then we use  A m to describe the inferred conclu- 
sion approximately. Here, there exist several kinds of interpretations of the 
"distance." Listed below are some examples. 
(1) d~ = II-I R - I-l.4i[; 
(2) d 2 = max {min [R(xj), Ai(xj)]}; and 
(3) d 3 = (Ej[R(xj), Ai(xj)]2) 1/2, In ARS, we use (1) and (3) to compute 
the distances. 
In addition to what we have described, this system can display the 
inference process graphically when interpreting the inferred conclusion or 
debugging by using the concept of knowledge tree [6, 7] and the ICON 
theory [8]. This makes the interface of our system more friendly. 
In ARS, we also adopt the symbols used by Yager when constructing 
knowledge trees, but omit the evaluation procedure. We use the following 
three types of nodes or ICONs to display the inference process. 
(1) A triangle ICON, zx (the image part of the ICON), used to indicate 
a variable whose value is to be found (the meaning part of the 
ICON); 
(2) A rectangle ICON, D, used to indicate a known facts such as "X 1 
is C1"; 
(3) A circle ICON, O, used to indicate a rule. 
EXAMPLE: ARS is now used to build expert systems in fire destruction 
estimation and the trace element analysis of human body. Here, we just 
give a simple example to demonstrate he procedure. 
When a fire occurs, the destruction has a close relationship with the 
response time taken to extinguish it. 
Let Pl: If the response is rapid, then the destruction is small. 
Canonical form: c f (p l )=  IF X is A THEN Y is B, where X = 
TIME (response), A = RAPID, RAPID is a fuzzy subset of [0, ~); Y = 
DESTRUCTION (fire), B = SMALL, SMALL is a fuzzy subset of [0, 1]. 
(The destruction is described by percentage; for example, the destruction 
is 5%, 10% etc.) 
Now if we have known P2: The response time is very rapid or more- 
or-less rapid etc. ( c f (p2)=X is C) How much is the destruction, 
respectively? 
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Assume that Pa, P2 and cf(pl), cf(P2) are in KB and CFB respectively. 
By processing the CFB, it is needed to ask the users to input the 
membership functions A(x), B(x), and C(x) of fuzzy subsets A, B, and C. 
Here we take the values of A(x), B(x), and C(x) at 11 sample points, and 
don't care about the concrete values at the sample points. The member- 
ship functions given below are in the form of Prolog database predicates. 
relation ("rapid," [1, 0.67, 0.33, 0, 0, 0, 0, 0, 0, 0, 0]) 
relation ("very rapid," [1, 0.45, 0.11, 0, 0, 0, 0, 0, 0, 0, 0]) 
relation ("unknown," [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]) 
Meanwhile, the linguistic values that the linguistic variables take are 
also needed to construct the SVB. In our example, SVB is composed of the 
linguistic values that the variable DESTRUCTION (fire) takes: {very large, 
large, morl large, medium, morl small, small . . . .  }. 
The consistency functions of the linguistic values in SVB are also 
described by Prolog database facts: 
sv ("small," [1, 0.67, 0.33, 0, 0, 0, 0, 0, 0, 0, 0]) 
sv ("large," [0, 0, 0, 0, 0, 0, 0.2, 0.4, 0.6, 0,8, 1]) 
According to the compositional rules of inference introduced in section 
2, we can get the conclusion "Y is F," where 
F(y) = max,, {C(x) /x [1 - A(x) + B(y)]}. 
if we knew that C(x) = IIve~y rapid (the distances are computed by formula 
(2)), the inferred results are as follows: 
input value standard vocabulary average distance 
very rapid small 0.25 
very rapid very small 0.29 
very rapid morl small 0.27 
very rapid not small 0.63 
very rapid medium 0.41 
. . ,  
very rapid large 0.43 
The standard vocabulary that has a minimal distance is "small." Thus 
the inferred conclusion is (displaying in three ways): 
(1) Displaying the possibility distribution function curve (omitted); 
(2) Displaying the numeric value 
Y = [1, 0.67, 0.45, 0.33, 0.33, 0.33, 0.33, 0.33, 0.33, 0.33, 0.331; 
(3) The natural anguage description of the conclusion: 
"The destruction is small." 
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Figure 3. A knowledge tree. 
If we use formula (3) to calculate the distance, the inferred results are: 
Input value Standard vocabulary Average distance 
very rapid small 0.086 
very rapid very small 0.092 
very rapid morl small 0.087 
very rapid medium 0.146 
, . .  
very rapid unknown 0.182 
Choosing the standard vocabulary that has minimum distance, we also 
reach the conclusion that the destruction is small. 
For this simple example, if you ask the system to interpret he inferred 
conclusion, this system will display the inference procedure as in Figure 3. 
5. CONCLUDING REMARK 
We have described an approximate r asoning system in which rules are 
represented in canonical forms. The concurrent firing of rules, the memory 
conflict resolution, and some other relevant problems are detailed. 
To use ARS, the user must input the rules in limited natural anguage as 
well as their canonical forms. This isn't in favor of practical applications; 
it's the next step to implement the automatic translation of propositions in 
limited natural anguage into canonical forms by employing the test-score 
semantics [9]. The function of the graphic display of the inference process 
also needs to be enhanced. 
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