Chemical carcinogenicity is an important subject in health and environmental sciences, and a reliable method is expected to identify characteristic factors for carcinogenicity. Predictive toxicology challenge 2000-2001 has provided the opportunity for various data mining methods to evaluate their performances. The cascade model, a data mining method developed by the author, has the capability to mine local correlations from a data set consisting of many explanation variables. The current paper explores the effectiveness of the method to the problem of chemical carcinogenicity.
INTRODUCTION
The importance of SAR (structure activity relationship) study between chemical structures and biological activity is well established. The early stages of studies used statistical techniques, and concentrated on the establishment of quantitative structure activity relationships among compounds sharing a common skeleton. However, it is a natural demand to treat a variety of structures together, and to recognize characteristic substructures responsible for a biological activity. Recent innovation in high throughput screening technology resulted in vast amount of SAR data, and the demand for a new data mining technology is increasing to facilitate the drug development process.
Early research in this direction includes CASE system that extracts linear substructures from a set of molecules and examines a correlation with a biological activity (Klopman 1984 (Klopman , 1992 , CLUSMOL that performs conceptual clustering based on graph structures (Okada & Wipke, 1989) , and DNET that arranges compounds using partial order among chemical graphs (Okada, 1993) .
The trend of research at the end of the 20 th century can be seen at the symposium on predictive toxicology of chemicals (AAAI, 1999) . The used methods contained decision trees, neural net as well as statistics. But, the most interesting results were obtained by ILP (inductive logic programming) (King et al., 1996 Srinivasan et al. 1997; Bryant, 1997; Srinivasan & King, 1999) . Later, an ILP method was proposed that employs level wise expansion of lattice like the association rule mining (Dehaspe et al., 1998) . Apriori based graph mining is not based on ILP, but the essential way of approach is similar (Inokuchi et al., 2000 (Inokuchi et al., , 2001 . All these modern methods represent chemical graphs as they are. However, there have appeared some new methods that express graphs by a large number of linear substructures contained (Okada, 2000c (Okada, , 2001 Kramer et al. 2001b) . They employ the association rule or the cascade model to overcome the difficulty of numerous explanation variables.
PTC (predictive toxicology challenge) 2000-2001 workshop was devised for further development of carcinogenicity models based on chemical structures and properties (Helma et al., 2001) . Carcinogenicities of 417 chemicals were examined for female/male mice/rats by (NTP, 2001) , and they are presented by the workshop committee. Seven chemical descriptor sets were also provided. Participants to the model construction were required to submit results of the prediction of 185 compounds test set, of which carcinogenicity had been examined by FDA (Contrera et al., 1997) . But their toxicities were concealed to the participants. The predictions were evaluated using the ROC analysis by the workshop committee. The model proposed by the author was ranked high in its predictability and also in its friendliness to toxicologists. This paper describes the application results of the cascade model to the PTC problem. The next section gives a brief introduction of the model. The computation procedure for the challenge problem, results of prediction and their evaluation are given in the succeeding sections. However, accurate classifications are not the principal aim of this paper. Rules by the cascade model do not aim at accurate classifications, but they provide interesting viewpoints to analyze the data. We give interpretations of some rules derived from mice data.
METHODS
The cascade model was originally proposed by the author (Okada, 2000a where the added item [B: n] is the main condition of the rule, and the items on the upper end of the link ( [A: y] ) are considered as preconditions. We can put any number of items in the RHS of a rule, when their distributions show a strong interaction with the main condition.
In order to evaluate the strength of a rule, the within-group sum of squares (WSS) and between-groups sum of squares (BSS) are defined by the following formulae (Gini, 1912; Okada, 1999a) ,
where i designates an attribute; the superscripts U and L indicate the upper and lower nodes, respectively; n shows the number of supporting cases of a node; and p i (a) is the probability of obtaining the value a for attribute i. The BSS takes a large value when the cases at the lower node show exceptional distribution compared to that of the upper node. Then, we can set our focus to the main condition part.
The formulation of the model was extended to cover the mining of classification rules and characteristic rules in a unified framework (Okada, 1999b) . When we employ a mining method using the lattice expansion, there always appears the problem of combinatorial explosion in the number of nodes. A new pruning criterion opened a way to cope with this difficulty (Okada, 2000b ). The cascade model was implemented as DISCAS, and it has already shown the capability of mining from data sets with numerous explanation attributes (Okada & Oyama, 2000c; Okada 2001) .
RESULTS AND DISCUSSION

Computation by DISCAS
We need to provide an itemset expression of a molecular structure. The itemset does not need to restore the structural formula. However, an expert needs to understand the meaning of items. We searched descriptors that are close to our earlier studies and employed all linear fragments in four class_blind_0.10_fragment_table's (Kramer, 2001a) . These tables do not contain compounds classified as "equivocal" or "inadequate study". The number of fragments is categorized to y (presence) and n (absence). Also included are 9 physicochemical properties given by (Reijmers, 2001 ).
Their names and categorization thresholds are CLOGP (0 4), FLEX (0.05 0.25 0.50), VOLUME (150 300), SURF_AREA (150 300), HBD (0 2), HBA (0 2), LUMO (-0.15 -0.10 -0.05), HOMO (-0.25 -0.20) and Dipole (2 4). We select them, because they are easy to understand. Categorizations are simply done by the visual inspection of histograms.
Four datasets for male/female rat/mouse were analyzed by DISCAS software (version 2.1), where the pruning conditions were set to minsup = 0.01 and thres = 0.1; their meanings are in (Okada, 2000b) . DISCAS generated a lattice containing 40000 to 60000 nodes after 7 to 12 minutes using a PC with 450MHz Pentium III. A link was selected as a rule candidate if its BSS is larger than 1.7 (0.5% of cases). The rule selection process chose 134 -919 candidate links, and they were represented as three rule sets with 10 to 30 rules.
A sample rule and its interpretation
The strongest rule, the first rule in the first rule set, has the following expression in the application to the male mouse data, We can recognize the characteristic increase of positive compounds in the solid box compared to those in the dotted box. This kind of visualization is effective to understand the nature of the distribution, and to detect nonsense rules coming from accidental shift of distributions.
DISCAS can write optional RHS terms upon requests. That is, it denotes an attribute value pair if it has a high correlation to the main condition. The absence of O can be inferred directly from the absence of HBA. But, the low HOMO and the presence of C-C-Cl are also highly correlated with the main condition as shown by Figure 1 (B) and (C). Let us inspect 19 compounds that satisfy the main condition. 4 compounds without C-C-Cl are two butadiene and two 1,2-dibromoethane. 5 compounds with medium HOMO level consist of two chloroalkenes, two butadiene, and 1,3,5,8,10-pentachlorododecane. All other compounds are chloroalkanes, and one negative exception is 1-chlorobutane.
In conclusion, this rule can be interpreted as "Highly flexible molecules are carcinogenic, if they have no hydrogen bond acceptors among halogenated alkanes and alkenes. Most of the active compounds have a lower HOMO level." Another interesting point is that this rule shows high predictability to the female mouse data. The distribution is 15 positives, 1 negative, 1 equivocal and 2 inadequate studies. However, the number of positives decreases to 9 in male and female rats. Table 1 shows rules with BSS >3.0. Prefixes to the "No" column show species, male and female mouse. We could find no such strong rules in the rat data. When two rules apparently have a similar meaning like a difference in conditions [C-c:c:c: n] and [C-c:c: n], only one of them is shown. When plural rules share the same main condition in an application to a data set, weaker rules are shown as comments to the strongest rule. Smiles notation is used to denote a fragment substructure, and then "C-c:c:c" means an alkyl carbon attached to an aromatic ring. We think that this expression is convenient to develop hypotheses. Here, we add some comments to the rules from male mouse data. First, we examine three weaker rules grouped with MM1. At first glance they have a wider range of application than the main rule, and seem to be useful. But, all 19 compounds at the RHS of the main rule are also contained in the RHS of these rules, and the numbers of positives and negatives in the rest of compounds are nearly equal. Therefore, these weaker rules are judged to be just derivatives of the main rule.
Strong rules and their interpretations
The expression of MM2 rule is completely different from that of MM1. However, 15 compounds are covered by the RHS of MM1 among 44 compounds at the RHS of this rule. As the distribution for the rest of compounds is pos:16/neg:13, and therefore this rule is also judged to be not interesting.
MM3 rule indicates that the carcinogenicity of chlorinated compounds are restricted by a large dipole moment. The scatter plot is shown in Figure 2 , where the dotted square indicates 14 compounds at the RHS. Structure of one positive exception is shown above the plot. Though its dipole was estimated to be high, its effective dipole might be lower at the time of biological interaction. FM1 rule denotes that the nonaromatic compounds become carcinogenic, if they contain no hydrogen bond acceptor. Since nonaromatics are often flexible, its meaning is essentially the same as that of MM1. The interpretation of FM2 rule is difficult as its preconditions are the absence of c:c:c-N and O. Its main condition has correlations with the presence of CN or S and higher LogP values, but we cannot get a clear hypothesis. FM3 rule is also difficult to interpret. The distribution pattern using HBA and C-O for nonaromatics is considerably random, and this rule might be an accidental occurrence. The meaning of FM4 rule seems to be similar to that of MM3.
Prediction
Rule conversion for prediction
Rules by the cascade model do not intend to give high classification accuracy. In fact, a rule is interesting if the positive ratio decreases from 0.9 to 0.5, but it does not work in the classification task. However, some rules possess enough accuracy to be used for classification. For example, the strongest rule in the former section can be converted to the following form, Here, all preconditions constitute a part of the main condition. BSS(root) is the BSS value when we employ the root node, suppoted by all compounds, as the upper node of a rule. These converted rules are used to construct models for the prediction of FDA test set. 
Manual prediction in the workshop submission
The BSS(root) criterion is used to select the most powerful rule giving a positive classification among the output rules by DISCAS. Its predictions to the test set were recorded. We successively apply the next powerful rule until the number of rules reaches 5. However, if a rule finds no new applicable test compound, we skip it and add a rule with the next highest BSS(root) value. The same procedure was applied to the negative class, too. Sometimes, rules give contradictory classifications to a test compound. If the numbers of positive and negative classifications are the same, "equivocal" was given as the classified result. Otherwise, we usually decide the classification by majority vote, but "equivocal" was assigned when both rules show high confidences. If we can find no rules applicable for a test compound, "?" was assigned.
Workshop committee evaluated the submitted predictions by the ROC method. Two of our models, female rats and male rats, are on the convex-hull of the ROC curves and are selected among the locally best classifiers. Tables 2 and 3 on the previous page show the selected rules in female and male rat models, respectively. They include rules without applicable instances in the FDA data. We do not discuss the individual rule in these tables as the interpretation should be based on the original rule expression given by the cascade model. The discussion on the accuracy and predictability is given below.
Evaluation of classification results
We implement facilities of the cross validation for the training set and the automatic classification for the test set after the workshop. The method of prediction used in the previous section is inadequate for automatic processing. So, we selected 10 converted rules using the BSS(root) criterion for positive and negative classes. The lowest accuracy of the rule was set to 0.65. A majority vote is used when there appear conflicting rules. "?" is assigned in case of a tie and when there are no applicable rules. Table 4 shows the results of accuracy, coverage, true/false positive rates for the ROC analysis and true/false positive/negative counts. It includes the results of 10-fold cross validation for the training set, the automatic classification for the test set and the manual classification in the workshop submission. The number of compounds in FDA test data is 184, as one compound cannot be matched to the descriptor table. The supplementary information provides ROC curves of these results along with the list of used rules and classification results of all compounds. The quality of automatic classifications is generally lower than that of the workshop submission, especially in accuracy and coverage. The reason comes from weak rules depicted in Table 1 . That is, those subsidiary rules have confused the process of majority vote. The female rat prediction has improved and it is on the convex hull of the ROC curve, but the male rat prediction has lost its position.
The most interesting aspect of this result is that the quality of the cross validation is very low for female rats despite its high predictability to the test set. It shows that a rule derived by the cascade model can find a gold mine on occasions even when the evaluation in the training set is low. Accuracy and predictability change when we alter the number (5, 10, 15, 20) of and the lowest accuracy (0.5, 0.65, 0.7) of employed rules. However, the general tendency mentioned above holds all over these parameter changes.
CONCLUSION
The cascade model has provided fruitful suggestions to recognize the characteristics of chemical carcinogens for male and female mice. It is probable that rules with lower BSS values give us starting points for further toxicological study. In fact, high predictability for the female rat data suggests the existence of valuable rules that are not interpreted in this paper. More detailed interpretation might be possible if we incorporate more descriptors like 3D arrangements of atoms or linear fragment expressions with explicit hydrogen.
The improvement in prediction accuracy is also probable. The current scheme of rule selection uses a filtering of rules based on BSS values at the first step. Usage of BSS(root) values may lead to more predictable rules. Another point is to implement the metalevel knowledge used in manual classifications. Treatment of conflicting rules is also a subject.
Lastly, we have to note that the pruning condition employed is too tight to mine all meaningful rules. Further developments of DISCAS system are necessary to scale up the computation size and to make things easier in the interpretation process of derived rules.
