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SUMMARY 
After a first course in function theory one might get the idea that 
function theory is almost complete and only a few details have to be settled. 
There is nothing that is less true. It is indeed a fact that analytic functions 
are easily described with the aid of powerseries, Cauchy type integrals and so 
on, but the more is known of holomorphic functions the more questions come 
bubbling up to the surface. In this thesis a few questions have been answered 
but as always there are more problems then solutions. 
In function theory it is not always easy to find the best generalizations 
or simplifications to get a better view of a problem. Mostly a restriction to 
a smaller set of functions makes the problem where you started with either 
trivial such that no generalization of the solution is possible or increases 
the difficulty of it, so that no solution can be found at all. Consequently 
the approach of a problem is not always obvious and the theory of analytic 
functions is rather tricky. 
It still is a question how global information of a function, e.g. 
um'valence, convexity of the range and starlikeness, can be used to obtain 
local information, e.g. coefficient regions, as efficient as possible. 
Allthough geometric conditions sometimes give equivalent analytic conditions 
(see e.g. l.XX.), these analytic conditions need to be carefully analysed 
before they can be used to obtain estimates for various kinds of coefficient 
combinations. 
In this thesis several methods have been used. Some of them can be used to 
obtain (sharp) coefficient estimates for coefficients with large index (see 2.2 
and 2.4), but there are also who can be used only for combinations which 
depend on coefficients with small index. However, a general method seems not 
to exist and, in my opinion, cannot exist. Take for instance a glance at lemma 
2.VI. and its proof. It is not difficult to imagine how all kinds of terrible 
coefficient polynomials can be constructed, such that estimating these 
polynomials is an awful piece of work. The question remains if such combinations 
do occur if we start with a rather nice set of functions. 
Moreover it is not a mathematician's major task to estimate, but to 
describe methods which could be used and places where they could be used. I 
hope that I've not been going astray. 
Inverse coefficients have been studied by several authors. [Goodman II, 
p. ?05]. The methods used by them are merely the same each time. In case there 
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is no connection with bounded functions the var iat ion method is used and in 
case there is such a r e l a t i o n a method of Clunie [Clum'e ( 1 ) ] dominates. An 
exception must be made for the inverse c o e f f i c i e n t problem for the class S. 
Here several methods have been used [Schober ( 3 ) ] . 
In t h i s thesis I've t r i e d to generalize Clunie's method. A generalization 
of a theorem of Pick is of use; with t h i s theorem the properties of a function 
can be used d i r e c t l y to give information of the inverse funct ion. In some 
cases boring computations to obtain expressions for the inverse coeff ic ients 
can be avoided. 
Another method makes use of a theorem of Baernstein [Schober ( 2 ) , ( 3 ) ] . 
However, th is method cannot be applied to give sharp estimates in the cases 
considered in th is thesis. I've t r i e d to transform and generalize Baernstein's 
theorem with the intent ion to use i t for inverse c o e f f i c i e n t estimates. 
Unfortunately no results have been obtained which could be of use, but the 
results are in terest ing in i t s e l f and w i l l be given in chapter 4. 
In chapter 1 some well known results are stated and proved. In par t icu lar 
the Herglotz representation for functions of posit ive real part is derived. 
Furthermore theorem l . IX. , a generalization of a theorem of Pick is proved. 
This theorem w i l l be used frequently to obtain bounds f o r c o e f f i c i e n t 
combinations. In the second part some special sets of functions are introduced 
with t h e i r analyt ic propert ies. 
In chapter 2 some special classes are considered. The methods are mostly 
very elementary. Here l . X I . can be used since analyt ic properties of the 
functions can be converted to obtain conditions on the inverse functions. The 
interest ing problem of obtaining a bound for the nth inverse coef f ic ient of a 
convex function is solved for η < 8. Here estimates for combinations of 
coef f ic ients of functions with posit ive real p a r t , in terest ing in i t s e l f , 
are used f o r the f i n a l estimates. 
Chapter 3 is devoted to the growth of the inverse coef f ic ients of convex 
functions. This chapter is based on an approach used by Clum'e [Clunie ( 2 ) ] . 
Some a u x i l i a r y results are derived with which the r ight order of growth is 
obtained. 
In chapter 4 c i r c u l a r syimetrization is invest igated. An important 
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theorem of Baernstein is stated and usi 
of univalent funct ions. Furthermore a 
of help to obtain fur ther information 
functions. 
d to derive some addit ional properties 
generalization is derived which may be 
about the coeff ic ients of univalent 
NOTATIONS 
The complex numbers are denoted by I. 
A disk in Œ is denoted by D , 
r 
D r = {z e tl Izl < r}, 
furthermore 0 = 0 ^ 
The closure of a set A is denoted by A, the boundary by aA and the closed 
convex hull by cöA. 
The circle with radius r is denoted by г , if r = 1 then we use г = r 1. 
ζ Will stand for the identity function on D, 
ζ: ζ -» ζ. 
H(D) = {fi f: D - I, f is holomorphic}. 
If f e H(D) and χ e D then f is defined by 
f
x
(z) = f(xz). 
CHAPTER 1 
INTRODUCTION 
In th is chapter we shall state some well known results and prove some 
easy consequences, which we shall need in the sequel. 
Let D be the open uni t disc in I , 
D = {z l Izl < 1} 
and l e t H(D) be the algebra of functions holomorphic in D. Let d be the metric 
in H(D) defined by 
Endowed with the topology of th is metric H(D) is a l o c a l l y convex topological 
l inear space. The sets 
Bn(g) = ifeH(D) I max { l f ( z ) - g ( z ) 11 l z l < l - i } < ^ } 
are convex and 
{B
n
(g) I geH(D), n=i,2,3,4,...} 
forms a base for the topology on H(D). Convergence with respect to d is the 
same as locally uniform convergence. 
1.1. Functions of positive real part. 
Let Ρ с H(D) be defined by 
Ρ = {feH(D) I f(0) = 1, Re f > 0}. 
Then Ρ is convex and a simple application of the maximum principle shows that 
it is closed. The elements of Ρ are sometimes called Carathéodory functions. 
An important element of Ρ is the function 
ρ (z) = p(z) = | ± | = 1+ ? 2 z n . 
1 1 z
 n=l 
Note that ρ is univalent, i.e. one to one and holomorphic. 
To get used to the methods of proof of function theory we prove the 
following basic properties of P. 
α 
THEOREM l.I. Ρ is compact and for feP we have 
ii) If'(0)1 < 2 
with equality if and only if for some n e l , ΙηΙ = 1, 
f(z) = ρ(ηζ). 
Proof. Suppose feP. The function ω defined by 
f-1 
ω =
 7ΪΓ 
has the properties 
i ) |ω(ζ)Ι < 1 
i i ) ω(0) = 0. 
Hence by Schwarz's lemma we have, 
Ιω(ζ)| < I z l . 
In p a r t i c u l a r Ιω'ίΟ)! < 1 and with 
we see that 
ïïr = {zed I Izl < r} 
co(Dr) e D r . 
From the de f in i t i on of ω i t follows that 
, 1+ω 
f = -
л
— = ρ о о l-ω r 
and therefore 
Hence 
f ( D r ) «=P(D r). 
• t ì | } = min |p(y) l < min I f ( y ) I < I f ( z ) I 
1 1 2 1
 ly l < Izl ly l < Izl 
and in the same way 
The inequal i ty Ιω'(0)1 < 1 y ie lds 
"Ч0)1-"|7ЙЙпгЬ!· 
With equality if and only if |ω(ζ)| = Izl in which case 
f(z) = ρ(ηζ). Ini = 1, zeD. 
The compactness follows from the locally uniform boundedness and 
the next theorem. 
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THEOREM l.II. A closed subset F of H(D) is compact if for each 
compact subset X с D there is a number M(X) such that 
if(z)i < M(X), zex, feF. 
Proof. See [Hille, p. 246]. 
Definitions. Let Q с H(D) and f€Q. We say that f is an extreme point of Q 
if from the relation 
f = xf1 + (i-x)f2, xe (0,1), f^Q, f2eQ 
it follows that f, = f2 = f. 
We say that f is a support point of Q if there exists an L e H'(D) such 
that Re L is not constant on Q and 
Re L(f) = sup {Re L(g) I g e Q}, 
f will be called a support point for L. 
Denote the set of extreme points of Q by £„. 
THEOREM l.III. The extreme points of Ρ are the functions ρ defined 
n 
by 
^-T%' m i - l . z e D . 
Proof. The functions ρ are extreme points because Ip '(0)1 = 2. 
I f ρ = Х ^ + ( 1 - Х ) ^ with λ€(0,1), then 
2 = ^ ' ( 0 ) 1 < X l f j (0)1 + (1-A) | f¿(0) l < ?.. 
Therefore f .= ρ . f o r some η. and from 
2η = p^(0) = Xf^(O) + (1-X)f¿(0) = 2λη1 + (1-λ)2η 2 
we see that η. = η ? = п. 
(More general: ρ is the only support point of Ρ f o r the l inear funct ional L 
with 
L(g) = ñ 9 · ( 0 ) , g e H(D) 
and therefore an extreme point . ) 
Let f € Ρ be an extreme point . We shall prove that f = ρ f o r some η . We may 
assume that f ' ( 0 ) > 0 since for every n e d with |η|=1, f is an extreme point 
i f and only i f f i s an extreme point . Let 0 < r < 1. Define и by 
U r ( z ) ^ ( Ч 1 f ( r z > + z + I + r f , ( 0 ) ) · 
I f 0 < r < 1 then t h e f u n c t i o n s u and f are analyt ic on D, u r (0) = 0 and 
Re u ( e 1 6 ) = sine Re f ( r e 1 & ) . 
Hence f ± u € Ρ f o r a l l r, 0 < r < 1. Let t ing r->l, we obtain that f^Uj € P. 
Since f is extreme, u, must be the zero funct ion. 
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Set d = f'ÍO). The identity Uj a 0 leads to 
fl7\ - 1+dz+z2 d+2 1+z 2-d 1-z 
l-z¿ 4 1-z 4 1+z 
This is a nontrivial convex combination unless d = 2. Theorem 1.1. implies 
that f = p. 
1.2. Representation of elements of P. 
Locally convex spaces have been studied in great detail and some results 
concerning Ρ can be obtained very easily from the elegant general theory. We 
recall some important definitions and theorems. 
Definition. Let A be a subset of a linear topological space X. We define the 
closed convex hull of A, denoted by co A, as the intersection of all closed 
convex subsets of X containing A. 
THEOREM l.IV. (Krein-Milman) If A is a compact subset of a locally 
convex linear topological space X, then co A = co E.. If co A is compact, 
t h e n Ε
Έ£ A c A· 
Proof. See [Dunford-Schwartz, p. 440]. 
THEOREM I.V. (Choquet) If A is a compact convex subset of a 
metrizable locally convex real linear space X, then for every χ e A there 
exists a nonnegative regular Borei measure μ supported by E. with 
x = ƒ У du (у) and ƒ dp = 1. 
E E 
Moreover, if A is a simplex then μ is unique. 
Proof. See [Alfsen, p.36]. 
Remark. Suppose that A lies in a hyperplane that misses the origin. Then the 
set 
Β = {αχ| α > 0, χ e A) 
is a cone generated by A and it induces a partial ordering on 
Η = {x-yl x,y € B} 
defined by 
χ > у if x-y € B. 
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We say that A is a simplex i f th is p a r t i a l ordering of H is a l a t t i c e 
ordering, i . e . i f each pair x,y e H has a least upper bound xvy e H. [Alfsen] 
If we take 
X ={ul u = Re f , f e H(D)} 
with the induced topology and 
A ={u e XI u(0) = 1 , u > 0} 
then the fol lowing is an almost immediate consequence of Choquet's theorem. 
THEOREM l . V I . For every f e Ρ there exists a unique nonnegative 
Borei measure μ such that 
f(z) = / гЗМъ) ƒ dp = 1. 
lnl=l 1 n Z hl = l 
Proof. Notice that f is extreme in Ρ i f and only i f Re f is extreme in A. 
Apply Choquet's theorem. Let Η be defined as in the remark. The uniqueness 
follows from the f a c t that u , . Up ε Η have a least harmonic majorant in H. 
This representation leads to inequal i t ies f o r the coef f ic ients of elements 
of P. 
THEOREM l . V I I . Let f e H(D), 
f ( z ) = l + ? d n z n . 
Define d = ci , η = 1,2,3,. . . 
-η η 
d 0 = 2. 
Then f e Ρ i f and only i f f o r a l l N e IN and f o r a l l λ . , . . . , λ . . € Œ we have 
0 < Σ d , λ λ, . 
- n,k=0 n - k π k 
Proof. Suppose f e Ρ and let μ be as in theorem l.VI. Then for XQ,...,AN e Œ, 
0 < ƒ 2\ï x.nk|2 duin) = ƒ ì Ì 2XnX.nn"k du(n), 
Г 1 k=0
 K
 r 1 k=0 n=0
 п K 
i.e., 
o< Й ï I x d .. 
" k=0 n=0 k n n-k 
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On the other hand i f the l a t t e r inequal i ty holds for a l l λ and N, l e t ζ e D 
and choose 
Then, f o r Ν-»ο^θ get 
λ = z n , η e IN . 
η 
0 < ? d n . z
n i k = 2 Σ !z| 2 k
 + 2 R e ? ? d . z
n
-
k | z | 2 k 
k,n=0 n " K k=0 k=o n=k+l n " K 
= Z i l - l z l 2 ) " 1 Re f ( z ) . 
Note. The condit ion 
0 < 1^ d^x.,!,,, λ
η
 \u e α 
implies 
k , n = O n - k n k ' 0 N 
I d n l < 2 . 
Therefore given a sequence {d } _ _. which s a t i s f i e s th is condition we may 
η η € IN 
define a function f e H(D) by 
f (z ) = 1 + ? d z n . 
1 η 
Remark. We have equal i ty i f and only i f the polynomial 
P(z) = Ι λ zk 
0 K 
is zero on the support of the measure of f . In the sequel we shall study 
nonlinear combinations of coeff ic ients of an element of P. In par t icu lar we 
shall t r y to f i n d the maximum modulus for such combinations. I t i s , however, 
d i f f i c u l t to get sharp inequal i t ies using l . V I I . 
1.3. Bounded analyt ic functions. 
Let В denote the subset of H(D) which consists of a l l functions ω with 
the property ΙωΙ < 1, i . e . , 
Β = {ω e H(D)Ι |ω(ζ)I < 1 for a l l ζ € D}. 
The connection between В and Ρ is simple; 
ω e В i f and only i f p(z) = i + i Z l is an element of P. ry
 ' 1-ζω(ζ) 
There is a corresponding form of theorem l . V I I . for elements of B. 
14 
THEOREM l . V I I I . Let ω e H(D), ω(ζ) = ? с ζ η . Then ο e Β i f an only 
n=0 n 
i f f o r a l l N e IN and f o r a l l λ
η
, . . . , λ
Ν
 e (I we have 
k = 0 n=k
 n
-
k n
 - n=0 n 
Note that a sequence {c } _ „.. which satisfies the inequalities can 
η η t IN 
be used to define an element of H(D) since the inequal i t ies imply Ic I < 1. 
We could prove t h i s theorem using theorem l . V I I . and the connection between 
Ρ and B, but i t i s easier to use the fol lowing theorem that generalizes a 
resul t of Pick [Ahi fors, p. 3 ] . 
THEOREM l. IX. Let ω 6 H(D). Then ω € В i f and only i f f o r a l l 
complex Borei measures μ on D with compact support we have 
Я ^
2 ) ^ dM(z)BÏÏIÏT > 0 . 
DD 1-z "ς 
Proof. Let ω e В. We may assume that ΙωΙ á 1. The function 
1+ω 
has posit ive real part and so there exists a p r o b a b i l i t y measure ρ on г with 
p(z) = i Im p(0) + Re p(0) ƒ j ^ |
 d p ( r i ) . 
r 
From t h i s we get that f o r ζ,ς € D, 
ρ ( ζ ) + ^ ΰ Τ = 2Re p(0) ƒ ^ — dp(Ti). 
Γ ( 1 - η ζ ) ( 1 - η ς ) 
The integral 
I
 =
 ¡f PH_+P^T (i.u(z))(i-ï5fçy) а (2)ЩП 
DD 1-ζς 
exists and furthermore 
I = 2Re p(0) ƒƒ ƒ g g l [ Щ Щ dy(z)diITydp(n) 
DD Г n ч η ς / 
1-ω(ζ) 
= 2Re p(0) / ƒ j z ^ M ^ l dp(n) > 0. 
Γ ' D n z ' 
On the other hand _ ^ 
Ρ(Ζ)
+
Ρ(ΪΤ = г M^SfêT 
(1-ω(ζ))(1-^Τ) 
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and i f we subst i tute th is i n t o the d e f i n i t i o n of I we obtain the desired 
inequal i ty . The converse is t r i v i a l . 
Now l e t us prove l . V I I I . Let ω(ζ) = ? с zn be an element of B. Let N e IN 
0 
and λβ, . , . ,λ , . e С. Define u by 
y(E) = J k - ƒ ϊ λ k z~ k ~ l dz. ¿TT1
 ΕΠΓ, k=0 K 
With th is measure у the inequal i ty of theorem l.IX. becomes 
ƒƒ H U M H
 М
г)1Ш - Й № x k c k . n l 2 
DD l-ζς n=0 k=n K K n 
and 
ƒƒ — L dy(z)diruT Л ix ι2. 
DD l-Ζζ n=0 π 
With theorem l.IX. this proves part of theorem l.VIII. The other part 
follows by choosing λ = z n. 
To simplify formulas we introduce the following notations. Let η e IN 
and let Gl(n) denote the space of nxn matrices. We define 
by 
where 
T
n
 : H(D) -Gl(n) 
r
0 j < i 
f(z)=? a/. 
n=0 n 
Let А,В e Gl(n). We say that A is majorized by В i f 
I|Ax|I < i IBxl I for a l l χ e Œ". 
Notation: A « В. 
Here 
l l x l l 2 = <x,x> = 2 | x , I 2 
i = l 1 
with 
χ = ( x 1 , . . . , x n ) . 
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PROPOSITION l.X. Τ is a l inear homomorphism of the algebra H(D) 
into Gl(n). 
Proof. The only n o n t r i v i a l assertion is 
Τ (fg) = Τ f Τ g. 
n v 3 ' η η 3 
We have 
Ь = Σ a . b . 
- m
 p = . p-1 j - p (T ( f g ) ) · · = Σ a b v
 Π ' 1 1 • · D 
J
 p+ni=j-i μ 
ρ,m > О 
= 2 (Τ f ) . ( T g ) . = (Τ f Τ g ) . . . 
p = 0
v
 η Ί ρ
ν
 n s ; p j ν π n a / i j 
With these notations theorem l . V I I I . can be stated as 
THEOREM 1. І І Г . Let oeH(D) then ω € В i f and only i f f o r a l l η € IN 
Τ ω « I ( i d e n t i t y matr ix) . 
η η 
I t i s an easy exercise to prove the fol lowing proposit ion. 
PROPOSITION l . X I . Let A.B.C e Gl(n). I f A « В then 
Ì) AC « ВС 
¡ i ) i f С « I then CA « В 
¡ i i ) fo r a l l с € D we have 
A-cB « B-cA 
iv ) i f A = / О А, ч and В = / χ w \ and χ Φ 0 , Α., Β. e Gl(n- l) 
  A       
V η η ì \ 0 0 / ч 0 B,^ 
then A. « B ^ 
EXAMPLE l . X I I . Let ω € В and 
ω(ζ) = Σ с ζ η . 
η=0 η 
By theorem l . V I I I ' . we have 
(?:•)«(-) 
In particular Cg e ïï. Using proposition l.XI point iii) and iv) we get, 
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О с, 
О О 
^ о '
2
 -
с
о
с
і \ 
О 1-Іс„І 2 ' 
and 
ICjl < l - l c
o
r i . e . , 
2 
Ιω'(0)1 < 1-Ιω(0)Ι 
EXAMPLE l . X I I I . Suppose p ( z ) = 1 + ? d z n and ρ € P. 
n= l n 
The function ω e H(D) defined by 
is an element of B. Therefore 
Tn(«) « i n 
and from point i ) of proposit ion l . X I . with С = Τ (p+1) i t follows that 
Τ ( £ ^ ) « Τ (p+1). 
nv г ' η4 ' 
Sett ing η = 3 we have 
/ d l d 2 d 3 \ / 2 d l d 2 
dl d2 Η 2 d l 
Choose 
^lW 
\ ι ; 
Then the inequal i t ies 
I T . f f i l l 
lead to 
I 3 ( ^ ) x i l l 2 < Ι ΙΤ 3 (ρ+1)χ η . Ι Ι 2 , i = l , 2 , 3 , 
|d3l < 2, |d 3-d 1d 2 l < 2 and ld 3 -2d 1 d 2 +d 1 0 | < 2 
respectively. 
Note that f o r every i e {1,2,3} and j e {1,2} 
' ( V ^ i V • ' ( V P + D X ^ I • 
I t i s obvious how th is can be generalized to give sharp inequal i t ies f o r 
certain c o e f f i c i e n t combinations. 
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1.4. Some special inequalities. 
We have equality in theorem l.IX. for every measure μ if M s 1. If 
we have a coefficient problem and we suspect the extremal function to be 
constant with modulus 1 then, using theorem l.IX.,we have a good chance to 
solve it. But if the extremal function has another form this method will 
work only if we choose μ with great care. For each given problem we must 
optimize this choice. 
PROPOSITION l.XIV. Let А,В e Gl(η) if A « Β then for all u,v e Œn we 
have 
(*) l<Au,Av> - <Bu,Bv>|2 < ( I I B u l | 2 - I l A u l l ¿ ) ( I I B v l I 2 - I lAvl I 2 ) . 
Proof. Maximize the quadratic expression 
Ι ΙΑ(υ+λν)I|2-l|B(u+Xv)112 < 0, λ e a. 
If В = I and A = Τ (•^-), с e D then we have equality for all 
η
 n 1
"
c z 
u,v € I since in this case (*) is equivalent with 
— — 2 l<T (z-c)u,T (z-c)v>-<T (l-cz)u,T (l-cz)v>l < 
nv n4 ' η ' η 
(IIT
n
(l-cz)u||2-IIT
n
(z-c)u||2)(||T
n
(l-cz)vl|2-||T
n
(z-c)v||2). 
for all u,v e Œn. And it is easy to see that we have equality in this 
formula for all u,v. 
EXAMPLE l.XV. Let ω be as in example l.XII. Let 
m f0\ 
u = 
0 
and ν = 
0 
VI/ 
u,v e Œ n+l 
By proposit ion l .XIV. and theorem 1. І І Г . we have 
I c . c l 2 < ( l - l c n l 2 ) ( l - 2 lc. I 2 ) , 
Ί Τ η ' k=0 
therefore 
lc I 2 < (1-lc l 2 ) ( l - ^ I c . l 2 ) . 
n u
 k=0 K 
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A related resul t follows i f we consider the r e l a t i o n 
Τ (2^-) « Τ (p+1) 
n v ζ ' n V K ' 
and take for u and ν unit vectors. Livingston found similar inequalities 
using another method [Livingston]. 
THEOREM l.XVI. Suppose that ρ € Ρ 
p(z) = 1+ ? d z n, ζ e D. 
n=l n 
Then, for all n,к e IN 
i) ' d n
+
k - * d n d k | 2 - < ( 2 - * l d n | 2 H 2 - * l d k | 2 > 
< ( 2 - | l d n d k l ) 2 
11
 ) 'Vk-Vk1 -<2 
iii) Id
n
l < 2. 
Proof. Since ρ € Ρ we have, f o r a l l n,к e IN 
V k ^ - V k î P * 1 ) · 
Using proposition l.XIV. with u and ν the nth respective n+k th unit vector 
we obtain (^
η
=2) 
iE d.ïï.^-rV^/M^icLi2^ ы/н^м/Л,' 2)· 
1=1 ' к+' 1=0 ' к + | - 1=0 ' 1=1 ' 1=0 ' 1=1 ' 
This can be rearranged to get the first inequality of the theorem. The other 
assertions are trivial. 
Note that the inequality 
Id .-d d. I < 2 
n+k η к -
can also be obtained by the methods described in example l.XIII. 
1.5. Univalent functions. 
An important subset of H(D) is 
S = {f e H(D)I f is univalent, f(0) = Г(0)-1 = 0}. 
This class has been studied extensively by numerous mathematicians and a 
great variety of methods has been used to discover its properties. 
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Though very much is known there are problems wich are s t i l l unsolved and 
(c lassical) conjectures yet unproved. 
A conjecture which has attracted the attent ion of many mathematicians 
is the wellknown Bieberbach Conjecture which states that i f 
f ( z ) = z+ ? a z n , ζ e D, 
n=2 n 
is an element of S, then 
l a n l < n 
with equality for some η ε {2,3,4,...} if and only if f is a rotation of the 
Koebe function, i.e. there exists an η,hi = 1 such that 
This conjecture has been proved recently byL. de Branges. 
Before the conjecture had been proved for n = 2 up to n = 6 only. 
[See Pommerenke (4) and the references there]. 
The first uniform estimate was obtained by Littlewood 
la I < en. 
n 
It was sharpened by Mi lin in 1965 to 
la I < 1.243n. 
η 
In 1972 Fitzgerald again improved t h i s results by an ingenious method. Using 
exponentiated Grunsky i n e q u a l i t i e s , he obtained 
lanl <У^п. 
Using essent ia l ly Fitzgerald's method Hurwitz obtained 
la I < 1.0657n. 
η 
For proofs and other results on this conjecture see [Pommerenke (4), p. 25; 
Duren (4) p. 131]. 
As in the case of the subset Ρ the elements of the class S satisfy some 
distortion relations. 
THEOREM l.XVII. Let f e S. Then for all ζ e D 
•χ Izl . . . . . Izl 
^ йТыуг < ' ^ 2 ) ' <ΓΜΙΓ)2 
- Ί ( ^ 3 < If'(ζ) Ι 5(^11)3 
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If we have equality in one of the four inequalities for some 2 e D then 
f is a rotation of the Koebe function. 
Since S is locally uniformly bounded in D and because S is closed, which 
is easy to show using Hurwitz's theorem [Hille, p. 205], S is compact. 
Theorem 1.XVII.,in fact, is a consequence of 
THEOREM 1.XVIII. If f e S, then 
{ζ e CI Izl < J} с f(D) and 
|Jf"(0)l = |a2l < 2. 
If la«! = 2 then f is a rotation of the Koebe function. 
This can be proved with the aid of the area theorem whose proof uses 
the fact that if f is univalent, then the complement of its image, f(D) c, 
has positive area. 
THEOREM l.XIX. (Area theorem) Let g be meromorphic and univalent in 
D and suppose that g has a simple pole with residue 1 at the origin, 
g(z) = J + f b z n, 0 < Izl < 1. 
z
 n=0 n 
Then 
? nib I2 < 1. 
ι 1 
n=l 
Proofs of these theorems can be found in [Pommerenke ( 4 ) , p. 18; Duren ( 4 ) , 
p. 29-36]. 
1.6. Subclasses of S. 
There are many interest ing subclasses of S which are often closely 
connected with functions of posit ive real part . 
D e f i n i t i o n . We say that f e H(D) is s t a r l i k e i f f is univalent, f (0) = 0 
and i f the image domain is s t a r l i k e with respect to the o r i g i n , i . e . i f 
tw e f(D) f o r a l l w e f(D) and t € [0,1] 
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Def in i t ion . S* = { f e SI f is s t a r l i k e } . 
The f i r s t theorem we come to, t e l l s us what the re la t ion is between S* 
and P. 
THEOREM l.XX. Let f e H(D). The function f is s ta r l i ke i f and only 
i f l f e P . 
Proof. See [Pommerenke (4 ) , p. 42] . 
Closely related though very in terest ing on i t s own is the class of 
convex funct ions. 
Def in i t ion , f € H(D) is called a convex function i f f is univalent, f (0) = 0 
and i f the image of D, f ( D ) , is a convex subset of <L. 
Def in i t ion . K= { f e S I f i s convex}. 
Notice that we already have a notion of convex functions for functions 
on a subset of IR. This w i l l not lead to confusion. 
We have an analogue of theorem l.XX. for convex funct ions. 
THEOREM l .XXI . Let f ε H(D) and suppose f(0) = 0. Then f is convex 
i f and only i f 
?f" 1+ Цт- e P. 
Proof. See [Ponrierenke ( 4 ) , p. 4 5 ] . 
REMARK l .XXII . Since 
, , z f"(z) _ z ( Z f ' ) ' ( z ) 1+
-Г(7Т - zf'ízj 
f is convex if and only if zf' is starlike and f(0) = 0. 
Using the estimates of coefficients of functions in Ρ it is easily 
shown that the Bieberbach Conjecture is true for S*. 
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THEOREM 1.XXIII. If f ε S* and 
.η f(z) = ζ+ Σ a
n
z" 
then 
η=2 η 
la I < η for all η. 
η 
Proof. Let f e S * then zf'/f e Ρ and hence 
| z f ,( z)- f( z>|< lzf'(z)+f(z)l. 
Using theorem 1. І І Г . we get 
N T J ^ ^ e l l 2 < Ι Ι Τ
η
( ζ ί · + ί ) ε
η
Ι Ι
2
. nv г η - η η 
Evaluation of these norms and rearrangement leads to 
|na n 4 ,| 2 < 4+ 4 2 kla. I 2 . n+1 -
 k = 2 к 
Using 
£ k3 = (in(n+l))2 
k=l 
we obtain the inequality la ,1 < n+1 by induction. 
COROLLARY l.XXIV. If f e К and 
f(ζ) = ζ
+
? a
η
ζ
η 
η=2 η 
then la Ι < 1 for all η. 
η 
Proof. Use remark l.XXII. 
Because S* <= S we can use the distortion theorem l.XVII. for f £ S* 
and since the extremal function, the Koebe function, is starlike the 
estimates are best possible. 
THEOREM l.XXV. Let f e S* and ζ e D. Then 
and 
[ГТТІТТ^ ' ^ ^ ( τ π τ ί τ 2 
(l+lzl)3 5 |f ^ ) ' ί (l-lzl)3' 
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COROLLARY l .XXVI. Let f e К, then 
*
 <TTrW5 l f , ( z ) l <Wun2· z e 
The function 
shows that this estimate is best possible. 
We could prove a distortion property for f e К using this corollary 
but we get more information if we use 
LEMMA 1.XXVII. (Clunie - Jack) Suppose ω e H(D), ω(0) = 0 and 
ΙωΙ ιί 1. Then there exists a ZQ e D with 
lu(z
n
)| = 1 and V ' ^ p ) > i. 
0
 ^r~~ 
Proof. Let M(r) = , ^ Μ ζ ) ! = " , ^ Μ ζ ) ! 
It is well known [Val i ron, p. 20] that log M and therefore M is a convex 
function of log r. Hence M is continuous and since M(0) = 0 and M(r) > 1 
for r sufficiently large, there exists an r 0 > 0 with M(rQ) = 1. Let z 0 
be such that 
Ιω(ζ0)| = M(r0) = 1 and IZQI = r. 
Suppose ζ« = i^e 1 4 ' . The function 
1 : θ - log lü>(r0e i e) | 
is defined for θ close to Φ and has a local maximum f o r θ = ψ hence 
Іф ι / 
r 0 e V ( r 0 e 
1φ ,, Іф, 
1 г
п
е ω
 ( г п е ) 0 - Т ( Ф ) - И е 
I t fol lows that 
ω ( ζ ο) 
For every convex function 
f : [a ,b] - IR 
'¿5 
we know that the l e f t der ivat ive 
D f ( x ) = l i m í í i L ) j l í Z l 1 ^ ' x-v ytx - y 
and r igh t der ivat ive 
D f ( x ) = 1 i m f ( x ) - f ( y ) 
r
 y+x Х-У 
exist f o r a l l χ e ( a , b ) , that they are increasing and 
D r f(a) < D ^ t x ) < D r f(x) < 0}ЦЪ) 
Hence 
(D r f (a) e [-».«Ο and 0 ^ ( Ь ) e (-»,»]). 
-^—7—τ- = Re -^—?—¥- = г — log ω(Γβ ) 
ω(ζ0) ω(ζ0) Эг у ^ ' l r = r 0 
log |ω(Γ е 1 ф ) | - log |
и
( г е 1 ф ) | 
= l im г . 
r+r 0
 0 r 0 - r 
log M(r0) - log M(r) 
> l im r „ 
r + r 0 0 Ό " ' 
= r 0 D^og M(r0) 
> l im r D log M(r) = k. 
r+0 r 
Here к is the integer defined by 
ω(ζ) = a, ζ + . . . and a, ? 0. [Jack] 
With th is lemma we can prove 
THEOREM l.XXVIII. I f f € К then 
R c z f (z) > i 
Re
 f ( z ) > 4 
and 
R e ^ > i 
for a l l ζ e D. 
COROLLARY l.XXIX. I f f e К then 
Izl < | f ( z ) | < | Z | , ζ e D. 
1 + l z l 1- lz l 
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The corol lary is a consequence of the second inequa l i ty ; as in theorem l . I . 
we have 
f (D r ) e q ( D r ) 
with 
q ( Z ) = ¿ · 
Theorem l.XXVIII. is a corollary of the following theorem. 
THEOREM l.XXX. Let α<1. Let ρ 6 H(D) and suppose that p(0) = 1 
and 0 ί p(D). If 
Re α p(z) + (l - a ) ( l + ^ ^ - ) > i 
for all ζ e D, then 
Re ρ > J. 
Proof. Suppose Re ρ * J. The function 
ω =1-1 
Ρ 
s a t i s f i e s the conditions of lemma 1.XXVII. and therefore there exists a 
ζ e D such that 
Ιω(ζ)Ι = 1 and ζ ω ! ψ > 1 
ЪСГ 
Let к = Ζ ^ 1 Φ . We have 
1 , ρ' ω' 
Ρ = Ύ-Γ. and t - = T-r. ω ρ 1 ω 
and therefore 
Re α ρ ( ζ )
 + (1-„)(1 + ^Μ) = Re α ^ ^ + (l-a)(l+k gfe) 
= ia + (l-a)(l-ik) = i+i(l-o)(l-k) < i-
Contradiction!. 
The first inequality of theorem l.XXVIII. follows with 
α = i and p(z) = Щ^- , 
the second with 
α = 0 and p(z) = ^ - . 
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CHAPTER 2 
THE INVERSE COEFFICIENT PROBLEM 
2.1. Introduction. 
Let Q с H(D) be a class of functions such that every f e Q has a 
power series expansion 
f(z) = z+ f a z " , ζ € D. 
n=2 n 
For every f e Q, f'(0) = 1 hence there exists a neigbourhood U of zero 
(depending on f) such that f is univalent on U. Denote by F the inverse 
of fly, 
F(f(z)) = ζ, ζ e и. 
F has a power series expansion in some disc centered at the origin 
F(w) = w+ Σ b w , Iwl < r, 
n=2 n 
where r may depend on f. 
Definition. Let η e W . The nth coefficient of F, b , shall be called the 
η 
nth inverse coefficient of f. 
The problem of determining the maximum modulus of b for all f e Q shall be 
called the nth inverse coefficient problem for Q. 
The nth inverse coefficient problem for S has been solved by Loewner in 
1923 [Loewner] using a parametric representation for functions in a dense 
subset of S [Duren, p. 76-92]. Later different proofs have been found by 
A. Baernstein, C.H. Fitzgerald and A.C. Schaeffer and D.C. Spencer. For a 
survey of all these proofs see [Schober (3)]. We state the result 
THEOREM 2.1. Let f e S have inverse F, 
F(w) = w+ Σ b w 
n=2 n 
in a neigbourhood of zero. Let η € IN . Then 
V <- ¿Ι (η") 
with equality if and only if f is a rotation of the Koebe function. 
Since the extremal function is starlike, the problem is also solved for S*. 
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2.2. Some easy cases. 
I f the class Q is closely related to Ρ then, with some side condit ions, 
the nth inverse c o e f f i c i e n t problem sometimes can be solved very eas i ly . 
The fol lowing two theorems show what we mean by t h i s . 
Def in i t ions. Let ψ e H(D). F i r s t l y , suppose φ(0) = 1. We define Q as 
Q ={f 6 H(D)I f (0) = f ' ( 0 ) - l = 0 and Re ^ ¡ ^ | | > 0} . 
Secondly, suppose φ(0) = «¡'(О)-! = 0. R is defined by 
R = { f e H(D) I f (0) = f'(0)-l = 0 and Re Д | | > 0 } . 
The function f e Q is defined by 
Φ Φ
 J 
The function g € R is defined by 
а
Ф φ
 J 
EXAMPLE 2 . I I . Suppose І Ф e S*. We shall show that a l l f e Q are 
univalent. By l .XXII. the function ψ defined by 
ψ(ζ) = ƒ «p(t) dt 
0 
i s convex. The inverse of ψ is analyt ic in the convex domain U = ψ(0). 
Let f e Q . The function h = f ο ψ s a t i s f i e s 
Re h'íw) = Re Д | | > 0, W = ψ(ζ) e U. 
Hence, f o r w., w„ ε U, 
h(w )-h(w ) 1 
R e
 w -w = J R e h ' K + t t w 2 - w , ) ) dt > 0 
w 2 1 0 
so that h is univalent and therefore f = h ο ψ is univalent. 
The elements of 
с = {f ε H(D)i f e Q .ΖΦ ε s*} 
φ 
are the so cal led close-to-convex funct ions. [Schober, p. 6-7] 
For nice Φ the early inverse coeff ic ients of the elements of Q are bounded 
by the inverse coeff ic ients of f . 
J
 Φ 
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THEOREM 2 . 1 I I . Let Φ € H(D) be such that for some r > 0 
Ф ( І Г І + v / · l z l < r · 
n=l 
Let N € { 2 , 3 , 4 · · . } and suppose 
с > 0 for 1 < η < N-l. 
η - - -
Let Fn be the inverse of f . , 
Φ Φ 
У * ) = ^ ( w ) - w
 + ? В / 
for small Iwl . n " 2 
Then for 2 < η < N the inverse c o e f f i c i e n t b of a function in Q s a t i s f i e s 
- - η Φ 
I b J < Β η· 
η - η 
Proof. Define в ( к ) by 
F (w)k = Ï B ( k ) W n . 
45
 n=k n 
f к) Note that the Bv ' are polynomials with posit ive coeff ic ients in the f i r s t 
n-k+1 coef f ic ients of F . From the re lat ion 
φ 
f ; ( z ) = f e f < p ( z ) 
i t follows that 
1 1+ yw) 
F
<i>(w) = W^T) i ^ [ w l ' 
Comparing the coeff ic ients we obtain the recursion re lat ion 
n-l , . n-l k-1 ,. χ 
nB = Σ (с +2)B ( m + 2 Σ te Ъ[К!. 
n
 m=l m ^ 1 k=2 m=l m " ^ 
B n a r e 
Let f e 0 .then 
Therefore the В ar posit ive for 1 < η < N 
η - -
R e í : > о 
and therefore 
Φ 
Re ^ г > 0. 
Since Ф(0) = f ' ( 0 ) = 1 we have 
Φ = pf' 
for some ρ € P. 
Let F be the inverse of f. For ζ sufficiently small we have 
F
'(») = ^ } · - • ' < « • 
Let b ( k ) be defined by 
η 
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nk. . φ . (к) η F (w) = Σ b; 'w . 
n=k n 
Let ρ have power series expansion 
p(z) = 1+ ? d z n . 
n=l n 
We obtain the recursion formula 
n-1 , . n-1 k-1 -.. 
"bn = Σ ( c n + d m ) b ; + Σ Σ с d b l K , η > 2. n
 m=l n m ^ 1 k=2 m=l m P"* ^ 1 
Let η < N. Suppose 
|b I < В f o r 1 < m < η. 
m - m -
Then 
| b ( s ) | < B ( s ) f o r m _ s + 1 < n_ 
m - in Furthermore Id I < 2 and I c i = с for m < N-1. Therefore m - m m 
n-1 . . n-1 k-1 ,. > 
lnb
n
| < Ζ (lc
m
l + |d
m
l)lbim | + Σ Σ Ici Id І|ЬІК I 
η - „ iv  m ' n-1 .
 0 τ m p-m n-1 m=l k=2 m=l r 
n-1 , . n-1 k-1 ,.« 
< Σ (c
m
+2)B},m + Σ Σ 2c
т
ВІ
К
 = nB . 
- „-ι  n-1 ._, , m n-1 n m=l K=¿ m=l 
Since b1 = B1 = 1 the induction is complete. 
EXAMPLE 2.IV. Let ψ(ζ) = 1. Then 
In this case 
Q = {f € H(D)I Re f' > 0 and f(0) = f'{0)-l = 0}. 
y z ) = -z + 21og (1+z) 
and since ζφ = г is convex»every element of Q, is univalent. The inverse 
F of f satisfies the differential equation 
φ φ 
F' = 1 + F + F F' 
Φ φ Φ φ 
in a neighbourhood of zero. Hence F has posi t ive power series coef f ic ients 
B. . These B. have maximum modulus. [Libera and Zlotkiewicz] 
The same method leads to 
THEOREM 2.V. Let Φ e H(D) have power series expansion 
Φ(ζ) = ζ - ? c n z n . 
n=2 
Let N e { 2 , 3 , 4 . · . } and suppose 
с > 0 f o r 1 < η < N. 
η -
Let G be the inverse of g > 
Ψ
 Э
Ф 
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G (w) = g'^w) = w + ? В w n. 
ф ф
 n
=2 n 
Then for 2 < η < N the inverse coefficient b of a function in R satisfies 
- - η Φ 
η - η 
2.3. Early inverse coefficient estimates. 
We have used two essential facts in the proofs of the two foregoing 
theorems. 
Firstly, there is a bijective map of the set Q under consideration onto 
a.class Τ which leads to a recursion relation between the inverse coefficients 
of an element of Q and the coefficients of its image (e.g. Q -» P, f -» γτ ). 
All coefficients of this relation are positive. 
Secondly, in the class Τ we have one element whose coefficients have 
maximum modulus and are all positive (z -» ~ ^ - ) . If in the class Τ there is 
not such an element, the extremal function(s) for the nth coefficient problem 
may depend on n, as we shall see in the following. 
Let 0 < α < 1 and let 
zP(a) = {f e H(D)I f(0) = f ' ( O H = 0 and Re | > a} . 
If f e zP(a), then there exists an ω e В such that 
Ψ
1 =
 ^
1
-
0
·) йЩ- and ω ( ο ) = ο · 
Let F be the inverse of f in a neighbourhood of zero. Furthermore let ω,F 
have power series expansions 
ω(ζ) = Σ с z n, ζ e D, 
n=l n 
F(w) = w+ Σ b w , Iwl < r. 
n=2 n 
Using the r e l a t i o n between f and ω we obtain 
F(w) = w+ co(F(w))(w+(l-2a)F(w)). 
Comparing coef f ic ients we see t h a t , 
\ - І\^\лЫ * О-2-' bk'"*1') 
where the b|· ' are the coeff ic ients of F . 
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Using t h i s , f o r the f i r s t four coeff ic ients of F we obtain 
b 2 = 2( l-a)c 1 
Ьз = 2( l-a)(c 2 +(3-4a)c 1 2 ) 
b 4 = 2(l-a)(c 3 +(8-10a)c 1 c 2 +(ll-30a+20a 2 )c 1 3 ) . 
Since ω(0) = 0 we have - e В. The estimates 
ICjl < 1 and lc2l < 1-lc^ 2 
of example l.XII. can be used to obtain 
|b2l < 2(1-α) , 
with equality if and only if ω(ζ) = η ζ for some η e Ι, ΙηΙ = 1, i.e. if and 
only if 
And 
f(z) = z( α + ( 1 - α ) | ^ | ), h | = i . 
Ib 3 l < гіІ-^ІІ+ІІЗ-Иаі- іс^
2) 
< _,_,_ _.,(3-4a), 0 < a < | Г2(1-а)(: 
" ^ ( l - a ) , Ì < a < 1. 
I f 0 < a < J , then we have equal i ty i f and only i f l c , I = 1 , i . e . i f and only 
if ІЬ,| =2(l-a). 
2 
If a = | then we have equality if and only if lc?l = 1-lc, I . 
Analyzing the function Φ e В defined by 
"(zj-CjZ Φ(ζ) 
z-c^(z) 
2 
we see that if Ic^ l = 1-lc.l , then 
ω(ζ) = n z ^ -
1+cz 
for some с and η with I d < 1 and h i = 1. 
Therefore i f а = J we have equal i ty i f and only i f 
f(z) = ζ(α+(1-α) 1 + " ~ n z ( c + z ) ) , h i = 1 and | c | < 1. 
1+cz + nz(c+z) 
I f J < а < 1 , then we have equal i ty i f and only i f c, = 0 and l c ? l = 1 , i . e . 
i f and only i f 
2 
f ( z ) = z( а+(1-а) ^ ^ ), h l = 1. 
l -nz¿ 
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Before we shal l estimate b», we state an elementary but technical lemma. 
The proof of th is lemma shal l be given l a t e r . 
F i r s t we divide the (x,y)-plane in f ive sets D.. 
D1 = i ( x , y ) l У 5 min (-1,-1(1+1x1))} U 
υ { ( χ , у ) I Ixl < 4 and у > max (1,|^х 2 +|)} и 
U { ( x , y ) l Ixl > 4 and у > | ( | х | - 1 ) } , 
D2 = í ( x , y ) l i < х < 2 and | y ( l + l x l ) 3 - Ixl -1 < у < 1} U 
и í (x,y)l Ixl < i and -1 < у < 1}, 
D3 = {(x,y)l Ixl > i and- |( l+lxl ) < y and 
y < m 1 n ( ^ ( 1 + l x l ) 3 - Ixl - i , z i x i ü ± J x l l ) } > 
З4 = Цх.У)! x > 4 and 2x
¿
-2lxl 
x2-2lxl +4 
χ +2x+4 
< y < | ( l x l -1)}, 
D R = { ( x , y ) l 2 < x a n d 2 ' x l ( l + W 
s
 χ +21x1 + 4 
< у and 
See fig. 1. 
у<ш1п( ,|.2 'X' )}· i¿ J
 x¿-2lxl +4 
LEMMA 2.VI. Let x,y e IR . Define 
3 I 2 
H(x,y) = sup {l^+xc-c.+yc, || ω e В and ω(ζ) = c^+c-z+c-z +...}. 
Then 
Г ІУІ» 
1 , 
Н(х,у) = 
Using this lemma with 
2
n, 
3 ( l 1 
2
rix 
3 ( IX 
η** 
. ? 
xl) 
-i) 
-4) 
/ 1+1x1 
\/3( l+ |X |+y) 
/ χ -1 ' 
УЗ( χ -1-y) 
/ x2 - 4 ' 
3(x'-4y) V 3y - 3 
(x.y) e Οχ 
(x.y) e D 2 
(x.y) e D 3 
(x.y) e D 4 
(x.y) e D 5 
χ = 8-10a and у = 11-30α+20α2 = |(χ2-χ-]), 
34 
35
 
i t follows that 
ІЬДІ < 
2(1-α). 
^vTTF (9-10σ) 3 / 2 , 
t . < α < 1 
^ ( І З - ^ Г І ) < α < t 1 
І ^ (11-30α+20σ2)(6-10α)3 / 2, y < α < ^(U-^/Π) 
2(1-α)(11-30α+20ο< ) , 
О < α < 
Here t , is such that 
(9-lOt^3 = ISSi l-t^ 2 . 
Proof of the lemma. Note that since -ω , e В if and only if ω e В we may 
assume that χ > 0. Because ω e В we have 
/ 1 0 0 \ 
(*) 
Therefore 
/ c 1 c 2 c 3 ^ 
cl c 2 
ci J 
1 0 
/ с, с, c, \ / РІ^+ХС^) \ 2 
\ 
For all ρ,λ e I. 
This leads us to 
-1 "2 "3 
c l c 2 
c l ^ 
Xc-, 
/ pic^Xc^) \ 'Z 
Ac, 
3,2 ,2. l c 3 + ( p + X ) c 1 c 2 + p X c 1
J
r < ll+( U T - I ) lc1l'
:
+( І р Г - 1 ) ICg+XCj 
Using the estimate 
,2 
2,2 
lc2l < 1-ICjl' 
we get 
3 2 
c 3+(p+X)c 1c 2+pXc 1 I < Γ ΙρλΙ if lp I > 1 and |λ| > 1 
I l i f Ipl < 1 and Ш < 1 
We have equal i ty in the f i r s t case i f f ICJ|= 1 and ω(ζ) = ηζ, |η|= 1. 
3 We have equal i ty in the second case i f f IcJ = 1 giv ing ω(ζ) = ηζ , ΙηΙ = 1. 
Let χ and у be given. Define λ,ρ e t by 
ρ = ex 
+ Áxr - У
і 
№ - y' 
Then λ+ρ = χ and λρ= у and some simple computations show that 
min( Ipl, |λ|) > 1 if lyl > 1 and ly+l| > χ 
max( |p|, |λ|) < 1 if x-1 < у < 1. 
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From now on we may therefore assume that l y + l l < x. Using (*) and 
proposition l . X I . we see that 
c2 с з \ (l-lc/ - ^ C 2 
eg J V l-lcjl^ 
from which i t follows that 
c 2 = " ^ ^ 1 " 1 0 ! 1 ^ w i t h ' ^ 1 - 1' 
Again using l . X I . , we obtain 
|Сз+с^с2х2І < ( l - | c 1 l 2 ) ( l - | x 2 l 2 ) 
and therefore 
с
з
 =
 ^ г
2
^ "
1 0 ! ' 2 ) + х з ( 1 - | с і | 2 ) ( 1 - | х 2 | 2 ) w i t h ^ З 1 - ^ 
Using these representations i t follows that 
3 — 2 2 2 3 
|c 3 +xc 1 c 2 +yc 1 I < Ic^ i 1 " 1 0 ! ! )+xc 1 x 2 ( l- lc 1 1 J-yCj I + 
+ ( ΐ - ι
ε ι
ι
2 ) ( ΐ - ΐ χ 2 ι ? · ) 
with equal i ty possible f o r suitable choice of x 3 . Since ω e В i f and only 
i f ω e В f o r every η e С with Ini = 1, we may assume that c, = Ic, I. 
Let с = с, and X2 = г е 1 ф . 
I f у < 0 we have the sharp estimate 
| c 3 + x c 1 c 2 + y c 1 3 | < (c- l)( l-c )r 2 +xcr(l-c 2 )-yc +1-C2. 
Let F be the function on the uni t square, 
Τ = { ( c , r ) l 0 < c < l , 0 < r < l } 
defined by the r i g h t hand side of the inequal i ty . We shall f i n d the maximum 
of F. 
I f a maximum is attained in the i n t e r i o r of Τ then we must have 
We f i n d that 
0 = D r F(c,r) = ( l - c 2 ) ( 2 ( c - l ) r + c x ) . 
ex 
Since r < 1 we therefore have 
2 
С < 2 Т З Г 
I f we subst i tute t h i s value of r in F we get 
3 2 3 χ 2 
'
c 3 + x c l c 2 + y c l ' - ^ " y c + ( 1 + c ) T~ C * 
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However the function 
Q : с - l-c2-yc3+(l+c) 5- c 2 
? ? χ has no maximum on the open interval (0, γτ-) since j - - у > 0 and Q' (0) = 0. 
Therefore F attaines its maximum on the boundary, 
lc3+xc1c2+yc1 I < max{F(u)l u e эТ} = 
max(l, lyl, max 1-е -yc , max -yc +(l+x)c(l-c )) 
0<с<1 0<c<l 
1 
ІУІ 
<l+x) У з 1+x 
(x,y) e D 2 η {(x,y)l у < 0} 
(x,y) € ϋ
ι
 η {(x,y)l у < 0} 
(x,y) e 0 3 η {(x,y)l у < 0}. 3(l+x+y) 
Before we estimate the coefficient combination for у > 0, we first derive 
another elementary lemma. 
LEMMA 2.VII. Let a, 3 e IR and г > O.then 
2 2 
max I ζ +a2+3l 
lzl = r 
(lr2+BI+ar)2 if 0 < 43r+lar2+aBI 
2 
. (r2-ß)2(l-^) if 0 > 4ßr+lar2+a3l. 
Proof. We have 
2 2 4 2 2 2 З і і 2 2І 
max Ι ζ +az+3l = r +α r +β + max 2Re ar e +a3re +3r e 
lzl = r θ 
4 2 2 2 2 2 
= r +a r +3 +2r max ar x+a3x+23rx -0r 
-1<χ<1 
with 
? ? 2 2 ( r -3) +a r +2rX 
2 2 
23r+]ar +a3l if 40r > -lar +a3l 
_ 1 α Λ α 3 ] 1 if 43r < - l a r 2 + a 3 l . 
орГ 
The l a s t equal i ty can be obtained by considering the cases 3 < 0 and з > 0 
separately. 
Note that the r i g h t hand side is continuously d i f f e r e n t i a b l e with respect 
to r. 
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Now let 0 < y < x-1. Using 2.VI. we see that 
with 
l c 3 + x c l C 2 + y C l ' - F( c' r) 
F(c,r) = (l-c2)(l-r2)+ 
lr2c(l-c2)-yc3|+c(l-c2)xr, (0^)61^13 
(r 2(l-c 2)
+
yc 2)/c 2
+
^(l-c 2), (с,г)ет2. 
Here the sets T. are defined by 
T1 = {(c,r) e TI 4yc2r < x(r 2 (l-c 2 )-yc 2 )h 
T2 = {(c,r) e T| 4yc2r > x | r 2 ( l-c 2 )-yc 2 | } , 
T3 = {(c,r) e TI 4yc2r <-x(r2(l-c2)-yc2)}. 
Observe that Τ = Τ. υ Τ« υ Τ . See f i g . 2. 
Χα4 
f i o . l . 
We shall show that F has no maximum on the interior of T. 
Suppose F attains a maximum at a point (c0,r ) in the interior of T. 
Then (F is di f ferenti able with respect to r) 
£ (co'ro> = 0· 
On T„ F has the form 
F(c,r) = a(c)r2+ß(c) 
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with a(c) > 0, because χ > 4y. 
Therefore (Ср.г^) g Τ , i . e . ( c ^ . r . ) is an i n t e r i o r point of T, or an 
i n t e r i o r point of T.. 
The same reasoning as in the foregoing case, when y was negative, shows that 
no maximum can be attained in the i n t e r i o r of T 1 . 
I f ( c ^ . r . ) e T., then the equal i ty 
Эг ( V o * = 0 
leads to 
However 
Гг. = 
C 0 X 
о -TTT+CTJ-· 
c0x (co' щтнгу) « i n t T 3 
as easi ly can be checked. 
We thus have proved that every maximum is attained on the boundary. 
We have 
F(0,r) = l-r*-
F ( l , r ) = у 
2 
F(c,0) = l-c 2 +yc 3 
F(c,l) 
2 2 2 
c(l-c -yc +(l-c )x) 
c ( y c 2 - a - c 2 ) + ( l - c ^ x ) 
2 2 ( l - cSyc ¿ ) 
i f с < 4y+xy+x 
/2 £ 
V с + 4y 
_,
 i f
 1 >c >^^T^ 
( l -c £ ) i f 2 < с < 4y+xy+x x+xy-4y 
The maximum of F can now be calculated by simple one variable calculus. 
2.4. Inverse c o e f f i c i e n t estimates for S*(a). 
Let a < 1 and consider the class of α-star l ike functions 
S*(a) = { f € H(D)I Re 2f'[V > a, f (0) = f ' ( 0 ) - l = 0} . 
S*(a) has been studied by several authors [Goodmann]. If 0 < α < 1 then 
S*(a) с S*(0) = S* and therefore the elements of S*(a) are univalent. The 
nth inverse coefficient problem for S*(a) has been solved previously only 
for η = 2,3 [Libera and Zlotkiewicz]. 
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In the same paper an upperbound f o r the b is obtained, 
| b | <1ТІЩІ-а)*1) . 
n
 -
 n
 Γ
2 (η(1-α) + 1) 
With the aid of lermia 2.VI. we can obtain a sharp bound for η = 4. 
THEOREM 2 . V I I I . I f f e S*(a) and F is i t s inverse in a neigbourhood 
of zero, 
F(w) = w+ Σ b w . 
n=l n 
Then 
|b 4 l < |(1-α)Η(10-12α,21-52α+32α2) 
with Η as in lemma 2.VI. and th is is sharp. 
Proof. Let f e S*(a), then 
z f ' ( z ) _,_,, > 1+ζω(ζ) 
with ω e В, 
2 
ω(ζ) = c,+c2z+c3z + . . . 
This leads to 
3b4 = 2( l-a)(c 3 +(10-12a)c 1 c 2 +(7-8a)(3-4a)c 1 3 ) 
With lemma 2.VI. t h i s gives the desired i n e q u a l i t y . 
For other estimates we use theorem l. IX. Let f e S*(a), then 
Hence, i f 
then ωeB. 
We obtain 
Re zff'ÁV > a and f ' ( 0 ) = 1. 
f , \ f ( z ) - z f ' ( z ) 1 
j j (f(z)-zf (z»(f(c)-cf (;))
 Mz)im < 
DD 1-ζς 
ƒƒ ( ( 2 ° - l ) ^ z ) - z f , ( z ) ) ( ( 2 a - l ) f ( C ) - C f ( 0 ) 2 c d y ( z ) i ^ ^ · 
ÜD Ι-ζξ 
for all complex measures μ on D with compact support. Note that we have 
equality here if ω s η for some n G Œ with |η|= 1. 
Let F be the (local) inverse of f on D . Substitute this in the integral 
inequality. We conclude that 
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ƒ ƒ (wF»-F(w))(uF4u)-F(u))
 d p ( w ) B ^ 
l-F(w)F(u) f(Dr)f(Dr) 
ƒ ƒ (ßwF'(w)-F(w))(ßuF4u)-F(u)? d p ( w ) H ^ y 
f(Dr)f(Dr) l-F(w)F(ïïy 
for all complex measures ρ on f(D ), with 3 = 2α-1. 
Since IF(w)l < 1 if w e f(D ),we have 
f I ƒ (wF'iwJ-FtwJJFCw)11 dp(w)|2 < 
n=0 f(D
r
) 
? | ƒ (ßwF,(w)-F(w))F(w)n dp(w)|2. 
n=l f(Dr) 
Choose s > 0 such that г с f(D ). 
s v r' 
Let m e fi , m > 2. Define ρ by 
ƒ g(w)dp (w) = Χ ƒ g(w)w",n"1dw. 
f ( D r ) m Z m rs 
Then taking ρ = ρ we get 
/(wF'(w)-F(w))F(W)
n
 dp
m
(w) = ( ^ - 1 ) ^ η + 1 ) 
and 
/(3wF'(w)-F(w))Fn(w) dp
m
(w) = (&^Т-1)Ь^ П + 1 ). 
After some rearrangements we get 
K m - D b J ^ ^ A - S r i l - a J d - a i j I b i " * 1 ) ! 2 
n=l n+1 n+1' m 
m = 2. 
We find Ib^ l < 2(l-a). 
We have equality if and only if ΙωΙ = 1, i.e. if and only if 
ζ f ( z ) = 
" ( l - n z ) 2 ( 1 - a ) ' 
The "only i f " follows from the equal i ty 
Ib 2 l = 2(1-α)ω(0). 
m = 3. 
We f i n d |b3 l < 3 ( l - a ) ( 2 - 3 a ) | b 2 | 2 + ( l - a ) 2 . 
ζ € D, Ini = 1. 
Thus 
| b , | 1-a, 
( l -a)(5-6a), 
< a < \ 
a i 3 
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When do we have equality? We consider three cases. 
2 
α <-j · Suppose IbJ = (1-σ)(5-6α). Then Ib-I = 2(l-a) and the extremal 
functions are completely determined. 
2 1 
α = y · Suppose b- = (1-α)(5-6α) = ^  · We shall show that ω has the form 
for some χ e (-1,1), which completely determines f. 
Some computations show that if b- = j and 
z
^(z)-zf ,(z 
then 
3.(z)-zf'( ) 
ω(2) = - | b 2 + ( | b 2 2 - l ) z + ... . 
Consider the function ., а о 
l U ( z ) + f b 2 | ь Л і 
«P(Z) = j — - g - M = M ?+··• . 
z i + | ï ï 2 z i - | i b 2 i z 
Φ is an element of B. Therefore 
ІФ(0)І < 1 . 
This leads to b« € (-1.1) and φ(0) = -1, i.e. ω satisfies (*) for some 
x ε (-1,1). 
Computing the third inverse coefficient of the function f defined by (*) 
and (**) we f i n d b, = ^ . 
2 
2 < a < 1. We have equal i ty only i f b_ = 0. This leads to ω(ζ) = ηζ, 
with |η| = 1. The extremal functions are 
ζ g ^ , ζ e D, h i = 1. 
m > 4. 
I t i s not possible to obtain sharp bounds f o r a l l α < 1 i f m > 4 with the aid 
of the i n e q u a l i t y . 
Let F be the inverse of the function f € S*(a), 
f a ( Z ) = TiT^W 
Then 
2 
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This equality shows that the coefficients of F , Β (α), are positive if 
Ot Π *} 
a < i . We shal l show that Β (α) has maximum modulus i f α < - . 
- rr - η 
F i r s t note that 
! wF(;(w)-Fa(w) 
Ï Ç R (2a-l)wr(W)-Fa(w) = -1 · lwl < r · 
Therefore 
l(m-l)Bm(a)l2 = V 4 ^ ( l -a ) ( l -a ^ ) і в ( п + 1 ) ( а ) I 2 , 
with B^ n Val defined as usual. 
m ч ' 
Furthermore в ' п Ч а ) > 0 (а < J ) . 
m v ' - v -
о 
Fix m > 4 and l e t а < - . For a l l ρ and η such that 2 < ρ < η and 1 < η < p - 1 , 
— —m — г — — — r 
we have 
l
-
a
 ÏÏ5T г 0 · 
Now, with induct ion, i t is easy to prove 
' ( - " - D b / < 4 Γ* J j (1-а)(1-а ^ ( В « " * 1 ) ( а ) ) 2 = (--І)^,,,^«)· 
η=ι 
If we have equality for some α then it follows that lb?l = 2(l-a), determining 
all the extremal functions. 
We can obtain sharp estimates also if а > 1- — , because in this case 
for all η with 1 < η < m-2, we have 
ι πι η 
^Ш*
 0 
and so 
l(in-l)b I2 < 4 \ ( l - a J C l - ^ l b ^ 1 ) ! 2 < 4(l-a)2, 
n=l 
which is sharp for the function 
9
a,m (z) = (^/-îj 2(l-a)/m-l · M = 1· 
If a > 1 — , these are the only extremal functions, since if we have equality, 
then 
Therefore 
and hence 
bi""1"1) = 0 for all n, 1 < η < m-2. 
b = 0 for all n, 2 < η < m-1 
44 
a = 0 for all η, 2 < η < m-l. 
If (ni-l)bii| = 2(1-α)η with ΙηΙ = 1, then 
... . m-2 , m-2, 
ω(ζ) = ηζ + o(z ). 
Since ω <£ В we may conclude that 
ω ( ζ ) = η ζ " 1 " 2 
and therefore 
m-l 
z f ' ( z ) .
 n . n . l+nz"
 х 
^ Г -
 α + ( 1
-
α )
 І іьт 
We have proved 
THEOREM 2.IX. Let f e S*(a) and l e t 
F(w) = w+ Σ b w , Iwl < r. 
n=2 n 
Let F be the inverse of f € S*(a), 
У*) = - ζ t i « ) ^ 1 - ) * 
F (w) = w+ ? В (a)wn. 
n=2 
Let G be the inverse of g e S*(a), 
G
 (W) -- +Цкк^-К... . 
α,πτ ' m-l 
Then 
i b j í 
'Bn(a) a < 
2( l -o)
 a > 
n-1 a -
F 
2 
n 
1-
be 
1 
n 
(1) 
(2). 
If we have equality iñ (1) for some n > 2 then f = f for some η e Œ with 
' - an 
Ini = 1. 
If we he 
some η e Cini = 1. 
2.5. Estimates for convex functions. 
If we have equality in (2) for some n > 3 and if α > 1 — then f = g for л J ч
 ' - n αη 
Now we turn to the inverse coefficient problem for the class K. The 
general problem has not been solved up to today. The first seven inverse 
coefficients have been estimated by Libera and Zlotkiewicz. [Libera and 
Zlotkiewicz] Their method is essentially the same as ours, however the 
observation: if ρ e Ρ also i € Ρ, makes formulas much simpler. 
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Let f € К. Then by theorem l.XXI. we have 
Re 1+ ^ p j f } > 0, ζ e D. 
Hence 
f"(z) I , 
Z f ' ( z j i z r ' t z ) ! - 1 · 
Using theorem l.IX. and some properly choosen substitutions we arrive at 
ƒ ƒ Ρ"( Ζ)ΠΤΤ dy(z)dì^T < 
f(D)f(D) l-F(z)TTcy 
ƒ j (2F-(z)2-F(z)F"(Z))(2F'(02-F(OF'^lI
 М г ) щ ^ 
f(D)f(D) l-F(z)TTçy 
for all compactly supported measures μ with support in f(D). 
Define с^  ' and d) ' by 
F"(z)F(z)n=? c(n)zk 
k=0 K 
(2F'(z)2-F(z)F"(z)F(Z)
n
 = Σ d(n)zk. 
k=0 K 
Corollary l.XXIX. shows that the radius of convergence of these series is 
at least J. 
Let N e IN and λ 0 , . . . , λ Ν € I . Define у by 
1 N - k - 1 
v(E) = ¿ Γ / z \ z d z· 
с ю
 Enr, k=0 K 
Using these definitions we see that 
-(i-l) (c : / ' ) « (d\y>) 
'j-i 
(i-l), 
j-l 
EXAMPLE 2.X. 
/ 2b2 6b3 12b4 
Take N = 4. Then we have 
20b
r 
\ Í2 6b2 6b3+6b2£ 4b4+16b2b3\ 
2b2 6b3+2b2 12b4+8b2b3 0 
0 0 ,u2 
0 0 0 
2b, 6b3+4b2 
2b. 
0 2 8b, 
4' 
0 0 2 
0 0 0 
8b3+12b2 
10bo 
With some elementary operations as described in proposition l.XI. we can 
reduce this to 
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' b 2 3b3 6b4 iob5+6b3 
O b 2 3b- 6b. 
o o b2 3b3 
, 0 0 o b2 
Comparing t h i s with the inequal i ty 
Т з ( Г ) « T 3 (2f , + î f " ) 
for convex functions f we see that the f i r s t four coef f ic ients of a convex 
function and i t s inverse are rest r ic ted by the same inequa l i t i es , in 
par t icu lar lb I < 1 for η = 2,3,4. [Kortram]. 
I t is possible to prove that |b I < 1 f o r 2 < η < 7 with the inequal i t ies 
which can be derived from th is major izat ion, but a measure that "works", i . e . 
such that the r i g h t hand side can be estimated with the aid of old estimates, 
is not easi ly found. We therefore give here a d i f f e r e n t proof, highly 
computational, but very elementary for the f i r s t 7 c o e f f i c i e n t s . 
THEOREM 2.XI. Let f e К and F the inverse of f . 
F(w) = w+ Σ b w . 
n=l n 
Then 
lb I < 1 for 1 < η < 8. 
η - - -
Proof. Since f e К we have 
with ρ e P. 
Using the relations 
F,(f(z)) = ΤΊΤΥ and F"(f(z)) = - - ^ 4 
we get 
p(F(w))(F,2-FF")(w) = F,2(w), w 6 f(D). 
Let 
p(z) = 1+ zh(z) = 1+ Σ d zn, ζ e D. 
n=l n 
Then 
F"(w) = h(F(w))(F»2-F(w)F"(w)). 
47 
/ 1 3b2 6b3 14b4\ 
0 1 
0 0 1 
\ о о 0 
3b2 6b3 
3b„ 
Comparing coeff ic ients on the l e f t and r i g h t hand side we obtain 
2b2 = d 1 
6 b 3 = 2 d 1 b 2 + d 2 
12b4 = 2d 1 b 2
2 +d 2 3b 2 +d 3 
20b5 = d 1 (4b 2 b 3 -4b 4 )+d 2 (4b 2 2 +b 3 )+4d 3 b 2 +d 4 
30b6 = d 1 (2b 2 b 4 +3b 3 2 -10b 5 )+d 2 (-3b 4 +6b 2 b 3 +2b 2 3 )+d 3 (2b 3 +7b 2 2 )+ 
+ d 4 5 b 2 + d 5 
42b7 = d 1 (6b 3 b 4 -2b 2 b 5 -18b 6 )+d 2 (6b 2 2 b 3 +3b 3 2 -9b 5 )+ 
+ d 3 ( 1 0 b 2 b 3 + 6 b 2 2 - 2 b 4 ) + d 4 ( 3 b 3 + l l b 2 2 ) + d 5 6 b 2 + d 6 
56b8 = d 1 (4b 4 2 +4b 3 b 5 -8b 2 b 6 -28b 7 )+ 
+d 2 (4b 2 2 b 4 +7b 2 b 3 2 +2b 3 b 4 -10b 2 b 5 -17b 6 )+ 
+d 3 (4b 3 2 +16b 2 2 b 3 +2b 2 4 -8b 5 )+d 4 (16b 2 b 3 -b 4 +13b 2 3 )+ 
+ d 5 ( 4 b 3 + 1 6 b 2 2 ) + 7 d 6 b 2 + d 7 . 
Now we can express the b as polynomials of the d, . After a long and boring 
computation we get 
21 b 2 = dj 
з: b 3 = d 2 + d 1
2 
4! b 4 = 2 d 3 + 3 d 1 d 2 + d 1
3 
SI b 5 = 6 d 4 + 1 0 d 1 d 3 + d 2
2 + 6 d 1
2 d 2 + d 1
4 
б! b 6 = 2 4 d 5 + 4 8 d 1 d 4 + 2 d 2 d 3 + 3 2 d 1
2 d 3 + 3 d 1 d 2
2 + 1 0 d 1
3 d 2 + d 1
5 
7! b 7 = 1 2 0 d 6 + 2 8 8 d 1 d 5 + 6 d 2 d 4 - 2 0 d 3
2 + 2 4 0 d 1
2 d 4 - 1 6 d 1 d 2 d 3 + d 2
3 + 8 3 d 1
3 d 
+ d 1
2 d 2
2 + 1 5 d 1
4 d 2 + d 1
6 
S! b 8 = 720d 7 +2040d 1 d 6 +72d 2 d 5 -348d 3 d 4 +2112d 1
2 d g -126d 1 d 2 d 4 -
"
3 8 0 d l d 3 + 1 8 d 2
2 d 3 + 9 7 2 d 1
3 d 4 - 2 5 6 d 1
2 d 2 d 3 + 1 9 d 1 d 2
3 + 1 9 8 d 1
4 d 3 
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Since, by theorem l.XVI., Id I < 2 we get 
lb I < 1 for 2 < η < 6. 
η - - -
By the same theorem we have 
Idjdg-djl < 2 and Id^-dgl < 2. 
Therefore 
17! b7l < I120d 6288d 1d 5+6d 2d 4+240d 1
2d 4+d 2
3
+48d 1
3d 3+d 1
2d 2
2
+ 
+15d 1
4d 2+d 1
6|+|20d 3(d 1d 2-d 3)|+|36d 1d 3(d 1 2-d 2)l < 7!. 
Before we estimate b,, we first derive some inequalities for the coefficients 
of ρ similar to those of the examples l.XIII. and l.XV. 
The function 
ω(ζ> = р Ш а і = *VH d2- i dl 2 ) z +* ( d3~ dl d2 +< dl 3) z 2 +··· 
is an element of B. By l.XV. we therefore have 
and 
ld 2-id 1
2| < 2-ildjl2 
|d 3-d 1d 2+id 1 3| < 2-lldjl2. 
Furthermore we have that 
( d1 d 2 d 3 d 4 d 5 ^  fa\ 
d1 d 2 d 3 d 4 
dl d2 d3 
d l d 2 
d l ^ \
λ5/ 
Taking λ1 = 0, λ 2 = d 1d 2-d 3, λ 3 = -d2, λ^ 
( г d1 d2 d3 d4 \ 
2 d ^ g d j 
2 d 1 d 2 
2 d 1 
2 Ì 
А Л 
0, λ5 = 1, we get 
l d 5 - 2 d 2 d 3 + d l d 2 ' ^ 2 · 
Taking \^ = d1d2-d3, X- = 0, λ3 = -dj, λ4 = 1, λ5 = 0, we get 
|d4-2d1d3+d1 2d3l < 2. 
To estimate b« we make a rather a r t i f i c i a l p a r t i t i o n of the polynomial, 
We have 
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18: bgl < I720d7+2040d1d6+72d2d5+2083d12d5+18d22d3l+ 
+ |(972d13-126d1d2-538d3)d4l+|190d3(d4-2d1d3+d12d2)l+ 
+ |4d14(d3-d1d2+id13)| + |29d12(d5-2d2d3+d1d22) 1 + 
+ I(|d12-d2)(388d12d3+46d13d2+4d2d1(d12-d2)l+ll5d1d23|. 
Write d = Id, I. Using the four derived estimates we see that 
18: bgl < 2-720+2.2040-d+4-72+2-2083d2+8-18+ 
+2l972d13-126d1d2-538d3l+4-190+4d4(2-id2)+29-2d2+ 
+(2-|d2)(2-388d2+2-46d3+16d)+15-8d. 
Furthermore 
I972d13-126d1d2-538d3l < 538ld1d2-d3l+664dld12-d2l+308d3 
< 2-538+2-664d+308d3. 
18: bgl < 4784+6888d+5000d2+776d3-186d4-42d5-2d6 
= 8: +(2-d)(2d5+46d4+278d3-220d2-540d-17768) 
< 8: +(2-d).(-16,308) < s:. 
Therefore lb„l < 1 with equality if and only if d = 2. 
All together 
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CHAPTER 3 
GROWTH OF THE COEFFICIENTS OF THE INVERSE OF A CONVEX FUNCTION 
3.1. Introduction. 
From the last part of the foregoing chapter one might get the idea that 
if 
F(w) = w+ ? b \ 
2 n 
,n 
is the inverse of an element of K, then 
ib
n
i < i . 
This idea, however, i s f a l s e . 
Consider the functions 
*)-к<и£і>в). о*»*1· 
The function f maps the unit disc onto a wedge with angle Jan, hence for 
a
 1 
О < a < 1 the inverse has a singularity at f (1) = j ¿ . 
Therefore 
limsup vTb (α)Г > 2a 
_ n
v
 -
η -»ш 
with 
F (w) = f'^w) = w+ ? b (a)wn. 
a a
 n=2 
If a > J we see that there exists an η e IN such that 
lb
n
(a)l > 1. 
In fact there is an α such that |bin(a)l > 1. One way to see this is to J10 
differentiate f , 
α 
Γ ( ζ ) = ( 1 - ζ ) α - 1 ( 1 + ζ ) - 1 - α 
= ( l - 2 o f
a
( z ) ) ( l - z 2 ) _ 1 . 
Then using the fact that 
We see that 
W*»-T¡¡izr· 
F¿(w) = 1+2O«F¿(W)-F2(W). 
Comparing coefficients on both sides we obtain 
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Μ α ) = α 
¿
 η-1 
( n + l ) b n + 1 ( o ) = 2anbn(a)- Σ b k ( a ) b n _ k ( a ) . 
This leads us to 
10b10(a) = 512a9-827 i | a7+380a5-56 | a3+l Ц a. 
This expression is minimal for α « 0.8923. The value attained there is 
b 1 0 (a) « -1.2551. 
Kirwan and Schober proved 
THEOREM 3 . 1 . Let f e К and l e t 
F(w) = w+ ? b ( f ) w n 
2 n 
be i t s inverse. 
There exists а с > 0 such that 
M = max lb ( f ) l > c - 2 n n " 3 . 
n
 f€K n 
Proof. See [Kirwan and Schober (2)]. 
They obtained this estimate by considering the nth coefficient of the 
inverse of f with α = -^— . We will prove that this estimate is best 
α η
 r 
possible, improving a bound of Clunie. [Clunie (2)]. 
3.2. Preliminaries. 
First we show that it is sufficient to consider functions which are in 
some way close to a function of the form 
For every g € К, g(D) is a Jordan domain and by the following theorem 
ή Q 
we can extend g continuously to D. We therefore may speak of g(e ). 
THEOREM 3.II. Let η be a Jordan domain and f a univalent function 
which maps D onto Ω. Then f extends to a homeomorphism of U onto Ω. 
Proof. See [Burckel, p. 307-308]. 
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LEMMA 3 . I I I . Let f , F and b be as in theorem 3 . 1 . Let η e { 2 , 3 , . . . } . 
η 
I f 
min | f ( e i e ) | > | + l ° 2 _ n 
then θ 
lb | < e 2 n n " 3 . 
η 
Proof. We have 
nb = ι ƒ L M d w 
η 2πι . \ lwl=J w 
= J L Г d z (0 < r < 1) 
2 П 1
 i z l - r f ( 2 ) n 
1 r dz 
"
 2 т , І
 |2l = l f ( z ) n ' 
Hence 
Inb |
 < и + 1 о і Л ) - п = 2
n ( l + 2ТОЗЛ)-" 
η - η
 ч
 η 
„η , -21og η . „η -2 
-
 г е х р (
 ι , 2 b g η ) - e 2 η · 
LEMMA 3.IV. Let f,, f-,... be a sequence of functions of K. Assume 
that for each n, 
min lf
n
(e1'9)| = |f
n
(l)| = \^ 
and that l im η = 0. Let 
n 
n -»«= 
^ - ifz 
Then l im f = t l o c a l l y uniformly on D. 
n -»œ 
Proof. Suppose that it is not true. Then because of the compactness of K, 
which is a consequence of theorems l.II. and l.XXIX., there exists a 
subsequence converging to a function g € К, g 4 t. We may assume that 
lim f = g locally uniformly on D. 
Since g JÍ t, we have lg(l)l > \ and thus, for r close to 1, we also have 
lg(r)l > \. 
Using the fact that f e К с S* and theorem l.XX. we see that 3
 n 
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r h ' У « - ) ' 2 = 2 R e r f ' ( r ) y r T = 2lfn(r)|2Re ^ - > 0. 
Therefore 
J+nn = l f n ( l ) l > l f n ( r ) l > l g ( r ) l - l g ( r ) - f n ( r ) l . 
Taking l i m i t s on both sides y ie lds a contradict ion. 
This lemma enables us to give a lower bound for l f ( z ) l in a certain 
region. 
LEMMA 3.V. Let ε = H i -
a l l f € К with 
min |f(e ) l 
s a t i s f y 
I f ( z ) l > J+ε, 
Proof. Let f € К. In the proof of the foregoing lemma we have shown that 
for all θ the function 
r - |f(re19)l 
is increasing. Therefore 
min {|f(z)ll 0.97 < Izl < 1, larg zl > ^ } = 
min { | f ( z ) l l Izl = 0.97, larg zl > £} . 
Furthermore 
min { | t ( z ) l l Iz l = 0.97, larg zl > £} =1 0 - ^ у
я
 Ι > П 
0
 ' 0.97e ' +1 ' 
Therefore ε > 0 and the lemma follows from the l o c a l l y uniform convergence. 
One fur ther lower bound is obtained by the maximum p r i n c i p l e . 
LEMMA 3.VI. Let f e К and suppose that 
min l f ( e i e ) l = i+η. 
θ 
Then 
l f ( z ) l > ( i + T i ) l z l . 
Proof. Apply the maximum principle to the function g(z) =
 f, ι . 
0.97 
0.97 e n i / 8+l 
). There exists an n
n
 > 0 such that 
lf(l)l < i+n0 
0.97 < Izl < 1 and larg zl > £ . 
— — — Η 
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The following lemna shows the relation between the minimal modulus 
Ί θ 
e ) and the d i s t r i 
(See l.XXI. and l . V I . ) · 
 θ 
of f (e ) and the d i s t r i b u t i o n of the representing measure of l + z f " / f 
LEMMA 3.VI I . Let f e К and suppose that 
min | f ( e i e ) l = | f ( l ) l = J+n with η < - ^ 
θ 
Let the measure u be defined by 
i x z f " ( z ) _
 f l + ς ζ H . . 
1 
Let χ = {ζ e Г ^ larg zi < |} and δ = y(x). Then 
δ < 12η . 
Proof. Let τ be the path in D joining 0 and 1 which is mapped by f onto 
the segment [0,f(l)] , i.e. 
f(
r
) = [0,f(l)]. 
We shall show that for every ζ e γ with Izl > |, 
larg ζ I < -^  
holds. 
Let Irl denote the length of γ. We have 
lYl = ƒ l(f"1)'(w)lldW|. 
[0,f(l)] 
In chapter 1 we derived the inequal i t ies 
| f ' ( z ) l > — l - * 
( 1 + Ι ζ ΐ Γ 
and 
^
2 ) ^ l ifíT-
This leads to 
l z l
 - l - l f ( z ) l 
i f l f ( z ) l < 1. Therefore we have for w e [ 0 , f ( l ) ] , 
Kf'^'iw)! = If'(f"1^))!"1 < (l+lf'V)!)2 
ί (1+ тег) = i 1 " 1 « 1 ) " 2 
Hence the length of γ satisfies 
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ІТІ < ƒ (1- lwl) Idwl = ( l - l f ( l ) l ) " -1 = 4 
[ 0 , f ( l ) ] i 
1
 1 _ 1+2η 
•2n 
Now i f ζ € т . then 
I z l + l l - z l < ΙτΙ < 1+2η 1-2η 
and therefore 
Hence 
lim zi < З п < 0.3. 
Iarg zi < -τ ίif ζ e τ and |ζ| > |. 
I f larg zi < -J, then 
log I f ' ( z ) l = ƒ log Ι Ι - ς ζ Γ ^ dy(Ç) 
Γ 1 
= ƒ log | 1 - ς ζ Γ 2 dy(c)+ ƒ l o g l l - c z l " 2 dw(ç) 
Χ Γ\χ 
> μ(χ) log Ι 1 + ι Ί ζ ΐ Γ 2 + ν(Γ\χ) log ( 1 + l z l ) " 2 , 
or equivalent ly 
I f ( z ) l > ( 1 + Ι ζ Ι ) 2 δ " 2 | 1 + ι Ί ζ ΐ Γ 2 δ . 
Therefore, denoting by γ. that part of γ that is in the disc with radius J 
and center at the o r i g i n , 
i+η = ƒ I f ( z ) l l d z l 
Ύ 
> ƒ ( l + l z l ) " 2 l d z l + ƒ ( l + l z l ) 2 6 " 2 ( l + l z | 2 ) " 6 | d z l 
T\T 1 
ι ι η Д 
> ƒ (l+r)"2dr + ƒ (1+r)"2 f^1 + r I Ì dr 
" o i ^ i+r¿ ; 
1 
> i + ƒ (1+r) 
i 
which proves the lemma. 
-2 &4U 
1+r 
dr > I + 12 
3.3. Main theorem. 
Now all preparations have been made in order to prove 
THEOREM 3.VIII. Let Mn = max {|bn|| f e К}. Then 
M = 0(2 nn" 3) (n· 
n
 V I \ 
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Proof. Choose N > 2 such that 
log N - , 1 \ 
where η
η
 is as in lemma 3.V. 
Let η > N and let f e К. Suppose 
min lf(el9)l = l+n. 
By lemma 3.1II. we may assume that η < log n Since the modulus of the nth 
inverse coefficient of f is the same as the modulus of the nth inverse 
coefficient of f for all ς e Œ with ΙζΙ = 1, we may assume that lf(l)l = |+n. 
Let F be the inverse of f. Some easy calculations show that 
г'м-зП^-ПЩ, w = f(z). 
f ' ( z ) b f ' ( z ) 4 
Hence 
п ( п - 1 ) ( п - 2 ) Ь
п
= ^ ƒ q ^ l d w 
lwl=J w 
_L г [э f"(zr - f" (z) 
2πι
' i l r u T f'íz)3 f (z)
2
-
n dz. 
Here Φ is chosen in such a way that l f ( z ) l i s large and IF"' ( f ( z ) ) l is small 
on φ. To be more precise, we choose Φ to be the composition of the paths 
¥ l ( t ) = ( l-n)t 
4>¿(t) -te i π/8 
i t ip 3 ( t) = 0.97e 
/4.\ 4. -ітт/8 4>4(t) = te 
Using lemma 3.V. and the fact that 
log n log N 
η <
 η
 <
 - Ν
 < η 0 
we see that 
l f ( z ) l > ι + ε , z € Φ1., i = 2,3,4, 
with ε as in lemma 3.V. 
π . π 
8± tí 8 
, η-1 < t < -0.97 
π . 15π 
, 0.97 < t < 1-η. 
With δ and χ as in lemma 3.VII. we have 
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and 
| f " ( z ) l I ,
 f ζ , . J 26 2-26 Irti)! = l 2 í b w α μ ( ς Μ ±ЬТІТ + ІТ7ГП^ 
ζίχ 
2 
•ςζΙ - 1-lzl 
^ 26 ^ 2-26 
^
 +
 ~ ,2 -( 1 - Ι ζ | ) ^ min Ι 1 - ζ ζ Γ ( 1 - Ι ζ Ι ) 
;*χ 
Let I. be defined by 
I k = / h ^ ^ l - ^ Ш f(z)2-ndz, к €{1,2,3,4}. 
Ф
к
 L f ' (z) 4 f ' ( ζ ) Ί 
Using If'(ζ)I > i and the crude estimates we have made, we get 
II3I < 16 ƒ 10 
9 ci 
T(i+e)¿-n|dzl <2n-^ 
^(l-lzl)' 
Here and in the sequel C. is a constant (independent of π and f). 
If ζ € χ and Iarg zi < 5 then 
11-ζζΙ > sin g . 
Therefore 
and 
f ' ( 2 ) 1 - 1-lzl + sin n, ' ( ) 
if," (?). f i ^ i f ι < 
/8 
26 
i f ζ e ψρ or ζ e φ . . 
Using t h i s we f i n d 
I I 2 I < ƒ 
2 
< — 
- η 
16 46 
( 1 - l z l ) 2 s i n 2 π/8 
26 
2 
η г 
ЬТІТ
 +
 sTrTnTï+ 71^7+ ¡ î ï i ^ /8 ( ί +
ε ) 
С 2 + 6
1
Г - ^ dr] < Î 3 . 2 " 
Z
 0 ( l - r ) ¿ J n 
because 6<12n. In the same way we obtain 
Before we astimate I , we note that 
J Idzl J Idzl 2π lz|=r l l - e 1 ζ Ι Ι 1 -
ε
1 ψ
ζ | " lz l=r |1-ζΓ l - r L 
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F i r s t some t r i v i a l i n e q u a l i t i e s . 
v2 
Now 
I I , I < 16 [ ( 1 - п ) ( | + л ) ] 2 " П ƒ ІЗ ^ ¿ L - ί ! 1 Μ | dz < 
Ψΐ f ' í z ) 2 f ' ( ζ ) ' " 
2 
< 2 n + 2 ƒ | 8 / / ^ А - d p ( c ) d v ( C ) - 2 / — 5
 ? d p ( ç ) | l d z l 
(Pj1 ГГ i ÇZ 1 ÇZ Γ ( l - c z ) ¿ ' 
^
2 П + 3
 f W l l - c z i l l - E z l « ' " ( O d v t O + / l—7Uv{t,)\<iz\ 
φ 1 ΓΓ
 | 1 ς ζ Μ 1
 ^ ' г Ι1-ςζΓ 
ƒ Í - y dv(c) = ƒ ί - y dw(C) + ƒ ^ - у dy(ç) 
Г | 1 - ς ζ Γ Γ\χ 11-ζζΓ χ Ι Ι - ς ζ Γ 
5 — Ι + ƒ —rdpÇç) 
s in £ π/8 χ |1-ζζΓ 
and therefore 
ƒ ƒ — Ц г dii(ç)ldzl < С, + ƒƒ — L - y Idzldp(c) 
Ч Г^ Ι1-ςζΓ χΦ! 11-ζζΓ 
<С + ƒ ƒ i—y IdzlduU) 
4
 χ Ι ζ Ι = 1 - η Ι Ι - ς ζ Γ 
г . 2πδ г 
4 η(2-η) - 5 
In the same way we find 
{{ l l-czli l-ezl ^ ( O d v i O 5 - 4 ^ + ІТ1П?78 { T T W α μ ( ζ ) + 
r r
 dpU)dy(0 
+ JJ
 Ι1-ζζ||1-ζζ| 
XX 
which leads to 
l[[ ii-cziii-ξζΐ <h.(Odp(Oidzi <c 6 ^ c ^ M i - z i ^ i d z i + 
+
 ^ | 7 Λ il-czlil-ezi 'dzid^OdHO 
χχ|ζ|=1-η 
< Cg + 2n-12C7 + Cg. 
This proves the theorem. 
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CHAPTER 4 
SYMMETRIZATION 
4 . 1 . The *- funct ion and i t s appl icat ions. 
In th is chapter we shall discuss some generalizations and consequences 
of results obtained by Baernstein. In his paper [Baernstein (1) ] Baernstein 
star ts by considering a certain operation on extended real valued funct ions. 
Let u be an extended real valued function defined in an annulus 
Ar R = {z € I l г < Izl < R} 
such that for each s € (r,R) the function 
θ - u ( s e i e ) 
is Lebesgue integrable. He defines a new function u* in the semi-annulus 
Ar,R = { z e VR' Im Z - 0 } 
by the formula 
u*(se i e ) = sup ƒ и(5е1 ф) d«p, 
ΙΕΙ=2θ E 
where the supremum is taken over all measurable sets E <= [-π,π] with Lebesgue 
measure IE I = 2Θ. 
I t turns out t h a t , in a certain sense, this operation preserves subharmonicity. 
To be more precise, Baernstein has proved the fol lowing theorem. 
THEOREM 4 . 1 . Suppose u = u. - u . , where u, and u„ are subharmonic 
in A n. Define 
u (se 1 9) =u*(se 1 B) + ƒ u2(se
llp) άφ 
-π 
where u* is defined as above. 
Then u~ is continuous on Α
 η
 and subharmonic in the interior of Α„
 D. 
r,R r,K 
Proof. See [Baernstein (1); Duren (2), p. 225-228]. 
He uses this theorem to prove 
THEOREM 4.II. Let f e S and let к be the Koebe function, 
k(z) = - ? ^ . 
(l-z) Z 
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Let Φ :]R -» Ш be a nondecreasing convex funct ion. Then 
ƒ Ф(1од | f ( r e 1 ö ) l ) de < ƒ Ф(1од l k ( r e 1 ö ) l ) de. 
-п -π 
I f equal i ty holds f o r some r e (0,1) and some s t r i c t l y convex Φ then 
f ( z ) = e 1 a k ( e " i a z ) f o r some a e l R . 
To prove t h i s theorem he considers the Green's functions of f(D) and of 
k(D) with poles at zero, 
u(z) = -log I f ' ^ z ) ! , 
v(z) = -log I k ' ^ z ) ! . 
They can be extended to subharmonic functions on the whole complex plane with 
exception of the orgin by sett ing them equal to zero on the complement of t h e i r 
respective domains. He then shows that v* is harmonic, which leads to u* < v*. 
With the aid of the two fol lowing propositions th is inequal i ty can be 
transformed to y i e l d the theorem. 
PROPOSITION 4 . I I I . For g,h e ί ^-π,ττ] the fol lowing statements are 
equivalent. 
a) For every convex nondecreasing function Φ on IR , 
π π 
ƒ Ф(д(х)) dx < / Ф(1і(х)) dx. 
-π -π 
b) For every t € (-=>,»), 
ƒ (g - t ) + ( x ) dx < ƒ (h - t ) + ( x ) dx. 
-π -π 
c) For 0 < θ < π, 
9*(θ) < h*(e). 
Proof. See [Baernstein ( 1 ) ] . 
PROPOSITION 4.IV. Let f e H(D) and l e t U be the range of f . Assume U has 
a Green's function and l e t u be the Green's function of U with pole at f ( 0 ) . 
Then for 0 < ρ < °o and 0 < r < 1, 
J
 1 0 g + ' f ( ^ Ì 9 ) ' d 9 < ƒ (u+ log r )+ (pe i i p ) d» + 2п.1од+ - Ш Ш . 
-π
 p
 -π
 p 
I f f is univalent, then equal ity holds. 
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We give a geometric proof of the last proposition in case f is univalent. 
Let ρ e (Ο,οο) and r e (0,1). 
Define 
D,. „ = {w ε II Iwl > p. u(w) > -log r}. 
г ,p — — 
Then 
D
r
 = {w e (El w = f(z), Izl < r}. 
Hence D is bounded. It is easy to see that the boundary of D consists 
r,p J J r.p 
of piecewise smooth Jordan arcs. 
Furthermore the functions ρ and t defined by 
t(w) = log Iwl - log p, 
p(w) = u(w) + log |w-f(0)l + log r 
are harmonic on a neighbourhood of D . Using Green's formula we get 
r ,P 
0 = ƒƒ pAt-tAp dxdy = ƒ ρ U - t IE ds 
D 3D э п n 
r,P r,p 
" / ( u + log r ) | l - t |H ds + 
r.p 
+ ƒ log l w - f ( 0 ) l | Í - t 3 loglw-f(0) l d s -
D ЭП ЭП 
r.p 
The function 
w -• log lw-f(0) l 
is harmonie except at f(0). Therefore, if lf(0)l < ρ then f(0) 4 30^ . and 
r.p 
the second term of the right-hand side equals zero, 
;
 l o g | W . f (o) i f - t э 1 о 9 l ^ t 0 ) ' ds = 2n.log+ J Í M L = о. 
3D 
r.p 
I f l f ( 0 ) l > ρ then f(0)eD and using Green's theorem once again with the 
r.p 
domain 
D r . p . e = D r . p W f i 0 b e > 
we see that for ε smal l , 
r ι , f / n M 3 t . 3log Iw-ffOII ., ƒ log l w - f ( 0 ) | — - t ^ ^ < - ds = 
3
 r.p 
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= ƒ log Iw-f(0) | | t - t alog lw- f (0) l
 d s = 
lw-f(0)|=e Э п Э п 
= ƒ elog φ t ( f ( 0 ) + r e i e ) | r = e d e - ƒ t ( f ( 0 ) + e e i e ) de = 
-π -и 
= -2iTt(f(0)) = -2π l o g + i í M i . 
We divide the boundary of D in to two parts 
ГіР 
э0 = {wl Iwl = p, u(w) > - log г} и {wl lwl > p, u(w) = - log r } 
r»p 
= Y! и r 2 . 
The intersect ion of these sets consists of f i n i t e l y many points unless f = \ι 
for some λ , but then the inequal i ty is t r i v i a l . We therefore assume that 
f ¿ λζ. 
Because u + log r i • 0 and t l = 0 we get IT2 IT! 
ƒ (u + log г) | І ds = ƒ (u + log r) ^ ds 
3D Э п γ . Э п 
r,p ' 1 
π 
= - ƒ (u + log r) (ре 1 ф ) dφ 
and 
We have 
and 
Hence 
r 4. 3u ., r . 3u .
 r . „ f 3u o f ., 
a n
 ;
 t^ïï*5 = ! ι 3 Ï Ï d s = / t 0 f ^ ^ d s · 
3Dr,P Ύ 2 f ' ^ Y g ) 
f~l{42) = {zl l f ( z ) l > ρ, ζ = r } 
u о f ( z ) = - log I z l . 
ƒ t i ^ d s - - n o g + ^ f ^ i d e . 
For ρ ^ l f ( 0 ) l the proposit ion follows inriediately from these e q u a l i t i e s . 
For ρ = l f ( 0 ) l the equal i ty follows from c o n t i n u i t y . 
This proof is not as short as Baernstein's but i t shows how we can 
transform integrals of subharmonic functions from the image plane to the 
ζ - plane. 
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4.2. Extension of Baernstein's theorem. 
Theorem 4.II. has many consequences. It can be used to prove the 
maximality if the inverse coefficients of the Koebe function [Baernstein and 
Schober] and to prove the estimate la I <-sfi for power series coefficients 
of S. [Baernstein (1)]. 
We shall state and prove an equivalent theorem from which it is sometimes 
easier to derive properties of the coefficients of elements of S. 
Definitions. Let g € L [-π,π]. The distribution function of g is the function 
λ : IR -• IR defined by 
X(t) = |{xl g(x) > t}|. 
The symmetric rearrangement of g is the 
function G defined on [-π,π] by 
G(x) = i n f { t l X(t) < 2x}, 0 < χ < π 
G(TT) = l im G(x) = ess. i n f g(x) 
x+n 
G(x) = G(-x), -π < χ < 0. 
Note that G is nonincreasing on [Ο,π]. 
I t i s an easy exercise to prove 
PROPOSITION 4.V. For g e L 1 [-π,π] we have 
θ 
g*(9) = ƒ G(x) d x , 0 < θ < π. 
- θ 
[Baernstein ( 1 ) ] . 
D e f i n i t i o n . We say that a function f defined on [-π,π] is symmetric 
nonincreasing i f f is nonincreasing on [Ο,π] and f ( x ) = f ( - x ) . 
The fol lowing proposit ion is also very elementary. 
PROPOSITION 4.VI. Let g,h
 e L
1
 [ - „ , , , ] be symmetric nonincreasing. Then 
the fol lowing statements are equivalent. 
a) For 0 < θ < π, 
θ θ 
ƒ g ( t ) dt < ; h ( t ) d t . 
- -
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b) For all f € L [-π,π] that are positive, bounded and symmetric 
nonincreasing 
ƒ g(t)f(t) dt < ƒ h(t)f(t) dt. 
-it - π 
Proof, b -• a Is t r i v i a l , a -» b Is true because f is uniform l i m i t of p o s i t i v e , 
bounded, symmetric nonincreasing step funct ions. 
These observations lead to 
THEOREM 4 . V I I . Let Φ, f and к be as in theorem 4 . I I . and h € L V T T . T T ] . 
Denote by H the symmetric rearrangement of h then 
ƒ ©(log l f ( r e 1 ö ) l ) h ( e ) de < ƒ «( log | к ( г е 1 И ) I ) Н ( ) de. 
Proof. Let r e (0,1) since [Φ-t] is convex for all t we have 
ƒ [Ф(1од |f(rei8)l) - t ] + de < ƒ [Ф(1од Ік(ге1' )І) - t ] + de. π ; 
-π 
By proposit ion 4 . I I I . th is is equivalent to 
Ф(1од l f ( r e l 9 ) l ) * < Ф(1од І к ( г е і ) І ) * , 
i . e . the symmetric rearrangements of the functions 
ψ^θ -> Ф(1од I f í r e 1 8 ) ! ) 
Ф 2 : -Ф(1од | к ( г е і )|) 
satisfy the condition a) of proposition 4.VI. 
Furthermore, we have for д., g„ e L [-π,π] 
ƒ П1(х)д2(х) dx < ƒ G1(x)G2(x) dx 
[Hardy-Littlewood-Polya] 
where G. is the symmetric rearrangement of д . . 
Denote by ψ. the symmetric rearrangement of ψ.. 
We have 
π . n 
ƒ Ф(1од | f ( r e i e ) l ) h ( e ) de < ƒ v^eJHíe) de < 
-π -π 
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π π 
< ƒ Ϋ 2 ( Θ ) Η ( Θ ) de = ƒ Ф(1од l k ( r e 1 9 ) Ι ) Η ( θ ) de. 
-π -π 
4.3. Integral inequal i t ies f o r analyt ic functions. 
We want to transform the integral inequal i ty of the foregoing paragraph 
in such a way that we can express the l e f t and r i g h t hand side in terms of 
f к 
the power series coef f ic ients of the functions log — and log —. In order to 
obtain a theorem which is equivalent to Baernstein's theorem we need the 
fol lowing lemma. 
LEMMA 4 . V I I I . Let t e (0,1) and ψ € В (see 1.3.) such that 
i ) l im |ф(ге1 е)1 = 1 а.е. 
r t l 
i i ) ф(0) = 0. 
Let the function ω e H(D) be defined by 
»w = ^ f ^ f r · 
1-е Φ ( Ζ ) Then 
i ) IIm ω(θ1 θ) - JTTI = Jn a.e. 
i i ) |{ΘΙ Im ω(θ 1 θ ) = π}I = 2 r t . 
is. Note. Since ΙΦΙ < 1 we see that Φ € Η00. Therefore lim ф(ге ) exists a.e. 
r+1 
(For a d e f i n i t i o n of H00 and a proof of these facts see [Duren ( 1 ) ] . ) 
Proof. The function .. 
е"
п
-г V' - "» ι^ττ 
ζ 
maps the u n i t disc D onto the open s t r i p 
{wl 0 < Im w < π}. 
And i t i s easy to show that 
" i t 
11m log -—-^- - JTTI = JTT 
1-е π 
f o r a l l ne Œ with |η| = 1, η jí e n 1 t and η г* e" 1 1 1 4 . 
Because lim |ф(ге 1 8 )| = 1 a . e . , i ) fol lows. 
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Since for every r e (0,1) the function 
ni t , i θ \ 
e .
 I m l o g
 e
 -»C-e .) 
1 - 6
π η
φ ( Γ 6 ι θ ) 
is bounded and integrable we have 
„
T T
' it . n N , π n i t , І . 
n t = i m log e 7 ^ ° ) = 1 ƒ Im log e ifre . de 
l - e n l t i p ( 0 ) 2 π -π l - e n i V r e i e ) ^  "  1-е ^ ( ' ) 
π n i t , i θ 
ƒ i r a ìog e 'ft6 . 
-п ι - 6
π ι
ν
ι
Ί 
ι п ΠΙ t , η Ö. 
1 к і im log ^ 6 ^ = π} 
1-ι"ω(θ ) 
which proves i i ) . 
The function g t has the property g(z) = - g ( z ) . Also 
f , im g t ( r e i 9 ) = Im і г е і д;(г-е І ) = Im J ^ + ^ ¿ ^ 
re -e l - re * ' 
_ -2sin ïït-sin θ ( r - r 3 ) 
Therefore the function 
-> Im g t ( r e 1 ) 
i s symmetric nonincreasing for every r e ( 0 , 1 ) . Therefore i t is also true 
for r = 1 , i . e . the function 
i 
θ -» Im дЛе ) 
is the symmetric rearrangement of the function 
-• Im ω(θ 1 θ). 
D e f i n i t i o n . For t € (0,1) l e t F be defined by 
F t = i f e H(D)I f (0) = n i t , 0 < Im f ( z ) < π} . 
It is easy to see that F. is convex. The extreme points of F. have been 
computed by J.D. Milcetich [Milcetich]. We state his result. 
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THEOREM 4.IX. Let F denote the set of functions defined by 
F = {f e H(D)I f(0) = 0 and -1 < Re f < 1). 
i θ 
Then f is an extreme point of F if and only if IRe f(e )l = 1 for almost 
all θ. 
This theorem leads us to the following. 
THEOREM 4.X. Let f € S and let к be the Koebe function. If g e F 
then 
l i m l m / logíM g(^) £ < lim Im ƒ log ψ- g (SJ, £ , 
s t l r r
 z z Ί Ζ
 s+1 Γ
Γ
 z
 ΐ ζ 1Z 
n i t 
wi th g.(z) = log e " z t ^ ' ' ^ 3 . n i t * 1-е ζ 
Proof. Since Γ ( 0 ) = 1, 
Im ƒ log ψί- g ( ^ ) # = 2 f Re log ?1ϊφ- -Im gíse"1 9) de 
r r
 z z 1 z
 0 re1 
= 2 f l o g l f ( ^ i 9 ) l . img ( se i e ) de. 
0 r 
Therefore the l e f t hand side of the inequal i ty in the statement equals 
2 f l o g i í ü s í l í i . I m g ( e i e ) de. 
on 
О 
Suppose that g is an extreme point of F.. By lemma 4 . V I I I . the funct i 
e - g t ( e i 9 ) 
is the symmetric rearrangement of 
- д ( е І ). 
Therefore, using 4 . V I I . and 4.IX., with 
Ф
г
(х) = χ - log r, 
we obtain the desired inequal i ty . 
Since F. is convex and compact (the elements of F t are l o c a l l y uniformly 
bounded and F is closed) we may use Krein-Milman's theorem to wr i te every 
g e F. as a l i m i t of convex combinations of the extreme points. Therefore the 
equal i ty is true for a l l g e F.. 
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Since for every measurable set E с (0,2π) with |E| = 2t there exists a 
function g e F. such that 
l im g i r e 1 9 ) = πχρ(θ) а .е. , 
r+1 t 
where Xr- denotes the character ist ic function of E, theorem 4.X. is equivalent 
to theorem 4 . I I . 
Let f e S; define F by 
F(z) = ƒ \ log ^
 d t 
0 "· ^ 
and К by 
K(z) = ƒ i log ^ d t . 
0 x τ 
As a consequence of 4.X. we have 
THEOREM 4.XI. 
that ! 
K(z) - Ιϋψΐϊ - (2 - Re a,) ƒ 
There exists a p r o b a b i l i t y measure μ on [-1,1] such 
-1 1-2XZ+Z 
2 d P ( x ) . (F'(0) = a 2 ) . 
Proof. Using 4.X. with g = g t we obtain 
1 r i ™ f ( z ) „ /Sr, dz sr r
 c . . „ i , s r , dz 
__ r log - ^ i g t(-) π = 2ïïr J F(z) gt(—) -j 
•ml F^ 1 + e 
r 
n i t 
sr „ n i t ' τ sr n i t 
_ - e i - _ e 
dz 
.2 
n i t 
iL. f П1І 1 ,
 + e 
2ni { ζ m t . „ n i t sr-ze z-sre 
dz 
. n i t , -nit> 
. sr r i l s r e ^ i . F ( s r e " " - ) 1
 = F ( s r e n i t . F ( s r e - n i t 
L sr sr J ч ' ч ' 
With theorem 4.X., i t follows that 
Im F(z) - F(z) < Im K(z) - K(z) with Im ζ > 0. 
Or equivalent ly, 
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Im z-Irn F(z) + F(z) < Im ζ · Im K(z) + K(z) = 2 Im K(z)-Im z, 
i.e., the function 
ζ
.κ(ζ) -líHfüi 
is typically real. [Pommerenke p. 54, Schober (1)]. 
Theorem 4.XI. is now a simple consequence of the following theorem. 
THEOREM 4.XII. Let Τ с H(D) be the set of functions defined by 
Τ = {f € H(D)I f'(0)-l = f(0) = 0, Im z-Im f(z) > 0}. 
For every f e Τ there exists a p r o b a b i l i t y measure μ such that 
1 
f ( z ) = ƒ ? ö du(x). 
-1 l-2xz+z¿ 
Proof. See Schober (1). 
COROLLARY 4.XIII. Let f e S and let 
, f(z) » η log -¿-J- = Σ γ Z . 
z
 n=l n 
Then 
IRe r
n
 - iI < n2(2-Re τ 2 ) . 
Proof. I t i s well known [Schober (1)] that i f g e Τ, 
g(z) = z + ? с / 
2 n 
then I c i < η. Together with theorems 4.XI. and 4 . X I I . th is proves the 
c o r o l l a r y . 
4.4. Symmetrization of other functions. 
We now prove a theorem s imi lar to 4 . I I . The proof is a modification of 
Baernstein's proof. 
THEOREM 4.XIV. Let f e S and l e t к be the Koebe funct ion. Let t e (0,1) 
and z0 e D such that there e x i s t α,β e IR with 
1-t 1 · | ζ ο ι 
i) 0 <
а
<
ш
 and 0 < 3 5 3 ^ - 1 -
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.+ r + r i i ) 0(log l z n l + log"1"{ί- ) < a(log t + l o g T ^ - ) 
и i t j i i t 2 i 
f o r 0 < r < d i s t ( 0 , f ( D ) c ) , with t 1 = f ( z 0 ) and t 2 = k ( - t ) . 
Define ν and u by 
z+t v(z) = - log Izl + alog | ^ 
u(z) = -log Izl + 0log 
Z-Zr 
l -z 0 z 
ζ € D, 
z e D. 
The functions u o f " and ν о k~ can be extended to subharmonic functions 
on the complex plane by sett ing them equal to zero on the complement of t h e i r 
respective domains. Furthermore 
(u о f " 1 ) * 5 (v о k - 1 ) * . 
We need three elementary lemmas to prove 4.XIV 
LEMMA 4.XV. 
l - l z r 
Let zQ and u be as in theorem 4.XIV. with β < . + . 
Then there exists an r e ( l z n l , l ) such that 
. is u(se ) > 0 f o r r < s < 1. 
Proof. Let r e ( l z - 1 , 1 ) . The function u is harmonic on the annulus 
A r = { s e 1 8 ! r < s < 1, 0 < θ < 2ττ} 
and continuous on the closure of A . Therefore 
r 
Now 
min u(z) = min {min u ( z ) , 0 } . 
z€Är lz | = r 
r - | z 0 l 
min u(z) = - log r + ßlog
 1 . , 
l z l=r 1 - Г 1 г о * 
as can be shown by an easy ca lculat ion. 
Define 
r-|z 0 l 
t ( r ) = - log r + log j^TTT ' I Z Q I < r < 1 . 
Then t ( l ) = 0 and t ' ( l ) < 0. Hence t ( r ) > 0 f o r r s u f f i c i e n t l y close to 1. 
Consequently 
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min u(z) = О 
ztK 
for r close to 1. 
LEMMA 4.XVI. Let zQ, 0, u and f be as in theorem 4.XIV. Define 
g(w) = u о f ' ^ w ) , w € f (D) . 
Then g can be extended to the whole complex plane such that th is extension 
is continuous on І\{0, f ( z 0 ) } and subharmonic on <I\{0}. 
Proof. Define the extension of g, which shall be cal led also g, by 
g(w) = 0 i f w e f ( D ) c . 
l-lz0l 
Assume that β < γ—.—¡- . By lemma 4.XV. g is nonnegative in a neighbourhood 
I+IZQI 
of every boundary point. Furthermore g(z) -* 0 if ζ -» 3f(D), hence the extension 
is continuous and subharmonic except at possible poles. 
In a neighbourhood of ^ ( Z Q ) , g has the form 
g(w) = Blog lw-f(z
n
)l + g^w) 
where g, is harmonic. Hence g is subharmonic there. If 0 = , . ·. then g is the 
limit of a locally uniform converging sequence of functions, subharmonic on 
ŒUO} and continuous on lUO, f(z0)}. 
LEMMA 4.XVII. Let h be defined by 
' (к" )), w e (-«,-è] 
h(w) = 
о, w e (-«.-el. 
with ν as in theorem 4.XIV. 
Then h* is continuous on ([+ = {zl Im ζ > 0, ζ ^  0} and harmonic in {zi Im ζ > 0}. 
Proof. The continuity follows from lemma 4.XVI. and theorem 4.1. Define 
θ 
1(геі ) = ƒ Ь(ге 1 ф) dep. 
-θ 
Since k(D) is an open neighbourhood of { г е 1 ф | - θ < Φ < θ} f o r every г > 0 and 
θ e (0,π) we have 
- ¿ -
г
1 ( г е і ) = ƒ _ i i _ ^ h ( r e ^ , * 3 iog г _e э ( 1 о д r)¿ 
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= ƒ a ь(ге і ф) αφ 
- θ Эф 
- ' э ( r e ) + ^ ( r e ) 
a 2 θ 
= - - Ц ƒ h(re1ip) άφ. 
э -θ 
Therefore 1 is harmonic. We are done i f we can prove that h* < 1, because the 
inequal i ty h* > 1 is obvious from the d e f i n i t i o n s of h* and 1. 
The function h*-l is continuous on I I + and subharmonic on i t s i n t e r i o r . 
From the def in i t ions of h* and 1 i t follows that h * - l ( r ) = 0 for r e Κ \ { 0 } . 
Because 
h(z) = -log Izl + h ^ z ) 
with h, continuous in a neighbourhood of zero, we have 
lim th*(z) - l(z)] = 0. 
z-0 
Since lim h(z) = 0, we also have 
l z l
"" lim [h*(z) - l(z)] = 0. 
Izl — 
The inequality h* < 1 now follows from the subharmonicity of h*-l. 
COROLLARY 4.XVIII. If r > è and θ e IR then h(re 1 9) > 0. 
Proof. The lemma shows that 
θ -» h(re i e), θ e [-π,π] 
is symmetric nonincreasing. Therefore 
h(re 1 9) > h(-r) = 0. 
We are now able to prove theorem 4.XIV. The proof makes use of the fact that 
g* - h* is subharmonic, so that we have to consider only the boundary values. 
Proof of theorem 4.XIV. 
Let ε > 0 and define 
Q J r e 1 6 ) = g*(re 1 8 ) - h * ( r e i e ) - εθ, 0 < r < », 0 < θ < π. 
By theorem 4 . 1 . and lemma 4.XVII. Q is subharmonic in the i n t e r i o r of <t+ and 
continuous on I I + . 
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Let (ζ ) be a sequence such that lim Q (ς ) = sup Q . Since Q is 
n
 neiN n—» n ε 
subharmonic we may assume that^ ) converges to a boundary point ς (possibly <*>). 
However if ς e (0,°°), then sup Q = 0 and we are done. 
Since g and h have the same singularity at zero, we have 
limsup Q (w) < 0. 
w-fl ε 
wed 
In the same way as in lemma 4.XVII. we find that 
limsup Q (w) < 0. 
wel + 
Suppose ζ = -r e (-°°,-d], where d = dist(0,f(D)c) > J. We have 
І
 0
е
( г е І )| =п = β 5 ς i n f 9 ( г е І ) - essginf h(re i e) - e < - e 
і θ because g is continuous and there exists a θ such that re € f(D) and because 
h(re19) > 0 for r > i. 
But this shows that Q (-r) cannot be maximal. 
The only case which remains is ς e (-d,0). 
We may decompose g and h as 
g(z) = g^z) - log Izl + plog Iz-tjl, 
h(z) = h ^ z ) - log Izl + alog |z-t2l. 
The function g, is harmonic on the disc 
D d = {zl Izl < d} 
and h, is subharmonic on the same disc. A simple calculat ion shows 
gjtO) = B(log IZQI - log I t j l ) 
h^O) = a(log t - log | t 2 l ) . 
Thus, f o r -d < - r < 0, 
π 
Q (-r) + επ - ƒ g ( r e 1 8 ) - h ( r e l B ) de 
-п 
= ƒ g 1 ( r e i e ) - h 1 ( r e 1 9 ) + ß l o g l r e l 8 - t 1 l - a l o g | r e i e - t 2 l d e 
- i t 
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< 2тт[д,(0) -h j íO) + ß ( l o g + | ^ | + l o g | t 1 l ) - a ( l o g + | ^ | + 1 o g l t 2 l ) ] 
= 2nß(loglzn l + log+ ^ ) - 2na(log t + log+ -£ ) < 0. 
и I ^ I i t 2 i 
Here we used the integral equal i ty 
^ ƒ log І5+ге1 ф І άφ = log Is I + l o g + -^j. 
-π 
Hence Q < 0 on I f o r every ε > 0, so g* < h*. 
To obtain c o e f f i c i e n t estimates, we shall transform the inequal i ty 
g* < h* into an inequal i ty involving f and k. This can be done as in the 
proof of proposit ion 4.IV. 
THEOREM 4.XIX. Let ρ, σ e (0,=°)· Let u and ν be as in theorem 4.XIV. 
and define D1 and D„ by 
D1 = { z l u(z) > a], 
D2 = {z l v(z) > σ}. 
Let γ, = 3D, and γ ? = ЭО«. Suppose γ, and γ ? have no singular points. Then 
- ƒ (log Ifl - log p ) + |^ ds < - ƒ (log Ikl - log p ) + -^ ds 
эп •" -
 J
 ^"
э
 •"' •
W 3 к
' Эп 
1 
Эй . Э 
T l T 2 
where -r- and -r- are derivatives with respect to the outward normals of D, 
эп an ι 
and D« respectively. 
Proof. Define 
D = {wl g(w) > σ, Iwl > p}. 
Q »ρ 
D Is bounded since it is the image of a bounded closed set of D. Because 
σ.ρ 
0 t D and f(zn) І D we have 
σ.ρ
 ч
 ϋ' σ,ρ 
V / \ + / і ч л с ι \ э і о д - l o g p .„ ƒ (g-σ) (pe σ ) de = - ƒ (g-σ) %
η
 a
 ds 
-π Г П0
а
 э п 
= - ƒ (g-a) ^ f ^ - P ds 
8D Э П 
σ,ρ 
= - ƒ ( 1 о д - 1 о д р ) Э - | = ^ ds 
σ,ρ 
= - ƒ ( log -log p f f 2 ds. 
χ 
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With 
χ = 3D fi {wl Iwl > ρ } . 
σ,ρ 
Furthermore χ = f (γ, ) and u = g o f . Hence 
ƒ ( g - a ) + ( P e i 8 ) de = - ƒ (log - log P ) + Э и 0 f ds 
= - ƒ ( l o g l f l - l o g p ) + ! £ d s . 
In the same way 
ƒ ( h - a ) + ( p e i 9 ) de = - ƒ ( log Ikl - log p ) + | ^ ds 
Theorem 4.XIV. together with proposit ion 4 . I I I . y ie lds the theorem. 
Since every nondecreasing convex function φ with Φ|, -1=0 f o r 
l ( - ~ , s 0 ] 
s n can be represented as 
Φ(χ) = ƒ ( x - s ) + du(s) 
- o o 
for some nonnegative measure ρ [ c f . Duren p. 216], we have the fol lowing 
c o r o l l a r y . 
COROLLARY 4.XX. Let f e S and l e t u and ν be as in theorem 4.XIV. 
Let Φ be a nondecreasing convex function on IR. Let σ,τ-ι and y- be as in 
theorem 4.XIX. Then 
ƒ Ф(1од I f l ) ( - Ц ) ds < ƒ Ф(1од |k|) ( - - g ) ds. 
У1 Y2 
Proof. Let ε > 0 and 
D,
 c = DAD, = {z € DJ Izl > ε } . 
Ι ,ε 1 ε l 
Then u is harmonic on D1 and therefore 
ι,ε 
' l ï ï d s = 0' 
« L e " 
i.e. 
·' Эп i Эп 
γ1 Γε 
Now we have 
some 
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u(z) = - log Izl + plog z-z_ 
l-z 0z 
and therefore 
In the same way we f i n d 
Ύ2 
Let m e R be such that 
m < log l f ( z ) | , 
and 
m < log l k ( z ) l , 
Let the measure ν be such that 
OD 
Φ^χ) = (Ф-Ф(т)) + (х) = ƒ ( x - s ) + dv(s). 
ζ e γ , 
Ζ € Τ , 
Then 
эй, 3uN J Ф(1од I f l ) ( - ^ ) ds = ƒ ©j(1 од I f l ) + Ф(т) (- |Н) ds 
r l „ Ύ1 
= -аіФ(т) + ƒ ƒ ( log I f l - t ) + dv(t) (- |H) ds 
OD 
< -2пФ(т) + ƒ ƒ (log Ikl - t ) + du(t) (- | ^ ) ds 
= ƒ * ( l og Ik l ) ( - | ^ ) ds. 
The function „ 
with ZQ € D, z« ^ 0 and 0 > 0 , has an analyt ic branch in a neighbourhood of 
zero. Furthermore, since 
φ·(0) = ( - 2 0 ) ' Р * 0, 
ФІ5 univalent in a neighbourhood of zero. We have, with u, r-i and a as in 
the foregoing, 
У1 = {z\ u(z) = σ} = {z| log Ι Φ ( Ζ ) Ι = -σ} = ψ ' ^ Γ -σ) . 
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And thus, for σ s u f f i c i e n t l y large, 
ƒ Ф(1од | f | ) ( - |^) ds = ƒ Ф(1од I f оч>~1(е~а+и) I) de. 
Ύ1
 Э п
 О 
Let ψ be the function defined by 
We f i n d , f o r σ s u f f i c i e n t l y large 
ƒ Ф(1од I f 0 φ " 1 ( 6 " σ + 1 θ ) | ) de< ƒ Ф(1од Ik оф" 1 (е" с т + і ) I) de. 
0 0 
This inequal i ty may be of use to obtain c o e f f i c i e n t bounds f o r functions of S. 
4.5. Final remarks. 
I f f e S has power series expansion 
f ( z ) = ζ + ? a z n , ζ e D, 
2 n 
2x then the inequality of theorem 4.II. with Φ(χ) = e leads to the sharp 
estimate 
? la r n | 2 < ? n 2 r 2 n , 0 < r < l . 
2 η - 2 
Therefore |a„ I < 2. 
It is an intriguing question how theorem 4.II. can be generalized to 
obtain further sharp bounds for the coefficients. The foregoing has led us 
to a generalization, but it seems to be impossible to obtain sharp bounds from 
it that are not very complicated. 
A further generalization could be the following. Let h be harmonic on a 
domain U and let u be subharmonic on the same domain. Let r > 0 and suppose 
that 
T
r
 = {zl h(z) = log r} e U. 
For a l l θ such t h a t 
^ f 
Эп 
° 5 ° < / S * . 
T r 
where η is the outward normal on the boundary of 
define 
U
r
 = {zl h(z) < log r}, 
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и*(ге 1 ) = sup { ƒ u | U d s l ƒ |¡} ds = 2θ, τ < = Ύ
Γ
} . 
τ г 
(This function may be mult ivalued). 
I t i s not unreasonable to expect that th is function is subharmonic, since we 
have ( l o c a l l y ) 
τ н(т) 
with Η analyt ic such that h = log |HI. 
The detai ls of th is generalization are rather complicated and a complete 
study of the function u* would lead far beyond the aim of th is thesis. 
For generalizations to Шп see [Baernstein and T a y l o r ] . 
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SAMENVATTING 
In dit proefschrift wordt getracht om, met behulp van verscheidene oude 
en nieuwe methoden, afschattingen te geven van de inverse coëfficiënten van 
analytische functies met bepaalde eigenschappen. 
In hoofdstuk 1 worden enkele bekende resultaten besproken en zo mogelijk 
uitgebreid; deze worden daarna gebruikt in de hoofdstukken 2 en 3 om 
coëfficiënten afschattingen te geven. In hoofdstuk 2 zijn de afschattingen 
i.h.a. scherp. In hoofdstuk 3 wordt slechts de orde van grootte aangegeven. 
In hoofdstuk 4 worden enkele gevolgen van een symmetrizeringsstelling 
van Baernstein bekeken. Tevens wordt hier een generalizatie bewezen van deze 
stelling. 
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STELLINGEN 
behorende bij het proefschrift 'Inverse coefficients and symmetri zation of 
univalent functions' van Jan Campschroer. 
STELLING I 
Z i j Ψ : [ 0 , 1 ] -» [0,œ) convex en s t r i k t s t i jgend, φ(0) = 0. Z i j h: [0,») -• [0,1] 
integreerbaar en λ: [О,») -» [0,1] meetbaar zodanig dat \ < h. 
Dan is er een σ e [0,1] met 
J«p(X(t)) dt = ƒ ip(min(c,h(t))) dt 
0 0 
en er geldt 
OD OD 
ƒ X(t) dt < ƒ min(a,h(t)) d t . 
0 0 
Gel i jkheid treedt op precies dan als er a.b € [0,1] z i j n , a < b, zodanig dat 
i ) er z i j n ρ en τ zodat 
φ(χ) = px + τ voor χ € [a,b] 
i i ) voor b i jna a l le t geldt : 
als λ ( ί ) ¿ min (a ,h ( t ) ) dan x( t ) e [a,b] 
en min (a ,h ( t ) ) 6 [ a , b ] . 
STELLING I I 
Z i j PQ <= Ρ de verzameling van funkties gedefinieerd door 
P0 = i f e PI f ( 0 ) = 0} . 
Dan is Ρ« convex en compact. De extreme punten van PQ z i j n de funckties 
3 1+ζ.ζ 
ρ ( ζ ; ς 1 , ς 2 , ς 3 ) = Ι λ. j ^ - , \ζ. I = 1, λ1 > 0, Σλ. = 1 
en Σ λ
η
.ς1 = 0 . 
STELLING III 
De taak van de scheidsrechters bij het volleybal en tennis zou aanzienlijk 
vereenvoudigd worden als het oppervlak buiten het speelveld licht hellend 
zou zijn. 
STELLING IV 
Bij het spel Rummicub verdient het de voorkeur om eerst die waarden uit te 
leggen waarvan er vijf voorkomen bij de te gebruiken waarden. 
STELLING V 
Zij g dubbelperiodiek van graad 2 met periodes ω 1 en ω„. Definieer g door 
ω, 
92(ζ) = 9(2) + g(z+ γ - ) . 
Veronderstel dat g« niet constant is. Zij f e S. Als 
g'igöV)) i) §
Ί
 e (од) 
g¿(g2 (0)) 
υ ) g2(ízi g¿(z) = o}) ef(D)c 
dan f t E — s . [zie Schober (1), p. 70] 
STELLING VI 
Z i j η e IN . Definieer f ,g e Ζ [С. , С ,Χ,, Χ ] , 0 < m < η , door 
m m 1 n i η - -
m-1 
f n = 1, f = Σ X.C . f . + С 0 m ._. к m-k к m 
m-1 
g n = l , g = Σ X .С . g, + С . 
э
О
 э
т . , η-k т - к э к m 
Dan f = g . [zie ook voorbeeld l . X I I I ] 
η η 
STELLING VII 
Zij f e S zodanig dat f(D) c een monotoon strikt stijgende Jordan kromme is. 
Veronderstel dat lf(l)l = min |f(e 1 9)| en dat ί(ε 1 φ) = <=. Dan geldt voor alle 
ς e D zodanig dat 
1+ζ 1+ςε ψ 
ζ Ζ
 1+ζζ 
univalent is. [zie Schober (1), p. 72] 
fee 
dat 
STELLING Vili 
Zonder geluid is er geen s t i l t e . 
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