This paper considers an infinite buffer M/M/c queueing system in which servers follow a multi-threshold vacation policy. With such a policy, at a service completion instant, if the number of customers in the system is less than a prefixed threshold value, part of servers together take a single vacation (or leave for a random amount of time doing other secondary job). At the vacation completion instant, they return to the system for serving the customers. Some practical production and inventory systems or call centers could be modeled as this Markovian queue with a multi-threshold vacation policy. Using the Markovian process model, we obtain the exact closed-form expression of rate matrix and the stationary distribution of the number of customers in the system. A cost model is developed to search the joint optimal values of the thresholds of vacation policy and service rate of each server, which minimizes the long-term average cost. Some numerical results are presented to illustrate the optimization procedures.
Introduction
Wu and Wu [1] analyzed the reliability of a two-unit cold standby repairable system under Poisson shocks consideration. The explicit expressions of some reliability indices such as the steady-state availability, the mean up-time, and the steadystate failure frequency of a system consisting of one switch unit and one repairman were derived. GI/BMSP/1/∞ queues with and without state-dependent arrival were investigated by Banik [2] . The steady-state queue length distributions at prearrival and arbitrary epochs were derived by implementing matrix-geometric method, the argument of Markov renewal theory and semi-Markov process. Moreover, queueing models with server vacations are effective tools for performance analysis of manufacturing systems, local area networks, and data communication systems. For example, consider an airline company where a group of employees is trained to load/unload baggages (primary tasks) as well as the jobs like drivers (aerial ladders), machine repair and runway maintenance which are regarded as vacations. The employees would be partitioned into several groups and operation by the groups. In this case, the synchronous vacation policy could be applied.
Past works on vacation queueing models are either single server or multiple server systems. Excellent surveys on the single server vacation models have been reported by Doshi [3] and Takagi [4] . The variations and extensions of these vacation models were developed by several researchers such as Krishna Reddy et al. [5] , Choudhury [6, 7] , Shomrony and Yechiali [8] , Yechiali [9] , Tadj and Choudhury [10] , Ke [11, 12] , and Ke et al. [13] and many others. Later, Tian and Zhang [14] studied an M [x] /G/1 queueing system with a controllable N policy, in which the server takes at most J vacations during the idle period. For the multiple server vacation models, there are only a limited number of studies due to the complexity of the systems. The M/M/c queue with exponential vacations was first studied by Levy and Yechiali [15] . Chao and Zhao [16] investigated a GI/M/c vacation system and provided an algorithm to compute the performance measures. Tian et al. [17] and Tian and Xu [18] gave a detailed study of the M/M/c vacation systems in which all servers take multiple vacation policy when the system is empty. Zhang and Tian [19, 20] and Xu and Zhang [21] analyzed the M/M/c vacation systems that partial servers with a multiple vacation policy in which some servers (only the idle ones) take single or multiple vacations, which is called the synchronous vacation policy. Multi-server vacation models are more flexible and applicable in practice than single server models. Later, a discrete-time multi-server queueing system with infinite buffer size, Bernoulli arrival process, and multi-threshold service policy was discussed by Peng [22] . An algorithm for computing the stationary waiting time distribution was presented, and the stationary waiting time distribution was also derived. More recent, Ke et al. [23] used quasi-birth-death and matrix-analytical method to investigate an infinite capacity M/M/c queueing system with modified Bernoulli vacation under a single vacation policy.
Existing research works mentioned earlier, have not addressed the optimization issue of vacation criteria in the infinite buffer multiple-server systems, in which some servers take vacations together. Since the arrival is random, the system may blow up or overload sometimes. Nevertheless, it may be unmanned (even empty) once in some time interval. The manager could employ more employees to deal with this variation. However, it need more labor cost and more time spending. In order to reduce the cost of companies and increase the working efficiency of employees, adopting an appropriate allocation strategy is essential and necessary. For example, the operator in facility would leave the service station (product line) to take some secondary job when the system is not hard-pressed. Perhaps, they may be assigned to execute other second tasks as they are idly in the system. This situation could be regarded as the vacation of servers. Therefore, we investigate a multiserver queueing system with synchronous vacation policy which is described formally later. In this study, we wish to develop a computational model that helps managers to answer the following important questions: (1) Under a certain cost structure, what is the optimal multi-threshold vacation policy that minimize the expected cost function; That is how many servers are needed and how to utilize their idle time when the customers in the queue are served till some predetermined thresholds. (2) When the optimal multi-threshold vacation policy is determined, how to adjust the service rate on the minimum cost reduced.
The paper is organized as follows; In Section 2, the mathematical model and the quasi-birth-death (QBD) model of an infinite capacity M/M/c queue with a synchronous single vacation are set up. The closed-form of the rate matrix for the QBD model is derived explicitly in Section 3. By using the matrix-analytical method, the stationary probabilities are obtained in Section 4. In Section 5, some system performance measures are derived. A cost model is further developed to determine the optimal values of number of servers and service rate, simultaneously which minimize the total expected cost per unit time. We use direct search method and Quasi-Newton method to deal with the optimization tasks. Some numerical examples are provided to illustrate the two optimization methods. Section 6 concludes.
Model description and QBD process
We consider a multi-server M/M/c queueing system with mean arrival rate λ, mean service rate µ, and a multiplethreshold synchronous vacation policy. The system allows at most s orders (groups) of synchronous vacation. When the number of customers in the system is less than a pre-determined threshold value h i (h i < c), k i (k i < c and  s i=1 k i < c) of servers (partial servers) would take a synchronous vacation with mean vacation time 1/θ i , i = 1, 2, . . . , s. At a vacation completion instant, the returned servers start servicing the customers in the system or wait idly for serving new arrivals if system is empty, that is, the single vacation policy. In addition, the inter-arrival time, the service time and the vacation time are all exponentially distributed and mutually independent. The service discipline is assumed to be First Come First Served (FCFS).
Let S(t) and N(t) denote, respectively, the number of normal (not on vacation) servers and the number of customers in the system at time t. 
Following the concepts by Neuts [24] , using the lexicographical sequence for the states (i, n), the infinitesimal generator for the Markov process could be written as a block-partitioned form:
where each entry of Q is a square matrix of size (s + 1). B = λI s+1 with I s+1 denotes the identity matrix with size (s + 1).
Consequently, matrix C i could be obtained by a general formula as follows: 
The diagonal elements of matrix A i (or Q), indicated by ''*'', are magnitudes satisfy that the sum of each row of Q is zero.
From the matrix structure of Q, we find that the Markov process {S(t), N(t)} is a QBD process (see Neuts [24] and Latouche and Ramaswami [25] ). Based on the Theorem 3.1.1 in Neuts [24] , the queueing system would be stable and the steady state probability exists if and only if xBe < xC c e (4) where e is a column vector of dimension s + 1 with all elements equal to one. 
which is a common and reasonable conclusion.
Steady state results
As ρ = λ(cµ) −1 < 1, this QBD process could be investigated in steady-state. Let {S, N} be the stationary random variables for the status of the vacation servers and the number of customers in the system. Denote the stationary probability by
Let Π denotes the corresponding steady-state probability vector of Q. By partitioning the vector
] is a row vector with dimension (s + 1). Then, the steady state probability vector Π is the unique solution that satisfies ΠQ = 0 and the normalization condition  ∞ n=0 Π n e = 1 (see Neuts [24] and Latouche and Ramaswami [25] ). It is noted that the vector
. .] has the following properties
where the matrix R, called ''rate matrix'', is the minimal non-negative solution of the matrix quadratic equation
The rate matrix R could be explicitly determined using an efficient Maple computer program. Because the coefficient matrices of Eq. (8) are all lower-triangular, R is also lower-triangular. We develop the explicit formula for rate matrix R as following: 
where r i,i =
is defined to be zero.
Theorem 1.
If ρ = λ(cµ) −1 < 1, the spectral radius of rate matrix R, sp(R), is less than 1.
Proof. It is noted that the diagonal elements are the corresponding eigen-values of the matrix R. Firstly, because of the
For
By the intermediate value theorem, there exists exact one real root in (0, 1) because
From (10) and (12), all diagonal elements (eigen-values) of rate matrix R are less than 1. Therefore, the spectral radius of rate matrix R, sp(R) = max 1≤i≤s+1 {r i,i } is less than 1. 
since (B + A c + C c )e = 0 and C c e = T. However, I − R is invertible, hence λe = RT.
Once the rate matrix R is determined, the steady state probability Π i , i > c could be evaluated recursively. Furthermore, the steady-state equations ΠQ = 0 are given by
and the following normalization condition
Eqs. (14)- (15) could be manipulated routinely, we have
and 
4. Special case of s = 1
Our model could be reduced to the queue system with synchronous single vacation for some servers, which was one vacation threshold investigated by Zhang and Tian [19] . As s = 1, set
Substituting these three matrices into Eq. (8) gives the system of equations
Then R =  
.
Consequently, the rate matrix is
By resorting the state sequence, we get the R that is consistent with Eq. (4) in Zhang and Tian [19] .
Performance measures and cost model
In this section, some performance measures of the system are given. Based on these measures, we develop a cost model to determine the optimal vacation policy K = [k 1 
. . .
Next, we construct a total expected cost function per unit time based on these system performance measures. Let C h ≡ cost per unit time when one customer in the system, C b ≡ cost per unit time when one server is busy, C i ≡ cost per unit time when one server is idle, C o ≡ loss cost of operative untilisation.
Using the definitions of these cost elements listed above, the total expected cost function per unit time is given by
Our objective is to determine the optimum vacation policy, say K * , so as to minimize this function. Due to the discrete property of K, a direct search method may be adopted. We use direct substitution of successive values of
into the cost function until all feasible combinations (solutions) are computed. The specific steps in the direct search algorithm to establish the optimal value K * are as follows:
Step 1. Let M be a sufficient large number and set candidate = M (Initialize).
Step 2. For each variable k i , 1 ≤ i ≤ s, make a do loop with lower bound 1 and upper bound c − s
Step 3. Calculate the cost function F (K) along this do loop and replace candidate by F (K) if F (K) < candidate.
Step 4. Candidate is the optimal solution, output.
An example is provided to illustrate the direct search algorithm described above.
Example. An example (such as the airline company mentioned in Section 1) is provided to illustrate the direct search procedure. For example:
• There are c = 6 employees who are responsible for baggage loading/unloading.
• The baggages arrive follows a Poisson process with rate λ = 1.5/min. • The baggage loading/unloading time are according to an exponential distribution with rate µ = 0.3/min.
• When the number of baggage is less than fixed threshold values
employees would go away from the primary task to deal with other secondary job (taking vacation).
• The vacation rates are Θ = [0.05, 0.2, 0.5] (1/min).
• Holding cost
Step 1. Let M = 5000 and set candidate = M.
Step 2. Make three do loops: k 1 from 1 to 3, k 2 from 1 to 3-k 1 , and k 3 from 1 to 3-k 1 -k 2 .
Step 3. Calculate F (1, 1, 1 Analogously, the optimal value of H could be solved by adopting a similar optimization procedure. More system measures and optimal values of K (H) given H (K) are shown in Table 1 . The manager could use the information provided in Table 1 to decide the discipline and the staff mobility in order to minimize the total cost. In practice, the service rate may be adjusted to reduce the total cost as other system parameters are determined. After the determination of the discrete system parameters, the Quasi-Newton method is employed to search the optimal service rate µ * until the minimum cost is achieved. To find the optimal value µ * , we should show the convexity of F . However, it is very difficult to implement. Note that the derivative of the cost function F with respect to µ indicates the direction which cost function increases. Therefore, the (local) minimum of F could be found along this opposite direction of the gradient (see Chong and Zak [26] ). An effective procedure to calculate µ * is presented as follows:
Step 1. Set an initial trial solution µ (0) and give a tolerance ε > 0.
Step 3. If
) and back to step 2. Otherwise, the approximate optimal solution is found.
In the following, two examples are provided to illustrate this optimization procedure are presented in Table 2 . From Table 1 and Table 2 , (i) the average number of busy servers is equal to the traffic intensity λ/µ, which is a reasonable result;
(ii) minimum cost may be achieved by a combination of various values of K and H, that is, the optimal decision may be very sensitive to the original system setting and parameters; and (iii) the Quasi-Newton method is effective to deal with the continuous variable optimization problem (the approximation solution is found by repeating five times of the procedure listed above), i.e., it is easily converged to the optimum values. It is very useful and helpful in deal with cost reduction problem. Finally, a sensitivity investigation to the optimal values of K and µ for various values of λ and H is performed. The corresponding system performance measures and cost are shown in Table 3 . From Table 3 , we observe that (i) as λ becomes larger, the system loading becomes heavy, the optimal mean service rate µ * also increases in order to keep the service quality and the total cost acceptable; (ii) as expected, the expected number of customer in the system L s and the cost function F also increase if λ increases; and (iii) the optimal vacation policy K * seems insensitive to the change of H. It means that K * could be adopted to be a (near) optimal solution in various values of H (i.e., it is robust for the optimal values of number of vacation servers in various thresholds). 
Conclusions
In this paper, we have investigated a multi-server queueing system under multiple-threshold synchronous vacation policy, where partial servers may take a synchronous single vacation when the number of customers in the system is less than a pre-determined threshold. This system was formulated as a QBD process, and the necessary and sufficient condition for the stability of system was discussed. The steady-state probability and the closed-form expression of the rate matrix were obtained using matrix-analytical method with the aid of computer software. We proved the convergence property of the rate matrix and showed the explicit form of the rate matrix under a special case of single threshold. Based on the derived system performance measures, a cost model was developed to search for the optimal vacation policy and the optimal service rate, which minimize total expected cost function per unit time. Two approaches were implemented to deal with optimization problems of the discrete variables and continuous variables, respectively. Two examples were provided to illustrate the optimization procedure for each approach. We finally performed a sensitivity analysis between the optimal values of (µ, K) and specific values of (λ, H). The analysis presented in this paper would be helpful for decision makers to promote the competitiveness and profits of enterprize.
