Let D be a division ring with an involution¯. Assume that F = {a ∈ D : a =ā} is a proper subfield of D and is contained in the center of D. Let SH n (D) be the set of n × n skew-Hermitian matrices over D. If H 1 , H 2 ∈ SH n (D) and rank(H 1 − H 2 ) = 1, H 1 and H 2 are said to be adjacent. The fundamental theorem of the geometry of skew-Hermitian matrices over D is proved: Let n 2 and A be a bijective map of SH n (D) to itself, which preserves the adjacency. Then A is of the form A(X) = α t P X σ P + H 0 ∀X ∈ SH n (D), where α ∈ F * , P ∈ GL n (D), H 0 ∈ SH n (D), and σ is an automorphism of D.
Introduction
Let D be a division ring with an involution a →ā, i.e.,¯is a bijective map from D to itself and satisfies a + b =ā +b, ab =bā,ā = a. Denote by Z the center of D. Let D * = D\{0}, F = {a ∈ D : a =ā} be the set of symmetric elements of the involution¯, and K = {a ∈ D : a = −ā} be the set of skew-symmetric elements.
Let D m×n be the set of m × n matrices over a division ring D, and let D n = D 1×n . Denote by GL n (D) the general linear group over D (the set of n × n invertible matrices over D). If A = (a ij ) ∈ D m×n , let t A = (a ji ) be the transpose of A, A = (a ij ) be the conjugate of A, and t A be the transpose conjugate of A. If σ is an automorphism of D, let A σ = (a σ ij ). Denote by E ij the n × n matrix whose (i, j )-entry is 1 and all other entries are 0's. We adopt the convention that zeros in a matrix are sometimes omitted. Two n × n matrices A and B over D are said to be cogredient if there exists a P ∈ GL n (D) such that t P AP = B. 
Let H ∈ D n×n . H is called an Hermitian matrix if H = t H , and H is called a skew-Hermitian matrix if H = − t H . Denote by H n (D) (and SH
n
(D).
Two n × n skew-Hermitian matrices (or Hermitian matrices) A and B are said to be adjacent if rank(A − B) = 1. Clearly, the adjacency of two skew-Hermitian matrices is invariant under the group of motions of SH n (D). The fundamental problem in the geometry of skew-Hermitian matrices over D is to characterize the group of motions of SH n (D) by as few geometrical invariants of the space SH n (D) as possible.
The purpose of the present paper is to prove the following theorem. 
preserve the adjacency. Then A is of the form
A(X) = α t P X σ P + H 0 ∀X ∈ SH n (D), (1.2) where α ∈ F * , P ∈ GL n (D), H 0 ∈ SH n (D), and σ is an automorphism of D.
Conversely, the map (1.2) is bijective, and both (1.2) and its inverse preserve the adjacency.
At the end of this paper, it is pointed out that the condition A −1 preserving the adjacency can be omitted. For simplicity the condition that F is a proper subfield of D and is contained in the center of D will be donoted by (H).
We call Theorem 1.1 the fundamental theorem of the geometry of skew-Hermitian matrices over D. Theorem 1.1 has applications to algebra and geometry [4] . The corresponding theorem of the geometry of Hermitian matrices was already proved in [1] [2] [3] .
When D is of characteristic 2, SH n (D) = H n (D); thus in this case Theorem 1.1 was already proved. When D is a field of characteristic / =2, then under the condition (H) we have D = F (i), where i 2 = a ∈ F * andī = −i. Thus H is a skewHermitian matrix if and only if iH is an Hermitian matrix, and two skew-Hermitian matrices H 1 and H 2 are adjacent if and only if iH 1 and iH 2 are adjacent. Therefore in this case Theorem 1.1 follows immediately from the fundamental theorem of the geometry of Hermitian matrices. So we need only consider the case when D is noncommutative. Since we assumed that (H) holds, we can restrict ourselves to the case when D = ( a,b F ) is a division ring of generalized quaternions over the field F of characteristic / =2 (cf. Theorem 2.1 of [3] ). The study of the geometry of matrices was initiated by Hua [5] [6] [7] [8] [9] [10] [11] [12] [13] in the forties of the last century. There are four types of matrices studied previously. They are: geometry of rectangular matrices [12, 14] , geometry of symmetric matrices [11, [15] [16] [17] , geometry of alternate matrices [18] , and geometry of Hermitian matrices [1] [2] [3] . Over a noncommutative division ring with an involution, the geometry of skew-Hermitian matrices arises naturally and can be regarded as a supplement to the geometry of matrices of Hua.
The present paper is organized as follows. In Section 2, automorphisms of division rings of generalized quaternions are studied. In Section 3, parallel to the geometry of Hermitian matrices maximal sets of rank 1 and rank 2 in the geometry of skewHermitian matrices are introduced and studied. In Section 4, when n = 2, the affine space structure of any maximal set of rank 2 is introduced. In Section 5, Theorem 1.1 for the case n = 2 will be proved. Then Section 6 concludes the proof of Theorem 1.1. At the end of Section 6, it is pointed out that the condition A −1 preserving the adjacency in Theorem 1.1 can be omitted.
Automorphisms of division rings of generalized quaternions
From now on we assume that D is a division ring of generalized quaternions over a field F of characteristic / =2. More precisely, let F be a field of characteristic / =2, a, b ∈ F * be such that
be a four dimension algebra over F with basis 1, i, j, k, the multiplication of which is defined by i 2 = a, j 2 = b, and ij = −ji = k. It is easy to show that D is a division algebra over F . D is called a division ring of generalized quaternions over F . Clearly, F is the center of D. Proof. Since F is the center of D, α ∈ F if and only if α σ ∈ F , and α ∈ F if and only if α σ −1 ∈ F . Applying σ to i 2 = a, we obtain (i σ ) 2 = a σ . Clearly,
Corollary 2.3. Let σ be an automorphism of D and H be an
is an automorphism of D.
Proof. Clearly, i * j * ∈ K * and i * and j * are linearly independent over F . Assume that i * j * = a 1 i * + a 2 j * , where a 1 , a 2 ∈ F . Multiplying by i * , we obtain a 1 = 0, and similarly, a 2 = 0. Thus i * , j * , i * j * form a basis of the linear space K over F and 1, i * , j * , i * j * form a basis of the linear space D over F . We can assume that k * =
Multiplying by i * , we obtain b 1 = 0, and similarly,
It is easy to check that (x + y) σ = x σ + y σ , (xy) σ = x σ y σ for all x, y ∈ D. Since both {1, i, j, k} and {1, i * , j * , k * } are bases of D, the map (2.1) is a bijective map of D to itself. Therefore the map (2.1) is an automorphism of D.
Similarly, σ is an automorphism of D.
Maximal sets
By Theorem 7.3.1 in [13] , if A ∈ SH n (D), A is cogredient to a diagonal matrix. The following definitions and statements are parallel to the corresponding ones in the geometry of Hermitian matrices (cf. [1, 4] 
Lemma 3.6. Under a transformation of the form (1.1), a maximal set of rank 1(and rank 2) is transformed into a maximal set of rank 1 (and rank 2, respectively). 
where
Then there exists Q = 1 
Clearly, we have 
Clearly, when β runs through D, L ij (β)'s are distinct maximal sets of rank 2 and
Structures of maximal sets of rank 2 (the case n = 2)
By Lemmas 3.14 and 3.16, L 1 , L 2 , and L 12 are the unique maximal sets of rank 2 containing M 1 , M 2 , and M 12 respectively, and M 1 , M 2 , and M 12 are the unique maximal sets of rank 1 containing 0 and contained in L 1 , L 2 , and L 12 , respectively. Clearly, we have
and
Clearly,
16, there exists a unique maximal set of rank 1 contained in L 0 and containing 0, which will be denoted by M, and there exists also a unique maximal set of rank 1 contained in L 0 and containing 0, which will be denoted by
, and M / = M . By Lemmas 3.11 and 3.12, we can assume that
where λ ∈ D and h ∈ D * . By Lemmas 3.14 and 3.15, we have
if and only if x 12 − x 12 = 0. Therefore (4.10) holds.
Similarly, we have
is a bijective map which carries lines in L 1 into lines in AG (7, F ) .
which is a line in AG (7, F ) .
Conversely, let (4.14) be any line in AG (7, F ) . Let e = e 1 i + e 2 j + e 3 k ∈ K and 
We are going to prove that ϕ maps a line in L 1 into (4.14).
Case 2. h = 0. It is clear that ϕ maps the line M 1 (F e) + H 1 into (4.14).
is a bijective map which carries lines in L 2 into lines in AG(7, F ).
Proof of Theorem 1.1 for the case n = 2
As we mentioned in Section 1, we need prove 
Proof. We prove the lemma only for the case i = 1; the case i = 2 is similar. Since 
Then A 1 is a bijective map of SH 2 (D) to itself such that both A 1 and A −1 1 preserve the adjacency,
Thus by Lemma 3.14, we have
For any fixed h ∈ K * , we are going to prove that there exists an α ∈ K * such that
Thus A 1 (L) and A 1 (L ) are two distinct maximal sets of rank 2 such that
For any x ∈ F * , 0 xh xh xh and −xhE 11 are adjacent, so A 1 0 xh xh xh and A 1 (−xhE 11 ) are also adjacent. By (5.5), there exists an x 0 ∈ F * such that
.
From the adjacency of 0
and x 0 αE 11 are adjacent. By (5.5) there exists an x ∈ F such that
. 
2) and (5.6) we deduce p 12 = 0 and
Now, we prove Theorem 1.1 for the case n = 2 as follows.
Step 1. Let A be a bijective map of SH 2 (D) to itself such that both A and A −1 preserve the adjacency. By Lemma 3.3, A preserves the arithmetic distance, hence A carries maximal sets of rank 1 (and rank 2) to maximal sets of rank 1 (and rank 2, respectively). After subjecting A to the bijective map X → X − A(0), we can assume that
By Lemma 3.12, we can also assume that
Then by Lemma 3.14 we have
(5.14)
By (5.10), for all
where x r , y s ∈ F , we can assume
where [4] and A(0) = 0, we have
where σ is an automorphism of F and P ∈ GL 7 (F ). By (5.16), we have
Similarly, we have 20) where
Thus, we have proved that
Step 2. 
. Thus i * = i 1 and 2i = i * − i * . Similarly, we have 2i = i * − i * . Therefore (i * − i * ) 2 , hence (i * + i * ) 2 = 0 and i * = −i * , i.e., i * ∈ K * . Therefore i = i = i * . Similarly, we can prove that j * , k * ∈ K * , j = j = j * and k = k = k * . By (5.22), for any x = x 1 i + x 2 j + x 3 k ∈ K and any y = y 0 + y 1 i + y 2 j + y 3 k ∈ D, where x r , y s ∈ F , we have 
(D).
Thus after subjecting A to the bijective map X → X σ −1 which is of the form (1.2), by (5.27) and (5.28), we obtain
(5.29)
3 k * ∀y s ∈ F . By Lemmas 2.4 and 2.2, σ ia an automorphism of D, which commutes with the involution¯. By Corollary 2.3, X ∈ SH 2 (D) if and only if X σ ∈ SH 2 (D). Thus after subjecting A to the bijective map X → X σ −1 which is of the form (1.2), by (5.27) and (5.28), we have
are not adjacent. This is a contradiction. Therefore Case 2 cannot happen.
Step 3. Next, we are going to prove that
We assert that α = 0. Since diag(λ 1 , λ 2 ) is adjacent with both λ 1 E 11 and λ 2 E 22 , by (5.29), λ * 1 α −ᾱ λ * 2 is also adjacent with both λ 1 E 11 and λ 2 E 22 , which implies
is adjacent with both λ 1 − λ 2 λ 2 λ 2 0 and 0
Combining (5.31) and (5.32) we have For any x ∈ K, ad(X, diag(x 11 , x)) = 2, thus ad(X * , diag(x 11 , x)) = 2. Assume We conclude
The converse part of Theorem 1.1 is trivial.
Proof of Theorem 1.1 for the case n 3
Clearly, we have − → λα = λ − → α ∀λ ∈ F , and
The following Lemma is obvious.
Lemma 6.1. For any i with 1 i n, if we define any {xH + H
is a bijective map which carries lines in
Therefore we say that L i has a (4n − 1)-dimensional affine space structure over F .
It is easy to prove the following two lemmas. 
(D).
Proof of Theorem 1.1 for the case n 3
Step 1. Let A is a bijective map of SH n (D) to itself such that both A and A −1 preserve the adjacency. By Lemma 3.3, A preserves the arithmetic distance, hence carries maximal sets of rank 1 (and rank 2) to maximal sets of rank 1 (and rank 2, respectively). After subjecting A to the bijective map X → X − A(0) which is of the form (1.1), we can assume that
By (6.4), we may let
where 0 * ∈ K and depends on X 12 . Clearly, A induces a map of AG(n − 1, D) to itself
where X * 12 is determined by (6.5). Because A preserves the arithmetic distance 2, ϕ 1 is injective. We assert that ϕ 1 is also surjective. For any X * 12 ∈ D n−1 , since A is bijective map, there exists a 0 * * ∈ K and an X * * 12 ∈ D n−1 such that A 0 * * X * *
12
− t X * * 1, D) . By the fundamental theorem of affine geometry [4] and A(0) = 0, we have
where σ is an automorphism of D and Q ∈ GL n−1 (D) . By (6.4), Q is of the form
, where q 22 ∈ D * and Q n−2 ∈ GL n−2 (D). By Lemma 2.2, σ commutes with the involution¯. After subjecting A to the bijective map of the form (1.2)
Because A preserves the arithmetic distance 2, by A(L 1 ) = L 1 and (6.10), we have
where x * 11 depends on (x 11 , X 12 ). By (6.4) and (6.10) we have
(6.12)
Let e i be the ith row of n × n unit matrix I . By (6.10) we have also
(6.13)
Suppose 0 * (xe 3 ) / = 0 for some x ∈ D. By Lemma 3.18, there are exactly two maximal sets of rank 2 containing {D 13 (x) : x ∈ D}. Thus there are exactly two maximal sets of rank 2 containing A({D 13 (x) : x ∈ D}) = {0 * (xe 3 
Clearly, one of them is L 1 . By Lemma 3.21, the other one is necessarily of the form L 13 (β), where β ∈ F * and 0 * (xe 3 
we have also (6.1)-(6.4), and (6.10)-(6.13).
In a similar way, we can assume that (6.1)-(6.4) and (6.10)-(6.13) hold and
(6.14)
By Lemma 3.18, (6.3) and (6.14), we can assume that
Thus by (6.15), we have
By (6.15) and Lemma 3.14, we obtain
Step 2. Let i be any integer such that 2 i n. By (6.15), let
x in ).
As the case i = 1 discussed in Step 1, by Proposition 3.20, the fundamental theorem of affine geometry, and A(0) = 0, there exists a Q i ∈ GL n−1 (D) and an automorphism σ i of D such that
By (6.14) and (6.16), it is easy to see that
By (6.19) x = x σ i and by (6.14) x = x . Therefore x σ i = x for all x ∈ D and, hence, σ i = 1 for 2 i n.
thus by (6.19) and (6.10) we have 20) from which it follows that q (i)
When j 3, by (6.16) and (6.21) we have
From (6.22) and (6.15) we deduce that for any
After subjecting A to the bijective map
∀X ∈ SH n (D), (6.24) which is of the form (1.2), we can assume that for all i, 1 i n,
In particular, by (6.16) we have
Step 3. Now let us prove that 
For any x ∈ F , by (6.28), xH ∈ L i ∩ L . By (6.29), there exists an x * ∈ D such that
On the other hand, by (6.25) we have
Setting x = 1 in (6.32), we obtain
Therefore we have proved
To finish the proof of (6.27), we need also to prove that (6.27) for those elements H ∈ M i . Clearly, (6.27) holds when H = 0. Now let H = yE ii , where y ∈ K * . For k / = i, by (6.32), there exists a y ∈ K which does not depend on x, such that Then y * ∈ K and does not depend on x, and (xy) ρ i = xy * . Therefore A(xH ) = xy * E ii . Setting x = 1 in above formula, we obtain A(H ) = y * E ii . Hence
(6.35) (6.27) is now completely proved.
Step 4. For any H ∈ L i , let
Then A H is a bijective map from SH n (D) to itself such that both A H and A H −1 preserve the adjacency and A H (0) = 0. By the proof above, after subjecting A H to a bijective map X → α t P X τ P , where α ∈ F * , τ is an automorphism of D, and P ∈ GL n (D), we can assume that
In other words, we have
By the definition of lines in L i in Lemma 6.1 and (6.38), A induces a bijective map of L i into itself which carries lines into lines. By (6.25), the fundamental theorem of affine geometry [4] , and A(0) = 0, we have
where µ i is an automorphism of F , T i ∈ GL 4n−1 (F ). Therefore, by (6.25) and (6.39), it is clear that
By (6.27) and (6.34), we have (ax) ρ i = ax ρ i all for a ∈ F and x ∈ K. For any i, 1 i n, by (6.40), (6.34) and (6.26), we have
For any i / = 1 and x ∈ K * , xE 11 + D 1i (x) and −xE ii are adjacent, so x ρ 1 E 11 + D 1i (x) and −x ρ i E ii are also adjacent, thus rank x ρ 1 x x x ρ i = 1. Then
For any x ∈ K * , xE 22 + D 23 (x) and −xE 33 are adjacent, so x ρ 2 E 22 + D 23 (x) and −x ρ 2 E 33 are adjacent, which implies rank
Our assertion is proved. Therefore, we have proved that
Combining (6.44) and (6.41), we obtain
Step 5. Now, we prove
We apply induction on the rank r of diag(λ 1 , . . . , λ n ). For r = 1, it is clear by (6.45). When r = 2, using Lemma 6.2 and the method of proof in Step 3 of Section 5, we can prove (6.46) similarly. Now let r 3. Without loss of generality, we assume that λ 1 , . . . , λ r ∈ K * and λ r+1 = · · · = λ n = 0. By induction hypothesis we have 
Therefore we have proved (6.46).
Step 6. We prove that for any r (1 r n) and 1 Step 7. Finally, we shall prove that for any r (1 r n), 
r).
We proceed by induction on r. By (6.45), the case r = 1 is clear. By (6.47), (6.46), (6.45), and the method of proof in Step 3 of Section 4, we can prove similarly that (6.48) is true for r = 2. Now let r 3. Without loss of generality, we consider only the case i 1 = 1, i 2 = 2, . . . , i r = r. That is, we are going to prove that Setting r = n in (6.48), we have A(X) = X ∀X ∈ SH n (D). In other words, (1.2) holds.
Remark.
Following the procedure of [20] step by step we can prove similarly. 
