Abstract
Introduction
Diffusions of information and influence in social networks have received tremendous attention in the past few years. One of the key issues in this area is how to identify a small subset of influential spreaders, which can spread the information or influence to the largest number of nodes in social networks. The resolution of this issue can be helpful to many applications such as finding social leaders [1, 2] , designing viral marketing strategies [3, 4] and searching domain experts [5] .
This problem was first formalized by Kempe et al., [6] as influence maximization problem, which is proved NP-hard. Although the problem is NP-hard, one can use a simple greedy algorithm to approximate the optimal solution with a theoretical guarantee of (1 1 / ) 411 models and algorithms to learn influence probabilities in social networks using historical propagation data. As for influence maximization, Kempe et al., [6] first formalized the problem and proposed a simple greedy algorithm to solve it. After that, Leskovec et al., [8] exploited the submodularity property of influence function to propose an efficient greedy algorithm called CELF, which can effectively reduce the computation time of greedy algorithm. Kimura and Saito [9] considered shortest diffusion path to reduce the number of evaluations in Monte Carlo simulation process of the influence spread. Chen et al., [7] instead considered Maximum influence Paths (MIP) to reduce the computation time under the IC model. Chen et al., [10] also proposed a scalable heuristic called LDAG for the linear threshold model (LT model). Goyal et al., [13] introduced a new model called credit distribution, that directly leverages available propagation traces to learn how influence flows in the network and uses this to estimate expected influence spread. All of these models didn't account for the topical features of information and nodes.
Some other researchers take into consideration the content and topics of information and proposed some topic specific models or algorithms. Topical Affinity Propagation (TAP) [17] models the topic-level social influence on large networks and demonstrates that different topics actually lead to different influence results. Pal et al., [18] extracted multidimensional nodal and topical features to identify topical authorities in microblog network. Barbieri et al., [19] studied social influence from a topic modeling perspective and introduced novel topic-aware influence-driven propagation models, and they claimed that the fine-grained model can be more accurate in describing real-world cascades than the standard propagation models. Accounting for users' different preferences on topics, Zhou et al., [20] proposed a new GAUP algorithm to mine top-k influential nodes in social networks based on user preferences. GAUP is in essence an extension of greedy algorithm.
Computing topic-level Diffusion Probabilities
In this section, we first describe the information propagation data that we utilize. Then, we propose to use topic model like LDA to mine the topic distribution of the information content. Last, we devise an algorithm which is referred to as voting algorithm, to effectively compute diffusion probabilities of edges on topic-level.
Propagation data
Microblog is a new form of online social media, in which each user can choose who she wants to follow to receive messages from. In microblog, like Twitter, Weibo (the most popular microblog in China), a user publishes messages, and her followers may forward or comment the messages that they are interested. Such behaviors form information propagations, which is the main data source we consider in this paper. Formally, the microblog social network can be represented as a directed graph
where V represents node set, and E represents edge set. For a piece of information c (a message, in other words), the propagation traces of c is called information cascade. A cascade is defined as : { ( , , , ) 
Topic Distillation
We view each of the propagation messages a mixture of various topics. The goal of topic distillation is to automatically identify the topic mixture of the messages. For this purpose, we choose topic model LDA, which is an unsupervised machine learning techniques to identify latent topics from large corpus. The basic idea is that documents are represented as random mixtures over latent topics, where each topic is characterized by a distribution over words. Figure 1 shows the graphical model of LDA.
In the graphical notation, shaded variable w indicates observed word tokens in a document, and unshaded variables  ,  and z indicate latent (unobserved) variables. To generate a document d with d N words, we first draw a topic distribution  for it, which is governed by hyper parameter  . Then, for each word in d , we sample a topic z from  , and for each topic z , we sample a word distribution  for it. The word distribution  is governed by hyper parameter  . Last, target word w is sampled according to topic z and its word distribution  . Such process is repeated In LDA, the variables  and  are the two sets of latent variables that we would like to infer, where  represents the topic distribution of each document and  indicates the word distribution for each topic. Here, we treat each piece of information in the propagation data as a single document, and all documents form the corpus. 
Topic-level Diffusion Probability Computing
In this subsection, we will leverage propagation actions A and results from section 3.2 to learn topic-level diffusion probability of each edge. First, we introduce some useful notations. Let 
indicates the diffusion probability with respect to the i th topic.
Our approach is based on the following intuitions:
(1) The number of propagation actions executed by node u to node v reflect the diffusion probability of edge , uv e . That is, the more times node u spreads messages to node v , the larger the diffusion probability of , uv e . (2) The topics of propagation messages reflected the diffusion probability on topic-level between two nodes. That is, for a specific edge , uv e and a given topic T , the more propagation actions occurred to , uv e , and the higher the weights of topic T in topic distribution of the propagation messages, the larger the diffusion probability In this way, a propagation action can be viewed as a vote, and the diffusion probability , uv p can be viewed as candidate. With this concept in mind, we can leverage hundreds of thousands of users' implicit voting on edges' diffusion probabilities. In this regard, our approach is a data-driven approach and is in accordance with the concept of Web 2.0 2). Now, we proceed by describing the voting process in details. For each edge and each topic, the topic-level diffusion probability is initialized as Figure 2 shows an example of information propagation graph. There are three messages spread in the social network, which form three information cascades 1 c , 2 c and 3 c , respectively. From figure 2(a) , we see two propagation actions that are attached to edge 1 , 4 e , and one for each of others. Figure 2(b) illustrates the topic distributions of three messages over three topics (we set 3 K  ). Then, according to (3.2), for topic "health", the diffusion probability between node 1 and node 4 is computed as 
The last step is normalization. For each user j and a specific topic T , all the diffusion probabilities from its in-bound neighbors are normalized as 
where () Ni denotes the in-bound neighbors of node j . After normalization, the total diffusion probability from a node's in-bound neighbors equals to 1.
The whole algorithm is summarized in Algorithm 1.
Algorithm 1:
Topic-level diffusion probability learning Input: graph for each ( , ) i j E  do 10: for 
Identifying Topic-Sensitive Influential Spreaders
In this section, we use the topic-level diffusion probabilities learned in section 3 to rank the influential nodes. We propose to use greedy hill-climbing algorithm to identify influential spreaders on topic-level in social networks. 
Topic-level diffusion graph
Based on the topic-level diffusion probabilities, we are able to build a multi-level information diffusion graph with each level corresponding to a specific topic, as shown in figure 3. 
Figure 3. Topic-level Information Diffusion Graphs
For a specific topic T , the information diffusion graph with respect to it is a weighted graph. We denoted it as () ( , , )
, where
denotes vertex, edges and topic specific diffusion probabilities.
In this way, we can model the target social network in a fine-grained manner, that is, for K topics, we have K different diffusion graphs. The following proposed approach is based on this topic-level information diffusion graphs.
Greedy Algorithm

Problem definition. Let notation () T S
 denotes the spread of information if we choose nodes set S to publish the information with topic label T . The problem of identifying topic-sensitive influential nodes can be formulated as: for a given topic label T and a number k , finding a seed set S , || Sk  , which can maximize
This problem has been proved to be NP-hard [6] . It is not realistic to find an optimal solution. However, Kempe et al [6] proves that the influence function under IC model and LT model is monotone and submodular. A function ()   is submodular if it satisfies a natural ''diminishing returns'' property, i.e., if
. For submodular and monotone function ()
with ( ) 0   , the problem of finding a set S of size k that maximizes () S  can be approximated by a simple greedy algorithm which is shown in Algorithm 2. The idea of the greedy algorithm is to run for k rounds, where each round finds the vertex that will maximize the incremental influence spread in the round.
To evaluate the expected spread range, we use Monte Carlo simulations under Independent Cascade (IC) model, to mimic information spreading across the social network. In this process, two factors are very important to the final results. The first is activation probabilities assigned to edges and the second is the evaluation of influence spread. For the first factor, in the traditional IC model, the probability of activation is uniform to all edges. We extend the P e  as activation probability, which captures the preferences of users on different topics.
As for the second factor, the traditional influence maximization algorithm often views the number of finally activated nodes as expected value of the influence function. Here, taking into account the topic preference of users, we propose to use topic specific weights of the finally activated nodes as the topic specific information spread (TSIS), that is ( ) , which are used in the Monte Carlo simulations. In the greedy hill-climbing process, we iteratively run k rounds, and in each round we choose the seed which can make the largest marginal gain for influence spread with respect to topic T . We keep a record of a node's marginal gain in tuple-2 data structure , n o d e g a in  . All the records are stored in queue Q and sorted by the marginal gain value in descending order. In algorithm 3, c is denotes current information spread of seed set S . In round i , we first check whether the marginal gain of the first -position node in Q has been updated in current round. If the answer is yes, it is to choose as target seed in this round. If not, then the marginal gain of it will b e updated and inserted into queue Q again (maybe not at the first position). The procedure is repeated until we find the target node (line [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
Note that, from line 13-28, we implement the optimized CLEF [8] algorithm. By exploiting submodularity property of influence function, in many cases, we don't need to re-compute all the nodes' marginal gain to find the best node. For example, if the top element still stays the top element even after recomputation, then there is no need to reevaluate other node's marginal gain. Leskovec et al [8] claimed that CLEF can speed up the greedy algorithm by 700 times. TSPR, and 133% higher than greedy algorithm. Note that, for such a topic, even the best spread is smaller than 300, which verifies that "ML&DM" is truly a small community. For topic "smart phone" and "health & sports", when seed set size is 60, TopicRank outperforms Topic-sensitive PageRank by about 30% and 19%, respectively. We infer that the advantage of TopicRank is broader for "local" and niche topics than general topics. That is to say, the more professional and "local" a topic is, the influential nodes with respect to it found by our proposed algorithm are more accurate and effective. Because the topic "health & sports" is very popular in social network like microblog, the distinctness of TopicRank for such topics is not as obvious as that for "ML&DM".
The results in figure 4 to 6 indicate that by considering the topical feature of information content, our proposed algorithm TopicRank can identify influential nodes with respect to a given topic more accurately, and thus can promote the topic-sensitive information spread more effectively. 
Conclusions
In this paper, we aim to exploit historical propagation data to identify influential nodes on topic-level. Our proposed approach TopicRank starts from the observation that for a given topic T , the diffusion probability of an edge is reflected by number of propagation actions occurred to the edge and the weights of topic T in topic distribution of the propagation messages. We first use LDA model to learn topic distributions for all the propagation messages. Then a novel voting algorithm is proposed to learn diffusion probabilities of edges on topic-level, by leveraging the propagation actions and topic distributions of messages. Last, for a given topic, we use an optimized greedy algorithm to iteratively find the top-k influential spreaders in the diffusion network. Experimental results show that the proposed approach outperforms state-of-the-art models in terms of topic-sensitive information spread.
