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Abstract. This paper considers the detection of spatial 
domain least significant bit (LSB) matching steganography 
in gray images. Natural images hold some inherent 
properties, such as histogram, dependence between 
neighboring pixels, and dependence among pixels that are 
not adjacent to each other. These properties are likely to 
be disturbed by LSB matching. Firstly, histogram will 
become smoother after LSB matching. Secondly, the two 
kinds of dependence will be weakened by the message 
embedding. Accordingly, three features, which are respec-
tively based on image histogram, neighborhood degree 
histogram and run-length histogram, are extracted at first. 
Then, support vector machine is utilized to learn and dis-
criminate the difference of features between cover and 
stego images. Experimental results prove that the proposed 
method possesses reliable detection ability and 
outperforms the two previous state-of-the-art methods. 
Further more, the conclusions are drawn by analyzing the 
individual performance of three features and their fused 
feature. 
Keywords 
Communication security, steganalysis, histogram 
gradient energy, neighborhood degree histogram, run-
length histogram, support vector machine. 
1. Introduction 
As the development of public communication net-
work, plenty of information can be easily transmitted all 
over the world, which has brought much attention to the 
communication security. Many early methods exploited 
encryption techniques to prevent unauthorized access. 
However, the encrypted form may arouse special suspicion 
of network warders [1]. Steganographic techniques are 
developed to deceive warders by embedding messages into 
cover objects in an imperceptible manner. The purpose of 
steganography is to transmit secret messages through pub-
lic communication channel without being suspected.  
In the process of embedding, the cover object is 
slightly modified to conceal the secret data. The modified 
object, named as stego object, could be sent to the receiver 
through the public communication network. The receiver 
then uses the corresponding extraction method to get the 
secret data from the stego object. Steganalysis, the oppo-
nent to steganography, is used to prevent the baleful secret 
communication by detecting the existence of the hidden 
message in a given object. Generally speaking, if an algo-
rithm can judge whether a given object contains a secret 
message or not, the steganographic system is considered 
broken by this algorithm [2]. In this paper, we concentrate 
on the detection of spatial domain LSB matching stegano-
graphy in gray images. 
During the process of LSB matching, if the LSB of 
the image pixel matches the secret data bit, it will leave the 
pixel unchanged. Otherwise, the pixel will be added or 
subtracted by one at random. LSB matching has the advan-
tages including high payload, good visual imperceptibility 
and extremely easy implementation as LSB replacement. 
What’s more, it is harder to be detected than its counterpart 
since it avoids the histogram asymmetry in LSB replace-
ment [3-4]. 
The existing detection methods against LSB matching 
steganography can be classified into two categories. One is 
named as special detector that designs an elaborated feature 
and configures a threshold value to distinguish stego 
images from the original ones. The other one is the learn-
ing-based detector (also referred as universal detector) 
which extracts multiple sensitive features from sample 
database to train a classifier that is used to detect the pres-
ence of hidden message [5].  
For special detector, Harmsen and Pearlman modeled 
the effect of message embedding as the disturbance of 
additive pulse noise and utilized center of mass of histo-
gram characteristic function (HCF COM) to detect the 
hidden message [6]. This method had been proved efficient 
in the detection of LSB replacement for RGB color bit-
maps, however, ineffective for LSB matching in grayscale 
images [7]. Ker improved Harmsen’s method by two ways: 
1) computing the 2D adjacency histogram instead of usual 
RADIOENGINEERING, VOL. 20, NO. 1, APRIL 2011 103 
histogram, 2) using a down-sampled image as a calibration 
version of the test image [7]. Compared with the original 
HCF COM, significant improvements were achieved. 
Fridrich et al. [8] proposed a maximum likelihood estima-
tor to estimate the message length. However, it is found 
that the approach is powerless for never-compressed 
images derived from a scanner. To solve the problem of 
detecting images with large noise component, Zhang et al. 
[9] exploited the change of local extremum of image histo-
gram caused by message embedding, which obtained 
an improved result. However, the performance is compara-
tively poor when the method is utilized to detect the images 
that are compressed by JPEG-compressor. 
With regard to learning-based detectors, Goljan et al. 
[10] extracted features from the wavelet domain to train 
classifiers. Liu et al. [11] exploited the correlation of least 
and second significant bit plane to attack LSB matching 
and revealed that the accuracy of the classifier degenerates 
as the image complexity increases. Pevny et al. [12] argued 
that the dependence between neighboring pixels were dis-
turbed by message embedding, and utilized Markov model 
to extract sensitive features. Xu et al. [13] and Cancelli et 
al. [14] utilized the histogram distortions caused by LSB 
matching to extract multiple histogram features. Based on 
the fact that LSB matching only influences the two LSB bit 
planes of image, Mehrabi et al. removed the most signifi-
cant bits of the image so as to improve the detection 
performance [15]. 
The key of both special and learning-based detector is 
to design discriminating features. Existing features are 
always based on a certain inherent property of images 
which are likely to be disturbed by message embedding. 
For instance, ref. [5], [6], [8], [13], [14] concentrated on 
the distortion of image histogram caused by LSB matching, 
while ref. [7], [9]-[12], [15] designed the features mainly 
based on dependence among the image pixels. Image histo-
gram and pixel dependence are the two distinct image 
properties, and thus are expected to have their own strong-
point in detection of hidden message. Therefore, the distor-
tion of the two properties should be observed to reveal 
hidden message.  
In this paper, a learning-based steganalysis method 
against LSB match steganography is proposed. In the light 
of statements above, three features are extracted to train 
support vector machine (SVM) classifiers. Firstly, LSB 
matching is modeled as adding an additive pulse noise to 
the image. As a result, image histogram will become 
smoother. Histogram gradient energy is calculated so as to 
reveal this change. Secondly, the neighboring pixels of 
image usually exhibit high dependence with each other. 
Based on this, images are divided into overlapped sub-
images and neighborhood degree histogram is devised to 
consider this type of dependence. Thirdly, regarding the 
dependence among pixels that are not adjacent to each 
other, run-length histogram is constructed to deal with it. 
As well as the joint investigation, these features are tested 
separately to reveal their individual advantages in the de-
tection of uncompressed and JPEG-compressed images. 
The rest of the paper is organized as follows. Section 
2 describes the feature extraction process. In section 3, the 
support vector machine is introduced briefly. Experiments 
are presented in section 4. Conclusions are drawn in 
section 5.  
2. Feature Extraction 
In this work, steganalysis is considered as a binary 
classification problem, i.e. classifying the testing image 
either a stego or an original image. The framework of train-
ing and testing process of binary classification is illustrated 
in Fig. 1. From each image, features are extracted to form 
a feature vector which is used as the representation of cor-
responding image. Feature vector sets are obtained by 
extracting features from image sets, and then used to train 
classifier. 
Original image 
set Stego image set Testing image
Classification algorithm
Feature extraction
Stego or 
original image
Feature vector 
set of original 
images classifier
Feature vector 
set of stego 
images
Train the classifier
Feature 
extraction
Feature vector  
of the image
 
Fig. 1. The framework of training and testing process of 
binary classification. 
Feature extraction is a key step for pattern classifica-
tion. As mentioned earlier, natural images have some in-
herent properties, such as histogram, dependence between 
neighboring pixels, and dependence among pixels that 
have distance larger than one. Based on these properties, 
three features are extracted in this section, including histo-
gram gradient energy (HGE), center of mass of neighbor-
hood degree histogram (NDH COM) and center of mass of 
run-length histogram (RLH COM). 
2.1 Embedding Strategy of LSB Matching 
Define the grayscale image as a 2D array I, where 
0  I(i, j) 2L– 1, 0  i  M – 1, 0  j  N – 1. Here, L = 8 
for the gray images; M and N represent the image dimen-
sion. Denote a stego image as Is and its corresponding 
cover images as Ic. Note that the subscripts ‘s’ and ‘c’ are 
used to indicate the symbol version corresponding to stego 
and cover image respectively in this paper. Assume b is 
a secret message bit. The embedding strategy of LSB 
matching is formulated as follows. 
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Note that the pixel will be added or subtracted at ran-
dom by one in the case of Ic(i,j)mod2  b & 0 <Ic(i,j) <255. 
2.2 HGE 
Define the histogram of a gray image as h(n) = 
{I(i,j)I(i,j) = n}, and p, 0  p  1 as the embedding rate. 
According to embedding strategy of LSB matching, a pixel 
will be changed with probability of p/2 after LSB matching, 
increasing or decreasing by one both with the probability 
of p/4. The effects of LSB matching on image histogram 
can thus be formulated as follows. 
 
( ) (1 ) ( ) ( 1) ( 1),
2 4 4
                                                 {2 253},
(0) (1 ) (0) (1),
2 4
(1) (1 ) (1) (0) (2),
2 2 4
(254) (1 ) (254) (253) (255),  
2 4 2
s c c c
s c c
s c c c
s c c c
p p ph n h n h n h n
n
p ph h h
p p ph h h h
p p ph h h h
     

  
   
   

(255) (1 ) (255) (254)
2 4s c c
p ph h h
   
 (2) 
Under this situation, LSB matching will be deduced 
as low pass filter on the histogram with the kernel of 
[p/4, 1– p/2, p/4] if histogram boundary is ignored. 
Namely, histogram will be smoothed by the LSB matching. 
In this paper, HGE is calculated to characterize this effect 
as follows. 
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Using HGEc and HGEs to denote the HGE of the cover and 
stego images, respectively, we have  
 s cHGE HGE . (4) 
Proof: 
Under the assumption that the boundary elements of 
histogram are quite small, we write the formula (2) as its 
approximation.  
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Firstly, based on formula (2’), we derive 
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Secondly, according to the formula (2’) we have the 
following as well 
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Finally, according to the formulas (5-1), (5-2) and (5-3), 
we obtain HGEs  HGEc.  Proof End. 
2.3 NDH COM 
Dependence between adjacent pixels has been taken 
into consideration in the 3×3 overlapped sub-images, each 
of which can be regarded as a neighborhood N(i,j) with 
a center pixel I(i,j) as it is illustrated in Fig. 2.  
 
Fig.2.  3×3 neighborhood ( , )N i j with center pixel ( , )I i j . 
The neighborhood degree is defined as the number of 
pixels that have equal gray value with the center pixel in 
the said neighborhood, and is formulated as: 
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 ( , ) |{ ( , ) | ( , ) ( , )}|ND i j I i u j v I i u j v I i j        (6) 
where ( , ) {( 1, 1),( 1,0),( 1,1),(0, 1),(0,1),(1, 1),(1,0),(1,1)}u v        . 
The neighborhood degree can be considered as 
an indicator to the pixel dependence in the corresponding 
neighborhood. To be more specifically, the larger the de-
gree is, the greater dependence that is held by the neighbor-
hood will be. After LSB matching, neighborhood holding 
a relatively large degree is likely to decrease in number. To 
describe this phenomenon, we define the neighborhood 
degree histogram (NDH) as follows 
 ( ) | { ( , ) | ( , ) } |, 0,1,...,8.NDH x N i j ND i j x x    (7) 
Fig. 3 shows the change of NDH of the ‘lena’ image 
after LSB matching with maximal message length. 
Intuitionally, elements of NDH move towards the side with 
smaller degree after message embedding. Consequently, 
the center of mass of the NDH (NDH COM) is calculated 
as a discriminating feature. 
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According to the analysis above, the NDH COM of 
an image decreases after LSB matching, i.e. 
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(b) 
Fig. 3. NDH of the ‘lena’ image before and after LSB match-
ing with maximal message length: (a) uncompressed 
‘lena’ image, (b) JPEG-compressed ‘lena’ image with 
quantization quality of 75. 
2.4 RLH COM 
This paper utilizes the run-length histogram (RLH) 
[16] to extract the feature which catches dependence 
among pixels that have the distance larger than one. Scan-
ning the image in a mode, a run is a set of consecutive 
image pixels with equal intensity, and the run length is 
defined as the amount of pixels in the run [17]. Then, run-
length histogram is a 1D array whose elements, RLH(x), is 
equal to the number of run with the length of x in an image.  
After LSB matching, the run with long length is likely 
to be divided in to several shorter ones, and thus the RLH 
changes as it is illustrated in Fig. 4. Define the center of 
mass of RLH (RLH COM) as:  
 0
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where n is the length of the longest run. After LSB match-
ing, the RLH COM of image is also likely to be decreased, 
namely,  
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(b) 
Fig.4.  RLH of the ‘lena’ image before and after LSB match-
ing with maximal message length: (a) uncompressed 
‘lena’ image, (b) JPEG-compressed ‘lena’ image with 
quantization quality of 75. 
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2.5 Calibration Mechanism and 
Normalization 
Natural images are highly various, and so do the fea-
tures extracted from these images. Thus, the feature distor-
tion caused by message embedding is likely to be obscured 
by the variability of features. To solve this problem, we 
choose to use calibration mechanism which aims at mini-
mizing the noise caused by message embedding and to 
keeping the general properties of the image unchanged at 
the same time [18]. In this paper, we utilize the wavelet 
transform to calibrate features as it is illustrated in Fig. 5. 
 
Fig. 5. The flow chart of feature calibration with wavelet transform. 
 
After the calibration, the features need to be normal-
ized in order to obtain comparable dynamic ranges. For 
a calibrated feature f, its maximum value fmax and minimum 
value fmin is found from the whole images set at first. Then, 
feature f is normalized by  
 min
max min
f ff
f f
   .  (12) 
The normalization prevents the features with large 
numerical range from dominating those features with small 
numerical ranges, and thus avoids numerical ill-condition-
ing [19]. 
3. Support Vector Machine 
SVM is utilized to train the classifier in this paper. 
Considering input data as two sets of vectors in an n-
dimensional space, SVM constructs an optimal separating 
hyperplane by Lagrangian multipliers so as to distinguish 
the positive data points from the negative ones [20]. Intui-
tively, a good separation is achieved by the hyperplane that 
has the greatest distance to the neighboring points of both 
classes. 
LIBSVM [21] is an integrated software for support 
vector classification, regression, and distribution estima-
tion. With regard to support vector classification, LIBSVM 
implements four basic kernels among which RBF kernel is 
suggested as the best choice by the developers. LIBSVM 
also provides some useful tools, among which the tool 
“Cross-validation and Grid-search” can be used to search 
the appropriate penalty parameter C and kernel parameter γ 
for RBF kernel. In addition, LIBSVM provides a tool to 
draw ROC (receiver operating characteristics) curve and 
calculate the AUC (area under the ROC curve) for binary 
classification application. LIBSVM is directly used to train 
classifies with the extracted features in this paper.  
4. Experiments 
Extensive experiments are conducted on two image 
sets in this section. Firstly, the detection performances of 
the three features, i.e. HGE, NDH COM and RLH COM, 
are tested separately. Secondly, these features are summed 
up as a fused feature whose performance is also discussed. 
Thirdly, these features are combined to construct a “joint 
feature set” to train SVM classifiers to attack the LSB 
matching steganography. In addition, we implement Ker’s 
[7] and Liu’s [11] methods to facilitate performance com-
parisons. Note that we configured experimentally the 
threshold of wavelet denoising T = 4 in the process of 
feature calibration, and we scanned the images both hori-
zontally and vertically when calculating RLH COM.  
4.1 Image Sets 
The accuracy of steganalysis varies significantly 
across different image sources. In particular, images with 
large noise component are more challenging for steganaly-
sis than images with low noise component (such as JPEG-
compressed images) [12]. In order to evaluate the proposed 
method, the experiments are conducted separately on two 
sets with uncompressed and JPEG-compressed images 
contained respectively.  
Set#1: 3,162 uncompressed images downloaded from 
NRCS [22]. The images are digital TIFF files with the size 
either 2100×1500 or 1500 × 2100. The images are cut to 
525×375 or 375×525 and are converted to grayscale ones 
before being used.  
Set#2: 10,408 images downloaded from FreeFOTO 
[23]. These 600×400 or 400×600 sized images were con-
verted to grayscale images which were then compressed 
and decompressed by JPEG-compressor with the quantiza-
tion quality of 75.  
All above images were utilized as covers to generate 
stego images with LSB matching steganography. The mes-
sage lengths take 100%, 75%, 50% and 25% of the maxi-
mal embedding length (i.e. one bit per pixel). Therefore, 
Set#1 consists of 3,162×(1+4)=15,810 cover and stego 
images, and Set#2 consists of 10,408×(1+4)=52,040 
images. 
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4.2 Configuration of SVM Classifiers 
Training and testing image sets: Each image set 
above was divided into two parts: training and testing sets, 
to train and test the classifiers. For Set#1, the training set 
contains 2,000 cover images and 2,000 corresponding 
stego images. Among the 2,000 stego images, images of 
four embedding rates, i.e. 100%, 75%, 50% and 25%, are 
equally included. The test image set includes 1,162 cover 
images and stego images with four message lengths (i.e. 
1,162×4=4,648 stego images). Similarly, for Set#2, the 
training image set is composed of 6,000 cover images and 
6,000 corresponding stego images. The test image set is 
made up of 4,408×(1+4)=22,040 images. 
Parameters of SVM: C-support vector classification 
(C-SVC) of the LIBSVM with RBF kernel was utilized to 
train classifiers in the experiments, and the tool named as 
“Cross-validation and Grid-search” was used to search the 
penalty parameter C and kernel parameter γ. For the two 
image set, the parameter pairs (C, γ) used in Liu’s and our 
methods (joint feature set) are listed in Tab. 1. 
 
Image set Methods Set#1 Set#2 
Liu’s method (2, 16384) (1,8) 
Joint feature set (2, 4) (1024,1) 
Tab. 1.  Parameter pairs (C, γ) of SVM. 
4.3 Detection Results 
Detection performances are evaluated by ‘detection 
reliability’ ρ [18] defined as  
 2 1A    (13) 
where A is the area under the receiver operating 
characteristic (ROC) curve. In this paper, the ROC curve is 
represented by plotting true detection probability versus 
false alarm probability. Some ROC curves of detection 
performances are presented in Fig. 6; while the detection 
reliabilities ρ of all methods are listed in Tab. 2. 
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(a) The detection of image set#1. 
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(b) The detection of image se #2. 
Fig. 6.  ROC curve samples, the embedding rate is 50%. 
 
 
Detection reliability 
Image set Embedding rates Ker’s Liu’s HGE NDH COM RLH COM Fused feature Joint feature set 
100% 0.8366 0.8420 0.8330 0.3326 0.0238 0.4418 0.9278 
75% 0.7884 0.8071 0.7208 0.2892 0.0290 0.3960 0.8366 
50% 0.6464 0.6549 0.5102 0.2138 0.0266 0.3022 0.6248 
25% 0.4168 0.3710 0.2616 0.1208 0.0098 0.1676 0.3278 
Set#1 
average 0.6720 0.6687 0.5814 0.2390 0.0224 0.3270 0.6792 
100% 0.9376 0.9931 0.5642 0.9244 0.8510 0.9376 0.9732 
75% 0.9052 0.9885 0.4622 0.7650 0.8468 0.9138 0.9637 
50% 0.5846 0.9608 0.2898 0.5212 0.8298 0.7324 0.9441 
25% 0.1346 0.8022 0.0630 0.2628 0.7316 0.3732 0.8855 
Set#2 
average 0.6406 0.9362 0.3448 0.6184 0.8148 0.7392 0.9416 
Tab. 2.  Detection reliabilities of methods. 
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4.4 Result Discussion  
As it is shown in Tab. 2, NDH COM and RLH COM 
take advantage of the dependence among image pixels and 
are proved to be suitable to detect images with low noise, 
as images in set#2. HGE exploits the histogram change 
caused by message embedding and performs better on the 
uncompressed images. The joint feature set contains the 
three features which catch the message embedding effects 
both on image histogram and correlation, and thus holds 
the best detection results when compared with the detectors 
that utilize the single feature and the other two previous 
methods.  
HGE is expected to obtain satisfying results for both 
compressed and uncompressed images since the histogram 
of both kinds of images will be smoothed by LSB match-
ing. However, the detection accuracy of HGE for Set#2 can 
not compete with that for Set#1. The reason is that histo-
gram becomes smoother after JPEG-compression (see 
Fig. 7). Therefore, the histogram distortion of JPEG-com-
pressed images caused by LSB matching is weaker than 
that of uncompressed ones. 
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Fig.7.  HGE of 1000 original images in Set#1 and their JPEG-
compressed version (quantization quality is 75). 
In addition, it can be observed that the fusion of fea-
tures does not always ensure the improved performance. 
For example, the performance of the fused feature is infe-
rior to that of HGE in the detection for Set#1, and can not 
compete with RLH COM for Set#2. Learning-based 
method is more suitable to deal with multiple features. 
5. Conclusions 
A learning-based steganalytic method has been 
presented to detect LSB matching steganography in gray 
images. Three features are extracted to form a joint feature 
set to train SVM classifiers for detection purpose. Experi-
mental results demonstrate that the trained classifiers out-
perform the other two previous methods and the detectors 
utilizing the single feature. In addition, the individual per-
formances of the three features are compared. According to 
the experimental results, the HGE is suitable to detect un-
compressed images, while NDH COM and RLH COM are 
good for the JPEG-compressed images.  
The presented method is by no means optimal. Better 
models which can catch the distortion of image need to be 
devised in order to improve detection accuracy. For 
instance, increasing the dimensionality of feature set may 
be a feasible way.  
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