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Abstract
Let B, B1 and B2 be bipartite graphs, and let B → (B1, B2) signify that any red–blue edge-coloring of B contains either a red
B1 or a blue B2. The size bipartite Ramsey number b̂r(B1, B2) is defined as the minimum number of edges of a bipartite graph B
such that B → (B1, B2). It is shown that b̂r(Km,n, Km,n) is linear on n with m fixed, and b̂r(Kn,n, Kn,n) is between c1n22n and
c2n
32n for some positive constants c1 and c2.
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1. Introduction
Let G, G1 and G2 be graphs, and let G → (G1,G2) signify that in any edge-coloring of G by red and blue, there
is either a monochromatic red G1 or a monochromatic blue G2. It is well known that such G exists for any given G1
and G2. With this notation, the Ramsey number r(G1,G2) can be defined as
r(G1,G2) = min{N : KN → (G1,G2)}
= min{|V (G)| : G → (G1,G2)}.
As the number of edges of a graph G, denoted by e(G), is often called the size of the graph, Erdo˝s, Faudree, Rousseau
and Schelp [1] introduced an idea of measuring minimality with respect to size rather than order of the graphs G with
G → (G1,G2). Then the size Ramsey number rˆ(G1,G2) is defined as
rˆ(G1,G2) = min{e(G) : G → (G1,G2)}.
For a brief history on what has been done on size Ramsey numbers, see, e.g. [1,2].
The definition of Ramsey number has a bipartite version. For bipartite graphs B1 and B2, their Bipartite Ramsey
number is defined as
br(B1, B2) = min{N : KN ,N → (B1, B2)}.
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The above notations suggest a new Ramsey number. We define the size bipartite Ramsey number b̂r(B1, B2) as
b̂r(B1, B2) = min{e(B) : B is bipartite, and B → (B1, B2)}.
From the definition, we see that b̂r(B1, B2) > e1 is equivalent to saying that B 6→ (B1, B2) for any bipartite graph
B with e(B) = e1. Namely, there is an edge-coloring of B by red and blue, which contains neither a red B1 nor
a blue B2. Also, an upper bound b̂r(B1, B2) ≤ e2 implies the existence of a bipartite graph B of size e2 such that
B → (B1, B2).
2. Main results
For convenience, let us call G a Ramsey graph for rˆ(B1, B2) if G → (B1, B2) and e(G) = rˆ(B1, B2).
Lemma 1. Let B1 and B2 be bipartite graphs. Then
b̂r(B1, B2) ≥ rˆ(B1, B2), (1)
and the equality holds if and only if there is a bipartite Ramsey graph for rˆ(B1, B2).
Proof. The proof is trivial thus omitted. 
We expect that b̂r(B1, B2) is very close to rˆ(B1, B2). For stars K1,m and K1,n , actually the inequality (1) holds
with equality. (The exact value of rˆ(K1,m, K1,n) was already determined in [1].)
Lemma 2. Let m and n be positive integers. Then
b̂r(K1,m, K1,n) = rˆ(K1,m, K1,n) = m + n − 1.
Proof. Clearly in any edge-coloring of K1,m+n−1 by red and blue, we have either a red K1,m or a blue K1,n . So
b̂r(K1,m, K1,n) ≤ m + n − 1.
The inverse inequality can be seen easily as
b̂r(B1, B2) > (e(B1)− 1)+ (e(B2)− 1),
so the assertion follows. 
The following bound is on bipartite Ramsey number instead of its size version. However, it gives a scope of Ramsey
graphs for the latter. The bound is tight up to the constant of the second term.
Lemma 3. Let s ≥ t ≥ 1 be integers. Then
br(Ks,t , K1,n) ≤ n + Cn1−1/t ,
where C = C(s, t) > 0 is a constant.
Proof. Let N = br(Ks,t , K1,n)− 1. Then the definition guarantees the existence of an edge-coloring of KN ,N by red
and blue which contains neither a red Ks,t nor a blue K1,n . Let R denote the spanning subgraph of KN ,N containing
all red edges. Then e(R) ≥ N (N − n + 1). On the other hand, as shown by Fu¨redi [3], if
e(R) > (s − t + 1)1/t N 2−1/t + t N + t N 2−2/t ,
then R contains Ks,t as a subgraph. Clearly the above inequality holds if
N (N − n + 1) > (s − t + 1)1/t N 2−1/t + t N + t N 2−2/t ,
which is certainly true when N ≥ n + Cn1−1/t for some large C . 
We now turn to considering the graph Km,n for fixed m.
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Lemma 4. Let G be a bipartite graph on bipartition (X, Y ) with |X | = M and |Y | = N. If e(G) ≥ N p and
N
( p
m
)
> (n − 1)
(
M
m
)
,
then G contains Km,n .
Proof. Assume to the contrary that G contains no Km,n . Let d1, d2, . . . , dN be the degree sequence of vertices in Y .
We say that a set S is covered by a vertex v if S is contained in the neighborhood of v. Since G contains no Km,n , any
m-set in X is covered by at most n − 1 vertices of Y . So
N∑
i=1
(
di
m
)
≤ (n − 1)
(
M
m
)
.
Note that the left-hand side is at least N
( p
m
)
by the convexity of the function
( x
m
)
since
∑
di/N = e(G)/N ≥ p. We
have thus reached a contradiction. 
Theorem 1. For any fixed m ≥ 1, if n is sufficiently large, then
1
e
m2mn ≤ b̂r(Km,n, Km,n) ≤ 4m22mn.
Proof. The assertion holds for m = 1 by Lemma 2, so we assume that m ≥ 2. For the upper bound, we
consider a complete bipartite graph KM,N on bipartition (A, B) and an edge partition (E1, E2). We may assume
that |E1| ≥ M N/2. Hence, by setting p = M/2 in Lemma 4, the subgraph induced by E1 contains Km,n if
N
(
M/2
m
)
> (n − 1)
(
M
m
)
.
This will certainly be the case if we set
N =

(
M
m
)
n(
M/2
m
)
 .
It follows that for all M ≥ 2m,
b̂r(Km,n, Km,n) ≤ e(KM,N ) = M N ≤ Cn,
where
C = 2m M (M − 1)(M − 2) · · · [M − (m − 1)]
(M − 2)(M − 4) · · · [M − 2(m − 1)] .
By taking M = m2 for 2 ≤ m ≤ 3 and taking M = bm2/2c for 4 ≤ m ≤ 7, we have C ≤ 4m22m . For m ≥ 8, taking
M = (m − 1)2, we get
C ≤ 2m M
(
M − (m − 1)
M − 2(m − 1)
)m−1
= (m − 1)22m
(
1+ 1
m − 3
)m−1
≤ 4(m − 1)22m,
where we use the fact that (1 + 1m−3 )m−1 is decreasing and it attains maximum value at m = 8 for m ≥ 8, so the
desired upper bound follows.
To derive the lower bound, we employ the probabilistic method. Suppose that B = (V (1), V (2), E) is a bipartite
graph with fewer than m2mn/e edges, for which every edge-coloring by red and blue produces a monochromatic
Km,n . For i = 1, 2, let
V (i)k = {v ∈ V (i) : d(v) ≥ k},
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where k ≥ 1 is an integer. Then |V (i)k | ≤ e(B)/k. If B contains subgraph Km,n on bipartition (X, Y ) ⊆ (V (1), V (2)),
then X ⊆ V (1)n and Y ⊆ V (2)m . Put M = |V (1)n | and N = |V (2)m |. Let us consider a random red–blue edge-coloring
of B such that each edge is colored red independently with probability 12 . Let p denote the probability that there
is a monochromatic Km,n . Then p ≤ 2
(
M
m
) (
N
n
)
/2mn . From Stirling’s formula, we have
(
M
m
)
≤ ( eMm )m , and for
n→∞,(
N
n
)
<
N n
n! ≤
N n√
2pin(n/e)n
= 1√
2pin
(
eN
n
)n
,
which imply that
p ≤ 2√
2pin
(
eM
m
)m (eN
n
)n 1
2mn
= 2√
2pin
(
eM
m
)m ( eN
2mn
)n
.
So M ≤ e(B)/n < m2m/e and N ≤ e(B)/m < n2m/e and hence
eM
m
< 2m and
eN
2mn
< 1.
It follows that if n is sufficiently large, then the probability that there is a monochromatic Km,n is less than one. Hence,
B 6→ (Km,n, Km,n), so the desired lower bound follows. 
We now consider Kn,n . The following counting lemma generalizes a result obtained by Erdo˝s and Rousseau [2].
Lemma 5. Let n ≥ m ≥ 1 be integers. If a bipartite graph B has q edges with q ≥ m2, then it contains at most
2eq(m + n)
mn
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
copies of Km,n . In particular, it contains at most
4eq
n
(
e2q
n2
)n
copies of Kn,n .
Proof. Let (X, Y ) be the bipartition of the vertex set of B. We partition the copies of Km,n on bipartition (U1,U2) in
B into two families F1 and F2, where |U1| = m and |U2| = n, such that a copy of Km,n is in F1 if (U1,U2) ⊆ (X, Y ),
and in F2 if (U2,U1) ⊆ (X, Y ). We bound |F1| first. Set
s =
⌈
n log
√
q
n
⌉
,
where log x is the natural logarithmic function. Without loss of generality, we may assume that B has minimum degree
at least m. Set ds+1 = ∞,
dk = nek/n, k = 0, 1, 2, . . . , s,
and
Xk = {x ∈ X : dk ≤ deg(x) < dk+1}.
Then X0, X1, . . . , Xs form a partition of the set W0 = {x ∈ X : deg(x) ≥ n}. Let
Wk = ∪sj=k X j = {x ∈ X : deg(x) ≥ dk}.
Then |Wk | ≤ q/dk for k = 0, 1, 2, . . . , s.
We say that a copy of Km,n in F1 is of type k if k is the smallest k for which Xk ∩U1 6= ∅. Clearly,
• every vertex of U1 belongs to Wk ;
• at least one vertex of U1 belongs to Xk .
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Let Mk denote the number of type k copies of Km,n in F1. Then |F1| =∑sk=0 Mk , and for k = 0, 1, 2, . . . , s − 1,
Mk ≤ |Xk |
(bdk+1c
n
)( |Wk |
m
)
≤ |Xk |
(
edk+1
n
)n ( eq
mdk
)m
= |Xk |
(
e2q
mn
)m
exp{n − m + 1+ k(n − m)/n}. (2)
Note that n ≥ m and k ≤ s − 1 ≤ n log
√
q
n . Thus
exp{k(n − m)/n} ≤ exp{(s − 1)(n − m)/n} ≤
(√
q
n
)n−m
,
which together with (2) yields for k = 0, 1, 2, . . . , s − 1
Mk ≤ |Xk | · e
(
e2q
mn
)m (e√q
n
)n−m
≤ e|Xk |
(
e2q
mn
)m ( eq
mn
)n−m
as q ≥ m2.
To bound Ms , we partition Y into
Y−1 = {y ∈ Y : m ≤ deg(y) < n = d0},
and
Yk = {y ∈ Y : dk ≤ deg(y) < dk+1}
for k = 0, 1, . . . , s. Set Vk = ∪i≥k Yi for k = −1, 0, . . . , s. We then have |V−1| ≤ q/m, and |Vk | ≤ q/dk for
k = 0, 1, . . . , s. In particular |Vs | = |Ys | ≤ √q as ds ≥ √q. Similarly, we have |Ws | = |Xs | ≤ √q.
Case 1. min{k : U2 ∩ Yk 6= ∅} = −1, i.e. U2 ∩ Y−1 6= ∅. In this case, we have
Ms ≤ |Y−1|
( n
m
)( |V−1|
n
)
≤ |Y−1|
(en
m
)m ( eq
mn
)n
= |Y−1|
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
Case 2. 0 ≤ min{k : U2 ∩ Yk 6= ∅} ≤ s − 1. In this case, we have
Ms ≤ |Yk |
(bdk+1c
m
)( |Vk |
n
)
≤ |Yk |
(
edk+1
m
)m ( eq
ndk
)n
= |Yk |
(en
m
)m (eq
n2
)n
exp{m/n − k(n − m)/n}
≤ e|Yk |
(en
m
)m (eq
n2
)n = e|Yk | ( nm )m
(
e2q
n2
)m (eq
n2
)n−m
≤ e|Yk |
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
Case 3. min{k : U2 ∩ Yk 6= ∅} = s. In this case, we have
Ms ≤
( |Xs |
m
)( |Ys |
n
)
≤
(
e2q
mn
)m (e√q
n
)n−m
≤ e
(
e2q
mn
)m ( eq
mn
)n−m
as q ≥ m2.
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It is easy to see that for each case
Ms ≤ e|V−1|
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
Finally, we obtain
|F1| =
s∑
k=0
Mk ≤ e (|W0| + |V−1|)
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
≤ eq(m + n)
mn
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
The argument can be applied to bound |F2| similarly. Set
X−1 = {x ∈ X : m ≤ deg(x) < n = d0}.
Then X−1, X0, . . . , Xs form a partition of the set W−1 = {x ∈ X : deg(x) ≥ m} and |W−1| ≤ q/m.
Now we say that a copy of Km,n in F2 is of type k if k is the smallest k for which Yk ∩U1 6= ∅. Clearly there is no
type −1 subgraph Km,n in F2. Denote by Nk the number of type k copies of Km,n in F2. Then |F2| =∑sk=0 Nk , and
for k = 0, 1, 2, . . . , s − 1,
Nk ≤ |Yk |
(bdk+1c
n
)( |Vk |
m
)
≤ e|Yk |
(
e2q
mn
)m ( eq
mn
)n−m
.
To bound Ns , we distinguish among three cases as before.
Case 1. min{k : U2 ∩ Xk 6= ∅} = −1, i.e. U2 ∩ X−1 6= ∅.
Ns ≤ |X−1|
( n
m
)( |W−1|
n
)
≤ |X−1|
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
Case 2. 0 ≤ min{k : U2 ∩ Xk 6= ∅} ≤ s − 1.
Ns ≤ |Xk |
(bdk+1c
m
)( |Wk |
n
)
≤ e|Xk |
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
Case 3. min{k : U2 ∩ Xk 6= ∅} = s.
Ns ≤
( |Ys |
m
)( |Xs |
n
)
≤ e
(
e2q
mn
)m ( eq
mn
)n−m
.
So in each case we have
Ns ≤ e|W−1|
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
We thus obtain
|F2| =
s∑
k=0
Nk ≤ e (|V0| + |W−1|)
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
≤ eq(m + n)
mn
( n
m
)m (e2q
mn
)m ( eq
mn
)n−m
.
Then the bound for |F1| + |F2| implies the required assertion. 
Theorem 2. For all large integer n,
1
15
n22n ≤ b̂r(Kn,n, Kn,n) ≤ 3n32n .
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Proof. The upper bound follows the similar argument as that for the upper bound in Theorem 1.
In [1], it was shown that rˆ(Kn,n, Kn,n) > 160 n
22n , which and Lemma 1 give a lower bound. We shall have a slightly
better result. Let B be any bipartite graph with q edges with q ≤ n22n/15. Consider a random and independent
red–blue edge-coloring of B in which each edge is colored red with probability 1/2. Let p denote the probability that
a monochromatic Kn,n exists in such a coloring. By Lemma 5, we get
p < 2
(
4eq
n
)(
e2q
n2
)n
1
2n2
≤ 8en
15
(
2e2q
n2
)n
2−n2 ≤ 8en
15
(
2e2
15
)n
→ 0
as n→∞. Thus G 6→ (Kn,n, Kn,n), and the desired lower bound follows. 
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