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iIntroduction and Overview
The pairing phenomenon plays a central role in cold fermionic many-body sys-
tems. From the present theoretical understanding pairing should appear in almost
every many-fermion system at sufficiently low temperatures. Indeed, during the
last century it has been observed in many different systems like metals [1], atomic
nuclei [2] and liquid 3He [3]. The basic underlying microscopic mechanism was
discovered in the pioneering work of Bardeen, Schrieffer and Cooper [4] in 1957,
today well known as the BCS theory of superconductivity. Based on this theory
the occurrence of superconductivity and superfluidity can be understood quite
intuitively on the basis of simple phase space arguments.
In general two particular scattering processes play a special role in isotropic
many-fermion systems at low energies. The first corresponds to forward scat-
tering processes. These form the basis of Landau’s theory of Fermi Liquids and
describe the dominant interactions of low energy elementary excitations in normal
Fermi systems. The second corresponds to two body processes at zero center of
mass (CM) momentum. In the case of attractive interparticle interactions these
processes lead naturally to an instability of the system towards the formation of
two-particle bound states called Cooper pairs. The characteristic phenomenology
of superfluid and superconducting systems can be qualitatively understood solely
by the presence of the condensate, a macroscopically populated collective state
consisting of Cooper pairs. In this sense the occurrence of pairing and superflu-
idity in Fermi systems is a natural consequence of the exclusion principle and
consequently the fundamental properties of superfluid systems can qualitatively
be understood from first principles.
However, a quantitative understanding of the bulk properties of these systems
is much more involved. In general many-body correlations, which are neglected
in the original BCS theory, will change the value of the condensate considerably.
Especially in strongly correlated systems like nuclear systems, it is a very complex
task to treat all interparticle correlations at different length scales in a systematic
way. On the other hand many macroscopic properties depend very sensitively on
the particular value of the condensate. Thus for a systematic quantitative under-
standing of these systems the application of controlled microscopic techniques is
necessary.
In the case of nuclear systems the basic ingredient of such microscopic ap-
proaches is the two-body nucleon-nucleon (NN) interaction and possible three-
body (3N) interactions, determined from vacuum scattering experiments and the
properties of the deuteron. The NN-interaction has been studied in great de-
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tail during the last decades. At present there exist different models which all fit
the basic observables to very good accuracy. All these models share some basic
features.
• Almost all potentials parametrize the interaction only for energies below
the pion production threshold. Beyond this scale the potential description
of the interaction breaks down and the non-relativistic quantum mechanical
description must be replaced by an effective quantum field theory. Due to
this principal limitation, only neutron systems up to a maximal density of
about twice nuclear density ρn can be properly described microscopically
starting from these NN interactions.
• The potential includes strong repulsion at small distances and an attractive
long range part. These properties lead naturally to the saturation of nuclear
systems.
• Scattering experiments show a large negative scattering length in the 1S0
partial wave channel signalling the presence of an almost bound (”anti-
bound”) state. In contrast, due to the presence of the tensor force compo-
nent in the spin-triplet 3S1-
3D1 channel, the neutron-proton interaction can
support a bound state, the deuteron, whereas the corresponding neutron-
neutron state in the same partial wave channel remains unbound. Due
to the large scattering length a, low density approximations, based on an
expansion in the small parameter akF , already break down at quite small
Fermi momenta kF .
Starting from this ”bare” interaction all many-body correlation effects leading to
the formation of many-body bound states, collective excitation modes etc. are
generated dynamically by solving the many-body problem in a certain approxi-
mation.
In nature, the size of the Cooper Pair wave function in typical superfluids covers
many other particles. Due to the presence of these particles the bare interaction
gets modified substantially by many-body effects. Beside these polarization ef-
fects, the presence of the other particles will affect the single-particle properties.
Ideally these two effects have to be taken into account at the same time and on
equal footing.
A promising approach to this complex problem is the Renormalization Group
(RG): instead of trying to solve the equations in one step for all momentum
scales, one divides the problem into smaller and easier steps by introducing a
cutoff scale Λ. This scale represents the dividing line between the slow and the
fast modes of the system. The slow modes represent the modes of the effective
Hilbert space at the current scale, whereas the fast modes have already been
integrated out into the effective operators of the Hamiltonian at this scale. The
RG flow equation describes how the effective Hamiltonian is modified when the
cutoff scale is changed. In this sense the RG can be considered as a powerful tool
iii
for successively integrating out correlations in the system at the different length
scales in a systematic way.
This philosophy has been applied successfully in many different contexts (see
chapter 2). In the present work we apply this technique to the pairing problem
in neutron matter at zero temperature. The fundamental objects of investiga-
tion are the two-point self-energy and the four-point vertex function. Much of
the interesting information about the system like the bound states, collective
modes, self-energies, transport coefficients and thermodynamic quantities can be
extracted out of this function.
In the first chapter we discuss, after a brief historic and formal introduction, the
basic characteristic properties of the vertex function for a separable interaction in
the BCS approximation. For such interactions the one-channel scattering problem
can be solved explicitly. It turns out that already at this level, the four-point
vertex function Γ has a quite complex and rich analytical structure.
However, the traditional inversion approach to the solution of the two-body
scattering equation is quite limited if one tries to generalize the calculations to
more realistic interactions and to approximation schemes beyond the BCS level.
We will show in the second chapter how instead RG methods can be used as an
alternative and more flexible approach to this problem.
In general, low lying modes around the Fermi surface dominate the physics of
many-fermion systems at low temperatures. The fast modes are almost blind to
the presence of the other particles and can to a good approximation be integrated
out in vacuum. This procedure provides an effective low momentum vacuum
interaction at a certain scale Λ. As long as the size of the effective many-body
Hilbert space is not too small, the final answers can be shown to be independent
of the choice of Λ. Furthermore as we will show, the required effort for the
many-body calculations can be reduced considerably by a judicious choice of Λ.
The explicit treatment of the remaining modes around the Fermi surface is also
done in the RG framework. However, the application of the RG to superfluid
systems is complicated by the presence of poles in the vertex during the RG flow.
The appearance of such poles usually signals instabilities in the system, which in
the present case can be identified as the phase transition from the normal to the
superfluid state.
At the beginning of the RG calculation no pairing correlations have been in-
tegrated out and consequently the RG flow is initialized in the normal phase.
Hence in order to enter the new phase in a controlled way, one has to change the
formal parametrization of the system beyond this pole. One possibility consists
of bosonization of the fermionic degrees of freedom (cf. chapter 2): in every
RG step, the pairing correlations at the current scale are integrated out via a
Hubbard-Stratonovich transformation into a bosonic field, which represents the
Cooper pairs. By this the original fermionic field theory is during the flow trans-
formed into a theory of interacting Fermions and Bosons.
Here we will use a different approach following a strategy similar to the one
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presented by Salmhofer [5]. At the beginning of the flow no fluctuations have been
integrated out and the condensate is actually vanishing. Instead of introducing
Bose fields we break the symmetry in the original theory explicitly by a very
small - ideally infinitesimal - amount. In this approach the theory remains purely
fermionic at every cutoff scale.
By the initial explicit symmetry breaking, we offer the system the possibility
to evolve dynamically during the RG flow to the state with broken symmetry.
We show in chapter 2 explicitly how the results of chapter 1 can be reproduced
to high accuracy in the RG framework for a separable interaction. However, in
contrast to the explicit analytic solution, the applicability of the flow equation is
not restricted to separable interactions. Consequently it is possible to apply this
RG scheme to different realistic interaction models and hence study the model
dependence of the results on the interactions. Furthermore we can compare thus
explicitly the results of the flow equations in medium and vacuum and explicitly
justify the vacuum flow used for the fast modes.
Although in the present work only nuclear systems are treated explicitly, it
should be emphasized that the fundamental strategy is quite general and related
to RG approaches in other fields like condensed matter physics (cf. chapter 2).
So far, these approaches are usually aimed at the calculation of thermodynamic
quantities. In this case, it is sufficient to evaluate the two and four-point func-
tions for imaginary energies. On the one hand, this simplifies the calculations
considerably due to the simpler analytic structure in this region. On the other
hand however, the vertex function on the real energy axis contains more interest-
ing information like the properties of the collective modes and bound states in the
system. The RG framework presented in this work is set up for the calculation
of the non-relativistic in-medium scattering amplitude for real energies.
Apart from the technical conveniences of the RG approach mentioned above,
this framework has the other even more important conceptual advantage that it
can quite naturally be extended beyond the BCS approximation. There have been
quite clear indications that additional many-body effects, which are not included
at BCS level, are required for a realistic description of the system (cf. e.g. [6]).
Several different strategies have been developed during the recent decades to
take these effects into account (cf. chapter 3). In most of the works the vertex
corrections and the self-energy effects have been treated separately. In contrast,
in the RG approach these two effects can be treated at the same time since the
two-point and four point functions are consistent with each other by construction
on the one particle propagator level. Since in the present formalism the Cooper
instability is treated explicitly, one can in principle treat all many body channels
at the same time on an equal footing.
Usually a decoupling of the particle-hole channels and particle-particle chan-
nel is assumed. After the particle-hole part has been integrated by using some
approximation the effective particle-hole reducible vertex is used as the kernel of
the gap equation, which integrates the particle-particle diagrams. However, it
vis not a priori clear, to what extent this decoupling assumption is valid. Espe-
cially for strongly interacting systems like 3He the inclusion of a finite gap in the
calculation of polarisation contributions to the effective pairing interaction can
influence substantially the stability of different superfluid phases [7, 8], of course,
the full coupled problem is very complicated. Furthermore the evaluation of the
flow equation is quite complex and involves numerical subtleties already at the
BCS level. Nevertheless, the RG approach opens the possibility to include addi-
tional many-body correlations in a systematic framework. Since in general the
components of the vertex function are changing smoothly during the flow, one can
apply iterative solution techniques for the solution of the flow equation. In con-
trast to a naive iterative approach that includes the integration of all momentum
components at once, the convergence can be dramatically improved by the use of
RG methods since usually the vertex functions of the previous RG step provide
an excellent initial guess leading to a rapid convergence. We show in chapter 3 by
explicit calculation that the combination of iterative and RG techniques provides
quite a promising strategy to tackle the coupled channel problem.
Furthermore, this framework does not rely on the assumption of scale separa-
tion. In the standard approach it is assumed that the correlations included in the
quasiparticle states participating in the pairing processes are energetically well
separated from the characteristic energy scales of the Cooper-pairs [9, 10]. How-
ever, in the nuclear systems, where the Fermi energy is about 50 MeV for typical
densities, the gaps are one the order of MeV. Furthermore, the quasiparticle con-
cept remains valid up to an energy scale typically on the order of 10 MeV. Hence
it is not so clear, to what extent the scale separation assumption is valid in these
systems. Since in the present approach the different correlations are treated on
an equal footing, the present framework offers a possibility to treat such systems.
In the current state of the work we have implemented the one-channel problem
in the BCS approximation. We can reproduce the explicit results for separable
interactions to high accuracy including all pole structure in the vertex function.
Hence in this sense the calculations should be considered as exploratory, showing
the feasibility of practical calculations in this approach. Furthermore we show
that the same results can also be obtained without using the explicit form of
the flow equation, which is only valid in the one-channel case. This offers the
possibility to apply the same techniques to the coupled channel problem and
shows clearly the flexibility of this approach.
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11. Superfluid Nuclear systems
1.1. History of Superconductivity
The phenomenon of superconductivity attracted the attention of physicists for
the first time in 1911 when H. Kamerlingh Onnes [1] observed vanishing d-c
electrial resistance in mercury below 4 Kelvin. His experiment provided the first
indication for fundamental changes of the microscopic and macroscopic properties
in certain metals when the temperature is lowered below a critical temperature
Tc.
Beside these radical changes of the electrical properties, which is probably still
today the most striking manifestation of superconductivity, the superconduct-
ing state is also characterized by very different magnetic and thermodynamic
properties compared to the normal state:
• In 1932 Keesom et al. [11] found a fundamental change of the behaviour
in the heat capacity below the critical temperature Tc. Starting above
Tc the system at first showed the typical linear behaviour C ∼ γT of a
normal Fermi fluid. At Tc however a discontinuity appeared followed by an
exponential decrease below Tc (cf. Fig. 1.1).
• In 1933 Meissner and Ochsenfeld [12] discovered that a superconductor is a
perfect diamagnet, i.e. that external magnetic fields were expelled from the
interior of the system. They found a penetration depth of about λ ≃ 10−5
cm.
However, at the time of these experiments, there was still only a poor under-
standing of the microscopic mechanisms responsible for these observations. In
1934 F. and H. London [13] presented a phenomenological two fluid model on the
basis of the work of Gorter and Casimir [14] that was capable of describing the
magnetic properties of superconductors. The central idea consists of dividing the
total particle density ρ into a superfluid density ρs and a normal density ρn with
ρ = ρs + ρn. The associated fluid current densities were postulated to satisfy
djs
dt
=
ρse
2
m
E, jn = σnE, ∇× js = −ρse
2
m
B.
The first equation simply express that the superfluid part moves without energy
dissipation through the system, whereas the second equation describes a normal
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Figure 1.1.: Heat capacity of a superconductor as a function of temperature. Fig-
ure taken from [15].
fluid, which produces a finite conductivity σn. Finally, the last equation imme-
diately leads to the Meissner-Ochsenfeld effect by using the Maxwell equations.
In the following years some extensions of the London theory were developed
like Pippard’s nonlocal generalization in 1953 [16], which took into account the
effect of impurities and the Ginsburg-Landau theory in 1950 [17], where the
space dependent effective wave function |Ψ(r)|2 = ρs(r)/ρ was used as the order
parameter of the transition at Tc (cf. section 1.3).
Despite the success of all these phenomenological models in describing different
properties of superconductors, they were not able to clarify the microscopic mech-
anisms responsible for superconductivity. The first crucial microscopic progress
was made in 1950. In this year H. Fro¨hlich [18] suggested that the interaction of
crystal lattice vibrations and the electrons could be the basic phenomenon lead-
ing to superconductivity. The independent experimental discovery of the isotope
effect in the same year by C.A. Reynolds et al. [19] and E. Maxwell [20, 21] gave
strong support to this idea. They found that the critical temperature depends
on the isotope mass M in the following way:
Tc ∼ 1
Mα
with α ≃ 0.5. (1.1)
However, Fro¨hlich tried to treat the interaction in a perturbative way and ran
into mathematical problems similarly to J. Bardeen [22] in 1951. The princi-
pal significance of these difficulties was first pointed out by Schafroth [23], who
showed that the Meissner effect cannot be obtained in a perturbative treatment.
Later Migdal [24] proved that at any finite order of perturbation theory the char-
acteristic single particle energy excitation spectrum of a superconductor cannot
be obtained in perturbation theory. These works already gave indications of the
non-perturbative character of the phenomenon of superconductivity.
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p3 p4
p1 p2
(a)
p3 p4
p1 p2
(b)
p3 p4
p2 p1
(c)
p3 p4
p1 p2
(d)
Figure 1.2.: The three many-body channels: a) Γ(p1, p2, p3, p3), b) ZS channel, c)
ZS’ channel, d) BCS-channel
1.2. The Cooper Phenomenon
The next crucial step towards the final microscopic BCS-theory was the work of
Cooper [25] in 1956, where it was shown that in the case of an attractive effective
electron-electron interaction between states in the vicinity of the Fermi surface,
the interacting pair forms a bound state. His arguments are quite general and
independent of the strength of the interaction as long as it is attractive.
Of course, in nature the sign of the effective interaction between electrons de-
pends on the ratio of the attractive electron-phonon interaction and the repulsive
coulomb interaction. Usually it is very complicated to assess the relative strength
of these two forces due to the complicated anisotropic crystal structures of the
metals. Hence for simplicity for the following instructive discussion, the effective
interaction is assumed to be weak, isotropic, spin independent and constant in the
vicinity of the Fermi surface, whereas away from the Fermi surface the particles
are assumed to be non-interacting (compare also [26]):
HˆI =
g
2
∑
p1+p2=p3+p4
aˆ†p1 aˆ
†
p2
aˆp3 aˆp4Θp1Θp2Θp3Θp4 (1.2)
with
Θp =
{
1 for |εp − µ| < ωΛ
0 for |εp − µ| > ωΛ , |g| ≪ 1
Bound states and collective modes appear as singularities of the four point vertex
function Γ(p1, p2, p3, p3) [15] (cf. Fig. 1.2). In general the calculation of the full
two body vertex is a very complicated coupled problem. However, the diagrams
of the particle-hole channels in Fig. 1.2 (b) and (c) only lead to singularities of the
zero sound type [26] at small momentum transfers q = p1 − p2 → 0, whereas the
diagrams in the BCS channel Fig. 1.2 d) become singular for small values of the
total four momentum P = (P0,P) = p1+p2. The latter ones correspond precisely
to the bound states found by Cooper in his work. The scattering equation for
two interacting particles in a background of noninteracting fermions in the BCS
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channel reads
Γ(p1, p2, p3, p4) = Γ0(p1, p2, p3, p4) +
i
2
∫
d4q
(2pi)4
Γ0(p1, p2, q, P − q)G0(q)G0(P − q)Γ(q, P − q, p3, p4),
(1.3)
where Γ0 is the irreducible part of Γ in the BCS channel. G0 denotes the non-
relativistic free propagator:
G0(p) =
Θ(εp − µ)
p0 − εp + iη +
Θ(µ− εp)
p0 − εp − iη , (1.4)
where the first term describes the propagation of particles and the second the
hole propagation.
The kernel Γ0 contains by construction no singular terms for small P . For
the present weak interaction model it can be shown [26] that Γ0 can be replaced
by the first order vertex g. The singular behaviour of the vertex Γ results from
the particular properties of the particle-particle/hole-hole correlation function,
whose momentum integral is restricted to the phase space, where the interaction
is nonvanishing according to the interaction (1.2):
i
2pi
∫
d4qΘP−qΘqG0(q)G0(P − q) =
∫
d3qΘ(ωΛ − |ξq|)Θ(ωΛ − |ξP−q|) ·
·
[
Θ(ξq)Θ(ξP−q)
P0 − ξq − ξP−q + iη −
Θ(−ξq)Θ(−ξP−q)
P0 − ξq − ξP−q − iη
]
, (1.5)
with ξp = εp − µ. In the back-to-back case P = 0 one finds for |P0| ≪ ωΛ:
Γ(p1, p2, p3, p4) = Γ(P0) = Γ(ω) = g
[
1 + gν(0)
(
ln
∣∣∣∣2ωΛω
∣∣∣∣ + ipi2
)]−1
, (1.6)
where ν(0) = mkF
2pi2
is the density of states at the Fermi surface, m the mass of the
particles and kF the Fermi momentum. Thus in the case of an attractive interac-
tion (g < 0), we find two poles on the imaginary axis positioned symmetrically
around the origin of the complex energy plane at the positions (cf. Fig. 1.3)
ω± = ±2iωΛ exp
[
− 1|g|ν(0)
]
. (1.7)
The distance |ω±| from these two poles to the real axis is the binding energy 2∆
of the Cooper bound state. However, the fact that these bound states appear on
non-physical Riemann sheets on the imaginary energy axis already indicates that
the assumed ground state in the present problem cannot be realized in this form
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Figure 1.3.: Analytic structure of the vertex function Γ(ω) in the Cooper prob-
lem at zero CM momentum. The two poles ω± are located on the
imaginary axis symmetrically around the real axis. The cut of the
logarithm in eq. (1.6), denoted by the grey area, extends over the
entire real axis.
in nature, since one of the solutions in (1.7) necessarily leads to an instability in
the time evolution of the system. Note also that the coupling constant g enters
in a non-analytical way in the final result. This fact is just a formal expression
of the non-perturbative nature of this problem as already mentioned above.
For finite and small P the binding energy of the bound state is decreased [26]:
∣∣ω±(P)∣∣ = 2∆− vf |P|
2
. (1.8)
The appearance of these bound states can be understood quite intuitively by
considering the phase space integral (1.5) in more detail. The presence of the
Fermi sea restricts the integrals to a small area around the Fermi surface. In this
region the energy of the fermions is a linear function in momentum εq − µ ∼
kF
m
(|q| − kF). Hence for the radial phase space we can rewrite:
q2d|q| ∼ dεqmkF (1.9)
leading finally to logarithmic singularities in the vertex. In contrast, in the ab-
sence of a Fermi sea the single particle kinetic energies behave quadratically at
the lower bound (|q| = 0) of the phase space integral and we have an additional
small factor
q2d|q| ∼ dεqm|q|, (1.10)
which cures the logarithmic singularities encountered above. Thus the Cooper
bound states can be considered as an immediate consequence of the exclusion
principle and are in this sense a general property of quantum mechanical many-
body systems with attractive effective two body interactions. This situation is
quite different compared to vacuum bound states. Here the presence of bound
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Figure 1.4.: Scattering of two particles in back-to-back kinematic (a) and at finite
CM momentum (b) and (c) with |P1| < |P2|. The circle denotes the
final state phase space. Analogous arguments apply to hole states
around the Fermi surface.
states depends crucially on the strength of the particle interaction, i.e. there
always exists a lower bound gmin below which the interaction is no longer able to
support a bound state. In contrast, in the present case the primary mechanism for
the formation of the Cooper pairs is not based on the strength of the interaction,
but only on the presence of the Fermi sea.
Also the fact that the bound state energy is a decreasing function with increas-
ing central mass momentum of the interacting pair, can be easily understood
by using phase space arguments. If two particle/holes are interacting in back-
to-back kinematics both momenta of the final pair are located automatically
outside/inside of the Fermi surface and consequently, there are no angular phase
space restrictions. In contrast, for finite P the final state phase space gets sup-
pressed leading to a smaller binding energy of the pair. The situation is illustrated
for two particles in Fig. 1.4.
1.3. The Superconducting Ground State
It should be emphasized again that the single pair problem discussed in the pre-
vious section has a continuous single particle energy spectrum without an energy
gap around the Fermi surface since we can create arbitrarily low lying particle-
hole excitations out of the Fermi sea. In nature however, all particles in the
vicinity of the Fermi sea are subject to the Cooper phenomenon and no pair can
be singled out as in Cooper’s work. Hence, at first sight the physical situation
has changed dramatically: instead of being an independent-pair problem, pairing
in strongly correlated many-body systems is rather a problem of many strongly
interacting pairs. Indeed, the smallest length scale in the pairing problem is in-
versely proportional to the value of the condensate ∆ (cf. below): ξ ∼ vf∆−1 [15].
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Typical values for the correlation length ξ range from several times the interpar-
ticle distance up to thousands of times the interparticle distance, depending on
the strength of the interaction. Thus the question arises, to what extent these
strong overlaps of the wave functions destroy the concept of Cooper pairs.
This question can be addressed in the framework of Landau’s Fermi Liquid
theory [27, 28, 29]. The basic idea consists of introducing new effective degrees
of freedom for low energy excitations around the Fermi surface, called quasipar-
ticles. Due to phase space restrictions these quasiparticle states are well defined
long lived excitations, as opposed to bare particles. Typically in superconduct-
ing/fluid systems the characteristic temperature TL up to which the quasiparticle
picture remains valid is much larger than the critical temperature Tc of the phase
transition (e.g. in 3He we have TL ∼ 100mK and Tc ∼ 3mK). Hence usually we
have a separation of energy scales, the correlations, which determine the single-
quasiparticle properties are energetically well separated from the typical energy
scales of the Cooper problem [9].
Thus from the viewpoint of Fermi Liquid theory, Cooper’s two-particle problem
is actually a two-quasiparticle problem. Most of the correlations that could lead
to the breakdown of the Cooper pair concept are included in the single quasi-
particle effective degrees of freedom. The only remaining relevant quasiparticle
interactions are:
• Forward scattering processes of two quasiparticles at the Fermi surface.
These interactions are parametrized by the Landau-Parameters (cf. section
2.2).
• The residual quasiparticle pairing interaction, which is not included in the
normal Fermi-Liquid theory, is responsible for the formation of quasiparticle
Cooper pairs. Such a system is called a superfluid Fermi liquid [10, 30, 31].
Hence as a starting point for the construction of the superconducting ground
state, it is quite reasonable to neglect at first all forward scattering processes, i.e.
set all Landau-Parameters to zero. This approximation is usually called pairing
approximation or BCS-approximation.
Each Cooper pair, being a bound state of two fermionic quasiarticles, can be
described by an effective bosonic field. The system of all these bound states conse-
quently forms a Bose fluid. By lowering the temperature, the thermal wavelength
of the bosons increases until at a certain transition temperature, the strong over-
lap of the individual boson wave functions leads finally to the phenomenon of
Bose-Einstein condensation [32, 33]. This state is characterized by the fact that
a finite fraction of all particles in the system occupy a common quantum state,
the condensate. The onset of this condensation process is accompanied by the
spontaneous breakdown of the U(1) symmetry of the system (cf. below). Gener-
ally, several such condensates could be present in bosonic many-body systems. In
reality however, it turns out that only the condensate state with the lowest energy
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(which is usually non-degenerate) survives (cf. also section 1.4), whereas all other
instabilities are stabilized by this one condensate. Hence in the case of a super-
conductor, only the Cooper pairs with P = 0 form a macroscopically populated
condensate [34]. In technical terms that means that effectively only back-to-back
interactions contribute to the pairing correlations, i.e. the system is described in
this approximation in the case of spin-singlet pairing by the Hamiltonian
HˆBCS =
∑
k,σ
εk aˆ
†
kσaˆkσ +
∑
k,k′
〈k′ −k′|V |k − k〉 aˆ†k′↑aˆ†−k′↓aˆk↑aˆ−k↓, (1.11)
with the quasiparticle field operators aˆkσ and the interaction matrix elements
〈k′1 k′2|V |k1 k2〉, where ki and k′i denote the initial and final momenta respec-
tively. As the subscript suggests, this Hamiltonian forms the basis of the BCS-
theory of superconductivity presented by Bardeen, Cooper and Schrieffer in 1957
[35]. The ground state and the ground state energy of this Hamiltonian can be
determined in the mean field approximation most easily using the variational
principle. Bardeen et. al. used the following Ansatz for the ground state:∣∣ψ0BCS〉 =∏
k
[
uk + vke
iφaˆ†k↑aˆ
†
−k↓
]
|0〉 , (1.12)
where |0〉 is the vacuum state and φ an arbitrary phase. This Ansatz is quite
natural, since the state (1.12) is the most general uncorrelated many-body state
that has non-vanishing amplitudes for even numbers of particles, where each pair
occupies the states with the quantum numbers (k ↑,−k ↓) in a singlet spin state.
However, it should be emphasized that the number of particles of this state is
not fixed. The coefficients uk and vk have to be chosen appropriately so that
the mean number of particles has the required value N . By minimizing the free
energy F , i.e.
δF = δ
〈
ψ0BCS
∣∣ HˆBCS − µ∑
k,σ
aˆ†kσaˆkσ
∣∣ψ0BCS〉
= δ
[∑
k
2(εk − µ)v2k +
∑
k,k′
〈k′−k′|V |k−k〉ukvkuk′vk′
]
= 0, (1.13)
one finds
u2k =
1
2
[
1 +
ξk√
ξ2k +∆
2
k
]
, v2k =
1
2
[
1− ξk√
ξ2k +∆
2
k
]
, u2k + v
2
k = 1 (1.14)
with ξk = εk − µ and the gap-function implicitly given by
∆k = −
∑
k′
〈k′ −k′|V |k − k〉 uk′vk′. (1.15)
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Figure 1.5.: Distribution function (left) and the one-particle energies (right) in a
superfluid.
In the case of a repulsive interaction around the Fermi surface, eq. (1.15) has
only the trivial solution ∆k = 0 and the functions uk and vk reduce to the nor-
mal distribution functions Θ(−ξk) and Θ(ξk). For certain attractive interactions
however, the gap equation also possesses nontrivial solutions ∆k. In this case
the superconducting ground state is usually energetically favoured and thus re-
alized in nature. This state is characterized by a smeared out Fermi surface due
to the formation of Cooper pairs and the amount of energy needed to break up
one bound state appears as an energy gap ∆k in the single particle excitation
spectrum (see Fig. 1.5).
For the understanding of the nature of the elementary excitations, it is crucial
to note that the BCS-ground state |ψ0BCS〉 is not a many-body state with a definite
number of particles. That implies that the action of particle operators and hole
operators on this state can yield the same state. In fact, the states aˆ†k↑ |ψ0BCS〉
and aˆ−k↓ |ψ0BCS〉 are identical up to numerical factors:
aˆ†k↑
∣∣ψ0BCS〉 = uk |ψk↑〉 , aˆ−k↓ ∣∣ψ0BCS〉 = −vk |ψk↑〉 , (1.16)
with |ψk↑〉 = aˆk↑
∏
p6=k[up + vpaˆ
†
p↑aˆ−p↓] |0〉.
Thus it is quite natural to combine these two operators into one new operator
that creates the normalized state |ψk↑〉. These were first introduced independently
by Bogoliubov [36] and Valatin [37]:
γˆ†k↑ = ukaˆ
†
k↑ − vkaˆ−k↓, γˆ†k↓ = ukaˆ†k↓ + vkaˆ−k↑
aˆ†k↑ = ukγˆ
†
k↑ + vkγˆ−k↓, aˆ
†
k↓ = ukγˆ
†
k↓ − vkγˆ−k↑. (1.17)
The states created by these operators are usually called Bogoliubov quasiparticles.
In order to avoid confusion with the quasiparticles of Landau’s Fermi Liquid
theory, we will in the following denote the Fermi-Liquid quasiparticle states,
created by the operators aˆ†, as particles, whereas the states |ψk↑〉 and |ψ−k↓〉 that
are created by γˆ† as quasiparticles.
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Since the transformation (1.17) is canonical the new operators still obey the
usual Fermi-anticommutator relations. In this basis the BCS-Hamiltonian (1.11)
reads (cf. also [15])
HˆBCS =
∑
k
2ξkv
2
k+
∑
k,k′
〈k′−k′|V |k−k〉ukvkuk′vk′+
∑
k,σ
ξ˜kγˆ
†
kσγˆkσ+VˆQP , (1.18)
with
ξ˜k =
√
ξ2k +∆
2
k. (1.19)
The term VˆQP represents terms with four quasiparticle operators and clearly
describes the interaction between the quasiparticles. Since the BCS-ground state
is the quasiparticle vacuum state, i.e.
γˆk↑
∣∣ψ0BCS〉 = γˆk↓ ∣∣ψ0BCS〉 = 0, (1.20)
in eq. (1.18) one can directly read off the ground state energy and the excitation
spectrum. However, the relations (1.17) can be quite misleading for the quantum
mechanical interpretation of the quasiparticle excitation, because they suggest
at first sight that a quasiparticle is a superposition of a particle and a hole.
However, this is not true. In fact, in a many-body system with a fixed number
N of particles, the quasiparticle excitation created by γˆ†k↑ consists of a particle
occupying state (k ↑), whereas its mate state (−k ↓) is empty. Only the fact that
the BCS-ground state is an ensemble of states with different particle numbers
leads to the situation that one state can be created by different operators (cf.
eq. (1.16)) and consequently the quasiparticle creation operators are a sum of a
particle and a hole operators.
The breakdown of the global U(1) symmetry
aˆ†kσ → aˆ†kσeiλ (1.21)
in a superfluid or superconductor is formally expressed by the finite expectation
value of the order parameter
Ψ(r) =
〈
ψ0BCS
∣∣ ψˆ†↑(r)ψˆ†↓(r) ∣∣ψ0BCS〉 , ψˆ†σ(r) = 1√
V
∑
k
e−ikraˆ†kσ. (1.22)
The transformation (1.21) connects all possible energetically degenerated BCS
states (1.12), each labeled by the phase φ. The spontaneous breakdown of the
symmetry leads to important differences in charged and neutral systems. Since
the charged particles in a superconductor couple to the gauge field, the Goldstone
boson of the broken symmetry loses its physical significance (”is eaten up by the
gauge boson”) and can be removed completely from the theory by a gauge trans-
formation. In contrast, in a electrically neutral system the Goldstone excitations
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appear as massless excitations in the system (cf. next section). Physically these
excitations correspond to slow variations of φ in space, in complete analogy to
the spin-wave excitations in ferromagnets.
1.4. From Superconductivity to Superfluidity
From a modern point of view the phenomenon of superconductivity is nothing
else but a special form of superfluidity occurring in a system consisting of charged
particles. Thus essentially all microscopical mechanisms described in the previous
sections also apply to superfluid systems. In general, one can divide superfluid
systems into different classes:
• Neutral Bose systems (4He,23Na,87Rb)
• Neutral BCS-paired Fermi systems (3He,6Li,40K, neutrons in nuclear mat-
ter)
• Charged BCS-paired Fermi systems, i.e. superconducting systems (elec-
trons in metals, protons in nuclear matter, color-superconductivity in quark
matter)
• Bosonic superconductors (charged pion condensates)
Apart from the last class, all types of superfluids have been observed in nature.
The original observation of superfluidity was made in the Bose liquid 4He by
Kapitza [38] in 1937, who observed for the first time the λ-transition from the
normal to a new state, characterized by a very small viscosity at Tc = 2.17 K.
In the same year he introduced the name superfluid for the new state. Only
a few months later J.F. Allen and A.D. Misener [39] measured the flow rate
of 4He through a capillary with varying radii and fluid velocities. They found
that ”the observed type of flow cannot be treated as laminar nor turbulent”
and concluded that the hydrodynamics of helium below Tc cannot be explained
classically. Only another two month later F. London [40] proposed Bose-Einstein-
Condensation (BEC) to be the underlying microscopic mechanism leading to
superfluidity. However, at that time BEC, predicted theoretically by Einstein
[32, 33] only a few years before for a gas of noninteracting bosons, was still
believed to be a pathological effect that disappears in the presence of particle
interactions. On the basis of Einstein’s calculation London obtained a transition
temperature of 3.3 K by treating the helium system as a noninteracting gas.
Inspired by the model of London, Gorter and Casimir [13, 14] for superconduc-
tors, in the same year, Tisza [41] presented a phenomenological two-fluid model
for superfluids. The superfluid part shows zero entropy and viscosity, whereas
the normal part behaves like a common liquid. This model was able to explain
the observed fountain effect observed by Allen and Jones [42] and predicted ther-
mal wave excitations, called second sound, where these two fluids oscillate out of
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Figure 1.6.: Excitation spectrum of 4He (figure taken from [15], data points of
[46]), solid line: fit of measured points. The linear part at small mo-
menta shows the phonon branch εk = cpk whereas the roton branch
behaves like εk = ∆+ cr(k − k0)2 with k0 ∼ 2 A˚−1.
phase. Later, in 1941 Landau [43] refined this model and predicted the existence
of roton excitations, a new branch in the excitation spectrum of the liquid (cf.
Fig. 1.6). Furthermore he predicted the existence of a critical fluid velocity vc,
below which the viscosity of the fluid vanishes, only by assuming the typical lin-
ear dispersion law for the low momentum phonon excitation branch, representing
the Goldstone excitations in the system (cf. previous section).
The complete disregard of London’s BEC idea however, led to many controver-
sies between London and Landau in the following years. The first step toward the
unification of their two approaches was made by the work of Bogoliubov [44] in
1947. He showed that if one assumes that a weakly coupled Bose system with a
repulsive interaction undergoes BEC, the postulated phonon excitation spectrum
of Landau’s model is an immediate consequence of Bose statistics. Despite this
nice insight, in nature the 4He-liquid is far from being a weakly coupled system
and the question arises, to what extent this result can be taken seriously for the
He system. This question was answered in 1956 by Feynman and Cohen [45],
who could verify the results of Bogoliubov by using a variational approach and
could furthermore show explicitly that the transition from the phonon branch to
the roton branch is continuous (cf. Fig. 1.6). The latter result could also be
verified later experimentally in neutron scattering experiments [46].
In the light of these works it turned out that all the postulates of Landau on
the ground state can be understood as a natural consequence of BEC and in
essence the two approaches are not contradicting but rather supplementing each
other. From the present viewpoint, the basic assumption for the understanding
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of superfluidity is the presence of one and only one single-particle state that
is populated by a finite fraction of all particles, called condensate. Apart from
noninteracting bosonic systems, this basic assumption usually cannot be justified
rigorously for more realistic systems. However, after taking this fact for granted,
one can understand the basic properties of liquid 4He from first principles [47, 48].
Thus the microscopic mechanisms in superconductors and 4He are closely re-
lated. In Fermi systems, the formation of Cooper pairs and the condensation of
these states are not two distinct processes, but occur simultaneously. The role
of the BEC condensate wave function in 4He is the analog to the center of mass
wave function of the Cooper pairs in Fermi systems. Indeed, in 1972 Osheroff,
Richardson and Lee [3, 49] found that 3He also becomes superfluid below 3 mK,
i.e. at a transition temperature which is three orders of magnitude smaller than
in 4He. This large difference can be quite easily understood by noting that the
Cooper pairs in 3He are only very loosely bound states compared to the nuclear
bound 4He particles.
1.5. Superfluidity in Neutron Matter
Strictly speaking, the statement above that Osheroff et al. were the first to ob-
serve superfluidity in fermionic systems is actually not quite correct. Many years
before, measurements of different nuclei showed significant signals of systematic
mass differences between even-even, even-odd and odd-odd nuclei and typical
energy gaps of 1 MeV for the first excited states in even-even nuclei [2]. (Of
course, atomic nuclei are actually not electrically neutral. However since the
nuclear force is charge independent to first approximation, atomic nuclei can be
considered as a neutral Fermi system in this context) These observations lead
Bohr, Mottelson and Pines [51] in 1958, i.e. right after the publication of the
BCS-theory, to the suggestion that similar mechanisms could be active in nuclei
as in BCS superconductors.
The first detailled microscopic description of this effect was published one year
later by Migdal [52, 53], who explicitly suggested neutron matter as a natural
candidate for a superfluid. He presented the first microscopic calculations based
on the BCS-theory for nuclear systems and pointed out the importance of pair-
ing for the properties of stellar objects like neutron stars. However due to the
particular properties of the NN-interaction (cf. Introduction) and the fact that
nuclear matter is a strongly interacting Fermi system, the following questions are
raised:
• Does an interaction with a hard core like the nucleon-nucleon interaction
allow in principle the presence of superfluidity?
• If superfluidity is possible, to what extent are the results of the BCS-
approximation quantitatively valid and how can one improve, if necessary,
the approximation to achieve reliable answers?
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Figure 1.7.: Pairing gaps in neutron matter as a function of density in the 1S0
channel (upper plot) and in the triplet channel 3P2−3F2 (lower plot).
Plots taken from [50]
This first question was investigated by Cooper, Mills and Sessler [54] in 1959
and refined one year later by Emery and Sessler [55], who showed, based on a
variational approach that the BCS formalism can indeed be successfully applied
to nuclear matter and superfluidity is possible for this kind of interaction. Indeed,
in the following decades some experimental indications were also found for the
presence of superfluid phases in neutron stars were found:
• Pulsar glitches: The spin down rate after glitches, the sudden increase of
the rotation speed in neutron stars, can only be understood in the presence
of superfluid phases [56, 57, 58]. The observed relaxation times are orders
of magnitude too large for normal systems.
• Cooling rates: Superfluidity plays a central role for neutrino emission mech-
anisms, the basic cooling process in neutron stars. Altough the theoretical
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calculations of cooling rates involve many uncertainties, the models seem
to favour the presence of superfluidity [59, 60, 61, 62].
The second question however is much more difficult to answer and is still un-
settled today. However, the simplicity and crudeness of the BCS approximation
suggests that for the typical densities in neutron stars the standard BCS scheme
does not give reliable quantitative results. Due to the strong interparticle cor-
relations, the nucleons participating in the pairing coupling screen the pairing
correlations at the same time. Since the size of the gap depends exponentially
on the strength of the interaction, the inclusion of these many-body effects is
absolutely crucial in realistic calculations.
However, despite these complicated problems, it can be quite instructive to
treat superfluid nuclear matter using some simple approximations. Some quite
common approximations are:
• Use the free single particle energies ξk = ξ0k = k2/(2m) − k2F/(2m) where
m is the nucleon free mass or an effective mass. All further self-energy
corrections are neglected.
• Replace the pairing interaction by a free vacuum interaction. All many-
body vertex corrections are neglected.
After expanding the gap equation in partial waves, the solution of the equation
(1.15) is in principle straightforward. Nonvanishing gaps can be found for the
different potential models in the singlet channel 1S0 [63, 64, 65, 66, 67] and the
coupled triplet channel 3P2 −3 F2 [50, 68, 69, 70]. The corresponding results for
the gaps are shown in Fig. 1.7 for different potentials as a function of density.
It is quite remarkable that in this approximation scheme all interaction models
provide almost the same gaps as a function of density in the 1S0 channel. We will
investigate this property in more detail in chapter 2.4.
In the 3P2−3 F2 channel one finds in this approximation nonvanishing gaps at
higher densities. At these momentum scales the NN-interaction, which is only
fitted up to energies of 350 MeV (or k ∼ 2.1 fm−1) in the CM frame, is not well
constrained anymore and leads consequently to a much larger model dependence
in the gap function.
1.6. Nambu-Gorkov Propagators
Due to the presence of a condensate in a many-body system, the propagation of
particles (i.e. Landau-quasiparticles) through the system becomes more complex
compared to normal systems. If we assume that at time t = 0 a particle is present
with momentum k, there are two contributions to the propagator (if we neglect
finite lifetime effects of the particles at this point):
16 1. Superfluid Nuclear systems
G(BCS) =
(
G(BCS) F (BCS)
F †(BCS) G−(BCS)
)
=


Figure 1.8.: Diagrammatical representation of the one-body Nambu-Gorkov
propagators (1.27).
a) The particle propagates as in a normal Fermi-liquid, i.e. we still find a
particle with momentum k at time t′ > t.
b) The particle interacts with the condensate and is thus transformed into a
hole at t′ > t, i.e. the number of particles in the system is reduced by two.
The presence of these processes is an immediate consequence of the finite
expectation value of the order parameter (cf. section 1.3):
〈
ψ0BCS
∣∣ aˆ†k↑aˆ†−k↓ ∣∣ψ0BCS〉 = ukvk = ∆k
2ξ˜k
(1.23)
and leads to the characteristic smearing of the Fermi surface (cf. Fig. 1.5).
Due to this particle-hole mixing, the one-body propagator acquires additional
anomalous elements. In contrast to normal systems where particle states form
a complete basis of the one-body propagator, the basis in superfluids contains
two states. For example one could choose the states aˆ†k↑ |ψ0BCS〉 and aˆ−k↓ |ψ0BCS〉.
These states span a complete basis for the one-body propagator:
iG(BCS)(k, t) =
(
〈ψ0BCS| T aˆk↑(t)aˆ†k↑ |ψ0BCS〉 〈ψ0BCS |T aˆk↑(t)aˆ−k↓ |ψ0BCS〉
〈ψ0BCS |T aˆ†−k↓(t)aˆ†k↑ |ψ0BCS〉 〈ψ0BCS| T aˆ†−k↓(t)aˆ−k↓ |ψ0BCS〉
)
(1.24)
The elements can be most easily calculated by first evaluating the corresponding
quasiparticle propagator
iG(BCS)(k, t) =
(
〈ψ0BCS| T γˆk↑(t)γˆ†k↑ |ψ0BCS〉 〈ψ0BCS| T γˆk↑(t)γˆ−k↓ |ψ0BCS〉
〈ψ0BCS |T γˆ†−k↓(t)γˆ†k↑ |ψ0BCS〉 〈ψ0BCS |T γˆ†−k↓(t)γˆ−k↓ |ψ0BCS〉
)
(1.25)
which takes a very simple diagonal form:
G
(BCS)(k, ω) =
(
1
ω−ξ˜k+iδ 0
0 1
ω+ξ˜k−iδ
)
. (1.26)
Note that the quasiparticle propagator is independent of the spin.
By transforming this matrix into the normal basis by using the transformation
1.6. Nambu-Gorkov Propagators 17
∆†↑↓
↓
↑
∆†↓↑
↑
↓
∆↓↑
↑
↓
∆↑↓
↓
↑
k
k
∆ =
k
k
V k′
Figure 1.9.: Diagrammatical representation of the gap functions and the BCS
gap equation (1.15), where V is the bare back-to-back interparticle
interaction.
(1.17), one easily obtains (cf. Fig. 1.8):
G(BCS)(k, ω) ≡
(
G(BCS)(k, ω) F (BCS)(k, ω)
F †(BCS)(k, ω) G−(BCS)(k, ω)
)
=
(
G
(BCS)
↑↑ (k, ω) F
(BCS)
↑↓ (k, ω)
F
†(BCS)
↓↑ (k, ω) G
−(BCS)
↓↓ (k, ω)
)
=
1
ω − ξ˜k + iδ
(
u2k −ukvk
−ukvk v2k
)
+
1
ω + ξ˜k − iδ
(
v2k ukvk
ukvk u
2
k
)
(1.27)
with G−(BCS)(k, ω) = −G(BCS)(k,−ω). In the case of real gaps, we have also
F †(BCS)(k, ω) = F (BCS)(k, ω).
Note that due to the spin dependence of the transformation (1.17), this propa-
gator depends on the spin, in contrast to the quasiparticle propagator above:
G(BCS)(k, ω) = G
(BCS)
↑↑ (k, ω) = G
(BCS)
↓↓ (k, ω),
F †(BCS)(k, ω) = F †(BCS)↓↑ (k, ω) = −F †(BCS)↑↓ (k, ω),
F (BCS)(k, ω) = F
(BCS)
↑↓ (k, ω) = −F (BCS)↓↑ (k, ω), (1.28)
whereas all remaining one-particle propagators are vanishing. The analogous spin
dependence appears in the gap function:
∆†k↑↓ = 2ξ˜k
〈
ψ0BCS
∣∣ aˆ†k↑aˆ†−k↓ ∣∣ψ0BCS〉 = −∆†k↓↑
∆k↑↓ = 2ξ˜k
〈
ψ0BCS
∣∣ aˆk↑aˆ−k↓ ∣∣ψ0BCS〉 = −∆k↓↑, (1.29)
whereas the gap functions are related by
∆k ≡ ∆†k↑↓ = ∆k↓↑ = −∆†k↓↑ = −∆k↑↓. (1.30)
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The corresponding two-particle propagator can be separated into a disconnected
free part, describing the free propagation of two particles and a interaction part,
parametrizing the scattering of the two particles, i.e. schematically (we use a
similar notation as that used in ref. [71])
K(1, 2, 3, 4) = GG(1, 2, 3, 4) + δK(1, 2, 3, 4). (1.31)
At this point we are only interested in the free part GG. This part is needed
for the determination of the interaction part δK as discussed in the next section.
For the calculation of GG, we consider the propagation of a pair of states with
total momentum k1 + k2 = P. Due to the presence of the condensate, this state
can be a particle-particle (pp), particle-hole (ph), hole-particle (hp) or a hole-hole
(hh) state. A quasiparticle spin singlet and triplet state can be represented in
terms of the field operators as follows:
|k1,k2;S = 0,Ms = 0〉QP =
1√
2
[
γˆ†k1↑γˆ
†
k2↓ − γˆ†k1↓γˆ†k2↑
] ∣∣ψ0BCS〉
|k1,k2;S = 1,Ms = 1〉QP = γˆ†k1↑γˆ†k2↑
∣∣ψ0BCS〉
|k1,k2;S = 1,Ms = 0〉QP =
1√
2
[
γˆ†k1↑γˆ
†
k2↓ + γˆ
†
k1↓γˆ
†
k2↑
] ∣∣ψ0BCS〉
|k1,k2;S = 1,Ms = −1〉QP = γˆ†k1↓γˆ†k2↓
∣∣ψ0BCS〉 (1.32)
In order to see more explicitly the different contributions included in these two-
quasiparticle states, let us consider the Ms = 0 states in more detail:
1√
2
[
γˆ†k1↑γˆ
†
k2↓ ∓ γˆ†k1↓γˆ†k2↑
] ∣∣ψ0BCS〉
=
uk1uk2√
2
[
aˆ†k1↑aˆ
†
k2↓ ∓ aˆ†k1↓aˆ†k2↑
] ∣∣ψ0BCS〉
+
uk1vk2√
2
[
aˆ†k1↑aˆ−k2↑ ± aˆ†k1↓aˆ−k2↓
] ∣∣ψ0BCS〉
−vk1uk2√
2
[
aˆ−k1↓aˆ
†
k2↓ ± aˆ−k1↑aˆ†k2↑
] ∣∣ψ0BCS〉
−vk1vk2√
2
[
aˆ−k1↓aˆ−k2↑ ∓ aˆ−k1↑aˆ−k2↓
] ∣∣ψ0BCS〉
= uk1uk2
∣∣ψppk1k2〉+ uk1vk2 ∣∣∣ψphk1k2〉− vk1uk2 ∣∣∣ψhpk1k2〉− vk1vk2 ∣∣ψhhk1k2〉 .
(1.33)
Hence the quasiparticle spin singlet (triplet) state is clearly a mixture of pp, ph,
hp and hh singlet (triplet) states, whereas the different distribution functions give
the relative weights of the contributions. This implies that the pp, ph, hp and hh
singet/triplet states form a complete basis of states for the propagation of these
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states in superfluids, i.e. a singlet (triplet) state remains a singlet (triplet) state
under interaction with the condensate.
For the explicit evaluation of the propagators, it is convenient to calculate
first the quasiparticle propagator GG. For this, we choose the following set of
complete quasiparticle operators for the Ms = 0 propagator (the Ms = ±1 case
is done in complete analogy) describing the propagation of a singlet/triplet state
with the momentum P = k1 + k2:
Aˆ†1 = γˆ†k1↑γˆ†k2↓, Aˆ†2 = γˆ†k1↑γˆ−k2↑, Aˆ†3 = γˆ−k1↓γˆ†k2↓, Aˆ†4 = γˆ−k1↓γˆ−k2↑ (1.34)
Bˆ†1 = γˆ†k1↓γˆ†k2↑, Bˆ†2 = γˆ†k1↓γˆ−k2↓, Bˆ†3 = γˆ−k1↑γˆ†k2↑, Bˆ†4 = γˆ−k1↑γˆ−k2↓ (1.35)
The corresponding two-body quasiparticle propagators for Ms = 0 are:
GGS=0ij (k1,k2, t1, t2) =
1
2
〈
ψ0BCS
∣∣T {[Aˆi(t2)− Bˆi(t2)][Aˆ†j(t1)− Bˆ†j(t1)]} ∣∣ψ0BCS〉
GGS=1ij (k1,k2, t1, t2) =
1
2
〈
ψ0BCS
∣∣T {[Aˆi(t2) + Bˆi(t2)][Aˆ†j(t1) + Bˆ†j(t1)]} ∣∣ψ0BCS〉 .
(1.36)
Both are diagonal and coincide. For the sake of simple notation the index (BCS)
is omitted and implicitly understood in the following. After Fourier transforma-
tion one obtains
GGS=011 (k1,k2, ω) = GGS=111 (k1,k2, ω) =
1
ω − ξ˜k1 − ξ˜k2 + iδ
(1.37)
GGS=044 (k1,k2, ω) = GGS=144 (k1,k2, ω) = −
1
ω + ξ˜k1 + ξ˜k2 − iδ
, (1.38)
where all remaining elements including the couplings between spin singlet and
triplet states vanish. This facts also hold with respect to the Ms = ±1 states,
which just shows that S and Ms are good quantum numbers in this ”free” prop-
agation.
This propagator can be transformed into the normal basis by virtue of the
relation (1.17), i.e. explicitly:
Aˆ†1 = aˆ
†
k1↑aˆ
†
k2↓, Aˆ
†
2 = aˆ
†
k1↑aˆ−k2↑, Aˆ
†
3 = aˆ−k1↓aˆ
†
k2↓, Aˆ
†
4 = aˆ−k1↓aˆ−k2↑ (1.39)
whereas these normal operators are connected to the quasiparticle operators by
the unitary transformation
Aˆ†i = UijAˆ†j, U =

uk1uk2 −uk1vk2 vk1uk2 −vk1vk2
uk1vk2 uk1uk2 vk1vk2 vk1uk2
−vk1uk2 vk1vk2 uk1uk2 −uk1vk2
−vk1vk2 −vk1uk2 uk1vk2 uk1uk2
 . (1.40)
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GG =


gg =


Figure 1.10.: Representation of the free two-particle Nambu-Gorkov propagators
in the BCS approximation .
Consequently in the normal basis we obtain
GGij(k1,k2, t1, t2) =
〈
ψ0BCS
∣∣T {Aˆi(t2)Aˆ†j(t1)} ∣∣ψ0BCS〉
GGij(k1,k2, ω) = UikGGkm(k1,k2, ω)U †mj, (1.41)
i.e. in more explicit form (cf. Fig. 1.10):
GG(k1,k2, ω) =

GG GF † F †G F †F †
GF GG− F †F F †G−
FG FF † G−G G−F †
FF FG− G−F G−G−

=
1
ω − (ξ˜k1 + ξ˜k2) + iδ

u21u
2
2 u
2
1u2v2 −u1v1u22 −u1u2v1v2
u21u2v2 u
2
1v
2
2 −u1v1u2v2 −u1v1v22
−u1u22v1 −u1u2v1v2 v21u22 v21u2v2
−u1u2v1v2 −u1v1v22 v21u2v2 v21v22

− 1
ω + (ξ˜k1 + ξ˜k2)− iδ

v21v
2
2 −v21u2v2 u1v1v22 −u1v1u2v2
−v21u2v2 v21u22 −u1u2v1v2 u1u22v1
u1v1v
2
2 −u1u2v1v2 u21v22 −u21u2v2
−u1u2v1v2 u1v1u22 −u21u2v2 u21u22
 .
(1.42)
with u1 = uk1 = uk1 = u−k1.
It is quite instructive to take the limit ∆k → 0. In this case we have
ξ˜k = |ξk| = |εk − µ|, vk = nk = Θ(µ− εk), uk = 1− nk. (1.43)
The particle-hole and particle-particle decouple, i.e. all nondiagonal elements are
vanishing and we recover the ordinary particle-particle, particle-hole and hole-
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hole correlation functions:
GG∆=0(k1,k2, ω) =
(1− nk1)(1− nk2)
ω + 2µ− (εk1 + εk2) + iδ
− nk1nk2
ω + 2µ− (εk1 + εk2)− iδ
GG−∆=0(k1,k2, ω) =
(1− nk1)nk2
ω − (εk1 − εk2) + iδ
− nk1(1− nk2)
ω − (εk1 − εk2)− iδ
G−G∆=0(k1,k2, ω) =
nk1(1− nk2)
ω − (εk2 − εk1) + iδ
− (1− nk1)nk2
ω − (εk2 − εk1)− iδ
G−G−∆=0(k1,k2, ω) =
nk1nk2
ω − 2µ+ εk1 + εk2 + iδ
− (1− nk1)(1− nk2)
ω − 2µ+ εk1 + εk2 − iδ
(1.44)
As will be shown in section 1.9, the particular symmetry properties of the
two-particle propagator GG in back-to-back kinematics leads to a decoupling of
certain elements in the scattering problem. For later purposes we also introduce
a ”reduced” propagator gg, which contains only elements with two normal or
anomalous propagators, i.e. explicitly (cf. Fig. 1.10):
gg(k1,k2, t) =
(
GG F †F †
FF G−G−
)
. (1.45)
This propagator has the advantage that the complexity of the scattering prob-
lem discussed in the next section is reduced substantially, whereas most of the
essential features are already included in this reduced problem.
1.7. Scattering Equation in a Superfluid
We consider now the one-channel scattering problem P = k1 + k2 → k′1 + k′2 in
a superfluid system whereas, as pointed out in the previous section, the initial
and final state includes in general pp, ph, hp and hh components. Consequently
the particle-hole and particle-particle scattering processes are all coupled with
one another (cf. Fig. 1.11) by vitue of the off-diagonal elements of the free
two-particle propagator GG.
Formally the operator equation for the scattering problem takes the form[72]
(cf. App. A.3)
Γˆ = Γˆ0 + Γˆ0ĜGΓˆ. (1.46)
Here Γˆ0 is the irreducible driving term and Γˆ the full vertex operator. The
definition of irreducibility in superfluid systems involves some subtleties and will
be discussed in detail below. The vertex operators are by definition related by
Γˆ0 |χk1k2〉 = Γˆ |φk1k2〉 = Γˆ |k1k2〉 , (1.47)
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1¯
Figure 1.11.: Illustration of the possible processes for two particles in the initial
states with momenta 1 and 2. In a) one particle interacts with the
condensate and is transformed into a hole; b) shows pp-scattering
to the final states 1′ and 2′, whereas c) shows ph-scattering.
where the state vectors |φ〉 denote the plane-wave states and |χ〉 the scattering
states. Each of these states contains pp, ph, hp and hh components (see below).
In general, Γ and Γ0 are 4x4 matrices in Gorkov space as is the propagator
GG. Since the two body propagatorGG and the two-body interaction kernel Γ0
are spin conserving, the different spin channels decouple completely. Hence by
choosing the initial and final states as S = 0 or S = 1, the corresponding singlet
and triplet components of the vertex function
Γˆ = ΓˆS=0 + ΓˆS=1 (1.48)
are projected out. Alternatively, one can choose a simpler form, where the spin
multiplet is not fixed from the beginning. By introducing the short hand notation
for the quantum numbers of the particles 1 = {k1σ1} , 1′ = {k′1σ′1} etc, we can
write the basis states as
|Ψ12〉 ≡ |k1k2〉 =

aˆ†k1↑aˆ
†
k2↓ |ψ0BCS〉
aˆ†k1↑aˆ−k2↑ |ψ0BCS〉
aˆ−k1↓aˆ
†
k2↓ |ψ0BCS〉
aˆ−k1↓aˆ−k2↑ |ψ0BCS〉
 (1.49)
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Figure 1.12.: The antisymmetrized bare two-particle interaction
V˜ (k1σ1,k2σ2,k3σ3,k4σ4) = V˜ (1, 2, 3, 4) in pp-basis.
The spin multiplets in eq. (1.48) can be projected out by explicitly taking only
the spin singlet or triplet part of the irreducible kernel Γ0. This way one obtains
a general scattering equation for singlet and triplet scattering.
Since the state vector |Ψ12〉 was used for the construction of the two-particle
propagator GG, we can represent the vertex matrix in complete analogy in dia-
grammatical form as:
〈Ψ1′2′ | Γˆ |Ψ12〉 =
1
1′
2
2′
=


.
The irreducible driving term Γ0 is taken, for the present one-channel problem, to
be approximated by the totally irreducible antisymmetrized vacuum interaction
(cf. Fig. 1.12).
The elements of this matrix can be determined by calculating the two-particle
propagator elements in lowest order perturbation theory for the two-body inter-
action of the form:
Vˆ (t′) =
1
4
∑
ki,σi
V˜ (k1σ1,k2σ2,k3σ3,k4σ4)a
†
k1σ1
(t′)a†k2σ2(t
′)ak4σ4(t
′)ak3σ3(t
′) (1.50)
with the antisymmetrized interaction matrix V˜ :
V˜ (k1σ1,k2σ2,k3σ3,k4σ4) = −V˜ (k1σ1,k2σ2,k4σ4,k3σ3)
= −V˜ (k2σ2,k1σ1,k3σ3,k4σ4) (1.51)
whereas k1σ1 denotes the left outgoing line, k2σ2 the right outgoing line, k3σ3
the left incoming line and k4σ4 the right incoming line (cf. Fig. 1.12). For the
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first element of the propagator one obtains:
GG(1)(k1,k2, t0;k
′
1,k
′
2, t) =
∫
dt′
〈
T aˆk′2↓(t)aˆk′1↑(t)Vˆ (t
′)aˆ†k1↑(t0)aˆ
†
k2↓(t0)
〉
= GG(k′1,k
′
2, t)V11GG(k1,k2, t0)
+ GF (k′1,k
′
2, t)V22GF
†(k1,k2, t0)
+ FG(k′1,k
′
2, t)V23GF
†(k1,k2, t0)
+ GF (k′1,k
′
2, t)V32 F
†G(k1,k2, t0)
+ FG(k′1,k
′
2, t)V33 F
†G(k1,k2, t0)
+ FF (k′1,k
′
2, t)V44 F
†F †(k1,k2, t0) (1.52)
with
V11 = V˜ (k
′
1 ↑,k′2 ↓,k1 ↑,k2 ↓)
V22 = V˜ (k
′
1 ↑,−k2 ↑,k1 ↑,−k′2 ↑)
V23 = V˜ (k
′
2 ↓,−k2 ↑,k1 ↑,−k′1 ↓)
V32 = V˜ (k
′
1 ↑,−k1 ↓,k2 ↓,−k′2 ↑)
V33 = V˜ (−k1 ↓,k′2 ↓,−k′1 ↓,k2 ↓)
V44 = V˜ (−k1 ↓,−k2 ↑,−k′1 ↓,−k′2 ↑). (1.53)
The other elements of GG(1) can be evaluated in an analogous fashion. The
result can be compactly written in the matrix form
GG(1)(k1,k2, t0;k
′
1,k
′
2, t) = GG(k
′
1,k
′
2, t) 〈Ψ1′2′ |V |Ψ12〉GG(k1,k2, t0) (1.54)
where the irreducible interaction matrix takes the form
〈Ψ1′2′|V |Ψ12〉 =


=

V11 0 0 0
0 V22 V23 0
0 V32 V33 0
0 0 0 V44
 .
(1.55)
It should be emphasized that in general the matrix 〈Ψ1′2′|Γ0 |Ψ12〉 is fully
populated as is the reducible vertex Γ. Only due to the fact that the kernel is
approximated at this point by the vacuum interaction does it show the charac-
teristic structure (1.55). Not all interaction elements (1.53) are independent. By
using the time reversal symmetry and hermiticity of the interaction one can see
that only three terms are independent, which can readily be identified as the
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Figure 1.13.: Typical diagrams contributing to GG(2).
particle-particle interaction Vpp, the particle-hole interaction Vph and the particle
hole interaction in the exchange channel Vph:
Vpp = V11 = V44, Vph = V22 = V33, Vph = V23 = V32. (1.56)
This first order evaluation determines the structure of the interaction matrix. For
the calculation of the symmetry factors, one has to proceed to the second order.
This procedure involves some subtleties. Hence we discuss one element in more
detail. We will consider the element
GG(2)(k1,k2, t0,k
′
1,k
′
2, t) =
∫
dt′dt′′
〈
T aˆk′2↓(t)aˆk′1↑(t)Vˆ (t
′)Vˆ (t′′)aˆ†k1↑(t0)aˆ
†
k2↓(t0)
〉
(1.57)
Here, only the direction of the ends of the external lines is fixed. Already in
second order the number of contributing diagrams to GG(2) is quite large (some
examples are shown in Fig. 1.13). Hence instead of a complete discussion we
will restrict ourselves to a qualitative discussion with emphasis on the symmetry
factors.
For the first diagram in Fig. 1.13, one has two possibilities to contract the field
operators at time t0 with the destruction operators at time t
′′. The same holds
for the contraction of the final state field operators with the creation operators of
Vˆ (t′). The remaining internal contractions provide an additional symmetry factor
2, which in total, combined with the factor 1/16 of the interaction Hamiltonian Vˆ ,
leads to an effective factor of 1/2 together with the remaining internal spin sum.
Additional contributions from the possible interchange Vˆ (t′) ↔ Vˆ (t′′) are taken
care of by the overall factor 1/2 in second order perturbation theory.
In diagrams including internal particle-hole propagators like the second one in
Fig. 1.13, there are four possible contractions of the final state and the initial
state operator, each providing in total a factor of 16. For the remaining internal
propagators, there is only one possible contraction left together with one internal
spin sum. Hence we find a relative factor of 2 compared to the particle-particle
diagram, which is connected to the fact that for antisymmetrized vertices the
diagrams with internal GG− and G−G is not distinguishable and thereforeprovide
the same contributions. This symmetry factor that appears here naturally by the
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matrix structure in Gorkov space has to be included by hand in normal systems,
taking into account that both internal lines are identical in the BCS channel [71].
Hence the scattering equation in total takes the form
〈Ψ1′2′ |Γ(ω)|Ψ12〉 = 〈Ψ1′2′ |V|Ψ12〉+ 1
2
∑
3,4,σ
〈Ψ1′2′ |V|Ψ34〉GG(3, 4) 〈Ψ34|Γ(ω)|Ψ12〉
(1.58)
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Figure 1.14.: The four independent equations in the limit ∆ → 0 resulting from
eq. (1.58). The two integrals on the right hand side of the second
and third equation give the same contribution.
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Figure 1.15.: The three possible decompositions of the full reducible vertex in
the pp (BCS), ph (ZS) and the ph (ZS’) channel in a normal Fermi
system. The unshaded circles denote the irreducible vertices in the
corresponding channels. The relative factor 1/2 in the BCS channel
stems from the fact that the internal lines are identical (cf. ref.
[71]).
It is quite instructive to consider the limit ∆→ 0 of eq. (1.58). In this case, the
two-particle propagator becomes diagonal (cf. eq. (1.44)) and the non-particle
conserving elements in Γ clearly vanish. Hence the original 4x4 matrix equation
(1.58) reduces to a system of 6 equations, whose number immediately reduces
further to four due to the symmetry relations (1.44) and (1.56). The resulting
diagrams are shown in Fig. 1.14. Furthermore, the two integrals on the right hand
side of the two equations for the particle-hole vertices give the same contributions.
This can be understood as follows: the internal particle-hole propagators are just
related by a relabeling of the internal momenta, i.e. switching the roles of the
two internal lines whereas the vertices also switch the roles of the two internal
lines. In total the effects cancel and one obtains as a result an effective factor of
2.
Due to this decoupling of the equations at ∆ → 0, the external lines in the
four equations can be chosen independently, providing equations identical to the
Bethe-Salpeter equations for the particle-particle, particle-hole and hole-hole ver-
tices in normal systems in the BCS,ZS and ZS ′ channels (see Fig. 1.15).
By this one could be tempted to think that the 4x4 matrix equation (1.58)
provides in this sense a generalization of this coupled system and hence includes
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already all three many body channels. However, this is not true, since in the
case of a finite gap all vertices are coupled with each other and consequently the
external labels cannot be chosen independently anymore in the different elements
of Γ. In this case the equations in the normal system and the reduction of eq.
(1.58) are only structurally identical but no more completely equivalent.
In order to clarify this important point as explicitly as possible, let us consider
in comparison the particle-particle scattering Bethe-Salpeter equation in normal
systems for the process 1 + 2 → 1′ + 2′ (Fig. 1.15). In contrast to superfluid
systems, the nature of the internal and external lines is fixed by the channel.
By a transformation to the particle-hole basis a particle of the final state is
transformed into a hole state in the initial state and vice versa just by flipping
the corresponding external lines in the diagram. That means that the particle
in this basis is interacting with the hole state of momentum 1′ or 2′. There are
no other hole states. In contrast, in superfluid systems, the nature of the initial
states is not fixed - it can be a pair of particles, a particle-hole pair or a hole pair.
In the case of a particle-hole pair, the particle-hole vertices in Fig. 1.15 describe
the scattering of a particle with momentum 1 off a hole with momentum 2, not 1′
or 2′. Hence despite the presence of particle-hole diagrams in the matrix equation
it is still a one-channel equation according to the topology of the diagrams with
respect to the external labels. We will return to this problem in section 3.6, where
the different channels in superfluid systems are discussed.
We now return to eq. (1.58). The complexity of the equation simplifies consid-
erably by a partial wave decomposition of Γ and Γ0 with respect to the relative
momenta
k =
k1 − k2
2
= k1 − P
2
, k′ =
k′1 − k′2
2
= k′1 −
P
2
, k, k′ = |k|, |k′| (1.59)
in the standard way1:
〈k′|X |k〉 = (4pi)2
∑
l,l′,m,m′
il−l
′ 〈k′|l′m′〉 〈k′l′m′|X |klm〉 〈lm|k〉 . (1.60)
The propagator is expanded as follows:
GG(q, P, Pˆ · qˆ, ω) =
∑
l
(2l + 1)GGl(q, P, ω)Pl(Pˆ · qˆ). (1.61)
1Note that this expansion is different from the historical expansion of Fermi-Liquid theory
f(k,k′) =
∑
l flPl(cos θkk′). Here the expansion (1.60) reduces for diagonal matrices (l = l
′)
independent of m to
〈k′|X |k〉 = 4pi
∑
l
(2l + 1)Xl(k, k
′)Pl(cos θkk′).
Thus some care must be taken in the extraction of Landau-Parameters.
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After projecting on the partial waves (l,m) and (l′, m′) we obtain:
〈k′l′m′|Γ(ω) |klm〉 = 〈k′l′|V |kl〉 δmm′ +
+
∫
dqq2
∑
l1,l2,l3
il1−l3Ωm
′
l1l2l3
〈k′l′|V |ql1〉GGl2(q, P, ω) 〈ql3m′|Γ(ω) |klm〉
(1.62)
with the angular coupling coefficients
Ωml1l2l3 = 8Y
0
l2(Pˆ)(−1)m
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
(
l1 l2 l3
0 0 0
)(
l1 l2 l3
−m 0 m
)
(1.63)
and the partial wave coefficients of the propagator
GGl(q, P, ω) =
1
2
∫
dxPl(x)GG(q, P, x, ω) with x = Pˆ · qˆ. (1.64)
By choosing the quantization axis in the direction of the CM momentum P the
propagator is always diagonal in the m quantum numbers. The ph-elements of
V in a given partial wave can be calculated from the corresponding pp-elements
as described in Appendix A.2.
In general the different partial waves in eq. (1.62) are coupled to each other
by vitue of the propagator GG and the interaction V. However there are some
special cases where the problem simplifies:
• In back-to-back kinematics P = 0 the angular dependence of the propagator
drops out and consequently becomes diagonal in the l quantum numbers.
The two-dimensional integral equation (1.62) reduces to a one-dimensional
problem. For small P the coupling is weak and becomes stronger with
increasing CM momentum P.
• In the spin-singlet channel only central interaction parts of the NN-interaction
are present:〈k′l′|V |kl〉 = 〈k′l|V |kl〉 δll′.
Hence in the case of a central interaction in back-to-back kinematics all partial
waves decouple completely and we obtain:
〈k′l|Γm(ω) |kl〉 = 〈k′l|V |kl〉+
+
2
pi
∫
q2dq 〈k′l|V |ql〉GG0(q, P = 0, ω) 〈ql|Γm(ω) |kl〉 (1.65)
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In general, it is not straightforward to solve the scattering equation (1.58) by
inversion due to the complicated pole structure of the propagators (cf. section
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1.10). In order to get an impression of the basic properties of Γ it is quite
instructive to first consider a simple interaction model, where the equation can
be solved explicitly. This is possible for a separable interaction, i.e.
〈k′l|V |kl〉 = λVl(k′)Vl(k) (1.66)
In this case the k′-dependence factorizes and the vertex Γ takes the form:
〈k′l′|Γ(ω,m) |k, l〉 = Vl′(k′)Γml′l(ω, k) (1.67)
with
Γml′l(ω, k) = λVl(k)δll′ +
∫
q2dq
∑
l2,l3
Ωml′,l2,l3λVl′(q)GGl2(q, P, ω)Vl3(q)Γ
m
l3l
(ω, k).
(1.68)
This equation can be inverted explicitly in momentum space. By neglecting the
partial wave coupling (which is small for small P), we obtain
Γ˜ml′l(ω, k) = Γ˜
m
l (ω, k)δll′ (1.69)
and the vertex can be written in the explicit form:
〈k′l|Γm(ω) |kl〉 = λVl(k′)
[
1− 2
pi
∫
q2dqλVl(q)GG0(q, P, ω)Vl(q)
]−1
Vl(k).
(1.70)
In order to keep the discussion at this point as simple as possible, we restrict
the dimension in Gorkov space in this section to two, which however includes
all essential features (cf. section 1.7). The general case is discussed in the next
section.
Hence in the present case the interaction matrix Vl reads (cf. eq. (1.55)):
Vl(k) =
(
Vl(k) 0
0 Vl(k)
)
. (1.71)
Since the bound states in the system appear as poles in the vertex function Γ
the defining equation for these bound states reads:
DetA = 0 with A ≡
[
1− 1
pi
∫
dx
∫
dqq2λVl(q)gg(q, P, x, ω)Vl(q)
]
. (1.72)
For small CM momenta P this equation can be studied analytically by expanding
the energy denominator
ξ˜|q+P2 | + ξ˜|q−P2 | = 2ξ˜q + f(q)P
2x2 +O(P 4) (1.73)
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where f(q) is a dimensionless positive function. All terms with odd powers in x
are vanishing in the present case due to the symmetry properties of the propagator
gg (cf. section 1.6). For the following discussion it is sufficient to put P = 0 in
the numerator of the propagator, since only numerical coefficients at finite P are
affected by this simplification. In this case the propagator, to leading orders in
ω and P , takes the following form:
gg0(q, P → 0, ω → 0) =−F (q,P )(u4q+v4q )2ξ˜q − ω(u4q−v4q )(2ξ˜q)2 − ω2(u4q+v4q )(2ξ˜q)3 2u2qv2q [F (q,P )2ξ˜q + ω2(2ξ˜q)3 ]
2u2qv
2
q
[
F (q,P )
2ξ˜q
+ ω
2
(2ξ˜q)3
]
−F (q,P )(u4q+v4q )
2ξ˜q
+
ω(u4q−v4q )
(2ξ˜q)2
− ω2(u4q+v4q )
(2ξ˜q)3

(1.74)
with F (q, P ) = 1− f(q)P 2
2ξ˜q
. Hence in the case ω = 0 we have A11 = A22;A12 = A21
and the solution of eq. (1.72) simply reads A11 = ±A21, which corresponds in
back-to-back kinematics to the following two equations:
1 = −1
pi
∫
dqq2
λVl(q)Vl(q)√
ξ2q +∆
2
q
(1.75)
1 = −1
pi
∫
dqq2
λVl(q)Vl(q)ξ
2
q
(ξ2q +∆
2
q)
3/2
. (1.76)
The first equation (corresponding to the ”+” solution) is nothing else but the
gap equation (1.15) in the partial wave l for a separable interaction. The second
equation does not correspond to physical bound states since the free energy is
not minimized by this gap function (cf. section 1.3). Thus the bound states
defined by eq. (1.75), which appear in the vertex Γ in the form of a double pole
at P = 0, ω = 0 in the complex energy plane are indeed the Cooper bound states
(cf. Fig. 1.16).
At finite CM momentum P, the linear terms in ω in the determinant cancel
and we find
DetA ∼ ω2 − v2P 2, (1.77)
with a constant v. Thus at finite CM momenta P the Cooper-double pole is
transformed into two single poles at the positions ωG = ω
+ = vP and ωG =
ω− = −vP (cf. figs. 1.16 and 1.18). These poles correspond to the low energy
Goldstone excitations in the system (cf. section 1.3 and section 1.4). For the
inverse we find:
A−1(ω → 0, P → 0) ∼ 1
ω2 − v2P 2
(
+1 −1
−1 +1
)[
1
4pi
∫
dqq2
λV (q)V (q)
(ξ2q +∆
2
q)
3/2
]−1
.
(1.78)
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Figure 1.16.: Analytic structure of the vertex function Γ(ω) in back-to-back kine-
matics (a) and at finite CM momentum (b). The two poles ω+ and
ω− which are located on the imaginary axis in the normal state (cf.
fig. 1.3) are located on the real axis in the superconducting ground
state. At P = 0 these two poles collapse and form a double pole
at ω = 0, representing the Cooper bound states. With increasing
CM momentum P these two poles move in opposite directions on
the real axis representing the Goldstone excitations of the Cooper
pairs (cf. section 1.3 and 1.4). For small P the dispersion relation
is linear (cf. fig. 1.18). The complex cut is denoted by the grey
area.
Since the integrand is strongly peaked around |q| = kF it follows that:
In = −1
pi
∫
dqq2
λV (q)V (q)
(ξ2q +∆
2
q)
n/2
⇒ ∆n−1kF In ∼ O(1). (1.79)
Using I1 = 1 we finally obtain:
A−1(ω → 0, P → 0) ∼ ∆
2
ω2 − v2P 2
(
+1 −1
−1 +1
)
Γ(k, k′, ω → 0, P → 0) ∼ ∆k∆k′
ω2 − v2P 2
(
+1 −1
−1 +1
)
, (1.80)
which shows that the gap function is just the residue of the vertex function Γ
around the Cooper singularity.
The second characteristic point on the real energy axis is the two-particle
threshold ω = 2∆. Here the quantity χ ≡ 2∆− ω is a small parameter. When ω
is approaching the threshold from below (χ→ 0+) the real part of A is diverging
for P = 0:
lim
χ→0+
ReA ∼ −
∫
dp
1
ξ2p +∆χ
∼ 1√
χ
, (1.81)
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Figure 1.17.: Gap function ∆ on the Fermi surface as a function of density for
the interaction V∗0(k, k
′)
where all numerical factors and regular terms have been omitted. Right above
the threshold χ→ 0− the real part is regular. In contrast, the imaginary part is
divergent right above the threshold since the radial momentum derivative of the
energy denominator is vanishing:
lim
χ→0−
ImA ∼
∫
dpδ(ω − 2ξ˜p) ∼
∑
n
[
d
dp
√
ξ2p +∆(p)
2
∣∣∣
p=pn
]−1
∼ 1√−χ, (1.82)
where all factors and regular terms have again been suppressed. At finite CM
momenta P, this singular behaviour is removed by the angular integration.
Due to this quite complex analytic structure it may be instructive to calculate
some elements of Γ explicitly. A simple example for a separable interaction which
allows pairing is a pure S-wave interaction of the following form
V∗0(k, k
′) = λ∗V∗0(k)V
∗
0(k
′), λ∗ = −2.5 fm; V∗0(k) =
(
e−(ak)
2
0
0 e−(ak)
2
)
,
(1.83)
with a = 1 fm. The solution of the gap equation for this potential as a function
of kF is shown in Fig. 1.17. In Fig. 1.18 the dispersion relation ωG = ω
+(P)
for the Goldstone excitation is shown . One finds the typical linear behaviour
for small P, whereas for larger momenta the slope decreases and the Goldstone
boson approaches the two-particle threshold in an asymptotic way.
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Figure 1.18.: Dispersion relation of the Goldstone boson with energy ωG for the
interaction V∗0(k, k
′) at kF = 0.6 fm−1. The dashed line denotes the
two-particle threshold 2∆.
-6
-4
-2
0
Im
 <
k F
|Γ(
ω)
|k F
>
  [
fm
]
P = 0.0 fm-1
P = 0.1 fm-1
P = 0.2 fm-1
3.5 4 4.5 5 5.5
ω [MeV]
-6
-4
-2
0
Im
 <
k F
|Γ(
ω)
|k F
>
  [
fm
]
4 4.5 5 5.5 6
ω [MeV]
Figure 1.19.: Imaginary part of the vertex function for momenta on the Fermi
surface for different CM momenta as a function of energy ω for the
interaction V∗0(k, k
′) at kF = 0.6 fm
−1. The plots show the elements
Γ11 (upper left), Γ14 (upper right), Γ41 (lower left) and Γ44 (lower
right). The vertical dotted line denotes the two-particle threshold.
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Figure 1.20.: Real part of the four point vertex Γ. The lower panel shows the
magnification of the energy region around the two-particle threshold
(marked by the boxes in the plots in the upper panel). The same
notation and parameters as in Fig. 1.19 have been used.
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In Fig. 1.19 and 1.20 are shown the results for the four point vertex on the
Fermi surface 〈kF|Γ |kF〉 for the interaction V∗0 as a function of energy ω. The
calculations are performed for the 2x2 case in Gorkov space. The graphics arrays
in the two figures show the results in the form
Γ11 Γ14
Γ41 Γ44
. In the case of a
linear single-particle dispersion relation ξp ∼ vf (|p| − kF), the vertex function
elements would be perfectly particle-hole symmetric, i.e. Γ11 = Γ44. In the
present case however, the free single particle spectrum ξp =
p2−k2F
2m
has been used.
By doing this, the symmetry is broken and consequently the final results for Γ11
and Γ44 differ slightly. The elements Γ14 and Γ41 however coincide exactly due
to the symmetries of the scattering equation (1.62) (cf. section 1.7). Below the
two-body threshold the imaginary part of the vertex elements clearly vanishes,
whereas right above the threshold the characteristic singular behaviour appears
in the back-to-back case. However, as one can see already at quite small CM
momenta P, these singularities are removed by the angular integrals and the
vertex behaves smoothly around the threshold (cf. Fig. 1.19). The real part
behaves in a completely analogous way right below the threshold (cf. Fig. 1.20).
Additionally the Goldstone pole moves towards the threshold as shown in Fig.
1.18.
1.9. Relation between Gap Equation and Scattering
Equation
The appearance of the Cooper pairs as poles in the scattering amplitude, as
shown in the last section for a separable interaction, is a general feature of the
scattering equation (1.62). We will generalize the discussion of the last section
by considering arbitrary non-separable interactions in the 4x4 Gorkov space. By
this one can see explicitly, how the particle-hole interactions, i.e. the elements
V22, V23, V32, V33 in V (cf. eq. (1.55)) completely decouple in the back-to-back
case and consequently only the particle-particle interaction V11 enters the gap
equation as kernel.
In the vicinity of a pole at ω∗ the inhomogeneous part of the scattering equation
can be neglected. Furthermore since we are interested in the Cooper bound state
it is sufficient to consider only the case P = 0:
〈k′|Γ(ω → ω∗) |k〉 =
∑
q
〈k′|V |q〉GG(q, ω → ω∗) 〈q|Γ(ω → ω∗) |k〉 (1.84)
with 〈k′|X |q〉 = 〈k′ − k′|X |q − q〉. The k-dependence clearly factorizes and
we can parametrize the vertex function in the form (the boundary conditions play
no role since the energy denominator drops out in the following, hence we leave
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them unfixed here):
〈k′|Γ(ω → ω∗) |k〉 = 〈k′|Γαβ(ω → ω∗) |k〉 ≡ uα(k
′)uβ(k)
ω − ω∗ ± iη (1.85)
with α, β ∈ {1, 2, 3, 4}. Hence we get
uα(k
′) =
∑
q
〈k′| Vαβ |q〉GGβγ(q, ω → ω∗)uγ(q). (1.86)
The Cooper bound state is located on the Fermi surface at ω∗ = 0 (cf. section 1.8).
In the back-to-back case the propagator elements depend only on the absolute
value of the momenta GGβγ(q, ω → 0) = GGβγ(q) (cf. eq. (1.42))
GG(q) = − 1
2ξ˜q

u4q u
3
qvq − uqv3q −u3qvq + uqv3q 2u2qv2q
u3qvq − uqv3q 2u2qv2q −2u2qv2q u3qvq − uqv3q
uqv
3
q − u3qvq −2u2qv2q 2u2qv2q uqv3q − u3qvq
−2u2qv2q u3qvq − uqv3q uqv3q − u3qvq u4q + v4q
 ,
(1.87)
whereas the interaction matrix obeys, according to eq. (1.53), the following
symmetry relations:
〈k′|V11 |q〉 = −〈k′|V11 |−q〉 = −〈−k′|V11 |q〉 = 〈−k′|V11 |−q〉
〈k′|V22 |q〉 = 〈k′| V23 |−q〉 = 〈−k′|V23 |q〉 = 〈−k′|V22 |−q〉
〈k′|V33 |q〉 = 〈k′| V32 |−q〉 = 〈−k′|V32 |q〉 = 〈−k′|V33 |−q〉
〈k′|V44 |q〉 = −〈k′|V44 |−q〉 = −〈−k′|V44 |q〉 = 〈−k′|V44 |−q〉 . (1.88)
The change of sign in the momenta implicitly involves a spin-flip. Due to these
special symmetry relations of the vertex and propagator, one can show that the
functions u2(k
′) and u3(k′) decouple in the system (1.86). In order to see this
explicitly, let us introduce the symmetrized function u˜α(p) ≡ 12 [uα(p) + uα(−p)].
In terms of this function the system (1.86) can be rewritten as:
u˜1(k
′) =
∑
q
〈k′| V11 |q〉GG1α(q)u˜α(q) (1.89)
u˜2(k
′) =
1
2
∑
q
[〈k′|V2α |q〉+ 〈k′|V3α |q〉]GGαβ(q)u˜β(q) (1.90)
u˜3(k
′) =
1
2
∑
q
[〈k′|V2α |q〉+ 〈k′|V3α |q〉]GGαβ(q)u˜β(q) (1.91)
u˜4(k
′) =
∑
q
〈k′| V44 |q〉GG4α(q)u˜α(q). (1.92)
The particle hole elements of the two-particle propagator obey in back-to-back
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kinematics the relations GG2α(q) = −GG3α(q) and consequently the second and
third equation involves the product of a symmetric matrix with an asymmetric
one in the index α (note 〈k′|V22 |q〉 = 〈k′| V33 |q〉 and 〈k′| V23 |q〉 = 〈k′|V32 |q〉).
This implies:
u˜2(k
′) = u˜3(k′) = 0. (1.93)
By using the explicit expression (1.87) for the propagator elements, it follows
that the system
u˜1(k
′) =
∑
q
[〈k′|Vpp |q〉GG11(q)u˜1(q) + 〈k′|Vpp |q〉GG14(q)u˜4(q)]
u˜4(k
′) =
∑
q
[〈k′|Vpp |q〉GG41(q)u˜1(q) + 〈k′|Vpp |q〉GG44(q)u˜4(q)]
has the general solution
u˜1(k
′) = ±u˜4(k′). (1.94)
This ambiguity can be resolved by using the arguments of the previous section.
Hence by choosing the second solution we obtain:
u˜(k′) = −
∑
q
〈k′|Vpp |q〉 u˜(q)
2ξ˜q
. (1.95)
The single particle energies ξ˜q are defined via the gap equation (1.15). Hence
consistency requires that we identify
u˜(k′) = ∆k′. (1.96)
This shows that the bound states at ω∗ = 0 are indeed the Cooper pairs.
The chain of arguments above can also be reversed. By starting from the gap
equation (1.15), one can show explicitly just by following the steps above back-
wards that the gap function is indeed the solution of a homogeneous scattering
equation. By reasoning in this way the ambiguities encountered above disappear
completely.
1.10. Problems and Limitations of the Inversion
Approach
Apart from simple separable interactions like V∗0 where the scattering equation
can be solved explicitly, the solution of eq. (3.66) by inversion is quite inconve-
nient due to several problems:
• The number of poles in the propagator can vary from zero below threshold,
over one far above threshold, to two right above threshold. These poles
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have to be regularized properly before the equation can be inverted in a
similar way to the Lippmann-Schwinger equation in vacuum (see e.g. [73]).
However, in contrast to the vacuum case where only one pole is present,
the inversion of equations like (1.58), which include two poles is numerically
much more demanding.
• At finite CM momentum P the angular integral contains, even after suc-
cessful regularization of the radial integral, integrable singular regions (cf.
Appendix A), which makes further substraction procedures necessary.
These problems, connected with the complex analytic structure, are of course
also present in the RG flow equations. However in contrast to the inversion
approach, in the flow equations the Cauchy principal value integrals only have
to be performed over known functions. Hence only a proper regularization of the
integrals is necessary in order to evaluate the flow equation (cf. Appendix A.1).
This simplifies the technical treatment considerably.
Beside these technical problems the inversion approach is also quite limited
conceptually:
• It is not so clear how to include systematically effects of additional many-
body correlations in a non-perturbative way, since the irreducible kernels
are not known a priori, but have to be determined by solving a system of
coupled integral equations (cf. chapter 3). Hence, some kind of iterative
solution techniques must be applied in order to obtain a consistent solution.
However, a naive iterative approach is complicated by the very complex
analytical structure of the vertex function Γ (cf. section 1.8), so that a
stable convergence is quite unlikely.
• The many-body effects also influence the dispersion properties of the single
particle states. The vertices appearing in the self-energies should ideally be
self-consistently related to the four-point functions. Vice versa, the single-
particle propagators appearing in a diagram of a four-points function is
implicitly given by the these self-energies. Hence in general there exist, ad-
ditional to the channel coupling mentioned above, a self-consistency prob-
lem between two and four-point functions, which complicates the problem
furthermore.
A promising approach to these problems is the Renormalization Group (RG). In
the next chapter we will review very briefly the basic ideas behind renormalization
and show how these methods can be applied to the present problem and how the
technical difficulties mentioned above can be treated in this scheme. Furthermore
it turns out that the RG framework is much more general and flexible from the
conceptual point of view for a more realistic treatment of strongly interacting
systems than the approach used in section 1.8.
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2. RG approach to Superfluid
many-body systems
2.1. Basic Ideas
The ideas behind renormalization are very general and can be applied to many
different kinds of quantum mechanical systems. Apart from the well known appli-
cations in relativistic quantum field theories and critical phenomena (cf. below)
in the last century, RG methods have been successfully applied in various areas
like atomic systems [74], nonlinear dynamics [75], genetic algorithms [76] and the
study of bound states [77]. Although the techniques differ in detail, they were
all developed for one common purpose: to treat fluctuations in these systems at
certain scales in a controlled way.
The original motivation for the development of the concept of renormalization
was the discovery of ultraviolet divergences in Quantum Electrodynamics (QED)
in the 1920s and 1930s. Various strategies had been developed during this time
to deal with these divergences (see ref. [78] for an overview). However, the
subtraction of the infinities in these calculations was done in a more or less ad
hoc way by introducing cutoffs at reasonable scales. Hence despite the remarkable
agreement of the theoretical results for the Lamb shift in 1947 [79, 80] and the
anomalous magnetic moment of the electron in 1948 [81], the renormalization
procedure was still widely considered as a mysterious procedure that created
miraculously finite answers out of infinities. Even after the works of R. Feynman,
J. Schwinger, S. Tomonaga and F. Dyson (see [82] and references therein), who
showed that perturbatively all the infinities can be absorbed by a mass and charge
renormalization, there was a general unease about this procedure. Even several
years later in 1975 Dirac expressed it with the words: ”Sensible mathematics
involves neglecting a quantity when it is small - not neglecting it just because
it is infinitely great and you do not want it!” , [83] Feynman himself and also
suggested it was ”mathematically not legitimate” [84].
The point of view regarding the procedure of renormalization changed substan-
tially with the works of Kadanoff [85] and Wilson [86, 87, 88], who applied RG
methods for the first time to critical phenomena in condensed matter systems
(for a recent introductory review with historical remarks see [89]). Here the par-
ticles are living on a lattice and consequently the inverse lattice spacing provides
a natural ultraviolet cutoff, which renders all sums over intermediate momenta
finite. Hence from the particle physicist’s point of view at that time, there would
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have been no need for renormalization at all in these systems.
However, Kadanoff andWilson gave a different and very intuitive interpretation
of renormalization: rather than being a mathematical procedure for removing
unpleasant infinities it is a powerful tool for systematically integrating out degrees
of freedom at a certain scale. This can be seen in a beautiful way in Kadanoff’s
block spin picture. The basic idea consists of coarse graining degrees of freedom.
Kadanoff considered a spin system on a lattice with a spacing a described by the
Hamiltonian H(g) with the nearest neighbour coupling g. Instead of trying to
solve this system in one step, Kadanoff divided this problem into many, much
easier steps. He replaced the spins within a block of side la with l > 1 by a
single block spin, whose magnetization is given by the average over the spins of
its constituents (see [90] for details). If the length scales in this block spin system
are rescaled in such a way that in the new units the block spins are separated by
the original distance of the spins, the new system looks like the original system
described now by the new Hamiltonian H ′(g′i), where g
′
i describes the interaction
between the block spins. Hence the coupling constants have been renormalized.
The physics of the system is by construction invariant under this transformation.
Only the parametrization in the form of the new Hamiltonian has been changed.
However, the fact that the original Hamiltonian H(g) included only a nearest
neighbour interaction does not automatically imply that only adjacent block
spins are interacting. In general many new couplings are generated by this block-
spin transformation1. After one block-spin transformation, the spin fluctuations
within one block spin have been integrated out and consequently the number of
degrees of freedom has been reduced. The initial cutoff Λ0 ∼ 1a is, after rescaling,
located at Λ ∼ 1
la
< Λ0. The transformations of this kind form a group and define
the RG.
By iterating this procedure many times towards the infrared Λ → 0 the flow
ends at a fixed point (if there is one), characterized by the Hamiltonian H∗(g∗i ),
which remains invariant under the RG transformation. Depending on the flow
behaviour of the different coupling constants around this point, they can be
classified as relevant if they are always growing, irrelevant if they are renormalized
to zero and marginal in any other case. As the name indicates the macroscopic
properties of the system are dominated by the relevant and marginal couplings,
whereas the irrelevant are strongly suppressed. However that does not mean that
irrelevant operators play no role in the dynamics of the system since they in
general affect the flow of the other parameters before they get suppressed around
the fixed point.
Due to this suppression of the irrelevant couplings, the physics of the system
can be understood much more easily easier by looking at the effective Hamilto-
nian H∗(g∗) instead of at the original H(g). For example, the phenomenon of
universality can be understood quite easily in this formalism. Two systems are
1Historically this possibility was also excluded in Kadanoff’s original work.
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Figure 2.1.: Low momentum one-body Hilbert-space in a) vacuum and b) in
many-body systems with a Fermi surface
in the same universality class, if they end up in the same fixed point Hamiltonian
H ′. Since the scaling behaviour is dominated by the very slow modes (ξ →∞),
only the relevant couplings are crucial. However, other non-universal observables
in general differ.
In this picture the renormalization of QED can be understood quite intuitively.
Instead of trying to send the cutoff in QED to infinity, the natural cutoff for a
continuum theory, QED should be considered as (and very likely is) an effective
theory of a more fundamental theory. In this case a natural cutoff must be
introduced, which marks the border line up to where QED is valid and renders
all integrals finite. The effects of the modes beyond this line are parametrized
by additional local operators (counterterms), whose values have to be fixed by
experiment (for details see [91, 92]). From this point of view, renormalization is no
more a mysterious procedure but more a natural tool applicable to any effective
field theory and has a priori nothing to do with the occurrence of infinities (see
also [78]).
2.2. RG Approach to Many-Fermion Systems
In the spirit of Kadanoff and Wilson the floating cutoff Λ represents just the
dividing line between the fast modes k > Λ, which have already been integrated
out and incorporated into the effective operators of the theory and the slow modes,
which define the Hilbert space of the effective Hamiltonian. The RG trajectory
connects all the effective theories at different scales, which all describe the same
physical observables in the infrared.
In the case of vacuum QED and critical systems the infrared momentum region
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p2
p′2
p1
p′1
P
Figure 2.2.: Two dimensional projection of the allowed kinematics for two inter-
acting low lying states for the process P = p1 + p2 → p′1 + p′2.
Due to momentum conservation the final states p′1 and p
′
2 are also
constrained to the shaded areas. This leads to the two special kine-
matical cases shown in Fig. 2.3.
can be illustrated by a sphere with radius Λ. From the topology of a sphere it
follows immediately that the allowed momentum transfers between two momen-
tum states located within this sphere are also limited by 2Λ and consequently
vanish in the limit Λ→ 0.
The situation changes completely in fermionic many-body systems. The low
lying excitations are not located at k = 0 but around the Fermi surface k = kF.
Hence it is natural and necessary to introduce the momentum cutoff with respect
to the Fermi surface (see Fig. 2.1). Since the RG transformations only reduce
the Hilbert space perpendicular to the Fermi surface, whereas the tangential di-
rection is unaffected, the low momentum Hilbert space has a completely different
topology. Even in the limit Λ
kF
→ 0 the momentum transfers in interactions be-
tween two states located in the annulus of width 2Λ can still be on the order
of kF. Thus the kinematics of the interactions between the low energy effective
degrees of freedom are much more complex than in the vacuum.
Shankar used exactly this insight as the starting point for his RG analysis of the
Fermi systems [93]. He initially assumed some small bare two-particle interaction,
performed a mode elimination procedure analogous to Kadanoff’s and analyzed
the flow behaviour of the different interactions under the RG transformations up
to one loop order.
The flow behaviour at tree level can be quite easily understood if one considers
the kinematics of the possible interactions in the limit Λ
kF
→ 0 (see Fig. 2.2).
One can verify quite easily that only those couplings in which
|pˆ1 + pˆ2 − pˆ′1| = 1 (pˆ = p/|p|), , (2.1)
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is satisfied survive the RG flow, whereas pˆ′2 is given by momentum conservation.
This equation has the following solutions:
• BCS case: p1 = −p2,p′1 = −p′2. This interaction is responsible for the
Cooper pairing:
V (p1,p2,p
′
1,p
′
2) = VBCS(p1 · p′1) (2.2)
• Landau case: pˆ1 · pˆ2 = pˆ′1 · pˆ′2. This interaction includes the quasiparticle
interaction of Landau’s Fermi Liquid theory:
V (p1,p2,p
′
1,p
′
2) = VLandau(p1 · p2). (2.3)
The forward scattering case (pˆ1 = pˆ
′
1, pˆ2 = pˆ
′
2) corresponds to the quasi-
particle interaction parametrized by the Landau Parameters:
VLandau(p1 · p2, pˆ1 = pˆ′1, pˆ2 = pˆ′2) = F (cos θp1p2). (2.4)
These forward scattering processes dominate the low-energy physics of a
normal Fermi liquid (see discussion below).
Hence by this kinematical analysis, it can be shown that two couplings VLandau
and VBCS remain marginal at tree level under the RG flow, whereas all others
are renormalized to zero around the fixed point Λ
kF
→ 0. To one loop order
the analogous analysis has to be done for the internal momenta in the diagrams
shown in Fig. 1.2, in the case of the Landau-interaction VLandau the forward
scattering processes plays a special role. Here the initial pair of states lies in the
same plane as the final pair and hence no restrictions on the angular loop integral
appear. In contrast, in the non-forward scattering amplitudes the loop momenta
is restricted to a size of Λ/kF, by which the contribution of these processes is
strongly suppressed compared to the forward processes around the fixed point.
Since both loop momenta are required to be part of the low momentum Hilbert
space, the loop integral is on the order of dΛ2, where dΛ denotes the thickness
of the shell to be eliminated. However, as pointed out by Dupuis [94], this
RG scheme generates also a marginal three-body interaction, which has to be
taken into account in order to avoid unphysical discontinuities in the Landau
interaction in the forward direction. In total, the flow of VLandau around the fixed
point vanishes and the quasiparticle interaction F remains marginal to one loop
order [93].
Also in the interaction VBCS , interesting things happen at one-loop order. In
back-to-back kinematics the angular loop integral can run freely over all angles
leading in total to a contribution of order dΛ. By this the interaction becomes
relevant in the attractive case and irrelevant in the repulsive case [93, 95, 96].
The presence of a relevant coupling leads to singularities in the flow and signals,
in the case of Fermi liquids, the transition from the normal to the superfluid
state.
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Figure 2.3.: Marginal interactions at tree level in a many-fermion system. At one
loop order the BCS coupling becomes relevant in the attractive case
and irrelevant in the repulsive case. In the repulsive case the system
remains non-superfluid and the Landau interaction (right) is the only
marginal coupling in the system.
Hence from this modern point of view, Landau’s Fermi-Liquid theory can be
identified as a line of fixed point Hamiltonians, which all share the same sym-
metries but differ in their Landau parameters [97]. These parameters describe
the marginal operators of the fixed point Hamiltonians. In this sense, a normal
Fermi liquid can be defined in this scheme as a system with no relevant interac-
tions. In the presence of relevant operators the symmetries of the system change
fundamentally, signalling the transition to the superfluid phase.
Of course, these results by themselves were by no means new insights at that
time. As mentioned in chapter 1 the Cooper phenomenon was known since 1959
and the microscopic foundations of Fermi Liquid theory have been established first
by Landau himself in 1956 [27, 28, 29] and later refined in the 1960s [26]. However
these calculations involved quite technical manipulations of integral equations. In
contrast, the great advantage of the RG approach is its intuitive character, which
leads undoubtedly to a better understanding of the fundamental mechanisms in
these systems.
2.3. Solving Many-Body Problems by using the RG
In the RG formulation of Wilson, Kadanoff and Shankar the mode elimination
of one shell always includes a rescaling of the momenta and the field variables.
In this case, the RG trajectory consists of a mapping of the original many-body
Hamiltonian to a continuum of new effective Hamiltonians, each labelled by the
scale Λ, which can all be compared to each other due to the rescaling procedure.
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In particular the size of the Hilbert space in terms of the momenta and fields at
the different scales does not change. Only due to this rescaling does it make sense
to define a ”flow” of the coupling constants of the effective Hamiltonian at the
different scales. The crucial simplification of the problem shows up near the fixed
points where the irrelevant couplings are strongly suppressed and the physics of
the Hamiltonian becomes much more transparent since the physics is dominated
by the few marginal and relevant couplings. These systems can usually be solved
in a more controlled way than the original one (see also [98]).
However, RG methods can also be used as a tool to solve many-body problems
directly. In this case a RG step consists only of the elimination of the modes at
the current scale, whereas the scale of the fields and momenta remain unchanged.
This implies that the size of the low energy Hilbert space is changing with ev-
ery RG step and consequently the effective Hamiltonians cannot be compared
immediately at the different scales.
However, in this approach the RG can be considered as a powerful tool for
summing diagrams, which has been used by several authors in condensed matter
problems [99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109].
In order to see how this works in detail in the present context, we consider
as an example a one-channel two-particle scattering equation in a many-body
system
Γ = Γ0 + Γ0GGΓ. (2.5)
Here we have introduced, for the sake of clarity, a compact notation. The prod-
uct of two terms implicitly includes summations over all internal and external
degrees of freedom like momentum, energy and spin-projection. GG is a two
body propagator, Γ0 the two-particle irreducible vertex in the considered channel
and Γ the full reducible vertex function.
By introducing a cutoff Λ, we separate the fast modes from the slow modes
and rewrite the integral equation (2.5) in the form
Γ = ΓΛ + ΓΛGG<Γ (2.6)
ΓΛ = Γ0 + Γ0GG
>ΓΛ (2.7)
where GG> includes only the and fast GG< only the slow modes, i.e. GG =
GG< +GG>.
Here the function ΓΛ is the effective vertex function at scale Λ, which includes
all contributions of the fast modes beyond this scale. The full vertex is obtained
from this effective vertex by integrating only over the low momentum Hilbert
space below this scale. Hence the RG trajectory connects the bare vertex Γ0
for Λ → ∞ with the full vertex Γ at Λ → −∞, i.e. when all modes have been
integrated out.
Although the equations (2.6,2.7) are completely equivalent to the original prob-
lem (2.5), the reformulation of the problem in the form of equations (2.6, 2.7) has
the advantage that the problem can be divided into many small steps. Instead
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of solving the problem (2.5) directly, which usually involves technical problems
even in this one-channel problem (cf. Sec 1.10), one can apply RG techniques to
the system (2.6, 2.7) and integrate the modes systematically shell by shell.
In general one can set up such RG calculations in two ways:
a) Keep the scattering amplitude Γ constant and renormalize the effective
interaction ΓΛ by using eq. (2.6). Here the function Γ, which defines
the physics of the system, must be known. Under the requirement of the
invariance of the physics, i.e.
dΓ
dΛ
!
= 0 (2.8)
one can derive the corresponding flow equation for the effective vertex ΓΛ
with the constraint lim
Λ→∞
ΓΛ = Γ0. This strategy corresponds to Wilson’s
idea of using the RG for the construction of different ”bare” theories starting
from a renormalized theory defined at a certain scale.
b) Keep the interaction Γ0 constant and renormalize the scattering amplitude
ΓΛ in eq. (2.7). Here the bare interaction Γ0 is the experimental input. By
imposing
dΓ0
dΛ
!
= 0, (2.9)
RG methods can be used to calculate the effective vertex ΓΛ at the different
scales Λ, whereas the flow is also initialized by lim
Λ→∞
ΓΛ = Γ0. This strategy
transforms different renormalized theories into one which corresponds to
one bare theory (cf. also [110, 111]).
In principle these two strategies are equivalent and the choice is a matter of
convenience. In order to illustrate how these two strategies work in detail in the
present context we will consider two examples, which also play a crucial role in
the following:
a) Effective low momentum interactions :
The nucleon-nucleon (NN) interaction Γ0 = V
NN
bare has been determined by
measuring phase shifts and the deuteron properties. These correspond to
on-shell matrix elements of the full vertex function Γ in a certain partial
wave2
〈k′|Γ(ω) |k〉 = 〈k′| T (ω) |k〉 , tan δ = −k 〈k|T (k2) |k〉 , (2.10)
where the irreducible vertex is given by the vacuum interaction
〈k′|Γ0 |k〉 = 〈k′| Vbare |k〉 . (2.11)
2For the sake of compact notation we suppress the partial wave index
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In the present case the schematic eq. (2.5) is just the partial wave Lippmann-
Schwinger-equation
〈k′|T (ω) |k〉 = 〈k′| Vbare |k〉+ 2
pi
P
∫
dqq2 〈k′|Vbare |q〉 1
ω − q2 〈q| T (ω) |k〉 .
(2.12)
The determination of the matrix elements of Vbare from the on-shell elements
(2.10) by virtue of eq. (2.12) is not unique due to the fact that potential
scattering data can only be measured as a matter of principle up to the
pion production threshold. As a consequence, many different interaction
models exist [112, 113, 114, 115] that all fit the scattering data to high ac-
curacy although the matrix elements 〈k′|Vbare |k〉 differ substantially. This
ambiguity is based on different parametrizations of the experimentally un-
constrained high momentum matrix elements.
By performing a RG decimation of the Hilbert space starting from the in-
trinsic cutoff Λ0 of the interaction (which can be several GeV) one can con-
struct effective interactions 〈k′| V Λ |k〉, whose Hilbert space contains only
momentum states below Λ but lead to the same observables as the bare
interaction.
The flow equation can be derived by introducing a cutoff function f(q,Λ) in
the integral on the right hand side of eq. (2.12) and imposing the invariance
on the experimentally constrained full-on-shell T -Matrix elements
d
dΛ
〈q|T (q2) |q〉 = 0 (2.13)
The derivation involves some subtleties due to the on-shell character of the
energy ω = q2. The result reads (the derivation is given in A.3, cf. also
[116]):
d
dΛ
〈k′| V Λ |k〉 = 1
pi
P
∫
dqq2
(
d
dΛ
f(q,Λ)
)
×
×
[〈k′|V Λ |q〉 〈q|T (q2) |k〉
q2 − k2 +
〈k′| T (q2) |q〉 〈q|V Λ |k〉
q2 − k′2
]
(2.14)
This equation is equivalent to a generalization of the Lee-Suzuki transfor-
mation [117, 118] and a subsequent Okubo hermitization [119] for smooth
cutoffs [116, 120].
Indeed, by evolving the scale Λ down to the pion production scale Λ′ ∼
2.1 fm−1 all different models essentially collapse to a unique effective low
momentum interaction 〈k′|V Λ∼2.1 |k〉 ≡ 〈k′|Vlowk |k〉.
It should be noted that these effective interactions could in principle also
be obtained by eq. (2.7). In this case one would take a ”bare” interac-
50 2. RG approach to Superfluid many-body systems
tion Γ0 = Vbare as input. However in this case the condition (2.13) could
not be imposed immediately to the equation since the full vertex does not
appear in eq. (2.7). This condition could only be implemented implicitly
on the invariance of the bare interaction matrix elements. However this is
quite unsatisfactory since these matrix elements are highly model depen-
dent. Thus it is clearly much more advantageous and natural to start from
eq. (2.6).
b) In-medium scattering amplitude:
Compared to vacuum potential scattering, the analogous processes in nu-
clear matter are much more difficult - experimentally and theoretically.
From the experimental side no simple direct measurements of in-matter
scattering amplitudes are possible, whereas the theoretical description is
complicated by the fact that the scattering process is now a coupled chan-
nel problem instead of a single channel problem.
The microscopic approach to this problem consists of using the vacuum NN-
interaction Vbare as the input to the scattering equation and incorporating
all many-body effects systematically by calculating the corresponding dia-
grams. Hence in contrast to the vacuum case where the function Γ is the
observable, here Γ0 is the experimental input and the full in-medium ver-
tex function Γ is the function to be determined. This function depends in
general on the CM momentum of the interacting pair, the initial and final
relative momenta and the off-shell energy of the pair (cf. section 1.7).
The one-channel problem (2.5) could in principle be solved by inversion:
Γ = (1− Γ0GG)−1Γ0. (2.15)
However in practice, this approach involves several problems and limitations
(cf. 1.10) due to the fact that, on the one hand the inversion routine is very
inpratical and the more important problem that the kernel Γ0 is a priori
not known in the coupled channel problem.
However, let us first consider the one-channel problem of section 1.7 and
reformulate this problem by using RG methods. For this we assume that
Γ0 is known and impose the condition (2.9) on this irreducible kernel. By
this one obtains:
dΓΛ
dΛ
= Γ0
dGG>
dΛ
ΓΛ + Γ0GG
>dΓ
Λ
dΛ
. (2.16)
This equation can be inverted explicitly :
dΓΛ
dΛ
= (1− Γ0GG>)−1 Γ0dGG
>
dΛ
ΓΛ = ΓΛ
dGG>
dΛ
ΓΛ, (2.17)
where we have used eq. (2.7) in the last step. Clearly, this flow equation
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contains no inverse matrices, which turns out to be very convenient in prac-
tice especially for multi-dimensional integral equations (see section 1.10).
In the multi-channel problem however, this explicit inversion is not possible
anymore. We will return to this problem in chapter 3.
In the following we will apply these two RG approaches to neutron matter. Fur-
thermore it will be shown that in particular a combination of these two approaches
provides a quite promising approach to many-body systems.
2.4. Interaction dependence of the pairing gap 3
As mentioned above, for relative momenta k . 2 fm−1 NN interactions are well
constrained by the existing scattering data [122]. The model dependence for
larger momenta shows up prominently, for instance, in the 3P2 superfluid pairing
gaps for Fermi momenta kF > 2 fm
−1 (cf. Fig. 1.7). However, some uncertainty
remains concerning a possible dependence of the 1S0 pairing gap on the input NN
interaction in low-density neutron matter (kF < 1.6 fm
−1).
In addition to chiral effective-field theory (EFT) and conventional NN inter-
actions, we use the RG to evolve nuclear interactions to a lower resolution scale.
The resulting class of low-momentum interactions Vlow k [122, 123, 116], which
is defined by a regulator with a variable cutoff Λ, reproduces the NN scattering
phase shifts for momenta below Λ.
Contact or separable pairing interactions can be implemented directly e.g. in
current density-functional calculations of finite nuclei. For low-momentum in-
teractions, the weak-coupling approximation with a density-dependent contact
interaction is reliable (see ref. [124]), and a separable approximation is effi-
cient [125]. Therefore, low-momentum interactions offer the possibility for a con-
sistent treatment of the particle-hole and pairing channels in density-functional
theory. Moreover, it is straightforward to adapt the RG to microscopically de-
rive the renormalized pairing interaction introduced in the optimal regularization
scheme of Bulgac [126].
For conventional large-cutoff and chiral EFT potentials, 〈k′|V |k〉 includes reg-
ulating functions that render the integral convergent. These are of exponential
form exp[−(k2/Λ2)3] with Λ = 450 − 600MeV in the current chiral EFT inter-
actions at N3LO [112, 127], and phenomenological functions that correspond to
large (on the order of a few GeV) cutoffs in conventional NN potential models.
In the following, we will use the projection operator formalism to construct
low-momentum interactions with a sharp cutoff f(k) = θ(Λ − k) and solve
the RG equation (2.14) for our results obtained with smooth regulators f(k) =
exp[−(k2/Λ2)n], where n is a parameter that controls the smoothness. We note
that the RG equation cannot be solved directly in the neutron-neutron 1S0 chan-
nel for most of the conventional NN interactions (except for the Nijmegen II
3This section is based upon ref. [121]
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Figure 2.4.: Spurious poles in the on-shell T-Matrix elements for the CD-Bonn
and the Argonne v18 NN-interaction.
potential), due to spurious resonances at high (∼ GeV) momenta (cf. Fig 2.4).
Furthermore it is not possible to solve the RG equation (2.14) using sharp cutoff
functions since the flow equation is mathematically ill defined. In the case of a
sharp cutoff the upper limit of the principal value integral in eq. (2.14) coincide
with the position of the pole:
d
dΛ
〈k′| V Λ |k〉 = 1
pi
[〈k′|V Λ |Λ〉 〈Λ|T (Λ2) |k〉
Λ2 − k2 +
〈k′|T (Λ2) |Λ〉 〈Λ|V Λ |k〉
Λ2 − k′2
]
.
(2.18)
Unless the matrix elements on the right hand side are non-vanishing at the upper
limit Λ of the Hilbert space one inevitably runs into singularties, which cannot
be treated numerically in a proper way. In the Lee-Suzuki formalism, which is
mathematically equivalent to solving the RG equation (2.18), the Hilbert space
reduction is performed in one step and consequently the numerical problems can-
not accumulate during the mode elimination procedure. For momenta away from
the border Λ this method provides high precision low momentum interactions. In
contrast, for the explicit iteration of the flow equation the use of smooth cutoffs
is necessary. Nevertheless the accuracy of the final results are comparable.
The freedom in the choice of the regulator f(k) implies a scheme dependence
of the gap ∆k ∼ f(k) at large momenta k ≫ kF. We will restrict our results to
the gap on the Fermi surface ∆ ≡ ∆kF, where the momenta are on-shell. In the
leading-order pionless EFT with sharp-cutoff regularization, one has 〈k′|V |k〉 =
θ(Λ− k) θ(Λ− k′)/[1/as − 2Λ/pi] (with scattering length as). The resulting gap
is cutoff independent for ∆ ≪ µ and large cutoffs, which follows from the gap
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equation with ∆k = θ(Λ− k)∆,
1
as
− 2
pi
Λ = −1
pi
Λ∫
0
dq
q2√
ξ2q +∆
2
. (2.19)
For ∆ ≪ µ and large Λ, the integral is given by 2 [−2kF + Λ + kF ln(8µ/∆)].
The UV divergence cancels against the cutoff dependence of the interaction in
eq. (2.19). This leads to the standard result ∆ = 8µ/e2 exp[pi/(2kFas)] [128].
For the solution of the gap equation
∆k = −1
pi
∫
dqq2
〈k|V |q〉∆q√
ξ2q +∆
2
q
, (2.20)
we follow the method of Khodel et al. [67]. We first decompose the interaction
into a separable and a non-separable part
〈k′|V |k〉 = 〈kF|V |kF〉 φ(k)φ(k′) +W (k, k′) , (2.21)
where φ(k) ≡ 〈kF|V |k〉 / 〈kF|V |kF〉 and W (k, k′) vanishes when at least one
argument is on the Fermi surface (k = kF). Then the gap equation (2.20) can be
replaced by an equivalent system of two equations,
φ(k) = χ(k) +
1
pi
∫
dq q2
W (k, q)χ(q)√
ξ2q +∆
2
q
, (2.22)
0 = 1 + 〈kF|V |kF〉 1
pi
∫
dq q2
φ(q)χ(q)√
ξ2q +∆
2
q
, (2.23)
where ∆k ≡ ∆χ(k) with χ(kF) = 1. This system has the advantage that the inte-
grand in eq. (2.22) vanishes on the Fermi surface, and consequently the function
χ(k) is only weakly sensitive to changes of ∆q in the denominator. Therefore,
to a good approximation, eq. (2.22) can be linearized. In the first iteration, we
solve eq. (2.22) by inversion using a sufficiently small constant Ansatz for ∆q in
the denominator. Next, we solve eq. (2.23) for ∆ using Newton’s method with
the solution for χ(k) of the previous step. The iteration of this procedure (where
∆q in the denominator of eq. (2.22) is updated at each step) leads to a rapidly
converging solution for the BCS gaps.
Our results for the density dependence of the neutron-neutron 1S0 superfluid
gap ∆ are shown in Fig. 2.5. The low-momentum interactions Vlow k are derived
from various charge-dependent NN potentials [112, 113, 114, 115] using a sharp
cutoff Λ = 2.1 fm−1. We find that the BCS gap is almost independent of the NN
interaction. Consequently, we conclude that the 1S0 gap is strongly constrained by
the NN scattering phase shifts. This has been noted previously (see for example
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Figure 2.5.: The neutron-neutron 1S0 superfluid pairing gap on the Fermi surface
∆ ≡ ∆kF versus Fermi momentum kF for low-momentum interactions
Vlow k with a sharp cutoff Λ = 2.1 fm
−1. Vlow k is derived from vari-
ous charge-dependent NN interactions [112, 113, 114, 115]. We have
verified that the results are cutoff independent from Λ = 1.6 fm−1 to
Λ = 2.5 fm−1. The inset magnifies the small dependence on nuclear
interactions near the maximum.
ref. [129]), but without considering the charge dependence. Moreover, these are
the first results for chiral interactions at N3LO. We use the N3LO chiral potential
of ref.. [112], since it is the chiral interaction that most accurately reproduces
the phase shifts. The maximal gap at the BCS level is ∆ ≈ 2.9 − 3.0MeV
for kF ≈ 0.8 − 0.9 fm−1. The small deviation of the N3LO gap from the band
at higher densities in Fig. 2.5 is consistent with the slightly more attractive 1S0
phase shifts at the corresponding energies (compare, for example, the phase shifts
of the CD-Bonn [115] and N3LO potential [112]). We find that the gaps are cutoff
independent over the range considered here, Λ = 1.6 fm−1 to Λ = 2.5 fm−1. This
result is consistent with the findings of Kaiser et al. that the cutoff dependence
is substantially reduced for chiral EFT interactions when going from NLO to
N2LO [130], since the latter leads to a better description of the NN scattering
phase shifts. In addition, the BCS gaps for the ”bare” interactions are within
2% of the Vlow k results shown in Fig. 2.5 for kF . 1.0 fm
−1, and the difference
is compatible with the spread in the Vlow k result over all densities. (This also
holds for Fig. 2.6.) For completeness, we mention that Sedrakian et al. [131] have
solved the BCS gap equation for one low-momentum interaction (Vlow k derived
from Nijmegen 93 [113] with Λ = 2.5 fm−1), however they did not explore the
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Figure 2.6.: The charge dependence of the 1S0 superfluid pairing gap ∆ versus
kF. The lines indicated in the legend are the neutron-proton gaps,
whereas the grey lines show the neutron-neutron gaps from Fig. 2.5.
For further details, see the caption of Fig. 2.5. We have also verified
that the neutron-proton gaps are cutoff independent over the same
sharp-cutoff range.
cutoff dependence.
Isospin symmetry breaking leads to small charge dependencies in nuclear inter-
actions. As a result, the 1S0 neutron-proton scattering length anp = −23.768 ±
0.006 fm is more attractive than the neutron-neutron scattering length ann =
−18.5 ± 0.3 fm [132] in the same channel. This effect is dominantly due to the
charge dependence of the one pion-exchange interaction Vpi. The central part of Vpi
in the neutron-proton charge-exchange channel is of the form −m2pi±/(q′2+m2pi±),
where q′ is the (exchange) momentum transfer. Since the charged pion is heavier
than the neutral one, mpi± = 139.57MeV and mpi0 = 134.98MeV, the resulting
neutron-proton interaction is more attractive. In Fig. 2.6, we show the charge
dependence of the 1S0 superfluid pairing gap versus Fermi momentum. The
neutron-proton gaps are ≈ 0.3MeV larger at maximum with a slight shift to
higher densities. The 10% effect on the pairing gaps clearly reflects the charge
dependence of nuclear interactions.
Next, we study the dependence of the neutron-neutron 1S0 superfluid pairing
gap as a function of the cutoff starting from the N3LO chiral interaction. Our
results for three representative densities and different smooth exponential regu-
lators f(k) = exp[−(k2/Λ2)n], as well as for a sharp cutoff, are shown in Fig. 2.7.
As long as the cutoff is large compared to the dominant momentum components
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Figure 2.7.: The neutron-neutron 1S0 superfluid pairing gap ∆ as a function of
the cutoff Λ for three densities and different smooth exponential reg-
ulators, as well as for a sharp cutoff. The low-momentum interactions
are derived from the N3LO chiral potential of ref. [112].
in the Cooper bound state, the gap depends very weakly on the cutoff. Below
this scale, which depends on the density and the smoothness of the regulator, the
strength of the bound state decreases, since some of the momentum modes that
build up the Cooper pairs are integrated out. From Fig. 2.7, we observe that the
cutoff dependence is very weak for sharp or sufficiently narrow smooth regulators
with Λ > 1.6 fm−1. It can be seen that n = 3 is too smooth, but that n > 5 is
sufficient. For lower densities, even lower cutoffs with Λ > 1.2kF are possible.
The N3LO chiral interaction has a cutoff Λ = 2.5 fm−1 (500MeV) [112] and
one may suspect that the cutoff dependence could be larger for conventional NN
potentials. In Fig. 2.8, we show that this is not the case by comparing the gaps
from Fig. 2.7 to results obtained with the Nijmegen II potential [113], which has
a large (∼ GeV) cutoff. The cutoff dependence is similar and in particular very
weak for sharp or sufficiently narrow smooth regulators with Λ > 1.6 fm−1. This
shows that the 1S0 superfluid pairing gap probes low-momentum physics. Low-
momentum interactions, via weak-coupling or separable approximations, can be
implemented directly in current density-functional calculations. Furthermore, it
is straightforward to adapt the RG used here to a microscopic derivation of the
optimal pairing interaction of ref. [126].
Thus we find that the BCS gap is well constrained by the NN phase shifts.
Therefore, any uncertainties are due to polarization (induced interaction), dis-
persion and three-nucleon interaction effects.
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Figure 2.8.: The neutron-neutron 1S0 superfluid pairing gap ∆ as a function of
the cutoff Λ for three densities. The low-momentum interactions are
derived from the N3LO [112] and the Nijmegen II [113] potential with
exponential regulator n = 7.
2.5. RG Evolution from the Normal into the
Superfluid Phase
The integration of many-body correlations in superfluid systems in the RG frame-
work involves a principal problem: at the initialization scale of the RG flow the
effective vertex function ΓΛ coincides with the irreducible kernel Γ0 since no modes
have been integrated out. In particular, no pairing correlations are included in
ΓΛ and consequently this function describes a system in the unbroken phase.
However, during the flow these correlations are successively integrated out until
the order parameter |Ψ(r)| (cf. section 1.3) develops a finite value, signalling the
transition to the superfluid phase. This passage has to be treated carefully in
order to ensure that one obtains the correct ground state at the end of the RG
flow.
One common approach is based on the exact RG equation of the effective action
[133, 134, 135] (cf. also section 3.5). In each RG step a bosonic field representing
the condensate is successively introduced by performing a Hubbard-Stratonovich
transformation [136, 137]. By using this transformation, the fermionic degrees of
freedom at the current scale are fully or partially integrated out and transformed
into collective bosonic fields, which include all contributions of the symmetry
breaking correlations above the current renormalization scale. By this the original
purely fermionic theory is successively transformed (”partially bosonized”) into
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an interacting fermion-boson theory (cf. e.g. refs. [77, 101, 138, 139, 140]).
However, as shown by Salmhofer et al. [5] for superfluid systems, it is also
possible to obtain a smooth flow into the broken symmetry phase in a purely
fermionic picture. By violating the symmetry explicitly at the beginning of the
flow by an infinitesimal amount, one offers the system the freedom to evolve
dynamically into a state with broken symmetry. In this section we show how this
strategy can be used to treat the scattering problem in a superfluid, as discussed
in section 1.7, in the RG framework.
The basic task is the solution of
〈k′|Γ(ω) |k〉 = 〈k′|V |k〉+ 1
pi
∫
dqdxq2 〈k′|V |q〉GG(q, x, P, ω,∆) 〈q|Γ(ω) |k〉
(2.24)
for the vertex Γ, where the bare vacuum interaction 〈k′|V |k〉 is the experimen-
tally determined totally irreducible kernel. According to section 2.3 the strategy
for the RG treatment is as follows:
1.) Introduce a cutoff function f(q, x, P,Λ, kF) ≡ f(q, x,Λ) which cuts out the
low lying momentum states around the Fermi surface. By this procedure,
the vertex function Γ, the off-diagonal self-energy ∆ and the two-body
propagator GG become cutoff-dependent functions:
〈k′|ΓΛ(ω) |k〉 = 〈k′|V |k〉+ 1
pi
∫
dqdxq2 〈k′|V |q〉GGΛ(q, x) 〈q|ΓΛ(ω) |k〉
(2.25)
with
GGΛ(q, x) ≡ f(q, x,Λ)GG(q, x, P, ω,∆Λ) (2.26)
2.) In the case Λ→∞ the integral vanishes and the equation becomes trivial.
Consequently we can initialize the flow by
〈k′|ΓΛ→∞(ω) |k〉 = 〈k′|V |k〉 . (2.27)
According to section 1.9 the gap equation can be extracted from the homo-
geneous part of the scattering equation around the pole. At Λ→∞ there
are no poles and we have
∆Λ→∞k = 0. (2.28)
3.) According to the discussion in section 2.3, the flow equation takes the form
d
dΛ
〈k′|ΓΛ(ω) |k〉
=
1
pi
d
dΛ′
[∫
dqdxq2 〈k′|ΓΛ(ω) |q〉GGΛ′(q, x) 〈q|ΓΛ(ω) |k〉
]
Λ′=Λ
(2.29)
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The derivative involves explicit derivatives of the cutoff function f(q, x,Λ)
and implicit derivatives of the gap function d∆
Λ
dΛ
. In principle this derivative
could be extracted from the derivative of the vertex function based on the
discussion of section 1.9. However, in practice it is much more convenient
to iterate the gap function parallel to the vertex function. The derivation
of the corresponding flow equation is straightforward by starting from the
gap equation
∆Λk = −
1
pi
∫
dqq2f(q,Λ, kF) 〈k| V |q〉F (BCS)(q, ω = 0,∆Λ). (2.30)
The corresponding flow equation can be obtained by simply taking the
derivative with respect to Λ on both sides. By this one obtains an implicit
equation for the derivative of the gap function:
d
dΛ
∆Λk = −
1
pi
∫
dqq2 〈k| V |q〉 d
dΛ
[
f(q,Λ, kF)F
(BCS)(q, ω = 0,∆Λ)
]
,
(2.31)
where we have used the fact that the kernel V is cutoff independent in the
BCS approximation. Since the cutoff is changing smoothly, this equation
can be easily solved by iteration. In every RG step one already obtains
excellent convergence after one or two iteration steps.
However, the flow equation (2.31) is always fullfilled by the trivial solution
∆Λk = 0 for all Λ. Hence due to the initial condition (2.28), the solution
will stay at ∆Λk = 0 for all Λ. In order to allow the system to develop a
finite gap during the RG flow we have to break the symmetry explicitly by
a small amount, i.e. we set
∆Λ→∞k = η, (2.32)
where η is an arbitrary but very small value. It can be checked explicitly
at the end that the final value of the gap is independent of the value of η.
In every iteration step the derivative of the gap first has to be determined,
so that this function can be used for the calculation of the derivatives of
the vertex according to eq. (2.29). In the present case this can be done
consecutively since the vertex Γ does not coupled into the gap equation.
This situation changes if (normal) self-energy corrections beyond the BCS
approximation are taken into account (cf. chapter 3).
The numerical implementation of this scheme involves some subtleties. The
following issues require particular attention:
• Numerical evaluation of the flow equation:
For energies above the two-particle threshold, the flow equations (2.29) in-
volve the evaluation of principal value integrals. In this case, the derivative
and the integrals in eq. (2.29) do not commute. Consequently subtractions
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in the angular and radial integral are necessary before the derivative can
be applied to the integrand. For details see Appendix A.1.
• Floating energy grid below threshold:
For energies just above the threshold, the angular integral involves inte-
grable singularities (see Appendix A.1). Since the location of the threshold
is scale dependent (typically growing), the position of this numerically crit-
ical region is also changing. Thus, in the case of a fixed energy mesh system
all grid points which are located below the threshold at the end of the flow
have to cross this critical area during the flow. This leads in general to
poor numerical results. Instead it is much more convenient to use a scale
dependent energy variable below the threshold
ωΛ = 2x∆Λ for x < 1 (2.33)
By construction, these points never crosses the threshold and the quality
of the results is improved considerably compared to a fixed mesh system.
• Treatment of the Goldstone boson:
The treatment of singular points like the Goldstone excitation below the
threshold (cf. section 1.8) in a differential equation requires special care. In
the present case these singularities appear due to a vanishing determinant
of the vertex function in the Gorkov space (cf. section 1.8), i.e. the elements
of the inverse vertex Γ˜ in Gorkov space
〈k′|Γ(ω) |k〉 〈k′| Γ˜(ω) |k〉 = 1 (2.34)
remain well behaved in this pole region. Clearly it is advantageous to evolve
the elements of 〈k′| Γ˜(ω) |k〉. The corresponding flow equation is readily
obtained by using
d
dΛ
〈k′| Γ˜Λ(ω) |k〉 = −〈k′| Γ˜Λ(ω) |k〉
[
d
dΛ
〈k′|ΓΛ(ω) |k〉
]
〈k′| Γ˜Λ(ω) |k〉 .
(2.35)
It should also be noted that this procedure could lead to numerical problems
in the large momentum region where all elements of ΓΛ are very small.
Consequently a mixed scheme, where the inverse matrix is iterated a few
times around the singular point, and otherwise the flow eq. (2.29) for Γ is
used, yields optimal numerical results.
• Choice for the cutoff function:
By a proper choice of the cutoff function the quality of the final results
can be improved considerably. In principle, the cutoff function f(q, x, P,Λ)
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Figure 2.9.: Sharp and smooth cutoff functions for the RG in medium.
(with x = Pˆ · qˆ) is constrained by the conditions
f(q, x, P,Λ→∞) = 0, f(q, x, P,Λ→ −∞) = 1. (2.36)
One possible choice is a sharp cutoff function which cuts out the intermedi-
ate single-particle states symmetrically around the Fermi surface (cf. Fig.
2.9):
f1(q,Λ) = Θ(|q − kF| − Λ). (2.37)
while a possible smooth cutoff function reads (cf. Fig. 2.9)
f2(q,Λ) = 2− [n(kF − q − Λ, c) + n(q − kF − Λ, c)] (2.38)
with
n(x, c) = [exp(x/c) + 1]−1 . (2.39)
However, in practice sharp cutoff functions are quite inconvenient, unless
the flow equations can be evaluated analytically. The numerical treatment
is simplified considerably, if the contributions of the low lying modes are
introduced smoothly by choosing a finite width c in f2.
Furthermore one has an additional freedom in the way how the cutoff is
applied to the intermediate momenta q1 and q2. One could restrict both or
only a single momentum. In the present single-channel problem the final
result is invariant under these different choices. In the following we will use
f(q, x, P,Λ) = f2(q+,Λ)f2(q−,Λ) with q± =
√
q2 + P 2/4± Pqx
(2.40)
Starting form the initial energy independent interaction V, the gap ∆ and the
four point vertex Γ are iterated simultaneously in every RG step. For large
cutoffs the vertex function ΓΛ remains almost energy dependent. At the scale
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Figure 2.10.: Formation of gap during the flow at kF = 0.6 fm
−1 for different
widths c in the cutoff function f(q, x, P,Λ). The horizontal line
denotes the solution of the gap equation using the inversion
procedure of section 2.4.
of the onset of the phase transition (in Fig. 2.11 at around Λ = 0.5 fm−1) the
gap starts to develop a finite value (see Fig. 2.10). From this scale on the vertex
function shows the characteristic energy dependence discussed in sec. 1.8. The
final results of the RG algorithm for Λ→ −∞ are in remarkably good agreement
with the explicit solution for the separable interaction V∗ (cf. Figs. 2.12 and
2.13)). Only small deviations can be found in the vertex right above the threshold
due to the numerical problems discussed in Appendix A.1.
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Figure 2.11.: Snapshots of 〈kF|ΓΛ11(ω) |kF〉 (left: real part, right: imaginary part)
during the flow at intermediate scales Λ (in fm−1) in the back-
to-back case P = 0 and the cutoff width c = 0.5 fm−1 for the
separable interaction V∗. The dashed line denotes the position of
the threshold at Λ→ −∞.
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Figure 2.12.: Comparison of the elements of the real part of Γ between the ex-
plicit solution obtained (see section 1.8) denoted by the solid and
dashed lines and the solutions of the flow equation (2.29) denoted
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the boxes). Compare also Fig. 1.20.
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Figure 2.13.: Comparison of the imaginary part of Γ between the explicit and RG
solution. The same notation and parameters as in Fig. 2.12 have
been used.
We also emphasize that at no point has the separability of the interaction been
used explicitly and consequently this algorithm can also be applied to general
interactions. This will be done in the next section. However, before turning to
these results, it is quite instructive to investigate in more detail the role of the
infinitesimal gap in eq. (2.32) as a starting point of the flow. The solution ∆Λk = 0
corresponds to the normal system where all anomalous components vanish and
the normal particle-particle vertex function 〈k′|ΓΛnorm(ω) |k〉 is satisfied the two-
particle scattering equation
〈k′|ΓΛnorm(ω) |k〉
= 〈k′|V |k〉+ 1
pi
∫
dqdxq2 〈k′| V |q〉GGΛnorm(q, x, ω) 〈q|ΓΛnorm(ω) |k〉
(2.41)
with
GGΛnorm(q, x, ω) = f(q,Λ)
[
Θ(q1 − kF)Θ(q2 − kF)
ω − ξq1 − ξq2 + iδ
− Θ(kF − q1)Θ(kF − q2)
ω − ξq1 − ξq2 − iδ
]
.
(2.42)
The corresponding flow equation can also be obtained easily in complete analogy
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to eq. (2.29):
d
dΛ
〈k′|ΓΛnorm(ω) |k〉
=
1
pi
d
dΛ′
[∫
dqdxq2 〈k′|ΓΛnorm(ω) |q〉GGΛ
′
norm(q, x, ω) 〈q|ΓΛnorm(ω) |k〉
]
Λ′=Λ
.
(2.43)
According to the discussion of section 2.2, the BCS instability should show up
in the form of a singularity when the cutoff approaches the Fermi surface. We
now investigate this pole in detail by comparing the flow of the particle-particle
vertices ΓΛ11 and Γnorm for the separable interaction V
∗.
Clearly, as long as the gap remains at the initial value η, the two functions ΓΛ11
and ΓΛnorm coincide. However, beyond the scale of the ”gap opening” (Λ ∼ 0.25
fm−1) the two vertices begin to differ. Due to the Cooper instability the vertex
function ΓΛnorm no longer describes the ground state. Instead of a minimum, the
normal state is now represented by a local maximum in the effective potential (cf.
Fig. 2.14). The singularity in the flow of ΓΛnorm is just the formal manifestation
of the metastability of this maximum against small perturbations. In contrast,
the matrix ΓΛ includes all necessary degrees of freedom to allow the system to
remain in the true ground state. As a result, the singularity disappears and the
flow remains well-behaved down to Λ→ −∞ (see. Fig. 2.14).
As indicated in Fig. 2.11, the Cooper singularity first appears at the energy
ω = 0. In the function ΓΛ a decrease of Λ leads to the ”gap opening”, i.e. for this
the threshold border moves to finite ω, whilst below, the Goldstone pole remains
at ω = 0. This cannot happen in the function ΓΛnorm since the system remains
in the normal ground state and the singularity remains at ω = 0 for all Λ. It
follows that for finite ω the vertex function ΓΛnorm does not show the presence of
the Cooper instability.
In exact back-to-back kinematics at ω = 0, both ΓΛ and ΓΛnorm show singular
behaviour for Λ → −∞. However, the double pole in ΓΛ at ω = 0 corresponds
to the Goldstone boson and does not signal an instability of the system (cf. sec.
1.8). In order to avoid the singularities in this special case, we will perform the
explicit calculations at finite P and compare the flow behaviour of these two
functions. The results for the separable potential V∗ are shown in Fig. 2.14. The
fact that the singularity in ΓΛnorm appears just at the scale where the gap becomes
finite clearly indicates the close connection between the gap formation and the
occurrence of poles.
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2.6. Results for Realistic Interactions
The application of the algorithm discussed in the previous section to realistic
NN interaction models is in principle straightforward since at no point has the
separability of the interaction been used. However, for some particular interaction
models like the CD-Bonn and the Argonne v18, technical difficulties arise due
to the appearance of spurious poles in the T-Matrix elements (cf. Fig. 2.4).
Furthermore the bare interactions are usually defined at very large cutoffs, i.e.
the interaction matrix elements are non-vanishing up to momenta of around 15
fm−1 for the Nijmegen and Argonne potentials and even higher for the CD-Bonn
potential.
Besides the technical difficulties, connected with the required huge momentum
mesh system, it is also from the theoretical side quite unnatural to include fluc-
tuations in many-body calculations that are located far outside of the low energy
Hilbert space around the Fermi surface. Instead, it is much more convenient and
natural to use low momentum interactions, whose effective Hilbert space only
consists of modes which are well constrained by experiment.
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Figure 2.16.: Comparison of the elements of the real part of Γ between different
realistic interaction models. Upper plots: below the threshold, lower
plots: around the threshold. CM momentum P = 0.2 fm−1 and
kF = 0.6 fm
−1. The dotted line denotes the two-particle threshold.
The Vlowk interaction is determined from N
3LO at Λ = 2.5 fm−1.
70 2. RG approach to Superfluid many-body systems
-2
-1
0
1
Im
 <
k F
|Γ(
ω)
|k F
>
  [
fm
] Nijmegen II
N3LO
Reid 93
Vlow k
4 5 6 7
 ω  [MeV]
-3
-2
-1
0
1
Im
 <
k F
|Γ(
ω)
|k F
>
  [
fm
]
4 5 6 7
 ω  [MeV]
Figure 2.17.: Comparison of the imaginary part for different realistic interactions.
The same parameters as in Fig. 2.18 have been used.
Indeed we will show that the final results are independent of the interaction as
long as certain constraints on the cutoff scale are fulfilled. In detail the procedure
works as follows:
• Start from a (possibly very large) initial cutoff Λ′0, which is given by the
intrinsic cutoff of the bare interaction, i.e. Λ′0 ∼ 15 fm−1 for Nijmegen II or
Λ′0 ∼ 4 fm−1 for N3LO.
• Evolve these interactions down to a cutoff Λ0. This cutoff depends on the
density of the many-body system under consideration. As shown in Fig.
2.6 and Fig. 2.8, the 1S0 gap function remains constant with varying cutoff
scale, as long as the size of the Hilbert space is large enough to include all
dominant modes of the pair wave function.
• The in-medium flow equation (2.29) is initialized at the cutoff scale Λ0.
Since the low momentum interaction elements are strongly suppressed be-
yond this scale, one can restrict the size of the momentum mesh system to
approximately this scale.
In the following we will choose Λ0 = 2.5 fm
−1. At this scale all interesting
densities can be treated from one low momentum interaction for a given model.
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This choice is also justified by explicitly comparing the results obtained from the
bare and low momentum interactions (see. Figs. 2.15, 2.16 and 2.17).
Clearly the final results at momenta below the initial cutoff scale Λ0 are es-
sentially independent of the choice of Λ0 and the interaction model, which just
expresses the fact that for large cutoffs the flow in vacuum and medium are the
same. This can be understand quite intuitively since the high momentum modes
are very insensitive to the presence of other particles in the system. Also the
different treatment of the external energy variable (on-shell in vacuum and off-
shell in medium) poses no problem, since the vertex function is almost energy
independent at large cutoffs (cf. Fig. 2.11). The agreement is valid over the
whole energy range for the real and imaginary parts (cf. Figs. 2.16 and 2.17).
Hence in the BCS approximation the (off-shell) in-medium scattering amplitude
matrix elements seem to be strongly constrained by vacuum phase shift data.
In Figs. 2.18 and 2.19 are shown the results of the RG algorithm for the low
momentum interaction derived from the N3LO interaction at Λ0 ∼ 2.5 fm−1 and
kF = 0.8 fm
−1 for different CM momenta. Due to the approximate particle-hole
symmetry of the free single particle spectrum only the results for Γ11 and Γ14
are shown. As can be seen in Fig. 2.18, the RG approach can nicely resolve
the characteristic pole structure below threshold. As discussed in section 1.8 the
matrix elements of the real part is discontinuously around the threshold in the
back-to-back case. Despite the finite resolution of the energy mesh this feature
is clearly resolved. For larger momenta this behaviour is smeared out and we
obtain a continuous transition to the region above the threshold. Similarly, the
characteristic behaviour of the imaginary part above the threshold is significant
(cf. 2.19).
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Figure 2.18.: Results for the real part of the vertex function as a function of
energy for kF = 0.8 fm
−1 for different CM momenta. The Vlowk
interaction derived from the N3LO interaction at Λ = 2.5fm−1 and
a cutoff width c = 0.5 fm−1 has been used as the kernel. The vertical
dashed line denotes the two-particle threshold.
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Figure 2.19.: Results for the imaginary part of the vertex function for different
CM momenta. The same notation and parameters as in Fig. 2.18
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3. Beyond the BCS approximation
3.1. Overview
In the present work the RG has so far been used as a tool to compute the vertex
function in a superfluid using the BCS approximation. By applying RG tech-
niques the initial problem of solving a set of multi-dimensional integral equations
was transformed into the problem of solving differential equations and evaluating
multi-dimensional integrals. By employing this method subtle inversion routines
have been completely avoided. The equivalence of these two formulations was
shown explicitly for the separable interaction V∗0 (cf. section 2.5) in the one-
channel case.
However, irrespective of these technical advantages, the real power of the
RG method shows up if one wants to include correlations beyond the BCS-
approximation . A more realistic treatment of pairing in strongly coupled many-
body systems like nuclear matter requires the inclusion of (normal) self-energy
effects on the one hand and vertex corrections on the other hand. Ideally these
effects should be treated on an equal footing.
Usually the treatment of many-body effects like particle-hole screening in su-
perfluids is done in two separate steps:
a) The particle-hole correlations are calculated in the normal system, i.e. with-
out a gap.
b) The particle-particle correlations are taken into account by solving the gap
equation using the effective vertex obtained in a) as the kernel.
Hence, effectively one assumes a decoupling of the particle-particle and particle-
hole contributions, which simplifies the calculations considerably compared to
the full coupled problem. However, from the beginning it is quite unclear, to
what extent this decoupling assumption is justified since in particular low energy
particle-hole excitations can in general be strongly influenced by the presence of
a gap.
For a systematic investigation of the screening effects on the effective interac-
tion, it is necessary to take the gap in all internal propagators into account. The
first systematic perturbation theory for strongly interacting superfluid systems
was presented by Nozieres [71]. Starting from an unperturbed theory, this scheme
can be used to include many-body effects in a systematic way. In contrast to
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Figure 3.1.: Self-energy effects for the gap function. The upper dashed line repre-
sents the BCS approximation with free single particle spectrum. The
upper solid line arises from an Brueckner-Hartree-Fock approach.
The two lower lines show the results of different approximations of
the self-energy in the quasiparticle approximation. For details see
[129, 144]. Plot taken from [129].
the usual perturbation theory for normal systems, the unperturbed state can-
not be taken as free, where all interparticle interactions are neglected, since this
state has the wrong symmetry. At zero temperature, a perturbative expansion
around a free Fermi gas can only generate a normal Fermi liquid. Hence instead
of perturbing around a free gas, it is necessary to choose a ”free” system with the
correct symmetries as the starting point for the perturbation theory. This prob-
lem is directly related to the necessity for the introduction of the infinitesimal
gap at the beginning of the flow in section 2.5.
The first quantitative calculations of medium effects on the 1S0 gap were done
in 1971 by Yang and Clark [141], who used an variational approach based on
the so called Jastrow correlated wave functions and found a slight suppression of
the gap compared to the BCS result. Later, Pines argued [142] that polarization
effects should enhance the gap by a factor of (1 + F0)
−1, where F0 is the first
Landau-Parameter of the central spin-isospin independent quasiparticle interac-
tion. However, in later calculations [143], there were clear indications that the
many-body effects effectively lead to a suppression of the gap. This result has
been confirmed in all later calculations.
In the simplest generalization of the BCS approximation, the single particle
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states are treated as quasiparticles with a spectral strength zkF and an effective
mass M∗ on the Fermi surface. In this case the gap equation takes a shape
very similar to that in the BCS approximation. Recently Lombardo et. al.
[129, 144] examined the importance of these self-energy effects in the quasiparticle
approximation and found a substantial reduction of the 1S0 gap (see Fig. 3.1).
Thus, due to the exponential dependence of the gap function on modifications in
the interaction or single-particle properties, even slight changes can lead to quite
large effects in the size of the condensate.
Self-energy effects in neutron matter beyond the quasiparticle approximation
have been investigated by Bozek et al. [145, 146, 147]. By extracting spectral
properties from a scattering equation similar to the one discussed in section 1.7
they found a reduction of the 1S0 gap of about 30% compared to the BCS result.
This effect is mainly due to the reduction of the spectral strength around the
Fermi surface and thus essentially also a quasiparticle effect.
In all these works the free NN interaction has been used as the interaction
kernel. For the inclusion of the vertex corrections several different strategies have
been developed (cf. refs. [148, 149, 150]):
• Low density approximation:
In very dilute systems the particle-hole diagrams can be treated perturba-
tively [151]. The BCS gap function takes the weak coupling form [6, 152,
153]
lim
kF→0
∆BCS =
8
e2
εF exp
[
2pi
kFann
]
, (3.1)
where εF is the Fermi energy, e ≃ 2.7182 is Euler’s number and ann the
neutron-neutron scattering length. It can be shown analytically that the
inclusion of polarization effects leads to the new gap ∆ of the value [6, 154]
lim
kF→0
∆ = (4e)−1/3∆BCS ≃ 0.45 ∆BCS , (3.2)
i.e. the gap is to leading order in the expansion parameter kFann suppressed
by about a factor of ≃ 2.2, independent of the interaction.
This result is quite remarkable, since it expresses again the nonanalytical
dependence of the gap function on the interaction. Despite the fact that
the ratio between the in-medium and vacuum interaction approaches unity
for small kF, the ratio between the gaps does not.
However, it is quite unclear how these results extend to more physical densi-
ties where the perturbative treatment of the polarization effects is no longer
justified. In this regime non-perturbative methods are needed.
• Induced interaction:
One non-perturbative strategy is based on the induced interaction, first de-
veloped by Babu and Brown [155]. The basic idea consists of splitting the
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Figure 3.2.: System of integral equations defining the induced interaction f . The
particle-hole scattering amplitude is denoted by a and the direct
driving term by d (cf. ref. [158]).
particle-hole interaction into a direct part, responsible for the short range
correlations and an induced component, which includes the effects of the
collective excitation of the medium. This method was developed for the
calculation of Landau Parameters in liquid 3He, but was also applied to
nuclear systems [156, 157]. Ainsworth, Wambach and Pines [158, 159] used
this approach to estimate the screening effects of the gap by solving the
coupled system of equations (Fig. 3.2) for the quasiparticle interaction and
the scattering amplitude for all external momenta restricted to the Fermi
surface. The particle-hole scattering amplitude a was then used as the
kernel of the scattering equation in the weak coupling formula (3.1). The
results are included in Fig. 3.4.
A similar strategy was followed by Schulze at al. [160]. However, instead
of calculating the Landau parameters in the usual way by restricting all
momenta to the Fermi surface, they explicitly allowed finite momentum
transfers in the direct channel. By retaining the momentum dependence,
they could explicitly compare weak coupling results with the full solution
of the gap equation. They found large deviations in their model, indicating
possible problems with naive applications of the weak coupling approxima-
tion.
Shen et al. investigated the coupling of self-energy effects with vertex cor-
rections using a phenomenological force to leading order [161] and using the
RPA approximation [162]. Similarly to the other works, they also found a
strong reduction of about 20− 30% compared to the BCS approximation.
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• Correlated basis functions (CBF) and Quantum Monte Carlo (QMC) meth-
ods:
The CBF approach is based on the fact that the interparticle interac-
tion is repulsive at small distances and that consequently the relative wave
function of two interacting particles at such distances is small. This fact is
incorporated for normal systems by multiplying the ordinary Slater deter-
minant by the Jastrow correlation operator
F (r1, · · · rA) =
A∏
i<j
f(rij), (3.3)
which suppresses the wave function at small interparticle distances rij. The
application of this correlator to the BCS state leads to the correlated BCS
state [164, 165].
Chen et. al. [152, 166] calculated the 1S0 gap in neutron matter to first or-
der in CBF perturbation theory. In this scheme, the single particle energies
ξk and the interaction matrix elements 〈k′ − k′|V |k − k〉 get renormalized
compared to the uncorrelated BCS scheme via the correlators F . By this,
a class of short-range correlations is incorporated into this scheme. As the
result, they found a suppression of the gap, compared to BCS theory, sim-
ilar to that of the other approaches.
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Figure 3.4.: Summary of the results from different approximations for the many
body effects. The green curve shows the BCS result. Plot taken from
[129].
In contrast to the results above, Fabrocini et. al. [163] found only a very
slight reduction of the gap compared to the BCS result obtained by using
Quantum Monte Carlo methods. However these Monte Carlo calculations
may require larger particle numbers to be sensitive to long-range polariza-
tion effects. The results are also shown in Fig. 3.3.
• Parquet equations:
Another non-perturbative alternative consists of solving the parquet equa-
tions [167, 168]. The parquet scheme entails the self-consistent summation
of all many-body channels, i.e. all intermediate lines in the diagrams are so-
lutions of the Dyson equation by construction. This ensures self-consistency
on the one-body level [169]. This approach will be discussed in more detail
in the next section and section 3.6.
3.2. RG Approach to the Parquet Equations
The parquet equations represent a system of coupled Bethe-Salpeter equations,
which include correlations of all many-body channels (cf. Fig. 1.15) and section
3.6). Starting from a completely irreducible ”bare” driving term, the parquet
equations generate all two-body reducible diagrams. By defining formal joining
operators, which generate the particle-particle ladders, particle-hole ladders and
the particle-hole chains, it can be shown that each diagram is indeed generated
exactly once and consequently no double counting occurs [167]. Although a full
3.2. RG Approach to the Parquet Equations 81
d
d
p+
q
2
p
0
+
q
2
p 
q
2
p
0
 
q
2
a
=
a
a
+
a a
Figure 3.5.: The one-loop flow equation used in [170] for the effective four point
vertex aΛ(p,p′). The thick line represents the line which is integrated
out in the corresponding RG step (cf. Fig. 3.2). Diagram taken from
[171].
solution of these equations is still out of range of practical calculations, these
equations provide a non-perturbative starting point for the application of different
approximation schemes.
The Renormalization Group provides a systematic tool for investigating the
parquet equations. The efficacy of this method lies in including many-body cor-
relations by successive momentum shells, whereas all effects from the previous
shells are included in the effective vertices at the certain cutoff scale Λ.
The complexity of the full parquet equations can be reduced considerably, if
the diagrams in the BCS channel are neglected. The resulting system, called
the particle-hole parquet, is equivalent to the induced interaction (see Fig. 3.2).
Schwenk et. al. [124, 170] used the RG approach for the summation of the
particle-hole parquet system to one-loop order (cf. below). In this approxima-
tion, the flow equations for the effective scattering amplitude aΛ(p,p′) and the
quasiparticle interaction fΛ(p,p′) take the following explicit form [94, 170] (cf.
Fig. 3.5):
dfΛ
dΛ
= −aΛdGG
>
ZS′
dΛ
aΛ. (3.4)
daΛ
dΛ
= aΛ
dGG>ZS
dΛ
aΛ +
dfΛ
dΛ
= aΛ
dGG>ZS
dΛ
aΛ − aΛdGG
>
ZS′
dΛ
aΛ, (3.5)
where the same schematic notation as in section 2.3 has been used.
Starting from a bare vacuum interaction Vbare or a low momentum interaction
Vlowk (as done in [170]) for the driving term d, the flow equation sums contribu-
tions to the effective four point vertex aΛ(p,p′) by successively integrating out
the correlation of a momentum shell of width dΛ. One great advantage of this
approach is the fact that the intermediate momenta q in the direct channel and q′
in the exchange channel (cf. Fig. 3.2) are treated on an equal footing. In this way
it is automatically ensured that the scattering amplitude remains antisymmetric
and consequently the Pauli principle is obeyed.
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After the RG has been evolved down to the Fermi surface, the effective four
point vertex a includes correlations of both ph channels. The pp correlations are
accounted for by solving the gap equation in the weak coupling approximation
using the effective vertex a(p,p′) as the interaction kernel. The results (Fig. 3.6)
show a reduction of the BCS gap by a factor ∼ 3 in qualitative agreement with
the results of [158] (cf. Fig. 3.4).
The flow equation (2.29) in the BCS channel problem has a structure similar to
the one-loop flow equation (3.5). However, in the one-channel problem the flow
equation of this form is exact, in the sense that the iteration of the RG equation
solves the Bethe-Salpeter equation in the corresponding channel exactly. In the
coupled channel problem, the situation is much more involved. Here the one-
loop-flow equation (3.5) is only approximate and provides a first order equation
in the expansion parameter Λ
kF
[173, 174], i.e. the one-loop expansion becomes
more and more reliable for smaller cutoffs.
The inclusion of the particle-particle channel into the flow increases the com-
plexity of the problem for two reasons:
• Additional terms appear in the flow equation for the vertex functions due
to the presence of additional channels.
• Due to the presence of the BCS singularity, the transition to the superfluid
phase has to be treated properly, either by bosonization or using Gorkov
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propagators.
In the coupled channel problem the scattering equation in the BCS channel is
schematically of the form:
Γ = Γirr + ΓirrGGΓ. (3.6)
Here Γirr is the irreducible vertex in this channel, which in contrast to the com-
pletely irreducible kernel employed in section 2.5, is scale dependent due to the
contributions of the other channels. Consequently, the flow equation for this
kernel has to be determined from the corresponding Bethe-Salpeter equation (cf.
section 3.6). Hence compared to the problem of section 2.5 new contributions
appear at this point in the flow equation:
dΓ
dΛ
=
dΓirr
dΛ
+
dΓirr
dΛ
GG> Γ + Γirr
dGG>
dΛ
Γ + ΓirrGG>
dΓ
dΛ
. (3.7)
In contrast to eq. (2.17), this flow equation cannot be inverted explicitly and
the practical evaluation of this RG equation becomes more complicated. We will
return to this technical problem in section 3.6.
The renormalization of the irreducible vertex function Γirr also generates addi-
tional contributions to the flow of the (normal and anomalous) self-energies. Here
an important difference to the BCS approximation shows up. At the BCS level
the flow of the vertex ΓΛ is not coupled to the flow of the two-point function, since
the irreducible vertex Γ0 - which is the kernel in the gap equation in the BCS
approximation - remains unchanged during the flow. On the other hand, the flow
of the gap function ∆Λ affects the flow of the vertex function ΓΛ (cf. section 2.5),
leading to the shift of the location of the two-particle threshold (cf. Fig. 2.11).
Hence in this sense, the coupling between the flow equations of the two-point
and four-point functions is only unidirectional. Beyond the BCS approximation
however, the irreducible driving term Γirr in the gap equation becomes scale de-
pendent and the coupling of the flow equation of the two and four-point functions
is bidirectional. We will return to this problem in more detail in section 3.4.
3.3. Self-Energy Corrections
As pointed out in section 3.1, for a systematic study of many-body correlations in
superfluid systems, it is necessary to start with an unperturbed theory, where the
symmetry is broken. Hence one could start from the BCS theory and calculate
many-body effects on top of the BCS state. To avoid double counting, diagrams
included in the BCS approximation are not allowed in the perturbative expansion
around the BCS state. Alternatively, one can explicitly break the symmetry
by decomposing the full Hamiltonian Hˆ , consisting of a kinetic part Tˆ and an
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Figure 3.7.: Dyson equations for the single particle Gorkov propagators. The
propagators G− and F † can be determined by using symmetry rela-
tions. See text.
interaction part Vˆ , in the following way:
Hˆ0 = Tˆ − µNˆ + Uˆ , Hˆ1 = Vˆ − Uˆ (3.8)
with
Tˆ =
∑
k,σ
ξ0k aˆ
†
kσaˆkσ, Uˆ =
∑
k,σ
λkaˆ
†
kσaˆkσ −
∑
k
αk
[
aˆ†k↑aˆ
†
−k↓ + aˆ−k↓aˆk↑
]
. (3.9)
The ”free” Hamiltonian Hˆ0 can easily be diagonalized by a Bogoliubov transfor-
mation (1.17). This leads to the BCS-type bare single particle propagators
G(0)(k, ω) =
(
G
(0)
↑↑ (k, ω) F
(0)
↑↓ (k, ω)
F
(0)†
↓↑ (k, ω) G
(0)−
↓↓ (k, ω)
)
(3.10)
where
G
(0)
↑↑ (k, ω) =
ω + ξ0k + λk
ω2 − [ξ0k + λ2k]2 − α2k
= −G(0)−↓↓ (k,−ω) (3.11)
F
(0)
↑↓ (k, ω) = −
λk
ω2 − [ξ0k + λ2k]2 − α2k
= F
(0)†
↓↑ (k, ω) (3.12)
The values of the parameters λk and αk depend on the choice of the unperturbed
theory. Apart from convergence problems, these parameters can be chosen rather
arbitrarily and the final result is independent of this choice [71].
These parametric self-energy insertions are also included in the self-energy in-
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sertions Σ¯, which appear explicitly as elements in the diagrams in the superfluid
perturbation theory. This self-energy has the same symmetries as the free prop-
agators and is denoted by
Σ¯(k, ω) =
(
Σ¯↑↑(k, ω) ∆¯↑↓(k, ω)
∆¯†↓↑(k, ω) Σ¯
−
↓↓(k, ω)
)
. (3.13)
For homogeneous systems the corresponding full propagator
G(k, ω) =
(
G↑↑(k, ω) F↑↓(k, ω)
F †↓↑(k, ω) G
−
↓↓(k, ω)
)
= G0(k, ω) +G(k, ω)Σ¯(k, ω)G0(k, ω)
(3.14)
obeys F †(k, ω) = F (k, ω) and G−(k, ω) = −G−(k, ω) as in the BCS case. Due
to these symmetry relations it is sufficient to solve the following system (cf. Fig.
3.3):
G↑↑(k) = G
(0)
↑↑ (k)
+G↑↑(k)Σ¯↑↑(k)G
(0)
↑↑ (k) + F↑↓(k)∆¯
†
↓↑(k)G
(0)
↑↑ (k)
+F↑↓(k)Σ¯−↓↓(k)F
(0)†
↓↑ (k) +G↑↑(k)∆¯↑↓(k)F
(0)†
↓↑ (k)
F↑↓(k) = F
(0)
↑↓ (k)
+F↑↓(k)Σ¯−↓↓(k)G
(0)−
↓↓ (k) +G↑↑(k)∆¯↑↓(k)G
(0)−
↓↓ (k)
+G↑↑(k)Σ¯↑↑(k)F
(0)
↑↓ (k) + F↑↓(k)∆¯
†
↓↑(k)F
(0)
↑↓ (k). (3.15)
By using F (0)†(p) = F (0)(p) and ∆¯ = −∆¯†↑↓ = −∆¯↓↑ one obtains as a solution:
G =
1
ξ
[
G(0) + Σ¯−
(
F (0)F (0) −G(0)G(0)−)]
F =
1
ξ
[
F (0) + ∆¯
(
F (0)F (0) −G(0)G(0)−)]
ξ = 1−G(0)Σ¯−G(0)−Σ¯− + 2F (0)∆¯ + (∆¯2 − Σ¯Σ¯−) (F (0)F (0) −G(0)G(0)−) .
(3.16)
Inserting the expressions (3.10) this simplifies to (cf. also [71]):
G(k, ω) =
ω + ξ0k + λk − Σ¯−(k, ω)
ζ(k, ω)
, F (k, ω) =
[αk + ∆¯(k, ω)]
ζ(k, ω)
(3.17)
with
ζ(k, ω) =
[
ω − ξ0k − λk − Σ¯(k, ω)
] [
ω + ξ0k + λk − Σ¯−(k, ω)
]− [αk + ∆¯(k, ω)]2
(3.18)
The self-energy Σ¯ includes effects from the interaction Vˆ and the auxiliary one-
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body operator Uˆ . The one-body operator shifts the self-energies by the parame-
ters λk and αk respectively. Hence one can identify the ”physical” self-energies
by
Σ(k, ω) = λk + Σ¯(k, ω), ∆(k, ω) = αk + ∆¯(k, ω), (3.19)
which leads to a quite natural form of the full propagator G(k, ω). The function
∆(k, ω) is ususally called the generalized gap function.
3.4. Generalized Gap Equation
The generalized gap function can be represented in the form of an integral equa-
tion, the generalized gap equation. As shown by Nozieres [71], this equation can
be derived quite intuitively by analyzing the diagrammatical structure of the self-
energy diagrams generated by variations of the Luttinger-Ward functional Φ[G],
consisting of skeleton diagrams including the full single-particle Greens function
G. In terms of this functional, the effective potential Γ[Ψ,G] of a many-fermion
system can be written in the form [175, 176, 177, 178]:
Γ[Ψ,G] = S0[Ψ] + Tr lnG− Tr[G−10 G− 1] + Φ[Ψ,G]. (3.20)
with Ψ(p) ∈ {ψ(p), ψ∗(p)}. At this point, the propagator G and the field ψ and
ψ∗ are independent quantities and the Φ-functional is the generating functional
of the self-energy Σ:
δΦ[Ψ,G]
δG
≡ Σ[Ψ,G[Ψ]]. (3.21)
The stationary points of the functional with respect to variations of Ψ and G
define the self-consistent equations of motion for Ψ and the exact Greens function
G˜:
δΓ[Ψ,G]
δΨ(p)
∣∣∣∣
Ψ=Ψ˜
= 0,
δΓ[Ψ,G]
δG(p1, p2)
∣∣∣∣
G=G˜
=
δ2Γ[Ψ,G]
δΨ(p1)δΨ(p2)
∣∣∣∣
G=G˜
= 0. (3.22)
The latter one leads to the Dyson-Schwinger equations for the Greens function
at the mean field Ψ, defining the self-consistent one-body propagator G˜:
Γ˜(2)p1,p2[Ψ] = G˜
−1[Ψ](p1, p2] = G−10 (p1, p2)−Σ[Ψ, G˜](p1, p2)
≡ G−10 (p1, p2)− Σ˜[Ψ](p1, p2), (3.23)
where we have introduced a compact notation for theN -point functions Γ˜
(N)
p1,p2,...,pN .
This function is defined by the total number N of external lines, whereas the
number of incoming and outgoing lines are arbitrary. The incoming momenta
are denoted by pi and the outgoing by p˜i. Hence, for example the 4 elements of
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the 2-point function read:
Γ˜(2)p1,p2[Ψ] =
(
δ2Γ˜[Ψ]
δψ∗(p1)δψ(p2)
δ2Γ˜[Ψ]
δψ∗(p1)δψ∗(p2)
δ2Γ˜[Ψ]
δψ(p1)δψ(p2)
δ2Γ˜[Ψ]
δψ(p1)δψ∗(p2)
)
=
(
Γ˜
(2)
p˜1,p2
[Ψ] Γ˜
(2)
p˜1,p˜2
[Ψ]
Γ˜
(2)
p1,p2[Ψ] Γ˜
(2)
p1,p˜2
[Ψ]
)
(3.24)
This matrix is antisymmetric under exchange of two momenta due to the Grass-
mann nature of the fields Ψ.
The 1PI effective action Γ˜[Ψ] is a functional of only the fermion field Ψ, whereas
the propagator is always constrained by the Dyson-equation (3.23):
Γ˜[Ψ] = Γ[Ψ, G˜] (3.25)
Additional variations provide the Bethe-Salpeter equations for the higher vertex
functions describing the fluctuations around the Dyson equations:
Γ˜(3)p1,p2,p3[Ψ] =
δG˜−1[Ψ](p1, p2)
δΨ(p3)
= −
[
δΣ[Ψ,G](p1, p2)
δΨ(p3)
+ Trq,q′
δΣ[Ψ,G](p1, p2)
δG(q, q′)
δG˜[Ψ](q, q′)
δΨ(p3)
]
G=G˜
.
= −Φ˜(3)p1,p2,p3 − Φ˜(4)p1,p2,q,q′G˜(q)G˜(q′)Γ˜
(3)
q,q′,p3
(3.26)
with the irreducible kernels
Φ˜(3)[Ψ] ≡ δΣ[Ψ,G]
δΨ
∣∣∣∣
G=G˜
, Φ˜(4)[Ψ] ≡ δΣ[Ψ,G]
δG
∣∣∣∣
G=G˜
. (3.27)
It should be noted that the Bethe-Salpeter equation is always defined on top of
the Dyson-equation (3.23), i.e. the single particle propagators are always defined
self-consistently by the solution of the Dyson-equation. Hence for the derivation
of these equations, it is usually easier to start from the 1PI effective action, where
the self-consistency on the one-particle propagator level is already incorporated.
Products like Φ˜(4)G˜G˜Γ˜(3) implicitly involve all allowed connections of the internal
lines. In general, the irreducible vertices are defined by
Φ˜(2n)p1,p2,...,p2n−1,p2n =
δnΦ[Ψ,G]
δG(p1, p2)....δG(p2n−1, p2n)
∣∣∣∣
G=G˜
(3.28)
Φ˜(2n+1)p1,p2,...,p2n,p2n+1 =
δ
δΨ(p2n+1)
[
δnΦ[Ψ,G]
δG(p1, p2) · · · δG(p2n−1, p2n)
]∣∣∣∣
G=G˜
, (3.29)
where we have in the exact case δΦ[Ψ,G]
δG(p1,p2)
= δΦ[Ψ,G]
δΨ(p1)δΨ(p2)
. One additional variation
yields the Bethe-Salpeter equation for the four-point vertex:
Γ˜(4)p1,p2,p3,p4 = Φ˜
(4)
p1,p2,p3,p4
+ Trq,q′
[
Φ˜
(4)
p1,p2,q,q′
G˜(q)G˜(q′)Γ˜(4)q,q′,p3,p4
]
, (3.30)
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where all terms, including vertex functions with an odd number of external lines
have been discarded. Since the character of the internal lines in eq. (3.30) is
not fixed (it can be a particle or hole), the definition of reducibility in superfluid
systems is a little bit more subtle than in normal systems, where the different
four point diagrams can be categorized in the following way: If a particle-particle
scattering diagram cannot be disconnected into two parts by cutting two inter-
nal particle lines (or two hole lines), the diagram is said to be irreducible in the
BCS channel. Accordingly, the particle-hole channels ZS and ZS ′ are defined by
the impossibility of dividing the diagram into two pieces by cutting one internal
particle-hole pair, whereas the two different particle-hole channels are discrimi-
nated by the two topologically different particle-hole diagrams (cf. Fig. 1.15).
By contrast, in superfluid systems the nature of the internal and external lines in
such scattering diagrams is arbitrary, so that the classification of diagrams into
different irreducibility channels must rely only on the topology of the diagrams.
We now discuss how the different channels can be defined in a superfluid. Due
to the presence of the condensate, all channels, as defined in the normal system,
couple with each other. In this sense the scattering equation for the 4x4 matrix
Γ˜(4) already includes the contributions of all three channels BCS,ZS and ZS ′
in the limit ∆→ 0 (see. section 1.7). In order to define a scattering equation in
superfluid systems, one has to define at first the ”incoming” and ”outgoing” lines.
This definition is necessary for the formal organization of the diagrams and has
nothing to do with the direction of the external lines since the ”incoming” and
”outgoing” lines each contain particle and hole lines. By this formal fixing of the
initial and final states, one has to define a proper criterion for the construction
of the irreducible vertices. In general four point diagrams in superfluids can be
classified by their topological structure upon cutting any two internal lines (2P
irreducibility). If one labels the four external lines by 1, 2, 3 and 4, any arbitrary
diagram can be either
a) completely 2P irreducible, if the diagram remains connected under cutting
any two internal lines,
b) 2P reducible in the channel [12,34], if the diagram can be cut into two parts,
where the parts containing the external lines (1, 2) and (3, 4) respectively
remain connected,
c) 2P reducible in the channel [13,24],
d) or in the channel [14,23].
Single diagrams reducible in two or all three channels are topologically impossible.
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Φ˜
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3
2
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4
1
4
2
3
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3(4)
4(3)
2
1
4(3)
2
3(4)
1
2
4
1
3
2
4(3)
1
3(4)
2
4(3)
1
3(4)
2
4(3)
1
3(4)
2
4(3)
1
3(4)
2
4
1
3
2
4(3)
1
3(4)
2
4(3)
1
3(4)
2
4(3)
1
3(4)
2
4(3)
1
3(4)
2
4(3)
1
3(4)
Φ˜
(6)
1,2,3,4,5,6
3
5(6)
2
4
6(5)
1
4
5(6)
2
3
6(5)
1
3(4) 4(3)
6
2
5
1
4(3)
5
2
3(4)
6
1
Table 3.1.: Diagrams resulting from variations of the 2PI functional Φ in zero,
one and two loop order. The directions of the fermionic lines are
arbitrary up to particle number conserving constraints at the vertices
of the antisymmetrized bare two point interaction (unfilled circles).
The internal fermion lines represent the full propagator including all
Gorkov components. The resulting 2PI vertices Φ˜(4) are all irreducible
in the channel [12,34] and reducible in the channel [13,24] or [14,23].
Due to the large number of diagrams in two loop order only two
diagrams of the six point vertex are shown.
However, due to the fact that the vertices Φ˜(4) are generated by variations of the
LW functional, it is not difficult to see that all these diagrams are members of the
reducibility classes a), c) or d), i.e. are either completely irreducible or irreducible
in the channel [12,34]. This can either be seen by explicitly calculating the lowest
order diagrams in the loop expansion of Φ (cf. Table 3.1) or by analyzing in
general the structure of the self-energy diagrams with the external labels 1 and 2.
The core of the self-energy consists in general of an arbitrary number of internal
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a) b)
2
1
Σ˜
2
1
Φ˜
Figure 3.8.: Irreducibility of the vertex function Φ˜(4). Due to the skeleton struc-
ture the self-energy contains no diagrams of the type b) and is con-
sequently irreducible in this channel.
fermion lines. If we pick out any one of these, the self-energy can be represented
as shown in Fig. 3.8 a). Due to the skeleton structure of the diagram, this line
must not contain any explicit self-energy insertions as shown in Fig. 3.8 b), which
just formally express that the the vertex Φ˜(4) is irreducible in the channel [12,34]
(cf. also [71]).
The skeleton structure of the self-energy can explicitly be used for the deriva-
tion of the integral equation for the anomalous self-energy, i.e. the generalized
gap function. If a certain diagram for the self-energy in Fig. 3.9 a) contains n
internal F propagators, there must be n-1 F propagators in the same diagram
in order to ensure the overall conservation of particle number. If we select any
one of the n internal F -propagator lines, the contribution of the corresponding
diagram to ∆p can be represented as shown in Fig. 3.9 b). Summing over all
possible choices provides the same diagram n times, once for each selected in-
ternal line. Since this sum of diagrams is by definition obtained by all possible
variations of the anomalous propagators with subsequent closing of the opened
line, the sum can formally be represented by Trq
[
δ∆˜p
δF (q)
F (q)
]
, where ∆˜p denotes
the diagram under consideration contributing to ∆p.
If instead, any internal F † line is singled out, one obtains, in complete analogy
to the argument above, the same diagram n-1 times. By subtracting the results
of the two variation procedures, clearly only the diagram ∆˜p with multiplicity
a) b) c)
p
p
∆
p
p
q
p
p
q
Figure 3.9.: Representations of the gap function after singling out one particular
anomalous propagator in a diagram ∆˜p contributing to the general-
ized gap function ∆p in Fig a).
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= −
p
p
∆
p
p
Φ˜ q
p
p
Φ˜ q
Figure 3.10.: The generalized gap equation (3.31).
one remains. By summing over all diagrams of ∆p and using the definition (3.29)
of the irreducible vertex function Φ˜(4) one finally obtains the generalized gap
equation (cf. also [71]):
∆p ≡ δΦ[G]
δF †(p)
∣∣∣∣
G=G˜
= Trq
[
Φ˜(4)p,q
++
−− F (q)− Φ˜(4)p,q−−−− F †(q)
]
. (3.31)
The lower sign indices denote incoming/outgoing lines (+/−) for the first mo-
mentum and the upper signs the lines of the second momentum, i.e. explicitly
Φ˜
(4)
p,p′
++
−− =
δΦ[G]
δF †(p)δF (p′)
∣∣∣∣
G=G˜
, Φ˜
(4)
p,p′
−−
−− =
δΦ[G]
δF †(p)δF †(p′)
∣∣∣∣
G=G˜
. (3.32)
By using F †(q) = F (q), the gap equation (3.31) can be written in a more explicit
form (cf. Fig. 3.10)
∆(p, ω) =
∫
dω′
2pii
∑
q
[
Φ˜(4)p,q
++
−− − Φ˜(4)p,q−−−−
]
F (q, ω′). (3.33)
This equation clearly reduces to the gap equation (1.15) in the BCS approxi-
mation, when the irreducible vertices Φ˜(4) are replaced by the bare interaction
elements of V (cf. eq. (1.55)) and the internal propagator is replaced by the
BCS-propagator (cf. eq. (1.27)).
The flow equation for the two point function ΓΛ(2) can be derived in complete
analogy to section 2.5 by introducing a cutoff to the intermediate momenta in
eq. (3.23) and taking the derivative:
dΓ˜
Λ(2)
p,p
dΛ
=
dG−10Λ(p)
dΛ
− Trq
[
Φ˜Λ(4)p,p,q,q
dG˜Λ(q)
dΛ
]
= −dRΛ
dΛ
1+ Trq
[
Φ˜Λ(4)p,p,q,qG˜Λ(q)
dΓ˜
Λ(2)
q,q (q)
dΛ
G˜Λ(q)
]
. (3.34)
Hence all components of Γ˜ and Φ˜(4) enter this equation on an equal footing.
From this point, it is not a priori obvious that the derivative of the gap equation
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(3.31), where two components of the irreducible vertex are singled out, provides
an equivalent flow equation. However, it can be shown explicitly that this is
indeed the case. A straightforward application of the derivative with respect to
Λ of eq. (3.31) provides several terms:
d∆p
dΛ
= Trq,q′
[
δ3Φ
δF †p δFqδGq′
Fq
dGq′
dΛ
− δ
3Φ
δF †p δF
†
q δGq′
F †q
dGq′
dΛ
]
+ Trq,q′
[
δ3Φ
δF †p δFqδG−q′
Fq
dG−q′
dΛ
− δ
3Φ
δF †p δF
†
q δG
−
q′
F †q
dG−q′
dΛ
]
+ Trq,q′
[
δ3Φ
δF †p δFqδFq′
Fq
dFq′
dΛ
− δ
3Φ
δF †p δF
†
q δFq′
F †q
dFq′
dΛ
+
δ2Φ
δF †p δFq
dFq
dΛ
]
+ Trq,q′
[
δ3Φ
δF †p δFqδF
†
q′
Fq
dF †q′
dΛ
− δ
3Φ
δF †p δF
†
q δF
†
q′
F †q
dF †q′
dΛ
− δ
2Φ
δF †p δF
†
q
dF †q
dΛ
]
(3.35)
This expression simplifies substantially, if one notes that in every diagram of
the LW functional Φ, the number of the anomalous propagator lines F and F †
have to coincide in order to ensure particle number conservation. If a particular
diagram of Φ includes n of each anomalous propagator the first variation term in
(3.35) provides n×m different diagrams, whereas m is the number of normal G-
lines. All diagrams resulting from variations of the n different F -lines provide the
same contribution since they are re-closed by the term Fq in (3.35). Similarly, the
second term of (3.35) in the first line provides the same n×m diagrams. However
in contrast, here the second variation with respect to F † provides only a factor
n−1. Hence in total in the sum of the first two terms only the natural symmetry
factor of the vertex function n × m = n × n × m − n × (n − 1) × m remains.
The same is true for the second line in (3.35). In the third line one obtains the
equation n× n = n× n× (n− 1)− n× (n− 1)× n + n× n and the fourth line
one obtains n× (n− 1) = n× n× (n− 1)− n× (n− 1)× (n− 2)− n× (n− 1),
which finally leads to
d∆p
dΛ
= Trq
[
δ2Φ
δF †p δGq
dGq
dΛ
+
δ2Φ
δF †p δG−q
dG−q
dΛ
+
δ2Φ
δF †p δFq
dFq
dΛ
+
δ2Φ
δF †p δF
†
q
dF †q
dΛ
]
.
(3.36)
In this form the equation is manifestly equivalent to the anomalous components
of equation (3.34).
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3.5. Comparison to the Exact RG Equations
In the previous section the flow equations of the two and four-point functions
Γ˜Λ(2), Φ˜Λ(4) and Γ˜Λ(4) have been derived by performing the following steps:
• Perform variations of the effective action Γ˜[Ψ] to obtain the equations of
motion for the N -point functions.
• Introduce a cutoff in the intermediate propagators and take the derivative
of the equations of motion, in order to solve the equations by using RG
methods.
By reversing the order of these operations, one obtains the ”exact RG” equation
for the effective action. From this RG equation, all flow equations of the n-point
functions can be derived by successive variations with respect to Ψ. In this section
we will investigate these flow equations for superfluids and show the equivalence
on the exact level for the two-point functions for different schemes. However,
at the level of the four-point functions and for approximate calculations, the
equivalence is not obvious anymore. Thus for practical calculations, the different
formal organizations of the equations can make one scheme preferable compared
to the other.
Usually the cutoff in the free theory is introduced in the exact RG scheme in
the form
G−1Λ0(p) = 1 [p0 + µ− εp − RΛ(p)] , (3.37)
where in the present many-body problem the cutoff function RΛ cuts out low
lying momentum states around the Fermi surface 1 . By this the effective action
and the full propagator G become cutoff dependent functions:
Γ˜Λ[Ψ] = ΓΛ[Ψ, G˜Λ] = S
Λ
0 [Ψ] + Tr ln G˜Λ − Tr[G−1Λ0G˜Λ − 1] + Φ[Ψ, G˜Λ] (3.38)
Due to the stationarity of Γ˜Λ with respect to infinitesimal changes of G˜Λ (cf. eq.
(3.22)), only the explicit variations of GΛ0 contribute to the flow equation of Γ˜Λ:
dΓ˜Λ[Ψ]
dΛ
=
dSΛ0 [Ψ]
dΛ
+ Trq
[
δΓ˜Λ[GΛ,GΛ0]
δG−1Λ0(q)
dG−1Λ0(q)
dΛ
]
(3.39)
=
dSΛ0 [Ψ]
dΛ
+ Trq
[
G˜Λ(q)
dRΛ(q)
dΛ
]
. (3.40)
1As a simple example one could choose
RΛ(p) = p
2
[
1
Θǫ(p− (kF + Λ)) + Θǫ((kF − Λ)− p) − 1
]
with lim
ǫ→0
Θǫ(x) = Θ(x).
This function provides a generalization of the bosonic cutoff function of Morris [179] to
fermionic systems.
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The flow equation of Γ
Λ(4)
p′1,p
′
2,p1,p2
can be calculated in this scheme by successively
taking derivatives with respect to Λ of this flow equation. Note that the kine-
matical constraints must only be imposed after all variations have been done
since additional variations can couple to this propagator and introduce another
external momentum in this function. Using
δ
δΨ(p)
Trq
[
GΛ(q1, q)G
−1
Λ (q, q2)
]
=
δ
δΨ(p)
δ(q1 − q2) = 0 (3.41)
we get
δ
δΨ(p)
GΛ(q1, q2) = −Trq,q′
[
GΛ(q1, q)
(
δ
δΨ(p)
G−1Λ (q, q
′)
)
GΛ(q
′, q2)
]
= −Trq,q′
[
GΛ(q1, q)Γ
Λ (3)
p,q,q′GΛ(q
′, q2)
]
(3.42)
For the one point function one obtains:
dΓ
Λ(1)
p2
dΛ
=
d
dΛ
δSΛ0 [Ψ]
δΨ(p2)
− Trq,q′
[
GΛ(q)Γ
Λ(3)
p2,q,q′
GΛ(q
′)
dRΛ(q
′)
dΛ
]
. (3.43)
Note that the direction of the external line with momentum p2 is not fixed. This
procedure can be iterated up to the 4-point function:
dΓ
Λ (2)
p1,p2
dΛ
=
d
dΛ
δ2SΛ0 [Ψ]
δΨ(p1)δΨ(p2)
− Trq,q′
[
GΛ(q)Γ
Λ (4)
p1,p2,q,q′
GΛ(q
′)
dRΛ(q
′)
dΛ
]
+2 Trq,q′,q′′
[
GΛ(q)Γ
Λ (3)
p1,q,q′
GΛ(q
′)ΓΛ (3)p2,q′,q′′GΛ(q
′′)
dRΛ(q
′′)
dΛ
]
(3.44)
dΓ
Λ (4)
p′1,p
′
2,p1,p2
dΛ
= +2 Trq,q′,q′′
[
−GΛ(q)ΓΛ (4)p′1,p1,q,q′GΛ(q
′)ΓΛ (4)p′2,p2,q′,q′′GΛ(q
′′)
dRΛ(q
′′)
dΛ
+GΛ(q)Γ
Λ (4)
p′2,p1,q,q
′GΛ(q
′)ΓΛ (4)p′1,p2,q′,q′′GΛ(q
′′)
dRΛ(q
′′)
dΛ
+GΛ(q)Γ
Λ (4)
p′1,p
′
2,q,q
′GΛ(q
′)ΓΛ (4)p1,p2,q′,q′′GΛ(q
′′)
dRΛ(q
′′)
dΛ
]
+Trq,q′
[
GΛ(q)Γ
Λ(6)
p′1,p
′
2,p1,p2,q,q
′GΛ(q
′)
dRΛ(q
′)
dΛ
]
, (3.45)
where all vertices with an odd number of external lines have been neglected.
These vertices are vanishing in fermionic systems in the absence of external
sources. The contributions of the higher vertex functions can be obtained in
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Figure 3.11.: Contributing diagrams to the flow of Γ
Λ(4)
p′1,p
′
2,p1,p2
from the 1PI exact
RG equation.
a quite obvious way and the organizational scheme is similar to the Polchinski
equation [135].
From eq. (3.45) it follows that the flow equation for the six-point function
involves diagrams consisting of three four point functions. Hence even if genuine
six-point interactions are neglected, the full reducible six-point vertices acquire
quite complicated contributions from the flow of the four point vertices. This
couples further back to the eight point function etc. Hence one can see that
it is a priori extremely complicated to find a proper truncation scheme for this
hierarchy of equations.
The starting point for the flow of the 2PI vertex function Φ˜(n) is the equation
dΦ[Ψ,G]
dΛ
= 0. (3.46)
This equation is trivially fullfilled since Ψ and G are free variables. Hence the
flow of the 2PI vertices Φ˜(n) results only from the flow of the propagator G˜Λ:
d
dΛ
Φ˜Λ(2n)p1,p2,...,p2n−1,p2n = Trq
[
δn+1Φ[Ψ,G]
δG(p1, p2)...δG(p2n−1, p2n)δG(q)
∣∣∣∣
G=G˜Λ
dG˜Λ(q)
dΛ
]
= Trq
[
Φ˜Λ(2n+2)p1,p2,...,p2n−1,p2n,q,q
dG˜Λ(q)
dΛ
]
. (3.47)
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1PI 2PI
effective action Γ˜[Ψ] = Γ[Ψ, G˜] Γ[Ψ, G]
n-point functions Γ˜(n) = δ
nΓ˜[Ψ]
δΨn
Φ˜(2n) = δ
nΦ[Ψ,G]
δGn
∣∣∣
G=G˜
functional flow dΓ˜[Ψ]
dΛ
= dS0[Ψ]
dΛ
+ Tr
[
G˜dRΛ
dΛ
]
dΦ[Ψ,G]
dΛ
= 0
equations of motion Γ˜(2) = G˜−1 = G−10 − Φ˜(2)
Γ˜(4) = Φ˜(4) + Tr
[
Φ˜(4)G˜G˜Γ˜(4)
]
vertex flow equations dΓ˜
(2)
dΛ
= −dRΛ
dΛ
+ Tr
[
Γ˜(4)G˜G˜dRΛ
dΛ
]
dΦ˜(2)
dΛ
= Tr
[
Φ˜(4) dG˜
dΛ
]
dΓ˜(4)
dΛ
= Tr
[
Γ˜(6)G˜G˜dRΛ
dΛ
]
dΦ˜(4)
dΛ
= Tr
[
Φ˜(6) dG˜
dΛ
]
+Tr
[
Γ˜(4)G˜Γ˜(4)G˜G˜dRΛ
dΛ
]
Table 3.2.: Comparison of the 1PI and 2PI scheme.
By using eq. (3.34) and eq. (3.44) it follows that the flow of the two-point
vertex can be expressed in terms of the 1PI or 2PI four point vertex functions:
dΓ˜
Λ (2)
p,p
dΛ
= −dRΛ(p)
dΛ
− Trq
[
Γ˜Λ(4)p,p,q,qG˜Λ(q)
dRΛ(q)
dΛ
G˜Λ(q)
]
(3.48)
= −dRΛ(p)
dΛ
+ Trq
[
Φ˜Λ(4)p,p,q,qG˜Λ(q)
dΓ˜
Λ(2)
q,q
dΛ
G˜Λ(q)
]
. (3.49)
Obviously, the explicit form of the flow equation for ΓΛ(2) depends on the used
scheme. On the exact level however, one can show the equivalence of these two
equations straightforwardly by using the Bethe-Salpeter equation (3.30) in eq.
(3.48):
dΓ˜
Λ (2)
p,p
dΛ
= −dRΛ
dΛ
− Trq
[
Φ˜Λ(4)p,p,q,qG˜Λ(q)
dRΛ(q)
dΛ
G˜Λ(q)
]
−Trq,q′,q′′
[
Φ˜
Λ(4)
p,p,q,q′G˜Λ(q)G˜Λ(q
′)Γ˜Λ(4)q,q′,q′′,q′′G˜Λ(q
′′)
dRΛ(q
′′)
dΛ
G˜Λ(q
′′)
]
(3.50)
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Figure 3.12.: Graphical representation of equations (3.48) and (3.49). The inter-
nal lines represent full propagators G˜Λ. The shaded crossed circles
represent the function dΓ˜
(2)
dΛ
and the unfilled
dG−1Λ0
dΛ
= −dRΛ
dΛ
By again using eq. (3.48), one can see immediately that the second and the third
term can be expressed by the second term in (3.49). This result was also found
to leading order by Dupuis [180].
Hence on the exact level all flow equations (3.35,3.48,3.49) for the two-point
functions are indeed equivalent. However, for the four-point functions, it is much
more difficult to show the equivalence of the two schemes. By taking the deriva-
tives of the Bethe-Salpeter equation (3.30) we obtain:
dΓ˜
Λ(4)
p1,p2,p3,p4
dΛ
=
dΦ˜
Λ(4)
p1,p2,p3,p4
dΛ
+ Trq,q′
[
dΦ˜
Λ(4)
p1,p2,q,q′
dΛ
G˜Λ(q)G˜Λ(q
′)Γ˜Λ(4)q,q′,p3,p4
]
−Trq,q′
[
Φ˜
Λ(4)
p1,p2,q,q′
dG˜Λ(q)
dΛ
G˜Λ(q
′)Γ˜Λ(4)q,q′,p3,p4
]
−Trq,q′
[
Φ˜
Λ(4)
p1,p2,q,q′
G˜Λ(q)
dG˜Λ(q
′)
dΛ
Γ˜
Λ(4)
q,q′,p3,p4
]
+Trq,q′
[
Φ˜
Λ(4)
p1,p2,q,q′
G˜Λ(q)G˜Λ(q
′)
dΓ˜
Λ(4)
q,q′,p3,p4
dΛ
]
, (3.51)
whereas the flow of the irreducible vertex is according to (3.47) given by
dΦ˜
Λ(4)
p1,p2,p3,p4
dΛ
= Trq
[
Φ˜Λ(6)p1,p2,p3,p4,q,q
dG˜Λ(q)
dΛ
]
. (3.52)
Diagrammatically, eq. (3.52) reconnects the lines in the six point function Φ˜(6)
with the indices (5) and (6) in Tab. 3.1 via the derivative of the propagator and
consequently the diagrams are reducible in the channels [13,24] and [14,23] as is
Φ˜(4). Hence, formally this equation sums the contributions of these two chan-
nels in every RG step, where the contribution of the [12,34] channel is included
via the flow-equation (3.51). If genuine three-body interactions are neglected,
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the coupled system of these flow equations integrate the two-body parquet in a
superfluid (cf. section 3.6).
The connection to the flow equation (3.45) however is very complicated due
to the extremely complex structure of the six point function Γ˜(6). Apart from
contributions of the genuine three-body interaction, this function consists of six-
point diagrams like the one shown in Table 3.1, which are dynamically generated
by the four point functions in the parquet formulation. Due to this coupling the
equivalence of these two flow equations cannot be shown in a straightforward way
as it was possible for the two-point functions and will not be attempted here.
3.6. Parquet Equations in a Superfluid
The calculation of the contributions in the channel [13,24] and [14,23] via eq.
(3.52) is formally quite inconvenient since the explicit calculation of six point
vertices is extremely complicated.
However, if all genuine three body interactions are neglected, these diagrams
can be parametrized in terms of four point vertices. These equations are just the
Parquet equations and represent the coupled system of Bethe-Salpeter equations
for the determination of the full reducible vertex Γ˜(4).
The first equation of this system is just eq. (3.30), which was derived by func-
tional derivative of the Dyson equation. However, it was shown in the previous
section that the other two Bethe-Salpeter equations cannot be derived analo-
gously due to the skeleton structure of the Luttinger functional Φ. Hence these
equations have to be determined diagrammatically. By using the analogy with
normal systems, the equations can be written down in a straightforward way:
Γ˜(4) = Φ˜
(4)
BCS + Tr
[
Φ˜
(4)
BCS
[
G˜G˜
]
BCS
Γ˜(4)
]
(3.53)
= Φ˜
(4)
ZS + Tr
[
Φ˜
(4)
ZS
[
G˜G˜
]
ZS
Γ˜(4)
]
(3.54)
= Φ˜
(4)
ZS′ + Tr
[
Φ˜
(4)
ZS′
[
G˜G˜
]
ZS′
Γ˜(4)
]
, (3.55)
where the momenta have been suppressed for the sake of simple notation. In
order to emphasize the analogy with normal systems we denote in the folowing
the channel [12,34] by BCS, the channel [13,24] by ZS and [14,23] by ZS ′. The
matrix [G˜G˜]α denotes the two-particle propagator which connects the momenta
of the vertices in the corresponding channels (cf. Fig. 3.13).
The derivation of these equations can be done in complete analogy to normal
systems [167], since the topology of the diagrams is exactly the same as in normal
systems and the direction of the arrows of the external and internal lines plays no
role. By using these arguments, it is ensured that all diagrams are only generated
once and no double counting occurs.
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Figure 3.13.: Graphical representation of the Bethe-Salpeter equations (3.53),
(3.54) and (3.55) in a superfluid.
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Figure 3.14.: Graphical representation of the Parquet equations (3.58), (3.59) and
(3.60). The same notation as in Fig. 3.13 is used. The unfilled
circles represent the completely irreducible vertex.
According to the discussion in section 3.4, the full reducible vertex can be
decomposed in the following way:
Γ˜(4) = I+ Γ˜
(4)
BCS + Γ˜
(4)
ZS + Γ˜
(4)
ZS′ (3.56)
where I is the completely irreducible vertex and Γ˜
(4)
α are the reducible vertices in
the channel α, i.e.
Γ˜(4)α = Γ˜
(4) − Φ˜(4)α = Tr
[
Φ˜(4)α
[
G˜G˜
]
α
Γ˜(4)
]
. (3.57)
Consequently, the irreducible vertices are given by the following parquet equations
Φ˜
(4)
BCS = I+ Tr
[
Φ˜
(4)
ZS
[
G˜G˜
]
ZS
Γ˜(4)
]
+ Tr
[
Φ˜
(4)
ZS′
[
G˜G˜
]
ZS′
Γ˜(4)
]
(3.58)
Φ˜
(4)
ZS = I+ Tr
[
Φ˜
(4)
BCS
[
G˜G˜
]
BCS
Γ˜(4)
]
+ Tr
[
Φ˜
(4)
ZS′
[
G˜G˜
]
ZS′
Γ˜(4)
]
(3.59)
Φ˜
(4)
ZS′ = I+ Tr
[
Φ˜
(4)
BCS
[
G˜G˜
]
BCS
Γ˜(4)
]
+ Tr
[
Φ˜
(4)
ZS
[
G˜G˜
]
ZS
Γ˜(4)
]
. (3.60)
Obviously, the full solution of this system is an extremely difficult task and
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still out of range even for lower dimensional systems due to the huge number
of external variables and the very rich and complex analytical structure of the
full four point function. On the other hand, this complexity contains much of
the interesting information about the many-body system like the properties of
the collective modes, scattering amplitudes and bound states. In ref. [169] an
iterative strategy was used to solve the parquet equations in normal systems
for the 2D-Hubbard model in a pseudopotential approximation. However in the
present case the analytical structure (cf. section 1.8) is too complex by far to
expect a convergence in a straightforward iterative approach to these equations.
Instead RGmethods can be used to introduce the fluctuations adiabatically and
ensure in this way that all functions are changing only smoothly with variations
of the scale Λ. In the following, we will indicate a possible strategy to solve these
parquet equations in certain approximations by combining iterative methods with
RG methods.
In order to state the problem in a more compact form, we will restrict our-
selves first to the two channel problem. In this case the parquet equations read
schematically:
Γ(4) = Φ˜
(4)
1 + Φ˜
(4)
1 [GG]1 Γ
(4) = Φ˜
(4)
2 + Φ˜
(4)
2 [GG]2 Γ
(4)
Φ˜
(4)
1 = I + Φ˜
(4)
2 [GG]2 Γ
(4)
Φ˜
(4)
2 = I + Φ˜
(4)
1 [GG]1 Γ
(4), (3.61)
where the same notation as in section 2.3 has been used.
An inversion approach to this coupled system is extremely unpractical (cf.
section 1.10). Instead, we will follow the strategy of sec. 2.5 by introducing
a cutoff function, which suppresses the states around the Fermi surface in the
internal propagators. The resulting flow equations then read:
dΓΛ(4)
dΛ
=
dΦ˜
Λ(4)
1/2
dΛ
+
d
dΛ
[
Φ˜
Λ(4)
1/2 [GG
>]1/2 Γ
Λ(4)
]
dΦ˜
Λ(4)
1
dΛ
=
dΦ˜
Λ(4)
2
dΛ
[GG>]2 Γ
Λ(4) + Φ˜
Λ(4)
2
d [GG>]2
dΛ
ΓΛ(4) + Φ˜
Λ(4)
2 [GG
>]2
dΓΛ(4)
dΛ
dΦ˜
Λ(4)
2
dΛ
=
dΦ˜
Λ(4)
1
dΛ
[GG>]1 Γ
Λ(4) + Φ˜
Λ(4)
1
d [GG>]1
dΛ
ΓΛ(4) + Φ˜
Λ(4)
1 [GG
>]1
dΓΛ(4)
dΛ
(3.62)
By generalizing the arguments of section 2.5, the strategy is as follows:
• At the initial scale Λ = Λ0 →∞ the two-particle propagators in all channels
vanish. Hence one can initialize the flow by:
ΓΛ0(4) = Φ˜
Λ0(4)
1 = Φ˜
Λ0(4)
2 = I (3.63)
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where I is the totally irreducible four point vertex. In general this object
can by itself be very complex as it contains all ”non-planar” diagrams that
cannot be generated by the parquet equations. However, in practice this
vertex is usually approximated by the bare vacuum interaction, i.e. I → V .
• In every RG step the coupled system of flow equations (3.62) has to be
solved. However, since the scale Λ can be changed in arbitrarily small
steps, the vertex functions from the previous iteration step usually provide
a very good starting guess for an iterative solution strategy to this system.
Hence it is quite natural to combine the RG approach with an iterative
techniques in every RG step.
• In most cases, the vertex functions change smoothly with varying cutoff
scale Λ. However, at points where the vertex function starts to develop
pole structures this is no longer the case for all momentum and energy
regions. In these cases, one has to transform the flow equation in such a
way that only slowly varying functions have to be iterated. In the BCS
channel, this was achieved by iterating the inverse vertex in Gorkov space
(cf. section 2.5).
• Ideally, all internal lines in the flow equations are full Greens functions
at scale Λ. Hence in every RG step one has to iterate simultaneously the
four point functions and the two point functions. This in general involves
both, the normal and the anomalous parts (cf. section 3.4). Since the flow
equations of the self-energies involve integrations over four-point vertices at
the current scale, these functions are automatically treated self-consistently,
if these contributions are taken into account in the flow equations.
We will illustrate in this section the practical feasibility of the iterative algo-
rithm, first on the basis of a simpler problem, the one-channel problem of section
1.7. By comparing the results of the two equivalent RG equations
dΓΛ
dΛ
= ΓΛ
dGG
dΛ
ΓΛ (3.64)
dΓΛ
dΛ
= Γ0
dGG
dΛ
ΓΛ + Γ0GG
dΓΛ
dΛ
, (3.65)
we can test the accuracy and practical feasibility of the iterative approach. We
solve the implicit flow equation (3.65) iteratively by using the results of the
previous iteration step as initial guesses in each RG step. The iteration is re-
peated until sufficient convergence has been achieved. In uncritical regions this
is achieved typically after one or two iterations.
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Figure 3.15.: Solutions of the explicit flow equation (3.64) denoted by the lines
and eq. (3.65) denoted by the single data points for the Vlowk inter-
action of N3LO for different CM momenta at kF = 0.6fm
−1. The left
plots show the particle-particle vertex elements Γ11, the right the
matrix elements of the anomalous vertex function Γ14 = Γ41. The
upper row shows the real part below threshold, the middle row the
real part around threshold and the lower row the imaginary parts.
The dotted vertical lines show the two-particle threshold.
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The numerical results of this algorithm are shown in Figure 3.15. As can be
clearly seen the results coincide to a quite high accuracy over most of the energy
regions. Only in the energy region between pole and threshold, the convergence
of the iterative approach is not yet fully under control. The results in this critical
region are missing in Fig. 3.15. However, the general agreement of the results
is quite remarkable and shows that explicit invertibility of the flow equation in
the one-channel case (cf. eq. (2.17)) is merely a technical convenience, but not
absolutely necessary for the practical iteration of the equation. It should be em-
phasized that the quality and speed of the iterative algorithm depends crucially
on the initial guesses for dΓ
dΛ
at each scale. If the initial value is too bad, the con-
vergence slows down substantially or does not converge at all anymore. Hence
the basic feature of the RG framework that all correlations are introduced adia-
batically, is very important for the practical feasibility of this iterative approach.
These results show that the present RG framework is quite flexible and is not
restricted to the one-channel case. As the next step, the iterative algorithm
should be extended to the system (3.62). Altough the system is of course more
complicated than the implicit equation (3.65), the basic structure is essentially
the same. The nice convergence in the present one-channel case indicates that
the same strategy could also work for the coupled system. In this case one would
obtain a non-perturbative method for the systematic inclusion of additional many-
body correlations.
3.7. Partial Wave Coupling
So far only the scattering problem in the 1S0 partial wave has been considered.
However, as was pointed out in section 1.7, in the case of finite CM momenta
P, the two-particle propagator GG always couples different partial waves. Thus
even in the absence of non-diagonal interactions in the l quantum number, the
different partial waves are in general coupled to each other.
This coupling can be implemented in a quite straightforward way. The gen-
eral scattering equation (without many-body channel coupling) in partial wave
representation reads according to section 1.7:
〈k′l′m′|Γ(ω) |klm〉 = 〈k′l′|V |kl〉 δmm′ +
+
∫
dqq2
∑
l1,l2,l3
il1−l3Ωm
′
l1l2l3 〈k′l′|V |ql1〉GGl2(q, P, ω) 〈ql3m′|Γ(ω) |klm〉 ,
(3.66)
where the angular coupling coefficients Ωml1l2l3 obey the following symmetry rela-
tion (cf. the definition (1.63)) Ωml1l2l3 = Ω
m
l3l2l1
. The nonvanishing coefficients for
l ≤ 2 are given in Table 3.3. Partial wave coupling can be taken into account by
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(l1l2l3) (000) (101) (202) (110) (220) (112) (121) (222)
Ω0l1l2l3
2
pi
2
pi
2
pi
√
12
pi
√
20
pi
√
48√
5pi
4
pi
20
7pi
Ω1l1l2l3 0
2
pi
2
pi
0 0 6√
5pi
− 2
pi
10
7pi
Ω2l1l2l3 0 0
2
pi
0 0 0 0 − 20
7pi
Table 3.3.: The lowest order angular coupling coefficients Ωml1l2l3.
defining the following matrices
〈k′| Γ¯m(ω) |k〉 =
 〈k′0|Γm(ω) |k0〉 〈k′0|Γm(ω) |k1〉 〈k′0|Γm(ω) |k2〉〈k′1|Γm(ω) |k0〉 〈k′1|Γm(ω) |k1〉 〈k′1|Γm(ω) |k2〉
〈k′2|Γm(ω) |k0〉 〈k′2|Γm(ω) |k1〉 〈k′2|Γm(ω) |k2〉

〈k′| V¯ |k〉 =
 〈k′0|V |k0〉 〈k′0|V |k1〉 〈k′0|V |k2〉〈k′1|V |k0〉 〈k′1|V |k1〉 〈k′1|V |k2〉
〈k′2|V |k0〉 〈k′2|V |k1〉 〈k′2|V |k2〉

GG(q, P, ω) =
 Ωm000GG0 −iΩm011GG1 Ωm022GG2+iΩm110GG1 Ωm101GG0 −iΩm112GG1
Ωm220GG2 +iΩ
m
211GG1 Ω
m
202GG0
 (3.67)
In terms of these matrices the coupled system (3.66) for l ≤ 2 can be written
in a compact form
〈k′| Γ¯m(ω) |k〉 = 〈k′| V¯ |k〉+
∫
q2dq 〈k′| V¯ |q〉GG(q, P, ω) 〈q| Γ¯m(ω) |k〉 (3.68)
The corresponding flow equation in complete analogy to eq. (2.29) reads:
d
dΛ
〈k′| Γ¯mΛ (ω) |k〉 =
d
dΛ′
[∫
q2dq 〈k′| Γ¯mΛ (ω) |q〉GG
Λ′
(q, P, ω) 〈q| Γ¯mΛ (ω) |k〉
]
Λ′=Λ
.
(3.69)
At this point, we will not explicitly iterate this equation, but restrict ourselves
to a instructive discussion of the basic properties of the elements of Γ¯. In order
to keep the following discussion as simple as possible, we assume that a non-
vanishing gap in the partial wave l = 0 is sufficient to stabilize all other channels
with attractive interactions. According to the discussion of section 1.8, there
should be a Goldstone excitation in the channel with the quantum numbers of
the condensate, i.e. in this case l = 0.
To see this more explicitly we will take the simple separable interaction V∗0
as the dominant attractive S-wave interaction, which leads to the formation of
the gap ∆0p. In order to avoid technical problems, we take the single particle
energies ξ˜p as given by ∆
0
p and consider the case of a weak attractive (left plot
in Fig. 3.16) and a repulsive interaction (right plot) in higher partial waves. In
both cases, the vertex function shows the typical singular behaviour around the
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Figure 3.16.: Illustration of the properties of the vertex function for the separable
model V∗ (cf. eq. (1.83)) for attractive (left, λ∗ = −2 fm) and
repulsive (right, λ∗ = +1 fm) partial waves. The vertical dotted
lines show the two-particle threshold 2 ∆l=0. See main text.
threshold in back-to-back kinematics. This feature is not visible in the left plot
in Fig. 3.16 due to the large scaling on the ordinate. Below threshold the vertex
function Γ in the attractive channel still contains a pole structure, whereas for
a repulsive interaction the vertex function behaves perfectly regular. This pole
however corresponds to a massive collective excitation with the minimal energy
ωmin (cf. Fig. 3.16 and Fig. 3.17).
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Figure 3.17.: Collective excitation spectrum in an attractive higher partial wave
channel (λ∗=−2 fm). In contrast to the Goldstone excitation (cf.
Fig. 1.18), this collective excitation is massive with the energy offset
ωmin. See text.
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4. Conclusions and Outlook
In the present work we have studied superfluid neutron matter at zero tem-
perature in the framework of the Renormalization Group. We computed the
in-medium four point vertex and the self-energy in the BCS approximation by
successive mode elimination. By solving the one-channel flow equation, we can
to high accuracy reproduce the results for simple interaction models, where the
problem can be solved explicitly. Additionally, the RG algorithm was also applied
to realistic NN interactions. However in contrast to the explicit results, the RG
framework is much more general and can naturally be extended to approximations
beyond the BCS level.
The key problem in RG approaches to fermionic superfluids consists of a proper
treatment of the pairing correlations. During the RG flow, these correlations are
successively integrated out as the cutoff scale Λ approaches the Fermi surface.
From a certain scale Λ′ on, the gap function starts dynamically to develop a
non-zero value and the normal ground state, where the RG flow is initialized, is
no more the true ground state of the system. In the present work we obtain a
controlled flow into the new phase by explicitly breaking the symmetry at the
beginning of the flow by a very small amount. By this, we allow the system to
remain in the true ground state, whereas without explicit symmetry breaking, the
flow becomes singular when the scale approaches the inverse coorelation length
of the Cooper-pair wave function Λ ∼ 1
ξ
∼ ∆
vf
.
The RG approach has several conceptual and technical advantages:
• In general, the scattering equation for the four-point vertex possesses a
complicated pole structure. Thus from the practical point of view, it is
convenient, to avoid the computation of inverse matrices as far as possible.
In the RG approach, this can be fully achieved in the one-channel problem.
In this case, the flow equation takes an explicit form and the problem of
solving a multi-dimensional integral equation can be transformed into the
problem of solving a differential equation and evaluating multi-dimensional
integrals.
• The flow of the two-point functions and the four point functions are in
general coupled with to other. By this it is ensured that the self-energy
functions are self-consistent at every cutoff scale.
• The RG scheme can be extended to include contributions of additional
many-body channels, in order to take polarisation effects into account.
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• Since the correlations in the system are successively integrated out, the
stability and the accuracy of the numerical algorithm can be checked in
every RG step. This will be especially useful in the multi-channel case.
• The complexity of the many-body calculation can be reduced substantially
if only the dominant low lying modes around the Fermi surface are treated
explicitly. The other modes can be integrated out by performing a RG
mode elimination in vacuum.
As long as the matrix elements of the vertex function change smoothly dur-
ing the flow, the iteration of the flow equation is in principle straightforward.
However, the vertex function also possesses a characteristic pole structure which
contains much of the physics. It is quite clear that the evolution of such singu-
lar matrix elements requires particular care in order to keep the numerics under
control. In the present work, we resolve this problem by transforming the flow
equation in such a way that only smoothly varying functions have to be iterated.
By inverting the transformation after the RG iteration we obtain results, which
lie on top of the exact results for the schematic model also close to the singular-
ities. Thus even in the presence of poles, the RG turns out to be a flexible tool
for a systematic investigation of many-body physics.
In order to minimize the complexity of the many-body problem for realistic
interactions, it is highly convenient to first perform a vacuum mode elimination.
By this we can optimize the size of the effective many-body Hilbert space, so
that only the dominant modes around the Fermi surface are treated explicitly in
the many-body calculation. Apart from the technical convenience, one can also,
by using this procedure, study the cutoff dependence of the gap function and
importance of three-body forces in a certain partial wave by this procedure.
It turns out that the 1S0 superfluid pairing gap in the BCS approximation
is practically independent of the choice of NN interaction, and therefore well
constrained by the NN phase shifts. This includes a very weak cutoff dependence
with low-momentum interactions Vlow k for sharp or sufficiently narrow smooth
regulators with Λ > 1.6 fm−1. For lower densities, it is possible to lower the
cutoff further to Λ > 1.2kF. Furthermore, the pairing gap clearly reflects the
charge dependence of nuclear interactions. Consequently, the uncertainties in 1S0
superfluidity are due to an approximate treatment of induced interactions and
dispersion effects, which go beyond the BCS level, as well as being due to 3N
interactions. The weak cutoff dependence indicates that, in the 1S0 channel, the
contribution of 3N interactions is small at the BCS level. Additional insights
will come from an investigation of the cutoff dependence of 3S1–
3D1 superfluidity,
where the 3N interactions may play an important role.
As the cutoff independence of the 1S0 pairing gap at BCS level already sug-
gests, the high momentum modes are blind to the presence of a Fermi surface.
We also verified this picture by explicit calculation, comparing the final results of
the in-medium RG algorithm starting from a bare interaction (with an intrinsic
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cutoff of several GeV) with the results of the corresponding low momentum in-
teraction. The final results of the in-medium scattering amplitude are essentially
indistinguishable.
So far the numerical calculations in the RG scheme are restricted to the BCS
approximation. We solved the flow equations for different realistic interaction
models in the 1S0 channel thereby retaining the full momentum and energy de-
pendence of the scattering amplitude and found remarkable agreement for differ-
ent interaction models. Hence we conclude that in the BCS approximation the
matrix elements of the in-medium scattering amplitude are highly constrained by
vacuum scattering phase shifts.
However at the present state of implementation the results should be considered
more as a benchmark, showing the practical feasibility of the RG approach to
superfluid systems. For more realistic calculations, additional effects have to be
taken into account (cf. e.g. [6]), namely:
• Coupling of partial waves: This is technically straightforward to implement.
The dimension of the objects appearing in the flow equation is higher, which
in turn leads to an increase of the required computing time.
• Self energy effects: Beside the anomalous self-energy that is already treated
in the present scheme, also the flow of the normal self-energy has to be
included self-consistently.
• Many-body channels: The inclusion of additional many-body channels is
technically not straightforward, since the flow equation cannot be inverted
explicitly anymore. Instead, one has to solve a coupled system of implicit
flow equations. A first step towards a full treatment of this problem has
been achieved in the present work by showing that the one-channel flow
equation can also be solved iteratively without making use of the particular
simplifications of the one-channel problem. Principally the application of
this technique to the general case has the potential to treat several channel
simultaneously in a non-perturbative way.
Hence a lot of work remains to be done. Nevertheless, the basic approach is a
promising starting point for a systematic microscopic investigation of superfluid-
ity in strongly interacting Fermi systems including the effects listed above. Since
they are all introduced systematically during the flow, they can all be treated
in principle on an equal footing. Moreover, due to the generality of the scheme,
the algorithm can in principle also be applied to other strongly correlated system
like superconducting quark matter or superfluid 3He. Although the present RG
scheme is set up for the treatment of superfluid systems, also normal Fermi liquids
can be treated. In this case, the number of flow equations is reduced substantially
due to the absence of the anomalous components. Furthermore, the iteration of
the equation simplifies due to the absence of the Goldstone poles.
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The importance of polarization contributions to the pairing interaction due
to spin-fluctuations was first pointed out by Berk and Schrieffer [7]. Further-
more, Anderson and Brinkman [8] showed that on the one hand in s-waves the
spin-wave contribution is repulsive, which may lead to a complete suppression of
superfluidity. On the other hand, in p-waves the corresponding contribution is
attractive and tends to stabilize the Anderson-Morel phase (”A”-phase) [181] of
liquid 3He. Similar mechanisms can be important in nuclear systems at densities,
where spin-singlet and triplet pairing may appear simultaneously. Particularly
in the presence of several competing instabilities in a system, a consistent treat-
ment of such effects is absolutely crucial, since the interplay between different
correlations effects influences the formation of the different condensates. Since
the symmetry breaking occurs dynamically during the flow in the present scheme,
the system can ”choose” by itself the favoured ground state. By this, the present
RG framework is also applicable to systems, where a priori it is not clear, which
phase is actually energetically preferred. Moreover we stress that the RG ap-
proach outlined in this thesis does not, as discussed in the introduction, depend
on the separation of energy scales that forms the basis for the standard theory of
superfluid Fermi liquids.
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A. Appendix
A.1. Numerical Evaluation of the Flow Equation
The problem of evaluating flow equations like (2.29) can be expressed formally
as1
X(ω˜) =
d
dΛ
∫ qmax
0
dq
∫ 1
0
dx
f1(ω˜, q, x)
f2(ω˜, q, x)± iδ
=
d
dΛ
∫
dqdx
[
P f1(ω˜, q, x)
f2(ω˜, q, x)
∓ ipif1(ω˜, q, x)δ(f2(ω˜, q, x))
]
≡ XRe(ω˜)∓ ipiXIm(ω˜), (A.1)
where ω˜ denotes all external parameters ω, P , Λ etc. and f1 and f2 are regular
functions.
Note that for a Cauchy principal-value integral the derivative and integral
operations do in general not commute. However, for a proper evaluation of the
flow equation it is of highly practical convenience to apply the derivative directly
to the integrand, i.e. commute the integral operation with the derivative. For
this, it is necessary to regularize the integrand at the pole positions.
For this we define the root lines at fixed x by q∗i , i.e.
f2(ω˜, q
∗
i (ω˜, x), x) = 0. (A.2)
Typically, this equation has zero, one or two solutions. At the ”critical” point
q∗(x∗) = q∗, where both poles coincide q∗ = q∗1 → q∗2, the function f2 and the first
derivative are vanishing and we have:
f2(ω˜, q ≈ q∗, x ≈ x∗) ∼ a(x− x∗) + b(q − q∗)2 (A.3)
with
a = ∂xf2(ω˜, q
∗, x∗), b =
1
2
∂2q f2(ω˜, q
∗, x∗),
Consequently, the radial integral in XRe(ω˜) behaves, depending on the sign of
1We restrict the angular integral to positive x for the sake of simplicity. The integration area
x ∈ [−1, 0] can be done in complete analogy.
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a(x− x∗)/b, like
lim
x→x∗
∫
dq
1
a(x− x∗) + b(q − q∗)2 ∼
{
1√
a(x−x∗)/b for a(x− x
∗)/b > 0
finite for a(x− x∗)/b < 0 (A.4)
Hence in the case of x∗ ∈ [0, 1] we have to split the integration area for the
calculation of XRe:
X
|x∗|<1
Re (ω˜) =
d
dΛ
[
P
∫ x∗
0
dx
∫
dq
f1(ω˜, q, x)
f2(ω˜, q, x)
+ P
∫ 1
x∗
dx
∫
dq
f1(ω˜, q, x)
f2(ω˜, q, x)
]
= X1Re +X
2
Re (A.5)
In the first term the radial integral contains two poles, whereas the angular
integrand remains regular. The poles can be regularized by subtraction:
X1Re =
d
dΛ
∫ x∗
0
dx
∫
dq
[
f1(ω˜, q, x)
f2(ω˜, q, x)
−
∑
i
f1(ω˜, q
∗
i (ω˜, x), x)
∂qf2(ω˜, q∗i (ω˜, x), x)(q − q∗i (ω˜, x))
]
+
+
d
dΛ
∫ x∗
0
dx
N∑
i=1
f1(ω˜, q
∗
i (ω˜, x), x)
∂qf2(ω˜, q
∗
i (ω˜, x), x)
log
∣∣∣∣qmax − q∗i (ω˜, x)q∗i (ω˜, x)
∣∣∣∣ (A.6)
Now the integral is regular and the derivative can be applied to the integrand. The
radial integral in X2Re contains no poles, whereas the angular integrand shows up
an integrable square root singularity when x is approaching x∗. This singularity
can be treated numerically by a transformation of variables y = 2
√
x− x∗. Thus
we have in total
X
|x∗|<1
Re (ω˜) = P
∫ x∗
0
dx
d
dΛ
∫
dq
f1(ω˜, q, x)
f2(ω˜, q, x)
+
1
2
∫ 2√1−x∗
0
dy
∫
dq
d
dΛ
[
y
f1(ω˜, q, y
2/4 + x∗)
f2(ω˜, q, y2/4 + x∗)
]
+
dx∗
dΛ
[
P
∫
dq
f1(ω˜, q, x
∗)
f2(ω˜, q, x∗ − η) −
∫
dq
f1(ω˜, q, 1)
f2(ω˜, q, 1)
]
(A.7)
with η → 0. In the case x /∈ [0, 1] the evaluation simplfies since essentially only
the term X1Re has to be calculated. Below threshold no poles appear and the
evaluation poses no problems apart from the region around the Goldstone boson
(cf. sect. 2.5).
In contrast, the radial integral in XIm(ω˜) behaves like
lim
x→x∗
∫
dqδ(f2(ω˜, q → q∗, x→ x∗) ∼
{
1√
a(x∗−x)/b for a(x− x
∗)/b < 0
0 for a(x− x∗)/b > 0 (A.8)
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Hence we get for x∗ /∈ [0, 1]:
X
|x∗|>1
Im (ω˜) =
∫
dx
∫
dq
d
dΛ
[f1(q, x, ω˜)δ(f2(q, x, ω˜))]
=
∫
dx
N∑
i=1
∂Λf1(q, x, ω˜)− ∂q
[
f1(q, x, ω˜)
∂Λf2(q,x,ω˜)
∂qf2(q,x,ω˜)
]
|∂qf2(q, x, ω˜)|

q=q∗i (x,ω˜)
.(A 9)
However, for x∗ ∈ [0, 1] the derivative does not commute with the integrals. By
introducing a new variable y = 2
√
x∗ − x we have
X
|x∗|<1
Im (ω˜) =
1
2
d
dΛ
∫ 2√x∗
0
dy
∫
dq
[
f1(q, x
∗ − y2/4, ω˜)δ(f2(q, x∗ − y2/4, ω˜))
]
.
(A.10)
This derivative can be evaluated analogously to (A.9), the only difference being
that addional derivatives appear due to the Λ-dependence of x∗ (cf. eq. A.7).
A.2. Particle-Hole Interaction
The central nucleon-nucleon interaction in neutron matter is of the form
V (k σ,k′ σ′) = f(k,k′) + g(k,k′)σ · σ′ (A.11)
The particle-hole matrix elements read〈
k′|V S=0ph |k
〉
= 2f(k,k′)〈
k′|V S=1ph |k
〉
= 2g(k,k′). (A.12)
For a given nucleon-nucleon interaction 〈k1Sms|VNN |k2Sms〉 non-central terms
are also included. The central contributions can be projected out by [182]
f(k1,k2) =
1
4
∑
S,ms
〈k1Sms| VNN |k2Sms〉
g(k1,k2) =
1
4
[
1
3
∑
ms
〈k11ms|VNN |k21ms〉 − 〈k100|VNN |k200〉
]
(A.13)
By inserting two set of states
〈k1Sms| VNN |k2Sms〉
= (4pi)2
∑
l,m,m′,J,M
〈k1|lm′〉 〈lm′Sms|JM〉 〈k1|V JlS |k2〉 〈JM |lmSms〉 〈lm|k2〉
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and using the Clebsch-Gordan relations
〈j1m1j2m2|j3m3〉 = (−1)j2+m2
√
2j3 + 1
2j1 + 1
〈j2 −m2j3m3|j1m1〉
and ∑
m1,m2
〈JM |j1m1j2m2〉 〈j1m1j2m2|J ′M ′〉 = δJJ ′δMM ′
all sums over the m-quantum numbers can be performed and we find:
f(k1,k2) = pi
∑
S,l,J
(2J + 1)Pl(cos θk1k2) 〈k1|V JlS |k2〉
g(k1,k2) = pi
∑
S,l,J
(2J + 1)Pl(cos θk1k2)
[
1
3
〈k1|V Jl1 |k2〉 − 〈k1| V Jl0 |k2〉
]
.
(A.14)
Consequently, the spin-singlet particle-hole interactions in partial wave l reads:
V ±,S=0l (q1, q2) =
1
2
1
(4pi)2
∫
dΩq1q2Pl(cos θq1q2)f
[
q1 ± q2
2
,
q1 ± q2
2
]
=
1
16
∫ 1
−1
dxPl(x)
∑
S′,l′,J ′
(2J ′ + 1)
〈
q′±
2
∣∣∣∣V J ′l′S′ ∣∣∣∣q′±2
〉
(A.15)
with
q′± = |q1 ± q2| =
√
q21 + q
2
2 ± 2q1q2x.
A.3. Flow Equations in Vacuum
The low-momentum Lippmann-Schwinger equation in a certain partial wave reads
〈k′| T (ω) |k〉 = 〈k′|V Λ |k〉+ 2
pi
P
∫
q2dq 〈k′|V Λ |q〉 f(q,Λ)
ω − q2 〈q|T (ω) |k〉 . (A.16)
Here, f(q,Λ) is a cutoff function that cuts out the high lying momentum states.
Simple examples would be f(q,Λ) = Θ(Λ − k) as a sharp cutoff or f(q,Λ) =
1
e(q−Λ)/c+1
for a smooth cutoff function with width c.
The transition operator T and the interaction V Λ are as usual [72] connected via
the relation Tˆ (k2) |k〉 = Vˆ Λ ∣∣χΛk 〉 with HˆΛ ∣∣χΛk 〉 = k2 ∣∣χΛk 〉 [72], where Hˆ is the
full effective Hamilton operator, |k〉 the free plane wave states and ∣∣χΛk 〉 are the
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outgoing scattering states:
∣∣χΛk 〉 = |k〉+ 2pi
∫
q2dq
f(q,Λ) 〈q|T (k2) |k〉
k2 − q2 + iη |k〉 ,
2
pi
P
∫
dqq2
∣∣χΛq 〉 〈χΛq ∣∣ = 1
(A.17)
If the energy ω is off-shell, i.e. independent of any momentum, the requirement
d
dΛ
〈k′|T (ω) |k〉 = 0 leads to
d
dΛ
〈k′|V Λ |k〉 = −2
pi
∫
q2dq
(
df(q,Λ)
dΛ
)
〈k′| V Λ |q〉 1
ω − q2 〈q| V
Λ |k〉
. (A.18)
This prescription provides an energy dependent low-momentum effective interac-
tion V Λ.
However, not actually all elements but only the diagonal on-shell elements
〈k|T (k2) |k〉 are constrained by experiment. The invariance of these elements
can be achieved by imposing the invariance conditions to the half-on-shell matrix
elements:
(1) :
d
dΛ
〈k′|T (k2) |k〉 = 0, (2) : d
dΛ
〈k′|T (k′2) |k〉 = 0 (A.19)
Both resulting effective interactions preserve the full on-shell scattering data but
are in general not hermitian. Hermiticity can be achieved by adding the two
resulting flow equations each weighted by a factor of 1/2.
In order to see how this works in detail let us impose condition (1). This leads
to
P
∫
q2dq
(
d
dΛ
〈k′|V Λ |q〉
)〈
q|χΛk
〉
=
= −
∫
dq
q2
k2 − q2
(
d
dΛ
f(q,Λ)
)
〈k′| V Λ |q〉 〈q|V Λ ∣∣χΛk 〉 (A.20)
Multiplying both sides with 〈χk|k′′〉 and integrating over k we obtain:
d
dΛ
〈k′|V Λ |k〉 = − 4
pi2
P
∫
dq q2
∫
dq′ q′2 〈k′|V Λ |q〉 〈q|V Λ ∣∣χΛq′〉 df(q,Λ)dΛq′2 − q2 〈χΛq′ |k〉 ,
(A.21)
where we have renamed some momenta. Note that due to the momentum de-
pendence of the propagator denominator on the momentum q′, the integral over
q′ gives not simply a unit matrix like in the off-shell case above, but rather the
spectral representation of the full propagator:
GˆΛ(ω) =
1
ω − HˆΛ =
2
pi
∫
q′2dq′
∣∣χΛq′〉 1ω − q′2 〈χΛq′∣∣ . (A.22)
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Finally using Vˆ ΛGˆΛ(ω) = Tˆ (ω) 1
ω−Hˆ0 , we obtain
d
dΛ
〈k′|V Λ |k〉 = −2
pi
∫
dq
q2
k2 − q2
(
d
dΛ
f(q,Λ)
)
〈k′| V Λ |q〉 〈q| T (q2) |k〉 (A.23)
for the flow equation. Note that on the right hand side a left half-on-shell T-
Matrix appears, which is in general not invariant under this flow equation and
has to be recomputed in every RG step.
Clearly, the initial and final momenta k and k′ are not treated on an equal
footing in (A.23). Consequently, the effective interaction V Λ is in general non-
hermitian. The hermiticity can be restored as mentioned above by combining eq.
(A.23) with the analogous flow equation for left half-on-shell T-Matrix elements.
This equation can be derived in complete analogy, with the result:
d
dΛ
〈k′| V Λ |k〉 = −2
pi
∫
dq
q2
k′2 − q2
(
d
dΛ
f(q,Λ)
)
〈k′|T (q2) |q〉 〈q| V Λ |k〉 . (A.24)
Clearly both equations (A.23) and (A.24) leave the full on-shell elements invariant
and consequently (2.14) provides a hermitian low momentum effective interaction,
that is phase shift equivalent to the original interaction.
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