Abslracl-This paper discusses distributed coding of two correlated video signals. The video signals are captured from a dynamic scene where each signal is temporally decorrelated by a motion-compensated Haar wavelet. The two cameras operate independently, however, the central decoder is able to exploit the coded information from all cameras to achieve the best reconstruction of the correlated video signa1s. The coding system utilizes nested lattice codes for the transform coefficients and exploits side information at the decoder. The efficiency of the de.
independently, however, the central decoder is able to exploit the coded information from all cameras to achieve the best reconstruction of the correlated video signa1s. The coding system utilizes nested lattice codes for the transform coefficients and exploits side information at the decoder. The efficiency of the de.
coder is improved by disparity compensation of one lideo signa1.
When compared to decoding without side information, decoding of the quantized transform coefficients with side information reduces the bit·rate of our test sequence by up to 5 %. Further, we observe bit· rate savings of up to 8% with disparity compensation at the decoder and decoding of transform coefficients with side information.
I. INTRODUCTION
Scene infonnation that is acquired by more than one sensor can be coded efficiently if the correlation among sensor signals is exploited. In one possible compression scenario, encoders of the sensor signals are connected and compress the sensor signals jointly. In an alternative compression scenario, each encoder operates independently but relies on a joint decoding unit that receives all coded sensor signals. This is also known as distributed source coding. A special case of this scenario is source coding with side information. Wyner and Ziv showed that for certain cases the encoder does not need the side infonnation to which the decoder has access to achieve the rate-distortion bound [1] .
Examples of applied research on distributed source coding are enhancing analog image transmission systems using digital side information [2] , Wyner-Ziv coding of inter-pictures in video sequences [3] , and distributed compression of light field images [4] . This paper discusses a distributed source coding scenario where the sensors are video cameras that capture a dynamic scene. The video signals are encoded with a motion compensated lifted wavelet transform which approximates the motion-compensated temporal Karhunen·Loeve transform for video signals [5] . The distributed video coding scheme em ploys nested lattice codes and considers disparity-compensated video side infonnatjon at the decoder.
The paper is organized as follows: Section II outlines our distributed coding scheme for dynamic scenes. We discuss the used motion-compensated temporal transform, the coset encoding of transform coefficients with nested lattice codes, decoding with side information, and enhancing the side in formation by disparity compensation. Section III provides experimental rate-distortion results for decoding of video sig nals with side information. Moreover, it discusses the relation between the level of temporal decorrelation and the efficiency of decoding with side information.
II. DISTRIBUTED CODING SCHEME Haar wavelet with motion-compensated lifting steps. The even frames of the video sequence S2k are used to predict the odd frames s2k+l with the estimated motion vector d2k,2k+l' The prediction step is followed by an update step which uses the negative motion vector as an approximation. We use a block size of 16 x 16 and half-pel accurate motion compensation with bi-linear interpolation in the prediction step and select the motion vectors such that they minimize a Lagrangian cost function based on the squared error in the high-band hk.
Additional scaling factors in low-and high-band are necessary to normalize the transform. 
B. Nested Lattice Codes for Transform Coeffidems
The 8 x 8 DCT coefficients of EncodeI' 2 are represented by a I-dimensional nested lattice code [6] . Further, we construct cosels in a memoryless fashion [7] .
• 0 For weakly correlated coefficients, a higher transmission rate has to be chosen.
Adapting the transmission rate to the actual correlation is accomplished with nested lattice codes [6] . The idea of nested lattices is, roughly, to generate diluted versions of the original coset code. As we use uniform scalar quantization, we consider the I-dimensional lattice. The binary representation of the quantized transfonn coeffi cients determines its coset representation in the nested lattice.
If the transmission rate for a coefficient is Rrx = j.!, then the 11 least significant bilS of the binary representation determine the v-th coset CjJ,v' For highly correlated coefficients, the number of requiredl cosets and, hence, the transmission rate is small. To achieve efficient entropy coding of the binary representation of all 64 transform coeffi cients, we define bit planes. Each bit-plane is run-length encoded and transmitted to Decoder 2 upon request.
C. Decoding with Side Information
At Encoder 2, �he quantized transform coefficients are represented with 10 bit-planes, where 9 are used for encoding the absolute value, hnd one is used for the sign. Encoder 2 is able to provides th� full bit-planes, independent of any side information at the Decoder 2. Encoder 2 is also able to receive a bit-plane mask to l weight the current bit-plane. The masked bit-plane is run-length encoded and transmitted to Decoder 2.
Given the side information at Decoder 2, masked bit-planes are requested from Encoder 2. For that, Decoder 2 sets the bit plane mask to indicate the bits that are required from Encoder 2. Dependent on the received bit-plane mask, Encoder 2 transmits the weighted bit-plane utilizing run-length encoding.
Decoder 2 attempt� to decode the already received bit-planes with the given side information. In case of decoding error, where the number of casets as well as the minimum Euclidean distance increases exponentially.
D. Disparity-Compensated Side Information
To improve the efficiency of Decoder 2, the side information from Decoder 1 is disparity compensated in the image domain.
If the camera positions are unknown, the coding system esti mates the disparity infonnation from sample frames. During this calibration process, the side information for Decoder 2 is less correlated and Encoder 2 has to transmit at a higher bit rate. Our system utilizes block-based estimates of the dis parity val ues which are c onstant for all corresponding image pairs in the stereoscopic sequence. We estimate the disparity from the first pair of images in the sequences. The right image is sub divided horizontally into 4 segments and vertically into 6 seg ments. For each of the 24 blocks in the right image, we estimate half-pel accurate disparity vectors. Intensity values for half-pel positions are obtained by bilinear interpolation.
Assuming that the camera positions are unaltered in time, the disparity information is used in the image domain t o improve the side infonnation in the transform domain.
III. EXPERIMENTAL RESULTS
For the ex periments, we select the stereoscopic MPEG-4
sequences Funfair and Tunnel in QCIF resolution. We divide each view with 224 frames at 30 fps into groups of K = 32
pictures. The GOPs of the left view are enco ded with Encoder Figs. 5 and 6 show the luminance PSNR over the total bit-rate of the distributed codec Encoder 2 for the sequences Funfair 2 and TUllnel 2, respectively. The sequences are the right views of the stereoscopic sequences. The rate-distortion points are obtained by varying the quantization parameter for the nested lattice in Encoder 2. When compared to decod ing without side information, decoding with coefficient side information reduces the bit-rate of Funjair 2 by up to 5% and that of Tunnel 2 by up to 8%. Decoding with disparity compensated side information reduces the bit-rate of FunJair 2 by up to 8%. The block-based disparity compensation has limited accuracy and is not beneficial for Tunnel 2. But utilizing more accurate geometrical information about the scene will improve the side infonnation for Decoder 2 and, hence, will further reduce the bit-rate of Encoder 2. O .-----�-----r----�----� �----�----. Fig. 8 . Bit-rate diff erence vs.lutninance PSNR at Decoder 2 for the sequence Tunnel 2 (right view). The rme difference is the bit-rate for decoding with side infonnation minus the"bit-rate for decoding without side infonnaHon and rellects the bit-rate savings due to decoding with side information. Small er bit rate savings are observed for strong temporal decorrelation (K = 32) when compared to the bit-rate sav ings for weak temporal decorrelation (K = 8).
