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Abstract Generalising a seminal result of Epstein and Penner for cusped hyperbolic manifolds, Cooper and
Long showed that each decorated strictly convex projective cusped manifold has a canonical cell decomposition.
Penner used the former result to describe a natural cell decomposition of decorated Teichmu¨ller space of punc-
tured surfaces. We extend this cell decomposition to the moduli space of decorated strictly convex projective
structures of finite volume on punctured surfaces.
The proof uses Fock and Goncharov’s A–coordinates for doubly decorated structures. In addition, we describe
a simple, intrinsic edge-flipping algorithm to determine the canonical cell decomposition associated to a point in
moduli space, and show that Penner’s centres of Teichmu¨ller cells are also natural centres of the cells in moduli
space. We show that in many cases, the associated holonomy groups are semi-arithmetic.
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1 Introduction
Classical Teichmu¨ller space is the moduli space of marked hyperbolic structures of finite volume on a
surface. In the case of a punctured surface, many geometrically meaningful ideal cell decompositions
for its Teichmu¨ller space are known. For instance, quadratic differentials are used for the construction
attributed to Harer, Mumford and Thurston [14]; hyperbolic geometry and geodesic laminations are
used by Bowditch and Epstein [2]; and Penner [22] uses Euclidean cell decompositions associated
to the points in decorated Teichmu¨ller space. The decoration arises from associating a positive real
number to each cusp of the surface, and this is used in the key construction of Epstein and Penner [7]
that constructs a Euclidean cell decomposition of a decorated and marked hyperbolic surface. All of
these decompositions of (decorated) Teichmu¨ller space are natural in the sense that they are invariant
under the action of the mapping class group (and hence descend to a cell decomposition of the moduli
space of unmarked structures) and that they do not involve any arbitrary choices.
A hyperbolic structure is an example of a strictly convex projective structure, and two hyperbolic
structures are equivalent as hyperbolic structures if and only if they are equivalent as projective
structures. Let Sg,n denote the surface of genus g with n punctures. We will always assume that
2g + n > 2, so that the surface has negative Euler characteristic. Whereas the classical Teichmu¨ller
space Thyp(Sg,n) is homeomorphic with R6g−6+2n, Marquis [20] has shown that the analogous moduli
space Tf (Sg,n) of marked strictly convex projective structures of finite volume on Sg,n is homeomorphic
with R16g−16+6n.
There is a natural decorated moduli space T†f (Sg,n), again obtained by associating a positive real
number to each cusp of the surface. Cooper and Long [6] generalised the construction of Epstein
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and Penner [7], thus associating to each point in the decorated moduli space T†f (S) of strictly convex
projective structures of finite volume an ideal cell decomposition of S. Cooper and Long [6] state that
their construction can be used to define a decomposition of the decorated moduli space T†f (S), but
that it is not known whether all components of this decomposition are cells. The main result of this
paper establishes the fact that this is indeed always the case. This was previously only known in the
case where S is the once-punctured torus or a sphere with three punctues [13].
As in the classical setting, there is a principal Rn+ foliated fibration T
†
f (Sg,n)→ Tf (Sg,n), and different
points in a fibre above a point of Tf (Sg,n) may lie in different components of the cell decomposition
of T†f (Sg,n). However, if there is only one cusp, then all points in a fibre lie in the same component,
and one obtains a decomposition of Tf (Sg,1).
A strictly convex projective surface is a quotient Ω/Γ, where Ω ⊂ RP2 is a strictly convex domain and
Γ is a discrete group preserving Ω. One technical difficulty in working with strictly convex projective
structures arises from the fact that as one varies a point in moduli space, not only the associated
holonomy group Γ varies, but also the domain Ω varies. The key in our proof is to use a particularly
nice coordinate system for the space T‡f (Sg,n) of doubly-decorated strictly convex projective structures
due to Fock and Goncharov [8]. This has a principal Rn+ foliated fibration T
‡
f (Sg,n) → T†f (Sg,n), so
different points in a fibre above a point of T†f (Sg,n) have the same canonical cell decomposition.
Fock and Goncharov [8] devise parameterisations of Tf (Sg,n) and T
‡
f (Sg,n) by choosing an ideal trian-
gulation of the surface and associating to each triangle one positive parameter and to each edge two.
We distinguish the edge parameters by associating them to the edge with different orientations. This
gives a parameter space diffeomorphic with R16g−16+8n, which is given two different interpretations.
The X-coordinates arise from flags in the projective plane RP2. This is shown in [9] to parameterise
the space of strictly convex projective structures on S with a framing at each end. This amounts to a
finite branched cover of the space of strictly convex projective structures on S studied by Goldman,
and parameterises structures that may have finite or infinite area. The space Tf (Sg,n) is identified
with a subvariety of R16g−16+8n>0 . See [4] for a complete discussion of these facts.
The A-coordinates arise from flags in R3. Indeed, they describe the lift of the developing map for
a strictly convex projective structures from RP2 to R3, and are shown to parameterise the space of
finite-area structures with the additional data of a vector and covector decoration at each cusp of S .
We denote this double decorated space by T‡f (Sg,n). We give a complete treatment in §3, where we
also show that the space of independent decorated structures T†f (Sg,n)/R>0 can be identified with a
subset of T‡f (Sg,n) that is a product of n+ 1 open simplices. The details for the relationship between
A-coordinates and lifts of developing maps to R3 are probably well known to experts.
In §4, we introduce the key player in our approach, the outitude associated to an edge of the ideal
triangulation of S. We show that, using A–coordinates, there is a simple edge flipping algorithm
resulting in the canonical ideal cell decomposition associated to a point in T‡f (Sg,n). The outitude is
then used to prove that we obtain a cell decomposition of T‡f (Sg,n) in §5. The main idea of the proof
is to determine a natural product structure for each putative cell in the decomposition of T‡f (Sg,n),
and to show that each level set in this product structure is star-shaped. This is first done for the case
of a triangulation (Theorem 5.2), and the proof for more general cell decompositions of S is more
involved (Theorem 5.6).
In §6, we analyse projective duality in A-coordinates, identify classical Teichmu¨ller space in these
coordinates and show that our cell decomposition is generally not invariant under duality. Benoist
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and Hulin [1] showed that Tf (Sg,n) is the product of classical Teichmu¨ller space Thyp(Sg,n) and the
vector space of cubic holomorphic differential on the surface with poles of order at most 2 at the cusps.
In particular, any cell decomposition of classical Teichmu¨ller space gives rise to a cell decomposition
of the spaces Tf (Sg,n), T
†
f (Sg,n) and T
‡
f (Sg,n). Duality is used to show that our cell decomposition
generally does not arise in this way in §7.
Penner [22] describes a natural centre for each of the cells in classical Teichmu¨ller space, and shows
that the centres of top-dimensional cells correspond to arithmetic Fuchsian groups. In §8, we show
that Penner’s centres are also natural centres of the cells in T‡f (Sg,n), and that they correspond to
semi-arithmetic Fuchsian groups in many (but not all) cases. For instance, if the associated cell
decomposition of the surface only involves polygons with an odd number of sides, then the associated
group is semi-arithmetic.
The study of higher Teichmu¨ller spaces has emerged through the examples of Hitchin components
and maximal representations (see [3, 28] for an overview of the field and references). Generalisations
from classical to higher Teichmu¨ller theory typically have a geometric interpretation for convex real
projective structures in the case of Tf (Sg,n) and T
‡
f (Sg,n). The spaces Tf (Sg,n) and T
‡
f (Sg,n) can thus
be viewed as stepping stones between classical Teichmu¨ller space and the higher Teichmu¨ller spaces. It
would be interesting to construct a generalisation of the outitude for arbitrary semisimple Lie groups
that leads to cell decompositions of all higher Teichmu¨ller spaces.
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2 Preliminaries
This section fixes some useful notation and terminology for ideal cell decompositions of punctured
surfaces (§2.1 and §2.3), convex projective structures of finite volume on punctured surfaces (§2.2);
and decorations and double-decorations of such structures (§2.4). For further background on these
topics, the reader is referred to Hatcher [15], Mosher [21], Penner [22], Goldman [11, 12], Marquis [20],
Cooper and Long [6], and also [4].
2.1 Ideal Cell Decompositions
Let Sg be a closed, oriented, smooth surface of genus g. Let D1, . . . , Dn be open discs on Sg with
pairwise disjoint closures. Choose points pk ∈ Dk. Then Sg,n = Sg \ {p1, . . . , pn} is a punctured
surface. A compact core of Sg,n is S
c
g,n = Sg \ ∪Dk. We also write Sg = Sg,0 and P = {p1, . . . , pn}.
We always assume that Sg,n has negative Euler characteristic.
We call Ek = Dk\{pk} an end of Sg,n. The inclusion Ek ⊂ Sg,n of oriented surfaces defines a conjugacy
class of peripheral subgroups corresponding to im(pi1(Ek) → pi1(Sg,n)) ∼= Z. To simplify notation, we
pick one representative of the conjugacy class and denote it by pi1(Ek) ≤ pi1(Sg,n). Any conjugate to
one of the subgroups pi1(Ek) in pi1(Sg,n) is called a peripheral subgroup of pi1(Sg,n).
An essential arc in Sg is an arc α ⊂ Sg whose endpoints are in P (they may coincide) and whose
interior is embedded in Sg,n, with the condition that if Sg \ α has two components, then neither
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Figure 1 – A standard triangulation of an 8-gon.
e e′
Figure 2 – An edge flip along e.
component is a disc meeting P only in the endpoints of α. We will also require that the intersection
of α with the compact core Scg,n is connected.
An ideal triangulation ∆ of Sg,n is the intersection with Sg,n of a maximal union of pairwise disjoint
essential arcs in Sg , no two of which are ambient isotopic fixing P. More generally, an ideal cell
decomposition ∆ of Sg,n is the intersection with Sg,n of a union ∆ of pairwise disjoint essential arcs
in Sg , no two of which are ambient isotopic fixing P, and with the property that each component of
Sg,n \ ∆ is an open cell. We regard two ideal cell decompositions of Sg,n as equivalent if they are
isotopic via an isotopy of Sg that fixes P.
The essential arcs in an ideal cell decomposition cut Sg,n into ideal polygons. Each component of
Sg,n \ ∆ is the interior of an ideal polygon, and the closure of this component in Sg,n is an ideal
polygon. For example, as a subsurface of Sg,n , an ideal triangle is either a closed disc with three
punctures on its boundary, or a closed disc with one puncture on its boundary and one puncture in its
interior. The edges of an ideal polygon P are the arcs in ∆ incident with P , counted with multiplicity.
The corners of P are the components of the intersection of P with the ends of Sg,n. For example,
the polygon depicted in Figure 1 has eight edges and eight corners regardless of how those edges and
ideal vertices are identified in Sg,n .
Any ideal cell decomposition ∆ of Sg,n can be extended to an ideal triangulation ∆
′ ⊇ ∆ of Sg,n . We
say that ∆′ is a standard subdivision of ∆ if on each polygon P there exists a corner that meets every
arc in ∆′ \∆ that is contained in P . (Recall that the intersection of each arc with the compact core
is assumed to be connected.) A polygon with a standard ideal triangulation is depicted in Figure 1.
An edge flip on an ideal triangulation consists of picking two distinct ideal triangles sharing an edge,
removing that edge and replacing it with the other diagonal of the square thus formed (see Figure 2).
Hatcher [15] and Mosher [21] showed that any two ideal triangulations of Sg,n differ by finitely many
edge flips.
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2.2 Real Convex Projective Structures
This paper is concerned with a special class of (PGL3(R),RP2)–structures on S = Sg,n , namely strictly
convex projective structures of finite volume.
There is a natural analytic isomorphism PGL3(R)→ SL3(R) defined by
A 7→ (detA)−1/3 A.
We may (and will) therefore work with the group SL3(R), and note that it is isomorphic as an analytic
group with PGL3(R). In particular, any arguments involving continuity, topology or analyticity that
arise are not affected by working with the special linear group.
An open subset Ω ⊂ RP2 is said to be properly convex if its closure Ω is strictly contained in an affine
patch of RP2 and it is convex as a subset of that affine patch. We say that Ω is strictly convex if it is
properly convex and ∂Ω does not contain an interval. We denote by SL3(Ω) the subgroup of SL3(R)
which preserves Ω.
A marked properly convex projective structure on S is a triple (Ω,Γ, φ) consisting of
• a properly convex domain Ω ⊂ RP2 ,
• a discrete, torsion-free group Γ < SL3(Ω), called the holonomy group, and
• a diffeomorphism φ : S → Ω/Γ, commonly referred to as the marking.
A surface endowed with a properly convex projective structure is a properly convex projective surface.
Two marked properly convex projective structures (Ω0,Γ0, φ0) and (Ω1,Γ1, φ1) are equivalent if there
is M ∈ SL3(R) such that
• M · Ω0 = Ω1 ,
• M · Γ0 ·M−1 = Γ1 and
• φ1 is isotopic to M∗ ◦ φ0 , where M∗ is the diffeomorphism Ω0/Γ0 → Ω1/Γ1 induced by M .
The set T(S) of all such equivalence classes is the moduli space of marked properly convex projective
structures on S .
Fix once and for all a universal cover pi : S˜ → S . Let (Ω,Γ, φ) ∈ T(S). The developing map of this
structure is a lift of φ to a diffeomorphism whose image is Ω, denoted by dev : S˜ → Ω. The holonomy
representation hol : pi1(S) → Γ is the push-forward via dev of the action of pi1(S) on S˜ . It follows
that, having fixed a universal cover, the pair (dev,hol) uniquely determines the marked structure
(Ω,Γ, φ). The induced action of SL3(R) is given by M · (dev,hol) = (M ◦ dev,M holM−1) for all
M ∈ SL3(R).
The Hilbert metric is a natural Finsler metric on the properly convex domain Ω that is invariant under
the action of SL3(Ω) (the definition of this metric is irrelevant for this paper; for details see [11]). If,
in addition, Ω is strictly convex then there is a unique geodesic between any two points. If (Ω,Γ, φ)
is a properly convex projective structure then, since Γ acts on Ω by isometries, the Hilbert metric
descends to a metric on Ω/Γ.
Taking the Hausdorff measure with respect to this metric endows S with a volume. In order to make
use of the canonical cell decomposition of S due to Cooper and Long [6] we restrict our attention to
those strictly convex projective structures on S that have finite volume. It is shown by Marquis [20]
that this is equivalent to the requirement that for all non-trivial peripheral elements γ ∈ pi1(S) the
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holonomy hol(γ) is conjugate to the standard parabolic, i.e.
hol(γ) ∼
1 1 00 1 1
0 0 1
 .
The moduli space of all properly convex projective structures on S having finite volume is denoted
by Tf (S).
2.3 Straight ideal triangulations
Suppose S has a strictly convex real projective structure of finite volume (Ω,Γ, φ). An ideal triangu-
lation of S is straight if each ideal edge is the image of the intersection of Ω with a projective line.
Every ideal triangulation of S is isotopic to a straight ideal triangulation (see [26]).
In the following, we use an ideal triangulation ∆ of S to obtain parametrisations of moduli spaces. This
requires us to clarify the relationship between the smooth structure on S and the ideal triangulation
∆. We take the following viewpoint. The surface S is given by an ideal triangulation. We identify
each ideal triangle with the regular euclidean triangle of side length one and with its vertices removed,
and we realise the face pairings of triangles by euclidean isometries. The resulting identification space
has a natural analytic structure, and we assume that S is given with this structure. This construction
lifts to the universal cover of S . So given a real analytic surface S with an ideal triangulation
∆, we may assume that each ideal triangle in S˜ is identified with a euclidean triangle (and hence
parameterised using barycentric coordinates), and the face pairings between triangles are realised by
euclidean isometries.
Now suppose that dev : S˜ → Ω ⊂ RP2 is a developing map for a properly convex projective structure
on S. By definition, this is an analytic map, but the images of the ideal edges may not be straight
in Ω. We may compose dev with an isotopy to obtain a map that is linear on each ideal triangle and
continuous. We will term the resulting map a PL developing map.
Conversely, suppose Ω is a properly convex domain and hol : pi1(S)→ SL(Ω) is a discrete and faithful
representation. Assume that dev′ : S˜ → Ω ⊂ RP2 is a continuous bijection that is linear on each ideal
triangle and equivariant with respect to hol . Choose a regular neighbourhood N of the union of the
ideal edges. We may equivariantly approximate dev′ by an analytic map, only changing it in N. This
gives a developing map dev : S˜ → Ω ⊂ RP2 that agrees with dev′ in the complement of N, and hence
is uniquely determined by dev′ . Moreover, the images of the ideal endpoints of the edges will remain
unchanged, and hence applying the straightening procedure to dev again results in dev′ .
The upshot of this discussion is that we can work interchangeably with developing maps and PL
developing maps, and the latter are uniquely determined by the limiting endpoints of the ideal edges
on the boundary of the properly convex domain.
2.4 Decorated and doubly decorated real projective structures
Let τ = (Ω,Γ, φ) ∈ Tf (S) and denote its developing map and holonomy representation by devτ and
holτ respectively. Recall that we assume that Ω is contained in some affine patch A. There is a
natural embedding
ι : A→ {(x, y, 1) ∈ R3} ,
which is unique up to an affine transformation of the codomain. We identify Ω with its image via ι.
The positive light-cone of Ω is the set L+ = R>0 · ∂Ω ⊂ {(x, y, z) ∈ R3 | z > 0}.
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For each end Ei let pi be the unique fixed point of holτ (pi1(Ei)). Choose a light-cone representative
Vi ∈ L+ that projects to pi , i.e. [Vi] = pi . The union of Γ-orbits
V =
n⋃
i=1
Γ · Vi (1)
is called a vector decoration, or simply a decoration of τ .
With the above notation, for each Vi we additionally choose a covector ri ∈ (R3)∗ whose kernel
projects to a supporting line of Ω and such that ri · Vi = 0 and ri ·W > 0 for all W ∈ V \ {Vi}. The
union of Γ-orbits
R =
n⋃
i=1
ri · Γ−1 (2)
is called a covector decoration of τ ∈ Tf (S).
A double decoration of a marked properly convex projective structure τ ∈ Tf (S) is a tuple (R,V)
consisting of a vector decoration V and a covector decoration R of τ .
Two doubly-decorated structures (Ω0,Γ0, φ0, (R0,V0)) and (Ω1,Γ1, φ1, (R1,V1)) on S are equivalent
if (Ω0,Γ0, φ0) and (Ω1,Γ1, φ1) are equivalent as marked convex projective structures and the trans-
formation M ∈ SL3(R) that induces this equivalence also satisfies the condition
(R0 ·M−1,M · V0) = (R1,V1) .
The set of doubly-decorated equivalence classes of marked real convex projective structures on S is
called the moduli space of doubly-decorated convex real projective structures and is denoted T‡f (S).
The mapping class group of S is the group of isotopy classes of diffeomorphisms of S , denoted by
Mod(S) = Diff+(S) / Diff0(S) ,
where Diff+(S) denotes the set of orientation preserving diffeomorphisms of S and Diff0(S) denotes
the subset of those diffeomorphisms which are isotopic to the identity. Mod(S) naturally acts on
T
‡
f (S) by precomposition of the marking, i.e.
Mod(S)× T‡f (S)→ T‡f (S)
(µ, (Ω,Γ, φ, (R,V))) 7→ (Ω,Γ, φ ◦ µ−1, (R,V)) .
If µ ∈ Mod(S) then we refer to the induced map µ∗ : T‡f (S)→ T‡f (S) as the change of marking map
induced by µ.
We now describe a natural topology on T‡f (S). Let C
∞
w (S˜,RP2) denote the space of smooth maps from
S˜ to RP2 with the weak topology (see Hirsch [16]). Since SL3(R) acts by diffeomorphisms on RP2
there is a natural action of SL3(R) on C∞w (S˜,RP2) by postcomposition. We give C∞w (S˜,RP2)/ SL3(R)
the quotient topology. We now make use of the map
Tf (S)→ C∞w (S˜,RP2)/ SL3(R) ,
(Ω,Γ, φ) 7→ [dev] ,
to pull back a natural topology on Tf (S). Having fixed a preferred peripheral subgroup for each end,
the double decoration of a convex projective structure of finite volume amounts to a single choice of
vector in R3 and covector in (R3)∗ . Therefore we have an inclusion
T
‡
f (S) ↪→ Tf (S)×
(
(R3)∗ × R3)n .
The right hand side is given the product topology, and T‡f (S) is given the subspace topology from the
inclusion. This topology does not depend on the choice of peripheral subgroup for each end.
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3 A parameterisation of the moduli space
Following Fock and Goncharov [8], this section gives an explicit parameterisation of the moduli space
of marked doubly-decorated convex real projective structures on Sg,n using an ideal triangulation of
the surface. The parameters are called A-coordinates. We spell out a number of details that are
implicit in [8, 9]. The main result of this section is Theorem 3.8 in which it is shown that the space
of A-coordinates is naturally homeomorphic to T‡f (S). We also analyse the action of the mapping
class group and use this to give the moduli space a natural analytic structure (see Corollary 3.9).
We conclude with a discussion of the relationship between the two coordinate systems given by Fock
and Goncharov in [8], the A-coordinates and the X-coordinates, and an identification of the space of
independent decorated structures T†f (Sg,n)/R>0 with a subset of T
‡
f (Sg,n) that is a product of n+ 1
open simplices.
For convenience, we often identify a triangle or (oriented) edge with its parameter.
3.1 Concrete decorated triangulations
A concrete flag is a pair (r, V ), where V ∈ R3 \ {0} and r ∈ (R3)∗ \ {0} satisfy r · V = 0. We write
elements of R3 as column vectors and elements of (R3)∗ as row vectors, and call them vectors and
covectors respectively. An affine flag is the projectivisation of a concrete flag.
A concrete decorated triangle is a pair (R,C) ∈ GL3(R)×GL3(R) such that
• R ·C is positive counter-diagonal, that is to say its diagonal entries are zero and all other entries
are positive, and
• det(C) > 0.
A simple calculation shows that positive counter-diagonal 3×3 real matrices have positive determinant.
Let (R,C) be a concrete decorated triangle. The vertices of (R,C) are the columns of C and the
covertices of (R,C) are the rows of R. Thereby we identify a concrete decorated triangle with
an ordered choice of three concrete flags (r0, C0), (r1, C1) and (r2, C2), called its concrete decorated
vertices, such that
• ri · Cj > 0 , for i 6= j , and
• det(C0 | C1 | C2) > 0 .
where | denotes concatenation of columns, so C = (C0 | C1 | C2). To simplify notation we denote the
matrix R by (r0 || r1 || r2) where || denotes concatenation of rows. The hull of (R,C) is the convex
hull of its vertices, denoted hull(R,C). This is a flat triangle in R3 and it is endowed with a canonical
orientation by the ordering of its vertices, induced by the columns of C . Given that hull(R,C) is a
flat triangle we may refer to an ordered pair of two columns of C as an oriented edge of (R,C).
There is a natural action of SL3(R) on the set of concrete decorated triangles defined as follows. Let
M ∈ SL3(R) and let (R,C) be a concrete decorated triangle. Then we define
M · (R,C) := (R ·M−1,M · C) .
Lemma 3.1 Let (R,C) and (R′, C ′) be concrete decorated triangles. The following are equivalent.
(1) There exists M ∈ SL3(R) such that M · (R,C) = (R′, C ′).
(2) det(C) = det(C ′) and R · C = R′ · C ′ .
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ker(r2)
ker(r0)
ker(r1)
Figure 3 – An affine image of a concrete decorated triangle (R,C).
Proof Clearly if M · (R,C) = (R′, C ′) then C ′ = M ·C so det(C ′) = det(C). Moreover, in this case
R′ · C ′ = R ·M−1 ·M · C = R · C .
Conversely, suppose that det(C) = det(C ′) and R ·C = R′ ·C ′ . We define M := C ′C−1 . Then clearly
M ∈ SL3(R), and we have M · C = C ′ as well as
R ·M−1 = R · C · C ′−1 = R′ · C ′ · C ′−1 = R′ .
Therefore M · (R,C) = (R′, C ′) as required. 
Given a concrete decorated triangle (R,C) we refer to det(C) as the triangle parameter assigned to
(R, C). The value ri · Cj is the edge parameter associated to the oriented edge ( Ci | Cj ). To each
concrete decorated triangle we may therefore assign one triangle parameter to its (oriented) hull and
one edge parameter to each of its six oriented edges. Lemma 3.1 shows that a concrete decorated
triangle is uniquely determined by these seven values up to the action of SL3(R).
Lemma 3.2 Fix a concrete decorated triangle (R,C), where
C = (C0 | C1 | C2) and R = (r0 || r1 || r2) .
Then each choice of values e03, e23, A023 ∈ R determines a unique vector C3 ∈ R3 satisfying
(i) e03 = r0 · C3 ,
(ii) e23 = r2 · C3 and
(iii) A023 = det(C0 | C2 | C3) .
The so obtained map (e03, e23, A023) 7→ C3 defines a linear automorphism of R3 . If X denotes a
nonzero vector in ker(r0) ∩ ker(r2) such that det(C0 | C2 | X) > 0, then the values e03 , e23, A023 are
strictly positive if and only if C3 is contained in the interior of the positive cone
pos(C0, C2, X) = {aC0 + bC2 + cX | a, b, c > 0}.
Proof First note that condition (iii) may be equivalently expressed by using the Euclidean cross
product as A023 = C3 · (C0 × C2). Thus C3 is determined by the 3×3 linear system r0r2
C0 × C2

︸ ︷︷ ︸
=:M
·C3 =
 e03e23
A023
 .
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By definition of concrete decorated triangles M is invertible with inverse
M−1 =
 1e03 0 00 1e23 0
0 0 1e03e23
 ·
 C2 C0 r2 × r0
 .
This proves the first statement. The second claim follows since in fact X can be chosen as r2 × r0 .
Hence, in case of positivity of e03, e23, A023 the vector C3 = M
−1 · (e03, e23, A023) is a positive linear
combination of the columns of M−1 . 
Remark 3.3 In the situation of Lemma 3.2. Figure 4 depicts an affine plane in RP2 containing
the projections of the Ci ’s and X . The condition that e03 , e30 and A023 are all strictly positive is
equivalent to the condition that C3 lies inside the convex hull of the projections of C0 , C2 and X .
C3
C2
C1
C0
ker(r0)
X
ker(r2)
Figure 4 – The location of C3 is determined by the values of r0 ·C3 , r2 ·C3 and det(C0 | C2 | C3).
A concrete decorated edge of a concrete decorated triangle (R,C) is an unordered pair of concrete
decorated vertices of (R,C). Figure 4 depicts two concrete decorated triangles
(R,C) = ( (r0 || r1 || r2) , (C0 | C1 | C2) ) ,
(R′, C ′) = ( (r0 || r2 || r3) , (C0 | C2 | C3) ) .
Both contain the concrete decorated edge { (r0, C0) , (r2, C2) }. In this case we say that the concrete
decorated triangles (R,C) and (R′, C ′) share an edge.
Note here that, by definition, the two adjacent triangles (R,C) and (R′, C ′) induce opposite orienta-
tions on the concrete decorated edge they share. Geometrically the latter condition ensures that the
plane through the origin in R3 containing C0 and C1 separates C2 and C3 .
A collection Λ = {(R,C)i}i∈I of concrete decorated triangles is called a concrete decorated triangula-
tion if:
(1) Each concrete decorated edge of Λ is shared by exactly two concrete decorated triangles of Λ,
and;
(2) Any two concrete decorated triangles (R,C) and (R′, C ′) in Λ are connected by a finite sequence
(R,C) = (R0, C0), (R1, C1), . . . , (Rk, Ck) = (R
′, C ′) such that consecutive members share a
concrete decorated edge.
Recall that the hull of a concrete decorated triangle is the flat triangle in R3 spanned by its vertices.
A facet of Λ is the hull of a concrete decorated triangle in Λ. The hull of Λ is defined as union of its
facets, i.e.
hull(Λ) =
⋃
i∈I
hull(R,C)i .
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It follows from the definition of Λ that hull(Λ) is a connected subset of R3.
Lemma 3.4 (Edge flip) Suppose that the following pairs are concrete decorated triangles.
(R,C) = ( (r0 || r1 || r2) , (C0 | C1 | C2) ) ,
(R′, C ′) = ( (r0 || r2 || r3) , (C0 | C2 | C3) ) .
Then the following pairs are also concrete decorated triangles.
(S,D) = ( (r3 || r1 || r2) , (C3 | C1 | C2) ) ,
(S′, D′) = ( (r0 || r1 || r3) , (C0 | C1 | C3) ) .
(Note the orientations of (S,D) and (S′, D′) induced by (R,C) and (R′, C ′).)
Proof We need to show positivity of the new triangle parameters det(D) and det(D′) as well as
positivity of the new edge parameters r1 ·C3 and r3 ·C1 . The fact that (R,C) is a concrete decorated
triangle ensures that {C0, C1, C2} is a basis. Therefore we may write C3 = αC0 + βC1 + γC2 . Since
det(C) > 0 and det(C ′) > 0 we have β < 0. Therefore, since r0 · C3 > 0 and r2 · C3 > 0 we have
α > 0 and γ > 0. It follows that
r1 · C3 = r1 · (αC0 + βC1 + γC2) = αr1 · C0 + γr1 · C2 > 0 .
By symmetry we also get r3 · C1 > 0. Furthermore, the triangle parameters can be expressed as
det(D) = det(αC0 + βC1 + γC2 | C1 | C2) = α det(C) > 0 ,
det(D′) = det(C0 | C1 | αC0 + βC1 + γC2) = γ det(C) > 0 .
This completes the proof. 
Let Λ be a concrete decorated triangulation. Using the notation from the Lemma 3.4, the process
of removing the two adjacent concrete decorated triangles (R,C), (R′, C ′) from Λ and inserting the
concrete decorated triangles (S, T ), (S′, T ′), resulting in a new concrete decorated triangulation Λ′ , is
called an edge flip on Λ along the edge { (r0, C0) , (r2, C2) }.
Lemma 3.5 Let Λ = {(R,C)i}i∈I be a concrete decorated triangulation. Suppose (r, C) and (r′, C ′)
are distinct concrete decorated vertices of concrete decorated triangles in Λ. Then r · C ′ > 0.
Proof Let (R,C) ∈ Λ be a concrete decorated triangle containing the concrete flag (r, C). Through-
out this proof we will say that C ′ is at distance 0 from C if C ′ and C are contained in a common
triangle in Λ. If C ′ and C are not at distance 0 then we will say that C ′ and C are at distance
m > 0 if m is the smallest integer such that C ′ is contained in a common triangle with a vertex Ck
such that C and Ck are at distance m−1. We proceed by induction on the minimal possible distance
between C and C ′ in any concrete decorated triangulation such that r · C ′ ≤ 0 .
If C ′ and C are at distance 0 then r · C ′ > 0 since C and C ′ are contained in a common concrete
decorated triangle in Λ. In case C ′ and C are at distance 1 it follows from Lemma 3.4 that we
may perform an edge flip on the common edge of the triangles to obtain a new concrete decorated
triangulation in which the vertices C and C ′ are contained in a concrete decorated triangle. Therefore
r ·C ′ > 0 as required. Now suppose by induction that C ′ is at distance m from C . Then C ′ belongs
to an ideal triangle whose vertices are C ′ , Ck and C` such that Ck and C` are at distance m − 1
from C0 . By performing an edge flip on the edge whose vertices are Ck and C` , we obtain a new
concrete triangulation Λ′ in which C ′ is at distance m− 1 from C . By induction it must be the case
that r · C ′ > 0. 
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Corollary 3.6 Let Λ be a concrete decorated triangulation. The restriction of the quotient map
pi : R3 \ {0} → RP2 to hull(Λ) is a homeomorphism onto its image. Moreover, the image of pi|hull(Λ)
is properly convex, and, in particular, the interior of hull(Λ) is an open disc.
Proof Let (R,C) = ( (r0 || r1 || r2) , (C0 | C1 | C2) ) be a concrete decorated triangle in Λ
as depicted in Figure 3. Lemma 3.5 shows that if V is any vertex other than C0 of any concrete
decorated triangle in Λ, then r0 · V > 0. Applying this to every covector ri of (R,C) it follows that
hull(Λ) is contained in the intersection of three distinct half-spaces and therefore pi(hull(Λ)) is strictly
contained in an affine patch. Moreover, by Lemma 3.2, pi(hull(Λ)) is equal to the projection of the
convex cone generated by the vertices of Λ and will therefore appear as a convex set inside that affine
patch, completing the proof. 
A decorated isomorphism between two concrete decorated triangulations Λ and Λ′ is a bijection
φ : Λ → Λ′ induced by some M ∈ SL3(R) such that φ((R,C)) = M · (R,C) for all (R,C) ∈ Λ. A
decorated isomorphism determines a bijection between the concrete decorated vertices of Λ and Λ′ .
Lemma 3.7 There is a decorated isomorphism between the concrete decorated triangulations Λ and
Λ′ if and only if there exists a bijection φ : Λ → Λ′ such that for every concrete decorated triangle
(R,C) ∈ Λ, if φ((R,C)) = (R′, C ′) then
• det(C) = det(C ′) and
• R · C = R′ · C ′ .
Proof The forwards direction is an immediate consequence of the definition of a decorated isomor-
phism together with Lemma 3.1. The backwards direction follows from Lemma 3.1 and the uniqueness
part of Lemma 3.2. 
3.2 The A-coordinates
We now describe Fock and Goncharov’s A-coordinates [8] and give a self-contained proof showing that
they parametrise doubly-decorated real projective structures.
Let ∆ be an ideal triangulation of S = Sg,n. and x = (Ω,Γ, φ, (V,R)) ∈ T‡f (S). Lift ∆ to an
ideal triangulation ∆˜ of the fixed universal cover of S˜ . We may then push forward ∆˜ to a straight
ideal triangulation of Ω via the developing map. Finally, we lift the ideal triangulation of Ω to R3
such that ideal vertices p ∈ ∂Ω are lifted to the corresponding light-cone representatives Vp in the
vector decoration V. Together with the covector decoration R, we claim that this induces a concrete
decorated triangulation, denoted by Λ. We note here that Λ is Γ-invariant by construction.
To confirm that Λ is a concrete decorated triangulation we first show that the triangle parameters
and edge parameters of its constituent decorated triangles are positive real numbers. Let (R,C) be a
triple of decorated vectors in Λ whose vectors lift the vertices of an ideal triangle in dev(S˜). It must
be the case that the columns of C are linearly independent. Indeed otherwise dev must have sent the
three ideal vertices of an ideal triangle in S˜ to a single projective line in RP2 . In this case the interior
of that triangle must be empty in RP2 so dev must not be a homeomorphism between S˜ and Ω.
When Λ is constructed we use the fact that Ω inherits an orientation from S˜ to impose on ordering
on the vertices of (R,C) such that the associated triangle parameter is positive, i.e. det(C) > 0.
Since Ω is properly convex and the boundary of S is empty so the arcs of ∆˜ are strictly on the interior
of Ω, each covector rp ∈ R in the covector decoration satisfies that rp · Vq > 0 for all parabolic fixed
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points q 6= p ∈ ∂Ω. Therefore all of the edge parameters Λ are positive. Thus, x induces a canonical
assignment of a triangle parameters to every ideal triangle of Λ and an edge parameters to every
oriented edge of Λ. Note that, by construction, the interior of pi(hull(Λ)) equals Ω.
Let xi = (Ωi,Γi, φi, (Ri,Vi)) ∈ T‡f (S) for i = 0, 1. Denote by Λi the concrete decorated triangulation
induced by xi . Suppose that there is a hol-equivariant decorated isomorphism M : Λ0 → Λ1 . That
is, M is an isomorphism such that for all concrete decorated triangles (R,C) of Λ0 we have
hol0(γ) · (R,C) = M−1 · hol1(γ) ·M · (R,C) ,
where holi is the holonomy representation determined by xi . Since Ωi = hull(Λi) we have the
following, where devi is the PL developing map determined by xi ,
M · dev0(z) = dev1(z) ∀ z ∈ S˜ .
This shows that Λ0 is decorated-isomorphic to Λ1 via a hol-equivariant isomorphism if and only if x0
and x1 are equivalent as doubly-decorated convex projective structures.
Consider a doubly-decorated real convex projective structure x = (Ω,Γ, φ, (R,V)) ∈ T‡f (S). As ex-
plained at the beginning of this subsection, x determines a lift of ∆ to a concrete decorated triangu-
lation Λ ⊂ R3.
Since Λ is Γ-invariant, it follows from Lemma 3.1 that the triangle (resp. edge) parameters of Λ
descend to an assignment of positive real numbers to the ideal triangles (resp. oriented edges) of
∆ ⊂ S . Let A∆ ∼= RT+E>0 denote the set of all possible assignments of positive real numbers to the set
of ideal triangles T and the set of oriented edges E of ∆ endowed with its natural analytic structure.
We have a well-defined map
ψ∆ : T
‡
f (S)→ A∆ ∼= RT+E>0 , (3)
which assigns to every ideal triangle and every oriented edge in ∆ the triangle and edge parameters
inherited from Λ. We refer to this as Fock and Goncharov’s A-coordinates on T‡f (S) with respect to
an ideal triangulation ∆. If there is no ambiguity as to the ideal triangulation to which we refer, then
we write A = A∆ and ψ = ψ∆ .
Theorem 3.8 The map ψ∆ : T
‡
f (S)→ A∆ ∼= RT+E>0 is a homeomorphism.
Proof We first show that ψ = ψ∆ is injective. Suppose xi := (Ωi,Γi, φi, (Ri,Vi)) is a doubly-
decorated real projective structure on S for i = 0, 1. Denote the respective developing maps and
holonomy representations by devi and holi and denote the respective concrete decorated triangulations
in R3 by Λ0 and Λ1 .
Suppose that ψ(x0) = ψ(x1). This ensures that for every ideal triangle t ∈ S˜ , the triangle parameter
assigned to dev0(t) is the same as that assigned to dev1(t). Similarly, if e is an oriented edge of S˜ ,
the oriented edge parameter of dev0(e) is the same as that of dev1(e). It follows from Lemma 3.7
that there is a decorated isomorphism M : Λ0 → Λ1 . The fact that M is a hol-equivariant decorated
isomorphism follows from the fact that Γ0 and Γ1 act by decorated automorphisms on Λ0 and Λ1
respectively, which is also immediate from Lemma 3.7. It follows from the discussion at the end of
§3.2 that x0 = x1 ∈ T‡f (S), hence ψ is injective.
We next show that ψ is continuous. Recall that the topology on T‡f (S) is uniquely determined by
the natural topologies on the spaces of developing maps and the vector decorations. Moreover, the
A-coordinates ψ(xi) are continuous functions of the vector and covector decorations. Therefore a
small perturbation of dev or a small perturbation of (R,V) results in a small perturbation of the
A-coordinates.
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We now show that ψ is surjective by constructing a doubly-decorated convex projective structure from
a given assignment α ∈ A of positive real numbers to the ideal triangles and ideal edges of S . Fix an
ideal triangle in ∆˜ with cyclically ordered vertices (V0, V1, V2) whose orientation agrees with that of
S˜ . In this process we also lift α to an assignment of positive real numbers to the ideal triangles and
oriented ideal edges of ∆˜.
Lemma 3.7 shows that, if ψ is to be surjective then the decorated ideal triangle (R,C)012 assigned
to (V0, V1, V2) by ψ
−1(α) is uniquely determined up to decorated isomorphism by the positive real
numbers assigned to (V0, V1, V2) by α.
We define a PL homeomorphism d˜ev : S˜ → R3 \ {0} in such a manner that pi ◦ dev will define a PL
developing map for ψ−1(α). We will do so by determining an extension of d˜ev to the ideal vertices
of ∆˜. Once we have done so we may extend linearly to the interior to ensure that pi ◦ d˜ev is hol-
equivariant. Therefore we need only determine d˜ev on the ideal vertices of ∆˜. In order to ensure we
obtain a well-defined doubly-decorated structure, the extension of d˜ev to the ideal vertices of ∆˜ will
identify each ideal vertex Vi of ∆˜ with a concrete flag (Ri, Ci) in R3 \ {0}.
Lemma 3.2 shows that, if it is possible to construct d˜ev then the concrete decorated triangle whose
concrete flags are d˜ev(Vi) for i = 0, 1, 2, is uniquely determined, modulo the action of SL3(R), by the
numbers assigned to ∆˜ by α. Moreover there exists such an equivalence class of concrete decorated
triangles for any such assignment of positive real numbers. Therefore fix an arbitrary representative
d˜ev(Vi) = (Ri, Ci) for i = 0, 1, 2 such that the triangle parameters and oriented edge parameters
assigned to this concrete decorated triangle are those assigned to the ideal triangle (V0, V1, V2) by α.
Let V3 be the vertex which is not V0 , V1 or V2 but which shares an ideal triangle in ∆˜ with both
V0 and V2 . Lemma 3.2 shows that, having fixed d˜ev(Vi) for i = 0, 1, 2, the concrete flag d˜ev(V3) is
uniquely determined by the positive real numbers assigned by α to the ideal triangle (V0, V2, V3) and
the oriented edges (V0, V3), (V3, V0), (V2, V3) and (V3, V2). Continuing in this manner we determine
a concrete flag d˜ev(V ) = (r, C) on each of the ideal vertices V of ∆˜. The set of all concrete flags
constitutes a hol-equivariant vector decoration V and covector decoration R for the set of ideal vertices
of ∆˜.
In order to show that these satisfy the definition of a double decoration given in §2.2 we need to show
that for each covector r ∈ R there is a unique V ∈ V such that r · V = 0 and that r · V ′ > 0 for all
V ′ ∈ V \ {V }. Fix r ∈ R. By construction there is at least one V ∈ V such that r ·V = 0. We denote
this vector by Vr . The fact that r · V ′ > 0 for all V ′ ∈ V \ {Vr} is exactly the content of Lemma 3.5.
We now linearly extend d˜ev to the interior of each ideal triangle of ∆˜ to obtain a PL developing map
dev = pi ◦ d˜ev : S˜ → RP2 .
We denote the image of dev by Ω and note that Ω is properly convex by Lemma 3.6.
The holonomy representation hol : pi1(S)→ PGL3(R) is uniquely determined by dev and our choice of
universal cover because it is the push-forward of the action of the deck transformations on S˜ . We have
a holonomy group Γ = hol(pi1(S)) which is discrete and torsion-free because hol is an isomorphism
onto its image by construction. Indeed if hol were either not discrete or not faithful then it could not
be the case that dev was a homeomorphism onto its image and (R,V) could not have arisen from a
choice of positive triangle and edge invariants.
The marking φ : S˜/pi1(S) → Ω/Γ is constructed by pushing down the developing map. Therefore we
have uniquely determined a doubly-decorated convex projective structure (Ω,Γ, φ, (R,V)) on S . It is
clear by construction that ψ((Ω,Γ, φ, (R,V))) = α. So to complete the proof that ψ is surjective, we
need to show that the structure is of finite volume.
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Denote the developing map and holonomy representation of (Ω,Γ, φ, (R,V) by dev and hol respec-
tively. Recall from §2.2 that S has finite area if and only if for all non-trivial peripheral elements
γ ∈ pi1(S) we have
hol(γ) ∼
1 1 00 1 1
0 0 1
 . (4)
Fix a cusp K of S and let γ ∈ pi1(S) be a peripheral curve such that pi1(K) = 〈γ〉. The action of γ
on S˜ via deck transformations fixes a unique point W˜ in ∂∞S˜ . The vector decoration V determines
a light-cone vector W ∈ V lifting dev(W˜ ). Included in the definition of T‡f (S) is the condition that
W is the unique light cone representative of pi(W ) in (R,V) and (R,V) is Γ-invariant. In particular
hol(γ) ·W = W , so one of the eigenvalues of hol(γ) is 1.
On the other hand, since hol(γ) is nontrivial and preserves a properly convex domain there are only
three options for the Jordan normal form of hol(γ), namely1 1 00 1 1
0 0 1
 ,
ξ2 0 00 ξ−1 1
0 0 ξ−1
 or
η 0 00 µ 0
0 0 (ηµ)−1
 , where ξ, µ, η > 0 ,
and where ξ, η 6= 1. We may assume that hol(γ) is equal to its Jordan normal form. In the middle case
there are no eigenvectors having eigenvalue 1 so we may eliminate this possibility. If the peripheral
element is diagonalisable, then we must have µ = 1 and we may assume without loss of generality
that η > 1 Suppose this was the case. The 1-eigenspace of hol(γ) is the set of scalar multiples of the
second basis vector e2 . Therefore we must have W = te2 for some t ∈ R× and hol(γ) preserves a
covector whose kernel contains e2 . Denote that covector by w = (A, 0, B) for some A,B ∈ R. The
fact that hol(γ) preserves w means exactly that
w = w · (hol(γ))−1 = (η−1A, 0, ηB) .
In particular η = 1 so hol(γ) is trivial. This contradiction shows that the only viable option for the
Jordan normal form of hol(γ) is the standard parabolic matrix.
This concludes the proof that (Ω,Γ, φ, (R,V)) ∈ T‡f (S).
A small perturbation of α will result in a corresponding small pertburation of the double-decoration
(R,V) and a small, or zero, perturbation of the resulting developing map. Therefore it is clear that
ψ−1 is continuous. Therefore ψ is a homeomorphism onto its image. 
3.3 Change of coordinates
The choice of an underlying triangulation used to construct the A-coordinates may be viewed as
choosing a global coordinate chart for T‡f (S). We now investigate the associated transition maps that
arise by changing the triangulations.
As the first case, assume that two triangulations ∆,∆′ ⊂ S differ only in an edge flip. That is, there
are a, b, c, d, e ∈ ∆ such that (a, b, e) and (c, d, e) are two distinct triangles and the triangulation ∆′
is obtained by performing an edge flip along edge e ∈ ∆. This flip introduces the edge f ∈ ∆′ and
the two triangles (b, c, f) and (a, f, d).
Fix A-coordinates α ∈ A∆ describing the doubly-decorated structure x = ψ−1∆ (α) ∈ T‡f (S). We
denote the triangle and edge parameters around edge e that are prescribed by α as depicted in Figure
5. For instance, a± are the two edge parameters assigned to the edge a ∈ ∆ and the triangles (a, b, e)
15
A
B
e+
e−
a−
a+
b+
b−
c+
c−
d+
d−
flip e
f−
f+
D
C
a−
a+
b+
b−
c+
c−
d+
d−
Figure 5 – Flipping an edge e in a triangulation introduces two new edge parameters f± and two
new triangle parameters C,D satisfying (6) and (5).
and (c, d, e) have triangle parameters A and B , respectively. Let α′ ∈ A∆′ describe the same doubly-
decorated structure, i.e. α′ = ψ∆′(x). Since ∆′ arises from ∆ by flipping edge e, all triangle and
edge parameters in α apart from A,B and e± carry over to α′ . Adopting the notation from Figure 5
and using the calculations from the proof of Lemma 3.4 the remaining triangle parameters of α′ are
given by
C =
Ac+ +Bb+
e−
and D =
Ad− +Ba−
e+
. (5)
In turn, these give the two missing edge parameters
f+ =
Ca+ +Db−
A
and f− =
Cd+ +Dc−
B
. (6)
The latter relations naturally define a real analytic isomorphism R∆,∆′ : A∆ → A∆′ with inverse
R∆′,∆ , yielding the commutative diagram
T
‡
f (S)
A∆ A∆′ .
ψ∆ ψ∆′
R∆,∆′
(7)
Thus, the map R∆,∆′ is the transition map we were aiming for.
Now consider two arbitrary triangulations ∆,∆′ ⊂ S . Choose a finite sequence of triangulations
(∆0, . . . ,∆m) such that ∆0 = ∆, ∆m = ∆
′ and two consecutive triangulations ∆i,∆i+1 differ by an
edge flip, i = 0, . . . ,m− 1 and come with the transition map R∆i,∆i+1 . We define the transition map
R∆,∆′ : A∆ → A∆′ to be the concatenation
R∆,∆′ := R∆m−1,∆m ◦ . . . ◦R∆1,∆2 ◦R∆0,∆1 . (8)
It follows that R∆,∆′ is a real analytic isomorphism. Clearly, R∆,∆′ admits the same commutative
diagram (7).
Recall from §2.4 that there is a natural action of Mod(S) on T‡f (S) by the ‘change of marking’ map.
If µ ∈ Mod(S) and ∆ is an ideal cell decomposition of S then we denote by µ ◦ ∆ the ideal cell
decomposition whose edges are the image under µ of the edges of ∆. We use this map and the fact
that R∆,∆′ is real analytic to obtain the following corollary.
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A
B
e+
e−
a−
a+
b+
b−
c+
c−
d+
d−
pX
tA
tB
qe+
qe−
qa−
qa+
qb+
qb−
qc+
qc−
qd+
qd−
Figure 6 – Projecting A-coordinates (left) to X-coordinates (right) by forgetting the vector and
covector decorations.
Corollary 3.9 Fix an ideal triangulation ∆ of S and give T‡f (S) the real analytic structure pulled
back from from A∆. Then this real analytic structure is independent of the choice of ∆, and the
action of Mod(S) on T‡f (S) is analytic.
Proof The natural analytic structure on A∆ is pulled back to T
‡
f (S) via the homeomorphism Ψ∆ .
The fact that R∆,∆′ is a homogeneous rational homeomorphism ensures that the analytic structure
thus obtained is independent of the choice of ∆. Let µ ∈ Mod(S). We now show that µ∗ : T‡f (S) →
T
‡
f (S) is real analytic with respect to the structure obtained above. Let ∆
′ := µ ◦∆. We have
R∆,∆′ ◦Ψ∆(Ω,Γ, φ, (R,V)) = Ψ∆′(Ω,Γ, µ ◦ φ, (R,V))
= Ψ∆′ ◦ µ∗(Ω,Γ, φ, (R,V))
⇒ Ψ−1∆′ ◦R∆,∆′ ◦Ψ∆(Ω,Γ, φ, (R,V)) = µ∗(Ω,Γ, φ, (R,V)) .
The maps Ψ∆ and Ψ∆′ are bianalytic by construction and the map R∆,∆′ is analytic. Therefore
Ψ−1∆′ ◦R∆,∆′ ◦Ψ∆ = µ∗ is a real bianalytic map with respect to the analytic structure on T‡f (S) pulled
back from A∆ . 
3.4 Matrix representations
Fock and Goncharov [9] parametrize the moduli space of (undecorated) convex projective structures
on S using the so called X-coordinates. We will denote the moduli space of X-coordinates by X∆ . See
also [4] for a comprehensive construction of X-coordinates. In a manner analogous to the construction
of A-coordinates, the key idea is to assign positive real numbers to the triangles and oriented edges
of ∆, called triple ratios and quadruple ratios, respectively.
Let α ∈ A∆ . Then α determines a convex projective structure whose X-coordinates are given as
follows. Consider triangle and edge parameters around an edge e ∈ ∆ as in Figure 6 (left). Then the
triple ratios tA and tB assigned to the two triangles adjacent to e and the two quadruple ratios qe+
and qe− along e are given by
tA =
a−b−e−
a+b+e+
, tB =
c+d+e+
c−d−e−
, qe+ =
Ad−
Ba−
, qe− =
Bb+
Ac+
, (9)
where the triple and quadruple ratios are as in Figure 6 (right).
The map pX : A → X defined by the equations (9) is the projection that simply forgets about the
decorations of vectors and covectors. Indeed, it is not hard to verify that each of the terms in (9)
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tq+
q−
γ˜t γ˜q
+
q−
Figure 7 – Local sketch of the developed monodromy graph G˜ (red).
is invariant under redecorating both vectors and covectors. Points in the image of pX have fibers
homeomorphic to R2n>0 , the space of admissible vector and covector decorations.
In [4] the authors describe how one can obtain a representation ρx : pi1(S)→ Γ < PGL3(Ω) associated
to the convex projective structure x ∈ X∆ determined by an assignment of X-coordinates. Here,
we won’t be concerned with the full description of this process, but rather give the fundamental
building blocks to obtain an explicit description of ρx in terms of the coordinates of x. Consider the
triangulation ∆̂ that is obtained from ∆ by joining the vertices of each triangle to its barycenter.
The monodromy graph G is defined as the dual spine of ∆̂. By construction G has three nodes for
each triangle in ∆ and the edges of G come in two types, dualizing either an edge of ∆ or an edge
of ∆̂ \∆. Consequently, each edge of the monodromy graph is associated to either a triangle or and
edge of ∆. The developing map dev determined by x lifts both ∆ and G to the convex domain Ω,
and we denote these lifts by ∆˜ and G˜, repectively.
Let γ˜t ∈ E(G˜) be associated to a triangle of ∆˜ whose triple ratio is t ∈ R>0 and such that the
orientation of γ˜t coincides with the orientation of the triangle. We associate to γ˜t the matrix
T (γ˜t) = T (t) =
1
3
√
t
0 0 10 −1 −1
t t+ 1 1
 . (10)
The oppositely oriented edge γ˜−1t is associated to the inverse matrix T (γ˜
−1
t ) = T (t)
−1 . Now let
γ˜q
+
q− ∈ E(G˜) be associated (dual) to an edge of ∆ and oriented in such a way that the quadruple ratio
q+ (respectively q− ) appears on the right (left) of γ˜q
+
q− . Then the matrix
E(γ˜q
+
q− ) = E(q
+, q−) = 3
√
q+
q−
 0 0 q−0 −1 0
1
q+
0 1
 (11)
is associated to γ˜q
+
q− .
Now let γ ∈ pi1(S). Furthermore, denote by E(G˜) the set of oriented edges of G˜. Up to a homotopy
equivalence we may think of γ as being a composition of oriented edges in G. Hence, we may consider
a lift of γ to a sequence of oriented edges γ˜ = γ˜ε1t1 · γ˜
q+1
q−1
· · · γ˜εmtm · γ˜q
+
m
q−m
⊂ E(G˜) that alternates between
edges associated to triangles and edges of ∆. Here the value of εi ∈ {±1} depends on the relative
orientation of the oriented edge γ˜ti to the triangle ti as explained above. The key observation ([4,
Theorem 5.2.4]) is that the conjugacy class of the monodromy matrix ρx(γ) is given by
[ρx(γ)] =
[
T (t1)
ε1 · E(q+1 , q−1 ) · · · T (tm)εm · E(q+m, q−m)
]
. (12)
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Figure 8 – Local picture of X-coordinates around a puncture i on a triangulation with mi = 5
triangles adjacent to i.
In order to obtain the monodromy matrices in terms of a given set of A-coordinates, one first uses
the projection pX defined by (9) to extract the underlying X-coordinates and then applies the above
techniques to calculate the monodromy matrices as in (12).
Note that by definition A-coordinates only define convex projective structures that have finite area.
This is not true for X-coordinates in general. The conditions on X-coordinates to define a finite
area structure are as follows. Let i ∈ [n] be a puncture of S and let (qik)mik=1 denote the cyclically
ordered quadruple ratios assigned to the edges oriented away from i. Similarly, denote by (qki)
mi
k=1
the quadruple ratios assigned to edges which are oriented towards i, and let tk be the triple ratio of
the triangle that is oriented with qij . Figure 8 depicts the case mi = 5. With this notation at hand,
the finite area X-coordinates are exactly those that satisfy
mi∏
k=1
qik = 1 and
mi∏
k=1
qkitk = 1 , (13)
for all punctures i ∈ [n]. To see this one computes the monodromy matrices ρx(γ) as in (12) for
peripheral elements γ ∈ pi1(S) and recalls that these have to be conjugate to the standard parabolic
(4) for finite area structures (see [4]). Again, using the definition of pX it is straightforward to check
that (13) is automatically satisfied in the image of pX .
As a result, if we denote by Xf∆ the space of X-coordinates on ∆ that define a finite area structure,
we see that A∆ is a trivial (R2n>0)-fiber bundle over X
f
∆ with pX as canonical projection.
3.5 The space of singly decorated structures
We conclude this section by describing the effect of scaling vectors or covectors individually. We use
the notation of the previous section and refer again to Figure 8. Scaling the vector at vertex vi by
λ > 0 multiplies the edge parameters qki by λ and the triangle parameters of all triangles incident
with vi by λ. Here, the triangle parameters are counted with multiplicity, so if m corners of the
triangle with parameter t are at vi, then the parameter is multiplied by λ
m. In particular, scaling all
vector decorations by λ, we may arrange that all triangle parameters sum to one.
Scaling the covector at vi by λ scales the edge parameters qik by λ and does not affect the triangle
parameters. In particular, one may use the covector scaling to arrange that all parameters near v1
sum to one. The space of (independent) decorated marked structures can therefore be identified with
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the subspace
A
†
∆ = {α ∈ A∆ |
|T |∑
j=1
tj = 1,
mi∑
k=1
qik = 1 for all i ∈ [n]} ∼= (×
i∈[n]
∆mi−1)×∆T−1,
i.e. it is a product of open simplices, one for each vertex and of dimension one less than its degree,
times a simplex of dimension one less than the number of triangles.
4 Outitude
We briefly recall Cooper and Long’s [6] generalisation of Epstein and Penner’s [7] convex hull construc-
tion in §4.1. The convex hull construction can be achieved via an edge flipping algorithm, and we show
in §4.2 that the decision of whether or not to flip an edge can be made based on an outitude computed
from the A–coordinates. This is used in §4.3 to describe the putative cells in the decomposition of
moduli space as semi-algebraic sets. The algorithm to compute the canonical cell decomposition of a
doubly decorated projective surface is given in §4.4.
4.1 Cooper and Long’s convex hull construction
Let (Ω,Γ, φ) ∈ Tf (S) be a properly convex projective structure of finite area, and let V be a vector
decoration of this structure. A key observation of Cooper and Long is that the vector decoration V
is a discrete subset of L+ ∪ {0}. Let C be the convex hull of V. Although C has infinitely many
vertices, its facets are finite polygons. The projection of the proper faces of C to Ω is a Γ-invariant
cell decomposition of Ω. This descends to a cell decomposition of Ω/Γ because of Γ-invariance. Via
the marking φ : S 7→ Ω/Γ this induces an ideal cell decomposition of S .
With this at hand, each doubly-decorated convex projective structure x = (Ω,Γ, φ, (V,R)) ∈ T‡f (S)
induces an ideal cell decomposition of S via the convex hull construction. We denote this ideal cell
decomposition by ∆(x) and refer to it as its canonical cell decomposition. Note that the convex hull
construction does not depend on a covector decoration R. For each x ∈ T‡f (S) this yields a trivial
(n+ 1)–parameter family of doubly-decorated structures that induce the same ideal decomposition of
S . Here, n dimensions come from varying the orbits of the covectors independently, and one dimension
comes from varying all vector decorations by the same scalar.
Analogous to Penner [22], define for any ideal cell decomposition ∆ ⊂ S the sets
C˚(∆) = {x ∈ T‡f (S) | ∆(x) = ∆} , (14)
C(∆) = {x ∈ T‡f (S) | ∆(x) ⊆ ∆} . (15)
Our ultimate goal is to show that the decomposition of T‡f (S) into these sets, that is
{C˚(∆) | ∆ ideal cell decomposition of S} , (16)
is a Mod(S)-invariant cell decomposition of T‡f (S), and that C˚(∆) 6= ∅ for each ideal cell decomposition
∆ ⊂ S .
Recall that the mapping class group Mod(S) acts on both the surface S and on T‡f (S). The convex
hull construction is natural for these actions in the sense that for µ ∈ Mod(S) and x ∈ T‡f (S) we have
∆(µ · x) = µ ·∆(x) by definition. It follows that
µ · C˚(∆) = C˚(µ ·∆)
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showing that the decomposition defined in (16) is Mod(S)-invariant, indeed.
What is left is to show that each C˚(∆) is actually a cell. This is what we will be concerned with in
§5. The remainder of this section is concerned with developing the main tool, outitude, for this task,
and highlighting some of its properties.
4.2 Outitude is intrinsic
Suppose (R,C) and (R′, C ′) are two concrete decorated triangles sharing a side e in a concrete
decorated triangulation. Denote the matrices C,C ′, R and R′ as follows.
C = (C0 | C1 | C2) R = (r0 || r1 || r2)
C ′ = (C0 | C2 | C3) R′ = (r0 || r2 || r3)
Consider the (possibly degenerate) tetrahedron T = conv(C0, C1, C2, C3). The matrices C,C
′, D =
(C1 | C2 | C3) and D′ = (C0 | C1 | C3) represent the four facets of T in the sense that their column
vectors are the vertices of the corresponding facets. Let e+ := r0 · C2 and e− := r2 · C0 denote the
edge parameters assigned to the two oriented edges on e. The value
Out(e) := e+e−
(
det(D) + det(D′)− det(C)− det(C ′)) (17)
is called the outitude along the edge e.
Lemma 4.1 Let (R,C) and (R′, C ′) be two concrete decorated triangles that share a side as above.
The tetrahedron T they determine does not contain the origin.
Proof Consider the closed half space H+0 = {X ∈ R3 | r0 · X ≥ 0}. By definition of concrete
decorated triangles we have
r0 · C1 > 0 , r0 · C2 > 0 , r0 · C3 > 0 and r0 · C0 = 0 .
Thus the tetrahedron T = conv(C0, C1, C2, C3) is contained in H
+
0 and only its vertex C0 is contained
in the boundary H0 = ∂ H
+
0 . Since C0 6= 0 it follows that the origin is not contained in the tetrahedron.

Let K ⊂ R3 be a closed convex subset not containing the origin. The bottom of p ∈ K is the point
λ · p where
λ := min{λ ∈ R | λ · p ∈ K} .
We say that p is outer if it is its own bottom. The outer hull of K is its set of outer points.
Lemma 4.2 Let C,C ′, D,D′ and T be as above and denote by e′ the side shared by D and D′ .
Then exactly one of the following statements holds.
(i) The outer hull of T is C ∪e C ′ and Out(e) > 0.
(ii) The outer hull of T is D ∪′e D′ and Out(e) < 0.
(iii) The outer hull of T is C ∪e C ′ = D ∪e′ D′ and Out(e) = 0. In this case T is degenerate.
Proof Let us first prove the claim on the outer hull of T . If T is degenerate then it is contained in
a plane which does not pass through the origin and the outer hull of T is clearly C ∪e C ′ = D ∪e′ D′ .
Now assume that this is not the case. The facets of T are those determined by C,C ′, D and D′ so
clearly the outer hull of T is contained in the union of these sets. We have det(C) > 0 and det(C ′) > 0
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by definition. Furthermore, Lemma 3.4 ensures that det(D) > 0 and det(D′) > 0 as well. We will
show that rays through T intersect C ∪e C ′ exactly once and D ∪e′ D′ exactly once because of the
positive determinant condition.
To see this, let ` ∈ pos{C0, C1, C2, C3} be a ray from the origin which passes through T . Since
det(C) > 0 and det(C ′) > 0 we know that the vertices C1 and C3 lie on different sides of the
hyperplane H02 = {X ∈ R3 | det(C0 | C2 | X) = 0}. The ray ` either is contained in the hyperplane
H02 or lies on the same side as either C1 or C3 . Thus ` intersects C∪eC ′ either in their common edge
e or it only intersects one of the triangles C or C ′ . In any case, there is it most one such intersection
by convexity. Similarly, positivity det(D) and det(D′) imply that the ray ` meets D ∪e′ D′ exactly
once.
Now suppose there was one ray which passes through C∪eC ′ strictly before it passes through D∪e′D′
and another ray which passes through D ∪e′ D′ strictly before it passes through C ∪e C ′ . These rays
pass through the interior of T . By the convexity of T there is a ray from the origin passing through
the interior of T which intersects C ∪e C ′ and D ∪e′ D′ at the same time. This contradicts the
assumption that T is nondegenerate. It follows that either C ∪e C ′ or D ∪e′ D′ is the outer hull.
Finally, let us prove that the sign of the outitude along e is as is as claimed. Since the value e+e−
is strictly positive by definition, we may instead study the sign of 1
e+e− Out(e) under the relevant
conditions. Now the nice feature of the value
1
e+e−
Out(e) =
(
det(D) + det(D′)− det(C)− det(C ′))
is that it equals the Euclidean volume of the tetrahedron T if and only if C ∪e C ′ is the outer hull.
Clearly, in this case the outitute along e is nonnegative and vanishes if and only if T is degenerate.
Similarly, the Euclidean volume of T is given by −1
e+e− Out(e) if and only if D ∪D′ is the outer hull,
finishing the proof. 
Let x ∈ T‡f (S) be a doubly-decorated real convex projective structure on S and ∆ ⊂ S an ideal
triangulation. As discussed at the end of Section 3, x induces a lift of ∆ to a concrete decorated
triangulation ∆˜, unique up to decorated isomorphism. This enables us to define the outitude along
an edge e ∈ ∆, denoted by Outx(e), as the outitude of one of its lifts e˜ ∈ ∆˜. Note that the latter is
well-defined by Lemma 3.1.
Lemma 4.3 Having fixed a doubly-decorated real projective structure on S , the sign of the outitude
along a given edge is an intrinsic property of this structure.
Proof Fix a doubly-decorated real projective structure on S and fix an (un-oriented) edge e of
S . Let ∆ be a triangulation of S that contains the edge e. Again, lift ∆ to a concrete decorated
triangulation in R3 . The outitude Out(e) defined in (17) is a function of the volume of a tetrahedron
whose vertices are those of the ideal triangles containing a chosen lift of e. The edge parameters
assigned to that lifted edge are determined by the concrete decorated triangulation. However any two
such lifts differ by the action of an element of the holonomy group, which is a subgroup of SL3(R)
and hence preserves volume and edge parameters. Therefore the outitude condition is independent of
the choice of lift. Similarly, any two concrete decorated triangulations realising the doubly-decorated
real projective structure on S differ by the action of SL3(R) so Out(e) is independent of the choice
of such a realisation. 
We say that a triangulation ∆ of S is canonical for x if the outitude along every edge in e ∈ ∆ is
nonnegative.
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Corollary 4.4 Let x ∈ T‡f (S) and let ∆ be a triangulation of S . The following are equivalent.
(i) ∆ is canonical for x.
(ii) The cell decomposition of S that is formed by those edges of ∆ along which the outitude is
strictly positive is the ideal cell decomposition determined by Cooper and Long’s [6] convex hull
construction for x.
Proof Suppose that ∆ is canonical for x = (Ω,Γ, φ, (V,R)). Let ∆′ denote the ideal cell decom-
position of S determined by Cooper and Long’s convex hull construction for x. Recall that ∆′ is
obtained by taking the convex hull C of the vectors in (V,R) and then projecting the edges of C to
the Ω/Γ. We identify ∆ with a lift of ∆ to a concrete decorated triangulation in R3 . We have seen
in Lemma 4.2 that edges with positive outitude correspond to edges in the outer hull ∆. These outer
edges determine edges of ∆′ by the convex hull construction. Furthermore, those edges of ∆ with
vanishing outitude do not appear as edges of the convex hull, and therefore they are not contained in
∆′ .
Conversely suppose that the edges of ∆ along which the outitude is strictly positive produce the ideal
cell decomposition ∆′ ⊆ ∆ determined by the convex hull construction. Then the lift of ∆ must
bound a convex set whose edges are exactly lifts of edges of ∆′ . Therefore the outitudes along edges
of ∆ must be nonnegative again by Lemma 4.2. 
Fix a triangulation ∆ of S and let x ∈ T‡f (S). Denote by α = ψ(x) ∈ A the corresponding A-
coordinates, where ψ is the bijection from Theorem 3.8. In this case we denote Outα(e) := Outx(e)
interchangeably.
Lemma 4.5 Let ∆ ⊂ S be an ideal triangulation and let α ∈ A be a doubly-decorated convex
projective structure described via A-coordinates on ∆. For an edge e ∈ ∆ we denote the triangle and
edge coordinates of α around e as depicted in Figure 9. Then in terms of α the outitude along e is
given by
Outα(e) = A(e
+c+ + e−d− − e+e−) +B(e+b+ + e−a− − e+e−) . (18)
Proof Following the procedure described at the start of §3.2 we lift ∆ to an concrete decorated
triangulation Λ in R3 according to the doubly-decorated structure α ∈ A. Let (R,C) and (R′, C ′)
be two concrete decorated triangles in Λ that share a lift of e. We denote the four matrices that
contribute to Outα(e) by C = (C0 | C1 | C2) and C ′ = (C0 | C2 | C3) as well as D = (C0 | C1 | C3) and
D′ = (C3 | C1 | C2). Without loss of generality we may assume C = λ Id3 where λ3 = det(C) = A.
Let ri be the covector whose kernel contains the ideal vertex Ci . Then we may write the covectors
r0 and r2 as
r0 =
(
0 y0 z0
)
and r2 =
(
x2 y2 0
)
.
Let C3 =
(
X3 Y3 Z3
)T
. Then we obtain
Outα(e) = e
+e−
(
det(D) + det(D′)− det(C)− det(C ′))
= e+e−λ2(X3 + Y3 + Z3 − λ)
= λ4z0x2(X3 + Y3 + Z3 − λ) .
Conversely we have
A(e+c+ + e−d− − e+e−) +B(e+b+ + e−a− − e+e−)
= λ3(λz0(x2X3 + y2Y3) + λx2(y0Y3 + z0Z3)− λ2z0x2)− λ2Y3(λ2z0y2 + λ2x2y0 − λ2z0x2)
= λ4
(
(z0x2X3 + z0y2Y3 + x2y0Y3 + z0Z3x2 − λz0x2)− Y3(z0y2 + x2y0 − z0x2)
)
= λ4z0x2(X3 + Z3 + Y3 − λ) .
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Figure 9 – The edge and triangle parameters on two adjacent triangles. Out(e) is determined by
the two triangle parameters A = det(C0 | C1 | C2) and B = det(C0 | C2 | C3) and the six edges
parameters proximal to C0 and C2 , namely e
+, e−, a−, b+, c+ and d− .
This completes the lemma. 
4.3 Description of the putative cells in moduli space
We arrive at the following A-coordinate description of the sets defined in (14) and (15).
Corollary 4.6 Let ∆ be an ideal cell decomposition of S and let ∆′ be an ideal triangulation refining
∆. Let {bj}j∈J denote the edges of ∆ and let {ak}k∈K denote the set of edges in ∆′ \∆. Then the
image of the sets defined in (14) and (15) under the bijection ψ = ψ∆′ from Theorem 3.8 is given by
the semi-algebraic sets
ψ(˚C(∆)) = {α ∈ A∆′ | Outα(bj) > 0 ∀ j ∈ J and Outα(ak) = 0 ∀ k ∈ K} , (19)
ψ(C(∆)) = {α ∈ A∆′ | Outα(bj) ≥ 0 ∀ j ∈ J and Outα(ak) = 0 ∀ k ∈ K} . (20)
4.4 An algorithm to compute the canonical cell decomposition of a surface
A particularly nice feature of the A-coordinates is that they provide us with a nice algorithm to
determine a canonical triangulation for a given (doubly-)decorated convex projective structure. The
key idea of this algorithm has been established by Tillmann and Wong [26]. It can be explained as
follows. Assume we are given a convex projective structure of finite area on a surface S together with
a vector decoration V. To check if a triangulation ∆ ⊂ S is canonical, consider a lift to a concrete
triangulation ∆˜ with vertex set V. Now ∆ is canonical if each edge e ∈ ∆ satisfies the local convexity
condition, meaning that the union of the hulls of the two concrete triangles adjacent to a lift of e
is the bottom of the (possibly degenerate) tetrahedron formed by their vertices. If an edge violates
the local convexity condition, we may flip it to introduce a new edge that satisfies the local convexity
condition. Tillmann and Wong showed that flipping edges that violate the local convexity condition
terminates and ultimately produces a canonical triangulation.
However, the latter algorithm involves a lot of additional computations. For example, one needs to
compute a holonomy representation of the chosen convex projective structure in order to determine
a sufficiently large subset of the decoration V. The advantage of using A-coordinates is that all the
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necessary data is intrinsic. This provides the algorithm of Tillmann and Wong with a more efficient
data structure.
Let us describe the algorithm using A-coordinates. Fix an ideal triangulation ∆ ⊂ S along with the
corresponding A-coordinates A∆ . Let α ∈ A∆ be a doubly-decorated convex projective structure.
We wish to describe an ideal triangulation ∆(α) that is canonical for α. Each edge e ∈ ∆ comes
with an associated outitude value Outα(e) described in (18). Note that by Lemma 4.2 Outα(e) is
nonnegative if and only if e satisfies the local convexity condition. Thus, we may apply the algorithm
of Tillmann and Wong by successively flipping edges whose outitute is negative. This produces a
sequence of triangulations
(∆ = ∆0,∆1, . . . ,∆m−1,∆m = ∆(α))
where each ∆i+1 can be obtained from ∆i by performing an edge flip and the final triangulation is
canonical for α ∈ A∆ .
Example 4.7 The following example is based on an implementation of the flip-algorithm for A-
coordinates in polymake [10]. Consider the once-punctured torus S1,1 . We choose a triangulation ∆0
of S1,1 as in the top left of Figure 10 (with the usual edge identifications) together with the depicted
edge and triangle parameters
α0 = (A,B, a
+, a−, b+, b−, c+, c−) = (10712 ,
95
18 , 1, 1,
17
6 ,
25
12 ,
1145
72 ,
1289
72 ) ∈ A∆0 ∼= R8>0 .
This defines a decorated convex projective structure x = ψ−1∆0(α0) ∈ T
‡
f (S1,1) on the once punctured
torus. The three outitude values are
Outx(a) = 265.629 Outx(b) = 548.357 Outx(c) = −3234.55 .
Since the outitude along edge c ∈ ∆0 (colored red) is negative, we know that ∆0 is not canonical for x.
However, the algorithm tells us that we should flip this edge to find a canonical triangulation. Flipping
edge c introduces a new edge d and results in a new triangulation ∆1 . Using the coordinate change
equations (5) we see that the A∆1 -coordinates of x are given by α1 = (
3
2 ,
4
3 , 1, 1,
17
6 ,
25
12 , 1,
1
2) ∈ A∆1 .
The outitude values for the triangulation ∆1 are
Outx(a) = 6.36111 Outx(b) = −4.91898 Outx(d) = 5.68056
and as expected Outx(d) is positive. Unfortunately, now the outitude along edge b ∈ ∆1 (colored blue)
is negative. We remove b to introduce its flipped counterpart e and obtain yet another triangulation
∆2 . The A∆2 -coordinates of x are given by α2 = (1, 1, 1, 1, 1,
3
2 , 1,
1
2) ∈ A∆1 . Finally, the outitude
values in ∆2 are
Outx(a) = 2 Outx(b) = 1.25 Outx(d) = 2.25
and since these are all positive the triangulation ∆2 is canonical for the decorated convex projective
structure x ∈ T‡f (S1,1) we chose when we fixed a set of A-coordinates on ∆0 .
5 The cell decomposition of moduli space
Let ∆ ⊂ S be an ideal cell decomposition, refined by an ideal triangulation ∆′ ⊂ S . This section is
devoted to showing that C˚(∆) is a cell of real dimension | E | + | T | − | K | where | K | is the
number of unoriented edges of ∆′ \∆ and we recall that E denotes the set of oriented edges and T
the set of triangles of ∆′ . If there is no ambiguity as to the ideal triangulation ∆′ then we will identify
C˚(∆) with its image under ψ∆′ inside A∆′ without further comment.
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Figure 10 – The three triangulations of the flip algorithm from Example 4.7. The top row depicts
three different A-coordinate charts for the convex projective structure x ∈ T‡f (S1,1). The bottom
row shows a finite part of the three triangulations developed into the corresponding convex set Ω.
We first study the case in which ∆ is an ideal triangulation of S . In what follows we will denote the
corresponding A-coordinates by (A¯, a¯) ∈ A ∼= RT+E>0 . That is, we denote the triangle parameters by
A¯ ∈ RT>0 and the edge parameters by a¯ ∈ RE>0 .
Lemma 5.1 Let ∆ ⊂ S be an ideal triangulation. Fix an assignment A¯ ∈ RT>0 of positive real
numbers to the ideal triangles of ∆. Then the semi-algebraic set
XA¯ :=
{
a¯ ∈ RE>0 | Out(A¯,a¯)(e) > 0 for all e ∈ ∆
}
⊆ RE>0
is homeomorphic to RE>0 .
Proof Let B1(0.1) denote the set of points in RE>0 within a Euclidean distance of 0.1 from the all
ones vector 1 := (1, 1, . . . , 1) ∈ RE>0 . Recall that Out(A¯,a¯)(e) > 0 if and only if an inequality of the
following form is true, cf. (18),
A(e+c+ + e−d− − e+e−) +B(e+b+ + e−a− − e+e−) > 0 (21)
for a, b, c, d ∈ ∆ each contained in the closure of a common ideal triangle with e as depicted in Figure 9.
Regardless of the choice of A¯ ∈ RT>0 we have B1(0.1) ⊂ XA¯ . We will construct a homeomorphism
B1(0.1) ∼= XA¯ .
For all edge parameters a¯ ∈ RE>0 , we consider a linear deformation to the center 1 of B1(0.1) given
by
φa¯:[0, 1]→ RE>0 ,
t 7→ ta¯+ (1− t)1 .
The coordinate function of φa¯ corresponding to an edge parameter e
± will be denoted by φe± . Suppose
that at (A¯, a¯) we have positive outitude along edge e, i.e. inequality (21) holds. We now show that
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this implies that at the deformed points (A¯, φA¯(t)) the outitude along e is positive as well, that is
A (φe+(t)φc+(t) + φe−(t)φd−(t)− φe+(t)φe−(t))
+ B (φe+(t)φb+(t) + φe−(t)φa−(t)− φe+(t)φe−(t)) > 0 ,
for all t ∈ [0, 1]. We replace the functions φe±(t) by their definitions in the above inequality and
collect terms in t2 , t(1− t) and (1− t)2 to obtain
A((te+ + 1− t)(tc+ + 1− t) + (te− + 1− t)(td− + 1− t)
− (te+ + 1− t)(te− + 1− t))
+ B((te+ + 1− t)(tb+ + 1− t) + (te− + 1− t)(ta− + 1− t)
− (te+ + 1− t)(te− + 1− t))
= t2A((e+c+ + e−d− − e+e−) +B(e+b+ + e−a− − e+e−))
+ t(1− t)(A(c+ + d−) +B(a+ + b−))
+ (1− t)2(A+B) .
The coefficient of t2 is exactly Out(A¯,a¯)(e) and is therefore positive by assumption. The other terms
are nonnegative since t ∈ [0, 1] and because every triangle and edge parameter is positive.
This shows that XA¯ ⊆ RE>0 is a star-shaped set with center 1. It is open because it is defined by
a finite family of algebraic inequalities and is therefore the finite intersection of open sets. As such
it is homeomorphic to any |E|-dimensional open ball. In particular, since XA¯ is semi-algebraic, it is
homeomorphic to B1(0.1) by the canonical homeomorphism along rays originating from 1. 
We now show that the deformation to 1 described in Lemma 5.1 induces a product structure on C˚(∆).
Theorem 5.2 Let ∆ be an ideal triangulation of S . Then the semi-algebraic set
C˚(∆) =
{
(A¯, a¯) ∈ A | Out(A¯,a¯)(e) > 0 for all e ∈ ∆
}
is homeomorphic to RT+E>0 .
Proof Lemma 5.1 shows that for all A¯ ∈ RT>0 there exists a homeomorphism
fA¯ : XA¯ → {A¯} ×B1(0.1) ⊂ RT+E>0 .
Since the components ∂C(∆) are defined by algebraic functions the we may glue the fA¯ together to
obtain the homeomorphism
f : C˚(∆)→ RT>0 ×B1(0.1) ,
(A¯, a¯) 7→ (A¯, φA¯(a¯)) .
Clearly RT>0 ×B1(0.1) ∼= RT+E , completing the proof. 
What is left is to study the sets C˚(∆) in the case where ∆ is an ideal cell decomposition of S but
not an ideal triangulation. In order to prove cellularity of C˚(∆) we may consider any triangulation
∆′ refining ∆, i.e. ∆ ⊂ ∆′ . The homeomorphic image of C˚(∆) in the corresponding A∆′ -coordinates
is given by the semi-algebraic set
ψ∆′ (˚C(∆)) =
{
α ∈ A∆′ | Outα(e) > 0 ∀ e ∈ ∆ , Outα(e) = 0 ∀ e ∈ ∆′ \∆
}
. (22)
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Note that cellularity of C˚(∆) follows from cellularity of (22) independent of the ideal triangulation
∆′ that is chosen to refine ∆. Indeed, for two triangulations ∆′,∆′′ refining ∆ the transition homeo-
morphism R∆′,∆′′ defined in (8) restricts to a homeomorphism from ψ∆′ (˚C(∆)) to ψ∆′′ (˚C(∆)). In the
following we therefore restrict to a special class of triangulations that refine ∆, namely those where
all polygons of S in the complement of ∆ have a standard triangulation.
Lemma 5.3 Let ∆ be an ideal cell decomposition of S with ideal edges {bj}j∈J . Complete ∆ to
an ideal triangulation ∆′ of S such that all polygons in S complementary to ∆ have a standard
triangulation. Denote the edges of ∆′ \∆ by {ak}k∈K . Fix an assignment A¯ ∈ RT>0 of positive real
numbers to the ideal triangles of ∆′ . Denote by b¯ and a¯ assignments of edge parameters to {bj}j∈J
and {ak}k∈K respectively so that (A¯, a¯, b¯) is understood to be an element of A = A∆′ . Then the set
XA¯ =
{
(A¯, a¯, b¯) ∈ A | Outα(bj) > 0 ∀ j ∈ J and Outα(ak) = 0 ∀ k ∈ K
}
(23)
is nonempty.
Proof We will explicitly construct assignments b¯ and a¯ of positive real numbers to the oriented edges
of S so that (A¯, a¯, b¯) ∈ C˚(∆). Set b+j = b−j = 1 for all j ∈ J . Fix a polygon P in the complement of
the edges of ∆ with n ideal vertices.
First we will show that there is a choice of edge parameters on the edges inside P which ensures that
Out(ak) = 0 for all edges ak strictly contained in P . The definition of outitude ensures that the
parameters governing the outitude of the edge ak in P are those assigned to the ideal triangles and
oriented edges inside P and on the oriented edges on the boundary of P . Therefore we may consider
each polygon independently and this part of the proof will suffice to show that Out(ak) = 0 for all
k ∈ K .
We will complete the lemma by showing that the construction in the previous paragraph may be
performed in such a manner that a±k ≥ 1 for all k ∈ K . Given that b±j = 1 for all j ∈ J this ensures
that Out(bj) > 0 for all j ∈ J regardless of the choice of A¯.
The ideal triangulation of P is standard by assumption. Denote by V0 the ideal vertex of P which
abuts every ideal edge strictly contained in P . Let {am} for m ∈ {0, 1, . . . , n− 4} denote the subset
of {ak}k∈K comprising edges which are strictly contained in P . Order these edges as depicted in
the right-hand image in Figure 11. Similarly the triangle parameters in P will be denoted Am for
m ∈ {0, 1, . . . , n− 3} with ordering as in Figure 11. Let a+m denote the edge parameter oriented away
from V0 . The condition that Out(am) = 0 for all m ∈ {0, 1, . . . , n− 4} is equivalent to the following
equations.
a−0 =
a+0 (A0 +A1)
A0(a
+
0 − a+1 ) +A1(a+0 − 1)
,
a−m =
a+m(Am +Am+1)
Am(a
+
m − a+m+1) +Am+1(a+m − a+m−1)
for 1 ≤ m ≤ n− 3 ,
a−n−4 =
a+n−4(An−4 +An−3)
An−4(a+n−4 − 1) +An−3(a+n−4 − a+n−5)
.
It remains to ensure that, subject to these conditions, a−m is well-defined and positive. This is equiv-
alent to the following inequalities being satisfied.
A0(a
+
0 − a+1 ) +A1(a+0 − 1) > 0 ,
Am(a
+
m − a+m+1) +Am+1(a+m − a+m−1) > 0 for 1 ≤ m ≤ n− 3 ,
An−4(a+n−4 − 1) +An−3(a+n−4 − a+n−5) > 0 .
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Therefore we define M := max{A0, A1, . . . An−3}, N := min{A0, A1, . . . An−3} and  := NN+M . Now
we set
a+m := 1 +
m∑
x=0
x ,
so that a+m > 1 for all m ∈ {0, . . . , n − 4} by definition. Now we verify that a−m > 1 for all m ∈
{0, . . . , n− 4}. We begin with m = 0. We would like to show that
a−0 =
2(A0 +A1)
−A0+A1 > 1 .
If A1−A0 > 0 then this is clearly true because the statement is equivalent to 2(A0 +A1) > A1−A0
which is immediate since A0, A0 and A1 are strictly positive. Therefore it remains to show that
A1 −A0 N
N +M
> 0
⇐⇒ A1(N +M) > A0N .
However this is clearly true because the term A1N is strictly positive and we have A1 ≥ N and
M ≥ A0 . Therefore we have a−0 > 1. Now we show that a−m > 1 for 1 ≤ m ≤ n − 3. This simplifies
to the following,
(1 +
∑m
x=0 
x)(Am +Am+1)
−Amm+1 +Am+1m > 1 .
Once again we note that if the denominator is positive then the inequality follows easily as it is reduced
to the following,
(1 +
m∑
x=0
x)(Am +Am+1) > −Amm+1 +Am+1m
⇐⇒ (1 +
m∑
x=0
x)(Am +Am+1) +Am
m+1 > Am+1
m .
The latter is verified by noting that all terms in the expression are strictly positive and the coefficient
of Am+1 on the left is larger than that on the right. It remains to show that −Amm+1 +Am+1m > 0.
As  > 0 this is reduced to Am+1 > Am, which we may restate as
Am+1(N +M) > AmN .
This statement is clear because all terms are strictly positive and Am+1 ≥ N and M ≥ Am . We have
shown that a−m > 1 for 1 ≤ m ≤ n − 3. It remains to consider the case m = n − 4. We must verify
the inequality (
1 +
∑n−4
x=0 
x
)
(An−4 +An−3)
An−4
∑n−4
x=0 
x +An−3n−4
> 1
⇐⇒
(
1 +
n−4∑
x=0
x
)
(An−4 +An−3) > An−4
n−4∑
x=0
x +An−3n−4
⇐⇒ An−4 +
(
1 +
n−3∑
x=0
x
)
An−3 > 0 .
The final inequality is clear given that all terms are strictly positive. We have now verified that a±m > 1
for all m ∈ {0, . . . , n− 4}. Performing this procedure for all polygons in S we determine that a±k > 1
for all k ∈ K . The definition of a−k is chosen so that under these conditions Out(ak) = 0 for all
k ∈ K .
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Now we will verify that Out(bj) > 0 for all j ∈ J . Having imposed the condition that b±j = 1 for all
j ∈ J the definition of Out(bj) simplyfies to
Out(bj) = B0(x+ y − 1) +B1(z + w − 1) ,
where B0 and B1 are the parameters assigned to the triangles of ∆
′ whose boundary contains bj and
x, y, z, w are edge parameters in the set {b±j }j∈J ∪ {a±k }k∈K . We have seen that a±k > 1 for all k ∈ K
and b±j = 1 for all j ∈ J . Therefore x, y, z, w ≥ 1 and Out(bj) > 0 for all j ∈ J . We have explicitly
constructed an element of XA¯ as required, completing the proof. 
Theorem 5.2 and Lemma 5.3 are instructive in how we will proceed to show that C˚(∆) is a topological
cell for all cell decompositions ∆ of S . Let XA¯ be as defined in (23). Using the notation established
in the Lemma 5.3, we will prove that XA¯ is homeomorphic to an open ball by retracting it onto a
relatively open neighbourhood in XA¯ about 1 ∈ ∂XA¯ . The main challenge will be ensuring that each
fiber of the retraction stays in XA¯ . For this purpose we require the following technical lemma.
Lemma 5.4 Let B0, B1, a
+, b, c, d, e ∈ R>0 . Define the function a− : (0, 1]→ R by
t 7→ a−(t) := (ta
+ + 1− t)(B0(te+ 1− t) +B1(td+ 1− t))
t
(
B0 (a+ − b) +B1 (a+ − c)
) .
Assume that a−(1) is positive and finite. Then the following inequality is true:
a−(t) ≥ t a
+(B0e+B1d)
B0(a+ − b) +B1(a+ − c) + 1− t ∀ t ∈ (0, 1] . (24)
Proof First we show that a−(t) ∈ R>0 . Clearly the numerator in the definition of a−(t) is positive
and well-defined for all t ∈ (0, 1]. It remains to show that the denominator t (B0(a+ − b) +B1(a+ − c))
is strictly postive for all t ∈ (0, 1]. However the denominator is a linear function in t which is positive
at t = 1 and zero at t = 0 therefore it is positive for all t ∈ (0, 1].
Now we prove the main claim of the Lemma. We rewrite a−(t) as
a−(t) = t · a
+(B0e+B1d)
B0(a+ − b) +B1(a+ − c) + (1− t) ·
(
B0a
+ +B1a
+
B0(a+ − b) +B1(a+ − c)
)
+
1− t
t
·
(
B0(te+ 1− t) +B1(td+ 1− t)
B0(a+ − b) +B1(a+ − c)
)
.
We have already seen that the denominator of each term on the right hand side is positive. Therefore
it is clear that
a+(B0 +B1)
B0(a+ − b) +B1(a+ − c) > 1 .
Moreover, the facts that t ∈ (0, 1] and that the terms B0, e and d are strictly positive ensure that
(1− t) (B0(te+ 1− t) +B1(td+ 1− t))
t(B0(a+ − b) +B1(a+ − c)) > 0 .
Combining these facts we obtain
a−(t) > t · a
+(B0e+B1d)
B0(a+ − b) +B1(a+ − c) + 1− t+
1− t
t
·
(
B0(te+ 1− t) +B1(td+ 1− t)
B0(a+ − b) +B1(a+ − c)
)
> t · a
+(B0e+B1d)
B0(a+ − b) +B1(a+ − c) + 1− t ,
as required. 
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Figure 11 – Labelling of triangle and oriented edge parameters of a standard triangulation in a
polygon containing 6 ideal triangles. Some of the ideal vertices Vi and edges bj may be identified
in S .
Now, in the manner of Theorem 5.2, before showing that C˚(∆) is a toplogical cell we will show that
it is a fibration over a topological cell such that all fibers are sets of the form XA¯ defined analogously
to the definition in the statement of Lemma 5.1. We will see that each fiber XA¯ is a cell of given
dimension, regardless of the choice of A¯. Having showed that C˚(∆) is a fibration over a contractible
set whose fibers are homeomorphic we will complete the result in Theorem 5.6.
Lemma 5.5 Let ∆ be an ideal cell decomposition of S with ideal edges {bj}j∈J . Complete ∆ to
an ideal triangulation ∆′ of S such that all polygons in S have a standard triangulation. Denote the
edges of ∆′\∆ by {ak}k∈K . Fix an assignment A¯ ∈ RT>0 of positive real numbers to each ideal triangle
of ∆′ . If b¯ and a¯ denote assignments of edge parameters to {bj}j∈J and {ak}k∈K , respectively, then
we will understand (A, a¯, b¯) to be an element of A. The set
XA¯ :=
{(
A¯, a¯, b¯
) ∈ A | Out(bj) > 0 ∀ j ∈ J and Out(ak) = 0 ∀ k ∈ K}
is homeomorphic to R|E|−|K|>0 .
Proof We proceed in a similar manner to Theorem 5.2. As in Lemma 5.3 (cf. Figure 11). we denote
by b±j for j ∈ J the two edge parameters assigned to the ideal edge bj . We denote by a±k for k ∈ K
the two edge parameters assigned to the ideal edge ak .
Fix a n-gon P in the complement of ∆ and let V0 denote the ideal vertex of P which abuts every
ideal edge of ∆′ strictly contained in P . We denote the set of ideal edges strictly contained in P by
{am} where m = 0, 1, . . . , n − 4. We denote by a+m the edge parameter on am assigned to the edge
oriented away from V0 and a
−
m the edge parameter on am assigned to the edge oriented towards V0 .
Similarly we denote by b+m the parameter assigned to the oriented edge from Vm to Vm+1 and b
−
m the
parameter assigned to the oriented edge from Vm+1 to Vm where indices are read modulo n. Finally
we denote by Am the triangle parameter assigned to the ideal triangle of ∆
′ strictly contained in P
whose ideal vertices are V0 , Vm and Vm+1 for m = 0, 1, . . . , n − 3. See Figure 11 for a depiction of
the case n = 8.
In order to show that XA¯ is homeomorphic to R|E|−|K| we will explicitly construct a homeomorphism
from XA¯ to a convex open subset of the ball B1(0.1) ⊂ R|E|−|K| of Euclidean radius 0.1 and center
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1 := (1, 1, . . . , 1). An essential ingredient in this homeomorphism will be the linear deformation of
some coordinates to 1 by the function
φ : R>0 × (0, 1]→ R>0 ,
(x, t) 7→ tx+ 1− t .
We note here that the domain of φ is R>0 × (0, 1] as opposed to R>0 × [0, 1] because, as we will
see, the point 1 is an element of ∂XA¯ rather than XA¯ itself. Therefore there exists an open subset
U ⊂ B1(0.1) onto which we can perform an isotopy of XA¯ .
We hope to glue the maps φ together to construct an isotopy Φ : XA¯ × (0, 1] → U ⊂ B1(0.1). The
difficulty here which was not present in the proof of Theorem 5.2 is that we cannot apply this linear
deformation to all edge parameters simultaneously if we want to guarantee that Φ(x, t) ∈ XA¯ for
all t ∈ (0, 1]. It is true however that Out(ak) = 0 for all a ∈ XA¯ . We may therefore impose these
equalities to express the interior edge parameters a¯− which are assigned to edges oriented towards
V0 in terms of the parameters a¯
+ which are assigned to edges oriented away from V0 and the edge
parameters b
±
j of ∆. That is, while deforming all the edge parameters b¯ and a¯
+ linearly via φ we
will deform the n− 4 values of a¯− inside the n-gon P via functions φPm : A× (0, 1]→ R>0 given by
a−0 (t) = φ
P
0 (A¯, a¯
+, b¯, t) =
φ(a+0 , t)
(
A0φ(b
+
2 , t) +A1φ(b
−
1 , t)
)
A0
(
φ(a+0 , t)− φ(a+1 , t)
)
+A1
(
φ(a+0 , t)− φ(b+0 , t)
) ,
a−m(t) = φ
P
m(A¯, a¯
+, b¯, t) =
φ(a+m, t)
(
Amφ(b
+
m+2, t) +Am+1φ(b
−
m+1, t)
)
Am
(
φ(a+m, t)− φ(a+m+1, t)
)
+Am+1
(
φ(a+m, t)− φ(a+m−1, t)
) ,
a−n−4 = φ
P
n−4(A¯, a¯
+, b¯, t) =
φ(a+n−4, t)
(
An−4φ(b+n−2, t) +An−3φ(b
−
n−3, t)
)
An−4
(
φ(a+n−4, t)− φ(b−n−1, t)
)
+An−3
(
φ(a+n−4, t)− φ(a+n−5, t)
) ,
where m = 1, . . . , n− 5 in the case where P is an n-gon with n > 4. If n = 4 we deform a−0 by the
function
a−0 = φ
P
0
(
A¯, a¯+, b¯, t
)
=
φ(a+0 , t)
(
A0φ(b
+
2 , t) +A1φ(b
−
1 , t)
)
A0
(
φ(a+0 , t)− φ(b−3 , t)
)
+A1
(
φ(a+0 , t)− φ(b+0 , t)
) .
The functions φPm are defined to ensure that Out(am) = 0 for all t ∈ (0, 1]. Let us consider the
projection
piA¯ : XA¯ → R|E|−|K|>0
(A¯, a¯, b¯) 7→ (a¯+, b¯) .
This map is invertible precisely because we consider only the case in which the triangle parameters are
given by A¯ and we can recover the edge parameters a¯− inside a polygon P by solving the equation
Out(am) = 0 for a
−
m . Since the function by which we recover a
− is continuous, it follows immediately
that pi−1
A¯
is continuous. We note that piA¯ is continuous because it is a projection. Thus piA¯ is a
homeomorphism onto its image and it suffices to show that piA¯(XA¯) is homeomorphic to R
|E|−|K|
>0 . We
will do this in the following steps:
(1) First we show that if (a¯+, b¯) ∈ piA¯(XA¯) then each point on the interval from (a¯+, b¯) to 1 ∈
R|E|−|K|>0 other than 1 itself is also contained in piA¯(XA¯).
(2) We use the latter property to show that piA¯(XA¯) is homeomorphic to an open convex set, and
as such is homeomorphic to R|E|−|K|>0 .
Proof of claim (1): Let 1 ∈ R|E|−|K|>0 denote the vector (1, 1, . . . , 1). Fix a point (a¯+, b¯) ∈ piA¯(XA¯)
where we denote b¯ =
(
b+0 , b
−
0 , b
+
1 , . . . , b
+
|J |−1, b
−
|J |−1
)
∈ R2|J |>0 and a¯+ =
(
a+0 , a
+
1 , . . . , a
+
|K|−1
)
∈ R|K|>0 .
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The values taken along the linear deformation in R|E|−|K|>0 from (a+, b) towards 1 are
b¯(t) :=
(
φ(b+0 , t), φ(b
−
0 , t), φ(b
+
1 , t), . . . , φ(b
+
|J |−1, t), φ(b
−
J |−1, t)
)
∈ R2|J |>0 ,
a¯+(t) :=
(
φ(a+0 , t), φ(a
+
1 , t), . . . , φ(a
+
|K|−1, t)
)
∈ R|K|>0 .
We must show that (a¯+(t), b¯(t)) ∈ piA¯(XA¯) for all t ∈ (0, 1]. In order for (a¯+(t), b¯(t)) ∈ piA¯(XA¯) we
must be able to recover an assignment of edge parameters a− such that (A¯, a, b) ∈ XA¯ . If such an
assignment exists it is uniquely determined by the condition that Out(am) = 0. This is because the
standard triangulation is chosen in such a manner that, having fixed A¯, a¯+(t) and b¯(t), the function
Out(am) is a linear function of a
−
m . We need only to ensure that the value for a
−
m thus obtained is
finite and positive.
Fix t0 ∈ (0, 1]. By construction the value of a−m determined by (a¯+(t0), b¯(t0)) is a−m = φPm(A¯, a¯+, b¯, t0).
First suppose n > 4. By definition of φPm the claim that a
−
m is positive for all m is equivalent to
satisfying each of the inequalities
A0
(
φ(a+0 , t0)− φ(a+1 , t0)
)
+A1
(
φ(a+0 , t0)− φ(b+0 , t0)
)
> 0 ,
Am
(
φ(a+m, t0)− φ(a+m+1, t0)
)
+Am+1
(
φ(a+m, t0)− φ(a+m−1, t0)
)
> 0 , 1 ≤ m ≤ n− 5 ,
An−4
(
φ(a+n−4, t0)− φ(b−n−1, t0)
)
+An−3
(
φ(a+n−4, t0)− φ(a+n−5, t0)
)
> 0 .
Using the definition of φ(x, t0) these are equivalent to
t0
(
A0
(
a+0 − a+1
)
+A1
(
a+0 − b+0
))
> 0 ,
t0
(
Am
(
a+m − a+m+1
)
+Am+1
(
a+m − a+m−1
))
> 0 , 1 ≤ m ≤ n− 5 ,
t0
(
An−4
(
a+n−4 − b−n−1
)
+An−3
(
a+n−4 − a+n−5
))
> 0 .
Modulo the positive factor t0 the latter inequalities are necessary conditions for (a¯
+, b¯) ∈ piA¯(XA¯)
which is true by assumption. The case in which n = 4 is completely analogous.
We have shown that if (a¯+, b¯) ∈ piA¯(XA¯) then each point (a¯+(t), b¯(t)) ∈ R|E|−|K|>0 on the line from
(a¯+, b¯) to 1 admits an assignment of an edge parameter a−m(t) to each of the oriented edges am of P
for m = 0, 1 . . . n− 4 which ensure that Out(am) = 0 for all m = 0, 1, . . . n− 4 and for all t ∈ (0, 1].
We can make this choice independently for each polygon P so that we have a well-defined candidate
vector (A¯, a¯(t), b¯(t)) ∈ A such that piA¯((A¯, a¯(t), b¯(t))) = (a¯+(t), b¯(t)). It remains to be proved that
(A¯, a¯(t), b¯(t)) ∈ XA¯ . In particular, we must show that (A¯, a¯(t), b¯(t)) satisfies Out(bj) > 0 for all j ∈ J .
Fix j ∈ J and let B0 and B1 be the triangle parameters in A¯ assigned to ideal triangles of ∆′ which
are adjacent to the edge bj . Fix t0 ∈ (0, 1]. We seek to verify the inequality
Out(bj) =B0
(
φ(b+j , t0)ψ0(x0, t0) + φ(b
−
j , t0)ψ1(x1, t0)− φ(b+j , t0)φ(b−j , t0)
)
(25)
+B1
(
φ(b+j , t0)ψ2(x2, t0) + φ(b
−
j , t0)ψ3(x3, t0)− φ(b+j , t0)φ(b−j , t0)
)
> 0 . (26)
where xi ∈ {a±k }k∈K ∪ {b±j }j∈J and ψi is defined as
ψi(xi, t0) = φ
P
m(xi, t0) if xi = a
−
m for some polygon P and ,
ψi(xi, t0) = φ(xi, t0) otherwise.
Lemma 5.4 shows that φPk (x, t0) ≥ φ(x, t0) for all k ∈ K . Now we may replace the terms ψi with φi
or φPi and the inequality on lines (25)-(26) is now of the form
Out(bj) = B0
(
φ(b+j , t0)φ(x0, t0) + φ(b
−
j , t0)φ(x1, t0)− φ(b+j , t0)φ(b−j , t0)
)
+B1
(
φ(b+j , t0)φ(x2, t0) + φ(b
−
j , t0)φ(x3, t0)− φ(b+j , t0)φ(b−j , t0)
)
> 0 .
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Ensuring that this inequality is true is the content of Lemma 5.1 given the assumption that (A¯, a¯, b¯) ∈
XA¯ . We have shown that if (a¯
+, b¯) ∈ piA¯(XA¯) then (a¯+(t), b¯(t)) ∈ piA¯(XA¯) for all t ∈ (0, 1].
Proof of claim (2): Let r be a ray or maximal open interval in piA¯(XA¯) whose closure contains 1.
Let B1(0.1) denote the ball in R
|E|−|K|
>0 of Euclidean radius 0.1 and center 1. We have seen in part
(1) that piA¯(XA¯) is stratified by rays of this form and that r contains a unique open interval ιr with
one endpoint at 1 and the other endpoint in ∂B1(0.1). One may construct an isotopy
ξr : r ∪ {1} × [0, 1]→ r ∪ {1}
such that ξr(r, 1) = ιr and ξr(1, t) = 1 for all t ∈ [0, 1]. The set of all rays of maximal open intervals
in piA¯(XA¯) whose closure contains 1 is pairwise disjoint and piA¯(XA¯) is, by definition, a semi-algebraic
set. Therefore these isotopies may be glued together to produce an isotopy
ξ : {piA¯(XA¯) ∪ {1}} × [0, 1]→ piA¯(XA¯) ∪ {1} ,
such that ξ |r∪{∞}= ξr . This shows that piA¯(XA¯) is homeomorphic to ξ(piA¯(XA¯), 1) =: U∆ .
We conclude this lemma by showing that U∆ is an open convex subset of B1(0.1). Let (a¯
+, b¯) ∈
B1(0.1). We wish to devise a set of necessary and sufficient conditions which ensure that (a¯
+, b¯) ∈ U∆ .
If (a¯+, b¯) ∈ piA¯(XA¯) and P is a polygon with four vertices we define a−0 as
a−0 :=
a+0
(
A0b
+
2 +A1b
−
1
)
A0
(
a+0 − b−3
)
+A1
(
a+0 − b+0
) . (27)
For each polygon P with more than four ideal vertices we define a−m for m = 0, 1, . . . , n− 4 as
a−0 :=
a+0
(
A0b
+
2 +A1b
−
1
)
A0
(
a+0 − a+1
)
+A1
(
a+0 − b+0
) , (28)
a−m :=
a+m
(
Amb
+
m+2 +Am+1b
−
m+1
)
Am
(
a+m − a+m+1
)
+Am+1
(
a+m − a+m−1
) , 1 ≤ m ≤ n− 5 , (29)
a−n−4 :=
a+n−4
(
An−4b+n−2 +An−3b
−
n−3
)
An−4
(
a+n−4 − b−n−1
)
+An−3
(
a+n−4 − a+n−5
) . (30)
Having fixed A¯, a¯+ and b¯, these are the unique values which ensure that Out(am) = 0 for all
0 ≤ m ≤ n − 4. Using these definitions, further define a¯ := (a+0 , a−0 , . . . , a+|K|−1, a−|K|−1) ∈ R
|E|−|K|
>0 .
To ensure that each a−k is well-defined and positive we require that for a polygon P with four ideal
vertices the following inequality holds
A0
(
a+0 − b−3
)
+A1
(
a+0 − b+0
)
> 0 . (31)
If P is a polygon with more than n > 4 vertices we require
A0
(
a+0 − a+1
)
+A1
(
a+0 − b+0
)
> 0 , (32)
Am
(
a+m − a+m+1
)
+Am+1
(
a+m − a+m−1
)
> 0 , 1 ≤ m ≤ n− 5 , (33)
An−4
(
a+n−4 − b−n−1
)
+An−3
(
a+n−4 − a+n−5
)
> 0 . (34)
Denote by YA¯ ⊂ R|E|−|K|>0 the subset satisfying conditions (31) - (34). Recall that we have fixed A¯ so YA¯
is the intersection of finitely many open half spaces and is therefore the interior of a convex polyhedron.
By definition of U∆ and YA¯ we have U∆ ⊆ B1(0.1) ∩ YA¯ . We will show that U∆ = B1(0.1) ∩ YA¯ .
Let (a¯+, b¯) ∈ B1(0.1)∩ YA¯ . We have shown above that there is a unique candidate in A for the value
of pi−1
A¯
(a¯+, b¯) which is obtained by assigning to each a−k the value determined by equations (27) - (30).
Denote this candidate by (A¯, a¯, b¯). The values a−k are chosen so that (A¯, a¯, b¯) satisfies Out(ak) = 0
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for all k ∈ K . To see that (a¯+, b¯) ∈ U∆ it remains only to show that (A¯, a¯, b¯) also satisfies Out(bj) > 0
for all j ∈ J . First note that 0.9 < b±j , a+k < 1.1 for all j ∈ J and k ∈ K since (a¯+, b¯) ∈ B1(0.1). It
follows from definitions (27) - (30) that
a−k > min
{
a+0 , a
+
1 , . . . , a
+
|K|−1, b
+
0 , b
−
0 , . . . , b
+
|J |−1, b
−
|J |−1
}
> 0.9 , ∀ k ∈ K .
For example, in the case n = 4 and k = 0 we note that the denominator in the definition of a−0 is
positive because (a¯+, b¯) satisfies Inequality (31) by assumption. Therefore we have
a−0 =
a+0
(
A0b
+
2 +A1b
−
1
)
A0(a
+
0 − b−3 ) +A1(a+0 − b+0 )
>
A0b
+
2 +A1b
−
1
A0 +A1
≥ min{b+2 , b−1 } .
The other cases are analogous. Therefore (A¯, a¯, b¯) satisfies Out(bj) > 0 for all j ∈ J . We have shown
that every point in B1(0.1)∩YA¯ is also in piA¯(XA¯). Therefore B1(0.1)∩YA ⊆ piA¯(XA¯)∩B1(0.1) = U∆ .
In particular U∆ = B1(0.1) ∩ YA¯ as required.
We have not yet verified that U∆ is nonempty. Recall that we have shown in Lemma 5.3 that XA¯ 6= ∅.
Hence also piA¯(XA¯) is nonempty and for every point (a¯
+, b¯) ∈ piA¯(XA¯), the interval (a¯+(t), b¯(t)) enters
B1(0.1) ∩ YA¯ as t → 0. Therefore U∆ is a nonempty finite intersection of convex open subsets of
R|E|−|K|>0 . In particular U∆ is itself a nonempty convex open subset of R
|E|−|K|
>0 and U∆′
∼= R|E|−|K|>0 .
In summary we have verified the following series of homeomorphisms,
R|E|−|K|>0 ∼= U∆ ∼= piA¯(XA¯) ∼= XA¯ .
This completes the required result. 
We use Lemma 5.5 in the proof of Theorem 5.6 in a manner analogous to that in which Lemma 5.1
is used to prove Theorem 5.2. Having showed that XA¯
∼= R|E|−|K|>0 for all A¯ ∈ RT>0 we will show that
the projection
pi : C˚(∆)→ RT>0 (35)
(A¯, a¯, b¯) 7→ A¯ , (36)
is a surjective globally trivial fibration. Having proved in Lemma 5.5 that the fibers are all homeo-
morphic to R|E|−|K|>0 the result is immediate.
Theorem 5.6 Let ∆ be an ideal cell decomposition of S . We have a homeomorphism C˚(∆) ∼=
R|T |+|E|−|K|>0 .
Proof As usual we denote by ∆′ a standard ideal triangulation of S refining ∆. We denote by
{bj}j∈J the edges of ∆ and {ak}k∈K the edges of ∆′ \∆. Let A¯, a¯ and b¯ be assignments of positive
real numbers to the ideal triangles of ∆′ , and to the oriented edges of ∆′ \∆ and of ∆ respectively so
that we understand (A¯, a, b) to be an element of A. Let pi denote the projection defined by (35)-(36).
We have seen in Lemma 5.5 each of the fibers of pi is homeomorphic to R|E|−|K|>0 and in particular
each is homeomorphic to all of the others. Since ∂C(∆) is defined by a finite family of polynomial
equations, it follows that pi is a locally trivial fibration. However we have seen in Lemma 5.3 that
pi is surjective. Since RT>0 is contractible it follows that pi is a globally trivial fibration. Therefore
C˚(∆) ∼= R|T |+|E|−|K|>0 as required. 
Example 5.7 A doubly-decorated convex projective structure on a once-punctured torus S1,1 is
chosen by fixing a triangulation ∆ ⊂ S1,1 together with A-coordinates, in this case two triangle
parameters and six edge parameters. The latter are denoted by (A,B, a+, a−, b+, b−, c+, c−) ∈ R8>0
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as depicted in Figure 12. We give three examples of points inside C˚(∆), that is structures for which
∆ is the unique canonical triangulation, namely the structures whose A-coordinates are
(1, 1, 74 ,
1
4 , 1, 4,
5
4 ,
5
4) , (1, 2, 3, 4, 1, 2, 3, 4) , (
1
3 ,
1
2 , 1,
4
6 ,
2
5 , 2,
1
5 ,
1
10) .
Each of these structures gets deformed by the smooth deformations used in the proof of Lemma 5.1
that deforms all edge parameters linearly to 1, while the triangle parameters remain constant. The
representative of each projective structure is chosen by fixing three ideal vertices in R3 .
A
B
a+ a−
b+
b−
a+ a−
b+
b−
c+
c−
Figure 12 – A triangulated torus with A-coordinates (A,B, a+, a−, b+, b−, c+, c−) ∈ R8>0 (top).
The first row depicts a linear deformation from (1, 1, 74 ,
1
4 , 1, 4,
5
4 ,
5
4 ) (left) to 1 ∈ R8>0 (right). In
the second row we linearly deform from (1, 2, 3, 4, 1, 2, 3, 4) to (1, 2, 1, 1, 1, 1, 1, 1). The last row
shows the deformation from ( 13 ,
1
2 , 1,
4
6 ,
2
5 , 2,
1
5 ,
1
10 ) to (
1
3 ,
1
2 , 1, 1, 1, 1, 1, 1). For all convex projective
structures that appear the chosen triangulation is uniquely canonical.
6 Duality
This section describes a natural projective duality of doubly decorated structures and its effect on
A–coordinates (§6.1). The self-dual structures are shown to be hyperbolic structures with a preferred
dual decoration, leading to an identification of Penner’s Decorated Teichmu¨ller Space in A–coordinates
(§6.2). Examples are given to show that our cell decomposition of moduli space is generally not
invariant under this duality, even if the surfaces is once-cusped (§6.3).
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6.1 Duality in A–coordinates
Every convex projective structure has a dual structure, constructed using the self-duality of the pro-
jective plane. This induces an automorphism σ : T(S)→ T(S). We briefly sketch the details and refer
to [27, 5] for a complete treatment. We then construct a natural duality map σ‡ : T‡f (S)→ T‡f (S) and
describe it as an automorphism of A∆.
Let Ω be a properly convex domain of RP2 . Its dual domain is the set
Ω∗ = {P ∈ RP2 | P⊥ ∩ Ω = ∅}.
Then Ω∗ is also a properly convex domain and Ω = (Ω∗)∗ . Supporting lines to Ω correspond to points
on the frontier of Ω∗ , and vice-versa. There is a real analytic diffeomorphism Φ : Ω→ Ω∗ , called the
dual map, which has the following elementary interpretation. For P ∈ Ω, the line P⊥ is disjoint from
Ω∗ , thus the affine patch AP = RP2 \ P⊥ strictly contains Ω∗ . Then Φ(P ) is the centre of mass of
Ω∗ in AP . It turns out that Φ is a projective transformation if and only if Ω is a conic.
For A ∈ PGL(Ω) and P ∈ Ω, Φ(A(P )) = (At)−1(Φ(P )). Hence the dual group of a subgroup
Γ ≤ PGL(3,R) is defined to be the group
Γ∗ = {(At)−1 | A ∈ Γ}.
Clearly Γ ∼= Γ∗ . Since duality inverts the eigenvalues of the holonomy, Ω∗/Γ∗ also has finite volume.
So Φ induces a real analytic diffeomorphism
Φ: Ω/Γ→ Ω∗/Γ∗,
and (Ω∗,Γ∗, φ∗) is an element of T(S), where φ∗ := Φ ◦φ. We therefore have a map σ : T(S)→ T(S)
which takes a projective structure to its dual structure. By construction, σ is invertible and has order
two.
We extend σ to an involution σ‡ : T‡f (S)→ T‡f (S) by defining
σ‡(Ω,Γ, φ, (R,V)) = (Ω∗,Γ∗, φ∗, (V,R)) ,
that is σ‡ swaps the role of the vector and covector decorations.
This map has the following very simple description in terms of A–coordinates, and we will see in §6.2
that its fixed points correspond to decorated hyperbolic structures with a particularly nice choice of
covector decoration.
To understand the the duality map in A–coordinates in suffices to study the change of triangle
parameter and edge parameters of a concrete decorated triangle when swapping vectors and covectors.
Let (R,C) = ((C0 | C1 | C2), (r0 || r1 || r2)) be a concrete decorated triangle and denote by aij the
edge parameter of the edge oriented from vertex Ci to vertex Cj , where i 6= j ∈ {0, 1, 2}. The triangle
parameter of (R,C) is denoted by A012 . Now the dual concrete decorated triangle is given by the
pair (Ct, Rt) =
(
(r0 || r1 || r2)t, (C0 | C1 | C2)t
)
. If we denote by a⊥ij the edge parameter of the edge
in (Ct, Rt) oriented from vertex ri to rj , then we have
a⊥ij = C
t
i · rtj = rj · Ci = aij . (37)
The triangle parameter A⊥012 of the dual concrete decorated triangle (Ct, Rt) is, by definition, given
as the determinant of Rt . Now since
R · C =
 0 a01 a02a10 0 a12
a20 a21 0

37
it follows that
A⊥012 = det(R
t) = det(R) =
a01a12a20 + a10a21a02
det(C)
=
a01a12a20 + a10a21a02
A012
. (38)
Summarizing, the description of the involution σ‡ in A–coordinates is given by (37) and (38). We wish
to emphasize that our convention for choosing a dual decoration currently has no intrinsic justification,
except for the case of hyperbolic structures.
6.2 Penner’s Decorated Teichmu¨ller Space
As before, let S = Sg,n be a surface of genus g ≥ 0 having n > 0 punctures and Euler characteristic
χ(S) = 2 − 2g − n negative. In [22] Penner proves that Epstein-Penner’s convex hull construction
induces a cell decomposition of the decorated Teichmu¨ller space T†hyp(S). In the following we will
embed Penner’s decorated Teichmu¨ller space in the space of A-coordinates.
We briefly recall Penner’s parametrization of T†hyp(S). A marked hyperbolic structure on S is a marked
properly convex projective structure (Ω,Γ, φ) ∈ Tf (S) of finite volume whose convex domain Ω is a
conic. By projective equivalence we may assume that this conic is defined Minkowski bilinear form
〈X,Y 〉 = X0Y0 +X1Y1 −X2Y2 ,
where X = (X0, X1, X2), Y = (Y0, Y1, Y2) ∈ R3 . In this case Ω equals the projectivization of the set
H2 = {X ∈ R3 | 〈X,X〉 = −1 , X2 > 0} ,
the hyperboloid model of the hyperbolic plane. Using the affine chart at height X2 = 1 we may
identify Ω with the standard Klein disc, Ω = {(X0, X1, 1) ∈ R3 | X20 + X21 < 1}. It follows that for
a hyperbolic structure the holonomy group Γ is a discrete subgroup of SO+(2, 1) < SL3(R), and as
such Γ is isomorphic to a Fuchsian group in PSL2(R).
Denote by
L+ = R>0 · ∂Ω = {V ∈ R3 | 〈V, V 〉 = 0 , V2 > 0}
the associated positive light-cone.
Let (Ω,Γ, φ) ∈ T†hyp(S). As in (1) we may choose a vector decoration V ⊂ L+ , i.e. a Γ-invariant set
of light-cone representatives for all parabolic fixed points.
The choice of a marked hyperbolic structure on S together with a vector decoration forms the data
of a point in the decorated Teichmu¨ller space T†hyp(S).
Let (Ω,Γ, φ,V) ∈ T†hyp(S). Fix some triangulation ∆ ⊂ S consisting of E edges. Let ∆˜ denote a lift
of ∆ to the hyperbolic plane H such that edges of ∆ are lifted to geodesic arcs. Let e˜ ∈ ∆˜ be a
lift of an edge e ∈ ∆, and denote the two ideal vertices at the ends of e˜ by p, q . Since e connects
two (not necessarily distinct) cusps, p and q are two parabolic fixed points with associated light-cone
representatives Vp, Vq ∈ V . Following Penner [23], we define the λ-length of the edge e by
λe =
√
−〈Vp, Vq〉 . (39)
The constant −1 in the above formula is somewhat arbitrary; it affects certain formulae that are
irrelevant to this paper. The original choice by Penner [22] was λe =
√
−12〈Vp, Vq〉.
Penner proves that this defines a homeomorphism λ : T†hyp(S) 7→ RE>0 , yielding Penner’s λ-coordinates
on the decorated Teichmu¨ller space.
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Let us investigate Penner’s λ-coordinates in view of the A-coordinates defined in Section 3 . Given
a decorated marked hyperbolic structure (Ω,Γ, φ,B) ∈ T†hyp(S) and an ideal triangulation ∆ ⊂ S ,
the only data that is missing to specify A-coordinates is a covector decoration. However, in case of a
hyperbolic structures the Minkowski bilinear form allows us to make a somewhat canonical choice for
this covector decoration. For a light-cone vector V ∈ L+ consider the linear form rV ∈ (R3)∗ given by
rV (X) = −〈V,X〉. This choice of covector decoration yields symmetric edge parameters by symmetry
of the Minkowki form, i.e.
a+ = −rV0(V1) = −〈V0, V1〉 = −〈V1, V0〉 = −rV1(V0) = a− , (40)
where a± are the two edge parameters along an edge a ∈ ∆. Furthermore, consider a concrete
decorated triangle (R,C) with this choice of covector decoration. Denote the three adjacent edge
parameters around (R,C) by a = 〈C0, C1〉, b = 〈C0, C2〉 and c = 〈C1, C2〉. The associated positive
counter-diagonal matrix R·C is the negative Gram matrix of the Minkowski bilinear form with respect
to the basis C = (C0, C1, C2), i.e.
R · C =
 0 −a −b−a 0 −c
−b −c 0
 = CT
1 0 00 1 0
0 0 −1
C .
It follows that the triangle parameter A = det(C) associated to the concrete decorated triangle (R,C)
satisfies
A2 = 2abc . (41)
To summarize, Penner’s decorated Teichmu¨ller space T†hyp(S) can be identified as an E -dimensional
subvariety Ahyp(S) in the space of A-coordinates A ∼= RT+2E>0 subject to the conditions (40) and (41)
for the triangle and edge parameters.
By construction, the subvariety Ahyp(S) is invariant under the duality map σ
‡ in A–coordinates given
by (37) and (38). A simple calculation shows that it is also invariant under the change of coordinates
given by equations (5) and (6), and hence under the action of the mapping class group Mod(S).
It follows from the defining equations that Ahyp is the image of an embedding RE>0 ↪→ A. Its inverse
map is given by the projection pi : A 7→ RE>0 that forgets about all triangle parameters and only
chooses one orientation for each edge, say
pi(A¯, a¯) = a¯+ ∈ RE>0 .
We identify Ahyp with its diffeomorphic image pi(Ahyp) ∼= RE>0 . A point in our decorated Teichmu¨ller
space Ahyp is thus specified by a choice of one positive parameter per unoriented edge. Note that,
by definition, the edge parameters we use for decorated hyperbolic structures are related to Penner’s
λ-lengths by
e = λ2e . (42)
Let a¯ ∈ Ahyp be a decorated hyperbolic structure and consider an edge e ∈ ∆ with surrounding
A-cordinates as in Figure 13. In this case the outitude (18) along an edge e specializes to
Outa¯(e) =
√
2abe(ec+ ed− e2) +
√
2cde(ea+ eb− e2) .
It follows that Outa¯(e) > 0 if and only if√
ab(c+ d− e) +
√
cd(a+ b− e) > 0 . (43)
It follows from Penner’s work that the outitude conditions give Ahyp a cell-decomposition. In partic-
ular, the subvariety Ahyp(S) meets each cell C˚(∆) in a properly embedded cell.
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√
2abe
√
2cde
e
e
a
a
b
b
c
c
d
d
Figure 13 – The edge and triangle parameters for Ahyp around an edge e ∈ ∆.
6.3 Outitude and duality
We give an example of mutually dual doubly-decorated convex projective structures that have different
canonical cell decompositions. The example is of a once punctured surface, so the canonical cell
decomposition is independent of the double decoration of the dual convex projective structure chosen
by our convention.
Example 6.1 Figure 14 shows a triangulation of a once-punctured double torus S2,1 together with
edge coordinates (blue) and triangle coordinates (red) that form the data of A-coordinates on this tri-
angulation. Denote by α ∈ A the doubly-decorated convex projective structure whose A-coordinates
are given by
b+0 = b
+
2 = b
−
5 = b
−
6 = b
+
7 = 2 , b
+
6 = 3 ,
and where all other edge and triangle parameters are equal to 1 (cf. Figure 14). Computing the
outitutes for α we obtain
Outα(b0) = 4 , Outα(b1) = 3 , Outα(b2) = 3 , Outα(b3) = 3 , Outα(b4) = 3
Outα(b5) = 3 , Outα(b6) = 8 , Outα(b7) = 4 , Outα(b8) = 3 .
Since all outitude values are positive the triangulation ∆ is the canonical for α, i.e. α ∈ C˚(∆). We
will now show that the projectively dual structure α⊥ is not contained in C˚(∆). The projectively
dual structure α⊥ is given by
b−0 = b
−
2 = b
+
5 = b
+
6 = b
−
7 = 2 , b
−
6 = 3 , A0 = A1 = A4 = A5 = 3 , A2 = A3 = 10 ,
and again all other parameters equal to 1. This results in a negative outitude value Outα⊥ = −20,
hence α⊥ /∈ C˚(∆).
The above example can easily be generalised to show that for all g ≥ 2, there are mutually dual
structures of Sg,1 with different canonical cell decompositions. The situation is different for S1,1 as
the following example shows.
Example 6.2 Consider A-coordinates α = (A,B, a+, a−, b+, b−, c+, c−) on the triangulation ∆ of
a once-punctured torus depicted on the left in Figure 15. The projectively dual structure has A-
coordinates α⊥ = (a
+b+c++a−b−c−
A ,
a+b+c++a−b−c−
B , a
−, a+, b−, b+, c−, c+), where we keep the ordering
of triangle and edge coordinates as depicted in the left of Figure 15. The outitude of edge c ∈ ∆ in
the projectively dual structure α⊥ is thus given by
Outα⊥(c) =
a+b+c+ + a−b−c−
A (a
−c− + b+c+ − c+c−) + a+b+c+ + a−b−c−B (a+c+ + b−c− − c+c−) .
40
b−8
b+8
b+6
b−6
b+7
b−7
b+5
b−5
b+4
b−4
A2
A4
A5
A3
A1
A0
b−0 b
+
0
b−1
b+1
b+2
b−2
b+3
b−3
b−2b
+
2
b−3
b+3
b+0
b−0
b+1
b−1
3
2
2
2
2
2
2
2
Figure 14 – A-coordinates on a triangulation of a once-punctured double torus S2,1 (left). The
right figure shows the specific choice of coordinates α ∈ A from Example 6.1 where we omit to label
those triangle and edge parameters with value 1.
A
B
a+ a−
b+
b−
a+ a−
b+
b−c+
c−
dualizing
a+b+c+ + a−b−c−
A
a+b+c+ + a−b−c−
B
a− a+
b−
b+
a− a+
b−
b+c−
c+
Figure 15 – A triangulation ∆ of a once-punctured torus with primal (left) and dual (right) A-
coordinates.
Multiplying with the positive scalar AB
a+b+c+ + a−b−c− we see that Outα⊥(c) > 0 if and only if
B(a−c− + b+c+ − c+c−) +A(a+c+ + b−c− − c+c−) > 0 .
By symmetry the same holds for the other two edges a, b ∈ ∆. It follows that in this particular
example, C˚(∆) is invariant under projective duality.
7 Other cell decompositions
Labourie [17] and Loftin [19] described a bijection between convex projective structures on a compact
surface S and pairs (Σ, U) of a hyperbolic structure Σ on S together with a cubic holomorphic
differential U on Σ. For noncompact surfaces S , Benoist and Hulin [1] gave a similar bijection
between finite area convex projective structures on S and pairs (Σ, U) of a finite area hyperbolic
structure Σ on S and a cubic holomorphic differential U on Σ with poles of order at most 2 at
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the cusps. In both cases the authors showed that these bijections describe homeomorphism between
the corresponding sets equipped with their natural topologies. Denote V the vector space of cubic
holomorphic differential U on Σ with poles of order at most 2 at the cusps.
Now given any Mod(S)–invariant cell decomposition of Teichmu¨ller space Thyp(S), one obtains a
natural Mod(S)–invariant cell decomposition of Tf (S) ∼= Thyp(S)×V. We claim that it is also invariant
under duality. Loftin [19] shows that for x = (Σx, Ux) ∈ Tf (S) the dual convex projective structure
x⊥ ∈ Tf (S) is obtained by replacing the cubic holomorphic differential Ux by its negative, i.e. x⊥ =
(Σx⊥ , Ux⊥) = (Σx,−Ux). In particular, the hyperbolic structures Σx and Σx⊥ coincide, and hence x
and x⊥ lie in the same cell in Tf (S).
We now focus on the case of S = Sg,1 , a once-punctured genus g surface, since in this case the
canonical cell decomposition of (Ω,Γ, φ, (R,V)) ∈ T‡f (S) is independent of (R,V). In particular, one
obtains a Mod(S)–invariant cell decomposition of Tf (S) from the outitude conditions. Example 6.1
implies that for S2,1 this cell decomposition is not invariant under duality, and hence it cannot arise by
appealing to the product structure due to Benoist and Hulin for a suitably chosen cell decomposition
of Teichmu¨ller space. The same applies to all S = Sg,1, where g ≥ 2.
We complete this paper with another observation for S = Sg,1. Denote by Σx the hyperbolic structure
associated to x ∈ T‡f (S) using the bijection of Benoist-Hulin. The convex hull construction of Epstein-
Penner associates a canonical ideal cell decomposition ∆(Σx) ⊂ S to the hyperbolic structure Σx ,
and the cells from the product structure of Tf (S) ∼= Thyp(S)× V are given by
B˚(∆) = {x ∈ T‡f (S) | ∆(Σx) = ∆} .
We wish to study how the two cells B˚(∆) and C˚(∆) are related. If x ∈ T˜f (S) is hyperbolic, then the
Benoist–Hulin correpondence yields Σx = x and U = 0, and therefore ∆(Σx) = ∆(x). It follows that
the intersections of the two cells B˚(∆) and C˚(∆) with hyperbolic structures coincide, i.e.
B˚hyp(∆) = C˚hyp(∆) .
Example 6.2 shows that in the case of the once-punctured torus S1,1 the cell decomposition of T
‡
f (S1,1)
is invariant under projective duality. The question whether its cells C˚(∆) coincide with the cells B˚(∆)
remains open.
8 Centres of cells
Penner [22] describes a natural centre for each of the cells C˚(∆), where ∆ ⊂ S is an ideal cell
decomposition of S. These centres are obtained by the assignment of the λ–length 1 to each edge in
∆. Suppose ∆ is refined by the ideal triangulation ∆′ ⊂ S . Then the λ–lengths for the edges in ∆′\∆
are obtained by identifying each n–gon in ∆ with the regular Euclidean n–gon of side length one,
and assigning the lengths of the corresponding diagonals as λ–lengths. (See [23, §2.1.1] for a detailed
discussion.) For this structure, the topological symmetry group of the ideal cell decomposition is the
hyperbolic isometry group of the corresponding surface.
Penner shows that the set of all centres is invariant under the action of the mapping class group.
Denote the image of the holonomy representation of the centre of C˚(∆) by Γ(∆) ≤ SL3(R). Penner
shows that if ∆ is a triangulation, then the centre of C˚(∆) is an arithmetic Fuchsian group Γ(∆).
Here, we recover this result and add some new observations concerning the remaining centres.
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1
1
1
1
1
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d2k−1
d2k+1
d2k
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d2n−3
√
2dk−1dk
√
2dkdk+1
√
2d1
√
2dn−3
Figure 16 – Labeling of triangle and edge parameters of a standard triangulation of a hyperbolic
center of a cell.
Our cell decomposition of T˜(S) is Mod(S) invariant, and Ahyp(S) is an Mod(S) invariant subset.
It follows that Penner’s centres are also natural centres for the cells in T˜(S). The A–coordinates of
these centres are obtained from the above description of their λ–lengths, since (42) determines the
edge invariants and (41) subsequently the triangle invariants.
Using the standard triangulation and the assignment of A–coordinates as in Figure 16, the shown edge
and triangle parameters satisfy the following recurrence relations, arising from the outitude conditions
for all but the last diagonal. Note that the shortest diagonal in a regular n–gon with side lengths one
has length 2 cos(pin). For 2 ≤ k ≤ n− 3 we have:
d1 = 2 cos(
pi
n) d
′
1 = 2 cos(
pi
n)
d2 = d
2
1 − 1 d′2 = (d′1)2 − 1
dk =
d2k−1 − 1
dk−2
d′k = d
′
1d
′
k−1 − d′k−2
Here, the recurrence for dk follows by applying the outitude condition, and the equality d1 = d
′
1
follows by complete induction starting with the first three terms. It was shown by Lehmer [18] that
2 cos(pin) is an algebraic integer, and it follows from the sequence (d
′
k) that all edge parameters of the
n–gon are algebraic integers for any subdivision of the n–gon into triangles. The field Q(2 cos(pin))
is the maximal real subfield of Q(ξn), where ξn is a primitive root of unity. In particular, the edge
invariants of the centre of C˚(∆) are algebraic integers.
Let Poly(∆) ⊂ N be the set of all n ≥ 4 with the property that ∆ contains at least one n–gon. Let
` = lcm(n | n ∈ Poly(∆), and denote Q(∆) = Q(cos(pi` )). Then Q(∆) is a totally real number field
and for each n ∈ Poly(∆) we have 2 cos(pin) ∈ Z[cos(pi` )] by application of Chebycheff polynomials. If
∆ is a triangulation, then Poly(∆) = ∅ and Q(∆) = Q.
Referring to Figure 6 and letting a+ = a− = a2, b+ = b− = b2, c+ = c− = c2, d+ = d− = d2,
e+ = e− = e2, A =
√
2abe and B =
√
2dce, it follows that every element of Γ(∆) is a product of
43
matrices of the form
T =
0 0 10 −1 −1
1 2 1
 and E =
 0 0 bdac0 −1 0
ac
bd 0 1
 . (44)
where the edge invariants a, b, c, d ∈ Q(∆) are algebraic integers.
If ∆ is a triangulation, then all edge invariants equal one. We therefore directly recover Penner’s
observation that in this case Γ(∆) ≤ SL3(Z), so Γ(∆) is arithmetic, We may ask whether centres
of lower dimensional cells give rise to semi-arithmetic groups in the sense of Schmutz Schaller and
Wolfart [24]. Here, a cofinite Fuchsian group Γ ≤ PSL2(R) is semi-arithmetic if all traces of elements
in Γ2, the subgroup generated by all squares of elements of Γ, are algebraic integers of a totally real
number field. In particular, Γ(∆) corresponds to a semi-arithmetic group if Γ(∆) ≤ SL3(O), where
O is the ring of algebraic integers of a totally real number field.
It follows from the description of the holonomy that Γ(∆) is semi-arithmetic if the reciprocal of each
each edge invariant is also an algebraic integer. It follows from equation (5) in [25] that if n is odd, the
reciprocal of 2 cos(pin) is also an algebraic integer. If n is even, this is not always the case. For instance,
inspection of the minimal polynomials yields that for n even in the range [70], the reciprocal of 2 cos(pin)
is an algebraic integer if and only if n ∈ {12, 20, 24, 28, 30, 36, 40, 42, 44, 48, 52, 56, 60, 66, 68, 70}.
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