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Abstract
In this paper, we present an out of order quantifier elimination algorithm for a class of Quantified
Linear Programs (QLPs) called Standard Quantified Linear Programs (SQLPs). QLPs in general and SQLPs
in particular are extremely useful constraint logic programming structures that find wide applicability
in the modeling of real-time schedulability specifications; see Subramani [Subramani, K., 2005a. A
comprehensive framework for specifying clairvoyance, constraints and periodicity in real-time scheduling.
The Computer Journal 48 (3), 259–272]. Consequently any algorithmic advance in their solution has a
strong practical impact. Prior to this work, the only known approaches to the solution of QLPs involved
sequential variable elimination; see Subramani [Subramani, K., 2003b. An analysis of quantified linear
programs. In: Calude, C.S. et al. (Eds.), Proceedings of the 4th International Conference on Discrete
Mathematics and Theoretical Computer Science. DMTCS. In: Lecture Notes in Computer Science,
vol. 2731. Springer-Verlag, pp. 265–277]. In the sequential approach, the innermost quantified variable
is eliminated first, followed by the variable which then becomes the innermost quantified variable and so
on, until we are left with a single variable from which the satisfiability of the original formula is easily
deduced. This approach is applicable in both discrete and continuous domains; however, it is to be noted
that the logic demanding the sequential approach requires that the variables are discrete-valued. To the best
of our knowledge, the necessity for sequential elimination over continuous-valued variables has not been
investigated in the literature. The techniques used in the development of our elimination algorithm may find
applications in domains such as classical logic and finite model theory. The final aspect of our research
concerns the structure-preserving nature of the algorithm that we introduce here; in general, it is not known
whether discrete domains admit such elimination procedures.
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1. Introduction
This paper is concerned with the design and analysis of a new quantifier elimination algorithm
for a special class of Quantified Linear Programs called Standard Quantified Linear Programs.
Quantified Linear Programming is the problem of checking whether a polyhedron specified
by a linear system of inequalities is non-empty, with respect to a specified quantifier string.
Quantified Linear Programming subsumes traditional Linear Programming, since in traditional
Linear Programming, all the program variables are existentially quantified (implicitly), whereas
in Quantified Linear Programming, a program variable may be existentially quantified or
universally quantified over a continuous range. On account of the alternation of quantifiers
in the specification of a Quantified Linear Program (QLP), this problem is non-trivial. QLPs
represent a class of Declarative Constraint Logic Programs (CLPs) that are extremely rich in
their expressive power; in particular, QLPs have been used with a measurable degree of success
in the specification and verification of reactive real-time systems; see Subramani (2005a).
The only known approach to deciding a QLP is through sequential quantifier elimination, as
described in Subramani (2003b). In this approach, the innermost quantified variable is eliminated
first, followed by the variable that then becomes the innermost variable and so on. Such
approaches have also been developed for discrete variable programs in the literature. Whereas
discrete valued variables mandate the sequential approach, it was not known or investigated
whether such an approach is mandated for continuous valued variables as well. The work in
this paper establishes that for an interesting class of QLPs, quantified variables can indeed be
eliminated in non-sequential fashion. This result may have implications in finite model theory
and classical logic as well. On the practical side, our algorithm can be directly applied towards
deciding the schedulability of Partially Clairvoyant Scheduling (PCS) systems; see Subramani
(2003a).
The rest of this paper is organized as follows. Section 2 provides a brief introduction to
Quantified Linear Programs and their semantics. The motivation for our work is addressed in
Section 3, while related approaches in the literature are described in Section 4. A graphical
representation of Standard QLPs is provided in Section 5. The Out-Of-Order elimination
algorithm for SQLPs is detailed in Section 6, which also includes an analysis of its computational
requirements and a proof of its correctness. We conclude in Section 7, by summarizing our
contributions in this paper and describing avenues for future research.
2. Quantified Linear Programs
A mathematical program of the form
∃x1 ∈ [a1, b1] ∀y1 ∈ [l1, u1] ∃x2 ∈ [a2, b2] ∀y2 ∈ [l2, u2] . . .
∃xn ∈ [an, bn] ∀yn ∈ [ln, un] A · [x y]T ≤ b (1)
is called a Quantified Linear Program.
In System (1),
• A is an m × 2 · n matrix called the constraint matrix,
• x is a n-vector, representing the control variables (these are existentially quantified),
• y is a n-vector, representing the variables that can assume values within a pre-specified range;
i.e., component yi has a lower bound of li and an upper bound of ui (these are universally
quantified),
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• b is an m-vector,
• {ai , bi }, i = 1, 2, . . . , n are rational numbers bounding variable xi and {li , ui } are rational
numbers bounding yi .
The pair (A, b) is called the Constraint System. Without loss of generality, we assume that the
quantifiers are strictly alternating, since we can always add dummy variables (and constraints,
if necessary) without affecting the correctness or complexity of the problem; see Papadimitriou
(1994).
The string ∃x1 ∈ [a1, b1] ∀y1 ∈ [l1, u1] ∃x2 ∈ [a2, b2] ∀y2 ∈ [l2, u2] . . . ∃xn ∈
[an, bn] ∀yn ∈ [ln, un] is called the quantifier string of the given QLP and is denoted by Q(x, y).
Note that the range constraints on the existentially quantified variables can be included in the
constraint matrix A (xi ∈ [ai , bi ] can be written as ai ≤ xi , xi ≤ bi ) and thus the generic QLP
can be represented as
∃x1 ∀y1 ∈ [l1, u1] ∃x2 ∀y2 ∈ [l2, u2] . . . ∃xn ∀yn ∈ [ln, un]
A · [x y]T ≤ b. (2)
However, the range constraints on the yi variables cannot be moved into the constraint system.
The semantics of QLPs are best understood through the following 2-person game. Let X
denote the existential player and Y denote the Universal player. The game is played in a sequence
of 2 · n rounds, with X making his i th move, xi , in round 2 · i − 1 and Y making his i th move,
yi , in round 2 · i . The initial constraint system A · [x y]T ≤ b is referred to as the initial board
configuration. The following conventions are followed in the game:
(1) xi , yi ∈ , yi ∈ [li , ui ] i = 1, 2, . . . , n.
(2) The moves are strictly alternating, i.e., X makes his i th move before Y makes his i th move,
before X makes his (i + 1)th move and so on.
(3) When either player makes a move, the configuration of the board changes. For instance,
suppose that X makes the first move as 5. The current configuration is then transformed
from A · [x y]T ≤ b to A′ · [ x′ y′]T ≤ b′, where A′ is obtained from A, by dropping the first
column, x′ = [x2, x3, . . . , xn]T and b′ = b − 5 · a1, with a1 denoting the first column of A.
(4) The i th move made by X, viz., xi , may depend upon the current board configuration as
well as the first (i − 1) moves made by Y; likewise, yi may depend upon the current board
configuration and the first i moves made by X.
(5) Let x1 denote the numerical vector of the n moves made by X; y1 is defined similarly. If
A · [ x1 y1]T ≤ b, then X is said to have won the game; otherwise, the game is a win for Y.
It is important to note that the game as described above is non-deterministic in nature, in that
we have not specified how X and Y make their moves. Further, if it is possible for X to win
the game, then he will make the correct sequence of moves; likewise, if X cannot win the
game, then corresponding to every sequence of moves that X makes, Y has a corresponding
sequence of moves to ensure that at least one constraint in the constraint system is violated
(see Papadimitriou, 1994; Hemaspaandra and Ogihara, 2002).
(6) From the above discussion, it is clear that the moves made by X will have the following form:
x = [c1, f1(y1), f2(y1, y2), . . . , fn−1(y1, y2, . . . , yn−1)]T (3)
where c1 is a constant and xi = fi−1(y1, y2, . . . , yi−1) captures the dependence of xi on the
first (i − 1) moves of Y.
Likewise, the moves made by Y have the following form:
y = [g1(x1), g2(x1, x2), . . . , gn(x1, x2, . . . , xn)]T. (4)
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The fi () and gi () are Skolem functions.
For a more detailed exposition of QLPs and their applications, see Subramani (2003b).
Subramani (2003b) also describes a sequential quantifier elimination procedure to decide QLPs,
which we present here for the sake of completeness.
Function QLP-DECIDE (A, b)
1: A′n+1 = A; b′n+1 = b
2: for (i = n down to 2) do
3: (A′i, b′i) = ELIM-UNIV-VARIABLE (A′i+1, b′i+1, yi , li , ui )
4: (A′i, b′i) = ELIM-EXIST-VARIABLE (A′i, b′i, xi )
5: if (CHECK-INCONSISTENCY()) then
6: System is infeasible
7: end if
8: PRUNE-CONSTRAINTS()
9: end for
10: (A′1, b′1) =ELIM-UNIV-VARIABLE (A′2, b′2, y1, l1, u1)
11: {After the elimination of y1, the original system is reduced to a one-variable system, i.e.,
a series of intervals on the x1-axis. We can therefore check whether this system provides
an interval or declares an inconsistency. An interval results if after the elimination of
redundant constraints, we are left with x1 ≥ a, x1 ≤ b, a ≤ b; an inconsistency results if
we are left with x1 ≥ a, x1 ≤ b, b < a.}
12: if (a ≤ x1 ≤ b, a ≤ b) then
13: System is feasible
14: return
15: else
16: System is infeasible
17: return
18: end if
Algorithm 2.1. A Quantifier Elimination Algorithm for deciding System (2).
The ELIM-EXIST() procedure is implemented through Fourier–Motzkin elimination. The
key idea is that the constraint matrix A undergoes a series of transformations through variable
elimination techniques; each of these transformations is solution-preserving.
It is to be noted that Algorithm 2.1 is structure-preserving over QLPs in that the elimination
of a variable results in a new constraint system which is also a QLP. In general, it is
not known whether structure-preserving elimination algorithms exist for arbitrary constraint
classes. However, the class of Boolean formulas in Conjunctive Normal Form admits structure-
preserving elimination algorithms, in both the simple and the quantified case, e.g. Resolution
(see Papadimitriou, 1994) and Q-Resolution (see Flogel et al., 1995).
We point out that QLPs in general form are very expressive and that the problem of deciding
a class of QLPs called F-QLPs is coNP-complete. The hardness result is interesting because it
demonstrates that continuous mathematical programs are also capable of encoding hard, discrete
problems.
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Function ELIM-UNIV-VARIABLE (A, b, yi , li , ui )
1: {Every constraint involving the variable yi can be rewritten in the form yi ≤ () or
(exclusively) yi ≥ (), i.e., in such a way that the coefficient of yi is +1.}
2: Substitute yi = li in each constraint that can be written in the form yi ≥ ()
3: Substitute yi = ui in each constraint that can be written in the form yi ≤ ()
4: Create the new coefficient matrix A′ and the new vector b′ after the requisite
manipulations
5: return(A′, b′)
Algorithm 2.2. Eliminating Universally Quantified variable yi ∈ [li , ui ].
Observe that a QLP as described by System (2) can also be written as
∃x1 ∀y1 ∈ [l1, u1] ∃x2 ∀y2 ∈ [l2, u2] . . . ∃xn ∀yn ∈ [ln, un]
G · x + H · y ≤ b. (5)
Definition 2.1. A Standard Quantified Linear Program (SQLP) is a QLP which satisfies the
following conditions:
(i) There are exactly two non-zero entries in each row of G; one of these entries is +1 and the
other entry is −1.
(ii) Each entry in H is either 0 or equal to the corresponding entry in G.
In SQLPs, the existentially quantified variable xi is said to be tagged by the universally
quantified variable yi .
System (6) is an example of a Standard QLP:
∃x1 ∀y1 ∈ [3, 5] ∃x2 ∀y2 ∈ [2, 9][
1 −1
−1 1
]
· x +
[
0 −1
−1 0
]
· y ≤
[−7
10
]
. (6)
Another way of looking at SQLPs is to realize that each constraint is a generalized difference
constraint, where a generalized difference constraint is one that can be expressed in the form
xi (+yi ) ≤ x j (+y j ) ± k. (7)
3. Motivation
Standard Quantified Linear Programs can be effectively used to capture the requirements of
Partially Clairvoyant Scheduling systems.
Assume that we are given a set of n ordered jobs, J = {J1, J2, . . . , Jn}, with start times
{s1, s2, . . . , sn} and execution times {e1, e2, . . . , en}. The execution time ei of job Ji is an
interval-valued constant, i.e., during a run of the job set, ei can assume any value in the
range [li , ui ]. The job set executes repeatedly in the same order, in scheduling windows of
length L.
The jobs are constrained through relationships of the form:
(i) Job J3 starts within 3 units of job J1 finishing: s3 ≤ s1 + e1 + 3.
(ii) Job J5 needs to wait at least 7 units after the conclusion of job J2, to commence: s5 ≥
s2 + e2 + 7
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We are also told that the start time of job Ji may depend upon the execution times of jobs
scheduled before it. Accordingly, the schedulability query is
∃s1∀e1 ∈ [l1, u1] ∃s2∀e2 ∈ [l2, u2] . . .∃sn∀en ∈ [ln, un]
G · s + H · e ≤ b (8)
where System (8) is easily seen to be an SQLP.
Note that Algorithm 2.1 is a general purpose procedure for QLPs and will work on System (8)
as well. However, consider the case in which we have a sparse constraint system such that Job Jn
is related to every job in the job set, whereas none of the other jobs are related to each other. In
this case, Algorithm 2.1 may create a dense constraint system after eliminating sn from System
(8); indeed we have examples where the elimination of sn creates a relationship between every
pair of jobs. Ideally, we would like the running time of an elimination algorithm to be linearly
proportional to the size of the input and clearly Algorithm 2.1 fails in this respect. Observe that
if an elimination procedure correctly eliminated jobs J1 through J2 before Jn , while performing
linear work at each step, then this procedure would be vastly more efficient than Algorithm 2.1
on this class of inputs. These instances of SQLPs are the primary motivation behind the work in
this paper.
4. Related work
In this section, we focus on detailing the related work in the literature as regards quantifier
elimination in general and quantifier elimination in SQLPs in particular.
The existence of an algorithm for eliminating quantifiers over the reals was first proved in
Tarski (1951). However, Tarski’s algorithm is not elementary recursive and as a consequence,
impractical. The first algorithm with an elementary-recursive worst-case time bound was given
in Collins (1975). His algorithm has a worst-case running time which is doubly exponential in
the number of the variables. Renegar (1992) gives a quantifier elimination algorithm which is
doubly exponential only in the number of quantifier alternations.
Sets defined by a Boolean formula involving a finite number of polynomial equalities and
inequalities are called semi-algebraic sets. If all the polynomials involved in the definition are
linear, then the set is called semi-linear. Geometrically, quantifier elimination can be thought
of as the projection operator on semi-algebraic sets. If S is a semi-linear set then the problem of
eliminating one quantifier corresponds to the problem of projecting a given semi-linear set to one
lower dimension. The classical algorithm for projecting semi-linear sets is the Fourier–Motzkin
algorithm (see Page 35 in Ziegler, 1994), which requires a quadratic number of arithmetic
operations.
Further restrictions can be placed on the polynomials involved — one such example is
provided by Presburger arithmetic (first-order theory of the natural numbers containing addition
but no multiplication). Fischer and Rabin (1973) proved that every algorithm which decides the
truth of Presburger statements has a running time of at least 222c for some constant c, where n is
the length of the Presburger statement.
There are many applications where quantifier elimination algorithms have been used to solve
constraint satisfaction problems; some of the examples are: Constraint Databases (see Basu,
1999), Array Dependence Analysis (see Pugh, 1992), Verification of Timing Diagrams (see
Amon et al., 1997), Verification of Program Properties (see Manna, 1969 and Bultan et al., 2000).
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Within the domain of real-time scheduling, quantifier elimination over SQLPs has been
discussed in Subramani (2003a) and Gerber et al. (1995); it is to be noted that Algorithm 2.1
is not only structure-preserving for QLPs, but also preserves the structure of SQLPs.
5. Graphical representation of standard QLPs
Consider the case in which the matrix H in System (5) is null, i.e., all entries are 0. In this
case, the constraint system is of the form G · x ≤ b, where each row contains exactly two non-
zero entries, with one of the non-zero entries being +1 and the other being −1. Such a system
is called a Difference constraint system (DCS); it is well known that a DCS is infeasible if and
only if the corresponding constraint network contains a negative cost cycle (see Cormen et al.,
1992). This idea can be extended to the case of SQLPs as well, on account of their structure (see
Subramani, 2003a).
Corresponding to System (5), we build a constraint network as follows:
(a) V =< x1, x2, . . . , xn >, i.e., one node for each existentially quantified variable.
(b) For every constraint of the form xi + k ≤ x j , construct a Type I arc r (1)i j : xi  x j , with
weight w(1)i j = −k.
(c) For every constraint of the form xi + yi ≤ x j + k, construct a Type II arc r (2)i j : xi  x j , with
weight w(2)i j = k − yi .
(d) For every constraint of the form xi ≤ x j + y j + k, construct a Type III arc r (3)i j : xi  x j ,
with weight w(3)i j = y j + k.
(e) For every constraint of the form xi + yi ≤ x j + y j +k, construct a Type IV arc r (4)i j : xi  x j ,
with weight w(4)i j = y j − yi + k.
Associated with every directed cycle in G is a standard cost, which is computed as per
Algorithm 5.1.
The main observation in Subramani (2003a) was that a SQLP is feasible if and only if the
corresponding constraint network does not contain a directed cycle of negative standard cost.
6. The Out-of-Order elimination algorithm
We are now ready to present the Out-of-Order elimination algorithm, in which an arbitrary
existentially quantified variable is eliminated from the SQLP.
6.1. Correctness
As mentioned before, and as proved in Subramani (2003a), an SQLP is feasible if and
only if the corresponding constraint network does not have a Negative Standard Cost (NSC)
cycle. Accordingly, our strategy to prove the correctness of Algorithm 6.1 consists of two parts:
Theorem 1 will focus on showing that Step (3) of the algorithm either preserves or detects NSC
cycles, while Theorem 2 shows that Step (3) does not create NSC cycles, if none exist.
Theorem 1. Step (3) of Algorithm 6.1 preserves or detects NSC cycles in the constraint network
G, i.e., if there exists a NSC cycle, before the execution of Step (3), then at the execution of Step
(3) in Algorithm 6.1, either Step (12) in Algorithm 6.2 is executed, or there exists a NSC cost
cycle, in the constraint network that results.
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Function COMPUTE-STANDARD-COST (C, {i1, i2, . . . , ik})
1: {C is a cycle on the vertices {x1, x2, . . . , xk}. The list < i1, i2, . . . , ik > is a list of vertex
indices, with each i j ∈ {1, 2, . . . , n}, j = 1, 2, . . . , k. Without loss of generality, we
assume that i1 < i2 < . . . < ik .}
2: if (k = 2) then
3: {Since C is a simple cycle, there are precisely 2 vertices and 2 edges in C; further,
there is precisely one edge into vertex xi2 and one edge into xi1 . Adjust weight wi2 i1 to
reflect the substitution yi2 = ui2 and weight wi1 i2 to reflect the substitution yi2 = li2 .}
4: Let cost = wi1 i2 + wi2i1 .
5: Adjust cost to reflect the substitution yi1 = ui1 if cost is a decreasing function of yi1
and yi1 = li1 otherwise. {It is important to note that if yi1 appears in cost , it is either as
yi1 or as −yi1 .}
6: return(cost)
7: else
8: {We eliminate xik from the cycle.}
9: Let xip and xiq denote the vertices in C to which xik is connected; further, we assume
that the edges of C are xip  xik and xik  xiq .
10: Adjust wi p ik to reflect the substitution yik = lik and wik iq to reflect the substitution
yik = uik .
11: Create a new edge xip  xiq having weight wi p iq = wi p ik + wik iq .
12: {Since C is a cycle, there did not exist an edge from xip to xiq prior to the above step.}
13: Let C ′ denote the new cycle, thus created.
14: return(COMPUTE-STANDARD-COST (C, {i1, i2, . . . , ik−1}).)
15: end if
Algorithm 5.1. Computing the Standard cost of a simple, directed cycle.
Function ARBITRARY-ELIM (G =< V , R >)
1: Consider an arbitrary permutation π of the set {1, 2, . . . , n}.
2: for (i = 1 down to n) do
3: G =ELIMINATE-ARBITRARY-EXIST (xπ(i), G).
4: end for
5: return (System is feasible.)
Algorithm 6.1. The Arbitrary existential variable elimination algorithm.
Before providing a formal proof of Theorem 1, we briefly sketch the mechanics of the
Arbitrary elimination algorithm. Algorithm 6.1 chooses an arbitrary sequence of existentially
quantified variables to be eliminated from the constraint network. We stress that eliminating
variable xi from the constraint network involves the elimination of both xi and yi . Consequently,
the elimination of xi from G preserves the “standard” structure of the constraint network,
in that every edge between a pair of vertices in the new network continues to represent a
standard constraint between the corresponding existentially quantified variables. In other words,
Algorithm 6.1 is incremental in nature.
At the heart of the ELIMINATE-ARBITRARY-EXIST() procedure, and therefore at that of
Algorithm 6.1, is the DETERMINE-FEASIBILITY() procedure. This procedure takes as input a
K. Subramani, D. Desovski / Journal of Symbolic Computation 40 (2005) 1383–1396 1391
Function ELIMINATE-ARBITRARY-EXIST(xi , G =< V , R >)
1: Let Sin denote the set of edges that are directed into vertex xi .
2: Let Sout denote the set of edges that are directed out of vertex xi .
3: for (each edge rki ∈ Sin ) do
4: for (each edge ri j ∈ Sout ) do
5: if ( k = j ) then
6: {xk  xi  xk is a cycle}
7: Construct a 2-vertex network G2 with vertices labeled xi and xk and edges rki and
rik .
8: if (DETERMINE-FEASIBILITY(G2, i, k) then
9: {This constraint pair does not create infeasibility}
10: continue
11: else
12: return(The system is infeasible).
13: end if
14: end if
15: {The following portion is executed only if k = j .}
16: if ((k > i) and ( j > i)) then
17: Create a new edge r ′kj with weight w′kj = wki + wi j .
18: Adjust w′kj to reflect the substitution yi = ui , if w′kj is a decreasing function of
yi and yi = li otherwise. {Note that due to the nature of the constraint system, yi
will appear in wkj either as yi or as −yi . Further, w′kj is a standard weight in that
it is a function of the execution times yk and y j only and not yi .}
19: GRAPH-INSERT(G, r ′kj )
20: continue
21: end if
22: {The following portion is executed, only if j = k and at least one of j and k is less
than i .}
23: Adjust wki to reflect the substitution yi = li ; Adjust wi j to reflect the substitution
yi = ui .
24: Create a new edge r ′kj with cost w′kj = wki + wi j . {r ′kj now represents a strict
difference constraint between the variables x j and xk .}
25: GRAPH-INSERT(G, r ′kj )
26: {This completes the process of adjusting the constraint network to account for the
new constraints which are created as a result of the elimination.}
27: end for
28: end for
Algorithm 6.2. Eliminating variable xi from the constraint network in the Arbitrary approach
(see next page for continuation).
constraint network, having precisely 2 vertices and 2 edges (see Fig. 1), and checks whether
there is a NSC cycle in this network. It is important to note that the function DETERMINE-
FEASIBILITY() eliminates variables in the correct order, i.e., the higher numbered variable before
the lower numbered variable. Thus, the predicate
∃xi∀yi ∈ [li , ui ]∃xk∀yk ∈ [lk, uk] G
1392 K. Subramani, D. Desovski / Journal of Symbolic Computation 40 (2005) 1383–1396
Function ELIMINATE-ARBITRARY-EXIST(xi , G =< V , R >)
1: Let G′ be the network that results after the above changes have been carried out.
2: {Observe that the standard constraint structure is preserved in that G′ also represents an
instance of an SQLP albeit with fewer variables}
3: return(G′)
Algorithm 6.3. Eliminating variable xi from the constraint network in the Arbitrary approach
(contd.).
Function GRAPH-INSERT (G, r ′kj )
1: {We are inserting the standard constraint represented by r ′kj into the constraint network
G.}
2: if (there exists an edge rkj in G of the same type as r ′kj , having smaller weight) then
3: Discard r ′kj .
4: else
5: {Either no edge rkj of the same type as r ′kj existed, in which case, we assume that there
exists an edge with weight wkj = ∞, or the weight of the existing edge was greater
than w′kj . In either case, r ′kj replaces the existing edge.}
6: Set rkj = r ′kj with weight wkj = w′kj .
7: end if
Algorithm 6.4. Inserting edge r ′kj into the constraint network.
Fig. 1. Arbitrary variable elimination on a 2-vertex network.
is checked in the case (i < k); otherwise, we check the predicate
∃xk∀yk ∈ [lk, uk]∃xi∀yi ∈ [li , ui ] G
In other words, for constraint networks having precisely 2 vertices and 2 edges, we call QLP-
DECIDE() to eliminate the existentially quantified variables in the correct order; it follows from
Subramani (2003a) that DETERMINE-FEASIBILITY() returns (true) if and only if the 2-vertex,
2-edge input constraint network G does not contain a NSC cycle. Note that the constraint network
G that is input to DETERMINE-FEASIBILITY() is an ordered, directed cycle of length 2.
Now consider the sequence of events when an arbitrary existentially quantified variable xi
is eliminated from the constraint network by the ELIMINATE-ARBITRARY-EXIST() procedure.
Steps (5) through (14) of this algorithm focus on identifying NSC cycles of length 2, by feeding
constraint networks having precisely 2 vertices and 2 edges (i.e., ordered, directed cycles) to
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Function DETERMINE-FEASIBILITY (G, i, k)
1: if (i < k) then
2: Call QLP-DECIDE() on G, so that xk is eliminated and then xi .
3: if (QLP-DECIDE() detects infeasibility in G) then
4: return(false)
5: else
6: return(true)
7: end if
8: else
9: DETERMINE-FEASIBILITY (G, k, i).
10: end if
Algorithm 6.5. Determining the feasibility of a constraint network, having precisely 2 vertices
and 2 edges.
DETERMINE-FEASIBILITY(). If none of these constraint networks is a NSC cycle, we know that
there are no NSC cycles of length 2 involving Ji in the current constraint network.
Pick any NSC cycle (say C) of length greater than 2, involving xi . Let xa denote the vertex
with the edge directed into xi and let xb denote the vertex with the edge directed out of xi .
Observe that if both a > i and b > i , then when evaluating the Standard cost of C , it is necessary
for the variable yi to remain unsubstituted until xi is contracted; in all other cases, yi needs to be
substituted before the contraction of xi . This is precisely what is achieved by Steps (16) through
(24) of Algorithm 6.2.
We now provide a formal proof of the correctness of Algorithm 6.2.
Proof of Theorem 1. We use induction on the number of existentially quantified variables, n,
i.e., the number of vertices in the constraint network G. Note that the base case of the induction
is n = 2, since there can be no constraints in the case of a single variable. Recall that we permit
standard (generalized difference) constraints only (see System (7)) and hence every constraint
involves a pair of variables.
Consider the constraint network corresponding to a set of 2 variables. As per the construction
procedure outlined in Section 5, the corresponding constraint network contains 2 vertices x1 and
x2. We need to consider the following 2 cases:
(a) Vertex x2 is chosen first for contraction — In this case, we note that Algorithm 6.1 is identical
to the algorithm in Subramani (2003a) and its correctness follows from the correctness of that
algorithm.
(b) Vertex x1 is chosen first for contraction — In this case, Steps (5) through (14) of
Algorithm 6.2 create constraint networks corresponding to each cycle in G, and these
networks are input to DETERMINE-FEASIBILITY(), which as discussed before, correctly
handles networks representing simple, directed cycles of length 2.
We have thus proved the base case of the induction.
Assume that Theorem 1 is true for all SQLPs in which the number of existentially quantified
variables is at most k > 1. Now consider an SQLP having k + 1 existentially quantified
variables. Let xi be the first vertex that is picked to be eliminated by the random permutation
π in Algorithm 6.1. The following cases arise:
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Fig. 2. Arbitrary existentially quantified variable elimination.
(a) i = k + 1, i.e., variable xk+1 is chosen — In this case, we need to eliminate (xk+1, yk+1)
from the constraint network. However, this step is identical to executing a single step of
Algorithm 2.1 and the correctness of Algorithm 2.1 immediately implies that NSC cycles are
detected or preserved.
(b) i = k +1, i.e., a variable other than the last one is chosen — Let C be a simple directed cycle
in G, having negative Standard cost. If C has length 2, it is detected by the DETERMINE-
FEASIBILITY() procedure, in Steps (5) through (14) of Algorithm 6.2. If C has length greater
than 2, the splicing process indicated in Fig. 2 is carried out.
The crucial observation is that if xi is the smallest index in C , then yi is not eliminated
until xi is crushed; otherwise, yi is substituted first, because that is exactly how Algorithm 5.1
evaluates the Standard cost of C . Thus, eliminating xi has not resulted in C being eliminated.
However, it is possible that an edge created by contracting xi is eliminated by the GRAPH-
INSERT() procedure. Notice, though, that the only way this can happen is if there is a cycle
having Standard cost even lower than C; in other words, NSC cycles are preserved in the
resultant constraint network.
Thus, the validity of Theorem 1 follows by mathematical induction. 
Theorem 2. Step (3) of Algorithm 6.1 does not introduce negative Standard cost cycles into G,
i.e., if there did not exist a negative Standard cost cycle in G before the execution of Step (3) of
Algorithm 6.1, then there does not exist one after its execution.
Proof. The argument is somewhat similar to the one used in Theorem 1. The key observation
is that deleting edges does not create NSC cycles. The only point at which NSC cycles can be
introduced is during the GRAPH-INSERT() procedure. It is not hard to see, though, that if a
NSC cycle is created in this step, then it must have been the case that the cycle existed in the
network prior to the contraction of xi . In other words, if there did not exist a NSC cycle before
the execution of Step (3), then there does not exist one after the execution of Step (3). 
From Theorems 1 and 2, we know that Algorithm 6.1 declares that a constraint specification
is not feasible if and only if the corresponding constraint network has a NSC cycle, as required
by Subramani (2003a). It therefore follows that Algorithm 6.1 correctly decides whether or not
an SQLP is feasible.
6.2. Analysis
It is not hard to see that the elimination of a single vertex from the constraint network could
take at most O(n2) steps and hence Algorithm 6.1 takes time O(n3). We also note that the space
requirements are at most O(n2), as per the discussion in Subramani (2003a).
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7. Conclusion
In this paper, we discussed a new quantifier elimination program for a class of QLPs called
SQLPs. SQLPs are an important class of QLPs in that they find wide applicability in the
modeling and specification of clairvoyant scheduling problems in real-time systems. Our work
is thus important from both the theoretical and the practical perspectives. From the theoretical
perspective, we have developed a structure-preserving, out of order elimination algorithm that
decides whether a SQLP is feasible. Our analysis may find applications in other domains such as
classical logic and finite model theory; see Immerman (1999). From the practical perspective, an
elimination procedure that is structure-preserving while eliminating variables that are not heavily
constrained finds direct applications in real-time scheduling.
There are a number of interesting open issues that would bear further investigation:
(a) Extension to larger classes of QLPs — We note that our analysis relied heavily on eliminating
a variable and its tag simultaneously; in other words, the structure of SQLPs was heavily
exploited. The question of whether a specified variable can be removed from an arbitrary
QLP in a structure-preserving manner is open. For instance, consider the following problem:
Given a QLP R1 described by
∃x1 ∀y1 ∈ [l1, u1] . . . ∃xi ∀yi ∈ [li , ui ] . . . ∃xn ∀yn ∈ [ln, un]
A · [x y]T ≤ b
and an index i , is there a QLP R2 with the form
∃x1 ∀y1 ∈ [l1, u1] . . . ∃xi−1 ∀yi−1 ∈ [li−1, ui−1]
∀yi ∈ [li , ui ] . . . ∃xn ∀yn ∈ [ln, un] A′ · [ x′ y]T ≤ b′
such that R1 is satisfiable if and only if R2 is? Results in this area will be significant to
the development of the theory of Linear Matrix Games. As per existing algorithms in the
literature, even if such an A′ exists, over n eliminations, its size grows exponentially in the
size of A, where the size of A denotes its number of columns.
(b) Extension to Discrete Domains — In Subramani (2005b), we discussed conditions under
which Quantified Integer Programs (QIPs) can be relaxed to Quantified Linear Programs,
without altering the solution space. Thus, the techniques developed in this paper carry
over directly to the case of this specialized class of QIPs. However, it is still not known
whether there is a structure-preserving elimination procedure for Integer Programs in general.
The existence of such a procedure would be extremely useful from the perspective of the
Verification community.
(c) Implementation issues — In Section 3, we clearly identified the practical advantage of our
new algorithm. An interesting project would be to test the algorithm on a number of real
instances. In this regard, we note that if variables are eliminated in the same order by both
Algorithm 2.1 and Algorithm 6.1, then Algorithm 2.1 will perform better, since it performs
fewer checks in an iteration. A detailed implementation profile which clearly identifies the
advantages of different approaches would therefore be invaluable.
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