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Introduction -Wave propagation in a periodic medium is governed by a band structure that substantially modifies the transport of those waves. While these effects were first explored for electrons inside crystals, with the atomic arrangement dictated by chemistry, band structures are also encountered in many other areas across physics where modern advances make it possible to engineer the periodic medium: photonic [1] and phononic [2] crystals as well as optical lattices [3] are well-known examples. This offers the opportunity to explore freely the space of possible designs and search for band structures with peculiar desired properties.
One particularly exciting target for such explorations are the topological features that have become a centerpiece of modern band structure theory [3] [4] [5] [6] . Recent theoretical breakthroughs [6, 7] have allowed the exploration of large databases of natural materials to uncover thousands of topological materials [8] . For engineered materials, on the other hand, the configuration space is even infinite-dimensional. There, an efficient method to rapidly extract the band structure and topology for any given unit cell geometry would be a crucial tool which could pave the way to discoveries that would otherwise not be feasible. Ideally, such a method should (i) provide answers for completely arbitrary geometries, (ii) be easily transferrable to different underlying wave equations, (iii) allow a substantial speed-up compared to state-of-the art methods, and (iv) predict topological properties.
We believe that deep learning approaches are uniquely suited to address these challenges. Up to now, the first applications of neural networks to band structures have focused on learning the mapping of a few selected model parameters (describing the geometry of the periodic medium) to the bands [9] [10] [11] [12] , band gaps [13, 14] , or topological invariants [15] [16] [17] . However, NNs can clearly be designed to make predictions for arbitrary unit-cell geometries, enabling the exploration of a much wider design space. This is closely related to the well-developed domains of image recognition and image-to-image mapping. While that would already be an important step on its own, such a NN would still be oblivious of any property imprinted in the Bloch waves, including any topological property.
The solution we advocate here is to have the neural network (NN) turn an arbitrary unit cell geometry into the parameters of a tight-binding (TB) model (see Fig. 1 ). In a subsequent step, this small TB model is then efficiently diagonalized to yield the full band structure as well as the topologically relevant features of the Bloch waves. Essential constraints imposed by the symmetries of the underlying geometry can be straightforwardly implemented in such a TB model. The whole approach is an example of 'known-operator-learning' [18] , where one embeds into a NN a function that implements a complex (but known) operation that is useful in the given context.
We show that the rapid exploration made possible by our NN is a powerful tool to aid in physical discovery. It addresses challenges in design and optimization, answering questions like: Is it possible to implement, under given physical constraints, a band structure of intereste.g. as produced by a simpler toy model? If yes, which combinations of model parameters are accessible? More than that, it gives efficient access to the statistics of topological properties, for an arbitrary distribution of designs. That in turn leads to new physical insights -in our case, it generated a conjecture about the symmetry constraints (compatibility relations) of band structures for the space group p6.
Tight-binding Neural Network -In the standard setting of band structure theory, a wave equation is solved on a periodic lattice, giving rise to a set of bands ω n (k), where n is the band index and k ∈ BZ the wave vector inside the Brillouin zone. The waves are subject to a periodic modulation of a potential (in the case of the Schrödinger equation), a dielectric index (for the Maxwell equations), or material density and elastic moduli (for phononic crystals). To keep our description general, we will simply refer to 'the unit cell geometry' in either case. In our case, we propose to use the NN to generate a TB Hamiltonian:Ĥ =Ĥ(F θ (V (·))). Here V (·) represents the network's input (the unit cell geometry; i.e. a potential or a material distribution), θ is a vector collecting all the network's parameters (weights and biases), and F θ is the network's output: a vector that contains the energies and hopping matrix elements of the TB model.
The band structure, in turn, results from writing this Hamiltonian in k-space, and diagonalizing the resulting N ×N matrixĤ k (F θ (V (·))) = k Ĥ (F θ (V (·))) k . The number N of TB orbitals is chosen depending on how many bands we would like to predict, and we will comment more on this later. Overall, for any given wave vector k, we generate a vector ω = (ω 1 , ω 2, . . . , ω N ) of eigenfrequencies, ω(k) = Diag[Ĥ k (F θ (V (·)))]
As indicated above, it is important for network training that the diagonalization operation Diag is differentiable with respect to the entries of the Hamiltonian matrix (see Methods).
The cost function during training is prescribed as the quadratic deviation between the true band structure and the predictions obtained from the network, averaged over all training samples V (·), the bands n, and the quasimomentum k:
The set of k-points is a grid covering the full Brillouin zone (BZ). Symmetry-enhanced tight-binding model. -One of the important advantages of this approach is the ability to take care of additional symmetries in an elegant and efficient way, by imposing them on the TB model. This is particularly important for the field of band structures with topological features. Often, the presence of these features is produced by an underlying geometrical symmetry -especially in cases where the breaking of time-reversal symmetry is not easily feasible (as in most of topological photonics or phononics).
We will call such a TB model "symmetry-enhanced". In the following, we will assume the symmetry to be fixed by specifying the space group (e.g., in 2D, one of 17 wallpaper groups). Training proceeds only on unit cell geometries that belong to this group. Moreover, to fix the basis for our tight-binding model, we select a set of localized orbitals that span a specific multi-dimensional representation of the space group, a so-called "band representation" (BR) [19] . The choice of a suitable BR depends on the number of bands we would like to predict but not on the geometry. The space group and BR impose constraints on the hopping and onsite energies of our TB model. Each output neuron of our NN encodes an independent parameter of the underlying Hamiltonian H. We provide the explicit form of the TB Hamiltonian for a concrete example (the p6 wallpaper group) in the Supplemental Material (SM).
During training, we require that the Bloch wave symmetries at a discrete set of so-called maximal k-points (e.g. Γ, K and M for the p6 group) are reproduced correctly. This also ensures the correct behaviour at all other high-symmetry points or lines [6] that may occur in general for arbitrary space groups. For these k-points, the Hamiltonian decomposes into blocks corresponding to an irreducible representation (irrep) of the proper symmetry group of k. In practice, we enforce the right behavior by applying the cost function (1) separately to each block at the maximal k-points -demanding a match to the training data for each symmetry sector separately.
RESULTS
Training -An important challenge in NN training is the choice of training data. If data are generated by simulation (as is the case here), one can train on random input with a distribution close to the envisaged applications. Our approach has been to generate Gaussian random fields in the unit cell (with independent Fourier components, here |A k | 2 ∼ |k| −1 , see Appendix for more details). The Fourier components are enforced to be of the appropriate symmetry. While our whole approach is general, for concreteness we have focussed on the interesting case of the p6 wallpaper group (point group C 6 , no mirror symmetries) and trained the network to reproduce solutions of the Schrödinger equation [− 2 /2m + V (x)]ψ n = ω n ψ n . In generating the training examples, we were inspired by the situation that is encountered in photonic or phononic crystals, where the geometry of two materials (solid/air) defines the unit cell. This can be implemented by digitizing the initially continuous random field to two values, V (x) = 0 or V (x) = V max . Our illustrative examples thus relate specifically to the propagation of light in photonic-crystal type optical waveguides in the paraxial approximation, which generally has been an important playground for photonic topological physics recently [20] [21] [22] [23] [24] . We trained the network on the six lowest energy bands, using a k-grid inside a triangular region covering uniformly 1/6th of the Brillouin zone (sufficient for C 6 symmetry). As discussed above, afterwards our symmetryenhanced TB model still allows us to predict the band structure with arbitrary k-space resolution. The results produced using our NN ( Fig. 1 ) are essentially indistinguishable from the true bands: our NN can predict the band structure with about 2% accuracy (relative to typical band gaps) after training on 50,000 samples, and it is about 1000 times faster than Lanczos-type diagonalization (SM).
In addition, our NN also predicts the Bloch wave symmetries. We take the example of the p6 group to illustrate how symmetries automatically give rise to robust features of the band structure that would be difficult to predict otherwise. For p6, the proper group for each maximal kpoint is a rotational group C n , with n = 6 for Γ, n = 3 for K, and n = 2 for M , cf. Fig. 1 . The combination of timereversal symmetry and C n rotations gives rise to robust features: (i) At the Γ-point, p and d Bloch waves come in pairs with opposite quasi-angular momentum and lead to parabolic band touching ( Fig. 1b ). (ii) Likewise, at the K points, essential degeneracies arise from pairs of states with opposite quasi-angular momentum m K = ±1 , leading to Dirac cones( Fig. 1b,d ).
We emphasize that such features are automatically enforced by our symmetry-enhanced TB model. This is one of its main advantages over a naive approach. A statistical analysis of a set of validation samples shows that our NN predicts the right symmetries in the low-lying bands for about 99% of samples ( Fig. 1) .
The central focus of modern band structure theory is the study of topological properties. These cannot be deduced from the band structure ω n (k) itself, but only from the behaviour of Bloch waves. We will show that, remarkably, our NN learns to predict correctly such properties despite having only very limited implicit information regarding the Bloch waves (via the symmetries). This is crucial, because training for the full eigenstates throughout the BZ would drastically increase the size of the NN and slow down training.
Design of band inversions -The bulk-boundary correspondence provides a link from the bulk topology to the existence of robust gapless excitations at a physical boundary or domain wall. This paves the way to using a NN that has been trained on the bulk band structure and Bloch wave symmetries as a tool to design topological edge states.
For topological insulators, a generic mechanism leading to a non-trivial topology and helical edge states is the so-called band inversion in which the usual ordering of a pair of bands is exchanged. For photonic and phononic crystals, a band inversion of p and d orbitals can be engineered by purely geometrical means [25] . Based on this concept, our NN helps to efficiently design domain walls of this type. In Fig. 2 the geometry is tuned to decrease the energy of a d-orbital while increasing the energy of a p-orbital until their order is inverted. The very close agreement between the network predictions and the true spectrum is remarkable, given that the potential designs adopted here look very different from the random training potentials.
Exploring Topological properties -Topological band structure theory originally relied entirely on momentum-space properties, defining topological invariants based on the behaviour of Bloch waves across the Brillouin zone. Only relatively recently, it was Figure 2 . Designing a band inversion for topological transport, using rapid band structure evaluation and symmetry predictions provided by a neural network. (a) Geometry of the potential: six circular holes of fixed radius are placed at a varying distance R from the C6 centre. (b) Energy spectrum at the Γ-point as a function of R. The energies of the p and d bands cross for R = a/3 (c) Band structure for three different values of R (marked in panel (b) by the horizontal lines) before, at, and after the band inversion transition (thick lines: NN, thin lines: SEq). The corresponding potentials are shown as insets. At the band inversion transition the Wigner-Seitz primitive cell becomes smaller. The resulting folded band structure supports a pair of degenerate Dirac cones at the Γ-point. Moreover, two pairs of bands become degenerate along the k-path from M to K. These are essential degeneracies enforced by the rotational symmetry and the smaller unit cell. The NN is able to reproduce these features although it has not been trained on potentials with a smaller unit cell.
realized that important additional information can be extracted by analyzing the tension between momentumspace and real-space descriptions. The resulting mathematical theories [6] [7] [8] 26] (sometimes known as "topological quantum chemistry") build onto the theory of band representations [19] to offer a very general theoretical framework to classify all natural materials according to their topological properties. This theoretical formalism has been so far mostly used to investigate electronic properties of natural materials. However, its range of potential applications extends to any periodic medium, see Ref. [27] for a pioneering application to photonics. Here, we demonstrate how our NN based approach combined with topological quantum chemistry allows the rapid exploration and statistical analysis of the topological properties of large sets of band structures.
Band representation (BR) theory tries to understand isolated sets of bands (separated from the remaining bands everywhere by a local gap) in terms of their underlying Wannier orbitals. A BR is a space group representation in such a Wannier basis, but the name may also refer to the associated set of bands. Topological sets of bands evade the BR classification: they do not support well-localized Wannier orbitals. Topological quantum chemistry aims to identify materials hosting such bands. Remarkably, this is possible based solely on the band structure and the irreps at the maximal k-points, exploiting the fact that all BRs can be decomposed in terms of building blocks known as elementary band representations (EBRs) [19] . Crucially this information is also made available by our NN (Fig. 3a) .
We demonstrate the power of the NN by analyzing randomly generated potentials. They are sampled from a distribution which, in practical applications, might be dictated by experimental design constraints. Here, we illustrate it for |A k | 2 ∼ |k| −1/2 . Even though this is different from the training distribution, the network performs very well.
In a first step, one needs to identify isolated sets of connected bands, which in topological quantum chemistry is commonly done by checking for connections only at high-symmetry points. Our approach allows to go beyond that by efficiently searching for connections away from these points -looking for π-defects in the Berry flux on a fine k-grid (much finer than the training grid), evaluated rapidly thanks to the small Hilbert space of the NN-generated tight-binding model.
In this way, we can easily scan large (∼ 10 4 ) sets of potentials using this method that would be otherwise computationally expensive. Our numerical results show that any clustering of bands based only on connections at high-symmetry points would be incorrect for a substantial fraction of the potentials (∼ 10% for the second set of connected bands). In most cases, this error translates into a wrong topological classification of the bands, see below.
Inspired by these observations, we set out ourselves to investigate how robust are the connections away from high-symmetry points. More precisely, we wondered whether -as is often assumed, e.g. [7] -it is possible to eliminate them without re-arranging the order of bands at those points. Band touchings are protected by the C 2 T anti-unitary symmetry [28] and can, thus, be eliminated only by pairwise cone annihilation. This led us to distinguish two scenarios: (i) If an odd number of cones is present in 1/6th of the BZ, the cones can be annihilated only at the Γ-point or at the M -points, cf Fig. 3c . This implies a re-arrangement of the band order at the highsymmetry points. (ii) Otherwise (for an even number) the cones can be annihilated anywhere ( Fig. 3c ), without re-arrangement. Using the NN we have discovered that the first scenario occurs in the overwhelming majority of cases (≈ 95%, for our potential distribution). This empirical finding, made possible by the NN, suggests an unexpected link between the irreps at the maximal kpoints and the connectivity of the bands. It led us to conjecture a new compatibility relation for the group p6: for an isolated set of bands, the parity of the number of odd states under C 2 rotations at the M points is equal to the parity of the number of odd states at the Γ point. There are strong numerical and analytical indications for the validity of this "C 2 compatibility relation", (see SM).
As a final step towards identifying topological sets of bands, we enumerate all EBRs, assigning to each a unique symmetry fingerprint (N n array) that lists the number of (degenerate) orbitals for each irrep at each symmetry point ( Fig. 3d) [7, 29] . For the group p6, the 8 possible irreps at the Γ, K, M points result in n = 6 -by noting the constraints imposed by the appropriate compatibility relations [7] . If the fingerprint computed for an isolated set of bands cannot be written as a sum of such EBR-fingerprints, the set must be topological (sometimes labeled "quasi-BR").
We have used our NN to determine (quasi)-BRs for 10 4 potentials ( Fig. 3e ). For 4% of the samples in this distribution, the second set of bands is topological. Strictly speaking, this figure depends on the statistical distribution of potentials, but we expect qualitatively similar behavior for other distributions, see SM. The standard analysis without taking into account connections away from the high-symmetry points would overestimate this figure significantly, predicting 14% of topological samples. On the other hand, it turns out that this discrepancy is eliminated once the connections predicted by our C 2 compatibility relation are taken into account. In this case, one recovers with high statistical precision the results already obtained using the much more numerically expensive Berry flux method. This gives also a way to check our results solving directly the Schrödinger equation, see SM for more details.Besides providing statistical insights, our study also represents an efficient random search, uncovering hundreds of topological samples. Moreover, we obtain important qualitative information: all quasi-BRs discovered here belong to one of two cases (3e), where the set of bands is obtained by splitting a BR into a topological band and another BR. This is the defining feature of the recently discovered fragile topological phases [27, 30] . More generally, a corollary (SM) of our C 2 compatibility relation conjecture holds that for the (spinless) time-reversal symmetric p 6 group all sets of isolated bands are either trivial (sum of EBRs) or fragile topological (difference of BRs). .
A further task rendered feasible by the NN is the creation of high-resolution multi-dimensional maps that explore the topological and hybridization phase transitions encountered while interpolating between potentials ( Fig. 3g,h) .
Optimization -Gradient-based optimization search for a geometry that maximizes some reward is a powerful but numerically intensive design tool for photonic devices [31] [32] [33] [34] . The numerical effort involved in calculating a large number of FEM simulations represents a Pipeline for finding a physical implementation of a given TB model (unit cell shown). The band structure of the model is provided as a target. A randomly initialized geometry is evolved until the NN-predicted band structure (dark lines) approaches the target (bright lines). We select those random trials that end up at a loss comparable to the NN accuracy itself (blue shaded region). (b) Physically accessible regions of the TB model parameter space: contours show the minimal loss, achieved after 50 trials, as a function parameters (onsite energy ω0, average hoppingJ = (J + J )/2, hopping difference δJ = J − J). In the blue region, the minimal loss is lower than the network accuracy. (c) Solutions for a more general model, including also next-nearest neighbor hopping, supporting fragile topological phases, see SM for more details. The parameters are ω0 = 0.6Vmax, J = 0.038Vmax, J = 0.035Vmax, L = 0.002Vmax, L = −0.002Vmax substantial bottleneck for explorative designs. NNs offer a natural way out of this as it has been demonstrated in a handful of pioneering works [10, [35] [36] [37] . In contrast to these works, our approach allows to search for an arbitrary input geometry. As explained above, this geometry is parametrized via the Fourier coefficients of a smooth field that is then discretized via a sigmoid function (see SM). An important goal consists in solving the inverse problem, where we try to reach a given target band structure. This might be used, for example, to find a physical implementation of some TB model of interest (sharing the goal of [38] ), under the given experimental constraints.
In Fig. 4 , we illustrate the procedure for a TB model [39] that underlies fruitful applications in topological photonics [40, 41] and phononics [42, 43] . The presence of local minima in the optimization landscape is easily addressed by running multiple trials and post-selecting outcomes, thanks to the 1000-fold acceleration produced by the NN.
We observe that the optimal geometry is not defined uniquely ( Fig. 4a ), since we only demand a match in the first few bands. This could be exploited to select for structures that are easy to fabricate. Conversely, however, it is not generally possible to reach arbitrary band structures, due to physical constraints like the allowed values of the potential (the refractive index contrast in the photonic case) and the unit cell size. To delineate the accessible regions of the TB model parameters, a scan with repeated optimization runs is required. Doing this for a 3D parameter space ( Fig. 4b ) even on a coarse grid, the number of evaluations runs in the millions (SM), which does not present a problem for the NN but would be very impractical otherwise. The resulting map can be used as a starting point for realizing extended TB models, e.g. with next-nearest neighbor hopping ( Fig. 4c ).
Other reward functions can be used to optimize only for specific feature combinations (like band gaps, group velocities, selected band representations, etc.). More generally, one might even optimize potential landscapeswhere smooth geometry deformations in real-space lead to some band structure evolution that (e.g.) produces edge states with desired properties.
Outlook -The tight-binding network approach introduced here can be directly applied to many other situations. These include, without any alterations in the NN, finite-element calculations for electromagnetic and elastic waves (where the execution speed advantage of the NN is enhanced by further orders of magnitude). Moreover, direct extensions allow to address 3D geometries, band structures for metamaterials with inhomogeneous dissipation and amplification (with complex eigenfrequencies and exceptional point physics in reciprocal space), and driven nonlinear photonic crystals or optomechanical arrays (where excitation pair creation leads to a symplectic Hamiltonian structure and novel topological features). Interactions on the mean-field level can be addressed as well, e.g. using solutions of the Gross-Pitaevskii equation for matter waves in optical lattices, or using densityfunctional theory results for real materials (where the input could be atomic positions instead of geometries, using the ideas of SchNet [44] ). In scenarios where the timereversal symmetry is broken, one could train the NN to predict Chern numbers. We expect approaches like the one exemplified here to become a standard part of the toolbox for metamaterial design.
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Methods
Network structure -The input is an L × L image representing the potential V (·) inside the unit cell (L = 100 for the examples shown here). It is processed by 8 convolutional layers, followed by 4 fully connected layers. The output in the last layer represents the coefficients of a tight-binding model. For the p6 space group adopted for the examples in the main text, the model is defined on a basis of 21 orbitals (with s,p,d,f symmetries) on a triangular lattice, and it has 245 independent real-valued parameters if only nearest-neighbor hopping is taken into account (which turned out to be sufficient to reach the high accuracy discussed in the text). Further details can be found in the supplementary material.
Taking gradients through diagonalization -Backpropagation requires taking gradients of the cost function with respect to the network weights θ. The cost function depends on the band structure that is obtained via numerical diagonalization of the tight-binding model produced by the network. From first-order Rayleigh-Schrödinger perturbation theory, one finds the derivative of the eigenenergies with respect to the model parame-ters,
Here |φ n (k) is the eigenvector in the basis of TB orbitals,Ĥ k |φ n (k) = ω n (k) |φ n (k) , and F (l) θ are the parameters inside the tight-binding Hamiltonian that have been predicted by the NN.
Random potentials -We start by generating Gaussian random fields, produced from Fourier coefficients A(k) with zero mean and k-dependent variance: φ(x) = k A(k)e ik·x , with k on the reciprocal lattice. Afterwards, the potential is obtained by applying a sigmoid,
. The A(k) obey the underlying symmetries (C 6 in the examples of the main text), and for training we chose |A(k)| 2 ∼ |k| −1 , with a cutoff at larger |k| and a sharp step function (β → ∞). For optimization, the input potential is generated in the same way, except β is finite. For more details, we refer to the SM.
Appendix A: Generating Training Samples
When training a network on simulation results, an arbitrary random distribution of training samples can in principle be chosen. However, for best accuracy it is beneficial to have these samples be as close as possible (statistically) to typical use cases encountered in later applications.
We start by generating a periodic smooth 2D random Gaussian field,
where the wavevectors k lie on the reciprocal lattice,
Here, n 1 and n 2 are integers and b 1 and b 2 are reciprocal lattice vectors. The Fourier coefficients A(k) respect the underlying symmetry (again, in our chosen example, they are symmetric under 60-degree rotations). Otherwise, they are complex Gaussian-distributed random numbers (of zero mean), with variance
The function f (k) is 1 for small |k| and implements a cutoff for larger k. In our case we choose C = 2 and set f (k) = 0 for n 1(2) > 6 , cf Eq. (A2). The exponent α determines how smooth the field appears (in our case, α = 1). The examples treated in the main text are inspired by photonic or phononic crystals, where two materials only are involved. This means we want to provide a "digitized" potential, starting from the smooth field φ. That is achieved by the help of the rounded step function, the sigmoid σ(x) = 1/(1 + e −x ):
where smaller β imply a more gradual step. For the training we used sharp step functions corresponding to the limit β → ∞.
Appendix B: Network layout
We explained briefly in the main text the essential steps we have adopted to map a geometry first into a tight-binding model and then into a band structure. To recall, a neural network (with parameters θ) is used to generate the vector of coefficients, F θ (V (·)), of a tight-binding model out of an input geometry/potential V (·). Out of these coefficients, a suitable Hamiltonian in k-space will be constructed, obeying the correct constraints imposed by the underlying space group:Ĥ k (F θ (V (·))) = k Ĥ (F θ (V (·))) k . This Hamiltonian is an N × N matrix with k-dependent coefficients that are linear in the output F θ (V (·)) of the network. Finally, the bands ω n (k) for a certain k point are obtained by diagonalizing this matrix.
In summary, the network maps a two-dimensional L × L image V (·), representing the potential inside a (parallelogram-shaped) unit cell, onto a finite set of M tight-binding coefficients. In our explorations, we have found that a good choice for the number of convolutional layers as well as the kernel sizes is important for robust and successful training, even though the fine details do not matter. The proper structure depends mainly on the size of the input potential. For the case of potentials with size 100 × 100 we have found the following layout to give good results. The entire implementation is using the tensorflow framework.
• Multi-layer convolutional network: The first 8 layers of the neural network are conv2D layers with ReLU as activation function. One goal of applying successive convolutional layers is the reduction of the image size, which is usually done using Pooling layers. In our case we instead reduce the image size mainly by using stride =2 in some layers. The option stride =2 leads to every second pixel of the output image to be skipped and hence reduces the size of the input by a factor of two in both dimensions (the additional option padding=valid only applies kernels that are completely within the image, reducing the image by eliminating grid points at the boundaries). The complete convolutional part is given by filters kernel size stride padding=valid 32 10 2  -64  10  1  -128  10  2  -128  6  1  yes  128  6  1  yes  128  5  1  yes  128  5  1  yes  128  5 1 yes
• Multi-layer fully connected network part: after flattening the result of the last conv2D layer, 4 dense layers are applied with dropout(0.15) between each pair of dense layers. The first 3 dense layers use also ReLU activations, while the output layer uses a linear activation to allow rescaling. Numbers of neurons: 512/256/256/245.
The resulting output of the neural network is then interpreted as the coefficients of the (symmetry-enhanced) tightbinding model (see section above), which is diagonalized numerically. We run everything except the eigenvalue calculations on the GPU. However, due to the implementation of the diagonalisation in tensorflow, it is important to run tf . linalg .eigh on the CPU instead of the GPU. Otherwise the diagonalisation will take about 2 orders of magnitude longer due to parallelization overhead. Future improvements might include implementing conv2D layers with periodic boundary conditions, and implementing the convolution operations on the actual mesh inside the parallelogram-shaped unit cell (for a triangular lattice this would be a triangular mesh, instead of the square mesh assumed in the tensorflow implementation). However, as far as we could observe, these details did not prevent the network from reaching a very good performance.
Appendix C: Cost function
We recall that the overall cost function consists of two components. The first component is a cost function of the form
which is evaluated on different k-points within the Brillouin Zone and several bands, i.e. on the whole band structure. We will call this cost function in the following the global cost function.
We have observed that training with the global cost function alone may fail. Taking even the simple extreme test case of training on only on a single sample (to reach a given fixed band structure), it becomes evident that sometimes the gradient descent is unable to change the order of bands of different symmetries at the high-symmetry points (Γ, K and M in the case of the p6 group). The gradient descent gets stuck in a local minimum with an incorrect order of bands. We conclude that for training it is therefore very important to also incorporate some information on the correct symmetries of the Bloch wave eigenstates within the overall cost function, enforcing the correct order.
To achieve this, we define a second component of the overall cost function consisting of several local cost functions. Each of these is defined for one specific maximal k-point and irrep. For example, for the Γ-point there are 4 local cost functions (corresponding to s, p, d and f Bloch waves). This is possible because the Hamiltonian becomes block diagonal at the maximal k-points with each block corresponding to a specific irrep. Thus, we can treat each block as a tight-binding matrix on its own, and define the local cost functions in the exact same way as the global cost function. In this case, the average is taken only over the samples V (·), and over the bands of one given symmetry within the low energy bands (e.g. 6 or 7 bands, see below). The number of such bands depends on the irrep and the sample. One of the unconventional parts of our ansatz is the use of known-operator learning, i.e. having numerical diagonalisation be part of the overall pipeline leading from geometry to band structure. To be able to perform gradient descent on this combination, we implemented a suitable modification of the cost function introduced above. The main idea is to exploit perturbation theory to obtain the derivative of the eigenvalues of a matrix with respect to its coefficients, and to feed this analytical expression into the tensorflow backpropagation pipeline.
The expression for the modified cost function can be derived by starting with the derivative of the original cost function:
θ (x) is determined by a neuron of the output layer. Here we have been very careful in spelling out all the dependencies; in particular, the band structure depends on the neural network parameters θ, via the tight-binding coefficients.
We can use the Rayleigh-Schrödinger perturbation-theory relation
to calculate the derivative of the eigenvalues. SinceĤ k (F θ (V (·))) is linear in every coefficient F
is a numerical constant. Therefore, we must calculate this expression only once before training and can then use it for all training steps. F
is also independent of the sum over the k and n, which is why we can rewrite the derivative of the cost function as
Hence, we arrive at the conclusion that we can use
as cost function for the neural network. Indeed, the θ−gradient of this cost function is the same as for the original one, as long as we postulate that v is to be treated as independent of θ. Since v is a vector with the number of coefficients as number of entries, this cost function is realised in tensorflow as a simple scalar product between the output layer of the NN and the vector v. Each training step of the neural network consists of the calculation of v (for a batch of training samples) and the usual gradient descent applied to the cost function C N N .
Appendix E: Training of the neural network
To train the neural network, we use 50,000 samples of random potentials, with the correct band structure evaluated at 79 points. These points are evenly distributed within one sixth of the Brillouin zone.
Out of these 50,000 samples, 1024 are reserved for calculating the validation loss and the remaining 48,976 samples are used for training. We use the widespread adam optimizer, with parameters Adam(lr=0.0001, epsilon=10e−8). The dropout rate between the dense layers is chosen to be 0.15. As relative weight ratio between the local cost functions and the global cost function, we choose a decaying ratio of r = 0.6 (1+i) 0.3 , where i indicates how many times the network has been trained on all samples (number of epochs). We use batches of 16 samples and hence have 3,061 update steps for each i.
To ensure the correct symmetries for the uppermost relevant band, we recommend to train the local cost functions on one additional band. In other words, the global cost function trains on the lowest 6 bands, while the local cost functions train on the eigenvalues of the 7 lowest bands.
We have to mention that even for a set of training trials with the same hyper-parameters -such as optimizer, learning rate, batchsize, network layout, etc -successful training was not observed in all cases. This is not completely surprising, since neural network training is a stochastic nonlinear process. We assume that success depends on the random initial values of the weights of the neural network. All failed training trials have the common characteristic that the loss on training as well as on validation samples diverges at some point during training. While using a larger value of the adam epsilon parameter (a small constant for numerical stability, which prevents the denominator to become 0 and hence the training to diverge)helped the network to recover in some cases from this divergence, we rather avoided such training trials altogether and started training from the beginning with newly initialized weights.
We emphasize that these repeated training attempts do not require the re-generation of new training samples, and that once a network has been trained successfully, it can be deployed efficiently -so the cost of extra training attempts does not impact the usefulness of the whole approach in any significant way.
In summary, we implemented the following training procedure: we train the network until either a low loss (cost function value) is reached or the training fails. If the loss reaches a low value, which corresponds to a good agreement between actual and predicted band structures, we train further but with no weighting on the local cost functions. By this trick, we can decrease the loss in the final iterations much faster than with the local cost functions present. On the other hand, this procedure leads the predictions of the symmetries to become worse over time, hence it should only be used during a short interval in the very end. We usually need between 200 up to 400 initial training epochs with the local cost functions being switched on (one epoch is defined as training on all training samples once). After switching off the local cost functions, we recommend further 10 up to 100 epochs.
Since the eigenvalue calculation is performed on the CPU, the duration of 1 epoch depends strongly on the CPU. The workload on the CPU depends on the number of k-points in the global cost function. With batchsize 16 and 79 reciprocal points, on a NVIDIA RTX 6000 and a Xeon Gold 6130 with 16 cores, one epoch takes about 100 seconds. Appendix F: Accuracy for the network During training the performance of the network is measured by the value of the global cost function (subsequently called "loss"), evaluated for validation data on the same 79 points in reciprocal space that are used for training. In this case, we achieve a final loss on validation data of around 6 ·10 −6 [all energy values quoted are in units of the maximum potential height, V max , i.e. the loss given here is in units of V 2 max ]. After training, we furthermore evaluate the neural network on 1000 additional validation samples, which we also used for measuring the accuracy of the symmetries in figure 1 (Fig. 1 of the main text) . For this comparison, we use instead of 79 grid points a much higher resolution, provided by 821 grid points which are equally distributed within one sixth of the unit cell. In this case, we get a loss of 6.4 · 10 −6 , consistent with the result found on the smaller set of k points. A more intuitive way to represent the accuracy is to take the square root of the loss, since the loss (cost function) was based on the quadratic deviation between Schrödinger equation results and NN results. For this measure of the (average) deviation, we get a value of less than 0.0026. The average deviations for each band, obtained for 1000 samples, can be seen in Fig. 5 .
If one wants to compare these deviations to the band gaps (as a natural scale), we can, e.g., obtain the sampleaverage of the minimal band gaps for disconnected bands, in which case the deviations represent 2.5% of the bandgap value obtained in that way. On the other hand, the sample-average of the k-averaged (not minimal) band gaps for disconnected band is slightly larger, yielding a relative deviation of 2.0 %.
Appendix G: Performance Gain
Speed advantage in predicting band structures -One of several advantages of using a neural network for predicting symmetries and band structures is the dramatically increased speed of calculations vs. direct evaluations.
The performance gain offered by the neural network depends on the algorithm which it replaces, as well as on the number of points in reciprocal space, the structure of the neural network and the number of bands which one is interested in.
For the results of this paper, the neural network should predict the same band structure one would obtain by using the Schrödinger equation on a periodic potential with 100×100 grid points. In the absence of a trained neural network, this would be accomplished for one k-point in the reciprocal space by calculating the eigenvalues of a sparse 10,000×10,000 matrix, where the diagonal elements correspond to values of the potential on the grid points.
For the numerical calculation we use for diagonalisation scipy .sparse. linalg . eighs, which uses the "implicitly restarted Lanczos method" to find the eigenvalues and eigenvectors for the first 6 bands in our case. In our comparison, we will count only the time needed to calculate the eigenvalues for the case of the numerical method (which works in favor of the numerical method). As reference hardware, both for the direct numerical calculation and the neural network, a i5-6267U (2 cores, 4 threads, 2.9 Ghz) is used, which is as typical mobile CPU. On this hardware, the diagonalisation takes about 2-3 seconds for 3 points and 80 seconds for the 79 points which we also use for training. On the other hand, the same task takes for the neural network 0.067 seconds for 79 points (and 0.23 seconds for a much finer grid of 821 points).
This shows that the neural network performs much faster than the direct Lanczos-based diagonalisation of the Schrödinger Equation does, even for very few points. The advantage of the NN grows with the number of points: note that the calculation time in the case of the neural network can be split into the calculation of the coefficients for the tight-binding model and the subsequent calculation of its band structure (by diagonalization of a small matrix), where the former is independent of the number of k-points. Since the creation of the tight binding model is written in python one could accomplish further speed-up for the neural network.
Overall performance gain -As in all neural-network applications, there are two scenarios to evaluate the costbenefit and overall performance gain of this approach.
(i) The goal is to deploy the network for obtaining speedup on whatever hardware is available (including, e.g., the type of cluster used for training). In that case, the training effort needs to be accounted for. Break-even will be reached when the network has been used to accelerate band structure evaluations on a number of potentials that is at least larger than the initial number of training samples. For our approach, this is easily the case for the optimization of band structures (as well as for large-scale statistical exploration and random discovery).
(ii) The cost-benefit analysis turns out to be even more advantageous when the explicit goal has been to deploy the network on modest computing hardware (e.g. laptops operated by the end-users). In that case, the cost of generating the training samples and performing the training (on a cluster) need not be taken into account, since that hardware by definition would not have been available to the end-user.
Appendix H: Symmetry enhanced tight-binding Hamiltonian
Here, we give more details on the 'symmetry enhanced' tight-binding (TB) model whose parameters are predicted by our NN and subsequently used to calculate the band structures.
The challenge in defining such a TB model is that it should be able to reproduce the low energy bands of a broad distribution of potentials. Moreover, the number of underlying orbitals and parameters should remain as small as possible to keep the diagonalization of the TB Hamiltonian numerically inexpensive.
In order to estimate how large the Hilbert space of our TB model should be, we define the 'occupation' n (x) ξ in the lowest seven bands for the potential x and the irreps ξ, ξ = s, p, d, f, 0, 1, +, −. The number of orbital required for our TB model will then depend on the maximal occupations n (max) ξ over all training samples, n
We have (somewhat arbitrarily) decided to build our TB model using only orbitals localized about the C 6 rotocenters. We denote byñ We note that while all unperturbed orbitals for our TB model are localized about the same Wyckoff position, the Wannier states for an isolated set of bands can still be hybridized orbitals localized about different Wyckoff positions. This may happen because the hoppings between different TB orbitals can be larger compared to the typical onsite energy differences. Thus, our choice of the Wyckoff position for the unperturbed orbitals is akin to a choice of basis. We also restrict the hopping to nearest-neighbor orbitals. This choice reduces the number of output neurons and, thus, the overall complexity of the NN while still turning out to be adequate to obtain a well trained NN. The explicit form of such TB Hamiltonian is derived below.
Next we derive the explicit form of the TB model described above in terms of the appropriate set of independent onsite energies and hoppings amplitudes. The constraints imposed by the C 6 symmetry that connect hopping rates in different directions are most easily taken into account using a basis of C 6 symmetric Wannier orbitals {|W n,m } where n is the principal quantum number and m is the quasi-angularmomentum,R π/3 |W n,m = e −imπ/3 |W n,m with m = 0, ±1, ±2, 3. In the corresponding basis of Bloch waves, one can then easily add the contributions from all hopping directions to findĤ k;n,m;n m (k)/ = δ m,m δ n,n ω n,|m| +J n,m;n ,m f m−m (k)
where ω n,|m| are the onsite energies,J n,m;n ,m are the hopping amplitudes in the direction of the lattice vector a(1, 0) , and the functions f ∆m (k) are independent of the potential, f 0 (k) = cos(k · a 1 ) + cos(k · a 2 ) + cos(k · a 3 ), 
[Here, we have also implicitly fixed the sum of the phases of states with equal n and opposite quasi-angular momentum m by assuming T |W n,m = |W n,−m .] Because of the time-reversal symmetry, the hopping amplitudes J n,l;n ,l in the time symmetric basis are real. Moreover, using the C 2 symmetry and that the Hamiltonian should be hermitian one finds the additional constraint J n,l;n ,l = ±J n,l;n ,l where the positive sign applies when both orbitals have the same behavior (odd or even) under the C 2 symmetry and the negative sign applies otherwise, e.g. + when l = s and l = d 1(2) (both orbitals are even) and − for l = s and l = f (s is even while f is odd). Taking into account these additional constraints, there are (N 2 + N )/2 real independent hopping amplitudes (that are represented by the same number of output neurons F (l) , cf Eq. (D1)).
Appendix I: Symmetry Fingerprints
Here, we give more details regarding the symmetry fingerprints used to identify EBRs and topological bands in the main text. Equivalent concepts are also presented in Refs. [29] and [7] . The symmetry fingerprint of an isolated set of bands groups in a single N n array all the information about the symmetry of the Bloch waves at the maximal k-points.
At each maximal k-point, we define the 'occupation' n ξ as the number of (degenerate) orbitals belonging to each irrep ξ. The occupation numbers n ξ are subject to linear constraints known as compatibility relations [7, 45] . This reduces the number of independent 'occupations' to n = number of irreps − number of linear constraints
The simplest compatibility relation is that the number of bands is the same at all maximal k-points. Another important example of a compatibility relation is realized in crystals with mirror symmetry. For each high symmetry line that is invariant under a mirror symmetry of the crystal and connects two maximal k-points, a compatibility relation fixes the numbers of states with a given parity to be equal at the two maximal k points. Such compatibility relations derived from mirror symmetry allow to predict connections between bands that lie on a high-symmetry line, based only on the spectrum and irreps at the maximal k points [6, 7] .
For the p 6 group, the maximal k-point are the high symmetry points Γ, K, and M and the respective proper groups are the rotational groups C n , with n = 6 for Γ, n = 3 for K, and n = 2 for M . In this case, the time-reversal-symmetric irreps are identified by the absolute value of the quasi-angular momentum |m| ≤ n/2. To avoid confusion, here and in the main text we use ξ = |m| = 0, 1 to label the irreps of C 3 , while using the atomic physics inspired labels ξ = s, p, d and f in place of |m| = 0, 1, 2, 3 for the irreps of the irreps of C 2 (the normal modes are either odd or even). We are, thus, left with 8 occupation numbers: n (s) , n p , n d , and n f for the Γ point; n 0 , and n 1 for the K point; n + , n − for the M point. However, taking into account that the overall number of bands should be the same at all high-symmetry points, we find the compatibility relations,
Thus, all the information regarding the symmetry labels is grouped in the six-dimensional array (n s , n p , n d , n f , n 0 , n + ).
Appendix J: Compatibility relation Conjecture for the space group p6
In the main text, we have conjectured a novel compatibility relation for the bosonic p6 group with time reversal symmetry: for an isolated set of bands, the parity of the number of odd states under C 2 rotations at the M points is equal to the parity of the number of odd states at the Γ point. Here, we provide the preliminary evidence supporting our conjecture.
Firstly, our NN has allowed to extensively test our conjecture on thousands of band structures and never found an exception to the rule, although in hundreds of cases additional connections were correctly predicted that would have been overlooked using other known compatibility relations, cf the discussion of the section 'Details of the topological exploration below'.
On the analytical side, our conjecture is motivated by an analogous compatibility relation for the Wallpaper group p6m (with an additional mirror symmetry.) In this setting, the compatibility relation is derived from already known compatibility relations (a proof is given below) and, thus, does not set any new constraint on the symmetry fingerprints. However, it provides a constraint on the overall number of cones sextuplets that should appear on the high symmetry lines connecting the different maximal k-points: when the compatibility relation is violated, an odd number of cones sextuplets is connecting the group of bands of interest to the remaining bands, see below. After a perturbation is added that breaks the mirror symmetry and, thus, the underlying space group becomes the p6 group, the cones are free to drift away from the high-symmetry lines. Nevertheless, the compatibility relation is still expected to apply because the cones can be eliminated only at the Γ or M points causing a re-arrangement of the order of the bands as it is discussed in the main text.
Proof of the C 2 compatibility relation for the space group p6m -We start by reviewing the standard compatibility relations for the Wallpaper group p6m. For this space group the maximal k-points are connected via high symmetry lines that are invariant (modulus a reciprocal lattice vector) under one of the twelve mirror symmetries of the group, cf Fig. 6 . The mirror symmetry about the connecting line belongs also to the proper group of both connected maximal k points, e.g. Γ and M . For continuity, the number of states with a given parity (odd or even) under the shared mirror symmetry for a set of isolated bands should remain the same along the line and, thus, also at both high symmetry points. This compatibility relation allows to derive a constraint between the occupations of the irreps at two different maximal k-points, an example is given later. If the compatibility relations are not fulfilled for a given set of bands, it means that the set is actually not isolated but rather connected to a neighboring band via one or more Dirac cones lying somewhere on the connecting high-symmetry line, cf Fig. 6 . Let us now consider as an example the compatibility relation for the irreps at Γ and M . We denote by ξ = s − , s + , f − , f + , p, d the 6 distinct irreps at the Γ point (where the proper group is C 6ν ). Here, the subscript − or + indicates the parity under a mirror symmetry. In particular, the orbitals s − (s + ) with quasi-angular momentum m = 0 are odd (even) under all mirror symmetries of the crystals. On the other hand, the irreps f − (f + ), with quasi-angular momentum m = 3, have opposite parity under the mirror lines marked in different colors in Fig. 6 . We define f − (f + ) to be odd (even) under the mirror symmetries about the lines connecting the Γ and the different M points (magenta lines). For the irreps p and d one can always find a basis of eigenstates with opposite parity under any of the mirror symmetries, e.g. p x (p y ) is even (odd) under x → x, y → −y. At the M point, the proper group is C 2ν and we can label the four possible irreps by the parity under the two mirror symmetries ξ = ++, +−, −+, −−. The first index labels the parity under the mirror symmetries about the line connecting the Γ and M point. The parity under the C 2 rotation is just the product of the two mirror parities. With these definitions in hand, the constraint that the number of odd states, under the mirror symmetry about the line Γ − M , is the same at both Γ and M reads n s− + n f − + n p + n d = n −+ + n −− .
(J1)
In the same way, we find compatibility relations connecting the occupations at Γ and K (M and K) to be n s− + n f+ + n p + n d = n 0− + n 1 , (J2) When a small perturbation is added to break the mirror symmetry and displace any Dirac cone away from the high symmetry lines, the Bloch waves are not anymore eigenstates of any mirror symmetry and, thus, the compatibility relations Eqs. (J1), (J2), and (J3) become ill defined. On the other hand, the compatibility relation (J4) is still well defined as it can be rewritten (without specifying the behavior under mirror symmetry) as
where n − are now odd states under the C 2 symmetry at the M point. Likewise, we can still write
where N BZ/6 is the number of cones within one sixth of the Brillouin zone. In other words, if the compatibility relation is violated, there will still be an odd number of Dirac cone sextuplets after the mirror symmetry is broken by a small perturbation. Proof of the corollary -A corollary of our conjectured compatibility relation is that for the time-reversal symmetric spinless p6 Wallpaper group all isolated sets of bands are either trivial or fragile topological. To prove the corollary we use the conceptual framework introduced in Ref. [7] . In this setting, we view the symmetry fingerprints as the 6-dimensional projections of the 8-dimensional vectors (n s , n p , n d , n f , n 0 , n 1 , n + , n − ) whose elements are the occupations n ξ for all irreps (we refer to the eight dimensional arrays as redundant symmetry fingerprints). If we allow n ξ to be integer negative, the set of Z 8 arrays whose entries n ξ obey the compatibility relations Eqs. (I1), and (J4) form an abelian group spanned by six generators c j , j = 1, . . . , 6. We construct six generators of the groups by picking the first four generators to be the four EBR with Wannier states localized about the C 6 centers, c 1 = (1, 0, 0, 0, 1, 0, 1, 0), c 2 = (0, 1, 0, 0, 0, 1, 0, 2), 0, 1, 0, 0, 1, 2, 0) , (0, 0, 0, 1, 1, 0, 0, 1) .
It is clear that a linear superposition with integer coefficients of these four arrays can give any arbitrary integer combination for the first four entries of the Z 8 array. Moreover, to obtain any allowed combination (obeying the compatibility relations Eq. (I1) and (J4) ) of n 0 and n 1 or n + and n − , respectively, we add the generators c 5 = (0, 0, 0, 0, 2, −1, 0, 0), c 6 = (0, 0, 0, 0, 0, 0, 2, −2).
[These are the smallest integer vectors that do not change the net number of bands at any maximal k point and do not change the parity of the number of odd (even) states at the M point.] Using the same formalism, one can define the abelian group obtained by arbitrary addition and subtraction of trivial bands [7] . By definition this group contains all fragile topological bands. In general this group is a subgroup of the abelian group of allowed band structures defined above. However, for the spinless time-reversal symmetric space group p6 the two groups coincide as it is shown explicitly by decomposing c 5 and c 6 into a sum and difference of EBRs d 1 = (1, 0, 0, 1, 0, 1, 1, 1) , 0, 1, 0, 1, 1, 1, 2) .
where d 1/2 is the (redundant) symmetry fingerprint of the EBR spanned by s-orbitals localized about the C 3/2 rotocenters (the EBR of the graphene/kagome band structure).
Appendix K: Details of the topological exploration
For the topological exploration, the Fourier coefficients A(k) of the random potentials are extracted from the distribution in Eq. (A3) with α = 1/2 and C = 2. For each potential we have calculated the symmetry fingerprint for the first two sets of bands and used it to identify the set with one of the eight EBRs, a composite EBR, or a topological set of bands if the first two options were excluded. All topological sets of bands discovered corresponded to only two different symmetry fingerprints. To determine the fingerprints two ingredients are required (both represented in the symmetry tables in Fig 3(a) of the main text): (i) the irreps for each band at each high symmetry point. This information is provided directly from the NN; (ii) the connectivity of the bands, i.e. which pairs of bands are connected somewhere in the BZ. This information is not provided directly by the NN but has to be inferred by looking at π-defects in the Berry flux on a fine k-grid, more on this later, or by using our conjectured compatibility relation.
To calculate the Berry flux, we divide the BZ in small rectangular plaquettes j. The Berry flux Φ j is just the Berry phase acquired while encircling each plaquette. It can be easily calculated numerically using the formula
This method allows to find connections efficiently because |Φ j | ≈ π whenever a Dirac cone is inside the plaquette and the plaquette is so small that the band dispersion can be approximated as linear (this can be proven by approximating the Hamiltonian with a Dirac Hamiltonian). The requirement that the band dispersion should be linear inside a plaquette containing a Dirac cone determines how fine the grid should be to obtain reliable results. Whether this requirement is satisfied for a given grid depends on the specific potential. For this reason, even though a coarse grid would be already enough to obtain reliable results for the majority of the potentials, a very fine grid is necessary to get high accuracy statistical results (much finer than the grid used for training). Moreover, even for a fine grid the Figure 7 . (quasi-)BR distribution calculated using three different methods to determine the bands connectivity. The methods are (from left to right for each entry): (i) Standard method of topological quantum chemistry which neglects connections away from high symmetry points. (ii) Taking into account the connections away from high-symmetry points which are predicted by the compatibility relation conjecture. (iii) Looking for π-defects in the Berry flux. This method is able to detect all connections (if a fine enough grid is used). The column top1 and top2 refer to the two fragile topological phases discovered by our NN, cf. Fig. 3 of the main text. The standard method would predict other types of topological bands (top. el.). These sets of bands turn out not to be isolated once the connections away from the high-symmetry points are taken into account with the other two methods. All results have been calculated using the first six bands. The set of bands that are connected to the 7th band can not be assigned to any (quasi-)BR based on the available information and are grouped in the last entry (to be assigned).
method might fail in a handful of statistically irrelevant cases. For this reason, it would be difficult to obtain the results shown in the main text without relying on the speed of our NN.
A much faster method to calculate the connectivity is to infer it from our compatibility conjecture. We have compared the results obtained with this method to the one obtained with the Berry flux method using a fine grid containing ∼ 10000 plaquettes, cf Fig. 7 . We found a disagreement in only less than 0.1% (1%) of the cases for the first (second) group of bands. We examined closely these cases and found a (statistically irrelevant) handful of cases where a connection was predicted by the compatibility relations but not found by the Berry flux method. (This scenario would represent a falsification of our conjecture.) However, a closer examination showed that the Berry flux method had not converged for those cases and, thus, eventually did not invalidate the conjecture. We recall that the compatibility conjecture offers only a sufficient condition to infer connectivity. In other words, a pair of bands can still be connected even if the conjecture does not allow to predict it. (In this case an even number of cone sextuplets connecting the two bands are expected.) We have traced back all rare cases of disagreement between the two methods to this scenario. In order to explicitly show that it is important not to overlook the connections predicted by the compatibility relations we also calculated the quasi-BR distribution obtained by the standard method (that does not take into account any connection away from high-symmetry points). Due to the bands that violate the compatibility relations (since all BRs obey the compatibility relation these sets of bands would be topological if isolated), this method would grossly overestimate the number of topological bands. We can conclude that all our numerical results are compatible with the compatibility conjecture. Moreover, they show that the conjecture offers a useful and reliable method to identify the connectivity of a pair of bands.
The speed and reliability of the compatibility method offer the possibility to validate the results obtained using the NN with results obtained directly solving the Schrödinger equation, cf Fig. 8 .
In order to give an idea how the distribution of (quasi-)BRs depends on the underlying potential distribution we have calculated the statistics also for the training distribution. A comparison between the two statistics is shown in 
Appendix L: Details of the Optimization Method
General procedure for optimization -Implementing an optimization task starts by specifying some goal to achieve for the band structure: e.g. maximizing some band gap, or matching the predicted band structure as well as possible to a fixed given band structure. This goal has to be expressed in terms of a reward function (a function of the predicted band structure). Furthermore, the geometry has to be parametrized; in our case we choose to describe a completely general geometry via its Fourier coefficients. Afterwards, we can do gradient ascent on the reward, with respect to the geometry, exploiting the fact that backpropagation through the full network/tight-binding pipeline is possible.
The illustrative example we treat in the main text is a kind of 'inverse problem', where we want to target a given band structure (calculated from some selected simple tight-binding model, in our case).
Creation of potentials by a differentiable function -A difficulty in our case are the constraints on the potential, which should assume only two discrete values, besides being C6-symmetric. To guarantee these properties, we optimise not directly the potential defined on a lattice, but instead the Fourier coefficients from which the potentials can be generated. This is possible since our approach for creating potentials, applying a sigmoid to a smooth scalar field, is differentiable for finite (non-zero) "temperatures" of the sigmoid. The step from Fourier coefficients to potential can be implemented directly in tensorflow.
In this way, the potentials already obey the required symmetry. However, even though the sigmoid constrains the potential values between 0 and V max , it cannot reliably enforce the potential to take only these values. In order to enforce the discreteness of the potential, we define a new term for the cost function which is proportional to optimised potential might become less discrete, while a weight that is too large leads to stagnation of training. We have observed that a good weight for the potential cost function is around 0.0001. In this way, the neural network focusses on making the potentials discrete only after it has reached already a low loss value. As optimiser we again use adam with a learning rate of around 0.5 and otherwise default settings.
Optimization procedure in our case -Since it can happen that certain starting conditions may lead to stagnation, we recommend to run several optimisation trials with different random starting conditions. In our case, we choose a uniform distribution for all coefficients, with 0 as mean. The suitable limits for the uniform distribution depends on the choice of inverse temperature β. In the case of β = 1 we observe good results for random amplitudes in the interval [−0.5, 0.5]. Since the optimisation can be performed on a GPU, we are able to optimise many samples in parallel. For example, we can optimise for one target band structure with 200 different starting conditions at the same time. On our hardware (mentioned in the training section) 10 update steps on 200 samples take roughly 3 seconds. As usual number of update steps we recommend 400-500. Out of the 200 trials for one band structure, we can then choose the best trials and check the results of the Schrödinger equation on the predicted potentials.
Calculation of a loss map -For the optimization loss map (measuring the quadratic deviation between the optimized band structure and the target, for different target band structures), we use parallelization to optimize for different band structures at the same time. By this, we can quickly produce one potential for each point in our grid. By repeating this procedure and updating the loss map such that the loss and the corresponding potential are replaced if the new version is better, we can reduce the noise of the loss map over time. To assess the quality, we always compare against the loss of the neural network predictions on validation data (this loss measures the deviation between network and Schrödinger equation on such samples). For the final optimization loss map, we distinguish between "relatively good" results, with an optimization loss about twice the network loss, and very good results, with an optimization loss below the network loss (roughly 6 · 10 −6 ). localized about the C 2 roto-centers, cf Fig. 10 (central panel) . At the Γ point the p orbital is lifted above the d orbital. At the same time at the M -point, the lowest (highest) energy even band is lifted above the lowest (highest) energy odd band, E 0,+ > E 0,− (E 2,+ > E 2,− ). Likewise, at the K point the lowest (highest) s-orbital wave is lifted above (lowered below) the lowest (highest) p-level, E 0,0 > E 0,1 (E 1,0 < E 1,1 ).
Next we tweak the band structure described above to obtain topological fragile bands. This is achieved by creating an imbalance between the next-nearest neighbor hopping, δJ = 0. From Eq. (M3) we see that at the M -point, a positive δJ decreases the energy E 2,+ of the highest even orbital while increasing the energy of the odd orbital E 2,− . Meanwhile at K-point, the energy E 1,1 of the highest p-Bloch wave is also decreased while the energy E 1,0 of the corresponding s-orbital is increased, cf Eq. (M4). For sufficiently large δL, δL > δJ/ √ 12, the order of the highest two bands have been inverted compared to the situation where δL = 0 at both high symmetry points K and M (at the M point the band inversion occurs already for δL > δJ/4). As a consequence, the highest three bands are split into into a pair of topological bands and an f -orbital localized about the C 6 rotocenter, cf Fig. 10 (right panel) and Fig. 4(c) of the main text.
A similar analysis shows that for δL negative, δL < −δJ/ √ 12, the lowest three bands are split into an s-orbital localized about the C 6 rotocenters and a pair of topological bands, cf Fig. 10 (left panel) . This is similar to what is observed for the lowest three bands of the randomly generated potential 2 in Fig. 3 of the main text.
