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Banach Spaces with Property (w)
Denny H. Leung
Abstract
A Banach space E is said to have Property (w) if every (bounded linear)
operator from E into E′ is weakly compact. We give some interesting examples
of James type Banach spaces with Property (w). We also consider the passing
of Property (w) from E to C(K,E).
1 Introduction
A Banach space E is said to have Property (w) if every operator from E into E ′ is
weakly compact. This property was introduced by E. and P. Saab in [9]. They observe
that for Banach lattices, Property (w) is equivalent to Property (V*), which in turn is
equivalent to the Banach lattice having a weakly sequentially complete dual. Thus the
following question was raised [9]:
Question: Does every Banach space with Property (w) have a weakly sequentially com-
plete dual, or even Property (V*)?
In this paper, we give two examples, both of which answer the question in the
negative. Both examples are James type spaces considered in [1]. They both possess
properties stronger than Property (w). The first example has the property that every
operator from the space into the dual is compact. In the second example, both the
space and its dual have Property (w). In the last section, we consider if Property (w)
passes from a Banach space E to C(K,E). This was also dealt with in [9].
We use standard Banach space terminology as may be found in [6]. For a Banach
space E, E ′ denotes its dual, and UE its closed unit ball. If F is also a Banach
space, then we let L(E, F ) (respectively K(E, F )) denote the space of all bounded
linear operators (respectively all compact operators) from E into F . The norm in ℓp
is denoted by ‖ · ‖p. Let us also establish some terminology about sequences. If (ei)
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is a sequence in a Banach space, we use [ei] to denote the closed linear span of (ei).
The sequence is semi-normalized if 0 < inf ‖ei‖ ≤ sup ‖ei‖ < ∞. If (fi) is another
sequence in a possibly different Banach space, we say that (ei) dominates (fi) if there
is a constant C such that ‖∑ aifi‖ ≤ C‖∑ aiei‖ for all finitely non-zero real sequences
(ai). Two sequences are equivalent if each dominates the other. Finally, we use the
symbol  (respectively ) to indicate ≤ (respectively ≥) up to a fixed constant. The
symbol ≈ stands for “ and ”.
2 James type constructions
We first recall the construction of James type spaces as in [1]. Let (ei) be a normalized
basis of a Banach space E. For (ai) ∈ c00, the space of all finitely non-zero real
sequences, let
∣∣∣∣
∣∣∣∣
∣∣∣∣∑ aiui
∣∣∣∣
∣∣∣∣
∣∣∣∣ = sup
{∥∥∥∥
k∑
i=1
( q(i)∑
j=p(i)
aj
)
ep(i)
∥∥∥∥ : k ∈ NI , 1 ≤ p(1) ≤ q(1) < . . . < p(k) ≤ q(k)
}
.
The completion of the linear span of the sequence (ui) is denoted by J(ei). Since we
will only consider unconditional (ei), we use the equivalent norm
∥∥∥∥∑ aiui
∥∥∥∥ = sup
{∥∥∥∥
k∑
i=1
(p(i+1)−1∑
j=p(i)
aj
)
ep(i)
∥∥∥∥ : k ∈ NI , 1 = p(1) < p(2) < . . . < p(k + 1)
}
.
As in [1],
∑k
i=1(
∑p(i+1)−1
j=p(i) aj)ep(i) is called a representative of
∑
aiui in E. The biorthog-
onal sequences of (ei) and (ui) are denoted by (e
′
i) and (u
′
i) respectively. The basis
projections with respect to the basis (ui) are denoted by (Pn)
∞
n=0 (P0 = 0). The
functional S defined by S(
∑
aiui) =
∑
ai is bounded, hence S ∈ J(ei)′. The fol-
lowing lemma is useful for computing the norms of certain vectors in J(ei). Recall
that a basic sequence (xi) is right dominant [1] if it is unconditional and whenever
1 ≤ m(1) ≤ n(1) < . . . < m(i) ≤ n(i) < . . ., we have
∥∥∥∥∑ an(i)xm(i)
∥∥∥∥ 
∥∥∥∥∑ an(i)xn(i)
∥∥∥∥.
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Lemma 1 Let (ei) be a right dominant basis of a Banach space. There exists a constant
C such that whenever (vi)
l
i=1 is a block basis of (ui) satisfying
vi =
n(i+1)−1∑
j=n(i)
ajuj ,
n(i+1)−1∑
j=n(i)
aj = 0, 1 ≤ i ≤ l, (1)
there is a block basis (wi)
l
i=1 of (ei) such that ||wi|| ≤ ||vi||, 1 ≤ i ≤ l, and ||
∑l
i=1 vi|| ≤
C||∑li=1wi||.
Proof: Let (vi) be as given. Choose p(1) < p(2) < . . . < p(k + 1) such that
∥∥∥∥
l∑
i=1
vi
∥∥∥∥ 
∥∥∥∥
k∑
i=1
(p(i+1)−1∑
j=p(i)
aj
)
ep(i)
∥∥∥∥.
Let (q(i)) be a finite strictly increasing sequence such that
{q(i)} = {p(i) : 1 ≤ i ≤ k + 1} ∪ {n(i) : 1 ≤ i ≤ l + 1}.
Let A = {i : there exists some m with p(i) < n(m) < p(i + 1)}. For all i ∈ A, let
mi = min{m : n(m) > p(i)} and ri = max{m : n(m) < p(i+ 1)}. By (1), for i ∈ A,
p(i+1)−1∑
j=p(i)
aj =
n(mi)−1∑
j=p(i)
aj +
p(i+1)−1∑
j=n(ri)
aj ≡ bi + ci.
Therefore,
∥∥∥∥∑
i∈A
(
p(i+1)−1∑
j=p(i)
aj)ep(i)
∥∥∥∥ ≤
∥∥∥∥∑
i∈A
biep(i)
∥∥∥∥+
∥∥∥∥∑
i∈A
ciep(i)
∥∥∥∥

∥∥∥∥∑
i∈A
biep(i)
∥∥∥∥+
∥∥∥∥∑
i∈A
cien(ri)
∥∥∥∥
since (ei) is right dominant

∥∥∥∥∑
(q(i+1)−1∑
j=q(i)
aj
)
eq(i)
∥∥∥∥.
Also, it is clear that
∥∥∥∥∑
i/∈A
(p(i+1)−1∑
j=p(i)
aj
)
ep(i)
∥∥∥∥ 
∥∥∥∥∑
(q(i+1)−1∑
j=q(i)
aj
)
eq(i)
∥∥∥∥.
Hence ∥∥∥∥
l∑
i=1
vi
∥∥∥∥ 
∥∥∥∥∑
(q(i+1)−1∑
j=q(i)
aj
)
eq(i)
∥∥∥∥.
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Now let Bm = {i : n(m) ≤ q(i) < n(m+ 1)}. Then
∥∥∥∥
l∑
i=1
vi
∥∥∥∥ 
∥∥∥∥∑
m
( ∑
i∈Bm
(
q(i+1)−1∑
j=q(i)
aj)eq(i)
)∥∥∥∥
≡
∥∥∥∥∑wm
∥∥∥∥.
Note that wm is a representative of vm in E. Hence ||wm|| ≤ ||vm||. Clearly, (wm) is a
block basis of (ei). ✷
Lemma 2 Let (ei) be a shrinking normalized unconditional basic sequence. Assume
that L(E, J(ei)
′) 6= K(E, J(ei)′) for some subspace E of J(ei). Then there are semi-
normalized block bases (xi) and (x
′
i) of (ui) and (u
′
i) respectively such that (xi) domi-
nates (x′i) and Sxi = 0 for all i.
Proof: Since (ei) is shrinking, by [1], Theorems 2.2 and 4.1, J(ei)
′= [{S} ∪ {u′i}∞i=1].
Let T : E → J(ei)′ be non-compact. Define the projection P : J(ei)′ → [u′i] by
P (aS +
∑
aiu
′
i) =
∑
aiu
′
i. Then (1 − P )T has rank 1. Thus PT is non-compact.
Replacing T by PT , we may assume without loss of generality that rangeT ⊆ [u′i].
Choose a bounded sequence (yi) in E so that inf i,j ‖Tyi − Tyj‖ > 0. By [1], Theorem
4.1, ℓ1 does not embed into J(ei). Hence we may assume that (yi) is weakly Cauchy.
Thus (y2i−1 − y2i) is weakly null and semi-normalized; hence by Proposition 1.a.12
of [6], we may assume that it is equivalent to a semi-normalized block basis (xi) of
(ui). Since (xi) is weakly null, Sxi → 0. By using a subsequence, we may further
assume that Sxi = 0 for all i. Similarly, (T (y2i−1 − y2i)) ⊆ [u′i] is semi-normalized and
weakly Cauchy. Using the same argument, we may assume that it is equivalent to a
semi-normalized block basis (x′i) of (u
′
i). Finally,∥∥∥∥∑ aix′i
∥∥∥∥ ≈
∥∥∥∥∑ aiT (y2i−1 − y2i)
∥∥∥∥
≤ ‖T‖
∥∥∥∥∑ ai(y2i−1 − y2i)
∥∥∥∥
≈
∥∥∥∥∑ aixi
∥∥∥∥,
as required. ✷
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Theorem 3 Let (ei) be a right dominant, normalized basic sequence which dominates
all of its normalized block bases. Then the following are equivalent.
(a) For every subspace E of J(ei), L(E, J(ei)
′) = K(E, J(ei)
′),
(b) The sequence (ei) does not dominate (e
′
i).
Proof: Since (ei) is unconditional, if it is not shrinking, it has a normalized block basis
equivalent to the ℓ1 basis. Hence (ei) dominates the ℓ
1 basis. Thus (ei) is equivalent
to the ℓ1 basis. Both (a) and (b) fail in this case, so they are equivalent. Now assume
that (ei) is shrinking.
(a)⇒(b). Assume (ei) dominates (e′i). If ||
∑
biui|| ≤ 1, then ||∑ biei|| ≤ 1. Hence∣∣∣∣
〈∑
biui,
∑
aiu
′
2i
〉∣∣∣∣ =
∣∣∣∣∑ aib2i
∣∣∣∣
=
∣∣∣∣
〈∑
biei ,
∑
aie
′
2i
〉∣∣∣∣
≤
∥∥∥∥∑ aie′2i
∥∥∥∥.
Therefore, (u′2i) is dominated by (e
′
2i). By [1], Proposition 2.3, (u2i−1 − u2i) is equiv-
alent to (e2i). Hence, if E = [u2i−1 − u2i], then the map T : E → J(ei)′ defined by
T (
∑
ai(u2i−1 − u2i)) = ∑ aiu′2i is bounded. Clearly, T is not compact.
(b)⇒(a). Suppose L(E, J(ei)′) 6= K(E, J(ei)′) for some subspace E of J(ei). By
Lemma 2, there are semi-normalized block bases (xi) and (x
′
i) of (ui) and (u
′
i) respec-
tively such that (xi) dominates (x
′
i) and Sxi = 0. Let 1 ≤ n1 ≤ m1 < n2 ≤ m2 < . . .
be such that x′i ∈ [u′n]min=ni. By using a subsequence, assume that
mi − ni + 1 ≤ ni+1 −mi − 1 for all i ≥ 1. (2)
Let R :J(ei)→J(ei) denote the right shift operator R(∑ aiui) = ∑ aiui+1. Since (ei)
dominates all of its normalized block bases, (Rk) is uniformly bounded. Choose a
normalized block basis (yi) of (ui) such that yi ∈ [un]min=ni and 〈yi, x′i〉 = ‖x′i‖ for all i.
Now let zi = yi−Rmi+1−niyi for all i ≥ 1. By (2), (zi) is a semi-normalized block basis
of (ui). Also 〈zi, x′i〉 = ‖x′i‖ and Szi = 0 for all i. Fix (ai) ∈ c00. By Lemma 1, there is
a block basis (wi) of (ei) such that ‖wi‖ ≤ ‖aizi‖ for all i, and∥∥∥∥∑ aizi
∥∥∥∥ 
∥∥∥∥∑wi
∥∥∥∥
5
=
∥∥∥∥∑ ‖wi‖ wi‖wi‖
∥∥∥∥

∥∥∥∥∑ ‖wi‖ei
∥∥∥∥ since (ei) dominates
(
wi
‖wi‖
)

∥∥∥∥∑ aiei
∥∥∥∥.
Computing the norm of a vector of the form
∑
bix
′
i on some
∑
aizi, we find that (x
′
i)
dominates (e′i). Since Sxi = 0 for all i. The computation above can also be applied
to (xi). Hence (xi) is dominated by (ei). Since (xi) dominates (x
′
i) by choice of the
sequences, we see that (ei) dominates (e
′
i). ✷
Corollary 4 Let (ei) be the unit vector basis of ℓ
p, 2 < p < ∞. Then J(ei) has
Property (w) but not a weakly sequentially complete dual.
Proof: This follows immediately from Theorem 3 and the fact that J(ei) is quasi-
reflexive of order 1 by [1], Theorem 4.1. ✷
Remark. Theorem 3 fails without the assumption that (ei) dominates all of its normal-
ized block bases. In fact, if (ei) is subsymmetric, then by [1], Propostion 2.3, (ei) is
equivalent to (u2i−1 − u2i). Similarly, (e′i) is equivalent to (u′2i) in this case. Now if we
let (ei) be the unit vector basis of the Lorentz space d(w, 2) [6], then (ei) is symmetric
and shrinking, and does not dominate (e′i). However, ℓ
2 embeds into both d(w, 2) and
its dual, and hence into both J(ei) and J(ei)
′ by the observation made above. Hence
condition (a) of Theorem 3 fails.
3 A non-reflexive space whose dual and itself have
Property (w)
In this section, we give an example of a non-reflexive Banach space E so that both
E and E ′ have Property (w). In fact, neither E nor any of its higher duals is weakly
sequentially complete. The example will again be a J(ei) space with a suitably chosen
(ei).
If (ei) is a normalized basis of a reflexive Banach space E, then J(ei) is quasi-
reflexive of order 1 by [1], Theorem 4.1. Thus, if we define the functional L on J(ei)
′
6
by L(aS +
∑
aiu
′
i) = a, then J(ei)
′′ = [{L} ∪ {ui}∞i=1]. Using this observation, the
following Proposition can be obtained by straight forward perturbation arguments.
Proposition 5 Let (ei) be a normalized unconditional basis of a reflexive Banach space
E.
(a) Let (yn) be a bounded sequence in J(ei) with no weakly convergent subsequence.
Then there exist a subsequence (yni), an element y0 of J(ei), a block basis (zi) of (un),
and a 6= 0 such that
(i) (yni − y0) ≈ (zi), and
(ii) Szi = a for all i.
(b) Let (y′n) be a bounded sequence in [u
′
n] with no weakly convergent subsequence. Then
there are a subsequence (y′ni), a vector y
′
0 ∈ [u′n], 0 = k0 < k1 < . . . , (z′i) ⊆ [u′n], and
b 6= 0 such that
(i) For all i, z′i ∈ [u′n]kin=ki−1+1, and
(ii) The sequence (y′ni − y′0 − bP ′ki−1S − z′i) is norm null.
Proposition 6 Let (ei) be a subsymmetric normalized basis of a reflexive Banach space
E, and let 1 < p <∞. Assume that
(i) E satifies an upper p-estimate,
(ii) (e′i) does not dominate (ei), and
(iii) The ℓp basis does not dominate (e′i).
Then both J(ei) and J(ei)
′ have Property (w), but neither has a weakly sequentially
complete dual.
Proof: Since J(ei) is quasi-reflexive of order 1, neither J(ei) nor J(ei)
′ has a weakly
sequentially complete dual. If T :J(ei) → J(ei)′ is not weakly compact, then we may
assume that rangeT ⊆ [u′i] as in the proof of Lemma 2. Now there is a bounded
sequence (yn) in J(ei) such that (Tyn) has no weakly convergent subsequence and
inf i,j ‖yi − yj‖ > 0. Apply Proposition 5 to (yn) and (y′n) ≡ (Tyn) to yield the various
objects identified there. For all i, let xi = yn4i−1 − yn4i−3 . Then (xi) is semi-normalized
and (xi) ≈ (z4i−1−z4i−3) (where (zi) is as given by Proposition 5). Also ‖Txi−x′i‖ → 0,
where
x′i = b(P
′
k4i−1
− P ′k4i−3)S + z′4i−1 − z′4i−3.
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Note that (x′i) is a semi-normalized block basis of (u
′
i) such that x
′
i ∈ [u′n]k4i−1n=k4i−4+1
and 〈uj, x′i〉 = b if k4i−3 < j ≤ k4i−2. Without loss of generality, assume (Txi) ≈
(x′i). For all i, let k2i−1 < ji ≤ k2i. By the subsymmetry of (ei), it is easy to see
that ‖∑ bi(uj2i−1 − uj2i)‖ ≈ ‖∑ biei‖. Computing the norm of a vector of the form∑
aix
′
i on
∑
bi(uj2i−1 − uj2i), we see that (x′i) dominates (e′i). On the other hand, since
S(z4i−1− z4i−3) = 0 for all i. Lemma 1 implies that (xi) ≈ (z4i−1− z4i−3) is dominated
by some semi-normalized block basis of (ei). But since E satisfies an upper p-estimate,
(xi) is dominated by the ℓ
p basis. Thus∥∥∥∥∑ aie′i
∥∥∥∥ 
∥∥∥∥∑ aix′i
∥∥∥∥
≈
∥∥∥∥∑ aiTxi
∥∥∥∥

∥∥∥∥∑ aixi
∥∥∥∥

(∑ |ai|p
)1/p
,
a contradiction. Hence J(ei) has Property (w).
Since J(ei) is quasi-reflexive, if J(ei)
′ fails Property (w), there is an operator
T : [u′n] → J(ei) which is not weakly compact. Choose a bounded sequence (y′n)
in [u′n] so that (yn) ≡ (Ty′n) has no weakly convergent subsequence. As before, apply
Lemma 5. In the present situation, we may assume z′i = 0 as (z
′
i) is a weakly null
sequence. Arguing as before, we find that the sequence (z2i − z2i−1) is dominated by
((P ′k2i − P ′k2i−1)S). Since Szi = a 6= 0 for all i, and because (ei) is subsymmetric, it
follows that (z2i − z2i−1) dominates (ei). On the other hand, if x ∈ J(ei), ‖x‖ ≤ 1,
then ‖∑〈(Pk2i − Pk2i−1)x, S〉ei‖  1. Therefore,∣∣∣∣
〈
x,
∑
ai(P
′
k2i
− P ′k2i−1)S
〉∣∣∣∣ =
∣∣∣∣∑ ai
〈
(Pk2i − Pk2i−1)x, S
〉∣∣∣∣

∥∥∥∥∑ aie′i
∥∥∥∥.
Hence (e′i) dominates ((P
′
k2i
− P ′k2i−1)S). Consequently, (e′i) dominates (ei). This con-
tradicts assumption (ii). Hence J(ei)
′ also has Property (w). ✷
We now construct a sequence (ei) satisfying the conditions in Propostion 6. For a
number p ∈ (1,∞), let p′ = p/(p− 1). Now fix p and r such that 1 < p < 2 < r < ∞
8
and r′ < p. Let (kn) ⊆ NI be such that
1 + 2
n−1∑
i=1
ir/2k
r/2
i ≤ k1−p/2n
/
np/2 and (3)
(
n + 1
n
)r/2( kn
kn+1
)(1/p−1/p′)r/2
≤ 1
2
. (4)
Finally, let αn =
√
nk(1/p
′−1/p)/2
n for all n ≥ 1.
Lemma 7 For all l, j ∈ NI with
2
l−1∑
i=1
ir/2k
r/2
i ≤ j ≤ k1−p/2l
/
lp/2, (5)
and for all (xi)
l
i=1 with 0 ≤ xi ≤ ki, 1 ≤ i < l, 0 ≤ xl ≤ j −
∑l−1
i=1 xi, we have
0 ≤
l∑
i=1
αrix
r/p
i ≤
j
2
+ 2.
Proof: Note that j −∑l−1i=1 ki ≥ 0 by the choice of j, since r > 2. Clearly, there is no
loss of generality in assuming that xl = j −∑l−1i=1 xi. Let f : ∏l−1i=1[0, ki]→ RI be defined
by
f(x1, . . . , xl−1) =
l∑
i=1
αrix
r/p
i .
Clearly, f ≥ 0 on ∏l−1i=1[0, ki]. Suppose that f attains its maximum at (j1, . . . , jl−1) ∈∏l−1
i=1[0, ki]. Let A = {1 ≤ i < l : ji = 0} and B = {1 ≤ i < l : ji = ki}. Then for
i /∈ A ∪ B,
∂f
∂xi
(j1, . . . , jl−1) = 0
⇒ αri jr/pi = αrl jr/p−1l ji.
Hence,
f(j1, . . . , ji−1) =
∑
i∈B
αrik
r/p
i +
∑
1≤i<l
i/∈A∪B
αrl j
r/p−1
l ji + α
r
l j
r/p
l ,
where jl = j −∑l−1i=1 ji. Now αrikr/pi = ir/2kr/2i . Hence
f(j1, . . . , jl−1) =
∑
i∈B
ir/2k
r/2
i + α
r
l j
r/p
l
(
1 +
∑
1≤i<l
i/∈A∪B
ji
/
jl
)
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≤ j
2
+ αrl j
r/p
l
(
1 +
l−1∑
i=1
ji
/
jl
)
≤ j
2
+ αrl j
r/p
l
(
1 +
l−1∑
i=1
ki
/(
j −
l−1∑
i=1
ki
))
≤ j
2
+ 2αrl j
r/p
l by choice of j
≤ j
2
+ 2αrl j
r/p
≤ j
2
+ 2
(
αlk
(1/p−1/2)
l
/
l1/2
)r
by choice of j
=
j
2
+ 2.
✷
Let (ti) be the normalized basic sequence so that for all (a
i
j)
ki
j=1
∞
i=1 ∈ c00,
∥∥∥∥
∞∑
i=1
( ki∑
j=1
aijtk1+...+ki−1+j
)∥∥∥∥ = ‖(aij)‖r ∨
∥∥∥∥
(
αi
( ki∑
j=1
|aij|p
)1/p)∞
i=1
∥∥∥∥
r
. (k0 = 0)
Example 8 Let E be the Banach space with a basis (ei) so that
∥∥∥∥∑ biei
∥∥∥∥ = sup
{∥∥∥∥∑ bitσ(i)
∥∥∥∥ : σ is a permutation of NI
}
Then E satisfies the conditions of Proposition 6. Hence J(ei) and J(ei)
′ have Property
(w), but neither has a weakly sequentially complete dual.
Proof: It is clear that (ei) is a symmetric basis and E satisfies an upper p-estimate. To
show that E is reflexive, it suffices to show that c0 does not lattice embed into E. This
will follow if we show that c0 does not lattice embed into [tn]. Let (xi) be a disjoint
normalized sequence in [tn]. If inf ‖xi‖r = ǫ > 0, then
∥∥∥∥
k∑
i=1
xi
∥∥∥∥ ≥
∥∥∥∥
k∑
i=1
xi
∥∥∥∥
r
≥
( k∑
i=1
‖xi‖rr
)1/r
≥ ǫk1/r
for all k. Hence (xi) is not equivalent to the c0 basis. On the other hand, if inf ‖xi‖r = 0,
we may assume that ‖xi‖r → 0. For each i, we write xi = ∑j xi(j), with xi(j) ∈
[tn]
k1+...+kj
n=k1+...+kj−1+1
. Since ‖xi‖r → 0, limi xi(j) = 0 for all j. Thus, by perturbation and
dropping to a subsequence, we may assume that each xi has the form
∑ji
j=ji−1+1 xi(j),
10
where (ji) is strictly increasing. But then since (xi) is normalized and these factors
add according to the ℓr norm, we see that (xi) is not equivalent to the c0 basis. This
shows that E is reflexive.
For all l, choose j as in Equation (5). We estimate the norm of
∑j
i=1 ei. It is easy
to see that there exists (ji)
∞
i=1 ⊆ NI ∪ {0} such that
∑
ji = j and
∥∥∥∥
j∑
i=1
ei
∥∥∥∥ = j1/r ∨
∥∥∥∥(αij1/pi )∞i=1
∥∥∥∥
r
.
Now
l∑
i=1
αri j
r/p
i ≤
j
2
+ 2
by Lemma 7. For i > l,
αij
1/p
i ≤ αij1/p
≤ αi(k1−p/2l /lp/2)1/p
=
√
i
l
(
kl
ki
)(1/p−1/p′)/2
=
( l+1∏
m=i
m
m− 1
)1/2( l+1∏
m=i
km−1
km
)(1/p−1/p′)/2
≤ 2−(i−l)/r,
by Equation (4). It follows easily that ‖(αij1/pi )∞i=1‖r  j1/r. Hence ‖
∑j
i=1 ei‖  j1/r.
This implies that ∥∥∥∥
j∑
i=1
e′i
∥∥∥∥  j1/r′ .
Since r′ < p, the ℓp basis does not dominate (e′i).
Finally, for all n, ∥∥∥∥
kn∑
i=1
ei
∥∥∥∥ ≥ αnk1/pn =
√
nkn.
Also,
∥∥∥∥
kn∑
i=1
biei
∥∥∥∥ ≤ 1
⇒ αn
( kn∑
i=1
|bi|p
)1/p
≤ 1
⇒
〈 kn∑
i=1
biei,
kn∑
i=1
e′i
〉
≤ ‖(bi)‖p k1/p′n
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≤ k
1/p′
n
αn
=
√
kn
n
.
Hence ‖∑kni=1 e′i‖ ≤ (kn/n)1/2. Therefore, (e′i) does not dominate (ei). ✷
4 Property (w) in C(K,E)
In this section, we consider the question of whether the Property (w) passes from
a Banach space E to C(K,E), the space of all continuous E-valued functions on a
compact Hausdorff space K. Let E, F be Banach spaces, and let K be an arbitrary
compact Hausdorff space whose collection of Borel subsets is denoted by Σ. The dual
of C(K,E) is isometric to the space M(K,E ′) of all regular E ′-valued measures of
bounded variation on K [4]. In case E = RI , we use the notation C(K) and M(K)
respectively. For µ in M(K,E ′), let |µ| ∈M(K) denote its variation ([4], p. 2). Given
T ∈ L(C(K,E), F ), it is well known that T can be represented by a vector measure
G : Σ→ L(E, F ′′) [4]. In fact, G is given by
G(A)x = T ′′(χA ⊗ x)
for all A ∈ Σ and x ∈ E, where χA is the characteristic function of the set A. For all
y′ ∈ F ′, we define Gy′ ∈M(K,E ′) by
〈x,Gy′(A)〉 = 〈y′, G(A)x〉
for all x ∈ E,A ∈ Σ. Then the semivariation of G is given by
‖G‖(A) = sup{|Gy′|(A) : ‖y′‖ ≤ 1}.
The following result is well known [2].
Proposition 9 Let T : C(K,E)→ F be weakly compact. Then its representing mea-
sure G satisfies
(a) G takes values in L(E, F ),
(b) For every A ∈ Σ, G(A) is weakly compact, and
(c) The semivariation of G is continous at ∅, i.e., limn ‖G‖(An) = 0 for every sequence
(An) in Σ which decreases to ∅.
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Condition (c) is just the uniform countable additivity of the set {|Gy′| : ‖y′‖ ≤ 1}.
By Lemma VI.2.13 of [4], this is equivalent to the fact that
lim
n
sup
‖y′‖≤1
|Gy′ |(An) = 0
whenever (An) is a pairwise disjoint sequence in Σ. For the sake of brevity, we intro-
duce the following ad hoc terminology.
Definition. A pair (K,E), where K is a compact Hausdorff space and E is a Banach
space, is called simple if for every Banach space F , every operator T : C(K,E) → F
whose representing measure G satifies conditions (a)–(c) of Proposition 9 is weakly
compact.
Theorem 10 Suppose (K,E) is simple. Then E has Property (w) if and only if
C(K,E) does.
Proof: One direction is trivial. Now assume that E has Property (w). Then E ′ cannot
contain a copy of c0 [9]. We first prove the
Claim. Every (bounded linear) operator from C(K,E) into E ′ is weakly compact.
Let T : C(K,E) → E ′ be represented by the measure G. For all x ∈ E, define
Tx : C(K) → E ′ by Txf = T (f ⊗ x) for all f ∈ C(K). Since E ′ does not contain a
copy of c0, Tx is weakly compact [7]. Hence G takes values in L(E,E
′) [5]. Since E has
Property (w), G(A) is weakly compact for all A ∈ Σ. If ‖G‖ is not continuous at ∅,
then there are (x′′n) ⊆ UE′′ , a pairwise disjoint sequence (An) in Σ, and ǫ > 0 such that
|Gx′′n(An)| > ǫ for all n. Choose Σ-measurable UE-valued simple functions (fn) such
that supp f ⊆ An and ∫ fndGx′′n > ǫ for all n. Since UE is σ(E ′′, E ′)-dense in UE′′ and
fn is simple, there exist (xn) ⊆ UE such that ∫ fndGxn > ǫ. Note that for all x ∈ E,
∑
n
∣∣∣∣
∫
fndGx
∣∣∣∣ ≤∑
n
|Gx|(An) ≤ |Gx|(K) = ‖T ′y‖.
Hence S : E → ℓ1 defined by
Sx =
(∫
fndGn
)
n
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is bounded. Since (Sxn)(n) > ǫ for all n, (Sxn) is not weakly compact in ℓ
1. Using
Proposition 2.a.2 of [6], we find a subsequence (xnm) such that (Sxnm) is equivalent
to the ℓ1 basis, and [Sxnm ] is complemented in ℓ
1. ¿From this it follows readily that
E contains a complemented copy of ℓ1 as well. This contradicts the fact that E has
Property (w). Since G satisfies conditions (a)–(c) of Proposition 9, and (K,E) is sim-
ple, the claim follows.
The proof that C(K,E) has Property (w) proceeds analogously. Let T be an
operator from C(K,E) into M(K,E ′) represented by the measure G, define Tx ∈
L(C(K),M(K,E ′′)) as above by Txf = T (f ⊗x) for all x ∈ E, f ∈ C(K). If M(K,E ′)
contains a copy of c0, then ℓ
1 embeds complementably in E [8], a contradiction. Hence
Tx does not fix a copy of c0, and hence is weakly compact [7]. ThusG is L(E,M(K,E
′))-
valued [5]. For all A ∈ Σ, let
S = G(A)′|C(K,E) : C(K,E)→ E ′.
OBS is weakly compact by the claim above. It is easy to see that S ′x = G(A)x for
all x ∈ E. Thus G(A) = S ′|E is weakly compact. Finally, if ‖G‖ is not continuous at
∅, we obtain, as in the proof of the claim, a pairwise disjoint sequence (An) in Σ, a
Σ-measurable UE-valued sequence of functions (fn) on K, a sequence (gn) ⊆ UC(K,E),
and ǫ > 0 such that suppfn ⊆ An and ∫ fndGgn > ǫ for all n. Now
S : C(K,E)→ ℓ1, Sg =
(∫
fndGg
)
n
is bounded. Since (Sgn)(n) > ǫ for all n, we obtain as before that ℓ
1 embeds comple-
mentably into C(K,E). By [8], this implies that ℓ1 embeds complementably into E, a
contradiction. Since the pair (K,E) is simple, we conclude that T is weakly compact. ✷
The pair (K,E) is simple in either one of the following situations:
(a) E ′ and E ′′ both have the Radon-Nikody´m Property [2];
(b) K is a scattered compact [3].
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Corollary 11 If the pair (K,E) satisfies one of the conditions (a) or (b) listed above,
then E has Property (w) if and only if C(K,E) does.
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