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Abstract: Many small-scale wireless networks, such as ad hoc networks, operate in a slotted mode with constant packet sizes. The
transreceivers have only modest hardware and hence, queuing performance is an important issue. Performance analysis of slotted systems
requires more than simply obtaining the performance gures of discrete-time Markov chains. This paper elucidates the importance of char-
acterizing the timing and synchronizationdetails required to correctly formulate the Markov chain and evaluatescorrespondingperformance
gures. Two distinct Markov chains are identied in such analysis of any slotted system. The events causing different transitions between
the system states are systematically developed for both Markov chains. Relationships between time-averaged performance gures and cor-
responding expectations in both Markov chains are developed. The approach is demonstrated by providing easier solutions to some slotted
systems found in the literature.
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1 Introduction
Data communication progresses in a sequence of stages.
Each stage consists of a subset of the following steps: ar-
rive, wait, process, forward, and travel a physical distance.
From the point of view of evaluation of the overall per-
formance, each such stage is a queuing system. In many
systems, arrivals can take place at arbitrary time instants.
This is the case, for example, in a system wherein a data
frame over a long distance link starts to appear at the in-
put of a system. The processing system is digital and syn-
chronizes the forwarding based on its own clock. In such
systems the processing time is discrete, since a digital sys-
tem processes in an integer number of bits. However, due
to the very large number of possibilities in the number of
bits processed, the processing time is justiably approxi-
mated as a real variable. Hence, such systems are modeled
and analyzed as continuous-timequeuing systems. In many
other small scale data communication networks, all pro-
cesses proceed synchronously. Many wireless networks are
organized with complete synchronization as follows. The
wireless nodes synchronize their activities with the clock of
one node. Channel requests, grants, data transmissions, and
receptions all proceed in predetermined xed time intervals.
Data frames are necessarily of xed sizes. Analysisand per-
formance evaluation of such systems are crucial, especially
since these systems have limited resources. A proper un-
derstanding and modeling of timing and synchronization is
requiredtocorrectly analyze such discrete-time queues. Itis
importantto be able to correctly identifywhen a data packet
cannot enter due to a full buffer. Making assumptions with
regard to synchronization issues also inuences when ex-
actly the last customer has left the system and the buffer is
empty.
The vast majority of queuing theory literature per-
tains to continuous-time queuing models (Leon-Garcia [1],
Trivedi [2] and Kleinrock [3], for example). The consensus
is that discrete-time queues are signicantly more difcult
toanalyze than continuous-timequeues (Woodward[4]). At
a given time instant, a continuous-time queue undergoes at
mostonestatechange. Comparethisbehaviourtoadiscrete-
time queue which can experience multiplechanges in a unit
of time. This feature of discrete-time queues complicates
their analysis and understanding. Nevertheless, many net-
worksystems relyonslotted-timeforsynchronization. Con-
sequently, discrete-time queues have many applications in
networks, such as satellite and token-passing networks. For
a more thoroughlistof applicationsof discrete-time queues,
see [4].
Discrete-time queues have been introduced as early as
1958 in Miesling's paper [5]. Despite the lack of emphasis
given to discrete-time queues, there are a few books which
treat the subject, for example Robertazzi [6], Bruneel and
Kim [7], Kobayashi [8], Takagi [9] and Hunter [10]. These
authors concentrate on developing mathematical techniques
for the analysis and evaluation of equilibrium state proba-
bilities for discrete parameter Markov chains, starting from
various mathematical patterns for state transition probabili-
ties.
In thispaper, a simple, systematic approach to develop
proper discrete-time Markov chains of slotted systems is in-
troduced. The starting point is the physical nature of the
discrete-time operation. An analysis of various statistical
quantities resulting from these Markov chains is conducted.
The end result is a systematic technique for the derivation
of unambiguous and correct time averaged performance g-
ures for slotted networks. Section 2 deals with the details
of timing and synchronization and develops important con-
straintsthat naturallyoccur onthe arrival and departure pos-
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two different Markov chains that result due to the choice of
observation epochs in a slot. Section 4 develops the cor-
rect interpretations of various statistical quantities derived
from the two Markov chains. Inter-relationships between
these quantities and correct time-averaged performance g-
ures are also derived. Section 5 presents the application of
ourtechniques totwoslottedsystems foundinthe literature.
Section 6 concludes the paper.
2 Timing and Synchronization
An importantapplicationofdiscrete-time queuingmodelsis
in digital data networks. In these networks, progression of
activities is controlled by a clock. The clock divides time
into a succession of equal intervals or slots (see Figure 1).
These activities persist for a non-zero, nite amount of con-
tinuous time within a slot, and are simple enough that they
will be completed in a small amount of time. An example
of such an activity is the transmission of a packet in a wire-
less communication system. The end points of a slot are
called slot edges. At the beginningof a slot, data and physi-
cal components are ready to execute an activity. By the end
of a slot, the activity is complete. Even if some activity is
complete before the end of the slot, the next activity cannot
start until the beginning of the successive slot. Thus, the
discrete-time model is not an approximation to continuous-
time operation, but arises due to the strictly digital nature
of the operation. In the analysis of discrete-time queuing
systems, the details of the activities that take place within a
slot and of the service received by the customers are unim-
portant. Onlythe numbers of customers in various positions
within the system at different times are relevant. The posi-
tions of different customers should never change within the
body (the open interval) of a slot in order to ensure that no
activity is interrupted.
Arrival and departure events are the most common
causes of changes that take place in a queuing system. Even
movement of a customer within a queue is a departure from
one buffer position and an arrival into another position. We
make a distinction between an arrival and an arrival event
(compare departureand departure event). An arrivalevent is
the occurrence of one or more simultaneous arrivals. There
is at most one arrival event per slot. Arrival and departure
events (including movement of customers from one posi-
tion to another) do not persist over a continuous time pe-
riod, but instead are changes in the system that take place
instantaneously at slot edges. Throughout this paper, unless
otherwise stated, it is assumed that an arrival occurs during
an innitesimal time period soon after the slot edge and a
departure, during an innitesimal time period just before a
slot edge. Figure 1 illustrates this terminology. This type
of system is referred to as an early arrival system (EAS) in
Chaudhry[11]. This model is consistent withthe movement
of data in digital systems, for example, in shift registers.
Any activity between successive slot edges belongs to that
slot. Hence, the slot edge is a natural choice of epoch to
slot centre
time
slot edges slot
arrival
departure
Figure 1. Slot arrival and departure instances.
departures
0 1 2 3 4 5 6
arrivals
Figure 2. A Discrete Time Queuing Model showing 4 ar-
rivals and 3 departures.
make observations. However, the numbers of customers in
various positions do not change during the continuous-time
period starting from soon after a slot edge and ending just
before the next slot edge. Therefore, counting the numbers
at slot centres leads to another choice of the epoch. In a
practical scenario, the slot centre represents the point in the
slot where arrivals are guaranteed to have fully entered the
system. Compare this to the slot edge, which represents the
point in a slot at which a departure is guaranteed to have
completely left the system and no arrivals have begun en-
tering the system. Due to the formulation of the system, the
number ofcustomers varies dependingonwhether the count
is made at the slot edge or at the slot centre.
As an illustration of the difference between counting
at slot edges versus counting at slot centres, let a system be
empty at the beginningof slot0, as inFigure 2 (the numbers
on the time axis indicate the slot to the rightof the numbers,
in this gure). Let there be four successive packet arrivals
in slots 1 through 4, and three successive departures in slots
2 through 4. The system has 1, 2, 2, 2, 1 packets at the
centres of slots 1 through 5, respectively. At the beginning
edges of slots 1 through 5 there are 0, 1, 1, 1, 1 packets
in the system, respectively. At the ending edges of slots 1
through 5 there 1, 1, 1, 1, 1. The sequences of numbers of
packets at the beginning edges of slots and ending edges of
slots are the same except for one discrepancy: the ending
edge of a slot is the beginning edge of the next slot. From
the previous example, it is evident that the number in the
system at any given slot depends on whether the count is
made at slot edges or at slot centres. The following section
derives the conditionsfor possible arrivals and departures in
order to determine the number of customers that are in the
system.
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The state of the system at any time is the number of cus-
tomers. An example of a customer is one of the packets in
a store and forward queue obtaining or waiting for service.
The possible set of state transitions is unambiguously de-
termined by the epoch at which the state is evaluated. An
empty state corresponds to zero customers, and the fullstate
corresponds to the maximum number of customers possi-
ble in the system. Particular attention should be paid to the
impossibletransitionsfrom empty and fullstates. The prop-
erties dictating these transitions are simple. Obviously, a
customer cannot leave from an empty buffer and a customer
cannot enter a full buffer. If the state is evaluated at the slot
centre, then between the present epoch and the next, any
possible departure occurs before any possible arrival. On
the other hand, if the state is evaluated at slot edges, then
any possible departure occurs after any possible arrival, be-
tween the present epoch and the next. Therefore, if the ob-
servations are at slot edges, then, between successive obser-
vations, the following hold. First, a customer can enter into
an empty buffer and depart from the system after the slot of
service. Second, a customer cannot enter a full buffer. In
contrast, if observations are at slot centres, then, between
successive observations, the following hold. First, a cus-
tomer can enter into an empty buffer but cannot leave. Sec-
ond, a customer can depart from a full buffer and another
customer can enter.
The sets of events triggering possible transitions for a
system which can have at most one arrival and at most one
departure between the present and the next epoch are listed
in Table 1. Elements in a row correspond to possible tran-
sitions. The second and third rows correspond to the cases
of two different epochs. The symbol nb denotes the size of
the buffer. The event A denotes an arrival and A denotes
no arrival. Likewise, D and D denote a departure and no
departure, respectively. The symbol  denotes logical AND,
and + denotes logical OR. The variable i inthe table has the
range 0 < i < nb. The probabilityof each transitionis eval-
uated from the probability of the compound event required
for the execution of the transition. These transition proba-
bilities are functions of the arrival and service completion
probabilities.
We use p = [pij] to denote the one step transition
probabilities [12] from state i to state j, if observations are
made at slot centres. If observations are made at slot edges,
we use q = [qij] for transition probabilities from state i to
state j.
Example 1: In a slottedLAN (local area network),the trans-
mitterfunctionsas a discrete timequeue. Service consistsof
transmittingapacketatthehead ofthequeueover theoutgo-
ing physical medium. Due to contentions for transmission,
transmissionisnotalwayssuccessful duringanattempt. The
probabilityof one arrival in a slot is 0:3 and the probability
of two arrivals is 0:1. The capacity of the system is 3 pack-
ets. If a packet is present in the service mode of the queuing
system, the probability of its service completion during the
present slot is s = 0:6. Probabilities of arrivals and ser-
vice completions in successive slots are independent among
themselves and independent of one another. An attempted
arrival to a full buffer gets lost.
The arrivaland departureevents fordifferentstate tran-
sitions in this example are a little more involved than those
in Table 1. The approach is similar and the resulting transi-
tion probability matrix for counting at slot centres is given
by:
p =
2
6
6
4
0:6 0:3 0:1 0:0
0:36 0:42 0:18 0:04
0:0 0:36 0:42 0:22
0:0 0:0 0:36 0:64
3
7
7
5: (1)
The state transition probability matrix for counting at slot
edges is:
q =
2
6
6
4
0:78 0:18 0:04 0:0
0:36 0:42 0:18 0:04
0:0 0:36 0:48 0:16
0:0 0:0 0:6 0:4
3
7
7
5: (2)
Evaluation of equilibrium (steady state probabilities)
of all the states in a given Markov chain is a standard topic
and is not repeated here. Let c = [c(1);:::;c(nb)]T
be the vector of equilibrium probabilities at the slot centre.
Similarly, e = [e(1);:::;e(nb)]T represents the vector
of equilibriumprobabilitiesat slot edges. For Example 1,
c = [0:264826; 0:294251; 0:253383; 0:18754]T; (3)
e = [0:441377; 0:26973; 0:213877; 0:0750159]T:(4)
In large, complex discrete-time systems, the evalua-
tionof equilibriumprobabilitiescan become quiteinvolved.
Sophisticated analysis of many such cases appear in the lit-
erature (see, for example, [4] and [9]).
4 Performance Figures
4.1 Throughput
In general, different throughputs occur conditioned on dif-
ferent states due to state dependent arrivals or services, or
both. Even in the simple Example 1, throughput appears to
be zero when the buffer is full, if evaluated at the input. The
throughputappears to be zero under the empty system con-
dition, if evaluated at the output. Throughput is commonly
evaluatedbyrstevaluatingconditionalthroughputs,i.e. the
throughput of the system given that the system is in a par-
ticular state. The weighted average of the state dependent
throughputsgives the overall throughput.
In general, a queuing system may receive simultane-
ous multiple arrivals soon after a slot edge as in Example 1.
Simultaneous multiple departures may be allowed just be-
fore a slot edge if the system has multiple servers. Let aij
be the probabilityofj arrivalsbeing admittedwhenthe state
of the system is i at the arrival instant. Since the number of
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Transition 0 ! 0 0 ! 1 i ! i + 1 i ! i i ! i   1 nb ! nb   1 nb ! nb
Centre A A D  A D  A + D A D  A D  A D + D  A
Edge A + A  D A  D A  D A  D + A  D A D D D
arrivals that can be admitted into the buffer cannot exceed
the number of vacant positionsin the buffer,
aij = 0;i+ j > nb: (5)
Also,
nb i X
j=0
aij = 1; i = 0;:::;nb  1 and (6)
anb0 = 1: (7)
Similarly,letsij bethe probabilityofj departuresgiven that
the state of the system is i at the time of departure (i.e. at
the slot centre).
sij = 0; j > i; (8)
since there cannot be more departures than there are cus-
tomers in the system. Of course,
i X
j=0
sij = 1: (9)
Inpractice, theprobabilitiesofarrivalsthatare actually
admitted into the system are state dependent, and the same
is true for departure probabilities. Furthermore, the state
transition diagram of such a Markov will have arcs (or ar-
rows) between non-adjacent states. Consequently, calcula-
tionof bothaij and sij requires some care and thought. The
throughput, nonetheless, can be easily expressed in general
form as
Y =
nb 1 X
i=0
e(i)
hnb i X
j=1
j aij
i
(10)
if evaluated by consideringcustomers admitted into the sys-
tem. If evaluated by consideringall the departures, the same
throughputis evaluated as
Y =
nb X
i=1
c(i)
h i X
j=1
j sij
i
: (11)
For Example 1, Y = 0:4411.
4.2 Buffer Occupancy
The buffer occupancy is the time average of the number of
customers inthesystem andisavery importantperformance
criterion. Buffer occupancy is denoted by E[N]and is eval-
uated as the weighted average of the buffer occupancies at
different states. The weights are the steady state probabili-
tiesofdifferentstatesinthesystem. Again, wehave twodif-
ferent Markov chains giving us two different sets of steady
state probabilities requiring some resolution. The expected
numbers of customers at the slotcentre and at the slotedges
are clearly two distinct quantities representing the physical
averages of the number of customers observed at the two
different epochs. Hence,
E[Nc] =
nb X
i=1
i c(i) and (12)
E[Ne] =
nb X
i=1
i e(i): (13)
For Example 1, E[Nc] = 1:3636 and E[Ne] = 0:9225.
These results lead us to the following questions. Which
is the more useful quantity? Which (if either) represents
the true time average of buffer occupancy? Finally, which
should be used in the Little's result to evaluate the response
time? In reality, the overall time average of the number of
customers is
1

Z 
t=0
E[N(t)]dt (14)
where E[N(t)] is the expected number of customers at the
real variable time t and (0;] is the time period of one slot.
However, in our ideal discrete-time queue, arrivals occur in
an innitesimal time after the slot edge and departures oc-
cur during an innitesimal time before a slot edge. Thus,
E[Nc] is the expected number of customers for the entire
slot time not including the slot edge points. The E[Ne] is
the expected number of customers for only an innitesimal
time period during a slot and hence, its contribution van-
ishes in the above integral. A by-product of this discussion
is that the difference E[Nc]   E[Ne] is the average number
ofcustomers thatleave thesystem justbefore a slotedge. Of
Proceedings of the 5th WSEAS Int. Conf. on Applied Electromagnetics, Wireless and Optical Communications, Corfu, Greece, August 23-25, 2005 (pp12-17)course, thesame difference alsorepresents theaverage num-
ber of customers that arrive soon after a slot edge. Hence,
E[Nc]   E[Ne] = Y: (15)
For Example 1, E[Nc] = 1:3636, E[Ne] = 0:9225 and the
difference equals Y .
4.3 Response Time.
The average response time is the expected number of slots
spent by a customer in the system, and is denoted by E[R].
This is easily evaluated by using the celebrated Little's re-
sult,
E[R] =
E[N]
Y
; (16)
provided we have the correct values for E[N] and Y . Lit-
tle's result establishes a relationshipamong time averages
of the number in the system, number of arrivals per slot, and
theaverage response timeofcustomers. Asstatedinthepre-
vious section, E[Nc] is the true time average of the number
of customers in the system and hence, should be used in the
Little's result. Therefore, E[R] =
E[Nc]
Y .
4.4 Relationship between 
￿ and 
￿
The treatment thus far, identies the role and the physical
interpretations of the various quantities in the two different
Markov chains (one depicting number of customers at slot
centres, and the other at slot edges). Since both Markov
chains represent the same system, itis possibleto workwith
just one Markov chain, as long as the correct interpretations
are used and accounted for. In view of this observation, ex-
plicitrelationshipsbetween bothMarkovchains are nowde-
veloped. For simplicity,itisassumed thatatmostonearrival
with probabilitya, and at most one service completion with
probabilitys are allowed. The results, however, may be eas-
ily extended to allow for bulk arrivals and departures. Note
that the number of customers at a slot centre is governed by
the number at the preceding slot edge and any intervening
arrival. Similarly, the number of customers at a slot edge is
governed bythe number at the preceding slot centre and any
intervening departure. Hence,
c(0) = e(0)(1   a) (17)
c(i) = e(i   1)a + e(i)(1   a); (18)
c(nb) = e(nb) + e(nb   1)a; (19)
and
e(0) = c(0) + c(1)s (20)
e(i) = c(i)(1   s) + c(i + 1)s; (21)
e(nb) = c(nb)(1   s); (22)
where 0 < i < nb in equations (18) and (21).
5 Comparative Examples
5.1 Slotted Crossbar
A very simple example that clearly illustrates the advan-
tages of considering the two different Markov chains and
selecting the one that is better suited for the problem at
hand is the Output Queueing in a Space-Division Packet
Switch, or crossbar switch studied by Karol, Hluchyj, and
Morgan [13]. The slotted system has N input lines and N
output lines. Packets appear at the inputs of each line with
an independent and identical probability p. Each packet is
required tobe forwardedto one of the outputlines. For each
packet, all the destination lines are equally likely. The out-
putqueued system functionsas follows. At the beginningof
a slot, the hardware for the output line under consideration
(which is referred to as line A) quickly scans all the input
lines, picks the packets meant for the output line A, and
drops all those packets into a queuing buffer (also called
buffer A here). The server of this queue forwards exactly
one packet, if one or more are available in the buffer. The
forwarded packet departs from the buffer at the end of the
slot. Therefore, every packet spends at least one slot in the
crossbar. One of the quantities under study is the number of
packets left over at the end of the slot, for a large N. These
are the packets thatspend longer than the minimum one slot
of life time in the crossbar. The number of arrivals during a
slot into the buffer A is very well approximated as a Pois-
son random variable with a mean number of p. All such ar-
rivals can be considered to be dropped instantaneously into
the buffer right at the beginning of the slot, since the pack-
ets spend all of the slot in the system, and one packet leaves
the system at the end of the slot, irrespective of the exact
time instant during the slot that the packet is dropped into
the buffer. Let the probabilityof k of these arrivals be ak.
Karol et al [13] construct the discrete parameter
Markov chain for the number of packets left at the end of
the slot. They point out that these are the packets in the
waiting line. The transition probabilities in their Markov
chain are
qij = aj i+1; if i > 0 and j   1 (23)
q00 = a0 + a1 (24)
q0j = aj+1; if j > 0: (25)
Karol et al [13] obtain the solution for the equilibrium state
probabilitieswith considerable effort.
Instead of using Markov chain at the slot edge, due to
Karol et al [13], the Markov chain at the slot centre is for-
mulated here; the followingare the transitionprobabilities,
pij = aj i+1; if i > 0 and j   1 (26)
p0j = aj; j  0: (27)
The transition probabilities in equations (26) and (27) cor-
respond exactly tothose inthe standard M/G/1queuingsys-
tem [6]. All the necessary quantitiessuch as the equilibrium
probabilities of the number of packets in the system, their
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exact one slot service time), etc. are readily obtained by us-
ing p as the arrival rate, and a constant of 1 slot for service
time with zero variance, in the widely available results for
the standard M/G/1 queuing system. Indeed, these gures
are valid for all the times duringthe body of the slot. At the
slot edges, the expected number momentarily dips by the
throughput p before the arrivals occur. The expected num-
ber of slots in waiting is the expected response time minus
the one slot of service time.
5.2 Late Arrival Systems
In our system presented here, each packet is required to
be in service for at least one slot. This is typical of ev-
ery synchronous, electronic hardware. Chaudhry [11] and
Hunter [10] refer to the following variation called the late
arrival system (LAS). In LAS, any arrival occurs just before
the slot edge and any departure occurs soon after the slot
edge. Thiscaneasilybeaccommodated inourMarkovchain
at the slot centre by simply disallowing an arrival when the
buffer is full. All other aspects of the Markov chain and
performance evaluations remain the same as in our devel-
opment. LAS systems can allow for instantaneous service
completion, and such systems are referred to as LAS-IA
(Immediate Access). LAS systems which enforce that an
arrivingpacket must waitfor a minimum of one slot, even if
the service facility is free, are referred to as LAS-DA (De-
layed Access). The distinction between LAS-IA and LAS-
DA systems manifests itself in the denition of the service
time probabilities. An example of an LAS system with an
unlimited buffer is in Gao et al [14]. Although the count
in [14] is made at slot edges, counting of all arrivals occurs
just before the slot edge. Thus, the count of packets is the
number in the body of the slot (slot centre) and not at the
time instant between departures and arrivals.
6 Conclusion
In slotted systems, the state can be observed at two dis-
tinct epochs during a slot. This possibility leads to two dis-
tinctMarkovchainsthatrepresentthesame physicalsystem.
These Markov chains, one observed at slot centres and the
other at slot edges, are inter-related. Indeed, the steady state
probabilities of one of these chains can be determined with
the help of those of the other chain. This is a useful feature,
since expectations from both chains are required to evaluate
the common performance gures.
This paper has concentrated on the proper use of tim-
ing and synchronization to help with the formulation of
Markov chains for slotted systems. The relevant perfor-
mance gures, including throughput, buffer occupancy and
expected response time are developed using the equilib-
rium probabilitiesfrom the appropriate Markov chains. The
methods presented are applied to a simple, illustrative ex-
ample based on slotted LANs, a second example stemming
from the crossbar switch studied in [13], and a third, the
LAS system. The corresponding performance gures are
also evaluated for these examples. The approach given here
is quite simple to follow and easily extended to more com-
plex scenarios. The end result is a systematic, coherent
method for performance analysis of slotted systems.
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