Abstract: Most existing methods for separation of two-dimensional (long-crested) waves into incident and reflected components are based on linear wave theory. Recently, a new method for separation of incident and reflected nonlinear regular waves was presented including separation of bound and free superharmonics. The present paper extends this method to irregular waves. Irregular waves are much more complicated to separate because bound components are caused by interaction of many different frequencies, thus, some simplifications are needed. The presented nonlinear separation method is based on narrowband approximation. Second-order wave theory is used to demonstrate that errors for more broad-banded spectra are acceptable. Moreover, for highly nonlinear waves, amplitude dispersion occurs and is included by a simplified amplitude dispersion correction factor. Both assumptions are evaluated based on numerical and physical model data. The overall conclusion is that existing reflection separation methods are reliable only for linear and mildly nonlinear nonbreaking irregular waves, whereas the present method seems reliable for the entire interval from linear to highly nonlinear nonbreaking irregular waves. The present method is shown to be an efficient and practical approximation for an unsolved theoretical problem in the analysis of waves in physical models.
Introduction
In physical or numerical tests with irregular waves, only the total waves (sum of incident and reflected waves) can be measured. Therefore, a mathematical method is needed for separation of the total waves into incident and reflected waves (reflection analysis method). Separation of the waves is important because the response of most tested structures is related to the incident waves. Moreover, for many types of structures, the response is very nonlinearly dependent on the incident wave height; thus, small errors on the estimated waves lead to much greater uncertainties on the response. Furthermore, separation of incident and reflected waves is needed to calculate the reflection coefficient. The most commonly applied reflection analysis methods are based on linear wave theory (Goda and Suzuki 1976; Mansard and Funke 1980; Zelt and Skjelbreia 1992) . The performance of these linear methods is generally unknown when applied to nonlinear irregular waves. Medina (2001) , Figueres et al. (2003) , and Figueres and Medina (2004) have presented methods for separation of nonlinear regular and irregular waves. Moreover, Lin and Huang (2004) and Lykke Andersen et al. (2017) have presented methods for nonlinear regular waves.
The nonlinear local approximation using simulated annealing (LASA) methods proposed by Medina (2001) , Figueres et al. (2003) , and Figueres and Medina (2004) are based on local time domain solutions using various wave theories. Figueres et al. (2003) presented LASA V in which a fifth-order Stokes wave is fitted in each time window. It is, however, questionable to apply this method to cases in which free superhamonic energy exists. All the LASA methods are computationally demanding because they are based on time domain solutions in local windows, which make them less practical for daily use compared with frequency domain solutions. Moreover, Lykke Andersen et al. (2017) demonstrated that the LASA V method is not reliable, not even for linear and mildly nonlinear regular waves.
For regular waves, Lin and Huang (2004) developed a method to separate superharmonics into bound/free and incident/reflected components. This method assumes waves of maximum secondorder due to neglecting amplitude dispersion. Lykke Andersen et al. (2017) recently developed an extension of the Lin and Huang (2004) method to include amplitude dispersion. The Lykke Andersen method was validated on linear, mildly nonlinear, and highly nonlinear regular waves, and proved to be a significant improvement compared with the previously mentioned existing methods. The improvement applies to both synthetic stream function waves and numerical model data for vertical asymmetric waves on mildly sloping seabeds.
Recently, Qi et al. (2018a) developed a high-order method for reconstruction of nonlinear wavefields (HOR), but the method is computationally demanding and not applicable to reflected waves.
The present paper extends the Lykke Andersen method to nonlinear irregular waves.
Problem Statement
Surface elevation of irregular two-dimensional (2D) waves including both incident and reflected wave components can be described by h x; t ð Þ ¼ X N n¼1 a I;n cos k I;n x À v I;n t þ u I;n À Á þ a R;n cos k R;n x À v R;n t þ w R;n À Á
where h = surface elevation; x = given location in the wavefield; t = time; N = number of wave components; a = wave amplitude; v = cyclic frequency; w = phase; k = wave number; and subscripts I and R = incident and reflected components, respectively. Note that at a given frequency both free and bound wave components can exist with different wave numbers. In a recent paper by Qi et al. (2018b) a description of the predictable zone was given, which also for the present model leads to a finite space-time domain in which the surface elevation can be accurately predicted. Unless the waves should be predicted far from the measurement locations, above limitation will only affect the accuracy in the start and the end of typical long duration irregular tests. Moreover, any deviation from the mathematical model [Eq. (1)], for example, due to shoaling and breaking waves or errors on assumed wave number (celerity), will gradually decrease the accuracy of the predicted incident and reflected surface elevation time series with distance from the measurement locations. In the present paper only prediction accuracy within the measurement locations are investigated, and the predictable zone due to these deviations needs further research.
The scope of the present paper is to determine the amplitude, wave number, and phase for both incident/reflected as well as bound/free wave components for each frequency in the wavefield. The bound and free components can be separated due to the difference in celerity. The celerity of the bound components is calculated based on second-order wave theory and a narrowband assumption for the primary spectrum together with a simplified amplitude dispersion. The amplitude dispersion is calibrated against two nonlinear numerical model test data.
The present paper explains the Lykke Andersen et al. (2017) method for regular waves, followed by a presentation of the extension of the method to irregular long-crested waves. The related simplifying assumptions have been evaluated based on second-order wave theory and numerical tests. Subsequently, the numerical test conditions and results are presented. Additionally, the sensitivity to noise and array design is discussed. Finally, application of the new method to laboratory data is demonstrated, and conclusions are drawn.
Lykke Andersen Method
The method by Lykke Andersen et al. (2017) applies to regular linear and nonlinear waves. This method considers bound and free superharmonics to be present just as in the Lin and Huang (2004) method. Bound components exist if the wave is not of infinitely small amplitude. Free (unwanted) incident components exist if the bound superharmonics are not correctly generated in the numerical or physical model. When the incident waves hit a partially reflecting structure, the reflected waves will contain less bound subharmonic and superharmonic energy, which is why part of the bound wave becomes free.
Separation of bound and free components is possible because a bound superharmonic travels with higher celerity than a free component at the same frequency. This separation is not included in linear methods in which all energy is assumed free. The free superharmonics in the Lykke Andersen et al. (2017) method are assumed of such small amplitudes that linear dispersion is valid. Assuming free superharmonics are small amplitudes also means that any interaction of these with the primary component as well as the bound superharmonic components can be ignored. The celerity of the bound superharmonics equals the celerity of the primary component, which is different for the incident and reflected waves due to amplitude dispersion. Lykke Andersen et al. (2017) applied the mathematical model of the surface elevation for Nth-order regular waves
where subscript I and R = incident and reflected components, respectively; subscripts B and F = bound and free components; a = amplitude; v = 2p /T is the cyclic frequency; T = period of the wave (primary component); w = phase; k = wave number of the primary components; and k (n) = wave number of the nth-order free component. Note that this mathematical model assumes stationarity, which can be assumed if the time window is selected correctly. Furthermore, no wave breaking and shoaling are assumed.
Eq. (2) can be formulated in the frequency domain at each wave gauge position (x m ). For the primary component (n = 1), i.e., at frequency v , the following is obtained:
The detailed background for these two systems of equations as well as the expressions for A, B, D, and E were derived by Lin and Huang (2004) . The coefficients are for completion of the present method repeated in the Appendix.
Ignoring any interaction of incident and reflected wavefields, the wave numbers of the incident and reflected primary components (k I and k R ) depend, respectively, on the incident and reflected wave height (H I and H R ). The incident and reflected wave height needed for the nonlinear dispersion relation is part of the solution and is unknown initially. Therefore, Lykke Andersen et al. (2017) used an iterative procedure for the wavelength estimation.
The bound superharmonic component usually travels much faster than the free one, but in shallow water this is not the case with an infinite small wave height. With finite wave height, the problems are less because of amplitude dispersion, but they are still relevant in a few cases. In case the bound and the free waves travel with almost the same celerity, Lykke Andersen et al. (2017) proposed to assume that all incident energy is bound and all reflected energy is free at the problematic frequency (given order n). This assumption should be valid if incident waves are properly generated and there is perfect absorption at the wave generator (no free incident waves) and when only testing mildly reflective structures (bound reflected waves are very small). The correction is performed when
Mathematically a = 1.0 corresponds to the matrix in Eq. (6) becomes singular because of n·k I = k (n) , but it is not sufficient that a > 1.0; otherwise, small errors on the bound or free celerity or gauge positions will influence results significantly. A safe value for a seems to be 1.15, whereas for a = 1.05-1.15 sometimes reliable results are obtained, but the sensibility of the results has to be checked.
Application of the Lykke Andersen Method to Irregular Waves
In irregular waves, the bound superharmonics at a given frequency stem from the interaction of many different primary components; consequently, the celerity of each of these interactions is slightly different. This makes the extension of the Lykke Andersen method to irregular waves complicated. However, assuming a narrowbanded primary spectrum, an exact solution for mildly nonlinear waves (second-order waves) can be established. For a narrowbanded spectrum, all the superharmonic components at a given frequency have the same celerity and order. The bound superharmonic of nth order at angular frequency v n has the celerity of the primary component at angular frequency v = v n /n (self-interacting). In irregular waves, bound subharmonics (the so-called bound long waves) are also present and also included in the present mathematical model. The subharmonics at a given frequency stem also from the interaction of many different primary components. Each of these interactions has a different celerity, but for a narrowbanded spectrum, all bound subharmonics have celerity equal to the group velocity at the peak frequency. The errors related to the narrowband assumption are in the following section shown to be small for typical single-peaked primary spectra (e.g., JONSWAP with g = 3.3).
For highly nonlinear waves, amplitude dispersion is important (Lykke Andersen et al. 2017) . Because amplitude dispersion is very complicated in irregular waves, an engineering correction is used in which the celerity of the primary components is taken as the linear celerity divided with a constant factor (b)
For waves up to the second-order b = 1, but for third and higher order waves b < 1. In irregular waves b varies in time, but, as discussed in the following, a constant characteristic value is used in the present paper to apply frequency domain solutions.
The wave spectrum is divided into sub, primary, and superharmonic segments: 1. For v ≤ 0.5v P it is assumed that bound subharmonics and free/ primary energy exist. Eq. (10) is the mathematical model. 2. For 0.5 v P < v < 1.5 v P only primary energy exists. Eq. (11) is the mathematical model. 3. For v ≥ 1.5 v P bound superharmonics and free/primary energy exist. At a given frequency, only bound superharmonics of one order are assumed to occur. The nth order bound superharmonics are assumed to occur only in the angular frequency interval (n − 0.5) v P to (n þ 0.5) v P . Eq. (12) is the mathematical model. These segments, which are valid for narrowbanded primary spectra, have been chosen to maximize applicability for broader spectra. This is further demonstrated in the following sections. The amplitude dispersion (b factor) is applied only for the primary energy in the interval 0.5v P < v < 1.5v P and for the bound components. The bound superharmonics thus propagate with a celerity v /(nbk(v /n)), and the bound subharmonics propagate with a celerity c g (f P )/b, where c g (f P ) = linear group velocity at the spectral peak frequency. For the subharmonics at the frequency v , the following mathematical model is obtained:
where k = wave number determined by linear dispersion. It appears that the solution can be found by Eq. (6) with the new formulas for C I,B , C R,B , C I,F , and C R,F .
For primary components at frequency v , the following mathematical model is obtained:
It appears that the solution can be found by Eq. (5) with the new formulas for C I and C R .
For the superharmonics at frequency v , the following mathematical model is obtained:
where n = bf =f P þ 0:5c with bxc being the greatest integer function of x. It appears that the solution can be found by Eq. (6) with the new formulas for C I,B , C R,B , C I,F , and C R,F . The mathematical problem can be solved in the frequency domain by the determination of b I and b R by iteration with an initial value of 1.0 corresponding to infinite small waves. The convergence of b I and b R is very fast. The computational effort is only a few times larger than that for linear methods such as the method of Zelt and Skjelbreia (1992) . The frequency domain solution requires the sea state to be stationary. This is usually solved by excluding in the analysis the first part of the time series in which reflections are not yet fully developed and by applying a taper window to the time series. Also, for irregular waves a correction might be needed for shallow water waves because the bound and the free waves travel with almost the same celerity. The correction procedure applied for regular waves is applicable and used in the present paper.
Errors Related to Narrowband Assumption
The actual wave celerity of both the bound superharmonics and subharmonics for mildly nonlinear waves can be calculated by secondorder wave theory. Application of this theory makes evaluation of the validity of the narrowband assumptions possible. Fig. 1 shows the celerity error for the superharmonics [ Fig. 1(a) ] and subharmonics [ Fig. 1(b) ], where k 0 = wave number for the primary frequency (f 0 ), and f 0 = f P is assumed for the subharmonic. The error in the present narrowband assumption (solid lines) is zero for Df = 0, and increasing with increasing Df, where Df = frequency difference of two interacting primary components with frequencies f 1 = f 0 − Df/2 and f 2 = f 0 þ Df/2. The error for Df = 0 for superharmonics is 0-48% and for subharmonics it is 0-120% when linear theory (free wave assumption) is used for the bound component. For Df > 0 it is seen that the celerity from second-order theory with narrowband assumption is higher than the real celerity based on full secondorder theory. For example, for Df/f 0 = 0.2 the celerity error of the superharmonics is for 0.17 ≤ k 0 h ≤ 1.87 between 3 and 13% for narrowband assumption and 3 and 41% for the linear theory. For the same Df, the real celerity of the subharmonics based on full secondorder theory is 2-6% lower than the narrowband assumption and 2-134% lower than the linear theory. The errors for the narrowband assumption are significantly smaller than errors related to linear theory. Fig. 2(b) shows that mainly small Df values contribute to the second-order superharmonic energy, and Fig. 2(c) shows that for the given example 84-95% of the second-order superharmonic energy stems from Df/f 0 < 0.2 for which the celerity error is up to 5% for the narrowband assumption. The error would have been more significant if the example had been in deeper water, but then the amount of second-order energy would also be less significant compared with the amount of primary energy. Thus, the narrowband assumption is for practical applications expected to provide accurate estimates of the celerity of the bound waves.
Moreover, the interaction of the incident and reflected components has been ignored in the proposed method. The related errors have been studied by calculating the transfer functions (G À nm and G þ nm ) using second-order wave theory. The second-order transfer functions calculate the amount of second-order energy produced by the two free interacting components. See Eq. (67) in Schäffer and Steenberg (2003) for the calculation of the second-order transfer function. The error in disregarding the interaction between the incident and reflected components has been studied by comparing the second-order transfer functions (G À nm and G þ nm ) for two components having the same direction (Du = 0°) with that for two components in the opposite direction (Du = 180°). The results, presented in Fig. 3 , show that the interaction between incident and reflected components is zero for the superharmonics when narrowbanded spectra are used. However, even for more broad-banded spectra, the interaction of incident and reflected waves is very small for both the superharmonics and the subharmonics. Therefore, it is reasonable to ignore the interaction when second-order theory is valid.
The previously mentioned findings are for mildly nonlinear waves for which amplitude dispersion is not relevant.
Numerical Calibration and Validation Data
A numerical model is used to generate the calibration and validation data because no analytical solution for highly nonlinear irregular waves exists. A horizontal seabed is assumed in the reflection separation method, but for the numerical model a sloping foreshore has to be included because the waves need to be described by a valid wave theory at the generation point to avoid free harmonics. The sloping foreshore is then used to transform the linear waves to nonlinear waves including shoaling and wave-wave interaction. The numerical data were generated by the onedimensional COULWAVE Boussinesq model (Lynett and Liu 2004) . Other researchers, such as Hsiao et al. (2005) and Teixeira et al. (2010) , have validated the COULWAVE model, and it has proven to be a robust and accurate model for propagating waves from deep to shallow water including nonlinear effects. The discretization of the numerical model was two vertical layers and Dx = L P /200, where L P = wavelength of the peak wave period at the generation point. The time step was based on the Courant number, C = c 0 Dt/Dx = 0.5, where c 0 = shallow water celerity at the generation point.
The waves were generated from a JONSWAP spectrum. A peak enhancement factor g = 10 was used for the b calibration tests because the new method is correct to second-order for narrowbanded spectra, whereas, as demonstrated in Fig. 1 , minor errors might occur for normal and wide spectra. Therefore, sea states with g = 3.3 were generated for the validation tests to evaluate the present method for more typical spectra. Because the COULWAVE model presently only can generate linear waves, the depth at the generation point is a compromise between linear theory being valid for wave generation and not exceeding the kh limit of the two-layer model (kh < 6). For the sea states with g = 10, it was chosen to generate the waves at h/gT 2 P = 0.068 corresponding to kh < 6 for 1.5 times the peak frequency and h/gT 2 P = 0.017 for g = 3.3 corresponding to kh < 6 for three times the peak frequency (Fig. 4) . For the nonlinear test cases, this only slightly violates the range in which no free second-order energy exists when first-order wave generation is applied.
The waves were shoaling on a 1:100 foreshore slope ensuring no significant depth induced breaking for the maximum incident wave (H max /h ≤ 0.62 in all sea states). On the 1:100 slope, an array of seven wave gauges (wg1-wg7) was used with Dx m of 0, 0.5, 0.82, 1.10, 1.39, 1.55, and 2.00 m (Fig. 5) . Choosing the same array for all sea states is justified by a rather small variation in the peak wavelength and the high number of gauges. The influence of the wave gauge array design is discussed later in the paper. The waves are measured on the slope because Beji and Battjes (1993) demonstrated that a transition to a horizontal plateau would release a part of the bound wave energy, so the correct solution is unknown. 
Validity of linear assumption (dashed lines) and second-order narrowband assumption (solid lines), respectively, for the celerity (c assumption ) of (a) bound superharmonics; and (b) bound subharmonics as a function of Df = f 2 − f 1 , where f 1 = f 0 − Df/2 and f 2 = f 0 þ Df/2. Calculations of c real are based on full second-order theory, i.e., for mildly nonlinear waves. For the subharmonics, f P = f 0 is assumed.
Moreover, in typical model test setups, a sloping foreshore would also be present in front of the model. The numerical validation tests (g = 3.3) were performed with different amounts of reflection by using a highly absorbing sponge layer corresponding to a reflection coefficient CR = H m0;R =H m0;I % 0 and a 1:10 slope corresponding to CR = 0.38-0.76 depending on the sea state and a fully reflective wall (CR % 1) at the end of the model. The calibration tests (g = 10) were performed solely with the highly absorbing sponge layer because these tests were only used for calibration of b. Thus, in total 11 numerical tests were performed. Fig. 5 shows the different setups with different degrees of reflection for Sea States B and C from Table 1 . The distance between the reflective structures and the closest wave gauge (Dx) in all tests fulfilled the recommendation Dx > 0.4L P as suggested by Klopman and van der Meer (1999) . Wave conditions were generated with parameters according to Table 1 . Waves were generated using the inverse fast Fourier transform (InvFFT) principle, and each test contained approximately 1,000 waves. The diagram by Le M ehaut e (1969) is used to describe the nonlinearities of the five sea states on the slope in which H max and T P are used to define each sea state (Fig. 4) . The shoaling from the generation point is also shown. Sea States D and E are highly nonlinear waves used to calibrate the calculation of b based on the narrowband assumption. Sea States A, B, and C are used for validation and for comparing the present method with existing methods for a typical spectral shape. The bandwidth parameter at the wave generation point is calculated with Eq. (13) and is given in Table 1 . For white noise = 1, whereas for spectra including only one frequency, = 0
where m 0 , m 1 , and m 2 are the 0th, first, and second moments of the wave spectrum. Sea State A is linear waves for which all reflection analysis methods should be valid. Sea State B corresponds to mildly nonlinear waves for which second-order wave theory is valid for the maximum wave height. Sea State C corresponds to highly nonlinear waves in rather shallow water.
All of the present applied reflection separation methods assume a horizontal seabed. However, because the seabed slope is mild (1:100) reasonable results are expected by using the water depth in the middle of the wave gauge array.
Calibration of Nonlinear Amplitude Dispersion Factor
The calibration of b is done by comparing the measured phase shift between wg1 and wg7 in Sea States D and E with the calculated phase shift. The calculated phase shifts are given by the terms depending on Dx m in Eqs. (10)-(12) using the assumed wave numbers in accordance with the present method. The measured phase shifts are calculated by cross-spectral analysis and computed as tan −1 of the ratio of the quad density estimates over the crossdensity estimate. The measured phase shifts are based on subseries with N = 4096 (Df = 0.0104 Hz) using 20% tapering, and overlapping of the subseries. The cross-spectral densities and quad spectral densities are then calculated as average values of the subseries (approximately 50 subseries are used). The simplified amplitude dispersion factor, b, was calculated by stream function theory for regular waves (Fenton and Rienecker 1980) using T P as a characteristic wave period and various characteristic wave heights H c . The used relations for Eqs. (8) and (9) are
For the calibration of b, tests with almost 100% wave absorption were used. Therefore, only b I can be calibrated, and it is assumed that H C,I = H C,R . The measured phase differences stem only from the incident bounded components, which makes the calibration more reliable. In Fig. 6 , b I has been calculated for Sea States D and E with H c = 0, H c = H m0 , and H c = 2H m0 by Eq. (14). The figure shows that in the primary part (0.5 < f/f P < 1.5) both H c = 0 and H c = H m0 provide phase differences close to the measured ones, but H c = H m0 was found slightly better when considering the highest waves in the time series. This is because the measured phase shift is an average value considering the entire time series, whereas the highest waves have lower b values. The bound superharmonics are mainly present in the high waves; therefore, the calculated phase shift in that region reflects these waves. Fig. 6 shows that b calculated with H c = H m0 provides the more accurate phase shift for the superharmonics when considering the frequency interval in which significant superharmonic energy is present. In this way, the assumption that the celerity of the bound higher harmonics can be calculated by assuming self-interaction with simplified amplitude dispersion has been demonstrated. Moreover, the figure shows that linear theory (primary with H c = 0) leads to very wrong phase shifts for the superharmonics, especially for n > 2. The present method has been implemented in the wave analysis software WaveLab 3 (2017) for reflection analysis of irregular waves. In the following the present method is evaluated with b calculated with H c = H m0 for the test cases with wider wave spectra.
Validation on Numerical Model Data
The present method with the previously calibrated b has been applied to Sea State C with the 1:10 slope (Fig. 7) . The top of the figure shows the calculated total/primary incident and reflected spectrum, and the bottom of the figure shows the surface elevation of the total spectrum, the primary segment, and the bound segments of the incident and reflected waves. The calculated primary incident spectrum corresponds to a typical shoaled JONSWAP spectrum, which gives confidence both to the method and to the division of the spectra into subharmonic, primary, and superharmonic parts. The division in the frequency bands is reasonable for the present case because no significant bound energy is present at the limits (i þ 0.5)f P for i = 0,1,2…. The figure also shows that for the specific case Eq. (7) is fulfilled for f < 0.41 Hz and n = 2 for the incident waves (shallow water exception). Thus, the incident energy cannot be separated into bound and free components in the range 1.5f P to 0.41 Hz. The consequence of this is irrelevant for the overall objective of calculating the total incident time series (bound þ free components), and all incident energy in this range is assumed bound. The surface displacement time series of the bound superharmonics are, as expected, when the crest occurs in the wave crest of the primary wave. The total incident waves show steep and narrow crests and wide troughs, which is typical for highly nonlinear waves. The present separation method is further validated and compared with the other separation methods by using the numerical validation cases Sea States A, B, and C. For this the coefficient of determination R 2 for the measured waves and the predicted waves is calculated. For the method to completely agree with the actually measured waves, R 2 = 1. Fig. 8 shows for the three sea states with an absorber the measured and predicted incident surface elevations compared with the first, middle, and last wave gauges in the array. Because the measurements are without noise and reflections (h I = h Total ), all points would lie on the 45°line in case of perfect agreement. For all three sea states, LASA V poorly predicts the incident surface elevations giving a coefficient of determination R 2 from 0.800 to 0.962. The linear sea state (A) gives the largest error for this method. For Sea States A and B, the Zelt and Skjelbreia (1992) method gives good results (R 2 ≥ 0.998), but for Sea State C significant differences between predicted and measured surface elevations are observed (R 2 from 0.965 to 0.996). The predictions are best for the middle wave gauge, but the highest crests are significantly underpredicted. For the other wave gauges, the error is much larger due to the assumption of linear dispersion. The present method provides good results for all three sea states. For the middle wave gauge, R 2 = 1.000 is obtained for all three sea states. R 2 = 1.000 also is obtained for the other gauges except for Sea State C, where R 2 = 0.998. The reason for the slightly better predictions by the middle wave gauge might be the negligence of the shoaling on the 1:100 slope and/or small errors on the wave celerity (e.g., b factors and narrowband assumption for broader spectra).
For the test with full reflection, the estimated incident waves might be compared with cases without the structure in place. However, the numerical results indicate that the incident waves interact with the reflected waves causing the incident waves to be different without the structure in place. This effect is demonstrated in Fig. 9 , in which the reflected waves appear unrealistic with deep and narrow troughs when assuming incident waves to be identical to those without the structure in place. The effect seems caused by a phase shift of the incident waves. As demonstrated previously this interaction could be neglected for mildly nonlinear waves (secondorder waves). However, second-order wave theory does not consider the influence of the return currents on the celerity. Moreover, the bound long incident waves become partly long free reflected waves, which cause slow water level fluctuations influencing the celerity of the incident waves. This effect is in the present numerical data present for Sea State A because the waves shoal up to highly nonlinear waves before hitting the reflective structure. Thus, reflected waves will contain long free waves that interact with the incident waves.
Le Méhauté Diagram
Many laboratories calibrate waves without the structure in place, assuming the incident waves with and without a structure in place to Eq. 10 Eq. 11 Eq. 12, n = 2 Eq. 12, n = 3 be identical. It is well known that this requires a highly absorbing beach during calibration tests and a highly effective active absorption system with the structure in place. However, it is less well known that the incident waves with the structure in place are different due to an interaction with reflected waves as Fig. 9 demonstrates. The interaction between the incident and reflected waves is important because the structural response is related to the actual incident waves with the structure in place. The previously mentioned findings also show that calibration tests might be needed if target waves are given without structure in place.
To verify how well the test data fit the mathematical model, the total predicted surface elevations (h I þ h R ) are compared with the total measured for each of the wave gauges. The results are shown in Table 2 . The results for the three sea states with an absorber show similar results to Fig. 8, except for LASA V, which shows smaller errors on the total elevations than on the incident elevations. For the 1:10 slope, the R 2 values are similar to the case with the absorber. For the fully reflective wall, results for Sea States A and B are similar to the fully absorbing slope and the 1:10 slope. However, for the highly nonlinear waves (Sea State C), larger errors are present for the fully reflecting wall, but the present method gives acceptable results. Note that in this case reflected waves might cause breaking of the incident waves because the incident waves alone are close to depth limitation (Fig. 4) .
The results for the total elevations do not necessarily indicate the real error on the incident waves when reflection is present. Therefore, time series of predicted incident waves and reflected waves are presented in Figs. 10 and 11 . In those figures, the measured surface elevation is compared with the predicted incident and reflected surface elevations for the different methods. The absorber case is shown in Fig. 10 for the instances in which the highest wave occurs. LASA V predictions deviate significantly from the measured waves for all sea states. For sea states A and B, the Zelt and Skjelbreia (1992) method provides acceptable results. For the highly nonlinear waves (Sea State C), results of both LASA V and Zelt and Skjelbreia (1992) are unacceptable with large underpredictions of the crests and high undulations in the trough. The present method provides good results for all sea states with only minor deviations for the highly nonlinear waves (Sea State C). Likewise, Fig. 11 presents the results of the 1:10 slope. Because of the interaction of incident and reflected waves, the incident waves cannot be directly compared with the waves without the structure in place (absorber). The wave trains with the absorber are though included in the figures for qualitative comparison. For the existing methods, the predictions have similar errors as found for the absorber case. For the present method, the estimated reflected waves are realistic and do not show the problems identified in Fig. 9 . The incident waves also look realistic when taking into account the expected phase shift compared with the waves without the structure in place (interaction of incident and reflected waves). Moreover, for the linear waves (Sea State A) the present method gives identical results to the linear Zelt and Skjelbreia (1992) method. Table 3 shows the consequences of choosing the reflection separation method on characteristic wave parameters. Because of the previously mentioned interaction of the incident and reflected waves, the target wave parameters are only accurately known for the absorber case from which the following conclusions may be drawn: 1. For the linear waves (Sea State A), the Zelt and Skjelbreia (1992) and present methods give identical results and agree with the target values for all wave parameters. This is not the case for the LASA V method, which underpredicts the wave heights by 10-15%. 2. For the mildly nonlinear waves (Sea State B), all methods yield acceptable wave parameters. 3. For the highly nonlinear waves (Sea State C), the error on the H m0 wave height is acceptable for all three methods. However, the errors on the time domain parameters are 6-12% for the typically applied linear methods (e.g., Zelt and Skjelbreia). For LASA V and the present method, the error on the time domain parameters is acceptable, but it is smallest for the present method, in which the error on all wave height parameters is below 1%. For the 1:10 slope and the vertical wall, the target values are not accurately known. However, it is clear from Table 3 that LASA V always gives a very significant increase in the maximum incident wave height when reflection is high. This also is the case for the linear waves (Sea State A), in which LASA V gives a 30% higher Fig. 9 . Time series for Sea State C at wg7. The results with an absorber are used as incident waves, and the results from the slope are used to calculate the reflected wave train assuming incident waves unchanged. maximum wave height for the vertical wall compared with the target (absorber case). For the other two sea states, the increase in the maximum wave height predicted by LASA V is less, but it is still significantly higher than the other two methods. Fig. 11 supports the fact that this increase in maximum wave height is not correct and is due to an unrealistic wave profile predicted by LASA V. This is, for example, demonstrated by Sea State C, in which large undulations are predicted in the incident wave trough. These undulations are not present in the incident wave taken from the absorber case.
Overall, the numerical tests show that for linear and mildly nonlinear waves the linear separation methods provide acceptable results, but for highly nonlinear waves only the present method provides acceptable results. The LASA V method was not found to be an improvement over linear reflection separation methods for any of the tested sea states. Concerning the computational costs compared with Zelt and Skjelbreia (1992) , the present method is approximately two times slower (computational time less than 1 min for one test), whereas the LASA V method is 1,500 times slower (17 h for the same test).
Sensitivity to Noise
The three separation methods have been tested for sensitivity to wave gauge noise. Highly nonlinear waves and the absorber are used in the analysis. The noise on the seven wave gauges is assumed uncorrelated Gaussian white generated in accordance with the central limit theorem as
where x i ¼ random number between 0 and 1 uniformly distributed ð Þ ;
N ¼ sufficiently large integer value; and s ¼ amount of noise 2:5% of the spectral wave height H m0 used ð Þ : Fig. 12 shows the results of the predicted incident wave trains with and without noise and shows the measured signal with noise. The present method proves to be very robust to noise because the predictions with and without noise are almost identical, except for small high-frequency undulations that may easily be removed by an analogue band-pass filter. The Zelt and Skjelbreia (1992) and LASA V methods are quite sensitive to noise because the predicted incident waves with and without noise deviate significantly from each other. The present method is much less sensitive to noise, which is expected to be caused by the more complete mathematical model; thus, the added noise is more likely detected as belonging to the noise term X. Note that this conclusion only holds if the system is overdetermined (more than four gauges are needed for the area in which both bound and free components exist); otherwise, the noise term will always be predicted to zero. Therefore, in the following section, sensitivity to noise is also studied as a function of the number of wave gauges. Note also that Lykke Andersen et al. (2017) studied the sensitivity to noise for a regular wave. For the regular waves, only specific frequencies (primary and superharmonics) are analyzed, whereas for the irregular waves many frequencies are analyzed. Therefore, sensitivity to noise is much less for regular waves compared with irregular waves.
Wave Gauge Array Design
Concerning array design, both the number of gauges and the individual gauge positions are important. For the gauge positions, it is important to note that the wavelength of a bound subharmonic or superharmonic is always between the wavelength of the primary components to which it is bound and a free component at the same frequency. Consequently, if the array is designed to separate free waves in the range in which energy is present in the spectrum, then it can also separate the bound components. For this reason, the recommendations on gauge distances presented for the linear methods are also applicable to the present method. However, it should be taken into account that when waves are nonlinear they include both lower and higher frequencies than a linear spectrum. This is important when deciding the length of the array, which should be a minimum of 5% of the length of the longest wave component (subharmonic). Moreover, colocated singularities should be avoided, which means that distances between two gauges should not be an integer multiplied by the distance between any other pair. The new method requires a minimum of four gauges to separate into incident/reflected and bound/free components, but a larger number of gauges is recommended to have an overdetermined system, which is less sensitive to errors (for example, noise). The sensitivity to the number of wave gauges has been tested by using three wave gauges (wg1, wg2, and wg7), five wave gauges (wg1, wg2, wg3, wg6, and wg7), and seven wave gauges for the highly nonlinear waves (Sea State C) for all three tested structures. For the array with three wave gauges, all reflected energy is assumed free. Because the influence of noise might be dependent on the number of wave gauges, the analyzed signals are those with noise added as presented in the previous section. The results are presented in Fig. 13 and show that, up to mildly reflective structures, three wave gauges give acceptable results, which is in agreement with the assumption that no bound reflected energy exists. However, the sensitivity to noise is a little higher with three gauges, whereas an array with five gauges is almost as robust to noise as seven gauges. Overall, the method is very robust to noise independent of the number of wave gauges, especially when compared with the other two methods. For highly reflective structures and highly nonlinear waves, a minimum of five wave gauges are needed for acceptable results because bound reflected components cannot be ignored.
Application to Laboratory Data
The separation methods are also tested on a laboratory test performed in a 25-m long wave flume at Aalborg University, Denmark. A piston wavemaker generated the waves by using the generation method by Zhang et al. (2007) . Using the Zhang method makes it possible to accurately generate the highly nonlinear waves in shallow water. The surface elevation time series used as input for the Zhang method is obtained from a numerical Boussinesq model including a long 1:100 foreshore and using a JONSWAP spectrum with g = 3.3 in deep water. Therefore, the long foreshore is not required in the laboratory test to reduce the generation of free waves. Consequently, the waves were measured on a short 1:100 foreshore with an array with seven gauges placed at 15. 00, 15.50, 15.82, 16.10, 16.39, 16.55, and 17 .00 m from the paddle. At the end of the flume a 1:2 impermeable rubble mound breakwater was present. During the test, active absorption was used [Lykke Andersen et al. (2016) method] to minimize rereflection from the wave paddle. The water depth in the middle of the wave gauge array was 0.53 m. The sea state tested is close to Sea State C used for the numerical study, but it is slightly more nonlinear (Fig. 4) . Fig. 14 shows the results of the three separation methods. The present method shows almost perfect agreement between the registered signal and the predicted total. The Zelt and Skjelbreia (1992) method also shows almost full agreement of the measured signal and the predicted total, but compared with the present method there are more significant undulations in the predicted incident wave trough because bound waves are assumed free. This supports the findings from the numerical tests in which the wave shape for nonlinear waves was only correctly predicted by the present method.
LASA V shows significant deviations when comparing the measured signal and the predicted total. Furthermore, LASA V leads to the largest undulations in the predicted incident wave trough, indicating that this method is not an improvement compared with the linear Zelt and Skjelbreia (1992) method in this case.
The overall conclusion from the laboratory data is that the findings from the numerical and physical tests are similar. This proves the high relevance of the separation of the subharmonics and superharmonics into bound and free components used in the present method.
Discussion
The present nonlinear wave separation method for long-crested irregular waves has proven to be a reliable method for the tested sea states. The mathematical model for the present separation method does not include shoaling, but the inclusion of the Baldock and Simmonds (1999) method is straightforward to account for linear shoaling. However, analysis of shoaling of nonlinear waves is very complicated because it involves the transformation of energy to the bound components. Thus, the application of the present method to nonlinear waves on steep foreshores is questionable, especially when waves are predicted far from the center of the wave gauge array. Moreover, the method assumes stationarity and does not include breaking waves, for example. Therefore, further tests are needed to quantify prediction errors for such waves. Broken waves on a very shallow foreshore are characterized by a wide spectrum without a distinct peak. For such waves the present method cannot identify the subharmonic and superharmonic segments correctly. For the same reason, the separation method is not able to separate incident and reflected waves for double-peaked primary spectra (swell þ wind).
Conclusion
Lykke Andersen et al. (2017) presented a method for the separation of nonlinear regular waves into incident and reflected waves. The present paper extends this method to irregular waves. The extension is based on dividing the wave spectrum into a subharmonic part, a primary part, and a superharmonic part. To include amplitude dispersion for irregular waves, a simplified b factor is introduced and calibrated.
Nine numerical irregular wave tests with three different structures and three different wave nonlinearities were used to evaluate the present method as well as existing methods (Zelt and Skjelbreia 1992 and LASA V by Figueres et al. 2003) . Zelt and Skjelbreia (1992) gave accurate results for the linear waves and reasonable results for the mildly nonlinear waves. On the other hand, for the highly nonlinear waves, that method gave an underprediction of the extreme waves by approximately 12%. The LASA V method does not provide reliable surface profiles for any of the present tests and also gives large errors on the wave heights for the linear waves. However, for nonlinear waves without reflection, the LASA V method provides accurate overall wave parameters.
The present separation method proved to be accurate for all tests. Even for the highly nonlinear waves, the error on the height of extreme waves is typically less than 1%. This is a large improvement compared with existing methods, and it shows the high relevance of the new method when analyzing nonlinear waves. The present method might not give reliable results for steep seabeds because shoaling is not included, and linear shoaling would not be accurate. The existing methods in the present paper are not expected to give reliable results in case of nonlinear waves on a steep foreshore. Furthermore, the present method is not expected to give accurate results for double-peaked spectra (combined wind and swell) or broken waves without a distinct peak.
Moreover, the present method was found less sensitive to uncorrelated white noise compared with the other two methods. This is expected to be caused by a more correct mathematical model. Finally, the methods have been applied to laboratory data, which show similar results based on the numerical data.
