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Abstract
This thesis presents a novel forwarding scheduling algorithm to support quahty of service (QoS) 
for multiservice applications over integrated satellite and terrestrial networks using admission 
control system with multipath selection capabilities. The algorithm exploits the multipath routing 
paradigm over LEO and GEO sateUites constellation in order to achieve optimum end-to-end QoS 
of the cUent-server Internet architecture for HTTP web service, file transfer, video streaming and 
VoIP applications.
The proposed multipath routing over the satellite networks advocates load balancing technique 
based on optimum time-bandwidth sharing and IP packet scheduling in order to accommodate the 
burst of application traffics. The method tries to balance the bandwidth load and queue length on 
each link over satellite in order to fulfil the optimum QoS level for each traffic type. Each 
connection of a traffic type wiU be routed over a link with the least bandwidth load and queue 
length at current time in order to avoid congestion state. The multipath routing scheduling 
decision is based on per connection granularity so that packet reordering at the receiver side could 
be avoided.
The admission control system also adopts the Differentiated Services (Diffserv) queuing 
management in the terrestrial network to regulate and differentiate the traffic flows before 
crossing over the satellites. In addition, this thesis proposed a single priority queue with selective 
packet drop function as the satellite on-board processing unit (OBP). These are done in order to 
relieve the satellite workload on data processing.
The proposed admission control system has been tested in simulation using NS-2 software. We 
model the simulation scenario using multiservice application traffics with multiple connections, 
different file sizes and bit-error-rate (BER) variations. The performance evaluation has been 
carried out in term of IP packet delay, loss ratio and througlqiut.
Key words: Quality of Service (QoS), Multipath Routing over Satellite, Load Balancing, On- 
Board Processing (OBP), Integrated Network, Multiservice Application.
Email: l.audah@surrey.ac.uk
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Chapter 1 -Introduction
Chapter 1
1 Introduction
The Internet by definition comes fi*om the word of “inter-networking” which describes many 
individual networks intercommunicating with each other by a common protocol known as the 
TCP/IP protocol. This protocol is designed to enable any two or more networks to communicate 
regardless of their differences in the underlying internal hardware and software specifications. 
The Internet architecture consist of many Local Area Networks (LAN) that form the Metropolitan 
Area Network (MAN) and Wide Area Network (WAN) which connected to the national and 
international networks. The early Internet in early 1980’s was design by it’s creators to achieve 
common vision and goal which are:
>  to connect all computers in the world and provide an open space for application to run.
> Information sharing among all network players in the society (e.g. consumer, government 
and academic organizations, private sector, etc).
The Internet connection in the early days was mainly using dialup wired technology (copper 
wires) and run along telephone cable. The connection speed was very slow (<= 64Kbps) 
compared to the BEE 802.3 Ethernet LAN (<= 10Mbps) for the local autonomous network system. 
The Internet Service Provider (ISP) was also the telephone service provider and the market 
penetration was low mainly due to high price and “digital divide” of the society separated by land, 
mountain, desert and sea. It was never imagine that the satellites could be integrated to leverage 
the Internet evolution.
The Internet evolution over the past decades has made it become a living part of the human 
society starting fi-om education, entertainment, business, communications, security, emergency 
and etc. Most people nowadays could hardly enjoy daüy hving without the Internet.
The Internet technology has drastically evolves and consists of wired (xDSL, Fiber Optic, etc.) 
and wireless access (static or mobile: IEEE 802. Ix, GSM, 3G, Wimax, LTE, Satellites system: 
DVBx, etc). Many opt in service applications hke Data transfer (HTTP, FTP, etc.), VoIP, VoD, 
P2P, internet TV, online gaming and etc. have been developed to boost the market penetration. 
Due to the “open & loose” of the Internet architecture, many standard protocols have been 
introduced within the Internet protocol suits ranging fi-om the Apphcation Layer down to the 
Physical layer to support the new service and apphcation.
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Chapter 1 — Introduction
1.1 Satellite Communication System and the Future Internet
The sateUite system has contributed towards the evolution of the Internet by providing ubiquitous 
Internet access to overcome the “digital divide” problems. Citizen living in the rural area are now 
able to have broadband Internet services provided by the ISP like Tooway, HugesNet and 
WildBlue. In addition, the satelhte system has provides connectivity as the Internet backbone to 
support wide-area multicast and broadcast services and also mobile user such as vehicles, trains, 
ships and spacecraft. Moreover, the satellite capabihty to provide quick access and nq)id 
deployment has makes it as the best candidate for overlay network to backhaul critical 
communications to emergency services, engineering teams, ground and space exploration, content 
delivery to network head such as Digital Subscriber Line Access Multiplexer (DSLAM), 
telemedicine and service restoration following a disaster.
Besides the ubiquitous conneetivity advantages, the satellite system is highly reliabiUty and 
dependabiUty in providing service continuity because its not subject to man made or natural 
disaster like earth quake, ocean tsunami, flooding, land slide, storms and etc. In addition, it is also 
environmentally neutral due to fully utilizing solar energy to operate in space. Apart from that, the 
system operation is also more secure because the service provider manage the network using 
highly sophisticated centralized control transmission for routing, scheduling and data protection 
unlike the wireless terrestrial network system that are prone to data security issues.
1.2 Research Objeetives
This research aims at developing and evaluating a novel QoS multipath routes forwarding 
algorithm for multiservice applications over terrestrial and satellite networks using admission 
control system with multipath selection cjqjabilities. The main objectives include:
> To develop a novel admission control system in NS-2 which forwards packets towards 
multipath routes over the satelhte networks and regulates the Internet multimedia (e.g. 
HTTP web, file transfer using FTP, VoIP and video streaming) traffic flows using 
Diffserv for optimum QoS.
> To develop a novel delay-scheduling method as an additional function to the admission 
control system in order to protect TCP packets from being dropped during network 
congestion.
>  To develop a novel priority queue system as the satelhte on-board processing (OBP) in 
order to enhance packet classification process over the satehite networks.
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> To perform simulation evaluation and performance analysis of the developed system in 
term of delay, jitter, loss ratio and throughput against multiple connections and BER 
variations.
> To compare the simulations results with the ITU satellite standard hypothetical reference 
and also throughput mathematical model for validation.
1.3 Main Achievement and Contributions
Based on the previous mentioned research objectives, a number of contributions have been made. 
Following are the summarization of research contributions and detailed discussions are presented 
in the following chapters of this thesis.
First, we study the effects of connection rate and bit-error-rate (BER) variations on QoS 
parameters (e.g. end-to-end delay, jitter, loss ratio and throughput) for the Internet data 
transmissions over terrestrial-satellite networks using single path routing. The Internet data 
include the Hypertext Transfer Protocol (HTTP) web, large file transfer using File Transfer 
Protocol (FTP), Voice over Internet Protocol (VoIP) and video streaming application traffics. We 
proposed the novel method of traffic classification and traffic conditioning procedures at the edge 
of terrestrial network in order to relive the satellites workload. The idea is based on the fact that 
satellite network has scarce bandwidth and high BER due to the wireless channel interference 
compared to the technology advancement of the terrestrial network. We use Differentiated 
Services (Diffserv) queuing management at the network getaway to regulate the traffics flow 
based on the QoS requirements of each traffic type. In addition, the transmission system is further 
mq)roved with the on-board processing (OBP) at the sateUite network. The OBP is implemented 
using simple priority queue in order to provide lower queuing delay prioritization at the satellite 
network for the delay-sensitive traffics. Both simulations and mathematical analysis on the QoS 
parameters have been carried out to evaluate the performance of the proposed system.
FinaUy, we proposed a novel multipath routes forwarding algorithm using admission control 
system with multipath forwarding capabUities to improve the previous mentioned system. The 
novel system is integrated with the Diffserv queuing to achieve optimum QoS for each traffic 
type. The admission control system is placed on the network getaway at the server side to regulate 
the traffic flows based on per connection basis. At run time, each connection is classified based on 
either throughput-sensitive or delay-sensitive type and then routed the traffics towards links with 
the least load bandwidth and queuing delay over the satellite networks. We used both of the Low 
Earth Orbit (LEO) and Geosynchronous Earth Orbit (GEO) sateUite networks for multipath 
routing. The OBP priority queue is also implemented on each sateUite node for further QoS 
enhancement. In addition, we also proposed a novel delay-scheduling method at the admission
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control system in order to leverage the system performance by preserving the TCP packets from 
being dropped before entering the satelhte networks. The method used self-queued looping at the 
bottleneck node element for the TCP packets whenever the forwarding links are congested. Both 
simulations and mathematical analysis on the QoS parameters have been carried out to evaluate 
the performance of the proposed novel system for multimedia Internet data transmissions.
1.4 Thesis Outline
The remainder of this thesis is organised as follows:
In chapter 2, we explore deeper into background material related to the problems we addressed in 
this research work like routing, QoS over satelhte networking, queuing management system and 
Internet apphcation traffic modelling.
In chapter 3 we explain the NS-2 programming technical details for the related sateUites and 
terrestrial simulations evaluations.
In chapter 4, we study the effect of single path routing for Internet data transmission over 
sateUites-terrestrial networks and evaluate the related QoS parameters.
In chapter 5, we present a novel routing scheduling algorithm for multipath data transmissions 
over sateUite-terrestrial networks. We run some NS-2 simulations using HTTP, FTP, VoIP and 
video streaming apphcation traffics with multiple connections and bit-error-rate (BER) variations. 
Simulations results tue evaluated for the QoS parameters hke delay, jitter, loss ratio, throughput 
and connection statistics. We also compare and analysed the QoS parameter obtained from the 
simulations with mathematical model from the previous studies.
FinaUy in chapter 6, we conclude this thesis by summarising our research work and discussing the 
future works directions.
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Chapter 2
2 Literature Review
This chapter describes the basic concept of QoS based routing protocols and also the multipath 
routing techniques. Besides that, there are discussions of IP over satellites networks which include 
the Geosynchronous Earth Orbit (GEO), Medium Earth Orbit (MEO) and Low Earth Orbit (LEO) 
sateUites. Routing concepts over both sateUite and terrestrial network are also discussed in this 
chapter. In addition, there are also explanations on the main OSI transport layer protocols like the 
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP). Moreover, there is a 
subsection dedicated for the Diffserv queuing management system used over the Internet system. 
FinaUy, there are also some explanations on the Multi Protocol Label Switching (MPLS) concept 
which wiU be used in the simulation analysis in Chapter 4.
2.1 QoS Based Routing over Internet Protocol (IP)
The quaUty of service (QoS) refers to the network resource reservation control mechanism. It 
determines the abUity of a packet network to provide different priority to different competing 
appUcations, users or data flows, or to guarantee a certain level of performance to a data flow. The 
foUowing are the QoS related parameters which often used to measure the network performance 
level:
>  Bandwidth : UsuaUy measured in bit per second (bit/s) which correspond to the total 
data quantity that can be sent over end-to-end paths for given period of time. This 
parameter is limited by the underlying physical layer that carries number of traffic flows 
between paths fi-om source to destination hosts.
> Delay : The time for data packets to travel fi-om source to destination (end-to-
end path) that includes propagation time, transmission time, queuing delay, and delay due 
additional factors (e.g. noise, traffic congestion and etc).
>  Jitter : Time variation of delay across the network. It is an important parameter
for certain appUcations which must remain low jp term of millisecond in order to 
maintain better quality of data transmission.
> Loss : Refers as the percentage of undeUvered data packets to the total amount
of transmitted packet. The value varies according to the network condition.
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Based on the IETF RFC 2386 [1], the QoS based routing refers to the mechanism under which 
paths for traffic flows are determined based on some knowledge of the network resource 
availability as well as the QoS requirements of the flows. The QoS based routing aims to achieve 
the following objectives:
> Dynamic determination of feasible paths : The QoS based routing is able to determine a 
path among many possible paths that has a good chance to accommodate the QoS to the 
given traffic flow. Feasible path selection may be subject to the network policy 
constraints such as path cost, provider selection, etc.
> Optimization of resource usage : A network state-dependent of QoS based
routing scheme can support efficient network resource utilization by improving the total 
network throughput. This routing scheme can be the basic principle for efficient network 
engineering.
> Graceful performance degradation : The state-dependent network routing can 
compensate for the transient inadequacies in network engineering in order to provide 
better throughput and more graceful performance degradation compared to the state- 
insensitive routing scheme.
According to the IETF RFC 2386 [1], applying QoS based routing in the real world might raise 
the following issues:
> Determination of QoS capability of each outgoing link by the network routers.
>  Level of granularity for the routing decision (e.g. destination-based, source and 
destination-based, or flow-based)
> Routing metric selection and QoS-accommodating path computation for unicast flows.
> QoS-accommodating path computation for multicast flows with different reservation 
styles and receiver heterogeneity.
> The performance objectives while computing the QoS-based paths.
> The administrative control issues.
> Factors that affect the routing overheads.
> Netwofk scalabihty issues.
Based on the previous mentioned issues, the QoS based routing is a difficult problem due to some 
reasons especially routing the multimedia traffic over heterogeneous networks. Firstly, the
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"Nondeterministic Polynomial Time” (NP) is one of the most fundamental complexity classes and 
unsolved problems in computer science today. Theoretically, NP is defined as the set of decision 
problems that can be solved in polynomial time on a nondeterministic Turing machine. NP 
contains many important problems of which the hardest are called NP-complete problems which 
no polynomial-time algorithms can solve them. Meanwhile, NP-hard problem is a class of 
problems either a subset of NP or not which can be solved in polynomial time [2]. AU of those 
can be related to the real world of Internet multimedia traffics which each of them has specific 
requirements for delay, jitter, loss ratio and throughput. If these parameters are independent from 
one another, then finding such a network path becomes a NPC problem. Secondly, when many 
Internet apphcation traffics with different QoS requirements are routed over the Internet networks, 
the optimization of network resource aUocations becomes more difficult especiaUy when the best- 
effort traffic and QoS based traffic co-exist in the network at the same time which will make it 
harder to manage the network operations [3] [4]. Thirdly, when QoS based routing is deployed on 
a network, each router wiU need to store many parameters and tables apart of the routing table 
information. This wiU lead to scalable problem for a large network system. Finally, the network 
state may change over time (dynamic) which wiU cause out-of-date problems to the routers if only 
the routers are unable to regularly update their routing information tables.
QoS based routing is different from the conventional best-effort routing because it works on 
connection-oriented system with resource reservation in order to provide the desired QoS 
guarantees to data traffic. MeanwhUe, the best-effort routing can be used on either connection- 
oriented or connectionless system without any QoS guarantee. The main tasks of QoS based 
routing are providing QoS requirements for each individual connection and minimizing the call 
blocking rate which are not be considered in the traditional best-effort routing.
2.1.1 Weighted Graph Model Concept
A network topology can be modelled as a weighted graph model, G = (V, E) where V = (VI, V2, 
..., Vn) and E = (El, E2, ..., En). The V parameter is a set of nodes which represent switches, 
routers and hosts. The E parameter is a set of edges which represents the communication links. A 
communication link is called symmetric if it has the same properties and carries the same traffic 
volume in both directions which can be modelled as an undirected edge. Meanwhile, if the 
communication links are called asymmetric, then every link is represented by two directed edges 
in opposite directions.
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2.1.2 QoS Metric and Constrained
Consider m(ij) be a QoS metric for the link (ij). Therefore, for path P established from source s 
to a destination d, the path includes a number of intermediate nodes.
P ~ s  ^ i  ^ d .  (2.1)
The metric m is additive if
m{P) = ^  m{s, k) + ... + m(i, _/) + ... + m(l, d). (2.2)
The metric m is multiplicative if
m{P) = m(j5, k )x . . .xm (i , j )x . . .xm (l ,d ) .  (2.3)
The metric m is concave if
m(P) = min{m(j, k),.... , m(i, j ) , ....., m(l, d ) \  (2.4)
By theoretical definition, the delay, jitter and link cost can be considered as additive metrics while 
the link reliability could be considered as multiplicative metrics. In addition, the bandwidth and 
buffer size are regarded as concave metrics. The QoS requirement of a network connection is 
given as a set of constraints like link constraints, path constraints [5][6], or tree constraints [7]. As 
an example, a link constraint specifies the restriction on the use of links. The link constraint is 
typically specified on a concave metric, for example a bandwidth constraint of a connection 
requires that all links of the path must have a certain amount of fi-ee bandwidth available. 
Meanwhile, a path constraint specifies the end-to-end QoS requirement on a single path. In
addition, the tree constraint is normally used to specify the QoS requirement of a multicast tree.
2.1.3 Routing Task
Routing consists of two basic tasks. The first task is to collect the network state of information 
and keep it up to date. Then, the second task is to find a feasible path for a new established 
connection based on the state information and the QoS requirement.
In order to maintain the network state information, different levels of view are required. The 
network state information management occurs locally, globally or partial globally which are 
described as follows.
Local state information: Each node in a network maintains its up to date local
states hke delay values, the unused bandwidth of outgoing links and also the availabihty of other 
resources.
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Global state information: This is the combination of local states of all nodes in the
network. Each node is able to obtain the global state by using either Link State Protocol or 
Distance Vector Protocol [8] which periodically exchanges the local states among nodes. The 
Link State Protocol works by broadcasting the local state of every node to every other node so 
that each node has information of the network topology and the state of every link. Meanwhile, 
Distance Vector Protocol works by periodically exchange distance vector of a node with the 
adjacent nodes in a network. A distance vector property has an entry for every destination which 
indicates the best path and the next hop in the best path. The global state of a network stored in a 
node is always an approximation of the current network state due to the delay of propagating the 
local states which are less imprecision when the network size grows [9].
Partial global state information: This type of state information used hierarchical structure
m order to reduce the global state information in large networks [7]. The network nodes are 
clustered into several different groups. Boarder nodes are known as nodes which have at least one 
link crossing two different groups. The network state information is stored in different logical 
levels where each node maintains an aggregate network image, which is derived by starting from 
the highest hierarchical level. The state of each logical link is defined as the combination of the 
states of many lower level links [7].
Routing problem can be divided into two main classes which are unicast and multicast routing as 
in the following description.
> The unicast routing problem can be illustrated as follows: given a source node S and 
destination node D, a set of QoS constraints C and possibly with optimization goals, then 
find the best feasible path from S to D which satisfies C.
> The multicast routing problem normally described when a given source node S and a 
given set R of destination nodes, a set of constraints and possibly with optimization 
goals, then find the best feasible tree connecting S and all nodes in R which satisfies C. 
the main difference between unicast routing and multicast routing is that the optimization 
or a constraint must be apphed to the entire tree instead of a single feasible path [7].
2.1.3.1 Routing Metric
Referring to the concave QoS metric such as residual bandwidth and residual buffer space, there 
are two types of QoS based routings to be considered which are the link-constrained routing and 
link-optimization routing. As w  example, consider the bandwidth metric for a path to be found 
between a source and a destination. The path’s bandwidth is the minimum value of the residual 
bandwidths of all links belonging to the path which can be described using the following 
equation.
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pathb,„,dwidth = .......bandwidth} (2-5)
The link-constraint routing task is to find a path whose path bandwidth is above a required value. 
Meanwhile, the link-optimization routing task is to find a path which has the maximum bandwidth 
on all feasible paths.
As for the additive metric such as delay, jitter and cost, the state of a path is determined by the 
metric sum of all links on the path. The following equation shows an example of the delay of a 
path which is the total delay of aU links on the path.
POthdelay = ^delay + delay + .......+ ^d e la y  (26 )
There are also another two distinguish QoS routing types for the additive QoS metric which are 
path-constrained routing and path-optimization routing. The path-constrained routing is to find a 
path which has a path delay below a specific required value while the path-optimization routing is 
to find a path with the least total delay.
2.1.3.2 Routing Strategies
There are 3 main routing categories which are source routing, distributed routing and hierarchical 
routing. The main difference among them is the methods used for maintaining the state 
information and searching a feasible path.
> Source routing: Each node in a network maintains the complete global state 
including network topology and the state information of every hnk. A feasible path is 
locally computed at the source node based on the network global state of information. The 
hnk protocol wiU be used to update the global state at every node. In practice, the Open 
Shortest Path First (OSPF) and the Intermediate System to Intermediate System (IS-IS) 
are the typical hnk state protocols. The Dijkstra algorithm is commonly used to calculate 
the paths for hnk state protocol [10]. The source routing is favourable for avoiding some 
problems faced by the distributed computing such as dead lock and starvation [11]. In 
addition, the heuristic algorithm can easily be implemented in the source routing 
compared to the distributed routing in order to solve the NP hard problems. However, the 
main problems of source routing are the signahing overiieads for updating network 
information and computing the data routes. As the network system become larger, the 
amount of network state information also increase and this wiU cause problem to a router 
with limited resources.
> Distributed routing: This routing strategy uses Distance Vector routing protocol for 
maintaining global State in the form of distance vectors at every node. Based on the 
distance vectors, routing over the network are done on a hop-by-hop basis. In practice, the
10
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Routing Information Protocol (RIP) [12][13] and the Interior Getaway Routing Protocol 
(IGRP) [14] used the Distance Vector routing protocol. The BeUman-Ford algorithm is 
commonly used to calculate paths for Distance Vector protocol. The advantage of 
distributed routing is that it has shorter route establishment process compared to the 
source routing because the computation of a route and the exchange of network state 
information and control are done before the network starts to provide services. However, 
there are some disadvantages which are path loop problem due to the inconsistent 
network state information in every router, and difficult to design heuristic algorithms to 
solve the NP hard problem especially in large network topology.
> Hierarchical routing: All nodes in a network are clustered into groups and the groups 
might also be clustered into higher level groups which creating a multi-level hierarchy. 
Each physical node maintains detailed information about nodes in the same group and 
aggregated the state information of the other groups. Hierarchical routing has the same 
advantages as both source routing and distributed routing but with some drawbacks. The 
first drawback is imprecise information when aggregating the network state information 
which may cause global routing failure. The second drawback is the difficulty to 
aggregate QoS metrics because each node and link may have different QoS requirements.
2.1.3.3 Path Selection
There are two common methods for searching the feasible paths which are single path routing and 
multipath routing strategies. In single path routing strategies, a feasible path from source to 
destination is calculated based on certain routing metrics. Meanwhile, the multipath routing 
strategies compute more than one tentative path which satisfies the bound of the routing 
requirements and finally the most feasible path is selected according to certain criteria [15].
2.1.4 QoS Based Routing Algorithms
In general, the QoS based routing algorithms can be classified into two main categories fix>m the 
functionality perspective which are unicast routing algorithms and multicast routing algorithms. 
The multieosl ruuiiug is commoiily known as the extension of the unicast routing in most of the 
routing scenarios.
Unicast routing algorithm: The term “unicast” refers to the delivery of packet data from one
point to another point. The unicast routing is commonly used to forward the traffic from the 
source node to a specific destination node. At path selection is made at each hop in the path fix)m 
the source node to the destination node. In this case, two basic routing problems can be 
considered which arc the optimised routing and constrained routing. The optimised routing
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method tries to find the best path between source node and destination node while the constrained 
routing works by trying to find a path firom source to destination that fulfils the desired 
constraints. In general, there are 4 basic QoS based routing problems that need to be considered 
which are link constrained routing, link optimised routing, path constrained routing and path 
optimised routing. Most of routing problems are the combinations of these routing problems [16].
Multicast routing algorithm: The term “multicast refers to the point-to-multipoint delivery of 
data traffic. Multicast routing is used to send IP packets to several users who might be scattered 
throughout the Internet but belonged to a particular group with specific multicast address. 
Multicast routing algorithms can be classified into two categories which are the shortest path 
algorithms and Steiner tree algorithms. The shortest path algorithms used a multicast tree which 
minimises the length of each path firom source to the multicast group member whereas the Steiner 
tree algorithms try to minimize Steiner tree and are known as NP-hard [17]. The Steiner tree 
algorithms can be further classified into optimised Steiner tree algorithm and constrained Strainer 
tree algorithm Optimised Steiner tree routing algorithm works by finding a set of nodes that 
covering aU the destination nodes and make sure that the sum of the link cost is minimised. 
Meanwhile, the constrained Steiner tree routing algorithm works by searching for a path tree 
whose cost is smaller than the specific constraints [18].
2.1.4.1 Classification of QoS Routing Algorithm
From the perspective of problem solving methods, the QoS based routing algorithms can be 
classified into three categories which are heuristie algorithm, approximation algorithm and 
scheduling based algorithm as shown in the following Figure 2-1. In general, the QoS routing 
problem can be considered as a multi-constraint routing problem (MCP) [19].
Heuristic Algorithm Scheduling Based 
Algorithm
Approximation
Algorithm
Multi-constraint routing Problem (MCP)
Figure 2-1: MuM-constraint routing algorithm classification based on solution.
Heuristic algorithm is used to reduce conçutational complexity but could not guarantee of finding 
the best path under certain constraints. Refering to the weighted graph model of network
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topology, G(V, E), each link is specified by a link-weight vector of m additive weights. Given m 
constraints Q  i = 1, 2, 3, m, the MCP refers to the problem of finding a path P from a source 
node j t o a  destination node d. The path that satisfies all m constraints is known as the feasible 
path and it can be more than one of such path in some cases. If there are several feasible paths, 
then a path with smallest length will be chosen. This kind of problem is commonly known as 
multi-constraint optimal problem (MCOP) and a solution to MCP is also a solution to MCOP. 
Another variant of MCOP is the restricted shortest path (RSP) problem which is commonly 
known as delay constrained least cost (DCLC). The aim of DCLC is to find the least cost path 
among the paths that satisfy only one constraint of delay [20]. In addition, the approximation 
algorithm can also be used to solve MCP and MCOP in most cases. Meanwhile, the scheduling 
based algorithm needs a specific scheduling policy such as Virtual Clock (VC), Weighted Fair 
Queuing (WFQ) or Worst-case Fair Weighted Fair Queuing (WF2Q) in order to solve MCOP 
which in the end limits the usage of this algorithm.
Moreover, the QoS routing algorithms can also be classified fi'om the metric types point of view 
such as bandwidth restricted path problem (BRP), restricted shortest problem (RSP) and metrics 
combination problem (MC) [21] as shown in Figure 2-2.
Restricted Shortest 
Path (RSP)
Metrics Combination 
(MCP)
Bandwidth Restricted 
Path (BRP)
Shortest-widest path, 
widest-shortest path,..
Delay Constrained 
least cost (DCLC),...
Multi-constraint routing Problem (MCP)
Figure 2-2: Multi-constraint routing algorithm classification based on constraint type.
BRP is used when the bandwidth metric is one of the main constraints that must be satisfied by 
the path computation algorithm. The bandwidth is an important metric that need to be considered 
m QoS routmg wither standalone or associated with other metrics such as hop counts or delay. 
Further classifications of BRP are the shortest-widest path (SWP) and widest-shortest path (WSP) 
problems. Both SWP and WSP defined the width of a path as the available bandwidth while the 
length of path is defined as the number of hops or delay. The goal of SWP is to find a path with
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the largest amount of available bandwidth. In the case where there are several paths with the same 
amount of available bandwidth, the shortest path is chosen according to the length metric such as 
hop count or end-to-end delay. Besides that, the goal of WSP is to find a path with shortest hop 
count or end to end delay. Next, the bandwidth metric will be considered in case if there are 
several paths with the same hop count or end-to-end delay. The path with the largest amount of 
available bandwidth will be chosen [16].
Moreover, the RSP is a special case of the MCP problem because it uses two additive metrics. In 
RSP, an algorithm is designed to find feasible paths according to one of the desired constraints 
and then selects the optimal path according to the other constraint if such path exists. The DCLC 
problem is one of the most popular case studies under the RSP problem. In DCLC, there are two 
main metrics that will be considered which are the delay and path cost. Firstly, the paths that 
satisfied the delay constraint will be chosen. Next, among these paths, the path with minimum 
cost will be selected. The computational conq)lexity in RSP can be reduced by combining the 
delay and cost metrics into a single metric and then the shortest path is used to conq)ute the path 
that minimises the resulting metric. Some of the methods used to combine the metrics are the 
linear, nom-linear, and Lagrange relaxation composition algorithms [22].
2.1.5 Multipath Routmg over the Internet
In the current Internet system, there exists a motivation for flexible multipath routing in order to 
achieve optimum end-to-end QoS over the networks system. Following are the main reasons on 
how the multipath routing could provide some value added services over the Internet [23]:
> Customizing to application performance requirements: Different applications may have
different needs. If multiple paths exist, the Internet application like Voice over IP (VoIP) 
and online gamming traffics can use the low delay paths while the file sharing traffic can 
use the high throughput paths. This kind of method will allow any kind of application to 
access more bandwidth by using multiple paths simultaneously.
> Improving end-to-end reliability: Internet traffic can switch quickly to an
alternative path when a link or router fails only if the multiple paths exist. Similarly, if an 
adversary drops packets along a path, the traffic could be moved to an alternate path to 
circumvent the adversary. This method is useful if disjoints path are available [24];
> Avoiding congested paths: If multiple paths fi-om source to destination are available, 
traffic can route to an alternate path to avoid congestion. Despite problems with routing 
oscillation in the early Advanced Research Projects Agency Network (ARPANET) 
system, recent work has successfully shown how to dynamically split the traffic over 
multiple paths in more stable methods [25]. In fact, routing protocols can be easily tunes
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to efficiently utilize network resources by just having two paths and flexible splitting 
between the paths.
2.1.5.1 Multipath Routing Challenges
The past research works have indicated that the Internet network layer topology has significant 
underlying path diversity. Each network consists of a collection of routers and links under the 
control of one entity, such as the Internet Service Provider (ISP) that offers connectivity to other 
networks or a stub network that just provides connectivity to its own users and services. Extra 
end-to-end paths may exist because a stub network is connected to multiple ISPs where each ISP 
has intra-domain path diversity and connected to other ISPs in multiple locations. A measurement 
study of a large ISP has found that almost 90% of point-of-presence (POP) pairs have at least 4 
link-disjoint paths between them [26]. Another research study has shown that although the 
Internet traffic traverses a single path, about 30% - 80% of the time an alternate path with lower 
loss or smaller delay exists [27].
However, much of the existing path diversity in the Internet system is never exploited thoroughly 
for optimum end-to-end QoS. One of the main reasons is due to the scalability challenges in 
multipath routing method. Multipath routing may introduce extra overhead in both of the control 
plane and data plane of the routers which in the end increase the overheads in both planes. In the 
control plane, network routers run the routing protocols to compute the forwarding table that the 
data plane will use to direct the incoming packets toward outgoing links [23]. The overheads in 
both of control and data planes can be described as follows.
> Control plane overhead: The first overhead occurs when the routers exchanging 
the extra topology of path information that are required for multipath routing which will 
consume extra bandwidth and processing resources. The second overhead is due to the 
storage overhead at each router that grows with the increment of paths. The third 
overhead is due to the computing process of multiple paths which requires more 
computational power.
> Data plane overhead: Traffic forwarding on different paths will require the data 
packet to carry an extra header or label. Moreover, the forwarding tables need extra 
elements for each destination node which will consume more memory. This data plane 
memory equipment is expensive due to the technology used that allows high speed 
packets forwarding.
Our research study has taken into consideration of those overheads and has proposed an 
alternative method that can reduce them to the minimum level by allowing only the branching
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nodes to do the multipath routing complexity functions. Further details will be explained in 
Chapter 5.
2.1.5.2 Current Internet Routing
Multipath routing relies on two main c£q>abilities which are discovering extra paths and directing 
packets over the paths. One of the current key Internet routing protocols is the Border Gateway 
Protocol (BGP). The network router used BGP to exchange reach ability information with the 
neighbouring networks. BGP is a path-vector protocol where routing decisions are made local 
network policies. In addition, the routers in a local area network communicate using Interior 
Getaway Protocol (IGP). However, most ISPs used the link-state protocols that can perform 
shortest-path routing based on configurable link weights. The link weights parameters in IGP and 
the policies in BGP are configured by human operators to satisfy business objectives [23].
Inter-domain Routing: Path Vector Protocol and Multihoming -  In the path-vector protocol, the 
entire network routing paths are exchanged between neighbours. The edge routers in each 
autonomous system (AS) lean multiple paths to reach a particular destination node and store all of 
the paths information in a routing table. From that list of paths, a router will then applies a set of 
policies to select a single active route fi"om towards destination node. A router in the network may 
optionally advertise the active route to each neighbouring network which is depending on the 
business relationship. The used of path vector in BGP allows the network routers to support 
flexible local policies that provide control over the incoming and outgoing traffics [23].
However, the BGP has two main limitation as a single-path routing protocol. Firstly, since the 
protocol only advertised the active path from source to destination, therefore network customers 
are prevented from seeing the alternative paths including paths that they might prefer. Secondly, 
by using only the active path, a network operator might not have fine-grained control and can only 
balance the data traffic over multiple paths at the IP address block level. Meanwhile, if the BGP is 
extending to become a multipath routing protocol, it requires alignment of economic incentives 
between networks operators. The economic incentives are likely to grow stronger in the future 
Internet due to the increment of demand for performance and robustness Internet system and the 
customer are willing to pay more for value added services. In the current Internet system, two ASs 
normally have a customer-provider relationship or a peering relationship. In the customer- 
provider relationship, the provider can provide additional paths to its customers as a values added 
services to the network users. Beside that, in a peering relationship, two ASs can mutually provide 
additional paths toward each other without any economic exchange which is similar to how they 
route traffic on peering links for free nowadays [23].
The multihoming routing method is one of the examples of previously mentioned relationship 
among ASs, where a stub AS pays to connect to more than one ISP. The use of multihoming in
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the Internet system has been increased dramatically in the recent years mainly because of two 
reasons. Firstly, paths availability is of primary importance due to the fact that more enterprises 
rely heavily on the Internet for their business transactions. Secondly, multihoming can be used to 
reduce the cost of Internet access. As an example, a multi-homed network can use a cheaper ISP 
for general traffic and a more expensive and reliable ISP for performance-sensitive traffic [23].
Intra-domain: Link State Protocol -  Unlike the inter-domain routing, intra-domain routing 
allows an AS to have full control over the network. Within a single AS, each router is configured 
with a static integer weight on each of its outgoing links. The routers will then flood the link 
weights throughout the whole network and compute the shortest paths fi’om source to destination 
as the sum of the weights using Dijkstra algorithm. After receiving the information, each router 
will construct a table that routes the IP packets to the next hop in its path towards destination 
node. The Link-State Protocol offers some advantages compared to other routing protocols. 
Firstly, routing decision is based only on a single metric which is the link weights. Secondly, the 
routers disseminate information only when the topology changes in order to reduce overheads. 
Lastly, each router will have a conq)lete view of the network topology and the associated link 
weights by flooding the link-weight information throughout the network.
Moreover, even though each router can see the whole network topology, the existing path 
diversity still under exploited [26]. However, even when alternative paths have been computed, 
packets are forwarded over a single path toward destination node. The equal-cost multipath is a 
commonly used method where the routers keep track of all shortest paths and then split evenly 
among them. In IGP, data traffic will be divided evenly between the shortest paths. This limited 
version of multipath routing is useful for prompt reaction to network failures. The method has 
been adopted by some operators that used the link weight to create equal-cost multipath [28].
The multiple shortest paths method has enabled the network operator to balance traffic load and 
quickly response to failure but does not enable the operator to customize paths for different 
applications. The current routing option for network operators to customize data paths inside their 
own network is the Constrained Shortest Path First (CSPF) protocol which is an extension of the 
shortest-path protocol. The CSPF computes the shortest path based on a set of constraints. The 
constraint could be the minimum bandwidth required per link, end-to-end delay or the maximum 
number of hnks traversed [23].
2.1.5.3 Moving Towards Flexible Routing Scheme
One of the most dominant forwarding methods in the Internet nowadays is the destination-based 
hop-by-hop forwarding. Each router in a network forward a packet to an outgoing link based on 
the destination address fi-om IP packet header and its corresponding longest-prefix match entry in 
the routing table. The destination-based hop-by-hop forwarding wiU finally create small routing
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tables but unable to implement all forwarding policies. In addition, even when the routing table 
contains multiple next hops for the same destination, the common practice of the routing protocols 
is to divide the traffic evenly among the multiple paths [23].
This subsection describes the alternative methods that route traffic over multiple paths. The 
method is useful for customizing paths for different Internet applications. In order to select the 
paths that should carry a packet, firstly an edge router or end host needs to classify the packet and 
then map the packet as described in the following paragraphs [23].
>  Packet classification: Packets are classified based on the requirements of the 
application. As an example, an Internet application will need low delay, high throughput 
or a secure path. This could be defined by a prefix, a destination or a Transmission 
Control Protocol (TCP) flow (e.g. source address, destination address and port number). 
Packets within the same flow are normally classified in the same way to avoid packets 
reordering process at destination node. Another option is to mark packets using type of 
service bits in the IP header and then route over the network using the same bits.
>  Mapping packets to paths : The edge routers measure the paths properties and then 
identify the path that is the best-suited to each class of traffic. The packet traffic will be 
mapped to an appropriate path based on the packet header. Besides that, designing a 
network measurement infrastructure to monitor each path performance is a great 
challenge. This is because measurements of path performance can be inherently 
inaccurate, as the example is the round trip time estimation.
Both of packet classification and mapping packet to paths methods incur extra data-plane 
overhead. Even though the overhead of marking packets and processing the marked packets is 
minimal, the measurement overhead associated with monitoring path performance can be 
significant if the measurements are fine-gramed (e.g. at the destination prefix level). Moreover, if 
the multiple paths are associated with a particular class of traffic, the router can send a fraction of 
the packets on each path to balance load and circumvent network congestion [23].
The network management usually tried to balance traffic between multiple paths to achieve 
certain traffic engineering objectives. As an example, an Internet application is allowed to send 
only 40% of traffic on one path and another 60% of traffic through another path. In order to 
achieve a given slitting percentage, traffic can be switched into different paths using 4 niain 
techniques which are weighted round-robin, hashing, flow cache and flowlet cache [29].
The weighted round-robin technique works by switching traffic at the granularity of packets. 
Since the common packets are in small size, therefore the round robin scheduling can archive 
accurate splitting percentages and add minimum extra overhead to the routing functions. The 
drawback is that because of different paths between the same source-destination pair often have
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different delays, some packets that belong to the same TCP flow could arrive out or order. This 
may cause some problems due to the fact that TCP considers the out of order packet delivery as a 
sign of network congestion and then the TCP sender will slow down the data transfer. As the 
conclusion, if the paths from source to destination nodes have very similar delay, then the 
weighted round robin will be a good choice due to its low overhead and accurate splitting 
percentages [29].
Besides that, the hashing technique initially works by dividing the hash space into weighted 
partitions that corresponding to the outbound paths. After that, packets are hashed based on their 
header information and routed on the corresponding path. The hashing process will ensure in- 
order delivery of most packets because a flow is likely to be mapped to a specific path for its 
entire connection duration. A flow could be defined based on the attributes in the packet header 
which are the source IP address, destination IP address, transport protocol, source port and 
destination port. Moreover, due to the fact that flows may vary drastically in their sizes and rates, 
it win be difficult to realize accurate splitting percentages. In the end, if splitting percentages 
change or a path fails, the data flow is likely to be hashed into a different path than before which 
possibly causing a few out of order packets during the transition [29].
An alternative way to avoid out of order packets is by implementing a flow cache technique. The 
flow cache is a kind of a routing table that keeps track of which path each active flow traverses. A 
flow cache will ensure the packets that belong to the same flow always traverse in same path. 
Besides that, the other advantage of flow cache compared to the hashing technique is that when 
new flows arrive, they can be placed on any path which resulting to better control of dynamic 
splitting percentages although the splitting percentages achieved are less accurate compared to the 
round robin. The drawback is that flow cashing on a high speed link that carry tens of thousands 
of concurrent flows may consume a large amount of additional memory in the router [29].
On the other hand, flowlet cache is an alternative way to reduce data-plane overhead and inçrove 
splitting ratios by dividing traffic at the granularity of packet-bursts. If the time between two 
successive packets is larger than the maximum delay difference between multiple paths, then the 
second packet can be routed on any available path without reordering. The flowlet cache is 
normally much smaller than a flow cache because there are significantly fewer active packet 
bursts than active flows. Besides that, flowlet switching always achieves within a few percent of 
desired splitting percentage without reordering of any packets [29].
2.1.6 ITU-Recommendations and Standards
The following sections present the ITU-T recommendations for standardization of QoS over 
Internet Protocol.
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2.1.6.1 End User Multimedia QoS Categories (ITU-T G.lOlO)
The ITU-T G.lOlO provides guidance and key factors that influence QoS for networks and digital 
systems, media and transmission systems from the perspective of end-user. There are eight 
significant categories that have been defined based on acceptance of delay and information loss. 
Those classes outline the foundation which states the quality of service classes of the associated 
QoS control mechanism and underlying transport networks [30]. The eight categories can be 
grouped according to applications that can tolerate information loss and applications that cannot 
tolerate any information loss. Figure 2-3 illustrates the recommended model for end-user QoS 
categories in term of error tolerance versus delay tolerance.
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Figure 2-3: Model for user-centric QoS categories [30].
The above figure is based only on end-to-end user perception of impairments and independent of 
any transport technology (e.g. IP, frame relay, ATM, wired, wireless and others). Users may not 
satisfy with the service if it exceeds an upper boundary in loss or delay, but they may satisfy if the 
service exceeds a lower boundary. Although the user satisfied with the service, it may also be 
considered wasteful in term of network resource because the service is being used unnecessarily 
[30]. The terminology used in the above model is suitable to derive the network QoS classes for 
Differentiating Service (Diffserv) performance.
2.1.6.2 QoS Framework and Definitions (ITU-T G.IOOO)
The ITU-T G.IOOO provides four viewpoints of QoS definitions for users, vendors, network 
operators, service providers and others. It gives advantages not only to identify the QoS related 
problems, but also help to quantify the problems from multiple points of views which are the 
customer's (e.g. surveys and subjective tests) and the service provider's (e.g. network 
measurements) [31]. Figure 2-4 shows the four view points from different perspectives which are
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customer survey ratings of QoS, customer's QoS requirements, QoS achieved or delivered, and 
service provider's offerings of QoS.
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Figure 2-4: Four viewpoints of QoS [31].
Based on the above figure, the four viewpoints can be explained as follows:
i) Customer’s requirements o f  QoS
It represents the level of quality required for certain services from customer's point of 
view. The customers may only concern with the resulting end-to-end service quality 
rather than how the network service is provided to them. This point of view becomes the 
guide-line to the service provider to plan the network service level in the future [31].
ii) ^  fAg ggrvfcg prowffgr
This point of view represents the level of quality expected to be offered to the customer 
by the service provider. The level of quality provided by service provider is expressed by 
values assigned to QoS parameters. The offered QoS offered by the service provider is 
used in planning the documents, system measurement specification and also form the 
basic of sys-tem level agreement [31].
iii) acAfgygf/ or <fg/fvgrg(/ fAo gorwco /?row(fgr
This indicates the level of quality that have been achieved and delivered to the customer 
by the service provider. This figure of quality level is summarized by values for specific 
periods of time (e.g. previous month, previous year and others) [31].
iv) fAo cws^owor
This point of view stated the level of quality experienced by the customers in terms of 
degree of their satisfaction but not expressed in technical term. It based on the customer
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surveys and comments regarding the level of service provided by the network service 
provider [31].
2.2 Internet QoS over Satellite Networking
2.2.1 Satellite Networking
Satellite channels have three main characteristics which are the noise, delay and bandwidth that 
limit their functionality to provide better services to users. Those characteristics are described as 
follows [32]:
Noise : Satellite links are dominated with higher noise due to the atmospheric effects (e.g.
scattering, diffraction, attenuation and etc). Some satellite fi-equency bands that 
operates above 10 GHz (e.g. Ku, Ka and V bands) are more prone to those 
atmospheric effects especially the rain attenuation. This eventually cause high bit­
error rate (BER) in the satellite links and degrade their performances. Besides that, 
the long distance of satellite location from earth terminals might degrade the signal- 
to-noise ratio (SNR), as the radio signal becomes weaker (in term of square unit per 
distance travelled) before reaching the receiver ends [32].
Delay : Delay could be defined as the total time needed for a packet to be delivered from
source to destination. It comprises of propagation delay and queuing delay. The 
transmission delay in satellite networks is high due to the long propagation delay, it 
takes long time for the signal to propagate between earth stations and satellites.
Bandwidth : Satellite bandwidth is limited and controlled by licenses. This has cause 
difficulties to trade the available bandwidth to resolve the satellite system design. In 
addition, the allocation of commercial telecommunication devices is limited by 
international agreements so that many different types of applications can share the 
resources [32].
Conqiared to terrestrial network, satellite network has a few different characteristics which are 
describes as follows [32]:
Long feedback loop : A long time is needed for a TCP sender to detenmne
whether the transmitted packets are successfully arrived 
at the receiver ends. As the result, this might degrade the 
performance of interactive applications and also the TCP 
congestion control algorithms [32].
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Large delay x bandwidth product
Transmission errors
Asymmetric use
Variable Round Trip Time (RTT)
Intermittent connectivity
: Refer to the amount of data that should have been 
transmitted at any time but not yet to be acknowledged. 
Due to the large quantity of delay in satellite channels, 
TCP need to transmit huge number of unacknowledged 
packets to fully utilize the available link capacity [32].
: The satellite channels usually show higher BER 
compared to fixed terrestrial network channels. This may 
degrade TCP performance as it will always back off from 
transmission. This is because TCP always assumes 
packet drop due to network congestion rather than 
transmission errors [32].
: A common situation where the downlink channel has 
greater bandwidth compared to the uplink channel. As 
the result, acknowledge packets might come across 
traffic congestion and eventually being dropped [32].
: Usually happen in LEO satellite constellâtions where 
propagation delay between satellites varies over time 
[32].
: Refers to the situation in non-GEO satellite 
constellations where frequent handoff between satellites 
always occurs from time to time. As the result, many 
packets might be loss during transmission [32].
2.2.1.1 Geosynchronous Earth Orbit (GEO) Satellite
Geostationary Earth Orbit (GEO) is an orbital plane that located above the earth equator at an 
altitude of 35786.6 km. Satellite that circulates around this orbit is called GEO satellite. It moves 
around the earth at the same speed of the earth’s speed which is 24 hours or 1 day [33]. The 
satellite appears stationary from the earth because the orbit’s inclination (angle between orbital 
plane and the equatorial plane) is near zero degree (0°). The one way propagation time fix)m earth 
terminal to GEO satellite is between 250 ms to 300 ms depending on the latitude and longitude 
degrees of the satellite [34]. In order to cover the whole earth’s geographic area, only 3 GEO 
satellites are needed.
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2.2.1.2 Medium Earth Orbit (MEG) Satellite
Medium Earth Orbit (MEG) is located within the range of few hundred kilometres to a few 
thousands kilometres above the earth surface which is much lower in altitude compared to GEO. 
MEO satellite takes about 2 to 12 hours to complete one orbital cycle [35].
2.2.1.3 Low Earth Orbit (LEO) Satellite
Low Earth Orbit (LEO) is located between 200 Km to 2000 Km above the earth’s surface. LEO 
satellites usually travel at speed about 27400 Km/h to complete one orbital cycle around the earth. 
A large fleet of LEO satellites are required to cover the whole earth’s geographic area. A 
constellation of LEO satellites has an advantage over GEO satellites in term of low-delay 
communication which give benefit to broadband applications [36].
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Figure 2-5: LEO-Iridium satellite specification [36]
There are many types of LEO satellites that have been deployed on their correspondence orbit 
above the earth which are Iridium, Teledesic and Globalstar. However, this report will only 
discussed the Iridium as it is the only type of LEO satellites used throughout the project. Figure 2- 
5 shows the real Iridium satellite design. The Iridium satellite constellation consists of 66 
satellites which are placed in 6 orbital planes above the earth. The Iridium orbits are located at 
780 Km above the earth’s surface. An Iridium satellite might travel at speed of approximately 
27358 Km/h from one earth’s pole to another pole in 100 minutes. The Iridium satellites 
communicate with each other using inter-satellite links (ISL) in Ka band frequencies. Each 
satellite can have four inter-satellite links which two of them are to neighbours fore and aft in the 
same orbital plane while the other two are to satellites in neighbouring planes. In addition. Iridium
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satellites used Omni-directionai antennas which only require an 80% view of the sky to provide a 
good service.
Moreover, there are two types of LEO satellites links that perform handoff which are the Ground 
to Satellite Link (GSL) and crossseam ISL. The inter-plane ISLs are not handed off but are 
deactivated at high latitude [37]. Each earth terminal connected to Iridium satellite runs a timer 
which upon expiry might trigger the handoff manager to check whether the current satellite has 
fallen below the elevation mask of the terminal. If the satellite falls below the elevation mask, the 
handoff manager will detach the terminal from that satelhte and then search for another possible 
satellite in the linked list. On the other hand, crossseam ISL performs handoff checking whether 
or not there exists a satelhte in the neighbouring plane that is closer to the given satelhte 
compared to the one to which it is currently connected. Similarly, the handoff timer that runs 
within the handoff manager wih determine when the satelhte constehation is checked for handoff 
opportunities. In addition, crossseam ISL handoff is initiated by the satelhte in the lower- 
numbered plane of the two communicating satelhtes
2.2.2 Network Control
The main tasks of network control system are providing and maintaining the communication 
between network users. The broadband satelhte network systems require certain network control 
and management functions such as mobility management, radio resource management and 
connection management. It is important for the system to keep and maintain the location 
information of users because the satelhte service areas are divided into many radio coverage areas 
(footprints) and each footprint is divided into many spot beams. The information which includes 
secured data is used to route data directed to the users.
In Time Division Multiplex Access (TDMA), the satelhte spot beams used different frequency 
chaimels and the frequencies are sufficiently reused in separated spot beams. Meanwhile, in Code 
Division Multiple Access (CDMA) system, spreading codes are assigned to users. The radio 
resources are ahocated to active users based on their connection requests. Therefore, the 
management of radio resources is required during connection establishment, maintenance and 
release phases. The connection control function which is a part of connection management is 
responsible to support those three phases of end-to-end connections [15].
In order to reahze the end-to-end connection in heterogeneous network topology, the networic 
control centre, the getaway stations and the satelhtes are all involved in operating the pi^vious 
mentioned tasks. The roles of satelhtes in network control system depend on the complexity of the 
on-board processing architecture. The future Internet may require integration of satelhtes system 
and the terrestrial system to reahze as much as possible control functions aiming to decrease the
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packet processing time by reducing the round trip delay of signalling transmission between the 
space and ground components [15].
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Figure 2-6: Network Signalling Configuration.
2.2.3 Network Signalling
Figure 2-6 shows the signalling system in Asynchronous Transfer Mode (ATM) based satellite 
broadband networks which consist of the Satellite User Network Interface (S-UNI) and the 
Satellite Private Network-Net work Interface (S-PNNI). The S-UNI signalling is used between 
ground stations and the satellite network [38]. In addition, signalling on the ISLs, assigned as S- 
PNNI, will be based on ATM signalling protocols along with satellite specific changes and 
simplification to reduce packet overheads [38].
Meanwhile, signalling system for inter-satellite handover is supported by the signalling layer. All 
handover signalling messages are included in the S-UNI/S-PNNI protocols. In the satellite 
payload architecture, an ATM port is assigned to one spot beam and therefore the intra-satellite 
handover will involve both of Medium Access (MAC) layer and signalling layer. During inter­
satellite handover, not only the carrier frequency and time slots will be changed but also the ATM 
port and Virtual Path Identifier (VPI) or Virtual Channel Identifier (VCI) will have to be changed 
as well [38].
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2.2.4 Interworking and Integration of Terrestrial and Satellite Networks
In order to provide efficient end-to-end communications, satellite networks need to be integrated 
with either fixed or mobile terrestrial networks. Three integration levels are required which are the 
terminal, network and system levels [39].
Integration at terminal level; A dual mode terminal which contains a terrestrial and satellite 
terminal modes is necessary to establish end-to-end connection. Besides that, the mobile user may 
needs to use separate number for different networks. In this kind of networks integration scenario, 
the terrestrial and satellite networks may not require any additional interworking functions.
Integration at network level: In this kind of integration scenario, the mobile user can use one 
unique number in any network it is attached with. The number is usually registered according to 
country codes. Both of the satellites and terrestrial networks may adopt different protocols and 
therefore the interworking ftmctions may be required. The interworking units are required as 
interfaces between satellite and terrestrial networks in order to carry out protocol conversion and 
data fragmenting/defi-agmenting [40].
Integration at system level: The highest degree of network integration is achieved when the
satellite system is treated as an integral part of total coverage. Both of the terrestrial and satellite 
networks can use a common radio interface for communications. The protocols used by both 
networks are compatible to each other. In this kind of integration scenario, satellite networks may 
provide global cells in the integrated mobile network architectures like the Universal Mobile 
Telecommunication system (UMTS) and International Mobile Telecommunications 2000 (IMT- 
2000) [41].
There are three possibilities of interworking scenarios described in Figure 2-7 where the 
interworidng functions are performed at the satellite network, terrestrial network or at both 
satellite and terrestrial networks.
Based on scenario 1, the interworking functions are performed at the terrestrial networks while in 
scenario 2 at the satellite network. The interworking unit (IWU) main function is as the interface 
between terrestrial and satellite network. In addition, the IWU is also responsible for protocol 
conversion and QoS management. The IWU also plays important roles on connection 
establishment, maintenance and release states. The QoS mapping is also performed by IWU in 
order to provide different QoS categories to network users. The IWU also performs mobility 
management functions when the mobile users roam from one network to another [15].
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Figure 2-7: Interwoking scenarios between satellite and terrestrial networks.
Besides that, based on scenario 3, the interworking with a backbone core network is carried out in 
both satellite and terrestrial networks for global interconnection. The backbone network is 
classified as the global high-speed network and operated by standardize technology. In this 
scenario, both satellite and terrestrial networks are hidden from each other and their 
interconnection us performed through standard network core technology [15].
2.2.5 Mobility Management
In satellite network systems, the service area is divided into many radio cells and the users are 
either fixed or mobile. Mobility management is needed for handling mobility due to the satellite 
and user movements. The main functions of mobility management are locating the current user 
position and the currently serving satellite, delivering calls to users and maintaining connections. 
There are two main types of mobility which are:
> Terminal mobility: Occurs when using a terminal at different palaces, in different
radio coverage areas (cells or spot beams) and in different networks in the case of
roaming between different networks.
> Personal mobility: Occurs to enable users to obtain essential services by using only
a subscriber identity module (SIM) card in different terminals and even in different 
networks.
Moreover, mobility within a particular network domain is defined as intra-domain mobility. In 
contrast, mobility from a network to another network is defined as inter-domain mobility which 
may involves different service areas or network providers. Following is the brief description of 
intra-domain and inter-domain mobility in the networks system.
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> Intra-domain mobility: This type of mobility only requires signalling exchanges 
and information updates within the same network domain. User movement within a 
domain will be located by location.management functions. The user location information 
will be updated only to the local database. The handover management functions will be 
performed when active users change their access points (i.e. satellites) in order to 
maintain the active connections. In future mobile Internet, the QoS handover provisioning 
is a vital task for maintaining good performance of end-to-end communications [15].
> Inter-domain mobility: The inter-domain mobility management functions are 
performed when users roam fiom a terrestrial network to a satellite network and vice 
versa. The roaming user’s location information will be updated to its home network by 
the current serving network. The inter-domain handover functions will be performed 
when the user is in active mode. Since both of satelhte and terrestrial networks might be 
equipped with different technologies and different mobiUty management functions, 
therefore the interworking functions between them are essential. The interworking 
functions have to realize the network signalling conversion of the mobility management 
protocols. In this case, the interworking units are required to function as interfaces 
between the heterogeneous networks. The IWU will be responsible to perform QoS 
mapping between heterogeneous networks [42].
2.2.6 Routmg in Satellite Networks
The main objective of routing in satelhte networks is to find a connection path between end 
terminals that satisfies certain QoS criteria. In the mobile sateUite communication consteUations, 
the complexity of touting protocols is depending on how the consteUations are designed. As an 
example, a LEO satelhte consteUation might be employed with or without the inter-satelhte links 
(ISL) as describe in the foUowing scenarios [15].
> In the consteUation based on repeater satelhtes system, routing wiU be performed in the 
ground segment only. Routing task is to find a path either between getaways, in the case 
of setting up connections between sateUite users, or between a getaway and a switching 
node belonging to a terrestrial networks, in the case of estabhshing connections between a 
sateUite user and a terrestrial user. This kind of routing is not complex and the terrestrial 
based routing protocols could be ^phed in routing process.
> In the scenario of consteUation employing the ISls, routing process in the ISL based 
consteUation may cause many technical aspect chaUenges due to the dynamic properties 
of the constellation. . Routing process needs to find paths for either connection requests 
between sateUite users or between a sateUite user and a terrestrial user. In the case of
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finding paths for connection requests between satellite users, internal routing protocols 
are performed to route paths via the satellite constellation. Meanwhile, in the case of 
finding paths for connection requests between a satellite user and a terrestrial user, 
external routing protocols are required to setup the route fi’om satellite user to an output 
getaway via the constellation and then further routed via the terrestrial networks to the 
terrestrial user.
In the LEO constellation employing ISLs, network topology information may quickly become 
obsolete and must constantly be updated with new information. Pure terrestrial routing protocols 
are not suitable for routing via the satellite constellations because routing in the constellations is a 
complex task. However, the topology of these constellations shows some interesting and useful 
properties which are as follows [15]:
> Predictability.
> Periodicity in the space segment.
> Regularity.
> Constant number of satellite nodes.
Predictability refers to the position and the connectivity of satellites that can be pre-computed 
because the parameters of satellite motions and orbits are known in advance. Periodicity in the 
space segment means that the space segment configuration repeats itself with a period T known as 
orbit period. Consider Loc(t) as the function that gives the location of the satellites at time f, then 
Loc(t) = Loc(t+T). Therefore, we can say that the network topology shows regularity due to the 
constant orbit period and speed of satellites. Lastly, we can consider a network to have a fixed 
size due to the constant number of satellites and getaways.
The broadband satellite networks operate in either connection-oriented or connectionless fashions. 
Routing tasks for both of connection-oriented and connectionless networks exhibit different 
properties and requirements. As an example, LEO satellite constellations inherit dynamic 
topologies in nature, therefore routmg properties and requirements are different depending on the 
network types which are describe as follows.
> In the connection-oriented satellite networks, an active connection between two satellite 
users requires a fixed path to be estabhshed between those users so that data can be 
transmitted along the path. When a user receives a connection request fi’om a calling user 
(source), the calling satellite has to perform the routing function to find the best path to 
the called satellite (destination). Packet data can be transmitted once the path is 
established. The path will consists of one or several inter-satelhte links which may 
includes intra-orbital and inter-orbital ISLs. The inter-orbital ISLs are not always active
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but inactive when satellite is located in the polar areas. Therefore, the path might be 
disconnected if one of the ISLs is inactive state during the active connection. Thus, 
routing process in connection-oriented LEO satellite networks should provide lowest cost 
paths and limited numbers of re-routing due to the handover during active connection. In 
addition, the network optimization for this scenario is great challenge to be solved.
> In the connectionless oriented satellite networks, data packets are dehvered from a source 
node to a destination node via more than a path. No permanent path is estabhshed 
between end users. The main chaUenges of routing in the networks are to route packets 
through least delay path and to avoid network congestion. In LEO satelhte networks, 
operating the traditional distributed routing protocols and using traditional means of 
hierarchy are not likely to provide the best QoS performance due to the dynamic topology 
and hardware complexity. Either the distance vector or link state protocols can be 
operated in LEO satelhte system but the protocols need to be modified because such 
protocols unable to provide advantages only by simphfying the LEO network properties 
[43].
2.2.7 Resource Management
The main objective of resource management is to provide a fair system aUocation to the network 
users [39]. In the broadband sateUite networks, system resources also include uphnk and downlink 
bandwidth and also the switching capacity. Network resource management can be implemented 
per user, per caU and during the caU. The resource management task can be implemented at the 
Medium Access Control (MAC) layer and at the network layer in order to provide capacity and 
buffer management. The resource management in multimedia sateUite networks aims to guarantee 
fair distribution of the available resources among the network users as weU as to fulfil certain pre­
negotiated QoS requirements for the lifetime of the connection [44].
Resource management functions can be described as in Figure 2-8 and summarize as foUows:
> The network resource management functions are related to flow control, congestion 
control and traffic control of the sateUite network system. Connection admission control 
is the main function of traffic control. The admission control decides whether a sufficient 
amount of free capacity is avaUable in the network to establish a new connection without 
decreasing the QoS of existing connections. In LEO sateUite network system, the CAC is 
performed by checking available resources in the uplinks, downlinks and ISLs. The UPC 
task is to ensure that the data traffic entering the networks is in agreement with the traffic 
contract. In addition, the congestion control function has to be able to cope with 
temporarily overloaded in the network system [15].
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> The radio resource management function is related to the allocation of radio resources 
like the bandwidth. It is required to allocate the radio bandwidth to network users based 
on their requests. In addition, it is essential for establishing, maintaining and releasing 
processes of the radio channels. The carrier assignment strategy (CAS) task is to select 
the optimal satellite radio beams while the MAC unit handles the traffic floes withm the 
beams.
Network Resource Management
Network Resource Management
CAS
CAC
MAC
UPC
Congestion
Control
Traffic Control
UPC -  Usage Parameter Control 
CAC -  Connection Admission Control
MAC -  Medium Access Control 
CAC -  Carrier Assignment Strategy
Figure 2-8; Resource management system in broadband satellite networks.
The resource management functions in satellite networks, especially in LEO constellation are 
different from the fixed terrestrial network mainly in conjunction to the handover management. In 
the terrestrial fixed network, after a connection is accepted into the systems, the required network 
resource is allocated and the amount is maintained until the connection is terminated. However, in 
LEO satellite network system, whenever an active user switches its connection fi-om one spot 
beam to another spot beam, certain amount of resource in the new spot beam has to be allocated 
for continuity of its connection. Therefore, the CAC algorithms are based on the free capacity of 
the originating spot beam. The algorithms also must take into account of the other handover 
connections to the spot beam. The acceptance of a new connection in a spot beam should not 
cause a high dropping probability of handover connection into the spot beam [15].
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2,3 Transport Layer Protocols
This section explains the main Internet transport layer protocols which are the Transmission 
Control Protocol (TCP) and User Datagram Protocol (UDP). Both of TCP and UDP are used in 
this research simulation studies.
2.3.1 Transmission Control Protocol (TCP)
2.3.1.1 Overview and Protocol Design
TCP is an end-to-end, reliable and connection-oriented protocol which supports various network 
applications [45]. It offers dependable inter-process connection for data application trans-mission 
between host computers attached to the network system. The term “connection-oriented” can be 
said as a momentary logical association between two units in different network systems. In 
addition, TCP will do the fragmentation of byte streams into datagram and transmit them to other 
host computer through IP. Each TCP Protocol Data Unit (PDU) is called TCP segment which 
includes the source and destination ports values in segment header, which serve the same function 
as the Service Access Point (SAP) in the OSI architecture [46]. TCP will responsible to regulate 
the flow of segments, recover them from lost or damage by initiating retransmission process, and 
reassembled all incoming segment in the correct order.
3 2  bits
DestinationSource port
port
Sequence number
Acknowledgement number
WindowResrvdOffset
Urgent
pointer
Checksum
Option 4-Padding
Data
Figure 2-9: TCP header structure [46].
TCP segment contains a minimum length of 20 bytes header which serves to perform all protocol 
mechanism, and followed by variable size data field. The TCP segment size is limited by
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maximum transfer imit (MTU) which depends on the internet architecture technology [45]. Figure 
2-9 shows the TCP header structure [45]:
Destination Port (16 bits) and Source Port (16 bits): Values in both fields identify the respective 
end-users TCP entities connected via logical path connections.
Sequence Number (32 bits): Specify the first data octet sequence number TCP segment apart 
fi-om when the SYN flag is set. When SYN field is set, then it will become the Initial Sequence 
Number (ISN) and ISN +1 is the first data octet.
Data Offset (4 bits): The number of 32-bits words which point to the beginning of data.
Acknowledgement Number (32 bits): This field specifies the next data octet sequence number 
that TCP entity is expected to receive.
Urgent Pointer (16 bits): This field contains the sequence number of the last data octet in a 
sequence of urgent data. The urgent pointer helps the receiver to know the number of incoming 
urgent data.
Control bits /flags (6 bits):
>  (FIN) -  No further data from sender
>  (RST) -  Reset the connection
> (ACK) -  Acknowledgement field significant
> (URG) -  Urgent pointer field significant
>  (SYN) — Synchronize sequence numbers
>  (PSH) -  Push function
Reserved (6 bits): This field must be set to zero and reserved for future use.
Checksum (16 bits): This field contains the 16 bit one’s complement of the one’s complement 
sum of all 16-bit words in the segment header.
Window (16 bits): This field states the amount data octet that the sender is willing to accept which 
begin with the sequence number indicated in the acknowledgement field.
Option (variable size bits): This field has variable size of multiple 8 bits. The options are 
integrated in checksum field The following describes the formats for the option field.
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2.3.1.2 TCP Congestion Control
The TCP congestion control method is the important feature in the internet architecture that offers 
congestion control in end-to-end traffic based network condition. This is one of the reliable 
services provided by TCP layer which in contrast with IP layer that provides no feedback 
regarding the state of the network.
Basically, the TCP congestion control mechanism at the transmitter and receiver control two 
inqx)rtant variables which are the congestion window {Cwnd) and the receiver window {RxWin). 
Cwnd is dynamically adjusted by the TCP based on the total load of the network system. Cwnd 
specify the maximum amount of unacknowledged TCP window size that the sender host can send 
through the network. Another important parameter that are monitored by the TCP during the 
traffic connection are timeout which specify the maximum time interval for the sender host to wait 
for the acknowledgement of transmitted TCP segment firom the receiver host and threshold which 
control the size of allowable transmitted packets. Moreover, this thesis will discuss the two basic 
algorithms of TCP congestion control which are slow start and congestion avoidance, and fast re­
transmit and fast recovery.
a) Slow Start and Congestion Avoidance
The slow start and congestion avoidance is often known as Tahoe algorithm. When the TCP 
connection is established between both ends, the TCP at the sender encapsulates the stream of 
application bytes within a TCP segments and pass them to network layer before transmitted across 
network system. At the beginning of transmission into a network of unknown condition requires 
TCP to gradually probing the network to resolve the available capacity, in order to prevent 
network congestion with unsuitably large burst of data packets [47]. Therefore, the TCP segment 
size is initially limited to one Maximum-sized Segment (MSS). TCP at the sender host send the 
first segment into the network and wait for an acknowledgement fix)m the receiver host. If this 
segment is acknowledged before timeout, the Cwnd is increased by one and the sender will 
continue sending with two MSS, then four segments after receiving another acknowledgement, 
and later eight segments. Thus, this process cause the Cwnd to grow exponentially until it reaches 
the threshold level or timeout occurs. This phase of algorithm is called slow start because the 
transmission rate of TCP connection starts slowly but eventually accelerates rapidly [37]. When 
the window size exceeds the threshold level, the Cwnd wiU increase linearly rather than 
exponentiaUy. The Cwnd size increases by one for each Round Trip Time (RTT) after sender host 
receives acknowledgements from the receiver host, ihis phase of algorithm is caUed congestion 
avoidance [47][37]. The congestion avoidance phase ends when either timeout occurs or the 
maximum window size {RxWin) has been reached. At this stage, if the acknowledgement fi-om 
receiver host is not receive by the sender host after timeout occurs, then the threshold level is set
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to half from the current value of Cwnd size and the new Cwnd is et to one maximum segment 
size. The slow start and congestion avoidance stages repeated again as mentioned above. Figure 
2-10 illustrates the slow start and congestion avoidance algorithm [37].
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Figure 2-10: TCP adaptive window mechanism, slow start and congestion avoidance algorithm.
b) Fast Retransmit and Fast Recovery Algorithm
The fast retransmit and fast recovery is often called as the Reno algorithm which was in-vented to 
improve the efficiency of Tahoe algorithm. The main problem with the Tahoe algorithm is that 
the sender host may have to wait for long period of time for timeout when a segment is lost [37] 
[48]. Reno has more significant advantage due to its fast retransmit mechanism that will trigger 
the transmission of out-of-order or dropped segments if three duplicate acknowledgements receive 
by the sender host from receiver host before timeout occurs. Reno also employs a fast recovery 
mechanism which cancels the slow start phase after fast retransmission [47]. This mechanism will 
adjust both the threshold and Cwnd current values into half and congestion avoidance is used to 
send the following data stream. This way the window size is set to half rather than to one segment 
size as opposed to slow start algorithm. The transmission of new data segments are managed by 
the fast recovery mechanism until the arrival of a non-duplicate acknowledgement [47].
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2.3.1.3 TCP/IP Enhancement for Satellite Channels
As mentioned in the previous sections, the satellite channels exhibit large bit-error-raté due to the 
dominated noise along the data paths. This problem may degrade the TCP performance over the 
networks paths. The IETF and many network experts have suggested some enhancement 
mechanisms that involve the transport layer and link layer in order to overcome the problem.
a) Link-Layer Enhancement
There are two most common enhancement mechanisms in the link layer protocol that have been 
widely used in the satellite networks which are Path Maximum Transfer Unit Discovery (PMTU) 
and Forward Error Correction (FEC).
i) Path Maximum Transfer Unit Discovery (PMTU)
The path maximum transfer unit is the maximum size of datagram that does not require 
fragmentation anywhere along the network paths from the source host to destination hosts [49]. It 
preferable to transfer large size datagram in satellite networks in order to fuUy utilize the available 
channels. As known, every hop in the sub-networks may have different MTU. Therefore, by 
discovering the path MTU for every hop from source to destination, the datagram tr^m ission 
along the network paths will fully utilize the available channel. Initially, the sender host will 
assumes the path MTU of datagram is same as MTU of its first hop, and send them along the path 
with don’t fragment (DF) bit set to one. If any of the datagram is too large to be forwarded 
without jfragmentation by any router along the source to destination path, the router wiU discard 
the datagram and return ICMP (Internet Control Message Protocol) Destination Unreachable 
message “firagmentation needed” [49]. Then the source host reduces the initial PMTU for that 
path. This MTU discovery process is done continuously on every hop along the source to 
destination path. If the sender host does not receive any ICMP message, it will increase its 
datagram MTU until the ICMP message is received. The PMTU discovery process ends when the 
value of PMTU is low enough to deliver datagram fi-om source to destination without 
fi-agmentation.
The advantage of this method is able to achieve better throughput because it makes the transmitter 
to increase congestion window more rapidly. In contrast, this mechanism also has disadvantage in 
term of security issues. Some network and system administrators assumed all ICMP as risky to 
the network systems. Therefore, the administrator will block the ICMP messages, which maybe 
used by an attacker to interfere with the network services. This may lead to a problem where the 
server is unable to send the requested large MTU datagram to end user because it does not get 
ICMP message which tell the maximum allowable datagram size in the network paths. Further­
more, the end user is left wondering on what h^pened upon not receiving the requested data. In
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addition, this phenomenon may largely increase the transmission delay which degrades the 
satellite channel performance.
ii) Forward Error Correction (FEQ
Forward Error Correction (EEC) is a variety of encoding schemes that have been suggested for 
error detection and error correction control of the transmitted data. This method requires 
additional bits (redundancy) to be added to original data bits at the transmitter side, so that the 
receiver is able to detect and correct the transmitted bits error. In theory, TCP always assumes that 
most timeout are because of congestion instead of segment loss due to errors, which cause very 
poor throughput in the wireless links. The advantage of this method is it helps to avoid TCP from 
back-off the data transmission if segments are lost due to error. In addition, FEC helps to avoid 
rapid data retransmission in high bandwidth satellite links which relatively wasteful and costly. 
Hence, better TCP performance could be achieved. In contrast, this method also causes trade-off 
between performance and used bandwidth. FEC consumes large bandwidth and requires 
additional hardware implementation at booth transmitter and receiver sides. This may cause 
additional delay and jitter in the data Links due to the encoding and decoding process. In addition, 
various encoding schemes (i.e. block codes, cyclic codes. Trellis coding and Convolution codes. 
Turbo codes and etc) and data compression methods have been proposed to overcome the FEC 
bandwidth related problems.
b) Large TCP Window Enhancement
The limitation of standard TCP window size (16 bits = 65535 bytes) makes it not suitable to 
establish a single TCP connection that will fully utilized the available bandwidth in satellite 
channels. The TCP throughput can be calculated using the following formula [32]:
Throughput = Window Size / Round Trip Time (RTT) (2.7)
If a single TCP connection of geosynchronous satellite channel may allows maximum window 
size of 65.535Kbytes and minimum RTT of 560ms, then the maximum throughput could be 
achieved is limited to the following calculation [32]:
Throughput = 65.535Kbytes / 560ms = 117.027Kbytes/second (2,8)
In order to overcome the limitation of TCP window size, IETF has proposed the window scaling 
options in satellite environment that allow both sender and receiver ends to negotiate a window 
scaling factor during connection setup. It allows the extension of TCP wiadQw length to-wards 32 
bits. In contrast, the increment of window size may also increase the probability of wraparound 
sequence number of transmitted data packet. Therefore, there are two mechanisms that help to 
preserve the uniquely identified sequence number of TCP segment bytes which are Protection 
Against Wrapped Sequence Number (PAWS) and Round-Trip Time Measurement (RTTM). Both
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mechanisms use timestamp option in both data and acknowledgement segments which values are 
increasing by time. RTTM provides a good estimation of RTT measurement according to net­
work traffic condition while PAWS rejects the old duplicate TCP segments which may corrupt an 
established TCP connection [50] [32].
c) Acknowledgement Strategy: Selective Acknowledgement (SACK)
The satellite channel imposed high bit-error-rate (BER) which increases the probability of 
multiple segments loss in single RTT. The TCP performance is still poor even though with the use 
of fast retransmission and fast recovery algorithm when a single TCP window size contains many 
loss segments. This due to the lack of cumulative acknowledgement, TCP can learn from only one 
missing segment per RTT, hence reduce TCP throughput [33]. In order to overcome this problem, 
IETF has proposed a Selective Acknowledgement (SACK) which allows the receiver to identify 
the missing segments and retransmit them within a single RTT [33]. This feature can avoid the 
sender from performing unnecessary retransmission of TCP segments.
d) TCP Spoofing
This mechanism often used in GEO satellite network links. It requires the immediate get-away 
router to satellite to send back acknowledgement of transmitted TCP segments to the sender as an 
illusion of short delay path, and at the same time it buffers the in transit segments. The immediate 
router to satellite will suppressed all returning acknowledgement from the receiver, and 
responsible for retransmission of any segment loss in the downstream link. This may add extra 
complexity at the getaway router [33]. Figure 2-11 shows TCP spoofing mechanism.
TQ? Sender
Scooniiï Ack
Actual ACK
Figure 2-11: TCP spoofing.
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e) Cascading or Split TCP
This mechanism allows a TCP connection to be divided into multiple TCP connections which are 
sender - getaway router, getaway router - satellite, and satellite -  getaway router -  receiver. There 
is a special TCP connection running over the satellite link. It gives the idea that the TCP running 
over the satellite link can be modified due to the satellite properties which may run faster [33]. 
Figure 2-12 shows TCP spoofing mechanism.
TCPl _  TCP2
End-to-end
S o lit
TCPl TCP2 TCP3
Figure 2-12: Split TCP.
2.3.1.4 TCP Throughput Analytical Modelling
Padhye’s model is a simple analytical characterization of the steady state throughput of a bulk 
transfer TCP flow as a function of maximum window size, loss rate, round trip time, and 
retransmission timeout. The studies were then validated by empirical measurements between 18 
hosts scattered across the United States and Europe. Two different collective sets of data are 
obtained from two different measurement configurations. The first data sets are corresponded to 1 
hour long of 24 TCP Reno connections, each of which the sender behaves as an ‘'infinite source’' 
which always has data to send and only limited by the TCP congestion control. The second data 
sets are corresponded to 13 pairs of TCP sender-receiver. Each pair serially initiated 100 TCP 
connections for 100 seconds, and was followed by a 50 second gap before the next connection 
was initiated. Based on these measurements, Padhye’s model has been empirically validated and 
proven to be accurately predicted the TCP throughput over a significantly wider range of loss 
rates compared to the previous studies in [51].
Padhye concluded in [52] that the TCP throughput model in [51] was inaccurate and highly 
estimated the TCP throughput mainly because it predicts throughput by assuming packet losses 
only based of triple-duplicate acknowledgements "TD-Only". Padhye also highlighted the
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importance of including TCP retransmission timeout {TO) behaviour in the modelling perspective 
because this behaviour commonly observed in real-time TCP throughput measurement.
The derivation of Padhye’s model is based on a few main assumptions. The first assmr^tion was 
that Packet losses within a round (back-to-back transmission) are independent of packet losses in 
other round whereas packed losses within a round are correlated. The correlation of packet loss 
within a round assumed that if a packet loss in a round of TCP transmission, then all remaining 
packets transmitted until the end of the round are also lost which also has been justified previous 
study [53]. The second assumption was that TCP round-trip-time is independent of window size. 
The third assumption was that the time spent in TCP slow-start phase is negligible compared to 
the total duration of TCP connection. Both of second and third assumptions were also made in 
previous related studies in [51][54][55].
The throughput {B) in [52] is commonly presented using Equation (2.9) where represents the 
number of packets sent per unit of time regardless of their eventual fate (e.g. received or lost).
5, = l i m ^  (2.9)
t-* o o  t
Eventually, the long term steady state TCP throughput B(p) as a fimction of packet loss 
probability {p) can also be expressed in Equation (2.10), where 7/ define the number of packets 
sent in the triple-duplicate (TD) period and^f, is the duration of the period.
=  (2.10)
Then, E[Y] is defined in Equation (2.11) as a function of E[a] and window size E[W].
E[Y] = E[a] +E[W]-\ (2.11)
The derivation of E[a] considers a random process of where a, is a number of packets sent in 
a TD period up to and including the first packet that is lost. Based on the previous assunçtion that 
packets lost in a TCP transmission round are independent of any packet lost in other round, then 
{Oi}i can be regarded as a sequence of independent and identically distributed (i.i.d.) random 
variables. Thus E[Y] can be written as a function of loss probability (p) and window size E[W] as 
shown in Equation (2.12).
E[Y] = ^ ^  + E[W] (2.12)
P
The complex derivation of E[W] and E[A] values in [52] as a function of packet loss probabüity 
(p), number of packet that are acknowledged by a received ACK {b) and the round-trip-time 
{RTT) lead to Equation (2.13) and (2.14) respectively.
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Hence, from Equation (2.10), (2.12), (2.13) and (2.14) the TCP throughput, B(p), for the “TD- 
Onlÿ' model can be expressed as in Equation (2.15). The model is derived without considering 
the maximum TCP window limitation and thus the TCP throughput values can grow toward 
infinity [52].
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The Padhye’s model expands the “TD-Only” model in Equation (2.15) to include both TD and TO 
loss indications as well as the TCP window limitation factor. The model modifies Equation (2.10) 
and expressed the TCP throughput as in (2.16).
£[.4] + ()2x£[Z™])
(2.16)
The E[R] and E[Z^] are the expected values of the A, and Z^, variables. Ri refers to the total 
number of packet retransmissions in the duration of timeout sequence Z^/. È[R] and E[Z^] 
variables are defined as in Equation (2.17) and (2.18) respectively.
E[R] = 1
E {Z '^]  = TO
\ - p
f ip )
\ - p
Where
y^(p) = l + p-\-1p^ + 4p^ +8/7^ +16p^ +32p^
(2.17)
(2.18)
(2.19)
The derivation of Q variable can be approximated as in Equation (2.20) where g(w) is the 
probability that a loss occurs in a TCP window of size w is a TO.
Q^Q(E[W]) (2.20)
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Finally, the complete characterization of TCP throughput B(p) is defined in Equation (2.21) which 
is referred as the "Jull-moder.
P 1 - P
RTl(^E[W,-\ + l l  +
\ - p
+ r^aax + Af(p)
RTT
W u ] < ^ n
Otherwise
+ N {p)
where M(p) and K(p) are specified in Equation(2.22) and (2.23) respectively.
1
\ - p
1 - p
(2 .21)
(2.22)
(2.23)
The E[W J is the unconstrained window size variable defined in Equation (2.13) and is the 
maximum TCP window size. The £q)proximation oïB(p) in Equation (2.21) is shown in (2.24) and 
referred as the “approximate-modeT'.
B(j?) » min
1
RTT
b J T ^ + T o m in 7(1 + 32/7^ )
(2.24)
2.3.2 User Datagram Protocol (UDF)
User Datagram Protocol (UDP) is a connectionless transport protocol in the TCP/IP suite which 
allows IP datagram to be sent without needing to set up transport connection. It is the simplest 
transport protocol and provides an almost direct pass-through to the IP services (network layer). 
UDP allows many applications to use UDP/IP services through different transport ports. In 
addition, it allows application layer to exploit IP (network layer) that does not provides error and 
flow control. Those properties make UDP more useful for real-time multimedia streams where re­
transmission is meaningless and flow control will cause jitter during packet transmission. 
Moreover, UDP is also suitable for real-time multicast due to its connectionless nature. Figure 2- 
13 shows the UDP header structure which consists of source and destination port, length of 
datagram which include 8 bytes header and body, and checksum of the whole datagram. In to
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transmit IP datagram, the source applications need to identify the IP address and port number of 
destination host [56].
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Figure 2-13: UDF segment header.
2.3.3 Internet Protocol (IP)
rd
The Internet Protocol (IP) is a network layer protocol (3 layer) which has adopted a 
connectionless approach to operate over heterogeneous network type. It provides the service of 
global network addressing for routing and fragmentation of datagram. Unlike TCP, the IP 
provides unreliable service which gives no assurance for delivering IP datagram in die correct 
order (best effort delivery). When TCP hands each segment over to the network layer, IP will 
spends its own control information to form IP datagram header and incorporates it with user 
data. The current version of IP is version 4 which consists of 20 bytes header. Figure 2-14 shows 
the IP version 4 fields.
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
IVersion I IHL [Type of Service| Total Length |
+ — + — + —h—+— +~+ +—+~+—+—+—+—+ — +
I Identification |Flags| Fragment Offset |
+ —4— + +
I Time to Live | Protocol | Header Checksum |
I Source Address |
+  — +  —+  —+  — +  ~ +  “ +  — +  — +  “ +  ~ 4—  +  — +  — 4—  +  ~ 4—  +  “ +  ~ +  ” +  ~ +  ~ +  ~ +  ~ +  ~ +  ~ +  — +  —+  ~ 4— 4—  +  ~  +  — +
I Destination Address |
j Options I Paddirig |
Figure 2-14: IP version 4 header.
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2.4 Queuing Management System
2.4.1 Differentiated Services (Diffserv)
Differentiated Services (Diffserv) which proposed by the IETF [57][58] is an Internet QoS 
architecture that provides QoS guarantees in IP networks. It provides a simpler, scalable and 
coarse-grained mechanism for classifying and managing the network traffic compared to its 
predecessor like the Integrated Services (Intserv). The scalability is achieved by aggregating the 
traffic flows to a few service classes. This is done by means of manipulating the DS field/ TOS 
(Type of Service) in the IP-layer packet header. The incoming packets streams are classified and 
marked as they enter the Diffserv domain to receive certain per-hop behaviour on Diffserv 
capable nodes along their paths toward destination. Diffserv makes the core network design 
simpler by having all process of IP packets classification, marking, policing and shaping at the 
network boundaries. The Diffserv service provisioning policies govern the network resources 
allocation to the traffic streams at the network boundary and also determine how that traffic is 
forwarded within the Diffserv network.
In addition, Diffserv supports a wide variety of services like web traffic, file transfer, video, 
voice, best-effort and others. Service differentiation is desired to accommodate those 
heterogeneous ^phcation service requirements and user expectations, and also to allow 
differentiated pricing of Internet services by the ISP.
2.4.1.1 Traffic Management Mechanism
Diffserv operation is based on the principle of traffic classes rather than per microflow state where 
each packet that arrived at Diffserv network boundary will be assigned to one of the limited 
number of classes. Each Diffserv capable router is configured to differentiate traffic according the 
specific Diffserv global standard class type so that the traffic could be managed differently based 
on service priority preferential in the network. Moreover, Diffserv is quite flexible which means 
that it does not incorporate pre-made judgments on which type of traffic should be given priority. 
It leaves that for the network operator to decide. Indeed, Diffserv simply provides a fi-amework 
for classification and differentiation treatment using standardized set of traffic classes in order to 
enforce interoperability between different networks.
Diffserv does service differentiation by using Classifier and Traffic Conditioner mechanism that 
incorporated at the ingress/egress node of a Diffserv network domain. Traffic Conditioner consists 
of four elements which are meter, marker, shaper and dropper as shown in Figure 2-15 [58].
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Figure 2-15: Logical view of packet classifier and traffic conditioner
Figure 2-15 shows the block diagram of a Classifier and Traffic Conditioner. The function of each
element is shown as follows [58]:
Classifier: Select packets based on the value of a combination of one or more header fields
like source address, destination address, DS field, protocol ID, source port and 
destination port numbers. It steers the packets to a logical instance of Traffic 
Conditioner for further processing.
Meters: Measure the temporal properties (e.g. rate) of the packets stream selected by the
Classifier against traffic profile specified in the Traffic Conditioning Agreement 
(TCA). It will then pass the stale infumiaiiun to the other conditionlag functions 
to trigger a particular action on each packet whether it is in-profile or out-of­
profile.
Markers: Set the DS field of a packet to a particular code point corresponding to Diffserv
behaviour aggregate.
Shapers: Delay some or the entire incoming packets stream so that it conforms to a
particular traffic profile. A Shaper usually has a finite-size buffer and it will
discard packets if there is not enough space to hold the delayed packets.
Dropper: Discard some or all of the packets in a traffic stream so that it conforms to a
particular traffic profile. This process is also known as “pohcing” the packets 
stream.
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2.4.1.2 Per-Hop Behaviour (PHB)
A Per-Hop Behaviour (PHB) is a description of the externally observable forwarding behaviour 
(i.e. loss, delay, jitter and etc) of a Diffserv compliant node îçplied to a particular Diffserv 
behaviour aggregate. In short, it defines how a packet would be forwarded in a Diffserv network 
domain. PHBs could also be specified in terms of their resource (e.g. buffer, bandwidth, etc) 
priority relative to other PHBs. The PHBs are usually specified as a group (PHB group) which 
each PHB in a group will share a common constraint like packet scheduling or buffer 
management policy. The relationship between PHBs in a group is described in term of absolute 
relative priority (e.g. discard priority by means of deterministic or stochastic threshold) [58].
A PHB is selected at a node by a moping of the Diffserv codepoint into a received packet at the 
network boundary. It is indicated by encoding a 6-bit value (Diffserv codepoint) into the 8-bit DS 
field/ TOS field of the IP packet header. Standardized PHBs have a recommended codepoint and 
the total available space for codepoints is larger than the recommended ones which leaves 
provisions for locally configurable mappings.
In practice, most networks use the following commonly defined PHB:
Default PHB — This PHB is typically assigned to best-effort traffic. In addition, any traffic that 
does not meet the requirements of any defined classes will be placed in the default PHB. The 
recommended Diffserv codepoint for this traffic is ‘000000’ (stated in binary)
Expedited Forwarding (EF) PHB -  The EF PHB as described in [59] has the characteristic of 
low delay, low loss and low jitter. It is suitable for voice, video and other real-time services. The 
EF traffic is often been given strict priority queuing above all other classes through admission 
control, policing and other mechanism. The EF traffic in a typical network system is normally 
limited to no more than 30% of the resource bandwidth.
Assured Forwarding (AF) PHB -  The AF PHB as described in [60] allows the network operator 
to provide QoS assurance of packet delivery as long as the traffic does not exceed its subscription 
rate. Any traffic flow that exceeds the subscription rate will have high priority of being dropped if 
congestion occurs. The AF PHB consists of 4 separate classes and within each class, packets 
streams are given drop precedence in term of Low Drop, Medium Drop and High Drop. The 
combination of four classes and three drop precedence produce twelve separate Diffserv 
codepoint (DSCP) encodings fi'om AFll through AF43 as shown in Table 2-1. If congestion 
occurs between classes, traffic in the higher class is given priority. However, if the congestion 
occurs within a class, packets with higher drop precedence are discarded first. Unlike strict 
priority queuing used in EF, the AF uses more balanced queuing mechanism such as fair queuing, 
weighted fair queuing, random early detection (RED) and weighted random early detection 
(WRED).
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Table 2-1 : Assured Forwarding (AF) Behaviour Group
Class 1 Class 2 Class 3 Class 4
Low Drop A F l l AF21 AF31 AF41
Medium Drop AF 12 AF22 AF32 AF42
High Drop AF 13 AF23 AF33 AF43
2.4.1.3 Random Early Detection (RED)
Random Early Detection (RED) is an active queue management algorithm which has been 
introduced in 1993 by Floyd and Jacobson [61]. It was created to succeed the traditional tail drop 
queue management algorithm and become a better mechanism to avoid network congestion. The 
basic principle in RED is that one should not wait tiU the buffer is full in order to detect 
congestion (packet drop due to buffer overflow), but start detecting congestion before the buffer 
overflow. With this mechanism, network congestion could be detected not only through packets 
dropping but also through marking of packets without the need to actually drop them [61]. Some 
of the goals of RED buffer management are:
o Accommodate short burst traffic that might be delay sensitive traffic by fairly distributing 
buffer space among traffic flows.
o Not bias against burst traffic that uses only a small portion of the available bandwidth 
resources.
o Avoid global synchronization of TCP connection in the network which may cause lower 
throughput and high jitter. RED avoids synchronization by randomizing the congestion 
signals.
o Control the average queue length by not allowing the length to increase too much. This 
also means controlling the average queuing delay.
RED monitors the average queue length (avg) by repeatedly checks whether it lays between the 
minimum threshold (minTh) and maximum threshold (maxTh). If the avg is between minTh and 
maxTh, then the incoming packet might be dropped or marked with probability p  = p(avg) which 
is proportional to the average queue length. However, all incoming packets are marked/dropped 
when the avg exceeds maxTh.
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The average dropping probability p(avg) varies linearly between [0, maxQ,jJ as the average queue 
length varies between [minTh, maxTh]. The following equation shows the relationship between 
P(<^g)i minTh, maxTh and avg.
,  ^ avg-m in7%
The probability is used as p(avg) at the arrival of the previous packet, avg > minTh. Otherwise, 
p(avg) is set to the value of p(avg)!{\+p(avg)) [61]. Meanwhile, the average queue length {avg) is 
monitored by initially set to zero. Then, for every incoming packet, the new avg value is assigned 
using the following equation:
(l-Wq)avg + Wqq (2.26)
where q is the actual queue length and w, is a small constant between [0,1]. In addition, some 
other formula will be used when the queue becomes empty, to update its Current size which will 
take into account the time since the queue become empty and an estimation on the number of 
packets that could have been sent during the idle time [61].
2.5 Multi Protocol Label Switching (MPLS)
The MPLS is a dynamic and scalable routing protocol that routes packets from source to 
destination. MPLS lies between Layer 2 (Data Link Layer) and Layer 3 (Network Layer) of the 
Open Source Interconnection Reference Model (OSI model) and could be regarded as a flexible 
data-carrying mechanism because it can encapsulate packets from various network protocols (e.g. 
TCP, UDP, ATM, SONET and etc). It works based on label swapping between MPLS routers and 
packet forwarding decisions are made solely on the content of that label without the need to 
examine the packets itself. The MPLS is considered fast forwarding mechanism because labelled 
packets are swapped after a Label Lookup directly within the switched fabric instead of a lookup 
into the IP table within the CPU.
The MPLS label stack contains four fields as follows [62]:
\
(i) 20-bit label value
(Ü) 3-bit Traffic Class field for QoS priority and ECN (Explicit Congestion
Notification)
(iii) 1-bit of stack flag.
(iv) 8-bit TTL (time to live) fields
In addition, MPLS performs three m an operations during packets forwarding process which are 
push, swap and pop. In push operation, a new MPLS label is inserted in MPLS layer of a packet
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as it enters the MPLS network. In swap operation, the label in a packet is swapped with a new 
label at each MPLS router as it traverses in the MPLS network. Finally, in pop operation, the label 
is removed from the packet as it exits the MPLS network. All of these operations are governed by 
the MPLS Label Distribution Protocol (LDP). Moreover, there are two types of routers within the 
MPLS network which are the Label Edge Router (LER) and Label Switch Router (LSR). The 
LER could be considered as both entry and exit points of the MPLS network. It performs both 
push a MPLS label onto an incoming packet and pop it off as the packet exits the MPLS domain. 
Meanwhile, the LSR is the type of routers within the MPLS domain. It performs routing based 
only on label swapping. On the other hand, the path taken by packets frxjm entry point to the exit 
point of MPLS network domain is called Label Switch Path (LSP). The LSP is pre-computed by 
MPSL before the packets stream enters the MPLS network domain [62]. Moreover, the MPLS is 
also suitable as routing protocol for multicast traffic like broadband video which has driven 
interest to the Service Provider for deployment [63].
2.6 Summary
This chapter explained basic concept of routing protocols like the path vector and link state 
protocols. Some discussion have been made on how a router conq)ute paths from the source 
towards destination node and how the QoS constraint parameters like delay, jitter and throughput 
can be related to the path selection. Further explanation has been made on QoS based routing 
algorithms and the multipath routing strategies which wül produce better end-to-end QoS 
performance in the Future Internet system.
In addition, the Internet QoS over satellite networking topic is also described in this chapter which 
include subtopics on the satellite types (e.g. GEO, MEG and LEO), network control and 
signalling, interworking and integration of terrestrial and satellite networks, mobility 
management, routing strategies on satellite network and resource management.
Besides that, the OSI transport layer protocols are also explained which include TCP and UDP. 
There are some subtopics that discussed the TCP protocol design, congestion control mechanism, 
TCP/IP enhancement for the satellite channels and also TCP throughput mathematical modelling.
Moreover, the topic of queuing management system is also discussed in this chapter which focus 
on the Diffserv queuing system. The discussion on Diffserv involves traffic management system, 
per-hop behaviour and Random Early Detection queue which serve as it foundation mechanism.
Furthermore, this chapter also explained the basic concept of Multi Protocol Label Switching 
(MPLS) which is the Layer 2.5 of OSI protocol stack. The MPLS forward packets across the
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network system using label and provide fast packet switching function. The MPLS is also used in 
our simulation studies in Chapter 4 later.
The next chapter will discuss on how the theoretical concepts in Chapter 2 could be realized in the 
NS-2 and also the simulation limitations. Further related explanations on NS-2 object oriented 
programming for the network simulation system design are also highlighted thoroughly.
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Chapter 3
3 Modelling and Simulation in NS-2
This chapter describes the basic configuration of wired and wireless network elements in NS-2 
which are used in this research project. The next sections explain the basic configurations of node 
and link, Diffserv queue system, satellite system and error model. The QoS parameter calculation 
for delay, jitter, loss ratio and throughput analysis are also explained in details.
3.1 Network Simulator 2 (NS-2)
The NS-2 is known as discrete event network simulator used for the simulation of unicast and 
multicast protocols in wireless and wired links, satellite network environment, transport proto-cols 
and network routing [23]. It was developed by researchers fi-om University of Berkeley, USA. 
The simulator uses the combination of two programming languages which are C++ and OTCL in 
order to deal with detailed simulation protocols and support fast run-time speed. It also can 
simulate various types of application like HTTP, FTP and TELNET using TCP and real-time 
protocol using UDP as transport protocol. In addition, NS-2 also supports various queuing and 
scheduling algorithms together with network error model in real internet environment. Besides 
that, NS-2 can be used to simulate packet losses in real internet environment either due to the 
overflows of buffer in a router or due to the various types of incorporated error models. Moreover, 
NS-2 not only enable to simulate the wireless network environment hke mobile and satellite 
systems but also combination of both wireless and terrestrial networks systems.
The NS-2 is used throughout this project mainly because it has many advantages compared to 
other simulators. One of them is that it is an open source that could be downloaded and installed 
in PC for free. Besides that, NS-2 uses two languages which are the C++ and OTcl. The C++ is 
fast to run but slower to change which makes it more suitable for detailed protocol 
implementation while the OTcl runs much slower but can be changed very quickly which making 
it suitable for simulation configuration. Moreover, NS-2 has been established for more than a 
decade ago and many researchers had used it for various network simulations. Because of that, 
NS-2 has evolved and has many built in simulation modules that serve as a base work for 
researchers. Another advantage is that there are many available NS-2 open discussion forums in 
the internet which involve students, researchers, academicians and experts around the world. This 
has opened a good opportunity especially for students to discuss and ask questions regarding any
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network simulation problems in NS-2. On the other hand, there are other network simulators like 
OMNeT++ and OPNET. The OMNeT++ is a new open source network simulator which runs in 
fully object oriented C++ environment. Compared to NS-2, OMNeT++ does not have many built 
in simulation modules especially in Diffserv and satellite networking fields. Besides that, the 
OPNET is license simulator software and have many on-demand simulation modules. However, 
the simulation modules are not firee and quite costly to purchase which makes it not suitable for 
research students.
3.2 Node Configuration
The Node is a fundamental network element in NS-2. It can represent wired/wireless network 
object such as server, router and etc. It can also represent static or moving network element such 
as base station or satellite object. In other words, every network element in NS-2 is defined firom 
the base class Node.
The Node is a stand alone class in OTcl and the internal components are dependent TclObjects. 
Figure 3-1 shows a typical unicast Node structure. The Node structure consists of two TclObjects 
class which are address classifier (classifier_) and a port classifier (dmux_). The function of these 
classifiers is either to distribute incoming packets to the internal agent or outgoing link. Each 
Node object in NS-2 contains at least the following corcçonent [64]:
o Address or id_ : the value increases by 1 starting fi"om 0 for every Node instance created.
o List of neighbours (neighbour_) : the neighbours of a Node can be another Node objects 
in a network system or another agent_ object.
o List of agents (agent_): the agent_ object usually refers to the transport agent like TCP, 
UDP and etcetera. It represents endpoints in a network scenario where packets are 
constructed or consumed, and also used in the implementation of protocols at various 
TCP/IP layers.
o Node type identifier (nodetype_) : This identifier defines the type of a Node whether it’s a 
wired/wireless and static or moving objects. By default, a Node represents a static wired 
network element.
o Routing module (rtmodule_): This module manages the routing table of a Node providing 
functionality such as add/delete route and attach/detach agents.
The basic command line to create a simple node is shown as follows:
Set ns [new Simulator]; # Initialize simulator instance
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set node_0 f$ns node]; # Create a node named as "node_0 ‘
PortNode
Classifier
Address
Node
Classifier, dmuxentry
agent
entry_
classifier
link nlink_0 link 1
agentj)
ag e n t ]
agentn
Figure 3-1: Node structure in NS-2 [64].
3.3 Link ConGguration
Similarly to the Node object, the class Link is also a stand alone class object in OTcl which 
provides the ability to connect between two nodes with a point to point to point link. NS-2 
provides two instance procedures to define a wired link. The first instance procedure is simplex- 
link{} which form a unidirectional link fi-om one node to another. The second instance procedure 
is duplex-link{} which form a bidirectional link fiom one node to another by executing two 
simplex-link{} procedures at once. The following command lines define the link creation in NS-2.
set ns [new Simulator]
$ns simplex-link <nodeO> <nodel> <bandwidth> <delay> <queue_type>; or 
$ns duplex-link <nodeO> <nodel> <bandwidth> <delay> <queue_type>
The above command lines create a point-to-pint link fiom nodeO to nodel with defined bandwidth 
and delay values. The queueJype Qwa be any built-in queue object in NS-2 (e.g. DropTail, SFQ, 
RED, etc.). Figure 3-2 shows the composite structure of a link in NS-2 created using simplex- 
link{} instance procedure. Following are the related variables in the instance procedure definition.
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o head_ 
o queue_
o deqT_ 
o link_ 
o ttl_
o drophead_
o rcvT_
o drpT_ 
o enqT_
■ An entry point to the link which points to the first object in that link.
■ The link’s queue object reference. A simple link may contain only one
queue object but other more complex type of Links may have multiple 
queue objeets.
■ A reference to the element that traces the outgoing packet in queue_.
■ A reference to the element that characterised the delay and bandwidth.
■ A reference to the element that control the values of time-to-leave in 
every incoming packet.
■ A reference to an object that processes link drops.
• A reference to the element that traces outgoing packets to the next 
consecutive node.
• A reference to the element that traces any discarded packets from the 
queue_.
A  reference to the element that traces incoming packet to the queue_.
head
rcvTlink
dropT_
deqT_
drophead
enqT_ queue_
Figure 3-2: Link structure in NS-2 [64].
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3.4 Differentiated Services (Diffserv) in NS-2
The Diffserv system implemented in NS-2 follows Assured Forwarding (AF) approach as 
standardized in [4]. All packet traffics are classified to at most four classes and each of them will 
be given different treatment. This four traffic classes correspond to four physical class-dependent 
queues. In order to differentiate packet streams belong to the same class, at most three virtual 
queues are further implemented in each of the four physical queues. Therefore, there are 12 
combinations altogether of traffic flows classification. The three virtual queues are actually 
correspond to the three internal priority levels within each traffic class and each of them 
represented by different code point in the Per Hop Behaviour (PHB) table. However, not all 
queues and all priority groups need to be inq)lemented in practice. The Diffserv architecture in 
NS-2- has three main components which are Policy, Edge Routers and Core routers which are 
explained in the following subsections.
3.4.1 Policy and Resource Manager
The C++ objects class Policy and its sub-class dsPolicy in NS-2 are responsible to define the 
policies used by the edge and core routers to mark all incoming packets. A policy is only 
associated between two end points of source and destination. All packet flows that matching the 
source and destination pair are treated as a single traffic aggregate. Each traffic aggregate policy is 
associated with policer type, meter type and initial PHB code point. The meter element helps to 
measure the state variable of the flows needed by the policer such as average traffic rate.
The Policy object function of the Diffserv is invoked when a packet arrived at the edge router. It 
examines the Type of Service (TOS) field in packet header to determine which aggregate the 
packet belongs. Consequently, the corresponding meter is invoked to update the traffic rate 
variable of the packet flow. Then, the policer object function is invoked to mark the packet based 
on the traffic rate variables, either to downgrade the code point or not. Finally, the packet will be 
queued accordingly in Diffserv queue system.
There are 6 different policer type defined in NS-2 which are as follows:
i) Time Sliding Window 2 Color Marker (TSW2CM): This policer type uses a 
Committed Information Rate (CIR) value and two drop precedence. The lower 
precedence will be used probabilistically when the traffic rate exceeds CIR.
ii) Time Shding Window 3 Color Marker (TSW3CM)' This policer type uses a CIR, 
a Peak Information Rate (PIR) values and three drop precedence. The medium 
drop precedence will be used probabilistically when the traffic rate exceeds CIR
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and then the lowest drop precedence will be used when the traffic rate exceeds 
PIR.
iii) Token Bucket (tokenBucketPohcer): This policer type uses a CIR and a 
Committed Burst Size (CBS) values and two drop precedence. A packet will be 
marked with the lower precedence if its transmission rate larger than the token 
bucket.
iv) Single Rate Three Color Marker (srTCM): This policer type uses a CIR, a CBS 
and an Excess Burst Size (EBS) values to select from three drop precedence.
v) Two Rate Three Color Marker (trTCM): This policer type uses a CIR, CBS, PIR 
and Peak Burst Size (PBS) values to choose from three drop precedence.
vi) Null: No drop precedence for the incoming packets.
This research project used TSW2CM and TSW3CM for the whole simulation scenarios.
3.4.2 Edge and Core Routers
The edge router assigns code points based on PHB table to the packet streams according to the 
policy specified by the network adroinistrator. To achieve this, they need to measure behaviour 
parameters of all incoming traffic flows. This process is backed by the implementation of Random 
Early Detection (RED) queues.
Besides that, the core routers simply assigns the appropriate priority to packets according to their 
code mark which eventually translate to parameters of packet streams scheduling and dropping 
decisions.
3.4.3 Random Early Detection (RED) Queues
The RED queue is the most common queue type used in NS-2 Diffserv system. The RED queue 
object in Diffserv module is defined in the class dsREDQueue which is derived fi-om the base 
class Queue in order to provide basic Diffserv functionality. The class dsREDQueue object 
provides the following abilities for Diffserv module:
o Multiple implementations of physical RED queues in a single link.
o Multiple implementations of virtual queues within a single physical queue. Each virtual 
queue has its own set of configured parameters.
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o Selection of which physical and virtual queues a packet should be queued based on its 
PHB code point.
o Selection of which physical and virtual queues a packet should be de-queued based on the 
chosen scheduling scheme.
The fact that there are maximum of three virtual RED queues (known as Multi RED or MRED) in 
each physical queue, the Diffserv module provides methods to enhance their behaviour and to 
create dependence in their operations. The first method is using RED In/Out -  Coupled (RIO-C) 
which drops the low priority packets (out-of-profile packets) based on the weighted average 
lengths of aU virtual queues whereas the high priority packets (in-profile packets) will be dropped 
based only on the weighted average length of its own virtual queue. The second method is using 
RED In/Out De-coupled (RIO-D) which drops packets based on only the size of its virtual queues. 
The third method is using Weighted RED (WRED) where all packet drop probabilities in the 
virtual queues are based on a single physical queue length.
RED parameters are configured using the following command:
Sdsredq configQ SqueueNum SvirtualQueueNum $minTh $maxTh $maxP $qw
The above command involves 5 parameters which are as follows:
i) $queueNum : This parameter defines the number of physical queue.
11) $virtutUQueueNum\ Define the number of virtual queue.
iii) $minTh\ Define the minimum queue length threshold. This parameter determines 
when the packet will be dropped probabilistically based on $maxP and CIR.
iv) $maxTh: Define the maximum queue length threshold. If the buffering process 
exceeds this limit, packet drop probability is equal to 1 and all packets that come 
later will be dropped.
v) $maxP\ Define the maximum packet drop probability. If buffering process is 
between SminTh and SmaxTh, the drop probability varies between 0 and $maxP.
vi) $qw: Define the weight factor in computing the average queue length.
Another related RED parameter used to compute the packet drop probability id the mean packet 
size which is set through the following command hne
Sdsredq meanPktSize Svalue
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3.4.4 Diffserv Policy Configuration
The Diffserv policy table entry in edge node is configures using the following command: 
SedgeQueue addPolicyEntry [$src id] [$dst id] SpolicerType SinitCP SLrate SHrate SwinL 
The above command line involves 6 parameters which are:
i) [$src id]-. Define the source node of traffic flows.
ii) f$dst id]: Define the destination node of traffic flows.
iii) SpoUcerType: Define the policer type and the meter object used in Diffserv edge 
routers. Only TSW2CM and TSW3CM policer type are used in this thesis.
iv) SinitCP: Define the initial PHB code point of the packet streams.
v) $Lrate: Define the lower bound of average traffic rate. In our case, this is
equivalent to the CIR value.
vi) SHrate: Define the upper bound of average traffic rate. In our case, this is
equivalent to PIR value. This parameter is only used when using a. policer type 
that needs more than one average rate threshold values.
vii) SwinL: Define the length of Time Sliding Window (TSW) window which is 
measured in second.
Consequently fi-om the addPolicyEntry command is another command called addPolicerEntry 
which is specific to implemented policy. It defines the initial code point to all flows and also the 
downgrade code point. Following shows how the command line is defined:
SedgeQueue addPolicerEntry SpoUcerjtype Sinitial_code jo in t  Sdowngradejcode jo in t
Finally, the following command will output the Diffserv packet statistic:
SedgeQueue printStats
The following is the sample output of Diffserv statistic:
CP TotPkts TxPkts Idrops edrops
AU 10100 TOÔÔO 50 50
11 9000 8995 0 5
12 . 1100 1050 20 30
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The previous sample output parameters are explained as follows:
i) CP: this parameter shows the PHB code point starting from the initial value to the 
downgrade values.
ii) TotPkts : Total number of packets received at Diffserv edge/core routers.
iii) TxPkts: Total Number of packets successfully de-queued from Diffserv edge/core 
routers.
iv) Idrops: Packets that are dropped due to buffer overflow.
v) edrops: Early packet drop when the buffer size between SminTh and SmaxTh.
3.5 Satellite Networking in NS-2
Simulation of Satellite Networks that follows the exact technical parameters often requires a 
detailed modelling of radio fi-equency characteristics (interference, fading), protocol interactions 
(e.g. interaction of residual burst errors on link with error checking codes), and second-order 
orbital effects (precession, gravitational anomalies, etc.). However, in order to study the 
fundamental characteristics of satellite networks from a networking perspective, some features 
might be omitted. As an example, simulation analysis of TCP performance over satellite has httle 
effect with detailed propagation channel model which could be characterized to first order by the 
overall packet loss probability [64][65]. NS-2 can support the simulation of three main satellite 
models which are as follows:
i) Conventional GEO satellite system (“bent-pipe”) that supports asymmetric links 
and multiple users on downlink and uplink. The satellite merely act as a repeater 
where all packets received on the uplink channel are piped through at RF 
frequencies to a corresponding downlink and the satellite node is not visible to 
the routing protocols.
ii) GEO satellites with payload processing capabilities.
iii) LEO satellites constellations (e.g. Iridium and Teledesic)
This research project used GEO satellite and also LEO-Iridium satellite constellation in order to 
create a framework to study the QoS effects of transport, routing and handover protocols in end- 
to-end data transmission. Following are the parameters of LEO satellite constellation that can be 
simulated in NS-2 [64]:
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i) Basic constellation definition: Define the satellite altitude, number of satellite, 
number of planes, and number of satellites per plane.
ii) Orbits: Define the orbit inclination ranging firom 0 to 180 degrees. Inclination 
above 90 degrees corresponds to retrograde orbits. However, orbit eccentricity 
and nodal precession are not modelled in NS-2. In addition, inter-satellite spacing 
within a given plane and relative phasing between planes are set to be fixed.
iii) Inter-satellite (ISL) links: Define the polar orbiting constellations, intra-plane 
and inter-plane satellite links. Intra-plane ISL correspond to the communication 
between satellites in the same plane which are never deactivated or handed off. In 
addition. Inter-plane ISL referring to communication between satellites of 
neighbouring co-rotating planes. Both ISL will be deactivated near the poles 
when exceeding ISL threshold because the satellite antenna unable to track these 
links in the Polar Regions.
iv) Ground to Satellite (GSL) links: Define the communication between satellites 
and terrestrial links network. GSL are periodically handed off when the elevation 
angle drop below the elevation mask.
v) Elevation Mask: Define the elevation angle of GSL link can be operated. When 
a GSL terminal that correspond to a satellite drops below the elevation mask, it 
will search for a new satellite above the elevation mask. Each GSL terminal wiU 
check for handoff opportunities when the timeout interval specified by the user is 
exceeded. Both GSL in this project initiate handoff asynchronously. .
Table 3-1 shows the example of satellite parameters used in NS-2 simulation for LEO-Iridium 
constellation.
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Table 3-1: LEO-Iridium satellites parameter.
Iridium
Altitude 780km
Planes 6
Satellites per plane 11
Inclination (degree) 86.4
Inter-plane separation (degree) 31.6
Seam separation (degree) 22
Elevation mask (degree) 8.2
Intra-plane phasing Yes
Inter-plane phasing Yes
ISL per satellite 4
ISL bandwidth 25Mb/s
Uplink/downlink bandwidth 1.5Mb/s
Cross-seam ISL No
ISL latitude threshold (degree) 60
Figure 3-3 shows a snapshot of NS-2 LEO-Iridium inter-satellite links which generated by 
outputting satellite and link position information and then superposing the data on a rectangular 
map projection obtained from the Xerox PARC Map Viewer [66].
lo n g iti id e
Figure 3-3: Snapshot of LEO-Iridium inter-satellite links [66].
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3.5.1 Satellites Node
There are three basic types of nodes in the satellite network system. Two of them are the specific 
satellite nodes which called geostationary and non-geostationary. The other one is terminal node 
which is places on the earth surface. All the nodes are defined under the Sîune class object which 
is class SatNode object but each of them has different position, handoff manager and associated 
link objects. The class SatNode object is derived from the base class Node as explained in the 
previous section.
The position object is responsible to keep track of the satellite node’s location in the Cartesian 
coordinate system (latitude, longitude) as a function of simulation time. The position information 
gathered by the position object helps to determine the link propagation delays and the required 
times for link handoff. There are three types of Position object that can be attached to the class 
SatNode object The following describe the satellite’s position objects available in NS-2.
i) Position/Sat/Term: This object specifies method for defining the terminal node 
using latitude and longitude. The allowable latitude values range is [-90, 90] 
degrees and longitude values range is [-180, 180] degrees where the negative 
values corresponding to south and west respectively. The following command 
shows how the terminal object is created using node-conflg method.
$ns node-config -saiNodetype terminal \
(other node configuration here....)
Set nO [$ns node]
$nO set-position $latitude Slongitude;
ii) Position/Sat/Geo: This object specifies method for defining the geostationary 
satellite node. The satellite node position is specified by its longitude above the 
equator. As the simulation time ticks, the satellite node evolves along the 
coordinate system with the same orbital period of the earth rotation. The 
longitude values range is [-180, 180] degrees. There are two methods available 
for geostationary node which are ^^ geo” (with payload processing capabilities) and 
“geo-repeaters'^ (for bent-pipe satellite node). The following is the command line 
for setting the geostationary object in NS-2.
$ns node-config-satNodeType geo (or geo-repeater)\
(other node configuration here....)
$set n l fns node]
$nl set-position $longitide; # in decimal degrees
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iii) Position/Sat/Polar: This class object refers to the polar orbiting satellite which has 
a purely circular orbit along a fixed plane in coordinate system where the earth 
rotates underneath the orbital plane. The positioning of polar orbiting satellite in 
NS-2 is simplified using 5 parameters altitude, inclination, longitude, alpha and 
plane. The altitude is specified in kilometres above the earth surface. The 
inclination values range is [0, 180] degrees with 90 degrees corresponding to pure 
polar orbits while the angle values greater than 90 degrees are called “rétrogradé' 
orbits. The longitude parameter values range is [-180, 180] degrees. The alpha 
parameter specifies the initial position of the satellite along its orbit. The last 
parameter is plane which provides reference index to a group of satellites within 
the constellation that evolve in the same orbital plane. Although the polar orbiting 
positioning are commonly used for the LEO satellites but it can also used for the 
GEO satellites constellation by setting the desired altitude value and zero 
inclination so that the satellites position are perpendicular to the earth surface. 
The following command line shows positioning configuration for polar orbital 
satellites.
$ns node-config -satNodeType Polar 1 
(other node configuration here....) 
set n l [$ns node]
$nl set-position $altitude SincUnation Slongitude Sulpha Splane
3.5.2 Satellite Links
As mentioned in the previous section, the NS-2 supports both wired and wireless links scenario. 
The satellite link comes under the category of wireless link but it differs in two major aspects 
which are described as follows:
i) Transmit and receive interfaces are connected to different channels. Therefore, 
the satellite’s uplink and downlink use different channel interfaces.
ii) There is no Address Resolution Protocol (ARP) inq)lementation. The satellite 
node simply uses the Medium Access Control (MAC) index_ variable as its 
address. In addition, there is a routing function that helps to find the MAC 
address of the corresponding interface of the next-hop node.
The following command fine shows the satellite’s uplink and downlink interfaces setup:
Snode add-interface Stype SU Sqtype Sqlim Stnac Smacjbw Sphy
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The add-interface method returns an index value that can be used to access the network interface 
stack as shown in Figure 3-4. The parameters involved in the above command line are explained 
as follows;
i) $type\ Specifies different type of links either for link between earth terminal and 
satellite, satellite-to-satellite in the same plane (intra-plane ISL), satellite-to- 
satellite in different plane (inter-plane ISL), or crossseam ISL.
ii) $11. Specifies the satellite’s link layer type. The link layer object is defined in the 
class LL/Sat.
iii) Sqtype: Specifies the satellite’s queue type.
iv) Sqlim'. Refers to the satellite’s queue length in term of packet.
v) $mac: Specifies the satellite’s MAC type. There are two types o f MAC object in 
NS-2 which are MAC/S at and Mac/Sat/UnslottedAloha.
vi) Smac bw. Defines the link bandwidth and manages the MAC transmission time.
vii) Sphy: Refers to the type of physical layer that passes the data up and down the 
interface stack. There are two types o f physical layer objects in NS-2 which are 
Phy/Sat and Phy/Repeater.
Chamiel
LL
IFq
MAC
Phy_Tx Phy_Tx
Figure 3-4: Satellite network interface primary element 164].
Following the add-interface command is the add-isl command as shown below which can be used 
to define the inter-satellite link. The add-isl command creates two channels of network interfaces
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between both connected nodes. The link bandwidth is specified in the $bw parameter. The SUype 
specifies the link type and can be either intra=plane, inter-plane or crossseam.
$ns add-isl SUype Snodel $node2 $bw Sqtype Sqlim
Another satellite’s link creation command line is add-gsl as shown below which defines the 
channel interfaces between the ground station and satellite. The Stype must be either geo for 
geostationary satellite or polar for polar orbital satellite. The uplink_ and downlink_ parameters 
create bidirectional channel links between the satellite and ground station.
Snode add-gsl Stype SU Sqtype Sqlim Smac Sbw_up Sphy I 
[Snode_satellke set downlink J  [SnodejsateUUe set upUnk J
3.5.3 Satellite Handoffs
In NS-2, link handoffs events only occur in polar orbital satellites but not in geostationary satellite 
object. Among all types of satellite links, only inter-plane ISLs are not handed off but are 
deactivated at high latitudes.
The handoff events in NS-2 are controlled by the HandoffManager object class. Each polar 
orbiting satellite runs a timer clock and upon expiry the HandoffManager object will check 
whether the current satellite has fallen below elevation mask of the corresponding earth terminal. 
If the satellite falls below the elevation mask, then the handoff manager will detach both uplink 
and downlink between the corresponding earth terminal and satellite. Then, the handoff manager 
will search the list of possible satellite nodes withm the constellation for the handover process. 
The first choice would be the next satellite in the current orbital plane which is set by the Position 
class object using set_next method. If the handofi" manager finds a suitable satellite for handover, 
it WÜ1 connect the network interface to the satellite’s uplink and downlink channels and then 
restarts the handoff timer. If the handoff manager does not find a suitable satellite node, it will 
restart the timer and tries again later.
The elevation mask and handoff timer can be set using the following command:
HandoffManager/Term set elevation_mask_ Svalue; # degrees 
HandoffManager/Term set term_handoff_inU_ Svalue; ^seconds
The handoff timer can be set to be random in order to avoid phase effects by using the following 
command line.
HandoffManager set handoff_randomization_ Svalue; # 0  is falsey 1 is true
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The Inter-plane and crossseam ISL are deactivated near the poles because the satellites distances 
become so close to one another. The handoff manager keeps track of the satellites latitude 
coordinates and if the values above latUude_threshold_ degrees (North or South Pole), the links 
will be deactivated until the satellites coordinate drop below the threshold. The following 
command is used to shutdown those hnks.
HandoffManager/Sat set latitude_threshold_ Svalue; # degrees
3.5.4 Satellites Routing
The sateUite’s routing process is govern by a centrahzed routing genie which determines the 
global network topology, computes new routes for all nodes and uses the routes to buüd a 
forwarding table on each table. The routing genie is defined from the class SatRouteObject and 
can be invoked using the following command lines.
set satrouteobject_ [new SatRouteObject]
SsatrouteobJect_ compute routes
The link-cost metric used in the satellite’s routing strategy is shortest-delay-path by default and 
this metric can also be changed to shortest-hop-count if desired by setting in the following
command line.
SatRouteObject set metric_delay_ “true”
However, the centralised routing process could produce a very slow runtime for very large 
satellite topologies because it executes all pairs of shortest path computation upon topology 
change even if there is no data currently being sent. This can be solved by disabling the handoff- 
driven routing and enable the data-driven route computations. The data-driven method only 
computes routes when there is a packet to send using single-source shortest-path algorithm instead 
of aU-pairs shortest path algorithm by setting “false” in the following command line.
SatRouteObject set data_driven_computation_ “false”
3.6 Trace File Format
The class Trace object in NS-2 is responsible to keep track of all simulation events and produces 
an output file which later can be used for post-processing. The Trace object can be invoked using 
the following command line which must be defined before the node defimtion in O l d  script.
set out JUe [open outtr w]
Sns trace-all Soutfile
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The following lines show a small sample of ou^ut trace file for wired network simulation.
+ 0.1 1 2  cbr 1000 — — 2 1,0 5 .0 0 0
-  0.1 1 2 cbr 1000 — 2 1.0 5. 0  0 0
r 0.114 1 2 cbr 1000 —-------- 2 1.0 5 .0  0 0
In addition, the following line shows a small sanyjle of output trace file for satellite simulation.
+ 1 . 0 0 0 0  5 6  2 6  c b r  210  --------------- 0 6 6 . 0  6 7 . 0  0 0 3 7 . 9 0  - 1 2 2 . 3 0  4 8 . 9 0  - 1 2 0 . 9 4
Both wired network and satellite simulations output trace have the same format except for the 4 
additional end columns in the satellite simulation trace for the satellite coordinate locations. The 
above trace line refers to the satellite node id 66 that is located at latitude 37.90 degrees and 
longitude -122.30 degrees while the satellite node id 26 is located at latitude 48.90 degrees and 
longitude -120.90 degrees.
The standard NS-2 output trace file format contains 12 fields plus 4 additional fields at the end if
it is a satellite simulation output trace. The following describe the meaning of each field.
Fr, To Pkt Pkt Src Dst Seq. Pkt Fr Fr To To
Event Time Flags Fid
Node Node Type She addr Addr Nnm Id Lat long. Lat long.
i) Event. Describes the packet event type. It can be either of 5 symbols which are r, 
+, -, d  and e which correspond respectively to received (at output link), enqueued, 
dequeued, dropped and error.
ii) Time: Refers to the simulation time at which the event occurs.
iii) From Node: Refers to the input node at which the event occurs
iv) To Node: Refers to the output node at which the event occurs.
v) Packet Type: Refers to the corresponding packet type. It can also be the type of 
application packet like CBR, Video, HTTP, FTP and etc. or it can also refer to the 
generic agent packet t>^e like TCP, UDP and etc.
vi) Packet Size: Refers to the packet size in bytes.
vii) Flags: There are many flags values corresponding to the events which are “C” 
(ECN echo), “P ” (pri_), (unset), “A ** (Congestion Action), “E” (Congestion 
Experienced), “F” (Fast Start) and “TV” (ECN -  capable).
viü) Fid_: Refers to the flow id.
ix) Source Address: Define in the form of node_id dot portjnumber.
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x) Destination Address: Define in the form of node_id dot port_number.
xi) Sequence Number: Refers to the packet’s sequence number.
xii) Packet id: Refers to the unique packet id.
xiii) From Latitude: Refers to the input satellite node latitude coordinate. Negative 
value corresponds to south location.
xiv) From Longitude: Refers to the input satellite node longitude coordinate. 
Negative value corresponds to west location.
xv) To Latitude: Refers to the output satellite node latitude coordinate. Negative 
value corresponds to south location.
xvi) To Longitude: Refers to the output satellite node longitude coordinate. Negative 
value corresponds to west location.
The post-processing of output trace file to obtain the desired QoS parameters like delay, jitter, loss 
ratio and throughput could be done using AWK programming. The AWK is a utility data 
extraction that uses a data-driven scripting language and consists of a set of actions to be taken 
against textual data in order to produce a formatted report. The AWK is fi’ee software and 
becomes part of the Linux OS package. The AWK programming consists of three main parts 
which are as follows [67]:
i) BEGINff : This part is for the variable initialization which must be stated within 
the curly braces.
ii) {body} : This part is for actions that need to be taken to extract the values fi'om 
trace file. The AWK will scan row by row for each column in the trace file and 
then stored the values in the specified array variables. Some mathematical 
calculations can also be done here to obtain the desired parameter which later 
may be used in the final part.
iii) ENDQ : This part is the conclusion which stated what need to be done to the 
values collected/calculated form the body part. This part is where the final values 
of QoS parameters are obtained and then can be printed in accordance format on a 
separate file for graph plotting. The graph plotting fi-om the produced file could 
be done using Microsoft Excel.
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3.7 Error Model
The class ErrorModel object in NS-2 is derived from the base class Connector object. It inherits 
methods such as “target' and “drop-target' for hooking up any Simulator object such as Packet 
class objects If the drop target is specified, then it will receive the corrupted packets from 
ErrorModel. Otherwise, the ErrorModel just marks the packet’s common header with error_ flag 
and then let the Agent class object to handle the loss process. The Agent class object in this 
context is referring to any transport protocol agent such as TCP, UDP and etc. ^
There many types of complex error-model class object derived from the class ErrorModel which 
is not completely documented in NS-2 manual such as follows.
i) SRMErrorModel or PGMErrorModel: Error model for SRM and PGM agents.
ii) ErrorModeUTrace: Error model that is configured using an external trace file 
instead of using mathematical conq)utation model.
iii) MrouUErrorModel. Error model for multicast routing.
iv) ErrorModel/Periodic: Error model that drops packet periodically (e.g. a packet
drop for every consecutive received packets).
v) SelectErrorModel: Used for selective packet drop process.
vi) ErrorModel/TwoState: It contains two states of error models which are error-firee 
and error.
vii) ErrorModel/TwoStateMarkov, ErrorModeUExpo and ErrorModel/Empirical: 
These error models derived from the above ErrorModel/TwoState which 
corresponds to two-states Markovian, exponential, and empirical based error 
models respectively.
viii) ErrorModel/List An error model for specific list of packets or bytes to drop and 
can be in any order.
However, all of the above ErrorModel types are beyond the scope of this research thesis. We only 
used generic ErrorModel based on mathematical computation of random variable with uniform 
distribution. It is a probability distribution whereby a finite number of equally space probability 
values between 0 and 1 are equally probable to be selected randomly to represent a probability of 
an event occurs during the entire simulation time.
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The ErrorModel provides some methods for the error scenario settings like unit to specify the unit 
of error (packet or byte) and ranvar to specify the random variable for generating eftOfS. 
Following is an example for creating an error model with packet error rate of 3 percent (0.03).
# Create the error model object and then set the packet error rate to 3 percent 
set error_model [new ErrorModel]
Serrorjmodelset rate_ 0.03
# set the unit as packet and creates the random variable object 
$error_model unit pkt
Serrorjmodel ranvar [new RandomVariable/Uniform]
# set target to drop packet 
Serrorjmodel drop-target [new Agent/Null]
The previous command lines only show how to configure the error model. The following 
commands show how to attach the error model object on a link between two nodes. The NS-2 
provides two methods to attach the error model object on a wired link as follows.
i) Sns lossmodel <errormodel> <source> <destination> : This command inserts 
the error model before the queue object in a wired link between the source and 
destination nodes.
ii) Sns link-lossmodel <errormodel> <source> <destination> : This command 
inserts the error model after the queue object in a wired link between the source 
and destination nodes.
Besides that, the following command Une is used to attach the error model to the receiving path of 
a node which corresponds to the uplink and downlink interface for a satellite or terminal object.
Ssat_node interface-errormodel Serrormodel
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3.8 QoS Parameters Analysis
3.8.1 Delay, Jitter, Loss Ratio and Throughput Analysis
The QoS parameters like delay, jitter, loss ratio and throughput are calculated based on the 
simulation output trace data shown previously using AWK programming tools. The AWK will 
create new file/files to store the calculated QoS parameters in structured format. Then, the new 
file/files can be saved as Microsoft Excel (e.g. file.xls) and used for graphs plotting.
The delay is calculated by subtracting the value in Time field of received packet at destination 
(e.g. " r” value in the Event with destination node ID in 7b Node fields) to the packet’s sending 
time (e.g. ''+ ” value in the From Node field). The process is repeated for all other desired packets 
type (e.g. "tap ", "udp ", "http ", "ftp ", "video ", voip ", etc) until all of the desired packets type 
are calculated. The Pkt id field plays a vital role to differentiate each packet with a unique ID and 
also to identify the last packet of specific type sending fi"om the source node. The average delay is 
then calculated by summing aU of the calculated packets delays and then divided by the total 
number of calculated packets.
The jitter is calculated based on the difference of current received packet delay and previously 
received packet delay of the same type. The value is stored in a memory and the calculation 
process is repeated for the next subsequence packets until all desired packets type are included. 
The average jitter is then calculated by summing all the stored jitter values and then divided by 
the total count of stored values.
The loss ratio is calculated by counting the number of packets dropped (e.g. "d" and "e" values 
in the Event field) for the desired packets type and then divided by the total number of packets 
sent fi’om the specific source.
The throughput is calculated by counting the total bytes received (e.g. the value in Pkt Size field) 
of the desired packets type at destination node and then divided by the total time needed to deliver 
the packets from source node to destination node.
The calculated average delay, jitter, loss ratio and throughput from the AWK are then plotted into 
graphs using Microsoft Excel as shown in chapter 4 and 5.
3.8.2 TCP Throughput Analysis -  Timeout and Round-Trip-Time in NS-2
The derivation of timeout, TO and round-trip-time, RTT variables are the crucial factors in TCP 
throughput calculations. NS-2 follows the recommendation of [68][69] for the mathematical 
derivation of both variables which has been comprehensively elaborated in [70][64]. The C-H-
72
Chapter 3 — Modelling and Simulation in NS-2
source codes for the TCP algorithm can be found in tcp.cc and tcp.h files of NS-2 for simulation 
programming references.
The NS-2 optimized the TO value to balance a trade-off condition. A small TO value will lead to 
unnecessary packet retransmission while a large TO value will cause high latency of packet loss 
detection. The TO variable has been defined as a fimction on network RTT which is the time 
required for a data bit to travel fi-om a source node to the destination node and travel back to the 
source node. The RTT may vary for each transmitted packet due to the network dynamic 
condition.
The smoothed (average) RTT (7) and RTT variation (o j are computed based on the collected RTT 
samples which the used to compute the RTO value. Based on [68], the instantaneous smoothed 
RTT, RTT variation and instantaneous TO are computed using the following equations. Let t(k) be 
the RTT sample collected upon receiving ACK fix)m the receiver. Next, let t{k), Ot(k) and 
TO(k) be the values o f t , at and TO respectively when RTT sample is determined. Then the 
variables are defined as follows.
t{k  4-1) = a x  t{k)  4- (1 -  a )  X t{k 4-1) (3.1)
(Tf{k + \) = p y .a , { k )  + ( } . -P )x \ t {k  + X ) - t { k  + V)\ (3.2)
Tq{]ç 4-1) = min{w6, max{/è, y  x [f(^ 4-1) 4- 4 x c ,(^  +1)]}} (3.3)
The ub and lb variables are the constant upper and lower bounds on the TO value. The default 
values for ub and ul in NS-2 are 60 second and 0.2 second respectively. The constants a  e (0,1) 
and G (0,1) are usually set to 7/8 and 3/4 respectively. The variable y  is the binary exponential 
back off (BEB) factor. It is initialized to 1 and doubled for every timeout event and is reset to 1 
when a new ACK packet arrives
3.9 Summary
This chapter explained the basic configuration of wired and wireless network elements in NS-2 
including the node and link elements, Diffserv queuing system which consists of RED queue, 
policy and resource manager.
In addition, the satellite system configuration including the network routing and link handoff 
mechanism are also described in details. There are some limitations on the satellite system 
modelling that cannot be simulated in NS-2 which are the interference and fading of radio
fi-equency characteristics, interaction of residual burst errors on the link with error checking
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codes, and second order oAital effect like gravitational anomalies. However, in order to study the 
fundamental of satellite networks from a networking perspective, the previous mentioned 
characteristics can be abstracted out.
Besides that, we have explained about the error model functionality in NS-2 which is used to 
model the bit-error rate (BER) in both wired and wireless links. The error model works by 
randomly marking the packet’s common header with error_ flag and then let the Agent class 
object (e.g. TCP, UDP, etc) to handle the packet loss process later. For simplicity, only generic 
ErrorModel is used throughout this research study.
Moreover, we have explained about the NS-2 simulation output trace file format which conveys 
all important information of the simulated network scenario. The trace file is the inqiortant input 
data for the QoS parameter analysis using AWK programming tools. The delay, jitter, loss ratio 
and throughput parameters are solely derived from the trace file and then plotted into gr^hs using 
Mcrosoft Excel. In addition, we also have highlighted the definition of TCP round-trip-time 
(RTT) and timeout in NS-2 as the important parameters used in the TCP throughput analysis.
The next chapters show the NS-2 simulations and QoS parameters analysis. The used of 
previously mentioned NS-2 network components will be further explained in chapter 4 and 5. 
Chapter 4 explained the single path routing of network simulations and QoS analysis. Then, 
chapter 5 explained the multipath routing of network simulations and QoS analysis. Some 
modifications of basic NS-2 network elements are done in order to accomplish the desired 
multipath routing objectives which will be explained in more details in chapter 5. Then, the 
conclusion of this research study and the future research directions will be explained in chapter 6.
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Chapter 4
4 QoS Evaluation of IP over Satellite- 
Terrestrial Networks using Single Path 
Routing
This chapter explains in details the NS-2 simulations and QoS analysis of Internet ^plication 
traffics (e.g. HTTP web, file transfer using FTP, VoIP and video streaming) over satellite- 
terrestrial networks using single path routing. Our main idea is to use Diffserv queue management 
to classify and prioritize packet traffics towards destination client node in aU simulation 
configurations. All simulations involve a server node which transmits multiple TCP/UDP 
connections of packets streams over satellite network towards a client node. AU connections 
foUow the same predetermine optimum route from a server node towards a cUent node. The end- 
to-end QoS parameters (e.g. delay, jitter, loss ratio and throughput) are analysed against new 
connection rate and bit-error-rate (BER) variations during the entire simulation time.
The research novelties that could be found m this single path routing studies are the used of 
Diffserv and satellite on-board processing (OBP) methods to regulate the multimedia (e.g. HTTP 
web, file transfer using FTP, VoIP, and video streaming) traffic flows over the sateUite-terrestrial 
networks scenarios. The Diffserv queuing architecture is chosen over Intserv throughout this 
thesis due to its main capability to overcome scalability problems over the heterogeneous 
networks system as mentioned in Chapter 2. The proposed methods are then simulated and 
analysed in NS-2. The simulations results are compared against the standard hypothetical 
reference and also the Padhye’s mathematical throughput model for validation.
There are 4 mam simulations and QoS analysis explained in this chapter which have been 
published in various conferences and journal papers. The first simulation observed the end-to-end 
QoS parameters of HTTP web traffic LEO satellite constellation and Diffserv-MPLS based 
terrestrial networks. Only the first simulation used MPLS-based terrestrial network while the 
other simulations used Diffserv system on the server side to do the complexity functions such as 
traffic classification and traffic conditioning in order to reheve the satellites workload. The second 
simulation analysed and compared the end-to-end QoS parameters between file transfer using 
FTP over LEO and GEO satellite constellations. The third simulation used the same network
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configuration parameters as in the second simulation but using HTTP web ^ipUcation traffic. The 
fourth simulation analysed and compared the end-to-end QoS parameters between data 
transmission over GEO satellite and the ITU-R Hypothetical Reference Digital Path (HRDP) 
using HTTP web, large file transfer using FTP, VoIP and video streaming Internet application 
traffics.
4.1 Simulation 1 -  QoS Simulation Studies of HTTP over Integrated 
Satellite-Terrestrial Network using Diffserv and MPLS
This section presents the end-to-end QoS simulation studies fi-om a macro level perspective which 
involves both terrestrial and inter-satellites communications [71][72]. The end-to-end QoS 
parameters include packet delivery ratio, packet dropped distribution, average end-to-end packet 
delay and average session thioughput using Hyper Text Transfer Protocol (HTTP) application on 
long range communications over LEO-Iridium satellites constellation between a remote local area 
network (LAN) and Diffserv network. A macro level network scenario that imitates the actual 
geographical topology in Malaysia is proposed as an exanq)le in implementing the IP-Diffserv 
and TE model. In addition, the simulation analysis also emulates the common speed of Internet 
services in Malaysia which is 1 Mbit/s. Simulations are done in error-free and link-loss 
environments. In error-fiiee simulations, the accumulative background traffic loads are varied 
from 20%, 50% and 80% of the Diffserv core-link capacity while in link-loss environment 
simulations only 20% background traffic load is used with bit-error-rate (BER) varied from 1x10'  ^
and 1x10^. AU simulations and analysis of the above mentioned network model are done using 
the Network Simulator-2 (NS-2- version 2.33).
4.1.1 Simulation Configuration
This section describes in detail the parameters used for the IP-Diffserv and the network system of 
both terrestrial and LEO-Iridium sateUites simulation configuration. In addition, measurement 
methodologies for QoS parameters like packet dehvery ratio (PDR), total packets dropped 
distribution, average end-to-end packet delay and average session throughput are also explained in 
the next subsections.
4.1.1.1 Satellite Networking Simulation in NS-2
Simulation of satellite networks that foUows the exact technical parameters uflen requires a 
detailed modelling of radio fi-equency characteristics (interference, fading), protocol interactions 
(e.g. interaction of residual burst errors on link with error checking codes), and second-order 
orbital effects (precession, gravitational anomalies, etc.). However, in order to study the
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fundamental characteristics of satellite networks from a networking perspective, some features 
might be omitted. As an example, simulation analysis of TCP performance over satellite has little 
effect with detailed propagation channel model which could be characterized to first order by the 
overall packet loss probability [64] [65]. In this paper, LEO-Iridium satellites constellation are 
used in order to create a framework to study the QoS effects of transport, routing and handover 
protocol in end-to-end data transmissions. The following are the parameters description and Table 
4-1 shows all LEO-Iridium satellites constellation parameters that can be simulated in NS-2 [64].
Basic constellation
Orbits
Inter-satellite (ISL) links
Ground to Satellite Links (GSL)
Elevation Mask
: Define the satellite altitude, number of satellites, 
number of planes, and number of satellites per plane.
: Define the orbit inclination ranging from 0 to 180 
degrees Inclination above 90 degrees corresponds to 
retrograde orbits. However, orbit eccentricity and nodal 
precession are not modelled in NS-2. In addition, inter- 
sateUites spacing within a given plane and relative 
phasing between planes are set to be fixed.
: Define the polar orbiting constellations. Intra-plane and 
Inter-plane satellite links. Intra-plane ISL correspond to 
the communications between satellites in the same plane 
which are never deactivated or handed off. In addition, 
Inter-plane ISL referring to the communications between 
satellites of neighbouring co-rotating planes. Both ISL 
will be deactivated near the poles when exceeding ISL 
threshold because the satellite antenna unable to track 
these links in the Polar Regions.
: Define the communications between satellites and 
terrestrial links network. GSL are periodically handed off 
when the elevation angle drop below the elevation mask. 
In this pzqier, there are two GSL which locations are set 
in London, UK (51.53°, -0.08°) and Kuala Lumpur, 
Malaysia (3.13°, 101.70°).
: Define the elevation angle of GSL link can be operated. 
When a GSL terminal that correspond to a satellite drops 
below the elevation mask, it will search for a new 
satellite above the elevation mask. Each GSL terminal
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will check for handoff opportunities when the timeout 
interval specified by the user is exceeded. Both GSL in 
this paper initiate handoff asynchronously
Table 4-1 : LEO-Iridium Satellites Parameters [64][65]
Parameter Value
Altitude 780Km
Planes 6
SateUites per plane 11
Inclination (degree) 86.4
Interplane separation (degree) 31.6
Seam separation (degree) 22
Elevation mask (degree) 8.2
Intra-plane phasing YES
Inter-plane phasing YES
ISL per satellite 4
ISL bandwidth 25 Mb/s
Uplink/downlink bandwidth 1.5 Mb/s
Cross-seam ISL NO
ISL latitude threshold (degree) 60
4.1.1.2 Simulation Scenario
The proposed simulation scenario as shown in Figure 4-1 consists of two main components which 
are the terrestrial and satellite networks. The terrestrial network on the right side is designed such 
that it imitates the macro level of actual geographical topology in Malaysia. The way of imitation 
is by assigning an edge router to represent each of the 11 Cities/Counties which connects to other 
6 interconnected routers (red color) that form the Diffserv core hnks. Each of the 11 edge router 
(green color) is ftirther connected to chent (orange color) and server (blue color) nodes. So, there 
are 11 pairs of chent and server nodes, 11 Diffserv edge routers and 6 core routers which in total 
are 39 nodes in the terrestrial network. The Diffserv parameters and pohcies are assigned to those 
11 edge routers and 6 core routers which control the packet streams transmission within the 
Diffserv network domain. The assignment of chent-server pair location is done randomly with the 
fact that ah hnks must be utilized by the traffic flows. The path taken by the traffic flows from 
each pair of chent/server node is determined by the Link State Routing Protocol. AU hnks are set 
to have equal cost of 1 which is the default hnk cost value in NS-2.
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Figure 4-1: Simulation scenario 1.
In addition, there are another 66 LEO-Iridium satellites constellation and 2 ground to satellite 
links (GSL) located at London and Kuala Lumpur. The satellites form a bridge from a server node 
located in a remote LAN in UK to a client node in Malaysia. It should be noted that a single client 
node generates HTTP connections from a “cloud” of web clients while a single server node 
accepts and serves HTTP connection destined for a “cloud” of web servers. The link bandwidth 
for Core Links, Cl to C l ,  follow the Optical Carrier (OC-192) specification which is 
approximately lOGbit/s while the Edge Links, El to El 1, follow the OC-24 specification which is 
approximately 1.25Gbit/s [73]. A reduction of a hundred folds in the link bandwidth is done in 
order to speed up the simulation time and to accommodate the limited capacity of computer hard 
disk space.
The Core Links propagation delays approximation varies according to actual distance in Malaysia 
geography. The propagation delay for link Cl=20ms, C2=25ms, C3=25ms, C4=30ms, C5=30ms, 
C6=25ms and C7=25ms. The Edge Link propagation delay is fixed to 5ms while the client/server 
Link is 1ms. Based on Figure 4-1, each pair of client and its designated server node is labelled 
with the same name (e.g. HTTP 1, HTTP2 and etc). The paths that packet streams take across the 
network system are determined by the Link State (LS) routing protocol. The LS governs all the 
Layer 3 network routing process for terrestrial network while routing process in LEO satellites 
network is govern by a centralize routing genie. The routing genie determines the global satellites
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topology, computes new data routes for all nodes and built a forwarding table on each node [65]. 
In addition, it computes the shortest path data route based on the current propagation delay of a 
link as the cost metric.
Moreover, all simulations in NS-2 involve one type of Internet application traffic which is the 
Hyper Text Transfer Protocol (HTTP). A client-server pair generates thousands of different HTTP 
request-response sessions based on 20%, 50% and 80% of traffic loads. Calculation of the traffic 
load is divided in two categories which are based on the terrestrial Diffserv core links capacity 
and the satellite links bandwidth. As an example for 20% of traffic load simulation, all 10 server 
nodes in terrestrial network generate an average aggregate background traffic that approximate to 
the 20% of the Diffserv core links c£q>acity which is 20Mbit/s while the other server node 
(HTTP5) located in remote LAN in UK generates an average data rate that jqjproximate to the 
20% of uphnk/downlink of GSL bandwidth which is 300Kbit/s. These traffic loads parameters are 
determined by the inter-arrival time of each new request-response session. The traffic load also 
corresponds to the amount of packet streams been injected to the network system. In this paper, 
we want to demonstrate the effect of the background traffic generated by client/server pairs 
(except HTTP5) to the QoS of Internet data transmission over LEO-Iridium satellites 
constellation.
In addition, each HTTP session involves an average of 10 Kbytes of HTTP response file transfer 
size. The average inter-arrival time between each generated HTTP session is modelled by 
Exponential distribution while the average HTTP response file transfer size is modelled by Pareto 
distribution. A HTTP session represents a complete request-response pair that follows both 
Exponential and Pareto distribution between a server-client pair. NS-2 has both distribution 
functions built in it and could be generated using Random Number Generator (RNG). In order to 
set the Pareto file transfer size distribution, the average value of 10 Kbytes and Pareto shape 
parameter of 1.5 are passed to the Pareto type of Random Variable function. It produced a series 
of file size distribution with an average of 10 Kbytes. It should be noted that the lOKbytes 
parameter is taken based on the majority of Internet file transfer size as measured in the previous 
studies [74][75]. On the other hand, an average of HTTP session inter-arrival time parameter is 
passed to the Exponential type of Random Variable.
As mention previously, the two types of traffic loads are generated according to the inter-arrival 
time of new HTTP sessions which varies fi-om 20%, 50% and 80%. Therefore, there are two 
HTTP session inter-arrival variables used in aU simulations which one is according to Diffserv 
core links capacity (background traffic) and the other one according to uplink/downlink GSL 
bandwidth (traffic from HTTP5). As an example for 20% of traffic load simulation, the average 
inter- arrival time, i, measured in second is calculated using the following formula:
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I =
(AT) X {Fs) X 8 
Bw
(4.1)
The N  parameter is the number of nodes involve in generating the traffic flows while the Fs 
parameter is the average HTTP Response file size (10400 bytes) sent by the server nodes. An 
average of one TCP segment size is 1040 bytes of which the 1000 bytes is the Data and 40 bytes 
is the TCP header. An average of a file transfer is assumed to contain 10 Kbytes of Data which in 
total including header is ^proximately 1.04 x lO'* x 8bits . The Bw parameter is the link 
bandwidth measured in b/s. In this paper, we define Bw in two different values which one of them 
(100 Mbit/s) is used to calculate the inter-arrival time of the background traffic generated by 10 
pairs of client/server nodes (except HTTPS) and the other one (1.5 Mbit/s) is for the main traffic 
flows across LEO-Iridium satellites constellation. Table 4-2 hsts the average inter-arrival time of 
HTTP session parameters for every pair of client/server (HTTPl-HTTPl 1) according to 20%, 
50% and 80% of traffic loads.
Moreover, all link-loss environment simulations in this paper used one-way random link loss error 
model. Link loss error model is configured on all Diffserv Edge Links with bit error rate (BER) 
1x10"^  and 1x10" .^ The loss module is placed right after link’s queue element and before the link’s 
delay element. This means a packet will be marked as ‘error’ and dropped as soon as it enters the 
Diffserv edge hnk. The error model follows uniform distribution with minimum and maximum 
value of 0 and 1 respectively.
Table 4-2: Average Inter-arrival Time of HTTP Sessions
Traffic Load
Average Inter-arrival Time of New HTTP Session (second)
Main Traffic (HTTPS) Background Traffic (except HTTPS)
20% 0.27733 0.04160
50% 0.11093 0.01664
80% 0.06933 0.01040
a) Flow Path Propagation Delay Estimation
Table 4-3 shows the paths taken by the HTTP5 flow fix>m a server node in the remote LAN to a 
chent node in the Diffserv network (based on Figure 4.1), and its estimated propagation delay. 
The estimated propagation delay might vary based on the path variation taken in the LEO-Iridium 
sateUites network. It was obtained without taking into account the queuing delay at each hnk. The 
value of 157.162 ms is calculated based on the paths taken by HTTP5 flows in the early data 
transmission as stated in the NS-2 satelhte output trace file. Based on the output trace file, the 
propagation paths in LEO-Iridium sateUites network stated in term of (latitude, longitude)
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locations are GSL(uk) (51.53°,-0.08°), node(2) (65.21°,7.83°), node(l) (32.67°,2.31°), node(12) 
(48.97°, 35.75°), node(23) (32.66°, 65.51°), node(34) (48.97°, 98.94°), node(33) (16.33°,95.86°) 
and GSL(kl) (3.13°, 101.70°). The one way link propagation delay (r^ p) in LEO-Iridium satellites 
network is calculated using some trigonometry formulas as discussed in [76], without taking into 
account the queuing delay at each satellite links. The value is equal to the summation of 
propagation delay from earth terminal in UK to the current nearest satellite above it {t^,  
propagation delay within satellites network (f^ ,) and propagation delay from satellite to earth 
terminal in KL, {t(u). Following are the formulas used to calculate the estimated t^ p [76]:
h p  ~^ ui '^^dt (4-2)
tui = Propagation time from earth terminal (UK) to the nearest satellite above it.
tis = Propagation time within the satellite constellation.
tdi = Propagation time from satellite to destination earth terminal.
(4.3)c
Equation (4.4) can be split into Equation (4.5) -  (4.10) as follows:
x ^ = {R  + h) cos 6^ ,^ cos (f>^, (4.5)
:F, = (^  + h) cos sin (f>^  (4.6)
z, =(/? + A)sin(9,^ (4.7)
^ tu  ~  ^  ^tenninal(UK) ^temiinal(LK) (4"^ )
y  tu ~  ^  ^temiinal(UK) ^terminal(UK) (^ -^ )
(4.10)
Next, the following equations define Propagation time within the satellite constellation, (f )^ and
Propagation time from satellite to destination earth terminal (0/)-
t , = —  (4.11)
^is  "  "J( j^(i+i) ^s{i) ) 4- Cy,(,+i) jy,(,)) 4- (^,(,+1) ) (4 -12)
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-
St
C
= V(^t ~ ^ s Ÿ  +(3 t^ ~ V s Ÿ  +(^t 
Equation (4.14) can be split into Equation (4.15) -  (4.18) as follows:
^ td  ~  ^  c o s  ^tcnninal(KL) COS ^ temiinal(KL)
(4.13)
(4.14)
(4.16)
y  td ^  cos ^ terminal(KL) ^terminal(KL)
Z(d — R sin ^ tenniiuü(KL)
Table 4-3: Flow Paths and Estimated Propagation Delay
(4.17)
(4.18)
Estimated
HTTP Flow Paths Taken Propagation
Delay
HTTPS GSL(uk)-> LEO SateUites^ GSL(kl)-> E 5^ C 2^ Cl-> C 6^ ElO ~  157.162ms
Following are the constant variable used in the previous equations.
9 -  latitude 
#= longitude
R = earth radius = 6378.137 Km.
c = speed of light = 299792.458 Km .^
h = LEO satellite altitude from earth surface = 780 Km
In order to calculate the link propagation time from GSL(uk) to the nearest satellite (node(2)) 
above it, both locations of GSL(UK) and node(2) are inserted in Equation (4.3) and then Equation 
(4.4) which yield tut= 6.173ms. The inter-satellite links propagation times are calculated using 
Equation (4.12) and Equation (4.11) for every pair of satellite (sak+i and sati), using node(2), 
node(l), node(12), node(23), node(34) and node(33) locations which then yield /i,= 13.448ms + 
12.253ms + 11.358ms+ 12.253ms + 13.458ms = 62.770ms. In addition, the downlink propagation 
time is calculated using Equation (4.14) and Equation (4.13) with GSL(kl) and node(33) locations 
which then yield ta = 6.219ms. Therefore, the total propagation time in LEO satellites networks is 
tgp = 6.173ms + 62.770ms + 6.219ms = 75.162ms. Finally, the end-to-end link propagation time 
for TCP5 is ttotoT tjp + = 75.162ms + 82ms = 157.162ms.
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b) Link Loss
All link-loss environment simulations ia this paper used one-way random link loss error model. 
Link loss error model is configured on all Diffserv edge hnks with bit error rate (BER) 1x10'  ^and 
1x10" .^ The loss module is placed right after hnk’s queue element and before the link’s delay 
element. This means a packet wiU be marked as ‘error’ and dropped as soon as it enters the edge 
link. The error model foUows uniform distribution with minimum and maximum value of 0 and 1 
respectively.
4.1*2 Results and Discussion
The next subsections explain the results and discussions based on HTTP simulations in NS-2. The 
results are divided into error-free (traffic loads of 20%, 50% and 80%) and with link-loss 
condition (BER = 1x10'^ and 1x10“^ ) for traffic flows over LEO-Iridium sateUites network. AU 
QoS parameters results obtained from the NS-2 simulations are calculated as averages for aU 
HTTP sessions generated by HTTP5 chent/server pair. Simulation time is set to 300 second 
because there are more than 2GB of the output trace file produced for each traffic load category.
4.1.2.1 Packet Delivery Ratio
Figure 4-2 shows the Packet Dehvery Ratio (PDR) for HTTP5 Request and Response packets 
transmission over LEO-Iridium sateUites network. The PDR is calculated as the ratio between the 
Received Request/Response packets and Sent Request/Response packets type. It measures the 
percentage of successful end-to-end data transmission. Although aU packets are guaranteed to be 
dehvered fiom source to destination by the TCP, not aU packets received are the original packets 
sent by the source. Some of the packets are lost and need to be retransmitted. Therefore, the PDR 
shows the ratio between total sent packets including retransmission packets and total received 
packets.
The PDR is inversely proportional to the increment of traffic load, the lower the traffic load the 
higher would be the PDR. The PDR is higher in lower traffic load because the links stiU could 
sustain the traffic burst. Fewer packets are lost in lower traffic load. However, the PDR is lower in 
higher traffic load because the links become saturated with traffic burst which eventuaUy cause 
many packets being dropped. Moreover, compared to the two types of PDR in HTTP5 flows, 
most of the Response PDR is a lower than the Request PDR. This mainly because the average 
total size of response packets (lOKbytes) is much higher than the response packets (550bytes) and 
many of them wiU be dropped either by Diffserv elements or due to the narrowband in sateUite 
links. Based on Figure 4-2, the PDR values are much above 96% in aU traffic load variation. This 
is due to the flow eontrul by TCP in Older to provide a reliable data transmission.
84
Chapter 4 -  Single Path Rotating
P a c k e t  D e liv e r y  R a t io  (F D R )  fo r  2 0 % ,  
5 0 %  a n d  8 0 %  o f  T ra ffic  L o a d s
100.00 99.88 99.93
99.07
96.68
98.30
R eq P D R R sp P D R
no 20%
a  50%  
S  80%
HTTP5 
H T T P  C a te g o r y
Figure 4-2: Packet Delivery Ratio (PDR) for 20%, 50% and 80% of traffic loads.
Figure 4-3 shows the PDR of HTTPS flows for 20% traffic load with BER from 1x10'  ^and 1x10' 
The PDR of HTTPS flows are inversely proportional to the increment of BER. The higher the 
BER, the lower would be the number of successful transmitted packets. Based on the graph, the 
PDR could be considered higher which is above 80% in the worst case of BER equal to 1x1 O'"'. 
The main reason is because the HTTPS flows operate in low bandwidth of 20% traffic load in 
which the links could still sustained the traffic burst. Furthermore, the results shows that link-loss 
in Diffserv network domain did not give significant effect on short HTTP sessions when operate 
in lower traffic load.
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Figure 4-3: Packet Delivery Ratio (PDR) for 20% of traffic load with BER.
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4.1.2.2 Total Packets Dropped Distribution
Figure 4-4 shows the distribution of total dropped HTTP Request, Response, SYN/ACK and 
FIN/ACK type of packets during 300 second of simulation time. It should be noted that the 
SYN/ACK and FIN/ACK are small packets of 40 bytes size which sent by the HTTP client and 
server upon connection establishment or connection tear down. The SYN/ACK means SYN or 
ACK packet type sent by the client. In addition, the FIN/ACK means FIN or ACK packet type 
sent by the server. The total packets dropped include the packets dropped due to buffer overflow 
and also Diffserv RED buffer early packets dropped. As traffic loads increase from 20% to 80%, 
the numbers of packets dropped are drastically increased. This is because greedy flows are 
severely punished by the Diffserv RED buffers. The increment of traffic loads will cause the 
current average buffer size to grow larger as many packets need to queue before being 
transmitted. Diffserv marks the packet flows that have accumulative sending rate more than the 1 
Mbit/s and dropped those packets probabilistically when the current average RED buffer size 
exceeds the minimum threshold. All packets are then dropped when the buffer size exceeds the 
maximum threshold. Based on the graph, the HTTP Response packets are dropped much more 
than the SYN/ACK and FIN/ACK packets. This is because the HTTP Response packets are larger 
(average size of 10 Kbytes) than the SYN/ACK and FIN/ACK packets (40 bytes each). Larger 
packets will quickly fill the queue buffer which will then trigger the Diffserv RED monitoring 
element that estimates the current queue length. Besides that, the total packets dropped not only 
due to the Diffserv RED buffers but also due to the narrowband links in the satellites network.
I
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Figure 4-4: Total packets dropped distribution for 20%, 50% and 80% of traffic loads.
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Figure 4-5 shows the total packets dropped distribution in link-loss simulation environment for 
20% of traffic load with BER 1x10'  ^ and 1x10 't The number of packets dropped increase 
proportionally with the increment of BER. Compared to Figure 4-4, flows in lower traffic load did 
not much penalized by Diffserv and the packets dropped mainly due to the link-loss error model 
implemented on the Diffserv network boundary.
Based on Figure 4-4, the total HTTP packets dropped in 20%, 50% and 80% of traffic load are 
102 packets, 545 packets and 1877 packets respectively. Meanwhile, the total HTTP packets 
dropped for 1x10'  ^and 1x10'"^  of BER are 104 packets and 1284 packets respectively. From these 
values, we could see that the increment of BER in lower traffic load (20%) has cause larger 
number of packets to be dropped compared to the number of packet dropped in higher traffic load.
T otal P ackets D ropped D istribution  o f  H TTP R equest, 
R esponse, SY N /A C K  and F IN /A C K  for 20%  o f  Traffic
L oad w ith B E R  1x10 , and 1x10^
1400
1200
1000
800
600
400
200
0
R eq
1150
-
6 58 88 1 8 59 2 17IMIMl II*
Rsp SY N /A C K  F IN /A C K
H TTPS  
H TTP C ategory
nn ixio^-5 
□  lx lO ^ -4
Figure 4-5: Total packets dropped distribution for 20% of traffic load with BER.
4.1.2.3 Average End-to-End Packet Delay
Unlike the previous sections that describe QoS parameter based on per packet basis, this section 
and the following section discuss the QoS parameters based on average number of completed 
HTTP sessions,. The average end-to-end packet delay involves three main factors which are the 
propagation delay, queuing delay, and delay due to other traffic condition (e.g. link-loss with bit- 
error-rate). Table 4-3 already states the one-way propagation delay over LEO-Iridium satellites 
network from server node to its correspondence client node without taking into account the 
queuing delay. The propagation delay in satellites network may vary due to the handover process 
and various paths taken by the packets streams. For all error-free simulations (20%, 50% and 80%
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of traffic loads) in this paper, the additional factor due to other traffic condition could be 
neglected and the end-to-end delay only involves propagation delay and queuing delay. We 
estimate the average end-to-end delay in second {D) using the following equation based on 
summation of session duration (/“,) per total received of HTTP request/response packets (P,) and 
then divided the value with the total number of conq)leted HTTP sessions (5) generated by 
HTTPS client/server pair for the whole simulation time.
D = (4.19)
Based on Figure 4-6, as the traffic loads increase fi-om 20% to 80%, the links become busy with 
traffic burst and the service time at each queue buffer become lower than the incoming traffic 
flows which eventually cause buffer to overflow. This has caused many packets need to be 
retransmitted to complete a session transfer. The session duration becomes higher in order to 
complete a HTTP request-response and as the result the average end-to-end delay becomes higher 
too in every HTTP session. In addition, many packets are dropped in higher traffic load due to 
Diffserv RED buffer early drop action which also cause many packets need to be retransmitted to 
complete a HTTP session. This Diffserv policy had severely punished greedy flows and 
eventually causes the increment of average end-to-end delay.
Figure 4-6 shows the average end-to-end packet delays (D) for 20%, 50% and 80% of traffic loads 
are 0.2626 second, 0.2837 second and 0.3324 second respectively. Based on previous mentioned 
assumption that the delay due to other network condition (e.g. link-loss with bit-error-rate) could 
be neglected in all error-free simulations, we then estimate the average end-to-end queuing delay 
using the following formula:
(4.20)
Therefore, the average end-to-end queuing delays for 20%, 50% and 80% of traffic loads are 
105.438ms, 126.538ms and 175.238ms respectively:
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Figure 4-6: Average end-to-end packet delays for 20%, 50% and 80% of traffic loads.
Figure 4-7 shows the average end-to-end packet delays for HTTPS flows in 20% of traffic load 
with BER of 1x10’^  and 1x10 Based on the graph, the average end-to-end packet delay is 
proportionally increased with the increment of BER. The higher the BER, the longer time needed 
to send a packet from server node to client node or from client node to server node. This is mainly 
because many packets are dropped in higher BER and need to be retransmitted. Based on Figure 
4-5, the average end-to-end delays { D b e r  ) with BER 1x10'^ and Ix lfi^  are 0.2690 second and 
0.3594 second respectively.
The integration o f random error-model to create some network scenario variations in all link-loss 
simulations has caused additional packet delay apart from the propagation delay (6ow) and 
queuing delay (Dg). Based on the delay parameters obtained previously, we then estimate the 
additional average end-to-end delay (Dadd) due to the BER variation using the following formula;
^ a d d  -  ^ B E R  ^ q (2 0 % ) ^total (4.21)
Therefore, the additional average end-to-end delays due to the network condition variation with 
BER of 1x10'^ and 1x10^ are 6.4 ms and 96.8 ms respectively.
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Figure 4-7: Average end-to-end packet delays for 20% of traffic load with BER.
4.1.2.4 Average HTTP Session Throughput
The instantaneous session throughput is measured in bit/s based on the amount of successfully 
received bit in each HTTP session divided by the session duration time. The instantaneous 
throughput is estimated by summing all the amount of successfully received HTTP Request and 
Response packet bytes {Pb) and then divided by the session duration time (fj. The average session 
throughput {B) in bit/s is then estimated using Equation (4.22) by summing all instantaneous 
session throughputs and divided by total number of completed HTTP session {S). This section 
could be regarded as the conclusion of the previous sections because it shows the final results 
after taking into account the effect of all the QoS parameters mentioned previously.
Figure 4-8 shows the average HTTP5 session throughputs for 20%, 50% and 80% traffic loads. 
Indeed the variation of average session throughput is very much depending on the end-to-end 
delay and consequently the session duration. The longer the paths taken from source to 
destination, the longer would be the time needed to transmit a packet due to propagation delay and 
queuing delay at each node, and as the result the longer time needed to complete a HTTP session. 
In addition, the low PDR and high drop rate also contribute to the lower throughput in higher 
traffic load. The average session throughputs for 20%, 50% and 80% of traffic loads are 40.157 
Kbit/s, 37.75 Kbit/s and 32.601 Kbit/s respectively.
Pn X :
B = (4.22)
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Figure 4-8: Average HTTP session throughputs for 20%, 50% and 80% of traffic loads.
Figure 4-9 shows the average session throughput for HTTP5 flows for 20% of traffic load in link- 
loss environment simulations. Based on the graph, the average session throughput is inversely 
proportional to the increment of BER. Based on the graph, the average session throughputs with 
BER of 1x10'  ^and IxlC'^ are 39.099 Kbit/s and 28.167 Kbit/s respectively. From those values, we 
found that the decrements of average session throughput are much higher in link-loss environment 
compared to the decrement of those values in higher traffic load. This mainly due to the high 
packets loss and high average session duration as the BER increased from 1x10'  ^to IxlO’'^ .
A verage HTTP S ession  Throughputs for 20%  o f  
Traffie Load w ith  B E R  1 x 1 0 ’ ,^ and 1x10"^
50  
.  4 0  
3 0
Û 20 
10 
0
3 9 .0 9 9
2 8 .1 6 7 ED lx lO ^ -5  
E3 lxlO '^-4
HTTPS 
HTTP C ategory
Figure 4-9: Average HTTP session throughputs for 20% of traffic load with BER.
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4.1.3 TCP Throughput Comparison
In this subsection, we compare between the TCP throughput obtained from the NS-2 simulation 
results (section 4.1.2.4) and the Padhye’s TCP approximate-model as in Equation (2.24) and also 
TD-Only model as in Equation (2.15). We plotted a graph as in Figure 4-10 for LEO-Iridium 
simulation scenario.
The RTF and TO parameters are calculated based on collected data in section 4.1.2.3. Some 
assumptions for the parameters calculations are made as follows.
i) RTTi w (2 X : We assumed that the round-trip-time is approximately two times 
the end-to-end delay as in Equation (4.19).
ii) t » RTT : We assumed that the average smoothed RTF, t , is approximately equal 
to the average RTFi as in i) calculated from aU Df trace data in precious section 
4.I.2.I.
iii) a, » cr ; We assumed that the average RTT variation, <j,, is
V /=! V
approximately equal to the standard deviation of all RTTt calculated in i) with 
mean value as in ii).
Then, the average TO parameter is calculated using Equation (3.3) based on average values 
£q)proximation obtained previously. Noted that the TO in Equation (2.24) is referring to the initial 
timeout duration as stated in [52]. Therefore, the BEB factor ( r  ) in Equation (3.3) is set to 1. As 
the results, we obtained the average RTT and TO parameters as shown in Table 4-4. These values 
are then used to plot the predicted TCP throughput of approximate-model and TD-Only model as a 
function of packet loss ratio (p) as shown in Figure 4-10.
Based on Figure 4-10, the throughput for higher BER traces (e.g. 1x10" )^ are slightly above the 
approximate-model values. However, the throughput values fall within the predicted boundary for 
lower BER regardless of the traffic load values. This mainly  because the instantaneous RTT, RTF 
variation and TO values are higher in the above mentioned conditions. The highly fluctuation of 
RTF values over LEO scenario is correlated to the rapid handover process between ground station 
to satellite and also among the satellites in the constellation. In addition, due to the lower altitude 
of LEO satellites, the average TCP connection duration is relatively short and eventually the 
average packet loss per connection is smaller than the predicted model.
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Table 4-4: Key Parameters for TCP Throughput Modelling.
Parameters Value
Average round-trip-time, RTT. (second) 0.678524
Average round-trip-time variation, a, (second) 0.096915
Average timeout, TO. (second) 1.066183
Maximum Throughput (fVmw/RTT) (Kbit/s) 367.879616
Average Throughput Comparison
160 1
140
120 -
!5
^ 1 0 0  -
20
0.300.15 0.20 0.250.100.050.00
Loss Ratio (p)
□ 20% O 50%
X lxlOe'^-5 X lxlOe'^-4
—  Predicted (approximate)_____________
A 80%
—  Predicted (TD-Only)
Figure 4-10: Average throughput comparison for simulation scenario 1.
4.2 Simulation 2 - Comparative Evaluation QoS of FTP over LEO and 
GEO Satellite Networks with Diffserv Architecture
This section aims to evaluate and compare the QoS parameters (i.e. delay, jitter, loss rate and 
throughput) for Internet data transfer using FTP between integrated terrestrial-LEO and terrestrial- 
GEO networks [77] [78]. The NS-2.24 software package is used to simulate the internetworking 
scenarios for approximately one hour of simulation time.
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4.2.1 Simulation Configuration
The NS-2 simulation scenario is shown in Figure 4-11 which consists of a remote server, a remote 
client, a Diffserv queue interface, two ground stations to satellite link terminals (GSL) and the 
LEO/GEO satellites constellation. There are two different simulation scenarios used which are the 
terrestrial-LEO and terrestrial-GEO. Further details are described in the next subsections.
4.2.1.1 Satellite Network
The NS-2 simulations configurations only differ in the satellites network parameters. The rest are 
the same for the whole simulations. We use Big LEO (i.e. 66 satellites) and Euro Sky Way (i.e. 5 
satellites) [79] as an example of LEO and GEO satellites constellation respectively. A remote 
server located in London (51.53'’ N, 0'’) transmits multiple TCP connections using FTP to a remote 
client located in Boston (42.3" N, 71.1" W). Table 4-5 shows the LEO and GEO parameters used 
throughout the simulations. Since the satellites network has high transmission errors [32], a 
random error model is introduced to simulate the characteristic. The error model produced three 
different bit-error-rates (BER) which are 10' ,^ 10'^  and 10'^  for three different error scenarios
Remote FTP 
Server
LEO/GEO 
Satellites 
^ ^  Constellation
Diffserv
Queue
Interface
5ms
5Mb/s
1ms
2Mb/s
Remote FTP 
Client
G S L l
London
GSL 2 
Boston
1ms
2Mb/s
Figure 4-11: Simulation scenario 2.
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Table 4-5: LEO and GEO Satellite Parameters
Parameter LEO Satellites GEO Satellites
Altitude 780 Km 35786 Km
Planes 6 1
Satellites per plane 11 5
Inclination (degree) 86.4 0
Interplane separation (degree) 31.6 72
Seam separation (degree) 22 -
Elevation mask (degree) 8.2 8.2
Intraplane phasing YES YES
Interplane phasing YES NO
ISL per satellite 4 2
ISL bandwidth 25 Mb/s 25 Mb/s
Uplink/Downlink bandwidth 2 Mb/s 2 Mb/s
Cross-seam ISL NO NO
ISL latitude threshold (degree) 60 -
4.2.1.2 Data Traffic Modelling for FTP
The FTP connections vary randomly in term of average files sizes (i.e. 500 Kbytes, 1 Mbytes, 1.5 
Mbytes and 2 Mbytes) and average new connection inter-arrival rate (i.e. between 1 
connection/minute and 10 connection/minute) according to Pareto and Exponential distributions 
respectively. The TCP segment size is set to 576 bytes (i.e. 536 bytes of payload and 40 bytes of 
header) with maximum congestion window size of 30 packets. The main reasons for choosing 
small segment size and maximum congestion window are to accommodate many FTP connections 
within the 2 Mb/s of link bandwidth and also to reduce buffer overflow when the number or new 
connections increased. Table 4-6 shows the FTP connection parameters used in the simulations.
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Table 4-6: FTP Connection Parameters
Parameter Value
FTP file size 
(bytes)
Model : Pareto Distrbution.
Average: 500K, IM, 1.5M, 2M bytes. 
Shape : 1.27
New connection inter-arrival rate 
(connection/minute)
Model : Exponential distribution. 
Average: 1,2, 3,4, 5, 6,7, 8,9,10.
TCP type New Reno
TCP packet size 576 bytes (536 bytes payload + 40 bytes 
header)
4.2.1.3 Differentiated Services (Diffserv) Configuration
The Diffserv queuing mechanism in the simulations used Random Early Detection (RED) queue 
and Time Sliding Window 3 Color Marker (TSW3CM) policer type which differentiate traffic 
flows based on 3 drop precedence (i.e. Green, Yellow and Red). Traffic flows classification will 
be based on the Committed Information Rate (CIR) and Peak Information Rate (FIR) which are 
set to 185 Kb/s and 190 Kb/s for a TCP connection. This setting is to allow 10 maximum average 
number of established TCP connections alive at a time with expected 90% - 95% link utilization 
(i.e. link bandwidth of 2 Mb/s).
Packets will be marked as Green if the flow rate within CIR, Yellow if the flow rate between CIR 
and PIR, and Red if the flow rate more than PIR. Red marked packets will be randomly dropped 
first followed by Yellow and Green packets respectively only If the buffer space exceeds 
mi ni Ilium threshold. All packets will be dropped if the buffer space exceeds maximum threshold. 
All physical queue sizes used in both terrestrial and satellites networks are set to 100 packets. The 
minimum threshold size is set 30 packets which is equivalent to the TCP maximum congestion 
window while the maximum threshold is set to 90 packets. The reason is to allow buffer waiting 
space at a time equivalent to the TCP window size agreed upon connection establishment. Data 
packets will randomly dropped (i.e. drop probability equal to 0.1) if the buffer size between 30 
and 90 packets and all data packets will be dropped (i.e. drop probability equal to 1) if buffer size 
more than that. Therefore 90% of the physical queue size is allocated for the data plane while 
10% for the control plane.
4.2.2 Results and Discussion
Each simulation is carried out for the duration of 1 hour of simulation time. The simulations are 
done 10 times (i.e. 10 average values of new connection inter-arrival time) for each FTP file size 
(i.e. 4 file sizes with average) in 3 different BER values. Therefore, the total numbers of repeated 
simulations are 240 times (i.e. for both terrestrial-LEO and terrestrial-GEO simulation scenarios). 
The simulation results and analysis wül be divided into 4 QoS categories which are delay, jitter.
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loss ratio and throughput. In order to get better understanding of the following figures, we use the 
same reference symbol and annotation. There are in total of 12 colored lines on each graph which 
represent the QoS categories on 4 different FTP file sizes and 3 different BER values which are 
10"^  ( i.e. symbol), lO"® (i.e. “x” symbol) and 10'^  (i.e. “+” symbol).
4.2.2.1 Average End-to-End Packet Delay
The packet delay is measured by subtracting the packet received time at the client (ti) to the 
packet sending time fi"om server (r,). The average delay (£>) is measured by summing up all 
packets delays and then divided by the total number of successfully received packet (P,) at the 
client side as shown in the following equation.
i=N
Figure 4-12 shows that the average packet delay is proportional to the increment of average new 
connection per minute. The more new connection established per minute, the higher would be the 
delay. In addition, the delay also increased when the BER values increased fix>m 10'  ^ to 10'  ^due 
to the retransmission. Obviously, the delay values in Figure 4-12 (b) are much higher than in (a) 
because of distinct difference in altitude between GEO and LEO satellites. Moreover, the 
propagation delay over GEO satellite more than 250 ms [33] as opposed to the LEO satellite 
which is more than 12 ms [71] depending on the hop count within the satellites network.
The delays steadily increased between 1 and 6 average new connection per minute. However, 
after 6 average new connections per minute, significant divergence could be seen between each 
flow of packet size with the maximum delay of 0.2724 and 0.3651 seconds (i.e. file size of 2 
Mbytes) in LEO and GEO systems respectively. This is because of two main reasons which are 
the increment of queuing delay and the increment of packet retransmission. The queuing delay 
will increase when the number of incoming packet increase which will fill up the buffer space. 
The incoming packets of new flows keep on increasing regardless of the completion of previous 
flows. As the results, the packets incoming rates become more than the queue serving time. 
Besides that, the packet retransmission mainly happened because of early drop by Diffserv RED 
queue for the Red marked packets and also due to the packet drop in the satellite links.
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Average Packet Delay Over LEO Satellites
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Figure 4-12: Average Delay for FTP.
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4.2.2.2 Average End-to-End Packet Jitter
Packet jitter refers to the delays fluctuation or the delay difference between current received 
packet (£>c) and previous received packet (Dp). The jitter could be regarded as a vector variable 
because the positive value refers to the increment of current packet delay compared to the 
previous packet while the negative value refers to the decrement of current packet delay compared 
to the previous packet. Zero jitter means that the current packet delay is equal to the previous 
packet delay. The following equation shows the average jitter calculation.
/=n
„ ,-----  (4.24)
Figure 4-13 shows that the average end-to-end packet jitter is proportional to the increment of 
average new connection per minute, average file sizes and BER. For BER values of 10'  ^and 10"^ , 
steady increase of the average jitter could be seen between 1 and 6 of average new connection per 
minute and rapid increased for the subsequent connections. Higher file sizes has cause the TCP 
connections to remain active at longer time in order to complete the data transfer which eventually 
increase the influx of new connections at the queues. As the results, jitter variation could be seen 
when the queuing delay and packet loss retransmission increased. However, bigger gap in jitter 
could be seen for the flows with BER 10'  ^which is the worst condition. This is due to the TCP 
time-out as the result of too many unsuccessful received packets at the client side.
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Average Packet J itter over LEO satellites
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Figure 4-13: A verage J it te r  for FTP.
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4.2.2.3 Average End-to-End Packet Loss Ratio
Average packet loss ratio (Z,) refers to the ratio of total packet loss (P/) over total transmitted 
packet from server to client (P,). Equation (4.25) shows the loss ratio calculation.
i=N
i  = ------ (4-25)
/=1
Figure 4-14 shows that the packet loss ratio is proportional to the increment of average file sizes, 
average new coimection per minute and BER. The loss rate values for all traffic flows over GEO 
satellites are slightly more than the one in LEO system. This mainly due to the higher round-trip­
time (RTT) that cause the buffer space in most queues to fill up more quickly by the influx of new 
connections. In addition, the Diffserv regulate the flows by probabilistically drop packets when 
buffer size exceeds minimum threshold (i.e. influx rate > queue serving time). Besides that, the 
BER in satellite network also produce significant increment in loss rate especially above 10"^ .
The minimum values could be seen at 1 average new connection, 500 Kbytes average file size and 
BER 10"^  which correspond to loss ratio of 0.000326 (i.e. LEO) and 0.000332 (i.e. GEO), while 
the maximum values are at 10 average new connection, 2 Mbytes average file size and BER 10'^  
which correspond to loss ratio of 0.05885 (i.e. LEO) and 0.060652 (i.e. GEO). The loss rates are 
below 7 % under worst condition due to Diffserv QoS control and TCP reliable connection.
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Average Packet Loss Ratio over LEO Satellites
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F igure 4-14: Average Loss Ratio for FTP.
102
Chapter 4 -  Single Path Routing
4.2.2.4 Average End-to-End Flow Throughput
Flow throughput is calculated by dividing the total received packet bytes over the duration of 
a FTP flow connection. The FTP flow duration calculated by subtracting the receiving time of last 
packet at the client (t/) to the sending time of first packet of a flow at the server side (/)). Then, the 
average flow throughput (5) in bps is calculated by summing up all completed flow throughputs 
and divided by the total number of completed flows as in (4.26).
B = -
f t
(4.26)
The throughput could be regarded as the conclusion of previous QoS parameters because they are 
closely related as shown in (4.26). Based on Figure 4-15, the average flow throughputs over LEO 
and GEO satellite networks are inverse proportional to the increment of average new connection 
per minute and the BER over satellite channels. The more competing flows exist in the network, 
the lower would be the average throughput seen at the chent side. However, the average 
throughputs are proportional to the average file sizes between 1 and 2 average new connection per 
minute. The throughputs steadily decline on the subsequent new connections and rapid decrement 
soon after 6 average new connections per minute until 10 average new connections per minute. 
The maximum throughput values achieved over LEO and GEO satellite networks are 919.65Kbps 
and 200.12Kbps respectively. In addition, the minimum throughput values achieved over LEO 
and GEO satellite networks are 85.6Kbps and 30.609Kbps respectively. The distinct difference in 
throughput values achieved over LEO and GEO satellite networks are mainly due to the higher 
altitude orbital plane of GEO satellite which is more than 35000Km above the earth surface which 
imposed higher transmission delay as already shown previously in section 4.2.2.1. Apart firom the 
BER values, this is because most of the FTP flows complete before the arrival of new connections 
(i.e. between 1 and 2 connections per minute) but takes long times to complete at subsequent 
average new connections especially after 6 average new connections due to the queuing delays 
and retransmission of packet loss.
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A verage Flow  Throughput over LEO Satellites
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Figure 4-15; Average throughput for FTP.
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4.2.3 TCP Throughput Comparison
In this subsection, we compare between the TCP throughput obtained from the NS-2 simulation 
results (section 4.2,2.4) and the Padhye’s TCP approximate-model as in Equation (2.24) and also 
TD-Only model as in Equation (2.15). We plotted two separate gr^hs as in Figure 4T6(a) and (b) 
for LEO and GEO scenarios respectively.
The RTT and TO parameters are calculated based on collected data in section 4.2.2.1. Some 
assumptions for the parameters calculations are made as follows.
i) RTTi »(2xDy): We assumed that the round-trip-time is approximately two times 
the end-to-end delay as in Equation (4.23).
ii) t fa RTT : We assumed that the average smoothed RTT, t , is approximately equal 
to the average RTT) as in i) calculated from all D, trace data in precious section
4.2.2.1.
iii) <T- «CT Y^RTT,
w=l
: We assumed that the average RTT variation, cr, , is
iqjproximately equal to the standard deviation of all RTT/ calculated in i) with 
mean value as in ü).
Then, the average TO parameter is calculated using Equation (3.3) based on average values 
îqjproxiination obtained previously. Noted that the TO in Equation (2.24) is referring to the initial 
timeout duration as stated in [52]. Therefore, the BEB factor (y ) in Equation (3.3) is set to 1. As 
the results, we obtained the average RTT and TO parameters as shown in Table 4-7 for LEO and 
GEO satellites scenarios. These values are then used to plot the predicted TCP throughput of 
approximate-model and TD-Only model as a function of packet loss ratio (p) as shown in Figure 
4-16 (a) and (b).
Table 4-7: Key Parameters for TCP Throughput Modelling
Parameters LEO GEO
Average round-trip-time, RTT (second) 0.19246667 0.58629833
Average round-trip-time variation, a, (second) 0.04919397 0.01799251
Average timeout, TO (second) 0.38924256 0.65826836
Maximum Throughput (W,„ta/RTT) (Kbps) 718.25243 235.78399
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Average Throughput over LEO Satellites
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Figure 4-16: Average th ro u g h p u t com parison for sim ulation scenario 2.
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An important observation to be drawn from Figure 4-16 is that the TD-only model is over 
estimated the TCP throughput on both LEO and GEÔ simulation scenarios especially at lower p  
values. This is mainly because the model did not include the effect of TCP retransmission timeout 
in the equation. Padhye’s approximate-model is more accurate to predict the TCP throughput as 
most of the trace values fall within or closely to the model boundary.
Based on Figure 4-16(a), the throughput for higher BER traces (e.g. 10"^  and 10' )^ are shghtly 
above the cpproximate-model values for lower average TCP file sizes (e.g. short TCP 
connection). However, the throughput values tend to get closer or fall within the predicted 
boundary for higher average TCP file sizes (e.g. long TCP connection). This mainly because the 
instantaneous RTT, RTT variation and TO values are higher in the above mentioned conditions. 
The highly fluctuation of RTT values over LEO scenario is correlated to the rapid handover 
process between ground station to satellite and also among the satellites in the constellation. In 
addition, due to the lower altitude of LEO satellites, the average TCP connection duration is 
relatively short and eventually the average packet loss per connection is smaller than the predicted 
model.
Unlike Figure 4-16(a), the throughput traces in Figure 4-16(b) are more ahgned to the 
approximate model. In GEO satellites simulation scenario, the average RTT variation is 
approximately 1/3 smaller while the average RTT is approximately thrice than the one in LEO. In 
addition, the average TO value is almost double than the average TO in LEO. All these factors 
lead to the longer average TCP connection duration and eventually the average throughput per 
connection is relatively smaller than the predicted values in most p  values.
4.3 Simulation 3 -  Comparative Evaluation QoS of HTTP over LEO 
and GEO Satellite Networks with Diffserv Architecture
This section aims to evaluate and compare the QoS parameters (i.e. delay, loss ratio, throughput 
and connection duration) for the HTTP web communications between integrated terrestrial-LEO 
and terrestrial-GEO networks [80]. The comparison is done based on average new connections 
and server response files sizes variations.
4.3.1 Simulation configuration
The NS-2 simulation scenario is shown in Figure 4-17 which consists of a remote HTTP server, a 
remote HTTP client, a Diffserv queue interface, two ground stations to satellite links terminals 
(GSL) and the LEO/GEO satellites constellation. There are two different NS-2 simulation 
scenarios used which are the terrestrial-LEO and terrestrial-GEO. The main difference between
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the two scenarios is only the satellite network parameters while the rest are exactly the same. 
Further details are described as follows.
Satellites 
^ ^  Constellation t
DifTserv
Queue
Interface
Remote HTTP
GSLl5ms 1ms
Remote HTTP
Client
5Mb/s 2Mb/s London
GSL 2 
Bostm
1ms 
2Mb s
Figure 4-17: Simulation scenario 3.
4.3.1.1 The LEO/GEO Satellites Network
The LEO and GEO satellites parameters used in this simulation are exactly the same as in section
4.2.1.1 which used Big-LEO and Euro Skyway constellations as the example of satellite networks 
configurations. The only different is the application traffic type used between server and client 
which involved HTTP web. The error model used in the satellites network is also the same that 
produced three different bit-error-rates (BER) scenarios which are 10' ,^ 10'^  and 10'^  for three 
different error scenarios.
4.3.1.2 Traffic modelling for HTTP Web Application
The application traffic used in the NS-2 simulations is based on Packmime-HTTP web object 
which generates the realistic synthetic web traffic [81]. We modified the average server response 
files sizes to be based on Pareto distribution with average discrete values of 10 Kbytes, 20 Kbytes 
and 30 Kbytes. Meanwhile, the average inter-arrival time for both request and response 
connections follow marginal distribution (e.g. a combination of modified fractional-ARlMA and 
Weibull distribution functions) with average new connection rates varies between 1 and 5 
connection/second. We simplified the complex equations of file size and inter-arrival distributions 
taken from the NS-2 source codes as follows.
The current server response file size is randomly generated using Pareto distribution based on 3 
average (e.g. avg_(x)) values which are 10 Kbytes, 20 Kbytes and 30 Kbytes respectively.
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Equation (4.27) shows the random variable of file size where x corresponds to the average sizes. 
The RNG corresponds to the random number generator function that generates numbers uniformly 
distributed between 0 and 1. The S(x) and P are the Pareto scale and shape parameters 
respectively. The S(x) in Equation (4.28) is a variable based on the average files sizes in Equation
(4.27) while the P  is a constant (i.e. 1.27).
S{x)
/(%) =
S{x) =
(i/f)hmRNGin)
(n/g_(x)x(P-l)
(4.27)
(4.28)
The current inter-arrival time of new HTTP connection is generated as in Equation (4.29) where p  
corresponds to the fractional autoregressive integrated moving average (f-ARIMA) random 
distribution functions as shown in Equation (4.30) and (4.31). The shape and scale parameters in 
Equation (4.32) and (4.33) are the Weibull shape and scale variables respectively which 
correspond to the discrete average new connection rate {R) values between 1 and 5. The A and C 
are the sigma-epsilon and sigma-noise coefficients respectively while B is the f-ARIMA internal 
state coefficient. The D, E  and E  are the Weibull coefficients while G and H  are the Gamma 
coefficients parameters. Further details of the parameters involved in the following equations 
could be read in [81].
(4:29)
p = /(y (0 ) =
0.5
1 + e f f
erfcr - x ' ) i  
Æ  J
2
if y(0 = o
i f  y ( / )> 0
If y(0<o
(4.30)
y(t) = A [/_ARlMA(Bt)]+ C (4.31)
^{D+Elog{%}}
(4.32)
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The TCP-New Reno segment size is set to 576 bytes (i.e. 536 bytes of payload and 40 bytes of 
header) with maximum congestion window size of 40 packets. The main reasons for choosing 
small segment size and maximum congestion window are to accommodate many HTTP web 
connections within the 2 Mbps of link bandwidth and also to reduce buffer overflow when the 
number or new connections increased. Table 4-8 shows the HTTP web parameters used in the 
simulations.
Table 4-8: HTTP Web Parameters
Parameter Value
HTTP server response 
file size
Model : Pareto Distribution 
Average (ovg_) : 10, 20,30 Kbytes 
Shape {shape) : 1.27
New connection inter­
arrival time
Model : Marginal Distribution 
Average connection/second (R): 1,2, 3,4,5
TCP type New Reno
TCP packet size 576 bytes (536 bytes payload + 40 bytes header)
4.3.1.3 Differentiated Services (Diffserv) Configuration
The Diffserv queuing mechanism in the simulations used Random Early Detection (RED) queue 
and Time Sliding Window 3 Color Marker (TSW3CM) policer type which differentiate traffic 
flows based on 3 drop precedence (i.e. Green, Yellow and Red). Traffic flows classification will 
be based on the Committed Information Rate (CIR) and Peak Information Rate (PIR) which are 
set to 1.85 Mbps and 1.9 Mbps for the total TCP connections. This setting is to allow the 
maximum link utilization to be between 90% - 95% (i.e. link bandwidth of 2 Mbps).
Packets will be marked as Green if the flow rate less than CIR, Yellow if the flow rate between 
CIR and PIR, and Red if the flow rate more than PIR. Red marked packets will be randomly 
dropped first followed by Yellow and Green packets respectively only if the buffer space exceeds 
minimum threshold. All packets will be dropped if the buffer space exceeds maximum threshold. 
Table 4-9 shows the Diffserv queue configuration. The total buffer size of physical queue is 350 
with average packet size of 576 bytes. The 3 virtual queues are virtually some fi-actions of the 
physical queue size which correspond to the minimum threshold {minTh) and maximum threshold 
(maxTh). Assuming that 95% of the total physical queue buffer size is used for user traffic, 
therefore the maxTh could be set to 335 packets. The minTh is set less than maxTh.
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Table 4-9: Diffserv Queue Configuration
Parameter Value
Committed Information Rate (CIR) 1.85 Mbps
Peak Information Rate (PIR) 1.90 Mbps
Minimum Threshold (minTh) 300 packet
Maximum Threshold (maxTh) 
Packet Drop Probability 1 (Green)
335 packet 
0.01
Packet Drop Probability 2 (Yellow) 0.05
Packet Drop Probability 3 (Red) 0.10
4.3.2 Result and Analysis
Each NS-2 simulation is carried out for ^proximately one hour of simulation time. The 
simulations are done 5 times (i.e. based on connection rate (R) values which are between 1 and 5) 
for each HTTP server response file size (e.g. avg_ values which are 10, 20 and 30 Kbytes) in 3 
different BER values. Therefore, the total numbers of repeated simulations are 90 times for both 
terrestrial-LEO and terrestrial-GEO simulation scenarios. Thé simulation results and analysis will 
be divided into 4 QoS categories which are delay, loss ratio, throughput and HTTP web 
connection duration. Each category refers to the IP over satellite performance metric and 
measured as average values per hour. The QoS parameters are calculated fi'om NS-2 ouq)ut trace 
using AWK programming script and then plotted on graphs using Microsoft Excel.
In order to get better understanding of the following figures, we use the same reference symbols 
and annotations. There are 9 colored Lines on each g r^h  which represent the QoS categories on 3 
different HTTP server response files sizes and 3 different BER values which are 10'  ^ ( i.e. 
symbol), 10"^  (i.e. “x” symbol) and 10'  ^(i.e. “A” symbol).
4.3.2.1 Average End-to-End Packet Delay
The average end-to-end packet delay is measured using Equation (4.23) as in section 4.2.2.1. 
Figure 4-18 shows that the average packet delay is proportional to the increment of average new 
connection per second. The more new connection estabhshed per second, the higher would be the 
delay. In addition, the delay also increased when the BER values increased firom 10'  ^to 10'  ^due 
retransmission. However, the delay values in Figure 4-18 (b) are much higher than in (a) because 
of distinct difference in altitude between GEO and LEO satellites. Moreover, the propagation 
delay over GEO satellite system is more than 250 ms [33] as opposed to the LEO satellites system 
which is more thm 12 ms [71] depending on the hop count within the satellites network.
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Figure 4-18: Average end-to-end delay.
The delays steadily increased between 1 and 3 average new connection per second. However, 
after 3 average new connections per second, significant divergence could be seen between each 
flow of packet size with maximum average packet delay of 0.2421 second and 0.3846 second (i.e.
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flows with 30K bytes and BER 10' )^ in LEO and GEO systems respectively. In addition, the 
minimum average packet delays are 0.1199 second and 0.2866 second for flows with 10 Kbytes 
and BER 10"^  in LEO and GEO systems respectively. There are two main reasons that cause the 
delays variation which are the increment of queuing delay and the increment of packet 
retransmission. The queuing delay wül increase when the number of incoming packets increased 
which will fill up the buffer space. The incoming packets of new flows keep on increasing 
regardless of the completion of previous flows. When the influx rate become more than the queue 
serving time, packets will be dropped and longer delay is needed to retransmit that packets from 
server to client. Besides that, the packet retransmission mainly hîç>pened because of early drop by 
Diffserv RED queue for the Red marked packets and also due to the packets drop in the satellite 
links.
4.3.Z.2 Average End-to-End Packet Loss Ratio
Loss ratio (L) refers to the ratio of total packet loss (P/) over total transmitted packet from server 
to client (P,) calculated using Equation (4.25) as shown previously in section 4.2.2.3.
Figure 4-19 shows that the average end-to-end packet loss ratio is proportional to the increment of 
average server response files sizes, average new connection per second and BER values. The loss 
ratio values for aU HTTP web flows over GEO satellites are slightly more than the one in LEO 
system. This mainly due to the higher round-trip-time (RTT) that cause the buffer space in most 
queues to fill up more quickly by the influx of new connections. In addition, the Diffserv queue 
regulates the flows by probabilistically drop packets when buffer size cAcccds niiiiimum threshold 
(i.e. when packet influx rate more than queue serving time). Besides that, the BER in satellite 
network also produce significant increment in packet loss especially for BER values above 10'^ .
Based on the Figure 4-19, the minimum average end-to-end packet loss ratio could be seen at 1 
average new connection/second, 10 Kbytes average server response file size and BER of 10'^  
which correspond to average loss ratio values of 0.000346 in terrestrial-LEO system and 0.000387 
in terrestrial GEO system. The maximum average packet loss ratio values are at 5 average new 
connection/second, 30 Kbytes average server response file size and BER 10"^  which correspond to 
average loss ratio of 0.042682 ia tcixcstrial-LEO system and 0.042787 in tcneStiial-GEG System. 
The average loss rate is below 5% in worst condition due to the Diffserv QoS control and TCP 
reliable connection in both systems.
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Average Packet Loss Ratio over LEO Satellites
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F igure 4-19: A verage end-to-end packet loss ratio.
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4.3.2.3 Average End-to-End Packet Throughput
The average end-to-end packet throughput {E) is calculated by dividing the total received packet 
(P,) at the client side over the total duration of HTTP web flows. The value is then multiplied by 8 
and divided by 1000 in order to get the value in Kbps. The HTTP web total duration is calculated 
by subtracting the receiving time of last packet at the client side (//) to the sending time of first 
packet fi-om the server side (//). The total duration is slightly less than the 1 hour of simulation 
time because the HTTP web connections start a few seconds after the network scenario setup in 
NS-2 is conq)leted.
i=N
B = -k! X (4.34)
t , - t j -  1000
The average end-to-end packet throughput concludes the previous QoS parameters because they 
are closely related as shown in Equation (4.34). It is proportional to the total received bit variation 
and inverse proportional to the packet delay variation. Based on Figure 4-20, the average end-to- 
end packet throughput is proportional to the increment of average server response file sizes and 
average new connection/second. The higher the average server response sizes and average new 
connection rate, the higher would be the P,. However, the average packet throughput decreases as 
the BER increased. The P, received at higher BER (i.e. 10' )^ is less than the one at lower BER (i.e. 
10' )^ within total flow durations due to many packets losses.
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Average Packet Throughput Over LEO Satellites
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F igure 4-20: Average end-to-end packet th roughpu t.
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4J.2 .4  Average HTTP Web Connection Duration
In real world, the average HTTP web connection duration could be regarded as the time 
conceived by the client upon sending a HTTP URL using web browser until all web contents 
loaded on the computer screen. The HTTP web connection duration is calculated for every 
completed flow within 1 hour of simulation time by subtracting the receiving time of last packet 
at the client side (7/) to the sending time of first packet of a connection at the server side (7}). The 
average value (Q) is calculated by summing up all completed connection durations and then 
divided by the total number of completed cormections (/9 as shown in Equation (4.35).
i= f,
= —
Jt
(4.35)
Based on Figure 4-21, the average HTTP web connection duration is proportional to the 
increment of average HTTP server response files sizes, average new connection rates and BER 
values. The higher the average server response files sizes and BER, the longer would be the time 
needed for the connection to complete. The reason is related to the packet loss ratio which 
increased rapidly in higher average server response files sizes especially for higher BER values 
due to the retransmission of many packets loss.
Average HTTP Web Connection Duration Over LEO Satellites
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Average HTTP Web Connection Duration Over GEO Satellites
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Figure 4-21: Average HTTP web connection duration.
4.3.3 TCP Throughput Comparison
In this subsection, we compare between the TCP throughput obtained from the NS-2 simulation 
results (section 4.3.2.3) and the Padhye’s TCP approximate-model as in Equation (2.24) and also 
TD-Only model as in Equation (2.15). The throughputs in section 4.3.2.3 are calculated based on 
total number of received TCP packets in the receiver regardless of TCP connection 
differentiation. That is the main reason that makes the throughput graphs in section 4.3.2.3 
increased when the average number of new TCP connection increased compared to the throughput 
values shown in section 4.2.2.4. In order to compare the throughput values with Padhye’s TCP 
model, we averaged the values per TCP connection rate so that the throughput values are 
normalized and approximately reflects average per TCP connection throughput. We plotted two 
separate graphs as in Figure 4-22(a) and (b) for LEO and GEO scenarios respectively.
The RTT  and TO parameters are calculated based on collected data in section 4.3.2.1. Some 
assumptions for the parameters calculations are made as follows.
i) RTTj » (2 X DJ : We assumed that the round-trip-time is approximately two times 
the end-to-end delay as in Equation (4.23).
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ii) t « RTT : We assumed that the average smoothed i?TT, t , is approximately equal 
to the average i?7T/ as in i) calculated from all A  trace data in precious section
4.3.2.I.
iii) O’, w<7 ^R T T , : We assumed that the average RTT variation, <j,, is
V, /=i >
approximately equal to the standard deviation of all RTTi calculated in i) with 
mean value as in ii).
Then, the average TO parameter is calculated using Equation (3.3) based on average values 
approximation obtained previously. Noted that the TO in Equation (2.24) is referring to the initial 
timeout duration as stated in [52]. Therefore, the BEB factor ( y ) in Equation (3.3) is set to 1. The 
maximum throughput {W ^R TT)  refers to the maximum benchmark of throughput value used in 
the approximate-model. As the results, we obtained the average RTT and TO parameters as shown 
in Table 4-10 for LEO and GEO satellites scenarios. These values are then used to plot the 
predicted TCP throughput of approximate-model and TD-Only model as a function of packet loss 
ratio ip) as shown in Figure 4-22 (a) and (b).
Table 4-10: Key Parameters for TCP Throughput Modelling
Parameters LEO GEO
Average round-trip-time, RTT (second) 0.273022 0.601347
Average round-trip-time variation, a, (second) 0.025194 0.021522
Average timeout, TO (second) 0.373798 0.687437
Maximum Throughput (W„,a/RTT) (Kbps) 675.109881 306.512051
Based on Table 4-10, the average RTT variation in GEO simulation scenario is relatively smaller 
while the average RTT is approximately thrice than the one in LEO. The highly fluctuation of RTT 
values over LEO scenario is correlated to the nq)id handover process between ground station to 
satellite and also among the satellites in the constellation. In addition, the average TO value is 
almost double than the average TO in LEO. All these factors lead to the longer average TCP 
connection duration and eventually the average throughput per connection is relatively smaller 
than the one in LEO for most p  values.
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Average Throughput over LEO Satellites
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Figure 4-22: A verage th ro u g h p u t com parison for sim ulation scenario 3.
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Based on Figure 4-22(a) and (b), the throughput for higher BER traces (e.g. lO"® and 10' )^ are 
slightly above the TD-only model values. However, the throughput values fall within the predicted 
boundary for lower BER traces. Both TD-Only model and approximate-model underestimated the 
throughput values for short TCP connections in higher BER scenario. The main reason is that the 
average TCP connection duration of HTTP web is very short and eventually the average packet 
loss per connection is smaller than the predicted models.
4.4 Simulation 4 -  QoS Evaluation of Multiservice Applications over 
Integrated Satellite-Terrestrial Network
This section aims to evaluate the QoS parameters of multiservice applications over the 10 Mbps 
of high speed sateUite broadband using Ka-Sat like satellite system [82]. We model the integrated 
terrestrial-satellite broadband services scenario in Network Simulator 2 (NS-2) software. A 
Diffserv queue interface is developed on the terrestrial network to regulate and differentiate the 
multiservice applications flows before crossing over the satellite network. In addition we 
proposed a simple priority queue with selective packets drop function as the satellite OBP. In 
order to make the NS-2 simulation more realistic, we create an error model which produced bit- 
error-rate (BER) in satellite links from the typical value of 10'  ^ [32] to the worst condition which 
is 10"^ . The applications traffics used in the simulations are HTTP/1.1 web, large file transfer 
using FTP, VoD streaming using MPEG-4 codec and bidirectional VoIP. Moreover, we also 
investigate tiie QoS parameters against multiple new connections rate, average response files sizes 
and BER variation using the standard ITU-R HRDP by replacing the satellite system with a single 
bidirectional optical fibre link. The results may give a better understanding of QoS parameters 
(e.g. delay, loss ratio and throughput) variations involved in multiservice applications across the 
sateUite and HRDP systems.
4.4.1 Simulation Configuration
The NS-2 simulation network scenario is shown in Figure 4-23 which consists of 4 remote 
servers, 4 remote clients, a Diffserv queue interface, two grounds to satellite links terminals 
(GSL), a Geosynchronous satellite (GEO) and a single bidirectional fibre optic link as the 
standard HRDP. There are actuaUy three different network scenarios in Figure 4-23 which are the 
terrestrial-sateUite and terrestrial-HRDP. The main differences are only at the satellite and HRDP 
parameters while the rest network elements are the same. The next subsections explain the details 
of network elements parameters involved in the simulations.
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Figure 4-23: Simulation scenario 4.
4.4.1.1 Satellite Network Configuration
The satellite network used in the NS-2 simulations is based on the Ka-Sat like satellite system 
located at coordinate 9° east. There are 4 remote servers that transmit multiple TCP and UDP 
connections to 4 remote clients via 2 GSL located in London, UK (51.53° N, 0°) and Athens, 
Greece (37.96° N, 23.72° E) respectively. We also introduced a random error model to simulate 
the satellite network transmission loss characteristics. The error model produced 2 different BER 
values which are 10'^  and 10 ° for 2 different error scenarios. Table 4-11 shows the satellite 
system parameters used throughout the simulations.
Table 4-11: GEO Satellite Parameters
Parameter Value
Altitude 35786 Km
Coordinate (0", 9")
ISL bandwidth 1 Gbps
Uplink / Downlink bandwidth 10 Mbps
4.4.1.2 ITU-R Hypothetical Reference Digital Path (HRDP)
The International Telecommunication Union - Radio Communication Standardization Sector 
(ITU-R) has defined the HRDP in its S.521 document [83]. It is part of the Integrated Services 
Digital Network (ISDN) Hypothetical Reference Connection (HRX) which is defined in the ITU- 
T G.821 document [84]. Both HRDP and HRX defined the concept of satellite equivalent distance
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in terrestrial path. In addition, the HRDP and HRX specify the performance requirement of the 
main transmission segments for the end-to-end coimection. HRX specified that the longest 
possible end-to-end connections between subscribers along the earth surface is 27500 Km. There 
are 3 basic segments identified by typical distances of portion in the end-to-end coimection of 
HRX. The segments are referred as low, medium and high grade segments with allowable 
performance degradation of 30%, 30% and 40% respectively.
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Figure 4-24: HRDP and HRX transmission segments [33].
The HRDP is part of the high grade segment which represents the fixed satellite link with 12500 
Km equivalent distance on earth. It consists of one terrestrial-satellite-terrestrial link with possibly 
more inter-satellite links in the space segment in the presence of many satellites. Figure 4-24 
shows the HRDP and HRX transmission segments as in [33].
We integrate the concept HRDP and HRX in the simulations by replacing the satellite segments 
with two single bidirectional terrestrial optical fibre Links defined as HRDP(l) and HRDP(2) 
respectively as shown in Figure 4-23. Therefore, there are 3 different network simulation 
scenarios in Figure 4-23 which are using the satellite system, HRDP(l) and HRDP(2) 
respectively. Our objective is to study and compare the QoS variations involved in the satellite 
system and its standard equivalent distance of terrestrial link. The arguments that we used are 
“what if ' the satellite system be replaced with the standard equivalent terrestrial ISDN links and 
“how much" the system effects the QoS performance.
4.4.1.3 Multiservice Applications Traffic Modelling
There are services used in the NS-2 simulations which are the HTTP/1.1 web, large files transfer 
using FTP protocol, VoD streaming using MPEG-4 codec and bidirectional VoIP using
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GSM.AMR codec. Multiple connections are created for each type of application during the one 
hour of total simulation time. However, the average new connections inter-arrival rates are not 
uniform to all applications. The average new connection inter-arrival rate for HTTP web is varied 
between 1 and 5 per second while the FTP and VoIP are varied between 1 and 5 per minute. Only 
the VoD used 1 connection per minute for average new connection inter-arrival rate. Meanwhile, 
the new connection rate increment steps are uniform for HTTP, FTP and VoIP during the entire 
simulations. This means that when we increase the HTTP average new connection inter-arrival 
rate from 1/second to 5/second, we also increased the FTP and VoIP average new connection 
inter-arrival rate fix>m 1/minute to 5/minute while the VoD average new connection inter-arrival
rate remains at 1/minute. Detailed descriptions of the applications traffics used in NS-2
simulations are shown in the following subsections.
HTTP/1.1 : The HTTP/1.1 web traffic used in NS-2 simulations is based
on the Packmime-HTTP web application object that generates 
realistic synthetic web traffic [81] as mentioned in section
4.3.1.2. However, we modified the average server response file 
size to be based on Pareto distribution with average value of 50
Kbytes. In addition, the average inter-arrival time for both
request and response connections follow the marginal
distribution which is a combination of modified fi-actional
autoregressive integrated moving average (f-ARIMA) and 
WeibuU distribuliuu fuuctions. The average new connection 
rates vary between 1 and 5 per second. Simplified descriptions 
of the cort^lex equations of file size and new connection inter­
arrival time distributions taken from NS-2 source codes are as 
follows.
The Average server response file size is randomly generated 
using Pareto distribution based on average value (i.e. avg_(x)) 
of 50 Kbytes. Equation (4.27) shows the file size distribution 
fimutiun where x corresponds to the average file size. The RNG 
variable refers to the random number generator fimction that 
generates random numbers uniformly distributed between 0.0 
and 1.0. The S(x) and P variables are the Pareto scale and shape 
parameters respectively. The IS(x) variable formula as in 
Equation (4.28) is based on average file size in Equation (4.27) 
while the f  is a constant value of 1.27.
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Large File Transfer using FTP
The inter-arrival time distribution is based on Equation (4.29) 
where p  defined the f-ARIMA random distribution fimctions as 
in Equation (4.30) and (4.31). The shape and scale variables as 
in Equation (4.32) and (4.33) are the WeibuU shape and scale 
parameters respectively. Both sh^e  and scale are correlated 
with the average new connection rate (i.e. R) value that varies 
between 1 and 5. The A and C parameters are the sigma-epsilon 
and sigma-noise coefficients respectively while the B 
parameter is the f-ARIMA internal state coefficient. In 
addition, the D, E, and Fare the WeibuU coefficients whUe the 
G and H  are the Gamma coefficients parameters. DetaUed 
description of the foUowing equations could be found in [81].
: The FTP appUcation used in this study is for the Internet large 
file transfer with average file size value (e.g. avg_(x)) of 5 
Mbytes based on Pareto distribution as shown in Equation
(4.27) and (4.28). Meanwhile, the average new connection rate 
varies between 1 and 5 connection/minute based on 
Exponential distribution shown in Equation (4.36). The avg_(t) 
is the average inter-arrival time in 1 minute reference which are 
60, 30, 20, 15 and 12 seconds corresponding to inter-arrival 
rate between 1 and 5 connection/minute respectively. The NS-2 
scheduler used the avgjft) values to schedule the next packets 
transmission within the 1 hour of simulation time. The RNG is 
the random number generator function that generates numbers 
uniformly distributed between 0.0 and 1.0.
The FTP and HTTP web appUcations used TCP New Reno as 
the underlying transport protocol. The TCP segment size used 
is 1500 bytes (i.e. 1460 bytes payload + 40 bytes header) with 
maximum congestion window size of 30 packets.
I f t )  = avg_(t)x(-log(RNG(n))) (4.36)
VoD streaming : The VoD streaming used MPEG-4 video encoder that generates 
3 types of fi’ames which are I fi-ames, P fi-ames and B frames. The 
I fi-ames are the intra-coded fi-ames that contains information of
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encoded still image and have the lowest compression rate 
compare to other type of frames. The P frames are the 
predictively coded frames that need information from previous I 
frames and/or P frames for encoding and decoding processes. 
The P frumes could achieve higher compression rate than the I 
frames. Meanwhile, the B frames ^ e  the bidirectionally 
predictively coded frames that need information from the 
previous and following I and/or P frames for encoding and 
decoding processes. The B frames have the highest compression 
rate compare to the others. The I, P and B frames are generated 
using Time Expand Sample (TES) model in two phases. The first 
phase is to generate a time series of correlated random variables 
with uniform marginals [0, 1). The second phase is the inversion 
process of background sequence derived from the video sample 
trace files in NS-2. Further details of TES model could be read in 
[85].
The MPEG-4 video streaming in the NS-2 simulations used 
frame rate value of 24 frame/second and rate factor equal to 5 
based on [85]. The average new connection created between 
server and client is only 1 connection/minute based on 
Exponential distribution shown in Equation (4.36). Meanwhile 
the average streaming duration is 5 minute/connection based 
Pareto distribution as shown in Equation (4.27) and (4.28). The 
new connection is created regardless of the completion of 
previous connection. The VoD used UDP as the underlying 
transport protocol with maximum transfer unit (MTU) of 1500 
bytes.
Voice over IP (VoIP) : Bidirectional VoIP application is used between the two
communicating network elements in NS-2. At the source side, 
the VoIP encoder used GSM.AMR codec to encode the Voice 
Activity Detection (VAD) (e.g. talkspurt and silence activities) 
into 35 bytes of small packets before sending the data over the 
Internet channel using UDP. Upon receiving data from suuree, 
the VoIP decoder used the optimal non-causal playout buffer to 
pace their playout. The talkspurt and silence activities between 
the two conversation entities are model using modified Brady’s
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model. The model contains 8 conversation states in which each 
state represent one of the following situations [86] [87].
o Single talk: either one speaker is talking.
o Double Talk: both speakers are talking at the same time.
o Short silence: either one speaker is silent.
o Mutual silence: both speakers are silent.
The average new VoIP connection rate between two conversation 
entities varies between 1 and 5 connection/minute based on the 
Exponential distribution shown in Equation (4.36). Moreover, the 
average conversation duration is 10 minute/connection based 
Pareto distribution shown in Equation (4.27) and (4.28). 
Similarly with other applications, the new connection is created 
regardless of the completion of previous connection. Figure 4-25 
shows the VoIP structure model used in the NS-2.
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Figure 4-25: VoIP structure model in NS-2.
4.4.1.4 Differentiated Services (Diffserv) Configuration
The Diffserv queuing system in the NS-2 simulation used Random Early Detection (RED) queue 
type and the Time Sliding Window 3 Color Marker (TSW3CM) of policer type. The TSW3CM 
policer classifies traffic flows based on 3 drop precedence which are referred as Green, Yellow 
and Red. Meanwhile the RED queue consists of 1 physical queue and 3 virtual queues which 
correspond to the 3 drop precedence respectively. Traffic flows classification will be based on the 
Committed Information Rate (CIR) and Peak Information Rate (PIR). Packets will be marked as 
Green if the flow rate below CIR, Yellow if the flow rate between CIR and PIR, and R ed  if the
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flow rate more than PIR. The R ed  marked packets will be randomly dropped first followed by 
YelloM! and Green packets respectively only if the buffer space exceeds minimum threshold. All 
packets will be dropped if the buffer space exceeds maximum threshold. Table 4-12 shows the 
Diffserv queue configuration used in NS-2. The total buffer size of a physical queue is 500 
packets with average packets size of 1500 bytes. The 3 virtual queues are virtually some fractions 
of the physical queue size which corresponds to the minimum threshold (minTh) and maximum 
threshold (maxTh). Assuming that 90% of the total buffer size used for user traffics, therefore the 
maxTh could be set equally to all traffic type which is 450 packets. The minTh is set less than 
maxTh.
In order to set the CIR and PIR for each type of traffic, we need to divide the maximum allowable 
bandwidth according to the fair use policy. The fair use policy is commonly used by the ISP to 
restrict the ways in which the network will be used by clients. Since we are studying the future 
services of Tooway satellite broadband services with 10 Mbps download and 4 Mbps upload 
speeds, therefore we used the 10 Mbps of total bandwidth as reference. Assuming that the ISP 
allows up to 95% (e.g. 9.5 Mbps) of the link utilization, therefore we divide the bandwidth to each 
traffic type as shown in Figure 4-26. The bandwidth fraction corresponds to the PIR value of each 
traffic type. This does not mean that any traffic could not go beyond the PIR value. Any traffic 
could go beyond the PIR value by dynamically using other fraetion of traffic type bandwidth as 
long as the total bandwidth follows the fair use policy. The CIR values are chosen to be less than 
the PIR values.
Fair U s e  P o l ic y  a l lo w a b le  b a n d w id th  (Mbit/s)
□  HTTP B F T P  □ M P E G - 4  □ V o I P
Figure 4-26: B andw idth fraction for each traffic type.
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Table 4-12: Diffserv Parameters
Parameter HTTP FTP VoD VoIP
CIR (Mbps) 2.85 2.85 2.85 0.40
FIR (Mbps) 3.00 3.00 3.00 0.50
minTh (packet) 380 380 380 380
maxTh (packet) 450 450 450 450
Packet Drop Probability 1 (Green) 0.01 0.01 0.01 0.01 ^
Packet Drop Probability 2 (Yellow) 0.05 0.05 0.05 0.05
Packet Drop Probability 3 (Red) 0.25 0.25 0.25 0.25
4.4.1.5 Satellite On-Board Processing (OBP)
The OBP refers to the satellite queuing management. It shows the capability of a satellite to 
manage the traffic flows variation and maintain the QoS at optimum level. We divide the traffic 
class into 2 categories which are delay-sensitive and throughput-sensitive. The HTTP web and 
FTP traffics used TCP with reliable connection. The TCP ensures all packet transmitted are 
successfully received and any packet loss will cause retransmission process. Higher packet loss 
will severely degrade the QoS. Therefore we categorized these traffics as throughput-sensitive 
which must be protected fiom being dropped by the queue. Meanwhile, the VoD (e.g. MPEG-4) 
streaming and VoIP traffics are the applications that sensitive to delay. Higher delay will severely 
degrade the QoS. Moreover, these traffics used UDP as the transport protocol which is non­
reliable connection without retransmission function. Packet loss will not be retransmitted. 
Therefore, we categorized these applications traffics as delay-sensitive.
We model the OBP as a priority queue with selective packet drop function as shown in Figure 4- 
27. The throughput-sensitive traffic will be queued from the tail of the queue while the delay- 
sensitive traffic wiU be queued from the head of the queue. This is done in order to make the 
delay-sensitive packets being served first by the queue. However, when the current queue length 
reach its maximum limit size (i.e. 2000 packets), then the delay-sensitive packets will be 
selectively dropped. Since the delay-sensitive packets could be divided into MPEG-4 video and 
VoIP packets, therefore either one of them will be dropped at a time. The queue will scan all 
packets in the buffer and counts the number of video and VoIP packets. If the video packets more 
than the VoIP packets in the buffer at that particular time, then the last video packet arrived in the 
queue wiU be dropped and vice versa.
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Figure 4-27: Priority queue model for the satellite OBP
4.4.2 Simulation Results and Analysis
Each NS-2 simulation is carried out for approximately 1 hour of simulation time. The simulations 
are done 5 times for each connection rate values (e.g. R values between 1 and 5) in 2 different 
BER values (e.g. 10'^  and 10' )^. Therefore, the total numbers of repeated simulations are 30 times 
for terrestrial-GEO, terrestrial-HRDP( 1 ) and terrestrial-HRDP(2) network scenarios. The 
simulation results and analysis are divided into 3 QoS categories which are delay, loss ratio and 
throughput. The QoS parameters are calculated based on each simulation output trace file using 
AWK programming script and then presented in the form of tables.
4.4.2.1 Average End-to-End Packet Delay
The average end-to-end packet delay is measured using Equation (4.23) as in section 4.2.2.1. The 
average end-to-end packet delay in second as shown in Table 4-13, 4-14 and 4-15 are proportional 
to the increment of average new connection from each traffic type. The average delays are 
steadily increased between 1 and 3 average new connection rate and then significantly increased 
on the subsequent connection rate with maximum delay achieved by flows with BER value of 10'^  
in all systems and traffic types. When many connections are established per second or minute, the 
higher would be the end-to-end delay. This is mainly due to the increment queuing delay in most
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end-to-end data links in order to serve the increment incoming data rate. In addition, the average 
packet delay also increased when the BER increased from 10’^  to 10^. Moreover, the delay values 
are much higher in GEO system compare to HRDP(l) and HRDP(2) due to the distinct difference 
in altitude distance.
Table 4-13: Average End-to-End Delay over GEO SateUite (second)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 0.2720 0.2721 0.2727 0.2763 0.2778
10"^ 0.2730 0.2733 0.2744 0.2786 0.2798
FTP 10'^ 0.2739 0.2744 0.2751 0.2805 0.2847
10^ 0.2743 0.2757 0.2765 0.2838 0.2889
VoIP 10" 0.2653 0.2658 0.2669 0.2694 0.2711
lO'® 0.2655 0.2665 0.2674 0.2706 0.2719
VoD 10" 0.2719 0.2722 0.2726 0.2749 0.2768
10"^ 0.2724 0.2728 0.2734 0.2767 0.2783
Table 4-14: Average End-to-End Delay over HRDP(l) (second)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 0.0592 0.0593 0.0613 0.0686 0.0689
10"^ 0.0597 0.0612 0.0635 0.0835 0.0836
FTP 10" 0.0597 0.0602 0.0618 0.0716 0.0727
10"® 0.0598 0.0622 0.0644 0.0858 0.0866
VoIP 10" 0.0522 0.0525 0.0538 0.0584 0.0601
lO’* 0.0523 0.0530 0.0547 0.0659 0.0689
VoD 10'" 0.0582 0.0585 0.0597 0.0657 0.0658
10"^ 0.0594 0.0611 0.0630 0.0797 0.0803
Table 4-15: Average End-to-End Delay over HRDP(2) (second)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 0.1087 0.1089 0.1107 0.1145 0.1162
10^ 0.1090 0.1094 0.1111 0.1221 0.1233
FTP 10" 0.1096 0.1109 0.1120 0.1167 0.1208
10"^ 0.1096 0.1102 0.1114 0.1271 0.1301
VoIP 10" 0.1022 0.1024 0.1038 0.1069 0.1074
10^ 0.1024 0.1028 0.1046 0.1130 0.1149
VoD 10" 0.1080 0.1082 0.1093 0.1118 0.1136
10"^ 0.1082 0.1090 0.1100 0.1219 0.1230
Apart from the distinct differences in propagation delays in aU systems, the delay variation is 
caused by two main factors which are the increments of queuing delay in most links and the 
increment of packet retransmission of TCP flows. In addition, the rapid increased of delay after 3 
average new connection rate is also due to the additional factor which is the early drop process by 
Diffserv queue for the Red marked packets. The incoming packets of new connection flows in aU
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traffic type keep on increasing regardless of the completion of previous flows. When the traffics 
burst rate become more than the queue serving time, packets will be dropped and longer delay is 
needed to retransmit the TCP packets from server to client. Accumulation of TCP packets 
retransmission process wiU increase the TCP connection duration and subsequently increase the 
number of active connections in the end-to-end data links. As the results, this causes the global 
increment of packet delay. Besides that, the proposed priority queue managed to keep the delays 
for delay-sensitive traffics (i.e. VoD streaming and VoIP) lower than the throughput-sensitive 
traffics (i.e. HTTP web and FTP).
4.4.2.2 Average End-to-End Packet Loss Ratio
Loss ratio (L) refers to the ratio of total packet loss (F/) over total transmitted packet from server 
to client (P,) calculated using Equation (4.25) as shown previously in section 4.2,2.3.
The average end-to-end packet loss ratio as shown in Table 4-16, 4-17 and 4-18 is proportional to 
the increment of average new connection rate and BER values. The average packet loss ratio 
values for all traffic types in terrestrial-GEO are shghtly more than the one in terrestrial-HRDP(l) 
and terrestrial-HRDP(2) systems. Apart from the BER factor, the average packet loss is also 
mainly because of the higher round-trip-time (RTT) that cause the buffer space in most queues to 
fill up more quickly by the burst of new traffic connections. In addition, the Diffserv queue 
regulates the traffic burst by probabihstically dropped packets when buffer size exceeds the 
minimum threshold (e.g. early packet drop process).
The minimum average end-to-end packet loss ratio for all systems could be seen in each traffic 
type at 1 average new connection rate and BER of 10' .^ Meanwhile, the maximum average loss 
ratio values are at 5 average new connection rate and BER 10"^ . The average packet loss ratio for 
VoD streaming traffic is higher than HTTP web and FTP traffics mainly due to the early packet 
drop process by the Diffserv and also selective packet drop by the priority queue. Besides that, the 
VoIP has the lowest average packet loss ratio because the traffic carries very small packet size 
and does not exceeds the fair use pohcy bandwidth fraction in most of the time.
Table 4-16: Average End-to-End Loss Ratio over GEO SateUite
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 0.000962 0.000980 0.001016 0.001032 0.001174
IC* 0.009938 0.010025 0.010196 0.010231 0.010292
FTP 10' 0.000983 0.001012 0.001098 0.001149 0.001248
10"^ 0.010751 0.010803 0.010909 0.010955 0.011039
VoIP 10" 0.000031 0.000038 0.000052 0.000076 0.000099
10"^ 0.000447 0.000460 0.000481 0.000502 0.000547
VoD 10" 0.001097 Ü.ÜÜ111Ü 0.001176 0.001228 0.001467
10"^ 0.011526 0.011789 0.011943 0.012025 0.012054
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Table 4-17: Average End-to-End Loss Ratio over HRDP(l)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 0.000070 0.000109 0.000131 0.000135 0.000200
IC* 0.001234 0.001238 0.001251 0.001305 0.001512
FTP lO’ 0.000097 0.000123 0.000133 0.000138 0.000313
10'* 0.001298 0.001339 0.001341 0.001415 0.001555
VoIP IQ-’ 0.000024 0.000029 0.000037 0.000055 0.000076
IQ-^ 0.000049 0.000054 0.000075 0.000092 0.000135
VoD 10'^ 0.000120 0.000134 0.000138 0.000145 0.001122
IQ-® 0.001395 0.001432 0.001457 0.001491 0.002127
Table 4-18: Average End-to-End Loss Ratio over HRDP(2)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 0.000103 0.000128 0.000131 0.000148 0.000201
10"^ 0.001266 0.001285 0.001294 0.001372 0.001557
FTP lO’ 0.000132 0.000136 0.000138 0.00018 0.000493
10"^ 0.001343 0.001369 0.001383 0.001473 0.001640
VoIP 10" 0.000028 0.000033 0.000045 0.000069 0.000087
10"^ 0.000054 0.000065 0.000082 0.000103 0.000151
VoD 10" 0.000136 0.00014 0.000155 0.000265 0.001222
10"^ 0.001444 0.001491 0.001493 0.001522 0.002689
4.4.2.3 Average End-to-End Packet Throughput
The average end-to-end packet throughput (B) is calculated by dividing the total received packet 
(P,) at the client side over the total duration of each traffic type. The value is then multiplied by 8 
and divided by 1000 to get the value in Kbps. The apphcation traffic duration is calculated by 
subtracting the receiving time of last packet at the client side (//) to the sending time of first packet 
from the server side ((/) as shown in Equation (4.34). The traffic duration is slightly less than 1 
hour of simulation time because each traffic type starts a few seconds after the network simulation 
scenario setup is completed.
The average end-to-end packet throughput could be regarded as the conclusion of previous QoS 
parameters because the parameters are closely related as shown in Equation (4.34). The average 
throughput is proportional to the total received packet variation and inverse proportional to the 
packet delay variation. Based on Table 4-19, 4-20 and 4-21, the average end-to-end packet 
throughput in Kbps is proportional to the increment of average connection rate, except for the 
VoD streaming traffic. The higher the average connection rate, the higher would be the P, value in 
Equation (4.34). The VoD streaming traffic is exceptional in this case because it uses only 1 
average new connection/minute. The total transmitted packets remain almost the same during the 
entire simulation while the delay value (i.e. divisor in Equation (4.34)) keeps on increasing when 
the average new connection rate of other traffic type increased. However, the average throughput
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values in all traffic flows are lower when the BER equal to 10"^  compared to the flows with BER 
10'  ^due to many packets loss.
The maximum average end-to-end packet throughput could be seen in terrestrial-HRDP(l) system 
at BER 10'  ^while the minimum average end-to-end packet throughput could be seen in terrestrial- 
GEO system at BER 10"^ . The maximum average packet throughput is achieved at 5 average new 
connection rate for all traffics except the VoD streaming which is at 1 average new connection 
rate. The main reason other than the BER factor (e.g. as shown in Table 4-16, 4-17 and 4-18) that 
cause the lower average throughput in terrestrial-GEO system is also due to the higher end-to-end 
RTT (e.g. as shown in Table 4-13,4-14 and 4-15).
Table 4-19: Average End-to-End Throughput over GEO SateUite (Kbps)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 343.5180 695.6649 1087.0275 1475.3433 1951.7460
10"^ 343.3279 695.6377 1086.8133 1468.5647 1924.8815
FTP 10" 294.6074 677.6351 1098.4110 1426.6242 1826.3049
10^ 283.7430 675.9140 1087.3415 1426.5160 1762.0156
VoIP 10" 23.2299 43.0578 62.8611 85.8065 111.3068
10^ 22.5959 42.9940 62.3761 85.4385 110.6742
VoD 10" 1892.1931 1890.7961 1887.8901 1887.3420 1887.2406
10“" 1871.3099 1869.3138 1868.5890 1868.5555 1867.3175
Table 4-20: Average End-to-End Throughput over HRDP(l) (Kbps)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 344.5814 696.3418 1087.5103 1481.9453 2055.0792
10-" 343.5607 696.0549 1087.2995 1481.9407 2052.3165
FTP 10" 300.2728 681.8100 1102.6363 1437.2996 1877.6182
10“" 299.9472 681.2453 1102.2178 1436.4719 1877.3339
VoIP 10" 23.5238 44.2878 63.2270 85.9698 112.3490
10"" 22.8913 43.3615 62.8749 85.7534 110.7022
VoD 10" 1897.7493 1893.8844 1892.6920 1891.6254 1888.9905
10"" 1896.3394 1890.4320 1888.7911 1887.8191 1885.6149
Table 4-21: Average End-to-End Throughput over HRDP(2) (Kbps)
Traffic Type 
&BER
Average New Connection
1 2 3 4 5
HTTP 10" 343.5757 696.0567 1087.1688 1481.9078 2052.3576
10“" 343.4940 696.0443 1087.0990 1481.7544 2052.2844
FTP lO’ 299.1200 679.6220 1101.1449 1432.4263 1872.1286
10“" 298.5806 679.2519 1099.3751 1431.7865 1870.5350
VoIP 10" 23.3152 43.8924 62.9147 85.9508 111.6345
10^ 22.6584 43.1670 62.3838 85.5202 109.6100
VoD 10" 1893.0832 1891.4511 1891.4159 1891.0840 1887.3282
10"" 1888.8911 1887.8590 1885.4204 1884.8885 1882.1653
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4.4.3 TCP Throughput Comparison
In this subsection, we compare between the TCP throughput obtained from the NS-2 simulation 
results (section 4.4.2.3) and the Padhye’s TCP approximate-model as in Equation (2.24) and also 
TD Only model as in Equation (2.15). The TCP throughputs for HTTP web and FTP traffics in 
section 4.4.2.3 are calculated based on total number of received TCP packets in the receiver 
regardless of TCP connection differentiation. That is the main reason which makes the throughput 
values in section 4.4.2.3 increased when the average number of new TCP connection increased 
compared to the TCP flow throughput values shown in section 4.2,2.4. In order to compare the 
throughput values with Padhye’s TCP model, we averaged the values per TCP connection rate so 
that the throughput values are normalized and approximately reflects average per TCP connection 
throughput. We plotted three separate graphs as in Figure 4-28(a), (b) and (c) for GEO satellite, 
HRDP and HRX scenarios respectively.
The RTT and TO parameters are calculated based on collected data in section 4.4.2.1. Some 
assumptions for the parameters calculations are made as follows.
i) RTTi « (2xD, ) : We assumed that the round-trip-time is approximately two times 
the end-to-end delay as in Equation (4.23).
ii) t » RTT : We assumed that the average smoothed RTT, t , is approximately equal 
to the average RTTi as in i) calculated from all Di trace data in section 4.4.2.1.
iii) O', « O'
f  n >
Y^RTT,
\  <=1
We assumed that the average RTT variation, c , , is
approximately equal to the standard deviation of all RTTi calculated in i) with 
mean value as in ii).
Then, the average TO parameter is calculated using Equation (3.3) based on average values 
approximation obtained previously. Noted that the TO in Equation (2.24) is referring to the initial 
timeout duration as stated in [52]. Therefore, the BEB factor (y ) in Equation (3.3) is set to 1. The 
maximum throughput (W„ua/RTT) refers to the maximum benchmark of throughput value used in 
the approximate-model. As the results, we obtained the average RTT and TO parameters as shown 
in Table 4-22 for GEO satellite, HRDP and HRDP scenarios. These values are then used to plot 
the predicted TCP throughput of approximate-model and TD-Only model as a function of packet 
loss ratio ip) as shown in Figure 4-28 (a), (b) and (c).
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Table 4-22; Key Parameters for TCP Throughput Modelling
Parameters GEO HRDP HRX
Average round-trip-time, RTT (second) 0.55378 0.13536 0.22923
Average round-trip-time variation, a, (second) 0.00461 0.009722 0.006598
Average timeout, TO (second) 0.572221 0.17425 0.255621
Maximum Throughput {W^aJRTT) (Kbps) 650.077648 2659.574468 1570.475069
Based on Table 4-22, the average RTT variation in GEO simulation scenario is relatively smaller 
while the average RTT  is approximately more than twice compared to one in HRDP and HRX. 
Lower .RTT variation in the GEO scenario maybe because of the implementation of priority queue 
on the satellite’s OBP while the D roptail FIFO queue used in the HRDP and HRX simulation 
scenarios. In addition, the error model used in HRDP and HRX is also another factor that caused 
higher RTT fluctuations during the entire simulation time. Moreover, the average TO value is 
more than double compared the average TO in HRDP and HRX. All these factors lead to the 
longer average TCP connection duration in GEO network scenario and eventually the average 
throughput per connection is relatively smaller than the one in HRDP and HRX for most p  values.
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Figure 4-28: Average th ro u g h p u t com parison.
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Based on Figure 4-28(a), (b) and (c), the throughput values of HTTP web and FTP traffics in 
GEO scenario are slightly above the TD-only model values for higher BER traces (e.g. 10"^. 
However, the throughput values fall within the predicted approximate-model boundary for lower 
BER traces. Contrary to the TCP throughput in GEO, the TCP throughputs for HTTP web and 
FTP traffics are higher and fall within the approximate-model for all BER traces in HRDP and 
HRX scenarios. The integration of error model GEO wireless channel may impose high error rate 
which usually lead to timeout increment when several packets in the same TCP window are lost.. 
When the timeout increase due to high loss rate, the time wasted during timeouts becomes the 
dominant factor influencing throughput, ü  addition, the higher end-to-end RTT factor may also 
cause lower average throughput in the GEO scenario.
4.5 Summary
In this chapter, we have demonstrated 4 different simulation scenarios for data transmissions over 
satellites and Diffserv terrestrial network. Both LEO and GEO satellite networks examples have 
been presented in this chapter. The simulations analysed the QoS parameters of HTTP web, file 
transfer using FTP, VoIP and video streaming Internet application traffic against new connection 
rates and BER variations.
The 1®‘ simulation scenario is related to the HTTP web data transmission over LEO satellite 
network and Diffserv configured terrestrial network. Simulation is done to analyze 2 different 
conditions which are the error fi-ee and . with BER over the satellite networks. In the error-fi-ee 
condition, the terrestrial network was injected with background traffic which accommodates for 
approximately 20%, 50% and 80% of the total link bandwidth. Meanwhile, the second condition 
is with the BER values of 10'^  and 10"^  over the satellite channels but with fixed 20% of 
background traffic load bandwidth. The main objectives of the first simulation are to analyze the 
effect of those conditions when HTTP traffic transmitted over satellite-terrestrial network and also 
analyze the effectiveness of Diffserv to regulate many traffic flows over the network system. 
Based on the error-fi-ee simulation results for 20%, 50% and 80% of load bandwidth, the average 
end-to-end delay values are 0.263s, 0.284s and 0.332s respectively. In addition, the average end- 
to-end throughput values are 40.157Kbps, 37.750Kbps and 32.601Kbps respectively. In term of 
packets dropped distribution, the average HTTP response packets dropped are 100, 496, and 1600 
packets respectively. Meanwhile, the average end-to-end delay values for BER 10'  ^ and 10" a^re 
0.269s and 0.369s respectively. The average end-to-end throughput values are 39.099Kbps and 
28.167Kbps respectively. In addition, the average HTTP response packets dropped are 88 and 
1150 packets respectively.
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The 2°  ^ simulation scenario is related to the FTP data transmission over LEO and GEO satellite 
networks and Diffserv configured terrestrial network. The simulation is done to analyze the QoS 
parameters of end-to-end delay, jitter, loss ratio and throughput for large file transfer using FTP 
over satellite-terrestrial networks. Two satellite networks was used which are the LEO and GEO 
with channel BER of 10’’ and 10' .^ Both LEO and GEO satellite are used separately in two 
different simulation scenarios. The minimum average end-to-end delay values over LEO and 
GEO satellite networks are achieved during BER 10'  ^which are 0.0638s and 0.2838s respectively. 
The maximum average end-to-end delay values are achieved during BER 10'^  which are 0.2724s 
and 0.3651s respectively. Moreover, the minimum average end-to-end jitter values over LEO and 
GEO sateUite networks are achieved during BER 10'  ^which are 8ps and 22ps respectively. The 
maximum average end-to-end jitter values are achieved during BER 10'  ^ which are 0.25ms and 
0.286ms respectively. In term of average end-to-end loss ratio over LEO and GEO satellite 
networks, the minimum values achieved are 0.000326 and 0.000332 respectively during BER 10'  ^
while the maximum values are 0.05885 and 0.060652 respectively during BER 10' .^ In addition, 
the maximum average end-to-end flow throughput over LEO and GEO satellite networks are 
919.65Kbps and 200.12Kbps respectively which are achieved during BER 10' .^ The values are 
decreasing as the as the average new connection and average file transfer sizes increased and 
finally reached the minimum values of 85.6Kbps and 30.609Kbps respectively during BER 10'^ .
The 3”^  simulation scenario used the same concept as the 2”‘* simulation scenario but using HTTP 
traffic. The same types of analysis are done in order to analyze and compare the QoS parameter 
variations over LEO and GEO satellite networks. In term of average end-to-end delay over LEO 
and GEO satellite networks, the minimum values are 0.1199s and 0.2866s respectively at BER 10' 
 ^using lOKbytes of HTTP server response file size and single connection per second. However, 
the delay increased as the server response file sizes and average new connection rate increased 
until reaching the peak values of 0.2421s and 0.3846s respectively while using 30Kbytes of server 
response file size at 5 new connection per second and BER 10' .^ The delays show increment for 
about 101.9% and 34.19% for LEO and GEO satellite network system respectively. Then, the 
average end-to-end loss ratio also shows the same trend with minimum values of 0.000346 and 
0.000387 respectively. The maximum loss ratio could be seen during BER 10' ,^ 30Kbytes of 
server response file size and 5 new connection rates which are approximately 0.042682 and 
0.042787 over LEO and GEO networks respectively. Consequently, the average end-to-end 
packet throughput seen at the client side have the minimum values during single connection rate, 
lOKbytes of HTTP server response file size and BER 10'  ^ which are jqjproximately 
80.2656Kbytes and 79.7936Kbytes respectively. The values grow as the connection rate increased 
until reach the maximum values at 5 connections per second, 30Kbytes of HTTP server response 
file size and BER 10'^  which correspond to 1324.0203Kbytes and 1268.8751Kbytes for LEO and
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GEO networks respectively. The LEO satellite network achieved maximum throughput 
approximately 4.45% more than the GEO satellite system.
The 4* simulation scenario used 4 different Internet application traffics (HTTP web, file transfer 
using FTP, VoIP and video streaming) simultaneously over satellite-terrestrial networks. The 
terrestrial network is integrated with Diffserv queuing system while the satellite is equipped with 
priority queuing mechanism as the OBP. Simulations were done to analyse the effectiveness of 
both Diffserv and OBP systems to regulate all traffics and maintain the end-to-end QoS. The 
analysis is expanded to compare the QoS parameters achieved over satellite network system with 
the values achieved over hypothetical references defined as HRDPl and HRDP 2. The minimum 
end-to-end delays achieved over satellite network for HTTP web, FTP, VoIP and video streaming 
traffics are 0.2720s, 0.2739s, 0.2653s and 0.2719s respectively at single new connection per 
minute and BER 10'  ^ while the maximum values are 0.2798s, 0.2889s, 0.2719s and 0.2783s 
respectively at 5 new connection per minute and BER 10"^ . The minimum end-to-end delays over 
HRDPl are 0.0592s, 0.0597s, 0.0522s and 0.0582s for HTTP web, FTP, VoIP and video 
streaming traffics respectively while the values achieved over HRDP2 are 0.1087s, 0.1096s, 
0.1022,s and 0.1080s respectively at single new connection per minute and BER 10"^ . Then, the 
maximum end-to-end delays over HRDPl are 0.0836s, 0.0866s, 0.0689s and 0.0803s for HTTP 
web, FTP, VoIP and video streaming traffics respectively while the values achieved over HRDP2 
are 0.1233s, 0.1301s, 0.1149s and 0.1230s respectively at 5 new connection per minute and BER 
10"^ . In addition, the minimum end-to-end loss ratio achieved over satellite network are 0.000962, 
0.000983, 0.000031 and 0.001097 respectively at single new connection per minute and BER 10'^  
while the maximum values are 0.010292, 0.011039, 0.000547 and 0.012054 respectively at 5 
connection per minute and BER 10"^ . Similarly, the minimum end-to-end loss ratios over HRDPl 
are 0.00007, 0.000097, 0.000024 and 0.000012 respectively while the values achieved over 
HRDP2 are 0.000103, 0.000132, 0.000028 and 0.000136 respectively for HTTP web, FTP, VoIP 
and video streaming traffics at single new connection per minute and BER 10' .^ The maximum 
end-to-end loss ratios over HRDPl are 0.001512, 0.001555, 0.000135 and 0.002127 while the 
values achieved over HRDP2 are 0.001557, 0.001640, 0.000151 and 0.002689 respectively at 5 
connection per minute and BER 10"^ . The resulting minimum throughputs over satellite system 
are 34.3279Kbps, 283.743Kbs, 22.5959Kbps and 1871.3099Kbps respectively for each 
application traffic at single connection per minute and BER 10"^ . The throughputs then achieved 
the maximum values of 1951.746Kbps, 1826.3049Kbps, 111.3068Kbps and 1887.2406Kbps 
respectively at 5 connection per minute ^ d  BER 10“^ , On the other hand, the minimum end-to- 
end throughputs over HRDPl are 343.5607Kbps, 299.9472Kbps, 22.8913Kbps and 
1896.3394Kbps respectively while the values achieved over HRDP2 are 343.4940Kbps, 
298.5806Kbps, 22.6584Kbps and 1888.8911Kbps respectively for HTTP web, FTP, VoIP and
140
Chapter 4 -  Single Path Routing
video streaming traffics at single new connection per niinute and BER 10"^ . Consequently, the 
maximum throughputs over HRDPl are 2055.0792Kbps, 1877.6182Kbps, 112.3490Kbps and 
1888.9905Kbps respectively while the values achieved over HRDP2 are 2052.3576Kbps, 
1872.1286Kbps, 111.6345Kbps and 1887.3282Kbps respectively for the Internet traffic types at 5 
new connection per minute and BER 10'^ .
Based on the simulations results, we found that the average delay, jitter and loss ratio are 
proportional to the increment of average new connection rate, average file transfer sizes and BER 
values while the average fiow throughput is vice-versa. The higher the average new connection 
rate generated by the source and BER in the satellites network, the higher would be the end-to-end 
delay, jitter and loss ratio. Apart from the BER that significantly contribute to the increment of 
QoS parameters, the queuing delay, buffer size and scarce bandwidth limit the influx of new 
connections. The incoming packets of new connection flows in all traffic type keep on increasing 
regardless of the completion of previous flows. When the traffics burst rate become more than the 
queue serving time, packets will be dropped and longer delay is needed to retransmit the TCP 
packets fi-om server to client. Accumulation of TCP packets retransmission process will increase 
the TCP connection duration and subsequently increase the number of active connections in the 
end-to-end data links. As the results, this causes the global increment of packet delaÿ, jitter and 
loss ratio. Besides that, the proposed priority queue managed to keep the . delays for delay- 
sensitive traffics (i.e. VoD streaming and VoIP) lower than the throughput-sensitive traffics (i.e. 
HTTP web and FTP). Moreover, the studies found that the GEO satellite system has lower end-to- 
end QoS performance for multiservice apphcations compared to the standard ITU-R HRDP 
terrestrial system mainly because of the distinct differences in round-trip-time (RTT). In addition, 
the priority queue with selective packet dropped scheme provides suitable QoS for the delay- 
sensitive traffics (i.e. VoD streaming and VoIP).
Based on the TCP throughput comparison, our hypothesis is that both TD-only model and 
approximate model are more suitable to predict the throughput of long TCP connection, where the 
steady state condition occurs for long period of time. The Markovian process assumption that 
packets lost in a TCP transmission round are independent of any packet lost in other round seems 
inaccurately predicted the throughput in some cases of our simulation studies especially in LEO 
and GEO networks scenarios. In addition, the assumption that once a packet in a given round is 
los, then aU remaining packets in that round are lost as well may cause throughput inaccuracy and 
need to be relaxed by incorporating a loss distribution function in the TCP model. Moreover, both 
models did not account for the effects of TCP fast recovery and fast retransmit which is used in by 
TCP Newreno in the NS-2 simulations. In our simulation studies, the random variables of inter­
arrival time and files size of the TCP connection follow the Exponential and Pareto distributions 
respectively. New connection with variable file size starts randomly without waiting for the
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previous connection to finish. If many connections take a lot of time to finish, then the 
accumulative bandwidth usage may grow even bigger. At a time, there will be series of 
congestions or packet losses on each active TCP connection and eventually degrades the global 
TCP throughput. Furthermore, the effect link handover and packets buffering processes also 
significantly contribute to the variation of end-to-end TCP throughput. In addition to the above 
mentioned improvement factors, a more precise throughput calculation can be obtained if the 
analytical model includes the effect of fast recovery and fast retransmit mechanisms as these are 
the key elements of TCP reliable data transmission.
The idea of implementing Diffserv queue management system to do the complexity fimctions 
such as traffic classification and traffic conditioning in order to relieve the satellite workload still 
need more improvement to achieve optimum end-to-end QoS for multiservice Internet 
applications. The next chapter shows the network layer enhancement using load balancing method 
with multipath routing in order to optimize the bandwidth utilization. An admission control with 
Diffserv queue system will be placed in the terrestrial network to regulate and differentiate traffic 
flows in real-time based on current delay and throughput in order to reduce the satellite workload 
for data processing. The satellite’s on-board-processing system (OBP) is implemented as a simple 
priority queue for further processing by prioritizing the traffic flow within the satellite network.
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Chapter 5
5 QoS Evaluation of IP over Satellite - 
Terrestrial Networks using Multipath 
Routing
The launched of Ka-Sat to the space orbit (9° East above the equator) by Eutelsat 
Communications in December 2010 [88] has marked a new milestone in the next generation 
satellite broadband industry. It has 70Gbps of total throughput which is channelled via 82 Ka- 
band spot beams on to different geographical areas stretching from the North Africa to southern 
Scandinavia and small part of Middle East. The Ka-Sat was started to operate in the second 
quarter of 2011 and has the notional edacity to serve up to two million households with triple­
play services (e.g. Internet, Video on Demand (VoD) streaming and Voice over IP (VoIP)). One 
of the broadband Internet Service Providers (ISP) that has been used the Ka-Sat facilities is 
Too way [89]. It has delivered the high speed broadband services up to 10 Mbps download and 4 
Mbps upload speeds
Previous related studies on multiservice applications over the Digital Video Broadcast (DVB- 
RCS/S/S2) satellite broadband [90] [91] [92] [93] systems only analyze the satellite network 
scenario without integration with the terrestrial network. In addition, the studies only evolved 
around optimization of the single path routing legacy. The future Internet broadband over satellite 
will comprise of both heterogeneous terrestrial and satellite networks and synchronize connection 
between both network systems using multipath routing are vital in order to achieve optimum end- 
to-end quality of service (QoS) [23]. Further conq)arison studies with the standard hypothetical 
reference is essential in order to know the potential of developed system so that further 
modification could be made to achieve better results. Unlike [94] which developed a complex 
OBP system for data traffic processing, we suggest an alternative approach by exploiting the 
terrestrial network capability to do the complexity functions such as traffic classification and 
frafiSc conditioning in order to relieve the satellite workload [71]. The reason is not only due to 
the higher satellite development cost but also because of the terrestrial networks have the 
advantage in term of technology, bandwidth and speed (e.g. high speed and low bit error-rate of
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optical fibre) compared to the satellite networks that have narrower bandwidth and prone to the 
transmission loss.
Another previous related study on multipath routing over satellites by Taleb et al [90] has 
proposed a novel method called “Explicit Load Balancing” (ELB) which is a cooperative routing 
strategy for LEO satellites constellation that enables neighbouring satellites to explicitly exchange 
information on their current congestion status for better distribution of packet traffics over the 
entire satellite constellation. The method also optimally prevents both congestion and packet 
drops at the satellites.
Inspired by the idea of ELB method developed by Taleb et al, we proposed an alternative 
approach of multipath routing over satellites which can support any type of orbital satellites 
constellation (e.g. LEO, MEG and GEO). We stiU hold the idea mentioned in Chapter 4 that 
traffic classification and traffic conditioning could be done in the terrestrial network in order to 
relieve the satellite workload and prevent scalability problem. In addition, we suggest that the. 
current congestion status over the satellite networks could be shared among the Ground to 
Satellite Link terminals (GSL) and the routing scheduling decision over which satellite networks 
should be chosen for traffic diversion will be managed by one or more admission control node. 
The admission control node maintains two separate list of current traffic load over the satellite 
networks and the queue length of ground to satellite links. The load balancing of packet traffic 
firom ground to satellite links will be done based on those lists in order to maintain optimum QoS 
of 'delay-sensitive ’ and 'throughput-sensitive ’ Internet application packet streams. Our scope of 
research only sees fi-om end-to-end satellite-terrestrial network system perspective. We omit the 
routing type used among the satellites within the same constellation network and assume that each 
satellite network maintains their own routing tables. The next sections explain in details of our 
proposed QoS method for multipath routing over satellite-terrestrial networks and the system 
performance evaluation using NS-2 network simulations.
5.1 Proposed Novel QoS Network System
This section explains the proposed novel QoS method to support multiservice applications over 
the 10 Mbps of high speed satellite broadband using Ka-Sat Uke satellite and the Big-LEO 
systems. The method adopts an admission control system which consists of a Diffserv queue 
interface and a multipath forwarder in order to regulate, classify and select the optimum multipath 
routes for the Internet Protocol (IP) packet traffics. In addition we proposed a simple priority 
queue with selective packets drop function as the satellite OBP. The main focus of this study is 
developing the multipath routing selection algorithm for the admission control system in order to 
achieve optimum QoS performance for the multiservice applications traffics. The apphcations
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traffics used in the studies are HTTP web, large file transfer using FTP, Video streaming and 
bidirectional VoIP. The proposed QoS framework will be tested against multiple new connection 
rates, average server-response files sizes and bit-error-rate (BER) variation using NS-2 simulation 
software. The results will be compared with the standard ITU-R hypothetical reference as in 
S.521 [83] and G.821 [84] reference documents for the comparison against terrestrial Integrated 
Services Digital Network (ISDN).
The NS-2 network simulation scenario is shown in Figure 5-1 which consists of 4 remote servers, 
4 remote clients, an admission control system, 8 ground to satellite links terminals (GSL), a 
Geosynchronous satellite (GEO) and 66 Low Earth Orbit (LEO) satellites constellation. The 
remote servers are connected to bottleneck admission control node using bidirectional link of 
20Mbps with 8 ms of link delay at the server side while a bidirectional link of 2.5Mbps with 2 ms 
link delay is used to connect each GSL terminal with the client node. The next subsections 
explain the details about network elements parameters.
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Figure 5-1: Multipath routing simulation scenario in NS-2.
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5.1.1 Admission Control System
The admission control system will route the traffic connection to multiple paths over both LEO 
and GEO satellites networks using load balancing method. The method will fully utilized both 
LEO and GEO satellites networks resources in order to achieve optimum QoS for the throughput- 
sensitive (e.g. HTTP web, FTP) and delay-sensitive (e.g. VoIP, video streaming) traffics. The load 
balancing method is based on the following parameters:
> Current load bandwidth of each branching link.
> Current queue length of each branching link.
> Current end-to-end delay based on data collected by the moving agent.
Node Port
Classifier
agen tj)
N o d e
en try
agent_lAddress 
Classifier 
►
dmux
agent agent n
entry
classifier
Tame i
Moving 
agent X Cmko  
Cmk_i 
Link 2
link n
Multipath
Classifier
• TakCe 2 Q ueue
Cinko
Cmk_i
Cmk_2
Unk_n
link 0 link 1 link n
TaBCe 3
C onn Stat
Cinko
Cink^  1
Cink_n
TaBCe 4
RTT
CinkoCinei
Cink_2
Cmk_n
Figure 5-2: Multipath forwarder node structure in NS-2.
Based on Figure 5-1, the admission control system consists of the following subcomponents:
> Multipath forwarder (the purple color oval object).
> Diffserv queue interface (the green color circle object).
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In NS-2, the multipath forwarder is a node element derived from the Class Node shown in 
Cluster 3. We extend the basic node functionality to support multipath route selection at run-time 
by adding the multipath classifier object as shown in Figure 5-2. The node is designed in such a 
way that it would only suitable to function as a branching node immediately before the GSL 
terminals. This makes it capable to regulate the traffic flows over the satellite networics.
The multipath forwarder tasks involve measurement of the load bandwidth and queuing buffer 
size of the forward branching links based on the IP packet forwarding history and keeps its own 
statistical tables. The tables contain lists of continuously updated current traffic load over the 
satellite networks and the queue length of ground to satellite links.
In addition, it maintains a routing table based on the unique connection ID for every TCPAJDP 
connection that passed through it. Every newly established connection unique ED will be 
registered in the routing table list along with the chosen optimum forwarding route. Subsequent 
packets from the same connection will follow the same route until the connection is terminated. 
When the connection is terminated, it will be deregistered fi-om the routing table list to leave 
space for the subsequent new connection. The registration and deregistration processes provide 
information to the multipath forwarder about the total live connections and connections 
termination rates in each branching links over the satellite networks.
Moreover, it probes all the possible paths towards destination for the link delay by periodically 
creating and dissipating moving agents that continuously moving forward to destination network 
element and backward to itself. The advantages of using moving agent in the multipath routing 
over LEO satellites network have been highlighted by Rao et al [95]. We adopted the method in 
our study as the additional function to the multipath forwarder element for optimum traffic route 
selection. The moving agent is defined as small chunks of packets in NS-2 created to record the 
RTT time-stamp for each branching links from the multipath forwarder towards client nodes. The 
timestamp records both forward and reverse delays between server and client sides. Congestion 
could be detected if the recorded forward delay increased from previous recorded values or the 
probe packets dropped as the results of timeout. The forward delay data will be used for 
comparison with other recorded list of parameters stored in the tables in order to determine the 
optimum traffic route towards client node.
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The optimum route selection for each traffic type is based oh the measured data and Diffserv 
queue information. Packets from the same connection will not be separated in order to avoid 
packets reordering at the receiver side. The multipath routes forwarding algorithm flowchart as 
shown in Figure 5-3 decides on how the multipath forwarder will handle the current connection 
flows and the newly established connection flows for each traffic type based on the time- 
bandwidth sharing concept. The time-bandwidth sharing concept defines the concept of links 
sharing among lower delay links (i.e. links using LEO satellites network) and higher delay links 
(i.e. links using GEO satellite network. The proposed algorithm works as follows:
1) Always route the corinection to the least load bandwidth
> Every newly established connection that passed through multipath 
forwarder will register their flow ID to the multipath forwarder and 
the connection information will be stored in the connection statistic 
table list. When the connection terminated, the designated flow ID 
will be deregistered from the table List.
> Newly established connection of the delay-sensitive traffic will 
always be routed to the least load bandwidth (least busy link) 
among the lower delay links.
> Newly established connection of the throughput- sensitive traffic 
with higher priority (HTTP traffic) may share the lower delay links 
only if the current load bandwidth of that links below some 
threshold level. Otherwise the traffic flows will be routed to the 
higher delay link.
> Instead of early dropping packets from the newly established 
connection of the delay-sensitive traffic when all of the lower delay 
links above threshold, that traffic flow may share the higher delay 
links only if the current load bandwidth of those links below some 
threshold level (only for video traffic).
> Load bandwidth, queue buffer size and connection statistic for 
every branching link will be updated every second and also when a 
newly established connection registers to the multipath forwarder.
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2) When all links load bandwidth above threshold, packet forwarding will be 
based on the current forwarding link’s queue length (current packets in the 
queue buffer)
> Newly established connection of both delay-sensitive and 
throughput-sensitive traffics will be routed to the least queue buffer 
size and highest connection completion rate in the lower delay link 
and higher delay link respectively.
> When all branching links queues buffer size above threshold 
values, multipath forwarder will not let any newly established 
connection passed through it (connection drop) until the current 
queue length drop below thé threshold values. The queue length 
threshold values are traffic centric and each traffic type is assigned 
with different value.
5.1.2 Satellite Networks Confîguratloii
The satellite networks used in the proposed network scenario are based on the Ka-Sat like satellite 
system located at coordinate 9° east and LEO-Iridium constellation. There are 4 remote servers 
that transmit multiple TCP and UDP connections to 4 remote clients via 8 GSLs. We also 
introduced a random error model to simulate the satellite network transmission loss 
characteristics. The error model produced 2 different BER values which are 10'  ^ and ID"® for 2 
different error scenarios. Table 5-1 shows the satellite systems parameters for the proposed 
network scenario.
Based on Figure 5-1, the 4 GSLs at the servers side are located at the same latitude and longitude 
coordinate (37.9°, -122.3°) while the other 4 GSLs at the clients side are located at (42.3°, 71.1°). 
The GEO satellite is located at the coordinate (0°, -100°). The sign refers to location in West 
region in earth. The LEO satellites constellation are scattered around the globe at low earth orbit 
as specified in Table 5-1.
The round-trip-time (RTT) between the GEO satellite and the respective GSL at server and client 
side could be calculated as follows [33]:
The relative coordinate difference between GEO sateUite and a GSL terminal at the server side is 
shown as follows.
GEO -  GSL (server) = (0,-100) -  (37.9, -122.3)
= (-37.9,22.3)
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The relative coordinate difference between a GSL terminal at the client side and the GEO satellite 
is shown as follows
GSL (Ghent) -  GEO = (42.3,71.1) -  (0, -100)
= (42.3,171.1)
Then the Re, h and r parameters are specified as foUows
Re — Earth radius fi-om earth’s core to earth terminal = 6378.137 Km
h — The sateUite altitude from the earth equator = 35786.6 Km
r -  Radius firom the earth’s core to GEO sateUite =Rg +A = 42164.737 Km
Distance between the GEO sateUite and GSL terminal can be calculated using the foUowing 
equation [33]
R^ =Rl+r'^-IRErco^e (5.1)
where
cos^ = cosZ,cos^cos/-i-sm^sin/ (5.2)
The L and 1 parameters are the latitude and longitude of the earth coordinate system respectively
while the q> parameter is the azimuth angle. As for GEO sateUite, we have ^  = 0, thus cos ÿ? = 1 and
sin <p = 0.
The value of cos^ between GEO -  GSL (server) is calculated as foUows: 
cos^ =cos(-37.9°)cos(22.3°) = 0.73 
(D, =43.11°
The value of cosç> between GSL (Ghent) -  GEO is calculated as foUows: 
cos% = cos(42.3°)cos(171.1°) = -0.7307 
% =136.95°
Therefore the distance between GEO sateUite and GSL terminal (server) can be computed as. 
foUows using Equation 5.1:
R( = (6378.137)  ^+(42164.737)2 -  2(6378.137)(42164.737)(0.73)
= 1.4259 xlO^Km^
=37761.148 Km
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Besides that, the distance between GSL (Client) terminal and GEO satellite can also be computed 
as follows:
=(6378.137)2 +(42164.737)2 -2(6378.137)(42164.737)(-0.7307)
= 2.2116x10° Km2
=47027.2643 Km
Thus the one-way propagation delay from GSL (server) -  GEO satellite -  GSL (client) can be 
calculated as follows:
(37761.148 + 47027.2643) x 1 OOP 
3x10®
= 283 mf
Therefore, the RTT value over GEO satellite is obtained as follows:
RTT = 2Tp =2x2S3 ms = 566 ms
Moreover, the RTT over LEO network could not be calculated as previously mentioned because 
we did not monitor closely the coordinate of LEO satellites involved directly in the data 
transmission. However, an approximation value could be considered as previously calculated in 
section 4.1.1.2 which is = 75.162 ms with RTT ~ 150.324 ms.
Table 5-1 : LEO and GEO Satellites Parameters
Parameter LEO Satellites GEO Satellites
Altitude 780 Km 35786 Km
Planes 6 1
Satellites per plane 11 1
Inclination (degree) 86.4 0
hiterplane separation (degree) 31.6 -
Seam separation (degree) 22 -
Elevation mask (degree) 8.2 8.2
Intraplane phasing YES NO
hiterplane phasing YES NO
ISL per satellite 4 2
ISL bandwidth 1 Gbps 1 Gbps
Uplink/Downlink bandwidth 2.5 Mbps 2.5 Mbps
Cross-seam ISL NO NO
ISL latitude threshold (degree) 60 -
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5.1.3 Multiservice Application Traffic Modelling
There are 4 applications services that will be used in the proposed network scenario as in Figure 
5-1 which are the generic HTTP web traffic, large files transfer using FTP, Video streaming using 
Constant Bit Rate (CBR) traffic and bidirectional VoIP using GSM.AMR codec. The end-to-end 
QoS performance will be measured against variable connection rates and BER values during the 
entire 15 minutes of simulation time.
5.1.3.1 HTTP Web Traffic
The HTTP web traffic application in the NS-2 multipath .simulations used Pareto distribution to 
model the server response file size with average value of 300 Kbytes. In addition, the average new 
connection rate varies between 1 and 30 connection/minute based on Exponential distribution 
shown in Equation (4.36). The avg_(t) is the average inter-arrival time in 1 minute reference 
which are 60, 30, 20, 15, and 12, 10, 8.571, 7.5, 6.67, 6, 5.45, 5, 4.615, 4.286, 4, 3.75, 3.529, 
3.333, 3.158, 3, 2.857, 2.727, 2.609, 2.5, 2.4, 2.308, 2.222, 2.143, 2.069 and 2 seconds 
corresponding to inter-arrival rate between 1 and 30 connection/minute respectively.
The HTTP web traffic used TCP New Reno as the underlying transport protocol. The TCP 
segment size used is 1500 bytes (i.e. 1460 bytes payload + 40 bytes header) with maximum 
congestion window size of 29 packets. The congestion window is set to 29 packets because HTTP 
packet may travel on both LEO and GEO satellites networics at any possible time. Since the RTT 
over LEO is much smaller than the RTT over GEO (e.g. £q>proximately 142ms tested for the 
network scenario without BER), the maximum TCP congestion window size value is obtained 
based on the maximum TCP throughput equation {WmcJRTT) using the 2.5Mbps of the satellite 
uplink/downlink bandwidth as the benchmark and 1500 bytes of TCP segment size.
5.1.3.2 Large File Transfer using FTP
The FTP traffic application used in this study is for the Internet large file transfer with average 
file size value (e.g. avg_(xj) of 5 Mbytes based on Pareto distribution as shown in Equation (4.27) 
and (4.28). Meanwhile, the average new connection rate varies between 1 and 30 
connection/minute based on Exponential distribution shown in Equation (4.36). The NS-2 
scheduler used the avgjt) values to schedule the next packets transmission within the 15 minutes 
of simulation time. Similar with the HTTP traffic, the RNG is the random number generator 
function that generates numbers uniformly distributed between 0.0 and 1.0.
The FTP traffic used TCP New Reno as the underlying transport protocol. The TCP segment size 
used is 1500 bytes (i.e. 1460 bytes payload + 40 bytes header) with maximum congestion window 
size of 43 packets.
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The congestion window is set to 43 packets because FTP packet may travel over GEO satellites 
networks at most of the simulation time based on the defined routing scheduling algorithm. Since 
the RTT over GEO is higher than the RTT in LEO (e.g. more than 500ms tested for the network 
scenario without BER), the maximum TCP congestion window size could reach more than 100 
packets when calculated using 2.5 Mbps of the satellite uplink/downlink bandwidth as the 
benchmark, 500ms RTT and 1500bytes of TCP segment size. However, 100 packets of 
congestion window size are equal to 150 Kbytes and more than the standard maximum TCP 
window size which is 65535 bytes [50]. Too large TCP window setting may introduce error- 
recovery problem and degrades the performance substantially [96]. Therefore, the maximum TCP 
congestion window size used in the NS-2 simulations is limited to 43 packets only.
5.1.3.3 Video Streaming Traffic
The VoD video streaming traffic is muddled using Constant Bit Rate (CBR) traffic generator in 
NS-2. We follow the standard MPEG-transport stream (MPEG-TS) packet size specification used 
in the Integrated Services Digital Broadcasting - Terrestrial (IDSB-T), Digital Video Broadcast 
(DVB-T/C/S) and Advanced Television Systems Committee (ATSC) which is 208 bytes (188 
bytes transport stream packet + 20 bytes of FEC data) [97]. The 188 bytes packet size is a 
standard payload size chosen for compatibility with ATM system [98][99] while the additional 20 
bytes is used for the Reed-Solomon forward error correction [100]. The streaming bit-rate is set to 
30 fi-ame/seconds which is approximately 50 Kbps/connection. The inter-arrival time of new 
streaming connection is based on Exponential distribution with average values between 1 and 30 
connection/minute. The new connection is created regardless of the completion of previous 
connection using UDP as the underlying transport protocol. In addition, the streaming duration or 
live time for each connection is based on Pareto distribution with average value of 300 seconds.
5.1.3.4 Voice over IP (VoIP) Traffic
The bidirectional VoIP application traffic used in the multipath simulations used GSM.AMR 
codec as mentioned in section 4.4.1.3. The average new VoIP connection rate between two 
conversation entities varies between 1 and 30 connection/minute based on the Exponential 
distribution shown in Equation (4.36). Moreover, the average conversation duration per 
connection is 10 minute/connection based Pareto distribution as shown in Equation (4.27) and 
(4.28). Similarly with other traffics, the new connection is created regardless of the completion of 
previous connection.
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5.1.4 Differentiated Services (Diffserv) Configuration
The Diffserv queuing system in multipath simulations used Random Early Detection (RED) 
queue type and the Time Sliding Window 3 Color Marker (TSW3CM) of policer type as 
mentioned in Chapter 4. Table 5-2 shows the Diffserv queue configuration used in the multipath 
simulations. The total buffer size of a physical queue is 500 packets with average packets size of 
1500 bytes. The 3 virtual queues are virtually some fractions of the physical queue size which 
corresponds to the minimum threshold (jninTh) and maximum threshold (maxTh). Assuming that 
90% of the total buffer size used for user traffics, therefore the maxTh could be set equally to all 
traffic type which is 450 packets. The minTh is set less than maxTh.
Table 5-2: Diffserv Parameters for Multipath Simulations
Parameter HTTP FTP VoD VoIP
CIR (Mbps) 2.90 2.90 2.90 0.40
PIR (Mbps) 3.00 3.00 3.00 0.50
minTh (packet) 400 400 400 400
maxTh (packet) 450 450 450 450
Packet Drop Probability 1 (Green) 0.01 0.01 0.01 0.01
Packet Drop Probability 2 (Yellow) 0.05 0.05 0.05 0.05
Packet Drop Probability 3 (Red) 0.30 0.30 0.30 0.30
The CIR and PER values are set based on 10 Mbps of the total branching links bandwidth (e.g. 2.5 
Mbps of the satellite uplink/downlink). This is done in order to limit the traffic rate that pass 
through the satellite networks so that the total rate does not exceed far beyond 10 Mbps. In 
addition, we also decided that the maximum allowable link utilization is 95% of the total 
forwarding bandwidth which is 9.5 Mbps and each traffic bandwidth proportion is shown in 
Figure 4-26. The bandwidth firaction corresponds to the PER value of each traffic type. However, 
this does not mean that any traffic could not go beyond the PER. value. Any traffic could go 
beyond the PER value by dynamically using other jfraction of traffic type bandwidth as long as the 
total bandwidth follows the fair use policy. The CIR values are chosen to be less than the PER. 
values.
5.1.5 Satellite On-Board Processing (OBP)
The OBP system used in the multipath simulations is exactly the same as mentioned in section
4.4.1.5 which managed the traffic flows based on delay-sensitive and throughput-sensitive 
categories. Each satellite in LEO and GEO networks has the OBP queuing system with maximum 
buffer size of 500 packets with average size of 1500 bytes for each packet.
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5.1.6 HRX and HRDP
The HRX and HRDP systems standard mentioned in section 4.4.1.2 are also used in the multipath 
simulations. We integrate the concept HRDP and HRX in the simulations by replacing both of the 
satellite networks with two 10 Mbps of bidirectional terrestrial optical fibre links defined as 
HRDP(l) and HRDP(2) respectively as shown in Figure 5-1 in order to study and conq)are the 
QoS variations involved in the satellite system and its standard equivalent distance of terrestrial 
link. Moreover, we exclude admission control in the HRX and HRDP simulations so that both 
scenarios function as single path network system similar to the previous system in section 4.4.1.2. 
This is done in order to compare the QoS performance of the proposed multipath system model 
with the standard hypothetical reference model.
5.1.7 Delay Scheduling Queue Function
The term delay scheduling generally means to delay the specific scheduling tasks at some period 
of time in order to preserve optimum flow of the queuing tasks system. The study of delay 
scheduling topic has been done by many researchers in the fields of cluster confuting system
[101] for efficient user data locality management and also in the wireless network transmission
[102][103][104] for minimizing the effect of fading channels. Inspired by the work in the 
previous studies, we adopt the method as part of the admission control system in order to regulate 
the traffics flow across the terrestrial-satellite networks.
The admission control system at the branching node element also adopts the delayed scheduling 
algorithm function at its queuing buffer in order to reduce packets dropped of TCP traffic. The 
method will delay the TCP packets at random period of time when the queue buffer exceeds some 
specific capacity thresholds. The delay is done by using a virtual queue on top of the physical 
queue at the admission control node as shown in Figure 5-4. When the physical queue towards the 
branching links have reached the threshold value, any TCP packet that arrives after that will be 
queued in the virtual queue buffer until the physical queue length drops below the threshold value. 
Once the physical queue length drops below the threshold value, the TCP packets will pass 
through over the satellite networks. This is done repeatedly at the admission control node 
whenever the physical queue length exceeds the threshold. The delayed scheduling may only take 
split seconds because the admission control will terminate any new arrival connection when the 
queue threshold is exceeded until the load bandwidth drops below 90% of the link capacity. The 
delay scheduling and connection termination methods create double protection on the ongoing 
TCP live connections firom packets dropped.
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Figure 5-4: Delay scheduling queue at admission control node.
5.2 Testing the Proposed Multipath Scheduling Algorithm
In order to verify the logical functionality of the proposed multipath scheduling algorithm in 
Network Simulator - 2, we conducted some pilot test simulations using the satellites scenario only 
but with reduced values of some parameters in order to ease the QoS parameters evaluation. The 
branching links bandwidths are reduced to 100 Kbps so that the saturated load bandwidth could 
be achieved within short period of time. In addition, the total simulation time is shortened to 500 
seconds only. Moreover, we used only CBR traffic to represent HTTP web traffic and video 
streaming traffic which associate with throughput-sensitive and delay-sensitive traffic 
respectively. The VoIP and FTP traffics will not be simulated in the testing phase because we 
assumed that the method is enough to check proposed algorithms for both type of traffics. CBR 
traffic is chosen because of its simple configuration using UDP transport protocol and flows at 
constant rate. When the CBR traffic is representing HTTP web traffic and video streaming traffic, 
the only way to differentiate them is using flow-id which is unique for every connection in the 
NS-2. The represented HTTP web traffic and video streaming traffic are running in separate 
simulations. Therefore the pilot test simulation is done twice for both traffic types.
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The CIR and PIR values of Diffserv parameters are set to 70 Kbps and 90 Kbps respectively. The 
starting time of each connection is set sequentially with inter-arrival time of 10 second. The first 
connection starts at 2 seconds of simulation time, then the second connection starts at 20 second, 
third connection starts at 30 seconds and the consequent connections start after 10 second of 
elapsed time. The total connection for every traffic type is 16 connections and each connection 
transmits packets continuously until 400 second of simulation time. The total number of 16 
connections for each traffic type is enough to check the proposed algorithm from the beginning 
until the end. Another 100 seconds of simulation time is added as the idle-time until the 
simulation stops at 500 seconds. The idle-time is added in order to analyse the behaviour of the 
load bandwidth and queue length within that specific of time. The other parameters in pilot test 
simulations are the same as the proposed multipath simulation scenario mentioned in previous 
sections. The results of plot test simulations are explained in the next subsections.
5.2.1 Simulation Test Results
The pilot test simulations results are divided into 5 subsections which include connection statistic, 
end-to-end delay, jitter, loss ratio and throughput. The simulation results of represented HTTP 
web and video streaming traffics are conq)ared side by side as shown following figures.
5.2.1.1 Connection Statistic
Based on the proposed algorithm, the represented HTTP web traffic should firstly be routed to the 
least busy link of among the low delay links (over LEO network) if and only if the load 
bandwidth of the link below a specific threshold value. In this case the upper bound threshold 
value would be 90% of the branching link’s bandwidth which is 90 Kbps. We have decided that 
half of the upper bound bandwidth threshold which is 45 Kbps (45% of link bandwidth) is the 
threshold value for the throughput-sensitive traffic to use the low delay links. The value is decided 
based on the argument that the delay-sensitive traffic should be given higher priority to occupy 
the lower delay links at most of the time. When the load bandwidth of low delay links reach 45% 
of the total link bandwidth, the represented HTTP web traffic will be routed to the least 
bandwidth among high delay links (over GEO network) until all of the high delay links reach the 
90% threshold. After that, route selection for throughput-sensitive traffic towards high delay links 
will be based on the current queue length of the branching links over GEO network until the 
current average queue length reach 50% of the maximum capacity. Apart fix>m the current queue 
length, route selection will also based on the current highest connection conqiletion rate among 
the routes candidate when more than one link have the same queue length value. The 50% value 
of queue is chosen based on the argument that the optimum QoS of throughput-sensitive traffic 
could still be achieved although in a reasonable higher delay scenario as long as the packets is
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protected from being dropped in transit. When the queue length reaches 50% of its capacity, then 
the subsequent newly established connection from the source will be dropped. The network 
system will not allowed any newly established connection to pass through it until the load 
bandwidth of any branching link towards LEO or GEO network fall below the 90% of threshold 
limit.
Meanwhile, the represented video streaming traffic (delay-sensitive) is treated in the opposite way 
of the previously mentioned HTTP web traffic. The represented video streaming should firstly be 
routed to the least busy link among the low delay links (over LEO network) until the load 
bandwidth in all lower delay links reach 90% threshold limit Then the video streaming traffic 
will be routed to the least bandwidth among the higher delay links (over GEO network) if and 
only if all of the higher delay links are below 45% of threshold limit. Otherwise the video stream 
traffic will be routed to the low bandwidth links over the LEO network. The reason for such 
decision is based on the argument that delay-sensitive traffic should be given higher priority to 
occupy the lower delay links (over LEO network) at most of the time as mentioned previously. 
However, the rules could be relaxed for certain type of traffic like video traffic in this case. The 
higher delay imposed by routing over GEO network is still viable to maintain the optimum end- 
to-end QoS based on the fact that the Digital Video Broadcasting (DVB) over satellites are widely 
used as common video transmission standard around the world and also the fact that video 
processing technology is already advanced enough to cope with the video streaming quality. In 
addition, unlike the VoIP traffic which has the ITU standard latency recommendation of 150ms 
for one-way delay in order to maintain voice reception quality [105][106], there is no specific 
end-to-end latency standard limitation suggested by the ITU for the video streaming transmission. 
In this case, we set the simulation parameters like link delay and threshold limit in such a way that 
the estimation end-to-end delay for video streaming traffic in the real simulation scenario 
explained in the following sections to not exceed 1 second in typical BER condition. However, 
the end-to-end latency for this testing simulation scenario is higher because of the reduced link 
bandwidth parameter (e.g. 100 Kbps). The end-to end delay is expected to grow more than 1 
second when the total generated connections increased.
When the load bandwidth of the chosen link reach the threshold limit, then the route seleetion 
decision will be based on the current queue length of the branching links over the satellite 
network. We limit the queue length threshold to be a quarter of the buffer size in order to 
minimize the cumulative end-to-end delay. Similarly with the HTTP web traffic, the route 
selection decision will also be based on the highest connection completion rate £q>art frxim the 
current queue length.
Table 5-3 shows the path taken by the represented HTTP web and video streaming traffics 
according to the flow-id. It should be noted that Link 1 and Link 2 routed traffic toward the GEO
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network while Link 3 and Link 4 routed traffic toward the LEO network. The totals of 16 
connections are generated for each traffic type and each connection is routed towards the 
optimum link based on the previously mentioned routing scheduling algorithm. Based on Table 5- 
3, the first 4 connections are generated with 90 Kbps in order to quickly surpass the threshold 
limit in all 4 branching links while the rest connections are generated with small bit rate of 15 
Kbps in order to monitor closely the route selection decision by the admission control system. The 
route selection after surpassing load bandwidth threshold follows the proposed algorithm based on 
the current queue length and connection completion rate in the branching links. The represented 
video streaming traffic total connections are fewer than the represented HTTP web traffic because 
of the lower queue length threshold limit in order to maintain lower end-to-end delay for the 
delay-sensitive traffics. Once the queue length surpasses the current queue length threshold, the 
next generated new connections will be terminated until the load bandwidth in any of the 
forwarding routes candidate fall below the load bandwidth threshold. The end-to-end delay of 
delay-sensitive traffic will be preserved at optimum QoS for the entire simulation time but the 
drawback is higher connection dropped rate will be imposed towards the delay-sensitive traffic 
when the total number of generated connections grows higher. In the end of test simulations, there 
are 5 connections fi-om video streaming traffic and 2 connections fi-om HTTP web traffic that 
have been dropped because the network system already reach saturation level and unable to 
maintain the optimum end-to-end QoS for every traffic type. Based on Table 5-3 also we have 
confirmed that the proposed routing scheduling algorithm works correctly in NS-2 simulation.
Table 5-3: Routed Path for the Represented HTTP Web and Video Streaming Traffics
HTTP Web Video Streaming
Flow-id Bit Rate Routed Link Flow-id Bit Rate Routed Link
1 90 Kbps Link 3 500001 90 Kbps Link 3
2 90 Kbps Link 4 500002 90 Kbps Link 4
3 90 Kbps Link 1 500003 90 Kbps Link 1
4 90 Kbps Link 2 500004 90 Kbps Link 2
5 15 Kbps Linkl 500005 15 Kbps Link 3
6 15 Kbps Link 2 500006 15 Kbps Link 4
7 15 Kbps Link 2 500007 15 Kbps Link 4
8 15 Kbps Link 1 500008 15 Kbps Link 3
9 15 Kbps Link 1 500009 15 Kbps Link 3
10 15 Kbps Link 2 500010 15 Kbps Link 4
11 15 Kbps Link 2 500011 15 Kbps Link 4
12 15 Kbps Link 1 500012 15 Kbps Terminated
13 15 Kbps Link 1 500013 15 Kbps Terminated
14 15 Kbps Linkl 500014 15 Kbps Terminated
15 15 Kbps Terminated 500015 15 Kbps Terminated.
16 15 Kbps Terminated 500016 15 Kbps Terminated
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Figure 5-5 shows the total completed connections routed over the branching links across LEO and 
GEO networks. Link 1 and Link 2 routed the traffics toward GEO network while Link 3 and Link 
4 routed the traffic over LEO network. Most of the represented HTTP web traffic connections are 
routed over GEO network and only 2 connections are routed over LEO network while the 
represented video streaming traffic connections are routed in vice versa. The graph shows that the 
throughput-sensitive traffic will occupy the higher delay links while the delay-sensitive traffic will 
occupy the lower delay links at most of the time. Only the HTTP web and video streaming traffic 
are given higher priority in term of link sharing at specific time and conditions. The FTP traffic is 
set to have lower priority than the HTTP web traffic but it can also share the lower delay links at 
specific time and conditions. Only the VoIP traffic will always be routed over the LEO networks 
in order to maintain optimum end-to-end QoS.
Total Completed Connection over Branched Links
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Figure 5-5: Total completed connections over branching links.
Figure 5-6 shows the average queue length of the branching links towards the satellite networks. 
Based on the graph, the maximum queue length is 748500 bytes which is achieved when using the 
HTTP web traffic on both Link 1 and Link 2. However the queue length is 0 bytes when using 
HTTP web on Link 3 and 4. The 0 bytes is happened because the load bandwidths in both links 
are below the links capacity of 100 Kbps when the HTTP web traffics are routed over LEO
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network. As mentioned previously, the queue length threshold is set to 50% of its capacity for the 
HTTP web traffic which account for 250 packets or 375000 bytes. When the current queue length 
reaches the threshold limit, any newly generated connection after that will be dropped. The queue 
length is allowed to grow fi-om 50% threshold until full capacity only for the live HTTP web 
connections. The HTTP web packets in the hve connections will be preserved from being dropped 
by delay-scheduling the packets when the queue length reaches the maximum capacity. We added 
the delayed function to delay the packet scheduling when the queue length almost reaches the 
maximum capacity. This function prevents any HTTP web packet in the live connection firom 
being dropped by the bottle neck queuing system at the admission control node only. This 
function is proved to work correctly based on the lost ratio figure in the following section.
The average queuing delay in second at the branching links is calculated using the following 
equation.
(5.3)
Ol
where the N  parameter is the current total number of packets in queue buffer, P parameter refers 
to the packet size in bytes while Bj is the link bandwidth measured in bit per second (bps). In the 
pilot test simulations, the buffer size at bottleneck admission control node is set to 500 packets 
with average packet size of 1500 bytes while the link bandwidth at each branching links is set to 
100 Kbps. The minimum queuing delay (Dqm) md the maximum queuing delay (D^) at the 
bottleneck admission control node could be estimated using Equation 5.3.
500x1500x8 „
Based on the above calculation, the minimum and maximum queuing delay incurred on each 
traffic type over each branching link as shown in Figure 5-6 are 0.12 second æid 60 second 
respectively.
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Average Queue Length over Branched Links
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Figure 5-6: Average queue length over branching links.
5.2.1.2 Average End-to-End Delay for Pilot Test Simulations
The average end-to-end packet delay in the pilot test simulations is measured using Equation 
(4.23) as shown in section 4.2.2.1. Contrary to the previous average delay results where each 
point represents the average value for a few connections per runtime simulation (e.g. connection 
rate per minute between 1 and 5), the average delay in this pilot test simulation only represent a 
single connection during the entire simulation time. Each connection starts at predetermine time 
and last until 400 seconds of simulation time.
The average end-to-end packet delay in millisecond as shown in Table 5-4 is proportional to the 
increment of new connection from each traffic type. In the pilot test simulations, the end-to-end 
delay incurred on the latest arrival connection is higher than the previous connections possibly 
because the current network congestion status. The higher the total number of live connections the 
higher would be the end-to-end delay incurred on each connection. The proposed admission 
control system tries its best to preserve the optimum QoS for each connection based on their 
traffic category either throughput-sensitive or delay-sensitive.
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Table 5-4: Average end-to-end delay in pilot test simulations
Number of 
Generated 
Connection
HTTP
Delay
(ms)
VoD
Delay
(ms)
1 203.826 424.857
2 209.559 430.666
3 35231.6 18171.1
4 39693.4 19247.1
5 44841.5 16719.4
6 44742.1 16715.3
7 46090.4 18690
8 50877.3 19668
9 52090.5 14544.7
10 57487.7 18466.1
11 73044.1 17808.4
12 79143.3 Terminated
13 94157.5 Terminated
14 94635.7 Terminated
15 Terminated Terminated
16 Terminated Terminated
Based on Table 5-4, the proposed system has successfully give lower delay priority in the entire 
simulation time for the video streaming traffic compared to the HTTP web traffic. Apart from 
routed the delay-sensitive traffic towards lower delay network links, the system also limits the 
queuing delay at the branching node in order maintain per connection delay at specific threshold. 
The system drops packets from video streaming traffic once the queue length exceeds a quarter of 
the capacity and then barred newly established connection from passing through. That is why the 
delay graph looks almost flat between the 3”* and 11* connection of the video streaming traffic. 
The 11* connection of the video streaming traffic is the last connection allowed to pass through 
the network at optimum QoS while the 12* until 16* connections are terminated which caused the 
delay to be zero for those connections. The minimum and maximum delays for video streaming 
traffic in the pilot test simulations are 424.847 ms and 19668 ms respectively.
Meanwhile, the average end-to-end delay for HTTP web traffic is higher than the video streaming 
traffic mainly because of 4 reasons. The first reason is that there are more active connections 
allowed by the admission control system which is about 14 connections. The drawback for 
allowing many connections is higher global delays in the network system which involves all of 
active connections. The second reason is that the HTTP web traffic will be routed over GEO 
network at most of time when the links over LEO network are above threshold limit. In this pilot 
test simulation, only the first 2 connections are routed towards LEO network while the rest are 
routed over GEO network. The diird reason is related to the higher queue length threshold limit at
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the bottleneck node which is about half of the queue capacity. No additional connections allowed 
passing through the admission control system after the queue threshold limit. The fourth reason is 
that we introduced the delayed scheduling function within the queue at the admission control node 
which preserved the throughput-sensitive packets from being dropped at that node when the 
queue length almost reaches its full capacity. The queue buffer is allowed to grow until full 
capacity only for throughput-sensitive traffic only and then the delayed scheduling function is 
invoked to prevent the packets from being dropped. The effect of delayed scheduling function 
towards the loss ratio of each traffic type wiU be explained later. All of the reasons for higher 
delay within the HTTP web traffic in the pilot test simulations do not include the effect of TCP 
retransmissions and BER in the satellite networks but will be included in the real. Simulations 
results explained in the later sections.
The estimated end-to-end transmission delay (one-way) could be calculated using the following 
equation:
D,«D^+D^+D„ (5.4)
where
Dt — One way delay from server to client 
Dp -  One way propagation time 
Dg -  (Queuing delay
D„ — Additional delay due to fraffic and other network factors
The one way propagation delay (Dp) could be estimated by summing up the one way propagation 
delay in terrestrial links and RTT over the satellite network. Based on the simulation scenario 
in Figure 5-1, the one way propagation delay over terrestrial links from server to client is about
10ms and based on this value the approximation of one way delay over GEO and LEO networks
are as follows:
Dp(GEO) = 10ms + % RTT (GEO)
~ 10ms + 283 ms 
~ 293 ms
Dp(LEO) ~ 10 ms + Vi RTT (LEO)
~ 10ms + 75.162 ms 
= 85.162 ms
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The queuing delay (D,) is the delay incurred when the packets are queued in buffer during link 
congestion. There are many queues in the simulation scenario but the critical point is at the 
bottleneck admission control node. The queue at admission control node may cause significant 
delay especially during congestion period due to the influx of traffic from the servers’ sides. Once 
the traffic has passed the bottleneck queue, the queuing delay in the rest of the queues are very 
small or near to zero at most of the time because the admission control system has filtered and 
always routed the traffic towards links with least bandwidths and queue lengths. The packet size 
for both HTTP web and Video streaming traffic is 1500 bytes while the link bandwidth at each 
branching link is 100 Kbps in this pilot test simulation scenario. However, the link bandwidth at 
each branching link in the real simulation scenario is 2.5 Mbps. If the minimum queuing delay is 
defined as a single packet in queue buffer while the maximum queuing delay is defined as 500 
packets in the queue buffer (full capacity), then the minimum and maximum queuing delay are 
0.12 second and 60 second respectively as rueutloiied in the previous section.
The additional delay (£>„) is the delay due to the packet transmission time, retransmission time 
and also due to the network factors like bit-error-rate, link failure and etcetera. The delays due to 
packet retransmission and some network factors like bit-error-rate and link failure are not 
happened in the pilot test simulations. The packet transmission delay (£>x) may contribute 
significant delay in D„ which can be estimated using the following equation:
Z ) , = ^  (5.5)
where N  parameter is the total number of generated packets by the server, P is the packet size in 
bytes and R is the traffic transmission bit-rate. In the pilot test simulations, only 2 values of bit- 
rates are used as mentioned in Table 5-3 which are 90 Kbps and 15 Kbps. Therefore, the 
approximated minimum and maximum Dn can be calculated as follows:
D„ (min) « D, (min)
ISGOxgxAT
15000
«0.8iVseco«r/
D„ (max) « (max) 
1500x8xiV 
90000 
w0.1333^secr?nd
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Finally, the theoretical approximation of minimum and maximum end-to-end delay for a single 
packet over LEO and GEO networks can be calculated as follows:
A  (GEO, Min) ~ 0.293 + 0.12 + 0.1333(1)
~ 0.5463 second
Dt (LEO. Min) -0.085162 + 0.12 + 0.1333(1)
-  0.3385 second
A  (GEO. Max) -  0.293 + 60 + 0.1333(1)
-  60.4263 second
Dt (LEO. Max) -0.085162 + 60 + 0.1333(1)
-  60.2185 second
Based on Table 5-4, the maximum end-to-end delay for HTTP web traffic and Video streaming 
traffic are 94.64 second and 19.69 second respectively. The reason of over maximum delay or 
HTTP web traffic might be due to the delayed scheduling process by the queue at the admission 
control node and this phenomenon could be seen since connection number 11* until 14*.
5.2.1.3 Average End-to-End Jitter for Pilot Test Simulations
Jitter parameter is the end-to-end one way delay variation between packets in the traffic 
connection transmitted from server to client by ignoring any lost packets [107]. Following is the 
general equation used to calculate jitter per connection.
y(i + l) = J(,)+|{fi(i + l)-5(i+ l))-(j?(0-5(0)| (5.6)
where
S(i) -  Time at which packet ‘i’ was transmitted finm the server
R(i) -  Time at which packet ‘i’ was received at the client
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Table 5-5: Average end-to-end jitter in pilot test simulations
Number of 
Generated 
Connection
HTTP
Jitter
(ms)
VoD
Jitter
(ms)
1 0.35585 28.0499
2 0.201475 28.8286
3 132.085 0.313978
4 88.9058 0.431744
5 184.116 107.459
6 340.339 133.291
7 342.813 123.546
8 336.738 119.667
9 404.518 272.64
10 589.098 253.168
11 610.103 378.39
12 626.402 Terminated
13 792.74 Terminated
14 1548.17 Terminated
15 Terminated Terminated
16 Terminated Terminated
Table 5-5 shows that the average end-to-end jitter is proportional to the increment of generated 
connections in the network system. Since there are no additional causes like packet retransmission, 
and link errors in the pilot test simulations, the jitter become significant during network 
congestion due to the global queuing delays in the system. The jitter are higher in the HTTP web 
traffic compared to the Video streaming traffic mainly because the proposed system allowed more 
connections to pass through, letting the queue length at the bottleneck admission control node to 
grow until maximum capacity and then delayed scheduling the packets traffic in order to prevent 
them from being dropped. Theses factors are contrary to the treatment on the Video streaming 
traffic which is only allowed to pass the bottleneck node at lower current queue length and then 
the packets are dropped when the queue length above the threshold limit. Allowing previously 
mentioned factors effects the packets delay variations especially when all possible forwarding 
links in the system become congested and this effect could be seen after 8* connection for the 
HTTP web traffic. The jitter for the Video streaming traffic is not dos not fluctuate rapidly as the 
HTTP web traffic mainly because the system continuously maintained the delay. The maximum 
jitter for HTTP web traffic is 1548.17 ms while the maximum jitter for Video traffic is 378.39 ms.
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5.2.1.4 Average End-to-End Loss Ratio for Pilot Test Simulations
Loss ratio (L) refers to the ratio of total packet loss (P/) over total transmitted packet from server 
to client (P,) calculated using Equation (4.25) as shown previously in section 4.2,2.3. In the pilot 
test simulations, each point in the g r^h  represents a single connection and therefore die N  
parameter is set to 1.
Table 5-6: Average end-to-end loss ratio in pilot test simulations
Number of 
Generated 
Connection
HTTP VoD
Loss Ratio Loss Ratio
1 0 0
2 0 0
3 0 0
4 0 0.0016745
5 0 0.2896688
6 0 0.35
7 0 0.32839
8 0 0.31875
9 0 0.5025775
10 0 0.5066669
11 0 0.561295
12 0 Terminated
13 0 Terminated
14 0 Terminated
15 Terminated Terminated
16 Terminated Terminated
Based on Table 5-6, the end-to-end packet loss ratio for Video streaming traffic is proportional to 
the increment of total generated connections in the network while the loss ratio for HTTP web 
traffic is zero for all generated connections. The reason for all zeroes in loss ratio value is due to 
the delayed scheduling function invoked upon the HTTP web traffic in order to prevent the 
packets from being dropped at the bottleneck queue. The function is unable to prevent any packet 
drops at other link queues or packet drops due to the network condition like bit-error-rate (BER). 
Since there are no network conditions effects in the pilot test simulations, we can assume that 
there are no packets dropped at other link queues and the delayed scheduling function works 
correctly to prevent the throughput-sensitive packets traffic from being dropped at the admission 
control node up to 16* generated connections. The average end-to-end loss ratio for Video 
streaming traffic become zero after 11* connection mainly because the subsequent connections
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are dropped as the results of network congestion. The maximum end-to-end packet loss ratio 
could be seen at 11* connection of the Video streaming traffic which is about 0.5612 or 56.12%.
5.2.1.5 Average End-to-End Throughput for Pilot Test Simulations
The average end-to-end packet flow throughput (B) is calculated using Equation (4.24) as shown 
in section 4.2.2.4. In the pilot test simulations, each point in the graph represents a single 
connection and therefore the ft parameter is set to 1. The end-to-end flow throughput is 
proportional to the total received packet and inverse proportional to the packet delay variations.
Table 5-7: Average end-to-end throughput in pilot test simulations
Number of 
Generated 
Connection
HTTP
Throughput
(Kbps)
VoD
Throughput
(Kbps)
1 89.9837 84.4544
2 89.9814 84.4359
3 69.9315 48.4103
4 69.9276 58.3692
5 12.8263 7.52202
6 12.7519 7.18089
7 12.7136 6.64213
8 11.5212 6.84319
9 12.5871 10.7237
10 11.7169 8.25146
11 12.4351 2.63856
12 12.2141 Terminated
13 9.1169 Terminated
14 5.34384 Terminated
15 Terminated Terminated
16 Terminated Terminated
Based on Table 5-7, average end-to-end flow throughput is inverse proportional to the increment 
of total generated connection in the network. The higher the number of generated connections, the 
lower would be the global connections throughputs. This mainly happened because the network 
becomes congested with the total üve connections. The throughput variations are closely related 
to the delay and loss ratio variations mentioned previously. The higher the delay and loss ratio, 
the lower would be the throughput. Since there are no packets retransmission phenomenon and 
network condition effects like link error in the pilot test simulations, the throughputs variations 
are solely related to the global packet delay as the results from link congestion and queuing delay, 
and also related to the selective packets drop by the admission control node. As mentioned
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previously that the system would try to give lower delay priority to the delay-sensitive traffic and 
lower loss priority to the throughput-sensitive traffic which finally resulting in the throughput 
variations shown in Table 5-7. Based on the graph, the throughputs for HTTP web traffic are 
higher than the throughputs for Video Streaming traffic in most of the simulation time. The 
maximum throughput achieved by the HTTP web traffic and Video streaming traffic are 89.9837 
Kbps and 84.4544 Kbps respectively. The traffic class discrimination by the proposed system 
seems to work correctly in the pilot test simulations by differentiating the higher throughput 
requirement for HTTP web and lower delay requirement for the Video streaming traffic.
5.3 Simulation Results and Analysis
The previous section already explained the pilot test simulations which are done to analyse the 
overall network performance as the results of admission control system integration. As The 
conclusion, the pilot test simulations proved that the admission control system works properly to 
discriminate the traffic class in order to achieve optimum end-to-end QoS performance.
The real simulations study discussed in this section follows most of the specification in the pilot 
test simulations but with some differences. The real simulations study comprised of 4 traffic types 
which are the HTTP web. Large Füe transfer using FTP, Video streaming and VoIP. In addition, 
the branching links bandwidth is set to 2.5 Mbps each and the satellite links network are exposed 
to the bit-error-rate. Simulations are done in order to investigate the QoS parameters variations of 
the proposed system as the results of the increment of new connection rate and also the BER 
values. Moreover, the simulations study also compares the QoS performance of the proposed 
network system scenario with the standard hypothetical reference.
As mentioned in section 5-1, there are 4 application traffics involved which are HTTP web, large 
file transfer using FTP, Video streaming and VoIP. All of the traffics start at the same time at 10 
second and stop at the end of simulation time which is 900 second. The simulations are done 30 
times in order to investigate the effect of new connections arrival rates between 1 and 30 
connection per minute. Each point in the following gr^hs represents an average values calculated 
during the entire 900 second of simulation time. Although the Pareto and Exponential model 
distributions are used in are used in aU traffic types for certain purposes like inter-arrival time, file 
size distribution and live-time connection distribution, each traffic type used different set of 
random values provided by the distribution model because each traffic type used different random 
number distribution seed.
The proposed routing scheduling algorithm works as mentioned previously which give lower 
delay priority to the delay-sensitive traffic and lower loss ratio priority to the throughput-sensitive 
traffic. The route selection by admission control node will always find the least load bandwidth
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and queue length among the forwarding links over LEO and GEO networks. In addition, among 
the throughput-sensitive traffics, the HTTP web gets higher QoS priority compared to FTP traffic 
in term of optimum queuing, scheduling and route selection. Similarly with the delay-sensitive 
traffic, the VoIP traffic gets higher QoS priority compared to the Video streaming traffic. 
Moreover, only the VoIP traffic will always be routed over LEO network while the other traffics 
may alternately routed to both LEO and GEO networks. The following subsections explained in 
details the simulations results based on the proposed network scenario in section 5.1.
5.3.1 Connection Statistic
This section explained the simulation results of network connection statistics which include the 
total number of completed connections, total number of connections over branching links, total 
dropped connections and the average queue length in branching links.
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Figure 5-7: Total number of completed connections.
Figure 5-7 shows the total number of completed connections for HTTP web, large file transfer 
using FTP, Video streaming and VoIP traffic in 10’^  and 10'  ^BER network scenarios. The total 
numbers of completed connections are proportional to the increment of connection rate. The 
higher the new connections arrival rates, the higher would be the total number of completed 
connections at the end of simulation time. However, there are slight differences in the number of
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completed connections in the graph which shows that the values are less in BER 10'^  compared to 
10'^ . The maximum numbers of completed connections for HTTP web, large file transfer using 
FTP, VoIP and Video streaming traffics in BER 10'^  are 431, 414, 397 and 413 connections 
respectively while the values in BER 10'  ^ are 430, 408, 395 and 409 connections respectively. 
The numbers refer to the net connections among the total generated connections from servers and 
the values exclude the terminated connections due to the proposed system. Referring to the total 
number of completed connections by throughput-sensitive traffics, apart from the BER factors in 
the network simulation scenario, the total completed connections for FTP traffic is lower than the 
HTTP web traffic because the FTP traffic carries data large files from server to client which may 
take longer time to complete. In addition, it also due to the different priority treatment by the 
admission control node in the route selection decision. Besides that, the lower completed 
connections values in VoIP traffic mainly due to the strict end-to-end delay control by the 
proposed system which caused many connections being terminated when the queue length of any 
branching link exceeds the lowest threshold limit. The total number of dropped connections will 
be highlighted in the following paragraph.
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Figure 5-8: Total dropped connections.
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Figure 5-8 shows the total dropped connections for HTTP web, large file transfer using FTP, 
Video streaming and VoIP traffics in 10'^  and 10'^  BER network scenarios. The terminated 
connections could be seen as early as at 13* connection for the throughput-sensitive traffics 
compared to 22"  ^ connection for the delay-sensitive traffics. The early connections dropped on 
throughput-sensitive traffic are due to the links congestions over the GEO network. During 
congestion on all possible links, the admission control system will protect the packets in current 
live connections of throughput-sensitive traffic from being dropped at the bottleneck node. 
Instead, any newly established connection from the servers will be terminated in order to ease the 
congestion and also reduce the packets retransmission process. Contrary to the throughput- 
sensitive traffic, the admission control node would rather drop the packets of delay-sensitive 
traffic when the load bandwidth or queue length exceeds the threshold limit. The total dropped 
connections are slightly higher in BER 10'^  compared to 10'^  in most of the simulation time. 
Higher BER scenario will cause many packets retransmissions for the throughput-sensitive traffic 
which eventually cause longer transmission time for the connections and finally cause the 
network congestion due to the influx of newly generated connections from the servers. The 
maximum numbers of terminated connections for HTTP web, large file transfer using FTP, VoIP 
and Video streaming traffics in BER 10’^  are 23, 27, 51 and 21 connections respectively while the 
values in BER 10'^  are 24, 27, 52 and 22 connections respectively.
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Figure 5-9: Total completed connections over branching links.
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Unlike Figure 5-7 and Figure 5-8 which show the connection statistics based on traffic type, 
Figure 5-9 shows the total completed connections over LEO and GEO networks. Link 1 and Link 
2 routed the traffics over GEO network while Link 3 and Link 4 routed the traffic over LEO 
network. Based on Figure 5-9, many connections are routed over the LEO network compared to 
GEO network in both BER 10'^  and 10'^  values. The gaps between routing over both networks are 
wider during less new connections arrival rates and also during BER 10'^ . However, the gaps tend 
to merge during higher new connections arrival rates and also during BER 10'^ . These prove that 
the proposed system tends to route the traffics toward lower delay links during lower network 
congestion period and then spread the traffics toward any possible optimum link during critical 
period. Besides that, the trend also due to the routes sharing by the short connection traffics like 
the HTTP web which quickly finish transmissions. The maximum numbers of completed 
connections for Link 1, Link 2, Link 3 and Link 4 in BER 10'^  are 391, 403, 421 and 440 
connections respectively while the values in BER 10'^  are 365, 409, 446 and 422 connections 
respectively.
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Figure 5-10: Average queue length in branching links.
Figure 5-10 shows the average queue length of the branching links towards the satellite networks. 
The queues sizes in links (e.g. Link 1 and Link 2) towards GEO network are higher compared to
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queues sizes in links (e.g. Link 3 and Link 4) towards LEO network in most of the scenarios. This 
is due to the controlled queuing thresholds for delay-sensitive traffic which often used the routes. 
The controlled queuing thresholds method also causes the values looks linearly increased between 
1 and 30 connection rates. The rapid fluctuation of queue lengths in Link 1 and Link2 is mainly 
caused y the invocation of delay-scheduling function upon the throughput-sensitive traffics which 
tries to protect the packets from being dropped at the admission control node when the connection 
rates increased. The fluctuations are not seen on the queues in Link 3 and Link 4 because at 
higher connection rates values, most of the throughput-sensitive traffics will be routes over GEO 
network only. The maximum queue length for Link 1, Link 2, Link 3 and Link 4 in BER 10'^  are 
15929.77, 13173.46, 5700.458 and 5609.169 bytes respectively while the values in BER 10'^  are 
83297.48, 64128.08, 8862.502 and 9251.831 bytes respectively. The maximum queuing delay at 
Link 1, Link 2, Link 3 and Link 4 could be computed using Equation 5.3 which produce 50.98 
ms, 42.16 ms, 18.24 ms and 17.95 ms respectively in BER 10'^  while the values in BER 10'^  are 
266.55 ms, 205.21 ms, 28.36 ms and 29.61 ms respectively.
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Figure 5-11: Average bandwidths in branching links.
Figure 5-11 shows the average bandwidths in branching links measured between 1 and 30 
connections rates during the 900 second of simulation time. The graph shows the average load
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bandwidth in BER 10'  ^and 10"^  scenarios. Based on the graph, the increment of load in each link 
is proportional to the increment of connection rates in both BER scenarios. The higher the 
connection rates per minute for each traffic type, the higher would be the perceive load in each 
links over LEO and GEO networks. However, the bandwidths are lower in BER 10"^  scenario in 
all links over LEO and GEO networks due to the packets loss. There graph trend shows a wider 
gap between links towards LEO and GEO networks and the lines tend to merge at higher 
connections rates when the network are congested with the influx of traffics. The higher link 
bandwidth over GEO network is mainly due to the TCP characteristics used by the throughput- 
sensitive traffics. Unlike UDF, the TCP window grows exponentially on each successful 
transmission during slow start phase and then grows linearly during congestion avoidance phase. 
Since the TCP window could reach maximum size of 65535 bytes over the GEO network, 
therefore this has become the main factor that cause higher bandwidth during lower connection 
rates values.
5.3.2 Average End-to-End Delay
This section compares the end-to-end delay simulations results between the proposed network 
scenario and the standard hypothetical references. The hypothetical references simulation network 
scenario contain the full-duplex (e.g. HRDP(l) and HRDP(2)) links between severs and clients 
which replace the satellites networks system. There are no admission control node and any QoS 
control mechanism in the hypothetical reference network scenario in order to compare the QoS 
performance of the proposed system.
The average end-to-end packet delay is measured using Equation (4.23) as in section 4.2.2.1. The 
average end-to-end packet delay in second as shown in Figure 5-12 and Figure 5-13 are 
proportional to the increment of average connection rates from each traffic type. The delays are 
higher at most of the time in BER 10"^  scenario and also during higher connection rates mainly 
because of many packets dropped and network congestion. The global queuing delay and also the 
invocation of delay scheduling upon the throughput-sensitive traffics are the main factors toward 
higher delay during network congestion. Besides that, the average delay perceives by the 
throughput-sensitive traffics are higher at most of the tune because the admission control system 
preferred the routing over GEO network when the routes over LEO network are congested. In 
addition, the higher delays are also due to the TCP reliable transmissions characteristics like 
window resizing and packets retransmission. The FTP traffic perceive highest average end-to-end 
delay values compared to the HTTP web traffic mainly because the traffic carries large file sizes 
over the network and the which takes longer time to complete transmission and error recovery per 
connection during congestion periods. The VoIP traffic perceive the lowest delay during the entire 
simulations times because the proposed admission control node limits the queuing threshold and
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drops the packets when the queue exceeds threshold limit. In addition, the underlying UDP 
transport protocol did not do any packet retransmission during network congestion which causes 
the end-to-end delay lower than TCP traffics. The maximum end-to-end delay for the throughput- 
sensitive traffic could be seen in BER 10'^  simulation scenario which is 3064.1942 ms for the FTP 
traffic while the maximum end-to-end delay for the delay-sensitive traffic is 707.1763 ms 
perceived by the Video streaming traffic. Besides that, the maximum end-to-end delay for HTTP 
web and VoIP traffic are 933.1949 ms and 85.195 ms respectively. The proposed system has 
successfully managed to control the delay according to priority among traffic types and also to 
maintain the delay of VoIP traffic under the maximum standard recommendation.
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Figure 5-12: Average end-to-end delay over satellites.
Figure 5-13 shows the average end-to-end delay of each traffic type over the standard 
hypothetical references. The standard hypothetical references of HRDP and HRX are represented 
by HRDP(l) and HRDP(2) annotations in Figure 5-1. Both HRDP and HRX are represented by 
the 10 Mbps full-duplex links in the simulations scenarios which correspond to 12500 Km and 
27500 Km respectively of satellite equivalent distance on earth terrestrial paths. The hypothetical 
reference scenarios did not include the BER in the transmission links like in the satellite links 
simulation scenario The average delays in both HRDP(l) and HRDP(2) simulation scenarios are 
lower compared to the delays over the GEO satellite and higher compared to the LEO satellites.
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The main reason is due to the fixed propagation delays which are 67.5 ms for the HRDP(l) and 
137.5 ms for the HRDP(2). The propagation delay is calculated based on the speed of light over 
optical fiber medium which is approximately 200000 Km/s [108]. The maximum end-to-end 
delays for the throughput-sensitive traffic are 2496.556 ms and 2550.693 ms for the FTP traffic 
over the HRDP and HRX scenarios respectively. Besides that, the maximum end-to-end delays 
for the delay-sensitive traffic are 891.4318 ms and 914.336 for the Video streaming traffic over 
HRDP and HRX respectively. Moreover, the maximum end-to-end delays over HRDP and HRX 
for the HTTP web traffic are 210.6533 ms and 251.4976 ms respectively while the delays for 
VoIP are 75.57705 ms and 150.5687 ms respectively. The maximum delays for throughput- 
sensitive traffics are higher in satellite scenario mainly due to many packet retransmission 
processes in link-loss environment and also due to the queuing delay when the delayed scheduling 
function is invoked. Meanwhile, the maximum delays achieved for delay-sensitive traffics are 
slightly lower in the satellites scenario mainly because of the controlled queuing delay and early 
packets dropped by the proposed system. However, the maximum delay for VoIP traffic is higher 
in the satellites scenario although the proposed system has imposed strict controlled delay for the 
VoIP traffic. This might be due to the severe network congestion over the LEO network and also 
due to the additional delays incurred by the admission control system for regulating the traffics.
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Figure 5-13: Average end-to-end delay over HRDP and HRX.
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5.3.3 Average End-to-End Jitter
This section compares the average end-to-end jitter between the proposed network scenario and 
the standard hypothetical references. The average end-to-end jitter is measured using Equation 5.6 
as shown in section 5.2.1.3. The average end-to-end jitter in Figure 5-14 and Figure 5-15 are 
almost linear for the delay-sensitive traffics compared to the throughput-sensitive traffics which 
fluctuate as the connection rate varies between 1 and 30 connections. This is mainly due to the 
TCP reliable transmission characteristics like packet retransmission and window variations. 
Unlike TCP, the UDP transport protocol produces unreliable transmission with no error recovery 
which in the end cause no significant delays variations. Besides that, the jitters become significant 
in both graphs during network congestion due to the global queuing delays. In addition, the 
invocation of delayed scheduling function upon the throughput-sensitive traffics in the satellite 
scenario during network congestion has further increased the jitters compared to delay-sensitive 
traffics.
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Figure 5-14: Average end-to-end jitter over satellites.
In general, the jitters are higher in satellites scenario especially during BER 10'^  compared to the 
jitters in hypothetical reference scenario. The maximum jitters among throughput-sensitive 
traffics over satellites, HRDP and HRX scenarios are coming from the FTP traffic which 
corresponds to the values of 52.2016 ms, 25.6374 ms and 28.2268 ms respectively. Meanwhile,
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the maximum jitters among delay-sensitive traffics are from the Video streaming traffic with the 
values of 6.4793 ms, 3.4746 ms and 3.5244 ms in the satellites with BER 10'^ HRDP and HRX 
scenarios respectively. In addition, the maximum jitters for HTTP web traffic are 10.47614 ms, 
3.3907 ms and 3.5847 ms while the jitters for VoIP traffic are 3.0796 ms, 1.2899 ms and 1.2951 
ms in the satellite with BER 10' ,^ HRDP and HRX scenarios respectively. Based on the values, 
the jitters are more than double in the proposed scenario compared to the HRDP and HRX 
scenarios. Other reason than the link-loss environment in satellite scenario that cause significant 
jitter variations is also due to the multiple route selection over small link bandwidth versus single 
route selection over bigger link bandwidth in the hypothetical reference scenario. Multipath 
routing over different paths has caused significant delay variations among different connections of 
each traffic type especially during network congestion.
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Figure 5-15: Average end-to-end jitter over HRDP and HRX.
5.3.4 Average End-to-End Loss Ratio
Loss ratio {L) refers to the ratio of total packet loss {Pi) over total transmitted packet from server 
to client {Pi) calculated using Equation (4.25) as shown previously in section 4.2.2.3.
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Average Loss Ratio over Satellites
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Figure 5-16: Average end-to-end loss ratio over satellites.
Based on Figure 5-16 and Figure 5-17, the end-to-end loss ratio is proportional to the increment 
of connection rate. The loss ratio is significant in both graphs after 20* connection rates. The loss 
ratio over satellites scenario is higher than the one in hypothetical reference scenario mainly due 
to the link-loss environment. The loss ratio is higher in BER 10'  ^compared to the one in BER 10'^  
due to many packets dropped in the satellite networks while the loss ratio in HRX is slightly 
higher compared to the HRDP. The Video streaming traffic has the highest packet loss in both 
graphs mainly because of the huge packets streams across the network elements. The traffic 
streams constant bit-rate traffic for an average of 5 minutes and this may quickly congested the 
global network system. In addition, the higher loss ratio over satellite networks is also due to the 
packets early dropped by the admission control when the queue buffer exceeds some threshold 
limits. The Video streaming traffic is set to have lower priority compared to the VoIP which 
makes it more preferable to be dropped by the proposed admission control system. The VoIP 
traffic has the second highest loss ratio over the satellite networks followed by the FTP and 
HTTP. Although the proposed controlled system successfully produces the optimum end-to-end 
delay, the trade-off would be higher loss ratio to the delay-sensitive traffics. Moreover, Figure 5- 
16 proves that the proposed admission control system has successfully lowered the loss ratio of 
throughput-sensitive traffics compared to the delay-sensitive traffics for optimum end-to-end 
QoS. The maximum loss ratios among delay-sensitive traffics over satellites, HRDP and HRX
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scenarios are coming from the Video streaming traffic which corresponds to the values of 0.5247, 
0.2972 and 0.2974 respectively. In addition, the maximum loss ratios among throughput-sensitive 
traffics are from the FTP traffic with the values of 0.2442, 0.1325 and 0.15 over satellites with 
BER 10' ,^ HRDP and HRX respectively. Moreover, the maximum loss ratios for HTTP web 
traffic are 0.0139, 0.0092 and 0.0095 while the loss ratios for VoIP traffic are 0.3476, 0.0016 and 
0.002 in the satellite with BER 10'^ , HRDP and HRX scenarios respectively.
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Figure 5-17: Average end-to-end loss ratio over HRDP and HRX.
5.3.5 Average End-to-End Throughput
The average end-to-end packet flow throughput {B) is calculated using Equation (4.24) as shown 
in section 4.2.2.4. Figure 5-18 and Figure 5-19 show the average connection throughput for 
HTTP, web, large file transfer using FTP, Video streaming and VoIP against new connection 
rates per minute and BER variations.
The end-to-end flow throughputs on both graphs are closely related to the previous mentioned 
delay and loss ratio simulation results. The graphs also show that throughputs are inverse 
proportional to the increment of average new connection rates and also the BER variations over 
satellites. In general, the throughputs over satellite networks are lower than the one over
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hypothetical reference scenarios. The lower throughputs could be related to the higher end-to-end 
loss ratios over the satellites due to the link-loss environment and early packets dropped by the 
proposed admission control system. In addition, higher global delay in the proposed network 
scenario due to the queuing delay, packet retransmission and delayed scheduling also contribute 
to the lower throughputs.
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Figure 5-18: Average end-to-end throughput over satellites.
The end-to-end throughputs for the Video streaming and VoIP traffics are lower than the HTTP 
web and FTP traffics at all time mainly because the traffics are designed with lower maximum 
generated throughputs. As an example, the Video streaming traffic could reach a maximum 
throughput of approximately 47.5 Kbps while the maximum throughput for VoIP traffic is 
approximately 5.5 Kbps. The throughputs for delay-sensitive traffics over satellite networks are 
slightly less in a few Kbps compared to the hypothetical references. The minimum throughputs 
for Video streaming traffic over satellites, HRDP and HRX are approximately 22 Kbps, 28 Kbps 
and 29 Kbps respectively during worst case scenario. In addition, the minimum throughputs for 
VoIP are 3.4 Kbps, 5.1 Kbps and 5.0 Kbps over the satellite networks, HRDP and HRX 
respectively in worst case scenario. Unlike the delay-sensitive traffics, the throughput-sensitive 
traffics are severely affected to the new connection rate and BER variations due to the TCP 
reliable transmission characteristics. The retransmission process and also the global queuing
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delays during network congestion have greatly reduced the end-to-end throughputs. The 
throughput for HTTP web traffic over satellite networks varies between approximately 540 Kbps 
at best case scenario and 212 Kbps at worst case scenario while the values over hypothetical 
reference scenarios vary between 1.1Mbps and 475 Kbps. Moreover, the throughputs for FTP 
traffic vary between approximately 688 Kbps and 12.5 Kbps over the satellite networks while the 
values over hypothetical reference scenarios vary between 2.25 Mbps and 21 Kbps. The 
throughputs of FTP traffic are lower than the HTTP web traffic at most of the time mainly due to 
the large file transfer over the network system. Since the random inter-arrival of new connection 
does not wait until the previous connection has completed, the large file transfer using TCP may 
quickly congest the network at higher new connection rates and BER due to packets 
retransmission process in order to successfully complete the data transfer. In addition, both of the 
throughput-sensitive traffics are imposed with the delayed scheduling over the satellite networks 
scenario which makes the throughputs further less compare to the one in hypothetical scenarios.
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Figure 5-19: Average end-to-end throughput over HRDP and HRX.
185
Chapter 5 -  Multipath Routing
Table 5-8: Key Parameters for TCP Throughput Modeling
Parameters Satellites HRDP HRX
Average round-trip-time, RTT (second) 0.55692 0.78805 0.879904
Average round-trip-time variation, a, (second) 0.141331 0.435612 0.419761
Average timeout, TO (second) 1.122244 2.5035 2.558948
Maximum Throughput (W^aJRTT) (Kbps) 775.694324 548.188679 490.962862
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Figure 5-20: Average Throughput comparison over satellites.
Based on Table 5-8, the average RTT  and the RTT variation over satellites simulation scenario are 
smaller compared the values over HRDP and HRX. This could be related to the multipath routing 
versus single path routing. The satellites simulation scenario used multipath routing scenario over 
two satellite networks with optimal route selection. This tends to minimize the effect of network 
congestion during higher traffic influx rate because the traffic will be distributed over the optimal 
links. Unlike the satellites scenario, both HRDP and HRX used single path routing in a bi­
directional link between the server and client sides. The accumulation of all traffic types in a 
single high-bandwidth link without traffic classification and queuing prioritization has give 
negative effects on the delay and delay variation of TCP traffics especially during network
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congestion. These have cause lower maximum throughput prediction over the HRDP and HRX 
simulation scenarios.
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Figure 5-21: Average Throughput comparison over HRDP.
Based on Figure 5-20, most of the throughputs for HTTP web traffic fall within the approximate- 
model boundary for BER 10’^ . However, the throughputs are above the approximate-model for 
loss-ratio between 0.005 and 0.02. Meanwhile, most of the FTP traffic throughputs for both BER 
10'^  and 10  ^ fall within the approximate-model curve. One of the reasons for this is because the 
approximate-model was created based the TCP behaviour as “infm ite-source” which always has 
packets to send. The model seems to show lower prediction values for short TCP connections like 
the HTTP web traffic especially in higher loss rate scenario. The other reason is that the model 
did not take into account of multipath routing over multiple networks scenario and queuing 
management methods which are done in the satellites simulations. Besides that, lower throughputs 
for FTP traffic compared tot the prediction model might also due to the lower prioritization of 
traffic classification compared to the HTTP web traffic which is done by the proposed admission 
control system. Moreover, Figure 5-21 and Figure 5-22 show that most of the throughputs for 
HTTP web and FTP traffics are higher than the approximate model. One of the main reasons is 
because there is no bit-error-rate (BER) or link-loss environment imposed on the high speed bi­
directional link between the server and client sides. In addition, the high bandwidths of
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hypothetical reference links give the advantage in term of late traffic congestion which in the end 
will benefit the short TCP connection for fast data transmission.
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Figure 5-22: Average Throughput comparison over HRX,
5.5 Summary
In this chapter, we have done the network layer enhancement using load balancing algorithm 
method with multipath routing over LEO and GEO networks in order to optimize the bandwidth 
utilization. An admission control with Diffserv queuing system has been placed in the terrestrial 
network to regulate and differentiate traffic flows in real-time based on the current load 
bandwidth and queue length in order to reduce the satellite workload for data processing. In 
addition, we have implemented the delay scheduling function at the admission control node in 
order to reduce the TCP packets dropped during network congestion. Furthermore, the satellite’s 
on-board-processing system (OBP) is implemented as a simple priority queue for further 
processing by prioritizing the traffic flow within the satellite network. The proposed system aims 
to achieve optimum end-to-end QoS for both throughput-sensitive and delay-sensitive traffic 
types.
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5.4 TCP Throughput Comparison
This section conçares the throughput between the TCP throughput results in section 5.3.5 and the 
Padhye’s TCP models discussed previously. We plotted three separate graphs as in Figure 5-20, 
5-21 mid 5-22 for satellites, HRDP and HRX scenarios respectively.
The RTT and TO parameters are calculated based on the collected packet delays data in Section 
5.3.2. Some assumptions for the parameters calculations are made as follows.
i) RTTi »(2xD, ) : We assumed that the round-trip-time is approximately two times 
the end-to-end delay as in Equation (4.23). Since there are two different RTT over 
LEO and GEO as in the satellites simulation scenario, therefore we used the 
average value obtained from both HTTP web and FTP delays data.
ii) t fs RTT : We assumed that the average smoothed RTF, t , is approximately equal 
to the average RTTi as in i) calculated from some of A  trace data in section 5.3.2. 
We take only the first five data from the delay results because the data are enough 
to describe the TCP RTT at normal condition over the simulation scenarios. 
Further data my not reflect the normal TCP RTT because of the QoS controlled 
by the proposed system. In addition, the short amounts of data are comparable 
with the previous throughput comparison in section 4.4.3.
iii) <7, » <7
r  n
Y.RTT,
\  1=1
We assumed that the average RTT variation, <7, ; is
approximately equal to the standard deviation of RTTi calculated in i) with mean 
value as in ii).
Besides that, the average timeout (TO) parameter is calculated based on the assumptions made 
previously using Equation (3.3). Noted that the TO in Equation (2.24) is referring to the initial 
timeout duration as stated in [52]. Therefore, the BEB factor (y ) in Equation (3.3) is set to 1. The 
maximum throughput (W ^R T T )  refers to the maximum benchmark of throughput value used in 
the approximate-model. Since W^ ax parameter is different for the HTTP web and FTP traffics, 
therefore we used the average between the two values which is about 36 packets. Therefore, we 
obtained the average RTT and TO parameters as shown in Table 5-8 for the satellites, HRDP and 
HRDP scenarios. These values are then used to plot the predicted TCP throughput of 
approximate-model and TD-Only model as a function of packet loss ratio (p) as shown in Figure 
5-20, 5-21 and 5-22.
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We have tested the proposed admission control system by conducting some pilot test simulations 
in NS-2 to check its functionality against connection rate variation. The simulation test results 
prove that the proposed admission control system works as intended. Moreover, we have further 
tested the proposed network system scenario using large scale simulations in NS-2 using the 
HTTP web, large file transfer using FTP, Video streaming and VoIP as the source traffics. The 
servers transmit multiple connections packet traffics based on some distribution models to the 
clients side. The simulations tested the proposed multipath admission control system against 
multiple connection rates and BER variations. The simulations analyze the connections statistic 
(e.g. total completed connections for each traffic type, total dropped connections, total 
connections over each branching link, average link queue length and average link load 
bandwidth), delay, jitter, loss ratio and the throughput during the 15 minutes of each simulation 
time. In addition, we further con^are the simulations results over the satellites scenario with the 
single path routing hypothetical reference scenarios. The results parameters are presented in a few 
graphs shown previously.
Based on the connection statistic results, the total completed connections of each traffic type and 
the total connections over each branching links are proportional to the increment of connection 
rates from the servers. However, the values are lower in BER 10"^  compared to the one in BER 
10' .^ Among the throughput-sensitive traffics, the HTTP Web traffic has achieved higher 
completed connections which are approximately 431 connections compared to the FTP traffic for 
only 414 connections at BER 10'  ^ mainly due to the short TCP connections of HTTP traffic. 
Besides that, the video stieaming traffic has achieved higher completed connections among the 
delay-sensitive traffic which is approximately 413 connections mainly due to the short hve 
connections compared to the VoIP traffic which only achieved 397 completed connections. 
Furthermore, the higher completed connections for the HTTP web and video streaming traffics is 
also due to the traffic types prioritization and discrimination schemes implemented by the 
admission control system in order to regulate the traffics across the network. The proposed 
method has successfully distributed the traffics across both LEO and GEO network. The traffics 
share both networks using multipath routing at certain network conditions. Besides that, the total 
dropped connections results show that the total terminated connections of FTP and VoIP traffics 
are higher compared to the other throughput-sensitive and delay-sensitive traffics which are 
approximately 27 and 52 connections respectively at BER 10"^ . The proposed admission control 
system tends to choose the lower priority traffic for connection termination in order to relieve the 
network during congestion period. The FTP and Video streaming traffics generate massive traffic 
load across the network system and the termination of some connections may greatly reduce the 
load bandwidth. Furthermore, the load bandwidth in Kbps over both LEO and GEO networks are 
proportional to the increment of connection rates. The average load bandwidths over GEO
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satellite network are higher for averagely 25.92% at lower connection rates (i.e. below 20 
connections per minute) and later the values are comparable with the load bandwidth over LEO 
network. The reason is due to the higher throughput of the FTP traffics which used the GEO 
network at most of the time and later the value decrease because of the congestion. Therefore, the 
proposed system managed to fairly distribute the traffics over both LEO and GEO networks. 
Moreover, the average queue length on each branching link over the satellite networks is 
proportional to the increment of connection rates. However the average queue length on the 
branching links over the LEO network are lower than the one over GEO network for averagely 
92% between 1 and 30 connections per minute at both BER values mainly because the proposed 
admission control system maintain lower queue threshold for the delay-sensitive traffics that often 
used the routes in order to achieved optimum end-to-end delay. Higher queue length could be 
seen on the links towards the GEO network at average values of 12258.6 bytes on both BER 
values bceausc the system allowed higher threshold for the throughput-sensitive traffics that often 
used the routes in order to reduce the TCP packets dropped.
The minimum average end-to-end delay over satellites for FTP, HTTP web, video streaming and 
VoIP traffics are 289.0439ms, 83.2843ms, 51.39155ms and 49.56608ms respectively at single 
connection per minute and BER 10' .^ The maximum end-to-end delays over satellite networks are 
3064.194ms, 933.1949ms, 707.1763ms and 85.1903ms respectively achieved at 30 new 
connections per minute and BER 10"^ . In comparison, the minimum delays over HRDP are 
131.0617ms, 99.4851ms, 74.98481ms and 74.27326ms respectively while the minimum delays 
Over HRX are 165.7367ms, 174.527ms, 149.9916ms and 149.2497ms re^ectively achieved at 
single connection per minute. The maximum delays over HRDP are 2496.556ms, 210.6533ms, 
891.4318ms and 75.57705ms respectively while the maximum delays over HRX are 2550.693ms, 
251.4976ms, 914.336ms and 150.5687ms respectively for each traffic type achieved at 30 new 
connections per minute. In addition, the minimum average end-to-end jitters over satellite 
networks for FTP, HTTP web, video streaming and VoIP are 1.0751ms, 3.5865ms, 0.195839ms 
and 0.38525ms respectively achieved at single connection per minute and BER 10' .^ The 
maximum average end-to-end jitters over satellite networks are 52.2016ms, 9.2748ms, 5.9797ms 
and 2.1418ms respectively achieved at 30 new connections per minute and BER 10"^ . In 
comparison, the minimum jitters over HRDP are 0.334885ms, 2.98567ms, 0.04338ms and 
0.175752ms respectively while the minimum jitters over HRX are 0.413781ms, 2.98944ms, 
0.060608ms and 0.146252ms for each traffic type respectively achieved at single connection per 
minute. In addition, the maximum jitters over HRDP are 25.63274ms, 3.390701ms, 3.464721ms 
and 1.132824ms respectively while the maximum jitters over HRX are 28.2268ms, 3.584715ms, 
3.524405ms and 1.14558ms respectively for each traffic type at 30 new connections per minute.
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The minimum average end-to-end loss ratio over satellites for FTP, HTTP web, video streaming 
and VoIP traffics are 0.001029, 0.000936, 0.000151 and 0.000304 respectively achieved at single 
connection per minute and BER 10'  ^while the maximum values are 0.24415, 0.013974, 0.524652 
and 0.347593 respectively at 30 new connections per minute and BER 10*^ . Similarly, the 
minimum average end-to-end loss ratio over HRDP and HRX for FTP, HTTP web, video 
streaming and VoIP traffics are zeros at single connection per minute. Consequently, the 
maximum loss ratios achieved over HRDP are 0.132126, 0.009248, 0.29718 and 0.00163 
respectively while the values achieved over HRX are 0.148947, 0.009449, 0.297443 and 
0.002018 respectively for each traffic type at 30 new connections per minute. On the other hand, 
the minimum average end-to-end throughput over satellite networks for FTP, HTTP web, video 
streaming and VoIP traffics are 12.50535Kbps, 212.1313Kbps, 21.08886Kbps and 3.415762Kbps 
respectively at 30 connections per minute and BER 10"^  while the maximum values are 
688.6188Kbps, 528.3833Kbps, 47.98485Kbps and 5.397247Kbps respectively at single 
connection per minute and BER 10"^ . In comparison, the minimum average end-to-end 
throughput over HRDP for FTP, HTTP web, video streaming and VoIP traffics are 19.73657Kbps 
742.2137Kbps, 2890447Kbps and 5.289571Kbps respectively while the values over HRX are 
20.66762Kbps, 475.9896Kbps, 28.89809Kbps and 5.228293Kbps respectively at 30 new 
connections per minute. The maximum average end-to-end throughputs over HRDP are 
2250.396Kbps, 1055.644Kbps, 47.98348Kbps and 4.875949Kbps while the values achieved over 
HRX are 1433.275Kbps, 557.0899Kbps, 47.95385Kbps and 5.273492Kbps respectively at single 
connection per minute.
Moreover, based on the simulation results over satellites and the hypothetical reference scenarios, 
we found that the delay, jitter and loss ratio are proportional to the increment of connection rated 
and BER values while the throughput is vice versa. The proposed admission control system 
managed to maintain lower delay and jitter for the delay-sensitive traffics while the throughput- 
sensitive traffics are maintained at higher loss ratio and throughput values. This proves that the 
multipath routing, queuing strategy and the delay scheduling methods have achieved the objective 
to maintain the end-to-end QoS parameters at optimum level for each traffic type. The QoS 
parameters comparison over the hypothetical references shows that the values are higher 
compared to the value in satellites scenario mainly because the traffics are not affected by the link 
loss environment. However, the gap values between the two scenarios are low and the multipath 
routing over satellites could be considered more efficient in term of QoS classification for each 
traffic type,
As for TCP throughput comparison with the Padhyes mathematical model, we found that the 
throughputs over the satellites scenario fall within the approximate-model curve at most of the 
time. However, the model are underestimated the throughput of short TCP connections during
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higher loss ratio. The gap between the values obtained in the simulations and the mathematical 
model are low which proved that the proposed system managed to maintain the throughputs of 
TCP traffics at optimum level although in link-loss environment. Based on the simulations 
scenario parameters, Padhye’s mathematical model has estimated the maximum throughputs over 
satellites, HRDP and HRX networks systems for approximately 775.6943Kbps, 548.1887Kbps 
and 490.9623Kbps respectively.
The next chapter will summarize the whole content of this research study and discuss the future 
research work to further ircqjrove the proposed multipath routing method for practical purposes.
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Chapter 6
6 Conclusion and Future Works
6.1 Conclusion
In this thesis we have studied several challenges on QoS provision to support multimedia Internet 
services over terrestrial-satellite networks. The studies evolve around the idea of exploiting the 
advantage of terrestrial network for QoS provisioning of the Internet multimedia data 
transmission in order to relieve the satellite workload. The studies also analyse the QoS 
performance parameters like delay, jitter, loss ratio, throughput and other connection statistics 
against the new arrival connection rate and BER variations. The following issues have been 
studied:
Single path routing of multimedia traffics over terrestrial-satellite networks using Diffserv 
queuing system and satellite on-board processing (OBP) capabilities for QoS 
classification and differentiation.
Multipath routing of multimedia traffics over terrestrial-satellite networks using 
admission control system for per connection routing based on load balancing technique. 
The load balancing technique is done based on the current load bandwidth and queue 
length on links towards the LEO and GEO satellite networks. The methods are further 
upgraded with the delay scheduling function to reduce the TCP packets dropped.
TCP throughput cortçarison between the results obtained fi"om the proposed simulation 
studies and the mathematical model obtained fi*om the previous studies.
In the early stage of simulation studies, we develop the Diffserv queuing mechanism with Time 
Sliding Window 3 Color Marker (TSW3CM) right before the transmission over satellite node for 
traffics classifications and regulations at the terrestrial network boundary in order to relieve the 
satellite workload. Further expansion of the proposed network scenario is the development of on­
board processing at the satellite node by using priority queue. The priority queue prioritizes the 
delay-sensitive traffics by queuing the packets at the head of the queue buffer SO that the delay
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could be reduced. In addition, the link-loss environment over the satellite network is done using 
the random error model with uniform distribution to model the typical satellite BER values of 10'^  
and 10"^ . Moreover, we integrate the Diffserv and OBP systems on the terrestrial-LEO and 
terrestrial-GEO networks in NS-2 to study the QoS performance of HTTP web, large file transfer 
using FTP, VoIP and Video streaming traffics transmission against new arrival connections and 
BER variations. The simulations produce the end-to-end QoS parameters like delay, jitter, loss 
ratio and throughput which have been plotted into graphs for comparison. In addition, we 
compare the throughput parameters obtained in simulations with the Padhye’s TCP throughput 
mathematical model.
The simulation results of QoS parameters obtained previously only consider single path routing 
over terrestrial-sateUites networks. We further improved the network transmission systern with 
multipath routing over terrestrial-sateUites networks system. The satellite networks involved both 
LEO and GEO networks where the data are transmitted simultaneously over both of the satellite 
networks. We stiU hold the initial idea of implementing data processing at terrestrial network in 
order to relieve the satellite workload. Traffic classifications are made based on per connection 
basis for each traffic type from the servers. This means each connection of a traffic type 
transmitted from a server may use different route towards the cUent side. However, all packets 
fi-om the same connections wiU foUow the same route fi-om server to cUent in order to prevent 
packet-reordering problem at the receiving side. The OBP queuing system is also implemented on 
every satellite node for further traffic classification. Moreover, we develop an admission control 
System at the servers’ sides which is combined with the Diffserv queuing mechanism. The 
admission control system classify packets stream from the servers side according to the traffic 
type, then filtered the packets of the same connections and finaUy determines the route them 
towards the designated client. The admission control system determines the routes at run-time 
based on the current load bandwidth and queue length of the forwarding links. The best route 
towards the cUent side would be the least busy route towards the sateUite networks at current 
time. The admission control node also acts as the main gate for data streams which either to aUow 
each traffic connection to pass through or to block it completely depending on the current 
condition. Moreover, we further improved the admission control system with the delay- 
scheduling mechanism which main task is to delay the throughput-sensitive traffic at certain 
period of time during congestion period in order to prevent packet losses before being transmitted 
over the satellite networks. The proposed network scenario has been tested using small scale 
simulations (pilot-test) in order to make sure that all network elements works as intended. Indeed, 
the püot-test simulations work correctly and produce the expected results. Finally, the proposed 
network system is tested in big-scale simulations to produce the QoS parameters that vary 
according to the connection rate and BER variations. The simulations produce the end-to-end QoS
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parameters like delay, jitter, loss ratio, throughput and connection statistics which have been 
plotted into graphs for comparison. The throughput parameters obtained in simulations are then 
compared with the Padhye’s TCP throughput mathematical model.
6.2 Future Works
The future works of this research study could be focused on several issues in order to maintain the 
optimum end-to-end QoS. The main issue would be routing strategy over heterogeneous 
networks. Routing becomes more complex and difficult especially on highly dynamic network 
systems that involved static and mobile node elements. This research study only focused on static 
terrestrial and satellites node elements but not including the terrestrial mobile node elements such 
as MANET, VANET and sensor networks. The future research study should include all types of 
node elements that work cooperatively to achieve optimum QoS data transmission. Some useful 
references on multipath routing strategy over wired and wireless networks are from
[109][110][111][23]. Some mathematical models and algorithms for multipath routing 
communications enhancement have been proposed in [112][113][114].
Routing packets in the satellite networks also need to be improved to achieve optimum end-to-end 
network performance. The main constraints in satellite communications are the scarce bandwidth 
and high loss ratio due to the BER or link interference. Multipath routing within a satellite 
network or many satellite networks could effectively solve the limited bandwidth problem. 
However, this leads to another business and management related issues regarding the inter­
satellite network operators which strictly controlled their network operations. Further research 
need to be done on the in^rovement of Service-Level Agreement (SLA) in order to support 
routing over multiple networks which has been highlighted in [115][116]. In addition, recent 
studies on multipath routing strategy in both LEO and GEO networks have been proposed in
[117] to improve the performance of traffic distribution. However, less research studies have been 
found on multipath routing over the satellite networks and the terrestrial mobile/vehicular 
networks. Since the future Internet are moving towards mobile, therefore it is crucial to explore 
the potential of incorporating both of the satellites networks and terrestrial mobile networks for 
large data transmissions.
Besides that, traffic classification and routing decision on each network element could be 
enhanced using the Multiprotocol Label Switching (MPLS). The MPLS is well known as the 
Layer 2.5 of the OSI protocol stack because it is located between the Link Layer and Network 
Layer. The MPLS forwards the traffic based on the short path label rather than the long network 
addresses which avoiding it from conçlex lookups in the IP routing table. In addition, the 
integration of MPLS with the optical technology like Wavelength Division Multiplexing (WDM)
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produces the Generalize Multiprotocol Label Switching (GMPLS) which can provide faster and 
efficient packet switching and signalling. Therefore, the vast data traffic in the Internet could be 
regulated efficiently with this kind of technology.
Furthermore, research on the design of transport layer enhancement need to be done in order to 
support multimedia type of application traffic across wired and wireless channels. This includes 
the mathematical model and analysis for system optimization. Since the multimedia traffics used 
different types of transport layer protocols across the network systems, therefore there must be 
some mechanisms to coordinate different sets of transport protocols [118]. In addition, research 
on the efficient interoperability of the transport layer and other layers within the OSI protocol 
stack (cross-layer) need to be done extensively in order to achieve better QoS for data 
transmission over heterogeneous networks systems. A useful reference on the interoperability of 
different protocol layers could be found in[119][120][121].
Finally, the data security on multipath routing over heterogeneous network also needs to be 
concerned for safe and reliable communications. Recently, the number cyber attacks on the data 
networks communications have increased dramatically due to the rapid advancement of 
communication technologies and the increment of data user around the world. Many recent 
research studies on the data security are focused on the on the Mobile Ad-Hoc Network 
(MANET) and sensor networks. Less work have been done to study the security issue on 
multipath routing over heterogeneous networks. The issue of secret key management and 
distribution, data intrusion especially in the internetwork getaway (e.g. man-in-the-middle attack), 
data encryption and Denial of Service Attack (DOS) will be an open topic for the future 
researches. Some of useful references on data security of the multipath routing over 
heterogeneous networks could be found in [122][123][124][125].A11 of these issues are the 
challenges for future researchers to design the future Internet.
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