Abstract. The primitive equations in a 3D infinite layer domain are considered with linearly growing initial data in the horizontal direction, which illustrates the global atmospheric rotating or straining flows. On the boundaries, Dirichlet, Neumann or mixed boundary conditions are imposed. The OrnsteinUhlenbeck type operator appears in the linear parts, so the semigroup theory is established by Trotter's arguments due to decomposition of infinitesimal generators. To obtain smoothing properties of the semigroup, derivatives of the associated kernel are calculated. For proving time-local existence and uniqueness of mild solutions, the adapted Fujita-Kato scheme is used in certain Sobolev spaces.
Introduction
The primitive equations for the ocean and atmosphere are considered to be a fundamental model for geophysical flows, which is derived from the Navier-Stokes or Boussinesq equations assuming a hydrostatic balance. Mathematical analysis of the primitive equations has been commenced by Lions, Teman and Wang [19] [20] [21] . For more information on previous works on the primitive equations, we refer to the articles of Washington and Parkinson [31] , Pedlosky [27] , Majda [23] and Vallis [30] ; see also the survey by Li and Titi [18] for recent results and further references.
The 3D primitive equations are derived from the Navier-Stokes equations in domains which are small in the vertical direction compared to the horizontal ones. This justifies the assumption of a hydrostatic balance in the vertical direction. Although the nonlinear structure of the primitive equations looks similar to that of the Navier-Stokes equations, it differs due to anisotropic features. As the NavierStokes equations, the primitive equations describe the velocity U of a fluid and the pressure Π. Putting U = (V, W ), where V = (V 1 , V 2 ) denotes the horizontal components and W stands for the vertical one, it leads us to       
in Ω × (0, T ), V (0) = V 0 , in Ω.
Here Ω := R 2 × (−h, h) ⊂ R 3 for h > 0 is an infinite layer domain; ∇ H and div H denote the horizontal gradient and the horizontal divergence, respectively; ∆ stands for the full Laplacian. It is remarkable that the time-global well-posedness for the 3D primitive equations has been proven by Cao and Titi [4] with initial data in H 1 , while the question of time-global well-posedness for the Navier-Stokes equations still constitutes an open problem. So, in the study of the primitive equations -especially the study of admissible initial values -a legitimate first step would be to ask whether results known for the NavierStokes equations hold also for the primitive equations.
For the Navier-Stokes equations in the whole space R d for d ≥ 2, Hieber and the third author of this paper studied in [15] the particular case of linearly growing initial data. Concretely saying, the initial velocity V 0 is given by the form V 0 (x) = v 0 (x) − M x for x ∈ R d , where M is a constant and trace free matrix and v 0 ∈ L Here the matrix R describes a swirl by the Coriolis force; J models a drain along the horizontal axis and a jet flow in the vertical direction; S illustrates a model of a straining flow on the surface. For precise analysis, the reader can find for the case of pure rotation in e.g. [2, 16] , for M = J or S in e.g. [8, 22] and the references therein. In [3] the global existence of strong solutions in the case of a two dimensional exterior domain and a traceless matrix M was established for L 2 -initial data of arbitrary size and in [11] a weaker version of that result was shown recently in the L p -setting (p ≥ 2) considering only skew-symmetric matrices M .
Considering the primitive equations, the setting in the whole space does not make sense. However, a layer domain Ω imposing Dirichlet, Neumann or mixed boundary conditions constitutes an admissible setting for the hydrostatic balance assumption. The investigation in the L p framework for the primitive equations in a cylinder (0, 1)
with some boundary conditions has been started by Hieber and his collaborators in [9, 12, 13] . They treated initial data in H 2/p,p for p ∈ (1, ∞) which carries over to decaying initial data in H 2/p,p on the layer domain. However, linearly growing data
2 have not been considered, so far. As an physical application one can think of
which produces a horizontal shear flow in the fluid layer. Similar to the case of the Navier-Stokes equations in the whole space, with 2×2 matrix M the substitution
derives equations involving an Ornstein-Uhlenbeck type operator in the linear parts, whenever the boundary conditions are adopted in a certain sense. This operator contains linearly growing coefficients in the drift terms. Ornstein-Uhlenbeck type operator generates (C 0 ) semigroup in L p for p ∈ (1, ∞), however, this semigroup is not analytic, in general. So, it is a priori not clear whether it has suitable smoothing properties or not. The handling of the boundary conditions and the linearly growing coefficients in the drift terms are main technical issues that one has to overcome for proving eventually the existence of time-local unique mild solutions as well as the treatment of the non-linearity. Although the 3D primitive equations on bounded cylindrical domains are time-global well-posed, it is still open weather the same results hold with linearly growing data on layer domains. In this paper we aim to prove the local in time well-posedness of the 3D primitive equations. The question of time-global solutions will be part of a future work.
Comparing a situation of the Navier-Stokes equations, the main difficulties in our setting arise from a lack of smoothing property in the linearized problem. Although in the whole space the heat kernel is explicitly given, the hydrostatic Stokes operator is expressed as a perturbation of the Laplacian as shown in [9] . Hence, even though the structure of non-linearity in the primitive equations resembles that in the Navier-Stokes equations, one has to assume some additional regularity on initial data since for primitive equations the non-linearity which is actually bi-linear contains derivatives in both arguments. Therefore, it is also more convenient to apply the iteration scheme of Fujita-Kato [6] rather than that of Kato [17] for handling the non-linearity of the primitive equations. This paper is organized as follows. In Section 2 we give preliminaries for basic setting of function spaces and reformulation for the problem with linearly growing initial data. In Section 3 we discuss theories of the Ornstein-Uhlenbeck type operator in an infinite layer domain, proving smoothing properties of the corresponding semigroup in Section 4. In Section 5 the existence of time-local unique mild solutions is proved.
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Preliminaries
We consider the 3D primitive equations in an infinite layer domain
Here the horizontal coordinates are denoted by x, y ∈ G and x H := (x, y), and the vertical one by z ∈ (−h, h). For the sake of simplicity, only the velocity and the surface pressure are considered in this paper, omitting the temperature, salinity and further quantities which are incorporated into the full model discussed in [19] [20] [21] . The unknowns are the velocity U of the fluid described as U = (V, W ), where the vector V = (V 1 , V 2 ) denotes the horizontal components and the scalar W stands for of the vertical one, and the surface pressure written as Π s . So, we consider the equations
Here Π s can be regarded as a function defined in Ω × (0, T ) using Π s (x, y, z, t) = Π s (x, y, t). We have used the notations
The system is supplemented by the mixed boundary conditions on
denoting the bottom and the upper parts of the boundary ∂Ω, respectively. Here and hereafter, for justification reducing equations of disturbance (2.4) in below, we impose the adopted the boundary condition on Dirichlet boundary condition parts along with linearly growing initial data:
Here M ∈ R 2×2 is a given constant matrix with trM = 0; Dirichlet, Neumann and mixed boundary conditions are comprised by the notation
In the literatures, several situation of boundary conditions have also been considered. For example, in [19, Equation (1.37) and (1.37)'] Dirichlet and mixed boundary conditions are treated respectively, while in [4] Neumann boundary conditions are assumed.
By the boundary conditions on W and div U = 0 the vertical component of the velocity
for each (x, y, z, t) ∈ Ω × (0, T ); see e.g. [12] .
Similarly to the Navier-Stokes equations, one can consider the solenoidal subspace of
by Q p here. In addition, benefits from the approach developed in [12, Section 3 and 4] carry over to the present situation. So, considering
there exists a continuous projection
(Ω) which can be represented by
Note that v = v holds if and only ifṽ = 0, compare also [9] . In particular P p annihilates the gradient of the surface pressure term ∇ H π s . As in [12] , we can define the hydrostatic Stokes operator
. In what follows, we deal with the initial velocity V 0 of the form
The condition tr M = 0 implies the compatibility condition:
We now assume that V solves the primitive equations with initial data V 0 . Substituting
For the last two identities, the assumption tr M = 0 is essential. Moreover,
and the individual terms are more explicitly given by
Using the assumption tr M = 0, the last quadratic term simplifies to become
Hence, to absorb this term by the modified pressure, we putπ s = Π s − g with g(x, y) : In particular, e tM ≤ C holds with some C > 0 and all t > 0 if and only if M = 0 or case (b) holds. Furthermore, we can take C = 1 if M is anti-symmetric, that is, the pure rotation case.
Remark 2.1. To absorb the term M x H · ∇ H M x H into the pressure, one needs that it is a gradient field. As described above this holds for traceless matrices. However, this is also true for instance for symmetric matrices, i.e., m 12 = m 21 , where
Ornstein-Uhlenbeck operator in a layer
We define the Ornstein-Uhlenbeck type operator
Here we have used
with α(a) = 1 if Γ a ⊂ Γ D for a ∈ {u, b}, and α(a) = 0 otherwise. So, one can consider the following time-evolutionary ordinary differential equation
In fact, by Proposition 3.3 below, this problem is well-defined in L p σ (Ω). In previous results on the bounded cylindrical domain case, the correction terms −(1 − P p ) tr D (∂ z v) have also been discussed. In [9, Section 4] the key idea is to solve the surface pressure terms, firstly. This method carries over to the case in an infinite layer domain.
To apply known results for Ornstein-Uhlenbeck operators in the whole space, we decompose L p into the horizontal parts L H and the vertical one L z as
using anisotropic Sobolev spaces as the domains
2 has been studied in [15] drawing back its main properties to the classical Ornstein-Uhlenbeck operator defined by (
2 studied extensively in e.g. [10, 24, 25, 32] . Consider as in [15 
for t > 0 and (x H , z) ∈ Ω, where ψ ∈ L p (Ω) 2 and Q t := 
where * H denotes by the convolution with respect to the x H variables. Note that there is a constant C > 0 independent of t such that 
Here k is the multiplicity of the eigenvalue 0, and the λ i ∈ R \ {0} are non-zero eigenvalues. With e λit − 1 ≥ λ i t for t > 0, we obtain t d ≤ det Q t . Similarly,
It follows from e λit − 1 ≥ λ i t again that 
One sees that the operator B p is bounded by the trace theorem applied to the vertical direction; see e.g. [28, Theorem 2.7.2] for half spaces, which carries over to the situation considered here localizing functions around Γ u and Γ b by cut-off functions, and taking L p xy norm. In particular,
Therefore, by interpolation inequality and H
, where [·, ·] θ denotes the complex interpolation functor, and by Young's inequality (a) The operators T H (t) and
Proof. The operator L z is by construction the infinitesimal generator of T z (t). For L H , one can verify that the proof of the corresponding statement on L p (R 2 ) for the generator; see [24, Proposition 3.2] as well as the characterization of the domain [25, Theorem 4.1] which carry over one-to-one to the present situation, and one therefore concludes that L H is indeed the generator of T H .
In the case of Γ D = ∅, both semigroups T H (t) and T z (t) are given explicitly by (3.2) and (3.3), respectively. So, it is straight forward to verify directly that they commute interchanging the order of the integration with respect to dx H and dz.
Considering the case Γ D = ∅, it suffices to show that the resolvents of L H and L z commute by Trotter's approximation formula [26, Theorem 3.4.4] . We now prove that their resolvents commute or, equivalently
Here, the resolvent of L H can be given explicitly by the Laplace transform
, which is a given as integral kernel only in x H direction, we thus have
since by the arguments of a relatively bounded perturbation one has
Therefore, it holds that
We calculate further the horizontal derivatives of v(e tM x H ). To shorten the notation, we often omit z. By the chain rule we get
and
for a scalar function v 1 , where ·, · denotes the inner product in R 2 . So, we see that
The same holds for
For checking that T H (·) restricts to a semigroup on L p σ (Ω), we now compute
Here we have used the representation div H v = tr ∇ H v and with a slightly abusive notation div
. Since e tM and T H (t) are boundedly invertible, one can conclude form the above identity that div H (T H (t)v) = 0 if and only if div H v = 0. Hence, T H (t) maps onto L p σ (Ω) or, equivalently expressed in terms of projection P p T H (t) = T H (t)P p . Therefore, the same holds also for the complementary space ( 
Since L z is a bounded perturbation, we take λ > 0 sufficiently large such that the operator (λ − L z ) is boundedly invertible as well as
. Hence, the operator (λ − L z ) is mapping divergence free fields as well as gradient fields onto. Therefore, the semigroup T z generated by L z restricts to (C 0 )-semigroups on these invariant subspaces; see e.g. [26, Theorem 4.5.5] .
In order to verify the commutator relation (3.5), we recall that 
Consequently, we appeal to Trotter's results [29, Theorem 1] , that is, if T A (t) = e tA and T B (s) = e sB commute for all s, t > 0, then the closure A + B generates the semigroup defined by T (t) = e tA e tB .
Hence, it is sufficient to prove that
The inclusion '⊃' certainly holds by (3.1). Besides, for the converse '⊂' one has to prove for mixed derivatives
Taking odd or even parts iteratively, one arrives at Dirichlet, Neumann and mixed boundary conditions. So, we can show that there exists a constant C > 0 such that 
We choose the alternative extension E by the odd and even reflection for Dirichlet and Neumann conditions, respectively, to extend these to sequences ((Ev)
2 with supports in R 2 × (−2h, 2h). Note that Eφ u w n and Eφ b w n are in the domain of the Ornstein-Uhlenbeck operator on R 3 since the extension by reflexion the extended sequences satisfy the original boundary conditions as well. Hence, the closedness can be drawn back to the case in the whole space. Using the fact that the traces are bounded with respect to the graph norm of L p which is stronger than H 2,p norm, we guarantee that boundary conditions are preserved.
Combing Lemma 3.1 and Lemma 3.2, we state the following proposition.
Smoothing properties
In order to apply a Fujita-Kato type iteration as in [12] , we need some smoothing properties of T (t). 
Proof. For the first inequality with θ 1 = 1 and θ 2 = 0 we compute
for some C > 0 and with ∆ = ∆ H + ∆ z . By analyticity of T z (t) = e tLz , one already has
for t ∈ (0, T ) with some C > 0. Considering ∆ H T H (t)T z (t)f , we use the explicit representation of the Kolmogrov kernel (3.2) to follow the line of [15, Proposition 3.4] in the case n = 2 for g := T z (t)f . From 3.7, 3.8 and 3.9 we deduce for any scalar valued function ψ
By direct calculation we see
and by Young's inequality,
for 1/p + 1 = 1/q + 1/r, where
for t ∈ (0, T ) by choosing q = p and r = 1. For the case θ 1 = 0, θ 2 = 1 we obtain as above by the analyticity of T z (t)
Put g := T z (t)f , we have from (4.2)
Thus, it follows that
by the analyticity of T z (t). The second term in (4.3) can be handled similarly as
The statement for θ 1 , θ 2 ∈ (0, 1) follows from the interpolation of the inequalities e tLp f H 2,p (Ω) ≤ Ct −1 f L p (Ω) and e tLp f H 2,p (Ω) ≤ C f H 2,p (Ω) .
For the limit t → 0+, we apply to an approximation argument as g n ∈ C c (Ω) for n ∈ N such that g n → g in H 2θ2,p (Ω). So, we see t θ1 T H (t)g(x H , z) H 2θ 1 +2θ 2 ,p (Ω) ≤ t θ1 T H (t)(g(x H , z) − g n (x H , z)) H 2θ 1 +2θ 2 ,p (Ω) + t θ1 T H (t)g n (x H , z) H 2θ 1 +2θ 2 ,p (Ω) ≤ C g(x H , z) − g n (x H , z) H 2θ 2 ,p (Ω) + t θ1 T H (t)g n (x H , z) H 2,p (Ω) ≤ C g(x H , z) − g n (x H , z) H 2θ 2 ,p (Ω) + t θ1 g n (x H , z) H 2,p (Ω) .
We firstly choose n sufficiently large so that the first term in the right hand side of the last inequality small, and secondly take the limit t → 0+. This completes the proof. and we thus multiply t 1−γ in both side to derive with some constant C > 0. We now obtain that Remark 5.3. It is known that the Ornstein-Uhlenbeck semigroup is not analytic. So, it does not map after short time into its generators domain, but only into a Sobolev space. Therefore, it is not expected that the mild solution is a strong one. However, once we guarantee more smoothing on the semigroup, it might be possible to show that the mild solution v satisfies (2.4) in the classical sense as well as V = v + M x h to (2.1).
