Sentiment analysis of microblogging has become an important classification task because a large amount of user-generated content is published on the Internet. In Twitter, it is common that a user expresses several sentiments in one tweet. Therefore, it is important to classify the polarity not of the whole tweet but of a specific target about which people express their opinions. Moreover, the performance of the machine learning approach greatly depends on the domain of the training data and it is very time-consuming to manually annotate a large set of tweets for a specific domain. In this paper, we propose a method for sentiment classification at the target level by incorporating the on-target sentiment features and useraware features into the classifier trained automatically from the data created for the specific target. An add-on lexicon, extended target list, and competitor list are also constructed as knowledge sources for the sentiment analysis. None of the processes in the proposed framework require manual annotation. The results of our experiment show that our method is effective and improves on the performance of sentiment classification compared to the baselines. key words: sentiment analysis, machine learning, microblogging, sentiment lexicon, polarity of target
Introduction
Sentiment analysis and opinion mining are the fields of study that analyze people's opinions, sentiments, evaluations, attitudes, and emotions from written language [5] . Sentiment analysis of microblogging, e.g. Twitter, has become an important classification task because a great deal of user generated content is published on the Internet. Many researchers have adopted both machine learning and lexicon based approaches for sentiment analysis on Twitter. Most of these approaches aim at identifying the sentiment of the tweet, but not that addressed to a specific target in the tweet. In other words, they classify the sentiment at the tweet level, not at the target level. In Twitter, however, it is common that a user expresses several sentiments in one tweet or is expressing that sentiment about things other than the target and is neutral to the target. For example, the sentiment of the tweet "I hate when my mom annoying me with questions about her iphone" is clearly negative at the tweet-level, but neutral to the target "iPhone". These target-independent approaches may be insufficient for the practical use of sentiment analysis, since it is often required to know the sentiments towards a specific target, such as a product, brand, or person. The users may want to know the opinion of other people about the products they are interested in, before making a purchase decision. Companies also want to know the overall opinion of their products of their potential users. The goal of this research is to develop a method of classifying the sentiments (positive, negative or neutral) of a given target in the tweets. Our method relies on supervised machine learning. However, the proposed method does not require any human intervention, such as annotation of the labeled data. This enables us to apply our method to the sentiment analysis of various targets. Several techniques will be proposed to improve on the performance of target dependent sentiment classification. First, not general but target dependent training data is constructed for learning the sentiment classifier. It is automatically created by a lexicon-based method and several heuristics from unlabeled tweets. Second, a target-specific add-on lexicon is automatically constructed. A public sentiment lexicon is insufficient for target specific sentiment analysis, since the words used to express an opinion of the target are often not compiled in it. In this paper, an additional sentiment lexicon is built by automatically identifying the polarity of the objective and out-of-vocabulary words. Third, a user-aware feature is considered. The theory of Sentiment Consistency [6] indicates that the sentiment of two messages posted by the same user are more likely to be consistent than those of two randomly selected messages. Therefore, it would be better to take into consideration the other tweets of the same user that express an opinion about a given target. This user aware information can imply how likely are positive and negative opinions of the user to be expressed about the target. Finally, an extended target list and competitor list are introduced into the model. The former is the list of synonyms of the target. It is used to identify the target when expressed by different words or phrases. The latter is a list of the competitors of a given target (e.g. a product). People sometimes give their comments not only about the target itself but also its competitors, especially when they are comparing competing products. The competitor list can contribute to distinguishing whether the tweet is expressing an opinion about the target or its competitor.
The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 describes our proposed method and framework, including the data pre-processing, the creation of the add-on lexicon, competitor list creation, extended target creation, training data creation, and feature extraction. Section 4 describes the results of the experiments and presents a discussion. Finally, some conclusions and directions for future research are presented in Sect. 5.
Background and Related Work
There has been several attempts of sentiment analysis on general text such as product or movie review, focusing on the document level [1] , sentence level [2] , [3] and word and phrase level [4] , [17] . Recently, the sentiment analysis on microblogging like Twitter is the upcoming trend in the current studies. However, classifying the sentiment of Twitter is different from the ordinary text and faces several challenges due to the short and informal language.
Early work on Twitter sentiment analysis used two approaches in traditional sentiment analysis: machinelearning based and lexicon-based approaches. The former employs supervised machine learning, such as Naive Bayes (NB), Maximum Entropy (ME) and Support Vector Machine (SVM) [7] - [9] . The problems with this approach are (1) it needs labeled training data, which requires much human labor, and (2) the classifier trained for one domain does not usually work well for another domain. On the other hand, the lexicon based approach uses pre-defined external resources, such as a polarity dictionary or a lexicon such as SentiWordNet † , ANEW † † or MPQA † † † to determine the sentiment orientation in texts [10] , [11] . The drawback of this approach is that it depends on pre-built lexicons and language models. Furthermore, most of the previous approaches aim at target-independent sentiment analysis, that is, classifying the sentiment at the tweet level, not the target level. However, as discussed in Sect. 1, a tweet can often have two or more sentiments towards multiple targets. Therefore, target independent approaches may be inappropriate because it is often required to classify the sentiment toward a certain topic. Chen examined whether a topic dependent model improves the polarity classification of microblogging [12] . They observed that, for some topics, topic dependent models achieved significantly better performance than a general model. Jiang incorporated target dependent features into the SVM classifier [13] . These features were extracted by rules based on syntactic relations in the result of the dependency parser. To boost the performance of the classification, they also used a graph based optimization by considering the sentiment labels of the related tweets. Dong proposed an Adaptive Recursive Neural Network (AdaRNN) for target dependent Twitter sentiment classification by propagating the sentiment of a word to the target based on the context and syntactic relationship in the dependency tree [14] . The common disadvantage of [13] and [14] is that it requires manually labeled training data for each specific topic. Moreover, the performance of their approach greatly depends on the dependency parser, which is not quite accurate when applied to informal language like † http://sentiwordnet.isti.cnr.it/ † † http://neuro.imm.dtu.dk/wiki/A new ANEW/ † † † http://mpqa.cs.pitt.edu/ tweets. In our approach, the target-specific labeled training data is automatically created by a sophisticated method, not simply applying an existing sentiment classification tool to unlabeled data. Alternatively, some ways of performing unsupervised target-dependent sentiment analysis on Twitter have been proposed. Chen presented an optimization based approach to automatically extract sentiment expressions for a given target from a corpus of unlabeled tweets. Then, they applied a lexicon based method to classify the sentiment by summing up the score of the sentiment expression extracted from the previous step [15] . Zhang proposed an entity-level sentiment analysis for Twitter by combining lexicon based and learning based methods [16] . Their method first adopted a lexicon based approach to perform an entity-level sentiment analysis. After that, additional tweets that are likely to have opinions about the given entity were automatically identified through the Chi-square test based on the association between words and sentiment label of the tweets. Then, the classifier was trained to classify the polarity of the entities in the additional tweets extracted from the previous step.
In this paper, we present an alternative way to automatically create target-specific training data. We incorporate the procedures to (1) change the polarity of the tweets that are not truly related to the target into neutral, (2) invert the polarity of tweets expressing an opinion about a competitor of the target, by heuristic rules and (3) automatically construct target-specific add-on lexicon when we create the target-specific training data. This is used for training the SVM classifier with uni-gram, on-target sentiment and useraware features for the prediction of the sentiment at the target level. Note that the use of user-aware features is one of the advantages of the proposed method. Another difference between our work and previous approaches ( [15] and [16] ) is how to identify the neutral tweets. Unlike previous work, where the neutral tweets are extracted by looking up indicator words obtained by statistical methods, in our method, they are identified by machine learning. Since the majority of the errors of target-dependent sentiment classification are caused by the tweets that show the user's opinion but not about the target [13] , it would be appropriate to classify neutral-to-target tweets by sophisticated machine learning rather than a simple heuristic.
Proposed Method
This section presents the proposed approach. An overview of the system framework is shown in Fig. 1 . For a given target, tweets containing the target word are retrieved by Twitter API. They are classified as positive, negative or neutral in several steps to create the target-specific training data. Then, two on-target features, sentiment and user-aware features, are extracted. Finally, the SVM is trained to classify the sentiment towards the target in the tweet.
Data Preprocessing
The data preprocessing process consists of part-of-speech tagging, lemmatizing, and the removal of stop words and URLs. In the first step, the tweets are POS-tagged by the TweetNLP POS Tagger † † † † , which is trained specially from Twitter data. Then, all words are lemmatized by the Stanford lemmatizer † † † † † . We also reduce the number of letters that are repeated more than twice, e.g. "heellllooooo" is replaced by "hello". Finally, the common stop words and URLs are removed because they represent neither a sentiment nor a semantic concept.
Creating a Target-Specific Add-On Lexicon
Due to its broad coverage, SentiWordNet [17] has become a famous and useful lexicon for sentiment analysis. However, more than 90 percent of the words in SentiWordNet are objective words, i.e., neither positive nor negative. Moreover, lots of words in tweets are slang, informal, or mistyped words that are not included in the lexicon [18] . In addition, the sentiment of the words may depend on the target domain. Based on this observation, we aim at constructing a target-specific add-on lexicon by compiling both objective and out-of-vocabulary (OOV) words with their newly estimated sentiment score from a corpus of unlabeled tweets.
After the pre-processing, the objective and OOV words of SentiWordNet are extracted from the retrieved tweets. In this step, only adjectives, interjections and hashtags are extracted, because they are the most informative for sentiment classification. For each word, the relevant tweets are retrieved by a query, the objective or OOV word and the given † † † † http://www.ark.cs.cmu.edu/TweetNLP/ † † † † † http://nlp.stanford.edu/software/ target. The tweets that contain URLs are discarded because they commonly refer to some external resources, and retweet messages are also ignored because they are copies of the original tweets. Next, the polarity of each tweet is identified by the SentiStrength tool [19] . SentiStrength is a stateof-the-art lexicon based method for classifying the sentiment of short social texts, and it has been applied in much related research [20] , [21] . Finally, the sentiment score of the objective and OOV words are calculated using Eq. (1). Note that P(positive|w i ) and P(positive) are the ratio of the number of the tweets positively classified by SentiStrength to the number of the tweets containing w i and all tweets, respectively. P(negative|w i ) and P(negative) are defined in the same way.
Next, since scores in SentiWordNet are in the range of −1 to 1, we have to revise our sentiment score in the same interval. In this study, a Bipolar sigmoid function [22] is used, as in Eq. (2).
The polarity score may be unreliable if the frequency of the word is too low, or the difference between the positive and the negative tendency is not large enough. Therefore, two thresholds are introduced. Threshold 1 (T 1 ) is the minimum number of words in the dataset and threshold 2 (T 2 ) is the minimum difference between positive and negative word orientation scores (S core POS (w i ) and S core NEG (w i )). The objective and OOV words with their scores are added to the add-on lexicon only when Eq. (3) is fulfilled. For the experiment in Sect. 4, we set the threshold T 1 to 10 and T 2 to 0.4, based on empirical observations.
Extended Target Creation
In Twitter, users might not express their opinion about a given target with the target keyword exactly. Sometimes, they comment about its features, concept, or things related to the target. Therefore, it would be better to create an extended target list, consisting of terms that can be used as a representative of the target. For example, let us consider the tweet "I hate all Apple products". It can be guessed that this user also hates the targets "iPhone", "iPad" and "iPod". So, the term "Apple" should be added to the extended target list of iPhone and so on. In [12] , [13] , the extended target list was created by measuring the Pointwise Mutual Information (PMI) between the candidate terms and the target on a corpus containing 20 million tweets. However, the performance of PMI is quite sensitive to the corpus size and it is very time-consuming to download a tweet corpus that contains enough data for the various candidate terms. Therefore, we propose a method to estimate the PMI using statistics obtained from Twitter API without a pre-downloaded tweet corpus. First, the nouns and proper nouns are selected as the candidate terms of the extended targets. Next, we estimate the relatedness between the candidate term C and the target T by approximating the PMI as in Eq. (4). The functions n(T ), n(C) and n(T, C) are, respectively, the number of tweets containing T , C, and both T and C, while time(T ), time(C) and time(T, C) are the time ranges in which these tweets were posted. These statistics can be immediately obtained by TwitterAPI. n(all tweets) and time(all tweet) are estimated from the Twitter statistic that there are around 6,000 tweets per second on average † . The extended target list is built from all candidate terms whose PMI is greater than a threshold. For the experiment in Sect. 4, we set the threshold to 0 based on empirical observations.
Competitor List Creation
In Twitter, users might comment not only on the target itself, but also express their sentiment by comparing the target with its competitors. For example, a tweet "I'm fucking pissed I broke my iPhone and have to use this shitty Android" is clearly negative to "Android" and seems neutral to "iPhone". If we know that Android is a competitor of iPhone, we can infer that this user is expressing their positive expression to the target "iPhone". Therefore, it would be effective for sentiment analysis to create a list of the terms for which the sentiment is opposite to the target, called the competitor list. To the best of our knowledge, no general method to obtain the competitor-to-target terms has been reported. This paper presents a novel method to automatically create the list of terms that can be considered as competitors to the target by use of the word "VS" (versus) as the main keyword. It is usually used when people compare two things. † http://www.internetlivestats.com/twitter-statistics/ First, we build the queries "TARGET vs" and "vs TAR-GET" and enter them into the Search API of Twitter. Then, the retrieved set of tweets is cleaned by discarding the duplicate tweets and re-tweets, removing stop words and one character words. Next, we extract the two words connected immediately before or after the term "VS" as the candidate terms. More specifically, the terms are selected only when they are located on the opposite side of "VS" from the target term without ":". Next, we measure the relatedness between the target and the candidate term by the PMI formula as shown in Eq. (4), and select as the competitors those terms where the PMI is greater than a threshold. For the experiment in Sect. 4, we set the threshold to 0 based on empirical observations. Finally, the terms in the extended target (described in Sect. 3.3) will be removed from the competitor list.
Target-Specific Training Data Creation
As discussed above, the performance of machine learning is sensitive to the domain of the training data. A classifier usually does not perform well when it is trained from the training data of a different domain [23] . This paper presents a novel method to create a target-specific training data set without manual annotation. We first use the state-of-theart lexicon-based sentiment analysis tool that performs well at the tweet-level sentiment analysis. Then, we use heuristic rules to convert the sentiment to neutral if the sentiment score at the tweet level is very different from that at the target level. In other words, the sentiment of the tweets where the users express their opinion but not truly about the target will be converted to neutral. Finally, the sentiment labels of comparison tweets, where the users express their opinion of a competitor, will be inverted to the opposite orientation.
Tweet-Level Sentiment Labeling
In this step, we create a set of sentiment-classified tweets at the tweet level. Several researchers have used emoticons, such as :) and :(, or hashtags, such as #fail, to create data labeled with sentiments [24] , [25] . However, both emoticons and hashtags are sparse for preparing a large amount of training data for some target keywords. In our proposed method, the tweets related to the target are first retrieved and pre-processed as described in Sect. 3.1. The tweets containing URLs or re-tweets are discarded from the data, since they could express a sentiment not about the target but about the contents of the linked page or other tweet. Then, similar to the add-on lexicon creation in Sect. 3.2, we use Sen-tiStrength to classify the tweets as positive, negative or neutral.
Neutral-to-Target Polarity Conversion
The labels of the tweets in the corpus created by the previous step are the sentiments of the whole tweet, not the target.
Algorithm 1: Neutral-to-target Polarity Conversion
Input: Tweet corpus with label TC L , threshold T 1 , the SWN, the add-on lexicon, the extended target list Output: Tweet corpus with new label of tweet TC N while not at end of the TC L do read current tweet tw i ; if tw i contains more than one noun then for word w i ∈ tw i do score tw = score tw + lexicon score(w i );
We can usually regard the sentiment of the tweet as coinciding with that of the target, but the positive or negative tweets sometimes indicate a sentiment about other things, not the target. In such cases, the sentiment should be revised to neutral. Algorithm 1 shows the method of this neutral-to-target polarity conversion. First, two scores, called score tw and score tg , are calculated by looking up in the public sentiment lexicon SentiWordNet and in our add-on lexicon. score tw is the summation of the lexicon score of all words in the tweet, called the "tweet-level lexicon score". On the other hand, score tg is the summation of the lexicon score for the words that are probably related with the target or its extended target, called the "on-target lexicon score". DWLS (x, y) is the "distance weighted lexicon score" between the two words. It is defined as the lexicon score of x weighted by the reciprocal of the distance between x and y, where the distance is the length of the path from x to y in the dependency tree. Note that score tg is estimated based on DWLS (w i , tg i ). Finally, the sentiment label of the tweets will be converted to neutral if the relative difference between score tw and score tg is greater than a threshold. For the experiment in Sect. 4, we set the threshold to 0.66, based on empirical observations.
Competitor-to-Target Polarity Inversion
As discussed in Sect. 3.4, a user might express a sentiment by comparing the target with its competitors. If the sentiment label at the tweet level stands for the opinion about the competitors of the target, it should be inverted at the target level. Algorithm 2 shows the method of the competitor-totarget polarity inversion. First, we select only the tweets that contain the terms in the competitor list. Then, two scores, called score tg and score cp , are calculated by looking up in SentiWordNet and our add-on lexicon. score tg is the "ontarget lexicon score" in the neutral-to-target polarity conversion, and score cp is the summation of the lexicon score for the words that are probably related to the competitors, called
Algorithm 2: Competitor-to-target Polarity Inversion
Input: Tweet corpus with label TC L , threshold T 2 , the SWN, the add-on lexicon, the extended target list, the competitor list Output: Tweet corpus with new label of tweet TC N initialization; while not at end of the TC L do read current tweet tw i ; if tw i contains competitors then for word w i ∈ tw i do for target tg i ∈ Extended T arget List do DWLS (w i , tg i ) = lexicon socre(w i ) distance(w i ,tg i ) ; end score tg = score tg + max tg i (DWLS (w i , tg i )); for competitor cp i ∈ Competitor List do DWLS (w i , cp i ) = lexicon socre(w i ) distance(w i ,cp i ) ; end score cp = score cp + max cp i (DWLS (w i , cp i )); end if score tg − score cp > T 2 and sign(tw i ) = sign(score cp ) and sign(score tg ) sign(score cp ) then Set label(tw i ) = opposite(label(tw i )) ; end end end the "on-competitor lexicon score". Both score tg and score cp are calculated by the lexical score weighted by the reciprocal of the distance in the dependency tree. The sentiment label will be inverted if the difference between score tg and score cp is greater than a threshold. Moreover, the polarity of the tweet should be inverted only when the main opinion is expressed about the competitor. More specifically, the tweet label will be inverted only when the sign of the original label (denoted by sign(tw i ) in Algorithm 2, determined in the process in Sect. 3.5.1) is the same as the sign of score cp , and the sign of score tg and score cp is not the same. For the experiment in Sect. 4, we set the threshold to 0.2, based on empirical observations.
Feature Extraction
In this subsection, we will explain how to represent a tweet as a feature vector to train a classifier for target-dependent sentiment classification.
Uni-gram and POS Features
Uni-gram and POS features are common and widely used in the domain of sentiment analysis. Although there are many feature weighting schemes for uni-gram, binary weighting is used as the baseline method in this work. That is, the weights of a word (POS) is 1 if it is present in the tweet, otherwise 0.
On-Target Sentiment Features
The polarity score of the sentiment lexicon is widely used as a feature in sentiment classification, too. In order to perform a sentiment analysis at the target level, ontarget lexicon score of the sentiment words in both Sen-tiWordNet and the add-on lexicon are defined by Eq. (5) . tg is the closest target (or its extended target) to the sentiment word w i , while cp is the closest term in the competitor list. The score is weighted by the reciprocal of the distance between the sentiment word w i and tg if tg is closer than cp , otherwise between w i and cp with sign inversion. The sentiment words in the tweet are then classified into two classes: positive and negative, based on their score. On-target sentiment features are two additional features for positive and negative classes whose weights are defined as the sum of the on-target lexcion score of the positively and negatively classified words.
On-target lexicon score(w i ,target)
= ⎧ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎩ DWLS (w i , tg ), if DWLS (w i , tg ) ≥ DWLS (w i , cp ). (−1) × DWLS (w i , cp ), otherwise.(5)
User-Aware Features
User-aware features represent the latent opinion of the user about a given target. It is often difficult to understand the opinion of the user from one short tweet. In our method, other tweets of the user are taken into account to guess the user's latent opinion of the target. SentiStrength is used to classify the tweets which contain the target word and are posted by the same user, as either positive, negative, or neutral. The user-aware features are three additional features for positive, negative and neutral classes whose weights are defined as the percentage of the positive, negative and neutral tweets of the user.
Evaluation

Dataset
Because people usually express their opinion about products, brands, companies and celebrities, we selected "iPhone", "Xbox", "Nike" (products/brands), "Google", "Verizon", "Sony" (companies) and "Obama", "Beyonce", "Messi" (person) as the targets for sentiment analysis. In order to create the training data, we downloaded, via the Twitter Search API, the collection of those tweets that contain the target keyword. After the creation of the target-specific training dataset (as in Sect. 3.5), we balanced the number of positive, negative and neutral tweets so that the training data would consist of equal numbers of tweets for each class. Due to the limitation of Twitter API † , we select one representative target for each domain to evaluate the effectiveness of the user-aware feature. For each user in the training data, † The limit for getting timeline tweets of the users is set to 180 requests per 15 minutes. 3,200 tweets posted by that user were downloaded. Then, only the tweets containing the target (on-target tweets) were used to obtain the user-aware feature. For the test data, another 300 tweets (100 for each class) including the target keyword were retrieved. They were manually annotated with the sentiment for the target. Statistics of the dataset is shown in Table 1 .
Results and Discussion
We conducted several experiments to evaluate the effectiveness of our proposed method. The average of F1 measure (harmonic mean of the precision and recall) over the sentiment classes as well as accuracy are used as our evaluation criteria. The performance of the following methods was measured. Sentiment140 † † : a supervised method that discovers the current sentiment for a brand, product, or topic on Twitter, developed by graduate students at Stanford University. This is the baseline.
SentiStrength: a state-of-the-art lexicon based method for classifying the sentiment of short social texts. This is another baseline. SVM-SS: an SVM classifier trained from the training data labeled by SentiStrength with uni-gram features. No other technique described in Sect. 3 was applied. SVM-Our: an SVM classifier trained from our targetspecific training data described in Sect. 3.5 with uni-gram features.
SVM-Our Sen: an SVM classifier trained from our target-specific training data with uni-gram and on-target sentiment features. SVM-Our Usr: an SVM classifier trained from our target-specific training data with uni-gram and user-aware features.
SVM-Our All: an SVM classifier trained from our target-specific training data with all the features described in this paper.
We used LIBLINEAR [26] (L2-regularized L2-loss support vector classification) for training the SVM classifiers. The regularization parameter c was optimized by cross-validation on the training data. 
Results of the Sentiment Analysis at the Target Level
In this experiment, the tweets were classified into positive, neutral, or negative about the target. Two approaches were evaluated. First, the tweets were classified as positive, neutral or negative in a single step. Second, a two-step classification was performed: the tweets were classified as subjective or neutral to the target in step 1, then the subjective tweets were classified to positive or negative in step 2. Tables 2 and 3 show the results of the one-step and two-step classifications. The row 'Average(3)' and 'Average (9)' indicate the average of three targets where the user-aware feature is used and all nine targets, respectively. The results show that, on average, the one-step classification was slightly better than the two-step classification. This was because of the low recall (0.27-0.44) and F1 measure (0.36-0.49) of the neutral class in the first step of the two-step classification. This meant that the classification of the subjectivity was rather difficult. With the one-step classification, we found that our methods (SVM-Our Sen) outperformed the two baselines (Sentiment140 and SentiStrength) by large margins and improved the accuracy over the two baselines by 5.7%-14.9%, respectively. Our methods also improved the performance compared to SVM-SS (where the training data was labeled by SentiStrength only) about 2.5%. Table 4 shows P-values of McNemar's test to evaluate the significance of the differences between SVM-Our Sen and three baselines in the one-step classification. Comparing the results of individual targets, our method significantly outperformed Sentiment140 and SentiStrength at 99% and 90% confident level for the most targets, respectively. SVM-Our Sen was better than SVM-SS for all 9 targets by 0.5-3.7% F1 measure and 0.1-3.4% accuracy, although the differences were not so significant. Comparing all targets, our method outperformed each baseline at 99% confident level. The user-aware feature (SVM-Our Usr) performed well and the combination of both features (SVM-Our All) achieved the highest performance in average of 3 representative targets. Moreover, the accuracy for Obama was lower than other targets, because many tweets about Obama contain a lot of sarcasm and irony, which requires special techniques. In addition, the detailed analysis of the on-target sentiment and user-aware features will be shown in 4.2.4.
Evaluation of the Subjective and Polarity Classification
We conducted two experiments to evaluate the effectiveness of our proposed method for subjectivity and polarity classification tasks. In the subjectivity classification, we considered positive and negative tweets as a subjective class. Note that the balanced tweet corpus consisting of equal numbers of subjective and neutral tweets was used as the training and test data, unlike step 1 of the two-step classification in Sect. 4.2.1. On the other hand, in the polarity classification, the neutral tweets were discarded, and the tweets were classified as positive or negative. Tables 5 and 6 show the F1 measure of the subjectivity and polarity classification.
The results clearly show that our proposed method (SVM-Our Sen) outperformed the uni-gram model (SVM-SS) by 3.5% in the subjectivity classification task and 1.4% in the polarity classification task when considering all 9 targets.
These results indicate that our method is more effective for the subjectivity classification task than the polarity classification task, as we had expected. Our method was mainly designed to distinguish between the tweets that expressed an opinion but not truly about the target, which should be classified as neutral at the target level. In addition, the on-target sentiment feature performed better than the user-aware feature, and the combination of both features achieved the highest performance in both the subjectivity and polarity classification tasks in the average of 3 representative targets.
Contribution of the Add-On Lexicon, Extended Target List, and Competitor List
We evaluated the contribution of three target specific data sets: the add-on lexicon, the extended target list, and the competitor list. Table 7 compares the methods without one of these three extra data sets, the method with all of them (SVM-Our Sen), and the baseline trained with only the unigram feature (SVM-SS). It shows the average accuracy of three and all categories. The competitor list seems the most useful for a product like the iPhone, while the extended target list performs the best for a company, such as Google. This may be caused by the fact that people usually compare a product with its competitors, while a company has a lot of features or extended targets compared to a product. In addition, the add-on lexicon, where the polarities of the objective and OOV words were estimated, made the highest contribution on average. As discussed in Sect. 3.2, since there are a lot of objective and OOV words in informal text such as tweets, the add-on lexicon can supply the necessary information for a target-level sentiment analysis. Examples of an add-on lexicon, extended target list, and competitor list are shown in Tables 8, 9 and 10, respectively. One can see that many hashtags that can be used with the given target were added to the add-on lexicon. Most of the extended targets and competitors also seem reasonable. Table 11 shows the average F1 measure when the on-target sentiment features and (non-target-specific) sentiment feature were used. The on-target sentiment feature is derived from the weighted sum of the scores of the sentiment words as in Eq. (5), where the weights are defined as the distance between the sentiment words and the target or competitor, while the sentiment feature is derived from the nonweighted score of the sentiment lexicon. The results reveal that the on-target sentiment feature helps the classifier to improve the performance for the target-level sentiment classification in all tasks. Improvements of 2.1% and 1.1% are found in the subjectivity and polarity classification, respectively, which are consistent with the results in Tables 5 and  6 . This is because some polarity words that do not truly express a sentiment about the target are less considered in the model with the on-target sentiment feature. Table 12 shows the average number of on-target tweets per user and the average difference in F1 measure between the model with the user-aware feature (SVM-Our Usr) and without (SVM-Our). The user-aware feature was able to improve the F1 measure for a product (iPhone) and person (Obama) but not for the company (Google). We guess there are two major reasons. First, the sentiments of people might be more consistent for product or people entities than for a company. People who have a positive or nega-tive feeling about some product or person usually express the same sentiment about it in their tweet collection. On the other hand, a person might express difference sentiments about a company due to the variety of aspects of that company. For example, the user may express a positive sentiment about Google's search engine but a negative sentiment about Google's translator. Therefore, the sentiment of the user may not be consistent for a company, especially a big company like Google. Second, the performance of the user-aware feature also depends on the number of on-target tweets of each user. Because of the limitations of Twitter API, we can download only the last 3,200 tweets of each user. Note that the number of tweets containing the target keyword is much smaller than the limitation, as shown in Table 1 . Intuitively, the user-aware feature is less reliable when the size of the tweet corpus is small. Actually, the improvement about Obama, where there are 24.62 tweets per user on average, is greater than for iPhone, where there are only 6.12 tweets. Therefore, other information, i.e. the friendship networks of the users, should be considered to overcome the sparseness of the data of the users' tweets and improve the performance of the user-aware feature.
Conclusions
In this paper, we have presented an alternative method for incorporating on-target sentiment information and useraware information into a machine learning classifier for the sentiment analysis of the tweets at the target level. Our method requires no human annotation for the development of the classifier. First, three extra resources, an add-on lexicon, an extended target list, and a competitors list, were automatically constructed from the unlabeled tweets. Then, target-specific training data was created based on heuristic rules and the lexicon-based sentiment analysis method. Two new features for training the sentiment classifier were introduced. One is the on-target sentiment feature, giving greater weight to the sentiments of the words near the target; the other is the user-aware feature, that captures the tendency of the sentiment expressed by the same user. The results of the experiment indicate that our proposed method is effective and improves the classification accuracy compared to the baseline methods in both the 3-class classification and the subjectivity/polarity classification.
The contribution of the user-aware feature is not so marked, because it is difficult to prepare a large amount of the tweets posted by a user. In the future, we plan to incor-porate other network information, i.e. the social relations of the users, to overcome this problem and improve the performance of the user-aware feature. Furthermore, we plan to find a sophisticated method to retrieve the relevant tweets and filter the spam and advertising tweets before the polarity classification instead of simply using the URLs as an indicator.
