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Many quantum computational tasks have inherent symmetries, suggesting a path to enhancing
their efficiency and performance. Exploiting this observation, we propose representation matching,
a generic probabilistic protocol for delegated quantum computing. We show that the representation
matching protocol is capable of reducing the communication or memory cost to almost minimum in
various tasks, including delegated execution of unitary gate arrays, permutation gates and unitary
conjugation, as well as the storage and retrieval of unitary gates.
I. INTRODUCTION
The past few years have witnessed tremendous pro-
gress in quantum computing. Nevertheless, it is likely
that most of the users still cannot afford a full quantum
computer in the near future. Delegated quantum comput-
ing [1–4] offers an ideal solution, which allows a client,
who has weaker computation power, to access a quantum
computer of a remote server. One of the key issues here
is the communication cost. Any proposal of reducing the
communication cost between the client and the server
will have increasing importance, as delegated quantum
computing is expected to become prevalent in the near
future.
To reduce the communication cost, one possibility is
to consider probabilistic protocols. Many quantum pro-
tocols or algorithms, e.g. quantum key distribution [5],
magic state distillation [6] and error mitigation [7], are
probabilistic, where one repeats the protocol multiple
times until succeed. Also, to discuss the classification
of quantum complexity classes, like, NQP, a protocol
with a small successful probability plays an important
role [8, Theorem 7][9, Theorem 1],[10]. Here in the del-
egated setting of quantum computing, the server and
the client can communicate the desired computation
using probabilistic protocols such as gate teleportation
[11]. In communication scenarios, probabilistic protocols
can overcome limitations including restricted bandwidth
and short memory life and accomplish tasks that are im-
possible for deterministic ones. Therefore, it may still be
beneficial to employ a probabilistic protocol, even if its
expected communication cost, i.e. the expected amount
of required communication until the protocol succeeds,
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is higher than deterministic ones.
Another less explored observation is that many
quantum computational tasks are associated with inher-
ent symmetry. In another word, the relevant quantum
gates form a group. For example, regarding computa-
tions on n qubits, there are the Pauli group P(n), the Clif-
ford group C(n), the permutation group S(n), the braid-
ing group B(n), and the special unitary group SU(2). A
natural question is: Can we utilize the inherent symmetry
of a task to enhance the performance and, in particular,
to reduce the cost of communication in the delegated
setting?
In this work, we propose representation matching: a
generic probabilistic protocol capable of reducing the
communication cost of delegated quantum computing,
by exploiting the inherent symmetry of the task. We
then prove a general lower bound on the communica-
tion cost of delegated quantum computing. When the
computation is an array of n identical unitary gates of
dimension d, our protocol attains the lower bound up
to a small overhead that is independent of n. Moreover,
the success probability of our protocol is much higher
than that of the protocol based on gate teleportation. In
particular, the ratio between the two probabilities grows
as nd
2−1. Besides, we also apply our protocol to various
tasks such as permutational quantum computing [12–16],
unitary conjugation [17–20], and the storage and retrieval
of gates [21–23].
The remaining part of the paper is organised as follows:
In Section II we introduce a few results and notations
that are essential for our discussion. In Section III we in-
troduce the representation matching protocol under the
setting of delegated quantum computing, and in Section
IV we prove a general lower bound of communication
cost under the same setting. In Sections V, VI, VII, and
VIII, we apply the representation matching protocol to
concrete quantum computational tasks. Finally, in Sec-
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2tion IX, we conclude the paper with some discussions on
future directions of research.
II. PRELIMINARY
For a Hilbert space H and a vector |ψ〉 ∈ H, we will
use the notation ψ := |ψ〉〈ψ| to denote the projector
on the one-dimensional subspace spanned by |ψ〉. The
space of linear operators from a Hilbert space H to an-
other Hilbert space K will be denoted by L(H,K). When
the two Hilbert spaces coincide, we will use the short-
hand L(H) := L(H,H). In this paper we will focus on
finite-dimensional quantum systems, with dim(H) < ∞.
For a quantum system with Hilbert space H, the set
of quantum states will be denoted by S(H) := {ρ ∈
L(H) | Tr[ρ] = 1 , 〈ψ|ρ|ψ〉 ≥ 0 ∀|ψ〉 ∈ H}.
A quantum process that deterministically transforms
an input system into a (possibly different) output sys-
tem is called a quantum channel. A quantum channel
transforming an input system with Hilbert space Hin
into an output system with (possibly different) Hilbert
spaceHout is a completely positive trace-preserving map
C : L(Hin)→ L(Hout). A probabilistic quantum process
transforming an input system with Hilbert spaceHin into
an output system with (possibly different) Hilbert space
Hout is called a quantum operation, described by a com-
pletely positive trace-nonincreasing mapM : L(Hin)→
L(Hout). A quantum operation takes a quantum state
inHin as input and produces a sub-normalised state in
Hout as output.
We will frequently consider the Hilbert space H⊗n,
i.e., the Hilbert space of n identical systems, each with a
Hilbert space H. We will treat it with basic knowledge
of representation theory, and we refer interested readers
to textbooks, e.g., [24] or Chapter 6 of [25], for more
information. Here we introduce a few useful results
without further explanation.
The structure of H⊗n is characterised by the Schur-
Weyl duality, which states that there exists an isometry
transformingH⊗n into the block diagonal form:
H⊗n ' ⊕
λ∈Rn
Hλ ⊗Mλ, (1)
where Rn is the collection of all Young diagrams of n
boxes, Hλ is the irreducible representation subspace of
SU(d), the special unitary group of degree d, character-
ised by the Young diagram λ, andMλ is the irreducible
representation subspace of S(n), the symmetric group
of degree n. The isometry, named the Schur transform,
can be implemented efficiently on a quantum computer
[26–28]. Since the irreducible representations are in one-
to-one correspondence with the Young diagrams, the set
Rn is the collection of all Young diagrams with (at most)
d rows and n boxes, defined as
Rn :=
{
λ = (λ1, . . . ,λd) : λi ∈N,λi ≥ λj, ∀i, j;
d
∑
i=1
λi = n
}
. (2)
At last, we introduce a few dimensional factors that
will be useful. The first one is the total number of irre-
ducible representations in the decomposition (1), i.e., the
cardinality of the set Rn. By definition of Rn [Eq. (2)],
we have the following bound
|Rn| ≤ (n + 1)d−1. (3)
Next, the dimension of a SU(d) irreducible representation
λ can be obtained via the following formula
dλ =
∏1≤i<j≤d(λi − λj − i + j)
∏d−1k=1 k!
. (4)
The dual of dλ, the dimension mλ of a S(n) irreducible
representation λ, has the following expression (see, e.g.,
[24]):
mλ =
n!∏1≤j<k≤d(λj − λk − j + k)
∏di=1(λi + d− i)
. (5)
Denoting by dR the maximum of dλ over λ ∈ Rn, from
the above formula we have [25, Eq. (6.16)]
dR := max
λ∈Rn
dλ ≤ (n + 1)
d(d−1)
2 . (6)
We denote by dtot the sum of all dλ inRn
dtot := ∑
λ∈Rn
dλ, (7)
which can be bounded as
dtot ≤ dR|Rn| ≤ (n + 1)
(d+2)(d−1)
2 . (8)
Finally, we denote by dtot,sq the sum of the squared di-
mension of all irreducible representations
dtot,sq := ∑
λ∈Rn
d2λ =
(
n + d2 − 1
n
)
, (9)
having used [29, Eq. (57)]. It follows that
log dtot,sq = (d2 − 1) log n +O(1), (10)
where O(1) denotes a term that does not depend on n.
III. REPRESENTATIONMATCHING PROTOCOL
Consider a common delegated computing scenario,
where a client who holds a state ψin asks a server to
3perform a computation on the state. When the computa-
tion is a unitary representation of a group G on a (total)
Hilbert spaceHtot, we can express it as
Utargetg = V†
(
∑
r∈R
|r〉〈r| ⊗Urg ⊗ Imr
)
V g ∈ G.
(11)
Here Ur is an irreducible representation of G indexed by r,
V is a (g-independent) unitary gate, {|r〉} is an orthonor-
mal basis for indices of the irreducible representations,
and mr denotes the multiplicity of the irreducible rep-
resentation Ur in the decomposition of U. In Eq. (11),
the first register is referred to as the index register I, the
second the representation register R, and the third the mul-
tiplicity register M. For instance, for g ∈ SU(2) we have
U⊗ng ' ∑n/2j=0 |j〉〈j| ⊗U
j
g ⊗ Imj (assuming for simplicity n
to be even), where each irreducible representation U j is
characterised by a spin number j. We will discuss more
on special unitary groups in later sections.
To fulfil the computational task, the straightforward
“do nothing” approach is to communicate both the index
register and the representation register, and, as Utargetg
acts trivially on it, the multiplicity register can be stored
locally on the client’s side. The overall transmission cost,
in terms of qubits, is thus twice of the cost of transmitting
both registers. By merging these two registers into one
(see Step 4 of Protocol 1 later), the cost can be reduced to
cmax = 2dlog dtote, (12)
where
dtot := ∑
r∈R
dr (13)
and d·e denotes the ceiling function.1 In the decom-
position (11), the index register I contains no inform-
ation on the desired computation g. Meanwhile, it
is usually pretty costly to transmit the register I. For
example, transmission cost of the index register for
U⊗ng (g ∈ SU(2), n  1), i.e., multiple parallel uses of
a qubit gate, is nearly half of the total transmission cost.
Nevertheless, for any input state living in more than one
irreducible representations, the index register is indis-
pensable.
Here we propose a probabilistic protocol for this task.
Our protocol reduces the cost by executing the compu-
tation on the representation register based on an ansatz
of r and postselecting the case where the ansatz holds.
In this way, the communication cost can be reduced (see
Figure 1).
1 log := log2.
Protocol 1 Representation matching protocol.
Input: An arbitrary input state |ψin〉with V|ψin〉 ∈ HI⊗HR⊗
R at the client’s side, where V is defined by Eq. (11).
Output: The quantum state Utargetg |ψin〉 at the client’s side with
some probability; the successful case is heralded.
1: The client gets an input state, applies V, sends only the rep-
resentation register R and stores locally the index register
I.
2: The server prepares the ansatz register A in the state:
| f ans〉A := 1√|R| ∑r∈R |r〉A. (14)
3: The server performs VUtargetg V† [cf. Eq. (11)] on A, R, and
an ancillary multiplicity register in a trivial state. Notice
that the target computation can also be probabilistic, and if
it fails the whole protocol restarts from Step 1.
4: The server then sends the output state back to the client. No-
tice that, although the server has to send out two registers
A and R, the required communication is not necessarily the
size of the two registers. Explicitly, since the state to be sent
lives in a subspace of HA ⊗HR, the server performs an
isometry W : |r〉A ⊗ |m〉R → |l〉C encoding both registers
into a memory, where {|m〉}max drm=1 is a basis of the repres-
entation register and {|l〉}∞l=0 is the Fock basis. Then the
server cuts off the part where the state has no support and
sends out the remaining part of the memory (of dimension
dtot).
5: Coherent matching test. The client restores both registers
from the memory by applying W† and then performs the
coherent matching test, which is a quantum operation
{Myes,Mno}, jointly on the ansatz register A and the in-
dex register I, where
Myes(·) := Myes(·)M†yes (15)
Myes :=∑
r
〈r|A ⊗ |r〉〈r|I. (16)
6: The client applies V† and outputs the representation re-
gister and the index register if the measurement outcome is
“yes”, otherwise restart from Step 1.
In Protocol 1, the communication cost consists of two
parts: the cost of sending R, which has dimension
dR := max
r∈R
dr (17)
to the server and the cost of sending both A and R, which
have dimension dtot in total, back to the client. Since the
index register is only transmitted once, the communica-
tion cost of the representation matching protocol is
crm = dlog dRe+ dlog dtote, (18)
where dR is defined by Eq. (17) and dtot is defined by
Eq. (13). Compared to Eq. (12), the representation match-
ing protocol achieves a reduction of
∆c := cmax − crm = dlog dtote − dlog dRe (19)
qubits. The price of the reduction is a risk of failure.
The success probability of the representation matching
4Figure 1. Representation matching protocol. The above figure
illustrates the procedure of the representation matching pro-
tocol. The part in green describes the action of a client who
requires a (remote) server (in red) to execute a target compu-
tation on her state ψ. The client sends only the representation
register and stores the index register locally. The server pre-
pares an ansatz state | f ans〉 and execute the target computation
jointly on it as well as the representation register of the client.
The server then returns the output to the client, who performs
a coherent matching test to see if the target computation has
been performed correctly. In this way, the cost of transmitting
the index register can be waived.
protocol can be straightforwardly evaluated as
prm =
1
|R| . (20)
Protocol 1 works in both the visible setting and the
blind setting. In the former setting, the server has access
to the target group element g ∈ G and can execute any
arbitrary g-dependent computation on his side. In the
latter setting, on the other hand, the server has access
only to Utargetg . Apparently, the visible setting may re-
quire a lower communication cost, as the constraint on
the server is more relaxed. In the following, we show a
lower bound on the communication cost in the visible
setting, and the performance of Protocol 1 approaches it
even in the blind setting.
IV. LOWER BOUND ON THE COMMUNICATION
COST
Here we prove a lower bound on the communication
cost of delegated computing, where a server is asked to
perform a computation Utargetg for a client. We consider
any arbitrary deterministic or probabilistic protocol, i.e.,
we will show a bound on the required communication
cost that holds no matter how small the success probab-
ility is. We also consider the visible setting, where the
client knows g ∈ G. Notice that any bound for the visible
setting also holds in the blind setting.
Figure 2. The visible setting of delegated quantum comput-
ing. In the visible setting of gate compression, the goal is still
to implement Utargetg on an input ψ held by the client. The only
difference from the blind setting is that the server knows the
value of g. Therefore, the server is allowed to perform a generic
g dependent quantum operation, which we denote as Sg.
In the visible setting, the action of the server can be
described by a quantum operation Sg : L(HM,in) →
L(HM,out) acting on a memory system, as illustrated in
Figure 2. On the client’s side, an encoder is first per-
formed to package (part of) the input state up and a
decoder is performed after receiving the state from the
server. The encoder is given as an isometric quantum
channel E : L(Htot) → L(HM,in ⊗ HM). The decoder,
on the other hand, is given as a quantum operation
D : L(HM,out ⊗HM) → L(Htot). Here HM denotes the
Hilbert space of a local memory. Notice that E is assumed
to be isometric without loss of generality, because any
post-selection or partial-trace can be postponed toD. The
dimension ofHM,x (x = in, out) is denoted as dM,x.
Here the overall communication cost is c :=
dlog dM,ine+ dlog dM,oute, regarding which we have the
following result:
Theorem 1. Consider probabilistic delegated computing of
the target gate Utargetg as defined by Eq. (11). The total com-
munication cost in the visible setting is lower bounded as
c ≥ cmin := dlog dtot,sqe (21)
regardless of the success probability, where
dtot,sq := ∑
r∈R
d2r . (22)
The proof can be found in Appendix A. We stress that
Theorem 1 is the ultimate limit for all protocols. That is,
no matter how small success probability we allow, the
lower bound always holds.
By Theorem 1, the representation matching protocol
(cf. Protocol 1) has at most an overhead of
δc := crm − cmin = dlog dRe+ dlog dtote − dlog dtot,sqe.
(23)
As we will show soon, in many concrete applications the
overhead δc is only a few qubits, and thus Protocol 1 is
almost optimal in communication efficiency.
5V. COMPRESSION OF GATE ARRAYS
In the following, we demonstrate several concrete ap-
plications of Protocol 1. The first task we consider is
the compression of an array of n identical d-dimensional
unitary gates, i.e., U⊗ng with g ∈ SU(d). By the Schur-
Weyl duality [Eq. (1)], there exists a unitary (the Schur
transform) USch transforming U⊗ng into the block diag-
onal form:
USchU⊗ng U†Sch = ∑
λ∈Rn
|λ〉〈λ| ⊗Uλg ⊗ Imλ , (24)
where Uλg is now the SU(d) irreducible representation
characterised by the Young diagram λ and mλ is dimen-
sion of the S(n) representation, now serving as the multi-
plicity of Uλg .
In a delegated computing setting, suppose the server
is given access to n parallel uses of Ug. The objective is
to communicate U⊗ng to the client with lower cost, i.e.,
to “compress” the gate array. Protocol 1 can be readily
applied to fulfil the task, with Utargetg [cf. Eq. (11)] being
U⊗ng for g ∈ SU(d).
Next, we discuss the performance of Protocol 1. Using
Eq. (20), the probability of success is
prm =
1
|Rn| . (25)
Therefore, by using the bound (3), we have
prm ≥
(
1
n + 1
)d−1
. (26)
Meanwhile, combining Eq. (18) with Eqs. (6) and (8),
the communication cost of Protocol 1 is upper bounded
by
crm ≤ (d2 − 1) log (n + 1) + 2, (27)
which, according to Theorem 1, attains the optimal scal-
ing in n. Let us now examine the communication cost
saving ∆c, defined by Eq. (19), which equals the gap
between crm and cmax (the communication cost without
compression). Observing that dtot ≥ dtot,sq/dR, we have
∆c ≥ log
(
dtot
dR
)
− 1 (28)
≥ log
(
dtot,sq
2d2R
)
(29)
≥ log
 (n+d2−1d2−1 )
2(n + 1)d(d−1)
 , (30)
having used Eqs. (6) and (9) in the last step. In the large
n asymptotics, the above implies that
∆c ≥ (d− 1) log n−O(1). (31)
(a)
(b)
Figure 3. Communication cost of Protocol 1. Communication
cost of compressing U⊗ng (g ∈ SU(d)) is plotted as a function of
n for (a) d = 2 and (b) d = 5. In both plots, the red, solid lines
represent crm, the cost of representation matching (Protocol 1),
the blue, dashed lines represent cmin, the lower bound of the
cost given by Theorem 1, and the black, dash-dotted lines rep-
resent cmax, the original cost. Notice that Protocol 1 is asymp-
totically optimal: at n = 100, the overhead δc := crm − cmin is
only one for d = 2 and two for d = 5.
On the other hand, employing Eqs. (3) and (8), we have
∆c ≤ log
(
dtot
dR
)
+ 1 (32)
≤ log |Rn|+ 1 (33)
≤ (d− 1) log(n + 1) + 1. (34)
Summarising the above inequalities, we have identified
the scaling of ∆c as
∆c = (d− 1) log n +O(1). (35)
Next we show the asymptotic optimality of Protocol
1. According to Eq. (10), the gap between the cost of
6Protocol 1 and the lower bound cmin is at most
δc = O(1) (36)
qubits. In particular, consider the qubit case, where g ∈
SU(2). Assuming first n to be even, the lower bound can
be explicitly evaluated as
cmin =
⌈
log
(
n/2
∑
j=0
(2j + 1)2
)⌉
≥ log
(
1
6
(n + 1)(n + 2)(n + 3)
)
. (37)
On the other hand, the cost of Protocol 1 is
crm = dlog (n + 1)e+
⌈
log
(
n/2
∑
j=0
(2j + 1)
)⌉
≤ log
(
1
4
(n + 1)(n + 2)2
)
+ 2. (38)
The overhead is
δc = crm − cmin ≤ log
(
6(n + 2)
(n + 3)
)
< log 6. (39)
Similarly, for n odd one can also show that δ < log 6.
Therefore the overhead is no more than two qubits. In
Figure 3, we numerically compared the communication
cost crm with cmin and cmax, from which one can observe
the asymptotic optimality of Protocol 1 that matches the
above discussion.
We summarise the performance into the following the-
orem:
Theorem 2. Protocol 1 fulfils the task of compressing U⊗ng
(g ∈ SU(d)) perfectly. The total communication cost is given
by Eq. (27) and attains the optimal scaling in n. The success
probability is given by Eq. (26) and scales as n−(d−1).
We can compare the performance of Protocol 1 to an-
other protocol, which is based on the gate-teleportation
approach. One can retrieve a d dimensional unitary
gate Ug from the maximally entangled state |Φ+g 〉 :=
(Ug ⊗ I)|Φ+〉 (|Φ+〉 := ∑i(1/
√
d)|i〉 ⊗ |i〉), by perform-
ing a generalised Bell test jointly on part of it and an
arbitrary input state |ψ〉:
(I ⊗ Bj)(|Φ+g 〉 ⊗ |ψ〉) =
1
d
(Ugσj|ψ〉)⊗ (I ⊗ σj)|Φ+〉
(40)
for j = 0, . . . , d2 − 1, where Bj := (I ⊗ σj)Φ+(I ⊗ σj) and
σj is a generalised Pauli operator. In particular, σ0 := I
is the identity. Therefore, with probability (1/d)2 we
get the outcome j = 0 and Ug|ψ〉 as desired. An naive
approach of compressing gate arrays runs as follows:
1. The server applies each of the n unitary gates in the
array on |Φ+〉 and sends the resultant state, which
is |Φ+g 〉⊗n, to the client.
Figure 4. Success probability of Protocols 1 and 2. Success
probability of compressing U⊗ng (g ∈ SU(d)) is plotted as a
function of n for d = 2. The red, solid line represents prm,
the success probability of representation matching (Protocol 1),
while the black, dash-dotted line represents ptele, the success
probability of gate teleportation (Protocol 2).
2. The client performs gate teleportation locally with
the received state.
Apparently, this approach fares much worse than the
representation matching protocol in both the communic-
ation cost and the success probability. Indeed, the com-
munication cost is n · dlog(d2)e, which is exponentially
higher, and the success probability is (1/d)2n, which van-
ishes exponentially in n.
Instead, we can consider an improved version of the
gate teleportation based approach by exploiting the de-
composition (24):
Protocol 2 Gate teleportation based compression of U⊗ng .
1: The server applies USchU⊗ng U†Sch on registers A, R1, and M
of the state
|Φ+n 〉AR1R2M := ∑
λ∈Rn
√
dλ
dtot
|λ〉A ⊗ |Φ+λ 〉R1R2 ⊗ |η0〉M, (41)
where |Φ+λ 〉 is the maximally entangled state onHλ ⊗Hλ
and |η0〉 is a fixed (but otherwise arbitrary) state. The server
then sends out the resultant state |Φg,n〉 to the client.
2: The client performs a generalised Bell measurement
{Bj}d
2
tot−1
j=0 (B0 = |Φ+n 〉〈Φ+n |) jointly on part of |Φg,n〉 and
the input state. The protocol is successful if and only if the
Bell measurement yields j = 0.
The communication cost for the teleportation-based
protocol is essentially the same as Protocol 1. However,
as the success probability of gate teleportation is inverse
proportional to the square of the system dimension, the
7success probability of Protocol 2 is only
ptele =
1
d2tot
(42)
where dtot is defined by Eq. (7). In contrast, Protocol 1 has
a much higher probability of success. The ratio between
the two success probabilities is
prm
ptele
= O
(
nd
2−1
)
. (43)
The advantage of Protocol 1 is obvious even in the non-
asymptotic regime, as illustrated in Figure 4. In conclu-
sion, our representation matching protocol outperforms
even the improved version of gate teleportation in the
task of gate array compression.
VI. COMPRESSION OF PERMUTATION GATES
Quantum computation consisting of only permuta-
tions of subsystems has gained increasing interest for it
offers new insight into topological quantum computing
[12–16]. In the following, we show that Protocol 1 does
not only apply to SU(d), but also to finite groups like the
permutation group of n particles S(n).
Consider all permutations of n qudits. By the Schur-
Weyl duality [cf. Eq. (1)], we can decompose a permuta-
tion unitary Vng with g ∈ S(n) as
USchVng U
†
Sch = ∑
λ∈Rn
|λ〉〈λ| ⊗ Idλ ⊗Vλ,ng , (44)
where USch is the Schur transform, Rn is defined by
Eq. (2), Vλ,ng is the irreducible representation associated
with Young diagram λ, and dλ is the dimension of the
SU(d) irreducible representation Uλ, now serving as the
multiplicity of Vλ,ng . In particular, the dimension of V
λ,n
g ,
mλ, is given by Eq. (5).
Since mλ are usually quite large, even the minimum
communication cost, given by Theorem 1, grows linearly
in n instead of log n. Nevertheless, Protocol 1 is still
capable of reducing a moderate amount of communic-
ation cost. Here we examine the quantity ∆c, defined
by Eq. (19), which is the communication cost saving
achieved by Protocol 1. In Figure 5, one can see that
∆c grows as a function of n. In the meantime, the gap δc
between the cost of Protocol 1 and the minimum cost (see
Theorem 1) remains very low (less than three qubits).
We can also analytically characterise the scaling of ∆c.
Consider the case of qubits. The dimension of each spin-j
irreducible representation (5) reduces to
mj =
2j + 1
n + 1
(
n + 1
n
2 − j
)
. (45)
Figure 5. Cost reduction of Protocol 1 for permutation gates.
The red, solid line represents the communication cost saving of
Protocol 1 [cf. Eq. (19)] for the task of compressing permutation
gates of n qudits for d = 4. The blue, dashed line represents the
gap δc [cf. Eq. (23)].
For large n, the maximum of mj is achieved with j ∼
√
n.
On the other hand, one can verify that
dtot =
n
2
∑
j=0
mj =
n + 2
n + 1
(
n + 1
n
2
)
, (46)
having assumed n even for simplicity. By Eq. (19), we
have
∆c ≥ log
(
dtot
dR
)
− 1 (47)
≥ 1
2
log n−O(1). (48)
Therefore, the communication cost saving of Protocol 1
goes to infinity with n. In particular, comparing (48) to
Eq. (35), we conclude that, for large n, the communication
cost saving achieved by Protocol 1 for permutation gates
is at least half of the saving for unitary gate arrays, when
d = 2.
VII. CONJUGATION OF UNITARY GATES
Besides compression, Protocol 1 also fits the task of
conjugating quantum gates. Consider a blind delegated
quantum computing setting, where the server is asked
to execute n parallel uses of the gate U∗g for an unknown
g ∈ SU(d), given m parallel uses of Ug. Here U∗ denotes
the complex conjugate of U.
From representation theory, it is know that the complex
conjugate of an irreducible representation λ of SU(d) is
isomorphic to the irreducible representation with Young
diagram λ¯. Here λ¯ is the Young diagram associated to λ,
which is obtained by changing the box number of each
8column from k to d− k. That is, for every λ, there exists
a unitary Vλ so that
(Uλ)∗ = VλUλ¯(Vλ)†. (49)
For example, the two-dimensional irreducible represent-
ation of SU(2) satisfies U∗ = σyUσy, where σy is the
Pauli-y matrix.
In order to apply our approach, we need the compu-
tation to include Uλ¯ for every λ ∈ SU(d). In particular,
λ¯ associated to λ = (n, 0, . . . , 0) has (d− 1)n boxes. It is
also straightforward that all other associated Young dia-
grams have more boxes. Therefore, we need U⊗mg with
m = (d− 1)n to implement the computation (U∗g )⊗n.
The delegated computation can be implemented prob-
abilistically using Protocol 1, where for Step 3 the server
performs
U = VUSchU⊗mg U†SchV
† (50)
V := ∑
λ∈Rn
|λ〉〈λ| ⊗Vλ (51)
with Vλ defined by Eq. (49) and m = (d− 1)n. The com-
munication cost and the success probability are exactly
the same as in the case of unitary gate array compres-
sion, and the (asymptotic) optimality can be shown in
the same way using Theorem 1. Therefore we have:
Theorem 3. Protocol 1 fulfils the task of the gate conversion
U⊗mg → (U∗g )⊗n perfectly for every m ≥ (d − 1)n. The
total communication cost is given by Eq. (27) and attains the
optimal scaling in n. The success probability is given by Eq.
(26) and scales as n−(d−1).
VIII. STORAGE AND RETRIEVAL OF GATE ARRAYS
The idea of representation matching goes beyond the
delegated quantum computing setting, which we have
considered in the previous sections. Here we apply rep-
resentation matching to the task of storage and retrieval
of unitary gate arrays [22]. As shown in Figure 6, the
goal is to store m instances of an unknown unitary gate
Ug and to retrieve n(≤ m) instances later on. This task is
also known as quantum learning [21, 30] and is closely
related to programming of quantum gates [23].
Here we employ the idea of representation matching
and propose the following protocol for storage and re-
trieval of gate arrays:
Figure 6. Storage and retrieval of unitary gates. The task of
storage-and-retrieval of unitary gates is illustrated. The task
is separate into two stages: storage (in red) and retrieval (in
green). In the storage stage, U⊗mg (g ∈ SU(d)) is applied on
(part of) a state Ψ of the memory, followed by post-processing
P . In the retrieval stage, a retrieval operation R is applied
to extract U⊗ng from the memory and apply it on an arbitrary
input state. The whole process is probabilistic and (heralded)
failure is allowed.
Protocol 3 Probabilistic storage and retrieval of U⊗ng .
1: (Storage.) Apply (USchU⊗ng U†Sch)AR1M ⊗ IR2 [see Eq. (24)]
on the memory state
|Ψn〉AR1R2 := ∑
λ∈Rn
dλ√
dtot,sq
|λ〉A ⊗ |Φ+λ 〉R1R2 ⊗ |η0〉M, (52)
where |η0〉 is an arbitrary fixed state. Store the resultant
state into a memory register.
2: (Retrieval.) To apply the stored unitary on any input state,
which can be cast into the form
|ψ〉 = ∑
λ∈Rn
cλ|λ〉I ⊗ |ψλ〉RP (53)
where P is a purification register and ∑λ∈Rn |cλ|2 = 1. per-
form a quantum operation {Nyes,Nno} jointly on A, I, R
and R2. The successful operation is defined as
Nyes(·) := Nyes(·)N†yes (54)
Nyes := ∑
λ∈Rn
〈λ|I1 ⊗ |λ〉〈λ|I ⊗ 〈Φ+λ |RR2 . (55)
Next, we analyse the performance of our protocol. The
input state |ψ〉 [see Eq. (53)] and the memory state that
stores U⊗ng can be jointly expressed as
|ψ′〉 = ∑
λ′ ,λ∈Rn
cλdλ′√
dtot,sq
|λ′〉A ⊗ |λ〉I ⊗ |ψλ〉RP ⊗ |Φ+g,λ′〉R1R2 .
(56)
The role of the quantum operationNyes is two-fold: First,
it check as if A and I are in the same state; second, if so, it
performs the gate teleportation, extracting Ug,λ from R1
and applying it on R. Therefore, Protocol 3 integrates our
representation matching idea into the gate teleportation
9approach. The protocol succeeds, if and only if both the
representation matching and the gate teleportation are
successfully performed, and then the state becomes
|ψout〉 = ∑
λ∈Rn
cλ|λ〉I ⊗ (Uλg ⊗ IP)|ψλ〉RP, (57)
which is exactly as desired. Therefore, the protocol has
no error.
For the gate retrieval-and-storage protocol, the prob-
ability of success is given by
prs = Tr
[Nyes ⊗ IPR1(ψ)] = 1dtot,sq . (58)
Meanwhile, the protocol requires a quantum memory of
size
crs =
⌈
log dtot,sq
⌉
= (d2 − 1) log n +O(1), (59)
having used Eq. (10). On the other hand, a lower bound
of the required memory size can be determined using
Theorem 1. Indeed, notice that a storage-and-retrieval
protocol can always be employed to fulfil a delegated
computation. To do so, the server stores the gate in a
memory and sends it to the client who retrieve it from
the memory later, and the communication cost of such
a protocol is equal to the size of the memory. Therefore,
the lower bound for delegated computing in Theorem
1 also applies here to the storage-and-retrieval task. By
comparing Eq. (59) and Theorem 1 we find that
crs = cmin. (60)
Therefore, Protocol 3 is optimal in memory efficiency for
the task of storage-and-retrieval of unitary gates. Sum-
marising, we have:
Theorem 4. Protocol 3 fulfils the task of storage-and-retrieval
of U⊗ng (g ∈ SU(d)) perfectly. The memory cost is given by
Eq. (59) and is optimal. The success probability is given by Eq.
(58) and scales as n−(d2−1).
Our result extended that of Ref. [22], where the n→ 1
task (i.e., storing n uses and retrieving one use) was
considered. We conclude this section by remarking
that adaptations of Protocol 3 can be applied in other
tasks. For instance, one can consider the problem of
reversing quantum computation: the gate conversion
U⊗ng → (U†g)⊗n. To this end, notice that U† = (UT)∗,
where U∗ and UT are the complex conjugate and the
transpose, respectively, of U. We thus divide the gate
reversion task into two separate steps: U → U∗ and
U∗ → (U∗)T . The former can be accomplished using
techniques in Section VII, while the latter can be achieved
with a variant of Protocol 3.
IX. CONCLUSION
We studied how to reduce the communication or
memory cost in a delegated setting of quantum com-
puting, focusing on the case where the computational
task admits a group structure. Our main contribution is
twofold. For one thing, we derived a lower bound on
the cost. For another, we proposed representation match-
ing, a generic probabilistic protocol capable of asymp-
totically achieving our lower bound in many practical
scenarios. In addition, the success probability of repres-
entation matching is also much higher than protocols
based on existing ideas, e.g., gate teleportation.
In this work we have been focusing on zero-error pro-
tocols, while our idea of representation matching can be
extended to the approximate setting, which could be an
interesting direction of future research. In particular, the
communication cost of deterministic delegated execu-
tion of unitary gate arrays has been shown to be closely
related to quantum metrology [31], which intrigues the
question whether similar phenomenon exists in the prob-
abilistic setting.
ACKNOWLEDGEMENT
YY was supported by the Swiss National Science
Foundation via the National Center for Competence in
Research “QSIT" as well as via project No. 200020_165843,
the ETH Pauli Center for Theoretical Studies, and the
AFOSR via grant No. FA9550-19-1-0202. MH was sup-
ported in part by Guangdong Provincial Key Laboratory
(Grant No. 2019B121203002).
[1] A. M. Childs, Quantum Information & Computation 5, 456
(2005).
[2] A. Broadbent, J. Fitzsimons, and E. Kashefi, in 2009 50th
Annual IEEE Symposium on Foundations of Computer Science
(IEEE, 2009) pp. 517–526.
[3] J. F. Fitzsimons and E. Kashefi, Physical Review A 96,
012303 (2017).
[4] E. Kashefi and A. Pappa, Cryptography 1, 12 (2017).
[5] G. Brassard, in the IEEE International Conference on Com-
puters, Systems and Signal Processing (Bangalore, India (1984)
pp. 175–9.
[6] S. Bravyi and A. Kitaev, Physical Review A 71, 022316
(2005).
[7] K. Temme, S. Bravyi, and J. M. Gambetta, Physical Review
Letters 119, 180509 (2017).
[8] K. Fujii, H. Kobayashi, T. Morimae, H. Nishimura, S. Tam-
ate, and S. Tani, arXiv preprint arXiv:1509.07276 (2015).
10
[9] K. Fujii, H. Kobayashi, T. Morimae, H. Nishimura, S. Tam-
ate, and S. Tani, Physical Review Letters 120, 200502
(2018).
[10] M. J. Bremner, R. Jozsa, and D. J. Shepherd, Proceedings
of the Royal Society A: Mathematical, Physical and Engin-
eering Sciences 467, 459 (2011).
[11] D. Gottesman and I. L. Chuang, Nature 402, 390 (1999).
[12] A. Marzuoli and M. Rasetti, Annals of Physics 318, 345
(2005).
[13] S. P. Jordan, Quantum Information and Computation 10,
470 (2010).
[14] M. Planat and R. Ul Haq, Advances in Mathematical Phys-
ics 2017 (2017).
[15] V. Havlícˇek and S. Strelchuk, Physical Review Letters 121,
060505 (2018).
[16] Y. Ouyang, Y. Shen, and L. Chen, Linear Algebra and its
Applications 592, 270 (2020).
[17] G. Chiribella and D. Ebler, New Journal of Physics 18,
093053 (2016).
[18] Y. Yang, G. Chiribella, and Q. Hu, New Journal of Physics
19, 123003 (2017).
[19] M. T. Quintino, Q. Dong, A. Shimbo, A. Soeda, and
M. Murao, Physical Review Letters 123, 210502 (2019).
[20] M. T. Quintino, Q. Dong, A. Shimbo, A. Soeda, and
M. Murao, Physical Review A 100, 062339 (2019).
[21] A. Bisio, G. Chiribella, G. M. D’Ariano, S. Facchini, and
P. Perinotti, Physical Review A 81, 032324 (2010).
[22] M. Sedlák, A. Bisio, and M. Ziman, Physical Review Let-
ters 122, 170502 (2019).
[23] Y. Yang, R. Renner, and G. Chiribella, arXiv preprint
arXiv:2007.10363 (2020).
[24] W. Fulton and J. Harris, Representation theory, Vol. 129
(Springer Science & Business Media, 1991).
[25] M. Hayashi, Group Representation for Quantum Theory
(Springer, 2017).
[26] A. W. Harrow, arXiv preprint quant-ph/0512255 (2005).
[27] D. Bacon, I. L. Chuang, and A. W. Harrow, Physical Re-
view Letters 97, 170502 (2006).
[28] H. Krovi, Quantum 3, 122 (2019).
[29] I. Schur, Über eine Klasse von Matrizen, die sich einer
gegebenen Matrix zuordnen lassen, Ph.D. thesis (1901).
[30] Y. Mo and G. Chiribella, New Journal of Physics 21, 113003
(2019).
[31] Y. Yang, G. Chiribella, and M. Hayashi, arXiv preprint
arXiv:2002.06840 (2020).
Appendix A: Lower bound on the communication cost of zero-error delegated computation
Given a group G, the task under consideration is to perform delegated computation of Utargetg which is a projective
unitary representation onHtot for any g ∈ G. This representation contains the irreducible representations {Urg}r∈R,
i.e.,
Utargetg =
⊕
r∈R
Urg (A1)
where the irreducible representation space of Urg isHr with dimension dr.
We prepare two lemmas before proving the main result.
Lemma 1. The dimension of the linear subspace spanned by {〈ul′ |Utargetg |ul〉}l,l′ as a function space over G is ∑r∈R d2r , where
|ul〉 is a basis ofHtot.
Proof. This is due to the following basic property of irreducible representations: Matrix elements (Urg)i,j for different
irreducible representations r are linearly independent, and therefore the total dimension is ∑r∈R d2r .
Lemma 2. Assume that two linear maps U and V fromH1 toH2 satisfy
U|ψ〉 = cψV|ψ〉. (A2)
Also Kernel of U is {0}. Then, cψ does not depend on ψ.
Proof. Assume that |ψ1〉, |ψ2〉 are linearly independent. Considering their superposition, we have
U(|ψ1〉+ |ψ2〉) = cψ1+ψ2 V(|ψ1〉+ |ψ2〉) = cψ1 V|ψ1〉+ cψ2 V|ψ2〉. (A3)
By assumption, V|ψ1〉 and V|ψ2〉 are also independent. Therefore, the above equalities imply cψ1 = cψ2 = cψ1+ψ2 .
We consider the less stringent visible setting, i.e., when the server knows what Utargetg is. In the visible setting,
the action of the server can be described by a quantum operation Sg : L(HM,in) → L(HM,out) acting on a memory
system, as illustrated in Figure 2. On the client’s side, an encoder is first performed to package (part of) the input
state up and a decoder is performed after receiving the state from the server. The encoder is given as an isometric
quantum channel E : L(HM,in)→ L(Htot ⊗HM). The decoder, on the other hand, is given as a quantum operation
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D : L(HM,out ⊗HR) → L(Htot). Notice that E is assumed to be isometric without loss of generality, because any
post-selection or partial-trace can be postponed to D. The dimension ofHM,x (x = in, out) is denoted as dM,x.
Now, we impose the perfect recovery condition, which reads
Utargetg ρ(U
target
g )
† = cg,ρD ◦ Sg ◦ E(ρ) (A4)
for any g ∈ G and ρ ∈ S(HM,in). Here cg,ρ is the reciprocal of the success probability of the post-selection.
Theorem 5. Under the condition (A4), we have
dM,indM,out ≥ ∑
r∈R
d2r (A5)
Proof. First, we invoke Stinespring dilations for all the involved channels (operations). We choose the environment
systemsHE1 andHE2 as well as the post-selection systemsHS1 andHS2 . The server operation can be purified as
Sg(·) = TrE1
(
〈ψS1 |Vg(·)V†g |ψS1〉
)
(A6)
for an isometry Vg : HM,in → HM,out ⊗HE1 ⊗HS1 and a pure state |ψS1〉 onHS1 . Similarly, for the decoder we have
D(·) = TrE2
(
〈ψS2 |VD(·)V†D |ψS2〉
)
(A7)
with VD : HM,out ⊗HM → Htot ⊗HE2 ⊗HS2 being an isometry and |ψS2〉 being a pure state on HS2 . Moreover, by
definition, the encoder is of the form
E(·) = VE (·)V†E (A8)
with VE being an isometry.
With the above dilations, the condition (A4) can be rewritten as
Utargetg ρ(U
target
g )
† = cg,ρ TrE1,E2
(
〈ψS1 ,ψS2 |VDVgVEρ
(
VEVgVD
)† |ψS1 ,ψS2〉) (A9)
with a coefficient cg,ρ for g ∈ G and ρ ∈ S(HM,in).
Now, we choose a basis on {|ek〉} onHE1 and a basis on {| f j〉} onHE2 . Then, we have
Utargetg ρ(U
target
g )
† = cg,ρ∑
i,j
〈ei, f j,ψS1 ,ψS2 |VDVgVEρ
(
VEVgVD
)† |ei, f j,ψS1 ,ψS2〉. (A10)
Since ρ = |ψ〉〈ψ| is a pure state, for i, j, we have
Utargetg |ψ〉〈ψ|(Utargetg )† = cg,ψ,i,j〈ei, f j,ψS1 ,ψS2 |VDVgVE |ψ〉〈ψ|
(
VEVgVD
)† |ei, f j,ψS1 ,ψS2〉. (A11)
with coefficients {cg,ψ,i,j}. Define the map Vg,i := 〈ei,ψS1 |Vg from HM,in to HM,out and the map VD,j := 〈 f j,ψS2 |VD
fromHM,out ⊗HM toHtot, which are both linear. Substituting into Eq. (A11), we have
Utargetg |ψ〉〈ψ|(Utargetg )† = cg,ψ,i,jVD,jVg,iVE |ψ〉〈ψ|(VD,jVg,iVE )† (A12)
Thus, there exists θg,ψ,i,j such that
Utargetg |ψ〉 = √cg,ψ,i,jeiθg,ψ,i,j VD,jVg,iVE |ψ〉. (A13)
Due to Lemma 2, √cg,ψ,i,jeiθg,ψ,i,j is independent of |ψ〉, and we rename it as αg,i,j. Thus, we have
Utargetg = αg,i,jVD,jVg,iVE (A14)
Defining the matrix Vg,i,j := αg,i,jVg,i from the spaceHM,in to the spaceHM,out, we have
Utargetg = VD,jVg,i,jVE . (A15)
On one hand, the dimension of the linear space spanned by {〈ul′ |Vg,i,j|ul〉}l,l′ is at most dM,indM,out. On the other
hand, since Utargetg can be obtained by a linear transform on Vg,i,j, we know that the dimension of Span{〈ul′ |Vg,i,j|ul〉}l,l′
is lower bounded by the dimension of Span{〈ul′ |Utargetg |ul〉}l,l′ . Applying Lemma 1 we get Eq. (A5).
