Abstract-This paper modifies the signed real measure of regular languages, which has been reported in recent literature for analysis and synthesis of discrete event supervisory control laws. A new concept of renormalized measure is introduced to eliminate a user-selectable parameter in the present version of the language measure.
INTRODUCTION
The signed real measure of regular languages (of symbolic strings) has been reported in recent literature [8] [5] [7] as a quantitative tool for analysis and synthesis of discreteevent supervisory control laws [6] . The regular language of plant dynamics is realized by a deterministic finite state automaton (DFSA) G i ≡ Q, Σ, δ, q i , Q m with cardinality of the set of states |Q| = n ∈ N. The language measure is obtained in terms of a normalized state weight vector, called the χ-vector, and the state transition cost matrix, called the Π-matrix. While the elements of the χ-vector are normalized to lie in the interval [-1, 1] and reflect individual state's relative impact on the system performance, the Π-matrix captures the dynamic behavior of the plant under control. An element π jk of the Π-matrix is conceptually similar to the state transition probability of a Markov Chain with the exception that the equality condition k π jk = 1 is not satisfied. Specifically, k π jk < 1, , j = 1, 2, . . . , n makes Π a contraction operator; this strict inequality is based on the following rationale [8] [5] [7] . Since the plant model is an inexact representation of the physical plant, there exist unmodelled dynamics to be accounted for. This phenomenon manifests itself either as unmodelled events that may occur at each state or as unaccounted state(s) in the model. Let Σ u denote the set of all unmodelled events in the DFSA.
A new unmarked absorbing state q n+1 , called the dump state [4] , is created and the transition function δ is extended to δ ext : (Q ∪ {q n+1 }) × (Σ ∪ Σ u ) → (Q ∪ {q n+1 }). The residue θ j = 1 − k π jk denotes the probability of transition from q j to q n+1 . Consequently, the Π-matrix is augmented to obtain a stochastic matrix Π aug as follows.
Since the dump state q n+1 is not marked [4] , it follows from [8] [5] that the corresponding state weight χ n+1 = 0. Hence, the χ-vector is augmented as:
With these extensions, the language measure vector μ aug
T of the augmented DFSA is expressed as:
In Eq. (2), μ n+1 = 0 because χ n+1 = 0 and all transitions from the absorbing state q n+1 lead to itself. Hence,
Since it may be difficult to identify θ j , j = 1, 2, . . . , n from experimental data, these n parameters are replaced by a single parameter θ ≡ min j θ j such that the induced supnorm ||Π|| ∞ = max j (1 − θ j ) remains unchanged. In that case, Π(θ) can be obtained by multiplying the experimentally determined stochastic matrix of state transitions with the scalar parameter (1 − θ) [8] [5] [7] . This paper introduces the new concept of renormalized measure and its properties to eliminate the parameter θ in the language measure. Specifically, the renormalized measure is computed in the limit θ approaching zero so that Π(θ) converges to the original (i.e., experimentally determined) stochastic matrix [8] [5] [7] of state transitions. This paper is organized in four sections and an Appendix. Section 2 introduces the concept of renormalized measure and derives its properties. Section 3 computes recursive relations on the derivatives of the renormalized measure and establishes their limits. Section 4 summarizes and concludes the paper with recommendations for future work. The appendix presents pertinent results on stochastic matrices to support Section 2 and Section 3.
RENORMALIZATION OF LANGUAGE MEASURE
This section introduces the concept of renormalized measure as an extension of the signed real measure μ [8] [5] [7] . n×n be a stochastic matrix [1] (i.e., each element of P is non-negative and each row of P sums to unity), implying that the induced sup-norm ||P|| ∞ = 1. Let us now parameterize the matrix operator P in terms of θ ∈ (0, 1) as:
Then, the induced sup-norm ||Π(θ)|| ∞ = (1 − θ). Let us consider a regular language and its realization as a deterministic finite state automaton (DFSA)) over a symbol alphabet Σ, where the number of automaton states is n ∈ N. Following Eqs. (2), (3) and (4), the language measure is obtained [8] [5] [7] as:
where 
Furthermore, since ||χ|| ∞ ≤ 1, it follows from Eqs. (5) and (6) that
The regular language under consideration is a sublanguage of the Kleene closure Σ * of the alphabet Σ, for which the automaton states can be merged into a single state. In that case, the state transition cost matrix Π(θ) degenerates to the 1 × 1 matrix [1 − θ] and the normalized state weight vector χ becomes one-dimensional and can be assigned as χ = 1; consequently, the measure vector μ(θ) degenerates to the scalar measure θ −1 . Hence, to alleviate the singularity of the matrix operator [I − Π(θ)] at θ = 0, the measure vector μ(θ) in Eq. (5) is normalized with respect to θ −1 to obtain the renormalized measure vector. Definition 2.1:
Proof: Because of continuity of the linear bounded operator Π and completeness of the space R n , Eqs. (6), (7) and (8) 
We define the following identities:
We observe that, for θ ∈ (0, 1),
k from Lemma A.1 and Proposition A.1, we have
Recalling that, for continuous functions f (·) and g(·),
The proof is thus complete.
❒ Corollary 2.1: (to Proposition 2.2) The expression
is independent of θ. Specifically, the following identity holds for all θ ∈ (0, 1).
is invertible for all θ ∈ (0, 1), it follows from Eq. (8) and Theorem A.1 that
is simply referred to as the renormalized measure vector unless otherwise stated.
A. Renormalized Measure for Primitive Matrices
This section focuses on a special case where the state transition matrix P is restricted to be primitive, i.e., irreducible and aperiodic [2] (see Definition A.1). In that case, by Perron-Frobenius Theorem [1] , P has exactly one unity eigenvalue and the remaining eigenvalues are located within the unit circle with its center at the origin. Following Eq. (4), the operator P is parametrized in terms of θ ∈ (0, 1) as Π(θ) ≡ (1 − θ)P. Then, ||Π(θ)|| ∞ = (1 − θ) and the eigenvalues of Π(θ) are: 
where the scalar renormalized measure μ ren is denoted as: 
where the vector p ∈ 1 is the unique fixed point of the Perron-Frobenius operator P : V → V; the bounded linear functional χ ∈ ∞ represents (at most countably infinite) state weights; and the expression < u, v > is the scalar value of the functional v ∈ ∞ at the point u ∈ 1 . (Note that ∞ is isometrically isomorphic to the dual space of 1 [3] ).
BOUNDS ON DERIVATIVES
This section establishes bounds on the derivatives of the renormalized measure μ ren (θ) for all θ ∈ (0, 1) and computes the limits of the derivatives as θ → 0 + . This is necessary for developing synthesis tools for optimal discrete-event supervisory control, as a refinement of what is reported in recent literature [6] . By maximizing the renormalized measure μ ren (θ) for a given θ ∈ (0, 1), an optimal control law can be derived based on the stochastic matrix P of the supervised plant language and the originally assigned χ-vector. Such an optimal control law can be possibly made θ-independent in the sense of Eqs. (11) and (14) provided that θ is restricted to be not too far away from 0 + . On the other hand, from the perspective of numerical stability and computational accuracy, it desirable to have a relatively large positive value of θ. The results derived in this section serve toward establishing upper bounds on θ for which the optimal control law should be θ-independent. Let us start with Ψ(θ) ≡ θ [I − 1 − θ)P] −1 as defined in Eq. (10a). The following lemmas are necessary to prove the main propositions in this section. Lemma 3.1: Ψ(θ) is a non-negative stochastic matrix for all θ ∈ (0, 1].
Proof: Since P is a stochastic matrix, non-negativity of Ψ(θ) follows from the series expansion:
which implies Ψ(θ) is stochastic as well. ❒ Remark 3.1: The following properties of Ψ(θ) hold for θ ∈ (0, 1) by virtue of Theorem A.1.
The following relation holds for k ∈ N ∪ {0}
Proof: Let us derive the first and second derivatives of Ψ and then use the method of induction. An explicit expression for ∂μ(Ψ) ∂θ is obtained as follows:
Since Ψ(θ) and P commute (see Remark 3.1), we have
Similarly, the second derivative is explicitly obtained as:
Commutativity of Ψ(θ) and
∂Ψ(θ) ∂θ
in the last step follows from Remark 3.1. Hence,
The proof is completed by induction. ❒
Corollary 3.1: (Corollary to Lemma 3.2)
Proof: It follows from Remark 3.1 and Lemma 3.2 that PΨ(θ) = Ψ(θ)P and and Pθ
The proof follows by setting θ 0. ❒
Lemma 3.3:
For all α 0 and θ ∈ (0, 1)
Proof: It follows from From Eq. (20) that
To prove part (ii) of the lemma, Eq. (22) is rewritten as: 
Proof: The proof follows from Eq. (9) and by setting α = 1 in Proposition A.2. The derivation is similar to Corollary 3.2. ❒ The main result on boundedness of the derivatives of Ψ(θ) (and hence μ ren (θ)) are presented as the following two propositions. Specifically, the results in Corollary 3.2 and Corollary 3.4 are combined as the following proposition. Proposition 3.1:
Proof: It is observed from Lemma 3.2 that ∀k ∈ N \ {1} and ∀θ ∈ (0, 1):
Part (ii) follows from Corollary 3.2 for k = 1 by. For k ≥ 2, it is first noted that
It is also noted from Corollary 3.2 that
Then, the proof follows by induction. ❒
Remark 3.3: Note that Eq. (31) is written for
it is true for any α 0. Specifically,
for all α 0.
The next proposition establishes bounds on the derivatives of μ(θ) in an elementwise sense by computing bounds on the induced sup-norm of the derivatives of Ψ(θ). Recall that χ has been defined to have unity infinity norm.
Proposition 3.2:
Proof: We recall that I − P + αP 
The assertion follows by taking induced sup-norm on Eq. (27) with right multiplication by χ and taking infimum.
It follows from Eq. (31) and Remark 3.3 that
The proof follows by induction. ❒ Remark 3.4: Note that for the second derivative,
SUMMARY AND CONCLUSIONS
This paper extends the notion of normalized signed measure of probabilistic regular languages [8] [5] through renormalization with respect to the measure of the maximal language Σ over the given alphabet Σ. Future work will address the possibility of extending the control algorithms by exploring whether a sequence of optimal (in the sense of the non-renormalized measure) Markov chains converge to the optimal (in the sense of the renormalized measure ) Markov chain as the parameter θ vanishes.
APPENDIX PROPERTIES OF STOCHASTIC MATRICES
This appendix presents pertinent results for stochastic matrices that have been used to derive the properties of the renormalized measure in Section 2 and Section 3. Let P be the state transition probability matrix of a stationary Markov chain with finitely many states. Then, P is a stochastic (i.e., non-negative with each row sum being identically equal to unity [1] .
Theorem A.1: For any stochastic matrix P, the following limit exists.
where P is a stochastic matrix. Furthermore, P commutes with P and is idempotent. That is,
The proof is given in [1] Proof: Let α 0 be arbitrary. Let us assume that [I − P + αP] is not invertible. Then, it follows that there exists a vector ϑ 0 such that [I − P + αP] ϑ = 0
This is a contradiction. (Note that the commutative and idempotent properties of P in Theorem A.1 have been used.) ❒ The next proposition is useful for finding the properties of the renormalized measure in Section 3 and requires the following lemma.
Lemma A.1:
Proof: The above identity is readily seen to be valid for k = 0 and k = 1. It is also true for k = 2 by virtue of the commutative and idempotent properties of P in Theorem A.1. The proof of the lemma follows directly by the method of induction. ❒ Proposition A.2: The following identity holds for any stochastic matrix P.
I − P + αP , which implies that each row sum of P is 1 and hence ||P|| ∞ = 1. The second assertion follows from the first by using the sub-multiplicative property of induced norms. The third assertion is immediate from the second by setting α = 1. ❒
