A class of nonlinear stochastic processes, satisfying a "Lipschitz-type strip condition" and supplied by a linear output equation, is considered. Robust asymptotic (high-gain) state estimation for nonlinear stochastic processes via differential neural networks is discussed. A new type learning law for the weight dynamics is suggested. By a stochastic Lyapunov-like analysis (with Itô formula implementation), the stability conditions for the state estimation error as well as for the neural network weights are established. The upper bound for this error is derived. The numerical example, dealing with "module"-type nonlinearities, illustrates the effectiveness of the suggested approach.
Introduction
Due to many successful applications, the Neural Network technique seems to be a very effective for identiÞ-cation and controlling of a wide class of complex nonlinear systems especially in the absence of a complete model information ("grey-box" models) or, even, considering a controlled plant as "a black box" (Hunt et al., 1992 [6] ). In general, the NN's can be qualiÞed as static (feedforward) and as dynamic (recurrent or differential) nets. The most of recent publications (see, for example, Haykin, 1994 [7] ; Agarwal, 1997 [1] ; Parisini and Zoppoli, 1994 . [15] ) deals with Static NN, providing the appropriate approximation of a nonlinear operator functions in the right-hand side of dynamic model equations. In spite of successful implementations, they have several important disadvantages such as a slow learning rate (the weights updates do not utilize the information on the local NN structure) and a high sensitivity of the function approximation to the training data (they do not have memory, so their outputs are uniquely determined by the current inputs and weights). Dynamic Neural Networks can successfully overhead these drawbacks and demonstrate a workable behavior in the presence of essential unmodelled dynamics because their structure incorporate feedback. They have been introduced by HopÞeld, 1984 [5] and then studied in (Sandberg, 1991 [23] (the approximation aspects), Rivithakis and Christodoulou, 1994 [21] (the direct adaptive regulation via DNN), Poznyak et al., 1999 [19] (the adaptive tracking using DNN)). Several advance results concerning DNN have been recently obtained in (Narendra and Li, 1998 [14] (the identiÞcation and control), Lewis and Parisini, 1998 [11] (NN feedback control: the stability analysis) and in (Rivithakis and Christodoulou, 2000 [22] ). All of these publications concern NN applications considered speciÞcally only for the external environment of the deterministic nature. There are a few publications dealing with the identiÞcation or control of stochastic processes with unknown dynamics via NN (see Kosmatopulos and Christodoulou, 1994 [9] and Elanayar and Shin, 1994 ). In the recent paper of the authors (Poznyak and Ljung, 2001 [20] ) the identiÞca-tion of continuous time stochastic system via DNN has been studied but under the assumption that all state measurements are available and are not disturbed by a noise component.
In this paper we spread the ideas of DNN approach to the class of continuous time stochastic processes (with incomplete dynamic model description) based only on the output measurement subjected to stochastic noise corruptions. Dynamic Neural Networks given by differential equations (Differential Neural Networks) are applied to obtain the on-line state estimates. In fact, a robust high-gain DNN observer is suggested. The main goal of this paper is to show that practically the same robust DNN observers, designed for the deterministic systems with bounded perturbations, is robust with respect to perturbations of a stochastic nature which are unbounded (with probability one). The stochastic calculus (such as Itô formula and the martingale technique together with the strong large number law implementation) are shown to be the effective instrument for the solution of this problem.
Let
³ Ω, F, {F t } t≥0 , P´be a given Þltered probability space ( (Ω, F, P) is complete, the F 0 contains all the Pnull sets in F, the Þltration {F t } t≥0 is right continuous:
. On this probability space deÞne an m-dimensional standard Brownian motion, that is,
Consider the stochastic nonlinear controlled continuous-time system with the dynamics x t :
The Þrst integral in (1) is an stochastic ordinary integral and the second one is an Itô integral. In the above x t ∈ R n is system state at timet,
k×m and C ∈ R k×n is a constant matrix characterizing the state-output mapping. Below we will use the following notation:W
It is assumed that A1: {F t } t≥0 is the natural Þltration generated by ¡W t , t ≥ 0 ¢ and augmented by the P-null sets from F.
) is a separable metric space with a metric d.
-mapping (or, "stripcone" type) if it is Borel measurable and is C 2 in x (almost everywhere) for any t ∈ [0, ∞) and any u ∈ U and also there exist a matrix A ∈ R n×n , a constant L and a modulus of continuity φ : [0, ∞) → [0, ∞) such that for any t ∈ [0, ∞) and for any x, u,
(here f x (·, x, ·) and f xx (·, x, ·) are the partial derivatives of the Þrst and the second order).
DeÞnition 2 A stochastic control u t is called a feasible in the stochastic sense (or, s-feasible) for the sys-
, t ≥ 0) and augmented by the P -null sets from F, and x t is the unique solution of (2) in the sense that for any x t andx t , satisfying (2),
The set of all s-feasible controls is denoted by U s feas [0, ∞). The triple (x t ; y t ; u t ) , where (x t , y t ) is the solution of (2), corresponding to this u t , is called an s-feasible triple.
The assumptions A1-A3 guarantee that any u t from U [0, ∞) is sfeasible. It is assumed also that the past information about (y τ , u τ : τ ∈ [0, t]) is available for the controller:
The only sources of uncertainty in this system description are the system random noiseW t , the pri-
The class Σ un of uncertain stochastic systems (2) satisfying A1-A3 is considered below as the main object of the investigation.
Differential Neural Networks Observer
Consider the following DNN observer (Poznyak and Yu, 2000 [16] ) with a single hidden layer 1 :
are a {B t } t≥0 -adapted adjustable internal hidden layer weight matrices, W 1,t ∈ R n×k , W 2,t ∈ R n×l are a {B t } t≥0 -adapted adjustable the output layer weight matrices, γ :
The initial state vectorx 0 is supposed to be quadratically integrable
Remark 1 The mappings σ and ϕ are usually assumed to be of the main diagonal structure with the bounded sigmoidal elements σ ii and ϕ ii , that is,
x∈R n kϕ (x)k which obviously belong to the class of
The Learning Law for IdentiÞcation Process
The matrices collection (A, V 1,t , V 2,t , W 1,t , W 2,t ) should be selected to provide "a good enough" state estimation process for any possible uncertain stochastic system from Σ un .
Accept also some technical assumption which will be use in the main result formulation.
A4: the applied s-feasible control u t ∈ U is quadratically integrable (uniformly on t) as well the corresponding stochastic system dynamics x t , that is, lim sup
In fact, this assumption restricts the consideration by the class of BIBOstable systems (with bounded second moment of state vector).
A5:
The pair (A, C) is detectable.
A6:
The gain matrix K is selected such a way that the joint matrix A := A − KC is stable and there exist positive deÞnite matrices Λ σ , Λ 3 , Λ 1 , Λ 2 , Λ f , Λ y , Q 0 providing the existence of a positive solution to the following algebraic matrix Riccati equation
has a positive solution P = P | > 0.
A7. The large number law (Poznyak, 2000 [19] ) is valid for the considered processes
The last assumptions is not so restrictive since the only decreasing of the autocorrelation functions of the considered processes is required to fulÞll (5) that automatically holds for the accepted constructions (Poznyak et al, 2000 [18] ).
Introduce the following notations:
In view of the differentiability and the properties A3 it followsσ
The weights in (3) are suggested to be adjusted by the following Differential Learning Law:
with any nonzero initial weights V 1,0 and V 2,0 . DeÞne the state estimation error by ∆ t :=x t − x and
8)
Theorem 1 (Averaged Upper Bound) If, under the assumptions A1-A7, the learning law (7) is applied, then the following propertie of the corresponding state estimation process is guaranteed: the averaged quadratic state estimation error turns out to be bounded with the probability one:
Theorem 2 (On Expected Quadratic Variation) The assumptions A1-A7 imply
Simulation

Example 1 (benchmark nonlinear system)
The nonlinear stochastic process generated by
is considered. The programmed controls are the sinewave and the saw-tooth periodic functions, that is, u 1.t = u 1,0 sin (ωt) , u 1,0 = ω = 1 and u 2,t = u 2,0 · (t − kτ ) , t ∈ [kτ , (k + 1) τ ) , u 2,0 = τ = 0.25, k = 0, 1, 2, ... The DNN applied for the identiÞcations is as follows
and the weights W 1,t ∈ R 2×4 , V 1,t ∈ R 4×2 , W 2,t , V 2,t ∈ R 2×2 are adjusted by the learning law (7) with q = 2, γ i (u) = u i (i = 1, 2). The selected parameter values are 
The correspondent simulation results, realized only with the use of 6 neurons, are depicted at the Þgures Fig.1-Fig.4 . The value of the performance index I t , obtained after t = 20 sec ., is equal to 
Example 2 (a double tank liquid system)
The model, considered below, describes a double tank liquid system and corresponds to a standard laboratory process including two water tanks in series (see Fig.5 ) Figure 5 : The double tank processes.
The input signal u t is the voltage to the pump and the output signal y t is the level of the lower tank. The control goal is to control the level x 2 of the lower tank and indirectly the level x 1 of the upper tank. In the general case, these two tanks levels are both measurable. But here we will consider the situation when the only level x 2 in the lower tank can be estimated directly. Our aim is to estimate the level x 1 of the upper tank based only on the output measurements corrupted by " a white noise". The following state space description holds:
where u t is the control variable (water ßow) selected as " a single step-function", x = (x 1 , x 2 )
| are the states of this process, W y is the white noise component, y is the measurable output. The parameters of the process are as follows: α 1 = 1.5, α 2 = 1.5, β = 0.3. And the parameters of the DNN observer are as follows:
2×2 are adjusted by the learning law (7) with q = 2, γ i (u) = u i (i = 1, 2). The selected parameter values are 
Conclusion
In this paper a new asymptotic differential neuro observer is proposed to estimate the states of continuous time stochastic process without a priory knowledge of the plant-structure. The corresponding weight matrices of this DNN -observer are adjusted by a special differential learning law containing two terms: the Þrst one is standard resemble to the "back-propagation" scheme and the second one is proportional to the output error. Even the sigmoidal nonlinearities are bounded and, in the Þrst glance, the hidden layer weights variation may not effect the identiÞcation quality, the presented theoretical study (as well as the corresponding simulations) show that the hidden layer weights updating signiÞcantly improves the observation process. Stochastic Lyapunov analysis (with the use of the Itô's formula) is applied to prove the existence of the upper bound to the averaged quadratic estimation error. The boundness "in average" is stated also for the weight matrices which are time varying during all learning time in the opposite to the static DNN which weights obligatory converge.
The simulation results also demonstrate the high effectiveness of the suggested DNN-observer application even its structure is simple enough( containing the only 4 neurons). The next natural study step is to extend this approach to the case of the Adaptive Tracking based on such DNN-observers, that is, to consider the workability of this DNN in a stochastic close-loop system. 
