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Abstract 
Time-resolved photoelectron imaging was used to study non-adiabatic relaxation dynamics in 
gas-phase indole following photo-excitation at 267 nm and 258 nm. Our data analysis was 
supported by various ab initio calculations using both coupled cluster and density functional 
methods. The highly differential energy- and angle-resolved information provided by our 
experimental approach provides extremely subtle details of the complex interactions 
occurring between several low-lying electronically excited states. In particular, new insight 
into the role and fate of the mixed Rydberg-valence 3s/piσ* state is revealed. This includes 
population residing on the excited state surface at large N-H separations for a relatively long 
period of time (~1 ps) prior to dissociation and/or internal conversion.  Our findings may, in 
part, be rationalized by considering the rapid evolution of this state’s electronic character as 
the N-H stretching coordinate is extended - as extensively demonstrated in the supporting 
theory. Overall, our findings highlight a number of important general caveats regarding the 
nature of mixed Rydberg-valence excited states, their spectral signatures and detection 
sensitivity in photoionization measurements, and the evaluation of their overall importance in 
mediating electronic relaxation in a wide range of small model-chromophore systems 
providing bio-molecular analogues – a topic of considerable interest within the chemical 
dynamics community over the last decade. 
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I. INTRODUCTION  
 In a previous publication, hereafter referred to as Paper I,1 we reported the results of a 
time-resolved photoelectron spectroscopy (TRPES) study, supported by ab initio calculations, 
investigating the non-adiabatic relaxation dynamics of gas-phase indole and 5-hydroxyindole 
following ultraviolet (UV) excitation. Indole based chromophores form the basic building 
block units of the eumelanin pigments that occur frequently in Nature and serve to protect 
organisms from the potentially damaging effects of UV light.2-4 As such, developing a more 
detailed understanding of the primary photophysics operating in this important class of system 
is clearly of great potential interest and value. 
The work described in Paper I employed excitation wavelengths of 249 nm and 273 
nm. In the case of 249 nm excitation, our key findings were that initial excitation in indole 
was exclusively to a valence state of singlet pipi* character with subsequent “ultrafast” (<100 
fs) internal conversion leading to two parallel decay mechanisms via either a second, lower 
lying singlet pipi* state or a state of mixed 3s Rydberg/piσ*valence character that is potentially 
dissociative along the N-H stretching coordinate. Following the historical notation of Platt,5 
and consistent with Paper I, the initially excited pipi* state is denoted 1La and the lower lying 
pipi* state as 1Lb. Unlike Paper I, however, we shall refer to the mixed Rydberg-valence state 
as 3s/piσ* throughout, rather than simply using the label 1piσ*. This is to reinforce the point 
that at short N-H distances the 3s Rydberg character dominates, with evolution towards 
greater σ* character becoming increasingly important as the N-H bond extends6 (a fact that 
will be of some significance for the discussion of the new findings presented herein). More 
generally, low-lying excited electronic states formed via Rydberg-valence interactions are 
now recognised as a common feature in the excited state photochemistry of many molecular 
systems, including biological chromophores such as indoles, phenols, pyrroles, imidazoles 
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and purines (including the DNA bases adenine and guanine). Over the last decade, a great 
deal of theoretical and experimental work has been undertaken in studying the role such states 
play in mediating electronic relaxation following UV excitation. Although often exhibiting 
little or no oscillator strength in single photon absorption, of particular interest is the 
possibility of these states providing a rapid and efficient route for non-adiabatic relaxation 
back to the electronic S0 ground state, thereby imparting an inherent “photostability”.7 Recent 
reviews by Ashfold and co-workers8 and Roberts and Stavros9 provide an excellent overview 
of this work. A review by Reisler and Krylov also provides an in-depth discussion of the 
Rydberg-valence interaction.10  
A key additional conclusion reported in Paper I was that, following 273 nm excitation, 
the same parallel relaxation dynamics seen at 249 nm still appeared to be occurring (i.e. the 
1La state decaying via either the 1Lb or 3s/piσ* states – although some direct excitation to the 
lower-lying 1Lb state was also now evident). Of particular interest here was the fact that the 
3s/piσ* state still appeared to participate as an internal conversion pathway for the 1La state 
even though 273 nm excitation is below the energetic threshold for the onset of H-atom 
elimination via direct dissociation on the 3s/piσ* potential surface reported by Ashfold and co-
workers.11 These authors used H (Rydberg) photofragment translational spectroscopy to 
establish that this onset lies at 263 nm. These findings illustrate an important example of the 
complementary nature of different experimental approaches (with different associated 
observables) because the previously reported appearance of high-kinetic H atom fragments at 
wavelengths shorter than 263 nm allowed us to attribute spectral features in our TRPES data 
at 249 nm to the 3s/piσ* state. The presence of the same spectral features in our 273 nm data 
then enabled us to infer the 3s/piσ* state was still playing an active role in the relaxation 
dynamics below the direct N-H fission threshold – although we were unable to definitively 
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determine the explicit decay mechanism and therefore the ultimate fate of the 3s/piσ* state in 
this instance. 
 A detailed review of previously reported literature relating to the excited state 
spectroscopy and dynamics of indole up to mid-2011 may be found in Paper I. The reader is 
directed to that work for additional background information beyond that already discussed 
above. Three relevant studies reported since publication of our earlier findings are, however, 
now briefly highlighted here. Longarte and co-workers have undertaken time-resolved ion-
yield measurements exciting indole over a range of UV wavelengths spanning the 283-243 
nm region.12 In general agreement with the findings of Paper I, these authors also suggested 
parallel decay pathways following excitation to the 1La state via either 1Lb or 3s/piσ*, although 
the latter mechanism was only directly apparent at excitation wavelengths < 263 nm 
(consistent with the observed N-H fission threshold). Additional evidence in support of the 
1La → 1Lb internal conversion pathway has also been provided by theoretical studies by Lindh 
and co-workers.13 Finally, very recent TRPES work by Ullrich and co-workers has 
investigated 200 nm excitation in indole.14 Here the initially prepared 1Bb electronic state 
undergoes extremely rapid internal conversion to 1La, from where the subsequent dynamics 
were, once again, interpreted to proceed in parallel via either the 1Lb or 3s/piσ* states, albeit 
on slightly faster timescales due to the higher internal energy resulting from the shorter 
wavelength pump. 
 Here we report the findings of a new time-resolved photoelectron imaging (TRPEI) 
study using pump excitation wavelengths of 267 nm and 258 nm. Energetically, this excites 
indole either slightly above or slightly below the aforementioned 263 nm threshold for 3s/piσ* 
mediated H atom dissociation. The additional information afforded by the angle-resolved 
imaging data (something not available in our earlier, angle-integrated TRPES measurements) 
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reveals detailed new insight into the dynamical evolution and ultimate fate of the 3s/piσ* state. 
This highly-differential approach, along with the detailed insight provided by supporting ab 
initio calculations describing this state’s mixed Rydberg-valence character vs. N-H extension, 
are key factors our reaching our final conclusions. More generally, we also note that several 
aspects of our findings – particularly in regard to detection sensitivity – may be more broadly 
applied to direct spectroscopic interrogation of “piσ*” states in a wide range of molecular 
systems. This includes many species invoked as bio-molecular analogues of naturally 
occurring chromophores. 
II. EXPERIMENTAL 
 Our experimental setup has been described in detail elsewhere.15 Indole (Sigma-
Aldrich, 99%) was introduced into the source chamber of a differentially pumped 
photoelectron spectrometer via a pulsed molecular beam valve.16 Samples were placed in a 
small cartridge within the valve body and helium (5 bar) was used as a carrier gas. After 
travelling through a skimmer (∅ = 1.0 mm), the molecular beam entered the main interaction 
chamber and was intersected at 90° by co-propagating UV pump (267 nm or 258 nm) and 
probe (300 nm) pulses. These were derived from the 800 nm fundamental output of a 
regeneratively amplified Ti:Sapphire laser system (Spectra-Physics, Spitfire Pro/Empower) 
seeded by a Ti:Sapphire oscillator (Spectra Physics, Tsunami/Millennia Pro). 
The 267 nm pump was the third harmonic generated from one portion of the 800 nm 
fundamental output using a pair of thin β-barium borate (BBO) crystals. The 258 nm pump 
was obtained by sum-frequency mixing a separate portion of the 800 nm output with the 
signal beam from an optical parametric amplifier (Spectra Physics, OPA-800C) in a thin BBO 
crystal. This produced light in the visible region which was then frequency doubled into the 
UV using a second BBO crystal.  In each case the pump was attenuated to ~1.2 µJ/pulse and 
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material dispersion compensation was achieved using a single-pass calcium fluoride prism 
compressor. The probe beam (300 nm, ~2.0 µJ/pulse) was obtained by twice frequency 
doubling the output of a second optical parametric amplifier (Light Conversion, TOPAS 
Prime-U). The probe wavelength was chosen to ensure that it would induce no resonant 
absorption in indole, eliminating unwanted “probe-pump” signals.1 Dispersion management 
of this beam line was achieved using a single-pass fused silica prism compressor. Temporal 
delay between the pump and the probe was precisely incremented using a linear translation 
stage and controller running under automated PC command. The pump and probe beams were 
combined on a thin dichroic mirror and focussed into the spectrometer using a 25 cm fused 
silica lens.  
Pump-probe ionisation of the indole sample took place between the electrodes of an 
electrostatic lens set-up optimised for velocity-map imaging.17 A 40 mm MCP/P47 phosphor 
screen detector was used in conjunction with a CCD camera (640 × 480 pixels) to image the 
resulting photoelectrons. Systematic length adjustment of the prism compressors in each beam 
line gave a pump-probe cross correlation of 120 ± 10, recorded directly inside the 
spectrometer from non-resonant (1 + 1′) multiphoton ionization of pyrrole.18 This data was 
also used for energy calibration of the instrument. Indole data collection consisted of scanning 
the translation stage repeatedly between pump-probe delays of -400 fs to +500 fs in 50 fs 
increments and +500 fs to +20 ps in a series of 9 exponentially increasing time steps. At each 
delay setting, photoelectron images of time-invariant one-colour pump alone and probe alone 
signals were recorded in addition to the pump-probe data (for background subtraction). Prior 
to commencing photoelectron data collection, the spectrometer was switched to ion detection 
mode to ensure that only the indole monomer was present in the molecular beam.  
III. RESULTS 
A. Time-resolved Photoelectron Spectra 
7 
 
Fig. 1 shows representative photoelectron images resulting from (1 + 1′) ionisation of 
indole following 258 nm excitation at selected pump-probe delay times ∆t. These data were 
generated by subtracting one-colour pump-alone and probe-alone background images from 
the raw pump-probe image. Following application of a rapid matrix inversion approach 
(described in detail elsewhere15), time-resolved photoelectron spectra were generated from the 
full set of background-subtracted image data recorded at both pump wavelengths. These are 
shown in Fig. 2 (note the mixed linear-logarithmic time axis).  In each case the spectra look 
very similar, displaying a weak, very short-lived feature in the region around 0.8-1.0 eV and a 
long-lived feature at lower photoelectron kinetic energies. 
Time-dependence of the photoelectron data was analysed using a standard Levenberg-
Marquardt global fitting routine wherein the 2D data S(E, ∆t) are expressed as: 
 ∑ ∆⊗∆⋅=∆
i
ii tgtPEAtES )()()(),(  (1) 
Here Ai(E) is the decay associated spectrum (DAS) of the ith data channel, which has a 
time dependent population Pi(∆t) described by a series of exponentially decaying functions 
(all of which are set to originate from ∆t = 0) and g(∆t) is the experimentally determined 
Gaussian cross-correlation function. This approach gives the relative amplitude of each 
exponential component as a function of photoelectron kinetic energy.19 As in Paper I, 
satisfactory fits to the time-resolved photoelectron data required three exponentially decaying 
functions. These exhibited time constants of τ1 = 120 ± 10 fs and τ2 = 1.0 ± 0.1 ps (267 nm) or 
τ1 = 120 ± 10 fs and τ2 = 0.9 ± 0.1 ps (258 nm). For both pump wavelengths the third time 
constant τ3 was extremely long, effectively describing a step function over the range of pump-
probe delays sampled. To illustrate the good quality of this model, the fit to the 258 nm data 
and the associated residual are also included in Fig. 2. 
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Fig. 3 shows the fitted DAS plots associated with each of the three time constants for 
both excitation wavelengths. Maximum (1 + 1′) photoelectron kinetic energy cut-offs are also 
indicated, calculated on the basis of the pump (267 nm/4.64 eV or 258 nm/4.81 eV) and probe 
(300 nm/4.13 eV) energies along with the D0 (pi-1) adiabatic ionisation potential (7.76 eV).20-23 
Particular features of note in Fig. 3 are: (i) for both 267 nm and 258 nm excitation, the 
maximum in the τ1 DAS sits at ~0.8 eV (as also previously observed for 273 nm and 249 nm 
excitation) and no progression extends up to the maximum energy cut-off. This suggests (i) a 
reasonably strong propensity for diagonal ionisation from the initially prepared excited state 
(an expanded discussion may be found Paper I); (ii) the τ1 DAS at both excitation 
wavelengths show significant negative amplitude at kinetic energies < 0.6 eV, providing a 
strong indication of sequential dynamics and (iii) the τ2 DAS exhibit essentially zero 
amplitude in the kinetic energy region below 0.3 eV. 
B. Photoelectron Angular Distributions 
  For (1+1′) ionization using parallel linear polarizations, the time-dependence of the 
photoelectron angular distributions (PADs) obtained may be expressed as a function of the 
electron kinetic energy E and the pump-probe delay time ∆t in terms of the anisotropy 







Here the Pn(cosθ) terms are the nth-order Legendre polynomials, σ(E, ∆t) is the time-
dependent electron energy distribution and θ  = 180° is defined by a vertical line running fully 
through the images shown in Fig. 1 via the centre point. Fitting to our data using Eq. 2 reveals 
that, within statistical uncertainty, β4 is effectively zero over all regions of the time-dependent 
photoelectron spectra recorded at both 267 nm and 258 nm excitation. However, the PADs do 
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exhibit some variation in β2 as a function of time, energy and pump wavelength. This is 
illustrated in Fig. 4(a-c), which plots the temporal evolution of β2 averaged over the 0.05-0.30 
eV, 0.30-0.70 eV and 0.70-0.95 eV regions. Within each of these three energy partitions 
temporal trends in the data are consistent. Between 0.05-0.30 eV β2 evolves rapidly towards 
higher values before reaching a plateau. Rising exponential fits to this data yield time 
constants of 140 ± 30 fs (258 nm) and 90 ± 30 fs (267 nm) – comparable to the τ1 decay 
values obtained in the corresponding DAS fits. In the high energy region (0.70-0.95 eV) β2 
exhibits a rapid decrease, with exponential decay constants of 120 ± 40 fs (258 nm) and 
140 ± 50 fs (267 nm). In the 0.30-0.70 eV region, the evolution of β2 is more complex. At 
small ∆t values the general behaviour and timescales of the rapid decay appear very similar to 
the equivalent feature in the 0.70-0.95 eV region. At longer pump-probe delays, however, β2 
now undergoes a subsequent increase. The overlapping rising and decaying signals in this 
region do not permit reliable extraction of a numerical time constant for this evolution, but β2 
reaches a plateau in ~1 ps – considerably longer than the rise seen the in 0.05-0.30 eV region 
and broadly comparable to the τ2 timescales obtained in the DAS fits. Finally, Fig. 4(d) shows 
a plot of β2 vs. photoelectron kinetic energy for 258 nm excitation at zero pump-probe delay, 
superimposed on the corresponding photoelectron spectrum. Right up to the high-energy 
signal cut-off β2 is relatively small (<0.45), with no strong anisotropy evident over the entire 
spectral range. Similar observations are also made in the equivalent 267 nm data. 
IV. THEORY 
A. State Properties vs. N-H Extension  
 Paper I presented extensive ab initio calculations on indole, performed using several 
different theoretical approaches.  This output included excited state energies and oscillator 
strengths, excited state orbital visualizations, potential energy cuts along the N-H stretching 
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coordinate and branching space vector plots for various conical intersections. Here we have 
further expanded our theoretical investigations by evaluating the evolution of several 
additional physical properties of indole as a function of N-H bond extension. We have 
previously reported a similar undertaking for aniline, where such data proved extremely 
instructive in interpreting certain aspects of experimental TRPEI measurements.6 Our 
computational approach employed linear response coupled cluster (LR-CC) theory (aug-cc-
pVDZ basis), with the exponential cluster expansion truncated at singles and doubles, i.e., 
LR-CCSD. In our previous work we showed that connected triples have only a very small 
(~0.1 eV) effect on vertical electronic excitation energies. We have further used equation of 
motion coupled cluster theory, again truncated at single and doubles (EOM-CCSD), to 
analyse the character of the excited states at each geometry. It is worthwhile noting that 
EOM-CCSD and LR-CCSD formally give an identical excitation spectrum, although 
transition properties are slightly theoretically improved with LR-CCSD. Initial density 
functional theory optimization (B3LYP/aug-cc-pVDZ) was performed for the indole ground 
state geometry using Gaussian09.26 All excited state property calculations described in this 
section were performed using Dalton2015.27, 28 
Fig 5(a) plots the normalized EOM-CCSD right eigenvector amplitudes for the orbital 
transition relating to the 3s/piσ* contribution to the overall mixed Rydberg-valence state (to 
which 3s/piσ* is the dominant contributor - hence the shorthand state label - but there are 
additional smaller contributions from numerous other states as well). This falls from 0.62 at 
1.01 Å to 0.36 at 1.4 Å and beyond. Fig 5(b) shows the corresponding evolution of the (un-
normalized) LCAO coefficient magnitude for the un-contracted nitrogen 3s basis function 
within the 3s/piσ* state (not the Rydberg-valence state overall). This drops by a factor of ~2.5 
over the same region. Taken together, these data clearly reveal a significant reduction of 3s 
character (at the expense of more valence character) in the excited Rydberg-valence state as 
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the N-H bond is extended. Such behavior is very similar to that seen previously in aniline6 
and, more generally, is likely to be common to many species exhibiting similar mixed 
Rydberg-valence states.  
As discussed previously by Reisler and Krylov,10 a useful property for parameterizing 
excited state Rydberg character is the size of the isotropic invariant of the second-moment 
electronic charge distribution tensor relative to the S0 ground state ><∆ 2isor . For a given 
electronic state >< 2isor is obtained from the average of the trace of the second moment 
tensor, i.e., )( 222312 ><+><+><>=< zyxriso . Valence states typically exhibit 
><∆ 2isor  values close to 1 Å2, whereas for 3s Rydberg states this value is an order of 
magnitude larger. The evolution of ><∆ 2isor  vs. N-H bond extension for the 1La, 1Lb and 
3s/piσ* states is shown in Fig. 5(c). For the two excited states of pipi* character ><∆ 2isor  is 
small (<1.5 Å2) at all geometries. In contrast, for the 3s/piσ* state ><∆ 2isor  decreases 
considerably as the N-H bond is extended, falling from 15.5 Å2 to 4.1 Å2 over the range of 
distances sampled. Once again, this is consistent with our previous observations in aniline and 
serves to illustrate the rapid and dramatic reduction in the Rydberg character of this state as 
the N-H bond extends. One key implication of this evolution is that single-photon ionization 
from the vertical Franck-Condon (FC) region (where the 3s Rydberg character is large) 
would, at a simple “atomic” level of approximation, give rise to photoelectron partial waves 
of predominantly p character, peaking along the laser polarization axis and exhibiting a β2 
close to the limiting value of 2. Furthermore, the Rydberg character of the state should also 
give rise to a strong propensity for diagonal ionization, producing a narrow peak in the 
photoelectron spectrum. These effects potentially provide a distinct and extremely useful 
signature of the 3s/πσ∗ state and are nicely illustrated in, for example, ionization from the S2 
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state of aniline.6, 29 In contrast, once the N-H bond is extended these characteristic ionization 
signatures may not be readily observed as the 3s Rydberg character is significantly reduced 
and σ* valence character now dominates. Definitive assignment of the 3s/πσ∗ state in this 
situation (i.e. as may occur if the state is only populated indirectly via non-adiabatic decay) is 
therefore likely to be a more challenging undertaking. 
Finally, the isotropic polarizability volume (α ) was also investigated for all 
electronic states of relevance to this study.  This is related to the trace of the electronic 
polarizability tensor, i.e., )(31 zzyyxx αααα ++= . As seen in Fig. 5(d), the 3s/piσ* state 
polarizability volume decreases rapidly with increased N-H distance, being 110 Å3 at 1.01 Å 
and falling to below 5 Å3 at 1.50 Å. Values obtained for the 1La, 1Lb and S0 states remain 
broadly consistent across all N-H extensions although it is interesting to note that α (1Lb) is 
considerably smaller (~3 Å3) than that obtained for the 1La and S0 states (~16 Å3).  
B. Photoionization Cross-Section vs. Isotropic Polarizability Volume  
Time-resolved techniques employing photo-reactant ionization attempt to track 
population evolving from an initially prepared electronic state (or set of states) towards a final 
set of photoproduct outcomes. In many cases this may involve multiple non-adiabatic 
pathways. Significant variations in the relative ionization cross-sections of the various states 
populated along the reaction coordinate(s) therefore lead to major changes in effective 
detection sensitivity as the system evolves towards the product asymptote. This is in addition 
to further competing issues relating to FC factors associated with the ionization event and the 
effects of any molecular alignment resulting from the pump excitation step. Therefore, 
although highly differential measurements such as those afforded by TRPEI may reveal 
extremely subtle and detailed mechanistic information associated with a specific decay 
pathway, it is often extremely difficult to discuss photoproduct branching ratios (i.e. the 
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relative importance of one pathway over another) in a manner that is qualitative, let alone 
quantitative. This issue is further compounded by the fact that, at present, accurate 
theoretical/computational evaluation of ionization cross-sections for molecules of modest size 
(i.e. comparable to that of indole) is extremely challenging – particularly for excited states – 
and has not, to the best of our knowledge, been reliably demonstrated on a consistent basis. 
In light of the issues outlined above, it is therefore appealing to try and seek 
correlations between photoionization cross-sections and specific physical molecular 
properties that may be evaluated in a relatively straightforward and computationally 
inexpensive manner. This may ultimately help facilitate at least qualitative discussion of 
relative branching in non-adiabatic dynamical processes studied using photoreactant 
ionization. Strong correlations have previously been reported between isotropic electronic  
polarizability volume and ground state electron impact ionization cross-section, as 
summarized (and also demonstrated) by Vallance and co-workers.30 This observation has 
already served as an initial motivation for us to begin exploring similar effects in low-energy 
photoionization.6  Computationally evaluated electronic polarizability volume data for 27 
molecular systems30, 31 were correlated with experimentally determined ground state 
photoionization cross-sections obtained from a number of sources.32-40 At a photon energy of 
11.5 eV, a highly significant relationship between the two quantities was clearly evident – 
although data for additional systems with relatively large polarizability volumes (>12 Å3) 
would have been desirable to establish this trend more generally. In order to address this, we 
have now evaluated isotropic polarizability volume data for 10 new molecules (see Table I) 
using an identical computational approach to that used previously. The new species were 
specifically chosen as they exhibit very high experimental photoionization cross-sections 
(> 60 Mb at 11.5 eV) and so large polarizability volumes would be predicted on the basis of 
the previously suggested trend. Briefly, calculations were performed with Gaussian0926 and 
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used the PBE0 density functional41 in conjunction with a basis set denoted Sadlej (H+d). This 
is a modified form of the Sadlej triple-ζ basis set42 (originally developed specifically for 
polarizability calculations) where additional un-contracted d orbitals with exponent ζ = 0.1 
have been added to each hydrogen atom. A more detailed description of this approach and a 
comprehensive evaluation of its excellent performance with respect to other, computationally 
more expensive strategies may be found in Ref. 30. Our new data is presented in Table I. 
Several previously reported results from Vallance and co-workers were also successfully 
reproduced in order to validate that our application was fully consistent. 
Fig. 6 plots calculated isotropic polarizability volume vs. experimentally determined 
cross-section for ground state photoionization of all 37 molecular systems at 11.5 eV. A linear 
fit to this data produces a correlation coefficient of r = 0.93 – a highly significant correlation 
and slightly better than that obtained previously with the more limited data set of 27 species.6 
At lower photoionization energies, the same trend is also evident. Photoionization cross-
section data 10.5 eV and 9.5 eV yield correlation coefficients of r = 0.78 and 0.80, 
respectively. Although these values are slightly reduced relative to 11.5 eV, the sample sizes 
are still sufficiently large (32 and 18 molecules) to suggest that a highly significant correlation 
persists as the photon energy is reduced (the sample size decreases as the photon energy no 
longer exceeds the ionization potential for some of the systems under consideration). The data 
in Fig. 6 reinforces the strong link we have suggested previously between increasing 
polarizability volume and larger (low-energy) photoionization cross section. We stress, 
however, that a great deal of additional work is required to establish if the observed trend 
extends consistently in the same manner to even higher values of the polarizability volume, 
applies equivalently to electronically excited states and also persists at further reduced 
ionizing photon energies (as often used in two-colour pump-probe measurements). 
Nevertheless, we feel that our initial findings offer some interesting insights and hope they 
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will serve as a stimulus for future work in this area. The nature of the clear correlations we 
observe may perhaps be rationalized by the fact that both the ionization cross section and the 
isotropic polarizability volume have a similar mathematical dependence on the electronic 
dipole matrix.43 More subtly, however, the electronic dipole matrix elements for α  involve 
the initial ground state wavefunction, the electric dipole operator and an excited state 
wavefunction. A sum is then made over all excited states to evaluate the polarizability 
volume. On the other hand, the electronic dipole matrix elements associated with the 
ionization cross-section incorporate the initial ground state wavefunction, the electric dipole 
operator and the final (ion + free electron) state wavefunction. The photon energy dependent 
nature of the interaction between the outgoing free electron and the ionic core leads to the 
molecular photoionization cross-section evolving rapidly in the region just above the 
ionization onset and exhibiting a maximum which is typically observed at 20-30 eV photon 
energy.44 In spite of these differing factors, it will be interesting in future to see if the 
polarizability volume can provide an heuristic tool with some generality for (at least) 
qualitative discussion of population evolution dynamics in time-resolved ionization 
experiments using low-energy UV probes.  
Within the context of the work presented here, our polarizability vs. cross-section data 
are of considerable significance as the data presented earlier in Fig. 5(d) clearly show an 
extremely large (i.e. order of magnitude or more) difference in the polarizability volumes for 
the 1La/1Lb states vs. the 3s/πσ∗ state at short N-H distances. Initially removing FC and 
excited-state alignment effects from the argument, we therefore (conservatively) suggest that 
the 3s/πσ∗ ionization cross-section is at least an order of magnitude larger than that of the 
1La/1Lb states at the ground state geometry. This implies that if the 3s/πσ∗ state is directly 
excited in the FC region – even very weakly – we would expect to have extremely high 
sensitivity to detecting it in TRPEI measurements. Such an effect is clearly evident in our 
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previous work on aniline and its methyl-substituted derivatives.6 However, as the N-H bond 
extends (and α  decreases), this detection sensitivity will reduce rapidly – particularly as FC 
factors for ionization are then also likely to become more unfavourable at the extended N-H 
geometry. In cases where the 3s/πσ∗ state is only populated via non-adiabatic coupling (for 
which an extended N-H bond is a pre-requisite1) the sensitivity to its detection using 
ionization is likely to be reduced greatly, becoming similar to, or even smaller than the 1La/1Lb 
states. 
V. DISCUSSION 
 The DAS plots shown in Fig. 3 for pump wavelengths of 267 nm and 258 nm 
are in good overall agreement with those previously reported at 273 nm and 249 nm in Paper 
I. The decay lifetimes, shapes and positions of features in the spectra associated with each of 
the three time constants required to accurately fit the data are similar in all cases. Any small 
differences in relative peak amplitudes are due to an energy-dependent transmission 
efficiency of the magnetic bottle spectrometer used in our earlier study. As noted previously, 
the τ1 DAS exhibits significant negative amplitude below 0.6 eV. Since all three exponentially 
decaying functions used in the fit to the raw photoelectron spectra originate from zero pump-
probe delay, this provides a clear indication of the system undergoing sequential dynamics – 
negative amplitude associated with the τ1 DAS in this low energy region is effectively 
compensating for positive amplitude at short delay times associated with a longer-lived 
sequential feature (i.e., one not truly originating from ∆t = 0) described by a different DAS in 
the same energy region. As argued in detail in Paper I, we assign the positive amplitude 
component of the τ1 DAS in the region > 0.6 eV to direct excitation to the 1La state. We also 
attribute the negative amplitude τ1 DAS features to non-adiabatic population transfer between 
the 1La and 1Lb states. Such a mechanism is strongly supported by our own previous 
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theoretical studies and also those of others.1, 13, 45  The τ3 DAS describing the very long-lived 
features in the photoelectron data is then attributable to the 1Lb state. Since the negative τ1 
DAS amplitude does not fully “mirror” the positive amplitude present in the τ3 DAS, we may 
also infer that some of the τ3 signal originates from zero pump-probe delay. This implies that, 
in addition to population via the 1La state, there must also be some direct 1Lb excitation. At 
267 nm the extent of this direct transition to the long-lived state appears more significant than 
at 258 nm – as might be reasonably expected on the basis of absorption band decomposition 
studies performed on indole embedded in solid matrices.46, 47   
Additional support for the 1La/1Lb electronic coupling interaction comes from the PAD 
data: In previous work investigating non-adiabatic dynamics in a range of molecular systems 
we, and others, have argued that the temporal evolution of the PAD provides a sensitive 
signature of the evolution of excited state electronic character.6, 15, 48-50. The DAS plots in Fig. 
3 clearly show that in the region between 0.05-0.30 eV the τ2 spectrum exhibits zero 
amplitude. As such, temporal changes in the photoelectron anisotropy parameter β2 within the 
0.05-0.30 eV region should reflect evolution of the electronic character of the 1Lb state 
exclusively. As evident from Fig. 4(a), β2 is clearly seen to evolve rapidly to larger values in 
this region following excitation at both 267 nm and 258 nm. Fitted exponential rise times 
associated with this process (~100 fs) are also very well-matched to the decay times for β2 
between 0.70-95 eV (Fig. 4(c)). Here the only significant DAS amplitude is in the τ1 
component (see Fig. 3), which is attributed to the 1La state. The complementary rise and fall 
of the photoelectron anisotropy in these two distinct energy regions therefore gives rise to a 
strong signature of the ultrafast non-adiabatic coupling between the two pipi* states. 
The τ2 lifetimes of 1.0 ps (267 nm) and 0.9 ps (258 nm) show an energetic trend (see 
Fig. 7) that is consistent with values reported in Paper I following 273 nm and 249 nm 
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excitation (1.2 ps and 0.7 ps, respectively).  Previously, we assigned the τ2 DAS to decay of 
the 3s/πσ∗ state following <100 fs population from 1La (i.e. a process competing in parallel 
with decay via the 1Lb state).  Pump wavelengths used in this present study were specifically 
chosen to excite indole slightly below or slightly above the experimentally determined 
threshold for direct N-H bond fission on the 3s/piσ* potential surface (263 nm). Following 
258 nm excitation at least some fraction of the 3s/piσ* state population therefore rapidly 
dissociates directly along the N-H stretching co-ordinate. Following 267 nm excitation, 
however, this pathway would seem to be inaccessible. In Paper I we speculated that (for the 
case of 273 nm excitation) this was due to there being insufficient energy to directly 
overcome a small (~0.45 eV) barrier predicted to lie along the N-H coordinate of the 3s/piσ* 
potential surface and that another decay pathway was operating instead.1, 29 However, our 
attempts to locate a conical intersection involving the 3s/piσ* state at constrained N-H bond 
distances proved unsuccessful. From Fig. 7 it is clear that as the excitation wavelength is 
shortened from 273 nm to 249 nm there is a gradually decreasing trend in lifetime that would 
seem to be inconsistent with a shift from (just) below a potential barrier to a fully open 
channel. In addition, 3s/piσ* population being trapped (or even initially prepared) at short N-H 
distances as the dominant 3s character of the state in this region (see Fig. 5) would clearly 
manifest in some region of the observed PAD – i.e. a strong, energetically narrow 
photoelectron peak exhibiting high positive β2 anisotropy (such as that seen in aniline6). The 
fact that such a feature is not present at either pump wavelength leads us to reaffirm that the 
3s/piσ* state is only populated indirectly via non-adiabatic processes and conclude that 
previous estimates of the barrier along the N-H stretching coordinate appear to be too high.  
In light of the above conclusion, it seems that the wavelength-dependent propensity 
for direct N-H bond fission must therefore be mediated by the rate at which the conical 
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intersection connecting the 3s/piσ* and S0 states is traversed. This conical intersection occurs 
at highly extended N-H distances (>1.8 Å) and is well established theoretically.1, 7, 51, 52 
Slower wavepacket motion through this region (corresponding to longer excitation 
wavelengths) would be expected to give rise to enhanced non-adiabatic behaviour (i.e. 
increased population transfer to S0 rather than direct N-H fission). However, this simple 
picture is difficult to reconcile with the fact that our τ2 lifetimes (~1ps) are extremely long in 
the context of an N-H stretching vibration. Others have also observed “long” 3s/piσ* decay 
lifetimes and, very recently, seen extremely similar extended timescales for the concomitant 
H atom elimination in indole following excitation in the 250-260 nm region.12, 53 However, 
this is consistent with the previous observation of isotropic H atom recoil from dissociation 
on the 3s/πσ∗ potential11. This clear lifetime anomaly leads us to consider the possibility that 
the τ2 DAS is therefore not a signature of the 3s/piσ* state, but rather a consequence of 
ultrafast intramolecular vibrational redistribution (IVR) within the 1Lb state (with any 3s/piσ* 
spectral signatures being too weak to see in our data). Sub-picosecond IVR processes have 
previously been reported in several aromatic systems6, 15, 29, 54, 55 and in the present 
experiments we are > 2150 cm−1 above the 1Lb origin56 – considerably higher than 
experimentally determined IVR thresholds reported in other aromatic systems.57, 58  However, 
we have seen no evidence in our previous work that ultrafast IVR processes directly lead to 
any significant PAD evolution.6, 15, 29, 59 The ~1ps rise exhibited by β2 between 0.30-7.0 eV 
(see Fig. 4(b)) is therefore unlikely to originate from an IVR effect and instead may be 
attributed to the 3s/piσ* state decaying and making a reduced contribution to the overall PAD 
in this energy region. We may then be confident that the τ2 DAS – which describes behaviour 
on a similar timescale – must be a signature of the 3s/piσ* state at both pump wavelengths. 
We also note that rapid IVR processes occurring on the 1Lb surface might reasonably be 
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expected to manifest as temporally evolving signatures over the entire 0.05-0.70 eV region. 
The fact that we see no picosecond evolution of β2 between 0.05-0.30 eV provides additional 
evidence to support the 3s/piσ* interpretation. The lack of a picosecond component in this 
region also rules out internal conversion between the 3s/piσ* and 1Lb states as a possible 
alternative decay pathway. 
Finally, the considerable weight of experimental and theoretical evidence presented up 
to now leads us to the following conclusion for the ultimate fate of the 3s/piσ* state of indole: 
Population is prepared non-adiabatically via the optically prepared 1La state at extended N-H 
bond extension (i.e. away from the FC region). At this point the molecule may either undergo 
N-H bond fission (258 nm) and/or internal conversion to S0 (258 & 267 nm). Prior to either 
process occurring, however, population appears to reside on the 3s/piσ* state surface for a 
relatively long period of time (~1 ps), seemingly restricted to large N-H distances while 
“encircling” the upper cone of the conical intersection formed between the 3s/piσ* and S0 
states. A very similar phenomenon has previously been invoked in the A~  state dissociation of 
ammonia60, 61 and analogies have been drawn with the novel “roaming” mechanism first 
reported over a decade ago.62-64 The same idea has also been suggested to explain aspects of 
the excited state dynamics seen in thioanisole,65 methylamine66 and aniline.67, 68 In the 
absence of extensive multi-state dynamics simulations and also specifically targeted 
experimental measurements, the exact details of this process remain an open question for 
now. However, on the basis of the detection sensitivity arguments outlined earlier, the small 
polarizability volume and unfavourable FC factors for ionization of the 3s/piσ* state at 
extended N-H geometries mean that, even though the τ2 DAS amplitude is relatively small, 
our findings offer strong evidence that this pathway may play a significant, and possibly even 




 Time-resolved photoelectron imaging, supported by various ab initio calculations, was 
used to investigate non-adiabatic relaxation in gas-phase indole following excitation at 
267 nm and 258 nm. Our data clearly reveal detailed new dynamical insight and this serves as 
a good illustration of the considerable advantages provided by the highly differential energy- 
and angle-resolved experimental methodology. The decay of the initially prepared 1La state 
occurs in ~100 fs via two parallel competing mechanisms: non-adiabatic coupling to either the 
long-lived 1Lb state or the 3s/piσ* state, which exhibits a subsequent decay lifetime of ~1 ps. 
Both pathways appear to be energetically accessible following excitation at both 258 nm and 
267 nm and, surprisingly, appear to involve population residing on the 3s/piσ* state surface at 
large N-H separations for a relatively long time period (~1 ps) prior to dissociation and/or 
internal conversion. Our findings are also, in part, supported by our calculations tracking the 
rapid and dramatic evolution of the mixed Rydberg-valence character within the 3s/piσ* state 
as the N-H stretching coordinate is extended. This ultimately leads to some important and 
generalized caveats regarding the spectroscopic detection of such mixed Rydberg-valence 
states in a wide range of molecular systems. In particular, their assignment in dynamical 
studies and determining of their overall importance in mediating electronic relaxation in a 
wide range of small “model-chromophore” systems must be considered with great care – 
particularly when less differential experimental approaches than TRPEI are employed. 
Finally, we have further expanded upon some general heuristic observations correlating 
polarizability volume and low-energy photoionization cross-section. This has relevant 
implications for tracking sensitivity in experiments employing photoionization to investigate 
non-adiabatic processes evolving across multiple electronic states, potentially providing a 
useful heuristic aid for qualitative discussion of branching ratios when analysing/interpreting 
data obtained from a wide range of systems. We stress, however, that considerably more work 
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in this area is required to fully establish the general nature of any polarizability 
volume/photoionization cross-section relationship. 
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Table I: Isotropic electronic polarizability volume (α ) for several molecules evaluated using 
































Figure 1: (1 + 1′) photoelectron images at selected pump-probe time delays ∆t following 
indole excitation at 258 nm and ionization at 300 nm. Pump-alone and probe-alone signals 
have been subtracted and the images are 4-fold symmetrised. The right-hand half of the 20 ps 
image shows the result following application of the matrix inversion method described in Ref. 
15. The linear polarization direction of both the pump and probe beams is vertical with 
respect to the images.  
Figure 2: Time-dependent photoelectron spectra of indole obtained following excitation at 
267 nm and 258 nm (with subsequent ionization using a 300 nm probe). The data is 
partitioned into 0.05 eV energy bins. Also shown are the fit to the 258 nm data obtained using 
the procedure described in the main text along with the associated residuals (i.e. the fit 
subtracted from the raw data). Time axes are linear to +500 fs and logarithmic between +500 
fs and +20 ps. The vertical intensity axes are linear and normalized with respect to the most 
intense point in each data set. 
Figure 3: Decay associated spectra (DAS) obtained from a global exponential fit to the data 
presented in Fig. 2. For additional details see the main text. The (1σ) uncertainty in the values 
of τ1 and τ2 are ±10 fs and ±0.1 ps, respectively. The data is partitioned into 0.05 eV bins and 
the vertical arrows denote the predicted maximum photoelectron kinetic energy cut-offs.  
Figure 4: (a)-(c) Anisotropy parameter β2 as a function of pump-probe delay averaged over 
selected photoelectron kinetic energy ranges following indole excitation at 267 nm and 
258 nm. Time axes are linear to +500 fs and then logarithmic between +500 fs and +20 ps. 
Fits were performed over the angular region between 5◦ ≤ θ ≤ 90◦ to eliminate uncertainties 
from the centre-line noise present in the Abel-inverted images. In (c) the plot is truncated at 
250 fs as the signal level in the raw photoelectron data becomes so small that the fit becomes 
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statistically meaningless. (d) Anisotropy parameter β2 as a function of photoelectron kinetic 
energy at zero pump-probe delay (data points) superimposed over the corresponding 
photoelectron spectrum at zero pump-probe delay (grey line). Error bars represent one 
standard deviation. 
Figure 5: Evolution of electronic state properties for the S0 (), 1La (), 1Lb () and 3s/πσ∗ 
() states of indole as a function of N-H bond extension. For additional details, see main text. 
(a) Normalized EOM-CCSD right eigenvector amplitude for the 3s/πσ∗ state, (b) un-
normalized LCAO coefficient of the un-contracted nitrogen 3s basis function within the 
3s/πσ∗ state, (c) isotropic invariant of the excited-state second-moment of the electronic 
charge distribution with respect to the ground state, and (d) isotropic electronic polarizability 
volume. Note that the predicted S0 equilibrium N-H bond length is 1.02 Å and the pipi* and 
3s/piσ* states cross at ~1.2 Å. For more details see Ref 1. 
Figure 6: Ground state photoionization cross-section (at 11.5 eV) vs. isotropic polarizability 
volume for 37 small molecules. Points labelled () use polarizability data from Refs. 30&31 
and points denoted () use polarizability data evaluated as part of the present study (see 
Table I). The experimental cross-section data was taken from Refs 32-40. A linear fit to the 
data yields a correlation coefficient of r = 0.93. 
Figure 7: Exponential decay lifetime τ2 as a function of pump excitation energy. Data 
labelled () are taken from Ref. 1 and data denoted () are from the present study. 
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