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I. INTRODUCTION
In recent years, the use of ultrasonic arrays has increased dramatically due to their flexibility, rapidity and ease of inspection when compared to single element transducers.
Rapid increases in both computing power and storage capacities, and corresponding decreases in cost have paved the way for the development of improved modelling capabilities and imaging algorithms, with notable contributions from [1] [2] [3] .
Some researchers have applied the superior imaging performance of the ultrasonic array to generate images of internal reflectors 4 , the reflectors of interest being defects. However, limitations have been noted (see, for instance 5 ) when the methods are applied to inhomogeneous materials due to the phenomenon of ray path deviation, making effective focusing of the array and hence the sizing and location of defects unreliable in images. In this paper, means of correcting these images are presented, applicable to any inhomogeneous and anisotropic material provided a model exists that accounts for the spatial variation in material properties to allow the computation of delay laws. Although this approach is of broad applicability, it is demonstrated here in the specific context of the non-destructive testing and inspection of austenitic steel welds.
Within the petro-chemical and nuclear industries, austenitic steels are favoured for use in engineering applications, particularly for the fabrication of piping and pressure vessels. They are used for their excellent resistance to corrosion and oxidation 6 , and have demonstrated
In addition to ultrasonics, commonly used techniques for weld inspection include radiograpy, a method that tends be favoured due to the wealth of experience and technical expertise available 8 . Until recently, the capabilities of ultrasonic inspection of austenitic stainless steels were limited due to scattering and beam-steering 9 , phenomena that do not affect radiographic inspection. However, radiography represents a high associated cost of both inspection and downtime for the plant and for this reason, amongst others, a reliable method of ultrasonic inspection of austenitic steel is sought.
Studies of micrographs of welds have revealed that the grains tend to develop curved and elongated shapes in the direction of maximum heat flow, resulting in the formation of an anisotropic inhomogeneous material 11 . Beads that are the result of separate passes are generally visible. Partial melting of the previous passes by the current pass gives rise to epitaxial growth of grains between neighbouring beads. The grains are of the order of a centimetre in length, and since the inspection frequencies are typically 2-5 MHz, the wavelength is comparable to or smaller than the grain dimension. Rays are thus fully exposed to the material anisotropy and follow a curved path as dictated by the orientation of the elastic constants of the material. This phenomenon is known as beam-steering and many studies have sought to fully understand its causes [12] [13] [14] . The other phenomenon of scattering is not dealt with in this paper, where it is assumed that the two phenomena are separable, but further information can be found in the literature, for instance 15 .
Yet further difficulty is introduced by the fact that it is difficult to generalise the microstructure of the weld, being a function of the metallurgical composition of the parent metal and the weld metal, the welding temperature and the physical orientation of the weld during the welding process. If one were to assume the austenitic weld to be isotropic and homogeneous when performing inspections, errors in defect location would be likely to occur. To combat this, the literature has proposed weld models 16 , through which rays are traced in order to improve understanding of wave behaviour within, for instance, austenitic steel V-welds. A concise introduction to this problem is found in Halmshaw 17 .
Using a similar approach based on a simplified weld model originally proposed by Ogilvy 18 , this paper demonstrates the computation of delay laws for a simulated austenitic steel weld in 2D, presents a graphical qualitative treatment of ray properties and then shows examples of their use on signal data collected from full finite element (FE) simulations.
II. THEORY
In this section, the relevant aspects of elastic wave behaviour are reviewed in order to set out the terminology and the underlying fundamentals for the rest of this paper. Readers interested in replicating the ray-tracing model described later would find this section useful.
Those wishing to find a fuller treatment may consult, for example, chapter 2 of Harker 19 .
In an unbounded elastic solid, the propagation of waves causes particles of the medium to become displaced from their resting positions linearly in a cyclical fashion. The phase of the wave is a property that describes where along the displacement cycle is a particular point of this medium. Lines that join points of constant phase describe wavefronts, and the velocity along which these wavefronts propagate is known as the phase velocity c.
A. Bulk wave behaviour
The idea of a group velocity may have first been proposed by Russel 20 , who spoke of the velocity of a group of waves as distinct from the velocity 'of the individual waves of which it is composed'. Though his work was extended by Stokes, it was Lord Rayleigh who eventually specified a relationship 21 between the group velocity V, the wavenumber k, and the angular frequency ω in material waves:
By means of substitution, the following relations were also derived:
Propagating elastic waves in isotropic elastic solids are classed as either longitudinal or transverse. In a longitudinal wave, the particles are given a displacement parallel to the direction of propagation of the phase velocity and in a transverse wave the particles are displaced perpendicularly. These are the only types of propagating waves within an unbounded body. Surface waves are not dealt with in this paper. A third type of wave that is relevant to the wave calculations above the first critical angle is the evanescent wave, which may be generated at an interface (as seen in Sec. II. B). In the case of the evanescent wave, the particles of the medium move periodically and elliptically rather than linearly. In this case, the polarisation vector becomes complex, where the imaginary components represent the phase shift between the motions along the principle axes of the vector.
In this paper, it is assumed that the velocities of bulk waves do not vary with frequency.
Experiments show for such welds that this assumption is reasonable for frequencies below 5MHz (for instance, see chapter 7 of 22 ). Phase and group velocities in the isotropic material are equivalent though in generally anisotropic media, these velocities are neither necessarily the same nor act in the same direction, and the polarisation vector does not, as is the case in isotropic media, lie either parallel or perpendicular to the phase vector.
Here a method of determining wave properties given only the phase vector is summarised.
From this point henceforth the implied index summation convention applies for subscripted i, j, k and l. The following general wave propagation equation relates the stress σ to the displacement vector u, the density ρ and spatial position x:
Hooke's law relates the stresses to the displacements in terms of a matrix of elastic
A general solution to (4) in tensor form is
with p as the unit polarisation vector and k as the vector of the wavenumber. The double derivative of (5) is substituted into the left hand side of (4) to yield
Here, δ ij takes a value of one if i = j and a value of zero when i ≠ j. The number of homogeneous equations, roots and velocities are all equal to the number of spatial dimensions in the system. Given also that c 2 = ω 2 /k 2 , one may simplify (6) thus:
where Γ=C ijkl n j n k , and is called the Green-Christoffel acoustic tensor with n being a vector describing the direction cosines of the wavevector. The numbers of homogeneous equations, roots and velocities are equal to the number of spatial dimensions in the system, and if the eigensystem method is applied to (7), it is found that the (vector of) eigenvalues λ and the 
B. Wave behaviour at an interface
The prediction of properties of waves reflected and refracted from an interface is fundamental to the study of elastic wave propagation. In this paper a review is presented pertaining only to cases involving well-bonded interfaces between solids.
In three dimensional space, three waves are reflected and three are transmitted. In this paper, the approach used by Rokhlin et al. 23 At this point, the remaining unknown quantities are the wave amplitudes and phases. To find these, boundary conditions are enforced to ensure continuity of displacement and stress.
The components of displacement along all three principal axes, the direct stress normal to the boundary and the two components of shear stress that have a component normal to the boundary must sum to zero. These boundary conditions concerning the six waves are 
where superscript β is the wave index and superscript I indicates a property of the incoming wave, the interface is the 12 plane and all waves are in the 13 plane. The components of (10) and (11) pertaining to the incident wave are placed on the other side of the equation, since the properties are known. The unknown values A are taken from the matrix to form a vector ξ, such that q = Qξ (12) where Q represents the terms in the right hand sides of (10) and (11), and q the terms on the left hand side. The matrix is inverted and the problem is solved for ξ. From this, the reflection and transmission coefficients are determined from the moduli and the changes in phase are determined from the arguments. The energy U of the wave varies cyclically with the displacement, but only the mean value normal to the interface is important, and may be calculated from the following formula from Lanceleur et al. 24 :
If evanescent waves are present, the solution of (12) yields complex values of amplitude.
Due to the complex phase slownesses, (13) reveals that evanescent waves transmit no energy but only store it. The 3-component of the resultant phase velocity is entirely imaginary, meaning that the cyclical particle motion amplitude decays exponentially as one moves away from the interface.
III. WELD MODEL
Most butt welds do not change along the welding pass. Therefore the model used here assumes that material properties of a weld cross section do not change with respect to distance along the weld. The grains within the weld cross section are bent due to the way they have solidified during welding. This is the reasoning behind the introduction of the continuously inhomogeneous material.
The exact nature of the weld is unknown. The imaging results in this paper have been derived using a simplified 2D representation of the austenitic weld to mimic the general variation in material properties where the grain structure is ignored. The weldment takes the form of a continuously inhomogeneous V-section between two homogeneous parent metal regions, separated by two straight weld boundaries as illustrated in Fig. 1 . In the weld region, the orientation θ of the crystal z-axis relative to the global y-axis is given by the expression from Ogilvy
where x and y are coordinates in a system whose origin is at the bottom of the weld centreline, T and n are parameters associated with the formation of the orientation structure, D is the distance from the centreline to the bottom corner of the weld, and α the angle that the boundary between the weld and the surrounding material makes with the centreline. Each of the four weld parameters may take a different value for either side of the weld. The orientations produced from this formula take the form illustrated in Fig. 1 . This paper adopts a transversely isotropic weld material used previously by Roberts 25 and whose elastic constants are listed in Table II . All anisotropy is confined to the operating plane, and hence the group and phase velocities lie in the same plane due to material symmetry. The isotropic steel is assigned the properties listed in Table III. To propagate a ray, it is given a starting position (generally within the homogeneous region) and a phase vector. The following procedure is applied to the ray-tracing system within the weld model:
(i) The methods outlined in Sec. II. A. are used to find its group vector and group velocity that determine its travel course and speed.
(ii) The ray is allowed to propagate until it encounters an interface, a guaranteed occurrence due to the enclosed environment.
(iii) If the ray has reached the backwall, it is arrested and treated as an incident wave upon a single interface as described in Sec. II. B., and the appropriate choice of reflected ray completes the evolution process. If a reflected ray of the required mode is not available (the typical reason would be that the critical angle for that mode has been exceeded), the ray terminates.
(iv) If the ray has reached the upper surface or the sides of the model, it is also terminated.
(v) If the ray has reached the weld boundary, then the methods of Sec. II. B. are used but in this case it is a transmitted ray that is sought. If a transmitted ray of the required mode is not available, the ray is terminated.
(vi) When the ray is travelling within an inhomogeneous material, a boundary (let us apply the term 'non-physical' to these boundaries) must be applied after each time step to account for the continuous variation in material properties. The boundary is perpendicular to the gradient of θ at the ray's position after each step, and the ray is treated as though it had crossed through this boundary. The material properties at the incident side of the boundary pertain to those of the ray's position at the previous step, and the properties on the other side to the ray's current position.
The ray path is thus determined by a succession of nonphysical and physical boundaries.
Simulations have been carried out using the finite element (FE) software package ABAQUS 26 to validate the predictions of reflected and transmitted ray properties due to interaction at a single boundary. The verification methods have been described in 27 . Close agreement of the ray properties with the theory has been observed across a variety of cases, including at a boundary between two anisotropic materials of the same elastic constants but different orientation.
IV. DELAY LAW COMPUTATION
To compute the delay laws, which are used to construct and correct the image, one employs Fermat's principle, which applies to any wave propagation, electromagnetic or elastic. In a general medium with spatially varying elastic constants, the time of travel for a ray between A and B is given by
Fermat's principle is that signals travel along a path with a travel time D′ that has a stationary value with respect to variations in the path A-B 28 (usually a minimum, although in principle a maximum is possible). A trial-and-error approach is used for the computation, similar to that proposed in Sec. 3.11 of Červený 29 .
A termination line is constructed within the structure, perpendicularly to the vector joining the ray source to the ray target. Rays propagate from the source and terminate somewhere along this line. The distance along the termination line between the ray intercept and the target is used to select the phase angle at which the next ray is launched. For example, in Fig.   2 , a ray launched at angle  1 terminates below the ray target and a second ray at angle  2 terminates above. Linear interpolation uses the measures of distance d 1 and d 2 to select a phase angle in between the angles of the previous two attempts. This is repeated until the ray locates the target point within a particular margin of error.
When the required ray is found, five properties are assigned to the target point:
(i) H T , the total time taken for the ray to reach the target.
(ii) H P , the change in phase due to interaction with physical and non-physical boundaries, as
given by theory in Sec. II. B.
(iii) H B , a fraction describing the change in ray energy due to interaction with physical and non-phyiscal boundaries. This method is used to generate both the artificial signal data and the delay law data, the latter being used to focus the former via the techniques described in Sec. V. The procedure outlined above can also be applied to half-skip and full-skip inspection types 30 by allowing reflection from the backwall, as illustrated in Fig. 4 . In these cases, the weld is 'unfolded' and the reflected space is drawn below the non-reflected space with the backwall acting as a mirror.
Examples of the graphical representation of the variation of these five properties across the weld model are shown in Fig. 5 for an SV wave that converts to a P wave after reflection at The important elements of the forward model are the propagation and the nature of the interaction with defects, which, for the purposes of this paper, comprises only reflectivity.
Having been reflected from a series of defects, the wave field function W at the receiver position ζ rx can be written as
where the operator P(ζ a , ζ b ) describes the change in wave field properties due to the propagation from ζ b to ζ a and operator R(ζ 1 ) describes the reflectivity of the various image features (defects or the backwall) at position ζ 1 , the original signal being written as W(ζ tx ).
Here, the wave field function comprises data such as wave energy, divergence, phase and time of flight.
If, as is the case in the half-skip inspection mode, there are two reflections, the wave field function is governed by the expression
Two different algorithms are used in this paper. The total focusing method 31   (19) where tx indicates the transmitting element and rx the receiving element.
The Synthetic Aperture Focusing Technique 31 (SAFT), a variation on TFM, processes only those echoes where the sending and receiving element in the array are the same. The SAFT process compromises completeness of data acquisition for a more rapid computation process; it requires n elem summations where n elem is the number of elements in the array, whereas TFM requires ½n elem (n elem -1) summations. The transmit-receive matrices of these algorithms are illustrated in Fig. 6 .
VI. IMAGING WITH THE RAY MODEL

A. Procedure
The (22) where F{B} indicates the Fourier transform of the function B. In the interests of computational efficiency, delay law calculations are performed in two stages: once for the journey towards the defect and once for the journey away from the defect. In this model, uniform and lossless reflectivity at the defect, no change in phase for an SH wave and a change of π for SV and P waves are assumed.
From this point let us assign the superscripts + and -to denote rays travelling towards and away from a defect, and the superscripts s and d to denote signal data and delay law data respectively. Signal data are:
(i) Shifted in time by a factor Ф T ; the difference in time of flight between the signal data and delay law data.
(ii) Adjusted in energy by a factor Ф E ; the total predicted drop in energy. To calculate the total drop in energy due to boundary interaction the H B terms can be multiplied directly but to calculate the total drop in energy due to ray divergence the H D terms must be combined as shown in (23) within the square root.
(iii) Adjusted in phase by Ф P .
Variations on these factors are discussed in Sec. VI.B. The factors are fed into the expression
to yield the amplitude of the image intensity I at a particular point, operating over the full range of frequencies according to (22) .
B. Results
A simulated array containing 32 elements is positioned such that the centre of the nearest element is 31mm from the weld centreline. The weld, whose geometry is illustrated in Fig. 7 , is symmetrical and the weldment is of the materials used previously in Sec. IV. Directivity associated with individual elements has been ignored in this paper.
In Fig. 7 , the results of the imaging of a crack-like defect are shown. The crack, 5.4mm in length, has been modelled as a series of 32 point defects according to the Huygens principle.
The simulated inspection is carried out using SH waves that reflect from the weld backwall without converting to a different mode, before taking the same path back to the receiving element. Both the SAFT and the TFM algorithms are demonstrated with an interrogating frequency of 1.6MHz.
The defect is more accurately located when the delay laws that correspond to the anisotropic weld ('matching' delay laws) have been used in Fig. 7(c) and Fig. 7(e) , where it can be seen that the energy has focused on both tips of the crack. If inhomogeneity and anisotropy of the weld were to be ignored (by using 'isotropic' delay laws), then the peaks of the image response in Fig. 7(b) and Fig. 7(d) do not align properly with either tip of the crack and there is a risk of defect mislocation and potential missizing. In this example, using the appropriate delay laws also has the advantage of producing a sharper focusing of energy about the defect tips. Generally, the SAFT images show a tighter concentration of energy about the tips of the defect but TFM is superior in suppression of spurious image features.
C. Adjusting for amplitude response
It can be seen from (23) that the possibility exists to adjust the generated image to compensate for the different amounts of ultrasonic energy reaching different portions of the weld. In this section, it is suggested that image features that are weak can be enhanced and brought into parity with stronger features. It is also suggested that features lying in an area partially blind to the array can be similarly enhanced. Here the procedure is briefly demonstrated.
In Fig. 8 , using SH waves, TFM images of a weld with six point defects at equally spaced intervals between (-20,10)mm to (30, 10) mm. The image responses from the three defects on the left are predicted to be weaker due to the lower amounts of energy reaching those areas ( Fig. 8(a) ) and poorer array coverage (Fig. 8(b) ). The unadjusted TFM image is shown in Fig.   8 (c) with an attached cross-section at z=10mm. If this image is adjusted to compensate for the different predicted amounts of energy reaching each image point, then this modified energy factor Ф′ E would be used instead, defined in terms of the original energy factor (25) in (24) and would obtain Fig. 8(d) , where it can be seen that the response of the defect farthest to the left has been augmented to match those of the three defects on the right.
It is similarly possible to further adjust the image according to array coverage using the
to modify the energy factor to compensate for the different number of elements n a able to access each image point, resulting in Fig. 8(e) . Here the response of the defect that lies within the weld has been augmented but not to the level of those to the right because of the difference in energy reaching the defects. However, applying both (25) and (26) Table IV .
In theory, this principle could be extended to adjust images according to the predicted change in phase. Though it is not demonstrated here, the phase factor would then become
VII. IMAGING WITH FE SIMULATIONS
The aim of this section is to demonstrate the imaging of a simple defect using the synthetically focused imaging algorithms of Sec. V to process data gathered in finite element simulations via the application of delay laws whose computation was described in Sec. IV.
A. Procedure
A 2D finite element model was built using the software package ABAQUS/Explicit as the inspection environment, using dimensions equivalent to those shown in the previous section.
A FORTRAN routine controlled the specific mesh generation due to the spatially varying properties. The model used here is composed of a grid of quadrilateral and triangular plane strain elements, illustrated in Fig. 9 (a). All elements are square except for those within the vicinity of the weld, where triangular and rectangular elements, whose ratio of height to width is 2.5, are found (see Fig. 9(b) ). The weld model is surrounded on all four sides by a layer of an absorbing material 6.25mm in thickness to eliminate unwanted reflections and to improve the quality of the resulting images. This has been implemented through the use of an absorbing parameter whose value is governed by a cubic expression in terms of the distance from the propagating region, following the guidelines as given by Drozdz et al. 32 In order to satisfy the requirements of the Nyquist sampling criterion, the minimum wavelength is chosen to be double the elemental spacing of the receivers, and since this spacing is 8 elements, then the maximum frequency is f max =c/(16d) where d is the element pitch. Thus, for a longitudinal interrogating signal, the frequency is in the order of 3MHz. 
B. Results
Examples of the resulting images are shown in Fig. 10 . The images show the response from a single point defect located at (-13,27)mm using the SAFT algorithm to focus the signal data from the FE weld model. It is seen that when isotropic delay laws are used, the energy has not focused in the correct place, the image peak being 5.3mm (more than 10 wavelengths distant) from the known location of the defect. If the correct matching delay laws are used, then the image response overlaps with the defect. Thus the technique reported here has the potential to overcome material inhomogeneity in order to correct images with the aim of locating point reflectors.
VIII. CONCLUSIONS AND PERSPECTIVES
Using a previously developed weld model as the inspection environment, this paper has presented an overview of ray-tracing principles through strongly inhomogeneous and complex anisotropic materials. These techniques allow the computation of delay laws applicable to a simulated transducer array. It has been shown that it is possible to predict, from fundamental ray propagation theory, the Fermat path of a ray to reach a particular point, the ray energy, and the coverage of a weld region for a given array. Simulated images of a simple crack-like defect were produced from broadband signals using the computed delay laws. Finally, these laws were used to locate point defects in an FE model. It has been demonstrated that mislocation (which itself may lead to missizing) may occur if the inhomogeneity and the anisotropy are ignored. For image correction, the importance of using delay laws corresponding to the correct material and using laws that represent the inhomogeneous properties of the weld has been emphasised.
Although the work in this paper has been performed in the specific application of the improved inspection of austenitic steel welds, these imaging methods and image correction are of general applicability to other disciplines, such as seismology in oil exploration, and other materials, such as composites, as long as a model of the spatial variation of material properties is provided. Once such a model is provided, these improvements would be ready for implementation in applications involving ray-tracing techniques.
The ray-tracing model has limitations that are to be addressed in future work. The model currently ignores directivity of either the array element or the defects. It is thought that elemental directivity such as that used by Hunter et al. 33 can be implemented and that scattering matrices 34 
