In this paper, we propose a data-driven approach for uncertainty propagation and reachability analysis in a dynamical system. The proposed approach relies on the linear lifting of a nonlinear system using linear Perron-Frobenius (P-F) and Koopman operators. The uncertainty can be characterized in terms of the moments of a probability density function. We demon strate how the P-F and Koopman operators are used for propagating the moments. Time-series data is used for the finite-dimensional approximation of the linear operators, thereby enabling data-driven approach for moment propagation. Simulation results are presented to demonstrate the effectiveness of the proposed method.
I. INTRODU CTION
The problem of uncertainty propagation and quan tification is of interest across the various discipline of science and engineering. Examples include power system, fluid dynamics, robotics, and biological sys tems. In a power system, it is of interest to propagate uncertainty from renewable energy sources, various form of parametric uncertainty as well as uncertainty from the unknown initial state [l]- [3] . Characterizing set of all state that can be reached while incorporating the dynamics of the robot is essential to determine the feasibility of a path planning problem in the robotic application [ 4 ] - [ 6] . The problem of uncertainty prop agation and reachability analysis is complicated due to the nonlinear nature of dynamics involved in these applications. Given the significance of this problem, several approaches are developed to address the uncer tainty quantification problem. Among the most popular methods include Monte-Carlo based simulations, poly nomial chaos, and Sum-of-Square based optimization. Each of these approaches offers some advantages and disadvantages. In this paper, we present some initial results on a novel approach for uncertainty propagation and reach ability analysis in a dynamical system. The proposed approach relies on the linear lifting of a nonlinear system provided by linear Perron-Frobenius (P-F) and Koopman operators. While the P-F operator propagates uncertainty or probability density function under the system dynamics, the Koopman operator propagates observables [7] . These operators, therefore, provide a natural framework for the representation and propa gation of uncertainty. An alternate approach of char acterizing uncertainty is in terms of the moments of the probability density function. We demonstrate how the P-F and Koopman operators can be used for the propagation of moments.
By exploiting duality between P-F and Koopman operator and recent advances made in the data-driven approximation of Koopman operator, we provide an approach for the finite-dimensional approximation of P-F operator [8] - [10] . The finite-dimensional approx imation of these operators is used to approximate the moments and their propagation. In particular, we introduce finite-dimensional approximation of moment propagation operator. The main contributions of the paper are as follows. The application of linear operator theoretic framework is demonstrated for the propa gation of moments and the characterization of the uncertainty. A data-driven approach is proposed for the approximation and propagation of the moments. Ap plication of the developed framework is demonstrated for moments propagation and reachability analysis on three different examples, including biological system and robotics.
II. MOMENT PROPAGATION IN NONLINEAR

SYSTEMS USING LINEAR OP ERATOR
In this section we describe different but equivalent ways of lifting a nonlinear system to infinite dimen sional linear system using linear operators. Consider a discrete-time deterministic dynamical system. (1) where Xt E X and F : X -+ X is assumed to be at least C 1 function (i.e., differentiable function with continuous derivative). The results developed in this paper for uncertainty propagation and reachability analysis through moments can be extended to systems with random perturbations. However we restrict our analysis to deterministic system in this paper. The first approach for lifting the nonlinear dynamics is using Perron-Frobenius (P-F) operator. The P-F operator propagates uncertainty in initial conditions captured through measure or probability density function. The P-F operator on the space of measure is defined as follows.
Definition 1 (P-F operator):
Let M(X) be the space of measures. The P-F operator on the space of measure ]IDF: M(X)-+ M(X) is given by (2) where B E B(X), the Borel-a algebra of X and
Under the assumption that the mapping Fis invertible, the P-F operator ]IDF: L1(X)-+ L1(X) is defined as follows.
where I · I stands for the matrix determinant 1 . The second approach for lifting a nonlinear system is using Koopman operator. The Koopman operator propagates observables or functions and is defined as follows.
Definition 2 (Koopman Operator): Let c 0 (X) be the space of continuous functions. The Koopman operator 1IJF: C 0 (X)-+ C 0 (X) is defined as
The P-F and Koopman operators are dual to each other in the sense that
The duality can be expressed compactly as (1UFh, µ) = (h, JP>Fµ).
(5)
There is a third approach for lifting the finite dimensional nonlinear system to infinite dimensional linear 1 With some abuse of notation we are using the same notation for the P-F operator on the space of measures and functions system using the moment approach. Let µo ( x) be the measure corresponding to the initial density function and [p1 ( x), ... , p K ( x), ... ] be a choice of basis functions with respect to which the moments are computed. Moments of the initial measure µ0 ( x) corresponding to these basis functions are defined as m~ = L Pk(x)dµo(x) = (Pk, µo)x, k = l, ... , K, ... is the linear operator propagating moments. In the following section we outline the procedure for the finite dimensional approximation of Koopman, P-F, and moment operators from the time-series data.
A. Data-Driven Approximation of Linear Operators
For the finite dimensional approximation of linear operators from data we consider projection of the infinite dimensional operators on the finitely many basis functions. We construct the finite dimensional approximation of Koopman operator from data and use it for the propagation of moments. We outline in brief the Extended Dynamic Mode Decomposition (EDMD) algorithm for the approximation of the Koopman and P-F operator. Let the time series data generated by the system (1) is where Yk = F(xk). Let the basis function used for projection is given by Consider any functions cp and ¢ expressed as linear combination of '11 i.e., 
where r is a residual term and arise due to the fact that the action of the Koopman is not closed on the basis functions w(x). Substituting for¢ and¢ in Eq. (6), we obtain w(x?a.=W(y)Ta+r
The objective is to find a matrix K E JRKxK, the finite dimensional approximation of the Koopman such that Ka = a such that residual r is minimized. The problem of determining K can be written as following least square problem min II GK-A IIF K where, II · IIF stands for the Frobenius norm and (7) The above minimization problem admits an analytical solution given by (8) Using the definition of the P-F operator on the space of functions or densities (3), and the duality relation between the Koopman and P-F operator can be used for the finite dimensional representation of the P-F operator. Following (5) and under the assumption that g and h lie in the span of w i.e., g = w Ta and h = w Tb for some constant vectors a and b, we can write where [A]ij = ('Pi, 'Pj) for i = 2, ... , N is a symmetric matrix. We have Let P be the finite dimensional representation of the P-F operator on the basis function, w. Then using (9), we obtain
Since the above is true for all g and h in the span of w(x), we obtain following finite dimensional approximation of the P-F operator in terms of the Koopman The finite dimensional approximation of the Koopman and hence the P-F operator can be constructed from time series data and can be used for the propagation of functions under the action of P-F operator and Koopman operator
The above two approximation of the P-F and Koopman operator can be used to study the finite dimensional propagation of moments as follows:
where, ek is a column vector with all entries zero except for the k th entry equal to one. In the above derivation we have used the fact that K matrix is obtained with w(x) as basis functions and hence 'Pk(x) = w(x)T ek It then follows that
where mt= [ml, ... , mf"]Tis the moment at time t.
Ill. UNCERTAINY PROPAGATION AND
REACHABILITY ANALYSIS USING MOMENT
The evolution of moments using the finite dimensional approximation of linear operator can be used for the purpose of uncertainty propagation and reachability analysis. The moment approach can be used for uncertainty propagation with uncertainty coming from initial condition as well as parametric uncertainty. In particular, for parametric uncertainty propagation, we can consider extended dynamical system with parameter as an additional state as follows. For reachability analysis, one is typically interested in characterizing the set of all states that can be reached starting from given set of initial condition. The set of initial conditions can be described in multiple different ways. From example indicator functions with support on the set of initial conditions in the state space will form a natural choice for describing the reachable set. This problem can again be viewed as uncertainty propagation problem. However since we are interested in determining the reachable set, moments computed w.r.t. locally compact basis functions such as Gaussian radial basis function or indicator function will serve as a appropriate choice for moment propagation.
Let mt be the moment computed with respect to Gaussian radial basis function, w(x), at time t. The reachable set, RSt, at time t can be characterized in terms of the support of the following function i.e.,
RSt = supp(w(x) T A-1 mt)-
This can be explained alternatively as follows. The P-F operator is used to propagate uncertainty in initial conditions. Let 9t ( x) expressed as linear combinations of basis function i.e., 9t ( x) = w ( x) T Wt and characterizing the uncertainty in the system state at time t.
This uncertainty is propagated forward in time using the finite dimensional approximation of the P-F operator as follows:
The uncertainty in system state at time t + 1 can then characterized using 9t+ 1 ( x) expressed in terms of Wt+ 1 as follows:
If the uncertainty in initial condition is characterized using support of function g0 ( x) then the set of states that are reachable at time t + 1 is given by supp(gt+1(x)).
Following relation can be derived between the moment mt ERK and the vector of coefficient Wt ERK,
Hence, the two vectors are related as follows:
IV. SIMULATION 
RESULTS
To validate the methodology presented in the previous sections, simulations on three dynamical systems are performed. For each of these systems, the Koopman matrix is estimated and then Monte-Carlo simulations are performed for moment propagation. The steps necessary for identifying the Koopman matrix are as follows:
1) Define a domain of interest in the state space where the state trajectories are likely to lie in. 2) Randomly select initial conditions in the domain of interest and record trajectories of the state evolution with a pre-specified time step and for a specific time duration. 3) Lift the system by calculating the value of the observables w ( x) for each point on the recorded trajectories. 4) Estimate the Koopman matrix using the procedure outlined in Section II-A. The steps for propagating the moments via Monte-Carlo simulation and the proposed data-driven method using the Koopman matrix are given below:
1) Sample sufficient initial conditions from a given uncertainty set and record the trajectories. 2) Estimate the probability density of the system at each time step based on the samples from the recorded trajectories. 3) Utilize the estimated probability densities to determine the moments at each time step with respect to the dictionary functions. The moment of a PDF with respect to a basis function can be calculated by numerical integration techniques. Note that the calculation of moments for the initial uncertainty set does not need any samples as the PDF is analytically known. 4) Use the equation ( 16) to estimate the moments at each instant progressively from the Koopman matrix. The estimated and the true moments are compared for demonstrating the accuracy. 5) In case of reachability analysis, the moments are used to reconstruct the PDFs and estimate their support as explained in Section III. This is then compared with the PDFs and their support from Monte-Carlo simulation. ode45 in MATLAB is used to simulate the systems and perform the Monte-Carlo simulation. The function rnvksdensit y is used to estimate the PDF from samples at various time instants. The advantage of the proposed method is that once the Koopman matrix is estimated, it can be used for various initial uncertainty sets without the need for more dynamic simulations. Further, the Monte-Carlo simulations typically need much more data than the Koopman estimation as the PDF estimation is data intensive. These make the proposed method 2-3 orders of magnitude faster for moment propagation.
A. Example 1: Simple 2-D system
A simple 2-D system (20,21) is used to provide intuitive understanding of the method.
(20)
The system has a stable equilibrium at (0,0) and the region of interest for this system is a circle around the origin with a radius of 3. 300 points are randomly selected in this region as initial points and the system is simulated from these points with a time step of 0.2s for 1 Os. Based on our experiments, using monomials with degree up to 2 gave good results that minimizes the error in the estimation of Koopman matrix (7) . The state values are normalized by a scaling factor to ensure that the higher degree monomials do not cause numerical issues during Koopman matrix estimation. As the maximum value of each state is 3, a scaling factor of 3 is used and so the observables are:
In order to test the accuracy of moment propagation, an initial uncertainty set of (x1, x2) E (-1.5, -1.1) x (0.4, 0.8) is used. 1000 initial points are randomly chosen in this set and the trajectories are used to calculate the moments at each time instant. Phase portrait plot for a few sample points in the specified uncertainty set is shown in Figure 1 . The moments can be estimated using the Koopman matrix and the initial uncertainty set without using any samples. Figure 2 shows the comparison between the estimated and the true moments.
It can be observed that the estimated moments closely match the true moments with a maximum error N X of 0.02. Furthermore, as the estimated moments did not use any samples and only uses matrix multiplication for propagating the moments, it is extremely fast. For this particular example, the Monte-Carlo simulation and PDF estimation took 2000 ms-2250 ms while the datadriven moment propagation consistently took less than 30 ms with different initial uncertainty sets. This is a speed up of 2-3 orders of magnitude.
B. Example 2: Bi-stable Toggle
Next, we consider a bi-stable toggle switch system as proposed in [11] . This system models the kinetics of the concentration of two proteins which inhibit each other, resulting in two equilibrium points with complementary regions of attraction. The simplest model for this interaction is a two state repression model [11] shown in (22) where the concentration of the two proteins are denoted by XI and x2.
This particular example has 2 equilibrium points -(0.16,2) & (0.161,0.2). The region of interest for this system is (xI, x2) E (0, 2.5) x (0, 2.5) . 300 points are randomly selected in this region as initial points and the system is simulated from these points with a time step of 0.2s for 10s. Based on our experiments, using monomials with degree up to 4 (a total of 15 functions) and a scaling factor of 3 gave good results.
As there are 2 equilibrium points, two different initial uncertainty sets with different shapes are used to verify the data-driven methodology. The two initial uncertainty sets are: -A circle centred at (0.4, 0.8) with radius 0.2, shown in Figure 3 . This set is in the region of attraction of (0.16, 2) -A square given by (1.2, 1.4) x (0.5, 0.7) shown in Figure 5 . This set is in the region of attraction of (2 , 0.161)
The true and estimated moments for both the scenarios are plotted in Figure 4 and Figure 6 . The same Koopman matrix is used for estimating the moments, even though they are in different basins of attraction. Comparing the two plots, it can be observed that different moments dominate the plots as the time advances. In case of Figure 4 , the moments that are expressions of only x2 rise with time (such as x2, X §, ... ) while the moments containing XI decay with time. This implies that the x2 value increases for the samples while XI value decreases and provides an indication of how the system evolves. The reverse is true in Figure 6 . It can be observed that for both the scenarios, the estimated moments closely match the true moments over the entire time with a maximum error of 0.05. Furthermore, for this particular example, the Monte-Carlo simulation (with 1000 samples) and the PDF estimation took around 7500 ms-7900 ms while the data-driven moment propagation consistently took less than 50 ms over with different initial uncertainty sets. This is again a speed up of 2-3 orders of magnitude.
C. Example 3: Dubin Car
The Dubin car model is a classic example of nonholonomic system widely used in robotic motion planning literature. For the high level motion planning 
where Vdx = vdy = 0.6 and b = 2. This system does not have an equilibrium and we are interested in performing a reachability analysis by utilizing the moments to identify the regions where the trajectories of the states will lie after starting from an initial uncertainty set.
The region of interest for this system is (x, y , 0) E (-4, 6) x (-4, 6) x (-1.5, 1.5). 1000 points are randomly selected in this region as initial points and the system is simulated with a time step of 0.2s for 4s. For performing reachability analysis, 1-D Gaussian radial basis functions (RBFs) are used as dictionary functions with their centers equally spaced on the individual axis in the domain of interest. We used 12 RBFs with their centers equally spaced along each axis (a total of 36 dictionary functions). As 1-D RBFs are used, the projection of the reachable set along each axis can be estimated from the dictionary functions.
In order to test the accuracy of proposed data-driven reachability estimation, an initial uncertainty set of a 0.5 -0.5 cylinder of height 2 centered at the origin along the 0-axis with a radius of 1 is used. 3000 initial points are uniformly chosen in this set and the trajectories are used to calculate the moments at each time instant. The initial uncertainty set along with the reachable sets at t = 2s and t = 4s from the Monte-Carlo simulation are shown in Figure 7 . It can be seen from Figure 7 that the range of 0 state decreases with time and tends to converge to a fixed value. Thus, the height of the reachable set decreases as the system evolves. Thus, the probability density function (PDF) of the reachable set projected along the 0 axis will be supported over a smaller region as the system evolves, which increases the peak of the PDF. The next observation is that the range of the x and y states becomes larger with time and so the reachable set spreads out more in the x-y plane as the system evolves. Thus, along these axis, the support of the projected PDF will be increasing over time. Furthermore, the evolution of they-state is faster than the x-state and so the support of the projected PDF along y-axis will be larger than the support along x-axis. Figure 8 plots the true PDF and the PDF estimated from the moments as explained in Section ill for t = Os, 2s and 4s. It can be observed from the plots at t = Os, that the support of the estimated PDF along the x and y axis are conservative with respect to the true PDF-i.e. the support of the estimated PDF is a superset of the true support. This in not observed in the PDF plot of 0 at t = Os as there is a good match between the true and estimated PDF. This mismatch is due to the fact that the dictionary functions are wider along the x and y dimensions compared to the 0 dimension ( around 3 times wider). The support of the initial uncertainty along the x and y directions are not large enough to be well estimated by a linear combination of RBFs that have finite support. Thus, the best approximation is a single RBF function that is scaled to make the bounded area equal to 1. In case of the PDF of 0, the initial support is large enough to be spanned by several RBFs and thus it can be approximated much better.
As the system evolves, the support of x and y increases and so the estimated PDF is able to better approximate the true PDF and its error reduces with time. Furthermore, the error in the estimated support (PDF) of y reduces faster than the error in the support (PDF) of x and this is because the support of y increases faster than x, as explained previously. Conversely, as the support of 0 reduces rapidly as the system evolves, it can be seen that the estimated PDF becomes more erroneous as the system evolves. However, even when the estimated PDF is erroneous, the estimated support is a super-set of the true support. Finally, for this particular example, the Monte-Carlo simulation took around 15 s-15.7 s while the data-driven moment propagation and PDF estimated consistently took less than 120 ms with different initial uncertainty sets. This is a speed up of 2-3 orders of magnitude.
V. CONCLUSIONS AND FUTURE DIRECTION
We presented some preliminary results on the use of linear operator theoretic framework for uncertainty propagation and reachability analysis in dynamical system from time-series data. The proposed method is data-driven and hence does not require detailed system model. Detailed comparison with other model-free methods such as Monte-Carlo on the numerical efficiency of the two approaches will be the topic of future investigation. We are in the process of extending these methods to power systems to analyze how uncertainty due to renewable resources and parametric uncertainty impacts the dynamic performance of the system after a fault.
