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Abstract
We explore the Mellin representation of conformal correlation functions recently
proposed by Mack. Examples in the AdS/CFT context reinforce the analogy between
Mellin amplitudes and scattering amplitudes. We conjecture a simple formula relating
the bulk scattering amplitudes to the asymptotic behavior of Mellin amplitudes and
show that previous results on the flat space limit of AdS follow from our new formula.
We find that the Mellin amplitudes are particularly useful in the case of conformal
gauge theories in the planar limit. In this case, the four point Mellin amplitudes are
meromorphic functions whose poles and their residues are entirely determined by two
and three point functions of single-trace operators. This makes the Mellin amplitudes
the ideal objects to attempt the conformal bootstrap program in higher dimensions.
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1 Introduction
Scattering amplitudes are transition amplitudes between states that describe non-interacting
and uncorrelated particles in the infinite past (in states) and states that describe non-
interacting and uncorrelated particles in the infinite future (out states). This definition
makes sense in Minkowski spacetime, where particles become infinitely distant from each
other in the infinite past and future. Anti-de Sitter (AdS) spacetime has a timelike confor-
mal boundary and does not admit in and out states. Pictorically, one can say that particles
in AdS live in an box and interact forever. Thus, in AdS, we can not use the standard
definition of scattering amplitudes. However, we can create and anihilate particles in AdS
by changing the boundary conditions at the timelike boundary. By the AdS/CFT corre-
spondence [1, 2, 3], the transition amplitudes between this type of states are equal to the
correlation functions of the dual conformal field theory (CFT). This suggests that we should
interpret the CFT correlation functions as AdS scattering amplitudes [4, 5, 6, 7]. In this
paper, we support this view using a representation of the conformal correlation functions
that makes their scattering amplitude nature more transparent.
We shall use the Mellin representation recently proposed by Mack in [8, 9]. 1 The
Euclidean correlator of primary scalar operators
A(xi) = 〈O1(x1) . . .On(xn)〉 , (1)
can be written as
A(xi) =
N
(2pii)n(n−3)/2
∫
dδijM(δij)
n∏
i<j
Γ(δij)
(
x2ij
)−δij (2)
where the integration contour runs parallel to the imaginary axis with Re δij > 0. Moreover,
the integration variables are constrained by
n∑
j 6=i
δij = ∆i , (3)
so that the integrand is conformally covariant with scaling dimension ∆i at the point xi.
This gives n(n − 3)/2 independent integration variables. We give the precise definition of
the integration measure in appendix A. Notice that n(n − 3)/2 is also the number of inde-
pendent conformal invariant cross-ratios that one can make using n points and the number
of independent Mandelstam invariants of a n-particle scattering process. The normalization
1The Mellin representation was used before, for example in [10, 11, 12], but its analogy with scattering
amplitudes was not emphasized.
1
constant N will be fixed in the next section. It is instructive to solve the constraints (3)
using n Lorentzian vectors ki subject to
∑n
i=1 ki = 0 and −k2i = ∆i. Then
δij = ki · kj = ∆i + ∆j − sij
2
, (4)
with sij = −(ki + kj)2, automatically solves the constraints (3).
Mack realized that there is a strong similarity between the Mellin amplitude M(sij) and
n-particle flat space scattering amplitudes as functions of the Mandelstam invariants. In
particular, by studying the Mellin representation (2) of the conformal partial wave decom-
position of the four point function, Mack showed that M(sij) is crossing symmetric and
meromorphic with simple poles at
s13 = ∆k − lk + 2m , m = 0, 1, 2, . . . . (5)
Here, ∆k and lk are the scaling dimension and spin of an operator Ok present in the operator
product expansions O1O3 ∼ C13kOk and O2O4 ∼ C24kOk. Moreover, the residue of the
leading pole (m = 0) is given by the product of the two three point couplings C13kC24k times
a known polynomial of degree lk in the variable γ13 = (s12 − s14)/2. The satellite poles
(m > 0) are determined by the leading one. In other words, the Mellin amplitude M(sij)
obeys exact duality.
In this paper we propose that the Mellin amplitude M(sij) should be taken as the AdS
scattering amplitude. We motivate this proposal with two observations. Firstly, we compute
the Mellin amplitudes M(sij) for several Witten diagrams and obtain expressions resembling
scattering amplitudes in flat space. For example, we find that contact interactions give rise
to polynomial Mellin amplitudes in perfect analogy with flat space scattering amplitudes
(section 2). Notice that the OPE analysis of these Witten diagrams contains primary double-
trace operators with spin l and conformal dimension
∆i + ∆j + l + 2p+O(1/N
2) , p = 0, 1, 2, . . . , (6)
where 1/N2 denotes the coupling constant in AdS [12, 13, 14]. Interestingly, these do not give
rise to poles in M(sij). From (5), at large N , one would expect poles at δij = 0,−1,−2, . . . ,
but these are already produced by the Γ-functions in (2). This suggests that the Mellin
representation is particularly useful for CFT’s with a weakly coupled bulk dual. 2 We also
compute Mellin amplitudes associated with tree level exchange diagrams in AdS and verify
that all poles are associated to single-trace operators dual to fields exchanged in AdS. In
2Usually this corresponds to a large-N expansion of the CFT.
2
section 2.3, we determine the Mellin amplitude of a one-loop diagram in AdS. In this case,
we find that the two particle state exchanged in the loop gives rise to poles of the Mellin
amplitude. These examples suggest that we should think of the Mellin amplitude as an
amputated amplitude.
A particular example, that illustrates the remarkable simplicity of the Mellin amplitudes
is the graviton exchange between minimally coupled massless scalars in AdS5 (∆i = d = 4).
This Witten diagram was computed in [15] in terms of D-functions,
A(xi) ∝ 9D4444(xi)− 4
3x613
D1414(xi)− 20
9x413
D2424(xi)− 23
9x213
D3434(xi)
+
16(x214x
2
23 + x
2
12x
2
34)
3x613
D2525(xi) +
64(x214x
2
23 + x
2
12x
2
34)
9x413
D3535(xi) (7)
+
8(x214x
2
23 + x
2
12x
2
34 − x224x213)
x213
D4545(xi) .
We shall give the precise definition of the D-functions in the next section, but for now it is
enough to know that they are given by a non-trivial integral representation. The result (7)
looks quite cumbersome but the associated Mellin amplitude is a simple rational function,
M(sij) ∝ 6γ
2
13 + 2
s13 − 2 +
8γ213
s13 − 4 +
γ213 − 1
s13 − 6 −
15
4
s13 +
55
2
. (8)
This function only has poles at s13 = 2, 4, 6 contrary to the general expectation (5) of an
infinite series of poles at s13 = 2 + 2m with m = 0, 1, 2, . . . , associated with the energy-
momentum tensor. In this particular case, there is an extra simplification and the residues
vanish for m ≥ 3. Furthermore, notice that the residues of the poles are quadratic polyno-
mials in γ13 as predicted by Mack for spin 2 exchanges.
Secondly, we conjecture that the bulk flat space scattering amplitude T is encoded in the
large sij limit of the Mellin amplitude M(sij) by the simple formula
M(sij) ≈ R
n(1−d)/2+d+1
Γ
(
1
2
∑
i ∆i − d2
) ∞∫
0
dβ β
1
2
∑
i ∆i− d2−1e−β T
(
Sij =
2β
R2
sij
)
, sij  1 , (9)
where Sij = −(Ki +Kj)2 are the Mandelstam invariants of the flat space scattering process
and R is the AdS radius. This formula assumes that all external particles become massless
under the flat space limit. In section 3, we check that this conjecture is consistent with
previous studies [4, 5, 16, 17, 18] of the flat space limit of AdS/CFT. In particular, we
rederive the results of [17] starting from (9). We conclude in section 4 by discussing possible
future applications of the Mellin representation of CFT correlation functions.
3
2 Mellin representation of Witten diagrams
We shall start by computing the Mellin representation (2) of some simple Witten diagrams.
This will illustrate the simplicity of this representation and give us enough intuition to help
us guess its relation to the flat space limit.
The computation of Witten diagrams is significantly simplified by the use of the em-
bedding space formalism [19, 11, 20], which we quickly review. Let us consider Euclidean
AdSd+1 defined by the hyperboloid
X2 = −R2 , X0 > 0 , X ∈Md+2 , (10)
embedded in (d + 2)-dimensional Minkowski spacetime. It is convenient to think of the
conformal boundary of AdS as the space of null rays
P 2 = 0 , P ∼ λP (λ ∈ R) , P ∈Md+2 . (11)
Then, the correlations functions of the dual CFT are encoded into SO(1, d + 1) invariant
functions of the external points Pi, transforming homogeneously with weights ∆i. To recover
the usual expressions in physical Rd we choose the light cone section
P = (P+, P−, P µ) = (1, x2, xµ) , (12)
where µ = 0, 1, . . . , d− 1. This gives
Pij = −2Pi · Pj = (xi − xj)2 . (13)
The basic ingredient required to compute Witten diagrams is the bulk to boundary
propagator which in this notation is simply given by
GB∂(X,P ) =
C∆
R(d−1)/2(−2P ·X/R)∆ =
C∆
R(d−1)/2Γ(∆)
∫ ∞
0
dt
t
t∆e2t P ·X/R , (14)
where
C∆ = Γ(∆)
2pihΓ (∆− h+ 1) , h =
d
2
. (15)
This normalization was obtained from taking the limit of the bulk to bulk propagator [21].
This gives rise to the following normalization of the two-point function
〈O∆(P1)O∆(P2)〉 = C∆
(−2P1 · P2)∆ . (16)
4
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Figure 1: Witten diagram for a tree level n-point contact interaction in AdS.
One can also describe tensor fields in AdS using this language. A tensor field in AdS can
be represented by a transverse tensor field in Md+2,
XAiTA1...Al(X) = 0 . (17)
Covariant derivatives in AdS can be easily obtained from simple partial derivatives in the
flat embedding space. The rule is to take partial derivatives of transverse tensors and then
project into the tangent space of AdS using the projector
UAB = δ
B
A +
XAX
B
R2
. (18)
For example
∇A3∇A2TA1(X) = UB3A3UB2A2UB1A1 ∂B3
(
UC2B2U
C1
B1
∂C2TC1(X)
)
. (19)
2.1 Contact interaction
Let us start by considering the simple Witten diagram in figure 1,
A(Pi) = g
∫
AdS
dX
n∏
i=1
GB∂(X,Pi) , (20)
where g is a coupling constant. Using the representation (14), we obtain the following
expression for the n-point function
A(Pi) = gR
n(1−d)/2+d+1
(
n∏
i=1
C∆i
)
D∆1...∆n(Pi) , (21)
5
where we introduced the D-functions 3
D∆1...∆n(Pi) =
n∏
i=1
1
Γ(∆i)
∫ ∞
0
dt1
t1
t∆11 . . .
∫ ∞
0
dtn
tn
t∆nn
∫
AdS
d(X/R)e−2Q·X/R . (22)
Here, Q =
∑n
i=1 tiPi is a future directed vector in Md+2. As explained in appendix C,
parametrizing AdS with Poincare coordinates it is easy to show that∫
AdS
d(X/R)e−2Q·X/R = pih
∫ ∞
0
dz
z
z−he−z+Q
2/z , (23)
where we recall that h = d/2. Rescaling ti → ti
√
z in (22) the integral over z factorizes and
we obtain
A(Pi) = 2gR
n(1−d)/2+d+1N
∫ ∞
0
dt1
t1
t∆11 . . .
∫ ∞
0
dtn
tn
t∆nn e
−∑i<j titjPij , (24)
where we introduced the normalization constant N given by
2N = pihΓ
(∑n
i=1 ∆i − d
2
) n∏
i=1
C∆i
Γ(∆i)
. (25)
In [10] Symanzik showed that this integral can be written in the form (2) with
M(δij) = gR
n(1−d)/2+d+1 . (26)
We conclude that, as in flat space, tree level contact graphs in AdS give constant scattering
amplitudes. Moreover, we chose the normalization constantN so that the contact interaction
in AdS has the simplest possible Mellin amplitude. We remark that the power of the AdS
radius R in (26) is the correct one to give a dimensionless Mellin amplitude.
We can also consider non-minimal contact diagrams, where the vertex includes covariant
derivatives. Take for example the interaction vertex g1∇Aφ1∇Aφ2 φ3 . . . φn, where φi is the
bulk scalar field dual to the operator Oi. Using the rule (19) one can easily compute the
associated n-point function
A(Pi) = g1R
n(1−d)/2+d−1
(
n∏
i=1
C∆i
)
∆1∆2 [D∆1...∆n(Pi)− 2P12D∆1+1 ∆2+1 ∆3...∆n(Pi)] . (27)
It is also easy to see that a generic interaction vertex with 2N covariant derivatives will give
rise to a n-point function that can be written as a linear combination of terms like
D∆1+Λ1 ...∆n+Λn(Pi)
n∏
i<j
P
λij
ij (28)
3We define the D-functions with the normalization of [15].
6
where Λi and λij are non-negative integers obeying Λi =
∑
j 6=i λij and
∑
i<j λij ≤ N . The
Mellin representation M(δij) for each of these terms is proportional to(
1
2
∑
i ∆i − h
)∑
i<j λij∏
i(∆i)Λi
∏
i<j
(δij)λij , (29)
where we used the Pochhammer symbol (a)b = Γ(a+b)/Γ(a). This function is a polynomial of
degree
∑
i<j λij in the variables δij. Therefore, we conclude that an AdS contact interaction
with 2N covariant derivatives produces a polynomial Mellin amplitude M(δij) of degree N .
As before, there is a striking similarity with flat space scattering amplitudes as functions of
the Mandelstam invariants.
Let us try to make this similarity more precise. Consider the same interaction vertex in
flat spacetime. The vertex contains αij pairs of contracted derivatives acting on the field φi
and the field φj. The total number of derivatives is then 2
∑n
i<j αij = 2N . Assuming that
all particles are massless, the flat space scattering amplitude is
T (Sij) = gN
n∏
i<j
(
Sij
2
)αij
, (30)
where Sij = −(Ki + Kj)2 = −2Ki · Kj are the Mandelstam invariants, and Ki is the
momentum of particle i. Let us now compare this result with the large δij limit of the
M(δij) associated with the same interaction vertex in AdS. From (29) it is easy to see that
the terms that dominate in the large δij limit are the ones with maximal
∑
i<j λij = N .
Then, the rule (19) for the covariant derivative implies that this term is obtained simply by
dropping the projector (18). This gives
A(Pi) ≈ gNRn(1−d)/2+d+1−2N(−2)N
(
n∏
i=1
C∆i(∆i)Λi
)
D∆1+Λ1 ...∆n+Λn(Pi)
n∏
i<j
P
αij
ij , (31)
where Λi =
∑
j 6=i αij. The large sij limit of M(sij) is then given by
M(sij) ≈ gNRn(1−d)/2+d+1−2N
Γ
(
1
2
∑
i ∆i − h+N
)
Γ
(
1
2
∑
i ∆i − h
) n∏
i<j
(sij)
αij . (32)
This suggests the following general relation
M(sij) ≈ R
n(1−d)/2+d+1
Γ
(
1
2
∑
i ∆i − h
) ∞∫
0
dββ
1
2
∑
i ∆i−h−1e−βT
(
Sij =
2β
R2
sij
)
, (33)
where the role of the integral is simply to produce the N -dependent Γ-function in (32).
Notice that the powers of R are consistent with dimensional analysis. We have just shown
7
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Figure 2: Witten diagram for a tree level scalar exchange in AdS.
that (9) is valid for all contact interactions with arbitrary number of derivatives. This is
a very large class of interactions in the sense that other types of diagrams, like exchange
diagrams, can be thought as infinite sums of these. This strongly suggest that (9) is valid
in general. We shall find further evidence for this relation in the following sections. We
guessed (9) using polynomial amplitudes but, in general, the scattering amplitude T will
have singularities and discontinuities. These will give rise to singularities and discontinuities
of the Mellin amplitude.
Finally, we can invert (9) and obtain
T (Sij) = Γ
(
1
2
∑
i
∆i − h
)
lim
R→∞
i∞∫
−i∞
dα
2pii
αh−
1
2
∑
i ∆ieα
M
(
sij =
R2
2α
Sij
)
Rn(1−d)/2+d+1
, (34)
where the integration contour in the α-plane passes to the right of all poles of the integrand.
2.2 Scalar and graviton exchange
Consider the 4pt function associated with the scalar exchange diagram of figure 2. In the
special case where the dimension ∆ of the operator dual to the exchanged scalar satisfies
m = (∆1 + ∆3−∆)/2 ∈ N, the authors of [22] reduced this diagram to the following sum of
D-functions
A(Pi) = g
2R5−d
4∏
i=1
C∆i
m∑
l=1
al(P13)
−lD∆1−l∆2 ∆3−l∆4(Pi) , (35)
with
al =
(∆1)−l(∆3)−l
4
(
∆1+∆3−∆
2
)
1−l
(
∆1+∆3−d+∆
2
)
1−l
. (36)
8
This gives the Mellin amplitude
M(δij) = g
2R5−d
m∑
l=1
al
(∑
i ∆i−d
2
)
−l
(δ13)−l
(∆1)−l(∆3)−l
= g2R5−d
3F2
(
1, 1 + s13−∆
2
, 1 + s13+∆−d
2
; 2 + s13−∆1−∆3
2
, 2 + s13−∆2−∆4
2
; 1
)
(2 + s13 −∆1 −∆3) (2 + s13 −∆2 −∆4) . (37)
This result was derived assuming that (∆1 + ∆3 −∆)/2 was a non-negative integer but the
final expression is valid for general ∆ as we show in appendix C by directly computing the
diagram. Notice that the Mellin amplitude only depends on s13 as expected for a scalar
exchange. 4
We now wish to study the analytic structure of (37). In order to do that, it is convenient
to use the following Mellin-Barnes representation, which we derive in appendix C,
M(sij) =
g2R5−d
Γ
(∑
i ∆i
2
− h
)
Γ
(
∆1+∆3−s13
2
)
Γ
(
∆2+∆4−s13
2
) i∞∫
−i∞
dc
2pii
l(c)l(−c)
(∆− h)2 − c2 , (38)
where
l(c) =
Γ
(
h+c−s13
2
)
Γ
(
∆1+∆3+c−h
2
)
Γ
(
∆2+∆4+c−h
2
)
2Γ(c)
. (39)
Poles in s13 arise from pinching of the integration contour in (38) between two colliding poles
of the integrand. In fact, we can write
M(sij) = −g2R5−d
∞∑
m=0
Rm
s13 −∆− 2m , (40)
with
Rm =
Γ
(
∆1+∆3+∆−d
2
)
Γ
(
∆2+∆4+∆−d
2
)
2Γ
(∑
i ∆i−d
2
) (1 + ∆−∆1−∆32 )m (1 + ∆−∆2−∆42 )m
m!Γ
(
∆− d
2
+ 1 +m
) . (41)
The poles in s13 in (40) appear exactly as predicted in (5).
We shall now consider the flat space limit R→∞ keeping the mass ∆(∆− d)/R2 of the
exchanged particle finite. We want to know the value of the integral (38) for large s13 and
4 For massless fields in AdS5 (∆i = ∆ = d = 4) we obtain the simple result
M(sij) = g
2R5−d
11− 2s13
20(s13 − 6)(s13 − 4) .
Notice that M(sij) ≈ −g2R5−d/(10s13) for large s13 in perfect agreement with the general formula (9) if we
use T (Sij) = −g2/S13 for a massless scalar exchange in flat space.
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∆2 of the same order. One suggestive way of achieving this is to write c = iKR and take the
limit R → ∞ with fixed K, s13/R2 and ∆2/R2. It is important that we consider s13 large
and away from the positive real axis where the Mellin amplitude has poles. A convenient
choice is to consider negative s13. Using the Stirling expansion of the Γ-function we find
l(iKR)l(−iKR)
Γ
(
∆1+∆3−s13
2
)
Γ
(
∆2+∆4−s13
2
) ≈ 2pi|K|R
(
−K
2R2
2s13
)∑∆i
2
−h
e
K2R2
2s13 , (42)
for large R, with fixed K, ∆2/R2 and s13/R
2 < 0. Thus
M(sij) ≈ 2R
3−d
Γ
(
1
2
∑
i ∆i − h
) ∞∫
0
dK
K
(
−K
2R2
2s13
) 1
2
∑
i ∆i−h
e
K2R2
2s13
g2
∆2/R2 +K2
, (43)
where we have used the invariance of the integrand under K → −K. The last expression
becomes
M(sij) ≈ R
3−d
Γ
(
1
2
∑
i ∆i − h
) ∞∫
0
dβ β
1
2
∑
i ∆i−h−1 e−β
g2
−2s13β/R2 + ∆2/R2 , (44)
after the change of integration variable K2 = −2βs13/R2. This is in perfect agreement with
the general formula (9) for the case of a massive scalar exchange with mass ∆2/R2.
The integral (44) can be written in terms of the standard exponential integral function,
M(sij) ≈ −g
2R5−d
2s13
e
− ∆2
2s13 Ei 1
2
∑
i ∆i−h
(
− ∆
2
2s13
)
. (45)
The only singularities of the Mellin amplitude (38) are a series of single poles on the positive
real axis as shown in (40). However, in the limit of large s13, these poles condense and
generate a branch cut along the positive real axis of s13 in (45). Notice that the origin
of this discontinuity in expression (44) was the pole of the scattering amplitude T (S13) at
S13 = ∆
2/R2.
Another instructive example is the Witten diagram in figure 3. The computation of its
associated Mellin amplitude is almost identical to the previous example if one follows the
method explained in appendix C. The result is given by
M(sij) =
g2R5−d
Γ
(
1
2
∑
i
∆i − h
)
Γ
( ∑
i,j∈L
δij
)
Γ
( ∑
i,j∈R
δij
) i∞∫
−i∞
dc
2pii
l(c)l(−c)
(∆− h)2 − c2 , (46)
where L (R) is the group of points that connect to the left (right) interaction vertex in figure
3, and
l(c) =
Γ
(
h+c
2
− 1
2
∑
i∈L
∑
j∈R
δij
)
Γ
(
c−h
2
+ 1
2
∑
i∈L
∆i
)
Γ
(
c−h
2
+ 1
2
∑
i∈R
∆i
)
2Γ(c)
. (47)
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Figure 3: A tree level scalar exchange in AdS contributing to a n-point correlation function.
This shows that the only poles of the Mellin amplitude are at∑
i∈L
∑
j∈R
δij = ∆ + 2m , m = 0, 1, 2, . . . . (48)
Let us introduce ”momentum” ki associated with operator Oi, such that −k2i = ∆i and∑
i ki = 0. Then, if we write δij = ki · kj as in (4), the pole condition reads∑
i∈L
∑
j∈R
δij =
∑
i∈L
∑
j∈R
ki · kj = −
(∑
i∈L
ki
)2
= ∆ + 2m , m = 0, 1, 2, . . . . (49)
This has the suggestive interpretation of the total exchanged ”momentum going on-shell”.
Finally, let us now return to the graviton exchange process discussed in the introduction.
With our conventions, the Mellin amplitude associated with graviton exchange between
minimally coupled massless scalars in AdS5 (∆i = d = 4), is given by
M(sij) = −32piG5R
−3
5
(
6γ213 + 2
s13 − 2 +
8γ213
s13 − 4 +
γ213 − 1
s13 − 6 −
15
4
s13 +
55
2
)
, (50)
where G5 is the Newton’s constant in AdS5 and γ13 = (s12− s14)/2. The large sij limit gives
M(sij) ≈ 96piG5R−3 s12s14
s13
, (51)
in agreement with the result of formula (9) using the scattering amplitude
T (Sij) = 8piG5
S12S14
S13
, (52)
for graviton exchange between minimally coupled massless scalars in flat space [23, 24].
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Figure 4: One-loop Witten diagram contributing to the 4-point correlation function.
2.3 One-loop Witten diagram
It is important to test our main formula (9) beyond tree level diagrams. To this end, we
shall study the 1-loop diagram of figure 4. The associated Mellin amplitude is computed in
appendix D. The result reads
M(sij) =
g2R6−2d
Γ
(∑
i ∆i
2
− h
)
Γ
(
∆1+∆3−s13
2
)
Γ
(
∆2+∆4−s13
2
) i∞∫
−i∞
dc
2pii
l(c)l(−c)q(c) , (53)
where l(c) is given by the same expression (39) as in the tree level exchange and
q(c) =
Γ(c)Γ(−c)
8pihΓ(h)Γ(h+ c)Γ(h− c)
i∞∫
−i∞
dc1dc2
(2pii)2
Θ(c, c1, c2)
((∆− h)2 − c21) ((∆′ − h)2 − c22)
, (54)
with
Θ(c1, c2, c3) =
∏
{σi=±} Γ
(
h+σ1c1+σ2c2+σ3c3
2
)∏3
i=1 Γ(ci)Γ(−ci)
. (55)
Here,
∏
{σi=±} denotes the product over the 2
3 = 8 possible values of (σ1, σ2, σ3). This
one-loop Mellin amplitude is rather long but the fact that it is possible to write it down in
such a closed form is remarkable. Our goal with this example is simply to understand the
singularity structure and the flat space limit of one-loop Mellin amplitudes.
The singularities of M(sij) are simple poles as for the tree level diagrams. This is a
consequence of the discrete spectrum of a field theory in AdS. As before all poles are due
to pinching of the integration contour between two colliding poles of the integrand. Let us
start by finding the singularity structure of q(c). Firstly, we consider the integral over c2
with fixed c1. The integrand has poles at
±c2 = ∆′ − h , ±c2 = h± c± c1 + 2m , m = 0, 1, 2, . . . (56)
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Figure 5: Poles of the integrand in (54) in the complex plane of c2. There are 8 infinite sequences
of poles labeled by non-negative integers m. The integration contour runs along the imaginary axis.
where the several ± are uncorrelated, as shown in figure 5. After performing the integral
over c2 we obtain a function of c1 with poles at
±c1 = ∆′ + 2m± c , ±c1 = h+m , m = 0, 1, 2, . . . (57)
from pinching of the c2-contour and
±c1 = ∆− h , (58)
from the explicit denominator in the integrand of (54). One could also expect poles at
±c ± c1 = h + m for m = 0, 1, 2, . . . , from pinching of the integration contour between
reciprocal sequences of poles. However, these pole collisions happen at integer values of c2
where the integrand has zeros from the factor Γ(c2)Γ(−c2) in the denominator of (55). The
integration over c2 also generates poles at ±c = h + m for m = 0, 1, 2, . . . , but these are
canceled by the explicit factors of Γ(h + c) and Γ(h − c) in (54). Secondly, we perform the
integral over c1. Poles of q(c) are generated by pinching of the c1-integration contour between
the poles (57) and the poles ±c1 = ∆− h. This gives poles at
±c = ∆ + ∆′ − h+ 2m , m = 0, 1, 2, . . . (59)
Now that we know the poles of q(c) the analysis is very similar to the tree level case (38).
The poles of the Mellin amplitude are at
s13 = ∆ + ∆
′ + 2m , m = 0, 1, 2, . . . (60)
13
This corresponds precisely to the twist (i.e. conformal dimension minus spin) of the ”double-
trace” operators 5
O∆↔∂µ1 . . .
↔
∂µl(
↔
∂ν
↔
∂ν)
mO∆′ , (61)
dual to the two-particle states that are propagating between the two interaction vertices in
figure 4.
The flat space limit of the Mellin amplitude (53) can be obtained in a similar fashion to
the tree level example considered in section 2.2. More precisely, if we consider the change of
variables c = iKR and take the large R limit with s13/R
2 fixed and negative to avoid the
poles, we obtain
M(sij) ≈ 2g
2R6−2d
Γ
(∑
i ∆i
2
− h
) ∫ ∞
0
dK
K
(
−K
2R2
2s13
)∑∆i
2
−h
e
K2R2
2s13 q(iKR) . (62)
In fact, matching with our general formula (9) for the flat space limit, with the identification
K2 = −2βs13/R2, we conclude that
T (S13 = −K2) = g2 lim
R→∞
R3−dq(iKR) , (63)
where T (S13) is the scattering amplitude for the corresponding 1-loop diagram in flat space
and the limit is taken keeping the masses ∆2/R2 and ∆′2/R2 of the internal particles fixed.
To check this prediction, we change integration variables in (54) as c1 = iRK1 and
c2 = iRK2 and take the large R limit of the integrand. Given the parity symmetry of the
integrand it is enough to integrate over positive K1 and K2. Using the Stirling approximation
to the Γ-function we obtain the large R behavior,
Θ(iRK1, iRK2, iRK3) ≈ e−piR θ(K1,K2,K3) 2pi|K1K2K3|
R1−4h
∏
{σi=±}
∣∣∣∣∣
3∑
i=1
σiKi
2
∣∣∣∣∣
h−1
2
, (64)
where
θ(K1, K2, K3) =
1
4
∑
{σi=±}
|σ1K1 + σ2K2 + σ3K3| −
3∑
i=1
|Ki| , (65)
is never negative and it is zero if and only if it is possible to make a triangle with sides |K1|,
|K2| and |K3|. The exponential in (64) effectively cuts off the integration region over K1 and
K2 and we obtain,
g2 lim
R→∞
R3−dq(iKR) =
g2
4pih+1Γ(h)
∫ ∞
0
dK1dK2
K1K2 (Area(K1, K2, K))
2h−2
K2h−1
(
∆2
R2
+K21
) (
∆′2
R2
+K22
) . (66)
5This is a schematic representation of the ”double-trace” primary with spin l and dimension ∆+∆′+2m+l.
In appendix F, we give the precise definition of this operator.
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where Area(K1, K2, K3) is the area of a triangle with sides |K1|, |K2| and |K3|. It is zero if
it is not possible to form such a triangle and
Area(K1, K2, K3) =
 ∏
{σi=±}
σ1K1 + σ2K2 + σ3K3
2
 14 (67)
if it is possible.
This should be compared to the expected flat space result
T (S13 = −K2) = g2
∫
Rd+1
dK1dK2
(2pi)2(d+1)
(2pi)d+1δd+1(K1 +K2 +K)(
∆2
R2
+K21
) (
∆′2
R2
+K22
) , (68)
where here Ki denote (d+ 1)-dimensional vectors. The usual way to proceed is to eliminate
one (d+ 1)-dimensional integral using the delta function and keep only one integral over the
independent loop momentum. However, in order to recover the result we got from the flat
space limit of AdS, what we will do is to integrate first over all possible directions of the
vectors K1 and K2 keeping their norm fixed. More precisely, writing∫
Rd+1
dK1dK2 →
∫ ∞
0
dK1dK2K
d
1K
d
2
∫
Sd
dK̂1dK̂2 (69)
we see that expression (68) turns into (66) if∫
Sd
dK̂1dK̂2δ
d+1(K1K̂1 +K2K̂2 +K) =
2pih
Γ(h)
(2Area(K1, K2, K))
d−2
(K1K2K)d−1
. (70)
We derive (70) in appendix E. This concludes the proof that the flat space limit formula (9)
is valid in this one-loop example.
Loop diagrams are often divergent and require renormalization. We should distinguish
between IR and UV divergences. Since UV divergences are local, they are the same in AdS
and in flat space. In our example, the loop integral in (68) is UV divergent for d+ 1 > 4. In
AdS, the UV divergence of the Mellin amplitude comes from the large c1 and c2 integration
region in (54). Therefore, it is still present in (66), which we have just shown that precisely
gives the flat space result. In particular, the formula for the flat space limit is valid for
dimensionally regularized amplitudes. Infrared divergences are more subtle. All Witten
diagrams are IR finite because the AdS radius R acts as an IR cutoff. Then, if a diagram
is IR divergent in flat space, the flat space limit R → ∞ of the corresponding Witten
diagram in AdS gives a particular IR regularization of the flat space diagram. Translating
this regularization scheme to a more standard one like dimensional regularization is not
obvious. On the other hand, the AdS IR regularization is physically sensible and can be
useful in some circumstances [25].
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The example of this section strongly suggests that the flat space limit of AdS/CFT
encoded in the simple formula (9) works at loop level and for massless particles.
3 Flat space limit of AdS
The flat space limit of scattering processes in AdS has been studied previously [4, 5, 16, 17,
18]. In particular, [17] proposed an explicit relation between the CFT four point function
and the bulk 2 → 2 scattering amplitude of the dual fields. The goal of this section is to
show that this relation follows from our main formula (9).
Let us start by briefly reviewing the proposal of [17] for the case of 2→ 2 elastic scattering
of scalar particles. We assume that the bulk theory has an intrinsic length scale `s that
remains finite in the flat space limit R → ∞. Then, the (d + 1)-dimensional flat space
scattering amplitude can be written as
T (Sij) = `
d−3
s T
(
g, sin2
θ
2
, `2sS12
)
, (71)
where T is dimensionless, g denotes all dimensionless parameters of the theory and θ is the
scattering angle given by sin2 θ
2
= −S13/S12. The relation between this scattering amplitude
and the CFT four point function of the dual operators is encoded in a specific Lorentzian
kinematical limit. More precisely, we define the reduced four point function A by dividing
A by the disconnected correlator,
A(Pi) =
C∆1C∆2
(P13 + i)∆1(P24 + i)∆2
A
(
g,
R
`s
, σ, ρ2
)
, (72)
where we have introduced the appropriate i prescription for Lorentzian correlation func-
tions. The reduced four point function A depends on the dimensionless parameters g that
characterize the theory, on the ratio of the AdS radius R to the intrinsic length scale `s and
on two independent conformal invariants, which we choose to be
σ2 =
P13P24
P12P34
, sinh2 ρ =
detPij
4P13P24P12P34
, (73)
where the determinant is taken over i and j. If P12 > 0, P34 > 0 (spacelike) and P3 and P4
are inside the future lighcones of both P1 and P2, then the scaling limit
F(g, σ, ξ) = 1
σ∆1+∆2
lim
R/`s→∞
(
R
`s
)d−2∆1−2∆2
A
(
g,
R
`s
, σ, ρ2 = − `
2
s
R2
1− σ
σ
ξ2
)
, (74)
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is well defined. The main result of [17] was to show that the flat space scattering amplitude
is directly related to F via
F(g, σ, ξ) = (piξ)
3−d
2
Q√σ(1− σ)
∫ ∞
0
dν
ν
(ν
2
)2∆1+2∆2− d+32
K d−3
2
(ξν)iT (g, σ, ν2 + i) , (75)
where
Q = Γ(∆1)Γ(∆2)Γ(∆1 − h+ 1)Γ(∆2 − h+ 1) . (76)
In the remainder of this section we show that (75) follows from our main formula (9).
3.1 Derivation of (75)
We start by rewriting (9) for the present case
M(sij) ≈ (R/`s)
3−d
Γ(∆1 + ∆2 − h)
∫ ∞
0
dβ
β
β∆1+∆2−he−βT
(
g,−s13
s12
, 2s12β
`2s
R2
)
(77)
In order to derive (75) from (77) we need to show that the small ρ behavior of the four point
function is controlled by the large sij behavior of its Mellin amplitude. To see this, we start
from the definition of the Mellin amplitude of the four-point function,
A(Pi) =
N
(2pii)2
∫
d2δijM(δij)
∏
i<j
Γ(δij)(Pij + i)
−δij , (78)
adapted to the Lorentzian regime. The integration contour runs along the imaginary axis of
δij with Re δij > 0. The constraints (3), in the present case, can be solved by
δ12 = δ34 = − is/2 , δ13 = ∆1 − 2− it/2 , (79)
δ14 = δ23 = − iu/2 , δ24 = ∆2 − 2− it/2 , (80)
where s + t + u = 0 and  > 0 is an infinitesimal parameter important to give the correct
integration contour. The integration measure is then given by
1
(2pii)2
∫
d2δij (. . . )→ 1
(4pi)2
∫
dsdtdu δ(s+ t+ u) (. . . ) (81)
Using the asymptotic behavior of the Γ-function we find∏
i<j
|Γ(δij)| ∼ e−pi2 (|s|+|t|+|u|) (82)
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t  0
s  0u  0
s
-t
-u
Figure 6: Parametrization of the two-dimensional integration surface. Any point on the plane
has s + t + u = 0. The region where the integrand of the Mellin representation of the Lorentzian
four-point function does not decay exponentially is shown in light red.
for large s, t and u, up to power corrections. In the Euclidean regime, this guarantees the
convergence of the integral in (78) if M(δij) does not grow exponentially fast at infinity.
Notice that, in the Euclidean regime Pij > 0 and the factor
e−
∑
i<j δij log(Pij+i) (83)
only gives an oscillating phase at large s, t and u. Thus, the integrand decays exponentially
in all directions of the integration plane shown in figure 6, due to the Γ-functions. However,
in the Lorentzian regime appropriate to study the flat space limit, we have P13, P14, P23, P24
all negative. This gives ∣∣e−∑i<j δij log(Pij+i)∣∣ ∼∏
i<j
epiΘ(−Pij)Im δij ∼ epis (84)
for the exponential decay at large s, t and u. In this case, the integrand does not decay
exponentially in the ”physical” region of positive s and negative t and u, as shown in figure
6. In fact, the singularity associated with the flat space limit can be determined from the
region s,−t,−u 1. The integral over this region can be written as∫
dsdtdu δ(s+ t+ u) (. . . )→
∫ ∞
0
ds s
∫ 1
0
dη (. . . ) (85)
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with t = −sη and u = −s(1− η). We can also approximate the integrand for large s,∏
i<j
Γ(δij)(Pij + i)
−δij ≈ −i(4pi)
3
stu
exp
∑
i<j
δij
[
log(δij)− 1− log(Pij + i)
]
(86)
≈ −i
(
4pi
s
)3 ( iηs
2
)∆1+∆2
e
−i s
2
[
η log zz
η2
+(1−η) log (1−z)(1−z)
(1−η)2
]
η(1− η) (P13 + i)∆1(P24 + i)∆2 (87)
where we have introduced the following parametrization of the conformal invariant cross-
ratios
zz =
P13P24
P12P34
, (1− z)(1− z) = P14P23
P12P34
. (88)
The two independent variables z and z (not complex conjugate) are related to the invariants
σ and ρ introduced in (73) by
z = σeρ , z = σe−ρ . (89)
At large s, one can do the integral over η by saddle point. The stationary phase condition
reads
η2s
(1− ηs)2 =
zz
(1− z)(1− z) , (90)
and the expansion of the exponent around the saddle point is
η log
zz
η2
+ (1− η) log (1− z)(1− z)
(1− η)2 = log
zz
η2s
− (η − ηs)
2
ηs(1− ηs) +O
(
(η − ηs)3
)
. (91)
This gives
A ≈ −i4piNC∆1C∆2ηs(1− ηs)
∫ ∞
0
ds
s2
(
iηss
2
)∆1+∆2 √2piηs(1− ηs)
−is e
−i s
2
log zz
η2sM(sij) , (92)
where M(sij) depends on s and ηs via s12 = ∆1 + ∆2 + is ≈ is and s13 = it = −iηs ≈ −iηss,
at the saddle point. The reduced correlator A is enhanced when the phase of the exponential
factor in the integrand of (92) varies slowly. This happens in the kinematical limit of small
ρ. To see this, one just needs to solve the saddle point condition (90) at small ρ,
ηs = σ +
σ2ρ2
2(1− σ) +O(ρ
4) (93)
and replace into the exponential factor
e
−i s
2
log zz
η2s ≈ eisρ2 σ2(1−σ) . (94)
This shows that the small ρ behavior of the four point function is controlled by the large sij
behavior of the Mellin amplitude. At small ρ, we can then write
A ≈ −i4piNC∆1C∆2σ(1− σ)
∫ ∞
0
ds
s2
(
iσs
2
)∆1+∆2 √2piσ(1− σ)
−is e
isρ2 σ
2(1−σ)M(sij) , (95)
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where M(sij) depends on s and σ via s12 ≈ is and s13 ≈ −iσs. More precisely, we consider
the limit ρ→ 0 with fixed ξ given by
ξ2 = −ρ2 σ
1− σ
R2
`2s
. (96)
It is then natural to scale the integration variable s→ sR2/`2s to obtain
A ≈ 4pi
3
2N
C∆1C∆2
√
1− σ
(
iσ
2
)∆1+∆2−1/2 ∫ ∞
0
ds
s
(
R2
`2s
s
)∆1+∆2−3/2
e−is
ξ2
2 M(sij) , (97)
where M(sij) is evaluated at s12 ≈ isR2/`2s and s13 ≈ −σs12. We can now use (77) to replace
the Mellin amplitude by its approximate behavior at large sij,
A ≈ 4pi
3
2N
C∆1C∆2Γ(∆1 + ∆2 − h)
√
1− σ
(
R
`s
)2∆1+2∆2−d(iσ
2
)∆1+∆2−1/2
(98)∫ ∞
0
ds
s
s∆1+∆2−3/2e−is
ξ2
2
∫ ∞
0
dβ
β
β∆1+∆2−he−βT (g, σ, 2isβ) . (99)
This shows that A has the necessary scaling with R/`s to produce a well defined limit in
(74). Moreover, after the rescaling β → β/(2s), we can perform the integral over s and
obtain
F = (piξ)
3
2
−h
2Q√σ(1− σ)
∫ ∞
0
dβ
β
(
iβ
4
)∆1+∆2−h2− 34
Kh− 3
2
(
ξ
√
iβ
)
iT (g, σ, iβ) , (100)
where K is the modified Bessel function of the second kind. Assuming that the scattering
amplitude does not grow exponentially fast at large S12 and that it is analytic for positive
ReS12 and ImS12, the exponential decay of the Bessel function allows us to rotate the
integration contour from β ∈ R+ to iβ ∈ R+. Finally, we can perform the change of variable
iβ = ν2 and precisely recover the result (75).
3.2 From SYM to strings in M10
We can apply our result to the particular case of the 4pt-function of the Lagrangian density
of N = 4 super Yang-Mills. The associated Mellin amplitude is the function
M(g2YM, λ, sij) , (101)
where λ = g2YMN is the ’t Hooft coupling. Then, after including the contribution of the
volume of the 5-sphere, our formula (34) gives the full scattering amplitude for dilaton
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particles in type IIB superstring theory in M10,
T (gs, `s, Sij) = Γ(6) lim
R→∞
R volume(S5)
∫ i∞
−i∞
dα
2pii
eα
α6
M
(
4pigs,
R4
`4s
,
SijR
2
2α
)
(102)
= 120pi3`6s lim
λ→∞
λ3/2
∫ i∞
−i∞
dα
2pii
eα
α6
M
(
4pigs, λ,
√
λ
Sij`
2
s
2α
)
. (103)
where we have used the standard relations
4pigs = g
2
YM ,
(
R
`s
)4
= λ , (104)
between the string coupling gs, the Yang-Mills coupling gYM, the ’t Hooft coupling λ, the
string length `s,and the AdS radius R.
In particular, if we focus on the planar four point function, we can use the type IIB
superstring tree-level dilaton scattering amplitude to obtain the following constraint on the
Mellin amplitude,
lim
λ→∞
λ−1/2
∫ i∞
−i∞
dα
2pii
eα
α6
Mplanar
(
sij =
√
λ
Sij
2α
)
(105)
=
1
N2
pi2
30
(
S13S14
S12
+
S12S14
S13
+
S12S13
S14
)
B
(
S12
4
,
S13
4
,
S14
4
)
,
where S12 + S13 + S14 = 0 and
B(a1, a2, a3) =
3∏
i=1
Γ(1− ai)
Γ(1 + ai)
. (106)
The leading term in the small Sij expansion of (105) is a prediction for the Mellin amplitude
in the supergravity approximation,∫ i∞
−i∞
dα
2pii
eα
α6
lim
λ→∞
MSUGRA
(
sij =
√
λ
Sij
2α
)
√
λ
=
1
N2
pi2
30
(
S13S14
S12
+
S12S14
S13
+
S12S13
S14
)
. (107)
It was shown in [15] that the four point function of the Lagrangian density in the supergravity
approximation is given by the sum, over the 3 channels, of the graviton exchange process
discussed at the end of section 2.2. Therefore, the Mellin amplitude is a sum of 3 terms
like (50) corresponding to the 3 possible channels. Inserting this in (107) we obtain perfect
agreement using the relation 2G5R
−3 = pi/N2.
4 Conclusion
Conformal correlation functions are rather complicated objects. However, they are highly
constrained by locality and the existence of the OPE. These constraints translate into cross-
ing symmetry and meromorphy of the Mellin amplitudes. Moreover, in the case of conformal
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gauge theories in the planar limit,6 all poles of the Mellin amplitudes are associated with
single-trace operators. These properties make the Mellin amplitudes the ideal tools to at-
tempt the conformal bootstrap program in higher dimensions. In particular, in N = 4 SYM
the position of all poles is known since it is given by the spectrum of local single-trace opera-
tors. It is tempting to imagine that the knowledge of all singularities of the Mellin amplitude
plus the constraints of crossing symmetry and factorization of the residues, completely fixes
it. A less ambitious approach is to try to construct four point functions from the knowledge
of two and three point functions of single-trace operators. Notice that, in general, this is
only possible if all two and three point functions of primary operators are known, including
multi-trace operators. However, in the planar limit, all singularities (and their residues) of
the Mellin amplitude are fixed by the two (and three) point function of single-trace operators.
In the Mellin amplitudes the meaning of the CFT constraints is much more transparent.
As an illustrative example, consider the problem studied in [14, 26]. The main result of
[14, 26] was to show that all consistent conformal four point functions of a single-trace
operator O that does not contain any single-trace operator in the OO OPE, are given by
quartic contact graphs in AdS. This result required a rather complicated analysis of the
conformal partial wave decomposition. On the other hand, absence of single-trace operators
in the OPE translates into analyticity of the Mellin amplitude. Moreover, in section 2.1 we
showed that contact interactions in AdS give rise to polynomial Mellin amplitudes, whose
degree is related to the number of derivatives in the interaction vertex. In fact, it is easy to see
that contact interactions generate all possible polynomial Mellin amplitudes. This proves
the main result of [14, 26], up to the intriguing possibility of non-local AdS interactions
associated with analytic but non-polynomial Mellin amplitudes.
There are several open questions worth studying in the future. Firstly, it is natural
to ask what is the Regge limit of the Mellin amplitudes. The analogy with scattering
amplitudes suggests that, for the four point amplitude, it corresponds to large s12 with fixed
s13. However, it is not clear that this controls the Regge limit of the four point function as
defined in [27, 28, 29, 20]. Secondly, it would be very interesting to generalize formula (9)
for the flat space limit to the case of massive external particles in the scattering amplitude.
In particular, this would allow us to relate decay rates of excited string states in flat space
to three point functions non-BPS operators in SYM at large t’Hooft coupling. Another
important generalization, is to define Mellin amplitudes for correlation functions of operators
with spin. This should give a generalization of helicity for conserved currents and tensors.
Finally, the analogy with scattering amplitudes suggests that the Mellin amplitudes satisfy
6More generally, CFT correlation functions dual to tree level processes in AdS gravitational theories.
22
some unitarity bounds. Perhaps, the analysis of [18] can be useful in finding these bounds.
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A Mellin integration measure
The precise definition of the integration measure dδij in (2) was given in [8, 10]. Here, we
quickly review it for completeness. Given a particular solution δ0ij, with positive real part,
of the constraints (3) we can write
δij = δ
0
ij +
1
2
n(n−3)∑
k=1
cij,k sk , (108)
where the real coefficients cij,k = cji,k satisfy
cii,k = 0 ,
n∑
j=1
cij,k = 0 . (109)
We also demand that the
(
1
2
n(n− 3))2 coefficients cij,k with 2 ≤ i < j ≤ n, excepting c23,k,
which may be taken as the independent ones, obey
| det cij,k| = 1 . (110)
The integration measure is then given by
∫
dδij (. . . ) =
∫ i∞
−i∞
1
2
n(n−3)∏
k=1
dsk (. . . ) . (111)
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B Harmonic analysis in hyperbolic space
In the computation on Witten diagrams in Euclidean AdSd+1 it will be convenient to use
a basis of harmonic functions in AdS. In this appendix we briefly summarize the necessary
results. For more details, we refer the reader to [28, 29, 20]. We choose units where R = 1.
An SO(d+ 1, 1) invariant function F (X, Y ) of two points in AdS can be expanded in a basis
of harmonic functions,
F (X, Y ) =
∫ i∞
−i∞
dc
2pii
F̂ (c)Ωc(X, Y ) , (112)
where
Ωc(X, Y ) = N(c)
∫
∂AdS
dP
1
(−2P ·X)h+c(−2P · Y )h−c , (113)
with
N(c) =
Γ(h+ c)Γ(h− c)
2pi2hΓ(c)Γ(−c) . (114)
The function Ωc is an even function of c and satisfies(∇2X + h2 − c2)Ωc(X, Y ) = 0 . (115)
The transform F̂ (c) can be computed from
F̂ (c) =
1
Ωc(Y, Y )
∫
AdS
dX Ωc(X, Y )F (X, Y ) (116)
where Ωc(Y, Y ) can be explicitly computed
Ωc(Y, Y ) =
pihΓ(h)
Γ(2h)
N(c) . (117)
B.1 Bulk to bulk propagator
The bulk to bulk scalar propagator of dimension ∆ is given by
GBB(X, Y ) =
C∆
u∆
2F1
(
∆,
2∆− d+ 1
2
, 2∆− d+ 1,−4
u
)
(118)
=
1
(4pi)h+1/2
∫ i∞
−i∞
dz
2pii
Γ(z)Γ(∆− z)Γ(1
2
− h+ z)
Γ(z + ∆− 2h+ 1)
(u
4
)−z
(119)
where
u = (X − Y )2 (120)
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is the chordal distance in the embedding space Md+2. When computing Witten diagrams, it
will be convenient to use the harmonic space representation of the bulk to bulk propagator,
GBB(X, Y ) =
∫ i∞
−i∞
dc
2pii
1
(∆− h)2 − c2 Ωc(X, Y ) . (121)
We shall now check that (121) is indeed equivalent to (119). This exercise will be useful
to learn some basic techniques necessary to compute Witten diagrams. We start by writing
Ωc(X, Y ) =
1
2pi2hΓ(c)Γ(−c)
∫
∂AdS
dP
∫ ∞
0
dtdt
tt
th+ct
h−c
e2t P ·X+2t P ·Y . (122)
and performing the integral over P . It is convenient to use Poincare coordinates P =
(P+, P−, P µ) = (1, x2, xµ), with lightcone coordinates for the M2 factor of Md+2 = M2×Rd.
The vector T = tX+ tY is future directed in Md+2. It is then convenient to pick coordinates
where it is aligned with (1, 1, 0). Then∫
∂AdS
dP e2T ·P =
∫
Rd
dxe−|T |(1+x
2) =
pih
|T |h e
−|T | . (123)
In the present case, we need∫ ∞
0
dtdt
tt
th+ct
h−c pih
|tX + tY |h e
−|tX+tY | . (124)
Inserting
1 =
∫ ∞
0
dsδ(s− t− t) (125)
and scaling t→ st and t→ st we obtain
pih
∫ ∞
0
ds
s
∫ ∞
0
dtdt
tt
th+ct
h−c sh
|tX + tY |h e
−s|tX+tY |δ(1− t− t) (126)
= pih
∫ ∞
0
ds
s
∫ ∞
0
dtdt
tt
th+ct
h−c
shes(tX+tY )
2
δ(1− t− t) . (127)
After scaling t→ t/√s and t→ t/√s one can perform the integral over s to obtain
2pih
∫ ∞
0
dtdt
tt
th+ct
h−c
e(tX+tY )
2
(128)
This turns the expression for the bulk to bulk propagator into
GBB(X, Y ) = 2pi
h
∫ i∞
−i∞
dc
2pii
f(c)
∫ ∞
0
dtdt
tt
th+ct
h−c
e−(t+t)
2−utt (129)
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We now use the representation
e−utt =
∫
dz
2pii
Γ(z)(utt)−z (130)
and perform the integrals over t and t∫ ∞
0
dtdt
tt
th−z+cth−z−c e−(t+t)
2
=
Γ(h− z)Γ (h− z + c) Γ (h− z − c)
2Γ(2h− 2z) . (131)
This gives
GBB(X, Y ) =
1
2pih
∫
dz
2pii
Γ(z)Γ(h− z)
Γ(2h− 2z) u
−zq(z) (132)
where
q(z) =
∫ i∞
−i∞
dc
2pii
Γ (h− z + c) Γ (h− z − c)
Γ(c)Γ(−c)((∆− h)2 − c2) =
Γ(1
2
+ h− z)Γ(1
2
− h+ z)Γ(∆− z)
2piΓ(z + ∆− 2h+ 1) . (133)
To recover (119) one just needs to use the Legendre duplication formula of the Γ-function.
C Scalar exchange in AdS
In this appendix, we compute the four point function associated to the Witten diagram of
figure 2,
A(Pi) = g
2
∫
AdS
dXdY GB∂(X,P1)GB∂(X,P3)GBB(X, Y )GB∂(Y, P2)GB∂(Y, P4) . (134)
To compute the AdS integrals it is convenient to use the harmonic expansion (121) of the
bulk to bulk propagator. Reintroducing the factors of R, we have
GBB(X, Y ) =
1
Rd−1
∫ i∞
−i∞
dc
2pii
f(c)
∫
∂AdS
dP
∫ ∞
0
dtdt
tt
th+ct
h−c
e2t P ·X/R+2t P ·Y/R , (135)
where
f(c) =
1
2pi2hΓ(c)Γ(−c)
1
(∆− h)2 − c2 . (136)
The correlation function (134) can then be written as
A(Pi) = g
2R5−d
4∏
i=1
C∆i
Γ(∆i)
∫ ∞
0
4∏
i=1
dti
ti
t∆ii
∫ i∞
−i∞
dc
2pii
f(c)
∫ ∞
0
dtdt
tt
th+ct
h−c
(137)∫
∂AdS
dP
∫
AdS
d(X/R)e2(t1P1+t3P3+tP )·X/R
∫
AdS
d(Y/R)e2(t2P2+t4P4+tP )·Y/R .
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The AdS integrals are of the form ∫
AdS
d(X/R)e2Q·X/R (138)
with Q a future directed vector inMd+2. Using Lorentz invariance, we can set Q = |Q|(1, 1, 0)
and X = (X+, X−, Xµ) = R
z
(1, z2 + x2, xµ), with lightcone coordinates for the M2 factor of
Md+2 = M2 × Rd. Then∫
AdS
d(X/R)e2Q·X/R =
∫ ∞
0
dz
z
z−d
∫
Rd
dxe−(1+z
2+x2)|Q|/z (139)
= pih
∫ ∞
0
dz
z
(z|Q|)−he−(1+z2)|Q|/z (140)
= pih
∫ ∞
0
dz
z
z−he−z+Q
2/z , (141)
and we can write the second line of (137) as follows
pi2h
∫ ∞
0
dzdz
zz
(zz)−he−z−z
∫
∂AdS
dPe(t1P1+t3P3+tP )
2/z+(t2P2+t4P4+tP )2/z . (142)
The integral over z can be easily done after scaling the variables t1, t3 and t by
√
z. Similarly
for the integral over z. Thus, the correlation function now reads
A(Pi) = g
2R5−dpi2h
4∏
i=1
C∆i
Γ(∆i)
∫ ∞
0
4∏
i=1
dti
ti
t∆ii e
−t1t3P13−t2t4P24
∫ i∞
−i∞
dc
2pii
f(c)Γ
(
∆1 + ∆3 + c− h
2
)
Γ
(
∆2 + ∆4 − c− h
2
)
(143)∫ ∞
0
dtdt
tt
th+ct
h−c
∫
∂AdS
dPe2P ·(t(t1P1+t3P3)+t(t2P2+t4P4)) .
The integral in the last line is exactly of the same form as the one we encountered in appendix
B.1. It is given by
2pih
∫ ∞
0
dtdt
tt
th+ct
h−c
e(t(t1P1+t3P3)+t(t2P2+t4P4))
2
, (144)
which gives
A(Pi) = g
2R5−d2pi3h
4∏
i=1
C∆i
Γ(∆i)
∫ i∞
−i∞
dc
2pii
f(c)∫ ∞
0
dtdt
tt
th+ct
h−c
Γ
(
∆1 + ∆3 + c− h
2
)
Γ
(
∆2 + ∆4 − c− h
2
)
(145)∫ ∞
0
4∏
i=1
dti
ti
t∆ii e
−(1+t2)t1t3P13−(1+t2)t2t4P24−tt(t1t2P12+t1t4P14+t2t3P23+t3t4P34) .
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Using the identity [10]
2
∫ ∞
0
n∏
i=1
dti
ti
t∆ii e
−∑ni<j titjQij = 1
(2pii)n(n−3)/2
∫
Σn
dδij
n∏
i<j
Γ(δij)(Qij)
−δij , (146)
with Qij > 0, we conclude that
M(δij) = g
2R5−d2pi2h
∫ i∞
−i∞
dc
2pii
f(c)
Γ
(
∆1+∆3+c−h
2
)
Γ
(
∆2+∆4−c−h
2
)
Γ
(∑
i ∆i
2
− h
)
∫ ∞
0
dtdt
tt
th+ct
h−c
(1 + t2)−δ13(1 + t2)−δ24(tt)−δ12−δ14−δ23−δ34 . (147)
(148)
After performing the integrals over t and t one obtains formula (38).
D One-loop diagram in AdS
We would like to show that the Mellin amplitude associated to the 1-loop Witten diagram
of figure 4 is given by equation (53). This 1-loop diagram differs from the tree level diagram
(134) computed in appendix C by the replacement
GBB(X, Y )→ GBB(X, Y )GBB(X, Y ) , (149)
where the two propagators on the right need not have the same dimension. Therefore, if we
assume that
GBB(X, Y )GBB(X, Y ) =
1
R2(d−1)
∫ i∞
−i∞
dc
2pii
q(c)Ωc(X, Y ) , (150)
then all the computations of appendix C can be used with the simple substitution
1
(∆− h)2 − c2 →
1
Rd−1
q(c) (151)
and equation (53) follows.
We shall derive (150) as a particular case of a more general result. From now on we set
R = 1. The problem is to find the harmonic decomposition of the product
F1(X, Y )F2(X, Y ) =
∫ i∞
−i∞
dc
2pii
F̂12(c)Ωc(X, Y ) , (152)
in terms of the harmonic expansion of each factor,
Fi(X, Y ) =
∫ i∞
−i∞
dc
2pii
F̂i(c)Ωc(X, Y ) , i = 1, 2 . (153)
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Inverting (152), we find
F̂12(c) =
1
Ωc(Y, Y )
∫
AdS
dX F1(X, Y )F2(X, Y )Ωc(X, Y ) (154)
=
1
Ωc(Y, Y )
∫ i∞
−i∞
dc1dc2
(2pii)2
F̂1(c1)F̂2(c2)Φ(c1, c2, c) (155)
where
Φ(c1, c2, c3) =
∫
AdS
dX Ωc1(X, Y )Ωc2(X, Y )Ωc3(X, Y ) . (156)
Using the split representation (113) of the harmonic functions, we obtain
Φ(c1, c2, c3)
N(c1)N(c2)N(c3)
=
∫
AdS
dX
∫
∂AdS
3∏
i=1
dPi
(−2Pi ·X)h+ci(−2Pi · Y )h−ci . (157)
We start by performing the integral over X,∫
AdS
dX
3∏
i=1
1
(−2Pi ·X)h+ci (158)
=
pihΓ
(
h+c1+c2+c3
2
)
Γ
(
h+c1+c2−c3
2
)
Γ
(
h+c1+c3−c2
2
)
Γ
(
h+c2+c3−c1
2
)
2Γ(h+ c1)Γ(h+ c2)Γ(h+ c3)P
h+c1+c2−c3
2
12 P
h+c1+c3−c2
2
13 P
h+c2+c3−c1
2
23
.
This cubic AdS integral is well known [30, 29]. We are then left with the following conformal
integral
I123 =
∫
∂AdS
3∏
i=1
dPi
(−2Pi · Y )h−ci
1
P
h+c1+c2−c3
2
12 P
h+c1+c3−c2
2
13 P
h+c2+c3−c1
2
23
. (159)
As explained in appendix A of [29], the strategy to evaluate this type of integrals always
starts by introducing Schwinger parameters to exponentiate the denominators. In the present
case, we start by performing the integral over P3. This gives
I123 =
∫
∂AdS
dP1dP2
P 2h12
W (u) , (160)
where
W (u) =
pih u
3h−c1−c2−c3
2
Γ(h− c3)Γ
(
h+c1+c3−c2
2
)
Γ
(
h+c2+c3−c1
2
) (161)∫ ∞
0
dt1dt2dt3
t1t2t3
t
h+c1−c2−c3
2
1 t
h+c2−c1−c3
2
2 t
c3
3 e
−t1−t2−t3−u t1t2t3 (162)
is a function of the unique invariant
u =
P12
(−2P1 · Y )(−2P2 · Y ) , (163)
29
that can be formed using P1, P2 and Y . Using
e
−u t1t2
t3 =
∫ i∞
−i∞
dz
2pii
Γ(−z)
(
u
t1t2
t3
)z
, (164)
we obtain
I123 =
∫ i∞
−i∞
dz
2pii
pihΓ(−z)Γ(c3 − z)Γ
(
h+c2−c1−c3
2
+ z
)
Γ
(
h+c1−c2−c3
2
+ z
)
Γ(h− c3)Γ
(
h+c1+c3−c2
2
)
Γ
(
h+c2+c3−c1
2
) I12 , (165)
where
I12 =
∫
∂AdS
dP1dP2
P 2h12
(
P12
(−2P1 · Y )(−2P2 · Y )
) 3h−c1−c2−c3
2
+z
(166)
=
pihΓ
(
h−c1−c2−c3
2
+ z
)
Γ
(
3h−c1−c2−c3
2
+ z
) ∫
∂AdS
dP1
(−2Pi · Y )2h (167)
=
pi2hΓ(h)Γ
(
h−c1−c2−c3
2
+ z
)
Γ(2h)Γ
(
3h−c1−c2−c3
2
+ z
) . (168)
The integral over z is precisely of the form of Barnes’ second lemma,∫
dz
2pii
Γ(−z)Γ(c3 − z)Γ
(
h+c2−c1−c3
2
+ z
)
Γ
(
h+c1−c2−c3
2
+ z
)
Γ
(
h−c1−c2−c3
2
+ z
)
Γ
(
3h−c1−c2−c3
2
+ z
) (169)
=
Γ
(
h+c2−c1−c3
2
)
Γ
(
h+c1−c2−c3
2
)
Γ
(
h−c1−c2−c3
2
)
Γ
(
h+c2−c1+c3
2
)
Γ
(
h+c1−c2+c3
2
)
Γ
(
h−c1−c2+c3
2
)
Γ(h)Γ(h− c1)Γ(h− c2) .
This gives
I123 =
pi3hΓ
(
h+c2−c1−c3
2
)
Γ
(
h+c1−c2−c3
2
)
Γ
(
h−c1−c2−c3
2
)
Γ
(
h−c1−c2+c3
2
)
Γ(2h)Γ(h− c1)Γ(h− c2)Γ(h− c3) (170)
and
Φ(c1, c2, c3)
N(c1)N(c2)N(c3)
=
pi4h
2Γ(2h)
∏
{σi=±} Γ
(
h+σ1c1+σ2c2+σ3c3
2
)∏3
i=1 Γ(h+ ci)Γ(h− ci)
. (171)
Using (114) we obtain
Φ(c1, c2, c3) =
1
16pi2hΓ(2h)
Θ(c1, c2, c3) , (172)
with Θ(c1, c2, c3) given by equation (55). Finally, we conclude that
F̂12(c) =
Γ(c)Γ(−c)
8pihΓ(h)Γ(h+ c)Γ(h− c)
∫ i∞
−i∞
dc1dc2
(2pii)2
F̂1(c1)F̂2(c2)Θ(c1, c2, c) . (173)
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Figure 7: On the left, we sketch the intersection of two d-spheres of radius K1 and K2 and whose
centres are separated by a distance K3. The radius of the resulting (d−1)-sphere is r. On the right,
we zoom into the upper vertex of the triangle on the left and give the spheres a finite thickness .
It is easy to see that the area of the intersection is given by 2/ sinα3.
E Angular integral
The goal of this appendix is to compute the integral
I(K1, K2, K3) =
∫
Sd
dK̂1dK̂2δ
d+1(K1K̂1 +K2K̂2 +K3K̂3) , (174)
where K̂i ∈ Sd and Ki > 0. The integral I(K1, K2, K3) is invariant under permutations of
its arguments. This is obvious from∫
Sd
dK̂1dK̂2dK̂3δ
d+1(K1K̂1 +K2K̂2 +K3K̂3) = VSd I(K1, K2, K3) , (175)
where VSd is the volume of the d-dimensional sphere. Another way to write our integral is
I(K1, K2, K3) =
∫
Rd+1
dKdK ′
δ(|K| −K1)δ(|K ′| −K2)δd+1(K +K ′ +K3K̂3)
(K1K2)d
(176)
=
1
(K1K2)d
∫
Rd+1
dKδ(|K| −K1)δ(|K +K3K̂3| −K2) . (177)
The first delta-function in (177) says that K lays on the d-sphere of radius K1 centred at
the origin and the second delta-function says it belongs to the d-sphere of radius K2 centred
at the point −K3K̂3 (see figure 7). It is then clear that I(K1, K2, K3) vanishes if it is not
possible to form a triangle with sides K1, K2 and K3. Naively, the answer would be given
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by the volume of the (d− 1)-sphere defined by the intersection of the two d-spheres,∫
Rd+1
dKδ(|K| −K1)δ(|K +K3K̂3| −K2)→ VSd−1rd−1 (178)
where r is the radius of the (d− 1)-sphere as shown in figure 7 and is given by
r =
2Area(K1, K2, K3)
K3
, (179)
with
Area(K1, K2, K3) =
1
4
√
2K21K
2
2 + 2K
2
1K
2
3 + 2K
2
2K
2
3 −K41 −K42 −K43 (180)
being the area of the triangle formed by K1, K2 and K3. This gives
I(K1, K2, K3)→ VSd−1
(2Area(K1, K2, K3))
d−1
(K1K2K3)d
K3 , (181)
which can not be correct because it does not respect the full permutation symmetry of I.
In fact, we were not careful about the induced measure on the (d − 1)-sphere. To see the
problem, consider a regulated version of the delta-functions in (177),
δ(t)→ δ(t) =
{
1/ , |t| ≤ /2
0 , |t| > /2 (182)
The integral in (177) is then given by the (d + 1)-dimensional volume of the intersection
of two thin d-spheres with thickness , divided by 2. As depicted in figure 7, the result is
not simply the volume of the (d − 1)-sphere because, in general, the two d-spheres do not
intersect perpendicularly. However, this effect is very easy to take into account and it only
gives an extra factor of 1/ sinα3 (see figure 7). The right answer is then
I(K1, K2, K3) = VSd−1
(2Area(K1, K2, K3))
d−1
(K1K2K3)d
K3
sinα3
(183)
=
2pi
d
2
Γ
(
d
2
) (2Area(K1, K2, K3))d−2
(K1K2K3)d−1
. (184)
F Primary double-trace operators
The conformal algebra is [31]
[D,Pµ] = iPµ , [D,Kµ] = −iKµ , [Kµ, Pν ] = 2i(ηµνD − Lµν) ,
[Kρ, Lµν ] = i(ηρµKν − ηρνKµ) , [Pρ, Lµν ] = i(ηρµPν − ηρνPµ) , (185)
[Lµν , Lρσ] = i(ηνρLµσ + ηµσLνρ − ηµρLνσ − ηνσLµρ .)
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A primary operator O of dimension ∆ is defined by
DO = i∆O , KµO = 0 . (186)
We now wish to construct new primaries by taking the normal ordered product of descendants
of two primaries O1 and O2. At dimension ∆1 + ∆2 + k we have a large number of possible
operators. For example, at k = 2 we have
PµPνO1O2 , PµO1 PνO2 , O1 PµPνO2 . (187)
The dimension N(k) of this vector space at level k is
N(k) =
k∑
m=0
(m+ d− 1)!
m!(d− 1)!
(k −m+ d− 1)!
(k −m)!(d− 1)! . (188)
This vector space can be decomposed into primary operators and descendants of primaries
with lower k. For k = 2 we have
PµPν [O1O2](0) , Pµ [O1O2](1)ν , [O1O2](2)µν . (189)
where [O1O2](k)µ1...µk denotes a primary at level k. At general level k we find the decomposition
N(k) =
k∑
m=0
(m+ d− 1)!
m!(d− 1)! Np(k −m) , (190)
where Np(k) is the dimension of the vector space of primaries at level k. Comparing (188)
with (190) we conclude that
Np(k) =
(k + d− 1)!
k!(d− 1)! . (191)
This is precisely the number of components of a symmetric tensor with k indices. We can
further split this tensor into irreducible representations of the rotation group SO(d) (basically
by removing traces). We conclude that the primary double-trace operators are labeled by
the spin l ≥ 0 (totally symmetric and traceless tensor with l indices) and the dimension
∆1 + ∆2 + 2n + l, where n ≥ 0 is directly related to the number of traces. Our counting
argument shows that there is only one primary for each label (n, l).
The explicit form of these primary operators is the following
V α1...αl [O1O2](2n+l)α1...αl =
∑
k1,k2,u1,u2,m≥0
k1+k2=l, u1+u2+m=n
T (k1, k2, u1, u2,m) a(k1, k2, u1, u2,m) , (192)
where T (k, l − k, u1, u2,m) is given by
V α1...αl Pα1 . . . PαkPµ1 . . . Pµm(P
2)u1O1 Pαk+1 . . . PαlP µ1 . . . P µm(P 2)u2O2 , (193)
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with the tensor V α1...αl traceless and symmetric. The conformal dimension of this operator
is easily found from the commutation relations,
D [O1O2](2n+l)α1...αl = i(∆1 + ∆2 + 2n+ l) [O1O2]
(2n+l)
α1...αl
, (194)
independently of the coefficients a(k1, k2, u1, u2,m). The condition
Kµ [O1O2](2n+l)α1...αl = 0 (195)
determines the coefficients a(k1, k2, u1, u2,m). Finding the solution to the general case is a
non-trivial task. However, in the minimal twist case (n = 0) the equations simplify and we
can write the coefficients b(k) ≡ a(k, l − k, 0, 0, 0) in closed form. First consider the action
of Kµ on a descendent,
KµPα1 . . . PαkO1 = 2
k∑
s>r≥1
ηαrαsPµPα1 . . . P̂αr . . . P̂αs . . . PαkO1 (196)
− 2(∆1 + k − 1)
k∑
r=1
ηµαrPα1 . . . P̂αr . . . PαkO1 ,
where P̂ν denotes that Pν does not appear in the list. Using this result, it is easy to see that
V α1...αlKµ [O1O2](l)α1...αl = −2V α2...αlµ (197)
l∑
k=1
(
k(∆1 + k − 1)b(k) + (l − k + 1)(∆1 + l − k)b(k − 1)
)
Pα2 . . . PαkO1 Pαk+1 . . . PαlO2 .
Setting this to zero provides a recursion relation for the coefficients b(k). The unique solution,
up to normalization, is
b(k) =
(−1)k
Γ(k + 1)Γ(l − k + 1)Γ(∆1 + k)Γ(∆2 + l − k) . (198)
This generalizes the result of [32] which analyzed the case when O1 = O2 is a massless free
scalar field.
References
[1] J. M. Maldacena, “The large N limit of superconformal field theories and
supergravity,” Adv. Theor. Math. Phys. 2 (1998) 231–252, arXiv:hep-th/9711200.
[2] S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, “Gauge theory correlators from
non-critical string theory,” Phys. Lett. B428 (1998) 105–114, arXiv:hep-th/9802109.
34
[3] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2 (1998)
253–291, arXiv:hep-th/9802150.
[4] J. Polchinski, “S-matrices from AdS spacetime,” arXiv:hep-th/9901076.
[5] L. Susskind, “Holography in the flat space limit,” arXiv:hep-th/9901079.
[6] S. B. Giddings, “The boundary S-matrix and the AdS to CFT dictionary,” Phys. Rev.
Lett. 83 (1999) 2707–2710, arXiv:hep-th/9903048.
[7] S. B. Giddings, “Flat-space scattering and bulk locality in the AdS/CFT
correspondence,” Phys. Rev. D61 (2000) 106008, arXiv:hep-th/9907129.
[8] G. Mack, “D-independent representation of Conformal Field Theories in D dimensions
via transformation to auxiliary Dual Resonance Models. Scalar amplitudes,”
arXiv:0907.2407 [hep-th].
[9] G. Mack, “D-dimensional Conformal Field Theories with anomalous dimensions as
Dual Resonance Models,” arXiv:0909.1024 [hep-th].
[10] K. Symanzik, “On Calculations in conformal invariant field theories,” Lett. Nuovo
Cim. 3 (1972) 734–738.
[11] V. K. Dobrev, V. B. Petkova, S. G. Petrova, and I. T. Todorov, “Dynamical
Derivation of Vacuum Operator Product Expansion in Euclidean Conformal Quantum
Field Theory,” Phys. Rev. D13 (1976) 887.
[12] H. Liu, “Scattering in anti-de Sitter space and operator product expansion,” Phys.
Rev. D60 (1999) 106005, arXiv:hep-th/9811152.
[13] L. Cornalba, M. S. Costa, J. Penedones, and R. Schiappa, “Eikonal approximation in
AdS/CFT: Conformal partial waves and finite N four-point functions,” Nucl. Phys.
B767 (2007) 327–351, arXiv:hep-th/0611123.
[14] I. Heemskerk, J. Penedones, J. Polchinski, and J. Sully, “Holography from Conformal
Field Theory,” JHEP 10 (2009) 079, arXiv:0907.0151 [hep-th].
[15] E. D’Hoker, D. Z. Freedman, S. D. Mathur, A. Matusis, and L. Rastelli, “Graviton
exchange and complete 4-point functions in the AdS/CFT correspondence,” Nucl.
Phys. B562 (1999) 353–394, arXiv:hep-th/9903196.
[16] M. Gary, S. B. Giddings, and J. Penedones, “Local bulk S-matrix elements and CFT
singularities,” Phys. Rev. D80 (2009) 085005, arXiv:0903.4437 [hep-th].
35
[17] T. Okuda and J. Penedones, “String scattering in flat space and a scaling limit of
Yang-Mills correlators,” arXiv:1002.2641 [hep-th].
[18] A. L. Fitzpatrick, E. Katz, D. Poland, and D. Simmons-Duffin, “Effective Conformal
Theory and the Flat-Space Limit of AdS,” arXiv:1007.2412 [hep-th].
[19] P. A. M. Dirac, “Wave equations in conformal space,” Annals Math. 37 (1936)
429–442.
[20] J. Penedones, “High Energy Scattering in the AdS/CFT Correspondence,”
arXiv:0712.0802 [hep-th].
[21] I. R. Klebanov and E. Witten, “AdS/CFT correspondence and symmetry breaking,”
Nucl. Phys. B556 (1999) 89–114, arXiv:hep-th/9905104.
[22] E. D’Hoker, D. Z. Freedman, and L. Rastelli, “AdS/CFT 4-point functions: How to
succeed at z-integrals without really trying,” Nucl. Phys. B562 (1999) 395–411,
arXiv:hep-th/9905049.
[23] B. M. Barker, S. N. Gupta, and R. D. Haracz, “One-Graviton Exchange Interaction of
Elementary Particles,” Phys. Rev. 149 (1966) 1027–1032.
[24] S. R. Huggins and D. J. Toms, “One graviton exchange interaction of nonminimally
coupled scalar fields,” Class. Quant. Grav. 4 (1987) 1509.
[25] C. G. Callan, Jr. and F. Wilczek, “INFRARED BEHAVIOR AT NEGATIVE
CURVATURE,” Nucl. Phys. B340 (1990) 366–386.
[26] I. Heemskerk and J. Sully, “More Holography from Conformal Field Theory,” JHEP
09 (2010) 099, arXiv:1006.0976 [hep-th].
[27] L. Cornalba, M. S. Costa, and J. Penedones, “Eikonal Approximation in AdS/CFT:
Resumming the Gravitational Loop Expansion,” JHEP 09 (2007) 037,
arXiv:0707.0120 [hep-th].
[28] L. Cornalba, “Eikonal Methods in AdS/CFT: Regge Theory and Multi-Reggeon
Exchange,” arXiv:0710.5480 [hep-th].
[29] L. Cornalba, M. S. Costa, and J. Penedones, “Eikonal Methods in AdS/CFT: BFKL
Pomeron at Weak Coupling,” JHEP 06 (2008) 048, arXiv:0801.3002 [hep-th].
36
[30] D. Z. Freedman, S. D. Mathur, A. Matusis, and L. Rastelli, “Correlation functions in
the CFT(d)/AdS(d+ 1) correspondence,” Nucl. Phys. B546 (1999) 96–118,
arXiv:hep-th/9804058.
[31] P. Di Francesco, P. Mathieu, and D. Senechal, “Conformal field theory,”. New York,
USA: Springer (1997) 890 p.
[32] A. Mikhailov, “Notes on higher spin symmetries,” arXiv:hep-th/0201019.
37
