For one and two spatial dimensions, we show the existence of the scattering operators for the nonlinear Schrödinger equation with exponential nonlinearity in the whole energy spaces.
Introduction
In this paper we study the existence of the scattering operators in energy spaces for the nonlinear Schrödinger equation (NLS):
where u(t, x) is a complex valued function of (t, x) ∈ R 1+n , i = √ −1, u t = ∂u/∂t, u = for some λ, μ > 0, cosh v = (e v + e −v )/2. For convenience, we say that H 1 is the energy space for NLS. We will show that the scattering operators for Eq. (1.1) with the nonlinearity as in (1.2) are well defined and bijective in the energy spaces. If f (u) is a power function, say f (u) = |u| α u, a large amount of work has been devoted to the study of the scattering theory of the nonlinear Schrödinger equation; cf. [2, 5, 7, 8, 14, 18, 19, 23, 25, 29, 30] . If n 3 and α is a subcritical power in H 1 , i.e., 4/n < α < 4/(n − 2), the energy scattering was obtained by Ginibre and Velo [7, 8] and Tsutsumi [25] . Bourgain [2] considered the critical NLS with f (u) = |u| 4/(n−2) u in three and four spatial dimensions and obtained the existence of the scattering operators in energy spaces for the radial solutions, where a new method so-called "separation of localized energy" was invented (Grillakis [9] gave a different approach which recovered the global well-posedness for the smooth radial solutions in 3D). Applying this argument and setting up a new Morawetz-type inequality, Nakanishi [18, 19] was able to show the energy scattering in one and two spatial dimensions for 4/n < α < ∞. Recently, Colliander, Keel, Staffilani, Takaoka and Tao [5] developed the localization techniques in both physical and frequency spaces. By establishing a frequency-localized interaction Morawetz-type estimate, they obtained the energy scattering for the critical NLS in three spatial dimensions and removed the radial assumption in [2] ; one can consult their paper for details. Recently, Ryckman and Visan have generalized their work to higher spatial dimensions; cf. [21, 26] . The regularity of the scattering operator was also shown in [2, [5] [6] [7] 29] .
If the nonlinearity has the exponential growth, Nakamura and Ozawa [16] considered the small data scattering for NLS in the critical space H n/2 . Nakamura and Ozawa [17] , Wang [30] showed that the scattering operator carries a band in H s into H s for s n/2. We will use Bourgain's localization arguments (separation of localized mass) to study the energy scattering of Eq. (1.1) with the nonlinearity as in (1.2) . In order to state our results more precisely, we will use Taylor's expansion of f (u) and consider a generalized version of f (u):
Taking λ k ≡ λ and λ k k = λ 2k k!/(2k)! for n = 1 and n = 2, respectively, we then get the nonlinearity as in (1.2). We denote
The solution of (1.1) with the nonlinearity as in (1.3) and initial value u 0 at t = t 0 formally satisfies the conservations of mass and Hamiltonian: For convenience, we also write
The scattering operator of NLS (1. For any 0 < E < ∞, we denote
The following is our main result.
for some small constant c that is independent of E. Then the scattering operator S :
It is easy to see that condition (1.9) covers the nonlinearity as in (1.2). Indeed, λ k ≡ λ for n = 1, and λ k = λ 2 (k!/(2k)!) 1/k → 0 for n = 2. Hence, we have Corollary 1.2. Let n = 1, 2, 0 < E < ∞, 0 < λ, μ < ∞. Let f (u) be as in (1.2) . Then the scattering operator S :
If n = 2, we see that Theorem 1.1 also contains f (u) = μ(e λ|u| 2 − 1 − λ|u| 2 )u, 0 < λ c/E 2 , as a special case. In one spatial dimension, the growth of the nonlinearity in Theorem 1.1 is not optimal. In fact, Theorem 1.1 also holds for a class of more general functions and we have the following: 1
for some continuous function P : [0, ∞) → [0, ∞). Then the scattering operator S :
It is easy to see that condition (1.2a) covers f (u) = μ(e λ|u| m − 1)u, m 6, λ, μ > 0, as a special case.
Roughly speaking, the exponential nonlinearity in two spatial dimensions is critical in H 1 , which corresponds to the limit case in Sobolev embedding; cf. [16] . But it seems necessary to make a delicate difference between the exponential growth orders for the nonlinearities. Let us compare the nonlinearity f (u) in (1.2) with
which corresponds to the cases
3), respectively. Due to lim k→∞ λ k = 0 in the former case, we see that the growth of f (u) as in (1.2) is slower than that off (u) as in (1.2b). In the latter case, by Theorem 1.1 we need λ c/E 2 to guarantee the existence of the scattering operators. For the nonlinearity as in (1.2b), the Hamiltonian should be
If the initial datum u 0 is only assumed to range over a bounded region in H 1 , we could not get that the Hamiltonian H (u 0 ) is finite if λ is very large. Indeed, by Ozawa's critical Sobolev embedding (see (2.24)),
and so, the Hamiltonian H (u 0 ) is controlled by
When λ is large, the above series is not convergent. This fact leads to condition (1.9) in our Theorem 1.1. On the other hand, let us recall Trudinger's inequality (cf. [20] ): There exists λ 0 > 0 such that for any 0 < λ λ 0 , u H 1 1, 10) where S(t) = e it . We have the following time-space estimates (cf. [4, [10] [11] [12] [13] 27] ). 
Proposition 1.3 (Strichartz inequalities). We have
The Besov spaces B s p,q can be defined as follows; cf. [1, 24] .
Let ψ : R n → [0, 1] be a smooth radial bump function adapted to the ball {ξ ∈ R n : |ξ | 2}, which equals 1 on the ball {ξ ∈ R n : |ξ | 1}.
The norm on Besov spaces is defined as follows:
In the case p = q = ∞, we have a modification on the norm:
(1.14)
Low mass implies the energy scattering
Using Nakamura and Ozawa's results as in [17] , we see that the small Cauchy data in L 2 imply the energy scattering for NLS in one spatial dimension.
for some non-negative continuous function P :
) and the solution u satisfies
It is obvious that if f (u) is given by (1.2), condition (2.2) holds for
Moreover, condition (2.2) also covers the nonlinearity
It is also known that the small Cauchy data in H 1 imply the existence of scattering operators in two spatial dimensions; cf. [16] . In this section we give an improved version in two spatial dimensions and we show the following theorem.
where {λ k } satisfies condition (1.9). Assume that u 0 2 η, 0 < η := η(E) 1. Then
is globally well posed in
For the proof of Theorem 2.2, our idea is to use the energy and u L 4
x,t∈R to estimate the nonlinearity. We resort to the interpolation inequality
, where (2.11)
If we treat q ∈ [p, ∞) as a variable parameter (p is a fixed number), the constant C in (2.11) is increasing as q tends to ∞. For our purpose it seems necessary to give a delicate value of C := C q in (2.11). We will mainly use a critical embedding inequality which is due to Ozawa [20] , see (2.24).
where C p,r depends only on p, r and n.
In order to show Proposition 2.3, we need the following proposition.
15)
where C p,r,s depends only on p, r, s and n.
Proof. Proposition 2.4 is essentially known; cf. [8, 10] . Since we need to fix C p,r,s in (2.17), we sketch its proof. We write (see Triebel [24] )
, (2.18) where Δ k is the same one as in (
It is known that (see Stein [22] , Triebel [24] )
, by complex interpolation we have
Hence,
On the other hand, using Hörmander's multiplier theorem (cf. Triebel [24, p. 88] ) and by complex interpolation, we see that if
By (2.22) and Hölder's inequality
which implies the result, as desired. 2
Proof of Proposition 2.3.
Let us recall that in [20] , Ozawa established the following embedding inequality:
where p 1 ∈ [r, p]. Since p 1 ranges over a compact interval, we know that the constant C p 1 has an upper bound C p,r ; cf. [16] , that is, 26) we see that for θ = p/q,
Hence, by Proposition 2.4, 
where
Inserting (2.33) into (2.31), one has that
It is easy to see that if condition (1.9) holds, then
which implies that the series
is convergent. Hence, by (2.34), (2.35) and (2.37), one has that
In view of the Strichartz estimates, (2.38) and (2.39) imply that , respectively. So, by a standard method as in [3, 5, 7, 18] , we conclude that (2.10) has implied the existence of scattering operators in energy spaces. Similarly, in one spatial dimension, (2.5) also implies the existence of scattering operators in energy spaces. Remark 2.6. Unfortunately, our method for two-dimensional NLS in this section is invalid for the nonlinearity that grows faster than that of (1.2b), say f (u) = (e λ|u| m − 1)u, m > 2. Indeed, if f (u) takes such a form, similar to (2.31)-(2.34), we have
We need to treat the series
, which is divergent for any 0 < λ 1. In this case, we cannot obtain an analogous result to Theorem 2.2 for NLS (1.1) with f (u) = (e λ|u| m − 1)u, m > 2, even if λ is small enough. Moreover, using the method above, it seems also difficult to get the local well-posedness in H 1 E , since the nonlinearity is out of the control of the Strichartz norms and the H 1 norms. 
then we have
Proof. We divide the proof into the following two cases. First, we consider the case n = 1. We need to prove that u L 9
Similar to (3.3), we also have
Using the same way as in Bourgain [2, 3] , one can split R into finite many pairwise disjoint intervals,
By the Strichartz inequalities, and (3.3) and (3.4),
Hence, by (3.5) and (3.6)
which implies the result, as desired.
Next, we consider the case n = 2. One needs to show that if
Using the same way as in (2.31), (2.33) and (2.35), we have
In fact,
. (3.14)
By (3.12) and (3.14), we obtain that
Noticing that λ k < c/E 2 for k 1, (3.15) implies (3.11).
In view of the Strichartz estimates, together with (3.10) and (3.11), and using the same way as in the case n = 1, we can get (3.9). The details are omitted. 2 Remark 3.2. If n = 1, one can easily generalize the argument above to the case that f (u) is given by (1.2a) and the details are omitted.
Mass concentration phenomenon
In this section, we show that if the space-time L (n+2) 2 /n norm of the solution in a time interval I is not small, say u L (n+2) 2 /n x,t∈I ∼ η, then there exist t 0 ∈ I and x 0 ∈ R such that the mass at t 0 will have a concentration phenomenon in a spatial ball with center at x 0 , and the size of such a ball depends only on η and is independent of the length of I . We write
In the sequel we will always assume that p and α are as in (4.1) if there is no explanation. Let η > 0 be a small number, say 0 < η < η 0 ,
Lemma 4.1. Let n = 1, 2. Let u be the energy solution of (1.1) and (1.2), 0
Then there exist C η > 0, which depends only on E and η, and t 0 ∈ I ,
In order to show (4.3), we use an interpolation lemma, which is established in Wang [28] by applying Bourgain's idea in [3] . Proposition 4.2. Let 1 r 0 < r < ∞, −∞ < s 1 < s < s 0 < ∞, 0 < θ < 1 and
Then we have
Proof of Lemma 4.1. In view of (3.3), (3.4), (3.10) and (3.11), we have
By the Strichartz inequalities and (4.6), So, we get some t 0 ∈ I , x 0 ∈ R n , j ∈ N ∪ {0} satisfying (we can assume that j 1, since j = 0 is similar to the case j 1) Notice that
We can take C η large enough (j 1) verifying
Collecting (4.13)-(4.15), we have :
we have from Lemma 4.1 that there exists t j ∈ I j and x j ∈ R n satisfying
where C η > 1 is a fixed constant depending only on η, E. Our goal of this section is to show that if G is sufficiently large, then
We will use the ideas of Bourgain [3] and Nakanishi [18] .
Lemma 5.1. [3, 18] Let u be the energy solution of (1.1) and (1.2). Let B ⊂ R n be a compact set. B(Q) := {x ∈ R n : ∃y ∈ B, |x − y| Q}. Then we have
In particular,
The following generalized Morawetz-type estimate is also due to Nakanishi [18] . 
In (5.5), we can take Q := C η > C E η −4 , it follows from (5.2) and (5.
Hence, if |t − t j | C η , we have from Hölder's inequality,
which yields |I j | c E η p . Therefore, for any j ∈ Λ, there exists J j ⊂ I j with |J j | c η such that (5.7) and (5.8) hold for any t ∈ J j . We may assume that t j is the left end-point of J j . Proof. We imitate Nakanishi's proof in [18] (some earlier ideas related this issue can be found in [7, 14, 15] ). Denote k 1 = 1, by induction we define
Then we define
It is easy to see that Λ = N . First, we show the above k 1 , . . . , k are finitely many. We easily
Hence, C E,η . By Lemma 5.2 and (5.8), 
Proof. By Lemma 5.3, if G is sufficiently large, then there exists an
Assume without loss of generality that
Assume that
Using a decaying estimate (cf. [18, Lemma 5.3]), 19) we see that there exists T a j > t a j verifying
We show that there exists at least an a ∈ Λ j satisfying
Assume for the contrary that (5.21) does not hold: 22) which implies that for all a ∈ Λ j ,
by induction,
which contradicts the choice of I j . Therefore, we have found a subinterval 26) which implies the result, as desired. 2
Induction on M(u)
Let M > 0, E > 0, M E. Let u be the energy solution of (1.1) and (1.2) with initial data u 0 at t = t 0 . In Section 2 we have shown that
By induction hypothesis, we assume that the following claim holds:
Our aim of this and the next sections is to show the following conclusion:
Recalling that p = (n + 2) 2 /n, from Lemmas 3.1 and 6.1 one can easily deduce the result of Theorem 1.1.
Assume for the contrary that (6.3) does not hold, that is,
where u is taken over all energy solutions of (1.1) and (1.2). Now we connect our discussions with Lemma 5. Let ζ : R n → [0, 1] be a smooth radial bump function, say
Considering the free Cauchy problem
Lemma 6.2. Let u be the solution of (1.1) and (1.2) as in Lemma 5.4 . Then for the solution v of (6.7), we have
where η is the same one as in Lemma 5.4.
Proof. We follow Bourgain [3] . By Strichartz's inequality, (3.4), (3.11) and Lemma 5.4,
We have
Using Minkowski's inequality, we have
we immediately have
. Indeed,
(6.14)
Analogous to (6.9), we have
Using the same way as in (6.13),
, we see that
Since R > 1, it follows from (6.14), (6.16) and (6.17 
Now let u and v be the solution of (1.1) in Lemma 5.4 and (6.17), respectively. Let w = u − v. One has that
. By (6.18), we have
It is easy to see that f (v + w)w = f (v + w)v. For n = 1, by Lemmas 5.4 and 6.2, we have
For n = 2, in a similar way as in (3.15) , one has that 
We now estimate H (w(t 0 )):
Since w satisfies (6.18), we see that
Integrating by part and then using the same ways as in (6.20) and (6.21), we conclude that
Noticing that w = u − v, by Lemmas 5.4 and 6.2, it follows from (6.28) that
Analogous to (6.29), we have
We now estimate the last term in the RHS of (6.27). For n = 1,
Noticing that λ k < c/E 2 as k 1, we see that 
Hence, 
Perturbation analysis
Our goal of this section is to show that (6.4) will lead to a contradiction, which implies the result as in Lemma 6.1. The main technique is to use Bourgain's perturbation analysis argument as in [2] .
Proof of Lemma 6.1. Let u, v and w be the solutions of (1.1), (6.7) and (6.37), respectively. Denote
It is easy to see that δ satisfies
We will show that if κ is small enough, then δ L
C E . But this contradicts (6.4). One can rewrite (7.2) as an integral equation:
Recall that
It follows from (7.5) and |J | = d − t 0 > LR that
By Lemmas 6.3 and 3.1, we can split
Let us rewrite (7.3) as
Using the Strichartz estimates, we have
Let us observe the following identity
14)
It follows from (7.13) and (7.14) that First, we consider the case n = 1. . (7.20) Using the following facts: C E . Next, we consider the case n = 2. We have from (7.6), (7.7) and (7.4 C E . This finishes the proof of Lemma 6.1. 2
As indicated in Section 6, it follows from Lemma 6.1 that Theorem 1.1 holds true. It is easy to see that the arguments in Sections 4-7 can be developed to the nonlinearity as in (1.2a), which implies that Theorem 1.3 holds.
Final remark. The idea of this paper can also be developed to the modified sinh-Gordon equation u tt − u + (sinh u − u 3 /3! − u 5 /5!) = 0.
