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Abstract
A singularly perturbed convection–di%usion problem with a point source is considered. The problem is
solved using the streamline-di%usion 2nite element method on a class of Shishkin-type meshes. We prove
that the method is almost optimal with second order of convergence in the maximum norm, independently
of the perturbation parameter. We also prove the existence of superconvergent points for the 2rst derivative.
Numerical experiments support these theoretical results.
c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 65L10; 65L60
Keywords: Convection–di%usion problems; Singular perturbation; Streamline-di%usion method; Superconvergence;
Shishkin-type mesh
1. Introduction
Let us consider the singularly perturbed boundary value problem
Lu(x) := − u′′ + b(x)u′(x) + c(x)u(x) = f(x) + 	(x − d) on − ∪ +;
u(0) = u(1) = 0; (1.1)
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Fig. 1. Exact solution u of problem (8.1) from Section 8 ( = 2−9).
where 0¡1 is a small parameter,  = (0; 1), H = [0; 1], d∈, − = (0; d), + = (d; 1) and
	(x−d) denotes the Dirac-delta function. For the functions b; c and f we assume they are suKciently
smooth on H and
b(x)¿ ¿ 0 c(x)¿ 0 for x∈ H:
It is well known that the weak formulation of problem (1.1) has a unique solution u∈H 10 ().
Further, u has an exponential interior layer at x= d and the standard exponential boundary layer at
x = 1 (see Theorem 2.1 for details and the qualitative behaviour in Fig. 1).
There is a vast literature dealing with numerical solution of convection–di%usion problems with
suKciently smooth right-hand side, see for instance [9] for a survey. So far, problems of type (1.1)
but with a discontinuous right-hand side are considered in [3,10] for the reaction–di%usion case
b= 0. In [3], the authors proved almost 2rst order of convergence with respect to  on a Shishkin
mesh of the 2nite di%erence method combined with a special discretization at the point d. In [10],
Galerkin linear 2nite element method with lumping is used for obtaining optimal order on more
general meshes, for instance order two for a Bakhvalov–Shishkin mesh.
In this paper for numerical solving of problem (1.1) we shall use the streamline-di%usion 2nite
element method (SDFEM) on a class of Shishkin-type meshes. For the problem
−u′′(x) + b(x)u′(x) + c(x)u(x) = f˜(x);
u(0) = u(1) = 0; (1.2)
with a smooth f˜ it is well known that the Galerkin method with linear elements on a Shishkin-type
mesh leads to second-order uniform convergence in the maximum norm, further there is supercon-
vergence for the derivatives in the midpoints of the used intervals, [8]. But the streamline-di%usion
method—as we shall prove—also has these properties even for problem (1.1) and is additionally
stable in the maximum norm. Thus, streamline di%usion is in some sense the optimal second-order
method for (1.1) (see also Remark 3 in Section 6).
Let us remark that the analysis in [11], restricted to Shishkin meshes, is based on typical ingredients
of a 2nite di%erence method while our approach uses a general approach for proving pointwise error
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estimates for 2nite element methods. This technique allows us not only to handle smooth f˜ but also
problem (1.1) with that point source.
Notation: Throughout the paper C, sometimes subscripted, will represent a constant independent
of a mesh and the perturbation parameter. For a function g, the value in a mesh point xi will be
denoted with gi. We denote the maximum norm by ‖ · ‖∞, while ‖ · ‖1 denotes the L1-norm.
2. Solution decomposition
For constructing layer-adapted meshes correctly, we need to know the asymptotic behaviour of
the exact solution. When the right-hand side is a smooth function, a solution decomposition is well
known and can be found in many papers and books, for example [9]. This result is going to be used
for proving the next theorem.
Theorem 2.1. The solution u of problem (1.1) can be decomposed as u = S1 + E1 on [0; d]; and
u = S2 + E2 on [d; 1]; where the regular solution components S1 and S2 satisfy LS1(x) = f(x);
LS2(x) = f(x); and
|S(k)1 (x)|6C; x∈−; k = 0; 1; 2; 3; (2.1)
|S(k)2 (x)|6C; x∈+; k = 0; 1; 2; 3; (2.2)
while the layer solution components E1 and E2 satisfy LE1(x) = 0; LE2(x) = 0; and
|E(k)1 (x)|6C−k exp
(
−

(d− x)
)
; x∈−; k = 0; 1; 2; 3; (2.3)
|E(k)2 (x)|6C−k exp
(
−

(1− x)
)
; x∈+; k = 0; 1; 2; 3: (2.4)
Proof. Let us 2rst consider the interval [0; d] and the problem
Lu(x) = f(x) on − = (0; d);
u(0) = 0 u(d) = ; (2.5)
where  is for the moment some unknown value. The solution u1 of problem (2.5) exists and can
be decomposed as u1 = S1 + E1; where functions S1 and E1 satisfy bounds (2.1) and (2.3); see [9].
Since the functions u1 and Green’s function for problem (2.5) are uniformly bounded (with respect
to ); the value  has the same property.
Treating in the same manner interval [d; 1] and solving
Lu(x) = f(x) on + = (d; 1);
u(d) =  u(1) = 0; (2.6)
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where  is the same value for both problems (2.5) and (2.6) because u∈H 10 () is uniquely deter-
mined, we obtain the second decomposition S2 + E2 on [d; 1] with bounds (2.2) and (2.4).
3. The streamline-diusion method, error analysis and mesh
To make the representation simpler, in the rest of the paper we give in detail the analysis of our
method for the case c(x) = 0. In Remark 4, Section 6, we study the case c(x)¿ 0.
For problem (1.1) the standard weak formulation is: 2nd u∈V such that
a(u; v) := (u′; v′) + (bu′; v) = (f; v) + v(d) ∀v∈V; (3.1)
where V = H 10 () denotes the usual Sobolev space and (·; ·) is the inner product on L2().
On a given mesh H
N
 = {x0; x1; : : : ; xN}, N ∈N, let Vh be the space of piecewise linear functions
with the basis {’i} given by
’i(x) =


x − xi−1
hi
x∈ [xi−1; xi];
xi+1 − x
hi+1
x∈ [xi; xi+1];
0 x ∈ [xi−1; xi+1];
where hi = xi − xi−1; i∈{1; 2; : : : ; N}. We de2ne the mesh in such a way that the point d is a mesh
point.
As mentioned before, for the discretization of (3.1) we shall use streamline-di%usion method.
Some properties of the SDFEM for one- and two-dimensional convection–di%usion problems with
smooth right-hand side can be found in [11] and [5], respectively.
The discrete problem is: 2nd uh ∈Vh ⊂ V such that
ah(uh; vh) = fh(vh) ∀vh ∈Vh; (3.2)
where
ah(v; w) := (v′; w′) + (bv′; w) +
N∑
k=1
∫ xk
xk−1
	k(−v′′ + bv′)bw′ (3.3)
and
fh(w) := (f;w) + w(d) +
N∑
k=1
∫ xk
xk−1
	kfbw′:
The parameter 	k is called the streamline-di%usion parameter and will be determined later.
The corresponding di%erence scheme is
LNui := − (D+ui − D−ui) +  iD+ui + iD−ui = fh(’i); u0 = uN = 0 (3.4)
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with ui = uh(xi), i = 1; 2; : : : ; N − 1,
D+ui =
ui+1 − ui
hi+1
; D−ui =
ui − ui−1
hi
and
 i = hi+1
∫ xi+1
xi
(b’′i+1’i + 	i+1b
2’′i+1’
′
i);
i = hi
∫ xi
xi−1
(b’′i’i + 	ib
2’′i’
′
i):
The choice of the parameter 	i is determined by the structure of the coeKcient matrix of scheme
(3.4). Naturally, if the local mesh step is small enough, then the standard Galerkin method can be
applied, so it is possible to choose 	i = 0. In other case, we shall choose 	i from the condition
 i−1 = 0. Finally, we have
	i =


0 hi6
2
‖b‖∞ ;
−
∫ xi
xi−1
b’′i’i−1
(∫ xi
xi−1
b2’′i’
′
i−1
)−1
hi ¿
2
‖b‖∞ :
(3.5)
For better understanding of the behaviour of 	i, the mean-value theorem can be used for evaluating
integrals in (3.5). Then for some !1; !2 ∈ (xi−1; xi) we have
	i = hi
b(!1)
2b(!2)2
= O(hi): (3.6)
3.1. A general approach for proving pointwise error estimates
Before analysing the pointwise error u(xi) − uh(xi), xi ∈ HN in our concrete situation, we shall
present a general approach from [10] which is very useful for analysing the discretization of the given
problem. It is standard to use discrete Green’s functions in the error analysis, and in combination
with singular perturbation problems related ideas can be found in [9, Chapter I, Section 2.2.3] or
[2]. The error analysis in [5] also uses implicitly the error representation that we shall sketch now.
Let us assume that a general problem of the form
a(u; v) = (f; v) ∀v∈V
is discretized by: 2nd uh ∈Vh ⊂ V such that
ah(uh; vh) = fh(vh) ∀vh ∈Vh:
Also, let us assume that the continuous as well as the discrete problem admit a unique solution and
that some interpolant uI ∈Vh of u is well de2ned.
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We de2ne a biorthogonal basis of Vh with respect to ah to be the set of functions "j which satisfy
ah(’i; "j) = 	ij for all i; (3.7)
where 	ij is the Kronecker symbol (again, ’i is a basis of Vh). "j is also denoted as discrete Green’s
function. Each function vh ∈Vh can be uniquely represented as
vh =
N−1∑
i=1
ah(vh; "i)’i:
Let us de2ne a linear operator P :V → Vh such that
Pv :=
N−1∑
i=1
ah(v; "i)’i:
Obviously, P is a projection since Pvh= vh, for all vh ∈Vh. Further, for a consistent method we have
Pu= uh since consistency is characterized by ah(u; vh) = fh(vh).
The error u− uh can be represented as
u− uh = u− uI + P(uI − u) + Pu− uh: (3.8)
The latter part K :=Pu − uh we shall call consistency error since it vanishes in case of consistent
2nite element method. The streamline-di%usion method is consistent, therefore we have to study the
interpolation error (Section 4) and the projection error (Section 6) using properties of the discrete
Green’s function (Section 5).
3.2. Shishkin-type meshes
For the discretization described above we shall use a mesh of the general type introduced in [7],
but here adapted for the layers at x = d and 1. Let N ¿ 4 be a positive even integer and
&1 = min
{
d
2
;
'0

 lnN
}
; &2 = min
{
1− d
2
;
'0

 lnN
}
; '0¿ 1:
First, we shall assume &1 = &2 = '0= lnN as otherwise N−1 is exponentially small compared to
. Our mesh will be equidistant on HS where S =(0; d− &1)∪ (d; 1− &2) and graded on H0 where
0 = (d− &1; d) ∪ (1− &2; 1). We choose the transition points to be
xN=4 = d− &1; xN=2 = d; x3N=4 = 1− &2:
Because of the speci2c layers, here we have to use two mesh generating functions ’1 and ’2,
which are both continuous, piecewise continuously di%erentiable and monotonically decreasing func-
tions and
’1(1=4) = lnN ’1(1=2) = 0;
’2(3=4) = lnN ’2(1) = 0:
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The mesh points are given with
xi =


4i
N
(d− &1) i = 0; : : : ; N=4;
d− '0

’1(ti) i = N=4 + 1; : : : ; N=2;
d+
4
N
(1− d− &2)
(
i − N
2
)
i = N=2 + 1; : : : ; 3N=4;
1− '0

’2(ti) i = 3N=4 + 1; : : : ; N;
(3.9)
where ti = i=N .
We de2ne new functions  1 and  2 closely related to ’1 and ’2 by
’i =−ln  i; i = 1; 2:
There are several mesh-characterizing functions  in the literature [7], but we shall for simplicity
use only those which correspond to Shishkin [6] and Bakhvalov–Shishkin mesh [4]:
• Shishkin mesh (S-mesh)
 1(t) = e−2(1−2t)ln N ;  2(t) = e−4(1−t)ln N ;
• Bakhvalov–Shishkin mesh (BS-mesh)
 1(t) = 1− 2(1− N−1)(1− 2t);  2(t) = 1− 4(1− N−1)(1− t):
The term max | ′|,  ∈{ 1;  2}, plays an important role in error analysis as we shall see in Sections
4 and 6. For the S-mesh we have max | ′|6C lnN , while for the BS-mesh it holds max | ′|6C.
Further we shall assume the mesh generating functions ’i, i∈{1; 2}, satisfy
max |’′i|
N
6C0; i∈{1; 2}: (3.10)
In Lemma 5.1 we shall make additional assumptions on the constant C0.
Now we give some useful properties of the local mesh step size hi. On the coarse part S for
both the meshes we have
hi6CN−1: (3.11)
It is well known that on the layer part of the S-mesh it holds hi6CN−1 lnN . It can be easily
shown that for the BS-mesh on the layer part we have
hi6


'0

N−1 max | ′1 | exp
(

'0
(d− xi−1)
)
i = N=4 + 1; : : : ; N=2;
'0

N−1 max | ′2 | exp
(

'0
(1− xi−1)
)
i = 3N=4 + 1; : : : ; N
(3.12)
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and
hi

6CN−1 max |’′|6C (3.13)
using the assumption (3.10).
4. The interpolation error
An important part of the pointwise error is the interpolation error which can be easily established
on both types of meshes.
Theorem 4.1. On a BS-mesh for '0¿ 2 and 6CN−1 it holds
|u(x)− uI(x)|6
{
C(N−1 max | ′|)2 x∈0;
CN−2 x∈S;
where  =  i for i∈{1; 2}.
Proof. We shall use Theorem 2.1 on the decomposition of the solution u and separately analyse
interpolation error on − and +.
First let x∈−. This means u(x) = u1(x), where u1 is the solution of problem (2.5). Then
u1(x)− uI1(x) = S1(x)− S I1(x) + E1(x)− EI1(x):
For the regular part of the interpolation error S1(x) − S I1(x) we can use classical theory which
yields
|S1(x)− S I1(x)|6Ch2i max[xi−1 ; xi] |v
′′
1 |6Ch2i ; x∈ [xi−1; xi]:
Now, if x∈0, then
|S1(x)− S I1(x)|6C2(N−1 max | ′1|)2 exp
(
2
'0
(d− xi−1)
)
6C(N−1 max | ′1|)2
using the 2rst inequality from (3.12), choice of the transition point &1 and 6CN−1. Obviously,
from (3.11) on S we have |S1(x)− S I1(x)|6CN−2.
For the layer part of the interpolation error E1(x)− EI1(x) we can also use the classical estimate
on 0 and now for x∈ [xi−1; xi] we have
|E1(x)− EI1(x)|6Ch2i max[xi−1 ; xi] |E
′′
1 |
6C(N−1 max | ′1|)2 exp
(
2
'0
(d− xi−1)
)
max
[xi−1 ; xi]
exp
(
−

(d− x)
)
6C(N−1 max | ′1|)2 exp
(
2
'0
hi
)
exp
(
(2− '0)
'0
(d− xi)
)
6C(N−1 max | ′1|)2:
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First we have used the 2rst inequality from (3.12) and the bound (2.3). Then we have applied (3.13)
and the assumption '0¿ 2. If x∈ [xi−1; xi] ⊂ S , then
|E1(x)− EI1(x)|6 2|E1(x)|6C max[xi−1 ; xi] exp
(
−

(d− x)
)
6C exp
(
−

&1
)
= CN−'0 :
Analysis for the case x∈+ now can be done in similar manner.
5. The discrete Green’s function
In this section we shall give some properties of the discrete Green’s function "j de2ned as the
solution of problem (3.7). The idea is to apply the results from [1] for which we shall need a
suitable form of the di%erence scheme (3.4). Namely, our scheme has to be written as
− ˜i
(
pi+1
ui+1 − ui
hi+1
− pi ui − ui−1hi
)
+ ri
ui − ui−1
˜i
+ qiui = fhi ;
for the corresponding right-hand side and some coeKcients pi; qi and ri which satisfy
pi¿p¿ 0; qi¿ 0; ri¿ r ¿ 0: (5.1)
It is simple to show that
pi = 1−  i−1 ; qi = 0; ri =
 i−1 + i
hi
:
For checking conditions (5.1), we shall need some additional assumptions for the mesh, stated in
the following lemma.
Lemma 5.1. If ¡d‖b‖∞N−1 and '0N−1 max |’′|6 2(1−p)=‖b‖∞; for some 0¡p¡ 1; where
’∈{’1; ’2}; then
pi¿p¿ 0; ri¿ ¿ 0:
Proof. For i = 1; 2; : : : ; N=4 and i = N=2 + 1; : : : ; 3N=4 from the 2rst assumption ¡d‖b‖∞N−1 it
follows:
hi =
4
N
(d− &)¿ 2‖b‖∞ ;
where & = &1 or & = &2. Because of choice (3.5) of the streamline-di%usion parameter 	i; we have
 i−1 = 0 and pi = 1. For i = N=4 + 1; : : : ; N=2 and i = 3N=4 + 1; : : : ; N ; the second assumption
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'0N−1 max |’′|6 2(1− p)=‖b‖∞ implies
hi6
'0

N−1 max |’′|6 2‖b‖∞ ; ’∈{’1; ’2}:
This leads to the choice 	i = 0 and
pi = 1− hi
∫ xi
xi−1
b’′i’i−1¿ 1−
'0
2
N−1 max |’′| ‖b‖∞¿p¿ 0:
It is easy to check
ri =
∫ xi
xi−1
b’′i¿ ¿ 0;
so conditions (5.1) for r =  hold true.
If conditions (5.1) are ful2lled we can apply Lemma 5.3 from [1] and get
‖"j‖∞6C; ‖("j)′‖16C: (5.2)
Remark that the boundedness of the Green’s function is well known but Andreev proved addi-
tionally the boundedness of its W 1;1-norm.
In the rest of the paper we simplify the notation and use ’,  , S, E without index i∈{1; 2}.
From the context it should be clear which function is used.
6. Pointwise error analysis
Recalling the error representation from (3.8), the pointwise error is
u(xi)− uh(xi) = P(uI − u)(xi) = ah(uI − u; "i); xi ∈ HN ;
since our method is consistent. First, let us assume that the assumptions from Lemma 5.1 hold true.
Also, from (3.6) and the bounds for hi it is clear 	i6CN−1.
From de2nition (3.3) of the bilinear form ah and the properties of the interpolant uI we have
ah(uI − u; "i) =
∫ 1
0
b(uI − u)′"i +
N∑
k=1
∫ xk
xk−1
	ku′′b("i)′ +
N∑
k=1
∫ xk
xk−1
	kb2(uI − u)′("i)′:
Integration by parts, smoothness of the function b and (5.2) are used to obtain
∣∣∣∣
∫ 1
0
b(uI − u)′"i
∣∣∣∣=
∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
(u− uI)(b′"i + b("i)′)
∣∣∣∣∣6C‖u− uI‖∞: (6.1)
H.-G. Roos, H. Zarin / Journal of Computational and Applied Mathematics 150 (2003) 109–128 119
For the analysis of the second part of ah(uI−u; "i) we shall use the decomposition from Theorem
2.1. Then it holds∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	kS ′′b("i)′
∣∣∣∣∣6CN−1‖S ′′‖∞‖b‖∞‖("i)′‖16CN−2: (6.2)
For proving (6.2) we used the inequalities 	i6CN−1, 6CN−1 and bounds (2.1), (2.2) and (5.2).
For the layer part of the solution, we shall use the assumptions from Lemma 5.1, some inverse
inequality and (2.3) and (2.4). Then∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	kE′′b("i)′
∣∣∣∣∣
6CN−1‖("i)′‖∞

 N=4∑
k=1
∫ xk
xk−1
|E′′1 |+
3N=4∑
k=N=2+1
∫ xk
xk−1
|E′′2 |


6C−1‖"i‖∞

 N=4∑
k=1
∫ xk
xk−1
e−(=)(d−x) +
3N=4∑
k=N=2+1
∫ xk
xk−1
e−(=)(1−x)


6CN 1−'0 : (6.3)
In order to obtain the second order it is suKcient to have '0¿ 3. Finally, from (6.2) and (6.3)
we get∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	ku′′b("i)′
∣∣∣∣∣6C(N−2 + N 1−'0): (6.4)
Using similar arguments, the third part of ah(uI − u; "i) can be easily estimated with∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	kb2(u− uI)′("i)′
∣∣∣∣∣=
∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	k(u− uI)(b2("i)′)′
∣∣∣∣∣6CN−1‖u− uI‖∞: (6.5)
From (6.1), (6.4) and (6.5), we conclude
|ah(uI − u; "i)|6CN−2 + C‖u− uI‖∞: (6.6)
Summarizing, we proved the 2rst the main theorem of the paper
Theorem 6.1. Let u and uh be the solutions of problems (3.1) and (3.2); respectively; and let the
assumptions of Lemma 5.1 hold true. Then on a S-type mesh with '0¿ 3; the pointwise error
satis=es
|u(xi)− uh(xi)|6C(N−1 max | ′|)2; xi ∈ HN : (6.7)
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Remark 1. For the original Shishkin mesh and for the Bakhvalov–Shishkin mesh we obtain the
following pointwise errors:
|u(xi)− uh(xi)|6
{
CN−2 ln2 N for the Shishkin mesh;
CN−2 for the Bakhvalov–Shishkin mesh:
Remark 2. In [10] a reaction–di%usion problem with discontinuous right-hand side is considered. In
case of a convection–di%usion problem with the same property
−u′′(x) + b(x)u′(x) = f(x) on − ∪ +;
u(0) = u(1) = 0; f(d−) =f(d+); d∈ (0; 1);
the result from Theorem 6.1 can be proved in the same manner.
Further, the weak interior layer in this case—u′ is bounded in a neighbourhood of the point
d—requires no layer adapted mesh at d if only a 2rst-order method is applied.
Remark 3. A method is called to be optimal with respect to the maximum norm if
‖u− uh‖∞6C‖u− uI‖∞; (6.8)
where u is an exact solution of (1.1); uh is its approximation obtained by the method and uI is
an interpolant of u. Let us 2rst consider optimality of standard Galerkin 2nite element method
applied to
−u′′(x) + b(x)u′(x) = fˆ(x); u(0) = u(1) = 0
with the same assumptions on b as in Section 1. One way for trying to prove (3.8) is by using the
error representation (3.8); which gives us
‖u− uh‖∞6 ‖u− uI‖∞ +
∣∣∣∣∣
∣∣∣∣∣
N−1∑
k=1
a(uI − u; "k)’k
∣∣∣∣∣
∣∣∣∣∣
∞
6C‖u− uI‖∞
if ‖("′k)‖16C; since
a(uI − u; "k) =
∫ 1
0
(u− uI)("k)′:
In case of nonsingular boundary value problem, i.e.,  = 1, optimality of the Galerkin method in
the sense of (6.8) can be proved. But in presence of singular perturbation parameter , standard
Galerkin method on arbitrary mesh produces nonphysical oscillations if a mesh is not dense enough,
so in general ‖("k)′‖16C does not hold (see Table 1).
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Table 1
The values of max16k6N−1 ‖("k)′‖1 for the problem −u′′+ u′= 	(x− 0:5), u(0)= u(1)= 0, solved by standard Galerkin
method on uniform mesh
 Number of mesh points N
32 64 128 256 512 1024 2048 4096 8192
2−3 2.49(0) 2.70(0) 2.81(0) 2.87(0) 2.90(0) 2.91(0) 2.92(0) 2.92(0) 2.93(0)
2−15 1.02(3) 5.11(2) 2.55(2) 1.27(2) 6.30(1) 3.10(1) 1.50(1) 7.00(0) 3.00(0)
2−27 1.68(7) 8.39(6) 4.20(6) 2.10(6) 1.05(6) 5.24(5) 6.55(4) 3.28(4) 1.64(4)
2−39 1.72(10) 8.59(9) 4.29(9) 2.15(9) 1.07(9) 5.37(8) 2.68(8) 1.34(8) 6.71(7)
The streamline-di%usion method however is nearly optimal since
‖u− uh‖∞6C‖u− uI‖∞ + CN−2:
This estimate follows from (6.6) in Section 6.
Remark 4. Let us again consider problem (1.1); but now with c(x)¿ 0; x∈ H. For discretization of
the corresponding weak formulation we shall use SDFEM with lumping for the term (cv; w). Then
ah(v; w) := (v′; w′) + (bv′; w) +
N−1∑
k=1
˜kckvkwk +
N∑
k=1
∫ xk
xk−1
	k(−v′′ + bv′ + cv)bw′;
where ˜k = (hk + hk+1)=2; and the di%erence scheme (3.4) is
LNui := − (D+ui − D−ui) +  iD+ui + iD−ui + /iui = fh(’i); u0 = uN = 0;
 i = hi+1
∫ xi+1
xi
(b’′i+1’i + 	i+1b
2’′i+1’
′
i + 	i+1bc’i+1’
′
i);
i = hi
∫ xi
xi−1
(b’′i−1’i + 	ib
2’′i−1’
′
i + 	ibc’i−1’
′
i);
/i = ˜ici +
∫ xi
xi−1
	ibc’′i +
∫ xi+1
xi
	i+1bc’′i :
The choice of the streamline-di%usion parameter is similar as in Section 3. More precisely, if
the local mesh step size is small enough, we choose 	i = 0, and if not, then we derive 	i from
the condition  i−1 = 0. In the following analysis, when 	i ¿ 0, successively we are going to use
estimates
‖b‖∞
22
hi6 	i6

2‖b‖2∞ + hi‖b‖∞‖c‖∞
hi6

2‖b‖2∞
hi:
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Let us now analyse the discrete Green’s function. Following the idea from Section 5, we obtain
pi = 1−  i−1 ; qi =
/i
˜i
; ri =
 i−1 + i
hi
:
If the assumptions of Lemma 5.1 hold true, then in the same manner we can prove pi¿p¿ 0. For
ri now we have
ri¿
{
1
2‖b‖∞ i = 1; : : : ; N=4; N=2 + 1; : : : ; 3N=4;
 i = N=4 + 1; : : : ; N=2; 3N=4 + 1; : : : ; N
and r :=min{‖b‖∞=2; }¿ 0.
For analysing qi, 2rst let i∈{N=4 + 1; : : : ; N=2 − 1} ∪ {3N=4 + 1; : : : ; N − 1}. Then 	i = 	i+1 = 0
and qi = ci¿ 0. For i= N=4 or i= 3N=4 again 	i+1 = 0 and obviously qi¿ 0. Now, for i= N=2 we
have
qi = ci − 	i+1˜ihi+1
∫ xi+1
xi
bc¿ ci − 2˜i‖b‖2∞
∫ xi+1
xi
bc¿
1
hi + hi+1
∫ xi+1
xi
(ci − c)¿ 0;
if c′(x)6 0, x∈ H. With the same assumption for i∈{1; : : : ; N=4− 1} ∪ {N=2 + 1; : : : ; 3N=4− 1} we
obtain
qi = ci +
1
˜i
(
	i
hi
∫ xi
xi−1
bc − 	i+1
hi+1
∫ xi+1
xi
bc
)
¿ ci +
1
˜i
(‖b‖∞
2
∫ xi
xi−1
c − 
2‖b‖∞
∫ xi+1
xi
c
)
=
1
2
ci +
‖b‖∞
2˜i
∫ xi
xi−1
c +
1
2˜i
∫ xi+1
xi
(ci − c) + 12˜i
(
1− ‖b‖∞
)∫ xi+1
xi
ci
¿ 0;
since hi = hi+1 = ˜i.
Finally, we conclude that the properties of the functions "j from (5.2) can be used if
c′(x)6 0; x∈ H:
The result on the pointwise error from Theorem 6.1 also holds true and the proof can be carried
out as in Section 6 additionally using the technique from [10] for the lumping.
7. Superconvergence for the +rst-order derivative
In this section we shall estimate the 2rst derivative of the error u− uh and derive a superconver-
gence result for the midpoints of an S-type mesh.
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Let us again consider problem (1.1) from Section 1 with c(x) = 0. The error can be represented
as u− uh = u− uI + P(uI − u), so the 2rst derivative is
(u− uh)′(x) = (u− uI)′(x) + 1hi ah(u
I − u; "i − "i−1) (7.1)
for x∈ [xi−1; xi]. From Theorem 2.1 we have
‖(u− uI)′‖∞6CN−1 max | ′|: (7.2)
Furthermore, from (6.6) and the assumption '0¿ 3, we get∣∣∣∣ 1hi ah(uI − u; "i − "i−1)
∣∣∣∣6 1hi (CN−2 + C‖u− uI‖∞):
On the coarse part of the mesh S we have hi¿ 3dN−1, while on the layer part 0 for both
S- and BS-meshes
hi¿
'0

N−1 min |’′|¿CN−1;
which all gives us∣∣∣∣ 1hi ah(uI − u; "i − "i−1)
∣∣∣∣6
{
C−1N−1 + C−1N‖u− uI‖∞ x∈0;
CN−1 + CN‖u− uI‖∞ x∈S:
(7.3)
We can now easily prove that -weighted norm of the 2rst derivative of u− uh is of almost 2rst
order.
Lemma 7.1. Let the assumptions of Lemma 5.1 hold true. Then on a BS-mesh with '0¿ 3; we
have
|(u− uh)′(x)|6
{
CN−1 max | ′| x∈0;
CN−1 x∈S:
Proof. The proof follows immediately when (7.2) and (7.3) together with the interpolation error
from Theorem 4.1 are used in (7.1).
The results from [8] can now be used for proving the existence of superconvergent points. First
we need to estimate (u′ − u′h; v′h) for vh ∈Vh.
Lemma 7.2. Let assumptions of Lemma 5.1 hold true. Then on a S-type mesh with '0¿ 2; we
have
|(u′ − u′h; v′h)|6C(N−1 max | ′|)2‖v′h‖1; ∀vh ∈Vh: (7.4)
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Proof. Recalling the choice of the bilinear forms a and ah from Section 1 and using the fact that
u and uh are the solutions of problems (3.1) and (3.2); respectively; we get
(u′ − u′h; v′h) = (b′(u− uh); vh) + (b(u− uh); v′h) +
N∑
k=1
∫ xk
xk−1
	k(u′′ + b(uh − u)′)bv′h: (7.5)
For obtaining the estimate from (7.4); we shall separately analyse each term in (7.5). First we begin
with (b′(u− uh); vh). Since b is a suKciently smooth function and vh(0) = 0; then for each vh ∈Vh
|(b′(u− uh); vh)|6C‖u− uh‖∞‖v′h‖1: (7.6)
For the second term (b(u− uh); v′h) in the similar manner we obtain the same bound as in (7.6).
The third term in (7.5) can be split into two parts
N∑
k=1
∫ xk
xk−1
	k(u′′ + b(uh − u)′)bv′h =
N∑
k=1
∫ xk
xk−1
	ku′′bv′h +
N∑
k=1
∫ xk
xk−1
	kb2(uh − u)′v′h (7.7)
and again treated separately each time using a decomposition of the solution and the bounds from
Theorem 2.1. Then∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	ku′′bv′h
∣∣∣∣∣6
N∑
k=1
∫ xk
xk−1
	k|S ′′|b|v′h|+
N∑
k=1
∫ xk
xk−1
	k|E′′|b|v′h|; (7.8)
N∑
k=1
∫ xk
xk−1
	k|S ′′|b|v′h|6CN−1‖v′h‖1 (7.9)
and
N∑
k=1
∫ xk
xk−1
	k|E′′|b|v′h|=
N=4∑
k=1
∫ xk
xk−1
	k|E′′1 |b|v′h|+
3N=4∑
k=N=2+1
∫ xk
xk−1
	k|E′′2 |b|v′h|: (7.10)
In (7.9) we have used estimates (2.1), (2.2) and 	k6CN−1, while in (7.10) we have used the
assumptions from Lemma 5.1 which imply 	k =0 for k =N=4+ 1; : : : ; N=2 and k =3N=4+ 1; : : : ; N .
In (7.10) we shall estimate only the 2rst sum, since the same bound for the second sum can be
derived analogously. Let vh;k denote the restriction of a function vh on [xk−1; xk]. Then
N=4∑
k=1
∫ xk
xk−1
	k|E′′1 |b|v′h|6
N=4∑
k=1
	k−1‖b‖∞|v′h;k |
∫ xk
xk−1
exp
(
−

(d− x)
)
6CN−'0‖v′h‖1;
where for the 2rst inequality we have used v′h;k is a piecewise linear function and bound (2.3), and
for the second 	k6CN−1. This together with (7.9) in (7.8) gives us∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	ku′′bv′h
∣∣∣∣∣6C(N−2 + N−'0)‖v′h‖1: (7.11)
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For the rest of the proof, we need only estimate the second sum in (7.7). First using integration by
parts and then smoothness of b, 	k6CN−1 and vh ∈Vh, we obtain∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	kb2(uh − u)′v′h
∣∣∣∣∣=
∣∣∣∣∣
N∑
k=1
∫ xk
xk−1
	k(b2)′(u− uh)v′h
∣∣∣∣∣6C‖u− uh‖∞‖v′h‖1: (7.12)
Finally, applying the result on interpolation error from Theorem 4.1 in (7.6) and (7.12) together
with (7.11), where '0¿ 2, consequently gives us result (7.4).
With the knowledge of bound (7.4), we can easily apply the result from [8, Lemma 1, p. 167]
since it is independent on the choice of a discretization mesh. Therefore the -weighted norm of the
gradient satis2es
‖(uI − uh)′‖∞6C(N−1 max | ′|)2:
This result is important in obtaining the superconvergence result since the superconvergent points
for (u− uh)′ and (u− uI)′ are the same. Again we are going to use the technique from [8] in order
to prove the following theorem.
Theorem 7.1. On an S-type mesh with the mesh point xi from (3.9) and '0¿ 2; the midpoints
xi−1=2 := (xi−1 + xi)=2 are superconvergent points for the weighted derivative; i.e.;
|(u− uh)′(xi−1=2)|6C(N−1 max | ′|)2: (7.13)
Proof. As mentioned above; instead of (u−uh)′ we shall analyse (u−uI)′ at the midpoints; assuming
xi−1=2 ∈−. On + the analysis is analogous.
First let i = 1; : : : ; N=4. Then a Taylor expansion of (u− uI)′ about xi−1=2 is
(u− uI)′(x) = (u− uI)′(xi−1=2) + (x − xi−1=2)u′′(xi−1=2) +
∫ x
xi−1=2
u′′′(t)(x − t) dt: (7.14)
Since ∫ xi
xi−1
(u− uI)′ = 0; i = 1; 2; : : : ; N; (7.15)
integrating (7.14) from xi−1 to xi gives
(u− uI)′(xi−1=2) = 1hi
∫ xi
xi−1
∫ t
xi−1=2
u′′′(s)(t − s) ds dt:
From Theorem 2.1 and bounds (3.12) and (3.10) for hi we obtain
|(u− uI)′(xi−1=2)|
6
1
hi
∫ xi
xi−1
∫ t
xi−1=2
|S ′′′1 (s)(t − s)| ds dt +
1
hi
∫ xi
xi−1
∫ t
xi−1=2
|E′′′1 (s)(t − s)| ds dt
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6Ch2i
(
1 + −3 exp
(
−

(d− xi)
))
6C−1(N−1 max | ′1|)2: (7.16)
The second case i = N=4 + 1; : : : ; N=2 also uses Taylor expansion of (u− uI)′ about xi−1=2, but in
slightly di%erent way:
(u− uI)′(x) = (u− uI)′(xi−1=2) + (x − xi−1=2)S ′′1 (xi−1=2)
+
∫ x
xi−1=2
E′′1 (t) dt +
∫ x
xi−1=2
S ′′′1 (t)(x − t) dt: (7.17)
Again integrating (7.17) from xi−1 to xi and using (7.15), Theorem 2.1, exact integration, de2nition
of the transition point &1 and 3dN−16 hi6CN−1 we get the following bound:
|(u− uI)′(xi−1=2)|6 1hi
∫ xi
xi−1
∫ t
xi−1=2
|E′′1 (s)| ds dt +
1
hi
∫ xi
xi−1
∫ t
xi−1=2
|S ′′′1 (s)(t − s)| ds dt
6Ch−1i 
−2
∫ xi
xi−1
∫ t
xi−1=2
exp
(
−

(d− s)
)
ds dt + Ch2i
6CN 1−'0 + C−1N−'0 :
The last inequality together with (7.16) gives us (7.13).
8. Numerical experiments
In this section we experimentally verify our theoretical results. We test scheme (3.4) on both
types of meshes with '0 = 3 when applied to the problem
− u′′(x) + u′(x) = x + 	(x − d); u(0) = u(1) = 0; d= 0:5: (8.1)
The exact solution is
u(x) =


x2
2
+ x +
−1:5− + e(1−d)=
1− e1= (1− e
x=) x6d;
x2
2
+ x − (0:5 + )e(x−1)= + −0:5− + e
(1−d)= − e1=
1− e1= (1− e
(x−1)=) x¿d:
In Table 2 we present maximum pointwise errors EN and EN;1 which are given with
EN = max
=2−1 ;:::;2−19
(
max
06i6N
|u;N (xi)− u(xi)|
)
;
H.-G. Roos, H. Zarin / Journal of Computational and Applied Mathematics 150 (2003) 109–128 127
Table 2
Maximum pointwise errors EN , EN;1 and rates pN , pN;1 for problem (8.1)
N S-mesh BS-mesh
EN pN EN;1 pN;1 EN pN EN;1 pN;1
32 3.8(−2) 1.55 7.6(−2) 1.16 7.5(−3) 1.91 1.0(−2) 1.84
64 1.3(−2) 1.60 3.4(−2) 1.28 2.0(−3) 1.97 2.8(−3) 1.94
128 4.3(−3) 1.62 1.4(−2) 1.52 5.1(−4) 1.97 7.3(−4) 1.94
256 1.4(−3) 1.63 4.9(−3) 1.53 1.3(−4) 1.99 1.9(−4) 1.95
512 4.5(−4) 1.68 1.7(−3) 1.68 3.2(−5) 2.00 4.8(−5) 1.98
1024 1.4(−4) 1.77 5.3(−4) 1.73 8.0(−6) 2.00 1.2(−5) 2.00
2048 4.1(−5) 1.77 1.6(−4) 1.77 2.0(−6) 2.00 2.9(−6) 2.00
4096 1.2(−5) 1.82 4.7(−5) 1.85 5.1(−7) 2.00 7.3(−7) 2.00
8192 3.4(−6) — 1.3(−5) — 1.2(−7) — 1.8(−7) —
EN;1 = max
=2−1 ;:::;2−19
(
 max
16i6N
|u′;N (xi−1=2)− u′(xi−1=2)|
)
;
where u;N is the solution of problem (3.2) for 2xed  and N . The value EN represents bound (6.7)
from Theorem 6.1, while EN;1 corresponds to the superconvergent result (7.13) from Theorem 7.1.
We also computed the rates of convergence pN and pN;1 from
pN = log2
(
EN
E2N
)
; pN;1 = log2
(
EN;1
E2N;1
)
:
The results for the Bakhvalov–Shishkin mesh are presented only for the values  = 2−9; : : : ; 2−19
since we assumed &1 = &2 = '0= lnN6min{d=2; (1− d)=2}.
It is clearly seen that the numerical results support the theoretical estimates of Theorems 6.1 and
7.1.
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