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Introduction 
Moduli and periods of (algebraic) А'З surfaces as well as Enriques surfaces 
have been studied quite intensively over the last two decades, the global 
Torelli theorem for КЗ surfaces, linking the two aspects, undoubtedly being 
the most striking result of these efforts. It opened the way for a more re­
fined analysis of the relation between moduli and periods of polarized КЗ 
surfaces and Enriques surfaces. Mumford's geometric invariant theory (GIT 
for short) proved useful in dealing with the moduli aspect. A prominent 
feature of the resulting moduli spaces is that they are not compact, reflect­
ing the phenomenon that such surfaces can degenerate. This motivates the 
search for compactifications of these moduli spaces which also have geomet­
ric relevance in the sense that boundary points correspond to degenerate 
forms of the surfaces one attempts to classify in some nice way. Again, 
GIT provides a suitable approach to these matters, although things become 
complicated quite soon. On the period space side, spaces of a totally dif­
ferent nature turn up: locally symmetric varieties. They are of the form 
.Ο/Γ, where D is a bounded symmetric domain of type Г and Г is an 
arithmetic group. The interest in geometrically meaningful boundaries for 
moduli spaces raises the problem of describing (partial) compactifications of 
period space yielding counterparts for the GIT (or otherwise constructed) 
compactifications. In other words, we wish to extend the period map to an 
isomorphism 'at the boundary' too. 
The first results in describing compactifications of locally symmetric 
spaces in a systematic way were obtained by Satake [Satake 1956 & 1960] 
and Baily and Borei [Baily-Borel 1966]. They constructed a natural, in a 
sense minimal, compactification for such spaces. It tends to be highly singu­
lar along its usually low-dimensional boundary and its geometric relevance 
is rather restricted. At the other extreme, Mumford et al. [Ash-Mumford-
Rapoport-Tai 1975] developed the so-called toroidal compactification tech­
nique in which the boundary is of codimension one and the resulting space 
can be made to exhibit only mild singularities there. Namikawa's work on 
abelian varieties [Namikawa 1976 к 1979] as well as Friedman's alternative 
proof of the global Torelli theorem for А'З surfaces [Friedman 1984] illustrate 
beautifully the geometric meaning of the toroidal technique. Looijenga real­
ized that all these methods admit a common generalization [Looijenga 1986]. 
This new way of constructing (partial) compactifications (called semi-toric 
(partial) compactifications) is more flexible than its two predecessors; for 
instance Shah's complete moduli space of КЗ surfaces of degree 2, which is 
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not of Satake-Baily-Borel type nor of toroidal type, turns out to belong to 
this new class (via the period map) [loc. cit.]. 
This thesis deals with the period space of Enriques surfaces (of degree 
2). At the basis of it is the work of J. Shah on projective degenerations 
of Enriques surfaces [Shah 1981] using GIT. His results can essentially be 
summarized in a list of curves on Σο = Ρ 1 x P 1 and the quadric cone Σ" 
in P 3 ([loc. cit.], Theorems 5.3, 6.2 and 6.3 (esp.: Surfaces of Type II* and 
III*)). This list is reproduced here pictorially on pages 139, 140 and 141 
in a way suitable for our purposes. In view of the above philosophy it is 
quite natural to ask what compactification of the period space of Enriques 
surfaces can account for his results, our hope being of course that it would 
be one belonging to the class described by Looijenga. And indeed, this turns 
out to be true. 
Let us briefly indicate the contents of each chapter. Chapter 1 is meant 
to serve as a more elaborate motivation for studying compactincations of 
locally symmetric varieties. The main part of this thesis consists of the 
Chapters 2 and 3. In Chapter 2 we describe the relevant period space as 
a quotient Ω_/Γ of a ten-dimensional bounded symmetric domain Ω_ of 
type IV by an arithmetic group Γ acting on Ω_. Periods of an Enriques 
surface are captured by going over to its ІІГЗ double cover. Abstractly, this 
gives rise to an involution on the А'З lattice L. The domain Ω_ is then 
an open part of a quadric in P(.L_ φ С) where L- is the anti-invariant 
part of L and Г is an arithmetic subgroup of O(L-). We then proceed 
to describe the Satake-Baily-Borel compactification of Ω_/Γ, concentrating 
mainly on the arithmetic problems arising. This involves for example the 
computation of the rank one and rank two primitive isotropic sublattices 
of L- modulo Γ. We conclude this chapter by indicating a first relation 
with Shah's work [Shah 1981], using the notion of a stable КЗ surface as 
introduced by Friedman [Friedman 1981 & 1984]. 
The first paragraph of Chapter 3 treats some of the problems to be dis­
cussed in this chapter 'in small': by way of example we consider elliptic 
curves on Σο. The resulting moduli and period spaces are closely related to 
one of the boundary components of the period space of Enriques surfaces. In 
§2 and §3 we describe Looijenga's construction of compactifications, which 
will be applied to Ω_/Γ later on in this chapter. We then turn to the 
moduli side and construct in §4 a 'geometrically relevant' completion of the 
moduli space of Enriques surfaces incorporating Shah's results and relying 
for the techniques on results of F. Kirwan [Kirwan 1985]. The suggestion 
that 'weighted' blow-ups could play a role here was provided by C. Peters. 
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Now, the Enriques surfaces we consider come in two types: 'general' ones 
(their universal КЗ cover maps 2:1 to a smooth quadric) and 'special' ones 
(whose universal КЗ cover maps 2:1 to a quadratic cone in P 3 ) . The special 
ones determine a divisor in Ω_/Γ which can be characterized arithmetically. 
This has already been done in Chapter 2. It provides us precisely with the 
data for applying Looijenga's construction. The resulting compactification 
is a blow-up of the Satake-Baily-Borel compactification along the closure of 
the 'special' divisor. We finish the chapter by extending the period map 
to a map from the completion of the moduli space to the 'new' arithmetic 
compactification of the period space Ω_/Γ. This map is, apart from con­
tracting a divisor onto a certain codimension 2 subvariety, an isomorphism. 
We leave untreated the precise meaning of the period map 'at the boundary', 
although Chapter 3 §1 and §5 contain some information about it. Details 
are postponed to a future paper. Furthermore, in Chapter 3 §4, a more 
intrinsic approach should be possible and would probably lead to a better 
understanding of the construction explained there 'in explicit coordinates'. 
I would like to thank the Universiteit van Amsterdam for supporting me dur­
ing the spring term of 1988. Finally, it is a pleasure to thank G. K. Sankaran 
who read early versions of the manuscript and suggested several improve­
ments of the English, and M. Boldy, R. Ermers, V. Eijkhout and B. Polman 
who provided technical assistance in my work with the computer. 
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1 Historical Background 
The subject of this thesis has several origins, some of which we propose to 
discuss in this chapter. Because these origins touch upon many aspects of 
algebraic geometry our exposition is necessarily a bit sketchy. It is never­
theless hoped that it will help the reader understand why the research for 
this thesis was begun. 
The central topic will be a study of the period space of Enriques sur­
faces and some of its compactifications. This period space is (we are not 
very precise here) an arithmetic quotient of a certain bounded symmetric 
domain of type IV. Let us indicate in which fields of research bounded sym­
metric domains and their arithmetic quotients (locally symmetric varieties 
for short) or closely related types of spaces turn up and why one would like 
to be able to describe compactifications of these. 
1.1 Automorphic functions 
An important area where these bounded symmetric domains occur is the 
theory of automorphic functions. Here a typical result one is after is roughly 
the following: the set of automorphic functions in η complex variables with 
respect to a discrete group Γ is a field of transcendence degree η over С 
under suitable conditions. Of course one has to specify where precisely 
these functions live and what conditions the group Г should satisfy. The 
functions are assumed to be defined on a bounded domain (D say) and the 
group Г should be a group of complex analytic automorphisms of D acting 
properly discontinuously. By an old result of Cartan D/Γ then receives the 
structure of a normal analytic space. 
Suppose, to begin with, that the quotient D/T is compact. In this 
setting the result mentioned above can be proved along the following lines. 
First recall the definition of an automorphic form. A holomorphic function 
ƒ : D —• С is called an automorphic form of weight к e Ζ (with respect 
to Γ) if for all 7 G Γ: f(tz)j(f,z)k = f (ζ), where j is the determinant of 
the Jacobian matrix of 7. Then one can show that there exist automorphic 
forms fo,...,f
m
 of a certain weight r, which have no common zeros in D 
and define an embedding 
Л/Г^РЧС), И - Ш * ) :...:ƒ„.(*)) 
in projective space. This endows D/Γ with the structure of a projective 
algebraic variety of dimension η because of the compactness of D/T and 
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Chow's theorem. It follows that the field of meromorphic functions on D/T 
is an algebraic function field of transcendence degree n. Of particular interest 
(to us) is the geometric flavour of this proof. It should be remarked however, 
that a more direct function theoretic approach is also possible. In fact this 
is the way Siegel originally proved the result [Siegel 1960]. His argument is 
based on estimates for the coefficients of certain Poincaré series. 
Now usually the condition that D/Y be compact is not satisfied and yet 
the space under consideration is very important. The best illustration is 
perhaps the quotient An = Hn/Sp(2n·, Z), where 
Hn = {Z e Mn(C) : Z* = Z, Im Ζ > 0} 
is the (generalized) Siegel upper half-space and 
W»· Ϊ) - {A 6 JMÏ) : * ( _»_ Ό" ) A = ( X \" ) } 
is the symplectic group with coefficients in Z. The action of Sp(2n] Z) on 
# „ is as follows: let 7 = ( _ ] G Sp(2n; Ζ) , Z G #
n
, then 
- 1 7 · Ζ = (AZ + B)(CZ + D) 
Bearing in mind the approach sketched above, one might start thinking 
of constructing a compactification of D/Y which can be embedded in some 
projective space, realizing DjY as a quasi-projective variety. If then the 
dimension of the boundary is of codimension > 2, a similar argument can be 
applied here because every meromorphic function on D/Y extends. For the 
quotient H
n
/Sp(2n·, Z) such a compactification exists: the so-called Satake 
compactification ff*/Sp(2n; Z). As a set it is the disjoint union 
H
n
/Sp(2n; Z) II Я
п
_ 1 /5р(2п - 2; Ζ) U . . . Ы Ho/Sp(0; Z). 
The topology and analytic structure on this set are somewhat harder to 
describe. Let us content ourselves with saying that the restrictions of these 
extra structures to a stratum Hj/Sp(2j·, Z) (0 < j < n) coincide with its nat­
ural topological and analytic structures. It is then shown as before that there 
exist automorphic forms of an appropriate weight with respect to 5ρ(2π; Z) 
(these automorphic forms are usually called Siegel modular forms) f 0 , . . . , fm 
which produce an embedding 
n*JSp{2n;Z)^Pm(C). 
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Implicitly one makes use here of the fact that these forms fo,...,f
m
 de­
termine modular forms on each of the boundary strata Hj/Sp(2j·, Z) via 
Siegel's Φ-operator. Chow's theorem again implies that #*/5p(2n; Z) is 
actually a projective algebraic variety and as 
d i m #
n
/ 5 p ( 2 n ; Z ) - d i m #
n
_ i / . S > ( 2 n - 2 ; Z ) > 2 ( i f n > 1) 
we conclude that the field of meromorphic functions on H
n
/Sp(2n; Z) is a 
field of transcendence degree \n(n + 1). 
In general, to be able to construct a compactification of a non-compact 
quotient -D/F, the framework of bounded domains and discrete groups acting 
properly discontinuously has to be restricted. This leads to a smaller class of 
bounded domains, the bounded symmetric domains, and a class of groups 
which satisfy a certain arithmetic condition. Details will be explained in 
Chapters 2 and 3. What we have seen above justifies the search for suitable 
compactifications from the point of view of automorphic functions. Com-
pactifications of locally symmetric varieties were studied in [Satake 1960], 
[Baily-Borel 1966], [Pyatetskii-Shapiro 1969]. Pyatetskii-Shapiro's geomet­
ric approach is especially noteworthy. Many of the ideas to be discussed 
later essentially go back to his work [loc. cit.]. 
1.2 Compactifications: first steps 
The construction of the compactification of Н
п
/8р(2щ Ζ), due to Satake, 
was extended to other locally symmetric varieties by Baily and Borei in 
[Baily-Borel 1966]. For every locally symmetric variety D/T they were able 
to describe a (unique) compactification D*/T with the following properties 
(among others). 
1. D*/T is a compact normal analytic space, admitting (in a compatible 
way) the structure of a projective algebraic variety (automorphic forms 
again!). Moreover D/T is an open dense subset of D*/T and actually 
quasi-projective. 
2. D*/r satisfies the following 'minimality' property. Every analytic map 
ƒ : (Δ*)* χ Δ ' -> D/T which is locally liftable extends to an analytic 
map Δ* χ Δ ' -• D*/T (к and / are positive integers, Δ is the unit 
disk). 
Here locally liftable means the following. For each point ρ G (Δ*)* χ Δ' 
there exists an open neighbourhood U of ρ and an analytic map ƒ : U —• D 
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such that 
U -• D 
l i 
(Δ·)* χ Δ ' -• D/T 
commutes. 
Their approach is of a Lie-theoretic nature, employing the fact that such 
a domain D is of the form G/K where G is the Lie group of real points of a 
connected semi-simple algebraic group G, defined over R, and where К С G 
is a maximal compact subgroup. 
Example. G = 5І2(К·), К =maximal torus of G. Then G/K ^ #1 via 
_ f a b \ ai + b 
0 Э 9 = { с d)"¿Td 
(К is precisely the stabilizer of i). The complex structure of G/K can be 
described in terms of the Lie algebras. We will not go into this. 
The group К is contained in a unique maximal parabolic subgroup Ρ of GQ 
(set of complex-valued points) and this provides an embedding 
D = G/K «-• GQ/P = : D 
of D into its compact-duaí D. This is a smooth projective variety. 
Example. G = SLtÇR), Ge = 5Za(C). So D S P ^ C ) . 
The space D is usually much bigger than D (closure in D). The building 
blocks to construct D*/T as a set come from this topological closure D. The 
set D is naturally partitioned in so-called boundary components. A bound-
ary component is a connected complex-analytic submanifold of D which is 
contained in D and is maximal for these properties. The subspace D it-
self is always a boundary component, usually called improper. The group 
G acts on these boundary components. Now suppose Ç is defined over Q. 
This Q-struciure singles out a special class of boundary components, namely 
those whose normalizer NQ in G is defined over Q. They are called rationa] 
boundary components. As a set then, D* is the union of the rational bound-
ary components and D/Γ С D*/T. The important thing about D*/T is that 
this space is canonically associated to D/T; no choices are involved. As we 
shall see, as research progressed, the need for other compactifications was 
felt. For instance, an explicit construction of a compactification in which 
the boundary is a divisor with normal crossings also seems worth having at 
one's disposal (think of the space (Δ*)* Χ Δ ' above). 
4 
A major step forward in the search for compactifications was made by 
Mumford et al. [Ash-Mumford-Rapoport-Tai 1975]. At the basis of their 
work was the fact that the Satake-Baily-Borel compactification of an arith­
metic quotient D/T is usually highly singular along the boundary. They in­
dicated a way of obtaining a class of compactifications, the so-called toroidal 
compactifications, some of which have at most quotient singularities. An in­
teresting feature of the construction (in which the boundary is of codim 1), is 
that it involves choices (related to certain cone decompositions) and there­
fore, unlike the Satake-Baily-Borel compactification, does not supply one 
with a unique object. In [Mumford 1975] p. 217 Mumford states that this 
non-uniqueness had discouraged him for years from developing a theory 
in this direction and that he only later began to believe that this non-
uniqueness is 
"a fact of life of higher dimensional birational geometry". 
Later developments showed that this element of freedom in the construc­
tion should be regarded as an advantage: it demonstrated the flexibility 
of the theory, a property which could be exploited fruitfully. For instance, 
Namikawa [Namikawa 1976 & 1979] was able to describe a class of degener­
ations of principally polarized abelian varieties which gave rise to a specific 
toroidal compactification of Λ
β
. Recall that Λ
Β
 parametrizes principally 
polarized abelian varieties. The cone decomposition involved turned out to 
be the 2 n d Voronoi decomposition which occurred in the beginning of this 
century in connection with the reduction theory of positive quadratic forms; 
a nice illustration of the unity of mathematics. 
1.3 A n e x a m p l e : A2 
Let us indicate in rough outline the two types of compactifications we have 
come across so far in the case of Λ2 (associated with Sp(4, Z)). Consider 
H2 = {Z e Afa(C) : Ζ ' = Ζ,ΙτηΖ > 0}. 
A realization of #2 as bounded symmetric domain is obtained as follows. 
Let 
D2 := {Z G Afa(C) : Ζ*Ζ < 1, Ζ ' = Z} 
D2 = {Z G M 2 (C) : Z 'Z < 1, Z ' = Z} 
and define a map 
# 2 — D2 
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Ζ » (Ζ - iI)(Z + и)-1 
with inverse 
Z . - n ' ( / + Z ) ( / - Z ) - 1 . 
Boundary components come in two types: one-dimensional and zero-dimen­
sional ones. The one-dimensional components are isomorphic to 
Dl
 =
 {z
 = ( о î ) : *'e Δ} - Δ · 
The zero-dimensional components consist of one point, for example 
A> = {/}· 
These are the only ones modulo the group 5p(4, R ) . Moreover, one can 
show that D2, Di and Do are the only rational boundary components of D2 
modulo 5p(4, Z) and that as a set the Satake compactification looks like: 
I>;/SK4, Z) = D2/Spi4, Ζ) II D1/Spi2; Ζ) II D0. 
We have added the one-dimensional space 
Di/Sp(2,Z)EDo^P1(C) 
as boundary. To describe the analytic structure we proceed as follows. Here 
the model #2 is most convenient to work with. Write Z G Я2 as 
\ ¿и Z2 J 
(so Im zi > 0, Imz2 > 0). We then have an open embedding 
H2 *-* Hi χ С χ Πι Ζ ι-* (zi,zi2, Z2) 
and in particular projections: 
1. #2 -» Hi χ С Ζ·-» ( Z I , Z U ) ; 
2. Hi ^ HI Z~ zi. 
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This last map is an example of the geodesic projection of a bounded sym­
metric domain onto a boundary component. So Πι here should be thought 
of as the one-dimensional boundary component. This geodesic projection 
will eventually show us how Di/Sp(2; Z) is glued to D2/Sp{4·, Z). As we 
shall see, the construction of 
H2/Sp(4;Z)UH1/Sp(2;Z) 
(as an analytic space) we sketch below will automatically open the way for 
a modified construction. Instead of dividing out by 5p(4; Z) immediately, 
we divide out by smaller groups carefully keeping track of what happens at 
each stage. 
Consider the following subgroups of 5p(4; Z): 
NHl = {geSp(4;Z) :дН1 = П1} 
( a О Ь * \ 
* и * * 
с 0 d * 
\ 0 0 0 и-1 
= { e 5p(4; Ζ) 
(:i) e S p ( 2 ; Z ) = 5X2(Z), « = ±1}; 
= { 
Ui,z = { 
ΖΗ1 = {9£ΝΗ1 -.дІН^Ін,} 
/ 1 0 0 η \ 
m i n b 
0 0 1 - m 
V 0 0 0 1 / 
/ 1 0 0 0 \ 
0 1 0 ò 
0 0 1 0 
\ 0 0 0 1 / 
=: 9m,n,b · b,m,n € Z}; 
:beZ}ÇZHl. 
First consider the action of ï/^z· In terms of the 3-factor decomposition 
Hi χ С χ Hi it acts only on the last Hi -factor: 
¿2 *->• ¿2 + b. 
We get from (1.) and (2.): 
3. H2/UiiZ — Hi χ С χ (Hi/Z) ^HixCxC* 
where we have embedded Hi/Z in C* via 11->· e2 1"', and 
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4- # 2 / t f 1 > z - Hi χ С; 
5. H2/Ultz -> HL 
T h e m a p in (4.) is a kind of A*-bundle (with varying radius), a restriction 
of the map 
Я і x С χ Hr/U^z -* Ηχ χ С 
which is an honest Δ*-bundle. Note that if we were to stop here, we could 
make an extension of Яг/С/і^, simply by 'filling in the zero' of the Δ*-
bundle. 
Now consider Ζ^. The action of дт,п,ь 6 Ящ is: 
9m,n,b · — I
 m Z i ^. Z i 2 ц. n m 2 Z l + 2mzi2 + mn + 22-1-6 
so with respect to the projection # 2 —• H\ it acts fibrewise. This is what 
happens to the first two factors: 
0m,n.b(2l, 212) = (21, «12 + mzi + n ) . 
T h e quotient ( Я і X C)/ZH1 is just the universal elliptic curve over Hi (with' 
markings of the first Z-cohomology group of the elliptic curves to be precise). 
As Ζщ acts freely on Hi χ С it certainly acts freely on Я2. In particular 
H2/ZHl - (Hi χ C ) / Z H 1 
is still a A*-bundle, and for each Zi £ Hi we have an elliptic curve and a 
Δ*-bundle over it. This bundle is part of a line bundle, which is actually 
relatively anti-ample. To see this, go back to 
H2/UiiZ ^ (Hi χ C ) χ Я і / Z с (Hi χ С ) χ C / Z = (Hi χ С ) χ С*. 
On this space we have an action of Zjj^/Ui 7 : 
[9ш,п,ь\ • (zuzi2,e2™>) = (ζι,ζι2 + mzx + Ще2**т**+2™») • e 2 * " ' ) . 
T h e classical Riemann theta function 
θ(ζ,τ) = ^2 ехр(7ггп2т + 2πιηζ) (for r G Hi) 
ne Ζ 
has the following transformation behaviour: 
θ(ζ + тт + тг, г ) = ехр(—жіп2т — 2πΐηζ)θ(ζ, т). 
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It determines a section in an ample line bundle. We conclude that 
tfa/Z*! -5· (Яі x C ) / Z Ä 
is part of a relatively anti-ample line bundle. Now two ways are open to us. 
1. Fill in the zero section in each fibre of the map p. As a set we then 
findtfa/Z^n^xCyz*. 
2. Fill in the zero section as in (1.) and then contract it fibrewise to a 
point. This can be done within the analytic category and it is at this 
point that we use the relative anti-ampleness. So as a set we obtain 
Η2ΐΖΠχΜΗλ. 
In both cases the group NBI/ZRX acts. Actually it acts properly discontinu-
ously, so that the quotient still has the structure of an analytic space [Cartan 
1957]. Moreover, and this is a vital point, the following holds. In case (1.) 
(resp. (2.)) there exists a neighbourhood U (resp. U') oí (Hi χ C ) / / ^ (resp. 
Hi) such that U - (Hi χ C ) / Z f f l (resp. U' - Hi) embeds in H2/Sp(4; Z). 
This yields: 
H2/NHl II (Hi χ СуНиг 
S 
U-(Hi χ C)/NHl 
\ 
H2/Sp(A;Z) 
(and an analogous diagram for Í7'). Glueing gives us a partial compactifi-
cation 'in the direction of the boundary component Hi'. The first one is 
a (simple) case of a toroidal (partial) compactification. Note that in this 
example no choices are involved. The second one, 
H2/Sp(MZ)UHi/Sp(2;Z) 
is a (partial) Satake-Baily-Borel compactification. It is very close to being 
the full Satake-Baily-Borel compactification: just one point is missing. As 
a bonus we see that the toroidal compactification in the direction of Hi 
is a blow-up of the partial Satake-Baily-Borel compactification along the 
boundary. The toroidal boundary itself is an interesting space. Had we used 
a congruence η subgroup (n > 2) of 5p(4; Z) in the whole construction, the 
toroidal boundary would have been the universal elliptic curve with level η 
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structure. (But we would have got more boundary components.) The base 
space of this universal elliptic curve is the corresponding fine moduli space. 
The situation in the direction of the zero-dimensional boundary com-
ponent Ho is more complicated and shows at what point in the toroidal 
construction choices can (and should) be made. To study this case, again 
the Siegel upper half plane model is most convenient to work with. Let 
V = {X £ M2(K) : X1 = X}, 
С = {X eV : X > 0 (positive definite)}, 
then H2 = V + iC. The set С is an open nondegenerate convex cone in 
V, and its points represent positive definite quadratic forms in two real 
variables. The geodesic projection is of course a trivial map in this case and 
consequently of no use here. We have: 
N
^
 = {(U0 ( i ¿ ) - i ) ·• At = A t M2(Z)}; 
Ζ
* ·
 = { ( θ ƒ ) : ¿ ' = ¿ e M a(Z)}. 
The group ZH0 acts by translations: Ζ н- Z + A. Dividing out by Z H 0 yields 
H2/ZHo — Нг/Z χ C/Z χ Нг/Z (-> (C*) 3 ) . 
At this point the machinery of torus embeddings can be set to work, but 
we refrain from giving a detailed explanation. Taking the imaginary part 
determines a map Im : Яг/^Яо —* С which realizes HÌ/ZH,, as a real torus 
bundle over C. In the Satake-B-aily-Borel construction, every direction in 
the interior of С would end up on the zero-dimensional boundary compo­
nent #0· The idea now is to deal with these directions more subtly, thereby 
replacing this one boundary point by a bigger space and consequently ob­
taining a larger boundary. Such a device is possible, but not in a unique way; 
it depends on a 5p(4; Z)-invariant decomposition Σ of the cone С (or rather 
the convex hull of С Π Vq) in rationally polyhedral cones. Of course this 
decomposition should satisfy several compatibility conditions. For each cone 
σ G Σ, let С(а) be the image of С under the natural projection V —• /ац 
and let Β(σ) be the image of #2 w.r.t. the map Я2 —• VQ/ZH^ + ^ c -
(Then Im induces a map Im^ : Β{σ) -»• С(а).) So άϊτη.Β(σ) + dima = 3. 
The disjoint union Ue-eS Β(σ) с а п ^ β endowed with a topology which is 
invariant for the NH0/ZE0-action and the quotient can be given the struc­
ture of an analytic space. This procedure eventually yields a full toroidal 
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compactification, compatible with the approach we sketched for the one di­
mensional boundary components. The topology is such that if σ e Σ and 
ζ = χ + iy G Я2, then ж + iXy (mod ^Яо) approaches a point in Β(σ) if 
λ —» oo. 
1.4 (Mixed) Hodge structures and compactifications 
A powerful tool in studying compact Kahler manifolds is Hodge theory. 
Apart from being geometric objects themselves (the point of view of the 
preceding paragraph), locally symmetric varieties sometimes are classifying 
spaces for Hodge structures, thereby containing information about geometric 
objects. This point of view provides a new motivation for the study of locally 
symmetric varieties (although we have already mentioned something in this 
direction at the end of §2). 
Suppose Χ is a compact Kahler manifold. Then for each η the lattice 
Hn(X; Z)/torsion carries a Hodge structure of weight n, which is expressed 
in the Hodge decomposition: 
Я
П ( Х ; С ) = φ Η*Λ(Χ) 
lH-í=n 
or, equivalently, the Hodge filtration: 
Hn{X·, C) = F0DF1D...DFn 
with 
p+q=n,p>i 
This filtration F' determines a point in the flag manifold 
<3(ЯП(Л:;С); ai = dim F 1 , . . . , α
η
 = dirnF"). 
Now usually one considers polarized manifolds, so together with X the class 
ω of a positive line bundle is given. Multiplication by ω induces maps 
L : Hm(X; C) -• Hm+2(X; C) for each m. 
The primitive cohomology 
Pm(X; C) = k e r ( I n - m + 1 : Hm(X; С) -> Я 2 п - т + 2 ( Х ; С)) 
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gives rise to the following decomposition of the complex cohomology (Lef-
schetz decomposition theorem): 
If] 
Hm(X-y C) = 0 LkPm-2k{X; C), 
fe=o 
in particular no information about the complex cohomology is lost by going 
over to the primitive cohomology. If we define 
tf
z
 = P m ( X ; C) Π Пт(Х·, Ζ) 
and 
Η™ = Pm(X; С) Π Н™(Х) 
then {Ηχ, Πρ·4} is a Hodge structure of weight m. Now the polarization ω 
on X induces a bilinear form Q : Η ζ χ # z ~+ Ζ, 
(}(φ,ψ) = ( - 1 ) = ^ ^φΑψΛ un-m 
turning {.Οζ,-Η^·'} in^0 a polarized Hodge structure of weight m. The 
bilinear form Q satisfies the Riemann bilinear relations: 
1. (¿{Η*«, Πτ·') = 0 if ρ / η - г; 
2. р-*С>(ф,ф) > 0 for any φ G Я™ - {0}. 
This polarized Hodge structure determines a point in a subset D of the flag 
manifold 
G(H = H7l® С; Л = d i m F 1 , . . . , fm = dimFm) 
described by the conditions (1.) and (2.). The points in the flag manifold 
satisfying (1.) form a smooth projective manifold D containing D as an 
open subset. D is called the compact dual of D (see also §2). 
Example. Consider polarized abelian varieties of dimension g. From the 
point of view of Hodge theory the first cohomology is the most interesting. 
The Hodge filtration is very simple: 
H^A; C) D tf0^) = H^iA) 
where dim
c
H1(A;C) = 2g,dimcH0(fì,1A) = д. Note that we have Я ^ Л ; С) = 
P1(A, С). The polarization is expressed by a skew-symmetric bilinear form 
Q : Η^Α-,Ζ) χ Η^Α-,Ζ) -> Ζ. 
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The flagmanifold in this case is a Grassmannian: Gr(g,2g). 
Let X —y S be a family of smooth polarized projective varieties over a con­
nected base S. Then this family is C00 locally trivial and the Hodge numbers 
are constant. This implies that we can compare the Hodge nitrations of the 
primitive cohomology of the various fibres X,. To do this one has to select 
a base point SQ £ S and choose identifications of 
(Hm(X.; Z)/torsion,u>,) 
with 
(tfm(X, 0;Z)/torsion,a;, 0). 
Here ambiguities arise due to the monodromy around SQ. Therefore, we only 
obtain a well-defined map 
S^D/T 
where Γ is the monodromy group. Such a map is an example of a period 
map. The quotient D/T has the structure of an analytic space and the 
period map in fact turns out to be holomorphic. In the example we find a 
quotient of Η
β
. This period map provides new ways of studying polarized 
manifolds. 
If X is not necessarily smooth projective, but say just a complex alge­
braic variety, there is in general no longer a Hodge structure on its complex 
cohomology. Deligne showed however that the cohomology of such a variety 
carries a (functorial) mixed Hodge structure (MHS), a clever generalization 
of the notion of a Hodge structure (sometimes referred to for emphasis as 
pure Hodge structure). The data involved in a MHS comprise not only a 
lattice H and a Hodge filiation F' of HQ but also an increasing weight fil­
tration W, of HQ such that F' induces a pure Hodge structure of weight 
d on the quotients W¿/W¿-i. The functoriality means for example that a 
morphism X —• Y of complex algebraic varieties induces a morphism of 
MHS on cohomology 
Hn(Y) -H. Hn(X). 
If, for example, X is a smooth quasi-projective variety and X a smooth 
projective completion of X, then we have a morphism of MHS 
Hn(X) -» Hn(X) 
where Hn(X) carries a pure Hodge structure of course. 
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As the definition already indicates, MHS are built from pure Hodge 
structures (HS). Relatively simple ones are those where only two quotients 
Wi/Wi-i are nonzero. Such a MHS fits in a short exact sequence 
О ^ Л ^ Я - > Я ^ 0 
where A and В are pure Hodge structures. We say that H is an extension of 
В by A. In geometry there are many situations which give rise to extensions 
of mixed Hodge structures. Suppose for example that X — X is smooth. 
Then the sequence 
0 -• І т ( Я п ( Х ) -+ Я П ( Х ) ) -> Hn(X) Д Я " " 1 ^ - Х){-1) -> 0 
where R is the residue map and '(—1)' denotes a Tate twist, is an extension 
of mixed Hodge structures. 
Extensions of mixed Hodge structures have been studied mainly by 
J. Carlson [Carlson 1980]. Given A and Я, the possible choices for Я form 
in a natural way a group Ext(B, A). Some boundary components which we 
shall construct in Chapter 3 are of this type; there this group of extensions 
has the structure of a complex torus, i.e. the extension data are captured by 
a point in a complex torus. We refrain from treating these matters in this 
thesis. 
Suppose X —• Δ is a family of projective varieties over the unit disk, 
smooth over Δ*. As described above this determines a period map 
ρ : Δ ' -• D/ < Τ > 
where Τ generates the monodromy. In general neither D nor D/ < Τ > is 
compact and the period map fails to extend to a map Δ —» D/ < Τ >. As 
t G Δ tends to 0, p(t) —• 'oo1. The problem then is: Can we extend D , 
D/ < Τ > or D/T in a systematic way such that ρ extends over the punc­
ture? What geometric information is codified by such added (boundary) 
points? 
In any case, if t —• 0, we are bound to leave the realm of polarized 
Hodge structures. In certain favourable circumstances, several polarized 
mixed Hodge structures can be associated to the family p. For example, the 
canonical polarized mixed Hodge structure of the central fibre X", or of the 
smooth part of X. It is natural to ask whether any of these mixed Hodge 
structures (better: classifying spaces of these) can be used to extend the 
period space D, D/T etc. Note that such classifying spaces in relatively 
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easy cases arise as quotients of complex tori and this surely reminds one of 
the example in §3, where an extension of A2 was made involving certain tori 
'at the boundary'. 
Schmid [Schmid 1973] and Steenbrink [Steenbrink 1976] associated to 
such a family (assumed to be nice enough) a polarized mixed Hodge struc­
ture on the middle cohomology of the regular fibre, the so-called limiting 
mixed Hodge structure, which gave rise to an extension of period space of 
toroidal type. The link with the mixed Hodge structure on the central fibre is 
expressed by the Clemens-Schmid exact sequence (see e.g. [Griffiths 1984]). 
If it makes sense to talk about a Satake-Baily-Borel extension, points in this 
boundary capture part of the data describing the limiting mixed Hodge 
structure, data which usually also describe part of the polarized mixed 
Hodge structure on the central fibre. In fact, if a mixed Hodge structure 
fits in an extension, then this determines maps between the classifying space 
of the mixed Hodge structure and those of the two pure Hodge structures. 
This indicates the relation between the two types of boundaries (see §3). 
Of course there is the problem of which degenerations are nice enough 
to make everything work (and yet interesting). In particular, what central 
fibres (the 'singular limits') should be allowed? This poses in general a hard 
problem. Candidates could be: 
• normal crossings varieties; 
• varieties with controllable singularities in some sense (for instance iso­
lated singularities). 
Ideally, one would like to be able to replace a central fibre in a degeneration 
by a well-determined one taken from some 'list' of 'good' models for central 
fibres. At this point something of the difficulties becomes visible. The 
uniqueness condition suggests that some minimality condition is satisfied. 
Starting out from a given family this will usually mean that blow-downs are 
involved, whereas blow-ups are usually involved in the process of obtaining 
a normal crossings central fibre. 
1.5 КЗ surfaces and the search for intermediate 
compactifications 
The idea that deformations and moduli of КЗ surfaces can be fruitfully 
studied by means of the periods of their holomorphic 2-forms goes back to 
Andreotti and Weil. The success of this idea can be seen from the results 
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which have been obtained over the years: 
• All КЗ surfaces are diffeomorphic. 
• All КЗ surfaces are Kählerian. 
• The period map is surjective. 
• The global Torelli theorem holds. 
The surjectivity of the period map was first proved for special classes of КЗ 
surfaces by J. Shah [Shah 1980], and (independently) by Horikawa [Horikawa 
1977]. Let us concentrate on one of these classes, the КЗ surfaces of degree 
2. In the generic case, the polarization η of degree 2 on а КЗ surface X 
determines a 2:1 map X —• P 2 which branches over a nonsingular sex-
tic. In this way one's attention is shifted to the complete linear system 
|C?pa(6)|. As two sextics in the same P5i/3(C)-orbit determine isomorphic 
ЛГЗ'з one is led to consider the quotient |С?р»(6)|//Р5із(С) in the sense 
of Mumford's geometric invariant theory (GIT for short) [Mumford-Fogarty 
1982]. This GIT-quotient is projective (its homogeneous coordinate ring is 
the .Р5.£з(С)-тvariant part of the homogeneous coordinate ring of |0p2(6)|) 
and contains a dense open subset corresponding to nonsingular А'З surfaces. 
The points outside this subset can be interpreted as corresponding to cer­
tain singular limits of degree 2 КЗ surfaces. One can hope that this space 
M = |Ор»(6)|//ΡSХз(С) then serves as a completed moduli space of КЗ 
surfaces of degree 2. But some problems occur. 
• Not all КЗ surfaces of degree 2 can be distinguished in M. There is 
actually an 18-dimensional family 'concentrated' in one point of Ai. 
• Not all singular limits are 'nice' enough to assign periods to. 
• One has no control over the singularities in the singular limits. 
With regard to the third problem Shah has described a class of singularities 
(insignificant limit singu/arities) [Shah 1979], which seemed reasonable to 
allow from both the GIT and Hodge theory points of view. He was motivated 
by Mumford's notion of asymptotic stability [Mumford 1977]. As far as 
degree 2 КЗ'з are concerned Shah was primarily looking at one-parameter 
degenerations of such surfaces. He indicated a way of modifying such a 
family using GIT so that the central fibre of the modified family belongs to a 
list of surfaces exhibiting at most insignificant limit singularities. First of all 
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he notices that all 'trouble' is located in a point δ € Λί which corresponds 
to nonsingular quadrics in P 2 with multiplicity three. This is the only 
point of M which represents surfaces with significant limit singularities. 
Then he constructs a blow-up M of λΛ in 6, and relates the points in the 
resulting exceptional divisor to double covers of Σ" С Ρ 6 (Σ4: cone over a 
rational quartic curve in P 4 ) . It turns out that these double covers have only 
insignificant limit singularities and that this exceptional divisor incorporates 
the missing 18-dimensional family of U'S surfaces. He concludes that M can 
serve as a complete moduli space. 
Let L be the КЪ lattice (see Chapter 2) and let h G L be an element 
with ft2 = 2. Define 
Ω2 := {ω G P ( X C ) : (ω, h) = 0, (w, ω) = 0, (ω, ω) > 0}. 
This space (of dimension 19) consists of two isomorphic copies of a bounded 
symmetric domain of type Г . The group 
Γ2 = {9 G O(L) : g(h) = h} 
acts properly discontinuously on Ω2 and the quotient Ω2/Γ2 is a locally 
symmetric variety. If (Χ, η) is a degree 2 КЗ surface, then there exists 
an isometry φ : Π2{Χ\ Ζ) —• L such that φ{η) = h. The one-dimensional 
subspace # 0 ( Ω ^ ) С H2(X; С) then determines via фс a point in Ω2, the 
period point (cf. §4). The dependence on the marking φ disappears if we 
go over to the quotient Ω2/Γ2. This defines a morphism from the open part 
U С M corresponding to KZ surfaces with at most rational double points to 
Ω2/Γ2, which can be shown (see [Looijenga 1986] and Chapter 3) to extend 
to a birational morphism 
M -> Ω2/Γ2 
(where Ω2/Γ2 is the Satake-Baily-Borel compactification). Now Shah proves 
that the open subset corresponding to surfaces with at most rational double 
points is mapped isomorphically onto Ω2/Γ2. So in fact both M and Ω2/Γ2 
can be considered as completions of the moduli space of A'S's of degree 2. 
A natural question is whether the two compactifications actually coincide. 
This turns out not to be the case. The Satake-Baily-Borel boundary is of 
dimension one whereas M — U contains two- (and no higher) dimensional 
strata. For instance, there is a stratum consisting of points corresponding 
to configurations which are made up of three quadrics in P 2 tangent to 
each other in two points. Let us make a computation of the number of 
moduli of this stratum. First note that dim|(9pa(2)| = 5. Now choose two 
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points in the plane: 2 + 2 = 4. Choose a direction in each of these points: 
1 + 1 = 2. Finally choose three quadrics passing through these points in the 
given direction: 1 + 1 + 1 = 3. Now the stabilizer of this configuration in 
PSLz is one-dimensional, whereas dim PSL3 = 8. So the number of moduli 
is 4 + 2 + 3 - ( 8 - 1 ) = 2. 
The double cover branching over such a configuration exhibits two simply-
elliptic singularities of type Es- In the minimal resolution therefore two 
(isomorphic) elliptic curves appear. The period map maps this two-dimen­
sional stratum to a one-dimensional Satake-Baily-Borel boundary compo­
nent (which is a quotient of the upper half-plane Hi) and computes the 
isomorphism type of the elliptic curves. In particular, M is not isomorphic 
to Ω2/Γ2. As we have remarked above, the boundary of M is everywhere 
of dimension < 2 and this implies that M can not be of toroidal type. This 
was one of the motivations for E. Looijenga to look for a common generaliza­
tion of the Satake-Baily-Borel and toroidal compactifications which would 
also incorporate (an arithmetic counterpart of) the space M. In [Looijenga 
1986] he describes such a generalized construction and applies it to Ω2/Γ2. 
There are different (but intimately connected) ways of motivating the right 
application of these ideas to Ω2/Γ2. Let us consider a few of them. 
If (Χ, η) is a degree 2 КЗ surface, then the associated complete linear 
system \Ь \ does not always realize X as a double cover of P 2 . To be precise, 
two essentially different cases can be distinguished. 
1. The unigonal case. \LO\ maps X to a nonsingular conic in P
2
. \LV\ has 
a fixed component D which is isomorphic to P 1 , and Lj, — D ~ 2E, 
where E is an elliptic curve. Furthermore: (Ε,Ό) = 1, E2 = 0, D2 = 
—2. In this case \2Σ
η
\ has no fixed components nor base points and 
maps X 2:1 to Ej С Ρ 6 . 
2. The digonal (or hyperelliptic) case. |£,,| : X —• Ρ 2 is a double cover 
branching over a reduced sextic with at worst simple singularities. In 
this case | і , , | has no fixed components nor base points. 
In the first case we see that (D, Ι
η
) = 0. If we fix a marking 
φ:(Π2(Χ;Ζ),η)^(1,Η), 
then (<t>{[D]),h) = 0 and φ([ϋ])2 = - 2 . Now [D] G H^X) and so 
[D] ± Я0(Од^). This implies that the period point of (Χ, η) is orthogonal 
to <t>([D]). In fact, the set R = {a 6 L : (α,Λ) = 0, a 2 = - 2 , а = h(2L)} 
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determines a divisor in Ω2/Γ2, 
VR = {[ω] £ ÌÌ2 : (ω, α) = 0 for some α G -Д}/Г2, 
which describes period points of unigonal Ä'S's of degree 2. It extends to 
a Weil divisor VR in the Satake-Baily-Borel compactification Ω2/Γ2, but 
VR turns out not to be Cartier. This makes it interesting to consider the 
(normalized) blow-up along VR. This blow-up can be studied in terms of 
Looijenga's generalized construction and is isomorphic to M via the period 
map! The strict transform of VR is identified with the exceptional divisor 
arising from the blow-up of 6 G M. However, this does not yet explain why 
this is the right approach. 
The period map as we have described it can be considered as a neat way 
of describing the periods of a holomorphic 2-form ω on а КЗ surface X; i.e. 
we view ω G Η2(Χ·, С) = Hom(#2(X; Ζ), С) as a homomorphism 
ω:#2(Χ;Ζ) — С -y » f ω. 
Now suppose X varies in a family Xt of which the generic fibre is still а А'З, 
but the special fibre may have acquired singularities. On a special fibre we 
may hope to find a meromorphic 2-form, holomorphic on the regular part, 
which can be integrated over 2-cycles in the regular part of the fibre. If 
these cycles can be displaced to neighbouring smooth fibres, there is still a 
way of making sense of periods: 
HiiXt) - с 
и / 
ІІ2(Х,
РіТе8) 
simply restrict ω to the sublattice corresponding to the regular part of the 
special fibre. The problem is to interpret this in 'arithmetic terms'. 
Let us first consider an example. One of the degenerate branch curve 
configurations in Shah's study of Ä'3 surfaces of degree 2 is 
which we have come across above. Let X —• P 2 be the double cover branch-
ing over this configuration. Above the points Ρ and Q two simply-elliptic 
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singularities of type És appear. Let us denote them by Ρ and Q. To obtain 
a resolution we proceed as follows. Blow up Ρ and Q, and blow up again 
the two intersection points of the strict transforms of the three quadrics. 
Denote these strict transforms by Qi, Q2, Q3 and the strict transforms of 
the exceptional curves arising from the first blow-up by Ap and Aq. Take 
the double cover X branching over ApU AQUQ1UQ2UQ3. The exceptional 
curves from the 2 n d blow-up yield two elliptic curves Ep and EQ, each with 
self-intersection —2. The preimages of Ap and AQ are (—l)-curves which 
can be blown down. The resulting surface is the minimal resolution X of X. 
It is an elliptic ruled surface with two nonminimal fibres (these come from 
the tangents at Ρ and Q). The elliptic curves Ep and EQ are sections of 
the ruled surface, and X
re
g = X - (Ep U EQ). In this situation we have an 
exact sequence 
0 -Η. H2(Ep U EQ) -> H2{X) -> НЧХгч) Д Hl(Ep) -• 0 
where R is the residue map. This gives rise to a short exact sequence 
0 - H\X)/H2(EP U EQ) - tf'iXreg) - H^EPX-I) - 0 
which can be viewed as an extension of mixed Hodge structures (see §4). 
The first term carries a pure Hodge structure of weight 2 (and is pure of type 
(1,1)) and the last term carries a pure Hodge structure of weight 3 (only 
types (2,1) and (1,2) occur). This extension is classified by an element of 
a certain torus which can be used to (partially) 'close' the period space. 
The Satake-Baily-Borel boundary component contains the information of 
the pure Hodge structure on H1(Ep). Let us describe what the torus looks 
like in our case. Orthogonal to the polarization class we find a sequence of 
the form 
0 -Η. К -• L -> Я 1 ( £ р ) ( - 1 ) -ν 0. 
The extension class is an element of 
К* ® J(Ep). 
In the üfS-situation above, ranküf = 1, so we find an element in J(Ep). 
Together with the j-invariant of the elliptic curve Ep this gives two varying 
parameters on the boundary, in agreement with our count of moduli. So 
instead of the one-dimensional Satake-Baily-Borel components, we should 
like to add spaces of the type we have just indicated in a compactification 
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of the period space. In terms of homology the residue map is given by the 
Lefschetz tubular map 
Hi(Ep) - #2(*r«g) 
(see Chapter 3 §1 for a description of this map) and it produces in partic­
ular an isotropic plane in #2(.X"t), namely the image of Hi(Ep) under the 
composite map 
H^Ep) - Лг&ч) - MXt). 
In abstract terms then (forgetting about the geometric meaning), this asks 
for a distinguished class of sublattices of the polarized degree 2 КЗ lattice 
¿2) which resemble the homology of the regular part of a degenerate ІІГЗ 
surface. If we restrict to the situation above, i.e. of one-dimensional Satake-
Baily-Borel boundary components (which correspond to primitive isotropic 
rank two sublattices of L2 modulo Г2), we need for each primitive isotropic 
plane I С L2 a, sublattice M/ such that / С Mj Ç I-1. One trivial choice is 
of course Mj = ƒ, which corresponds to the Satake-Baily-Borel situation. A 
less obvious choice, but quite relevant as will be explained below, is to use 
the set R. Define 
Mj = primitive span of / 4- (І^ Π І2). 
Let us try to show why this choice is relevant in the present framework. 
Start with a singular КЗ surface X (of type II in the sense of Shah [Shah 
1980] to be precise; just think of the example mentioned above) which ad­
mits a degeneration to a 'special' singular 1(3 surface Xt (i.e. one which 
occurs as a double cover of Σ4), but in such a way that the abstract struc­
ture of the branch curve configuration does not change. (Whether there 
exists such a degeneration can be read off from the lists in [loc. cit.]). After 
resolution, the vertex of Σ4 produces a class in X, (this class, in a sense, 
makes X, special, cf. D on p. 18) which can be moved to X and actually 
lives on Xrcg- Now push this class to a smooth КЗ surface. In the abstract 
КЗ lattice this class belongs to R, because DR describes the 'special' КЗ^. 
As in the example, we can also trace an isotropic plane. In this way we see 
that #2(Ar
e
g) gives rise to a sublattice of the КЗ lattice, generated by an 
isotropic plane and an element of R. So R indeed determines sublattices 
which resemble #2 of the regular part of a singular КЗ. In arithmetic terms 
the problem becomes one of constructing a compactification of Ω2/Γ2 which 
takes into account the set R. The resulting space, denoted by Ω2(Α)/Γ2, is 
somewhere between the Satake-Baily-Borel compactification and a toroidal 
compactification of Ω2/Γ2. As in the case of a toroidal compactification, this 
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construction makes use of a certain cone decomposition, here determined by 
R. This decomposition, however, is not rationally polyhedral but only io-
cally rationally polyhedral (see §3 and Chapter 3 §3). The advantage of this 
somewhat more general approach is that, in comparison with the toroidal 
construction, we have a wider range of choices of cone decompositions at 
our disposal, including, as we have just illustrated, rather natural choices 
'dictated by geometry' which are beyond the scope of the toroidal technique. 
The fact that the decompositions induced by R are of a somewhat coarser 
nature makes the resulting compactified space codify less information (on 
the boundary) and thus this boundary will be of lower dimension. 
Friedman also made an impressive study of КЗ surfaces of degree 2 in 
his thesis [Friedman 1981 & 1984], illustrating beautifully the usefulness 
of the toroidal compactification technique in the study of the period map. 
His aim was to give a new proof of the global Torelli theorem using the 
idea that (mildly) degenerate (but suitably chosen) К3's may be simpler to 
handle than smooth ones, which would allow him to investigate properties 
of the period map 'at the boundary'. He was led to consider this idea by 
the results of Kulikov [Kulikov 1977], Persson-Pinkham [Persson-Pinkham 
1981] describing certain degenerations of КЗ surfaces. He investigated the 
deformation theory of these degenerate surfaces which turned out to be so 
promising that he was able to pick out a class, the stable if 3's (of degree 2) 
in his terminology, which could be used to partially compactify the coarse 
moduli space of degree 2 üfS's. Forgetting about the polarization, such a 
stable КЗ consists of two smooth rational components VQ and VI intersecting 
transversally along a smooth genus one curve C, such that С 6 | — Κγ0\, 
С 6 I — -ft'vi | and Nc/v0 ® Nc/Vt — ®с· This last condition on the normal 
bundles JVv0 and Nvx, called d-semistability, guarantees among other things 
that Vo U Vi (a normal crossings variety, i.e. belonging to one of the extreme 
classes mentioned at the end of §4) occurs as central fibre in a one-parameter 
degeneration of ATS's. The period map turned out to extend to a proper map 
with values in a (partial) toroidal compactification of Ω2/Γ2 and mapping 
boundary points to the toroidal boundary. At a point of the boundary it 
computes (most of) the intrinsically defined limiting mixed Hodge structure 
of the corresponding stable surface. Using the very explicit geometry of 
these stable KS's Friedman then traced a point (on the boundary of moduli) 
making up a whole fibre and proved that the derivative of the period map 
is injective there. By the properness of the period map the global Torelli 
theorem followed. It should be pointed out that the fact that both the 
extended moduli space and the extended period space have at most quotient 
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singularities, is quite a vital point in doing the derivative computation (cf. 
Mumford's motivation for the toroidal construction). 
1.6 Singularities 
The deformation theory of isolated (two-dimensional) singularities is another 
place where bounded symmetric domains (surprisingly) turn up and where 
again the issue of suitable arithmetic (partial) compactifications arises. The 
singularities we are referring to are: 
• simply-elliptic singularities; 
• cusp singularities; 
• triangle singularities. 
For each of these classes of singularities there are elegant ways of construct­
ing a period map from part of the miniversal deformation space to some 
arithmetic quotient. This part consists of points which correspond to fibres 
having at most rational double point singularities. The general idea then is 
that this period map will extend only if we extend the arithmetic quotient 
in some suitable way as well. Another beautiful aspect of this deformation 
theory is the relation with 'global' objects, namely КЗ surfaces. 
To begin with, we explain the situation for rational double points: Ak 
(k > 0), Dk (k > 3), Ее, Ej, Eg (or zero-modular singularities if you wish). 
Let (XQ, XQ) be a germ of a rational double point singularity (RDP) and 
let F : Χ —ν 5 be a good representative of its miniversal deformation (see 
[Looijenga 1984] for these notions) with X0 = F~l(so)· The discriminant 
DCS, where 
D = {s G S : X, is singular} 
is a hypersurface in 5 and it is interesting to investigate the structure of 
the pair (S,D). Let s G S - D and put V = H2{X.\ Ζ) (the МіЪюг /at-
tice). The intersection form on V is negative definite (this fact characterizes 
RDPs) and the fundamental group π ι ( 5 — D,s) acts on V via monodromy 
transformations. These transformations of V respect the intersection form 
and generate the monodromy group Γ Ç 0 ( F ) . Explicit generators of Γ are 
obtained as follows. The classes of simple loops around simple points of D 
generate π\(8 — D,s). The corresponding monodromy transformations are 
Picard-Lefschetz reflections: 
ss : χ •-*· χ + (x,è)6 
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where δ is a vanishing cycle with (6,6) = —2. These vanishing cycles gener­
ate V and all the Picard-Lefschetz reflections are conjugate with respect to 
Γ. From the negative definiteness of V it then follows that Γ must be a Weyl 
group of type A, D or E. (Of course this is one of the reasons for the termi­
nology for RDPs.) The quotient space VQ/Γ is isomorphic to C r k V (this is a 
result of Che valley), where rk denotes the rank. Let Dr Ç VQ/Y denote the 
discriminant locus of the canonical map Vç. —> V ¿ / r (this discriminant is 
the image of the union of reflection hyperplanes in Vç.). Brieskorn [Brieskorn 
1970] proved the following conjecture of Grothendieck: 
Theorem. TAe germs (S, D, s0) and ( ^/Г, Dr, 0) are isomorphic. 
Some years later Looijenga gave a proof of this result using a period mapping 
[Looijenga 1974]. This proof is totally different from Brieskorn's original 
proof and its importance lies in the fact that it generalizes to other situa­
tions. Let us sketch Looijenga's approach. Choose a relative 2-form on X/S. 
For each s € S - D this determines a cohomology class [ω($)] G H2(X,·, С). 
Displace this class to H2(Xt0,C) = VQ. Dividing out by Г eliminates the 
ambiguities in displacing the cohomology class, so that we find a well-defined 
map 
P.S-D^ V¿ / r . 
It can be shown that Ρ extends to S establishing a local isomorphism at 
SQ, mapping (D,so) to (.Dr>0)· Notice that apparently we need noi extend 
the space VQJT. This remark will become important below. A period map 
for a more complicated singularity which is a priori defined on the points 
corresponding to smooth fibres will usually extend without problems to the 
points corresponding to fibres with at most RDPs and this does not require 
an extension of the period space. 
Simply-elliptic singularities 
One step up in the hierarchy of singularities we find the one-modular (or 
unimodal) singularities. We begin with the simply-elliptic singularities. 
Let E be an elliptic curve, Ζ a line bundle of negative degree over E (so 
I is anti-ample).The fact that / is anti-ample implies that the zero section 
of the total space Tot(l) of / can be contracted (in the analytic category). 
The resulting space Χα has one singular point XQ, whose isomorphism type is 
called a simply-elliptic singularity of degree deg(/). We get a hypersurface iff 
deg(Z)=l,2,3 ([Saito 1974]) and we will henceforth restrict ourselves to these 
cases. We use notation similar to that for RDPs. The intersection form on 
the Milnor lattice V is negative but not definite: its kernel VQ has rank 2. 
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An element δ G V is a vanishing cycle iff (¿, 6) = - 2 , and the vanishing 
cycles project onto a root system R of type -Eg-degi in V/VQ. The image of 
the monodromy group Γ in 0(V/Vo) is then precisely the Weyl group of the 
rootsystem .Eg-degt· Actually we have a semi-direct product decomposition 
forT: 
0 _• V ® (V/VQ) '-S" Γ - • Г(Л) -> 1 
where exp(a ® b)(x) = χ + (b,x)a. To describe a period space, choose an 
oriented basis e, ƒ of Vo and define 
Ω = {[ω] G Р £ : І т Ц Я / Ц е ) > 0}. 
Let 
Ωο = {[ω] E PV*iC : І т Ц Л / Ц е ) > 0}, 
then obviously Ωο = Πχ (via the map [ω] н-» ш(/)/ш(е)). The restriction 
map F¿ —> VJj'ç induces a map ж : Ω —» Ωο· This is in fact a real affine 
bundle with common translation space Нот&( / о, VO) (see Chapter 3 §2). 
Let 
Uv0 = ker(Zv0 - ИЧД)), 
(Zv0 is the centralizer of Vo). This kernel acts via translations on the fibres 
of π making the quotient il/Uv0 —• Ωο a bundle of torsors. In [Looijenga 
1976] an essentially unique Г-line bundle С over Ω is constructed which 
descends to a relatively (with respect to ττ) anti-ample bundle over il/Uvg· 
This means that the zero section of £/Uv0 can be contracted fibrewise (cf. 
the construction of a simply-elliptic singularity!). Finally this leads to a 
space <Sr which still admits a map π : Sr —> Ωο/Γ. As a set 
Sr = (C — zero section)/r 11 Ωο/Γ. 
Let S f = {s e S : Xt has at most RDPs }, a Zariski open subset of 5. As 
for RDPs there is a period map 
5/ —• (£ — zero section)/!1. 
It extends to a local isomorphism 
S^Sr 
mapping the simply-elliptic stratum to the subspace Ωο/Γ. This is an exam­
ple where an extension is really needed. In this case, the added points form 
a one-dimensional analytic subspace. The extension described above is still 
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of Baily-Borel type. However, if we go up in the hierarchy of singularities, 
extensions of this type usually do not adequately describe the situation at 
the boundary. 
Some indication of the complexity of a singularity is reflected by the 
adjacency relations between singularities. For example, there are points in 
the miniversal deformation space of a simply-elliptic singularity where the 
fibres contain (only) RDPs. But no point in the miniversal deformation 
space of a RDP represents a simply-elliptic singularity. The increasing com­
plexity of the adjacency relations for singularities higher up in the hierarchy 
is reflected in more subtle constructions of extensions of the relevant period 
spaces. Let us turn to the triangle singularities to illustrate this (though the 
complexity of the subject forces us to remain somewhat vague). 
Triangle singularities 
The construction we present of these singularities goes back to Dolgachev 
[Dolgachev 1974 к 1975]. 
Let p,<7, r be positive integers with ρ < q < r, - + - + j : < 1. Then the 
Poincaré upper half-plane Hi contains a triangle with angles π/ρ, π/q, тг/г. 
Let G be the subgroup of automorphisms of Hi generated by the reflections 
in the edges of this triangle, and let (7+ С G be the subgroup of index 
two whose elements respect the orientation. The G+-action on Hi lifts to 
the total space THi of the tangent bundle. Upon identifying Hi with the 
zero section of Τ Hi we may view Hi/G+ as a subspace of THi/G+. This 
subspace Hi/G+ can be contracted to a point XQ (cf. simply-elliptic singu­
larities) and the resulting (analytic) space X has an isolated singular point 
at io· The isomorphism type of the germ (X, xQ) is called a triangJe sin-
gularity (with Dolgachev numbers p, q, r) and is denoted by О
рл<г. Not 
all of these triangle singularities are hypersurface singularities. Exactly 14 
of them are hypersurfaces with C*-action. For simplicity we restrict our 
attention to these cases. Let (X, XQ) be such a singularity of type Ό
Ρι4ιΤ. 
Because of the C*-action we can equally well write X = Spec A for some 
graded algebra A. A compactification of X is then obtained as follows: 
consider A[t\ where we set degree t = 1, and define X = Proj/l[<]. The 
curve X — X is isomorphic to HilG+ but contains three singular points 
of X, which are rational double points of type Ap-i, Aq_i, J4 P _I respec­
tively. In the minimal resolution of X - {x0} then, we find a configuration of 
nonsingular rational curves with self intersection —2 which can be 
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represented by a Tp(q>r-diagram: 
Some people (see e.g. [Brieskorn 1981]) use other indices to indicate tri­
angle singularities. The indices they use are derived from a description of 
the vanishing homology of a triangle singularity as described by Gabrielov 
[Gabrielov 1974]. He proved that the Milnor lattice of a triangle singularity 
is of the following form: 
T(tt, », ti») φ H 
where Τ is described by a Γ^,,^-diagram. The summand Η denotes the 
usual hyperbolic plane. The integers u, v, w can be computed in terms 
of p, q, г and also characterize the О
РЛіТ
 singularity. This explains why 
these so-called Gabrieiov numbers can be used to describe triangle singu­
larities. Dolgachev noticed that the set of Dolgachev numbers and the set 
of Gabrielov numbers coincide and that the connection we just mentioned 
provides an explicit bijection such that if 
{p,q,T)^ (u,v,w) 
then 
(u,v,w)^(p,q,r). 
This phenomenon is called the strange duality. Strange, because it links 
numbers which are of quite a different nature. Pinkham's study [Pinkham 
1977] of the deformation theory of triangle singularities clarified this 'strange 
duality'. Let X —• S be a miniversal deformation of X where the C*-action 
is also present on X and S. It turns out that C* does not act purely with 
positive weights on 5. The maximal subspace 5+ where this is the case is 
smooth of codimension 1. The restriction Л+ —> S+ of the family to 5+ can 
be extended to a flat and proper morphism X+ —• 5+ with central fibre X. 
Moreover this deformation is locally trivial (on the base) around X — X, i.e. 
the singularities on X — X occur also in the other fibres. After simultaneous 
resolution of the singularities 'at infinity', we obtain in particular a family 
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of configurations of Т
РіЯ>г-іуре. Singling out 5"+ can also be expressed by 
saying that we are considering the miniversal deformation space of the pair 
(X,Tpiqir-configuration at infinity) (where X denotes the space obtained 
from X by minimally resolving its singularities at infinity) fixing the Тр>ч>г-
configuration. The surprising thing is that the smooth fibres of Я+ —• 5+ 
are КЗ surfaces. This means that both the vanishing homology V and the 
Τρ
ι4ιτ lattice embed in the КЗ lattice. In fact they are orthogonal to one 
another. This implies for example 
rank V + гапкТр
ідіГ
 = 22 (= rank КЗ lattice) 
or 
(p + q + τ - 2) + (и + υ + w) = 22. 
Now let us return to the deformation space S+. By a result of WirthmüUer 
[Wirthmüller 1978] all singularity types that occur over S — 5_ already occur 
over S+. As 5 + is definitely easier to study than 5 because of the good C*-
action, one usually focuses attention on 5+ rather than on S. Because C* 
acts with positive weights on 5+ we may assume that 5+ is an affine space. 
Fibres over points in the same C*-orbit are of course isomorphic and this 
leads one to consider the weighted projective space (S+ — {0})/C*. As 
was already indicated above, there is an open subset U С ( 5 + — {0})/C* 
corresponding to smooth КЗ surfaces. The question is whether we can use 
periods to study this compactification 
U С (S+ - {0})/C·. 
The answer is yes, and the period space involved is an arithmetic quotient of 
a bounded symmetric domain of type Г . Here is a rough description of the 
situation. Let X be such а КЗ surface. The Tpi9ir-configuration 'at infinity' 
determines an embedding 
T P i , i r ^ P i c ( J r ) ^ # 2 ( X ; Z ) 
and this information is used as a kind of 'rigidification' of the surface (cf. 
КЗ surfaces endowed with a polarization). The orthogonal complement (in 
H2(X; Z)) has signature (2,22 - ρ - q - r). Now fix an abstract embedding 
3 "· Qp,q,T -> L 
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where Qp,q,r is a lattice which can be described by a Tpiqif.-diagram and 
where L is the ΚΆ lattice. Fix isometrics 
L 4 H\X;Z) 
Ti ^ Î 
Qp,4,T — lp,*.* 
Whether this is possible at all depends on the choice of embedding j . A 
nontrivial holomorphic 2-form on X then determines a period point in a 
component Ω of 
Ω,· = {[ω] G PIfc : (ω,ω) = 0, (ω, j (Q M , P ) ) = 0}. 
Ambiguities in the result are eliminated if we divide out by a certain arith­
metic group 
YÇ{g£0{L): goj = j , д(П) = П}. 
This leads to a period map 
Uj -• Ω/Γ 
where Uj (C Í7) parametrizes points corresponding to surfaces which admit 
an isometry as above. 
The period map is a bimeromorphic embedding with image the comple-
ment of a divisor and one could ask about extensions to other strata. (This 
divisor can be characterized arithmetically, cf. the set R of §5.) Points of 
other strata correspond to singularities adjacent to the given triangle singu-
larity. These are (in general) triangle singularities again, cusp singularities 
and simply-elliptic singularities. To obtain the right arithmetic counter-
part of the miniversal deformation space, what has to be done is, generally 
speaking, the following. 
1. Ω/Γ — Im Uj (a divisor) is replaced by a lower dimensional space. This 
step did not occur in §5, see the remark below. 
2. The Satake-Baily-Borel boundary components (which have dimension 
< 1) are replaced by larger boundary components, determined by the 
arithmetically characterized divisor in a way analogous to what was 
done in §5. 
In some instances the compactification does coincide with the Satake-Baily-
Borel compactification. This happens for example for the triangle singulari­
ties .02,3,7, ^г.з.в and £2,3,9 [Brieskorn 1981], which are relatively low in the 
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hierarchy of unimodular singularities: they deform to cusp singularities and 
simply-elliptic singularities, but not to other triangle singularities. 
R e m a r k . The fact that Ω/Γ is contracted in some way is related to the 
fact that triangle singularities are significant iimit singuJarities in the sense 
of Mumford and Shah [Shah 1979]. Compare this with §5 where we came 
across the converse situation. Recall that in §5 we noticed that there is one 
point in the space |С?ра(6)|//Р5із(С) representing surfaces with signifi­
cant limit singularities. In order to get rid of this bad point a blow-up is 
necessary and the new situation is improved in the sense that points in the 
newly created divisor also represent surfaces with at most insignificant limit 
singularities. 
The group Γ we spoke about is actually precisely the monodromy group 
of the triangle singularity. In terms of L, Ω and Γ one can also describe 
what happens near strata parametrizing cusp singularities or simply-elliptic 
singularities. 
For example, let Lj ^orthogonal complement of j(Qp,q,r) in L. This is 
a lattice of signature (2,22 — ρ - q — τ). A Satake-Baily-Borel boundary 
component of Ω/Γ is determined by an isotropic primitive sublattice of Lj 
mod Γ. Such a sublattice has rank at most two. Suppose F Ç Lj is isotropic 
of rank 2, then F1· is negative semidefinite. The image of Ω under the 
(rational) restriction map 
P H o m ( i , C) -> P H o m i F 1 , C) 
is denoted by С1{Р^). Let Q.(F) be the image of Ω in PHom(.F, C). The set 
theoretic union 
Ω/ΖΗΓ) U il{F) 
can be endowed with an analytic structure extending the analytic structures 
on both sets. It is precisely of the type described before (§3). The space 
Ω(^) describes a rational boundary component and the restriction map 
Ω(^-1-) —у il{F) plays a vital role in replacing Ω(.Ρ) by a bigger space. 
Note that this map is of the type described in the section on simply-elliptic 
singularities: F1- is negative semidefinite with rank two kernel F. In this 
way the one-dimensional boundary components are related to the simply-
elliptic strata. The situations in the neighbourhood of zero-dimensional 
boundary components describe cusp strata. We will not pursue this matter 
any further, but the point we want to make is the rather natural need of 
extensions of locally symmetric spaces which occur as period spaces. 
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2 The Satake-Baily-Borel Compactification 
1 Notations and preliminaries 
1.1 If Λ is a Z-module of finite rank, then we denote by Λ/ the quotient 
by its torsion subgroup. A lattice is a free Z-module of finite rank endowed 
with an integral symmetric bilinear form, which we usually denote by ( , ). 
И Л is a lattice and for all χ 6 Λ (χ, χ) is even, then the lattice Λ is 
called even; otherwise it is called odd. The lattice Λ is called positive (resp. 
negative) definite if (x,x) > 0 (resp. (x,x) < 0) for all χ G Λ - {0}. The 
signature of Λ is the pair of integers (p, n) where ρ (resp. n) is the maximal 
possible rank of a positive (resp. negative) definite sublattice of Λ. We have 
a natural homomorphism (the correlation morphism) from Λ to its dual 
Λ* := Homz(A, Z) defined by χ »-»• ( x , - ) . If this map is injective we say 
that Λ is nondegenerate. In this case Λ is identified with a submodule of 
Λ*. The bilinear form on Λ extends to Λ* and although it is usually not 
Z-valued one nevertheless usually refers to Λ* with this bilinear form as 
the duai lattice. In case Λ(^ 0) is actually identified with Л* we call Л 
unimoduiar (equivalently | det((t;j,Vj)) | = 1, where vi,...,v
m
 is a basis of 
Л). By Λ(η), for η 6 Ν, we mean the Z-module Λ with bilinear form n( , ). 
A sublattice К С Л is called isotropic if the restriction of the bilinear form 
to К vanishes identically. The sublattice К is called primitive if A/К is 
torsion free. For a lattice Л we denote by О(Л) the orthogonal group of Л 
and by /
m
(A) the set of primitive rank m isotropic sublattices of A. For A 
nondegenerate we set 
0·(Λ) := {g G 0(Λ) : g acts as identity on Л*/A}. 
1.2 А КЗ surface is a compact connected complex analytic surface X with 
dimn1(Xiö) = 0 and trivial canonical bundle. An Enriques surface is a 
compact connected complex analytic surface Y such that άΊταΠ1(Υ, О) = 0, 
Κγ φ 0 and ΊΚγ ~ 0, where Κγ denotes the canonical divisor. It is also 
characterized by the fact that its universal (double) cover is а А'З surface. 
For а КЪ surface X (resp. Enriques surface У) we have Η2(Χ·, Ζ) = Ζ 2 2 
(resp. Я 2 (У; Ζ) S Ζ 1 0 Θ Za) and the cup product provides H2(X; Z) (resp. 
Η
2(Υ·, Ζ)f) with the structure of an even unimoduiar lattice of signature 
(3,19) (resp. (1,9)). In fact we have 
# 2 ( Λ - ; Ζ ) = * Η ® 3 ® £ 8 ( - 1 ) ® 2 
and 
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H\Y;Z),*ill®Et(-l) 
(as lattices), where we have fixed the following notation. 
H = Ze φ Ζ ƒ with (e, e) = ( ƒ, ƒ) = (e, ƒ) - 1 = 0, the hyperbolic plane. 
Notations like ë,f or e', f' etc. will also be used frequently to denote the 
standard basis of Η or H(ri). 
Es : root lattice for Dynkin diagram Eg 
αϊ а з а 4 a s αβ ot? a s 
* Gt2 
By αχ,..., äg G Eg we denote the basis of Eg such that (öj, QJ) = ¿y. 
We set: 
I = Η®3 φ £ 8 ( - l ) ® 2 , and call it the КЗ lattice 
and 
M = Η φ fJei-1)» the Enriques lattice. 
1.3 Involutions induced by (or related to) the covering transformation of the 
universal cover π : X —• У of an Enriques surface У will usually be denoted 
by I or ƒ*. Write L = Μ φ Μ φ Η and let ƒ : I -> Ζ be the involution 
defined by 
ƒ : (m, m', Λ) ι-» (m', m, —h). 
This definition is motivated by a result of Horikawa [Horikawa 1978 I], The­
orem 5.1, which states that there exists an isometry μ : Η2(Χ·, Ζ) -* L 
satisfying Ι ο μ = μ ο I*. It gives rise to the following commutative diagram 
H2(X;Z) •=; L (τη,τη,Ο) 
î Î 1 
H2(Y;Z)f Ζ M m 
Fix the following notation: 
X+ = {x € L : I(x) = x) = {(m,m,0) б М ф М ф Н : т е M}; 
¿_ = {χ 6 L : /(χ) = - χ } = {(m, - m , ft) G Μ φ M φ H : го 6 M, /ι 6 H} . 
We have identifications 
£+ : i + —ν M(2) (го, m,0) «-• m, 
e_ : Z _ - ν Η φ M(2) (го, -го, Л) (-• (h, τη). 
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In general, a superscript + (resp. - ) or subscript + (resp. _) will be used to 
denote the invariant (resp. anti-invariant) part with respect to some involu-
tion (usually ƒ, /* etc.). 
1.4 The quotient L*_/L_{Z M(2)*/M(2)) is a Z/2-module of rank 10 and 
inherits a Z/2Z-valued bilinear form ( , ) ' given by 
(x + L-,y+ L-У := 2(x,j/)mod2 
and a nondegenerate quadratic form q, 
q(x + Z_) = (x, x) mod 2, 
satisfying 
q(x + y) = q(x) + q(y) + (x, y)' (x = x + i - , y = y + L- ). 
Denote by 0(L^_/L_,q)) (or O(q) for short) the group of automorphisms of 
L*_IL_ which respect q. It follows from a result of Nikulin [Nikulin 1980], 
Theorem 1.13.2, that Z_ is determined up to isometry by its signature, 
which is (2,10), and its quadratic form. 
Furthermore we note the following facts (see [Barth-Peters 1983]): 
(i) Modulo 2Еъ(—1) there are exactly 135 equivalence classes of vectors 
χ € E6{-1) with x2 = - 4 . 
(ii) There are 240 roots in ^ ( - l ) · 
(iii) One obtains a system of representatives of ^ ( - l ) mod 2£e(—1) in the 
following way: choose representatives of the 135 equivalence classes in 
(i), choose one of each of the 120 pairs ±.w of roots, and take 0. 
(iv) The natural maps 
o(¿+)-+o(z,;/¿+,c) 
and 
0 ( Z _ ) - > 0 ( £ I / I _ , C ) 
are surjective. This also follows from a theorem due to Nikulin [Nikulin 
1983], Theorem 1.14.2. Note that 
о ( і ; / і + , д ) й О ( і ! . Д - , ? ) . 
(ν) Every g € 0(X_) is the restriction of an element of 0{L) which com-
mutes with I. This follows from (iv) and [Barth-Peters 1983], Lemma 
1.1. 
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2 The period space 
Let Y be an Enriques surface and π : X —* Y its universal cover, so X is а КЗ 
surface. The covering transformation I : X —• X acts as —id on the space 
H0(X1 Ω\) because Y has no holomorphic 2-forms ^ 0. In other words, 
periods of ω G Η0(Χ, Ω2) — {0} over /-invariant 2-cycles vanish. Therefore 
the interesting part of ^(-Y; Z), H2(X; Z) etc. is the /-anti-invariant part. 
Motivated by Shah's study [Shah 1981], we shall study Enriques surfaces 
endowed with a so-called almost polarization (of degree 2). 
2.1 Definition. An almost polarization on a compact connected complex 
surface 5 is a line bundle L of positive self-intersection on S such that for 
every irreducible curve С on 5 we have L · С > 0. The self-intersection L2 
of L is called the degree of L. 
2.2 The objects to which we wish to assign periods are pairs (У, ηγ) where 
TfY is an almost polarization of degree 2 on the Enriques surface У. This is 
no real limitation since every Enriques surface can be given such a degree 
2 almost polarization. Let us see why this is the case. Let X and У be 
as above. Any Enriques surface is projective: the exponential sequence 
1—»Z—* О —* Ö* —* 1 yields an isomorphism Pic У -^ * Я 2 (У; Ζ)/; because 
Я
2 ( У ; Ζ)f has hyperbolic signature we conclude that there is a line bundle 
of positive self-intersection on У and this implies projectivity by a result 
of Kodaira, see [Barth-Peters-Van de Ven 1984] Chap. IV Theorem 5.2. It 
follows that X is projective too. Therefore by the Hodge index theorem 
Pic X is a lattice of hyperbolic signature. So the set 
{x e YicXK(= VicX ® R) : (a;, x) > 0} 
consists of two connected components. Denote the unique one containing 
ample classes by С χ (the positive cone). Let 
Κχ '·= {x € Οχ : (χ ,α) > 0 for every nodal class а 6 PicX}, 
the almost ample cone. (A nodal class is the class of a smooth rational curve 
with self-intersection (-2).) The group Wx generated by reflections in nodal 
classes, which can be viewed as a subgroup of 0(Η2(Χ·, Ζ)) or O(PicA'), acts 
on Οχ and it is well known that Κχ is a fundamental domain for the e x ­
action on Οχ. Now define 
Cy := Οχ Π Pic j r R i + = Cx Π H2(X; R ) + , 
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Κγ := Κχ Π P Ì C A R
 + and Βχ := set of nodal classes in PicX or H2(X; Z). 
For α,β 6 -Βχ, (a,/9) > 0 unless a = β. Moreover, Ια φ a as Я 2 (А ' ,г)+ 
does not contain (—2)-classes and (Ια,α) is even since I has no fixed points 
on X. If (Ια,α) > 2, then (α,ζ) > 0 Vx € Су because for the projection 
| ( a + la) in Я 2 (Л'; R ) + we have 
( ί ( α + / α ) , ί ( α + / a ) ) = - 1 + i ( a , / a ) > 0. 
We deduce that only the set Βγ := {α G .Βχ : (α, Ια) = 0} is relevant for 
the definition of Κγ: 
Κγ = {χ£θγ: (α,χ) > 0 Va G Βγ}. 
For a nodal class α, let s
a
 denote the reflection 
s
a
 : χ •-> χ + (x, α)α. 
If α e Βγ, then 
«a
 0
 s/a = sia o s
e
 : χ ι-> χ + (χ, α)α + (χ, Ια)Ια 
is a reflection in Су and the reflection hyperplane is a wall of Κγ : 
{ x e C y : ( χ , α ) = 0}. 
It follows that Κγ is a relatively closed fundamental chamber for the action 
on Cy of the group WY generated by these reflections. 
Let e, ƒ denote the standard basis for the H-summand in M and let 
η:= e + f, ή := (η,η,0)ζ L+. So η2 = 2, ή2 = 4. 
Choose an isometry φ : (H2(X;Z),I) —> (X,/), i.e. one which respects 
the involution (see (1.3)). Elements of the Weyl group WY commute with 
/ because the expression 
χ + (χ, α)α + (χ, Ia)Ia 
is symmetric w.r.t. α and la. By composing φ, if necessary, with an element 
of {±1} · WY we can arrange that <£-1(i?) e Κγ, i.e. </>-1(»)) is an almost 
ample class of degree 4. Now φ induces an isometry Η2(Υ·, Ζ)/ —• M (also 
denoted by φ). If we go back to PicK we have to be careful about 2-torsion. 
Using Riemann-Roch we see that φ-1 (η) can be represented by an effective 
divisor D with D2 = 2, D · С > 0 for every effective divisor С on Y. Then 
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according to [Cossec 1985], Proposition 2.4, | D \ has no fixed components 
or D G | Ρ + R | where Ρ is an elliptic pencil and R a nodal curve with 
Ρ · R = 2. In this last case | Ρ + Ä + К | has no fixed components [loc. 
cit.], Lemma 2.5ii. (For the linear system | 2D |, however, there is no 
ambiguity and this linear system yields a representation of У as a double 
cover of a 'degenerate 4-nodal Del Pezzo quartic surface' (in P 4 ) [Dolgachev 
1984], p. 164-165. Moreover, in this case the linear system | <£-1(J7) | is of 
the form | 2E + Äi + / (Ai) |, where E is elliptic, j r - 1 ^ ) = Äi U /(iüi). 
Mayer's analysis [Mayer 1972] implies that such a linear system has no fixed 
components nor base points.) So the almost polarization is the unique class 
in H2(Y, Z) without fixed components which maps to <A_1(??) G H2(Y, Z)f. 
In any case φ-1 (ή) defines a morphism. Saint-Donat [Saint-Donat 1974] 
proves that the complete linear system | <^-1(7)) | maps X 2:1 onto a quadric 
Q in P 3 and that only two cases can occur: 
2.3(i) Q is nonsingular; 
2.3(ii) Q is a quadratic cone. 
We refer to (2.3(i)) as the general case and to (2.3(ii)) as the special case. 
Let us take a closer look at these two possibilities. In (2.3(i)) |<£_1(*7)| is 
clearly a 'sum of two elliptic fibrations'. 
2.4 Proposition. These two elliptic fibrations are given by |<^_ 1(e,e,0)| 
алсіІГЧЛЛО)!. 
Proof. Let ρ : X —• Q = Σο be the 2:1 map. The linear systems \Li\ 
and | ¿гI associated with the two rulings on Q induce two elliptic fibrations 
on X : Ei = p*Li and E2 = p*¿2· The involution I induces one on Q 
[Barth-Peters-Van de Ven 1984], p. 276-277, say r ; so r ο ρ = ρ о I and the 
|.Ei|, i = 1,2, are /-invariant: I*p*Li = p*T*Li = p*Li. This implies the 
existence of two effective divisors D\ and D2 on Y such that ж*Di ~ Ei, 
г = 1,2. As the Ei, г = 1,2, represent primitive classes, the same is true for 
the Di, i = 1,2. Using the lemmas [Barth-Peters-Van de Ven 1984], Chap. 
VIII 17.2, 17.3, 17.4 we find that \Di\ (i = 1,2) is an elliptic half pencil 
on У. Set (/»(Di) = di G L (г = 1,2). The facts ф'1^) is effective, almost 
ample and (e, ƒ) = 1 imply that ф~1(е) resp. ф~1(/) can be represented by 
effective divisors E resp. F. It is easy to see that di - аг is a root in (e + ƒ)-L 
(¿1 + ^2 = e + ƒ, (di - di, e + f) = 0). This leads to the following possibilities: 
CASE 1. di - ^ G E8(-l). 
Now we have d i - d j G Е
ь
(-1), Цаг-аг) & E6(-l) and аі-Мг G H , ! (di + 
¿2) £ H. But di = !(«?! — ¿2 + di + d2), and we arrive at a contradiction. 
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Note that (e + f)-1 = E6(-l) ® A i ( - l ) . So the only roots in (e + f)-*-
which are not contained in ^ ( - l ) are ±(e - ƒ). Clearly we must be in 
CASE 2. di - cfe = ±(e - ƒ). 
The equality di + ¿2 = e + f implies {di, ¿2} = {e, ƒ}. • 
nodal curves ' 
Ä and Ä' ^ 
elliptic fibre E' 
In the second case, (2.3(ii)), we find on X the configuration of curves as 
indicated in the picture above. Here we have φ'1 (ή) = 2È' + A + A' (cf. the 
discussion above (2.3)). 
2.5 Proposition. {ф-1{е,е,0),ф-1(/,/,0)} = {È',Ë'+A + Л'} 
Proof. We may assume, as above, that e (resp. ƒ) corresponds to the class 
of an effective divisor E (resp. F) such that E2 = 0 (resp. F2 = 0). Now 
[Cossec 1983], Proposition 1.6.8, implies the existence of divisors E' and 
F' of canonical type (an effective divisor Δ ^ 0, is of canonical type if its 
support is connected, Δ 2 = 0 and Δ · С > 0 for every irreducible curve C, 
[loc. cit.], Definition 1.6.2.1) such that E - E' > 0 and F - F' > 0. Let È' 
come from the half elliptic E on Y say; furthermore Ä + Ä' = 7Г_1(Л) for a 
nodal curve A on Y. Then: 
2 = (2È + A)2 = {2E + A){E + F) = 
(2Ê + A, E - E') + {2È + A, F - F') + (2£ + A, £ ') + (2¿ + A, F') 
and all four terms on the last line are nonnegative. If (2E + A, £ ' ) = 0, then 
by the Hodge index theorem (£ ' , E') < 0 {Ε' φ 0). So (2£ + A, £ ' ) > 0 and 
likewise (2fJ + A, F') > 0. Using the above equalities we find: 
{2Ê + A, J5 - E') = 0, so F - F ' is a sum of nodal classes; 
(2Ε + A, F - F') = 0, so F - F ' is a sum of nodal classes; 
(2F + A, E') = (2F + A, F') = 1. 
The last mentioned equalities imply: (Ε,Ε') = ( F , F') = 0 and (A, F') = 
(A, F') = 1, which in turn implies that E' and F ' represent primitive classes. 
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Therefore by [Cossec 1983], Proposition 1.6.4, \2E'\ and \2F'\ are elliptic 
pencils. But then it follows immediately from E · E' = E · F' = 0 that 
2E ~ 2E' ~ 2F' and so 
E~ E' or Έ~ E'+K 
(K denotes the canonical divisor) and 
Έ ~ F' or Έ~ F' + K. 
Adding yields: 
E' + F' ~ 2 £ or £ ' + F ' ~ 2Έ + üf 
and consequently 
(E - E') + (F - F') ~ Л or ~ Л + Ä" 
(recall that E + F ~ 2~E+ A). Now |A + K\ = 0 [Cossec 1983], Proposition 
1.6.1, so that we have (E - E') + (F - F') ~ A. The facts dim|A| = 0, 
E - E' > 0, F - F' > 0 then imply: F - E' = 0 and F - F' = A (or 
E - E' = A and F - F' = 0). 
Collecting the above: 
£ ~ F a n d F~ Α + Έ 
or 
Ε~Έ+Κ and F ~ A + F + Ü: 
(or analogous expressions with the roles of E and F interchanged). Now lift 
t o X : 
φ'
1
^, e, о) = class of F ' , ф~1(/, f, 0) = class of F ' + Л + Л'. 
D 
2.6 R e m a r k . The existence of an almost polarization of degree 2 on an 
Enriques surface У is (of course) also a consequence of the existence of el­
liptic pencils on Y (see [Barth-Peters-Van de Ven 1984], Chap. VIII). The 
result of proposition (2.4) is related to the following. Let Λ be a lattice; an 
ordered r-tuple (Д, . . . , ƒ , ) of г > 1 isotropic vectors in Λ with {fi, ƒ,·) = 1, 
i φ J is called an isotropic r-sequence. In [Cossec-Dolgachev to appear], 
Proposition 2.5.6, it is shown that the group 0{Es{—1) Θ Η) acts transi­
tively on the set of isotropic r-sequences for every r / 9 . This shows in 
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particular that (for г = 2) there is essentially one decomposition of e + ƒ as 
sum of two isotropic vectors with inner product 1. 
Next we turn to the description of the period domain. According to Horikawa 
(see (1.3)) there is an isometry φχ : Η2(Χ·, Ζ) -»• L respecting the involu­
tions. The map 
π·:Η
2(Υ;Ζ)^Η2(Χ;Ζ) 
induces an isometry of # 2 (Y;Z)/(2) onto L+. Clearly there is a unique 
isometry 
φγ:Η
2(Υ;Ζ),->Μ 
such that the following diagram commutes: 
H2(X;Z) ФЛ L 
π* î Î Ч 1 
H2{Y;Z)f £ M 
Let ηγ be an almost polarization of degree 2 on Y. Choose φχ and φγ such 
that φγ{τΐγ) = e + ƒ G M. This is possible since 0(M) acts transitively 
on the vectors of norm 2 in M and because of (1.4(iv)-(v)). (We have 
0(M) = {±1} · W(M), where W(M) is the group generated by reflections 
in (—2)-vectors, [Vinberg 1975], p. 340-341. See also §3. A Dynkin diagram 
for W(M) is given on p. 347 of [loc. cit.]. Any vector of norm 2 is equivalent 
to one contained in a fundamental domain for W(M). Such a vector is a 
nonnegative integral linear combination of the weights corresponding to a 
root basis. It is easily checked that there is only one possibility.) 
2.7 Definition. Such a pair Φ = (φχ,φγ) of isometrics will be called a 
mar/ring for (У, тту). 
Before we go on let us see how the preceding propositions enable us to 
show that our notion of a marking of an almost polarized Enriques surface 
of degree 2 coincides with the notion of an H-marked Enriques surface as 
introduced by Dolgachev [Dolgachev 1984], Definition 1.11. 
2.8 Definition. An H-mar/ced Enriques surface is a pair (Y,j) where Y 
is an Enriques surface and j : H —• H2(Y; Z)f is an embedding of lattices. 
An isomorphism between Η-marked Enriques surfaces (Y, j) and ( У , j ' ) is 
a triple (f,a,w) where ƒ : Y -* Y' is an isomorphism, σ G 0 ( H ) and 
w G W(H2(Y; Z)f) (:= the reflection group generated by reflections with 
respect to nodal classes) such that j о r = ω о ƒ* о j ' . 
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Let (У, ηγ) be an almost polarized Enriques surface of degree 2 and let Φ 
be a marking. The propositions (2.4) and (2.5) show that Φ gives rise to 
an embedding j : Η —• Η2(Υ·, Ζ)f (the ordering of the standard basis of Η 
we implicitly choose does not affect the isomorphism type of the H-marked 
surface). 
2.9 Proposi t ion. This construction determines a well-defined map 
isomorphism classes of 1 [ isomorphism classes 1 
almost polarized Enriques > —* < of H—marked > 
surfaces of degree 2 J [ Enriques surfaces J 
which is in fact a bijection. 
Proof. The first part is an easy consequence of (2.4) and (2.5). 
SURJECTIVITY. Let (Y,j) be an Η-marked Enriques surface. By com­
posing j with suitable elements τ £ 0 ( H ) and w G W(H2(Y;Z)f) we may 
assume that j(e+f) is an almost polarization, [Dolgachev 1984], Proposition 
1.9. Choose a marking compatible with j . This immediately implies 
[(YJ(e + f)]»[(YJ)]· 
INJECTIVITY. Let (У,ηγ) and (У,т/у») be almost polarized Enriques 
surfaces with markings Φ and Φ' respectively. Assume that the associated 
Η-marked Enriques surfaces (Y,j) and (Y',j') are isomorphic via the triple 
(/,τ,ω), so j o r = uof*oj'. It is clear that σ fixes e-\- f ([loc. cit.], Lemma 
1.10). But then J(T/) is an almost polarization just as ƒ* о ƒ (η) is. This can 
only happen if w leaves ƒ* o j'fa) invariant, i.e. ί*(τΐγι) = ηγ. Π 
After this digression let us return to the original setting. Let (У, ηγ) be 
an almost polarized Enriques surface of degree 2 and let Φ be a marking. 
Choose ωχ e Н0{Х,П\) - {0}. As /і0(У,О^) = 0, we have Ιωχ = -ωχ 
and therefore ωχ e Η0(Χ, Ω^)~. The Hodge-Riemann bilinear relations 
then show that 
Фх.СІ х) e Ω_ := {ω Ε Ρ(Χ- ® С) : (ω, ω) = 0,(α;,ω) > 0}, 
independent of the choice of ωχ in H0(X,íl2) - {0}. We call this point the 
period point of the marked surface. If Φ' = {Φ'χ,Φ'γ) is another marking, 
then we find on the level of M : 
(φ'γ)-1 οφγ 6 {ρ G 0{Μ) : д(е + ƒ) = e + ƒ} 
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and on the level of L: 
(Фх)-1оФх G {g e 0(L) : gol = Iog,g(e + f,e + ƒ,0) = (e + f,e + ƒ,0)}. 
In determining the period point in Ω_, only the restrictions of φχ and φ'
χ 
to H2(XyZ)~ and X_ are relevant. Denote these by φχ- and φ'χ^. 
The image of 
{g e 0 ( 1 ) : flo I = I ° g,g(e+f,e +f,0) = (e + /,e + ƒ,0)} 
under the restriction map 0(L) -*• 0(X_) can be described as follows. 
2.10 Lemma. This image is precisely the set of all g G O(L-) such that 
the induced map on 
L*JL_ = ІН(2)/Н(2) ^ 8 ( - 2 ) / £ 8 ( - 2 ) 
respects the decomposition in two summands. 
Proof. The isomorphism L+/L+ = Lt/L_ (1.4) arises in the following way. 
The correlation morphism L —* L* induces isomorphisms ¿/X+ φ L- —>• 
L+/L+ and L/L+ φ //_ —• L^/L_ and by composing we find L+/L+ = 
L*_/L_. If we identify L*+/L+ and L*_/L_ with 
\ll(2)/H(2)®1-E
e
(-2)/E
a
(-2) 
in the obvious way, then the isomorphism L+/L+ = X* /L_ is just the 
identity. Suppose now that g £ O(L) is such that 
goI=Iog and g(e + f,e + ƒ,0) = (e + f,e + ƒ,0), 
then the restriction g\L+ stabilizes 
e + ƒ G 1+ = H(2) φ Е
я
(-2) 
and 
(e + Я х = Z(e - ƒ) φ Et(-2) S ^ ( - 2 ) φ Еа(-2). 
It therefore stabilizes the Ai(—2)-summand. Using the above remarks about 
the identifications of L+/L+ with L*_¡L_ we conclude that g\L- belongs to 
the set mentioned in the lemma. 
Conversely, let g G O(L-) respect the decomposition of X!./X_. By 
composing g, if necessary, with the involution ρ on X_ defined by: ρ is the 
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identity on the summands H and Es(—2) and ρ interchanges the two vectors 
e' and ƒ ' in the summand H(2), we may restrict our attention to ^'s which 
induce the identity on |H(2)/H(2). Note that ρ is easily seen to extend to 
an involution on L which commutes with I and fixes (e + ƒ, e + ƒ, 0). The 
surjectivity of the map 
0(E9(-2)) - 0(Ì25e(-2)/25e(-2),c) 
(cf. (1.4(iv))) and the obvious injection 0(Ε»(—2)) •—• O(L-) allow us to 
change g in such a way that the induced map on L*_IL_ is the identity 
(again, elements of 0{E^{—2)) С 0(L-) extend to elements in O(L) com­
muting with I and fixing (e + /,e + ƒ,0)). Now apply [Barth-Peters 1983], 
Lemma 1.1. Π 
2.11 Remark. Contrary to what one might hope, Γ does not equal 
{g e O(L-) : g stabilizes -(e ' - ƒ') + X_}. 
To see this, consider the following Siegel-Eichler transformation: 
Ф{у) = У + (у,12п1)(е' + Г + а2) 
- | ( | ö i ) 2 ( ï / , e ' + / ' + a2)(e ' + / ' + a2) 
-(».e' + Z' + aaHö!. 
Then φ e O(L-), ψ(ε') = e'+ 2(e/ + f'+ a 2 ) - ^ and V(ƒ') = ƒ ' + 2(e' + 
ƒ ' + аг) — αχ from which it follows that φ stabilizes \(e' - ƒ') + L- and 
ф$Т. 
It follows from the lemma that the image of the period point in Ω_/Γ, where 
Γ = {g G O(L-): the induced map on L*_/L_ respects the decomposition 
L*_/L_ = | Η ( 2 ) / Η ( 2 ) Θ \Es(-2)/Ee(-2)} is independent of the marking. 
2.12 In this way we arrive at the period map 
Ρ:ΜΕ^Ω-/Τ 
where ME is the set of isomorphism classes of almost polarized Enriques 
surfaces of degree 2. 
The space Ω_ consists of two disjoint connected complex manifolds of di­
mension 10, both of which are isomorphic to a bounded domain of type 
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IV. The group Γ acts properly discontinuously on Ω_ so that the quo­
tient Ω_/Γ inherits the structure of an analytic space [Cartan 1957]. This 
analytic structure even underlies the structure of a quasi-projective variety 
[Baily-Borel 1966]. Our purpose in this chapter is to describe the SataA'e-
Baily-Borel compactification of Ω_/Γ [loc. cit.], returning to the description 
of other (more relevant) compactifications in Chap. 3. 
Let us make a few remarks about Ρ and Ω_/Γ. In [Horikawa 1978 1,11] 
Horikawa constructs a period map 
r : {isomorphism classes of Enriques surfaces} —* ÇI-/G 
where G is the set of all g G O(L-) such that g is the restriction of an 
element of O(L) which commutes with / . 
2.13 Lemma. G = 0(L.) 
Proof. This is just (1.4(v)). D 
Horikawa [loc. cit.] shows that r is an injective map. Analogously we have: 
2.14 Proposition. Ρ is an injective map. 
Proof. Let (У, т/у) and ( У , т/у«) be two almost polarized Enriques surfaces 
of degree 2. Choose markings Φ and Φ' for them such that φγ(τϊγ) = 
ΦΥ^ΉΥ
1) = η Ε M. Suppose φχ,ο^χ) a n<i ^Х'.сСчгО have the same 
image in Ω_/Γ. Then there exists a g 6 Γ and a λ E С* such that 
9c 0 Φχ-,α{ωχ) = λφχ',-,αίνχ1)· 
Let g G 0(L) be an extension of g as meant in (2.10). The restriction g\L+ 
induces g+ G O(M). Then Φ = (φχ :— g ο φχ,φγ := д+ ο φγ) and Φ' are 
markings satisfying 
Фх,-,с(шх) = λΦχ',-&(ωΧ')· 
Consider 
μ := φγ, ο φ
χ
 : (Я*(JT; Ζ), Γ) -» (Η\Χ'; Ζ), Г). 
This map induces μ : H2(Y]Z)f -> H2(Y'] Z)/ such that μ(ηγ) = т/у.. 
After composing, if necessary, μ with a suitable product w of reflections 
relative nodal classes J. r/y» we have w ο μ(Κγ) = Κγι (see (2.2)). The 
element w lifts to an element w such that ϋί^ηχ) = ήχ, and ib о ƒ* = ƒ* o w. 
The Torelli theorem for K3's (see [Barth-Peters-Van de Ven 1984], Chap. 
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VIII) now implies that w ο μ is induced by an isomorphism ƒ : X' —• X. 
As ƒ* о / · = I* о ƒ* and the representation of Aut(X) on 0(H2(X;Z)) is 
faithful, we conclude that I o f = f о I. It then follows immediately that 
ƒ determines an isomorphism ƒ : У —• Y such that /*(ηγι) = r^·, i.e. 
( Y ^ ^ Y ' . T / y , ) . α 
The natural finite map Ω/Γ —• Ω_/(7 is then in a sense a 'forgetful' map: 
on the moduli side we forget about the almost polarization. The degree is 
easily computed. The map O(L-) —>• 0(Lt/L_) is surjective (1.4(iv)), so 
[O(L-) : Γ] =index of {h e 0(L*_lL_) : h respects the decomposition} in 
0(L*_/L_). Now \0(LI/L_)\ = 221-3Б-52-7-17-31 and \{h € 0(LI/L_) : h 
respects the decomposition}] = 2 · 213 · 35 · 52 · 7 (see [Barth-Peters 1983], 
p. 388), so [O(L-) : Г] = 2 7 • 17 · 31. 
2.15 For any subset V С L- define 
Dv '·= {w G Ω- : (w, υ) = 0 for some ν 6 V}. 
If У is a union of finitely many Г-orbits, then Dv/T is a Weil divisor in 
Ω_/Γ. Horikawa shows [Horikawa 1978 II], Theorem 3.1, that 
R- := {x € L- : (x,x) = - 2 } 
satisfies this condition; in fact we shall see later (2.21) that A_ is actually a 
single Г-orbit. He proves that the image of marked Enriques surfaces under 
the period map is precisely Ω_ — DR_. It follows that the image of Ρ is 
(Ω_ - DR_)/T. 
In the following we shall interpret the terminology used in (2.3) in terms 
of our period domain Ω_/Γ. We shall need several arithmetical results (due 
to E. Looijenga) which will also be fundamental for the next paragraph. 
2.16 Lemma. Let Λ = Η Θ H(2) with basis e, ƒ G Η, e', f' G H(2). 
Suppose υ £ A is primitive. Then: 
ν ~ο(Α) e + & ƒ 'f (υιv) = 2A: and υ £ 2Λ* 
ν ~o(A) e' + kf' if (v, v) = 4k and ν e 2Λ*. 
Proof. Let 
М:={(а
с
 bA eM2(Z): с even}. 
This is a lattice with quadratic form given by the determinant. (Note that 
the associated bilinear form assumes its values in | Z . ) 
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Set В := 51.2(2) Π Μ and let G be the group of automorphisms of M 
generated by Β Χ В, where the first factor acts on the left and the second 
on the right, and the involution which sends 
C i ) 
to 
( ; : ) • 
This group leaves the determinant det : M —• Ζ invariant. We have an 
isometry Λ —• M (2) defined by 
Let ν G Λ be primitive and suppose it corresponds to 
If σ is not primitive in M2(Z), then a,b,d are even and | c is odd. If we 
first apply to υ the automorphism of Λ which interchanges e' and ƒ', then 
σ changes to 
( a "И V-26 d J' 
Therefore we may assume that σ is primitive. Let е^ег be the standard 
basis of Z 2 . We distinguish between 2 cases. 
1. σ(βι + 2 Z 2 ) CONTAINS A PRIMITIVE VECTOR. 
In this case there exists a primitive щ G ei + 2Z 2 such that σ(ωι) is primitive 
(and σ(ΐίι) G e i + 2 Z 2 ) . Choose U2, v^ such that (ui,U2) and (ui = σ(υ.ι),υ2) 
are oriented bases. Define U, V G В by: U(ei) = щ, У(е,) = v¿ (t = 1,2). 
Then V^aU looks like 
(J *) (V-1<TUe1 = V-*ffu1 = e1). 
It is clear that 
So υ ~o(A) e + kf for some к G Ζ. 
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2. σ(ει + 2 Ζ 2 ) DOES NOT CONTAIN A P R I M I T I V E -VECTOR. 
As σ is primitive, σ(Ζ 2) does contain a primitive vector. It follows that 
there exists a primitive u\ G e\ + 2Z 2 with σ(«ι) = 2υι, vi primitive. 
a) υι G Ζβ! + 2 Z 2 . 
Define f/ and V as in (1.). Then Y~xaU is of the following type 
(i:) 
and we get for Ь even: 
and 
( о \ ) ~σ ( о 2 ) ( m u l t i p l y o n t h e r i g h t b y ( 0 1 
VO d) G VO 2 ^ · 
Now d is odd because cr(Z2) contains a primitive vector. But then we are 
back in case (1.). For 6 odd: 
(o d ) ~ G ( o ì ) ( m u l t i p l y OI1 the right by(o 1 ) ) ' 
(θ d)~G(l-02d І ) ^ 1 1 ^ o n t h e right ^ ( i l )^ 
If d is even: 
( - M d ) ~ G ( - 2 d J ) (multiply on the left by ( ^ J ) ) . 
So ν '"'•'ο(Λ) e / + ¿Z' i n this case. If d is odd: 
V-2d U c V - 2 d О/" 
According to case (1.) we then have ν ~ο(Λ) e + kf for some fc. 
b) V! І Zei + 2Z 2 . 
In this case the second coordinate of Vi is odd. Choose a vector V2 such that 
the second coordinate of V2 is even and ( г, Vi) is a positively oriented basis. 
Define V e BbyVei = V2,Ve2 = βχ, U € В by tfe,· = и^г' = 1,2). Then 
V^aUiei) = V-1(2v1) = 2e2, so V-laU is of the form 
U d)· 
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If d is even: 
(2 d ) ~ C ( 2 о ) ( п ш Ш р 1 у 0 n t h e r i g h t b y ( o Т ) ) 
and so V ~o(A) e' + kf' for some к G Ζ. 
If d is odd: (2 !0~σ(2 O ^ G S) 
By case (1.): υ ~ο(Λ) e + kf. Π 
2.17 Corollary. Suppose υ £ A is primitive. Then 
e + fc/ if (», υ) = 2Â: and ν £ 2Λ*, 
w
 ^O'iA) ^ e' + fc/' or 
ke'+ f' if (v,v) = 4ifc and ν G 2Λ·. 
Proof. This is an immediate consequence of (2.15) and the fact that the 
involution determined by 
e' н-» ƒ ' , ƒ ' 1-»· e', e i-v e, ƒ ι->· ƒ 
generates the quotient 0(Л)/0*(Л). D 
2.18 Corollary. Let Ρ be an even nondegenerate lattice and let N := Λ φ Ρ . 
Ifv,w£N are primitive such thai 
(w, «) = (и;, ω), 
(t;,JV) = ( ic ; ,JV)(=:pZ,p>0), 
υ = w> modpiV, 
then ν ~θ'(Ν) w· 
Proof. In two steps. 
STEP 1. 3j G 0*(N) such that (j(v),f) = p. 
The previous corollary implies the existence of a ji G 0*(Λ) Ç 0*(P) such 
that v' := ji(v) G H(2) φ Ρ or ν' G Η φ P. In the first case we choose y G 
H(2) φ Ρ such that (г', у) = p. Consider the Siegel-Eichler transformation 
Ecy, defined by 
Е
еіУ
{х) = x + (x, y)e - -(y, y)(x, e)e - (x, e)y. 
One easily verifies that Ε
βΛ
 G 0*(N). Now Ε
βιν
(ν') = pe + ν' and therefore 
(E
eiy(v'), ƒ) = p. In the second case we choose y G Η φ Ρ with (y, υ') = p. 
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Let ν" := Ε^<ν{ν') = ν' + pe'. If the Л-component of ν" is к У. primitive 
vector, then k\p. Applying (2.16) again yields: 3J2 G 0*(Л) such that for 
v'" := J2(v") we have: ν'" E H(2) φ Ρ, and this brings us back to the first 
case, or the Л-component of v'" is of the form k(e + If) for some / G Ζ. Then 
( ƒ, υ'") = к, so p\k. We conclude ρ = к. 
STEP 2. Conclusion. 
By step 1 we may assume (v, ƒ) = (w, ƒ) = p. Now i; — w = pu (some 
u G iV) and of course (ω, ƒ) = 0. Then for φ := EftU we find: 
φ(ν) = ν — ( ƒ, i>)u modZ/ = tu modZƒ. 
If we write φ(ν) = w + Xf, then from (w, w) = {v,v) = (ф( ),ф( )) = 
(w + Xf, w + λ/) = (w, w) + 2Xp we conclude that λ = 0. • 
Let 
S := {a G L : (a, a) = - 2 , (a, la) = 0, a + la = ( ƒ - e, ƒ - e, 0)} 
and let 5_ be the orthogonal projection of S in Z!.. If α G 5, then | ( α —/α) 
is the orthogonal projection of α in L I . Write α = (α, 6, h) G M ® M 6 H, 
then we have a + Ь = f — e and so | ( o — 6) = | ( / — e) — b. We therefore 
find: 
! ( α - / α ) = ( ί ( α - 6 ) . Ш - а ) , * ) 
= (1(/-е),}(е-Л,0) + (-о,о,Л)€|(/-е,е-/,0) + І_. 
2.19 Lemma. Under the action of Γ on L!., 5_ is precisely the T-orbit of 
| ( / - e , e - / , 0 ) . 
Proof. Let Q_ G S- and suppose it is the orthogonal projection of α G 5. 
Then we have 
( а _ , а _ ) = - ( а , а ) + -(Ia,Ia) = - 1 . 
Moreover (a_, (e, - e , 0)) = 1 (mod 2) (use a_ G j ( ƒ - e, e - ƒ, 0) + ¿_) . 
As (a_ ,2a) = 2 and 2 Q _ G L- we conclude: ( a _ , i _ ) = Z. Clearly a_ 
and !(ƒ — e,e — ƒ,0) have the same reduction in L*_IL_, so (2.18) implies: 
а_ ~о»(ь_) !(ƒ — e ' e — />0)> which suffices since 0*(X_) С Г. 
Conversely, let /3_ = 5 ( | ( / - e , e - ƒ,0)) for some g G Г. By (2.10) there 
exists an extension g G 0{L) such that ¿/(e + ƒ, e + ƒ, 0) = (e + ƒ, e + ƒ, 0) 
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and g о I = I о д. Consider β := ( ƒ, ƒ, 0) - g(e, ƒ, 0) £ L. Then: 
β + Ιβ = 2(ƒ, ƒ, 0) - ~g(e, f, 0) - g(f, e, 0) 
= 2 ( / , / , 0 ) - 5 ( e + /,e + /,0) 
= ( / - e , / - e , 0 ) , 
(^, Iß) = ((ƒ, ƒ, 0) - g(e, ƒ, 0), (ƒ, ƒ, 0) - $( ƒ, e, 0)) 
= - ( ( Λ Λ 0), ft* + ƒ, « + ƒ, 0)) + ((e, ƒ, 0), ( ƒ, e, 0)) 
= - 2 + 2 = 0 
and 
(/?, /?) = (( ƒ, /, 0) - s(e, ƒ, 0), ( ƒ, ƒ, 0) - g(e, f, 0)) 
= -2(( ƒ, ƒ, 0), 5(e, ƒ, 0)) + (g(e, ƒ, 0), д(е, ƒ, 0)) 
= - ( ( ƒ, ƒ, 0), s(e, ƒ, 0) + д(/, e, 0)) = - 2 . 
So /3 G 5. Π 
2.20 Proposition. Let (У, т/у) be an almost polarized Enriques surface of 
degree 2 and let Φ be a marking. Then: 
(Υ, ηγ) is special Ό За G РісЛ" with (а, а) = - 2 , (а, І*а) = 0 and 
фх(а + 1*а) = ±(Г-е,/-е,0). 
Proof. '=>·': Clear from (2.5). '<=': Suppose а 6 PicX satisfies the above 
mentioned conditions. We may assume that α is an effective class, say 
а = [D] where D > 0. Suppose (У, ιγγ) is 'general', so (тг'т/у) maps X 
2:1 onto Σο· Then (^^(β,^,Ο)! and ( ^ ^ ( / , ƒ, 0)| correspond to two elliptic 
pencils \E\ and | F | on X by (2.4). Clearly D + ID e \E-F\ (or G \F-E\). 
So there exists a fibre E' of 
Х-Щр* 
and a F' G | F | such that F ' < F ' . As (F', F') = 0, we must have F' ~ Γ,Ε' 
(some г G Q). But then 2 = ( £ , F) = r(E, E) = 0, a contradiction. ü 
This proposition enables us to describe the 'special' divisor in Ω_/Γ deter­
mined by the periods of special Enriques surfaces (see (2.3)). Let (Υ, ηγ. Φ) 
be as usual. Choose ω G Η0(Χ, Ω2) - {0} and let α_ G S- be the orthogonal 
projection of α G 5. If (а-,<£х
і
с( а ')) = 0, then also (<*, <£;c
ι
c(u,)) = 0 and 
so « ^ ( а ) G PicX. By (2.20) we conclude that (Υ,ηγ) is special. In the 
terminology of (2.15) we obtain a special divisor Ds_ /Γ which parametrizes 
(outside DJI_/T) periods of special Enriques surfaces. 
2.21 R e m a r k . Corollary (2.18) implies that Ä_ (see (2.15)) is abo a single 
Г-orbit. To see this, let χ G R-. Then surely 2Z С (z,L_) as x2 = - 2 . 
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Write χ = a + b with α e H and b G H ( - 2 ) ® Е
в
(-2). Now а φ 0, since 
otherwise 4|х2 = б2. Let α = ко. with к ζ Ζ and α primitive. The integer к 
must be odd (otherwise 4 | i 2 ) and so we find that ( х , £- ) = 2Z + kZ = Z. 
The rest of the proof is left to the reader. 
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3 The Satake-Baily-Borel compactification of Ω_/Γ 
In this paragraph we determine the boundary components of the Satake-
Baily-Borel compactification Ω_/Γ. Their incidence relations are described 
by the diagram in (3.4). The structure of the one-dimensional boundary 
components is given in (3.3.19) and (3.3.20). Before we start with the 
actual computations, let us recall the description of this Satake-Baily-Borel 
compactification in a somewhat larger setting. 
3.1 Let D be a bounded symmetric domain, i.e. D is a connected complex 
η-dimensional manifold such that: 
1. D can be embedded in C n as an open bounded set; 
2. every point in D is an isolated fixed point of an involution of D. 
Examples are the (generalized) upper half-space or a connected component 
οίΩ_. 
The (holomorphic) automorphism group of D acts transitively on D 
with compact isotropy groups and can be viewed as a union of connected 
components of the set of real points G(R) of some connected semi-simple 
linear algebraic group G defined over R. Suppose G is actually defined over 
Q and let Г С G^Q) be an arithmetic group, meaning that Г is commen­
surable with p~1GL
m
(Z) for some faithful representation ρ : G —> GL
m 
defined over Q. D is then said to have a Q-structure. The group Γ is 
discrete in (^(R) and acts properly on D implying that D/T is a (usually 
non-compact) analytic space in a natural way [Cartan 1957]. The domain 
D embeds as an open subset in its so-called compact dual D, a projective 
manifold. E.g. Η С Η — Ρ 1 (Я: upper half-plane), 
Ω_ С Ù- = {ω G P ( ¿ _ ® С) : (ω,ω) = 0}. 
The boundary dD of D in D decomposes into boundary components, the 
maximal connected complex analytic submanifolds of D — D. This decompo­
sition is compatible with G. The boundary components correspond precisely 
to the maximal parabolic subgroups of G^R) via 
F (a boundary component) •-»• N(F) = {g G G (К) : g(F) = F}. 
Just like D itself, these boundary components are bounded symmetric do­
mains. A boundary component F is called rational if N(F) is defined over 
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Q. It then has a Q-structure and T(F) = iV
r
(F)/Zr(F) is an arithmetic 
group of automorphisms of F. Now set 
D := D U [J{F : F is a rational boundary component}. 
The group Г acts on this set and D can be given a topology (not the one 
induced by D) such that D/T is a compact HausdorfF space which contains 
D/T as a dense open set. The topology on D/T underlies the structure of a 
normal analytic space which extends the analytic structures on D/T and the 
strata F/T(F) (Cartan's result); this compactification is even projective. 
A simple example illustrating the above construction is the following. 
Х> = Я С Я = Р 1 , Г = SL2(Z). Now 
я = яиди{оо} = я и Р 1 ( Р ) 
and the topology (the horocycle topology) on Я is generated by: 
1. the topology on Я ; 
2. sets of the form {z G Я : Im ζ > г > 0} U {oo}; 
3. sets of the form {г} U {ζ Ε Я : \z - а\ < \а - г|, α G Я, Rea = г} 
where г G Q. 
The quotient H/SL2(Z) is isomorphic to P 1 . 
Let us describe the rational boundary components in our main example 
Ω_ С Ù-. The closure of a boundary component Fj of Ω_ is of the form 
Fj = P ( / c ) fi Ω-» where ƒ is a nontrivial isotropic subspace of i _ gì R. 
Such a boundary component is rational precisely when I is defined over Q. 
As sgni_ = (2,10) there are only two possibilities: either dimn I = 1 and 
Fj is a singleton or dimR 1 = 2 and in this case Fj С P ( ^ c ) ÌS a half-plane. 
In particular d im c (Ω_/Γ - Ω_/Γ) < 1. 
3.2 Zero-dimensional boundary components 
The zero-dimensional boundary components of the Satake-Baily-Borel com­
pactification Ω_/Γ (now Γ is the group we determined in (2.10)) are in 1-1 
correspondence with the Г-orbits of primitive isotropic sublattices of rank 
one. In this subparagraph we compute the number of these orbits, i.e. we 
compute Ii(L-)/T. 
Let e, ƒ (resp. e', ƒ') be the standard basis of the Η (resp. H(2)) sum-
mand in L_. 
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3.2.1 Lemma. Let ν G L- be a primitive isotropic vector such that 
(ϋ,Χ_) = Ζ. Then ν ~ r e (i.e. ν 6 T{e}). 
Proof. Apply corollary (2.18) to ν and e to conclude υ ~ο·(Γ_) e a i l ( i a 
fortiori υ ~ r ε. Π 
3.2.2 Suppose Ζυ e - ί ι ( £ - ) а п < * ( » ^ - ) / Ζ. Write υ = mo+nò with о € Η, 
ò € H(2) Θ -Εβ(-2) primitive, and m, η G Ζ; then («,£_) = Zm + Z2n. 
As ν is primitive we must have gcd(m,n) = 1. It is easy now to con­
clude (u, L-) = 2Z. So | v determines a nontrivial element in L^_/L_. Our 
strategy is to do computations in this simpler space, which is endowed with 
a quadratic form (see §1), first. Let 
а = h + y G ÌH(2)/H(2) Θ ^
β
( - 2 ) / £ 8 ( - 2 ) = L*JL_ 
be isotropic. Then 0 = q(a) = q(h) + q(y). 
CASE (i): q(h) = q(y) = 0. 
In this case h = 0, ¿e' + L-. or \f' + ¿_ . Using 
Γ, = {</ G 0(L*_lL_,q) : g respects the decomposition} 
which is the image of Γ under O(L-) —*• 0(L^_/L_,q), we can arrange h = 0 
or h = | e ' + L-. From (1.4) we conclude that either y = 0 or y = | α + L-
for some α G Es(—2) with a 2 = —8. As all (—8)-vectors in Es(—2) are 
0(.E8(_2))-equivalent we see that in this case the possibilities modulo Γ, 
are a = 0, ^e' + L_ and | e ' + | Q + L_. 
CASE (ii): q{h) = q(y) = 1 G Z/2. 
Here we have: h = \e' + \f' + Z_ and y = \ω + L- with ω G Е {-2), 
ω
1
 = - 4 (again using (1.4)). So in this case there is, mod Tq, only one 
possibility: \e' +\f' + u + L.. 
These four vectors in L*_IL_ can all be 'lifted' to primitive isotropic 
vectors in L-. To see this consider e', 2e + 2f + a, e' + 2f' + a (a G Ea(-2), 
a
2
 = -8), e' + ƒ ' -Ι- ω (ω G Ε*{-2), ω2 = -4) . 
3.2.3 Proposition. Let ν € L- be a primitive isotropic vector. Then ν is 
in the T-orbit of one of the following vectors: e, e', e' + f' + ω, e' + 2 f' + а, 
2e + 2f + а (α, ω e Е6(-2), а2 = - 8 , ω2 = -4). Moreover, these five 
vectors are all inequivalent modulo Γ. 
Proof. By (3.2.1) we may assume υ G 2Lt· Then | υ determines a nontriv­
ial isotropic element in L*_IL_. The discussion above implies the existence 
of a g G Г such that for the induced g G Г, we have д(\ + £_) = \β + £ _ , 
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where β is one of the vectors mentioned in the proposition. Now apply 
(2.18) to conclude ν ~ r ß· 
The last statement of the proposition is easy. • 
3.2.4 Remark . It follows from (3.2.3) that Ω_/Γ contains precisely five 
zero-dimensional boundary components. 
3.3 One-dimensional boundary components 
The one-dimensional boundary components correspond to Г-orbits of prim­
itive isotropic planes in L-. To determine І2(Ь-)/Т we use Vinberg's work 
on hyperbolic reflection groups [Vinberg 1975]. 
3.3.1 If ν G L- is primitive isotropic, then the quotient ν1-/Ζυ inherits a 
quadratic form of hyperbolic signature (which is (1,9) here), and the sta­
bilizer T
v
 of υ determines a subgroup G
v
 С 0 ( V - L / Z Ü ) . If F 6 hiL-) 
contains v, then F determines an element of Ιι(νχ/Ζυ). Vinberg's results 
can be used to find Ii(vx/Zv)/G
v
. If we follow this procedure for each of 
the five equivalence classes of isotropic primitive vectors (3.2.3), we will end 
up with a complete list of hiL-) mod Γ, though we must be careful as the 
same F will occur for different v. 
3.3.2 We briefly discuss Vinberg's results. Let TV be a nondegenerate lattice 
of signature (1, n) (in the application we have in mind η = 9) and let С be 
one of the connected components of 
{xENR = N®IL : ( I , X ) > 0 } . 
The quotient A(N) = C/R+ is the associated Lobacbevskii space. Points of 
A(JV)- A(N), where A(N) denotes the closure of Л(ЛГ) in (JVR - {0})/R+, 
are called points at infinity and correspond to isotropic lines in NR. Let G 
be a subgroup of Oc(N) (=isometries of N which fix C) of finite index and 
let W(G) be its subgroup generated by reflections s
v
 G G, where 
3Ό(χ) = χ-ψ^1υ ((v,v)<0). (ν,υ) 
If W(G) is of finite index in G, then it has a polyhedral fundamental domain 
Ρ С A(N) of finite volume, some of whose vertices however are at infinity 
and 
G = W(G) и S, 
where 5 is a subgroup of the group of symmetries of P. The polyhedron 
Ρ and the group W(G) can best be described in terms of its Dynkin dia­
gram. Suppose Ρ is bounded by hyperplanes Hi (i G / ) , none of which is 
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superfluous, orthogonal to e; : 
Ρ = {x G С : (x,e¿) > О ,V* € / } /R+ . 
The Dynkin diagram E(G) is then constructed as follows: the vertices re-
present the indices i £ I (or the faces of P). The vertices г and j are then 
connected as shown in the table below. Here g^ = (e¿,ej)/w(ei,e¿)(e¿,ej), 
and (if \gij\ < 1) my is the positive integer such that g^ = cos (тт/тпу) (then 
rriij is the order of the product of reflections s
etsej). 
connection of vertices 
г · · j 
oo 
• ^ 1 1 
ι — · 
9i} 
0 
1/2 
1/V2 
УДІІ 
1 
> 1 
mij 
2 
3 
4 
6 
oo 
If (e;, ej) φ (e,·, Cj), then an arrow (> ) points in the direction of the vector 
with smallest absolute length. 
3.3.3 In this setting Vinberg shows: 
1. every isotropic line in ÌVQ is W^G^-equivalent to some vertex at infinity 
of P\ 
2. the vertices at infinity of Ρ correspond to the parabolic subdiagrams 
of rank η - 1 of E(G). 
Here a diagram is called parabolic if each of its connected components is 
an extended Dynkin diagram as in [Vinberg 1975], table 2. The rant of a 
parabolic diagram is the number of vertices minus the number of connected 
components. It is clear that the group 5 can be identified with a subgroup 
of the symmetry group of Σ(0) and so by using (3.3.3) Ii(N) modulo G 
can be determined (for each parabolic subdiagram a suitable linear combi­
nation of the vectors corresponding to the vertices in this subdiagram yields 
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a representative isotropic vector, see [Vinberg 1983], (1-9)). Vinberg also 
describes an effective algorithm to determine the diagram Σ((7). Roughly 
speaking, it comes down to the following. Take a vector χ £ С Π N. Then 
look for hyperplanes Πχ = e^, Яг = e^ , . . . (where л
е і
, в
е а
, . . . 6 W(G)) 
such that Hi is closest to χ (in Л(І ); according to Vinberg this means that 
the expression 
(х,У)2 
l(»,y)l 
is minimal for у = ei) and ег is such that (61,62) > 0 and Я2 is closest to 
χ under the above conditions, and so on. 
3.3.4 Lemma. Let ν be one of the five vectors in (3.2.3). Then νχ/Ζν = 
Η Θ E
s
(-2) іот фе and e-1/Ze S H(2) Θ Дв(-2). 
Proof. The claim is trivial for ν = e. live H(2) Θ E
s
(-2), then 
ν ~о(Н(а)вя,(-а)) e ' 
and clearly ( e ' ^ / Z e ' = H®EB(-2). We are left with the case υ = 2e + 2f + 
a. It suffices to show e' ~о(Г_) 2e + 2ƒ + a. To see this look at the diagram 
of Ea(—2). We may assume α G Es(—2) has coefficients as indicated. (An 
argument as given just above (2.7) shows that there is only one (—8)-vector 
modulo 0(E
e
(-2).) 
4 7 10 8 6 4 2 
è 5 
Consider y := α + 2(αι + e' + 2f'), then j / 2 = 0. It follows from (2.18) that 
У ~o*(i_) 2e + 2/ + a. Now у e H(2) 8 Е
а
(-2) and therefore у ~ e'. D 
We treat each of the five cases of (3.2.3) separately. Set G
v
 :=image of Г„ 
in O^/Zv), where Г„ = {g G Г : g(v) = ν}. The first case is: 
3.3.5 e. 
The summand M(2) of .£_ projects isomorphically onto e^/Ze. It is easy 
to see that 
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3.3.6 G« = {g e 0(M(2)) : the induced map on Μ(2)*/Μ(2) respects the 
decomposition}. 
3.3.7 The diagram of the reflection group W
e
 С G> is as follows. 
<*. = ƒ ' - e' 
aio = a6 + 26' 
a n = 26' + 2 / ' + äa + äs 
c*i2 = be' + 3 ƒ' + 2ä2 
ae 
Let us indicate Vinberg's algorithm in this case. As our vector χ we take 
x = e' + ƒ ' . Orthogonal to χ we find α ϊ , . . . , a g and ag. Then а ю satisfies 
(aio,Oi) > 0, t = 1,.. .,9, it minimalizes the expression mentioned above 
(under the restriction that the reflection s
ai0 belongs to Г е). In the same 
way we find а ц and аіг· We have 
( а і о , е ' + Л 2
 = 1 ) Кь£І±Л! = 1 б ) К 2 , ^ + Л
2
= 6 1 
Καχο,αχο)! ' | ( an,Qi i ) | ' Κα«,««)] 
Note that (а^,а^) = 2, because we are working in Е^(—2). It is left to the 
reader to verify that the symmetries of the diagram come from isometries 
in G> (these can then be lifted to Γβ by letting them be the identity on the 
H-summand). So 
G« й {±l}We X Se 
where S
e
 = Ζ/2 χ Z/2. The maximal parabolic subdiagrams (modulo sym­
metries) are indicated on the next page. 
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In this way we have (essentially) computed I1(e-L/Ze)/Ge. It is straight-
forward now to compute explicitly isotropic vectors representing these four 
classes. We leave this to the reader. 
Ä7 φ ix ¿ 8 
Ds É7 φ ЛІ 
Note that we do not only find four equivalence classes in /i(e-L/Z€), but that 
we find four labelled classes, the labelling being given by the root systems 
Aj φ Αι etc. We may therefore speak of an isotropic plane of type Aj φ Αι 
от Ay φ Αι etc. These four classes are not distinguished by the isomorphism 
type of F±/F, where F G fyL-) is one of the above types. In all cases 
we even find the same isomorphism type, namely Ε^(—2), because modulo 
O(L-) the four types are equivalent. But things change if we consider such 
isotropic planes as sublattices of the polarized КЗ lattice of degree 4 
¿ 4 : = ( e + / , e + /,0)-L 
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( C M ® M 8 H = Z). Here we can distinguish them by looking at F±/F 
and its (generalized) type [Scattone 1984], 5.6.10 and §6. Scattone [loc. cit.], 
p. 100 lists the following nine possibilities: 
Дв(-1) Дв(-1) < - 4 > ; 
Дів(-1) < - 4 >; 
E6(-1)®D9(-1); 
£ 7 ( - 1 ) ® £ 7 ( - 1 ) Лз(-1); 
¿M-i); 
Dn(-1)®D6(-1); 
D e ( - l ) 8 i ? e ( - l ) e < - 4 > ; 
І 4 І Б ( - 1 ) І 4 І ( - 1 ) ® Л І ( - 1 ) ; 
£ . ( - ! ) ® Λ ι ι ( - 1 ) . 
What is behind this of course, is the fact that not all elements of 0(L_) can 
be lifted to 0(1.4). I n §4 we shall find an application for the remarks above 
when we look at the relation with Shah's work [Shah 1981]. 
The four classes that we have found so far correspond to four one-
dimensional boundary components in Ω_/Γ which have the zero-dimensional 
boundary component corresponding to e in their closure. The root systems 
occurring in the diagrams are not without geometric significance. See §4 
and Chapter 3. 
3.3.8 e'. 
In this case ( e ' ^ / Z e ' can be identified with the sublattice Η φ Es(—2) of 
¿_ . It is evident that G«. = 0 ( H ® ^8(-2)) . 
3.3.9 The diagram of the reflection subgroup looks like: 
a9 = ä6 + 2 ƒ 
«io = e - ƒ 
о : (—4) — vector 
αϊ аз а4 as ae α? αβ аэ аю ; J 
о о о о о о о — Х - ^ ·
 :
 (-2) - V e c t o r 
I I 
аг 
As there are no symmetries we have 
0(Н®Е6(-2)) = {±1}-\ еІ. 
59 
(E О О- • •• —о о— • о о- з^ 
о в
й 
In the picture we see the two maximal parabolic subdiagrams. The equi­
valence class of rank 2 primitive isotropic lattices corresponding to the first 
parabolic subdiagram is the same as the one labelled Ea in (3.3.7). It is 
represented by the lattice spanned by e and e'. 
3.3.10 еЧ- f' + äs. 
Set ν = e' + f' + as. By lemma (3.3.4) we have ν^/Ζυ Ξ Η φ -Б8(-2); а 
basis of υ^/Ζυ being e, ƒ, αχ, ог, · . •, αγ, —f' + «β-
The diagram of the reflection subgroup of G
v
 is: 
a0 = f - e 
αχο = 2/' + ä 8 
a u = 2e - 2f' - äs = (e + ƒ) - as - αχο 
au = 2e + (αχ - äs) 
ais = (* + ƒ) + ( « β - Л 
a n «io 
The Z-span of the roots is 
Z{ali..., от, a 8 - ƒ', e + ƒ, e - ƒ} . 
60 
It can be checked that the symmetry of the diagram comes from an element 
in Γ„ (see (3.3.13)). We find 
G
v
 = {±1}WV XI Z/2. 
The parabolic subdiagrams of maximal rank (up to symmetry) are: 
ВбФСг 
The Εγ Θ Αι -diagram determines the same equivalence class of isotropic 
planes as the Εγ Θ Äi-diagram in (3.3.7): the isotropic vector we read off 
from that diagram is 09 + аю = (f' - e') + (ä 8 + 2e') = e' + f' + ά». 
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3.3.11 2e' + Z ' + Qi. 
Let ν = 2е' + /' + аі, then a basis for υ±/Ζυ = КфЕ
ь
(-2) is e, ƒ, -е' + ац, 
а2,..., αβ- The diagram for the reflection subgroup of G
v
 is as in the picture 
below. 
Q9 = ƒ - e 
aio = 08 + 26' 
α π = e + ƒ + αχ - e' 
а ц аз ом as a 6 a 7 a 8 a » «9 a i 2 = 2 e _ 2e/ + ö e _ ö l 
о 
аг 
-ο-Ί*" 
6 
aio 
The roots span the sublattice 
Z{e + Д е - / , - е ' + а і , а 2 , . . . , а в } 
and the symmetry is induced by an element of Γ„ (see (3.3.13)). We obtain 
the following maximal parabolic subdiagrams (modulo symmetry): 
< g ^ 
<Е±Е о о о о о· 
э 
B4e¿4 
De 
5
β 
с 8 
The diagram labelled D^ (resp. Cg) represents the same class of isotropic 
planes as the one labelled ï ) e (resp. Cg) in (3.3.7) (resp. (3.3.10)). 
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3.3.12 2e + 2 / + Q!. 
Set υ = 2e + 2ƒ + αχ. We have the following basis for v±/Zv: ë = e + 
e' + f' - au f = f + e' + f'- αχ, άχ = e' - ƒ', ¿ζ = a2, аз = f' + аз, 
04 = α 4 , . . . , ά β = αβ; έ,ƒ span a H-summand, α χ , . . . , ά 8 an E
a
(—2)-
summand. 
We obtain the following diagram: 
ag = 2ё — αχ 
αχο = 2ё + (¿г - ¿з) 
αχχ = f - ë 
ai2 = ê + ƒ + (ο;
β
 - аз) 
αχ3 = è + ƒ + (¿χ + a 8 - ¿з) 
0!Χ4 = ê + ƒ + а з 
0(4 
aio 
The span of the roots in this case is 
Z{ê + ƒ, ë - f, άχ, а г , . . . , ¿β}· 
Symmetries of the graph can be lifted to Γ„ (see (3.3.13)). Parabolic sub-
diagrams of maximal rank (up to symmetry) are as indicated on the next 
page. 
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The diagram labelled Ä7 φ Ài (resp. Ce, Ce θ Cj, C4 θ C4) represents the 
same class of isotropic planes as the one labelled Aj®Ai (resp. Β&, BsQC^, 
BA Θ BA) in (3.3.7) (resp. (3.3.9), (3.3.10), (3.3.11)). 
3.3.13 To check whether a symmetry of a diagram lifts to the stabilizer 
group of the corresponding isotropic vector, one can proceed as follows. 
Note that in the last cases ((3.3.10), (3.3.11), (3.3.12)) the span of the 
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roots occurring in the diagram is of the form Z{e - f, e + ƒ} φ Ε»(-2) (e, ƒ 
standard basis for Η ) . Firstly, we show that isometries of this lattice extend 
to Η φ E»(-2). 
Let К = ƒ φ ƒ(—1) Φ ^β(—1) (I denotes a rank one lattice here, such 
that (x,x) = 1 for a generator x). The lattice К is odd and unimodular 
of signature (1,9). Suppose I = Zv, / (-1) = Zw. Consider the inclusion 
H(2) φ E
s
(-l) С К where H(2) = Z{v + w, ν - w}. 
3.3.14 Lemma. H(2) φ Е
а
(-1) is the largest even subiatt/ce ofK. 
Proof. Let К be an even sublattice and let αν + bw + а 6 К (о, b G Ζ, 
α G Еъ(—1)). Then α2 — b2 = 0 mod2 and consequently о - b and а + b are 
even. But then 
αν + bw + а = ( ^ — )(t; + u>) + ( ^ — )(u - u>) + α G H(2) φ Е
л
(-1) 
which finishes the proof. • 
Let Λ = Η φ Es(-2), (Η = Z{e, ƒ}) and let 
K' = Z{e + ƒ, e - ƒ} φ £
β
( - 2 ) С Л 
a sublattice of index 2. Note that К' ^ # ( 2 ) . 
3.3.15 Proposition. Every g G 0(ίΓ(2)) extends to an isometry of Λ. 
Proof. The inclusion K' = K(2) «-+ Λ induces Λ* <—»· Kr* and so 
Λ·(2) ^ \K(4)^K 
II II 
H(2) φ \Е (-4) Z{\(e + ƒ), ì(€ - ƒ)} φ \E
s
(-4) 
a situation as described in the lemma. Now let g G 0 ( ^ ( 2 ) ) , then д acts 
on K(2)* and therefore both Л*(2) С К and 5(Λ·(2)) С К satisfy the 
conditions of the lemma. So </(Л*(2)) = Л*(2). But then д fixes Л, i.e. 
g G 0(Л). D 
Actually, the resulting injection 0 ( ^ ( 2 ) ) С 0(Л) is an isomorphism. To see 
this, we give an intrinsic description of the sublattice K(2) С Л. 
3.3.16 Proposition. # ( 2 ) is tiie unique rank 10 sublattice Л of Л such 
t i a t Λ· = | Λ and |Л(2) is odd. 
Proof. First of all # ( 2 ) indeed satisfies #(2)* = \K(2), \K(4) odd. Now 
suppose Л С Л satisfies these properties. Then we have 
Η φ ^ 8 ( - 2 ) = Λ* ^ Λ* = ί λ С ^Л = І Н φ ¿Ε6(-2) (of index 4). 
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The following two alternatives do not occur: 
1. Λ* = Λ*, for then Λ = 2Λ· = 2H θ E6(-2), contradicting Λ* = |Λ; 
2. Л* = | Л , for then Л = Л and we arrive again at a contradiction. 
Therefore the image of Л* under Л* -»· |Л/Л* (= | H / H ) is of order two. If 
Л* = Z | e + Z / + |f7e(-2), then Л = Ze + Z2f+ E6(-2) and |Л(2) is even. 
Likewise, A* = Ze + Z\f+ \Eg(-2) is impossible. The only possibility left 
i s :
 - 1 1 
and so 
Λ = (Z(e + ƒ) + 2H) Θ E
s
(-2) = Z{e + ƒ, e - ƒ} ® E&(-2) = K(2). 
D 
Consequently any g G 0(Λ) preserves the sublattice # ( 2 ) . Another proof, 
perhaps closer to the methods of this paragraph, is based on Vinberg's 
theory. It comes down to checking that the Dynkin diagrams for О(Л) 
and 0(ІІГ(2)) are the same. 
In the cases (3.3.10), (3.3.11) and (3.3.12), we define a decomposition 
of L- as follows. 
v
 = e' + f' + äs Η Θ H(2) Θ Е9(-2) 
e, f υ, f' ai,...,a7,a6- f' 
v = 2e/ + / ' + ä 1 e, f e',υ -e' + αχ,α^, . . . , α
β 
v = 2e + 2f + ài ë,f v,e-ë α ι , . . . , ά
β 
Using these decompositions of L- and the results above, it is fairly easy to 
lift symmetries of a diagram to isometries of L- fixing the relevant isotropic 
vector. What remains to be checked is that we actually end up in Γ. This 
(computational) step as well as the treatment of the case (3.3.5) (which is 
much easier) is left to the reader. 
3.3.17 Remark. The labelling of isotropic planes, using the parabolic dia­
grams is not unambiguous. For instance, В and С diagrams sometimes 
correspond to the same class of isotropic planes. If F = Zv + Zw 6 І2(Ь-), 
then the stabilizers (G
v
)
w
 and (G
w
)
v
 are not necessarily isomorphic and this 
is reflected in the corresponding affine root systems. So we must be careful 
with our terminology. 
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3.3.18 R e m a r k . It is not difficult to see beforehand what types of primitive 
isotropic vectors may or may not be combined to span an isotropic plane. 
For example, the first isotropic vector of the list (3.2.3) can be combined 
with any of the other four types to yield a primitive isotropic plane, but there 
is no isotropic plane all of whose primitive isotropic elements are equivalent 
to e. To specify the type of an isotropic plane we can also indicate the types 
of isotropic vectors it contains. For example: 
AiQAi ^-*{1,2} 
(e (resp. e') corresponds to an isotropic vector of type 1 (resp. 2)). 
3.3.19 To describe the precise structure of the one-dimensional boundary 
components we have to compute the group r ( F ) = Nr(F)/Zr(F) for each 
type of isotropic plane F. 
Let us first deal with the boundary components of type Es, Ds, Ar Θ Αι 
and Ej φ Αι (we occasionally forget about (—l)s, which should not give 
rise to confusion). Let E G hiL-) be of the form E = Ze + Zv where 
ve H ( 2 ) ® £ 8 ( - 2 ) a n d s o ( v , £ _ ) = 2Z. Then ν is in t h e 0 ( H ( 2 ) e £ 8 ( - 2 ) ) -
orbit of e' and hence there is a decomposition 
X_ S Η Θ H(2) φ Е±/Е 
with E С Η φ Η(2). Suppose g 6 Nr(E) and write (7(e) = ae + cv, g(v) = 
be + dv. As (e, L_) = Ζ and (v, L-) = 2Z we find (p(e),Z/_) = Z, so a is 
odd and (g(v),L^) = 2Z, so b is even. Conversely, any element of GL(E) 
satisfying these restrictions is easily seen to extend to an element of 0*(X_): 
just use the decomposition £_ = Η θ H(2) φ E1/E. In conclusion: 
T(E)nSL(E)Z{( a
c
 ^ \ e SL2(Z)} = T\2), 
(a congruence subgroup of SL2(Z)). The corresponding boundary compo­
nents BE are isomorphic to Я/Г1(2) (3.1) and we have also seen how a 
natural (= Satake-Baily-Borel) compactification is constructed: Я/Г 1 (2), 
where Η = Η U Q U {00} is endowed with the horocycle topology. The clo­
sure of BE in Ω_/Γ is obtained from ΗΙΥΎ{2) by possibly identifying some 
of the cusps. However, the fact that each of the isotropic planes of type Es, 
Ds, Л7 φ Αι, £7 φ Αχ is built up from two nonequivalent isotropic vectors 
implies that no identification among the cusps occurs. 
3.3.20 The computations in the remaining five cases are more involved. (We 
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refer the reader to [Scattone 1984], Chap. 5, for more details.) By explicit 
computation one finds a splitting 
J L _ ^ H ( 2 ) ® H ( 2 ) ® F - L / F 
where F denotes the isotropic plane. It is then easy to see that Γ Π SL(F) 
contains Γ(2), the level 2 subgroup of S i ^ Z ) (under the appropriate iden­
tifications). The number of inequivalent (mod Γ) primitive isotropic vectors 
in F restricts the possibilities even further. H necessary, the use of certain 
Siegel-Eichler transformations finishes the job. Let us illustrate the last two 
steps for F of type {3,4}. From (3.3.10) we see that 
F = Z(v = e' + ƒ ' + ά
β
) Θ Ζω 
with ω = Qg + αΐ2 + оц + аз + «4 + »Б + αβ + ar + αχζ- Suppose g G Np, 
g(v) = αν + òu> (α, 6 G Ζ). As ω is of type 4 (i.e. ω ~ r 2e , + ƒ' + ¿¿i ) b must 
be even. So we find 
Г(2) С r ( F ) Π 5 1 ( F ) С ^ ( 2 ) 
with 
T\2) = {(ab CAeSL2(Z): 6 even}. 
Now consider the Siegel-Eichler transformation E ,<_fi : i _ —> L- given 
by 
It is easily checked that E ,>_/» G Np and that 
E ,>.f»(t>) = ν, JS «»_γ» (ы) = α; + υ. 
Conclusion: T(F) Π 5X(JF) S ^ ( 2 ) . 
Summarizing then, the results about the stabilizers of the remaining five 
types are as follows: 
F of type {2,4,5} : T(F) Π 5 1 ( F ) S Γ(2); 
F of type {4,5} 
F of type {3,5} 
F of type {3,4} 
F of type {5,5} 
r ( F ) n 5 Z ( F ) ^ r 1 ( 2 ) ; 
r ( F ) n 5 X ( F ) ^ r 1 ( 2 ) ; 
r(F) Π SLIF)^!1^); 
r(F) Π SL{F) S 5X2(Z). 
68 
3.4 The incidence relations between boundary components (resp. equiva-
lence classes of isotropic sublattices) can be represented by a diagram as 
follows. A closed (resp. open) dot represents a zero-dimensional (resp. one-
dimensional) boundary component or, equivalently, the corresponding l'-
équivalence class of primitive isotropic rank one (resp. two) sublattices of 
L-. The specific type a dot represents is also indicated. An open dot repre-
senting a boundary component В is connected with a closed dot representing 
a boundary point ρ if ρ e В. lì В corresponds to [E] G / 2 ( £ - ) / Г and ρ to 
[Ζυ] G Ii(L-)/T this means that E contains a vector equivalent to v. 
{1.2} {2} 
Incidence relations between the b o u n d a r y components . 
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4 The relation with Shah's work: first link 
In [Shah 1981] J. Shah uses the techniques of GIT to study projective degen­
erations of Enriques surfaces. As we saw before (§2), any Enriques surface 
Τ can be obtained as a quotient of а КЪ surface S of degree 4 which itself 
is a double cover of Σο or Σ" (a cone over a smooth quadric in P 2 ) . The 
covering involution of 5 —• Τ is a lift of I : Σο —• Σο given by 
/((zo : ari), (yo : У\)) = ((*o : - x i ) , (î/o : -J/i))· 
By doing GIT in the space of branch curves (bidegree (4,4)) he finds a list of 
standard forms of central fibres of one-parameter degenerations of Enriques 
surfaces. He subdivides this list according to what he calls the type. 
4.1 
• Type I* : MHS on Я 2 of the double cover is pure of weight 2. 
• Type II* : MHS on H2 of the double cover has /ι 0 · 0 = 0, /ι 1 · 0 / 0. 
• Type III* : MHS on H2 of the double cover has Λ0·0 φ 0. 
(MHS: mixed Hodge structure.) 
In this paragraph we will link the Type II* branch curve configurations 
on Σο of his list with the one-dimensional Satake-Baily-Borel boundary com­
ponents (because of this link, they are also referred to as type II boundary 
components; similarly, zero-dimensional boundary components are said to be 
type III boundary components) of the Satake-Baily-Borel compactification 
Ω_/Γ. To be more accurate, suppose X —• Δ is a one-parameter degenera­
tion of Enriques surfaces with central fibre of type II*. The corresponding 
period map ρ : Δ* —• Ω_ /Γ extends to a holomorphic map 
ρ : Δ ^ Ω _ / Γ 
by Borel's extension theorem [Borei 1972]. The limit point p(0) will be an 
element of a type II Satake-Baily-Borel boundary component which we shall 
determine. In proving this we modify the covering family of üfS's so that 
we obtain a family in which the central fibre is a stable КЗ in the sense 
of Friedman [Friedman 1984]. The Clemens-Schmid exact sequence is then 
used to find the isotropic plane which determines the boundary component. 
The results are summarized in (4.20.1). 
Let us briefly recall some of the relevant facts about 'stable iTS's'. See 
[Friedman 1984] for further details. Firstly recall the following result due to 
Kulikov [Kulikov 1977] and Persson-Pinkham [Persson-Pinkham 1981]. 
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4.2 Theorem. Let π : Χ —• Δ be a semistable degeneration of КЗ surfaces 
with all components of the central fibre 7Г-1(0) = (JFj algebraic, and iet 
i 
Ν = logarithm of the monodromy on H2(Xt)- Then, after birational modi­
fications, it may be assumed that Κ χ ~ 0. In tAis case 7г-1(0) is one of the 
following: 
• Type 1:7Г-1(0) is a smooth КЗ surface and N = 0. 
• Type 11; я-^О) = V0 U Vi U . . . U F,; Vb and Vr are smooth rational, 
Vi,..., Vi—i smooth elliptic ruled and ViCiVj φ 0 if and oniy if j = г±1. 
If Fj and Vj meet, the intersection is a smooth elliptic curve and a 
section of the ruling on Vi if Vi is elliptic ruled. Ν φ 0, ΛΓ2 = 0. 
• Type III; π _ 1 ( 0 ) = \]Vi, where each Vi (= normalization of Vi) is 
i 
smooth rational and all double curves are cycles of rational curves. 
The dual graph is a triangulation of the sphere S2. Ν2 φ 0, І 3 = 0. 
We will be concerned (of course) with the surfaces of type II. Note the 
various uses of the same terminology type I, I* etc. This reflects the intimate 
connections of the corresponding notions. This paragraph will illustrate this 
point again. 
4.3 Definition. Let X be a variety with normal crossings and let Ό := Χύ^ 
(singular locus). If 
{Т\:=)Ш\>{$і\,ох)*іОт> 
then X is called d-semistable. (This notion is inspired by deformation the­
ory. It is useful in dealing with 'smoothability' matters.) 
4.4 If X = Foil Vi is a union of two smooth surfaces meeting normally along 
a smooth curve D, then 
X is d-semistable ·<=>· ND/V0 ® ND/VI — OD 
4.5 Definition. A stable КЗ surface of type II is a d-semistable surface 
(4.3) of the form X = VQ U F I as in (4.2) type II (r = 1) such that D = 
Xùng = Fo Π Fi G I - Kvil for г = 0,1. 
4.6 Now suppose a stable КЗ surface XQ occurs as the central fibre in 
a semistable degeneration π : X —• Δ. The Clemens-Schmid exact se­
quence [Clemens 1977] relates the limiting mixed Hodge structure (LMHS) 
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LH2{X*) and the canonically defined mixed Hodge structure on H2(Xo). 
The central fibre XQ comes with a canonical Cartier divisor 
ξ = O
x
(V0)\X0 
which restricts to 
е| о = С . ( - Л ) , № = Ov
x
(D). 
4.7 Facts. 
i) The foilowing portion of the Clemens-Schmid sequence, 
Η
Λ
(Χο) -» H2(Xo) -* LH2(X·) Д LH2(X·), 
is exact over Ζ. 
ii) ІУхЯ^Хо) = WiLH2(X*). 
iii) if Í is viewed as a class in Я 2 ( о) Θ # 2 (Vi), íiien í 2 = 0 and: 
W2LH2(X*)/WiLH2(X*) й {Í l^/Zf. 
iv) ТУііЯ 2(Х*) = Im JV is a primitive isotropic sublattice of LH2(X*) of 
ran/c 2. 
4.8 Definition. A polarization on a stable U'S surface X of type II is a 
Cartier divisor L on X which is numerically effective and satisfies L2 > 0. 
Two polarizations Li and L2 are called equivaient if 
Li = .¿2 mod £ 
i.e. Li and X2 define the same class in Η2(Χ·, Z)/Z£. 
4.9 Now consider a branch curve configuration Co(C Σο) of type II* as in 
Shah's list [Shah 1981], p. 482 and assume, for simplicity, that it is suffi­
ciently general. Note that Co has an /-invariant equation, say fo. Let С 
be a general curve of bidegree (4,4) on Σο with /-invariant equation ƒ and 
consider the one-parameter family of curves over the disk Δ (which may be 
made smaller if necessary; we shall not bother about such details) 
С := {Ct : Ct has equation fo + tf where t G Δ} С Σο Χ Δ. 
Take the double cover branching along this C. This yields a one-parameter 
degeneration X —> Δ of КУз of degree 4, together with an involution / which 
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lifts the involution on Σο. The quotient X/I -* Δ is then a degeneration of 
Enriques surfaces. As usual we have a period map 
ρ : Δ · ^ Ω _ / Γ . 
Let Ω4 be the period domain for KVs of degree 4, Γ4 the corresponding 
arithmetic group associated with the lattice ¿4 (see below (3.3.7)). The 
inclusion Ω_ С Ω4 induces Ω_/Γ —• Ω4/Γ4 and the composition 
Δ* -» Ω_/Γ -» Ω4/Γ4 
is the period map for the family X —• Δ. The first thing we shall do is study 
the extension 
Δ -Η. Ω4/Γ4. 
Suppose we have modified the family so that the central fibre is a polar­
ized stable КЪ. Then ImN determines the isotropic plane corresponding 
to the boundary component we are looking for. The isomorphism type of 
keriV/ImJV (within І4) completely determines the equivalence class of ImJV 
in /3(^4) and Г4 and using (4.7iii) this quotient keriV/ImTV can be com­
puted. We shall first discuss this procedure for each of the nine types of 
configurations in Shah's list (leaving some of the details to the reader) and 
then return to the original question. 
4.10 Let Co be a smooth genus one curve on Σο counted with multiplicity 
two such that Co.red has /-invariant equation (so it doesn't meet the fixed 
point locus of I on Σο). 
A general curve С intersects Co in 16 (distinct) points pi,.. .,ριβ- The re­
sulting flat divisor С С Σο x Δ exhibits ordinary double points at p i , . . . , pie 
(local equation x2+ty = 0). The double cover X —* Δ therefore has singular­
ities at the 16 points lying over p i , . . . , pie (local equation z2 + x2 + ty = 0). 
Blow up these points. It introduces 16 exceptional surfaces 5 i , . . . ,S ie > 
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all = Σο, in the central fibre. The components Si meet the strict trans­
form of the original two components in the central fibre in a sum of fibres: 
SiSi = -Flti - F2>i. 
Si^P1x P 1 
Я,і 
Using the Nakano criterion we see that we can smoothly blow down the 
5j's along either of the two rulings. This yields a family X —» Δ where 
the central fibre consists of two rational components Ti and Γ2 glued along 
an elliptic curve (Co). 7i is obtained from Σο by blowing up some of the 
points p i , . . .,ριβ and T2 is obtained from Σ© by blowing up the remaining 
ones. The two rulings of Σο yield generators Ει and Fi (resp. E2 and F2) of 
# 2 ( Σ 0 ; Ζ) С # 2 ( Γ ι ; Ζ) (resp. # 2 ( Σ ο ; Ζ) С Я 2 ( Г 2 ; Ζ)). Let eu..., ei (resp. 
fi, · · · ? Λβ-») denote the exceptional classes in Я 2 (Г і ; Ζ) (resp. Я2(Т2; Ζ)). 
Then the polarization class in Я 2 (Т 1 ) φ Я2(Г2) is h = £1 + Fi + E2 + F2 
and the class £ ((4.6)-(4.7)) is given by 
ξ = 2E! + 2F1 - ea - . . . - ei - 2E2 - 2F 2 + Д + . . . + /ie-i· 
Now look for the roots in ξ^/Ζξ Π /ι 1: 
«2 - ез e¿ + /1 6_; Д _ f2 
• ·— . . . — · » » ·— . . . —· Ais(~ 1) 
Ei-Fi · Aií-l) 
E2-F2 · Л ^ - І ) 
If you do everything compatibly with the involution ƒ, then we may assume 
that p9 = Ipi,..., pie = /pe, and that ΤΊ (resp. Γ2) is blown up in p i , . . . , pe 
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(resp. Ipi,...,Ip%). The involution acts on the diagram as indicated. 
ei - ег e7 - e6 
m 
€2 - e3 
es + fs I 
/2 - ƒ 3 
• m m m m m 
fi -f2 h - h 
Ei-F!· <—> · Et - F2 
4.11 Remark. Considering vectors a — la where α occurs in the above 
diagram, one obtains a diagram of type Aj φ Αχ. 
4.12 Here Co is a smooth elliptic curve on Σο with I anti-invariant equation. 
It contains the fixed point locus of / on Σο). Consider the divisor (with I-
invariant equation) 2Co on Σο· We find the same root system as in the 
preceding case. The difference is in the action of the involution. 
4.13 Co has /-invariant equation and consists of 4 distinct curves of bidegree 
(1,1) which all pass through two (distinct) points Ρ and Q := I(P). 
Let С be the corresponding flat divisor in Σο Χ Δ. The two quadruple points 
in the above configuration determine two special points in C. After a base 
change of order 4, t t-v f4, the (pull-back of the) branching divisor has a 
local equation around these special points of the form 
x* + y4+t4 = 0 
(where we forget about the modulus, for the sake of simplicity). Blow up 
Ρ and Q in Σο Χ Δ. This introduces components Dp and DQ (= P 2 ) in 
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the central fibre. The strict transform С of the branching divisor С (after 
base change) meets Dp and DQ in smooth curves of degree 4 (essentially 
X* + У 4 + T4 = 0). Take the double cover of this new family branching 
along C. 
4.13.1 Lemma. Let f : Dp -> Dp 2 P 2 be the double cover of P 2 
branching over the smooth curve E С Ρ 2 of degree 4. Then Dp is rational 
and h2(Dp) = 8. (Dp is a Del Pezzo surface of degree 2, cf. [Manin 1974].) 
Proof. χ1ορφρ) = 2 χ ί ο ρ ( Ρ 2 ) - xtop(E) = 2 3 - (-4) = 10 and 2KI)p = 
f*(2KDp) + f*{E) = / * ( - 2 Я ) , where Η denotes a hyperplane section in 
P 2 2 Dp. So Pg(Dp) = Ргфр) = 0 and Κ2
ύ
 = 2. By Noether's formula: 
1 - q(DP) + P2(Dp) = χ(Ούρ) = ¿(x top(£>p) + Klp) = 1, 
and therefore q(Dp) = 0. Castelnuovo's criterion (q = Рг = 0 ·*> rationality) 
implies that ¿ p is rational. As Ь}(Ер) = 2q(Dp) = 0 it also follows that 
h2(Dp) = 8. • 
The central fibre consists of three components. The rational components 
Dp and Dq each meet two (—l)-curves of the middle component. Flip these 
curves to Dp and DQ. The middle component we are left with is elliptic 
ruled and we want to contract the central fibre along the P1-direction to 
obtain a stable КЗ surface with components S ρ and 5g. Let us see how we 
achieve this. 
flipped (—l)-curves 
The polarization is of the following form: on the middle component: Γρ + 
Гд + /»ι + Li (Li and £2 — P 1 are interchanged by the covering involution); 
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on Sp, e\ + €2 and on SQ, f\ + /2- Now tensor with 0{—S ρ — SQ). This 
yields: 
hp = ei + 62 + Tp (on Sp); 
hQ = fi + f2 + TQ (onSq). 
On the middle component we are left with a sum of two P ^ s which enable us 
to contract this component. It is known that Sp and Sq are both obtained 
from Σο by blowing up 8 points. We then find: 
h = (Tp + e1 + €2) - {TQ + f1 + /2) = 
2Ep + 2Fp - ез - . . . - e
e
 - 2EQ - 2FQ + /3 + . . . + h\ 
Ç = 2Ep + 2Fp-e1-...-e(i-2EQ-2FQ + f1 + ... + ƒ.. 
(Notations as in (4.10).) The corresponding root system is: 
Fp-Ep e*- es 
ее - ет 
I 
Ер - ез - 64 
е з - е 4 
FQ -EQ h - h 
es - ее 
е т - ее 
/β - ƒ 7 
EQ - /з- U h-и f7-U 
h-h 
ei - ег ег + /г Д - /г 
Дг(-1) 
ДтС-І) 
Лз(-1) 
If you keep track of the involution, you will find an action on the root system 
as indicated. 
4.13.2 Remark. The above mentioned modification consists essentially of 
resolving the two simply elliptic singularities of type ¿7 which occur in the 
central fibre of the double cover of Σο Χ Δ branching over C. 
4.14 If Co consists of four distinct curves of bidegree (1,1) each having an 
invariant (resp. anti-invariant) equation then the corresponding root system 
is as in (4.13). It is left as an exercise to trace the action of the involution 
in this situation. 
4.15 Co consists of lines: L + I(L) + L' + /(£ ') + 2M + 2I(M) none of which 
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meets the fixed points locus of ƒ; L · L' = 0, L · M = L' · M = 1 
M 
m · 
I(M) 
L I(L) L' I{L') 
Let тг : Χ —• Σ© Χ Δ be the double cover branching over the flat divisor 
C. Then Xùng = я-^АГ) U ir-1(/(Af)) (with eight Д » singularities on it). 
Blow up along the singular locus. This introduces two rational surfaces S\i 
and Зцм) in the central fibre with /і2(5м) = ^ ( ^ ( м ) ) = Ю. They arise 
as double covers of Σο branching over smooth curves in |ös0(2,4) | . The 
third component of the central fibre is a double cover of Σο branching over 
L + I(L) + L' + I(L'). For our computations we may assume that SM (resp. 
Sl(M)) i s obtained by blowing up eight points in Σο- If Ем, FM (resp. £J(M)> 
-F>(Af) denote the classes in # 2 ( Σ ο ) Ç H2(Sm) (resp. # 2 ( Σ ο ) Q Я 2 ( 5 / ( м ) ) 
correspondig to the rulings, then we may assume that the polarization on 
S M is given by FM and on Зцм) by -f/(Af)· After twisting the polarization 
by 0(—SM) it becomes possible to contract the middle component. 
ЩМ) 
I(L>) 
The relevant data for the computations become: 
Л = FM + 2Е
П
м) + 3Fl(M) - fi - • · · - U; 
ξ = 2Ем + 2Ем-е1-...-е9- 2ЕІ(М) - 2 F / ( M ) + fi + ... + ft. 
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The rootsystem is: 
62 - е з 
ез-е
А 
«s - е е 
î 1 
Fi(M) - h - h U- h U - fi 
e ? - ее 
Arf-l) 
f*-h h-и h-h fr-h 
h-h 
ь 
Z?e(-1) 
< - 4 > 
FM - 2Fi(M) - -f/(M) + Л + 
The arrows indicate the action of the involution. 
+ h 
4.1β Co consists of lines: L + / ( I ) + L'+ I(L') + 2M + 2M' with L and I ' 
as in (4.15), but M and M' are disjoint lines each passing through 2 of the 
fixed points of I. Furthermore L · M = L' • M = L • M' = L' · M' = 1. This 
leads to the same root system as in (4.15), but with a different involution. 
4.17 Co = Г + /(Г) + L + I(L) where Г is a smooth curve of bidegree (1,2) 
which is tangent to the line L at P, as is /(C). 
Let X -»· Σο Χ Δ be the double cover branching over С Then X is singular 
at Ρ and Q = I{P). To obtain a stable КЪ as central fibre proceed as 
follows. First apply a base change of order 6. Now blow up (P, 0) and (Q, 0) 
in Σο Χ Δ. This introduces rational components Sp and Sq (= P 2 ) in the 
central fibre. The strict transform of С meets Sp (resp. Sq) in a line. Blow 
up along these lines. This introduces two ruled surfaces in the central fibre, 
both = Σ2. Let E CT,2 denote the unique (-2)-curve on Σ2 and let G be 
a fibre. Then it can be checked that the strict transform of С meets both of 
the exceptional Σ2'8 in smooth divisors in |3£7 + 6G|. Now take the double 
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cover branching along С + 5j> + SQ, where С is the strict transform of C. 
Using Nakano's contraction criterion, one then shows that the preimages 
of Sp and SQ can be blown down along a ruling. We are left with three 
components. 
Flip the remaining (-l)-curves in the middle component to the rational end 
components and contract the elliptic ruled middle component after modify­
ing the polarization. You end up with a stable КЗ with components Tp and 
TQ which, for our computations, can be assumed to be obtained from Σο by 
blowing up eight points. The relevant data are: 
ξ = {2Ep + 2Fp - ei - . . . - eB) - {2EQ + 2FQ - h - ... - h)\ 
h = e
e
 + 2(2Ep + 2Fp-el-...-es) + (2EQ + 2FQ - /I -
The root system is: 
E — F €2 — ез 64 — 65 
fs). 
I 
F-e1-e2 
e
e
- e? 
• 
Es(-1) 
63 - 64 
ев - е е 
E'-F' 
ei - 6 2 
f2 - h 
F'-h- h 
m 
h-h 
fz-U h-h 
h-h 
Ь 
se(-i) 
< - 4 > 
ee + Л + . . . + h + 2/e - 2 £ ' - 2F ' 
The involution acts as indicated. 
4.17.1 Remark . In the process of modifying the family to obtain a stable 
80 
KS we are essentially resolving two simply elliptic singularities of type Eg 
(cf. (4.13)). 
4.18 Co = 2B + Г where В is an /-invariant curve of bidegree (1,1) and Г 
is /-invariant of bidegree (2,2). 
Blow up Σο x Δ along Β χ {0}. This creates a copy of Σ2 in the central 
fibre which meets the strict transform of Σο x {0} in its unique section 
E with E2 = —2. If F denotes a fibre of Σ2 w.r.t. the ruling, then the 
strict transform С of the branching divisor С meets Σ2 in a smooth curve 
f G \2E + 8F | . Now take the double cover branching over C. In the central 
fibre we obtain two components: 
5i —>· Σ2, a double cover branching over Г; 
£2 -* Σο, a double cover branching over Γ. 
As in (4.13.1) one shows that 5i and 52 are rational with h2(Si) = 14, 
h2(S2) = 6. The computational data are: 
ξ = (2El + 2F1-ei-...- e 1 2 ) - (2£ 2 + 2Fi-fi-...- ƒ,); 
h = 2(6! + 2F! - ei - e2) + 2£j + 2/а - Λ - · · · - U 
The rootsystem is: 
ei - ег 
Db(-l) 
Ej - F2 
h-и 
4.19 Co = L + I(L) + 2Г, where Ζ is a line which is not fixed by I and Γ is 
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an /-invariant curve of bidegree (1,2) or (2,1) such that Γ · L = 2. 
L 
I(L) 
Blow up Σο Χ Δ along Γ χ {0}, thus creating a new component = Σ4, which 
meets the strict transform of the original central fibre in its unique section 
E with E2 = - 4 . The strict transform С of С meets Σ4 in a smooth curve 
f G \2E + 12G|, where G denotes a fibre of the projection Σ4 ->• P 1 . Take 
the double cover of Σο Χ Δ branching over C. The central fibre consists of 
two components: 
Si —* Σ4, double cover branching over Γ; 
Sz —*• Σο, double cover branching over L + T(L). 
Both components are rational and h2(Si) = 18, /^(Зг) = 2. For our com­
putations we find: 
ξ = (2Ei + 2Fl-ei-...- e i e ) - (2£ 2 + 2F2); 
h = SFa + E2 + 2F2. 
The rootsystem is: 
Fi-ei- e2 
> «4 - «ε ei4 - «is · · - · · · —· • · Z)ie(-l) «з - 64 еіз - ei4 eis - eie €1 - 6 2 
о < - 4 > 
Fi - (Et - 2F2) 
4.20 In Shah's list nine types of Type II* degenerations occur and our 
computations yielded nine type II Satake-Baily-Borel boundary components. 
Any F- e h{L-) determines via L- Ç L4 an element F in /2(^4), and, 
82 
modulo Γ4, these can be distinguished by F±/F (see p. 59). The above 
computations give us the following correspondence (pictorially): 
-Die® < - 4 > Du Θ -DB Ε» Θ E
e
@ < - 4 > 
Ds φ D6® < - 4 > E7 8 E7 φ Аз Αι6 φ Αχ φ Aj. 
2 
2 
• » 
·- -· 
(We have suppressed several (—l)s, which we shall also occasionally do be­
low.) For a pair of configurations in one of the last three columns, the 
two can be distinguished by the isomorphism type of F±/F-. for the corre­
sponding isotropic plane. The above considerations set up a bijective cor­
respondence between the nine configurations and the nine one-dimensional 
Satake-Baily-Borel boundary components. To make this more explicit, con­
sider the following map 
/ 2 ( J - ) / r - I2(LAyT4 
induced by £._ Ç ¿4. Computation (in which the diagrams of §3 can be of 
help, since the root systems there should be the 'anti-invariant part' of a 
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root system occurring for some F G hiLì)) yields: 
Pernod Γ 
Demod Γ 
E7 8 А\ mod Г 
Αγ φ Αι mod Γ 
Б
в
 φ Бг mod Γ 
.04 φ ^ m o d Γ 
Бз Вз В г т о а Г 
Be (type {3,4}) mod Γ 
В
ь
 (type {2,4,5}) mod Γ 
•Ее Θ ^ β θ < - 4 > mod Г4 
Ds φ D 8® < - 4 > mod Γ4 
Ετ@ ET® AamodΓ4 
^ І Б Ф Αι φ Ai mod Г4 
D-Í2® D^moàVi 
DB φ 1>8θ < - 4 > modr4 
E7 φ ET φ Aamod Γ4 
^ ι ε Φ Αι φ Ai mod Г4 
jDie® < - 4 > modr4 
The fact that in the left column all of the last five lattices contain (—2)-
vectors implies that the corresponding configurations meet the fixed point 
locus of I on Σο; it also means that the limit period point is in the closure 
of the divisor determined by the collection І2_ (see (2.15) and (2.21)). 
4.20.1 These considerations finally lead to the following correspondence: 
#ιβθ < - 4 > Du Φ D
s 
E
s
 φ E»® < - 4 > 
• 
/ 
у/У 
• 
7* 
• 
B
e
(type{2,4,5}) Β
β
 φ В
г 
Е9 
Ds φ Ds® < - 4 > E7 φ E7 ® A3 А1Б φ Αι φ Aj 
D, ETQAX A7® AI 
BA®BA Вз®В3® B 2 Bs 
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3 Other Arithmetic Compactifications 
and Applications 
1 An example: elliptic curves on Σο 
To illustrate some of the constructions to be discussed in later paragraphs, 
we sketch here the situation for a 'low dimensional example' which is closely 
related to the arithmetic boundary component of type Aj φ A\ (and its GIT 
counterpart). 
1.1 Let С be a smooth curve of bidegree (2,2) on Σο- By the genus for­
mula g{C) = 1. Such curves determine a Zariski open subset of the eight-
dimensional projective space |C?Eo(2>2)l· The automorphism group Αηί(Σο), 
which has dimension 6, acts on this space. Its identity component Αυί(Σο)0 
is isomorphic to the product Р81г(С) χ РЗІ2(С). Therefore it is reductive 
and we can form the GIT quotient X := |ΟΣ0(2,2)|//Αυί(Σο)| relative to 
the linearization induced by the obvious action of PSL2(C) on # 0 ( о р і ( 2 ) ) . 
As before the smooth curves of bidegree (2,2) determine a Zariski open sub­
set V of X. Now obviously X has dimension 2. Assigning to a point in V 
the isomorphism type of the curve corresponding to this point gives rise to 
a period map 
ρ : V -* H/SL2(Z). 
This period map ρ assumes values in a one-dimensional space. The period 
point contains the information necessary to reconstruct the genus one curve 
(up to isomorphism), but all information about the way the curve is embed­
ded in Σο is lost. To get hold of this extra information in terms of periods 
we proceed as follows. Let С be smooth of bidegree (2,2). As С can be 
considered as a section of H0(Q,2(—C)) there exists a meromorphic 2-form ω 
with a pole of order 1 along C. It is determined up to a scalar in C*. Now 
construct the following (classes of) 2-cycles in #2(Σο — С; Ζ). 
1.2 Let α be a 1-cycle on C. The boundary of a small tubular neighbour­
hood of α in the normal of С in Σο yields a 2-cycle L
a
. In this way we 
obtain a map, the Lefschetz tubular map 
L : Η^Ο-,Ζ) ^ Η2(Σο - C;Z). 
Let α, β be a symplectic basis of # i ( C ; Z). The 2-cycles L
a
 and Lß deter-
mine independent classes in #2(Σο — C? Z). To see this, just integrate ω 
over L
a
 and Lß: 
/ ω = 2πϊ / Rescw , Ι ω = 2жг / Rescu; 
JLa Ja JLß Jß 
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which are clearly independent (over R) . 
There is also a class и in #2(Σο-(7; Ζ) which maps to a class of bidegree 
±(1,—1) in #2(Σο;Ζ). An explicit representative can be made as above 
using the Lefschetz construction. Namely, let / and m be two rulings on Σο 
such that / and m meet С transversally, (/,m) = 1. Write / Π С = {pi,qi}, 
тГ\С = {pm, 9m}· Choose (disjoint) paths 7 and δ in С such that 7 connects 
pi with p
m
 and 6 connects qi with q
m
. Now apply the tubular construction 
to 7 and δ to obtain Z 7 and Lg in Σο — С. Glue these to the rulings / and m 
from which suitable small discs around pj etc. have been removed. A little 
thought will convince you that in order to make the result a 2-cycle (i.e. 
give it an orientation) / and m cannot both have their complex orientation. 
It easily follows that и maps to ±(/ — m) in Я г ^ о ; Ζ). From these explicit 
descriptions one deduces 
u
2
 = - 2 , (u, L
a
) = («, Lß) = ( ¿
β
, Lß) = ( I» , £«) = {Lß, Lß) = 0. 
For example, La Π β = 0, so using a small enough neighbourhood of β we 
may assume L
a
 П Lß = 0 as La is compact. 
1.3 Now let M be a rank 3 lattice with basis e, ƒ, ν such that e2 = f2 = 
(e, v) = ( ƒ, v) = (e, ƒ ) = 0, υ2 = - 2 and let F = Ze + Ζ ƒ with oriented 
basis e, ƒ. Fix an isometry 
^ : # 2 ( Σ ο -C:Z)f^M 
which restricts to an oriented isomorphism # i ( C ; Z ) Д .F. The meromor-
phic 2-form ω determines a linear map 
ω : Я г ^ о - С; Ζ)/ -»· С 
which by means of φ is transformed into a linear map ω : M —* С and by 
restriction to F determines U|jp : F —• С. The ambiguity in the choice of ω 
is eliminated by going over respectively to PAf£ = PHom(M, C) and P.F£-
Actually, we end up in the following subspaces: 
«Af := { M € P M £ : Ц , ] G fìj,}; 
i ì F := {[ω] e P F ¿ : Ц е ) , Ц / ) R - independent, ω(/)/ω(β) G Я } . 
Note that Ω,ρ Sí Я via [ω] ι-»· ω(/)/ω(ε). The choice of isometry ^ is respon­
sible for another ambiguity. Two choices are related by an automorphism 
of M which respects the orientation on F. Let 
Γ := {g G 0(M) : д\р preserves the orientation}. 
86 
We then obtain a well-defined map 
Ρ : U - Ω Μ / Γ 
(U С | ( І ? Е 0 ( 2 , 2 ) | corresponds to smooth curves). 
There is a natural restriction map 0(M) —> 0(F). Denote the image of 
Г by T(F). Then we find 
U - Ω Μ / Γ 
\ 1 
fiWr(F) 
It is easy to verify that r(.F) = SL(F) and that the map ρ is essentially the 
same as the one in the beginning of this paragraph. Of course ρ factorizes: 
ρ : V - Ω Μ / Γ . 
1.4 Let us analyse the quotient Ω Μ / Γ . It has the structure of an analytic 
space of dimension 2. Instead of proving this result directly by showing that 
Γ acts properly discontinuously on Ω^, we build the quotient step by step, 
thereby gaining more information on its specific structure. 
Set 
ZF:={geT :g\F=lF}, 
ZM/F := {5 G Γ : g induces the identity on M/F}, 
ZF,M/F '·= ZFÏÏ ZM/F. 
We have an exact sequence 
1 - ZFtM/F ^ZF^ 0(M/F) S {±1}. 
If g 6 ZF,M/F-> then g — 1 determines a homomorphism 
M/F^ F 
which leads to a homomorphism 
ZF>M/Fl^Eom(M/F,F). 
The action of Zp^/p on Ω ^ can then be written as 
[ω] ι->· [ω + u>\F 0 <ƒ>], 
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where φ G Hom(M/F, F ) . Allowing φ to vary in Homit(M/F, F) we see 
that the map Çlja —• Ω^ is a rea/ affine bundle with common translation 
vector space HomR(M/F, F). The presence of a complex structure on the 
fibres then turns 
into a bundle of 'torsors' (of dimension 1). To be precise, let L С FQ be a 
line corresponding to a point [X] G fìf-We then have the following diagram 
of maps: 
where i ^ · —• X* is just given by restriction. The fibre over [X] is a L*/F-
torsor (isomorphic to L*/F). In geometric terms this space L*/F is precisely 
# 0 ( Ω ^ ) 7 # ι ( ( 7 ; Ζ ) , the Aibanese of С The quotient ZF/ZFIM/F acts as 
an involution with derivative —1 on the fibres. Finally we divide out the 
quotient T/Zp — Г(F). It acts properly discontinuously on the base Ω ·^ and 
therefore also on ΩΜ/ZF· 
The vector ν G M determines a map 
Hom(F, C) — Hom(M, C) φ » φ , φ(ν) = О 
and therefore a section s : Ω,ρ —>• Ω ^ with image S in Ω Μ / Γ . This section 
plays an important role in the following. To see this, go back to the situation 
described in (1.2). 
J ω = Ι ω+ Ι ω — 2πί ƒ Rescw + 2πί / Res^w ^ 0 
./u JL-J JLI J'Y Js 
(because (p
m
) + (q
m
) / (p¿) + (qi) as divisors on C). This implies that 
the special section 5 is missedby the period map. Nevertheless it is isomor-
phic to Ωρ/Γ(Ρ) and therefore could perfectly well account for isomorphism 
classes of elliptic curves as Cip — H (cf. (1.1)). The point is to do this in a 
way compatible with the meaning of Ω^/Γ — 5 as period space for certain 
curves on Σο. Before we explain more about this, we change the setting a 
little, adjusting it to the situation of importance to us: the moduli space 
and period space of Enriques surfaces. 
1.5 The adapted situation is as follows (see [Shah 1981]). 
I : Ρ 1 χ P 1 -> Ρ 1 χ P 1 ((xo : ц ) , (y0 : yi)) ~ ((*„ : - ц ) , {y0 : -j/j)). 
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We consider the following lift of I to Ηο(Σ0,0Σο(2,2)): 
Xo ι-» XQ , X-i I-+ - X i , Уо ι-* Уо , Уі •-*• -Уі-
|ÖSo(2,2)/| denotes the projectivized /-invariant part of # 0 ( Σ ο , Ο Σ 0 ( 2 , 2 ) ) . 
Its dimension is 4. Let G = {g 6 Aut(Eo) : ff/ = /ff}, an extension of a 
two-dimensional torus by a finite group of order 8 (see [Shah 1981] §5). The 
linearization of G0 = C* χ C* on # ο (Σο,0Σο(2,2)) 7 is induced by 
(λ, μ) • ((Xo, Χι), (Yo, Уі)) = ((λΧο> λ " 1 * ! ) , (μΥο, μ^Υι))-
The GIT quotient У := |ÖSo(2,2) / | //G is two-dimensional and as above 
we find a period map from an open piece W С У, corresponding to smooth 
curves to Ом/Г. 
1.6 Remark. The space У is close to being a boundary component in 
Shah's completion of the moduli space of Enriques surfaces. 
1.7 Proposition. Let В С Σο be a curve on Σο corresponding to a, point in 
|ΟΣο(2>2),Ί*< belonging to a minimal orbit. Then В belongs to one of the 
following groups (Δι is the set of fixed points of I on Σο,). 
1. В is a smootii curve of genus one on Σο and Β Π Δ/ = 0. 
2. В = С U 1(C) where С is a smooth curve of bidegree (1,1) which is 
not /-invariant; Β Π Δ/ = 0. 
3. В = /iU/(/i)UX2U/(/2) where/ι and/г arelineson Σο, (Χι,/2) = 
1 and Β Π Δ/ = 0. 
4. Β = С U С where С and С are smooth /-invariant curves of bidegree 
(1,1) on Σο. 
5. В is the union of the four edges on Σο (an edge on Σο is a line con­
necting 2 points in Aj). 
6. В = 2C where С is a smooth /-invariant curve on Σο of type (1,1) 
connecting two points in Δ/. 
Proof. A suitable basis for # 0 (6>
Σ ο
(2,2)) 7 is given by 
ex = Х0
2
У0
2
, e2 = XlY?, e3 = XoXiYoYi, eA = X*Y*, eB = XfY*. 
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T h e one-parameter subgroup of G0 determined by (m, n) £ Z 2 - {0}, i.e. 
t - ι - Γ ' η ( í m , tn) acts as follows on χ = J2i a;¿e;: 
X(t)x = i 2 m + 2 n a; ie i + t2m-2nx2e2 + хзез + ΐ2η~2τηχ^Α + Г2т-2пхье6. 
In particular, if X3 φ- 0, then χ G |ΟΕο(2,2)·Γ | is semistable. All points C x G 
| Ö E 0 ( 2 , 2 ) J | satisfying (apart from 13 φ 0): x\ = 12 = 0 or X4 = ХБ = 0 are 
semistable but have Сез in the closure of their orbit. The same conclusion 
holds if (we are still assuming X3 φ 0): 
X! = X4 = 0, X2 Φ 0, ХБ φ 0 
or: 
Х2 = ХБ = 0 and х\ φ 0, Х4 ^ 0. 
So we are in case (5.). 
Now suppose ХІХБ φ 0, хг = x\ — 0. This describes a semistable point 
belonging to a minimal orbit. On Σο we get two curves of bidegree (1,1) 
with invariant equations. If moreover precisely one of the two coefficients 
ΧΊ,ΧΑΦ 0, then we find a nonminimal orbit. Suppose X2X4 φ 0, Χι = ХБ = 0. 
Such a point is also semistable and belongs to a minimal orbit. It describes 
the union of two curves of bidegree (1,1) with anti-invariant equations on 
Σο- Again, if moreover precisely one of the two coefficients x\, ХБ Φ 0, then 
we obtain a point of a nonminimal orbit having a point of the above form 
in its closure. Clearly, we are in case (4.) or (6.). 
If Х1Х2Х4ХБ φ 0, then χ is stable. If the corresponding curve is reducible, 
then it is a union С U / ( C ) with С not /-invariant (case (2.) and (3.)). 
Finally, if the curve is irreducible we claim: 
1.8 C l a i m . This curve (denoted by С again) is smooth. 
P r o o f . Let π : С —* С be the normalization map. Then: 
Ра(С) = д(С)+^6
р
. 
pec 
(ρ
α
·. the arithmetic genus). Now: p
a
(C) = 1 + \(C2 + С · Къ0) = 1, so 
there are two possibilities. If g(C) = 0, then 3! ρ G С with δρ = 1. As 
X1X2X4X5 Φ 0, С does not meet the fixed point locus of /. Therefore / 
induces a fixed point free non trivial automorphism of С which implies that 
the number of singularities is even. Contradiction. Therefore g(C) = 1, 
Vp G С : δ
ρ
 = 0, i.e. С = С is smooth. D 
This describes case (1.) and finishes the proof of (1.7) . Π 
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The adjacency relations between the strata and their dimensions are given 
in the following diagram: 
dimension 
• 
0 O) 
• 
• 
• 
1.9 The one point stratum (6) is intimately related to the special section 
S. Let Q define a smooth /-invariant curve of bidegree (1,1) with equation 
q = 0, and let С be a smooth /-invariant genus one curve on Σο with 
equation ƒ = 0 not meeting Δ/ (the fixed point locus of / ) . Consider the 
one-parameter family С of curves on Σο given by: t2 ƒ + q2 = 0. Blow up 
Q χ {0} in Σο x Δ. The resulting exceptional component E is isomorphic 
to Σ2. The strict transform of С meets Σ2 in an anti-canonical curve (and 
so is disjoint from the unique (-2)-section on Σ2). By Nakano's contraction 
criterion the strict transform of Σο X {0} can be blown down. So we find 
the following situation: 
С ^ X 
\ i 
A 
where Xt Εί Σο for t G Δ · and XQ = Σ§. For suitable С the curve Co will 
be smooth of genus one. The class of the (—2)-curve in Σ2 can be displaced 
to neighbouring fibres where it becomes of type ± ( 1 , - 1 ) . It can even be 
displaced in X — C. In fibres Xt — Ct it becomes of the type as described in 
(1.2). With this new family we can associate a period map 
g : Δ - Ω Μ / Γ 
in the obvious way. The fact that the (—2)-curve in Σ2 does not meet С 
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implies that ^(0) 6 5: 
/ ω = 0 
J(-2)-eurve 
because ш\(-2)-сиг е = 0- This indicates two things. 
1. The period map ρ : W —• ΩΜ/Τ does not extend over the stratum (6). 
2. The points of S compute periods of genus one curves on Σ" rather 
than Σο- The blow-up and blow down operation we applied shows 
that it may be possible to replace stratum (6) by a moduli space of 
such curves. 
1.10 Here is another way of looking at this 'degeneration'. Let С С Σο be 
a smooth curve of bidegree (2,2) with /-invariant equation. In particular 
С Π Δ/ = 0. The involution / induces an involution on С without fixed 
points and is therefore determined by a point t of order 2 in Pic0(C). Set 
R := R + t for І2 6 С and view R as point of C. For two points R and 5 
on С we have 
R + R' ~ S + S' & 2R ~ 25 «> ΊΓΠΪ = 0 G Pic0(C)/Pic2(C) 
where R - S denotes the image of R - S in Pic0(C)/Pic2(C) and Pic5(C) 
is the 2-torsion subgroup of Pic0(C). Equivalently: 
R + R' ~S + S' oR = Sin C/Pic2(C). 
Неге R denotes the image of R in Pic1(C)/Pic§(C). Note that С = Pic^C). 
The projection of С onto the factors of Σο are determined by two complete 
linear systems of degree 2 on C, say \P + P'\ and \Q + Q'\ (see picture). 
As Ρ + Ρ' φ Q + Q' we see that Ρ φ Q in C/Pic2(C). The points Ρ and Q 
determine a point in the symmetric product 
(C/Pic°(C))(2> 
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which is not on the diagonal. Doing it this way eliminates all ambiguities in 
the choice of Ρ and Q. An equivalent way is to consider the image of Ρ — Q 
in 
(Pic0(C7)/Pic°(C))/{±l}. 
Its image is different from 0. Now translations on С do not really matter 
for the embedding of С in Σο. So we associate with С the triple 
( P i c 0 ( C ) , i , P - Q e (Pic0(C)/Pic2(C))/{±l} - {0}), 
which determines a point in 
{(A,t,s) : A an elliptic curve ,< e Л2 - {0},s G (Л/Л2)/{±1> - { 0 » 
modulo obvious isomorphisms. Conversely, such a triple (or rather class of 
triples) determines a curve on Σο modulo G (exercise). There is a forgetful 
map induced by (A, t, s) >-> (A, t). If we look at it in this way, we observe 
that in each fibre a point is missing, for which there is a natural candidate: 
just fill in the zero section. The geometric interpretation is also clear: this 
zero section corresponds to the 'degenerate' situation where the two linear 
systems on С coincide. More explicitly, consider the following two possi­
bilities. 
(1.) Suppose P + Ρ ~Q + Q represents such a degenerate situation. Then 
(\P+P'1\P+P'\) 
О • 2JO 
maps С 2:1 to an invariant curve of type (1,1). 
(2.) Consider |2Р + 2 Р , | which is of dimension 3. It maps С isomorphically 
onto its image in P 3 as 2P-\-2P is very ample. The points P, P', Q and Q' 
lie in a plane because P + P +Q-\-Q ~hyperplane section. The intersection 
of the lines Ippi through Ρ and Ρ and IQQI through Q and Q' is the top of 
a quadric cone which contains C. That is, we find С С Σ". 
1.11 As we showed in (1.9), the one point stratum (6) seems to 'hide' 
information about genus one curves on the cone Σ". In order to get a better 
grip on the situation we blow up this point and relate the exceptional divisor 
to configurations on Σ". For simplicity of notation we consider the identity 
component G 0 rather than G. In order to be able to describe this relation 
we adapt the setting a bit. First of all we change the embedding of Σο in 
P 3 a little: 
((xo : xi),(3/o : У\)) * (хоУо • ^(юУі + хіУо) : ^(хоУі - хіУо) ' хіУі) € Р 3 . 
93 
The equation of Σο С Ρ 3 is then 
Consequently, we think of G 0 also as the identity component of the stabilizer 
of Σο С Ρ 3 in PGLi(4), with respect to this embedding. Let g С Σο be 
cut out by the hyperplane (X2 = 0). We are interested in the situation near 
q2 G H" where we have put Я = ¡Ο^^^ΥΙ The orbit of q2 is smooth 
one-dimensional, = C* and G°
a
 = C*. We have a splitting 
and an affine slice transversal to G0q2 at q2, invariant with respect to (?°2 
|0
Е о
(2,2)'| = С 9 2 ф 9 ~ ф Ф 
ie r 
is given by 
q2 + Φ С Я (even С Я " ) . 
То be explicit, 
Φ = CXÌ Θ С Х о * з θ СХ2 
a space of dimension 3. Of course, at other points of the orbit we have a 
similar desc 
the matrix 
ription of transversal slices. The action of G°3 on Φ is given by 
λ
2
 0 0 
0 1 0 
0 0 1/λ2 
Now we have the following special version of a result due to Frances Kirwan 
[Kirwan 1985], esp. §7. 
1.12 Theorem. Let К be the blow-up of H" along G-q2. If the lineariza­
tion of G is chosen appropriately, the fibre of 
K" -* H" 
over q2 is just the semistable stratum ο ίΡ(Φ) with respect to the represen­
tation of Gq2 on the normal space as described. The exceptional divisor of 
the induced blow-up 
K/IG^HI ¡G 
і5Р(Ф)//£,,. 
Over Η" we have the tautological family of curves on Σο 
С С Я " χ Σο 
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with 
С = { ( / , х ) е Я " х Е о : ƒ ( * ) = <>}. 
Let Ζ С С be the subspace which lies over G 0 ^ . Blow up Η" χ Σο along 
Z. This results in a space К which maps to K. Over E, the exceptional 
divisor of the blow-up of # " , the fibres consist of a copy of Σο and a copy of 
Σ2 intersecting along a curve which is just the unique (—2)-curve in the Σ2 
component. In the other component it is the 'tautological' curve of bidegree 
(1,1) determined by the base point in G 0 · g2. Take the closure in К of the 
restriction of С toff**—G·?2 = K — E. In each Σ2 component over E we find 
a curve which belongs to the anti-canonical linear system (as computation 
shows). The Σο components over E can be simultaneously blown down by a 
contraction criterion due to Grauert [Grauert 1962]. As a result we obtain 
a space K' which exhibits over E copies of Σ". Denote the resulting family 
of curves by C. 
To understand what happens over the point ç2 £ ff", consider 
Δ χ Σο С Δ χ Ρ 3 
where Σο С Ρ 3 has equation Хо-^з = Χ* — Χ* «^  before. Think of Δ as a 
curve passing through q2, but not tangent to G0q2. In Δ X Ρ 3 blow up the 
plane {0} χ ff2, where ff2 = (X2 = 0) С Ρ 3 . The exceptional divisor E of 
this blow-up (not to be confused with E) is 
Р(Ощ Θ Оя
а
(1)). 
The strict transform of {0} χ Ρ 3 and E' meet along Р(Оя
а
(1)) С E'. The 
P3-component in the new central fibre can be blown down to a point and 
this blows down E to a copy of P 3 . Coordinates on this P 3 are given as 
follows: the section Р(он2) is naturally isomorphic to {t} χ ff2, V t G Δ*, 
and the contracted section Р(од3(1)) yields the point ( 0 : 0 : 1 : 0 ) . Now 
it is easy to trace what happens to Δ χ Σο С Δ χ Ρ 3 . The new family will 
have as central fibre a copy of Σξ with equation 
X0X3 = -Xj. 
A consequence of this computation is that we may think of the copies of Σ" 
over the part of E lying over q2 as being described by the equation 
(X0X3 = Xf) С Ρ 3 . 
Furthermore, the slice 
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transversal to the orbit at q2, describes curves on these Ej's in the obvious 
way: 
(g2 + φ = 0) Π Σ°. 
At this point then, we can link this description with the exceptional divisor 
Ρ(Φ)//G qi i.e. we can interpret points in the exceptional divisor as describ­
ing curves on Σ2. 
1.13 The setting is as follows (taken from [Shah 1981]). 
Σ5 С Ρ 3 with equation X0X3 = X?. I : P 3 ->· P 3 the involution given by 
the formula : 
(xo : i i : 13 : x*) •-»• (xo '· -Χι '· -χ2 : ^з)· 
G' = stabilizer of Σ2 in the group PGLi(A) of projective automorphisms 
which commute with I. The group G has dimension 3 and there are one-
dimensional subgroups G
u
 = C, GTO = C* and Gt = C* χ Z/2 such that 
G = G
u
 · G
m
 · Gt. 
The G -linearization of 
я
о
^ , 0
Е
, ( і ) ) = * я о ( Р 3 , е ) р , ( і ) ) 
is as follows. As basis for Я 0 ( Р 3 , C?ps(l)) we take: XQ, Χι, Хг, Χ$. 
In these terms G
u
 (the unipotent part) acts by matrices of the form 
/ 1 0 0 0 \ 
0 1 0 0 
0 α 1 0 
^ 0 0 0 1 j 
with α G С 
The action of G
m
 is described by matrices of the form 
/ 1 0 0 0 \ 
0 1 0 0 
0 0 / 0 
^ 0 0 0 1 у 
with t 6 С*. 
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The identity component Gj of G, acts by 
/ λ 0 0 0 \ 
0 1 0 0 
0 0 1 0 
^ 0 0 0 l/λ
 } 
where λ e С*. 
The involution I has three fixed points on Σξ: 
• the vertex V = (0 : 0 : 1 : 0); 
• po = (1 : 0 : 0 : 0) and ρ«,«, = (0 : 0 : 0 : 1). 
Finally, the Z/2 factor of G, interchanges XQ and X3 (and consequently 
interchanges po and ρ,»)· We consider curves on Σ§ cut out by degree 2 
/-invariant polynomials which do not vanish at the vertex V. 
Define 
В := CXi φ CXiXi Θ Φ 
(recall that Φ is spanned by Χ%, ХоХз and Л"|). Curves not passing through 
the vertex determine the open affine part of P(B) consisting of elements with 
non vanishing coefficient of the term X%: 
{X¡ + aXiXi + Ф : α ζ С , φ e Φ} с Ρ(Β) . 
We wish to construct a quotient by G . The coefficient of X2X1 can be elim­
inated by the unipotent subgroup G
u
. Now G
m
 acts with a single weight^ 0 
on Ф, so taking the quotient results in Р(Ф). Finally we take the GIT quo­
tient Р(Ф)//С? = Ρ 1 . Then Р(Ф)//С, is just the quotient by a group of 
order two. This action of C?J coincides with the action of G 0 , described 
earlier. 
1.14 Here is a list of the curves on Σ" that represent points in Р ( Ф ) / / С . 
1. Smooth genus one curves (/-invariant and disjoint from {V,po, Poo})· 
2. Curves of the form С U /(C) where С is a smooth curve cut out by 
a plane not passing through any of the points {po,Poo> V} and where 
/(C) * С 
3. Curves of the form CUC with С and С cut out by /-invariant planes. 
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In a diagram: 
dimension 
The proof is an exercise in GIT and left to the reader (cf. (1.7)). 
Our description therefore shows that we can fit in, in a natural way, a 
moduli space of curves on Σ^ (not passing through the vertex) in H//G-{6} 
(S *-* G · q2) and for this purpose we made our specific choice of coordinates. 
Moreover, we have constructed a family of curves over K. This is useful 
in dealing with the problem of extending the period map. To each point in 
K" corresponding to a smooth elliptic curve we can assign a period point by 
means of the construction of the beginning of this paragraph. An argument 
as in (1.9) shows that the open part of the exceptional divisor describing 
smooth genus one curves Σ" is mapped to the special section 5 of ПдіУГ. 
Although this paragraph's main purpose is to give by way of example 
an illustration of the techniques used in the following paragraphs, its impor­
tance also stems from the fact that it describes one of the GIT boundary 
components mentioned in Shah's list [Shah 1981], namely the space of el­
liptic curves (with /-invariant equation) counted with multiplicity 2. Its 
arithmetic counterpart is the Satake-Baily-Borel boundary component of 
type Α? φ Αι (cf. ÜF/T(F)) which will be replaced by a bigger space (cf. 
Ω Μ / Γ ) by means of a construction to be discussed in §2 and §3. 
Of course our analysis of #2(Σο — С) is more adequately described in 
the framework of mixed Hodge structures. The exact sequence 
0 - # 2 (Σο)/# 2 (<7) -• Η2(Σο - С) 5 ? Я 1 ( С ) ( - 1 ) - О 
realizes the mixed Hodge structure of # 2 ( Σ ο — С) as an extension of two 
pure Hodge structures: one of weight 2 and purely of type (1,1), the other 
of weight 3. The space ΩΜ/Τ is (up to a finite group) a classifying space for 
such extensions [Carlson 1980]. The finite order problems result from the 
extra structure derived from the involution. 
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2 Partial compactiñcations of period space I 
Roughly speaking, there are two approaches used in the study of com-
pactifications of arithmetic quotients of bounded symmetric domains (such 
arithmetic quotients are usually called locally symmetric varieties). One is 
of a Lie group theoretic nature, based on the fact that bounded symmet-
ric domains are homogeneous spaces. It is for example in this framework 
that Baily and Borei [Baily-Borel 1966] and Mumford et al. [Ash-Mumford-
Rapoport-Tai 1975] proceeded to describe compactifications of locally sym-
metric varieties. The other approach has a more geometric flavour, as il-
lustrated by [Pyatetskii-Shapiro 1969] and [Looijenga 1986]. Of course the 
above division is not to be taken too strictly. In what we intend to discuss 
we will stay close to the geometric approach. Our purpose in this and the 
following paragraph is to review the relevant technical background needed 
to describe a compactification of the period space of Enriques surfaces suit-
able for our purposes. In this paragraph we concentrate on the situation in 
the neighbourhood of a one-dimensional Satake-Baily-Borel boundary com-
ponent. 
2.1 Let D С C n be a bounded symmetric domain (see Chap. 2 (3.1)). Such 
domains have a natural Kahler metric, the so-called Bergman metric. If 
a bounded symmetric domain does not decompose as a product of lower 
dimensional domains, then D is called simple. These simple bounded sym­
metric domains have been classified by E. Cartan. His list consists of four 
series: 
!„,,„ ( m , f i € Z , > l ) : {Z G Mm,n(C) : Z'Z < l n } , 
IIm (m G Ζ , > 2) : {Ze M m ( C ) : Ζ ' = -Ζ, ΖιΖ < l m } , 
I I I T O (m e Ζ , > 1) : {ZG MT O(C) : Ζ 4 = Ζ, Ζ'Ζ < l m } , 
IVTO ( m € Z , > l , J É 2 ) : {ζ G Cm : \z\2 < (1 + |*» + . . . + s»J)/2 < 1} 
and two exceptional types. (Some of the domains listed are actually isomor­
phic.) 
Our main interest is in domains of type IV (we suppress the index) but 
for our purposes we need them in another form than given in (2.1). Let 
Λ be a lattice of signature (2, η), η > 2. Then of course Лц = Λ Φζ R, 
Л с , Λ*, AJ^  = Нот(Л, R), Л^. also receive a symmetric bilinear form. Now 
any ω G Нот(Л, С) satisfying (ω,ω) = 0, (ω,ώ) > 0 determines an oriented 
positive definite plane in Лц; if ω = и + iv, with ω, ν G Л^, then we have 
и
2
 = ν
2
 > 0, (ω, ν) = 0, and the oriented plane is R u + R u . The two possible 
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orientations of such a plane reflect the fact that 
{ω G Нот(Л,С) : (ω, ω) = 0, (ω,ώ) > 0} 
has two connected components, these being interchanged by complex con­
jugation. Choose one of these components and projectivize; this yields the 
realization of our bounded symmetric domain Ω of type IV that we are go­
ing to use. Working with Aç rather than Лс turns out to be convenient in 
the discussion below. In the construction we just described, we started with 
a lattice. If we were merely interested in describing a bounded symmetric 
domain of type IV then the starting point could just as well have been the 
realification Лц. In our approach D is equipped with extra structure. 
The condition about the existence of involutions for each point of a 
(simple) bounded symmetric domain implies that D has many biholomor-
phic automorphisms (which preserve the Kahler metric). One can show 
that G = Aut(X)) acts transitively on D and in fact is a union of connected 
components of the set of real points C7(R) of some connected semi-simple 
algebraic group G defined over R. To make sense of the word arithmetic oc­
curring in the title, we assume that G is actually defined over Q. Then D is 
endowed with a Q-structure. A subgroup Г of Gr\G(Q) is said to be an arith­
metic group of automorphisms of D (with respect to the given Q-structure) 
if for some (or equivalently, every) faithful representation ρ : G -* GL
n
, de­
fined over Q, Γ is commensurable with p~xGL
n
(7i). Then Γ is discrete in G 
and acts properly discontinuously on D, essentially because the Г-stabilizers 
of points in D are finite, being discrete subgroups of the corresponding com­
pact G-isotropy groups. The quotient D/Y inherits the structure of a normal 
analytic space by a result of H. Cartan [Cartan 1957] in the obvious way, 
i.e. if ρ : D —* D/T denotes the quotient map, then a continuous map 
ƒ : U -* С where U С D/T is open is holomorphic iff ƒ ο ρ is holomor-
phic on p - 1 ( # ) . In our description of Ω the Q-structure is determined by 
G(Q) = O ( A Q ) / < ( - 1 ) " > and (O(A)/ < ( - l ) n >) Π G is an arithmetic 
group of automorphisms. 
The usual situation now is that D/T is not compact. 
2.2 Example. D = Π (= {ζ G С : Im ζ > 0 » , Γ = 5 І 2 ( 2 ) . 
The quotient Я/Г й С in this case. (Note that Π S Δ.) 
The domain D embeds as an open set in its so-called compact duai D, 
which is a projective manifold on which £(С) acts transitively. In terms of 
our groups this can be expressed as follows. Let ρ € D and let В be the 
maximal algebraic subgroup of i/(C) defined over R which intersects G in 
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the G-stabilizer of p. Then D С ί) corresponds to G/(B Π G) С Ç(C)/B. 
2.3 Example. D = Ω. 
Then Ω = {[ω] 6 Р Л ^ : (ω,ω) = 0}, a nonsingular quadric. 
Note that in general the compact dual D strictly contains D (and even the 
closure D of D in D). 
2.4 Example. D = Δ = {ζ G С : |z| < 1}, ί) = Ρ 1 . 
2.5 Definition. A boundary component of D is an equivalence class in D 
with respect to the equivalence relation generated by: χ ~ y if there exists 
a holomorphic map ƒ : Δ —• D such that image ƒ С D, x, y G image/. 
An equivalent formulation is the following. A boundary component of D is a 
connected complex analytic submanifold of ί), contained in D and maximal 
for these properties. 
2.6 Example. D itself is always a boundary component. 
2.7 Example. D = Δ. 
Boundary components are (apart from D itself) just the one point subsets 
ofdA. 
2.8 Example: D = Ω. 
Suppose [ω] G díl. Then (ω,ώ) = 0, so if ω = и + tv with и, υ G Л^, 
then Rt í + R v is an isotropic subspace of AJ^. Furthermore [ω] G P ( / c ) С 
Р(Л£,). In this way we find 
ΟΩ = υ ( Ρ ( / 0 ) η Ω ) , 
where the union is taken over all non trivial isotropic subspaces / of AJ .^ As 
the signature of A is (2, n) the maximal dimension of an isotropic subspace 
is 2. If dim ƒ = 1, then P ( / c ) Π Ω is just a singleton. If dim ƒ = 2, then 
the closure of the corresponding boundary component is P ( / c ) Π Ω and the 
boundary component itself is isomorphic to the upper half-plane. 
In general, boundary components of D are themselves bounded symmetric 
domains and their boundary components are also boundary components of 
D. 
The Q-structure on D singles out a special class of boundary compo­
nents: the rationai boundary components. A boundary component is called 
rationa] if its normalizer in G is defined over Q. 
2.9 Example. D = Δ. 
Rational boundary components are Δ, and for each p, q G Q with p 2 +ç 2 = 1 
101 
the set {p+ iq}. 
2.10 Example. D = Ω. 
Apart from Ω itself rational boundary components are as sketched above 
with I defined over Q. 
These rational boundary components can be used to compactify D/T. Let 
D be the union of the rational boundary components: 
D = DU (J Bt 
J6/(A) 
(Bi is the boundary component corresponding to the isotropic sublattice 
/ С Л). Then as a set, the Baily-Borel compactification is: 
î)/r =
 JD/ru(UB//iVr(/))/r. 
ι 
The topology and analytic structure which turn D/Y into a compact normal 
analytic space compatible with the topological and analytic structures on 
the boundary components is not simply induced by that of D. Given the 
topology, the analytic structure is described as follows. Recall that each 
boundary component Bi/Nr(I) has a natural analytic structure. Now if 
U С D/T is open, then ƒ : U —* С is defined to be analytic if its restriction 
to each boundary component is analytic. In the case of D = Ω we shall 
describe in this and the following paragraph a more geometric approach to 
compactifications of Ω/Γ which will elucidate these structures. 
For every (rational) boundary component E of D there is an analytic 
map PE : D —• E, called geodesic projection. If χ 6 D, then there is a 
unique geodesic through ι which has a limit in E. This limit is by definition 
PE(X)· 
2.11 Example. D = Ω. 
Let ƒ С Λ be isotropic of rank two. Then the geodesic projection pi : Ω —• 
Ω/ to the corresponding boundary component Ω/ is simply induced by the 
restriction map 
Hom(A, C) —• Hom(I, C) ω >-*• ωμ. 
Now let us concentrate on the case D = Ω. For simplicity we assume η 
even, Λ even and we assume the arithmetic group Г С О(Л) to contain 
{g G 0*(Л) : (/(Ω) = Ω}. These conditions are actually satisfied in the case 
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of interest to us: Ω = Ω_, Γ the arithmetic group described in Chap. 2. 
Consider the natural maps (induced by restriction) 
Ω — Ω^χ -» Ω/ 
where ƒ С Λ is a primitive oriented isotropic rank 2 sublattice. The map 
ilj± —• Ω/ is analytic, but also has the structure of a real affine bundle 
with translation group Kom^I1/!,I) as follows. Let [ω] G Ωρ., φ G 
Homn(/-L//, / ) , then φ acts by: 
φ · [ω] = [ω + W|j ο φ]. 
Dividing Ω/χ out by Hom(/-1-//, I) yields a bundle of complex tori or rather 
torsors as we have not specified any origins, which is not analytically trivial. 
For our purposes it will be convenient not to divide out by the whole group 
Γ straight away, but to consider quotients with respect to certain subgroups 
related to the sublattice I, like Zr(I), first. 
The first subgroup we consider is 
ZriJ-1) = {g G ΓI g leaves J 1 pointwise fixed}. 
2.12 Lemma. Zril1) is infinite cyclic. 
Proof. Let g G Zril1), then g — 1 determines a map A/11- —> I and the 
resulting map 
Zril^^EomiA/I1,!) 
is a homomorphism which is actually injective. This easily follows from 
g(x) = (g - l ) ( i ) + x. Now 
НотСЛ/ЛЛ^Л//-1-)*^/ 
The intersection form identifies (A/I^Q with In and certainly under this 
identification: (A/I-1)* «-»· ^1 for some m G N. So 
( Λ / / χ ) · ® ζ / - » - / ® ζ ' 
m 
It is easy to verify that the image of Ζ Γ ( / Χ ) is contained in —A21 С — /® /· 
Now i · Л 2 1 is a cyclic group = Z. Furthermore ZrU"1") φ {id}. To see this, 
consider for example the Siegel-Eichler transformation E
ei„ for e, υ G /— {0}. 
Then 
£e,v(aO = x + (x, v)e - (x, e)v - - 2(х, e)e = x + (x, v)e - (x, e)v 
103 
and E,,
v
 G Zri^) - {id}. α 
One could hope that Λ27ς; acts on the fibres of Ω —> Ω/χ, but this is not 
quite true, because of the condition (ω, ώ) > 0. Writing out the condition 
on φ G Л 2 /с which it should satisfy in order to transform Ω into itself one 
sees in particular that the fibres of Ω —• Ω/χ are isomorphic to upper half-
planes: let ω = (χ, - ) , φ = a e Λ ƒ where I = Ze + Ζ/ . Then ω + ωμ ο φ is 
represented by 
( i + o ( x , e ) / - a ( x , / ) e , - ) 
and 
0 < (χ + a(x,e)f - a(x, f)e, χ + й(х, ƒ)ƒ - ä(x, f)e) 
= (χ, χ) + δ(χ, e)(x,f)- й(х, ƒ)(ж, e) + α(ι , e)(x, ƒ) - α(χ, /)(e, χ) 
= (χ, χ) + (δ - ο) ((χ, e)(x, ƒ) - (χ, e)(x,/)) 
= (χ, χ) + (-2г) І т а ( - 2 г ) І т ( ( х , е)(х, ƒ)) 
= (χ, χ) — 4 Іт а · Im ((χ, e)(x, ƒ)). 
Therefore Imo > —(x,x)/4Im((x,e)(x, ƒ)). This implies that the quotient 
ΩΐΖγ(Ιχ) is a Δ'-bundle over Ω/χ. The topological boundary (?Ω of Ω is an 
affine Λ2/jt-bundle over Ω/χ and < ? Ω / Ζ Γ ( / Χ ) has the structure of an oriented 
S 1 -bundle. The orientation arises as follows. The complex structure orients 
the fibres of Ω / Ζ Γ ( / Χ ) —• Ω/χ and this induces an orientation on the fibres 
ο ίοΩ/ΖΓ(/ χ )-^Ω/χ. 
Next, we consider the kernel Uj of the natural map Zr(/) —* 0(/- L //) . 
So we have an exact sequence 
0 _ Ui -+ Ζτ{1) -+ 0(Ix/I). 
Any g 6 Uj acts as the identity on I and I1 /I and therefore we get a 
homomorphism 
иі^Яот(Іх/І,І) g„(g-l)\ix. 
The kernel of this map is precisely Z^I1). So we have an exact sequence 
0 -> Zr(Ix) -+Ui^ Homi/"1-//, I). 
The last map need not be surjective. However, the image Üj of Uj in 
Ή.οτη(Ι^/1,1) is of finite index. To see this consider Siegel-Eichler trans­
formations of the following form. Let e 6 /, ν 6 Ζ-1-, then E
ev
 is given 
by 
Ee,v(x) = x + (x, v)e - -v2(x, e)e - (x, e)v. 
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For ι G I-1, E
eiV(x) = χ + (χ, v)e corresponds to (υ, - ) (g) e in (I-*-/!)* ® ƒ. 
The group Uj acts through ί7/ on ÍIJA. as we have seen, and this action is 
free. This means that we obtain a A*-bundle and S1-bundle over Ω/χ/{//: 
n/UI^ÜI±/ÜI and díi/Uj^íl^/Ü!. 
Let us for simplicity assume that Üj = Hom(/-L//, ƒ) and that Zril^) = 
A21. This restriction is harmless for the derivation of the facts to be stated 
below. The map dil/Uj —> Üj^/Üj is an oriented S1-bundle over a family 
of complex tori and therefore determines a (first) Chern class ci. This Ci 
can be viewed as an alternating bilinear form on the lattice 
Eomi^/IJ)*^/!)*®! 
(recall that the base space Ω/ is contractible). Let χ G 3Ω, h, g G Uj say. 
Then hg(x) and gh(x) are in the same fibre of díl —• íij± and the difference 
(which is an element of Λ2/) measures the first Chern class for varying g 
and h. Cf. the formula in the proposition on p. 18 of [Mumford 1974], which 
also expresses the first Chern class in terms of a commutator. Note that 
Mumford has to go over to 'logarithms', this being precisely our starting 
point. The commutator [g,h] G A21, because llomÇl1 /1,1) is abelian. The 
commutator thus induces a map 
UIXUT^ Ζ Γ ( / Χ ) = Λ2/ 
which factors over 'пот(І1/І,І): 
Εοτα(Ιλ/Ι,Ι) χ Homi/-1//, I) -> A21. 
It is not difficult (and left to the reader; use appropriate Siegel-Eichler trans­
formations for example) to identify this map with 
(І^/ІУ®І χ ( / х / / ) · ® / -» Л 2 / 
Φ®/ Φ® g » (φ, Φ)· f Ад 
So actually we end up in the subspace 52((/-L//)*) ® A21 (where S2(IX/I)* 
denotes the space of symmetric bilinear forms on Z - 1//). The orientation 
of I yields an identification Л 2 / = Z. The first Chern class ci is then the 
element of 52(/-L//)* determined by minus the intersection form on I1/!. 
Let us show that Ci is the imaginary part of a negative definite Hermitian 
form. This will imply: 
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2.13 Lemma. The extension of the A*-bundle to a holomorphic line bundle 
is relatively anti-ample. 
Proof (sketch). Let e,e' be an oriented basis of I and consider the embed­
ding / —> C, e ι-»· 1, e' ι-» i. Then (I1-/ƒ)* ® (C/I) is isomorphic to a fibre 
of il^/Ui —• Ω/ and the complex structure on / R is given by ie = e'. 
If E represents ci and Π denotes the associated Hermitian form, then 
H{v®e,v®e) = E(i{v®è),v®é) = E(v®e',v®e) = —(v1v)e'Ae ~ (v,v). 
So Η is negative definite, implying that our bundle is anti-ample. Π 
So it is essentially the fact that the intersection form on I^/I is negative 
definite which accounts for the anti-ampleness. The simplifying assumptions 
we made above are therefore harmless. 
if С I X is an anti-ample line bundle, then the zero section of the total 
space can be identified to a point within the analytic (or even algebraic) 
context. The result is 
8рес0Я о (Х,£ в - п ) . 
n>0 
In particular, this yields a Stein analytic space. This construction provides 
a standard way of producing singularities (see [Looijenga 1984]). Applying 
a relative version of this construction to 
we obtain a Stein map to Ω/ (each fibre is an open subset of a space of 
the type above; the Hermitian form can be used to show that this subset is 
Stein) from which it follows that the resulting space, which as a set is just 
Ω/Uz U Ω/, is a Stein space. The advantage of the construction is that we 
have also described the analytic structure on Ü/Ui II Ω/. Had we filled in 
the zero section and not contracted it as we did, we would have obtained a 
smooth space which as a set identifies with 
íi/UiUn^/Üi. 
Notice that in this case Íljx/Üi is of codimension 1. This is essentially Mum-
ford's toroidal construction in this special situation. It is worth mentioning 
that in this case no choices are involved in the toroidal construction. 
As a next step we divide out by Zr(I). Because of the exact sequence 
ι -> Uj - z
r
(i) -> 0(1^/η 
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Zr(I) acts through a subgroup of 0(^/1) on Ü/Ui II Ω/. As 1^-/1 is 
negative definite this subgroup is finite (and therefore does not affect the 
Stein property). Clearly it centralizes Ω/. 
Finally Γ(/) = Nr(I)/Zr(I) acts properly discontinuously on Ω/ (cf. the 
usual 5Z2(Z)-action on H) and therefore also on Ω / Ζ Γ ( / ) Ι Ι Ω / . This shows 
that Çl/Nr(I) II Ω//Γ(7) still has the structure of a normal analytic space. 
This finishes our description of the Satake-Baily-Borel compactification in 
the neighbourhood of the boundary component Ω/ because of the following 
2.14 Observation. In the neighbourhood of Ω/, iVr(/)-equfvaience and Γ-
equivalence are t i e same ([Pyatetskii-Shapiro 1969] p. 135). Let U be such 
a neighborhood minus Ω//Γ(/). Then we have: 
a/Nr{I) II Ω(/)/Γ(/) 
υ 
\ 
Ω/Γ 
JVow gluel 
The above construction is easily generalized a little. Let M be a primitive 
sublattice of Λ such that I С M С І^. This will create an intermediate 
level ÇIM in the sequence of maps 
Ω —• Çljx —• Сім —* Ω/. 
Consequently we refine our analysis a bit. Consider the following diagram 
of groups. 
0 ^ Hom(/-L/M,ƒ) -» Homi/-1-//,/) -> Hom(M//,/) ^ 0 
_U U U 
0-+ OIM -+ Ut -+ м ^ О 
î î î 
0 ^ ΙΙΙ,Μ -+ U! -* UM ^ 0 
Неге UM·, ÜI,M, ^/,Λί and UM are defined by: 
UM = image of Üj w.r.t. the map Üj —> Hom(Af/1,1); 
Üi,M = кегпеК^/ -f Üji)\ 
Ui.M = preimage of UitM w.r.t. the map Ui -»• Ur, 
UM = сокег({7/(м -> Uj). 
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We start again with Ω / Ζ Γ ( J-1). There is a natural map Zr(M) ->· 0(Ix/M). 
If 
g 6 ker(Z
r
(M) - 0{ILIM)), 
then g E Uj and evidently y G E j^.jif· If 5 G i/j.Af> then g centralizes M, 
so g e Zr(M). As [Hom(Ιχ/Ι, I) : Üi] < oo,_ we have [Hom(M//, /) : 
ÜM] < οο· Likewise we find [Hom(/-L/M,/) : ÜI.M] < οο· Again for the 
sake of exposition we assume ¿/дм = Hom(/-L/M, ƒ). The relevant part of 
our diagram of maps is in this case 
fi/ZrU1) -• Ω/χ -» n M . 
The quotient 
iî/tfj.M - ίΐ^/ϋι,α -* Пм 
again acquires the structure of a Δ'-bundle which extends to a relatively 
anti-ample line bundle over ΩΙΙ/ΌΙ,Μ (relative with respect to the map 
fij-i/tÂ/jif -+ Ω M ) · The first Chern class can be identified with the map 
(Z-L/M)* ® / X (/•L/M)* ® I -f Λ2/ α Ζ 
0 ® / V'SS ^ -(Φ,Ψ)·/Λ9 
and the fact that /-L/M is negative definite guarantees the anti-ampleness 
(cf. (2.13)). Now follow the same procedure as before: fill in the zero section 
of the A*-bundle and contract (per fibre of Ωιχ/ϋι,Μ —* ΩΜ)· As a set we 
obtain 
il/UjM II ΩΜ-
The next stage is of course to divide out ^г(Л^)/^7,АГ? yielding 
n/Zr(M ) II Ω Μ 
and finally we obtain 
Ω/Ν
Γ
(Μ) Π Çlu/T(M). 
Now M has a two-dimensional kernel: I. So if g G Nr(M), then auto-
matically g G -Nr(/). Suppose that actually JVr(M) = І г(/), a condi­
tion which is satisfied in the case of interest to us (see (2.16)). Then it 
follows from (2.14) that in the neighbourhood of the boundary compo­
nent ÍIM, iVr(^)-equivalence is the same as F-equivalence , so we can glue 
íl/Nr(M) II ΩΛί/Γ(Μ) to Ω/Γ. A further consequence of this assumption 
is that we have a map 
Ω/ΝΓ(Μ) II Ω Μ / Γ ( Μ ) -» Ü/NT(I) и fìj/IXƒ). 
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The interesting part of this map is of course 
Ω Μ / Γ ( Μ ) - Ω,/ΐχ/). 
We can analyse this map along the same lines as above. The situation is 
very similar to that described in §1. Start with Ω Μ —• Ω/ and consider the 
exact sequence 
1 -• (Zr{I) Π N
r
(M))/Zr(M) -• iVr(M)/Zr(M) -Η. N
r
(I)/Zr(I) -Η· 1. 
We denote the kernel of the natural map Zr(I) Π Nr(M) -• 0(M/I) by U'M. 
As before there is a map 
U'M -Η. Hom(M/ƒ, ƒ) 
induced by g (-»• (5—l)|jjf. As i/j^ D f//, the image of i/j^ contains С/^ (finite 
index). First divide out Uj^: this will yield a bundle of abelian varieties 
(torsors) over Ω/. In the second step the finite group (Zr(I) Π Nr(M))/U'M 
acts on the fibres of SIM/UM —• Ω/. Finally we let Nr(M)/Zr(M) act. 
What is important to us is that we enlarged the boundary, from Ω//Γ(/) 
to Ω
Μ
/Γ(Μ) or even Ω ^ / Γ ^ ) (note that І
 Г
(/) = ΝΓ^) because the 
lattice is nondegenerate). 
2.15 Interesting choices for M arise as follows. Let V С Λ be a set of vectors 
in Λ satisfying: 
(i) V r e V : (v,v)<0; 
(ii) V is Г-invariant and /Г is finite. 
Then the set V determines a Weil divisor Dy/T С Ω/Γ where 
Dy = {ω Ε Ω : (ω, ν) = 0 for some υ G V} 
because Dy is a Г-invariant locally finite set of hyperplanes in Ω. 
Now given a primitive isotropic plane I с Л, let 
M := primitive hull of I + (Z-1- П V). 
2.16 Lemma. І г(М) = JVr(/). 
Proof. As I is the kernel of Af, we necessarily have Nr(M) С Nr(I)· If 
g E І г(/), then g(I) = I, g(Ix) = Іх and g{V) = V (Г-іп агіапсе of V). 
So g(M) = Μ. Π 
The closure of Dy/Zr(I) in Ω / Ζ Γ ( / ) U Ω/ contains Ω/ if V Π J 1 jé 0. Note 
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that the image of Ι1- Π V in M/I is finite because M/1 is negative definite. 
Let us look at the level Ω / Ζ Γ ( / Χ ) Π Ω/. We could also define an extension 
of Dy in Ω / Ζ Γ ( / Χ ) U Ω/χ. This extension defines a subspace of codimension 
one in iiI±. Let us make a rough computation of the projectivized normal 
bundle in a point χ of Ω/ of the closure of Dy in ii/Z^I·1-) II Ω/. This will 
be: 
directions in 0-section / directions in extension of divisorfl 0-section. Or: 
{ω G Ω7χ : ω\ι = χ}/{ω G Ω ^ : ω\ι = χ, ω | 7 ± η ν = 0} 
«*-»«ΙΜ 
S {ω G Ω
Μ
 : ω|/ = ^}· 
So if we blow up along this extension, then clearly we replace Ω/ by Ω^. 
Similarly, blowing up the boundary (Ω/) yields Ω/χ, the toroidal situation. 
This indicates that these boundary components of the type Ω ^ arise when 
blowing up certain Weil divisors. Note that in Chap. 2 we came across 
divisors of the above type. In the next paragraph we shall formulate more 
precise statements. 
2.17 So far we have been studying the case of type II boundary components. 
The special set 5_ С L- of Chap. 2 §2 determines a partial compactification 
of Ω_/Γ. The new boundary components are obtained as described above. 
Let I С L- be a primitive isotropic plane, so / is of one of the nine types 
computed in Chap. 2 §3. Then let 
M (or Mj) = primitive span of I + (IA- П 5_). 
The resulting boundary component is Ω-,Μ/Ν^Μ). Here is a list of the 
dimensions of the nine new boundary components. 
type 
A7® Αι 
Дт Лі 
Е 
Ds 
Вв(2х) 
В4фВ4 
В6® Bi 
Вз®Вз\ 
ЭВі 
dimension Ω - , Μ 
2 
2 
1 
1 
1 
1 
3 
3 
To compute these dimensions, we go back to the diagrams of Chap. 2. If 
an isotropic plane F contains an isotropic vector ν of type 4 or 2, then 
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F-1 Π S- = 0 as ν cannot be orthogonal to an element of S-. This settles 
the matter for E6i De, -ße(2x) and B4 φ BA. In all other cases the root 
system is reducible and it can be checked that the summand of lowest rank 
(and only this one) is spanned (modulo F) by elements of 5_. Let us look 
at this more closely in a few cases. 
2.17.1 Consider the third diagram (Chap. 2, (3.3.10)), associated with the 
isotropic vector ν = e' + f' + äg. 
Εγ φ Αι. Неге а ц = 2е - 2f' - ä8 , аю = 2f' + ä8 . We have 
υ + Qu = e' + f' + äg + (2e - 2f' - äg) = e' - f' + 2e G S -
К F denotes the isotropic plane spanned by ν and e, then the class of а ц + ν 
spans the lattice generated by Im(5_ П F1 —• F^/F). If the image of an 
element of S- Π F1 meets the Εγ summand, then it is contained in it and 
we can assume that it corresponds to one of the vertices, say Q4. But this 
contradicts the fact that no linear combination Q4 + Xe + /*(е' + ƒ ' + äg) is 
equivalent to e' — ƒ'. Therefore Im(5_ Π F1- —• F±/F) spans a rank one 
lattice. 
B6 φ Яг- Неге аю = 2/' + äg, so υ - аю = e' - f' e 5_. Let tu := 
аіо+2о:із+а7 be the isotropic vector associated with the summand spanned 
by ау, а із and аю. Then: 
07 — w + ν = 
a7 - (2ƒ' + ög + 2(e + ƒ + ag - ƒ') + 07) + (e' + ƒ ' + äg) = 
e ' - / ' - 2 ( e + / + a e - / ' ) ~ e ' - / / . 
This produces the rank two lattice 
I m ( 5 _ n i ; , - L ^ F - L / F ) . 
2.17.2 Consider the fifth diagram (Chap. 2, (3.3.12)). The isotropic vector 
associated with the root system B3 φ Вз φ Бг is: 
αΐ4 + ¿ ι + аіз = 
(ê + ƒ + äg) + (e' - f') + ê + ƒ + ôi_+ ¿g - аз = 
e' - ƒ ' + 2(ë + ƒ) + ¿ з + άι + ag - аз. 
From this one can verify that the coefficients of e' and ƒ ' are even, which 
means that this isotropic vector is of type 5. Now 2αΐ4 + αχ ~ e' — f' and 
together with ¿ i it spans the two-dimensional Im(5_ Π F-1 —• F±/F). 
I l l 
The dimension of SI-,Μ is therefore related to the rank of the summand of 
lowest rank (with an exception for B4 φ В*). 
The starting point for Shah is an analysis (in the GIT sense) of the 
G-action on the space | Ö E 0 ( 4 , 4) / | of curves on Σο of bidegree (4,4) with 
/-invariant equation. (Recall (see Chap. 2 §2) that the КЗ cover of thé 
'general' Enriques surface of degree 2 maps 2 : 1 to Σο. It branches over a 
curve of bidegree (4,4) with /-invariant equation. G is the group described 
in §1, cf. [Shah 1981], §5.) The space |C7s0(4,4)/ |//G is then a reasonable 
first candidate for a (compactified) moduli space of Enriques surfaces of 
degree 2. 
We have already linked Shah's type II* strata in | C E I ) ( 4 , 4)/ |//G r to the 
Satake-Baily-Borel type II components (Chap. 2, §4). It is a simple exercise 
to compute the dimension of each of Shah's type II* strata. The result is 
that these dimensions agree with the dimensions of the corresponding (new) 
arithmetic boundary components. The first paragraph of this chapter is 
an illustration of this phenomenon. We have ako seen there what kind of 
problems can arise if we wish to extend the period map to | Ö E 0 ( 4 , 4 ) / | / /G . 
Such difficulties indeed arise and in §4 we modify this space to overcome 
them. 
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3 Partial compacti f icat ions of per iod s p a c e II 
Satake-Baily-Borel boundary components of type III (i.e. the zero-dimensio­
nal ones) are in the closure of (several) boundary components of type II. 
A local study around such a type III boundary component will therefore 
inevitably involve the type II boundary components. The setting for our 
local study in this paragraph differs quite a lot from that in §2. Nevertheless 
it is possible to view them as different aspects of a more general theory 
(which will be published by Looijenga). 
In this section we discuss the relevant construction without bothering 
much about the proofs. 
3.1 Tube domain realization of Ω-
Zero-dimensional (rational) boundary components correspond to primitive 
isotropic sublattices of i _ of rank one. Let J be such a sublattice and let ν 
be a generator. Define 
A : = { 0 e H o m R ( j \ j ) : <t>\j = l | j } · 
The space Л is a real affine space with translation space 
V ^ H o m a i J - ' - M J ) . 
The complexification Aç is just A + iV. 
3.1.1 Define a map 
Ω_ -» An by ω » (χ » T^rv). 
(ω, ν) 
The translation space V inherits a quadratic form of signature (1,9) from 
the one on J1-/J. This determines two quadratic cones in V. The map 
(3.1.1) maps Ω_ isomorphically onto A + iC where С is one of the two 
cones. It describes the tube domain realization of Ω_ associated to the 
isotropic subspace J С L-. The centralizer Zr(J) of J acts on A + iC and 
we first study the quotient (A + iC)/Zr(J). The group Zr(J) acts on A and 
by complexification on A + iC as a group of affine linear transformations. 
Furthermore, it can be shown that: 
1. The translation group of Zr(J) is a lattice in HomQ(J-L/J, J ) . To 
see this, let J = Zv, w G ν1-, then EViV,(x) = χ + (x,w)v — (x,v)w — 
(l/2)w2(x, v)v, so for χ € J·1 Ε
Ό<υ,(χ) = x + (x, w)v which corresponds 
to(w,-)ve (j^/jy^j. 
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2: The triple (VQ = H O I Ï I Q Î J V J , J),C,TJ = Zr(J)/translations) is ad-
missible in the sense of [Looijenga 1985]. 
To explain this notion of admissibility, let 
C+ := convex hull of С Π VQ 
The fact that (Уп,С, Fj) is admissible means that there is a rational poly­
hedral cone Π С C+ with F j · Π = C+. In the situation we are in this 
condition is satisfied, essentially because F j is a subgroup of finite index in 
0{JxIJ) (see also (3.4)). 
Let Τ := AQ modulo translation subgroup of Z r ( J ) , and let Τ be the 
image of A+iC in T. The translation subgroup of Zr(J) acts only on the real 
part of Ac · Therefore taking the imaginary part induces а Γj-equivariant 
map 
Im : Г -*· С 
whose fibres are real tori. 
3.2 Real semi-toric partial compactification of C/Fj 
We forget about the complex structure for the moment and concentrate 
on the 'imaginary part' C/Tj. In terms of certain decompositions of C+ 
we describe partial compactifications of C/Tj resulting from these. The 
decompositions we mean are the locally rationally polyhedral (l.r.p.) de­
compositions of C+. 
3.2.1 Definition. A l.r.p. decomposition of C+ is a collection Σ of convex 
cones with disjoint relative interiors in C+ such that: 
• \J{a : σ € Σ} = C+; 
• Σ is closed under intersections; 
• every face of a member of Σ belongs to Σ; 
• if Π is a rational polyhedral cone in C+, then Σ|Π = {σ Π Π : σ G Σ} 
is a finite collection of rational polyhedral cones. 
Suppose Σ is a Fj-invariant l.r.p. decomposition of C+. For σ e Σ, choose 
г 6 Σ with σ С τ and f С С (here we denote by f its relative interior). 
Then the common zero-set of 
ttev$: iU = o, eir>o} 
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is independent of the choice of r (see [Looijenga 1985], Lemma 5.1). Denote 
this common zero-set by V¿. This space is defined over Q and contains σ. 
In the case & С С we have of course Κσ = V¿. Define, for σ G Σ, C(a) := 
image of С under the natural map 
π
σ
 : V - V(a) = V/V¿ 
and 
C E := U{C(a) : σ ζ Σ}. 
The Fj-action on С extends to C E . The set C E can be given a Fj-invariant 
topology which induces on a piece C(a) the usual euclidean topology and 
preserves the incidence relation in the sense that: σ С τ =» Ο(σ) D C(r) . 
Some indication of what the topology looks like is given by the following 
property. If χ e С, y G σ, then lirnt-,,» χ + ty = тг^х). More precisely, a 
basis for this topology can be described as follows. For σ 6 Σ, U С С put 
.β(ί/,σ) := [Z
c ( < r ) · (ί/ + σ) relative π,] 
(the fibrewise convex hull of С^7(<т) ' (U + *) with respect to π
σ
) and define 
¿ ( t f , a ) c C E by 
B(U,a)nC(T):={y (B(U,a)) if r e a , 
otherwise. 
Now 
{Β(υ,σ) : U open in С, σ e Σ} 
describes the required basis. The resulting Fj-invariant topology on ¿Έ 
depends only on the commensurability class of F j . We can now state: 
3.2.2 Theorem. The quotient C E / F J is a locally compact Hausdorff space 
and every point α £ C E has a neighbourhood basis in C E of which each 
member meets every Fj-orbit in a F j „-orbit ( T j
a
 denotes the stabilizer of 
a). 
The quotient C E / F J is called a reai semi-toric partial compactification of 
C/Fj with respect to Σ. 
3.2.3 Remark. As in the theory of torus embeddings, this construction 
behaves well with respect to subdivisions of Σ. If Σ' refines Σ, then we 
obtain a proper surjective continuous map C^i/Tj —* C E / F J extending the 
identity on C/Fj . 
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3.3 Semi-toric part ial compactifications of T / F j 
We return to the complex situation. Let Σ be a l.r.p. decomposition of C+. 
In analogy with the real case we define for σ 6 Σ 
Τ{σ) := Ac/ker(Zr(J) - Tj) + <
c 
and 
тг^с : Τ -+ Τ(σ) 
the natural projection. Put 
Τ(σ) := π
σι
ο(Τ) 
and 
Τ
Σ
 := Π α
€
ε Τ (
σ
) . 
Of course Im : Τ —• С induces a map Im : Τ' —*• С. As before Tj acts on 
Ti making the map Im Fj-equivariant. Furthermore, the map 7¿ —»• C E is 
proper. Theorem (3.2.2) goes through verbatim upon replacing C E / F J by 
T E / F J . What is of interest to us of course, is the presence of an analytic 
structure. Each of the spaces S(a) := T(a)/Tj(a) inherits an analytic 
structure. We can now state: 
3.3.1 Theorem. The sheaf of continuous functions on T i / F j which are 
analytic on each stratum S(a) endows T j / F j with the structure of a normai 
anaiytic space and turns the partition {5(σ) : σ G Σ} into an anaiytic 
stratification of T E / F J . Every stratum has a Stein neighbourhood (this 
corrects the statement in [Looijenga 1986], p. 356-357) and for each σ G Σ 
St<íTT(a)/Zrj(a) is Stein. 
3.3.2 Example . An important ('natural') choice for Σ is the following: just 
take for Σ the collection of faces of C+. For σ G Σ we must have either 
1. dima = 0, i.e. σ is the vertex of the cone, or 
2. dima = 1, i.e. σ is a half line on the boundary of C+, defined over Q, 
or 
3. σ = С. 
We agree to write T / F j for the resulting partial compactification. The 
vertex of the cone corresponds to T / F j . A cone of type (2.) produces a 
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boundary component which is isomorphic to a quotient of the upper half-
plane by a subgroup of 5^2(2), whereas the open cone С itself corresponds 
to a one point component in the closure of all the other strata. 
This example in fact describes the Satake-Baily-Borel compactification 
in the neighbourhood of the type III boundary component corresponding to 
J (recaU that T / F j 2 Ω _ / Ζ Γ ( 7 ) ) . 
3.4 The most important situation for our purposes arises as follows. Let 
Л be a Fj-invariant collection of hyperplanes in J^/J, defined over Q, all 
of whose members meet С and which decomposes into a finite number of 
Fj-orbits. Then the collection 
{Я Π C + : H G H) 
induces a Fj-invariant l.r.p. decomposition Σ of C+ ([Looijenga 1985], (3.5)). 
For instance, the set 5_ Π J1· (or its image in J^jJ) determines such a set 
of hyperplanes: 7<5_ consists of hyperplanes in J*- ¡J of the form 
# u = {xG JLIJ : (χ,ω) = 0, u € 5_ Π J 1 } . 
The fact that F j contains a reflection subgroup of finite index (by the results 
of Chap. 2) implies that Us- indeed consists of only finitely many Fj-orbits, 
for as Sfi-fi G Γ we have {«„ : ν e S-} С Г. The existence then of 
a nice fundamental domain in JL/J for the reflection subgroup of F j as 
described by the diagrams of Chap. 2 tells us that each s
v
 (v G 5_ Π J-1) 
is equivalent (mod Fj) with a reflection in one of the finitely many walls of 
this fundamental domain. We denote the resulting partial compactification 
by 
t{s.)iTj. 
An analogous construction can be carried out for every other isotropic rank 
one sublattice of L-. All the partial compactifications we obtain this way 
glue to a compactification of Ω_/Γ, which we denote by Ω_(5_)/Γ. By 
its very construction it dominates the Satake-Baily-Borel compactification 
Ω_/Γ. Let us sketch why this construction is compatible 'over the type II 
boundary components' with the construction described in §2. Let / ( D J) 
be an isotropic rank two lattice. This determines an isotropic (half) line Ij 
vaC: 
Іі = {феС: ФІІ/J) = 0}. 
The tangent hyperplane to С through this line is 
{Ф e ν : φ{ΐμ) = о} 
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with complexification 
Я о С с = Нот(7-1-/7,7с). 
The hyperplanes of the l.r.p. decomposition induced by V passing through 
li correspond to elements ν 6 J-1- Π V: 
П = {фе с: Ф( ) = 0}. 
A first step in building the resulting boundary component is to form the 
quotient 
Ac/Ho Π f ) Η
υ 
(cf. (3.3)). Set M - primitive hull of I+Z(IX П V), for simplicity (and in 
agreement with the notation of §2). Let 
A(M) := {φ G Hom(M, J ) : 0 | j = l j } , 
then by restriction we find an isomorphism 
Ac/Ho Π f ) H
v
 Ζ А{М)с. 
Forgetting about the Я«'s (i.e. forgetting about the special structure induced 
by V) yields the bottom map and vertical maps of the following diagram: 
Ас/Яо Π n, 6 /x Я. ^ A(M)c 
i i 
Ac/Но Ζ A(I)c 
(The bottom line represents the 'Satake-Baily-Borel situation'.) In partic­
ular, we see how the space Hom(M//, ƒ) acts on the (vertical) fibres: if 
ω G Hom(M, J
c
) , u>|j = l j and φ e Hom(M//,/) then 
φ • ω = ω + ω\ι ο φ 
precisely as below (2.11). There is a natural map then 
A(M)c *-» PHom(M, Jc)· 
Restriction to the subspace (A + iC)/Ho П Пие/-1- Ην е*с. of the horizontal 
and vertical maps gives us back Ω Μ and Ω/ as described in §2. 
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In Chap. 2 we found that period points of special Enriques surfaces 
belong to the special divisor Ό§_· On the other hand the set 5_ also de­
termines a modification of Ω_/Γ. It should not come as a surprise that the 
two aspects are closely related. Note for instance that if a type III bound­
ary component (corresponding to a sublattice J say) is not in the closure of 
Ds_, then ι9_ Π J = 0 and so Ω_(5_)/Γ is just the same as Ω_/Γ in the 
neighbourhood of this boundary component. The interesting things happen 
near the other boundary components. Below we describe the precise rela­
tion. 
3.5 Construction of the blow-up of the special divisor in Ω_/Γ 
We begin with the abstract situation: 
Λ is a lattice of signature (1, n) where η > 3, V = Λ ® R; 
С С V is a connected component of {i G V : (x,x) > 0}; 
Г С 0(A) is a subgroup of finite index, which preserves C; 
R С Л* is a set consisting of finitely many Г-orbits and 
satisfying: R = — R, Va G R • ( a , a ) < 0 and s
e
 G Г; 
Ω = (V + гС)/Л, Ω the Satake-Baily-Borel extension of Ω. 
Each α G R determines a hyperbolic sublattice Λ
α
 = α-
1
- С Л and а 
hyperbolic vector space V
a
 = Λ
α
 ® R С V. Let C
a
 = С Π V
a
 and 
Ω
α
 = (V
a
 + iC
a
)/A
a
 С Ω, with extension Ω
α
 С Ω. There exists a unique 
reduced Weil divisor D on M such that 
π·(Ό) = Σ «α-
a£R 
In fact, D is Cartier. There is also a unique reduced Weil divisor D С M 
(:= Ω/Γ) such that 
π*(Ό) = Σ Ω
α
. 
a£R 
We have the following diagram of maps and inclusions: 
Ω С Ω 
D С M = Ω/Γ С Ω/Γ = M D D 
Let К be a connected component of С - и
о 6 д С в . This determines a splitting 
of R: 
R± = {aeR: a\K> 0}. 
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Define Δ := ΠαβΑ+ίΙ ~ Яа)у where qa = e 2 * 1 0 . This expression converges 
on Ω (see e.g. [Looijenga 1980]). Moreover: ( Δ 2 ) = ] С
а е
я ^ а · This analytic 
function however is not Г-invariant: 
(7 · )- 1 (Δ) 
= Π α 6 Α + ( 1 - 9 ( Ύ · ) " 1 α ) 
= Ш е М - и і + С і - 4β) (set β = (7*)- 1 а) 
= YlßeR+ ί 1 - V^UßeR+nW-iR-d^p-) 
= Δ · € ( 7 ) · 9 - * ( 7 ) . 
where 
б( 7) = ( _ І ) І ( А * П ( , * ) - » Я - ) | a n d φ(Ί) J2 β. 
^€А+П(7')- 1Л-
This twisted structure hints at the direction of bundles. First of all we have: 
3.5.1 Lemma. For 71,72 € Γ the following equality holds: 
<K7i72) = 0(7i) + (7ГГ (72), 
i.e. φ is a I-cocyde of Τ with values in Λ*. 
Proof. The sets R+ П ( 7 ? ) - ^ - and (7Î)- 1(A+ П (7j)-1Ä_) are disjoint 
because their intersection is contained in (7*) -1i2_ Π (7j) - 1Ä+ = 0. Their 
union can be written as a disjoint union A U В U С with 
Л = А + П(7і72) , - 1 А_ 
5 = ( Д + П ( 7 1 * ) - 1 А - ) - Л 
C = ( 7 1 * ) - 1 ( Ä + n ( 7 2 r 1 Ä - ) - A . 
Certainly A is contained in the union: if 
χ £ R+ Π (717a)- 1 Д - and χ <¿ Κ Γ 1 ^ Π ^ Т 1 ^ - ) , 
then χ ^ ( 7 1 * ) - 1 ( Д + ) , 8 о х€ (7Ϊ)" 1 (Λ-) and therefore χ 6 Ä+n(71*)-1(Ä_). 
Furthermore, if χ G В, so χ € Ä+ and χ = (7і)~1У where у € R-, 
then - χ = (7?)- 1 (-y) G (7ι*)-1(Α+)· If - * 0 (7Γ)-1(72Φ)-1Α-, then 
x
 e (7Î)"1(72)"1A- and so 
хел+п(7Г)- 1(72Т 1А- = ^ 
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a contradiction. Therefore: 
χ e (ЫГЧл-) η ( 7 I * ) - 1 ( 7 2 , ) - 1 ( Ä + ) ) - A = -C. 
In the same way it follows that -С С В. So В — -С. Summing yields the 
required equality 
¿(7172) = ¿ Ы + ( 7 і Т Ы . 
D 
Define an action of Г on Ω X С* by: 
Indeed, on the one hand we have 
(7ι72)(ω,Λ) = (7172H, c(7 1 7 2 )^" 1 ^" 1 ) (a ; )A) 
From the proof of the lemma it follows that: 
€(7172) = ( - l ) W 
= (-1)W+\B\+\C\ (as \B\ = |C|) 
= (_1)|Я+п(7Г)-1Л_|+|(7і«)-1(А+п(7з*)-1Л_)| 
= e(7iM72)· 
On the other hand: 
7i(72(u;,A)) = (7i72(u;),6(7i)g^ r l ) (72(^))e(72)g^" 1 ) (")A). 
Consider the second entry. Note that 
^ ъ Ч - ) = П^я+гч™).*. i«") 
= П^ея+п^л- Я*") · UßetlR+nT-iL.) <1β{ω) (because В = -С) 
=
 9 ^ 2 -
1 ) ( α , ) . Π
β
€
Α + η 7 ί Α _ ?
( 7 ί α
·
α
'
) 
=
 9*(τ3~1)(ω)9*(τΓι)(72(α;)). 
This proves that we have indeed a well-defined action. 
Let h G r (I f cß), where I fc¿ is the sheaf of ideals of functions vanishing 
along D to order at least k. Then K*h is divisible by Δ 2 *, which implies that 
ir*h = A2kh' for some holomorphic function h' on Ω. As n*h is Г-invariant 
the transformation behaviour with respect to Γ of h' is as follows: 
(7*)-1/i' = A'É(7) Y * W . 
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This implies that the map 
Ω χ С* Э (ζ, λ) ~ h'(z)\-k 
is Г-invariant. 
P R O O F . Evaluating at (f(z),e('y)q'^'r~1\z)\) yields 
h,(fz)€(f)-kq-k^~1)X-k 
= ((7*)Л')(г)€(7)- і ед-*^" 1)Л-* 
= h'(z)e{1-1)kqk^-l)(z)e{f)kq-k^-1)(z)X-k 
= h'(z)\-k. 
D 
This procedure identifies 0^ . o r (J f c ¿) with θ ^ ο ^ £ > where Α£ is the set of 
Г-invariant holomorphic functions on Ω χ С* of degree (—к). From this 
isomorphism it follows that for the blow-up of M along D we have 
Щ = Proj(©r(í f c ¿)) = (Ê- Êc,)/C* 
where Ê is the Stein completion of E = (Ω X С*)/Г and ¿ с * is the C*-
invariant part of E (cf. the discussion in [Looijenga 1985], 7.3). 
Now the construction of [loc. cit.], §7 for ƒ : C+ —• R given by 
χ ·-»• ^ { a ( x ) : a e R+ and a(x) < 0} 
defines a Stein extension Ef containing E as a Zariski open set ([loc. cit.], 
(6.20) and (7.5)). Therefore, by the minimality of Ê, E С Ê С Êf. If 
codim E f — E > 2, then the algebra of holomorphic functions on E and 
E f coincide by Riemann's extension theorem. So E = Ef от Ef — E is of 
codimension 1. In the cases we shall encounter, already codim .È/ — E > 2 
(see below). Therefore E = Ef and consequently 
( £ - £ c * ) / C · йп(Л)/Г 
because ƒ induces the l.r.p. decomposition determined by R. Note that the 
right-hand side is a normal space. For the compactification of Ω_(5'_)/Γ of 
Ω_/Γ we conclude: 
3.5.2 T h e o r e m . Ω_(5_)/Γ is the (normaiized) biow-up of Ω_/Γ aiong the 
Weii divisor Ds./T С Ω-/Γ (the ciosure of Ds_ С Ω_/Γ in Ω_/Γ). 
The resulting new Cartier divisor is denoted by D(S-)/T. 
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Let us compute the maximal dimension of a boundary component over 
a type III Satake-Baily-Borel boundary component. For this purpose let 
I С L- be an isotropic rank one sublattice and suppose σ С С/хд is a 
facet, with span W, where W1- is spanned by special vectors. 
3.5.3 Claim, c o d i m i ( = à\mWL) < 2. 
Proof. If dim W < 5, then, as W arises as an intersection of hyperplanes, 
there must also be an intersection of dimension > 5. So let us assume 
dimly > 5. By Meyer's theorem [Serre 1970], W represents 0, i.e. there is 
an isotropic J С Iх/I with J С W. Consequently, W1- С Jx. Lifting to 
Ix we obtain 
W1 с/1 
where J1 is the isotropic plane containing I and such that J/I = J. Note 
that J <t_ W1-. Our computations at the end of §2 imply 
dim(W'-L + J ) / J < 2 
so dimW-1- < 3 (because J £ W-1-), i.e. dimW-1- < 2. Π 
Actually, as the proof shows, codim W = 2 can only occur if I is spanned 
by an isotropic vector equivalent to e' + f' -\- α& or 2e + 2ƒ + αϊ . 
3.5.4 Remark. Suppose two 'special' hyperplanes Ω_(ω) and 0_( ) meet 
in Ω_. This means there exists an u» G Ω- with (ω, и) = (ω, ν) = 0 and 
consequently и and υ span a negative definite rank 2 lattice (unless ν = ±u). 
We may assume и = e' — ƒ ' , ν = ae' + bf' + ν with ϋ E Es(—2). Then 
a = b = 1 (2) and 16|(«, v)2 = 4(6 - a) 2 . The intersection matrix of и and 
ν is: 
-4 (u,v) \ 
{u,v) -4 J 
If и φ ±u, then R « + R« is negative definite iff the discriminant (u, r ) 2 — 16 
of the intersection matrix is negative. As 16|(u,u)2 this can only happen if 
и and ν are orthogonal. 
No more than two such hyperplanes meet in Ω_, for if Ρ is negative 
definite, spanned by elements of 5_ and of dimension > 3, then assuming 
the dimension is actually equal to 3 (which is harmless), Рх represents 0 by 
Meyer's theorem ([Serre 1970]). Applying (3.5.3) we arrive at a contradic­
tion. 
123 
4 Modi fy ing | O E 0 ( 4 , 4 ) I | / / G , an interpretat ion of Shah's 
results 
In the preceding two paragraphs we have sketched a way of obtaining (arith­
metic) compactifications of the period space Ω_/Γ. The one which is of spe­
cial interest to us is associated with the set of special vectors 5_ described 
in Chap. 2: Ω_(5_)/Γ. Period points of special Enriques surfaces belong to 
the special divisor 
D(S-)fT С Ω_(5_)/Γ. 
One of the problems with the space |C>i:0(4,4)/|//Gr is that these special 
Enriques surfaces cannot be distinguished in it; they are, in a sense, all 
concentrated in one point. In particular, there is no chance of extending 
the period map over this point. The situation is very similar to the one 
described in §1, where elliptic curves on Σ" were 'hidden' so to speak in one 
point of | C ? E 0 ( 2 , 2 ) ' | / / G . 
In this paragraph we describe a modification of the space |ÖEO(4, 4 ) ' | / /G 
which not only incorporates all the special Enriques surfaces, but will also 
enable us to prove an extension theorem for the period map (in the next 
paragraph). This modification involves two blow-ups. We base our descrip-
tion partly on the results of Shah [Shah 1981] and partly on the results of 
Kirwan [Kirwan 1985]. 
Construction of the first blow-up 
This blow-up is motivated by the need to include the moduli space of special 
Enriques surfaces. 
We view Σο as embedded in P 3 in the following way (see also (1.11)): 
((xo : xi), (Уо ·• Уі)) ·-»• (хоУо ' r^oî / i + хіУо) '• ^оУі - хіУо) · хіУі)· 
In particular it has equation Хо-^з = Χ* - Xi (see [Shah 1981], §7). Let 
q С Σο be the quadric on Σ© cut out by the plane (X2 = 0). Then q* 
represents the point δ € | С ) Е 0 ( 4 , 4 ) / | / / С Г we wish to blow up first. Our 
special choice of coordinates will enable us (below) to understand how the 
moduli space of special Enriques surfaces as constructed by Shah arises in 
this blow-up. To simplify notation, set Η = |öj;0(4,4) / | . We also restrict 
our attention to the identity component G0 of G. The orbit of ç4 G H" is 
one-dimensional and a slice transversal to G0 · qA at q* can be described as 
follows (cf. [Shah 1981], p. 488). 
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Let 
Вг = СХ* 8 Vj, 
8 3 = Χι · Вз, 
84 = сх* @ Х* ·
 2 φ 4. 
Consider 
Р(< φ q2B2 θ дВз Θ В4) С Η 
and its affine part A where the coefficient of g4 doesn't vanish. An element 
of A can be written uniquely as 
with θ G B2, φ G Вз, f G B4. Then A is a slice transversal to G0 • qA and 
is moreover invariant under the stabilizer of g4. This stabilizer also respects 
the decomposition in the slice A. 
Set 
Ω = Symm(B; 9 BJ φ B\) 
and assign weight г to В* (г = 2,3,4). This is derived from the exponents of 
q. In other points of the orbit we can describe in a similar way a transversal 
slice (using, if you wish, the group G 0 which acts transitively on the orbit). 
Now blow up the orbit G0-q* with these weights. (If we restrict our attention 
to the slice A, this comes down to the following. The slice is described by 
triples (θ, φ, ξ). Let C* act by 
A.(M,£) = (A2M3<M40, 
then Proj Ω is the associated weighted projective space. The weighted blow­
up of q* G A with weights as indicated is then obtained by taking the closure 
in A X Proj Ω of the graph of the natural map A - {q4} —• Ρκ^Ω.) This 
results in a space K. Denote the exceptional divisor by E. Of course, the 
G0-action lifts to K. The reason for considering a weighted blow-up rather 
than an ordinary blow-up is our wish to have a moduli interpretation for 
the blow-up as we presently explain. 
Over H" we have the tautological family С of invariant curves of bidegree 
(4,4) on Σο: 
С С Я " χ Σο 
\ У 
Η" 
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Let 
Z = {(qA,x)eC:q(x) = 0} 
(= inverse image in С of G0 · q4). The normal bundle, at the point (q, x) say, 
splits: 
(^|Я»хЕо)І(,«,*) = (^С0,«|Я»)1,« Φ (^ςΙΣο)!*· 
Assign weights to the first summand on the right hand side as above, and 
assign weight 1 to the second summand. Blow up Ζ with these weights in 
Η" χ Σο: ( Я " Χ Σο)'· Of course there is a natural map ( # " χ Σο)' -* К. 
The fibre over a point y G E (mapping to qA G G0-q4) consists of a copy of Σο 
(the strict transform of the original Σο) and a copy of Σ2. Their intersection, 
when viewed in Σο, is just the quadric ç, and when viewed in Σ2 the unique 
(—2)-curve. By a general contraction criterion due to Grauert [Grauert 
1962], the Σο components can be blown down simultaneously, leaving us with 
copies of Σ" over the points of E. The strict transform С of the restriction 
of С to П" — G0-q* now produces curves on these Σ^'β. Let Eq = Proj Ω be 
the part of E over q4. Just as in §1 we can view the corresponding copies 
Σξ С P 3 as being described by the equation X0X3 = X*. The equation of 
the curve on Σ2 over a point in Eq determined by 
( в . ^ О е В а Вз В* 
is then 
ХІ + ХІ + Х2ф + £, 
which matches perfectly the description given in [Shah 1981], §6. 
Here is an indication of the proof. Consider the one-parameter family 
of curves on Δ χ Σο С Δ χ P 3 corresponding to the ('weighted') normal 
direction (θ,φ,ξ): 
xj + t2xie + tsX2<t> + t4Ç. 
Now blow up {0} Χ (X2 = 0) in Δ χ P 3 (this induces a blow-up along 
{0} χ ((X2 = 0) Π Σο)). Let us look at the part where XQ Φ 0. This is 
described by: 
{((t, х ь X2, *s), (Γ : Za)) : <Z2 = Tx 2 } . 
Consider the part where Τ ψ 0. Writing Y = Z2/T, we have local coordi­
nates 
(t, i i , 13, У) (and I2 = tY)· 
Our equation becomes 
t4Y4 + t2t2Y2e + ΡίΥφ -I- i 4£ = t4{Y4 + Υ2Θ + Υφ + ξ). 
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As У is a coordinate in the fibre direction we see that, after blowing down 
of the original P3-component, У essentially represents the homogeneous X2 
coordinate in the newly created copy of P 3 . Intersecting then with the cone 
Σ" = (X0X3 = Χι ) gives the desired equation for the central curve. Now we 
apply a modified version of a result of F. Kirwan [Kirwan 1985] especially 
§7. This result is (cf. (1.12)): 
4.1 Theorem. Let К be the blow-up of H" along G-q* (consisting of two 
components) with weights as described above. If the linearization of G on 
К is chosen appropriately, the fibre Eq of K" -»· H" over q4 e H" is just 
the semistable stratum of ProjO with respect to the representation of Gqt 
on the normal space as described. The exceptional divisor E¡ of the induced 
blow-up at δ of КI/G — Я/¡G is ProjQ//G,«. 
4.2 Remark. Kirwan considers only the unweighted case in her paper 
(which suffices for the example in §1). In our situation, however, geometry 
suggests a weighted blow-up. Our construction shows that any point in Es 
comes from a point in Eq С К" and that over a neighbourhood of this 
point we have a family of curves (on copies of Σο and Σξ) derived from the 
tautological family C. Over Eq this family of curves on the cone Σξ is as in 
[Shah 1981], §6 case 1, as we explained above. Therefore we have included 
the moduli space of special Enriques surfaces. 
Up to this point our procedure has been very similar to that described in §1, 
the only difference being the weights involved in the blow-up. To motivate 
the next blow-up operation, we first consider the following example. 
4.3 Example. The cross ratio determines a rational map 
Д ^ Р
1 ) 4 ^ ? 1 , 
a kind of period map (think of the relation with elliptic curves). The locus 
of indeterminacy of R is 
Д і и Д 2 и Д з и Д 4 
with 
Δι = {(x,y,*,ti;) G ( Ρ 1 ) 4 : у = ζ = w} 
etc. The intersection of any two of these is the diagonal Δ С ( Ρ 1 ) 4 · If 
you wish to turn R into a morphism you could proceed as follows. First 
blow up Δ. It is easily computed that R extends to this blown up space 
minus the strict transforms of the Δ^. The next step is to blow up these 
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strict transforms. The cross ratio map R then extends to the whole resulting 
space. Now view P 4 as the fourth symmetric product of P 1 : P 4 = (P 1 ) 4 /54. 
The image of Δ in P 4 is then a rational quartic curve C; the images of the 
Δ; determine a surface F which is singular along C. The cross ratio still 
determines a rational map 
P * ^ p i ( = Р 1 / 5 з ) 
which is not defined along F. The ordinary blow-up of Δ induces a weighted 
blow-up along С with weights 2, 3 and 4. To explain this, we consider 
the affine situation C 4 , with coordinates i , y, z, w and usual 54-action. 
Transversal to the diagonal we have the .^-invariant hyperplane V with 
equation x + y + z + w = 0. Coordinates on C4/Si = C 4 are the symmetric 
expressions s = x + y + z + w, t = xy + ... + zw, и = xyz + ... + yzw, 
ν = xyzw. The natural map C 4 —»· CA/Si transforms V into the hyperplane 
W : s = 0. The ordinary C'-action on C 4 , λ · (χ, y, ζ, w) = (λχ, Лу, λζ, Xw) 
can be transported to C 4/54 making the map equivariant: λ · (s,t, u,v) = 
(As, A2/, A3u, A4v). Now the ordinary blow-up of 0 G V induces a weighted 
blow-up of 0 € W as can be deduced from the commutative diagram 
V - {0} Д PV С Ρ 3 
I I 
W-{0} -t P(2;3;4) = i m a g e ( W - { 0 } ^ P ( 2 ; 3 ; 4 ) ) 
Taking the closure of the graph of a in V χ P V corresponds to taking the 
closure of the graph of β in W X P(2; 3; 4). Returning to the weighted blow­
up along C, we remark that the strict transform J1 of F is smooth. The 
ordinary blow-ups along the strict transforms of the Δ; then determine a 
weighted blow-up of F (weights: 2 and 3). After these two modifications 
the map R extends to a morphism. The first blow-up is like the blow-up 
described in theorem (4.1). The blow-up of F is like the second blow-up 
we are going to describe. But first let us remark that this example is very 
closely related to the boundary component of |0£
o
(4,4) / | / /G describing 
branch curves decomposing in four components of bidegree (1,1) passing 
through two fixed points of the involution not on an edge (the space of 
such branch curves is described by two copies of P 4 ) , and so, by Chap. 2 
§4 this example is related to the arithmetic boundary component of type 
B3 φ Вз φ .02• More precisely, there is a one-dimensional subgroup of G 
stabilizing such curves and essentially G acts through a C*-action, which 
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can be described as follows. Let C* act on P 1 with linearization 
λ·(χο,Χι) = (λχο, Τχι)· 
This induces an action on ( P 1 ) 4 (a space of ordered branch curves of the type 
described above) and P 4 and provides linearizations. Of course R descends 
to a rational map 
Я : P 4 / / C · —» P 1 . 
In P 4 / / C * the quartic curve С (which should be compared with G 0 · q*) 
determines a point 6 and the surface F a curve Cp- The blow-up of P 4 along 
С induces a blow-up of P 4 / / C * in 6 with exceptional divisor a weighted 
projective space P(2;3;4) (following Kirwan again). The second blow-up 
induces one along the strict transform of Cp. The space P 4 / / C * describes 
the boundary component mentioned above and we see why weighted blow­
ups can be used to extend R. In fact, for the same reason, we need a second 
blow-up of 103,(4,4)' |//G. 
Construction of the second blow-up 
We now blow up along the locus N of points in К representing branch curves 
of the form q3q with q and q invariant (or anti-invariant) curves of bidegree 
(1,1) on Σο (or their counterparts on Σ^). It determines a one-dimensional 
stratum S in K//G. Let us take a closer look at a neighbourhood of the 
curve with equation Xf-^i — 0 (on Σο). A transversal slice is now described 
by the affine space 
A' = {ХІХг + ХІ ' + Х
л
ф' = ζ' : θ' G V2, φ' e B3, ξ' E Β4} 
(see [Shah 1981], §6). Let Ω' = Symm(V$ φ BJ φ BJ) and assign weight 
1 to VJ, 2 to BJ and 3 to BJ (this is dictated of course by the exponents 
of X2). As before this gives rise to a weighted blow-up of К along Ν: К 
and induces a blow-up along 5 С К//G: M. The fibre over a point in S is 
Proj(fì/)//G!j[-jXl (we are using Kirwan's results again), a space describing 
curves on Σξ (invariant etc.) exhibiting an ordinary double point at the 
vertex ([Shah 1981], §6 case 2). 
4.4 Remark. The trick we used to replace the central fibre of Δ Χ Σο С 
Δ χ Ρ 3 by a copy of Σ§ (see §1) can also be applied to Δ χ Σ§ С Δ χ Ρ 3 . 
If Σ§ is given by the equation X0X3 = X*, then the new copy of Σ§ in 
the central fibre is given by the same equation. It is also straightforward to 
compute what happens to a one-parameter family determined by 
(о ' ,^,Ое
 2 фВзФВ4 
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(cf. (4.1)). We leave this to the reader, but we note that the branch of 
multiplicity 1 (g) is responsible for the appearance of a branch curve having 
an ordinary double point at the vertex. In this way we are again able to 
construct a family of curves (or Enriques surfaces) over K. 
In conclusion, we end up with a space Ai such that we can associate with 
each point of M a class of curves on Σο or Ej from Shah's lists and in 
such a way that the corresponding Enriques surfaces (including degenerate 
ones!) have at most insignificant limit singularities. The price we have to 
pay (for the moment) is that all fibres of Es —• S describe the «ame GIT 
space of curves on Σ§. In particular, we get a blow-up of ProjQ//Gg« with 
exceptional divisor 'PTOJÜ'//GX»JÍI. 
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5 T h e per iod m a p revis ited 
Our aim in this paragraph is to extend the period map Ρ to a morphism 
M -> Ω_(5_)/Γ. 
The idea is to use the facts that locally over К we have a family of (possibly 
degenerate) K3's (-(-involution) and that Ω_(5_)/Γ is obtained from Ω_/Γ 
by blowing up the special (Weil) divisor. For a smooth surface, the period 
map is given by integration of a 2-form over (anti-invariant) 2-cycles. If a 
surface is of type II* or III* say, we simply integrate over 2-cycles in the 
regular part (the idea being that these can be transported to neighbouring 
fibres). Our blow-up procedure of §4 ensures that the surfaces we consider 
'carry' enough 2-cycles in their regular parts. 
5.1 To begin with, we construct an extension 
Μ -> Ω_/Γ. 
Let С С Σο (or Σξ) be a branch curve of type II* or III* occurring in one of 
Shah's lists. Let Χ (-^ Σο or Σ§) be the corresponding double cover. Then 
# 2 ( ^ r e g ) - / contains an isotropic sublattice of rank one (if С is of type III*) 
or rank two (if С is of type II*). To check this one has to plough through 
Shah's lists. Let us consider a few cases. 
5.1.1 Λτ φ Αχ: С,«! is a smooth elliptic curve with invariant equation and 
С = 2C
re
d. Then X consists of two components X = XQUXI, meeting along 
(a copy of) C. The Lefschetz construction produces rank two isotropic lat­
tices IQ С H2(Xo — С) and Д С #2(^1 — С), which are interchanged by the 
involution, i.e. we obtain an isotropic rank two sublattice С Н2(Хте
Я
)~1· 
5.1.2 E7 Θ Ац Here С = Ci U Сг U Сз U C4, d П C2 η Сз Π C4 = {ρ, q}. 
Blow up ρ and q and denote the two exceptional curves by Ep and Eq re­
spectively. Take the double cover branching over the strict transforms of 
the Cj's. The result is a (nonminimal) elliptic ruled surface X. There are 
two fibres containing two (—l)-curves each. Blowing these down yields a 
surface = Ε χ Ρ 1 , where E = strict transform of Ep(=: Êp). In particular 
Xng = X — Ep — Eq and we see again that the Lefschetz construction pro-
duces an isotropic anti-invariant rank two sublattice. 
5.1.3 Be φ i?2: Let X —*• Σο be the double cover and let X be its nor­
malization. This is just a double cover of Σο branching over the reduced 
component. The nonreduced component В produces an elliptic curve in X 
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and Xrcg = X — В. Now use the Lefschetz construction again. 
The principle may be clear by now. We always find some elliptic curve 
which enables us to apply the Lefschetz construction. What happens if you 
go over to type III* configurations is loosely speaking, that this elliptic curve 
degenerates, whereby we lose an isotropic cycle. We leave the verification 
to the reader. 
Choose χ 6 K", which corresponds say to a curve C
x
 of type II* or III*. 
Let U be a small Stein neighbourhood of χ £ К. Then we have a family of 
(degenerate) K3's (+ involution) over U (by the results of §4): 
X «-• X 
1 if 
χ e и 
The map ƒ is smooth over an open dense part U' С U. Choose a base point 
x' € U' and fix a marking for Η2(Χ
χ
ι·, Z). Now displace the isotropic sublat­
tice of Н2(Хх,те8, Ζ ) - * to Π2{Χχ>; Ζ)'1. This yields an isotropic sublattice 
J. Displacing does not affect the rank: to see this just integrate over a (non-
trivial) section of the relative dualizing sheaf. This J in turn determines a 
rational boundary component Ω/ С Ω_. Let Γ/ be the monodromy group 
of ƒ | if/. It fixes J point wise of course, so we get maps 
U' -» Ω./Γ/ -* Ω _ / Ζ Γ ( 7 ) -* S t a ^ j / Z r ( J ) . 
The space S t a ^ j / Z r ( J ) is a Stein space (see §2 and §3). Certainly we can 
extend Ρ to 
Uf := {u G U : Χ
ν
 has finite monodromy}. 
A count of the number of moduli in the stable configurations (of type II* and 
III*) together with [Shah 1981], Proposition 5.2 (to deal with the strictly 
semistable strata; here a count of the number of moduli is not sufficient 
because configurations not belonging to a minimal orbit may cause trouble), 
shows that codim([f - Uf) > 2. Therefore Ρ extends to 
U -• Sta,TÜj/Zr(J). 
Altogether this proves that we obtain a (G-invariant) map 
Κ" - Ω_/Γ 
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and consequently, because Λί is a categorical quotient ([Mumford-Fogarty 
1982], p. 38) we get: 
5.2 Theorem. The period map Ρ extends to a (birational) morphism 
P.M^ Ω_/Γ. 
The next step is to lift Ρ to a map Μ -* Ω_(5_)/Γ. Here we can exploit 
the fact that D(S-)/T is a Cartier divisor. The details are as follows. 
We know that the locus of special Enriques surfaces is mapped onto the 
special divisor in Ω_/Γ. Let us first show that the special Enriques surfaces 
determine a Cartier divisor in Kf/G0. To this end we suppose D С К 
represents the Cartier divisor of special Enriques surfaces. Let ρ Ç К", 
then there exists a G0-invariant neighbourhood U of ρ by the definition 
of semi-stability (we forget about the finite extension). Let ƒ 6 H0(öu) 
define D Π U, then G0 acts on С ƒ via a character of G0. If this character 
is nontriviaJ, this implies that points near D П U have a point on D in the 
closure of their orbit which is clearly impossible. Therefore ƒ is G0-invariant 
which implies our claim. But then the period map Kf/G0 —• Ω_/Γ lifts to 
Ω_(5_)/Γ. It certainly descends to a continuous map M —• Ω_(5_)/Γ, 
which is holomorphic outside a codimension > 2 subspace. As M is normal 
(a finite quotient of K//G0), it is actually holomorphic everywhere and we 
arrive at: 
5.3 Theorem. The period map extends to a birational map 
Ρ : Λ ί - » ή _ ( 5 _ ) / Γ . 
As Ω_(5_)/Γ is normal, Zariski's main theorem implies that Ρ has con­
nected fibres. A count of the number of moduli in Shah's boundary strata 
now shows that outside Es the two spaces agree. An analogous argument 
shows that Ρ is 1-1 when restricted to a fibre of Es —>• S. Clearly Ρ con­
tracts Es in the '5-direction'. In particular, the problem we noticed at the 
end of §4 is simply 'solved' by P. 
Although the use of the Cartier property of Ζ)(5_)/Γ gives a short and 
efficient proof of (5.3), it does not give us much explicit information about 
the geometry involved. Therefore we illustrate an alternative approach, 
which is closer to the method of proof of (5.2). 
5.4 The homology of the regular part sometimes contains more (classes of) 
2-cycles. This enables one, so to speak, to consider more periods. The point 
is that this extra information is adequately codified by Ω_(5_)/Γ. So we 
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first compute H2(Xng) I for configurations of type II*. 
5.4.1 A7Q Αι. 
As computed in §1 we find (—2)-classes щ 6 #2(-X¿ — С; Ζ) and щ — u-i G 
Ä2(-^reg)-i satisfying (ωχ — Uj)2 = —4. This produces a rank three neg­
ative semi-definite lattice Mj С I·- with J С M j . Consider the ana­
logous situation on the cone: С' С Σ", with corresponding double cover 
X' = Лд U X'I —* Σ". Resolving the singular points over the vertex V £ Σ" 
we again see two (—2)-classes appear, which are now algebraic and are the 
analogues of ui and i¿2 · By first displacing these classes to a special Enriques 
surface we conclude that щ — «2 produces an element of S- С L-. By the 
list at the end of §2 we then have (at least over Q): 
Mj = J + span (J-1 Π S-). 
5.4.2 Вз®ВзфВ2. 
In this case we should produce two extra classes. Let С be a branch curve 
consisting of 4 components of type (1,1) etc. and let X —* Σο be the corre­
sponding double cover. Blow up the two quadruple points in Σο and take 
the double cover: X. We find the following configuration of curves on X. 
I I 
1. The Lefschetz construction applied to a basis of Hi(Eo) yields two 
classes L
e
, Lf spanning an isotropic plane. 
2. Apply the Lefschetz construction to Л, С and a path connecting A-E^ 
and С · .Eco t o obtain a (-2)-class (which maps to A — С in #2(^0) · 
Do the same for A' and A. 
3. The classes of Ζ and Z'. 
Orthogonal to the polarization, represented by Z' + Z, we find: Ζ - Ζ', 
A — С, A' — A (we use these abbreviations for the cycles constructed in 
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(2.)). Their intersection matrix is: 
Z - Z ' А-С A'-A 
( - 4 0 - 2 \ 
0 - 2 1 
V - 2 1 - 2 / 
The action of the involution / is as follows: 
J(Z) = Z, /(Z') = Z', I{A) = C, /(C) = Л, /(Л') = С', / ( С ) = Л'. 
Notice that Ζ + A + С ~ Ζ' + A' + С' (both come from a curve of type (1,1) 
on Σο). We obtain: 
1. Ζ — Ζ' is /-invariant. 
2. .A — С is /-anti-invariant. 
3. ((Z - Z') - 2(A' - A), Ζ - Ζ') = - 4 + 4 = 0 and (Ζ - Ζ') -
2(A' -A)~-((Z- Ζ') - 2(C" - С)) (use Ζ + A + С ~ Ζ' + A' + С ) , 
so (Ζ — Ζ') — 2(A' — A) is /-anti-invariant. 
КЗ surfaces Enriques surfaces 
(A'-AMZ-Z') A'-A C-Α (Z-Z'J^iA'-A) 
. . . , > 
A C 
Аз Вг 
The involution acts as —id on EQ and therefore also on Hi(Eo). Conse­
quently, the isotropic plane is anti-invariant. The usual degeneration to the 
cone cannot account for the two extra classes. But there is still a further 
degeneration: 
In the final configuration we obtain over the vertex an Аз-singularity (г 4 = 
xy is a local equation). The extra cycles we found in the regular part of X 
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can be interpreted as vanishing homology. Arguing as before we conclude 
that we find a negative definite rank two sublattice of L_ spanned by ele­
ments of 5_. Now apply the results of the computations at the end of §2. 
5.4.3 Β
β
 Θ B2. 
This case can be dealt with as in (5.3.2). 
5.4.4 E7®Ai. 
Analogous to (5.3.1). 
These considerations lead to: 
5.5 Proposition. The period map Ρ : M —• Ω_/Γ lifts over the type ΓΙ* 
boundary components to a map with vaiues in Ω_(5_)/Γ. 
For configurations of type III*, we have computed isotropic lattices J of 
rank one, but in this case we should also indicate precisely a facet in J^/J 
and consequently (§3) a boundary stratum. If J is of type 2 or 4 there is 
of course no problem: the facet is just the open cone in J1/ J and there is 
no difference with the Satake-Baily-Borel situation. However, determining 
such a facet in the other cases is harder. 
5.6 Let us consider the period map 'at the boundary' in somewhat greater 
detail. Associated with the isotropic vector e (see (3.3.5)) we find a cone 
decomposition induced by 5_. Here is a picture illustrating this (modulo 
The four types of isotropic planes computed in Chap. 2 §3 determine four 
isotropic lines on the cone in ех/ < e >, precisely two of which lie on a 
hyperplane determined by 5_: Αγ φ Αι and Ε? φ Αχ. Furthermore, no two 
such hyperplanes intersect in the interior of the cone by (3.5.3). Conse­
quently we find the following list of strata: A7 φ Αι and Ej φ Αι determine 
two-dimensional strata. The (mod Γ) hyperplane Η connecting the two 
corresponding isotropic lines determines a one-dimensional stratum in the 
closure of these two, but also determines a 'special' one-dimensional section 
in these two strata (cf. (1.4)) cut out by the special divisor. The isotropic 
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lines of type Ев and Ds determine one-dimensional strata; here the situa­
tion is the same as in the Satake-Baily-Borel case. The diagram on p. 139 
shows the relation with the GIT boundary. (Horizontally, strata of the same 
dimension are indicated. Arrows with a roman numeral point in the direc­
tion of strata which map to a Satake-Baily-Borel boundary component of 
the corresponding type. Arrows labelled with a root system point at strata 
over a fixed Satake-Baily-Borel component (of type II). The same direction 
also illustrates the (possible) degenerations 'to the cone'. The remaining 
arrows indicate adjacency relations between the strata.) The period map 
restricted to the Αγ φ Αι stratum (GIT and arithmetic) is of course of the 
type described in §1 (and §2); i.e. we can make an analysis of what happens 
to fìjif —• Ω/ and determine very precisely what the boundary looks like. 
For instance 
DM = Hom {M/1,21), Γ/ S Γ 1 ^ ) 
by the results of Chap. 2. But such computations increase rapidly in com­
plexity if the boundary is of higher dimension. 
5.7 Next consider the isotropic vector υ = e' + ƒ' + äg (see (3.3.10)). In 
the associated cone we find isotropic lines of types 
Be 8 B2, 
Ε
Ί
®Αι, 
B*. 
The hyperplane Πι determined by ν — aw passes through the isotropic lines 
of the first two types and the hyperplane Яг determined by 07—(аіо+2аіз+ 
a7) + v (see (2.17.1)) passes through the isotropic line of type B6®B2 only. 
We obtain: 
a) Be θ -ог, a three-dimensional stratum; 
b) Ej® Αι, a. two-dimensional stratum; 
c) Be, a one-dimensional stratum; 
d) Πι Π H2 (note that the two last mentioned vectors span a rank two 
negative definite lattice), two-dimensional stratum in the closure of 
the Be θ B2 stratum; 
e) one-dimensional stratum in the closure of the Ej φ Αι and d) strata. 
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Moreover, Hi (resp. # 1 П #2) determines a 'special' (resp. 'doubly special') 
section in the above strata a), b), d) and e) (resp. a) and d)). The picture 
of the GIT strata is shown on p. 140. 
5.8 Finally, consider the isotropic vector 2e + 2/ + Qi (see (3.3.12)). On the 
boundary of the corresponding cone we get isotropic lines of the following 
types: 
Вз Я з Ф Я 2 ; 
Be® ВІ; 
Αγ® Αι; 
Bi Θ Bf, 
Въ. 
The special hyperplane Hi = ä1- passes through isotropic lines of the first 
three types. The special hyperplane #2 = (2θίΐ4 + ài)-1- passes through 
isotropic lines of the first two types. This will yield: 
a) Ar ® Αχ, a two-dimensional stratum (Hi and the tangent hyperplane 
meet); 
b) B3 ® B3 φ B2, a three-dimensional stratum (Hi, H2 and the tangent 
hyperplane meet); 
c) Be ® B2, a three-dimensional stratum; 
d) the intersection Hi Π H2 determines a two-dimensional stratum (of type 
III) in the closure of the strata B3® B3® B2 and Б
в
 ® B2; 
e) the hyperplane Hi determines a one-dimensional stratum in the closure 
of the strata a) and d) . 
Of course the hyperplane Hi determines a 'special' section in all these strata 
and Hi Π Яг a 'doubly special' section in the strata b), c) and d) . The link 
with the GIT strata is as shown on p. 141. 
5.8.1 R e m a r k . H2 divides Hi into two pieces on both sides of which there 
are vectors with positive norm. The two resulting facets are equivalent via 
the reflection «гаи+аі of course. 
Roughly speaking, the period map 'at the boundary' computes an extension 
class associated to the anti-invariant part of the MHS of the cohomology of 
the regular part of the surface under consideration. We shall not treat this 
matter here, details will appear elsewhere. 
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£ 7 ® ¿ i 
dimension 
σι 
2 2 
GIT counterpart of the situation described in (5.6) 
dimension 
? 
GIT counterpart of the situation described in (5.7) 
Be ®B2 ВзФВз® Bi 
111 τ 
dimension 
Α? Θ ^ і 
C f, Β4Θ,Β4 ß8({2 )4,5}) 2 
I 
2 · 
\ / 
2 2 
GIT counterpart of the situation described in (5.8) 
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Compactificaties van de periodenruimte van 
Enriques-oppervlakken 
aritmetische en meetkundige aspecten 
Samenvatting 
In dit proefschrift worden enkele compactificaties van de periodenruimte 
van Enriques-oppervlakken van graad 2 bestudeerd en wordt vervolgens een 
verband gelegd met werk van J. Shah over projectieve ontaardingen van 
Enriques-oppervlakken. Het belangrijkste deel van dit proefschrift vormen 
de hoofdstukken 2 en 3. Hoofdstuk 1 behelst een poging dit proefschrift in 
een historisch kader te plaatsen. 
Centraal in hoofdstuk 2 staat de Satake-Baily-Borel compactificatie van 
de periodenruimte. Dit is een soort minimale (algebraïsch-meetkundig) zin-
volle compactificatie die geconstrueerd kan worden zonder gebruik te maken 
van de relatie van de periodenruimte met Enriques-oppervlakken. Men kan 
derhalve niet verwachten dat randpunten erg veel relevante informatie over 
ontaarde Enriques-oppervlakken bevatten. 
Dit is wel het geval met de compactificatie die we in hoofdstuk 3 con-
strueren. De constructie is een toepassing van werk van E. Looijenga, maar 
het resultaat kan men ook als volgt beschrijven. Enriques-oppervlakken 
van graad 2 vallen in twee klassen uiteen, de 'algemene' en de 'speciale' 
Enriques-oppervlakken. De periodenpunten van speciale Enriques-opper-
vlakken bepalen een ('speciale') divisor in de periodenruimte, die een arit-
metische karakterisering toelaat. (Het zijn juist zulke aritmetische gegevens 
die in Looijenga's constructie gebruikt worden.) De in hoofdstuk 3 gecon-
strueerde compactificatie is de genormaliseerde blow-up van de Satake-Baily-
Borel compactificatie langs de afsluiting van deze speciale divisor. 
Het genoemde werk van J. Shah wordt gebruikt om (met behulp van 
variaties op resultaten van F. Kirwan) een compactificatie van de moduli-
ruimte van Enriques-oppervlakken van graad 2 te maken. Tenslotte laten we 
zien dat beide compactificaties (aritmetisch en meetkundig) in hoge mate 
overeenstemmen. Dit gebeurt met behulp van de periodenafbeelding. 
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Curriculum vitae 
De schrijver van dit proefschrift werd geboren op 12 november 1958 te 
Tilburg. Daar slaagde hij in 1977 voor het V.W.O.-examen aan het 
St. Pauluslyceum. In de daaropvolgende zes jaren studeerde hij wiskunde 
aan de Katholieke Universiteit te Nijmegen. In oktober 1980 legde hij het 
kandidaatsexamen af (cum laude) en in oktober 1983 het doctoraalexamen 
(eveneens cum laude). Hierna verrichtte hij promotieonderzoek onder leiding 
van Prof. Dr. E.J.N. Looijenga. Dit vond plaats aan het Mathematisch In-
stituut van de Katholieke Universiteit te Nijmegen (tot januari 1988) en aan 
de Faculteit Wiskunde en Informatica van de Universiteit van Amsterdam 
(van januari 1988 tot juli 1988). 
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S T E L L I N G E N 
behorende bij het proefschrift 
Compact/fications of the period space of Enriques surfaces. 
Arithmetic and geometric aspects 
van 
H.J.M. Sterk 
1. Laten A en В complexe tori van dimensie 2 zijn en laat φ : H2(B, Ζ) —»• 
Н
2(А, Ζ) een injectief groepshomomorfisme zijn zó dat: 
• φ oriëntatiebehoudend is (Is Τ = /Г een tweedimensionale com­
plexe torus, dan bepaalt de complexe structuur op V een oriën-
tatie van Γ. Hiermee is ook een oriëntatie op Л2Г* = Я 2 ( Т , Ζ) 
aan te geven.); 
• фс · H2(B,C) —• Н2(А,С) de Hodge-structuur bewaart; 
• φ de ïntersectievorm met een positief rationaal getal vermenig-
vuldigt. 
Dan is er een isogenie τ : A —• В die φ tot op een rationaal veelvoud 
induceert. (H. Sterk, Picard-rooster en automornsmengroep van 2-tori 
en КЗ oppervlakken (doctoraalscriptie Nijmegen 1983).) 
2. Zij Τ een complexe tweedimensionale torus. Dan ligt er een gladde 
elliptische kromme op Τ dan en slechts dan als er een χ 6 Pic Τ is 
met niet-triviale eerste Chern-klasse en met zelfdoorsnijding x2 = 0. 
(H. Sterk, Picard-rooster en automornsmengroep van 2-tori en КЗ 
oppervlakken (doctoraalscriptie Nijmegen 1983).) 
3. De automornsmengroep van een algebraïsch А'З oppervlak is eindig 
voortgebracht. (H. Sterk, 'Finiteness results for algebraic Л'З surfaces', 
Math. Ζ. 189 (1985), 507-513.) 
4. Zij X een algebraïsch Л'З oppervlak. Voor elk geheel getal d > - 2 is 
het aantal Aut(X)-banen in de verzameling volledige lineaire systemen 
die een irreducibele kromme met zelfdoorsnijding d bevatten eindig. 
(H. Sterk, 'Finiteness results for algebraic Л'З surfaces', Math. Ζ. 189 
(1985), 507-513.) 
5. De uitsprciak, in D. Mumford en J. Fogarty, Geometric invariant the­
ory (2 e druk, Springer Verlag: Berlin etc. 1982), p. 187, dat J. Shah 
compactificaties van de moduliruimte van /іГЗ oppervlakken van lage 
graad heeft beschreven is misleidend. 
De onduidelijkheid over de resultaten van Shah heeft ook tot ver­
warring bij anderen geleid. Zie b.v. R. Lee en F. Kirwan, 'The coho-
mology of moduli spaces of Л'З surfaces of degree 2 (I)' (preprint). 
6. De bewering van I. Dolgachev in de Mathematical Reviews (86j:14038) 
dat de automorfismengroep van een algebraïsch КЗ oppervlak X ein­
dig is dan en slechts dan als X slechts eindig veel gladde rationale 
krommen bevat is onjuist. 
7. Het gebruik van de termen 'fiber bundle' en 'fibre bundle' ter aan­
duiding van verschillende begrippen in H. Osborn, Vector bundies, 
Volume 1. Foundations and Stiefel-Whitney classes (Academie Press: 
New York etc. 1982) is niet verstandig. 
8. De lezer van dit proefschrift dient bij perioden aan moduli te denken. 




