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Abstract-This paper proposes a GA-based method to 
construct an appropriate fuzzy classification system to 
maximize the number of correctly classified patterns and 
minimize the number of fuzzy rules. In this method, a fuzzy 
classification system is coded as an individual in the GA. A 
fitness function is defined such that it can guide the search 
procedure to select an appropriate fuzzy classification system to 
maximize the number of correctly classified patterns and 
minimize the number of fuzzy rules. Finally, a two-class 
classification problem is utilized to illustrate the efficiency of 
the proposed method. 
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I. INTRODUCTION 
For a classification problem, a fuzzy classification 
system partitions the input space to learn the behavior of 
training patterns [3,4]. Therefore, the performance of a fuzzy 
classification system depends on the choice of a fuzzy 
partition. If a fuzzy partition is too coarse, many patterns 
may be misclassified to result in a low performance. If a 
fuzzy partition is too fine, many fuzzy rules cannot be 
generated because of the lack of training patterns in the 
corresponding fuzzy subspaces. The conventional 
approaches for the fuzzy classification system design are 
that the number of fuzzy sets of each input variable must be 
defined in advance. Therefore, they may have redundant 
fuzzy sets such that a large number of rules are generated for 
the conventional approaches. In this paper, a GA-based 
method is proposed to construct an appropriate fuzzy classification 
system. An individual in the GA is used to determine a fuzzy 
partition such that the rough fuzzy sets of each input variable 
are obtained, then the training method [3,4] is applied to 
determine the parameters of the consequent part. Therefore, 
a fitness function can guide the search process to select an 
appropriate fuzzy classification system to maximize the 
number of correctly classified patterns and minimize the 
number of fuzzy rules. 
This paper is organized as the following: In Section 11, 
the structure of the considered fuzzy classification system is 
described. In Section 111, a GA-based method is proposed to 
select an appropriate fuzzy classification system. In Section 
IV, a two-class classification problem is utilized to illustrate 
the efficiency of the proposed approach. Finally, Section V 
concludes the paper. 
11. STRUCTURE OF FUZZY CLASSIFICATION SYSTEM 
Consider an M-class classification problem with n 
training patterns {X,,y,} , t = 1,2;..,n, where 
x, =(xt, ,xt2, . . . ,x, , , , )~ 31” is the input vector 
corresponding to the t -th training pattern, and 
y, E {1,2,..-,M} represents that the t -th pattern belongs to 
the y,-th class. In order to deal with the M-class 
classification, the fuzzy classification method with fuzzy 
rules proposed in [3,4] is applied. A rule base of a fuzzy 
system can be expressed as follows: 
- 
(1, .J2 ..-.Jm ’ 
If x, is A(,,j,) and x2  is and ... and x, is A(m,Jm), 
then X belongs to Class y(J,,j2 ,...,J,) with CF = cF(J,,J, ..... Jm), 
(1)  ji E {1,2 ..., di}, i E {1,2 ,..., m}, 
where X depotes the input vector (x, ,x2;. . ,xm), d,  
denotes the number of fuzzy sets for the input variable x ,  , 
A,,,ji, is the ji-th fuzzy set of the i-th input vanable x,  in 
the premise part, and y(Jl,J2 ,..., j,) E {1,2;-.,M} determines 
that jT belongs to the y(j,,j2 ,..., jm,-th class, and CF(jl,jl ,,,, j,) 
denotes the grade of certainty of the corresponding fuzzy 
rule Rg,,j, __,, j , ) . In this paper, the membership function of 
the fuzzy set A(i,j,) is described by 
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where c(,,~,) is the center of the membership function, 
w:~,,,) is the left width value of the membership function, 
and w;,,~,) is the right width value of the membership 
function. Therefore, the shape of the membership function 
corresponding to the fuzzy set in the premise part is 
determined by the parameters (c(,,~,), wi,,,,), w:,,~,)) . When 
the t-th input (xtI ,xt2, . . . ,xhn) is given, the firing strength 
of the (jl,  j2;..,jm) -th rule is calculated by 
If there are d, fuzzy sets corresponding to the input 
variable x, , the complete fuzzy system will have n d ,  
rules. On the other hand, the parameters y(h,J2 ,..., and 
CF(JI,J,, J m )  in the consequent part of the corresponding fuzzy 
rule R(Jl.121...Jm) are determined in the following procedure. 
m 
,=I 
Procedure 1- Generation of fuzzy rules 
Step 1. Calculate Pa of each class T E  {1,2,.-.,M} for the 
fuzzy rule R(j,,j2 ,,,,, j,) as follows: 
In this procedure, the consequent parameter Y ( ~ , , ~ , , . . . , ~ ~ )  is 
determined by the largest sum of F ; ~ ~ , ~ ~  ,_.., j ,)  over the M 
classes. The grade of certainty CF(jl,j2,,,,,J,) of the fuzzy rule 
R(jl,j2,,,,,jm) has two intuitively acceptable properties: 
If all the patterns in the fuzzy subspace 
A(l,J,) xA(,,,,, X...XA(,,~,) corresponding to the fuzzy 
rule R(JI.Jz. , J m )  belong to the y(Jl,J2, , J m )  -th class, then the 
value of the parameter CF(J,,J2, ,Jm) approximates to 1. In 
this case, it is certain that any pattern in 
class. 
*(I,j,) xA(2,j2) x...xA(m,jm) belongs to the y(j,,J,, , Im)  -th 
If all values of PCT's are not so different from each other, 
then the value of the parameter CF(,,, . J m )  approximates 
to 0. In this case, it is uncertain that a pattern in 
class. 
'(I,,,) xA(2,J2) X .* .X*(~ , J , )  belongs to the y(J,.J2, ,J ) -th 
By the above training procedure, a rule set S is determined 
as 
S = {R(j,,j, ,___, jm)lji =1,2 ,..., di  , i  = 1,2 ,..., m}. (8) 
When a rule set S is given, a new pattern 
x, = (xtI,xt2,..-,x,,,,) is classified by the following 
procedure based on the fuzzy rules in S .  
- 
Procedure 2- Classification of a new pattern 
Step 2. Determine y(jl,jz ,___, j,) for the fuzzy rule R(jl,jz ,.... j,) 
such that 
Step 3. Determine the grade of certainty CF(jI,j,,,,,,j,) of the 
fuzzy rule R(j,,j 2,...,jm) by 
where 
(7) 
Step 1. Calculate aCT of each class T E  {1,2,...,M) as 
follows: 
Step 2. Find Class Y such that 
where the value of Y represents the new pattern belongs to 
the Y-th class. 
According to the above description, the parameter set 
containing of the premise parameters determines a fuzzy 
classification system. Thus, different premise parameter sets 
determine different fuzzy classification systems resulting in 
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different performances. In the next section, each individual 
in GA is represented as a fuzzy classification system and a 
method based on GA is proposed to select an appropriate 
fuzzy classification system to maximize the number of 
correctly classified patterns and minimize the number of 
fuzzy rules. 
111. SELECTION OF FUZZY CLASSIFICATION SYSTEM USING 
GENETIC ALGORITHM 
The genetic algorithm (GA) is a method to obtain an 
optimal solution by applying a theory of biological evolution 
[ 1,2]. The GA employs the Darwinian survival-of-the-fittest 
theory to yield the best of the characters among the 
population and perform a random information exchange to 
produce superior individual. The GA requires only the 
information about the fitness value determined by each 
parameter set. This differs from many optimization methods 
requiring the derivation information or the complete 
knowledge of the problem structure and parameter. In this 
paper, the GA is applied to choose an appropriate fuzzy 
system for data classification. In the GA approach, each 
individual is represented to determine a fuzzy system. The 
individual is used to partition the input space so that the 
fuzzy sets in the premise part are determined, and then the 
number of rules is determined from the complete concept. 
Furthermore, the training procedure in the preceding section 
is applied to determine the parameters in the consequent part 
corresponding to the individual. Here, a set of L individuals, 
P, called population, is expressed in the following: 
Each individual is viewed as a solution candidate and 
expressed by the following string expression: 
where p i ,  iE {1,2;..,m}, j E  {1,2,...,b,}, is a bit variable 
taking of either "1" or "0". We use the substring, 
{pi,pf;,. . . ,pk,}, to partition the i-th input space and 
determine the shapes of membership functions for the i-th 
input variable. The bit with "1" is used to describe the center 
position of one membership function. If the number of bits 
with "1" is d, , d, is viewed as the number of membership 
functions for the i-th input variable. Therefore, the rule 
number of the fuzzy system described by this individual pk 
is n d ,  in the sense of the complete concept. 
m 
I=I 
By means of the input vectors 51, = (xI I ,xI2 ;~- ,xm) ,  
t = 1,2,.--,n, the range [xy ,xyax]  of the i-th input variable 
is determined, where XY = min xIi and 
xm" = max xti . Therefore, the center position of each 
membership function with respect to the i-th variable can be 
determined by: 
te(1,2,...,n) 
&(1,2,...,n) 
c(~ ,~ , )  = XY +(I(i,j,) - l ) . s i ,  ji E {1,2,...,d,}, (13) 
where si = (xp"" - x F ) / ( b i  - 1). The notation, 
I(i,ji) E {1,2;-.,bi}, is defined to represent the index of the 
substring, {p~ ,p :2 , - - . , p~ l} ,  taking a value "1" with respect 
to the i-th input space. In order to determine the left and 
right width values of the membership function of the fuzzy 
set A(i,jj), iE  {1,2,..-,m}, ji E {1,2,-..,di}, we choose a 
constant a~ [0,1] so that the membership function values 
That is, from (2), 
of A(i,jj)(~(i,ji-I)) and A(i,j,)(c(i,ji+l)) are the value of a. 
and 
Therefore, the left and right width values of each 
membership function with respect to the i-th input variable 
can be respectively calculated by 
and 
where C ( ~ , ~ ) = X ~ ,  C ( ~ , ~ , + ~ ) = X -  and a ~ [ O , l ]  is a 
constant to control the overlapping of two adjacent 
membership functions. By means of the preceding process, 
the number and shapes of membership functions in the 
premise part are constructed to partition the input space, and 
the number of fuzzy rules is determined. 
An individual determines a fuzzy classification system. 
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In order to construct an appropriate fuzzy classification 
system to maximize the number of the correctly classified 
patterns and minimize the number of fuzzy rules, the fitness 
function is defined as follows [3,4]: 
where S(pk) is a rule set corresponding to the individual 
p , NCP( S(pk) ) denotes the number of correctly classified 
patterns by S(pk),  IS(pk)I denotes the number of fuzzy 
rules by S(pk),  WNcp is the weight of NCP( S(pk)), and 
W, is the weight of [S(pk)(. In general, the classification 
power of a classification system is more important than its 
compactness. Therefore, the weights should be specified as 
0 < W, << W, . In this way, the fitness function will guide 
the individual to find an appropriate fuzzy classification 
system to satisfy the desired objective. That is, the final 
selected fuzzy classification system using GA can 
simultaneously achieve the combinatorial objectives for 
maximizing the number of correctly classified patterns and 
minimize the number of fuzzy rules. 
Based on the above description, the procedure can be 
described as follows: 
Step 1: Set the number of individuals (L), the length of bits 
for each input variable (bJ, the crossover probability (pJ, 
the mutation probability (p,,,), the overlapping control 
constant ( a ) ,  the number of generations (N), the weight 
W,, for NCP( S(pk)), and the weight W, for IS(pk)l . 
Step 2: Generate the initial individual for G = 0 . 
Step 3: Let k = 1.  
Step 4: Determine the premise part of the fuzzy 
classification system from the k-th individual and determine 
the consequent part of the fuzzy classification system for the 
corresponding individual by the training procedure in 
Section 11. 
Step 5:  Calculate the fitness value for the k-th individual by 
(19). 
Step 6: If k = L , then go to Step 7; otherwise let k = k + 1 
and go to Step 4. 
Step 7: If G = N, then go to Step 9; otherwise let 
G = G + 1 and go to Step 8. 
Step 8: Generate new individuals by the reproduction, 
crossover and mutation operators, and then go to Step 3. 
Step 9: Based on the individual with the best fitness value of 
the final result, the desired fuzzy classification system can 
be determined. 
IV. ILLUSTRATED EXAMPLE 
In order to illustrate the proposed method, we consider 
a two-class classification problem shown in Fig. 1, where 
closed circles and open circles denote the pattems belonging 
to Class 1 and Class 2, respectively. For the classification 
problem, a fine fuzzy partition is required for the left half of 
the pattern space but a coarse fuzzy partition is appropriate 
for the right half. The parameter specifications for the 
proposed method are given in the following. The number of 
individuals: L = 50, the length of bits for the input variable 
x,  : b, = 1 5 ,  the length of bits for the input variable x2 : 
b, = 15, the length of individual: b, + b, = 30, the 
crossover probability: p, = 0.9, the mutation probability: 
p, = 0.1 , the overlapping control constant: a = 0.15 , the 
number of generations: N = 50, the weight W,,, = 10, 
and the weight W, = 1 .  Following the proposed method, 
the selected significant fuzzy sets of each input variable are 
shown in Fig. 2, and the selected fuzzy classification system 
has ten fuzzy rules shdwn in Table. 1. The classification 
result corresponding to the selected fuzzy classification 
system is shown in Fig. 3. From the above results, it is 
obvious that the proposed method can extract significant 
fuzzy sets of each input variable such that the number of 
fuzzy rules is minimized and the data pattems can be 
correctly classified. 
Fig. 1 A two-class classification problem 
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Fig. 2 The selected membership functions for each input variable 
~~ 
Input vanable x, 
0 1  0 
0 0.2 0.4 0.6 0.0 1 
Input vanable x z  
V. CONCLUSIONS 
Class Gradeof 
In this paper, a GA-based method was proposed to 
eficiently construct a fuzzy system for data classification. 
An individual in the GA is organized to represent a fuzzy 
system. A method based on GA is proposed such that the 
selected fuzzy system can maximize the number of correctly 
classified patterns and minimize the rule number of the 
selected fuzzy system. In the simulation, it was shown that 
the proposed method has the desired objective. 
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