The cohomology rings of regular semisimple Hessenberg varieties for
  $h=(h(1),n,\ldots,n)$ by Abe, Hiraku et al.
ar
X
iv
:1
70
4.
00
93
4v
1 
 [m
ath
.A
G]
  4
 A
pr
 20
17
THE COHOMOLOGY RINGS OF REGULAR SEMISIMPLE
HESSENBERG VARIETIES FOR h = (h(1), n, . . . , n)
HIRAKU ABE, TATSUYA HORIGUCHI, AND MIKIYA MASUDA
Abstract. We investigate the cohomology rings of regular semisimple Hessen-
berg varieties whose Hessenberg functions are of the form h = (h(1), n . . . , n) in
Lie type An−1. The main result of this paper gives an explicit presentation of
the cohomology rings in terms of generators and their relations. Our presentation
naturally specializes to Borel’s presentation of the cohomology ring of the flag
variety and it is compatible with the representation of the symmetric group Sn
on the cohomology constructed by J. Tymoczko. As a corollary, we also give an
explicit presentation of the Sn-invariant subring of the cohomology ring.
1. Introduction
Hessenberg varieties form an interesting class of algebraic subsets of the full flag
variety, and they have been studied in the contexts of geometry (see for example [11,
8, 36, 24, 27, 1]), combinatorics (see e.g. [31, 37, 7, 21, 12, 22]), and representation
theory (see e.g. [32, 35, 28, 16, 25, 5]). Let A : Cn → Cn be a linear operator
and h : {1, 2, . . . , n} → {1, 2, . . . , n} a Hessenberg function, i.e. a non-decreasing
function satisfying h(i) ≥ i (1 ≤ i ≤ n). The Hessenberg variety (in Lie type
An−1) associated to A and h is defined as
Hess(A, h) := {V• ∈ F lag(C
n) | AVi ⊂ Vh(i) for all 1 ≤ i ≤ n}
where V• = (V1 ⊂ V2 ⊂ · · · ⊂ Vn = C
n) is a sequence of linear subspaces of Cn with
dimC Vi = i (1 ≤ i ≤ n). A celebrated example is the Springer fiber, i.e. taking A to
be a nilpotent operator and the Hessenberg function h to be the identity function,
and it is well-known that the Springer fiber plays a fundamental role in geometric
representation theory of the symmetric group Sn ([32]). Geometry and topology of
Hess(A, h) reflects properties of the linear operator A, and it appears in several areas
of mathematics (e.g. representation theory, graph theory, and theory of hyperplane
arrangements) depending on choices of appropriate operators.
When we take a regular semisimple operator S (i.e. a diagonalizable matrix with
distinct eigenvalues), the associated Hessenberg variety Hess(S, h) is called a regular
semisimple Hessenberg variety, and it is a smooth complex submanifold of the
flag variety for all h ([11]). Among them, when we take the Hessenberg function
h to be the one satisfying h(i) = n (1 ≤ i ≤ n), it is the ambient flag variety
itself, and when we take h(i) = i + 1 (1 ≤ i < n), it is the toric variery associated
with the fan consisting of the collection of Weyl chambers of the root system of
Lie type An−1 ([11]). Since the latter is essentially the minimum case, it means
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that the regular semisimple Hessenberg varieties Hess(S, h) provide us a (discrete)
family of complex submanifolds of the flag variety, connecting the flag variety itself
and the toric variety described above. The cohomology rings of the two extremal
cases (i.e. the flag variety and the toric variety) are well understood and presented
explicitly, but for the intermediate cases the ring structure of the cohomology has
not been studied well. In particular, explicit presentations of the cohomology rings
of intermediate cases are not known. So it is interesting both from geometric and
algebraic point of view to determine the cohomology rings of regular semisimple
Hessenberg varieties. The cohomology rings of some other kinds of Hessenberg
varieties have been studied in [35, 13, 20, 2, 4, 6] for example, and in these cases the
generators of the cohomology rings come from the cohomology of the flag variety.
However, in the case of regular semisimple Hessenberg varieties, the restriction map
from the cohomology of the flag variety is not surjective in general, and there is
a difficulty of finding those cohomology classes which do not come from the flag
variety. On the other hand, regular semisimple Hessenberg varieties have natural
torus actions as in the case of the flag variety, and their equivariant cohomology
rings admit a presentation called GKM presentation developped in [17] so that
we can study the ordinary cohomology rings from the torus equivariant cohomology
rings ([37]).
Another aspect of regular semisimple Hessenberg varieties is the representation of
the symmetric group Sn on their cohomology H
∗(Hess(S, h);C) constructed by J.
Tymoczko ([37]). Shareshian and Wahcs observed its dependence on the Hessenberg
function h, and they announced a beautiful conjecture which states that the Sn-
representation on H∗(Hess(S, h);C) is described by the chromatic quasisymmetric
function of a graph associated to the Hessenberg function h ([29, 30]). This conjec-
ture has been proved by an algebro-geometric method given by Brosnan-Chow ([9]),
and soon later Guay-Paquet gave a combinatorial proof ([18]). Since Shareshian
and Wachs had already described the Schur basis expansion of the chromatic qua-
sisymmetric function in [30], this means that the irreducible decomposition of the
Sn-representation on the cohomology is determined for arbitrary h. However, the
Shareshian-Wachs conjecture was announced as a major step toward to the Stanley-
Stembridge conjecture in graph theory which states that the chromatic quasisym-
metric function of the incomparability graph of a (3 + 1)-free poset is e-positive
([34, Conjecture 5.5], [33, Conjecture 5.1]). In fact, to solve the Stanley-Stembridge
conjecture, Shareshian and Wahcs also conjectured that the Sn-representation on
the cohomology H∗(Hess(S, h);C) is a permutation representation ([29, Conjecture
5.4], [30, Conjecture 10.4]). It is known that the Stanley-Stembridge conjecture is
true if so is the latter conjecture given by Shareshian-Wahcs (See [30] for details).
TheSn-representation on the cohomologyH
∗(Hess(S, h);C) of the regular semisim-
ple Hessenberg variety also plays a role of a connection of Hess(S, h) to other regular
Hessenberg varieties (i.e. the ones defined for regular matrices). As an evidence,
the Sn-invariant subring of H
∗(Hess(S, h);C) in fact gives us the cohomology ring
of the regular nilpotent Hessenberg variety with the same function h ([3]). Also, if
λ is a partition of n, then there is an associated Young subgroup Sλ ⊂ Sn, and the
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dimension of the Sλ-invariant subgroup of H
i(Hess(S, h);C) coincides with the di-
mension of the degree i component of the cohomology of regular Hessenberg variety
of type λ with the same function h, for all integers i ([9]).
In this paper, we determine the ring structure of the cohomologyH∗(Hess(S, h);Z)
of regular semisimple Hessenberg varieties in Z coefficients whose Hessenberg func-
tions are of the form h = (h(1), n, . . . , n), i.e. 1 ≤ h(1) ≤ n and h(j) = n (2 ≤
j ≤ n). In particular, we give a finite list of ring generators which is compati-
ble with Tymoczko’s Sn-action, and we determine their relations (Theorem 4.3).
There are three advantages of our presentation; (1) it extends Borel’s presentation
of the cohomology ring of the flag variety, (2) it manifestly exhibits that the Sn-
representation in our case is a permutation representation, (3) the Sn-invariant sub-
ring H∗(Hess(S, h))Sn is presented as well, and in Q coefficients it is naturally identi-
fied with the presentation of the cohomology ring of the corresponding regular nilpo-
tent Hessenberg variety given in [3]. We note that, in our case h = (h(1), n, . . . , n),
it is known that the Sn-representation on H
∗(Hess(S, h);C) is a permutation repre-
sentation (See Section 4.2 for details), but our result shows that it is visible at the
level of its ring structure.
This paper is organized as follows. In Section 2, we briefly recall basic properties
of regular semisimple Hessenberg varieties and Tymoczko’s Sn-action on their co-
homology rings. After that, we concentrate on the case h = (h(1), n, . . . , n), and we
describe an arithmetic formula for their Poincare´ polynomials in Section 3. Finally,
we describe the ring structure of cohomology of the regular semisimple Hessenberg
varieties in Section 4, and we see that the Sn-action is naturally described in our
presentation.
Acknowledgements. The first author is partially supported by a JSPS Grant-
in-Aid for Young Scientists (B): 15K17544 and a JSPS Research Fellowship for
Young Scientists Postdoctoral Fellow: 16J04761. The second author was partially
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2. Background and notations
In this section, we recall some background, and establish some notations for the
rest of the paper. We work with cohomology with coefficients in Z throughout this
paper unless otherwise specified.
2.1. Regular semisimple Hessenberg varieties. Let n be a positive integer,
and we use the notation [n] := {1, 2, . . . , n} throughout this paper. A Hessenberg
function is a nondecreasing function h : [n] → [n] satisfying h(i) ≥ i for all i ∈
[n]. We frequently write a Hessenberg function by listing its values in a sequence,
i.e. h = (h(1), h(2), . . . , h(n)). We may identify a Hessenberg function h with a
configuration of the shaded boxes on a square grid of size n × n which consists of
boxes in the i-th row and the j-th column satisfying i ≤ h(j) for i, j ∈ [n], as we
illustrate in the following example.
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Example 2.1. Let n = 5. The Hessenberg function h = (3, 3, 4, 5, 5) corresponds to
the configuration of the shaded boxes drawn in Figure 1.
Figure 1. The configuration corresponding to h = (3, 3, 4, 5, 5).
The flag variety F lag(Cn) consists of nested sequences of linear subspaces of Cn
V• := (V1 ⊂ V2 ⊂ · · · ⊂ Vn = C
n)
where Vi is of dimension i. For a linear operator A : C
n → Cn and a Hessenberg
function h : [n]→ [n], a Hessenberg variety is defined as follows:
Hess(A, h) = {V• ∈ F lag(C
n) | AVi ⊂ Vh(i) for all i ∈ [n]}.
In this paper, we focus on Hess(S, h) where S is a regular semisimple operator (i.e. a
diagonalizable matrix with distinct eigenvalues). The Hess(S, h) is called a regular
semisimple Hessenberg variety. In what follows, we assume that S is diagonal
with respect to the standard basis of Cn. Since its topology does not depend on
the eigenvalues of S (see specifically Theorem 2.2 and Proposition 2.3 below), we
denote Hess(S, h) simply by X(h). We note that when h(i) = n (1 ≤ i ≤ n) we have
X(h) = F lag(Cn) and when h(i) = i + 1 (1 ≤ i < n) it is known that X(h) is the
toric variety associated with the fan consisting of the collection of Weyl chambers
of the root system of type An−1 ([11]). The following theorem gives some basic
properties of X(h).
Theorem 2.2. ([11, Theorem 6 and Theorem 8] ) Let X(h) be a regular semisimple
Hessenberg variety. Then the following hold.
(1) X(h) is smooth equidimensional of dimension equal to
n∑
i=1
(h(i)− i).
(2) The integral cohomology group of X is torsion-free, and the odd-degree coho-
mology groups vanish.
(3) Let P (X(h), q) denote the Poincare´ polynomial of X(h) with deg(q) = 2.
Then we have
P (X(h), q) =
∑
w∈Sn
qdh(w)
where Sn is the n-th symmetric group and dh(w) is the cardinality of the
following set:
Dh(w) := {(j, i) | 1 ≤ j < i ≤ n, w(j) > w(i), i ≤ h(j)}.
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2.2. Torus equivariant cohomology of X(h). Let T be the following n-dimensional
torus in the general linear group GL(n,C):
T :=




g1
g2
. . .
gn


∣∣∣∣∣∣∣∣
gi ∈ C
∗ for all i = 1, 2, . . . , n

 .
Since the flag variety F lag(Cn) has a natural action of GL(n,C), the torus T acts on
F lag(Cn) by its restriction. This T -action preserves a regular semisimple Hessenberg
variety X(h) since the elements of T commute with the diagonal operator S, and
X(h) contains all the T -fixed points F lag(Cn)T of the flag variety F lag(Cn) ([11,
Proposition 3]). So we see that
X(h)T = F lag(Cn)T ∼= Sn
where Sn is the n-th symmetric group. Here, the identification F lag(C
n)T ∼= Sn
is given by sending w ∈ Sn to the flag V• specified by Vi := spanC{ew(1), . . . , ew(i)}
where {e1, . . . , en} is the standard basis of C
n.
The T -equivariant cohomology H∗T (X(h)) is defined to be the ordinary cohomol-
ogy H∗(ET ×T X(h)) where ET → BT is a universal principal bundle of T . In
particular, we have ring homomorphisms
H∗(BT )→ H∗T (X(h))→ H
∗(X(h))
since ET ×T X(h) → BT is a fiber bundle with fiber X(h). Let ti be the first
Chern class of the line bundle over BT corresponding to the projection T → C∗;
diag(g1, . . . , gn) 7→ gi. Then we may identify H
∗(BT ) with the polynomial ring
Z[t1, . . . , tn] with deg(ti) = 2 for all i = 1, . . . , n. Since X(h) has no odd-degree
cohomology as we saw in Theorem 2.2 (2), we have the following properties ([26]):
• Z[t1, . . . , tn] = H
∗(BT )→ H∗T (X(h)) is injective,
• H∗T (X(h))→ H
∗(X(h)) is surjective,
• H∗(X(h)) ∼= H∗T (X(h))/(t1, . . . , tn) where (t1, . . . , tn) is the ideal ofH
∗
T (X(h))
generated by t1, . . . , tn,
• the restriction map H∗T (X(h))→ H
∗
T (X(h)
T ) =
⊕
w∈Sn
Z[t1, . . . , tn] is injec-
tive.
The second item above is particularly important for us; it means that we can
study the ordinary cohomology ring H∗(X(h)) from the equivariant cohomology
ring H∗T (X(h)), and the last item enables us to identify H
∗
T (X(h)) with a subring
of
⊕
w∈Sn
Z[t1, . . . , tn] which is described in the following proposition.
Proposition 2.3. ([37, Proposition 4.7] ) The image of the restriction map above
H∗T (X(h)) →֒
⊕
w∈Sn
Z[t1, . . . , tn] is given by
(2.1)

α ∈
⊕
w∈Sn
Z[t1, . . . , tn]
∣∣∣∣∣∣
α(w)− α(w′) is divisible by tw(i) − tw(j)
if there exist 1 ≤ j < i ≤ n satisfying
w′ = w(j i) and i ≤ h(j)


where α(w) is the w-component of α and (j i) is the transposition of j and i.
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Remark 2.4. Proposition 4.7 in [37] is given in C-coefficients, but it is valid for
Z-coefficients as well because of the following two reasons; (1) X(h) has a cellular
decomposition whose cells consist of the intersections of X(h) and the Schubert cells,
namely a Bialynicki-Birula’s cell decomposition (see [11] for details), (2) the weights
of the tangential representation of T at each fixed point are primitive vectors in
H2(BT ), and they are pairwise relatively prime in H∗(BT ) (cf. [19, Theorem 3.1]).
In fact, the condition (1) means that the Poincare´ duals of the closures of the cells
form an H∗(BT )-basis of H∗T (X(h)), and the condition (2) ensures that the image
of the restriction map H∗T (X(h)) →֒
⊕
w∈Sn
Z[t1, . . . , tn] lies on the subring (2.1)
and that the images of the Poincare´ duals form an Z[t1, . . . , tn]-basis of (2.1).
The set in (2.1) can be described by the so-called GKM graph whose vertex set
V and edge set E are given as follows:
V := Sn,
E := {(w,w′) ∈ Sn ×Sn | w
′ = w(j i) and j < i ≤ h(j) for some j, i}.
Additionally, we equip each edge (w,w′) such that w′ = w(j i) and j < i ≤ h(j)
with the data of the polynomial ±(tw(i)− tw(j)) (up to sign) arising in (2.1). We call
this labeled graph the GKM graph of X(h), and we denote it by Γ(h). In this
language, the condition in (2.1) says that the collection of polynomials (α(w))w∈Sn
satisfies the following: if w and w′ are connected in Γ(h) by an edge labeled by
tw(i) − tw(j), then the difference of the polynomials assigned for w and w
′ must be
divisible by the label. In this paper, we call the condition described in (2.1) the
GKM condition for Γ(h).
Example 2.5. Let n = 3. For h = (2, 3, 3) and h′ = (3, 3, 3), the corresponding
GKM graphs of X(h) are depicted in Figure 2 where we use the one-line notation
for each vertex.
❞
❞
❞
❞
❞
❞
❍
❍
❍
❍
❍
❍
✟
✟
✟
✟
✟
✟
123
321
132
312
213
231
Γ(h)
❞
❞
❞
❞
❞
❞
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
✟
123
321
132
312
213
231
Γ(h′)
labels
= t1 − t2
= t2 − t3
= t1 − t3
Figure 2. The GKM graphs Γ(h) and Γ(h′)
For example, the collection of polynomials in Figure 3 is an element of H∗T (X(h))
but not of H∗T (X(h
′)).
As we pointed out in the Introduction, the restriction map H∗(F lag(Cn)) →
H∗(X(h)) is not surjective in general. In fact, whenever X(h) is not F lag(Cn), the
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❞
❞
❞
❞
❞
❞
❍
❍
❍
❍
❍
❍
✟
✟
✟
✟
✟
✟
t2 − t3
0
0
0
t1 − t3
0
Figure 3. An element of H∗T (X(h)).
map is not surjective since the total dimensions of H∗(F lag(Cn)) and H∗(X(h)) are
always the same (Theorem 2.2 (3)) while the degrees of the highest components are
different (Theorem 2.2 (1)). However, since we have the graphical presentation of the
equivariant cohomology ring H∗T (X(h)) given in Proposition 2.3, the surjecitivity of
the homomorphism H∗T (X(h)) → H
∗(X(h)) implies that we can use this graphical
presentation of H∗T (X(h)) to seek those classes as we will do in Section 4.
2.3. Sn-action on H
∗
T (X(h)). We now describe the Sn-action on H
∗
T (X(h)) con-
structed by Tymoczko [37]. For v ∈ Sn and α = (α(w)) ∈
⊕
w∈Sn
Z[t1, . . . , tn], we
define the element v · α by the formula
(2.2) (v · α)(w) := v · α(v−1w) for all w ∈ Sn
where v · f(t1, . . . , tn) = f(tv(1), . . . , tv(n)) for f(t1, . . . , tn) ∈ Z[t1, . . . , tn] in the
right-hand side. This Sn-action preserves the subset (2.1), and hence it defines an
Sn-action on the equivariant cohomology H
∗
T (X(h)) by Proposition 2.3. Since we
have v · ti = tv(i) for ti = (ti)w∈Sn, the Sn-action on H
∗
T (X(h)) induces an Sn-action
on the ordinary cohomology H∗(X(h)) ∼= H∗T (X(h))/(t1, . . . , tn).
This Sn-action on H
∗(X(h)) has a surprising connection with graph theory as fol-
lows. Shareshian andWachs formulated a beautiful conjecture relating the chromatic
quasisymmetric function of the incomparability graph of a natural unit interval or-
der and Tymoczko’s Sn-representation above on the cohomology
1 of the associated
regular semisimple Hessenberg variety ([29, Conjecture 1.2]). Also, they determined
the coefficients in the Schur basis expansion of the chromatic quasisymmetric func-
tion in terms of combinatorics ([30, Theroem 6.3]). Recently, the Shareshian-Wachs
conjecture was solved by Brosnan and Chow from a geometric viewpoint ([9]), and
a combinatorial proof was also given by Guay-Paquet soon later ([18]). This means
that the irreducible decomposition of Tymoczko’s Sn-representation on the coho-
mology H∗(X(h);C) is determined for any Hessenberg function h. Interestingly,
Shareshian and Wachs conjecture more; they have a further conjecture that the
Sn-representation on H
∗(X(h);C) is a permutation representation (see Conjecture
2.6 below), and it is known that if this is true then so is the Stanley-Stembridge
conjecture in graph theory which states that the chromatic quasisymmetric func-
tion of the incomparability graph of a (3 + 1)-free poset is e-positive. That is, the
Stanley-Stembridge conjecture is reduced to the following conjecture.
1They worked with cohomology with coefficients in C.
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Conjecture 2.6. ([29, Conjecture 5.4], [30, Conjecture 10.4]) TheSn-representation
on H2k(X(h);C) constructed by Tymoczko is a permutation representation, i.e. a
direct sum of induced representations of the trivial representation from Sλ to Sn
where Sλ = Sλ1 × · · · ×Sλℓ for λ = (λ1, . . . , λℓ).
3. Poincare´ polynomial of X(h) for h = (h(1), n, . . . , n)
We described the Poincare´ polynomial of a regular semisimple Hessenberg variety
X(h) in Theorem 2.2 (3) as
P (X(h), q) =
∑
w∈Sn
qdh(w)
where we have deg(q) = 2. In this section, we give an arithmetic formula for the
Poincare´ polynomial P (X(h), q) which works for the case h = (h(1), n, . . . , n), i.e.
1 ≤ h(1) ≤ n and h(j) = n (2 ≤ j ≤ n).
Recall that we may identify a Hessenberg function with a configuration of the
shaded boxes (see Example 2.1). We first observe how the Poincare´ polynomial
P (X(h), q) changes when we add a shaded box to (the configuration of) h so that
the resulting configuration corresponds to a Hessenberg function h′. We note that
the geometric interpretation of this situation is the inclusion X(h) ⊂ X(h′) of codi-
mension 1 by Theorem 2.2 (1).
More precisely, let h be a Hessenberg function satisfying the condition h(r) <
h(r + 1) for some 1 ≤ r < n. Then, the function defined by
h′ := (h(1), . . . , h(r − 1), h(r) + 1, h(r + 1), . . . , h(n))
is also a Hessenberg function. In the language of configurations of shaded boxes,
this Hessenberg function h′ is obtained from h by placing a new box on the position
located at (h(r) + 1)-th row and the r-th column.
← (h(r) + 1)-th row
↓
r-th column
h h′
Figure 4. The pictures of h and h′.
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To compare the Poincare´ polynomials P (X(h), q) and P (X(h′), q), let us consider
the following polynomials:
P h,h
′
+ (q) =
∑
i≥0
|{w ∈ Sn | dh(w) = i, w(r) < w(h
′(r))}|qi,(3.1)
P h,h
′
− (q) =
∑
i≥0
|{w ∈ Sn | dh(w) = i, w(r) > w(h
′(r))}|qi.(3.2)
As we will see below, these polynomials play an important role for understanding
the difference of P (X(h), q) and P (X(h′), q). From Theorem 2.2 (3), it is easy to
see that
P (X(h), q) = P h,h
′
+ (q) + P
h,h′
− (q), P (X(h
′), q) = P h,h
′
+ (q) + qP
h,h′
− (q)(3.3)
which imply
P (X(h), q)− P (X(h′), q) = (1− q)P h,h
′
− (q).(3.4)
On the other hand, from the Poincare´ duality forX(h) and X(h′) (Theorem 2.2 (1)),
we have the following symmetry
P (X(h), q) = qmP (X(h), q−1), P (X(h′), q) = qm+1P (X(h′), q−1)
where m = dimCX(h). Multiplying (3.4) for q being replaced with q
−1 by qm+1, we
obtain
(3.5) qP (X(h), q)− P (X(h′), q) = qm(q − 1)P h,h
′
− (q
−1).
Now, from (3.4) and (3.5), the Poincare´ polynomial P (X(h), q) can be written as
P (X(h), q) = P h,h
′
− (q) + q
mP h,h
′
− (q
−1).
Comparing this with (3.3), we obtain
P h,h
′
+ (q) = q
mP h,h
′
− (q
−1), equivalently P h,h
′
− (q) = q
mP h,h
′
+ (q
−1).(3.6)
This means that the Poincare polynomial P (X(h), q) is determined from P h,h
′
+ (q).
The next lemma tells us how this polynomial P h,h
′
+ (q) behaves when we further add
a new box to the r-th column.
Lemma 3.1. Let h be a Hessenberg function satisfying the condition h(r) + 1 <
h(r + 1) for some 1 ≤ r < n so that
h′ := (h(1), . . . , h(r − 1), h(r) + 1, h(r + 1), . . . , h(n)),
h′′ := (h(1), . . . , h(r − 1), h(r) + 2, h(r + 1), . . . , h(n))
are Hessenberg functions. If h(h′(r)) = h(h′′(r)), then P h,h
′
+ (q) = P
h′,h′′
+ (q).
Proof. For simplicity, we put
A := {w ∈ Sn | w(r) < w(h
′(r))}, B := {w ∈ Sn | w(r) < w(h
′′(r))}.
Then, from the definition (3.1), our claim is equivalent to the equality
|{w ∈ A | dh(w) = i}| = |{w ∈ B | dh′(w) = i}| for each i.
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Note first that the transposition τ := (h′(r) h′′(r)) interchanging h′(r) and h′′(r)
makes sense since we have h′(r) < h′′(r) by our assumption. So the multiplication
map of Sn by the transposition τ from the right gives a bijection from A to B
preserving the intersection A ∩ B. Thus, it is enough to prove the following two
claims:
Case 1 : if w ∈ A ∩ B, then dh(w) = dh′(w),
Case 2 : if w ∈ A \ A ∩ B, then w′ := wτ ∈ B \ A ∩B satisfies dh(w) = dh′(w
′).
Proof of Case 1. If w ∈ A ∩B, then w(r) < w(h′(r)), so we have dh(w) = dh′(w).
Proof of Case 2. Let w ∈ A \ A ∩ B and w′ = wτ ∈ B \ A ∩ B. Noting that
h′′(r)(= h(r)+2) ≤ h(r+1) from the assumption, we can write w and w′ in one-line
notation as follows:
w = w(1) · · ·w(r) · · ·w(h(r)) w(h′(r)) w(h′′(r)) · · ·w(h(r + 1)) · · ·w(n),
w′ = w(1) · · ·w(r) · · ·w(h(r)) w(h′′(r)) w(h′(r)) · · ·w(h(r + 1)) · · ·w(n).
The claim we need to show is |Dh(w)| = |Dh′(w
′)| whereDh(w) is defined in Theorem
2.2 (2). To prove this, we compare these sets Dh(w) and Dh′(w
′). Note that h
and h′ differ only at r-th values and that w′ is obtained from w by interchanging
w(h′(r)) and w(h′′(r)) in one-line notation as we saw above. So, with the assumption
h(h′(r)) = h(h′′(r)), it follows that (i, j) ∈ Dh(w) is equivalent to (τ(i), τ(j)) ∈
Dh′(w
′) unless (i, j) is one of the following:
(r, h′(r)), (r, h′′(r)), (h′(r), h′′(r)).(3.7)
So we focus on these pairs in what follows. Since w ∈ A\A∩B and w′ ∈ B \A∩B,
we have
w(h′′(r)) < w(r) < w(h′(r)).
This means that the third pair (h′(r), h′′(r)) in (3.7) is an element of Dh(w) since
we have h′′(r) ≤ h(h′′(r)) = h(h′(r)) by the assumption, but it is not an element
of Dh′(w
′) since w′ is obtained from w by replacing w(h′(r)) and w(h′′(r)) in the
one-line notation of w. Namely, we have
(h′(r), h′′(r)) ∈ Dh(w) \Dh′(w
′).
The first pair (r, h′(r)) in (3.7) is not an element of Dh(w) since h
′(r) 6≤ h(r), but
it is an element of Dh′(w
′) since w′(r) = w(r) 6< w(h′′(r)) = w′(h′(r)). So we have
(r, h′(r)) ∈ Dh′(w
′) \Dh(w).
Lastly, the second pair (r, h′′(r)) in (3.7) is not an element of neither Dh(w) nor
Dh′(w
′) since we have h′′(r) 6≤ h(r) and w′(r) = w(r) 6> w(h′(r)) = w′(h′′(r)), i.e.
(r, h′′(r)) /∈ Dh(w) ∪Dh′(w
′).
Therefore, we conclude that |Dh(w)| = |Dh′(w
′)|, as desired. 
Now we can express an arithmetic formula for the Poincare´ polynomial P (X(h), q)
(cf. Theorem 2.2 (3)) whose Hessenberg function is of the form h = (h(1), n, . . . , n).
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Lemma 3.2. If h = (h(1), n, . . . , n), then the Poincare´ polynomial of X(h) is given
by
P (X(h), q) =
1− qh(1)
1− q
n−1∏
j=1
1− qj
1− q
+ (n− 1)qh(1)−1
1− qn−h(1)
1− q
n−2∏
j=1
1− qj
1− q
.(3.8)
Proof. Since it is well-known that
P (F lag(Cn), q) =
n∏
j=1
1− qj
1− q
which gives the claim (3.8) for the case h(1) = n, we can assume that h(1) < n. We
first prove that
P h,h
′
+ (q) =
( n−1∑
k=1
kqk−1
) n−2∏
j=1
1− qj
1− q
(3.9)
for h = (h(1), n, . . . , n) and h′ = (h(1) + 1, n, . . . , n). From Lemma 3.1, it is enough
to prove (3.9) for h(1) = n − 1 (i.e. h′(1) = n). We fix integers a and b with
1 ≤ a < b ≤ n. For w ∈ Sn satisfying w(1) = a and w(n) = b, we have
dh(w) = |{(j, i) | 2 ≤ j < i ≤ n− 1, w(j) > w(i)}|
+ |{(1, i) | 1 < i < n, a > w(i)}|
+ |{(j, n) | 1 < j < n, w(j) > b}|
= |{(j, i) | 2 ≤ j < i ≤ n− 1, w(j) > w(i)}|+ (a− 1) + (n− b).
So it follows that ∑
w∈Sn
w(1)=a,w(n)=b
qdh(w) = q(a−1)+(n−b)
∑
v∈Sn−2
qℓ(v)
= q(a−1)+(n−b)P (F lag(Cn−2), q)
= q(a−1)+(n−b)
n−2∏
j=1
1− qj
1− q
.
where ℓ(v) is the number of inversions of v ∈ Sn−2. Thus, from (3.1) we obtain
P h,h
′
+ (q) =
∑
1≤a<b≤n
q(a−1)+(n−b)
n−2∏
j=1
1− qj
1− q
=
( ∑
1≤a<b≤n
qa−b
)
qn−1
n−2∏
j=1
1− qj
1− q
=
( n−1∑
k=1
kqk−1
) n−2∏
j=1
1− qj
1− q
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which is exactly (3.9) as we claimed. Hence, from (3.6) we obtain
P h,h
′
− (q) = q
h(1)−1
( n−1∑
k=1
(n− k)qk−1
) n−2∏
j=1
1− qj
1− q
.
Now, the claim (3.8) follows from (3.3). 
4. Cohomology rings of X(h) for h = (h(1), n, . . . , n)
In this section, we give an explicit presentation of the cohomology rings H∗(X(h))
of regular semisimple Hessenberg varieties X(h) for h = (h(1), n, . . . , n) in terms of
ring generators and their relations. Through this presentation, we will determine
the Sn-representation on H
∗(X(h);C) in Section 4.2. We will also give an explicit
presentation of the Sn-invariant subring H
∗(X(h))Sn with Z-coefficients in Section
4.3, and compare with the fact that H∗(X(h);Q)Sn is isomorphic to the cohomology
ring of regular nilpotent Hessenberg variety with the same Hessenberg function in
Q-coefficients.
4.1. The ring structure of H∗(X(h)). As explained in Section 2, the restriction
map H∗(F lag(Cn)) → H∗(X(h)) is not surjective in general, and it is not obvious
how to find ring generators of H∗(X(h)). For this purpose, we first study the T -
equivariant cohomology ring H∗T (X(h)) through its graphical presentation given in
Proposition 2.3, and we study certain classes which do not come fromH∗T (F lag(C
n))
in general.
For any Hessenberg function h, we first define classes xk and yk in the equivariant
cohomology H∗T (X(h)) for 1 ≤ k ≤ n as follows. For w ∈ Sn, let
2
xk(w) := tw(k),(4.1)
yk(w) :=
{∏h(1)
ℓ=2 (tk − tw(ℓ)) if w(1) = k
0 if w(1) 6= k
(4.2)
where we take the convention
∏h(1)
ℓ=2 (tk − tw(ℓ)) = 1 when h(1) = 1. Then xk =
(xk(w))w∈Sn and yk = (yk(w))w∈Sn satisfy the condition in (2.1) (see [3, Lemma 10.2])
so that we have xk ∈ H
2
T (X(h)) and yk ∈ H
2(h(1)−1)
T (X(h)). Note that the class yk
is supported on the set of permutations w ∈ Sn with w(1) = k, while xk is non-zero
on any w-component. Note that the xk is the image of the T -equivariant first Chern
class of the k-th tautological line bundle over F lag(Cn) under the restriction map
H∗T (F lag(C
n))→ H∗T (X(h)). It is well-known that
(4.3) H∗T (F lag(C
n)) ∼= Z[X1, . . . , Xn, t1, . . . , tn]/(ei(X)− ei(t) | 1 ≤ i ≤ n)
by sending Xk to xk and tk to tk for all k = 1, . . . , n. Here, ei(X) (resp. ei(t)) is the
i-th elementary symmetric polynomial in the variables X1, . . . , Xn (resp. t1, . . . , tn).
In particular, we have
(4.4) H∗(F lag(Cn)) ∼= Z[X1, . . . , Xn]/(ei(X) | 1 ≤ i ≤ n).
2The class yk defined here is the yj,k ∈ H
2(h(j)−j)
T (X(h)) for j = 1 introduced by [3].
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We list some of the basic relations between the classes xk and yk′ in the following
lemma.
Lemma 4.1. The following hold:
(1) ykyk′ = 0 (1 ≤ k 6= k
′ ≤ n),
(2) x1yk = tkyk (1 ≤ k ≤ n),
(3) yk
∏n
ℓ=h(1)+1(tk − xℓ) =
∏n
ℓ=2(tk − xℓ) (1 ≤ k ≤ n),
(4)
∑n
k=1 yk =
∏h(1)
ℓ=2 (x1 − xℓ)
where we take the convention
∏n
ℓ=n+1(−xℓ) = 1 in (3) and
∏1
ℓ=2(x1−xℓ) = 1 in (4).
Proof. It is easy to check that the w-components of both sides are the same for all
w ∈ Sn. Since the restriction map H
∗
T (X(h))→ H
∗
T (X(h)
T ) =
⊕
w∈Sn
Z[t1, . . . , tn]
is injective, we are done. 
Multiplying both sides of (4) in Lemma 4.1 by yk, we also have
(4.5) y2k = yk
h(1)∏
ℓ=2
(tk − xℓ)
by (1) and (2) in Lemma 4.1.
Proposition 4.2. If h = (h(1), n, . . . , n), then the classes xk, yk, tk (1 ≤ k ≤ n)
generate H∗T (X(h)) as a Z-algebra.
Proof. We prove this proposition by induction on n along the idea in [14]. We
decompose the symmetric group Sn into the following subsets for i = 1, . . . , n:
S
i
n := {w ∈ Sn | w(i) = n}.
Namely, we have Sn =
⋃n
i=1S
i
n which is a disjoint union. Let Γ(h) be the GKM
graph of X(h) described in Section 2. We denote by Γi(h) the full subgraph of Γ(h)
whose vertex set is Sin. We think of h as a configuration of the boxes as explained in
Section 2.1, and let hi be a Hessenberg function obtained by removing all the boxes
in the i-th row and all the boxes in the i-th column (See Figure 5). Then Γi(h)
is naturally identified with Γ(hi) so that we can apply the inductive assumption to
Γi(h).
i-th row →
↓
i-th column
❀
remove
❀
h hi
Figure 5. The configuration corresponding to hi.
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Let f be an arbitrary element of H∗T (X(h)). We show that f can be written as a
polynomial in the variables xk, yk, tk (1 ≤ k ≤ n) as follows.
Step 1. We prove that f can be written as a polynomial F1 in the variables xk, yk, tk
(1 ≤ k ≤ n) on S1n. In particular, f − F1 is equal to 0 on S
1
n, so we may assume
that f = 0 on S1n.
Step 2. Assume that f = 0 on
⋃q−1
p=1S
p
n for some q ≥ 2. We prove that there is
a polynomial Fq in the variables xk, yk, tk (1 ≤ k ≤ n) such that f − Fq is zero on⋃q
p=1S
p
n.
Proof of Step 1. Since Γ1(h) = Γ(h1) is the GKM graph of F lag(Cn−1), f can be
written as some polynomial in variables x
(1)
k , t
(1)
k (1 ≤ k ≤ n − 1) on S
1
n by (4.3).
Here, x
(1)
k and t
(1)
k on S
1
n are defined as follows: we identify S
1
n with Sn−1 by the
correspondence
S
1
n ∋ w 7→ w(2)w(3) · · ·w(n) ∈ Sn−1 (in one-line notation),
and x
(1)
k = (x
(1)
k (w))w∈S1n and t
(1)
k = (t
(1)
k (w))w∈S1n are defined by
x
(1)
k (w) = tw(k+1), t
(1)
k (w) = tk for w ∈ S
1
n.
This means that we have
x
(1)
k = xk+1, t
(1)
k = tk on S
1
n.
Hence, f can be written as some polynomial in the variables xk, tk (1 ≤ k ≤ n) on
S
1
n, as desired.
Proof of Step 2. We divide the proof of Step 2 into the following two cases.
Case 1 : 2 ≤ q ≤ h(1).
Case 2 : h(1) + 1 ≤ q ≤ n.
Case 1. Let w ∈ Sqn and (p q) be the transposition for 1 ≤ p ≤ q − 1. Then
w(p q) is an element of Spn and we have q ≤ h(p) because of the assumption for
Case 1. So the vertices w and w(p q) are connected by an edge of Γ(h) labeled by
the polynomial tw(p) − tw(q) = tw(p) − tn up to sign. By the assumption f = 0 on⋃q−1
p=1S
p
n, f(w) is divisible by tw(p) − tn for any w ∈ S
q
n, and hence there exists a
polynomial g(w) in the variables t1, . . . , tn for each w ∈ S
q
n such that
(4.6) f(w) = g(w)
q−1∏
p=1
(tw(p) − tn) (w ∈ S
q
n).
Let us write
g(w) =
∑
r≥0
gr(w)t
r
n
where each gr(w) is a polynomial in the variables t1, . . . , tn−1.
Claim. Each gr = (gr(w))w∈Sqn satisfies the GKM condition for Γ
q(h).
Proof of Claim. Let v ∈ Sqn be a vertex connected to the vertex w by an edge in
Γq(h). Then we can write v = w(j i) for some i and j with i 6= q, j 6= q since both
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w and v are in Sqn. Since w(j) = v(i), w(i) = v(j), and w(s) = v(s) for s 6= i, j, we
have
(4.7)
q−1∏
p=1
(tw(p) − tn) ≡
q−1∏
p=1
(tv(p) − tn) 6≡ 0 (mod tw(i) − tw(j)).
On the other hand, since f satisfies the GKM condition for Γ(h) (in particular, f
satisfies the GKM condition for Γq(h)), we have
f(w) ≡ f(v) (mod tw(i) − tw(j)),
while we have
f(w) = g(w)
q−1∏
p=1
(tw(p) − tn), f(v) = g(v)
q−1∏
p=1
(tv(p) − tn)
from (4.6). These together with (4.7) imply that
g(w) ≡ g(v) (mod tw(i) − tw(j)).
This means that gr(w) ≡ gr(v) (mod tw(i) − tw(j)) for each r, so we proved Claim.
From Claim above and the inductive assumption, each gr = (gr(w))w∈Sqn can be
expressed as a polynomial Gr(x
(q), y(q), t(q)) in the variables x
(q)
k , y
(q)
k , t
(q)
k (1 ≤ k ≤
n−1). Here, x
(q)
k = (x
(q)
k (w))w∈Sqn, y
(q)
k = (y
(q)
k (w))w∈Sqn, and t
(q)
k = (t
(q)
k (w))w∈Sqn are
defined by
x
(q)
k (w) := tw(k) for k < q,
x
(q)
k (w) := tw(k+1) for k ≥ q,
y
(q)
k (w) :=
{∏h(1)
ℓ=2,ℓ 6=q(tk − tw(ℓ)) if w(1) = k,
0 if w(1) 6= k,
(4.8)
t
(q)
k (w) := tk
for w ∈ Sqn. Since this means that we have
x
(q)
k = xk (k < q), x
(q)
k = xk+1 (k ≥ q), t
(q)
k = tk on S
q
n,
we denote Gr(x
(q), y(q), t(q)) by Gr(x, y
(q), t) which is a polynomial in the variables
xj , tj (1 ≤ j ≤ n) and y
(q)
k (1 ≤ k ≤ n − 1). From (4.5) and (1) in Lemma 4.1, it
follows that the polynomial Gr(x, y
(q), t) is a linear combination in the variables y
(q)
k
(1 ≤ k ≤ n− 1) over Z[x1, . . . , xn, t1, . . . , tn]. In addition, for w ∈ S
q
n, we have
tk − tw(q) = tw(1) − tn = (x1 − tn)(w) if w(1) = k,
y
(q)
k (w) = yk(w) = 0 if w(1) 6= k
which mean by (4.8) that
y
(q)
k (x1 − tn) = yk on S
q
n.
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Hence, from (4.6), we can write
(4.9) f = u0(x, t)
q−1∏
p=1
(tn − xp) +
n−1∑
k=1
uk(x, t)yk
q−1∏
p=2
(tn − xp) on S
q
n
for some polynomials u0, u1, . . . , un−1 in the variables xk, tk (1 ≤ k ≤ n). It is clear
that the first summand of the right-hand side in (4.9) is equal to 0 on
⋃q−1
p=1S
p
n.
The second summand is equal to 0 on
⋃q−1
p=1S
p
n as well, because yk = 0 on S
1
n for
1 ≤ k ≤ n−1 by (4.2) and
∏q−1
p=2(tn−xp) = 0 on
⋃q−1
p=2S
p
n. Therefore, the polynomial
f minus the right-hand side of (4.9) is equal to 0 on
⋃q
p=1S
p
n.
Case 2. Let w ∈ Sqn. Since q ≥ h(1) + 1 in this case, the vertices w and w(1 q) are
not connected by an edge of Γ(h). However, for 2 ≤ p ≤ q − 1, the vertices w and
w(p q) are connected by an edge of Γ(h) since h(p) = n. Hence, similarly to Case 1,
we can write
(4.10) f(w) = g(w)
q−1∏
p=2
(tn − tw(p)) (w ∈ S
q
n)
for some polynomial g(w) in the variables t1, . . . , tn for each w ∈ S
q
n. By an argu-
ment similar to the proof of Case 1, g := (g(w))w∈Sqn is a linear combination in the
variables y
(q)
k (1 ≤ k ≤ n−1) over Z[x1, . . . , xn, t1, . . . , tn] where y
(q)
k = (y
(q)
k (w))w∈Sqn
is defined by
y
(q)
k (w) :=
{∏h(1)
ℓ=2 (tk − tw(ℓ)) if w(1) = k,
0 if w(1) 6= k
for w ∈ Sqn. Note that since q ≥ h(1) + 1, we do not remove the factor tk − tw(ℓ) for
ℓ = q in the definition of y
(q)
k (cf. (4.8)). Thus, in this case we have
y
(q)
k (w) = yk(w) on S
q
n.
So, from (4.10), we can write
(4.11) f = u(x, y, t)
q−1∏
p=2
(tn − xp) on
q⋃
p=2
S
p
n
for some polynomial u in the variables xj , tj (1 ≤ j ≤ n) and yk (1 ≤ k ≤ n− 1). In
fact, this equality holds on Sqn from the argument above, and both sides of (4.11)
are zero on
⋃q−1
p=2S
p
n. Note that the left-hand side in (4.11) is equal to 0 on S
1
n, but
the right-hand side is not necessarily equal to 0. So, f minus the right-hand side
may not be equal to 0 on
⋃q
p=1S
p
n. However, since we have
yn(w) =
h(1)∏
ℓ=2
(tn − tw(ℓ)) for w ∈ S
1
n
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by the definition (4.2), it follows that
yn =
h(1)∏
ℓ=2
(tn − xℓ) on S
1
n.
This together with the assumption q ≥ h(1) + 1 implies that
(4.12)
q−1∏
p=2
(tn − xp) = yn
q−1∏
p=h(1)+1
(tn − xp) on S
1
n.
Furthermore, we have that
(4.13) yn
q−1∏
p=h(1)+1
(tn − xp) = 0 on Sn \S
1
n
since yn = 0 on Sn \S
1
n by (4.2). Now, it follows from (4.11) that
(4.14) f = u(x, y, t)
( q−1∏
p=2
(tn − xp)− yn
q−1∏
p=h(1)+1
(tn − xp)
)
on
q⋃
p=1
S
p
n.
In fact, (4.12) implies that the right-hand side of (4.14) is equal to 0 on S1n, and
(4.13) implies that the second summand in the right-hand side is equal to 0 on⋃q
p=2S
p
n as well. Therefore, f minus the right-hand side in (4.14) is equal to 0 on⋃q
p=1S
p
n, as desired.
Now we have proved the claims of Step 1 and Step 2, and hence by induction
on q, it follows that f can be written as a polynomial in the variables xk, yk, tk
(1 ≤ k ≤ n). 
We now state the main theorem of this paper where we use the convention for the
product symbol as in Lemma 4.1.
Theorem 4.3. If h = (h(1), n, . . . , n), then the cohomology ring of the regular
semisimple Hessenberg variety X(h) is given by
H∗(X(h)) ∼= Z[X1, . . . , Xn, Y1, . . . , Yn]/I
where deg(Xk) = 2, deg(Yk) = 2(h(1)−1) and I is the homogeneous ideal generated
by the following five types of elements:
(1) YkYk′ (1 ≤ k 6= k
′ ≤ n)
(2) X1Yk (1 ≤ k ≤ n)
(3) (
∏n
ℓ=h(1)+1(−Xℓ))Yk −
∏n
ℓ=2(−Xℓ) (1 ≤ k ≤ n)
(4)
∑n
k=1 Yk −
∏h(1)
ℓ=2 (X1 −Xℓ)
(5) the i-th elementary symmetric polynomial ei(X1, . . . , Xn) (1 ≤ i ≤ n)
Proof. Let xˇk (resp. yˇk) be the image of xk (resp. yk) under the homomorphism
H∗T (X(h))→ H
∗(X(h)). We define a ring homomorphism
Z[X1, . . . , Xn, Y1, . . . , Yn]→ H
∗(X(h)); Xk 7→ xˇk, Yk 7→ yˇk.
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This homomorphism is surjective from Proposition 4.2 and the surjectivity of the
homomorphism H∗T (X(h))→ H
∗(X(h)). From Lemma 4.1 and (4.4), the five types
of elements above are all sent to 0 under this homomorphism, and hence it induces
a surjective ring homomorphism
(4.15) ϕ : M∗(h) := Z[X1, . . . , Xn, Y1, . . . , Yn]/I ։ H
∗(X(h)).
Recall that the Poincare´ polynomial of X(h) is given by (3.8) in Lemma 3.2. Let
ad be the coefficient of q
d in (3.8) for each d ≥ 0. Then, since H∗(X(h)) is a free Z-
module, it is enough to show thatM2d(h) is generated by ad elements as a Z-module
for each d.
Since the relation (4.5) was derived algebraically from the four types of relations
in Lemma 4.1, the same computation works as well to see that
Y 2k = Yk
h(1)∏
ℓ=2
(−Xℓ) in M
∗(h).
This together with (1) and (4) in I implies that any element ofM∗(h) can be written
as
(4.16) u0(X) +
n−1∑
k=1
uk(X)Yk
where u0(X) and uk(X) are polynomials in the variables X1, . . . , Xn.
Case 1. We first determine the form of u0(X) in (4.16). Note first that u0(X)
can be written as a linear combination of the form
(4.17) X i11 X
i2
2 · · ·X
in
n (0 ≤ ij ≤ n− j)
over Z. In fact, for each 1 ≤ j ≤ n, we have
(4.18) Xn−j+1j = −
∑
i1+i2+···+ij=n−j+1
ij≤n−j
X i11 X
i2
2 · · ·X
ij
j in M
∗(h)
since it is known that the same relations hold in Z[X1, . . . , Xn]/(ei(X) | 1 ≤ i ≤ n)
(cf. [15, p163 Proof of Proposition 3]) and we have ei(X1, . . . , Xn) in I for all i. So
we can use this to see that u0(X) can be written as above. On the other hand, from
(2) and (4) in I we have
(4.19) X1
h(1)∏
ℓ=2
(X1 −Xℓ) = 0 in M
∗(h).
This implies that
∏h(1)
ℓ=1 Xℓ can be expressed by a Z-linear combination of monomials
which are less than
∏h(1)
ℓ=1 Xℓ with respect to the reverse lexicographic order on the set
of monomials, i.e. a monomial X i11 · · ·X
in−1
n−1 X
in
n is less than or equal to a monomial
Xj11 · · ·X
jn−1
n−1 X
jn
n if and only if (in, in−1, . . . , i1) ≤ (jn, jn−1, . . . , j1) where ≤ is the
lexicographic order. From this and (4.18) again, we see that u0(X) can be written as
a linear combination of the form (4.17) which does not contain the factor
∏h(1)
ℓ=1 Xℓ.
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The Hilbert series of a graded Z-submodule of the polynomial ring Z[X1, . . . , Xn]
generated by the monomials of the form (4.17) which contains the factor
∏h(1)
ℓ=1 Xℓ
is equal to
( n−h(1)∏
j=1
1− qj
1− q
)
qh(1)
n∏
j=n−h(1)+1
1− qj−1
1− q
=
qh(1) − qn
1− q
n−1∏
j=1
1− qj
1− q
where deg(q) = 2. Therefore, the Hilbert series of a graded Z-submodule of the
polynomial ring Z[X1, . . . , Xn] generated by the monomials of the form (4.17) which
does not contain the factor
∏h(1)
ℓ=1 Xℓ is equal to
n∏
j=1
1− qj
1− q
−
qh(1) − qn
1− q
n−1∏
j=1
1− qj
1− q
=
1− qh(1)
1− q
n−1∏
j=1
1− qj
1− q
which coincides with the first summand of the arithmetic formula (3.8) for the
Poincare´ polynomial of X(h).
Case 2. We next determine the form of
∑n−1
k=1 uk(X)Yk in (4.16). From (2) in
I, we may assume that each uk(X) is a polynomial in the variables X2, . . . , Xn.
Moreover, from (5) and (3) in I, we see that there are no summand of the form
ei(X2, . . . , Xn) (1 ≤ i ≤ n− 1) and
∏n
ℓ=h(1)+1Xℓ in uk(X) for any k. This situation
is the same as in Case 1 where the number of variables has decreased to n− 1 and
subscripts are reversed. Recalling that deg(Yk) = 2(h(1)−1), the Hilbert series of a
graded Z-submodule of the polynomial ring Z[X1, . . . , Xn, Y1, . . . , Yn] generated by
the monomials of the form Xℓ1n X
ℓ2
n−1 · · ·X
ℓn−1
2 Yk (0 ≤ ℓj ≤ (n−1)−j, 1 ≤ k ≤ n−1)
which does not contain the factor
∏n
ℓ=h(1)+1Xℓ is equal to
(n− 1)qh(1)−1
1− qn−h(1)
1− q
n−2∏
j=1
1− qj
1− q
which coincides with the second summand in (3.8).
Combining the conclusions of Case 1 and Case 2, we see that M2d(h) is generated
by ad elements as a Z-module for each d, as desired. Therefore, the homomorphism
(4.15) is an isomorphism. 
Remark 4.4. Taking h(1) = n in Theorem 4.3, X(h) is the ambient flag variety
F lag(Cn) itself. Then (3) in I means that we have the following elements in I:
Yk −
n∏
ℓ=2
(−Xℓ) (1 ≤ k ≤ n).
Thus, our presentation of the cohomology ring H∗(X(h)) in Theorem 4.3 reduces to
the presentation (4.4).
Remark 4.5. Recall that xˇk (resp. yˇk) are the image of xk (resp. yk) under the ho-
momorphism H∗T (X(h))→ H
∗(X(h)). From the proof of Theorem 4.3, the following
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two types of the monomials
xˇi11 xˇ
i2
2 · · · xˇ
in
n which does not contain the factor
h(1)∏
ℓ=1
xˇℓ(4.20)
xˇℓ1n xˇ
ℓ2
n−1 · · · xˇ
ℓn−1
2 yˇk which does not contain the factor
n∏
ℓ=h(1)+1
xˇℓ(4.21)
running over all
0 ≤ ij ≤ n− j in (4.20)
0 ≤ ℓj ≤ n− 1− j and 1 ≤ k ≤ n− 1 in (4.21)
form a Z-basis of H∗(X(h)) when h = (h(1), n, . . . , n).
4.2. The Sn-action on H
∗(X(h)). Let M1 and M2 be submodules generated by
the monomials of the form (4.20) and (4.21), respectively. Let us denote by P (Mi, q)
the Hilbert series of Mi for i = 1, 2. Then we have
P (M1, q) =
1− qh(1)
1− q
n−1∏
j=1
1− qj
1− q
,
P (M2, q) = (n− 1)q
h(1)−1 1− q
n−h(1)
1− q
n−2∏
j=1
1− qj
1− q
(4.22)
from the proof of Theorem 4.3. On the other hand, since we have v · xk = xk and
yk = yv(k) for v ∈ Sn by (4.1), (4.2), and (2.2), it follows that
v · xˇk = xˇk, v · yˇk = yˇv(k) for any v ∈ Sn(4.23)
as well. Namely, xˇk is invariant and yk are covariant under the Sn-action. In
particular, the Sn-action on H
∗(X(h)) preserves the submodules M1 and M2.
From now on, we work with H∗(X(h);C) in C-coefficients, and we describe M1
and M2 as Sn-representations
3. For a graded C-vector space V =
⊕m
i=0 V2i such
that each V2i is an Sn-representation, we put
R(V, q) :=
m∑
i=0
V2iq
i ∈ R(Sn)[q]
where R(Sn) is the representation ring of Sn. By abuse of notation, we denote
R(X(h), q) :=
m∑
i=0
H2i(X(h);C)qi ∈ R(Sn)[q], m = dimCX(h).
3Strictly speaking, we mean M1 ⊗ C and M2 ⊗ C.
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By an argument similar to that used to deduce (4.22), we have
R(M1, q) = S
(n)1− q
h(1)
1− q
n−1∏
j=1
1− qj
1− q
,
R(M2, q) = S
(n−1,1)qh(1)−1
1− qn−h(1)
1− q
n−2∏
j=1
1− qj
1− q
from (4.23). Here, for a partition λ of n, Sλ is the irreducible representation of Sn
corresponding to λ. Therefore, we have
R(X(h), q) = S(n)
1− qh(1)
1− q
n−1∏
j=1
1− qj
1− q
+ S(n−1,1)qh(1)−1
1− qn−h(1)
1− q
n−2∏
j=1
1− qj
1− q
.
Equivalently, since S(n) = IndSn
Sn
1 and S(n−1,1) = IndSn
Sn−1×S1
1 − IndSn
Sn
1 in the
representation ring R(Sn) where each 1 denotes the trivial representation, we obtain
the following corollary.
Corollary 4.6. If h = (h(1), n, . . . , n), then we have
R(X(h), q) =(IndSn
Sn
1)
1− qh(1)−1
1− q
1− qn
1− q
n−2∏
j=1
1− qj
1− q
+ (IndSn
Sn−1×S1
1)qh(1)−1
1− qn−h(1)
1− q
n−2∏
j=1
1− qj
1− q
.
In particular, Conjecture 2.6 is true for h = (h(1), n, . . . , n).
We remark that Corollary 4.6 itself is already known from [30, Proposition 8.1]
since the Shareshian-Wachs conjecture ([29, Conjecture 1.2]) has been solved ([9],
[18]). In fact, a similar formula is known for h = (h(1), h(2), n, . . . , n). However,
our result shows that it is naturally seen from our description of the ring structure
of H∗(X(h)).
4.3. The invariant subring H∗(X(h))Sn. From our presentation of the cohomol-
ogy ring H∗(X(h)) and the description of the Sn-action on H
∗(X(h)) given in
Section 4.2, we now give a ring presentation of the invariant subring H∗(X(h))Sn.
Corollary 4.7. If h = (h(1), n, . . . , n), then the Sn-invariant subring H
∗(X(h))Sn
is given by
H∗(X(h))Sn ∼= Z[X1, . . . , Xn]/(ei(X1, . . . , Xn), X1
h(1)∏
ℓ=2
(X1 −Xℓ) | 1 ≤ i ≤ n)
where ei(X1, . . . , Xn) is the i-th elementary symmetric polynomial.
Proof. Observe that any element α ∈ H∗(X(h))Sn(⊂ H∗(X(h))) can be expressed
as ∑
ai1,...,inxˇ
i1
1 xˇ
i2
2 · · · xˇ
in
n +
∑
bℓ1,...,ℓn−1 xˇ
ℓ1
n xˇ
ℓ2
n−1 · · · xˇ
ℓn−1
2 (yˇ1 + · · ·+ yˇn)
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for some integers ai1,...,in and bℓ1,...,ℓn−1 from (4.20), (4.21), and (4.23). Since we have
yˇ1 + · · ·+ yˇn =
h(1)∏
ℓ=2
(xˇ1 − xˇℓ),
from Lemma 4.1 (4), α can be written by a polynomial in the variables xˇ1, . . . , xˇn.
This means that the ring homomorphism
Z[X1, . . . , Xn]→ H
∗(X(h))Sn; Xk 7→ xˇk
is surjective. From (4.4) we have
ei(xˇ1, . . . , xˇn) = 0 in H
∗(F lag(Cn))
for i = 1, . . . , n. Also, from (4.19), we have
xˇ1
h(1)∏
ℓ=2
(xˇ1 − xˇℓ) = 0 in H
∗(X(h))Sn .
Hence, we obtain the surjective ring homomorphism
ψ : Z[X1, . . . , Xn]/(ei(X1, . . . , Xn), X1
h(1)∏
ℓ=2
(X1 −Xℓ) | 1 ≤ i ≤ n)։ H
∗(X(h))Sn
by sending Xk to xˇk for any k = 1, . . . , n. Let us denote by N
∗(h) the ring appearing
in the domain of this map ψ.
We know that the invariant subringH∗(X(h))Sn is torsion free, since so isH∗(X(h)).
Also, from (4.22), the Hilbert series of H∗(X(h))Sn is
P (H∗(X(h))Sn , q) =
1− qh(1)
1− q
n−1∏
j=1
1− qj
1− q
.
On the other hand, an argument similar to that used in the proof of Theorem 4.3
shows that N∗(h) is a free Z-module whose Hilbert series coincides with this since
we can construct a similar basis without Yk. Thus, the map ψ above is a surjective
homomorphism between the free Z-modules of the same rank, and hence it must be
an isomorphism. 
Remark 4.8. In Q-coefficients, the invariant subring H∗(X(h);Q)Sn is isomorphic
to the cohomology ring of the corresponding regular nilpotent Hessenberg variety ([3,
Theorem B]), and the latter is presented as the quotient ring of a polynomial ring
Q[X1, . . . , Xn] by an ideal generated by the following polynomials ([3, Theorem A]) :
fˇh(j),j :=
j∑
k=1
(
Xk
h(j)∏
ℓ=j+1
(Xk −Xℓ)
)
(1 ≤ j ≤ n).
We can see that our presentation of H∗(X(h);Q)Sn is compatible with these results
as follows. Note first that fˇh(1),1 = X1
∏h(1)
ℓ=2 (X1 −Xℓ) is a generator of the ideal in
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the right-hand side of our presentation in Corollary 4.7. From [3, Remark 3.4], we
have the following equality of ideals of the polynomial ring Q[X1, . . . , Xn] :
(fˇn,1, fˇn,2, . . . , fˇn,n) = (e1(X1, . . . , Xn), . . . , en(X1, . . . , Xn)).
We also know from [3, Lemma 4.1] that
fˇn,1 ∈ (fˇh(1),1, fˇn,2, . . . , fˇn,n)
since n ≥ h(1). Thus, it follows that the ideal appearing in Corollary 4.7 can be
written as
(e1(X1, . . . , Xn), . . . , en(X1, . . . , Xn), fˇh(1),1) = (fˇh(1),1, fˇn,2, . . . , fˇn,n)
in Q[X1, . . . , Xn] where the right-hand side is the ideal appearing in [3, Theorem A].
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