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A NEW DUALITY VIA THE HAAGERUP TENSOR PRODUCT
MAHMOOD ALAGHMANDAN, JASON CRANN, AND MATTHIAS NEUFANG
Abstract. We initiate the study of a new notion of duality defined with respect to the module
Haagerup tensor product. This notion not only recovers the standard operator space dual for Hilbert
C
∗-modules, it also captures quantum group duality in a fundamental way. We compute the so-
called Haagerup dual for various operator algebras arising from ℓp spaces. In particular, we show
that the dual of ℓ1 under any operator space structure is min ℓ∞. In the setting of abstract harmonic
analysis we generalize a result of Varopolous by showing that C(G) is an operator algebra under
convolution for any compact Kac algebra G. We then prove that the corresponding Haagerup dual
C(G)h = ℓ∞(Ĝ), whenever Ĝ is weakly amenable. Our techniques comprise a mixture of quantum
group theory and the geometry of operator space tensor products.
1. Introduction
Let A be a completely contractive Banach algebra. We investigate a new form of duality by
considering
Ah := (A⊗hA A)∗,
where ⊗hA is the module Haagerup tensor product. For a C∗-algebra, this notion recovers the
standard operator space dual Ah = A∗, while for the convolution algebra L1(G) of a locally compact
group G, we have L1(G)h = McbA(G) [11], the algebra of completely bounded multipliers of the
Fourier algebra A(G). From the quantum group perspective, A(G) is the dual object to L1(G).
Indeed, for abelian groups, A(G) ∼= L1(Ĝ), where Ĝ is the Pontryagin dual of G. Thus, on the
one hand, for a C∗-algebra – the prototypical operator space – our notion recovers the operator
space dual, while for convolution algebras L1(G), it is sensitive enough to detect and reveal the
underlying quantum group structure, reflected through quantum group duality. The Haagerup
tensor product is instrumental in this regard: if one instead considers the operator space projective
tensor product ⊗̂, then for any C∗-algebra A∧ := (A⊗̂AA)∗ ∼= A∗, and for any locally compact
group G, L1(G)∧ := (L1(G)⊗̂L1(G)L1(G))∗ ∼= (L1(G))∗ = L∞(G).
Building on the foundational work of Rieffel [18], Cigler, Losert and Michor [7] studied this type
of duality in the setting of Banach space projective tensor products, via
Xγ := BA(X,A∗) = (X ⊗γA A)∗,
where X is a Banach module over a Banach algebra A. Although this notion differs from the
algebraic notion of dual module, it is a natural object to consider from the functional analytic
perspective. In particular, it coincides with the Banach space dual when A = C. This type of
duality was further studied by Grosser, who computed the dual modules for a variety of examples
[12].
An analogous notion of duality exists for operator modules over completely contractive Banach
algebras A, where
X∧ := CBA(X,A∗) = (X⊗̂AA)∗.
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In this context, it is also natural to consider the module Haagerup tensor product ⊗hA. Indeed, the
motivation above suggests that the “Haagerup dual” of X,
Xh := (X ⊗hA A)∗,
detects a finer, intrinsic form of duality.
After a preliminary section we present the general notion of Haagerup duality in Section 3 and
establish a few basic tools we will use in the sequel. Section 4 concerns the computation of Haagerup
duals for a variety of operator space structures on ℓp spaces under pointwise product, which may
be seen as Haagerup dual analogues of a variety of results from [7, 12]. In particular, we prove that
(oℓ1(I))h = min ℓ∞(I),
regardless of the operator algebra structure oℓ1(I). In stark contrast, we show that the Haagerup
duals of ℓ2(I) depend crucially on the given operator space structure. Here, our techniques rely on
the operator space geometry of ℓp spaces from [5].
By a classical result of Varopolous [19], the space C(G) of continuous functions on a compact
group G is an operator algebra under convolution. It is also known to experts that the reduced
group C∗-algebra C∗λ(G) of a discrete group G is an operator algebra under pointwise multiplication.
In Section 5 we unify these results by showing that C(G) is an operator algebra under convolution
for any compact Kac algebra G. We then prove that the corresponding Haagerup dual satisfies
C(G)h = ℓ∞(Ĝ),
whenever Ĝ is weakly amenable. In particular, for any weakly amenable discrete group G,
C∗λ(G)
h = ℓ∞(G).
Here, again, we see a reflection of quantum group duality through our new notion.
Viewing C∗λ(G) has an operator module over the Fourier algebra A(G), we finish Section 5 by
showing that for any weakly amenable discrete group G, the corresponding dual C∗λ(G)
h = ℓ2r(G).
Thus, we see that the underlying module structure can have a significant impact on the operator
space geometry of the dual. In this section our techniques rely on Peter–Weyl theory, the extended
Haagerup tensor product, and the operator space structure of column and row Hilbert spaces.
Several natural and interesting questions are generated by this paper, such as analogues of
reflexivity, etc., which will be postponed to future work.
2. Notation and Preliminaries
Throughout the paper we adopt standard notation from operator space theory, referring the
reader to [10] for details. We let ⊗ and ⊗̂ denote the algebraic and operator space projective tensor
products, respectively. On a Hilbert space H, we let K(H), T (H) and B(H) denote the spaces of
compact, trace class, and bounded operators, respectively. We also let Hr and Hc denote the row
and column operator space structures on H, respectively.
For a linear map ϕ : X → Y and n ∈ N, we let ϕ(n) : Mn(X) → Mn(Y ) denote its nth
amplification given by
ϕ(n) ([xij ]) = [ϕ(xij)] .
Given operator spaces X and Y the Haagerup tensor norm of u = [uij ] ∈Mn(X ⊗ Y ) is defined by
‖u‖h = inf{‖x‖n,k ‖y‖k,n},
where the infimum is taken over k ∈ N, x = [xij] ∈ Mn,k(X), y = [yij] ∈ Mk,n(Y ) such that u is
the matrix inner product
u = x⊙ y =
[
k∑
ℓ=1
xiℓ ⊗ yℓj
]
3The Haagerup tensor product X ⊗h Y is the completion of X ⊗ Y with respect to this operator
space tensor norm. For C∗-algebras A and B, the Haagerup norm on A⊗B satisfies
‖u‖h := inf

∥∥∥∥∥
n∑
k=1
aka
∗
k
∥∥∥∥∥
1
2
∥∥∥∥∥
n∑
k=1
b∗kbk
∥∥∥∥∥
1
2
: u =
n∑
k=1
ak ⊗ bk
 .
The extended Haagerup tensor product X ⊗eh Y of operator spaces X and Y is defined by the
subspace of (X∗⊗hY ∗)∗ corresponding to the completely bounded bilinear maps from X∗×Y ∗ → C
which are separately weak* continuous. If X and Y are duals of operator spaces X∗ and Y∗,
respectively, then X ⊗eh Y coincides with the weak* Haagerup tensor product [6]. In this case,
X ⊗eh Y = (X∗ ⊗h Y∗)∗ = X ⊗w∗h Y
complete isometrically.
A liner mapping ϕ : X → Y factors through a row Hilbert space if there is a Hilbert space H and
completely bounded maps r : X → Hr and s : Hr → Y for which the following diagram commutes.
Hr
X Y
sr
ϕ
We let Γ2,r(X,Y ) denote the space of such mappings. Given ϕ = [ϕij ] ∈ Mn(Γ2,r(X,Y )), the
associated mapping ϕ : X →Mn(Y ) satisfies
Mn,1(Hr)
X Mn(Y )
sn,1r
ϕ
where s : Hr → M1,n(Y ). The norm γ2,r(ϕ) = inf{‖r‖cb‖s‖cb} then determines an operator space
structure on Γ2,r(X,Y ). It is well-known that Γ2,r(X,Y ∗) ∼= (X ⊗h Y )∗ completely isometrically,
via
(1) 〈ϕ, x⊗ y〉 = 〈ϕ(x), y〉, x ∈ X, y ∈ Y.
A similar construction exists for column Hilbert spaces, and one has Γ2,c(X,Y ∗) ∼= (Y ⊗h X)∗.
A Banach algebra A equipped with an operator space structure said to be completely contractive
if the mapping
mA : A⊗̂A ∋ a⊗ b 7→ ab ∈ A
is completely contractive. It is known that a completely contractive Banach algebra is completely
isomorphic to an operator algebra if and only if the mapping mA extends to a completely bounded
map on A⊗h A [4, Theorem 5.2.1].
An operator space X is a left operator A-module if it is a left Banach A-module for which the
module map
mX : A⊗̂X → X
is completely contractive ([4, 3.1.3]). We let Amod denote the category of left operator A-modules
with completely bounded left A-module maps. We say that X ∈ Amod is essential if 〈A ·X〉 = X,
where 〈·〉 denotes the closed linear span. An object X ∈ Amod is said to be a left h-module if mX
extends to a complete contraction on A⊗hX. Right operator A-modules and operator A-bimodules
are defined similarly, along with the corresponding h-module notions.
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If X and Y are right and left operator A-modules, respectively, then the module tensor product
of X and Y is the quotient space X⊗̂AY := X⊗̂Y/N , where
(2) N = 〈x · a⊗ y − x⊗ a · y | x ∈ X, y ∈ Y, a ∈ A〉.
We also have the module Haagerup tensor product X ⊗hA Y = X ⊗h Y/Nh, where Nh is defined as
in (2) but with the appropriate norm closure. It follows that
(3) (X ⊗hA Y )∗ =A Γ2,c(Y,X∗) = Γ2,rA (X,Y ∗)
where AΓ
2,c(Y,X∗) is the subspace of left A-module maps in Γc(Y,X∗) and similarly Γ2,rA (X,Y
∗)
is the subspace of right A-module maps in Γ2,r(X,Y ∗).
3. Haagerup Duality for Operator Modules
Definition 3.1. Let A be a completely contractive Banach algebra and X be in Amod. The
Haagerup dual of X, denoted Xh, is the dual space (A ⊗hA X)∗ furnished with the dual operator
space structure. A similar definition applies to right modules.
Note that applying (3), we immediately have completely isometric identifcations
(4) Xh =A Γ
2,c(X,A∗) = Γ2,rA (A,X
∗)
Moreover, since Γ2,r is a mapping space, Xh inherits a canonical right A-module structure, given
by
(ϕ · a)(b) = ϕ(b) · a, a ∈ A, ϕ ∈ Xh.
One may therefore view (·)h as a contravariant functor Amod → modA, where a morphism f :
X → Y transforms to fh : Y h ∋ ϕ 7→ f∗ ◦ ϕ ∈ Xh.
Example 3.2. As mentioned above, one of the motivations for considering this notion comes from
quantum group duality. In [2] it was shown that for any locally compact quantum group G whose
dual Ĝ is either QSIN or has bounded degree, then
L1(G)h ∼=Mcb(L1(Ĝ))
completely isomorphically, and weak*-weak* homeomorphically. Thus, for a large class of quantum
group convolution algebras L1(G), including L1(G) for any locally compact group G, the Haagerup
dual L1(G)h captures the dual object Ĝ in a fundamental way.
The following tool will be used heavily in the sequel when computing specific examples. The
proof technique is similar to [8, Corollary 7.4].
Proposition 3.3. Let A be a completely contractive Banach algebra with a cb-multiplier bounded
approximate identity. If X ∈ Amod is a left h-module, then Ker(mX) = NX . In particular, if
mX : A⊗hX → Im(mX) is a complete quotient map onto its image, then Xh ∼= Im(mX)∗ completely
isometrically and weak*-weak* homeomorphically.
Proof. Let (eα)α be a cb-multiplier bounded approximate identity for A, that is, ‖eαa − a‖A → 0
for all a ∈ A and supα‖eα‖McbA <∞. As NX ⊆ Ker(mX), where
NX := 〈a · b⊗ x− a⊗ b · x | a, b ∈ A, x ∈ X〉,
multiplication induces a canonical map m˜X : A ⊗hA X → X. Letting la : A ∋ b 7→ ab ∈ A denote
left multiplication by a ∈ A, on elementary tensors we have
(la ⊗ id)(b⊗ x) +NX = a⊗ b · x+NX = a⊗mX(b⊗ x) +NX , a, b ∈ A, x ∈ X.
It follows that (la ⊗ id)(y) + NX = a ⊗ mX(y) + NX for all a ∈ A and y ∈ A ⊗h X. Thus, if
y ∈ Ker(mX) we have
y +NX = lim
α
(leα ⊗ id)y +NX = limα eα ⊗mX(y) +NX = NX .
5Thus, NX = Ker(mX). If, in addition, mX : A⊗h X → Im(mX) is a complete quotient map, then
A⊗hA X ∼= Im(mX) completely isometrically, and so Xh ∼= Im(mX)∗ completely isometrically and
weak*-weak* homeomorphically. 
Corollary 3.4. Let A be a completely contractive Banach algebra with a bounded approximate
identity and let X ∈ Amod be an essential left h-module. Then Xh ∼= X∗ completely isomorphically
and weak*-weak* homeomorphically. In particular, if A is completely isomorphic to an operator
algebra with a bounded approximate identity (e.g., a C∗-algebra) then Ah ∼= A∗.
Proof. Let (eα) be a bounded approximate identity for A with supα‖eα‖ ≤ C. It follows that
multiplication induces a complete isomorphism mX : A⊗̂AX ∼= 〈A ·X〉 = X, where the cb-norm of
the inverse map is bounded by C [9, Proposition 6.4]. Since X is a left h-module, from Proposition
3.3 and the commutative diagram
A⊗̂AX X
A⊗hA X
m˜X
m˜X
it follows that m˜X : A⊗hAX → X is a complete isomorphism with the same bound on the cb-inverse.
In particular, if A is completely isomorphic to an operator algebra then by [4, Theorem 5.2.1], it is
a left h-module over itself, so Ah ∼= A∗. 
4. ℓp-spaces as operator algebras
In this section we compute the Haagerup duals of ℓp-spaces seen as operator algebras under
pointwise multiplication. It is known that for any index set I, the space ℓ1(I) becomes an operator
algebra under pointwise multiplication with any operator space structure, say oℓ1(I). Moreover,
mo : oℓ1(I)⊗h oℓ1(I)→ oℓ1(I)
is a complete contraction [5, Theorem 3.1]. Also, the space max ℓp(I) is an operator algebra under
pointwise multiplication if and only if 1 ≤ p ≤ 2 [5, Theorem 3.4].
Proposition 4.1. For any operator space structure oℓ1(I), oℓ1(I)h = min ℓ∞(I).
Proof. We first prove the case for oℓ1(I) = max ℓ1(I). Recall that mˆ : max ℓ1(I)⊗̂max ℓ1(I) →
max ℓ1(I) is a complete quotient map (see [9, Example 5.7], for instance). Clearly, the following
diagram commutes.
max ℓ1(I)⊗̂max ℓ1(I)
mˆ
**❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
ι
// max ℓ1(I)⊗h max ℓ1(I)
mmax

max ℓ1(I)
Since the inclusion ι is a complete contraction, it follows that mmax is a complete quotient map.
Consequently, applying Proposition 3.3,
(max ℓ1(I))h = (max ℓ1(I))∗ = min ℓ∞(I).
Now for an arbitrary operator space structure oℓ1(I), let i : max ℓ1(I) → oℓ1(I) and i′ : oℓ1(I) →
min ℓ1(I) be the canonical complete contractions. In [5, Theorem 3.1], it was shown that
m¯ : min ℓ1(I)⊗h min ℓ1(I)→ max ℓ1(I)
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is a complete contraction, where m¯ is the extension of pointwise multiplication. One can easily
show that the following diagram commutes.
max ℓ1(I)⊗h max ℓ1(I)
mmax
**❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
i⊗i
// oℓ1(I)⊗h oℓ1(I) i
′⊗i′
// min ℓ1(I)⊗h min ℓ1(I)
m¯
uu❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥
max ℓ1(I)
Now let u ∈ Mn(max ℓ1(I)) for some positive integer n with ‖u‖n < 1. Since mmax is a complete
quotient, there is some v ∈Mn(max ℓ1(I)⊗h max ℓ1(I)) with ‖v‖n < 1 and (mmax)(n)(v) = u. But
w = (i⊗ i)(n)(v) is an element in Mn(oℓ1(I)⊗h oℓ1(I)) of norm strictly less than 1. Therefore
m := m¯ ◦ (i′ ⊗ i′) : oℓ1(I)⊗h oℓ1(I)→ max ℓ1(I)
and hence the induced map m˜ : oℓ1(I)⊗hoℓ1(I) oℓ1(I)→ max ℓ1(I) is a complete quotient, implying
that (m˜)∗ : min ℓ∞(I)→ N⊥oℓ1(I) is a complete isometry, where
Noℓ1(I) = 〈f · g ⊗ h− f ⊗ g · h | f, g, h ∈ oℓ1(I)〉 ⊆ oℓ1(I)⊗h oℓ1(I).
Let F ∈ N⊥oℓ1(I). Then for all i, j ∈ I,
〈F, δi ⊗ δj〉 = 〈F, δi · δi ⊗ δj〉 = 〈F, δi ⊗ δi · δj〉 = δij〈F, δi ⊗ δi〉.
It follows that f : I ∋ i 7→ 〈F, δi ⊗ δi〉 ∈ C lies in ℓ∞(I) and (m˜)∗(f) = F . Thus,
(oℓ1(I))h = min ℓ∞(I).

Corollary 4.2. For 1 ≤ p ≤ 2, (max ℓp(I))h = min ℓ∞(I).
Proof. The canonical inclusions of the ℓp-spaces lead to complete contractions
max ℓ1(I) ι1
// max ℓp(I) ι2
// max ℓ2(I)
such that the following diagram commutes.
max ℓ1(I)⊗h max ℓ1(I) ι1⊗ι1 //
m1
--❩❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩❩❩
❩
max ℓp(I)⊗h max ℓp(I) ι2⊗ι2 //
mp
**❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
max ℓ2(I)⊗h max ℓ2(I)
m2

max ℓ1(I)
Since m1 is a complete quotient map (by the proof of Proposition 4.1), it follows that
mp : max ℓ
p(I)⊗h max ℓp(I)→ max ℓp(I)
is also. Proposition 3.3 then entails (max ℓp(I))h = min ℓ∞(I) using the fact that max ℓp(I) has a
cb-multiplier bounded approximate identity. 
In Proposition 4.1 we saw that (oℓ1(I))h = min ℓ∞(I), regardless of the operator space structure
imposed on ℓ1(I). In stark contrast, we now show that different operator space structures on ℓ2(I)
yield very different Haagerup duals.
Proposition 4.3. Let OH(I) denote the operator Hilbert space structure on ℓ2(I) for an index set
I. Then (OH(I))h = OH(I)∗.
Proof. It is known that OH(I) = OH(I)∗, OH(I) ⊗h OH(I) = OH(I × I) (see [17, Chapter 7]),
and that OH(I) is an operator algebra under pointwise multiplication, that is, the multiplication
map
m : OH(I)⊗h OH(I) = OH(I × I)→ OH(I)
7is completely bounded [5, Theorem 2.1]. Here we prove that in fact m is a complete quotient. To
do so, note that
m∗ : OH(I)∗ → OH(I × I)∗
where m∗(δ¯i) = δ¯i⊗ δ¯i for every i ∈ I. Let ξ =
∑
i∈I(ξ) xi⊗ δ¯i be an element in the algebraic tensor
product K(ℓ2)⊗OH(I). By [17, Chapter 7] we have
‖ξ‖OH(I)∗ =
∥∥∥∥∥∑
i∈I
xi ⊗ x¯i
∥∥∥∥∥
1
2
min
.
Therefore,
‖(m∗)(∞)(ξ)‖M∞(OH(I×I)∗) =
∥∥∥∥∥∑
i∈I
xi ⊗ δ¯i ⊗ δ¯i
∥∥∥∥∥
M∞(OH(I×I)∗)
=
∥∥∥∥∥∑
i∈I
xi ⊗ x¯i
∥∥∥∥∥
1
2
min
= ‖ξ‖M∞(OH(I)∗),
and m∗ is a complete isometry. Consequently, m : OH(I) ⊗h OH(I) → OH(I) is a complete
quotient map.
Now, on the first matrix level OH(I) ⊗h OH(I) = ℓ2(I × I). Thus, if (χF ) is the net of
characteristic functions of finite subsets F ⊆ I, then for any y ∈ OH(I)⊗h OH(I),
‖(χF ⊗ 1)y − y‖OH(I)⊗hOH(I) ≤ ‖(χF ⊗ χF )y − y‖OH(I)⊗hOH(I) → 0.
It follows from the proof of Proposition 3.3 that (OH(I))h = OH(I)∗. 
Proposition 4.4. (ℓ2r(I))
h = (ℓ2r(I))
∗ and (ℓ2c(I))
h = (ℓ2c(I))
∗.
Proof. First let us treat the case of ℓ2r(I). It is shown in the proof of [5, Theorem 2.1] that the
multiplication mapping
mr : ℓ
2
r(I)⊗h ℓ2r(I)→ ℓ2r(I)
is a complete contraction. We prove that mr is in fact a complete quotient. Let n ∈ N and
ξ = [ξij] ∈ Mn(ℓ2r(I)) so that ‖ξ‖Mn(ℓ2r(I)) < 1. For each pair i, j, ξij = (α
(i,j)
s )s∈I where α
(i,j)
s ∈ C.
Note that ξ is nothing but (mr)
(n)(η) for
(5) η =
 n∑
i,j=1
eij ⊗
[
. . . α(i,j)s δs . . .
]
s∈I
⊙
In×n ⊗

...
δs
...

s∈I

where eij are the canonical matrix units of Mn and In×n is the n× n identity matrix. All we need
to show is that the norm of (5) is less than 1. To do so, note that∥∥∥∥∥∥
n∑
i,j=1
eij ⊗
[
. . . α(i,j)s δs . . .
]
s∈I
∥∥∥∥∥∥
Mn(M1,∞(ℓ2r(I)))
=
∥∥∥∥∥∥
n∑
i,j=1
n∑
k=1
eikejk ⊗ 〈ξik, ξjk〉
∥∥∥∥∥∥
1
2
Mn
=
∥∥∥∥∥∥
n∑
i,j=1
n∑
k=1
eij ⊗ 〈ξik, ξjk〉
∥∥∥∥∥∥
1
2
Mn
=
∥∥∥∥∥∥
[
n∑
k=1
〈ξik, ξjk〉
]n
i,j=1
∥∥∥∥∥∥
1
2
Mn
= ‖ξ‖Mn(ℓ2r(I)).
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Also,∥∥∥∥∥∥∥∥In×n ⊗

...
δs
...

s∈I
∥∥∥∥∥∥∥∥
Mn(M∞,1(ℓ2r(I)))
=
∥∥∥∥∥∥∥∥

...
δs
...

s∈I
∥∥∥∥∥∥∥∥
M∞,1(ℓ2r(I))
=
∥∥∥ [〈δs, δt〉]s,t∈I∥∥∥ 12M∞ = ‖I∞‖M∞ = 1
where I∞ is the identity matrix. Therefore, ‖η‖Mn(ℓ2r(I)⊗hℓ2r(I)) < 1. This implies that mr is a
complete quotient map. Since ℓ2r(I) has a cb-multiplier bounded approximate identity (see [10,
Proposition 3.4.2], Proposition 3.3 implies that (ℓ2r(I))
h = (ℓ2r(I))
∗.
The case mc : ℓ
2
c(I) ⊗h ℓ2c(I) → ℓ2c(I) is similar where for each ξ = [ξij] ∈ Mn(ℓ2c(I)) with
‖ξ‖Mn(ℓ2c(I)) < 1, we have ξ = m
(n)
c (η) where
η =
(
In×n ⊗ [. . . δs . . .]s∈I
)⊙
 n∑
i,j=1
eij ⊗

...
α
(i,j)
s δs
...

s∈I

so that for each pair i, j, ξij = (α
(i,j)
s )s∈I as an element in ℓ
2(I). Then one can show that
‖η‖Mn(ℓ2c(I)⊗hℓ2c(I)) < 1. 
5. Examples from Abstract Harmonic Analysis
A locally compact quantum group is a quadruple G = (L∞(G),Γ, ϕ, ψ), where L∞(G) is a Hopf-
von Neumann algebra with a co-associative co-multiplication Γ : L∞(G) → L∞(G)⊗L∞(G), and
ϕ and ψ are fixed (normal faithful semifinite) left and right Haar weights on L∞(G), respectively
[14, 15]. For every locally compact quantum group G there exists a left fundamental unitary operator
W on L2(G, ϕ) ⊗ L2(G, ϕ) and a right fundamental unitary operator V on L2(G, ψ) ⊗ L2(G, ψ)
implementing the co-multiplication Γ via
Γ(x) =W ∗(1⊗ x)W = V (x⊗ 1)V ∗, x ∈ L∞(G).
Both unitaries satisfy the pentagonal relation; that is,
(6) W12W13W23 =W23W12 and V12V13V23 = V23V12.
At the level of the Hilbert spaces,
W ∗Λϕ⊗ϕ(x⊗ y) = Λϕ⊗ϕ(Γ(y)(x ⊗ 1)) and V Λψ⊗ψ(a⊗ b) = Λψ⊗ψ(Γ(a)(1 ⊗ b))
for x, y ∈ Nϕ and a, b ∈ Nψ. By [15, Proposition 2.11], we may identify L2(G, ϕ) and L2(G, ψ), so
we will simply use L2(G) for this Hilbert space throughout the paper. The reduced quantum group
C∗-algebra of L∞(G) is defined as
C0(G) := {(id ⊗ ω)(W ) | ω ∈ T (L2(G))}‖·‖.
We say that G is compact if C0(G) is a unital C
∗-algebra, in which case we denote C0(G) by C(G).
For compact quantum groups it follows that ϕ is finite and right invariant. In particular, ϕ = ψ,
and we may normalize ϕ to a state on L∞(G). If, in addition, ϕ is tracial, we say that G is a
compact Kac algebra. In what follows we assume that G is a such a quantum group.
We let R denote the antipode G. We will make use of the following relations
(id⊗ϕ)(Γ(x)(1⊗ y))) = R((id⊗ϕ)((1⊗x)Γ(y))), R((ϕ⊗ id)(x⊗ 1)Γ(y)) = (ϕ⊗ id)(Γ(x)(y⊗ 1)),
which are valid for all x, y ∈ L∞(G).
Let L1(G) denote the predual of L∞(G). Then the pre-adjoint of Γ induces an associative
completely contractive multiplication on L1(G), defined by
⋆ : L1(G)⊗̂L1(G) ∋ f ⊗ g 7→ f ⋆ g = Γ∗(f ⊗ g) ∈ L1(G).
9There is a canonical L1(G)-bimodule structure on L∞(G), given by
〈f ⋆ x, g〉 = 〈x, g ⋆ f〉 and 〈x ⋆ f, g〉 = 〈x, f ⋆ g〉, x ∈ L∞(G), f, g ∈ L1(G).
There is an involution on L1(G) given by f o = f∗ ◦R, such that L1(G) becomes a Banach *-algebra
under its canonical norm.
The restricted co-multiplication maps C(G) into C(G) ⊗min C(G), and induces a completely
contractive Banach algebra structure on the operator space dual M(G) := C(G)∗. Restriction then
identifies L1(G) with a norm-closed two-sided ideal in M(G).
A unitary co-representation of G is a unitary U ∈ L∞(G)⊗B(H) satisfying (Γ⊗ id)(U) = U13U23.
Every unitary co-representation gives rise to a ∗-representation of L1(G) via
L1(G) ∋ f 7→ (f ⊗ id)(U) ∈ B(H).
In particular, the left fundamental unitary W gives rise to the left regular representation λ :
L1(G) → B(L2(G)) defined by λ(f) = (f ⊗ id)(W ), f ∈ L1(G), which is an injective, completely
contractive ∗-homomorphism from L1(G) into B(L2(G)). Then ℓ∞(Ĝ) := {λ(f) : f ∈ L1(G)}′′ is the
von Neumann algebra associated with the dual (discrete) quantum group Ĝ of G. Every irreducible
co-representation uα of G is finite-dimensional and is unitarily equivalent to a sub-representation
of W , and every unitary co-representation of G can be decomposed into a direct sum of irreducible
co-representations. We let Irr(G) := {uα} denote a complete set of representatives of irreducible
co-representations of G which are pairwise inequivalent. Slicing by vector functionals ωij = ωej ,ei
relative to an orthonormal basis of Hα, we obtain elements u
α
ij = (id⊗ωij)(uα) ∈ L∞(G) satisfying
Γ(uαij) =
nα∑
k=1
uαik ⊗ uαkj, R(uαij) = uα
∗
ji 1 ≤ i, j ≤ nα
The linear space A := span{uαij | α ∈ Irr(G) 1 ≤ i, j ≤ nα} forms unital Hopf *-algebra which is
dense in C(G). For every α there exists a conjugate representation α ∈ Irr(G) on Hα, such that
uαij = u
α∗
ij (see [16, Proposition 1.4.6]).
The Peter–Weyl orthogonality relations for compact Kac algebras are as follows:
ϕ((uβkl)
∗uαij) =
δαβδikδjl
nα
= ϕ(uβkl(u
α
ij)
∗).
From this it follows that {√nαΛϕ(uαij) | α ∈ Irr(G), 1 ≤ i, j ≤ nα} is an orthonormal basis for
L2(G).
For an element x ∈ L∞(G), we let x ·ϕ denote the element in L1(G) given by 〈x ·ϕ, y〉 = ϕ(yx) =
ϕ(xy), y ∈ L∞(G). If x = uαij , we denote uαij · ϕ by ϕαij . By the density of A in C(G), it follows
that L∞(G) · ϕ is dense in L1(G).
As in the case of compact groups, the irreducible characters of G play an important role in the
harmonic analysis. For α ∈ Irr(G), we let
χα := (id⊗ tr)(uα) =
nα∑
i=1
uαii ∈ L∞(G)
be the character of α. The characters (as well as the quantum characters) satisfy the decomposition
relations:
(7) χαχβ =
∑
γ∈Irr(G)
Nγαβχ
γ ,
where Nγαβ is the multiplicity of γ in the tensor product representation α⊗ β (see [16, Proposition
1.4.3]). It follows that χα = χα
∗
, α ∈ Irr(G). Letting ϕα := χα · ϕ be the L1(G) elements
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corresponding to the quantum characters of G, it follows from the orthogonality relations that
〈ϕα ⋆ f, uβ∗kl 〉 = 〈f ⋆ ϕα, uβ∗kl 〉 = 〈f, uβ∗kl 〉
δαβ
nα
for all f ∈ L1(G) and β ∈ Irr(G). In particular,
(8) ϕα ⋆ ϕα =
1
nα
ϕα, α ∈ Irr(G).
As in the group setting, the irreducible characters correspond to central idempotents in the dual
discrete von Neumann algebra, as shown (for instance) in [1, Lemma 3.3].
Lemma 5.1. Let G be a compact Kac algebra. Then
{nαλ(ϕαij) | α ∈ Irr(G), 1 ≤ i, j ≤ nα}
forms a set of matrix units for the von Neumann algebra ℓ∞(Ĝ). In particular, zα := nαλ(ϕ
α) are
the canonical central projections implementing the isomorphism ℓ∞(Ĝ) =
∏
α∈Irr(G)Mnα .
For a compact algebra G, let Cu(G) be its corresponding universal C
∗-algebra (see [13] for
details). There is a universal co-multiplication Γu : Cu(G) → Cu(G) ⊗min Cu(G) satisfying (π ⊗
π) ◦ Γu = Γ ◦ π, where π : Cu(G) → C(G) is the canonical quotient map. This gives rise to
a universal compact quantum group structure on Cu(G). In particular, there is a ∗-algebra Au
of universal matrix coefficients u˜αij which is dense in Cu(G), such that π(u˜
α
ij) = u
α
ij, α ∈ Irr(G),
1 ≤ i, j ≤ nα. The operator space dual Cu(G)∗ inherits a canonical completely contractive Banach
algebra structure, and the canonical quotient π induces a completely isometric homomorphism from
M(G) into Cu(G)
∗ which allows us to identify M(G) with a norm-closed two-sided ideal in Cu(G)
∗.
Examples 5.2. (1) If G is a compact group, then G = (L∞(G),Γ, ϕ) is a compact Kac algebra
where Γ(f)(s, t) = f(st), and ϕ is integration with respect to a normalized Haar measure on
G. Here C(G) = C(G), L1(G) = L1(G) is the classical convolution algebra, and M(G) =
Cu(G)
∗ =M(G) is the usual measure algebra. The dual discrete quantum group Ĝ in this
case is represented by the atomic group von Neumann algebra V N(G) =
∏
α∈Ĝ
Mnα .
(2) If G is a discrete group, then G = (V N(G),Γ, ϕ) is a compact Kac algebra where V N(G)
is the group von Neumann algebra with co-multiplication Γ(λ(t)) = λ(t) ⊗ λ(t), and ϕ =
〈(·)δe, δa〉 is the canonical trace on V N(G). Here, C(G) = C∗λ(G), the reduced group
C∗-algebra, L1(G) = A(G) is the Fourier algebra, M(G) = Bλ(G) is the reduced Fourier–
Stieltjes, and Cu(G)
∗ = B(G) is the Fourier–Stieltjes algebra.
(3) Let N ≥ 2 be an integer and let Ao(N) be the universal C∗-algebra generated by N2
elements uij such that the matrix u = [uij ] is unitary and u = u, where u = [u
∗
ij ]. Define
Γu : Ao(N)→ Ao(N)⊗min Ao(N) on the generators by
Γu(uij) =
N∑
k=1
uik ⊗ ukj , 1 ≤ i, j ≤ N.
There exists a unique Haar state ϕ on Ao(N) satisfying (id ⊗ ϕ)Γu(x) = (ϕ ⊗ id)Γu(x) =
ϕ(x)1, x ∈ Ao(N). The GNS construction (πϕ, ξϕ) of ϕ then yields a von Neumann algebra
L∞(O+N ) := πϕ(Ao(N))
′′ ⊆ B(Hϕ) and a co-multiplication Γ : L∞(O+N )→ L∞(O+N )⊗L∞(O+N )
such that O+N = (L
∞(O+N ),Γ, ωξϕ) becomes a compact Kac algebra, called the free orthogo-
nal quantum group. In this example, Cu(O
+
N ) = Ao(N) and C(O
+
N ) = πϕ(Ao(N)) ⊆ B(Hϕ).
Recall that the universal commutative C∗-algebra generated by uij satisfying the above
relations is nothing but C(O(N)), the commutative C∗-algebra of continuous functions on
the orthogonal group O(N).
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For a compact group G, it is well-known that C(G) is an operator algebra under convolution
[19]. Dually, for a discrete group G, it is folklore that C∗λ(G) is an operator algebra under pointwise
multiplication. We now show that this phenomena persists at the level of compact Kac algebras.
First, G is a compact Kac algebra, then for a, b, x ∈ A, we have
〈(a · ϕ) ⋆ (b · ϕ), x〉 = a · ϕ((id ⊗ ϕ)(Γ(x)(1 ⊗ b))) = a · ϕ ◦R((id ⊗ ϕ)((1 ⊗ x)Γ(b)))
= R(a) · ϕ((id ⊗ ϕ)((1 ⊗ x)Γ(b)))
= 〈(R(a) · ϕ⊗ id)Γ(b), x · ϕ〉.
Hence, the convolution product on L1(G) induces a Banach algebra multiplication C(G)⊗γC(G)→
C(G) satisfying
a ⋆ b = (R(a) · ϕ⊗ id)Γ(b), a, b ∈ C(G).
A similar argument also works at the universal level, yielding a convolution Banach algebra structure
on Cu(G). At the level of irreducible coefficients
uαij ⋆ u
β
kl = ((u
α
ji)
∗ · ϕ⊗ id)Γ(uβkl) =
δαβδjk
nα
uαil.
The following Lemma refers to the canonical Banach algebra structure on Cu(G)
∗.
Lemma 5.3. Let G be a compact quantum group. Then Cu(G)
∗ ⊗eh Cu(G)∗ is a dual completely
contractive Banach algebra.
Proof. By [9, §9.1], we know that Cu(G)∗ ⊗eh Cu(G)∗ is a completely contractive Banach algebra.
Suppose (µi) is a bounded net converging weak* to µ in Cu(G)
∗⊗ehCu(G)∗ = (Cu(G)⊗h Cu(G))∗.
For ν ∈ Cu(G)∗ ⊗eh Cu(G)∗ and x, y ∈ Au we have
〈µi ⋆ ν, x⊗ y〉 = 〈µi ⊗ ν,Σ23(Γu(x)⊗ Γu(y))〉 → 〈µ ⋆ ν, x⊗ y〉,
where Σ23 is the flip map on the second and third factors. By boundedness of (µi) together with
linearity and density of Au⊗Au in Cu(G)⊗hCu(G), it follows that µi ⋆ν → µ⋆ν weak*. Similarly,
ν ⋆ µi → ν ⋆ µ weak*, and Cu(G)∗ ⊗eh Cu(G)∗ is a dual Banach algebra. 
Proposition 5.4. Let G be a compact Kac algebra. Then Cu(G) and C(G) are operator algebras
under convolution.
Proof. Let ϕ and R denote the Haar trace and unitary antipode on C(G), as well as their universal
extensions to Cu(G). Define ∗-homomorphisms λ, ρ : Cu(G)→ B(L2(G)) by
λ(x)Λϕ(y) = Λϕ(xy), ρ(x)Λϕ(y) = Λϕ(yR(x)), x, y ∈ Cu(G).
Since λ and ρ have commuting ranges, we obtain a canonical representation λ × ρ : Cu(G) ⊗max
Cu(G)→ B(L2(G)). Composing with ωΛϕ(1), we obtain a state
µ0 := ωΛϕ(1) ◦ λ× ρ ∈ (Cu(G)⊗h Cu(G))∗
by [10, Theorem 9.4.1]. Let 1 denote the unit in Cu(G)
∗, and consider the map
Cu(G)
∗ ∋ µ 7→ µ0 ⋆ (1⊗ µ) ∈ Cu(G)∗ ⊗eh Cu(G)∗.
By Lemma 5.3 this map is weak*-weak* continuous. Its pre-adjoint
m := Cu(G)⊗h Cu(G)→ Cu(G)
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satisfies
〈m(uαij ⊗ uβkl), µ〉 = 〈uαij ⊗ µ ⋆ uβkl, µ0〉 =
nβ∑
n=1
〈µ, uβnl〉〈µ0, uαij ⊗ uβkn〉
=
nβ∑
n=1
〈µ, uβnl〉〈λ(uαij)ρ(uβkn)Λϕ(1),Λϕ(1)〉
=
nβ∑
n=1
〈µ, uβnl〉ϕ(uαij(uβnk)∗) =
δαβδjk
nα
〈µ, uβil〉
= 〈uαij ⋆ uβkl, µ〉.
Hence, convolution product is bounded in the Haagerup tensor product, making Cu(G) an operator
algebra under convolution.
Now, if f ∈ A · ϕ ⊆ Cu(G)∗, then the above calculation implies that m∗(f) = µ0 ⋆ (1 ⊗ f) ∈
A · ϕ ⊗ A · ϕ ⊆ M(G) ⊗eh M(G). By projectivity of the Haagerup tensor product, the canonical
map Cu(G)⊗h Cu(G)→ C(G)⊗h C(G) is a complete quotient map, so that
M(G)⊗eh M(G) →֒ Cu(G)∗ ⊗eh Cu(G)∗
completely isometrically. Since M(G) is the weak* closure of L1(G) in Cu(G)
∗, it follows that
m∗|M(G) : M(G)→M(G)⊗eh M(G) is weak*-weak* continuous and
(m∗|M(G))∗ : C(G)⊗h C(G)→ C(G)
implements the convolution product on C(G). 
We now show that for a large class of compact Kac algebras, the Haagerup dual of the operator
algebra C(G) is precisely ℓ∞(Ĝ). In particular, for compact groups G, the Haagerup dual of the
convolution algebra C(G) is the group von Neumann algebra V N(G). Here, we again see a reflection
of quantum group duality through our new notion.
Lemma 5.5. Let G be a compact Kac algebra. The canonical inclusion
L∞(G) ∋ x 7→ Λϕ(x) ∈ L2(G)
extends to a complete contraction when L2(G) is furnished with the column, L2(G)c, or row, L
2(G)r,
operator space structure.
Proof. Let x = [xij ] ∈Mn(L∞(G)). Then
‖[Λϕ(xij)]‖c = ‖[
n∑
k=1
〈Λϕ(xkj),Λϕ(xki)〉]‖1/2 = ‖[
n∑
k=1
ϕ(x∗kixkj)]‖1/2 = ‖ϕn([[xij ]∗[xij ])‖1/2
≤ ‖[[xij ]∗[xij ]‖1/2 = ‖[xij ]‖.
Using the traciality of ϕ, we also have
‖[Λϕ(xij)]‖r = ‖[
n∑
k=1
〈Λϕ(xik),Λϕ(xjk)〉]‖1/2 = ‖[
n∑
k=1
ϕ(x∗jkxik)]‖1/2
= ‖[
n∑
k=1
ϕ(xikx
∗
jk)]‖1/2 = ‖ϕn([[xij ][xij ]∗)‖1/2
≤ ‖[[xij ][xij ]∗‖1/2 = ‖[xij ]‖.

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Lemma 5.6. Let G be a compact Kac algebra, x ∈ L∞(G), and f ∈ L1(G). Then (f ⋆ x) · ϕ =
(x · ϕ) ⋆ f o∗, and (x ⋆ f∗) · ϕ = f o ⋆ (x · ϕ).
Proof. For y ∈ L∞(G), we have 〈(f ⋆ x) · ϕ, y〉 = ϕ(y(id ⊗ f)Γ(x)) = f((ϕ ⊗ id)(y ⊗ 1)Γ(x)). By
the antipode relations we have
f((ϕ⊗ id)(y ⊗ 1)Γ(x)) = f(R((ϕ⊗ id)(x∗ ⊗ 1)Γ(y∗))∗) = f o((ϕ⊗ id)(x∗ ⊗ 1)Γ(y∗))
= ϕ(x∗(id⊗ f o)Γ(y∗)) = ϕ((id ⊗ f o∗)Γ(y)x)
= 〈(x · ϕ) ⋆ f o∗, y〉.
The second relation follows from a similar calculation. 
Lemma 5.7. Let G be a compact Kac algebra, and let f ∈ L1(G). Then for every α ∈ Irr(G),
1 ≤ i, j ≤ nα,
λ(f)αij = 〈f, uαij〉
Proof. We first consider the case where f = x · ϕ for x ∈ L∞(G). By Lemma 5.1, we have
(9) zαλ(x · ϕ) = nαλ(ϕα ⋆ (x · ϕ)) =
nα∑
i,j=1
λ(x · ϕ)αijnαλ(ϕαij).
Since ϕα = ϕα
o
, Lemma 5.6 implies that ϕα ⋆ (x ·ϕ) = (x⋆ϕα∗) ·ϕ. But x⋆ϕα∗ = (ϕα∗ ⊗ id)Γ(x) =∑nα
i,j=1 c
α
iju
α
ij for some set of coefficients c
α
ij ∈ C. Applying Λϕ, we obtain
nα∑
i,j=1
cαijΛϕ(u
α
ij) = Λϕ((ϕ
α∗ ⊗ id)Γ(x)) = (ϕα∗ ⊗ id)(W ∗)Λϕ(x) = λ(ϕα)Λϕ(x).
It then follows form the orthogonality relations that
cαij = nα〈λ(ϕα)Λϕ(x),Λϕ(uαij)〉 = 〈Λϕ(x),Λϕ(uαij)〉.
Using equation (9) together with the linear independence of ϕαij in L
1(G), we obtain
λ(x · ϕ)αij = 〈Λϕ(x),Λϕ(uαij)〉 = 〈x · ϕ, uαij〉.
Then general relation then follows from the density of L∞(G) · ϕ in L1(G). 
Note that Lemma 5.7 implies the following formula for the left fundamental unitary:
(10) W =
∑
α∈Irr(G)
nα∑
i,j=1
uαij ⊗ eαij,
where the sum converges weak* in L∞(G)⊗ℓ∞(Ĝ), and eαij = nαλ(ϕαij) are the canonical matrix
units.
Theorem 5.8. Let G be a compact Kac algebra whose dual Ĝ is weakly amenable. Then under the
convolution product
C(G)h ∼= ℓ∞(Ĝ),
completely isometrically and weak*-weak* homeomorphically.
Proof. Fixing the Peter-Weyl basis (ξαij) := (
√
nαΛϕ(u
α
ij)) of L
2(G), it follows that
L2(G)r ⊗h L2(G)c ∋ ξαij ⊗ ξβkl 7→ ωξβ
kl
,ξαij
∈ T (L2(G))
extends to a completely isometric isomorphism (see [17, Corollary 5.11], for instance). Define
unitaries Ur, Uc : L
2(G)→ L2(G) by
Urξ
α
ij = ξ
α
ij , Ucξ
α
ij = ξ
α
ji, α ∈ Irr(G), 1 ≤ i, j ≤ nα.
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By [10, Theorem 3.4.1, Proposition 3.4.2], Ur and Uc define complete contractions on L
2(G)r and
L2(G)c, respectively. Let m denote the following composition
C(G)⊗h C(G) Λϕ⊗Λϕ−−−−−→ L2(G)r ⊗h L2(G)c Ur⊗Uc−−−−→ L2(G)r ⊗h L2(G)c ∼= T (L2(G))→ ℓ1(Ĝ),
where the final map is given by restriction ω 7→ ω|
ℓ∞(Ĝ)
. By Lemma 5.5 and the above discussion,
it follows that m is a complete contraction satisfying
m(uαij ⊗ uβkl) =
1√
nαnβ
ω
ξβ
lk
,ξαij
∣∣∣∣
ℓ∞(Ĝ)
.
To examine the restricted vector functional, we let f ∈ L1(G) and calculate
1√
nαnβ
ω
ξβ
lk
,ξαij
(λ(f)∗) = 〈λ(f)∗Λϕ(uβlk),Λϕ(uαij)〉 = 〈(f∗ ⊗ id)(W ∗)Λϕ(uβlk),Λϕ(uαij)〉
= 〈Λϕ((f∗ ⊗ id)Γ(uβlk)),Λϕ(uαij)〉 =
nβ∑
n=1
〈f∗, uβln〉〈Λϕ(uβnk),Λϕ(uαij)〉
=
δαβδjk
nα
〈f∗, uαli〉 =
δαβδjk
nα
〈f, uαli〉
=
δαβδjk
nα
λ(f)αli =
δαβδjk
nα
(λ(f)∗)αil
=
δαβδjk
nα
ωαil(λ(f)
∗),
where ωαil is the evaluation at the α, i, l entry. Since f ∈ L1(G) was arbitrary, we obtain
m(uαij ⊗ uβkl) =
δαβδjk
nα
ωαil.
Now,
L1(G)⊗h L1(G) λ⊗λ−−−→ c0(Ĝ)⊗h c0(Ĝ)
mc0−−→ c0(Ĝ)
is a complete contraction whose adjoint ℓ1(Ĝ)→ L∞(G)⊗eh L∞(G) equals Γ ◦ λ∗, where
λ∗ : ℓ
1(Ĝ) ∋ fˆ 7→ (id⊗ fˆ)(W ) ∈ C(G).
It follows that Γ ◦ λ∗ maps ℓ1(Ĝ) into C(G)⊗h C(G). Moreover, given [fˆrs] ∈Mn(ℓ1(Ĝ)), equation
(10) entails
[Γ(λ∗(fˆrs))] = [(id ⊗ fˆrs)(W13W23)] = [
∑
α
nα∑
i,j=1
〈fˆrs, eαil〉uαik ⊗ uαkl],
where the sum representing each r, s entry is convergent in the Haagerup norm. Thus,
m(n)[Γ(λ∗(fˆrs))] = [
∑
α
nα∑
i,j=1
〈fˆrs, eαil〉ωαil ] = [fˆrs].
Since Γ ◦λ∗ is a complete contraction it follows that m is a complete quotient map. Since m is also
balanced with respect to the C(G)-module structure, it induces a complete quotient map
m˜ : C(G)⊗hC(G) C(G)→ ℓ1(Ĝ).
Now, since Ĝ is weakly amenable, the algebra (C(G), ⋆) has a (two-sided) completely bounded
multiplier approximate identity. By Proposition 3.3 it follows that Ker(m⋆) = NC(G), where m⋆ :
C(G)⊗h C(G)→ C(G) is the convolution product. Lemma 5.7 implies
〈λ∗(ωαil), f〉 = 〈ωαil , λ(f)〉 = 〈uαil, f〉,
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so that λ∗(ω
α
il) = u
α
il. We therefore have λ∗ ◦m = m⋆, i.e., the following diagram commutes
C(G)⊗h C(G) C(G)
ℓ1(Ĝ)
m⋆
m λ∗
Since λ∗ is injective, it follows that Ker(m) = Ker(m⋆) = NC(G). Hence, m˜ is also injective, and
C(G)⊗hC(G) C(G) is completely isometrically isomorphic to ℓ1(Ĝ).

As an immediate corollary, we can identify the Haagerup duals of the operator algebras C(G)
and C∗λ(G) under convolution and pointwise product, respectively.
Corollary 5.9. Let G be a compact group. Then for C(G) under convolution we have
C(G)h = V N(G).
Corollary 5.10. Let G be a weakly amenable discrete group. Then for C∗λ(G) under pointwise
multiplication we have
C∗λ(G)
h = ℓ∞(G).
For a locally compact group G, there is a natural A(G)-bimodule structure on C∗λ(G). One can
then consider the Haagerup dual of C∗λ(G) in the category of operator A(G)-modules. For simplicity
we consider the case where G is discrete. A similar argument can be used in the setting of compact
Kac algebras.
Proposition 5.11. Let G be a weakly amenable discrete group. Then
C∗λ(G)
h = ℓ2c(G)
∗,
completely isometrically and weak*-weak* homeomorphically.
Proof. First we prove that the pointwise action A(G) ⊗ C∗λ(G) → C∗λ(G) extends to a complete
contraction
m : A(G) ⊗h C∗λ(G)→ ℓ2c(G).
Note that the canonical inclusions i1 : A(G)→ C0(G) and i2 : C0(G)→ K(ℓ2(G)) are both complete
contractions. Let Λϕ be the map from Lemma 5.5. Then
(11) A(G)⊗h C∗λ(G)
i1⊗Λϕ−−−−→ C0(G)⊗h ℓ2c(G) i2⊗id−−−→ K(ℓ2(G)) ⊗h ℓ2c(G).
is a complete contraction. By [10, Proposition 9.3.2] the dual pairing
ℓ2c(G)
∗⊗hℓ2c(G) ∼= ℓ2c(G)∗⊗̂ℓ2c(G)→ C, η¯ ⊗ ξ 7→ 〈ξ, η〉
is completely contractive. By Propositions 9.2.7, 9.3.4, and 9.3.5 in [10], the composition
K(ℓ2(G)) ⊗h ℓ2c(G) = (ℓ2c(G)⊗h ℓ2c(G)∗)⊗h ℓ2c(G) = ℓ2c(G) ⊗h (ℓ2c(G)∗ ⊗h ℓ2c(G))→ ℓ2c(G)
is the canonical action of K(ℓ2(G)) on ℓ2(G). Composing with (11), we see that the mapping
m : A(G)⊗h C∗λ(G)→ ℓ2c(G), u⊗ x→ Λϕ(u · x)
is a complete contraction, where u · x is the pointwise action of A(G) on C∗λ(G).
Now, for each ξ = (ξg)g∈G ∈ ℓ2(G) define
ψ(ξ) =
∑
g∈G
ξgδg ⊗ λg.
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We show that ψ is a completely contractive right inverse to m. Let In denote the n × n identity
matrix and eij the standard matrix units in Mn. For ξ = [ξij ] ∈Mn(ℓ2(G)) we have
(12) ψ(n)(ξ) =
∑
g∈G
ξgijδg ⊗ λg
 = u⊙ y,
where u = (In ⊗ [ · · · δg · · · ]g∈G) ∈Mn(M1,∞(A(G))) and
y =
∑
i,j
ei,j ⊗

...
ξgi,jλg
...

g∈G
∈Mn(M∞,1(C∗λ(G)).
To justify the inclusions, suppose x = [xij] ∈Mn(V N(G)). Then
‖〈〈x, [ · · · δg · · · ]g∈G〉〉‖Mn(M1,∞) = ‖[Λϕ(xij)]‖Mn(M1,∞)
where we view Λϕ(xij) as the infinite row [Λϕ(xij)
g]g∈G. Hence,
‖[Λϕ(xij)]‖Mn(M1,∞) = ‖[Λϕ(xij)g][Λϕ(xij)g]∗‖
1
2
Mn
=
∥∥∥∥∥∥
 n∑
k=1
∑
g∈G
Λϕ(xik)
gΛϕ(xkj)g
∥∥∥∥∥∥
1
2
Mn
=
∥∥∥∥∥
[
n∑
k=1
〈Λϕ(xik),Λϕ(xjk)〉
]∥∥∥∥∥
1
2
Mn
= ‖[Λϕ(xij)]]‖Mn(ℓ2r(G)) ≤ ‖[xij ]‖Mn(V N(G)).
It follows that ‖u‖Mn(M1,∞(A(G))) ≤ 1.
Next,
‖y‖Mn(M∞,1(C∗λ(G))) = ‖y
∗y‖
1
2
Mn(M∞,1(C∗λ(G)))
=
∥∥∥∥∥∥∥∥∥∥∥∥

m∑
k=1
[
· · · ξgkiλg−1 · · ·
]

...
ξgkjλg
...


∥∥∥∥∥∥∥∥∥∥∥∥
1
2
Mn(C∗λ(G))
=
∥∥∥∥∥∥
 m∑
k=1
∑
g∈G
ξgkjξ
g
kiλe
∥∥∥∥∥∥
1
2
Mn(C∗λ(G))
=
∥∥∥∥∥
[
m∑
k=1
〈ξkj, ξki〉
]
⊗ λe
∥∥∥∥∥
1
2
Mn(C∗λ(G))
=
∥∥∥∥∥
[
m∑
k=1
〈ξkj, ξki〉
]∥∥∥∥∥
1
2
Mn
= ‖ξ‖Mn(ℓ2c(G)).
Thus,
‖ψ(n)(ξ)‖Mn(A(G)⊗hC∗λ(G)) = ‖u⊙ y‖Mn(A(G)⊗hC∗λ(G)) ≤ ‖ξ‖Mn(ℓ2c(G))
and therefore, ψ is a complete contraction. By construction it is a right inverse to m, implying that
m is a complete quotient map.
Now if G is weakly amenable, then A(G) has an approximate identity (ui) bounded in its cb-
multiplier norm. By a similar argument to the proof of Proposition 3.3 it follows that Ker(m) =
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NC∗
λ
(G) and Ker(mℓ2c(G)) = Nℓ2c(G), where mℓ2c(G) : A(G) ⊗h ℓ2c(G)→ ℓ2c(G),
NC∗
λ
(G) = 〈u · v ⊗ x− u⊗ v · x | u, v ∈ A(G), x ∈ C∗λ(G)〉
and similarly for Nℓ2c(G). Let
(13) (id ⊗ Λϕ) : A(G) ⊗hA(G) C∗λ(G)→ A(G)⊗hA(G) ℓ2c(G)
denote the induced morphism. If X ∈ A(G)⊗h C∗λ(G) with (id⊗ Λϕ)(X +NC∗λ(G)) = Nℓ2c(G), then
m˜ℓ2c(G)((id ⊗ Λϕ)(X +NC∗λ(G))) = 0. But
X +NC∗
λ
(G) = lim
i
(ui ⊗ 1)X +NC∗
λ
(G) = lim
i
ui ⊗mC∗
λ
(G)(X) +NC∗
λ
(G),
so that
0 = m˜ℓ2c(G)((id⊗ Λϕ)(X +NC∗λ(G)))
= lim
i
m˜ℓ2c(G)((id ⊗ Λϕ)(ui ⊗mC∗λ(G)(X) +NC∗λ(G)))
= lim
i
m˜ℓ2c(G)(ui ⊗ Λϕ(mC∗λ(G)(X)))
= lim
i
Λϕ(ui ·mC∗
λ
(G)(X))
= Λϕ(mC∗
λ
(G)(X)).
By injectivity of Λϕ, it follows that X ∈ Ker(mC∗
λ
(G)) = NC∗
λ
(G). Hence, the map (13) is injective.
Since the diagram below commutes
A(G)⊗hA(G) C∗λ(G) ℓ2c(G)
A(G)⊗hA(G) ℓ2c(G) ℓ2c(G)
m˜
(id⊗Λϕ)
m˜
ℓ2c(G)
it follows that m˜ is injective. Thus, A(G) ⊗hA(G) C∗λ(G) ∼= ℓ2c(G) completely isometrically, and
C∗λ(G)
h = ℓ2c(G)
∗. 
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