Abstract. In this paper, we will study various connections between double zeta values relative to µ N , Hecke operators T N , and newforms of level Γ 0 (N ) for N = 2, 3. Those various connections generalize the well-known of Baumard and Schneps in [3] . We also give a conjecture about the Eichler-Shimura-Manin correspondence between S new k
Introduction and main result
Recall that the multiple zeta values (MZVs) are defined by ζ(n 1 , . . . , n r ) := = ∂ 2mr+1 · · · ∂ 2m 1 +1 ζ m (2n 1 + 1, . . . , 2n r + 1) ∈ Z.
He claimed that a matrix consisting exactly those integers will capture all the linear relations among the totally odd motivic multiple zeta values of a given weight k and depth r.
Let oo(k) be the totally odd indexing set with the following order oo(k) = {(k − 3, 3), (k − 5, 5), · · · , (3, k − 3)}.
Date: November 20, 2015.
Let us denote the reverse ordering indexing set to be oo ′ (k), and
.
In such a setting, Baumard and Schneps' result can be stated as follows.
Theorem (Baumard and Schneps [3] ). Let k be an even integer. The left kernel of C 1 k,2 are exactly those vectors coming from the restricted even period polynomials of cusp forms of weight k for SL 2 (Z).
Here we want to mention that the right kernel of C 1 k,2 gives us all the linear relations among totally odd double zeta values of weight k, which was completely studied by Gangl, Kaneko and Zagier in [8] .
In this paper, we will generalize Brown's matrix C N k,2 to level N = 2, 3 for double zeta values relative to µ N , and prove the following result.
Theorem 1 (Connection with Hecke operators).
Let k be an even integer. When N = 2, 3, the vectors coming from the restricted even period polynomials of cuspidal eigenforms of weight k for SL 2 (Z) are left eigenvectors of C N k,2 , and the corresponding eigenvalues are given by
where λ 2 (respectively, λ 3 ) is the eigenvalue for the Hecke operator T 2 (respectively, T 3 ) for the corresponding eigenform.
We will also prove the following result for the product D 
, where the ε = ±1 is the eigenvalues of the Atkin-Lehner involution of the corresponding newform.
Remark. It is worth mentioning that during the proofs of Theorem 1 and Theorem 2, we can see that the action of
is nothing but the following two well-known operators (up to some scalar) on the corresponding spaces:
where r ev,0 f (x, y) is the restricted even period polynomial (introduced below) of f . We can see that those two theorems are compatible with Baumard and Schneps' result, since when N = 1 both of them give us the zero action on the restricted even period polynomials of f ∈ S k (SL 2 (Z)) (in this case, every cusp form is a new form).
During the proof of Theorem 2, we found two sets of equations seems to be held only for restricted even period polynomials of level Γ 0 (2) and Γ 0 (3) respectively. Therefore, it is natural to make the following conjectures.
We have the following isomorphism defined over C.
In Section 2, we will give the detailed background and also explicit construction of our matrices C N k,2 and D N k,2 for N = 2, 3. We will also list the results we need to use in our proof. In Section 3, we will give the explicit formula for C N k,2 and D N k,2 . In Section 5, we will prove the formula for U N -operator acting on the period polynomial of f ∈ S k (Γ 0 (N)) for N = 2, 3.
In Section 4 and Section 6, we will prove Theorem 1 and Theorem 2 respectively. In Section 7, we will give some examples about Theorem 1 and Theorem 2. Finally, in Section 8, we will state some applications of those two theorems.
Background, Definitions
In this section, we will introduce the notion of multiple zeta values relative to µ N . After introducing Glanois' result about derivation operators, we will define the matrix C 
As in the MZVs case, the weight is n 1 + · · · + n r , and the depth is r. Denote by Z N the Q-vector space spanned by these multiple zeta values at arguments n i ∈ Z ≥1 , ε i ∈ µ N . Let us consider the motivic versions of those multiple zeta values, denoted by ζ m which span the Q-vector space of motivic multiple zeta values relative to µ N , denoted by H N . There is a surjective homomorphism called the period map as in the MZV case, conjectured also to be an isomorphism: for the shuffle product:
Let MT N be the Tannakian category of the mixed Tate motives. Denote by MT ′ N the full Tannakian subcategory of MT N generated by the motivic fundamental groupoid of
its fundamental Hopf algebra and
the Lie coalgebra of indecomposable elements.
For any integer N, p ≥ 1, Glanois defined the following derivation operators:
by using the coaction ∆ for motivic iterated integrals defined by Goncharov [7] and extended by Brown [2] . In [6] , Glanois gave the following explicit formula for the operator D p .
Proposition (Glanois [6] ). For any integers N, p, r ≥ 1, we have
Remark. There is a typo about one sign in [6] for this proposition.
For N = 2, 3, we have the following relations in depth 1 due to Deligne and Goncharov [5] .
• For N = 2:
• For N = 3:
For N = 2, 3, by using the above relations in depth 1, Glanois [6] defined the following analogous derivations as Brown did for MZVs. For each (p, η), define
as the composition of D p followed by the projection:
with c η,ε,p ∈ Q the coefficients of ζ l p η in the decomposition of ζ l p ε . Let us fixed the following basis of gr
for odd p ≥ 1.
• For N = 3, take ζ a p 1 for odd p ≥ 1, and ζ a p ω for even p ≥ 2.
Now for this basis, let us simplify our notations about ∂ η p as follows:
• For N = 3, write ∂ p := ∂ 
We denote the matrix C N k,2 as follows
Remark. Notice that we have ∂ 1 when N = 2, 3, and ∂ even when N = 3, but here in the definition of C N k,2 we still only consider ∂ p with odd p ≥ 3 as in the C 1 k,2 case, since we want to set up some connections with restricted even period polynomials. 
,
given in (9) and (10).
Explicit Formulas of C
In this section, we will prove explicit formulas for both
Lemma 1. For N = 2, 3, let k be a positive even integer and (m 1 , m 2 ) ∈ oo(k) and
by using Glanois' result, (9), and (10).
When r = 1, we have
When r = 2, we have
If we use the convention that r s = 0 if s < 0 < r and ζ m n 1 = 0 if n ≤ 0, the above expression can be simplified as
+ (−1)
Now from (15) and (16), when (m 1 , m 2 ) ∈ oo(k) and (n 1 , n 2 ) ∈ oo ′ (k), we have
From the above lemma and (14), we have the following explicit formula for
Lemma 2. For N = 2, 3, let k be a positive even integer and (m 1 , m 2 ) ∈ oo(k) and
Proof of Theorem 1
In this section, we will give the proof of theorem. First, we want to introduce the representative sets of the Hecke operator T 2 , T 3 acting on the period polynomial spaces. The following result is due to Zagier.
Proposition (Zagier [9] ). The representative sets of the the Hecke operator T 2 , T 3 acting on the even period polynomial spaces are given by
Now we are ready to prove Theorem 1.
Proof of Theorem 1. When N = 2, for any (m 1 , m 2 ) ∈ oo(k) and (n 1 , n 2 ) ∈ oo ′ (k), let us define for simplicity that e m 1 , m 2 n 1 , n 2 = (−1)
Notice that this e is exactly the main term in the definition of (C 1 k,2 ) (
From Lemma 1, we have
Then we have the following decomposition
where J is the exchange matrix, i.e. anti-diagonal matrix with all 1's. For any eigenform f of weight k and level SL 2 (Z) with period polynomial
Consider the restricted even part of this period polynomial, we have
We associate this restricted even period polynomial with the following vector
By the definition of the matrices A, B, C, J, we have
Also from Baumard and Schneps' result, we know that
Therefore, we have f (x + y, 2y) = r
f (x, y).
Therefore,
f (x + y, 2y)
Hence we have proven the statement for N = 2. Now let us prove it for N = 3. By the same computation, we have
f (x, 3y) + 2r
f (x + y, 3y) f (x + y, 3y)
Hence we have also proven the statement for N = 3.
U 2 , U 3 -action on period polynomials
In this section, we will prove a result about the U N -operator acting on the period polynomial of cusp form of weight k and level Γ 0 (N) for N = 2, 3.
Lemma 3. For any f ∈ S k (Γ 0 (2)), let r f (x, y) denote its period polynomial, then we have
Proof. By definition, we have
For f ∈ S k (Γ 0 (2)), the coset representative for the U 2 -operator is given by ( 1 0 0 2 ) and ( 1 1 0 2 ). Then we have
Therefore, we have
In particular, (20) and (21) also hold for restricted even period polynomials. We also need the following fact about the action of the Atkin-Lehner involution W N defined by
Remember that when k is even and N = 2, 3, we have S k (Γ 1 (N)) = S k (Γ 0 (N)). Therefore in those cases, this operator W N also gives us a decomposition
For each f ∈ S k (Γ 0 (N)) ± , denote its eigenvalues by ε f , then for the corresponding period polynomial, we have
Therefore, for the restricted even period polynomial of f ∈ S k (Γ 0 (N)) ± , we have
f (x, y)
Proof of Theorem 2
Now we are ready to prove Theorem 2.
Proof of Theorem 2. When N = 2, as in the proof of Theorem 1, we know that for any restricted even period polynomial r ev,0
where the first two lines are considered modulo (x k−2 − y k−2 ). Notice that in the first line, we already know it is even period polynomial by the formula of U 2 -action, so we do not need to cancel the odd degree term. Hence we have shown the statement for N = 2.
When N = 3, for any restricted even period polynomial r ev,0
f (x, x + y)
Those two matrices both has one left eigenvector (1, −3, 3, −1), and it corresponds to the restricted even period polynomial
of the unique cusp form in S 12 (SL 2 (Z)). The corresponding eigenvalues are
1024 .
• N = 3,
Notice that the irregular prime 691 is the one coming from the numerator of the Bernoulli number B 12 .
Remark. The divisibility of the irregular primes from B k in the products of those eigenvalues
is coming from the well-known result about the congruence between Eisenstein series and cusp forms. 
Applications
In this section, we will provide some applications about Theorem 1 and Theorem 2. From • N = 3,
We have the following result due to Deligne, which gives an estimation of the coefficients of cusp forms.
Theorem (Deligne [4] ). For any f = ∞ n=1 a n q n ∈ S k (SL 2 (Z)) and prime p, we have
Therefore, we can see the corresponding eigenvalues for eigenforms have the following asymptotical behavior.
∼ −2,
By a numerical computation up to weight ≤ 100, we found that the number of the eigenvalues being closed to −2 (− 3 4
resp.) is exactly the dimension of space of cusp forms, which suggests that we can use C 2 k,2 and C 3 k,2 to compute the eigenvalues of the T 2 and T 3 operators and also to compute the period polynomial of eigenforms. One advantage of using those two matrices is that we have explicit formulas for them which only contain binomial coefficients.
From Theorem 2, we know that when N = 2, 3 each f ∈ S new k (Γ 0 (N)) ± gives us a left eigenvector of (D N k,2 · C N k,2 ) with eigenvalues described by the theorem. By a numerical computation up to weight ≤ 100, we found that the dimension of eigenspaces match with the dimension of the corresponding newform space, and hence we made the following conjecture.
The summation starts from k = 6, since we already known that S new <6 (Γ 0 (N)) = 0 is empty when N = 2, 3, and also our method only works for k ≥ 6 since oo(k) = ∅ when k ≥ 6. 
