The authors are developing a computer-aided detection ͑CAD͒ system for masses on digital breast tomosynthesis mammograms ͑DBT͒. Three approaches were evaluated in this study. In the first approach, mass candidate identification and feature analysis are performed in the reconstructed three-dimensional ͑3D͒ DBT volume. A mass likelihood score is estimated for each mass candidate using a linear discriminant analysis ͑LDA͒ classifier. Mass detection is determined by a decision threshold applied to the mass likelihood score. A free response receiver operating characteristic ͑FROC͒ curve that describes the detection sensitivity as a function of the number of false positives ͑FPs͒ per breast is generated by varying the decision threshold over a range. In the second approach, prescreening of mass candidate and feature analysis are first performed on the individual two-dimensional ͑2D͒ projection view ͑PV͒ images. A mass likelihood score is estimated for each mass candidate using an LDA classifier trained for the 2D features. The mass likelihood images derived from the PVs are backprojected to the breast volume to estimate the 3D spatial distribution of the mass likelihood scores. The FROC curve for mass detection can again be generated by varying the decision threshold on the 3D mass likelihood scores merged by backprojection. In the third approach, the mass likelihood scores estimated by the 3D and 2D approaches, described above, at the corresponding 3D location are combined and evaluated using FROC analysis. A data set of 100 DBT cases acquired with a GE prototype system at the Breast Imaging Laboratory in the Massachusetts General Hospital was used for comparison of the three approaches. The LDA classifiers with stepwise feature selection were designed with leave-one-case-out resampling. In FROC analysis, the CAD system for detection in the DBT volume alone achieved test sensitivities of 80% and 90% at average FP rates of 1.94 and 3.40 per breast, respectively. With the 2D detection approach, the FP rates were 2.86 and 4.05 per breast, respectively, at the corresponding sensitivities. In comparison, the average FP rates of the system combining the 3D and 2D information were 1.23 and 2.04 per breast, respectively, at 80% and 90% sensitivities. The difference in the detection performances between the 2D and the 3D approach, and that between the 3D and the combined approach were both statistically significant ͑p = 0.02 and 0.01, respectively͒ as estimated by alternative FROC analysis. The combined system is a promising approach to improving automated mass detection on DBTs.
I. INTRODUCTION
In conventional mammography, the sensitivity of cancer detection is often limited by the presence of overlapping dense fibroglandular tissue in the breast. The dense parenchyma reduces the conspicuity of the abnormalities, which is one of the main causes of missed breast cancer. 1 In addition, the overlapping dense tissue may mimic lesions, which often leads to unnecessary workup or biopsy. New breast imaging modalities such as digital breast tomosynthesis mammography ͑DBT͒ or breast computed tomography are being developed to alleviate these problems. In DBT, a series of projection view ͑PV͒ images is acquired as the x-ray source is rotated about the fulcrum over a limited range of angles. Because of the wide dynamic range and high detective quantum efficiency of digital detectors, each of the PV images can be acquired with a fraction of the x-ray exposure used for a regular mammogram. The total dose required for DBT may therefore be kept at nearly the same or only slightly higher than that of a regular mammogram. Tomographic slices focused at any depths of the imaged volume can be generated with reconstruction techniques from the series of PV images. The DBT slices provide quasi-three-dimensional ͑3D͒ structural information and may reduce the camouflaging effects of fibroglandular tissues. DBT is one of the promising methods that may improve the sensitivity and specificity for breast cancer detection, especially in dense breasts. [2] [3] [4] [5] Although DBT may offer higher sensitivity than regular mammograms, the number of images that radiologists have to read for a DBT examination increases dramatically. With a well-designed display system for viewing the DBT slices, the reading time for each DBT slice will be much less than that for a corresponding mammogram. However, the overall increase in workload will still be substantial and the chance for oversight of subtle lesions may not be negligible. Computeraided detection ͑CAD͒ has been shown to improve breast cancer detection in mammography. [6] [7] [8] CAD will potentially play an important role in DBT interpretation. Several groups have been developing CAD systems for DBT. [9] [10] [11] [12] [13] [14] [15] [16] However, the developments are still at an early stage because the availability of patient DBT cases is very limited for this new modality.
During a DBT scan, the small shifts in the projection angles among the PVs will change the perspective of the overlapping tissues in the images. A mass superimposed with glandular tissues in some PVs may be better visualized in the other PVs. This offers the possibility of improving detection and diagnosis by either human or CAD systems if information from all PVs is combined. Therefore, for development of CAD systems for DBT, there are two basic approaches. One approach uses the reconstructed DBT slices as input. The multiple-PV information is combined by tomosynthesis reconstruction before image analysis. The image quality of the reconstructed DBT slices, and thus the performance of the CAD system, will depend on the reconstruction algorithms and the parameters used. Another approach is to use the individual PVs as input. Image information is extracted from the individual PVs and then the information from all PVs is merged. The latter approach may not be practical for human readers but can be advantageous for CAD systems. First, current CAD algorithms developed for regular mammograms can be applied to the PVs, and only an information fusion scheme will need to be designed to complete the process. Second, the CAD system using PVs as input will be independent of the reconstruction method and thus more easily to be adapted to DBT systems from different manufacturers.
We have previously developed a prototype CAD system for mass detection using the 3D volume from the reconstructed DBT as input and compared its performance with that using the two-dimensional ͑2D͒ PV as input in a preliminary study. [9] [10] [11] Using a small data set of 26 DBT mammograms, the detection accuracy obtained by the 3D approach appeared to be higher than that by the 2D approach. In a recent study, 14 we obtained a detection sensitivity of 80% and 90% at an average false positive ͑FP͒ rate of 1.6 and 3.0 per breast volume, respectively, using a 3D approach in a DBT data set from 52 breasts. Reiser et al. 15 conducted a preliminary study with a data set of 21 DBT breast volumes. They performed detection and feature extraction on the reconstructed slices and 3D volume and obtained a detection sensitivity of 76% at 11 FPs per breast volume. In a later study, Reiser et al. 16 investigated a 2D approach of performing mass detection on the PV views using the same data set of 21 DBT volumes with masses and another 15 without masses. They obtained a sensitivity of 90% at an average FP rate of 1.5 per breast volume. Although the major image processing steps of these or other CAD systems are similar, the specific lesion detection and feature extraction techniques developed by different research groups and for different applications are different. Since the data sets used in these feasibility studies were small, the reported performance could not be directly compared. The purpose of the current study is to compare the 2D and 3D approaches using a larger common data set. In addition, the performance of a combined CAD system that merges the information from the 3D CAD system with that from the 2D CAD system will be evaluated with the same data set.
II. MATERIALS AND METHODS

II.A. Data set
In this study, we used a data set of 100 DBT cases acquired with a GE first generation prototype DBT system in the Breast Imaging Research Laboratory at the Massachusetts General Hospital with the approval of the Institutional Review Board. Patients were recruited with written informed consent. Eligible patients were those who were found to have a suspicious lesion during their clinical care and no normal subjects were recruited. The DBT system has a flat panel CsI / a : Si detector with a pixel size of 0.1 mmϫ 0.1 mm. It acquired 11 PVs in 5-deg increments over a 50-deg arc. The protocol was to take a mediolateral oblique ͑MLO͒ view DBT of the breast with the suspicious lesion so that each case contained only a single MLO view. The total dose for the 11 PVs was designed to be about 1.5 times that of a single standard film mammogram. We reconstructed the DBT slices using the simultaneous algebraic reconstruction technique ͑SART͒. 17 The reconstructed slices had a pixel size of 0.1 mmϫ 0.1 mm and a slice interval of 1 mm. Each DBT volume had a mass of concern so that there were a total of 100 masses ͑69 malignant and 31 benign͒ in this data set. The location of the mass in each case was identified by an experienced Mammography Quality Standards Act approved radiologist. The radiologist marked the "central" slice, defined as the slice on which the mass was most conspicuous, and estimated the mass size as the longest diameter on the central slice. The top and the bottom slices where the mass became almost invisible were marked as the top and bottom of a rectangular volume of interest ͑VOI͒ enclosing the mass. The radiologist also provided an estimate of the breast density. Since there is not yet a breast imaging reporting and data system ͑BI-RADS͒ density category designed for DBT mammograms, the four BI-RADS category designed for regular mammograms was used.
An example of a DBT mammogram with a spiculated mass is demonstrated in Fig. 1 , in which the PV at 0 deg and a SART reconstructed slice approximately through the center of the mass are shown. The distributions of the malignant and benign mass sizes are shown separately in Fig. 2 . The mass size ranged from 5.5 to 43.4 mm ͑mean= 17.4 mm, median= 15.9 mm͒. The distribution of the breast densities is shown in Fig. 3 . Most of the breasts are in BI-RADS categories 2 and 3. The distribution of the number of slices in the reconstructed DBT volume is shown in Fig. 4 .
II.B. CAD system for DBT volume
Our mass detection scheme for DBT mammograms has been described previously. 11 Briefly, detection of potential mass lesions is performed in the reconstructed 3D breast volume by several processes: ͑1͒ preprocessing ͑2͒ prescreening of mass candidates by 3D gradient field analysis, ͑3͒ segmentation of mass candidates by 3D region growing, ͑4͒ feature extraction, and ͑5͒ estimation of 3D mass likelihood score. For a given input DBT mammogram, the breast region is segmented from the each slice using a breast boundary detection algorithm. To reduce noise in the gradient calculation, the image slices are smoothed by a 4 ϫ 4-pixel box filter and subsampled to 400 m ϫ 400 m pixel size. Threedimensional gradient field analysis is applied to the breast volume to enhance regions of high gradient relative to the local background as follows. First, for a given voxel c͑i͒ in the volume, 5-voxel-wide concentric shells centered at c͑i͒ are defined in a region of about 12 mm in radius. At a given shell of average radius k, R͑k͒, and a given radial direction from c͑i͒, the gradient vector at a voxel along the radial line is computed and the unit vector in the direction of the gradient vector is projected onto the radial direction. The projected gradient unit vector at R͑k͒ in this radial direction is obtained by averaging over the voxels along this direction within the shell and taking the maximum of the correspond- ing values among three adjacent shells R͑k −1͒, R͑k͒, and R͑k +1͒. The gradient field convergence of a given shell is then estimated as the average of the projected gradient unit vectors in the shell over all radial directions. Finally, the gradient field convergence at c͑i͒ is determined as the maximum of the gradient field convergence values among all shells centered at c͑i͒. The gradient field convergence calculation is performed over all voxels in the breast region, resulting in a 3D gradient field image. A maximum of 30 sites with the highest gradient field convergence values are identified as the potential mass candidates in the volume. VOI of 256ϫ 256ϫ 25 voxels are then identified in the breast volume ͑voxel size: 0.1 mmϫ 0.1 mmϫ 1 mm͒ with the center of each VOI placed at each location of high gradient convergence. The object in each VOI is segmented by a 3D region growing method in which the location of high gradient convergence is used as the starting point and the object is allowed to grow across multiple slices. In this study, region growing is guided by the radial gradient magnitude. The growth of the object is terminated when the average radial gradient magnitude around the object surface reaches a maximum value. After region growing, all connected voxels constituting the object are labeled. Three-dimensional features that describe the object characteristics can then be extracted from the labeled region. The parameter values used in the 3D gradient field analysis and segmentation were chosen in previous studies using a small data set. 11 Three types of features are extracted from the segmented object. The morphological features include the volume in terms of the number of voxels in the object, the volume change before and after 3D morphological opening by a spherical structuring element 5 voxels in radius, the surface area, the maximum perimeter of the segmented object among all slices intersecting the object, the diameter, and the compactness of the object, defined as the percentage overlap between the object and a sphere of the same volume centered at the centroid of the object. The gray level features include the maximum, minimum and the average gray levels in the object, the contrast of the object relative to the surrounding background, the skewness, kurtosis, energy, and the entropy derived from the object's gray level histogram. Two types of texture features are extracted. The run-length statistics ͑RLS͒ texture features are estimated from the DBT slices as follows. Each slice is processed as a 2D image. A band of 60-pixel wide region surrounding the object margin on each slice is subjected to the rubber-band straightening transform ͑RBST͒. 18 The RBST maps the region into a rectangular image in which the object margin will be straightened in the horizontal direction and potential spicules radiating from the object will be oriented approximately in the vertical direction. Sobel filtering is used to further enhance the texture in the RBST image. Five RLS texture features, 19 short runs emphasis, long runs emphasis, gray level nonuniformity, run length nonuniformity, and run percentage, are extracted from the Sobel gradient image in both the horizontal and vertical directions. The corresponding RLS texture features from the different DBT slices of the segmented 3D object are averaged, resulting in one set of RLS features. The RLS features are effective in differentiating spiculated and nonspiculated objects. Since we are interested in detecting all types of masses using the mass detection scheme and many malignant masses are not spiculated, a second type of texture features are extracted from the spatial gray level dependence ͑SGLD͒ matrices. 20, 21 Thirteen SGLD texture measures are extracted from the 256ϫ 256-pixel region of interest ͑ROI͒ containing the object on each slice at 1 pixel distance and two directions. The same texture features from the different DBT slices are again averaged to obtain one average feature. We have described the details of the RBST and the RLS and SGLD texture feature extraction for mammographic masses previously.
18,21 A total of 6 morphological features, 8 gray level features, 20 RLS texture features, and 26 SGLD features are extracted from each detected object in the DBT volume.
A leave-one-case-out resampling technique is used for training a classifier to estimate the likelihood of being a mass for each object. The classifier is based on linear discriminant analysis ͑LDA͒ with stepwise feature selection. 22 In each leave-one-case-out cycle using a data set of n cases, all mass candidates from a test case are left out while the other ͑n −1͒ cases are used for selection of predictor variables from the feature pool and estimation of the LDA classifier weights. The trained LDA classifier is then applied to the mass candidates in the left-out case to obtain the mass likelihood score of each candidate. The test case is therefore independent of the classifier training including both feature selection and classifier weight estimation. This process is performed with each of the n cases left out in turn so that all objects will be assigned a mass likelihood score at the completion of the n cycles. In this study, there were over 1800 mass candidates from the 100 DBT volumes at the mass likelihood estimation stage. In each leave-one-case-out cycle, ͑n −1͒ / n of these samples, or 99% on average, were available for classifier training.
The free response receiver operating characteristic ͑FROC͒ analysis is used to evaluate the performance of the CAD system. To generate an FROC curve, the decision threshold on the test mass likelihood scores of the detected objects is varied over a range. At each decision threshold, if an object has a mass likelihood score above the threshold, the object will be compared to the true mass location of that case marked by the radiologist. The object is considered to be a true positive if the centroid of the object falls within the volume of the true mass, or if the centroid of the true mass falls within the volume of the segmented object. All other objects are considered false positives. The detection sensitivity and the average number of FPs per breast are determined from the scores of the n left-out test cases. The FROC curve is plotted as the sensitivity as a function of the average FP rate as the decision threshold is varied.
II.C. CAD system for projection view images
Mass detection is performed independently on the PV image set. To estimate the mass likelihood scores for objects detected on an individual PV image, a processing scheme with five steps is used: ͑1͒ multiscale enhancement, ͑2͒ prescreening of mass candidates by 2D gradient field analysis, ͑3͒ object segmentation by region growing, ͑4͒ feature extraction, and ͑5͒ mass likelihood estimation from a single PV. The first four steps and the parameter values are chosen to be the same as those we previously developed for projection mammograms. [23] [24] [25] For an input PV, the image is first processed by multiscale enhancement. An example of the enhanced image is shown in Fig. 1͑a͒ 
͑k −1͒, R 2 ͑k͒, and R 2 ͑k +1͒. The gradient field convergence of a given ring is then estimated as the average of the projected gradient unit vectors in the ring over all radial directions. Finally, the gradient field convergence at c 2 ͑i͒ is determined as the maximum of the gradient field convergence values among all rings in the circular region. The gradient field convergence is calculated for the entire breast region. Mass candidates are identified as locations of high gradient convergence. At each high gradient convergence site, an ROI of 256ϫ 256 pixels is centered at the corresponding point on the original 2D PV image. K means clustering using gray level information is applied to the ROI to extract the object from the background. The object is further refined by an active contour method on the image. For each segmented object, a total of 11 2D morphological, 1 Hessian, and 572 texture features are extracted. The morphological features describe the contrast, size, and shape of the object on the PV. Multiresolution global and local texture features are derived from the SGLD matrices, 21 including 364 global ͑13 SGLD texture measuresϫ 14 distances ϫ 2 directions from the entire ROI͒ and 208 local ͑13 SGLD texture measuresϫ 4 distancesϫ 2 directions= 104 features from the object region and 104 from the peripheral background region in the ROI͒. The details of the morphological and texture feature extraction have been described in the literature. 20, [23] [24] [25] For the detection of masses on 2D images, we recently added a Hessian feature to the feature pool. The ROI of 256ϫ 256 pixels centered at the high gradient convergence point is convolved with the second-order derivatives of multiscale Gaussian kernels with standard deviations approximately estimated from the mass size range of interest. Five Gaussian kernels with standard deviations ranging from 2 to 6 mm were used. A response function R is calculated at the center of the object using the eigenvalues of the Hessian matrix at each scale as shown in Eq. ͑1͒. The Hessian feature is taken as the maximum response value among the five Gaussian kernels. The Hessian feature attains a maximum value of 1 for a circularly symmetric object with positive contrast The leave-one-case-out resampling method is again used for training and testing of an LDA classifier with stepwise feature selection to differentiate true and false masses detected in the 2D PVs. A 2D mass likelihood score is assigned to each mass candidate of the test case by the trained classifier in each cycle. In the current study, there were over 21 800 mass candidates from the 100ϫ 11 PV images at this stage. In each of the leave-one-case-out training cycles, on average 99% or about 21 600 samples were available for feature selection and LDA classifier weight estimation.
The 2D mass likelihood scores from the individual PVs for corresponding objects in the breast volume are combined with a backprojection method using the known geometry of the DBT system. The potential object location in the 3D breast volume can be predicted as a cone-shaped path connecting the focal spot location and the projected object image on the PV plane ͑Fig. 5͒. If the same object is detected in many PVs, the backprojected paths will intersect at a small region in the breast volume that can be considered the most likely location of the object. The actual implementation makes use of the backprojection tomosynthesis reconstruction algorithm in which the backprojection is performed over the entire breast region on each PV. Since the relevant information is the mass likelihood scores, a mass likelihood image is generated from a PV by assigning each mass candidate on the PV a gray level that is proportional to the mass likelihood score from the LDA classifier. The mass candidate is then multiplied by a Gaussian weighting function with a standard deviation equal to the object radius to represent the decrease in the mass likelihood from the center of the object to its periphery. The mass likelihood images derived from the PVs, instead of the original PV images, are backprojected to the breast volume to estimate the 3D spatial distribution of the mass likelihood scores. The 2D mass likelihood scores from different PVs of the same 3D object will therefore reinforce and contribute to higher likelihood scores at the 3D location of the object. Since the chance of detecting a true mass on a large number of PVs is higher than that for false objects, the intensity of the backprojected 3D mass likelihood distribution in the breast volume will carry useful information regarding the presence of masses. A thresholding method is applied to the distribution of the mass likelihood scores in the backprojected volume to identify local maxima. At each high likelihood location, a VOI of about 25 mm in sidelength is centered at the local maximum. Otsu's thresholding method is used to segment the likelihood distribution of the mass candidate in the VOI. The segmented "object" is then determined as a TP or FP in a similar way as that described above for the 3D detection approach. By varying the decision threshold on the maximum mass likelihood score of the detected objects, a test FROC curve for the 2D detection scheme can be generated.
II.D. Combined CAD system
We evaluate an approach that combines the information obtained from both the 3D reconstructed DBT volume and the 2D PV images. In this study, the fusion scheme ͑Fig. 6͒ makes use of the output from the 2D and 3D mass detection schemes described above. Two sets of 3D mass likelihood scores are available: one from mass detection in the DBT volume, the other from mass detection on the PV images and backprojected to the breast volume. The two sets of scores are first scaled to between 0 and 1. The objects in the backprojected mass likelihood distribution in the breast volume are segmented as described in the last section. If the centroid of a segmented object falls within the volume of a segmented object in the 3D approach or vice versa, the two objects are labeled as corresponding objects from the two different approaches. The 3D mass likelihood scores estimated for the mass candidate by the two schemes are merged by averaging in this study. If an object detected in one of the approaches does not match with any corresponding object from the other approach, the mass likelihood score of the object will be averaged with 0. The FROC curve from the combined approach is generated by estimating the mass detection sensitivity as a function of FPs per breast as the decision threshold for the combined 3D mass likelihood score is varied. The FROC curve obtained by the combined approach is compared to that obtained by detection in the 3D or in the 2D approach alone.
III. RESULTS
The test ROC curves of the LDA classifiers for classification of mass and FPs for the 2D alone, 3D alone, and combined 3D and 2D approach are shown in Fig. 7 . The areas under the ROC curves, A z , are 0.85Ϯ 0.02, 0.86Ϯ 0.02, and 0.91Ϯ 0.01, respectively. For the 2D mass detection approach, the most frequently selected features for the LDA classifier include two morphological features ͑contrast, perimeter͒, the Hessian feature, and six global ͑correlation, entropy at two distances, sum entropy, information measure of correlation 1, inverse difference moment͒, and five local ͑in-formation measure of correlation 2 at two distances, difference entropy, inverse difference moment, sum variance͒ SGLD texture features. For the 3D mass detection approach, the most frequently selected features include two morphological features ͑compactness, volume change before and after 3D morphological opening͒, four gray level features ͑av-erage gray level within object, minimum gray level within object, contrast-to-noise ratio, kurtosis of gray level histogram͒, two RLS texture features ͑gray level nonuniformity, run percentage͒, and one SGLD ͑difference entropy͒ texture feature.
The test FROC curves for the three approaches are compared in Fig. 8 and the FP rates per breast at several sensitivities are summarized in Table I . The CAD system for mass detection in the reconstructed 3D DBT volume alone achieved test sensitivities of 80% and 90%, respectively, at an average FP rate of 1.94 and 3.40 per breast. Detection of masses in the 2D PV images resulted in higher FP rates of 2.86 and 4.05 per breast, respectively, at the same sensitivities. The average FP rates were reduced to 1.23 and 2.04 per breast, respectively, at these sensitivities when the mass likelihood information from detection in the 3D and 2D schemes were combined. The FP rates for the 3D detection were therefore reduced by about 37% and 40%, respectively, at 80% and 90% sensitivities by inclusion of the 2D mass likelihood information. For a given FP rate, the sensitivity increased by about 5%-10% over the FP range of interest. The difference in the FROC curves between the 3D and 2D approaches ͑p = 0.02͒ and between the 3D and the combined approaches ͑p = 0.01͒ are statistically significant by alternative FROC ͑AFROC͒ analysis. 26 Since the detection of breast cancer is the ultimate goal, the performance of the CAD system in detection of malignant masses is evaluated. The FROC curves for the three approaches in the subset of 69 cancer cases in the data set are compared in Fig. 9 . The FP rates were 2.43, 1.46, and 0.84, respectively, at 80% sensitivity and 3.65, 2.52, 1.61, respectively, at 90% sensitivity for the 2D, 3D, and combined approaches ͑Table II͒. The difference in the FROC curves between the 3D and 2D approaches ͑p = 0.03͒ and between the 3D and the combined approaches ͑p = 0.003͒ are again statistically significant by AFROC analysis.
IV. DISCUSSION
The data set used in this study contained 100 breasts with mass lesions, 69 of which are malignant. Although the data set is still small, to our knowledge, it is the largest data set with malignant masses available to date for noncommercial tomosynthesis CAD system development. As discussed above, the training of the CAD system with such a small data set may limit its generalizability. Although we used leaveone-case-out resampling to estimate the test performance, the test set is not truly independent of training because we have experimented with different parameters and techniques and used the test results as a guide. The estimated test performance will likely be optimistically biased. More rigorous testing will be needed when an independent DBT data set is available in the future. In addition, our data set only included abnormal cases with confirmed masses and a large fraction was malignant. This was not a consecutive random sample so that the observed detection performance might not reflect that in a screening population. However, the focus of our study was to compare the relative performances, in terms of the FROC curves, of the three approaches rather than the absolute performance of a given approach. While there may be differences in the sensitivity and false positive detection rates between our case samples and screening cases, the effect of the biases, if any, on the relative performances should be much smaller than those on the absolute performances. Despite the limitations due to the data set in this early stage study, we believe that the observed trends of the approaches should be relatively independent of the data set. A CAD system includes many stages, each of which may be accomplished by different image processing techniques. Even after the techniques are chosen, each technique may contain many parameters. The choice of parameters in one stage may affect the performance of the current stage and the choice of parameters in the other stages. Ideally, optimization of the CAD system should be performed as a whole in the multidimensional parameter space. However, because of the large number of slices in a DBT volume and the large matrix size of each slice, it is computationally impractical to perform extensive parameter optimization, especially in the entire parameter space. Furthermore, because of the small sample size available, exhaustive search for best parameters that are tailored to the small data set would tend to result in overly optimistic estimates. Therefore, in our CAD system training, we attempted to limit our search to a small range that is selected on the basis of previous experiences with mass detection on mammograms and using a small number of cases for initial evaluation. 10, 11, 13 The selected parameters therefore may not be optimal. Nevertheless, the results should demonstrate the relative trends of the different approaches.
There can be many different methods to merge the 3D and 2D information for the combined system. For example, the 3D and 2D mass likelihood scores may be averaged or may be merged by a linear or nonlinear classifier with trained weights. Alternatively, the feature space extracted from the DBT volume and that from the 2D PV images may be combined and a single classifier may be trained in the combined feature space to differentiate the true masses and FPs. In this study we chose to simply average the 3D and 2D mass likelihood scores. Although the information may not be combined optimally, the advantage is that it does not require training of additional weights and thus reduces the chance of overtraining due to the limited data set. It is expected that if more sophisticated fusion methods are explored when a larger data set becomes available, further improvement in the combined system may be possible.
Although the set of PV images and the reconstructed DBT volume should contain similar image information, detection in the reconstructed DBT volume was found to provide higher detection accuracy than that in the set of PVs in this study. One reason may be that the SART combines the image information in the PVs efficiently and accurately into 3D information, facilitating the extraction of 3D morphological and texture features. On the other hand, our current 2D approach combines the mass likelihood scores by backprojection, the potentially useful correlated information on image features among the set of 2D PV images has not been fully utilized. If better methods are developed to correlate the 2D information, including the spatial positions, the gray levels, and the individual features extracted from the mass candidates on the set of PVs, it is possible that the discrimination between the mass and false positives can be improved in the 2D approach. In addition, the PVs are much noisier than those of regular projection mammograms due to the low exposure and the large x-ray incident angles for many of the PVs. Our current mass detection system developed for regular mammograms and used in this study has not been optimized for processing the 2D PV images. These are topics of interest in future developments.
Although both 2D and 3D approaches start with the same image data, the image analysis methods in the two approaches, and thus the extracted information, can be different. As a result, the combination of the two approaches provides significant improvement in the detection performance compared to either approach alone. This is not unexpected, as the combination of different image analysis techniques, or even different classifiers, based on the same image set has been shown to increase the performance of CAD systems for other modalities. 27, 28 In our previous study, 12 we compared mass detection accuracy in DBT mammograms reconstructed by the SART method and those reconstructed by an iterative maximumlikelihood ͑ML-convex͒ method. Using a small data set of 26 cases, we found that SART with two iterations using a relaxation parameter of 0.5 and 0.1, respectively, could provide comparable image quality to that obtained from the MLconvex method with 11 iterations. The FROC curves for mass detection in the two reconstructed DBT sets were also comparable. The DBT reconstruction in the current study was therefore performed using SART with two iterations. The same study also demonstrated that mass detection in DBT reconstructed with either SART or ML-convex methods using fewer iterations could lead to poorer image quality and lower FROC curves than those obtained from the chosen parameters. These results, although preliminary, indicate that CAD system performance may depend strongly on factors that affect image quality such as the DBT reconstruction methods and parameters, and image acquisition methods such as the x-ray techniques, number of projection views, and tomographic angle. Further investigations will be needed to evaluate the effects of these factors on the performance of CAD systems using different approaches. The performance dependence on image acquisition methods will have to be investigated when DBT cases obtained with the different techniques and parameters become available in the future.
V. CONCLUSION
In this study, we compared the accuracy of mass detection in the reconstructed 3D DBT volume with that in the 2D PV images. A combined system that merges both the 2D and 3D mass likelihood information was also evaluated. The 3D approach was found to provide significantly higher ͑p = 0.02͒ detection accuracy than the 2D approach. The combined information improved the estimate of mass likelihood and thus increased significantly ͑p Ͻ 0.05͒ the accuracy of mass detection in the breast in comparison with the 2D or 3D approach alone. These results indicate that 2D and 3D information fusion is a promising approach to mass detection in DBT. Study is underway to further improve the 3D and 2D CAD systems and the information fusion scheme. A larger data set is also being collected to improve the training of the CAD systems.
