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Abstract
Since 1782, when Euler addressed the question of existence of a pair of orthogonal Latin squares (OLS) by stating his famous
conjecture, these structures have remained an active area of research. In this paper, we examine the polyhedral aspects of OLS. In
particular, we establish the dimension of the OLS polytope, describe all cliques of the underlying intersection graph and categorize
them into three classes. Two of these classes are shown to induce facet-deﬁning inequalities of Chvátal rank two. For each such
class, we provide a polynomial separation algorithm of the lowest possible complexity.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction and motivation
A Latin square L of order n is an n × n matrix on n symbols, each occurring exactly once in every row and column.
Without loss of generality, we assume the n symbols to be the integers 1, 2, . . . , n. Two Latin squares L1 = ‖aij‖,
L2 = ‖bij‖ are called orthogonal if every ordered pair of symbols occurs exactly once among the n2 pairs (aij,bij ) :
i, j = 1, 2, . . . , n. An example of a pair of orthogonal Latin squares (OLS) of order 4 is illustrated in Table 1 (an OLS
conﬁguration will be illustrated as an n × n array containing in row i, column j the pair (aij , bij )).
The OLS deﬁnition is naturally extended to a set of more than two Latin squares, which are said to be mutually
orthogonal (MOLS) if and only if they are pairwise orthogonal. MOLS were introduced by L. Euler through the 36-
ofﬁcers problem, which asks for a pair of OLS of order 6. Having failed to ﬁnd such a conﬁguration, Euler conjectured
that there exists no pair of OLS of order n=2mod 4 [9,14]. The infeasibility for n=6 was ﬁrst proven in [20]. However,
it was the falsity of this conjecture, for n> 6, that revived the interest in MOLS [7].At present, MOLS remain an active
area of research because of their theoretical properties and their applications in a variety of ﬁelds (see [9,10,14]).
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Table 1
An OLS conﬁguration of order 4
(1,1) (2,2) (3,3) (4,4)
(2,3) (1,4) (4,1) (3,2)
(3,4) (4,3) (1,2) (2,1)
(4,2) (3,1) (2,4) (1,3)
In spite of the sizeable literature, the facial structure of the polytopes associated with MOLS has not been studied.
This work initiates a study on the subject by examining the OLS polytope. In particular, we establish the dimension of
the OLS polytope, identify all classes of facet-deﬁning inequalities arising from cliques of the associated intersection
graph and show how to separate them in polynomial time. These results are directly applicable, within the context of
a Branch and Cut (BC) scheme, to the problem of minimizing (maximizing) a linear function over the OLS polytope
(see the 4-index planar assignment problem discussed in the following section). Such schemes, integrating the results
introduced here with logic-based methods, have been implemented for constructing OLS pairs algorithmically (see
[4]). Variants of these implementations can be used to check whether a particular Latin square has an orthogonal mate
(see [1] for models related to this problem), whether a partially ﬁlled OLS pair can be completed, etc.
Furthermore, this work can be considered as a ﬁrst step towards the study of polytopes related to open theoretical
problems on MOLS. One such problem concerns the existence of a set of three MOLS of order 10. A more general
question addresses the issue of the existence of n−1 MOLS of order n, for n not being a prime power. This is equivalent
to asking for a projective plane of a non-prime-power order, a fundamental question in ﬁnite geometry. In general, the
polyhedral analysis of MOLS polytopes could help to answer questions rising in various ﬁelds of combinatorics like
afﬁne designs, (t, m, s)-nets, graph factorizations (see [14] for an extensive discussion), etc.
Focusing on the OLS polytope, we show (in the next section) that it is related to the polytopes examined in [6,12].
However, it presents irregularities not encountered in previous studies, e.g. it is empty for n= 2, 6. For this reason, the
OLS structure appears interesting from the perspective of polyhedral combinatorics.
The rest of this paper is organized as follows. Section 2 presents the mathematical formulation of the problem and
discusses related problems. The associated intersection graph and all its cliques are described in Section 3. In Section 4,
we establish the dimension of the underlying polytope and show that two classes of clique inequalities induce facets of
this polytope. We also prove that these inequalities are of Chvátal rank 2. Separation algorithms for these two families
of inequalities are presented in Section 5.
2. The OLS polytope and related structures
Several different mathematical programming formulations for the OLS problem are given in [3]. The integer pro-
gramming (IP) model reproduced next is attributed to D. Gale (in [8]). Let I, J,K,L be disjoint n-sets, indexing the
rows, columns and symbols of the two Latin squares, respectively. Let also the binary variable xijkl be 1, if pair (k, l)
appears in cell (i, j), and 0, otherwise. The constraints of the model are
∑
{xijkl : i ∈ I, j ∈ J } = 1, ∀k ∈ K, l ∈ L, (2.1)
∑
{xijkl : j ∈ J, k ∈ K} = 1, ∀i ∈ I, l ∈ L, (2.2)
∑
{xijkl : i ∈ I, k ∈ K} = 1, ∀j ∈ J, l ∈ L, (2.3)
∑
{xijkl : k ∈ K, l ∈ L} = 1, ∀i ∈ I, j ∈ J , (2.4)
∑
{xijkl : i ∈ I, l ∈ L} = 1, ∀j ∈ J, k ∈ K , (2.5)
∑
{xijkl : j ∈ J, l ∈ L} = 1, ∀i ∈ I, k ∈ K , (2.6)
xijkl ∈ {0, 1}, ∀i ∈ I, j ∈ J, k ∈ K, l ∈ L. (2.7)
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Given realweightswijkl , for every (i, j, k, l, ) ∈ I×J×K×L, the problemofminimizing the function∑{wijklxijkl :
i ∈ I, j ∈ J, k ∈ K, l ∈ L} over the constraints (2.1)–(2.7) is the 4-index planar assignment problem, or 4PAPn. This
formulation requires n4 binary variables and 6n2 equality constraints. Let A denote the coefﬁcient matrix of constraints
(2.1)–(2.6). The matrix A is commonly referred to as the constraint matrix of 4PAPn. We deﬁne the polytope PL as
PL = {x ∈ Rn4 : Ax = e, x0}, where e = (1, 1, . . . , 1)T. The convex hull of integer points in PL is PI = conv{x ∈
{0, 1}n4 : Ax = e}. This is the OLS polytope, since every integer point (vertex) of PI represents an OLS. PL is also
called the linear relaxation of PI . Clearly, PI ⊂ PL. In certain cases, we refer to PI as PnI . Hence, P 6I = ∅ is another
way of stating Euler’s conjecture for n = 6. Another type of relaxation is introduced by substituting (=) by () in
constraints (2.1),…,(2.6). The resulting polytope P˜I = conv{x ∈ {0, 1}n4 : Axe} is called the set-packing relaxation
of PI . Evidently, PI ⊂ P˜I . PI and P˜I are special cases of the set-partitioning and set-packing polytope (see [17]),
respectively.
Let us examine combinatorial problems related to OLS. First, a transversal of a Latin square is deﬁned as a set of
n cells, each in a different row and column, which contain n pairwise different symbols. For example, a transversal of
the ﬁrst Latin square in Table 1 is ((1, 1, 1), (2, 3, 4), (3, 4, 2), (4, 2, 3)). An important result is that a Latin square has
an orthogonal mate if and only if it has n disjoint transversals [9, Theorem 5.1.1]. Now consider the sets I, J,K, as
deﬁned above. Clearly, each transversal consists of n disjoint triplets, each representing a different row, column, and
symbol. By deﬁnition (see [6]), a transversal constitutes a solution to the 3-index axial assignment problem (3AAPn).
If L denotes the index-set of transversals, the orthogonal mate of a Latin square can be constructed if we set at each
cell the value of the l index, which indicates the transversal containing this cell. For the transversal illustrated above,
notice that all corresponding cells of the second square in Table 1 contain value 1.
Next, consider all possible tripletswith one element fromeach of the three disjoint sets I, J,K and aweight associated
with each triplet. The 4PAPn refers to identifying a minimum weight collection of n2 triplets, which form n disjoint
subsets (transversals) of n disjoint triplets. Hence, it is the extension of the 3-index planar assignment problem (3PAPn),
which asks for a minimum weight collection of n2 pairs which form n disjoint subsets of n disjoint pairs. The 3PAPn
is equivalent to the problem of ﬁnding a minimum weight Latin square (see [12,15,16]), while 4PAPn is equivalent to
identifying a minimum weight pair of MOLS. In general, kPAPn, where kn + 1, is equivalent to identifying k − 2
MOLS of minimum weight.
Research work on the polytopes of 3AAPn and 3PAPn can be found in [5,6,11,19] and [12], respectively.
3. The intersection graph and its cliques
Let R and C denote the index sets of rows and columns, respectively, of matrix A, where C = I × J × K × L and
R= (K ×L)∪· · ·∪ (I ×K). Hence, for i0 ∈ I , j0 ∈ J the pair (i0, j0) indexes uniquely the row of A corresponding to
constraint
∑{xi0j0kl : k ∈ K, l ∈ L} = 1. We refer to a column of A as c for c ∈ C. The intersection graph GA(V,E)
has a node c for every column c of A and an edge (cs, ct ) if and only if [cs ]T · ct 1, i.e. if both columns cs and
ct have a +1 entry in at least one row. Let GA(C,EC) denote the intersection graph of OLS. It is convenient to label
the n4 columns of the matrix A (of the OLS problem), not from 1 to n4, but as a tuple (i, j, k, l). Hence, each node cs
represents the index set of column s. Hereafter, for any two tuples c1, c2 ∈ C, |c1 ∩ c2| denotes the number of common
indices of the two tuples. For example, if c1 = (1, 2, 3, 2), c2 = (1, 2, 2, 3) then |c1 ∩ c2| = 2 since i = 1 and j = 2 in
both tuples.
Deﬁnition 3.1. The intersection graph of OLSGA(C,EC) has a node c, for every c ∈ C, and an edge (cs, ct ) for every
pair of nodes cs, ct ∈ C such that |cs ∩ ct | = 2 or 3.
Note that an edge (cs, ct ) ∈ EC corresponds to columns cs , ct with [cs ]T · ct = 1 or 3.
Proposition 3.2. The graph GA(C,EC) is regular of degree 2(3n − 1)(n − 1).
Proof. Let c ∈ C. There are (n − 1)4 nodes, which have no index in common with c and 4(n − 1)3 nodes having
exactly one index in common with c. By Deﬁnition 3.1, c is connected only to nodes that have two or three indices in
common with it. Hence, c is connected to all but (n − 1)4 + 4(n − 1)3 nodes. The result follows. 
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Corollary 3.3. |EC | = n4(3n − 1)(n − 1).
A maximal complete subgraph of a graph G(V,E) is called a clique [6,12,17]. Let Q ⊆ V denote the node set of a
clique, its cardinality denoted as |Q|. Cliques of GA(V,E) induce inequalities of the form∑{xq : q ∈ Q}1 which
are facet-deﬁning for the set-packing polytope [17].
Next, we focus on the cliques of GA(C,EC). Let rc denote the entry of the matrix A at row r and column c.
We deﬁne the set R(r) = {c ∈ C : rc = 1}, i.e. R(r) is the set of columns with a non-zero entry in row r.
Proposition 3.4. For each r ∈ R, the node set R(r) induces a clique in GA(C,EC) of cardinality n2. There are 6n2
cliques of this type.
Proof. The subgraph induced by the node set R(r) is complete since all its elements have two particular indices in
common. To prove that R(r) is also maximal without loss of generality assume that r = (i1, j1) ∈ I × J and consider
node c0 = (i0, j0, k0, l0) ∈ C\R(r), where i0 
= i1 or j0 
= j1. Since R(r) contains all n2 elements of C whose ﬁrst
two indices are i1 and j1, there exists c1 ∈ R(r) of the form c1 = (i1, j1, k1, l1), such that |c0 ∩ c1|1. Hence, there
exists no c0 such that the subgraph induced by R(r) ∪ {c0} is complete, i.e. R(r) is maximal. Clearly, the number of
cliques of this type equals the number of rows of A. 
Proposition 3.5. For each c ∈ C the set Q(c) = {c} ∪ {s ∈ C : |c ∩ s| = 3} induces a clique of cardinality 4n − 3 in
GA(C,EC). There are n4 cliques of this type.
Proof. Let c=c0 = (i0, j0, k0, l0) ∈ C and c1, c2 ∈ Q(c0)with c1, c2 
= c0. Since c1, c2 have three indices in common
with c0, at least two of their indices coincide. Therefore, (c1, c2) ∈ EC , for any c1, c2 ∈ Q(c0), i.e. Q(c0) is complete.
To show that the induced subgraph is also maximal, consider c3 = (i3, j3, k3, l3) ∈ C\Q(c0) and (c0, c3) ∈ EC . By
deﬁnition, c3 has exactly two indices in common with c0. Hence, let without loss of generality i0 = i3, j0 = j3 and
k0 
= k3, l0 
= l3. It is easy to see that Q(c0) contains two elements, namely cs = (is, j0, k0, l0) and ct = (i0, jt , k0, l0),
such that i0 
= is and j0 
= jt . Hence, |c3 ∩ cs | = |c3 ∩ ct | = 1, and graph Q(c0) ∪ {c3} is not complete.
The set Q(c0) includes node c0 and all nodes with exactly one index different from c0. Therefore, |Q(c0)| =
4(n − 1) + 1 = 4n − 3. Since every single node can play the role of c0, there are n4 cliques of this type. 
Proposition 3.6. Let c, s ∈ C such that |c ∩ s| = 1. The set Q(c, s)= {c} ∪ {t ∈ C : |c ∩ t | = 2, |s ∩ t | = 3} induces a
4-clique in GA(C,EC).
Proof. Let c = c0 = (i0, j0, k0, l0) and s = (i0, j1, k1, l1). We can uniquely deﬁne three elements t1 = (i0, j0, k1, l1),
t2 = (i0, j1, k0, l1), t3 = (i0, j1, k1, l0), satisfying |c ∩ ti | = 2 and |s ∩ ti | = 3, for i = 1, 2, 3. It is clear that the
node set {c, t1, t2, t3} induces a complete subgraph of GA(C,EC). To show that Q(c, s) is also maximal, consider
c2 ={i2, j2, k2, l2} ∈ C\Q(c, s). If i2 
= i0, for an edge (c, c2) to exist in GA(C,EC) we must have |c∩ c2|2, which
implies that|c2 ∩ ti |1, for some i=1, 2, 3. Hence, Q(c, s) cannot be extended to include c2, since the resulting graph
is not complete. If i2 = i0, either c2 has another element common with c and the remaining two common with s, in
which case it coincides with one of the ti’s, or it has three elements in common with c and one with s. In the latter case,
without loss of generality let j2 = j0 and k2 = k1. Then, we have |c2 ∩ t2| = 1, i.e. again Q(c, s) cannot be extended.
It follows that the subgraph induced by Q(c, s) is maximal. 
Concerning the cardinality of the set of cliques of this type, every ordered pair (c, s) such that |c∩ s|=1 gives rise to
a clique of this type. There exist 4n4(n−1)3 ordered pairs (c, s) such that |c∩ s|=1. Notice, however, that the 4-clique
Q(c, s) = (c, t1, t2, t3) is identical to Q(ci, si), for i = 1, 2, 3 where c1 = t1 = (i0, j0, k1, l1) and s1 = (i0, j1, k0, l0),
c2 = t2 = (i0, j1, k0, l1) and s2 = (i0, j0, k1, l0), c3 = t3 = (i0, j1, k1, l0) and s3 = (i0, j0, k0, l1).
Proposition 3.7. Q(c, s) = Q(ci, si), for i = 1, 2, 3.
It is also obvious that the 4-clique Q(c, s) = (c, t1, t2, t3) cannot arise from any other choice of c and s.
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Corollary 3.8. The number of distinct 4-cliques is n4(n − 1)3.
Cliques described in Propositions 3.4, 3.5 and 3.6 will be called cliques of type I, II and III, respectively.
Theorem 3.9. The cliques of type I–III are the only cliques in GA(C,EC).
Proof. Let Q be the node set of a clique in GA(C,EC). Let c = (i0, j0, k0, l0) ∈ Q. Every other q ∈ Q must have at
least two indices in common with c. Unless Q induces a clique of type II, there must exist qs ∈ Q, such that |c∩qs |=2.
Without loss of generality let qs = (i0, j0, k1, l1). If every other element of Q has the same values i0, j0 for the ﬁrst two
indices, Q induces a clique of type I. Otherwise, there exists qt = (it , jt , kt , lt ) ∈ Q, which must satisfy the following
criteria:
(i) Either it = i0 or jt = j0. If both it 
= i0 and jt 
= j0, it must be kt = k0 and lt = l0 in order for qt to be connected
to c. But then |qs ∩ qt | = 0, which implies that Q does not induce a clique.
(ii) Either (kt , lt ) = (k0, l1) or (kt , lt ) = (k1, l0). If (kt , lt ) = (k1, l1) then, because of (i), |c ∩ qt | = 1, while
(kt , lt ) = (k0, l0) implies |qs ∩ qt | = 1. In both cases Q does not induce a clique.
Hence assume that qt = (i0, j1, k0, l1). If (i0, j1, k1, l0) ∈ Q then Q=Q(c, (i0, j1, k1, l1)), in which case Q induces
a clique of type III. If (i0, j1, k1, l0) /∈Q, there must exist qr ∈ Q such that |qr ∩ (i0, j1, k1, l0)|1, |qr ∩ c|2,
|qr ∩ qs |2 and |qr ∩ qt |2. By enumeration of cases, it can be checked that every such qr must have at least three
indices in common with (i0, j0, k0, l1), in which case Q = Q(i0, j0, k0, l1), i.e. Q induces a clique of type II. 
4. Facets induced by clique inequalities
For deﬁnitions and basic results of polyhedral theory see [13,18]. Consider the polyhedron P = {x ∈ Rn : B=x =
b=, Bxb } and let dim(P ) denote its dimension. Then, dim(P ) = n − rank(B=). Thus, in order to establish
dim(PL) we must ﬁrst show the rank(A).
Theorem 4.1. rank(A) = 6n2 − 8n + 3.
Proof. Order the n4 columns of the matrix A, denoted as ijkl , so that indices k, j, i and l vary in that order, i.e. the
ﬁrst column is 1111, the second 1121, etc. A similar ordering is assumed for the rows within each row set of A, the
row sets appearing, top to bottom, as in the formulation of Section 2. For example, within the row set (2.2), the row
identiﬁed by i = 2, l = 1 appears before the row having i = 1, l = 2, because index i varies before l. Let I t denote the
t × t identity matrix and 1n a row vector of n entries, each equal to 1. Double dots denote n occurrences of a structure.
For example, a row vector consisting of n2 ones can be denoted as (1n · ·1n). Similarly, the identity matrix of order n


























It is easy to see that both matrices have n rows. The matrix In (In) has n3 (n2) columns. The matrix A (in terms of
the matrices In, In2 , In, In) is illustrated in Table 2.
Observe that the sum of all the rows in each row set is identical, i.e.
∑{xijkl : i ∈ I, j ∈ J, k ∈ K, l ∈ L} = n2.
Therefore, any constraint can be removed from any of the six sets as being linearly dependent. We keep the row set
(2.1) intact and remove the ﬁrst row of all other sets. Thus, we remove rows numbered t · n2 + 1 for t = 1, . . . , 5
(Step 1).
176 G. Appa et al. /Discrete Mathematics 306 (2006) 171–187
Table 2
The A matrix of the OLS problem
(I n · ·I n) · · (I n · ·I n)
·
·





In · · In
·
·












· · I n
2
· · I n
2
· · I n
2
(I n · ·I n)
·
·
(I n · ·I n)
· ·
(I n · ·I n)
·
·
(I n · ·I n)
Consider row sets (2.1)–(2.3). Observe that they form n independent 3AAPns, one for each value of the index l. For
l = l0, the corresponding 3AAPn involves the n3 variables xijkl0 , for i, j, k = 1, . . . , n, and the 3n rows (l0 − 1) · n+ t ,
n2 + (l0 − 1) · n + t , 2n2 + (l0 − 1) · n + t , for t = 1, . . . , n. It has been shown in [6] that the rank of the 3n × n3
constraint matrix of the 3AAPn is 3n − 2. Hence, we can remove two rows from each of the n 3AAPn’s. Note that for
l0 = 1 rows n2 + 1, 2n2 + 1 have already been removed at Step 1. For the remaining n − 1 3AAPn’s, we remove two
linearly dependent rows, namely rows numbered n2 + (t − 1) · n + 1, 2n2 + (t − 1) · n + 1, for t = 2, . . . , n. This
provides a total of 2(n − 1) rows.
This process can be repeated for indices i, j, k, where 2(n−1) rows are removed for each index. Overall, we remove
rows numbered p · n2 + (t − 1) · n + 1, for p = 1, . . . , 5, t = 1, . . . , n and q · n2 + t , for q = 3, . . . , 5, t = 2, . . . , n.
In total, 4 · 2 · (n − 1) + 5 = 8n − 3 are removed. Therefore, 6n2 − 8n + 3 is an upper bound on the rank of A. We
complete the proof by exhibiting an equal number of afﬁnely independent columns. Consider the columns:
(1, 1, 1, 1), . . . , (1, 1, n, 1), . . . , (1, 1, 1, n), . . . , (1, 1, n, n) (n2 columns)
(2, 1, 1, 1), . . . , (n, 1, 1, 1), . . . , (2, 1, 1, n), . . . , (n, 1, 1, n) (n(n − 1) columns)
(1, 2, 1, 1), . . . , (1, n, 1, 1), . . . , (1, 2, 1, n), . . . , (1, n, 1, n) (n(n − 1) columns)
(2, 2, 1, 1), . . . , (n, n, 1, 1), . . . , (2, 2, 1, n − 1), . . . , (n, n, 1, n − 1) ((n − 1)2 columns)
(1, 2, 2, 1), . . . , (1, n, n, 1), . . . , (1, 2, 2, n − 1), . . . , (1, n, n, n − 1) ((n − 1)2 columns)
(2, 1, 2, 1), . . . , (n, 1, n, 1), . . . , (2, 1, 2, n − 1), . . . , (n, 1, n, n − 1) ((n − 1)2 columns)
The matrix formed by these columns and the 6n2 −8n+3 remaining rows of A is square upper triangular, with each
diagonal element equal to one. 
Corollary 4.2. dim(PL) = n4 − 6n2 + 8n − 3.
G. Appa et al. /Discrete Mathematics 306 (2006) 171–187 177
Table 3
Examples of interchanges
Vertex x∗ = x(1 ↔ 4)K
(4,1) (2,2) (3,3) (1,4)
(2,3) (4,4) (1,1) (3,2)
(3,4) (1,3) (4,2) (2,1)
(1,2) (3,1) (2,4) (4,3)
Vertex x∗∗ = x(I ↔ K)
(1,1) (2,4) (3,2) (4,3)
(2,3) (1,2) (4,4) (3,1)
(3,4) (4,1) (1,3) (2,2)
(4,2) (3,3) (2,1) (1,4)
An alternative method for establishing the rank of A is to exploit the embedded 3PAPn, i.e. Latin square, struc-
ture. As above, constraints (2.1)–(2.3) form n independent 3AAPns, while constraints (2.4)–(2.6) form n columnwise
independent 3PAPns. Based on the results of [6] and also of [12], one can derive Theorem 4.1.
For examining the discrete case (i.e. polytope PI ) we need to introduce additional notation. Given a vertex x of PI ,
we denote by k(x; i, j) (l(x; i, j)) the element of the set K (L) appearing at row i, column j of the OLS structure
associated with x. Observe that this notation is valid only for vertices of PI and meaningless for fractional points.
We brieﬂy describe inherent properties of OLS which will allow us to derive neighbors of a vertex x ∈ PI (see
also [9]).
Remark 4.3. Let m1,m2 ∈ M , where M can be any one of the disjoint n − sets I, J,K,L. Given an OLS pair,
(inter)changing all m1 values to m2 and all m2 values to m1 yields another OLS pair. These two structures are called
equivalent.
Remark 4.4. Let M1,M2 be two of the disjoint n − sets I, J,K,L. Given an OLS pair, (inter)changing the index
values of M1 and M2 yields another OLS pair. These two structures are called conjugates.
To express the interchanges described above in an economic manner, we introduce the interchange operator, denoted
as ↔. Given a vertex x of PI , consider the expression x∗ = x(j1 ↔ j2)J , where j1, j2 ∈ J . At vertex x, n variables
indexed by j1 and n variables indexed by j2 are set to one. The above expression implies that, for these variables, the
values j1 and j2 are interchanged (leaving the remaining indices intact), thus yielding vertex x∗ (Remark 4.3). In terms
of OLS, we interchange the contents of columns j1, j2. Note that the set, to which the index values belong, appears as
a subscript of the brackets of the expression. The expression x∗ = x(I ↔ J ) implies that, for all variables set to one at
x, indices of the sets I, J exchange values, yielding point x∗ (Remark 4.4). A series of interchanges at a vertex of PI
is expressed by sequentially applying the operator from left to right.
Example 1. Let x∗ = x(1 ↔ 4)K and x∗∗ = x(I ↔ K), where x is the vertex illustrated in Table 1. The two points
are shown in Table 3. It is easy to see the variables set to one at each point. For example, x2341 = 1 (at vertex x), which
via the interchange x∗ = x(1 ↔ 4)K results in x∗2311 = 1 and via the interchange x∗∗ = x(I ↔ K) results in x∗∗4321 = 1.
Another example is x3312 which results in x∗3342 = 1 and x∗∗1332 = 1.
We brieﬂy describe the methodology used to establish dim(PI ) (see [13,18] for details). Because PI ⊂ PL,
dim(PI ) dim(PL). Suppose ax = a0, for all x ∈ PI , where a ∈ Rn4 , a0 ∈ R. Then, dim(PI ) = dim(PL) if
and only if (a, a0) can be written as a linear combination of (A, e). A strong motive for employing this approach arises
from the fact that it has been applied to the polyhedral analysis of the Latin square polytope [12].
In the theorems that follow, we often make use of the equality ay = az, where y, z ∈ PI . This is valid since both
points satisfy ax = a0. Prior to showing dim(PI ), we give a proposition establishing a relation between the elements
of the vector a (see [2] for a detailed proof).
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Proposition 4.5. Let x be a vertex of PI . For n3 and n 
= 6,
ai1j1k(x;i1,j1)l(x;i1,j1) + ai1j2k(x;i1,j2)l(x;i1,j2) + ai2j1k(x;i2,j1)l(x;i2,j1) + ai2j2k(x;i2,j2)l(x;i2,j2)
+ ai1j1k(x;i2,j2)l(x;i2,j2) + ai1j2k(x;i2,j1)l(x;i2,j1) + ai2j1k(x;i1,j2)l(x;i1,j2) + ai2j2k(x;i1,j1)l(x;i1,j1)
= ai1j1k(x;i2,j1)l(x;i2,j1) + ai1j2k(x;i2,j2)l(x;i2,j2) + ai2j1k(x;i1,j1)l(x;i1,j1) + ai2j2k(x;i1,j2)l(x;i1,j2)
+ ai1j1k(x;i1,j2)l(x;i1,j2) + ai1j2k(x;i1,j1)l(x;i1,j1) + ai2j1k(x;i2,j2)l(x;i2,j2) + ai2j2k(x;i2,j1)l(x;i2,j1)
for i1, i2 ∈ I , i1 
= i2 and j1, j2 ∈ J , j1 
= j2.
Proof (Sketch). Let x be a vertex ofPI and i1, i2 ∈ I, j1, j2 ∈ J . Consider the points x′=x(i1 ↔ i2)I , x¯=x(j1 ↔ j2)J ,
x¯′ = x¯(i1 ↔ i2)I . Subtracting ax¯ = ax¯′ from ax = ax′ and cancelling out identical terms yield the result. In simpler
terms, at the OLS pair corresponding to vertex x, we interchange (i) rows i1 and i2 to obtain vertex x′ and (ii) columns j1
and j2 to obtain vertex x¯. Finally, at the OLS pair associated with vertex x¯, we interchange rows i1 and i2 to obtain vertex
x¯′. In this way, the four OLS pairs (vertices of PI ) retain the same values in the rows and columns not interchanged.
This leads to the corresponding entries of vector a to cancel out. 
Clearly, the above equation is deﬁned in terms of a vertex x and the elements i1, i2 ∈ I , j1, j2 ∈ J . Conven-
tionally, we denote the equation of Proposition 4.5 as a[x; (i1, i2)I , (j1, j2)J ]. For example, for vertex x of Table 1,
a[x; (1, 2)I , (2, 4)J ] is
a1222 + a1444 + a2214 + a2432 + a1232 + a1414 + a2244 + a2422
= a1214 + a1432 + a2222 + a2444 + a1244 + a1422 + a2232 + a2414.
Theorem 4.6. For n7, dim(PI ) = n4 − 6n2 + 8n − 3.
Proof. Suppose that ax = a0, for all x ∈ PnI , for some a ∈ Rn
4
, a0 ∈ R. Then, we must show scalars 1kl , 2il , 3j l , 4ij ,
5jk , 
6
ik , i ∈ I , j ∈ J , k ∈ K , l ∈ L, satisfying
aijkl = 1kl + 2il + 3j l + 4ij + 5jk + 6ik , (4.1)
a0 =
∑
{1kl : k ∈ K, l ∈ L} +
∑
{2il : i ∈ I, l ∈ L}
+
∑
{3j l : j ∈ J, l ∈ L} +
∑
{4ij : i ∈ I, j ∈ J }
+
∑
{5jk: j ∈ J, k ∈ K} +
∑
{6ik: i ∈ I, k ∈ K}. (4.2)
We deﬁne
1kl = a11kl, ∀k ∈ K, l ∈ L, 4ij = aij11 − ai111 − a1j11 + a1111, ∀i ∈ I, j ∈ J ,
2il = ai11l − a111l , ∀i ∈ I, l ∈ L, 5jk = a1jk1 − a1j11 − a11k1 + a1111, ∀j ∈ J, k ∈ K ,
3j l = a1j1l − a111l , ∀j ∈ J, l ∈ L, 6ik = ai1k1 − ai111 − a11k1 + a1111, ∀i ∈ I, k ∈ K .
By substituting the ’s in Eq. (4.1) we obtain
aijkl = a11kl + ai11l + a1j1l + aij11 + a1jk1 + ai1k1 − 2ai111 − 2a1j11 − 2a11k1 − 2a111l + 3a1111. (4.3)
Substitution alone is enough to show that (4.3) is true for all cases where at least two of the indices are equal to 1. For
cases where only one of the indices equals 1, we prove only Eq. (4.3) for (i, j, k, 1), all other cases being symmetrical.
Hence, we prove that
aiqjqkq1 = aiqjq11 + aiq1kq1 + a1jqkq1 − aiq111 − a1jq11 − a11kq1 + a1111. (4.4)
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Table 4
Vertex x of PI
1 · · · jq · · · j1 · · · n













Consider the vertex x illustrated in Table 4, where 1, iq , i1, n are all different; 1, jq, j1, n are all different; k1, k2,
k3 ∈ K\{1, n}, k3 
= k1, k2 and l1, l2 ∈ L\{1, n}. All these assumptions can be safely made for n7.
Let x1 = x. Equation a[x1; (1, iq)I , (1, jq)J ] is
a1111 + a1jqk2l2 + aiq1k1l1 + aiqjqk3n + a11k3l3 + a1jqk1l1 + aiq1k2l2 + aiqjq11
= a11k1l1 + a1jqk3n + aiq111 + aiqjqk2l2 + a11k2l2 + a1jq11 + aiq1k3n + aiqjqk1l1 . (4.5)
Derive point x˘2 = x1(1 ↔ kq)K , where kq ∈ K\{1, k1, k2, k3}. Let x2 = x˘2. Equation a[x2; (1, iq)I , (1, jq)J ] is
a11kq1 + a1jqk2l2 + aiq1k1l1 + aiqjqk3n + a11k3l3 + a1jqk1l1 + aiq1k2l2 + aiqjqkq1
= a11k1l1 + a1jqk3n + aiq1kq1 + aiqjqk2l2 + a11k2l2 + a1jqkq1 + aiq1k3n + aiqjqk1l1 . (4.6)
Subtracting (4.6) from (4.5) yields (4.4).
To prove (4.3) when no index equals 1, consider vertex x3 = x2(1 ↔ lq)L, where lq ∈ L\{1, l1, l2, n}. Equation
a[x3; (1, iq)I ; (1, jq)J ] is
a11kq lq + a1jqk2l2 + aiq1k1l1 + aiqjqk3n + a11k3l3 + a1jqk1l1 + aiq1k2l2 + aiqjqkq lq
= a11k1l1 + a1jqk3n + aiq1kq lq + aiqjqk2l2 + a11k2l2 + a1jqkq lq + aiq1k3n + aiqjqk1l1 . (4.7)
Subtracting (4.7) from (4.6) yields
aiqjqkq lq = (aiqjqkq1 + aiq1kq lq + a1jqkq lq ) − a11kq lq − aiq1kq1 − a1jqkq1 + a11kq1.
Terms in brackets have one index equal to 1, therefore they can be substituted via Eq. (4.3) for (iq, jq, kq, 1), for
(iq, 1, kq, lq) and for (1, jq, kq, lq), respectively. The result is established by cancelling out identical terms. Notice that
the validity of (4.3) for (iq, 1, kq, lq) and for (1, jq, kq, lq) is established, by symmetry, at the previous step (proof of
(4.4)).
Finally, Eq. (4.2) is true, since PnI 
= ∅ for n7 [14, Theorem 2.9]. This implies that there exists at least one
0–1 vector x, for which Eqs. (2.1)–(2.6) are satisﬁed. By multiplying these equations with the corresponding ’s and
summing over all rows, we obtain ax equal to the sum of all ’s. 
Next we examine which of the clique inequalities induce facets of PI . To show that an inequality dxd0 induces
a facet of PI , we follow the methodology used to establish dim(PI ) (see also [13,18]). In short, consider the face
F = {x ∈ PI : dx = d0}. We must prove that (i) dxd0 is valid for all x ∈ PI , (ii) F 
= ∅, F 
= PI (i.e. F must be a
proper face of PI ) and (iii) if ax = a0, for all x ∈ F , for some a ∈ Rn4 , a0 ∈ R, then (a, a0) can be expressed as a
linear combination of (A, e) and (d, d0). This is achieved by exclusively using points of F.
With respect to the cliques of type I, observe that the corresponding inequalities are satisﬁed as equalities by all
x ∈ PI (Proposition 3.4). Therefore, they deﬁne improper faces of PI . The inequalities induced by cliques of types
II and III can be derived from the rows of matrix A through a Chvátal–Gomory procedure (see Propositions 4.10 and
4.11). Hence, they are valid for PI . It is also easy to see that they deﬁne proper faces of PI . What remains is to prove
(iii) and this is exactly the content of the proofs that follow.
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Theorem 4.7. Let Q(c) denote the node set of a clique of type II. For n7, the inequality∑
{xq : q ∈ Q(c)}1 (4.8)
deﬁnes a facet of PI for every c ∈ C.
Proof. Assume c = cn = (n, n, n, n). Then Q(cn) = ⋃i∈I {(i, n, n, n)}⋃j∈J {(n, j, n, n)}⋃k∈K {(n, n, k, n)}⋃




x ∈ PI :
∑
{xq : q ∈ Q(cn)} = 1
}
is a facet of PI , we consider scalars  as deﬁned in the proof of Theorem 4.6, together with an additional scalar  for
the clique inequality. By using vertices of PI (Q(cn)), we must prove the following:
(a) Eq. (4.1), for every (i, j, k, l) ∈ C\Q(cn),
(b) Eq. (4.1): aijkl = 1kl + 2il + 3j l + 4ij + 5jk + 6ik + , for every (i, j, k, l) ∈ Q(cn),
(c) Eq. (4.2), which is derived from (4.2) by adding to its right-hand side the scalar .
Observe that a tuple (i, j, k, l) ∈ C\Q(cn) if and only if it includes at most two indices equal to n. Hence, with
respect to (a), we consider three cases, viz., none, one, two of the indices of (i, j, k, l) are equal to n. For the ﬁrst case
the proof is identical to that of Theorem 4.6. For the case where one of the indices equals n, we simply need to repeat
that proof considering kq = n and x2 = x˘2(i1 ↔ n)I (j1 ↔ n)J . Observe that all vertices used to derive the equations
corresponding to (4.5)–(4.7) have xnnnn = 1, i.e. they belong to PI (Q(cn)).
For the case where two of the indices are equal to n, a more elaborate procedure is applied. Consider the vertex x
illustrated in Table 5. We derive vertices x1 = x(i1 ↔ n)I (see Table 5) and x2 = x1(1 ↔ iq)I . Observe that, although
x /∈PI (Q(cn)), vertices x1, x2 ∈ PI (Q(cn)), since they both retain pair (n, l2) at cell (n, n), i.e. x1nnnl2 = x2nnnl2 = 1.
Because vertex x2 is obtained by swapping rows 1 and iq in x1, all pairs (k, l) occurring in row 1 of vertex x1
appear also in row iq of x2 and vice versa. Therefore, the corresponding entries of a are bound to be equal, i.e.
a1jk(x1;1,j)l(x1;1,j) = aiqjk(x2;iq ,j)l(x2;iq ,j) and aiqjk(x1;iq ,j)l(x1;iq ,j) = a1jk(x2;1,j)l(x2;1,j), for all j ∈ J . Also, all other
rows remain identical in both x1 and x2, thus the corresponding entries of a in equation ax1 = ax2 cancel out. The















All terms in the summands of the above equation have at most one index equal to n. To verify this, notice that pair
(k1, l1) appearing in cell (1, n) must satisfy k1 
= n, l1 
= n, because value n appears elsewhere in column n for both K
and L (in rows n and i2, respectively). For the same reason, the value n cannot occur in cell (iq, n) (i.e. k(x1; iq , n) 
= n
and l(x1; iq , n) 
= n).
Hence, for all terms in the summands of (4.9), the correctness of (4.1) has been established (by showing (4.3))
previously in this proof. By substituting these terms from (4.1), cancelling out identical terms and solving with respect
to aiq1nn, we obtain




(21l(x1;iq ,j) − 21l(x1;1,j) + 2iq l(x1;1,j) − 2iq l(x1;iq ,j)
+ 61k(x1;iq ,j) − 61k(x1;1,j) + 6iqk(x1;1,j) − 6iqk(x1;iq ,j))
− (21l(x1;iq ,1) − 21l(x1;1,1) + 2iq l(x1;1,1) − 2iq l(x1;iq ,1)
+ 61k(x1;iq ,1) − 61k(x1;1,1) + 6iqk(x1;1,1) − 6iqk(x1;iq ,1)). (4.10)
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Table 5
Vertices x and x1
1 · · · n
Vertex x






































In the above equation we have added and subtracted terms so that the summation index runs for all the values of the set J.
The terms in the summand cancel out because
⋃
j∈J {l(x1; iq , j)}=
⋃
j∈J {l(x1; 1, j)}=L and
⋃
j∈J {k(x1; iq , j)}=⋃
j∈J {k(x1; 1, j)} = K (i.e. all values of K and L are bound to appear in both rows 1 and iq because these are
rows of Latin squares). The remaining ’s can be brought in a simpler form using Table 5. For example, notice that
k(x1; iq , j) = n in Table 5, thus we may write 61n instead of 61k(x1;iq ,1). Eq. (4.10) becomes
aiq1nn = a11nn + aiq111 − a1111 − (21n − 211 + 2iq1 − 2iqn + 61n − 611 + 6iq1 − 6iqn).
Observe that the ﬁrst three terms of the right-hand side have at least two indices equal to one. For each of these terms,
(4.1) is valid (since (4.3) becomes a tautology for tuples with at least two indices equal to one). Hence, substituting
these terms from (4.1) and cancelling identical terms yield (4.1) for (iq, 1, n, n). Eq. (4.1) for (1, jq, n, n) follows by
symmetry.
To show (4.1) for (iq, jq, n, n), we derive vertices x3 = x1(1 ↔ jq)J and x4 = x2(1 ↔ jq)J . The result is obtained
by applying the procedure described above on equation ax3 = ax4. All other cases, where two of the indices equal
n, e.g. (iq, n, kq, n), follow by symmetry. Note that all vertices used belong to PI (Q(cn)) because they include one
variable set to one with three indices equal to n.
To prove (b), for (i, j, k, l) ∈ Q(cn), we deﬁne
ijkl = aijkl − (1kl + 2il + 3j l + 4ij + 5jk + 6ik). (4.11)
It is sufﬁcient to prove that all ijkl are equal. The proof proceeds in an analogous fashion, therefore we present it in
brief.
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We only need to establish that iqnnn=ir nnn=, for iq , ir ∈ I , iq 
= ir , all other cases being symmetrical. Consider
a vertex x1 ∈ PI (Q(cn)), such that x1iqnnn =1, where iq 
= n. For ir 
= iq , obtain vertex x2 =x1(iq ↔ ir )I . It is easy to
see that x2ir nnn =1, implying x2 ∈ PI (Q(cn)). In equation ax1 =ax2 we substitute terms aiqnnn, airnnn from (4.11) and
all other terms from (4.1). After cancelling out identical terms, we obtain iqnnn = ir nnn = . For ir = n, this equality
becomes nnnn = .
Finally, as in Theorem 4.6, the validity of (c) arises from the fact that PI (Q(cn)) 
= ∅ for n7. 
The method used for proving (4.1) for (iq, 1, n, n) in Theorem 4.7 will also be adopted in the proof of the next
theorem. To summarize the procedure, suppose that we wish to show (4.1) for a speciﬁc tuple (i∗, j∗, k∗, l∗).We derive
two vertices x′, x′′ (belonging to the face whose facetness we want to prove) and transform the equation ax′ =ax′′ into
(4.1). To achieve this, we must ensure that either x′i∗j∗k∗l∗ =1 or x′′i∗j∗k∗l∗ =1 in order for term ai∗j∗k∗l∗ to appear exactly
once in ax′ =ax′′. Most importantly, we construct vertices x′, x′′ in a way that equation ax′ =ax′′, after cancelling out
terms, includes only entries of vector a, for which (4.1) has been shown at a previous step of the proof. Thus, solving
with respect to ai∗j∗k∗l∗ and substituting the remaining terms from (4.1) produce the desired result. To avoid tedious
repetitions in the following proof, we only demonstrate the derivation of the two vertices for each case.
Theorem 4.8. Let Q(c, s) denote the node set of a clique of type III. For n7, the inequality
∑
{xq : q ∈ Q(c, s)}1 (4.12)
deﬁnes a facet of PI for every c, s ∈ C such that |c ∩ s| = 1.
Proof. Assume that c = cn = (n, n, n, n) and s = (n, j0, k0, l0). Without loss of generality let j0, k0, l0 
= 1. Then
Q(cn, s) = {(n, n, n, n), (n, n, k0, l0), (n, j0, k0, n), (n, j0, n, l0)}. To show that
PI (Q(cn, s)) =
{
x ∈ PI :
∑
{xq : q ∈ Q(cn, s)} = 1
}
is a facet of PI we must prove (a)–(c) as deﬁned in the proof of Theorem 4.7 but for the set Q(cn, s) instead of Q(cn)
(i.e., Q(cn) is replaced by Q(cn, s) in the deﬁnitions of (a)–(c)).
To show (a) we distinguish four cases with respect to (i, j, k, l) ∈ C\Q(cn, s), viz. none, one, two, or three of the
indices are equal to n. For the ﬁrst two cases, the proof is identical to the proof of the corresponding cases in Theorem
4.7. Note that the vertices of PI used remain the same, since they belong to PI (Q(cn, s)) because of having xnnnn = 1.
We examine the remaining two cases separately.
Case 1: Two of the indices of (i, j, k, l) ∈ C\Q(cn, s) are equal to n.
This case includes tuples of six possible forms, i.e. (iq, jq, n, n), (iq, n, kq, n), . . . , (n, n, kq, lq). The simplest step
is to prove (4.1) for (iq, jq, n, n). This is implemented exactly as in the proof of Theorem 4.7, the only difference being
that x1 (see Table 6) is derived as x1 = x(i3 ↔ n)I , where vertex x is illustrated in Table 5. This is done so that all four
vertices x1, . . . , x4 belong to PI (Q(cn, s)), since they all include tuple (n, n, k0, l0) (see the proof of Theorem 4.7 for
the derivation of x2, x3, x4).
Proving (4.1) for tuples (iq, n, kq, n) and (iq, n, n, lq) is more complicated because it requires the use of conjugate
OLS pairs (see Remark 4.4). Hence, to show (4.1) for (iq, n, kq, n), we derive the conjugate of x1 with respect to
(J ↔ K). This is denoted as x˜1 = x1(J ↔ K) (see Table 6, where only cell contents relevant to the rest of the proof
are illustrated). By deriving vertex x˜2 = x˜1(1 ↔ iq)I , we obtain (4.1) for (iq, n, 1, n) from equation ax˜1 = ax˜2, in the
usual fashion.
Let jq ∈ J\{j0, n} denote the column of x˜1 having l(x˜1; n, jq)= n and denote k(x˜1; n, jq) as k2 (see cell (n, jq) of
vertex x˜1 in Table 6). Then, for kq ∈ K\{1, k2, n}, we derive vertex x˜3= x˜1(1 ↔ kq)K . Equation ax˜1=ax˜3 yields (4.1)
for (iq, n, kq, n). It holds that x˜1, x˜2, x˜3 ∈ PI (Q(cn, s)), since x˜mnj0nl0 = 1 for m= 1, . . . , 3. Eq. (4.1) for (iq, n, n, lq)
is shown analogously by considering the conjugate of x1 with respect to (J ↔ L).
The remaining tuples to be examined, with two indices equal to n, are of the form (n, jq, kq, n), (n, jq, n, lq),
(n, n, kq, lq). Again, we prove (4.1) only for (n, jq, kq, n), the remaining two tuples being examined in a symmetrical
manner (i.e. using different conjugates). We consider vertex xˆ1 exactly as in Table 6 but with kq in the place of k2 and
jq 
= 1. Observe that it holds that l(xˆ1; n, 1) 
= n and k(xˆ1; n, 1) 
= n, because value n appears already in columns
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Table 6
Vertices x1 and x˜1 of PI (Q(cn, s))
1 · · · n
Vertex x1

















1 · · · j0 · · · jq · · · n








n (n, l0) (k2, n)
Table 7
Vertices x∗ and x∗∗ of PI (Q(cn, s))















n (n, n) (k0, l0)
j0 and jq in row n. We derive two more vertices as follows: xˆ2 = xˆ1(1 ↔ kq)K and xˆ3 = xˆ2(1 ↔ jq)J . Equation
axˆ3 = axˆ2 yields (4.1) for(n, jq, 1, n), while equation axˆ1 = axˆ2 yields (4.1) for (n, jq, kq, n).
Case 2: Three of the indices of (i, j, k, l) ∈ C\Q(cn, s) are equal to n.
Tuples of this case can be of four different forms, namely (iq, n, n, n), (n, jq, n, n), (n, n, kq, n) and (n, n, n, lq).
We examine each form separately.
Vertex xˆ1, derived above (i.e. as illustrated in Table 6 but with kq in the place of k2), is constructed in a way that pair
(n, n) appears neither at row n nor at column n. The same is true for the second vertex required xˆ2 = xˆ1(jq ↔ n)J .
Hence, we obtain (4.1) for (n, n, kq, n) via equation axˆ1 = axˆ2. If we also derive the conjugates of xˆ1, xˆ2 with respect
to (K ↔ L), we prove (4.1) for (n, n, n, lq).
To complete this case, we construct two new vertices x∗, x∗∗ ∈ PI (Q(cn, s)) (see Table 7).
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Let j1 ∈ J\{j0, n} and deﬁne xˆ∗ = x∗(j1 ↔ n)J . Equation ax∗ = axˆ∗ yields (4.1) for (iq, n, n, n). At vertex x∗∗,
as illustrated in Table 7, assume that jq ∈ J\{n}, kq ∈ K\{k0, n}. Deﬁne xˆ∗∗ = x∗∗(kq ↔ n)K . Equation ax∗∗ = axˆ∗∗
yields (4.1) for (n, jq, n, n).
The proof of (a) is now complete. To prove (b) for (i, j, k, l) ∈ Q(cn, s), we consider ijkl as deﬁned in Eq. (4.11).
Again, we must prove that all ijkl are equal. Observe that there are exactly four such terms, namely nnnn, nnk0l0 ,
nj0nl0 , nj0k0n.
Let x¯∗∗ = x∗∗(jq ↔ n)J and consider the equation ax∗∗ = ax¯∗∗. Substituting in this equation terms annk0l0 , annnn
from (4.11) and the remaining terms from (4.1), we obtain nnk0l0 = nnnn, after cancelling identical terms. To prove
that nj0nl0 = nnnn, we derive vertex x¯∗ = x∗(iq ↔ n)I and perform the same procedure in equation ax∗ = ax¯∗.
Finally, by considering the conjugate points of x∗, x¯∗ with respect to (K ↔ L), we obtain nj0k0n = nnnn.
As in Theorem 4.6, the validity of (c) arises from the fact that PI (Q(cn, s)) 
= ∅ for n7. 
The question of whether the trivial inequalities xc0 and xc1 are facet-inducing is answered in the following
proposition.
Proposition 4.9. For n7 the inequality xc0 (xc1) for c ∈ C deﬁnes (resp. does not deﬁne) a facet of PI .
The two following propositions establish the Chvátal rank of inequalities (4.8) and (4.12).
Proposition 4.10. The inequalities (4.8) are of rank 2.
Proof. We ﬁrst prove that the rank of (4.8) cannot be 1, i.e. it has to be at least 2. We establish that the rank is exactly
2, by illustrating how the inequality can be derived within two steps of the Chvátal–Gomory procedure.




{xij0k0l0 : i ∈ I\{i0}} +
∑
{xi0jk0l0 : j ∈ J\{j0}}
+
∑
{xi0j0kl0 : k ∈ K\{k0}} +
∑
{xi0j0k0l : l ∈ L\{l0}}2 − , (4.13)
for all points of PL. Any x ∈ PL having xi0j0k0l0 = 0 and xij0k0l0 = xi0jk0l0 = xi0j0kl0 = xi0j0k0l = 1/2(n − 1), for
i ∈ I\{i0}, j ∈ J\{j0}, k ∈ K\{k0}, l ∈ L\{l0}, violates (4.13) since its left-hand side has 4(n − 1) variables equal to
1/2(n − 1), and therefore adding to 2. One solution is
xijk0l0 = xij0kl0 = xij0k0l = xi0jkl0 = xi0jk0l = xi0j0kl = 0,
xi0jkl = xij0kl = xijk0l = xijkl0 =
2n − 3
2(n − 1)3 ,
xijkl = (n − 2)
2
(n − 1)4 , ∀i ∈ I\{i0}, j ∈ J\{j0}, k ∈ K\{k0}, l ∈ L\{l0}.
It follows that the Chvátal rank is at least 2.




{xij0k0l0 : i ∈ I\{i0}} +
∑
{xi0jk0l0 : j ∈ J\{j0}} +
∑
{xi0j0kl0 : k ∈ K\{k0}}1. (4.14)
Repeating this process for rows {(i0, k0), (j0, k0), (k0, l0)}, {(i0, j0), (j0, k0), (j0, l0)} and {(i0, j0), (i0, k0), (i0, l0)},
we obtain three more inequalities, symmetric to (4.14). Adding these four inequalities yields inequality
4xi0j0k0l0 + 3
∑
{xij0k0l0 : i ∈ I\{i0}} + 3
∑
{xi0jk0l0 : j ∈ J\{j0}}
+ 3
∑
{xi0j0kl0 : k ∈ K\{k0}} + 3
∑
{xi0j0k0l : l ∈ L\{l0}}4. (4.15)
Dividing (4.15) by 3 and rounding down both sides gives inequality∑{xq : q ∈ Q((i0, j0, k0, l0))}1, implying
that its rank is at most 2. 
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Proposition 4.11. Inequalities (4.12) are of rank 2.
Proof. Assume that c = (i0, j0, k0, l0) and s = (i0, j1, k1, l1). If the inequality
∑
{xq : q ∈ Q((i0, j0, k0, l0), (i0, j1, k1, l1))}1 (4.16)
is of Chvátal rank 1, there exists 0< < 1, such that every solution to the system {Ax = e, x0} satisﬁes
xi0j0k0l0 + xi0j0k1l1 + xi0j1k0l1 + xi0j1k1l02 − . (4.17)
However, any solution having xi0j0k0l0 = xi0j0k1l1 = xi0j1k0l1 = xi0j1k1l0 = 12 violates (4.17). Hence, exhibiting such a
solution for every n establishes that rank of the clique inequality for Q((i0, j0, k0, l0), (i0, j1, k1, l1)) is at least 2. An
elaborate illustration of such a solution can be found in [2].
To prove that the rank is at most 2, we perform a series of operations analogous to those implemented in the proof
of Proposition 4.10. With respect to the matrix A, adding the rows (i0, j0), (i0, k0), (i0, l1), each one weighted by 12 ,
rounding down both sides and considering only variables indexed exclusively by elements of the tuples c, s (by omitting
the remaining variables), results in the inequality
xi0j0k0l0 + xi0j0k1l1 + xi0j1k0l1 + xi0j0k0l11. (4.18)
Applying the same procedure to rows {(i0, j0), (i0, k1), (i0, l0)}, {(i0, j1), (i0, k0), (i0, l0)} and {(i0, j1), (i0, k1),
(i0, l1)} results in three more inequalities, symmetric to (4.18). Adding these four inequalities yields
3(xi0j0k0l0 + xi0j0k1l1 + xi0j1k1l0 + xi0j1k0l1) + (xi0j0k0l1 + xi0j0k1l0 + xi0j1k0l0 + xi0j1k1l1)4. (4.19)
Dividing inequality (4.19) by 3 and rounding down both sides gives inequality (4.16), thus implying that its rank is
at most 2. 
5. Separation algorithms for clique inequalities
Apart from their theoretical signiﬁcance, facet-deﬁning inequalities can be applied to solve a problem via a BC
algorithm. The standard approach is to append such inequalities to the initial matrix only when violated by the current
solution of the LP-relaxation. Determining whether an arbitrary fractional solution violates a facet-deﬁning inequality
constitutes the separation problem. This section proposes separation algorithms for facet-deﬁning inequalities arising
from cliques ofGA(C,EC), of linear time complexitywith respect to the number of variables.The beneﬁts of integrating
these inequalities within a BC algorithm are discussed in [4], where it is shown that the incorporation of cutting planes
reduces the solution time by a factor of at least 2.
Algorithm 1 Separation of cliques of type II.
Let x ∈ PL and v ∈ N such that v5.
Step 1: Set dc = 0 for all c ∈ C.
Step 2: For all s ∈ C check xs . If xs1/vn then set dc = dc + xs for all c ∈ Q(s). If dc > 1 stop: the inequality∑{xq : q ∈ Q(c)}1 is violated. Otherwise continue.
Step 3: For all c ∈ C if dc > (v − 4)/v then check whether the inequality∑{xq : q ∈ Q(c)}1 is violated. If so stop;
otherwise continue.
In order to prove the correctness and complexity of the algorithms, we provide a number of intermediate results.
Lemma 5.1. For a point x ∈ PL and a positive integer v, the number of components of x with value v is n2/v.
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Proof. The value of the linear program L=max{ex : x ∈ PL} can be easily shown to be n2, since the vectors x ∈ Rn4
and u ∈ R6n2 deﬁned by xc = 1/n2, for c ∈ C and ur = 16 , for r ∈ R are feasible solutions to L and its dual. Therefore,
they are optimal. If more than n2/v components of x have values greater than or equal to v, ex exceeds value n2, i.e. a
contradiction. 




{xq : q ∈ Q(c)} : c ∈ C
}
. (5.1)
Since |Q(c)| = 4n − 3 for all c ∈ C, each xc appears 4n − 3 times in (5.1). Hence,
∑{∑
{xq : q ∈ Q(c)} : c ∈ C
}
= (4n − 3)
∑
{xc : c ∈ C}(4n − 3)n2.
If there were more than n2(4n − 3)/v c ∈ C having∑{xq : q ∈ Q(c)} v, it would be∑{∑{xq : q ∈ Q(c)} : c ∈
C}>n2(4n − 3), contradicting the above. 
Theorem 5.3. Algorithm 1 determines in O(n4) steps whether a given x ∈ PL violates a facet-deﬁning inequality of
type II.
Proof. To see that the algorithm is correct, assume that the inequality
∑{xq : q ∈ Q(c)}1 is violated, for some
c ∈ C. Then
dc =
∑{





xq : q ∈ Q(c), xq < 1
vn
}
1 − 4n − 3
vn
 v − 4
v
.
Hence, violation is deﬁnitely detected at Step 3 of the algorithm.
Let us now examine the complexity of the algorithm. At Step 1, we initialize n4 counters. At Step 2, there can be at
most vn3 components of a fractional point x, which are examined. For each of these, 4n− 3 counters are updated since
there are 4n− 3 nodes in the node set of a clique of type II. Hence, the complexity of Step 2 is at most vn3(4n− 3). At
Step 3, the number of c ∈ C for which∑{xq : q ∈ Q(c)}>(v − 4)/v is at most vn2(4n − 3)/(v − 4) (Lemma 5.2).
For each such c, we need 4n − 3 extra steps to check whether the corresponding inequality is indeed violated. Hence,
the complexity of Step 3 is vn2(4n − 3)2/(v − 4). Thus, the overall complexity of the algorithm is
f (v, n) = n4 + vn3(4n − 3) + vn
2(4n − 3)2
v − 4 , (5.2)
which is O(n4). The value of v that minimizes f (v, n), for large n, is v = 8. Note that the complexity of the above
algorithm remains linear with respect to the number of variables, therefore it is the lowest possible. 
Algorithm 2 Separation of cliques of type III
Let x ∈ PL.
Step 1: For all c ∈ C if 1>xc > 14 .
Step 2: Then for all t ∈ C with |c ∩ t | = 2 if xt > (1 − xc)/3.
Step 3: Then for all s ∈ C, such that |c ∩ s| = 1 and |s ∩ t | = 3 if∑{xq : q ∈ Q(c, s)}> 1 stop; otherwise continue.
Theorem 5.4. Algorithm 2 determines in O(n4) steps whether a given x ∈ PL violates a facet deﬁning inequality of
type III.
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Proof. Let us ﬁrst consider the correctness of the algorithm. If a non-integer point x violates
∑{xq : q ∈ Q(c, s)}1,
at least one component of x must be > 14 , given that |Q(c, s)| = 4. Hence, assume that xc > 14 for c = (i0, j0, k0, l0).
On the other hand, xc = 1 implies xt = 0 for all t ∈ C such that |c ∩ t | = 2 and inequality∑{xq : q ∈ Q(c, s)}1 is
satisﬁed as equality. Therefore, if x violates such an inequality the range 14 <xc < 1 is correct. Since, |Q(c, s)| = 4 the
condition xt > (1 − xc)/3 must hold for at least one t ∈ Q(c, s)\{c}. Consequently, Algorithm 2 is correct.
Concerning the complexity of the algorithm, we note that the comparison in Step 1 is executed in the worst case
n4 times, once for each variable. The number of variables with value > 14 is at most 4n
2 (Lemma 5.1). For each such
variable, there are 6(n − 1)2 tuples t ∈ C such that |c ∩ t | = 2, as indicated by constraints (2.1) for (k0, l0), . . . , (2.6)
for (i0, k0). Hence, we need 24n2(n − 1)2 comparisons to identify all such ordered pairs (c, t), or O(n4) steps. For
a certain c, the number of t’s cannot be more than 3 in each of the rows (k0, l0), . . . , (i0, k0) of the matrix A, since
otherwise one of these inequalities would be violated. Thus the total number of t’s given c, for which xt > (1− xc)/3 is
satisﬁed, is 18. For c, t given, there are at most (n− 1) tuples s ∈ C such that |c∩ s| = 1. Thus, Step 3 will be executed
4n2 × 18 × (n − 1) times, i.e. its complexity is O(n3). It follows that the total complexity is O(n4). 
Corollary 5.5. Whether there exists a violated clique inequality can be detected in linear time with respect to the
number of variables, i.e. in O(n4) steps.
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