The appearance of so-called exceptional points in the complex spectra of non-Hermitian systems is often associated with phenomena that contradict our physical intuition. One example of particular interest is the state-exchange process predicted for an adiabatic encircling of an exceptional point. In this work we analyze this process for the generic system of two coupled oscillator modes with loss or gain. We identify a characteristic system evolution consisting of periods of quasi-stationarity interrupted by abrupt non-adiabatic transitions. Our findings explain the breakdown of the adiabatic theorem as well as the chiral behavior noticed previously in this context, and we provide a unified framework to describe quasi-adiabatic dynamical effects in non-Hermitian systems in a qualitative and quantitative way.
The quantum adiabatic theorem is a seminal result in the history of quantum mechanics. Paraphrasing Born, the theorem states that for an infinitely slow parametric perturbation there is no possibility of a quantum jump [1] . Many physical phenomena observed in both quantum and classical systems can be explained by this theorem, ranging from optical tapers [2] to robust quantum gates [3] . Recently, the applicability of adiabatic principles to non-Hermitian systems, e.g., coupled harmonic modes with gain or loss, has attracted considerable attention. Here, the complex eigenvalue structure and the existence of so-called exceptional points (EPs) leads to new counterintuitive phenomena [4] [5] [6] [7] [8] [9] [10] [11] [12] . Perhaps most strikingly, adiabatically encircling an EP was predicted to effect a state-exchange, with applications for switching and cooling [13] [14] [15] . However, it is now known that the very presence of non-Hermiticity prevents a general application of the adiabatic theorem [16] [17] [18] , and leads, e.g., to chiral behavior [19] [20] [21] [22] [23] [24] . A unified understanding of this fundamental problem and the associated phenomena is still missing.
In this work we present a detailed analytic study of the dynamical phenomena associated with quasiadiabatically encircling EPs, with the aim to complete the current fragmentary picture. Our results reveal that the system evolution is determined by the presence of two quasi-stationary fixed points interrupted by abrupt nonadiabatic transitions. However, these transitions cannot be predicted by standard stability analysis. Surprisingly, despite an overall break-down of adiabatic principles, we find that piece-wise adiabaticity is still a key ingredient for understanding the evolution of the system. An important observation from our analysis is that the problem of quasi-adiabatically encircling EPs is singluarly perturbed [25] , meaning that the dynamics cannot be obtained by perturbative corrections to the adiabatic prediction. This makes the problem particularly interesting as well as challenging, both from a physical and from a mathematical point of view. The phenomena described in this work could be studied in modern-day experiments with, e.g., waveguides [26, 27] , coupled resonators [28, 29] , or electromechanical [30, 31] and optomechanical systems [32, 33] .
Model. For the following discussion we consider the generic model of two coupled harmonic modes with angular oscillation frequencies ω 1 and ω 2 , decay rates γ 1 and γ 2 and coupling strength g; see Fig. 1(a) . By omitting the common evolution with average frequency Ω = (ω 1 + ω 2 )/2 and decay rate Γ = (γ 1 + γ 2 )/2 the remaining non-trivial dynamics of the amplitudes, α 1 and α 2 , is d dt
where ω = (ω 1 − ω 2 )/2 and γ = (γ 1 − γ 2 )/2. We sup- Example parametric path where γ is fixed, ω = r sin φ(t), and g = γ/2 + r cos φ(t).
(c) Real ( ) and imaginary ( ) parts of the spectrum, λ∓ = ∓ (ω + iγ/2) 2 + g 2 . The curve is the trajectory of λ− for the path defined in (b) and depicts the adiabatic prediction. For the function φ we choose φ(t) = ±2πt/T in examples (i, ii), and we choose φ(t) = −2πt/T + π in example (iii). In all examples we set r = 0.1, γ = 1 and T = 45, for which T |λ− − λ+| 1. The first row shows the dynamical gain parameter, T λ−(t), and the total integrated gain, t 0 λ−(t )dt . Note that the dynamical gain is the gain of the adiabatic prediction but not necessarily the actual gain of the numerical solution. The second row shows the eigenvector populations, |c∓(t)| 2 . along with the adiabatic prediction, |c ad.
We do not plot |c ad.
+ (t)| 2 because adiabatic principles imply |c ad.
The third row shows a projection of the numerical solution onto the real and imaginary parts of the eigenspectrum, specifically [|c−(t)
. The use of red and blue is to provide an indication of which population, or surface, corresponds to a gain and loss eigenvector respectively.
pose that at least ω and g, or ω and γ can be controlled as a function of time. This can be achieved, e.g., with optical modes propagating through waveguides with spatially varying losses [34, 35] , by applying chirped laser pulses to molecular systems [21] , or by using two mechanical resonators with electrically [30, 31] or optomechanically [32, 33] controlled parameters.
Let us write Eq. (1) more compactly as˙ x = −iM x, where x is the state vector and M is the dynamical matrix, or sometimes called in this context a nonHermitian Hamiltonian [9] . M has eigenvalues λ ∓ = ∓λ = ∓ (ω + iγ/2) 2 + g 2 . The corresponding right eigenvectors are
with ϑ such that tan ϑ = −g/(ω + iγ/2) [36] . Figure 1 (c) shows the real ( ) and imaginary ( ) parts of λ ± as a function of g and ω with γ fixed. The pinch points ω + iγ/2 ∓ ig = 0 are EPs [4] [5] [6] [7] [8] [9] [10] . At these points the eigenvalues as well as the eigenvectors coalesce, and M becomes non-diagonalizable. Encircling an EP with a closed path in parameter space causes the two eigenvalues, and hence also the two eigenvectors, to swap; see Figs. 1(b, c). Based on intuition from the quantum adiabatic theorem, it was suggested that this unique feature could be observed in physical systems by encircling an EP over a time T such that T |λ − − λ + | is large [13] [14] [15] . However, other studies contradict this result and show that due to non-Hermiticity this picture cannot hold in general [16] [17] [18] [19] [20] [21] [22] [23] [24] . Numerical examples. Before presenting an analytic treatment of Eq. (1) we consider in Fig. 2 some typical solutions for encircling an EP with T |λ − − λ + | 1. The path is defined in Fig. 1(b) . We expand the solution as x(t) = c − (t) r − (t) + c + (t) r + (t), where r − (t) and r + (t) are the instantaneous eigenvectors of M(t), and we choose the initial condition c − (0) = 1 and c + (0) = 0. The adiabatic prediction is c ad. − (t) [36] [37] [38] [39] . In examples (i) and (ii) in Fig. 2 we have chosen an anticlockwise and a clockwise encircling respectively, φ(t) = ±2πt/T . In the anticlockwise example the solution matches the adiabatic prediction and the corre-sponding state flips, but in the clockwise example we observe a non-adiabatic transition, for which, apart from an overall amplification, the system returns to the original state. This chiral behavior, first presented in Ref. [19] , illustrates one of the key differences between the dynamics in Hermitian and non-Hermitian systems. In the latter, the eigenvalues are complex, which causes gain or loss in c − and c + . An infinitesimally small non-adiabatic coupling can therefore be exponentially amplified, causing the gain eigenvector to dominate. This mechanism intuitively explains why the adiabatic theorem does not in general hold for non-Hermitian systems.
Example (iii) shows the result for a more interesting path φ(t) = −2πt/T + π where gain-loss behavior swaps half-way through and the total integrated dynamical gain vanishes, T 0 λ(t)dt = 0. Surprisingly, the final state matches the adiabatic prediction, |c − (T )| 2 |c − (0)| 2 , even though during the interim the solution is highly non-adiabatic. This observation cannot be explained by the intuitive argument above because c − is non-trivially slaved to c + past the time t = T /2 when we would expect c − to increase exponentially. Thus, considering dynamical gain alone is insufficient to accurately predict behavior for quasi-adiabatically encircling EPs.
Non-adiabatic transition amplitudes. In order to develop a general dynamical description we consider the evolution operator, U(t), defined by x(t) = U(t) x(0), which contains the full dynamics independent of the initial condition. In the eigenbasis Eq. (2), U(t) is the solution oḟ
with initial condition U(0) = 1, where
is the non-adiabatic coupling [36, 37] . Adiabaticity usually requires that the non-adiabatic coupling be much smaller than the distance between eigenvectors, ε(t) := |f (t)/[2λ(t)]| 1. Since ε(t) ∝ T −1 this condition is always satisfied for an appropriate T . Setting f (t) = 0 in Eq. (3), which implies ε(t) = 0, yields the diagonal adiabatic prediction U ad. ∓,± (t) = 0 [36] . However, as is evident in Fig. 2 , even for arbitrarily small yet non-vanishing ε(t) the actual solution is significantly non-diagonal. This indicates that the system is singularly perturbed by the non-adiabatic coupling, and cannot be obtained as a perturbative correction to U ad (t). We shall henceforth call ε(t) 1 the quasi -adiabatic condition.
In order to describe the non-adiabatic character of U(t) for quasi-adiabatic dynamics we focus on the rel- ative transition amplitudes [19] 
For example, R − (t) is a measure of the magnitude of the net non-adiabatic transition from r − (t) to r + (t) at time t. If R ∓ (t) 1 then we may say that c ∓ is behaving adiabatically, while R ∓ (t) 1 indicates a non-adiabatic transition has occured. From Eqs. (3) and (5) it follows that R ∓ (t) considered as a dynamical variable is the solution to the Riccati equatioṅ
with initial condition R ∓ (0) = 0 [36, 40] . Dynamical phenomena associated with quasi-adiabatically encircling EPs can be fully understood from the solutions of this equation in the limit ε(t) 1.
Results. Firstly, we note that the equations of motion for R − and R + are related by the replacement rule R − ↔ 1/R + . We may therefore consider only R := R − without loss of generality. Furthermore, assuming that transients are damped, this relation has the immediate consequence that lim t→∞ R − (t)R + (t) = 1, which agrees with Ref. [19] and prohibits simultaneous adiabatic behaviour in both c − and c + over long times.
The lower panel of Fig. 3 (a) shows a generic solution for R (see the caption for details). It resembles a square wave, i.e., we see fast switching between two quasi-stationary values. This behavior can be understood from a separation of time-scales [25, 36] . For short times λ(t) and f (t) can be considered constant and R evolves towards one of two fixed points. The first fixed point,
, indicates non-adiabatic behaviour (c + dominates) and is attractive for λ(t) > 0. Tracking one of these two fixed points corresponds to the periods of quasi-stationarity exhibited in Fig. 3(a) .
At certain critical times the stability of the two fixed points swaps. For example, R ad. (t) becomes repellent and R n.ad. (t) becomes attractive when the sign of λ(t) becomes positive. Let us call this time t * , i.e., t * is such that λ(t * ) = 0 and λ (t * ) > 0. The reverse case, when λ(t) becomes negative, has a completely analogous analysis. Naively, one might expect an immediate rapid transition from R ad. (t) to R n.ad. (t) upon passing t * , but, as is evident in Fig. 3(a) , this is not the case. The system evolves 'adiabatically' past t * and tracks the repellent fixed point for a significant amount of time. Intuition for this behavior is obtained from the phase portraits of Eq. (6), shown in Fig. 3(b) . The system dynamics changes from a spiral towards R ad. (t) for t < t * to a spiral away from R ad. (t) for t > t * , passing through a degenerate Hopf bifurcation [42] at t = t * where R ad. (t) is a center and neither attractive nor repellent. We therefore expect some persistence in the tracking of R ad. (t). Such behavior is typical in slow-fast systems with dynamical bifurcations and is known as stability loss delay [43] .
In order to estimate the delay time t + between t * and the actual time of the non-adiabatic transition from R ad. (t) to R n.ad. (t), we consider the path defined in Fig. 1(b) with φ(t) = 2π(t − t * )/T and r γ. Then,
, and ε(t) ε = π/(4 √ rγ T ) [44] . Assuming that the system is near R ad. (t) we can neglect the nonlinear term in Eq. (6) to find the attracting solution in the neighborhood of t * [36] :
The first term (upper line on the right) corresponds to tracking R ad. (t). The second term (lower line) is negligible for (t − t * ) < T /2, but it diverges exponentially for t − t * > T /2, thereby indicating the non-adiabatic transition to R n.ad. (t). Thus, under the ideal conditions assumed here, the system remains close to the unstable fixed point for half a period, t + = T /2. This result is robust for small deformations of the path as long as we maintain ε(t)
1. Furthermore, it agrees with the general methods to estimate bounds on delay times presented in Refs. [45] [46] [47] , which are sketched in the supplemental material [36] .
Discussion. Together with the analogous results for R + , the above analysis provides a general description of the dynamical effects associated with quasi-adiabatically encircling EPs. Let us consider again the three examples studied in Fig. 2 . In example (i) the adiabatic fixed point is attractive for the entire loop around the EP and therefore the solution follows the adiabatic prediction,
In contrast, in (ii) the adiabatic fixed point is always repellent and a non-adiabatic transition occurs. Similarly, in (iii) the system first switches from R ad. (t) to R n.ad. (t), but then back again with a delay t + T /2 after R ad. (t) becomes attractive. Note that the delay times exhibited in the first encircling period as seen in Figs. 2 and 3(a) differ somewhat from the maximal value of T /2 estimated above. This is due to a high sensitivity to the initial condition R(0) = 0 which is not exponentially close to R ad. (0). After about one encircling period the system approaches the unique longtime relaxation oscillation which is a universal signature of quasi-adiabatically encircling EPs.
Finally, it is important to address the influence of noise, which will be present in any experimental implementation. To do so we simulated the dynamics of c ∓ in the presence of delta-correlated Gaussian noise ξ(t) with variance ξ(t)ξ(t ) = γN δ(t − t ). The gray shaded area in Fig. 3(a) indicates the resulting distribution of random trajectories of R(t) for N = 1/10. This resembles the case where the initial resonator amplitude is a factor of 10 above the thermal noise floor. For the first encircling period the fixed point R n.ad. (t) is still robust, but the delay time t + is significantly reduced. This again demonstrates the extreme sensitivity of Eq. (6) upon initial conditions. However, the dynamics of R is selfcorrecting, and after the first encircling period it settles into robust periodic dynamics much resembling the case without noise. This surprising observation can be understood as follows. Initially, noise causes R to loose stability early. But this means that the total population of the system is increased, and therefore the effect of the constant noise background is reduced.
Conclusion. In summary we have analyzed the quasiadiabatic encircling of an EP in a non-Hermitian system. Our study shows that various dynamical phenomena associated with this process can be described in a unified way by analysing the non-adiabatic transition am-plitudes, R − (t) and R + (t). In particular, we identified a characteristic switching pattern and stability loss delay. Our analytic predictions for the delay times and the observed robustness with respect to noise are relevant for first experimental investigations of these effects and provide the basis for analyzing similar phenomena in more complex systems.
Supplemental Material for: General dynamical description of quasi-adiabatically encircling exceptional points
This supplemental material contains additional details on the main results presented in the main text. In Secs. A and B we briefly consider non-Hermitian dynamics and the extension of the quantum adiabatic theorem to nonHermitian systems. Sections C to F present derivations of the main results presented in the paper. Finally, in Sec. G we outline general methods to estimate bounds on delay times and conclude with a note on the attracting solution.
A. FORMAL ELEMENTS OF NON-HERMITIAN DYNAMICS
Let us consider the mathematical problem˙ x = −iM(t) x with x(0) = x 0 where M(t) is non-Hermitian and diagonalizable with eigenvalues λ i (t). Note that in the main text we consider paths which avoid EPs, and therefore, although M(t) is non-diagonalizable at an EP, it is diagonalizable for all values of t. Since M(t) is non-Hermitian it does not in general have an orthonormal eigenbasis in the sense of Dirac, but rather a biorthogonal eigenbasis: a set of right eigenvectors r i (t) defined by M(t) r i (t) = λ i (t) r i (t) and a set of left eigenvectors l
This definition of the eigenbasis leaves the eigenvectors with not only an indeterminate phase but also an indeterminate amplitude: using any set of complex valued functions χ i (t) we may construct another biorthogonal eigenbasis as s i (t) = e −iχi(t) r i (t) and m
. The coefficients of an expansion of the solution in an eigenbasis are therefore somewhat arbitrary. Instead of x(t), it is more convenient to consider the evolution operator U(t). U(t) is the solution tȯ U = −iM(t)U with U(0) = 1.
(1) From x 0 and U(t) we may construct x(t) as x(t) = U(t) x 0 . Note that U(t) is not unitary. Its inverse, V(t), is the solution toV = iVM(t) with V(0) = 1, which is not the Hermitian conjugate of the above equation because M(t) is not Hermitian. Expanding U in r i (t) and l T i (t), and then transforming to s i (t) and m T i (t) yields
We see that if the transformation function is a constant, χ i (t) = χ i , then the diagonal elements of U are left unchanged. It is convenient, therefore, to regard all eigenbases related by a constant transformation function as in the same 'frame'. If in a particular frame there is a mathematically inconvenient dynamics, we may remove this unwanted dynamics by transforming to a different frame. For example, we may remove any geometric phase by transforming to an eigenbasis such that m T i (t)˙ s i (t) = 0.
B. EXTENDING THE QUANTUM ADIABATIC THEOREM TO A NON-HERMITIAN SYSTEM
Let us consider the mathematical problem˙ x = −iM(s t ) x with x(0) = x 0 where s t := T −1 t ∈ [0, 1] such that T ||M(s t )|| 1. We call s t intrinsic time. To explain the meaning of 'intrinsic' here, choosing different values of T has the effect of changing the correspondence between t and the setting of the system, and so quantities that are expressed as functions of t are manifestly dependent upon the 'size' of the system, T , i.e., they appear 'extrinsic;' but changing T has no effect upon the correspondence between s t and the system setting, which may therefore be called intrinsic. We shall henceforth adopt the convention that quantities written as a function of s t have no dependence on T (they are intrinsic quantities). Let us focus on the evolution matrix, U(t). Adiabatic dynamics may be defined as that for which the eigenstate coefficients decouple. By choosing an eigenbasis such that l T i (s t ) r i (s t ) = 0 [1] , i.e., one for which there is no geometric phase, one immediately finds that the adiabatic solution is
and we have introduced the quantity Λ i (s t ) := st 0 λ i (s )ds . The net dynamical phase and gain are T Λ i (s t ) and T Λ i (s t ) respectively. We are concerned to examine the deviations from the adiabatic solution, and so we expand the evolution operator in the adiabatic instantaneous eigenbasis [2] to write the probleṁ
with U p,q (0) = δ p,q where here we have defined
The quantity f p,q (t) = T
−1f
p,q (s t ) may be identified as the (extrinsic) non-adiabatic coupling. Integrating yields
At this point one typically invokes perturbation theory to write for p = q
Integration by parts then yields
The first line vanishes linearly with
The second line, upon a second integration by parts, is revealed to have the same behavior, only to second order. We thus have a quasi-adiabatic condition
We use the term quasi -adiabatic because it can ensure adiabaticity only for those elements of U for which Λ i (s t ) is the greatest. The proper adiabatic condition may be written
but this is not generally satisfiable by choice of T .
C. DERIVATION OF EQ. (3) IN THE MAIN TEXT
Our model, Equation (1) in the main text, is
The dynamical matrix here has eigenvalues λ ∓ (s t ) = ∓λ(
, as given in the main text. The corresponding left-and right-eigenvectors are
where tan ϑ(
. (12) The transformation to the eigenframe is
The dynamical matrix is thereby transformed as
This yields
The equation of motion for the evolution operator in the eigenframe is thuṡ
One can equivalently derive this expression by using the formulae presented in the previous section.
D. DERIVATION OF EQ. (6) IN THE MAIN TEXT
The definitions of R − (t) and R + (t) are
respectively. Using Eq. (17),
E. DERIVATION OF THE GOVERNING EQUATIONS FOR THE FAST AND SLOW TIME-SCALES OF EQ. (6) IN THE MAIN TEXT
Time measured in units of t is a fast time-scale, whereas time measured in units of O(s t ) is a slow time-scale. It is convenient to introduce the following specific slow time-scale: τ such that dτ = ε(t)dt. Clearly, τ = O(s t ) because ε(t) ∝ T −1 . Let us consider λ(s t ) andf (s t ) as dynamical variables to write Eq. (19)
Here we are using Landau notation over ε(t); e.g.,λ = O[ε(t)]λ (s t ) means that for sufficiently small ε(t) there exists a quantity c independent of ε(t) such that |λ/λ (s t )| ≤ c ε(t). Taking the limit ε(t) → 0 we obtaiṅ
Alternatively, we may express the dynamics in terms of the slow time-scale τ :
The factor O(1) may by understood as standing in the place of some quantity independent of ε(t). Here, taking the limit ε(t) → 0 yields
The fact that these two time-scales constitute a differential-algebraic system implies that any perturbative approach can only be valid for a time O[ε(t)]. This is often taken as the definition of a singularly perturbed system [3] .
F. DERIVATION OF EQ. (7) IN THE MAIN TEXT
Neglecting the nonlinear term in Eq. (19) we havė
For λ(s t ) = √ rγe i(t−t * )/T , T −1f (s t ) = iπ/(2 T ), and ε(t) = ε = π/(4 √ rγ T ) the solution is
By changing the integration variable to e iπ(t −t * )/T /(2ε) one recognizes
where Ei is the exponential integral defined as
and analytically continued [4] . Note that P denotes the principal part. Since ε 1 we may use the asymptotic expansion of Ei,
Note that for z < 0 the first term in this asymptotic expansion is exponentially suppressed and the signum function represents the branch cut in Ei along the negative real axis. For z > 0 the first term is exponentially amplified and the signum function is negligible and therefore this asymptotic expansion is approximately continuous. Let us consider times |t 0 − t * |, |t − t * | < π. In this case the branch cut does not play a role and we can replace the signum function by a smooth function going from −1 to 0 to 1, where the details don't matter because they only lead to exponentially small corrections. Then our solution can be rewritten
The first term here corresponds to tracking R ad. (t), while the second term describes departure from R ad. (t). The second term diverges exponentially for t − t * > T /2 with a prefactor that depends on the initial condition, R(t 0 ). An appropriate initial condition is not obviously inferable from Eq. (24) . However, it is reasonable to expect that the solution is attracted toR(t) at t = t * . Let us therefore take lim t0→(t * )
The delay time is thus t + T /2, with logarithmic corrections depending on the initial condition. Furthermore, inspecting Eq.(29) we notice that for the limit mentioned above and granted that t > t * , the 'best' solution, i.e., the attracting solution, would seem to be
which is Eq. (7) in the main text. This result is derived again in the next section using different mathematical tools.
G. GENERAL METHODS TO ESTIMATE MINIMAL AND MAXIMAL DELAY TIMES
In order to estimate minimal and maximal delay times we apply the general methods presented in Refs. [5] [6] [7] . A good review is Ref. [8] . The following is a sketch of these methods with the aim to elucidate their application to our problem. The principal criterion to apply these methods is that our system be analytic. This allows us to consider time as a complex parameter when evaluating integrals. Solutions between some t * + t − < t * and some t * + t + > t * for which there is no exponential departure from {R ad. (t)|t} correspond to solutions obtained by integrating along a level curve of the function Ψ in the complex plane where
For a particular solution, t + is the delay time. If stability loss delay exists then there must be level curves of Ψ that are nowhere vertical and for which there exist two purely real times t − < 0 and t + > 0 such that Ψ(t * +t − ) = Ψ(t * +t + ) (this result is proved in Ref. [6] ). The set {t + |t − } is the set of possible delay times. Assuming that R(t) is within an ε(t)-bounded neighbourhood of R ad. (t) at t = t * , the minimal delay time is [5] min
Again, we are using Landau notation, i.e., Ω denotes 'bounded below'. More specific statements can only be obtained by considering the details of the system at hand. For example, for λ(s) = √ rγe iπ(s−t * /T ) , T −1f (s) = iπ/(2 T ), and ε(t) = ε = π/(4 √ rγ T ), and enforcing |R(t * ) − R ad (t * )| = ε, which determines the level curve of Ψ, one finds min t + ∼ (T /π) √ −4ε log ε. The maximal delay time, on the other hand, is simply the supremum of the set {t + |t − } and can be read off from a plot of the level curves of Ψ:
It may seem superfluous to calculate bounds on the delay time since in any particular case it would seem one could find the actual delay time either numerically or experimentally. However, this is not the case. In Ref. [5] it is shown that if at t = t * we kick R by an amount δ ε(t * ) then the delay time is of order ε −1 (t + ) log[ε(t + )/δ]. Therefore, a significant delay time shall obtain only if noise in R is exponentially small with respect to ε(t). Such noise is of course unphysical in our case. The importance of the current result is to indicate the extreme sensitivity of the dynamics of R to perturbations. This extreme sensitivity means that a calculation of the maximal delay time independent of numerical simulation of the equations of motion for either U or R is necessary in order to quantitatively understand experimental or numerical solutions.
We now sketch a numerical method to determine the maximal delay time. The problem to be solved is as follows. Given λ specified numerically on some interval of the real axis, first construct the analytic continuation of Ψ on some domain of the complex plane, and then determine max t + by using max t + = sup{t + |t − }. Methods to accomplish the first step of this problem have been developed and are available for download [9] . The second step can be accomplished by graphical means. In Fig. 1 we illustrate how this is done. Subplot (a) corresponds to the path defined in Fig. 1(b) with φ(s) = 2π(s + t * /T ). It is clear that the maximal delay time is T /2, in agreement with the arguments in the main text. In subplot (b) we have deformed the path to a highly eccentric ellipse. It is difficult to determine a delay time for this path by the analytic methods employed in the main text, but from the plot of Ψ it is clear that in this case the maximal delay time is approximately 0.3T . This agrees with numerical simulations of the equations of motion. The point behind these general methods is that no matter how exotic a path we choose, so long as the system remains analytic, we can always calculate the maximal delay time without recourse to direct simulation.
Finally, given max t + it is possible to calculate the attracting solution, because the attracting solution is that which asymptotically realizes the maximal delay time. Intuitively, this must be the attracting solution because it − < t * and t ad.
+ > t * , while dashed contours do not. In (a) we have used the path ω(s) = r sin φ(s) and g(s) = γ/2 + r cos φ(s) with φ(s) = −2π(s + t * /T ). We have chosen r = 0.1, γ = 1, and T = 100. In (b) we have distorted the path in subplot (a) to an ellipse by the transformation r → r(s) = r0(1 − e 2 )/[1 − e cos(φ(s) − φ0)] where e is the eccentricity, and φ0 the angle of the major axis. We have chosen r0 = 0.1, e = 0.75, and φ0 = −π/2.
would seem to be the solution which tracks the attractive fixed point 'best', but we refer the reader to Ref. [10] for a more rigorous argument. In order to make the calculation of the attracting solution clear, we focus on the example λ(s) = √ rγe i(t−t * )/T , T −1f (s) = iπ/(2 T ), and ε(t) = ε = π/(4 √ rγ T ). From Eq. (26), the solution near R ad. (t) has the form R(t) =R(t) + Ae 
whereR(t) is defined in Eq. (30), and A is a constant of motion. The first term in Eq. (36) is in fact the particular solution, R p. 
We consider t as a complex variable, t = t + i t. Let us choose the level curve Ψ( t + i t) = C where C is a constant of motion. Then we may rewrite Ψ as Ψ( t + i t) = 1 2ε − C tan π t − t * T + iC.
Combining Eqs. (37) and (38) yields the delay time t + such that cos(πt + /T ) = 1 − 2εC. Therefore, as t + → max t + = T /2 from below then C → 1/(2ε). By symmetry, t − = −t + and hence also as t − → min t − = −T /2 from above then C → 1/(2ε). We now introduce the in-out function: 
This result is readily found by using the limits obtained above. 
The sum of this complementary solution with the particular solution is an approximation to the attracting solution.
We thus have the attracting solution R(t) =R(t) + π 2 e 
