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Cadre général de la thèse
Les réactions chimiques sont évidemment au cœur de la chimie. Il n’est donc pas
surprenant de constater une très forte activité scientiﬁque, en chimie-physique notamment,
pour savoir ce qui se passe réellement lors de ces réactions quand des liaisons se font et se
défont. La dynamique réactionnelle aborde cette question d’un point de vue fondamental
en montrant que celles-ci résultent d’un couplage extrêmement subtil entre déplacements
électroniques, mouvements nucléaires et échanges d’énergie intra et intermoléculaires.
Quelques étapes ont marqué l’évolution des techniques expérimentales en dynamique
réactionnelle. Dès les années 1970, les dispositifs de faisceaux moléculaires ont permis
d’isoler une collision réactive et d’en étudier la dynamique en mesurant soit les distribu-
tions angulaires et énergétiques des produits de réaction [1], soit leurs états électroniques,
vibrationnels et rotationnels [2]. Les années 1980 marquent une nouvelle étape avec le pho-
todéclenchement de réactions dans des complexes de van der Waals unissant deux réactifs,
ce qui a permis de faire la spectroscopie de l’état de transition d’une réaction parfaitement
individualisée [3]. Cela a permis d’introduire la notion de demi-réaction chimique car seul
le canal de sortie était observé, par opposition à une réaction complète possédant à la fois
un canal d’entrée et un canal de sortie. Conceptuellement, cela a conduit au tournant des
années 1990 qui a oﬀert l’accès à la dimension temporelle des réactions chimiques. Les
réactions étaient alors photodéclenchées par une impulsion laser femtoseconde et leur évo-
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lution détectée par une seconde impulsion laser femtoseconde dont le retard est variable
par rapport à la première. C’est la technique « pompe-sonde » femtochimique couronnée
par le prix Nobel de chimie de A.H. Zewail en 1999 [4]. Nous ferons largement appel à
cette technique au cours de la thèse. Les techniques d’imagerie de vitesse à la ﬁn des
années 1990 [5] ont donné une dimension supplémentaire aux études de femtochimie en
renseignant de façon très directe sur l’évolution de l’état électronique du système étudié
après photodéclenchement du processus réactif [6]. C’est aussi une technique qui a été
utilisée dans cette thèse.
Les objets d’étude en dynamique réactionnelle ont connu une évolution très marquée
au cours des dernières années pour aborder des situations complexes faisant intervenir
de nombreux degrés de liberté électroniques et géométriques, intérieurs ou extérieurs au
système étudié. Cette évolution a accompagné celle de la chimie théorique. En eﬀet, le
but de la dynamique réactionnelle étant une compréhension en profondeur du mécanisme
des réactions chimiques, il semble assez naturel que le choix des objets d’étude ait été
fortement guidé par la capacité de la chimie théorique à détailler ces mécanismes. C’est
pourquoi, dès les années 1920, l’intérêt s’est porté initialement sur les réactions d’oxy-
dation des alcalins [7]. Un intérêt qui s’est poursuivi jusque dans les années 1980 quand
il a été question d’étudier la réactivité d’espèces excitées électroniquement [8]. Les ex-
périences de femtochimie ont amené de gros questionnements sur la dynamique de mo-
lécules organiques excitées électroniquement et ceci d’autant plus que cela a conduit à
redécouvrir un important concept de chimie théorique : celui des intersections coniques
permettant un écoulement ultrarapide de l’énergie électronique d’une surface de potentiel
à une autre [9, 10]. Nous rencontrerons ce concept à plusieurs reprises au cours de cette
thèse.
L’évolution très récente des objets d’étude de la dynamique réactionnelle et le renou-
veau actuel de ses thèmes de recherche sont à la base de cette thèse. Cela concerne en
particulier l’étude de molécules organiques de grande taille (plusieurs dizaines d’atomes,
voir une centaine). Celles-ci sont choisies à la fois pour leur intérêt pratique et pour leur
capacité à stimuler des progrès dans les approches de chimie quantique. Le groupe de
Dynamique Réactionnelle du LFP 1, dans lequel cette thèse a été eﬀectuée, a été particu-
1. Laboratoire Francis Perrin, CEA Saclay
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lièrement actif dans ce domaine [11–19]. Une grande partie de cette thèse porte sur l’étude
de dynamique de molécules photochromes, nous y reviendrons dans les chapitres 4 à 6. Un
autre point intéressant est d’étudier des processus réactifs en plaçant le système réactif
dans un milieu réactionnel contrôlé (agrégat) pour aborder les questions de solvatation
en dynamique réactionnelle [14, 20]. Cette ouverture vers des sujets neufs, sera abordée
sous deux aspects au cours de cette thèse : l’un vers des questions de relaxation au sein
de bandes excitoniques dans des agrégats ; l’autre pour explorer l’inﬂuence que peut avoir
ce support sur la dynamique d’une réaction chimique intramoléculaire.
La suite de cette introduction reprend quelques éléments introduits ci-dessus avec plus
de détails en se limitant à ceux directement impliqués dans cette thèse. Nous présentons
ensuite les travaux conduits au cours de la thèse.
Apport de la femtochimie comme outils de caractéri-
sation d’états transitoires
Comme introduit précédemment la dynamique réactionnelle a pour objet d’étude les
réactions chimiques et les processus à transfert d’énergie. Il est connu, depuis près d’un
siècle, que la plupart des réactions chimiques se font via des espèces intermédiaires haute-
ment réactives, cela peut être soit un état de transition, soit un intermédiaire réactionnel.
Sur la Figure 1 est schématisé le diagramme énergétique d’une réaction où il est pos-
sible de faire la distinction entre un état de transition et un intermédiaire réactionnel. En
fonction du type de réaction, pour passer du réactif au produit, il est possible de passer
via une ou plusieurs espèces intermédiaires.
Lors de réactions, les espèces intermédiaires sont formées puis sont rapidement consom-
mées du fait de leur grande réactivité. Ces espèces sont caractérisées par leur très courte
durée de vie et leurs très faibles barrières de réaction qui sont à l’origine de leur grande
réactivité. Ce sont ces étapes de formation et de consommation qui vont constituer les
séquences élémentaires d’une réaction. La caractérisation expérimentale des espèces in-
termédiaires va donc permettre une meilleure compréhension des diﬀérentes séquences
possibles du mécanisme de réaction et donc de sa dynamique réactionnelle en générale.













Figure 1 – Diagramme énergétique d’une réaction chimique.
condensation de la benzoïne par A.J. Lapworth en 1903 [21].
Dans notre cas, nous n’allons pas complètement caractériser les espèces intermédiaires,
nous allons plutôt suivre la dynamique du paquet d’onde le long des diﬀérentes surfaces
d’énergie potentielle des espèces intermédiaires aﬁn de suivre la dynamique de réaction.
Processus photo-induits
Les réactions étudiées dans le cadre de cette thèse sont initiées par de la lumière, on
parle alors de réactions photoinduites. Le terme général « lumière » est une terminologie
impropre, en eﬀet de manière générale, la lumière correspond aux radiations du spectre
du visible. Or, dans le cas de processus photochimiques, les radiations impliquées appar-
tiennent à un domaine de longueurs d’onde beaucoup plus large que le spectre du visible
seul.
En eﬀet lors d’une excitation électronique, l’absorption de photons peut se faire soit
au niveau de la couche de valence du système, soit au niveau des orbitales de cœur. Le
domaine de radiation pris en compte dans l’étude des processus photochimiques s’étend
donc du visible (λ ≈ 800 nm) à l’ultra-violet lointain (λ ≈ 100 nm) mais peut aussi aller
jusqu’aux rayons X lorsque l’excitation atteint les électrons des couches profondes des
atomes. Dans ce cas la lumière joue le rôle de réactif, les photons absorbés par les molécules
ou agrégats vont apporter de l’énergie au système et vont le promouvoir dans un état
de plus haute énergie, dit excité. Cet état excité peut correspondre à la première espèce
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intermédiaire, celui-ci va permettre au système d’atteindre une conﬁguration (électronique
et géométrique) plus favorable et induire la réaction en utilisant l’excès d’énergie. Cette
nouvelle conﬁguration peut être considérée comme une deuxième espèce intermédiaire.
Dans la nature, il existe de nombreuses réactions photochimiques, certaines d’entre
elles ont une très grande importance. La plus connue d’entre toutes est la photosynthèse,
cette réaction permet principalement aux plantes de synthétiser de la matière organique
en exploitant la lumière provenant du soleil en suivant la réaction suivante :
6CO2 + 6H2O
hν−→ C6H12O6 + 6O2
Dans un premier temps, la lumière est absorbée, puis dans un second temps l’interac-
tion des photons avec la matière va transformer la lumière (énergie électromagnétique) en
potentiel d’oxydo-réduction (énergie chimique) qui va dans un dernier temps permettre
de réduire le dioxyde de carbone pour que la réaction puisse avoir lieu. Il a été montré
récemment [22] que le bon déroulement de la première étape de ce processus faisait appel
à des états excitoniques délocalisés.
D’un autre côté, la gamme infrarouge (λ ≈ 2µm) - visible est utilisée en général
pour la caractérisation non destructive de la matière. L’absorption non réactive de cette
lumière peut donner accès à des informations intrinsèques de la matière, dans ce cas-ci la
lumière joue le rôle de vecteur d’information. Elle va permettre la lecture d’informations
optiques stockées sous forme chimique, comme en photolithographie ou dans les mémoires
optiques [23].
Ces deux aspects de la lumière sont à l’origine de deux techniques scientiﬁques com-
plémentaires qui sont la spectroscopie et la dynamique réactionnelle.
Dynamique et évolution temporelle
La spectroscopie peut être déﬁnie comme étant l’étude des rayonnements émis, absor-
bés ou diﬀusés par la matière. L’analyse des spectres obtenus permet de relier la longueur
d’onde du rayonnement émis ou absorbé aux propriétés de l’ensemble des atomes et/ou
molécules constituant la matière et donc d’avoir accès à sa composition et/ou à sa struc-
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ture [24].
La dynamique que nous allons suivre est celle associée à un processus de relaxation d’un
système excité vers un état ﬁnal de plus base énergie, le plus souvent l’état ﬁnal atteint est
l’état fondamental. Ce processus correspond à la redistribution de l’énergie électronique
au sein du système. Pour réaliser cette étude nous allons utiliser la spectroscopie résolue
en temps.
Le principe de la spectroscopie résolue en temps, c’est-à-dire de la technique « pompe-
sonde », consiste à envoyer une première impulsion, nommée « impulsion pompe », qui
interagit avec le système par l’absorption d’un ou plusieurs photons. Ensuite, le système
relaxe : lors de cette étape les propriétés spectroscopiques de ce dernier évoluent. Une
seconde impulsion, nommée « impulsion sonde », décalée temporellement par rapport à la
première vient sonder le système à un instant donné. En faisant varier le décalage tempo-
rel entre ces deux impulsions, on obtient l’évolution temporelle du système (c’est-à-dire
l’évolution de la grandeur spectroscopique) point par point. On parle alors d’expérience
« pompe–sonde » résolue en temps.
A. Stolow et ses collaborateurs ainsi que le groupe de Dynamique Réactionnelle du
LFP ont donné une impulsion nouvelle à cette technique en choisissant de sonder par
ionisation et de détecter la distribution de vitesses et la distribution angulaire des ions et
des électrons produits [6]. Cette technique compte parmi les plus performantes à l’heure
actuelle pour informer sur la dynamique des processus photoinduits dans les systèmes
moléculaires en phase gazeuse.
Travaux conduits au cours de la thèse
Dans le cadre de cette thèse, nous nous sommes concentrés sur la compréhension de la
dynamique de relaxation de molécules photochromes isolées ou d’assemblages plus com-
plexes, tels que des agrégats d’atomes de gaz rare, suite à une excitation électronique.
Cette étude a été conduite exclusivement en phase gazeuse. Pour ce faire, nous avons
utilisé deux dispositifs expérimentaux assez semblables. L’un couplé à des lasers femtose-
condes permet des études de dynamique, l’autre couplé à des lasers nanosecondes permet
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des études spectroscopiques. L’un et l’autre des dispositifs, associés à un faisceau molé-
culaire, amènent des espèces (molécules, agrégats ou nanoparticules) dans une zone où
elles sont successivement excitées électroniquement puis analysées par ionisation. Dans le
cas des études de dynamique, l’excitation électronique et l’ionisation s’intègrent à la tech-
nique « pompe-sonde » femtochimique. Alors que dans le cas des études spectroscopiques,
l’excitation et l’ionisation font partie de la technique « REMPI » (Resonance-Enhanced
Multiphoton Ionization).
Ce manuscrit est décomposé en 3 grandes parties :
⋄ La première partie, composée des chapitres 1 à 3, va présenter les dispositifs expéri-
mentaux que j’ai utilisés pour réaliser l’étude de dynamique de relaxation ultrarapide de
diﬀérents systèmes et de leur étude spectroscopique. Dans un premier temps, les méthodes
de caractérisation des systèmes seront présentées. Dans un second temps, je présenterai
les diﬀérents dispositifs expérimentaux permettant de générer un faisceau moléculaire
dans diﬀérents contextes. Et pour ﬁnir des simulations sur la génération de faisceaux
moléculaires pulsés seront présentées.
⋄ Dans la deuxième partie, composée des chapitres 4 à 6, diﬀérentes études de dyna-
mique ultrarapide de photocyclisation de molécules photochromes seront présentées. Dans
un premier temps, le photochromisme sera expliqué et il sera exposé une vue d’ensemble
d’une famille de molécules photochromes que nous avons choisie d’étudier. Dans un se-
cond temps, je vous présenterai les résultats obtenus lorsque nous avons travaillé avec
une molécule photochrome commerciale. Les résultats nous ont permis de comprendre
le mécanisme de photocyclisation. Cette molécule a ensuite été déposée sur des agrégats
d’argon aﬁn d’observer l’eﬀet de la solvatation sur le mécanisme de relaxation. Et pour
terminer, je vous présenterai les résultats obtenus en travaillant sur une autre classe de
molécules photochromes de la même famille que la première. Ces dernières molécules ont
été synthétisées dans le but de contraindre la géométrie de la molécule de manière à la
bloquer dans une conformation réactive et cela nous a aussi permis explorer d’autres zones
de la surface d’énergie potentielle. Cette étude est menée dans le cadre d’une collaboration
entre le Pr. M. Takeshita (Université Saga) et le Dr. S. Aloïse (Université de Lille 1).
⋄ La troisième partie, composée du chapitre 7, présentera les résultats de dynamique
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ultrarapide d’excitons au sein d’agrégats d’argon. Les résultats obtenus nous ont permis
d’observer une relaxation énergétique de photoélectrons au sein des agrégats, mais aussi
l’éjection d’atomes d’argon et du dimère d’argon de l’agrégat.









Le montage expérimental, utilisé pour réaliser cette étude, permet de travailler sur
des molécules isolées en phase gazeuse ou placées dans un environnement contrôlé. Il est
constitué de deux chambres maintenues sous vide. Travailler en phase gazeuse permet de
s’aﬀranchir des diﬀérentes contraintes liées à l’environnement autour du système étudié,
comme par exemple les eﬀets que pourraient provoquer un solvant ou des impuretés sur
le système (possibilité d’interaction). Grâce à l’isolation en phase gazeuse nous allons
avoir accès aux propriétés intrinsèques du système étudié et celles-ci vont pouvoir être
comparées plus facilement et plus directement aux prédictions faites par la théorie. Quand
la molécule est placée dans un environnement contrôlé, c’est l’eﬀet de cet environnement
sur une molécule dont nous connaissons le comportement intrinsèque qui devient l’objet
de l’étude.
Le but de notre étude est la compréhension de la dynamique de relaxation de diﬀérents
systèmes suite à une excitation électronique. Cette dynamique de relaxation est suivie par
ionisation du système étudié aﬁn de pouvoir recueillir les informations sur la dynamique
portées par les ions ou les électrons éjectés au moment de l’action de la sonde.
Dans ce chapitre nous allons introduire les diﬀérentes méthodes de détection qui ont
été utilisées dans le cadre de cette thèse, nous allons nous focaliser sur la « chambre
d’analyse », dans laquelle va avoir lieu la détection des particules chargées. Le chapitre
suivant sera consacré à la mise en phase gazeuse des objets étudiés dans la « chambre
source ».
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CHAPITRE 1. TECHNIQUES DE MESURE
1.1 Chambre d’analyse
Le pompage dans cette chambre est réalisé par une pompe primaire (2033SD) asso-
ciée a une pompe turbomoléculaire (Adixen ACT 1300M) ainsi que par une pompe cryo
(cryodrive 3.0/Coolstar 1500). En cours d’expérience, la pression de cette chambre est
toujours maintenue aux alentours de (4 ± 1).10−7 mbar.
C’est dans cette chambre que le faisceau moléculaire précédemment formé va interagir
avec les faisceaux lasers au niveau de la zone d’interaction. Cette zone d’interaction est
entourée par un dispositif d’imagerie de vitesse (VMI : Velocity Map Imaging) [5] et par
un spectromètre de masse à temps de vol (TOF-MS : Time Of Flight Mass Spectroscopy)
de type Wiley – McLaren [25]. Ces deux systèmes de détection sont placés perpendi-
culairement au plan contenant le faisceau moléculaire et le laser, comme le montre la
Figure 1.1.
Figure 1.1 – Schéma de la zone d’extraction et des outils de détection.
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1.2 Systèmes de détection
Nous allons maintenant présenter les diﬀérentes techniques de caractérisation des ions
et électrons utilisées pour la sonde.
1.2.1 Imagerie de Vitesse
De manière générale, l’imagerie de vitesse consiste à récolter une image 2D d’une
distribution de vitesses 3D de particules chargées (Figure 1.2). L’image 2D enregistrée
est la projection de la distribution 3D, cette image donne accès à deux informations : i)
la distribution de vitesses (d’où le nom de cette technique) qui va nous informer sur les
énergies cinétiques ; ii) la distribution angulaire qui reﬂète les processus de fragmentation
et d’ionisation.
Figure 1.2 – Schéma de principe de fonctionnement de l’imagerie de vitesse.
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Principe
L’imageur détecte les ions et les électrons émis suite à l’interaction des impulsions lasers
avec le système étudié, nous parlons alors de photoions (PI) ou de photoélectrons (PE). Ils
sont détectés en fonction de leur vitesse et de leur distribution angulaire d’émission dans
le référentiel du laboratoire lors de l’ionisation. Ces informations peuvent être déterminées
par la position des particules extraites sur le détecteur.
Ces PI ou PE sont accélérés vers le détecteur via des électrodes percées. Ces trous
dans ces électrodes sont caractéristiques du procédé d’imagerie de vitesse et créent une
lentille électrostatique permettant d’imager les particules chargées sur le détecteur. Le
rapport des tensions des électrodes (Vr
Ve
, avec Vr le potentiel de l’électrode répulsive et Ve
celui de l’électrode extractrice) est optimisé de manière à ce que des particules de même
masse et de même projection du vecteur vitesse dans le plan du détecteur arrivent à la
même position sur le détecteur après ionisation dans la zone d’ionisation.
La position que vont atteindre les particules sur le détecteur dépend principalement de
la projection de leur vitesse dans le plan du détecteur, ce qui implique deux conséquences
essentielles :
- Dans un premier temps en imagerie de PE, il est impossible de déterminer di-
rectement l’énergie cinétique d’une particule chargée. En eﬀet, lors de l’ionisation, des
électrons peuvent être produits avec la même énergie cinétique mais en étant éjectés dans
diﬀérentes directions. Sur le détecteur, nous observons la position des particules qui ne
dépend alors que de la composante du vecteur vitesse qui est dans le plan du détecteur.
Nous pouvons alors observer une position limite sur le détecteur au-delà de laquelle aucun
PE n’est détecté, elle va correspondre à la trajectoire limite et dans ce cas la composante
du vecteur vitesse hors du plan du détecteur est nulle. Dans le cas d’une émission d’énergie
Ec, la zone d’impact des PE sur le détecteur est localisée sur un disque dont le rayon est






avec r le rayon du disque, Ec l’énergie cinétique de la particule éjectée, q la charge de
cette particule et Vr le potentiel appliqué sur l’électrode répulsive. Dans cette relation nous
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remarquons que le rayon du disque est indépendant de la masse de la particule éjectée.
- Et dans un deuxième temps en imagerie de PI, puisque l’extraction se fait per-
pendiculairement à l’axe du faisceau moléculaire, la trajectoire des PI pour arriver sur le
détecteur va dépendre de la somme du vecteur vitesse initial des particules dans le jet et
du vecteur vitesse lié à une éventuelle fragmentation. L’énergie cinétique initiale dépend
uniquement de la masse de la particule, en eﬀet grâce à la détente supersonique toutes
les masses dans le jet possèdent la même vitesse initiale (voir chapitre 3). Nous pouvons
en conclure que le centre de la distribution d’impacts sur le détecteur, relative à un cer-
tain type de particule, ne va donc dépendre que de sa masse. Cela représente un facteur
limitant au niveau de la gamme des masses que nous allons pouvoir observer, en eﬀet à
partir d’une certaine masse (c’est-à-dire à partir d’une grande énergie cinétique initiale)
la trajectoire des particules ne va plus amener les particules sur le détecteur. Ceci est la
raison pour laquelle il ne nous est pas possible de réaliser des études en PI lorsque nous
travaillons avec des agrégats de gaz rare, notamment des agrégats d’argon.
L’impact d’une seule particule sur le détecteur ne nous donnera pas une information
complète sur l’énergie cinétique de la particule puisque seuls les vx et vy sont mesurées
et que le centre de l’image n’est pas connu précisément. Cependant l’impact d’une dis-









impliquées dans le processus étudié. En eﬀet, v2x et v
2
y sont distri-
buées dans un cercle de rayon r pour lequel v2z = 0.
Les disques observés peuvent alors être considérés comme le résultat de la projec-
tion de plusieurs sphères constituées des particules chargées, chaque énergie cinétique va
déterminer le rayon de la sphère correspondante. En pratique, les diﬀérentes particules
chargées peuvent avoir plusieurs valeurs d’énergie cinétique, qui vont donc correspondre à
plusieurs disques dont le rayon suit l’équation 1.1. Sur les images nous observerons alors
une superposition des diﬀérents disques.
La distribution des particules chargées sur ces sphères est de symétrie cylindrique
par rapport à l’axe de polarisation du laser. Si cette dernière est parallèle au plan du
détecteur. Il sera possible de retrouver la distribution spatiale de ces particules. Cette
reconstitution est faite à l’aide d’un procédé d’inversion qui est expliqué un peu plus tard
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dans ce chapitre.
Images
Les images de la projection 2D de la distribution d’énergies cinétiques sont enregistrées
à l’aide d’un ensemble composé d’un écran de phosphore visualisé par une camera CCD.
L’écran de phosphore est cadré dans une image carrée ﬁxée par la caméra. Cette image est
envoyée sur un ordinateur où elle est enregistrée à l’aide d’un programme d’acquisition.
Dans le cas de l’étude spectroscopique, l’écran de phosphore fait 40 mm de diamètre et
les images (480 pixels × 480 pixels) sont enregistrées avec une caméra LaVision (Imager
3) ayant une résolution de 480 pixels × 680 pixels. Dans le cas de l’étude dynamique,
l’écran de phosphore fait 80 mm de diamètre et la caméra est une PCO Sensicam (PCO
1600s) avec une résolution de 1200 pixels × 1600 pixels.
Dans ce dernier cas, il est possible de collecter des images d’une résolution de 1200 pixels
× 1200 pixels ou de 600 pixels × 600 pixels. Le fait d’enregistrer des images de plus petites
tailles permet « d’augmenter » le signal lorsqu’il est plutôt faible. En eﬀet pour passer
d’une image de 1200 pixels × 1200 pixels à 600 pixels × 600 pixels, nous avons sommé
un carré de 2 pixels × 2 pixels de la grande image pour donner un seul pixel de la petite
image, nous appelons cette opération le « binning ». La variation de taille d’image im-
plique un changement de facteur de calibration pour eﬀectuer la conversion du rayon de
l’image en pixel en énergie cinétique.
Chaque image enregistrée est la somme de 5 ou 10 tirs laser, et nous sommons environ
50 à 200 images pour pouvoir avoir une image utilisable.
Les images obtenues nécessitent plusieurs manipulations avant d’être inversées. Sur
la Figure 1.3 est représentée une image brute enregistrée et une image ayant subi ces
manipulations. Celles-ci se font en trois étapes :
- La première consiste à déterminer le centre de l’image. Cette étape est cruciale
puisqu’elle va conditionner la qualité de l’inversion et donc les mesures réalisées à partir
des images inversées.
- La deuxième étape est une « correction d’astigmatisme de l’image » car les disques
observés ne sont pas parfaitement circulaires cela est dû à un petit angle entre l’axe de la
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caméra et celui du détecteur, mais aussi au fait que les pixels de la caméra ne sont carrés
qu’à quelques pourcent près (la valeur exacte n’est pas donnée par le constructeur). Il
faut donc appliquer quelques déformations aﬁn d’obtenir des cercles parfaits.
- Nous remarquons aussi que l’image obtenue est « penchée », ceci est dû au fait
que l’axe de la caméra n’est pas complètement confondu avec l’axe de polarisation du
laser, pour rectiﬁer cela nous appliquons une légère rotation de l’image.
Figure 1.3 – A gauche image récoltée en imagerie de vitesse de PE de l’oxygène ionisé à
265 nm, à droite l’image corrigée.
Inversion
Plusieurs procédés d’inversion existent, mais de manière générale tous utilisent le même
principe, la transformée d’Abel inverse qui s’applique pour les distributions 3D des par-
ticules S possédant une symétrie cylindrique selon un axe qui est dans le plan de sa
projection 2D (c’est-à-dire image I qui est enregistrée). En eﬀet l’image I qui est la pro-
jection de S sur un plan et qui s’exprime comme la transformée d’Abel [26] de S :
I = A · S (1.2)
La transformée d’Abel inverse A−1, permet donc d’exprimer S en fonction de I :
S = A−1 · I (1.3)
Quand S a une symétrie cylindrique, elle peut alors être représentée par sa coupe, sous
forme d’une image 2D qui décrie l’image inversée, cette image correspond à la distribution
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spatiale ainsi qu’à l’anisotropie des particules. Sur la Figure 1.4, nous pouvons observer
l’image inversée que nous obtenons à partir de l’image enregistrée.
Figure 1.4 – A gauche image de PE de l’oxygène corrigée, à droite l’image inversée.
Dans la pratique, pour réaliser cette inversion nous avons utilisé un algorithme nommé
pBASEX [27]. Cette méthode utilise une base de fonctions radiales et angulaires. La base
radiale est constituée de gaussiennes tandis que la base angulaire est constituée, pour une
ionisation par une polarisation linéaire, de polynômes de Legendre d’ordre pair (2, 4...)
qui est bien la distribution angulaire attendue. Nous appliquons aux éléments de cette
base une transformée d’Abel directe aﬁn d’obtenir une base d’images projetées, qui est
utilisée pour eﬀectuer un ajustement algébrique des images de façon indirecte. Les cœf-
ﬁcients résultant de l’ajustement sont alors appliqués aux fonctions de base initiales aﬁn
de reconstituer la distribution S. Cette technique est meilleure que l’inversion numérique
quand les données expérimentales sont très bruitées.
Calibration
La calibration est eﬀectuée en détectant les photoélectrons émis lors de l’ionisation
d’une espèce connue. Nous allons décrire la calibration obtenue dans le dispositif femto-
seconde par ionisation multiphotonique à 265 nm de l’oxygène.
Pour ce faire, nous avons utilisé un jet moléculaire constitué d’un mélange composé de
dioxygène et d’hélium à 2 bar, dans les proportions suivantes : 40% de dioxygène dans 60%
d’hélium. Un faisceau laser femtoseconde à 265 nm est focalisé au niveau de la zone d’ex-
traction de l’imageur aﬁn de pouvoir ioniser les molécules de dioxygène. Diﬀérents états
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vibrationnels de l’ion O+2 peuvent être atteints, à chacun desquels correspond une énergie
cinétique d’électrons. C’est pourquoi sur la Figure 1.4 nous voyons plusieurs disques
dont les rayons sont directement reliés aux énergies cinétiques des diﬀérents électrons.
Aﬁn d’obtenir le facteur de calibration pour une position donner du faisceau laser
dans le faisceau moléculaire, nous représentons les coeﬃcients d’ajustement obtenus pour
les éléments de la base que l’on compare avec la position théorique des bandes attendues
(Table 1.1). Nous ajustons alors un coeﬃcient de calibration aﬁn que les deux spectres se
superposent, comme sur la Figure 1.5. La bande à environ 0,85 eV n’est pas utilisée pour
la calibration puisque qu’elle correspond à des résonnances avec des états de rydberg. Lors
de l’ajustement du spectre de PE, aucun eﬀet pondéromoteur marquant n’a été observé,
il a donc pas été pris en compte lors de l’ajustement des coeﬃcients de calibration.
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Figure 1.5 – Spectre de PE de l’oxygène servant à l’obtention du coeﬃcient de calibration.
Niveauvibrationel Énergie des photoélectrons (eV)
v = 0 1,966
v = 1 1,734
v = 2 1,506
v = 3 1,282
v = 4 1,062
Table 1.1 – EPE Énergies des PE attendues à partir des diﬀérents niveaux vibrationnels
de l’ion O2+ obtenus suite à une ionisation multiphotonique à 266 nm.
Ensuite, nous scannons le faisceau moléculaire avec le faisceau laser, et pour chaque
position nous réglons les tensions appliquées aux électrodes aﬁn d’obtenir une image nette.
Nous obtenons ainsi une équation de calibration pour une taille d’image et qui dépend
des tensions appliquées sur les électrodes repulsive et extractrice. Les équations suivantes
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(1.4 et 1.5) correspondent respectivement aux équations de calibration pour des images














(Vr + 77,0)× 3,93.10−8 (1.5)
avec Ve et Vr les tensions respectivement de l’électrode repulsive et de l’électrode extrac-
trice.
Le pouvoir de resolution ∆E
E
est meilleur que 4%, ce qui est une très bonne résolution
pour ce type de dispositif.
1.2.2 Spectrométrie de masse à temps de vol
La spectrométrie de masse à temps de vol est une méthode avec laquelle nous pouvons
détecter des particules chargées lourdes (cations ou anions) en fonction de leur masse.
Dans notre cas nous ne détecterons que les cations. Ces derniers sont accélérés à partir
de la zone d’extraction par un champ électrique créé par un ensemble d’électrodes. Les
particules chargées vont donc acquérir une certaine énergie cinétique qui va dépendre
uniquement de la charge portée par les particules. Tous les cations de même charge z
vont donc acquérir la même énergie cinétique, mais leur vitesse va dépendre du rapport
masse sur charge (m
z
), en suivant la relation 1.6. Nous pouvons donc aﬃrmer que pour
une charge donnée, plus la particule sera lourde moins sa vitesse sera élevée, et plus elle
mettra de temps pour arriver jusqu’au détecteur.
m‖~a‖ = zEc (1.6)
avec m la masse du cation, ‖~a‖ son accélération, z sa charge et Ec son énergie cinétique.
La spectrométrie de masse à temps de vol, en permettant de mesurer le temps mis par
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avec t le temps de vol, d la distance parcourue par l’ion, V le potentiel appliqué sur la
particule chargée.
Dans cette technique la résolution temporelle est donc primordiale puisqu’elle joue un
rôle sur la largeur des pics et donc sur la résolution du spectre. De ce fait des potentiels
homogènes sont appliqués sur l’ensemble du paquet d’ions créé pour que tous les ions ayant
le même m
z
arrivent en même temps sur le détecteur indépendamment de leur localisation
initiale dans la zone d’ionisation.
La conﬁguration du dispositif expérimental, et plus particulièrement celle du système
d’extraction et de détection, nous impose une masse limite observable. C’est-à-dire qu’il
nous est impossible de voir des particules chargées au-delà d’une certaine masse. En eﬀet,
lorsque les cations sont extraits ils adoptent une certaine trajectoire en fonction de leur
masse comme nous l’avons vu pour l’imagerie de photoions. Pour rabattre les ions les
plus lourds vers le détecteur, ces derniers subissent une légère déﬂexion électrostatique.
Cependant, leur vitesse étant moindre leurs chocs sur les galettes sont moins intenses ce
qui entraîne une perte de sensibilité pour les ions lourds. Dans notre cas nous n’allons
pouvoir observer que des masses inférieures à 600 u.m.a. Le pouvoir de résolution dans
ces conditions est de 1000 pour une masse de 393,5 u.m.a.
1.3 Excitation et ionisation
Lorsque le faisceau moléculaire est dans la deuxième chambre, celui-ci interagit avec
deux impulsions laser selon une technique pompe - sonde que nous allons décrire mainte-
nant pour deux types d’études que j’ai pu conduire pendant ma thèse.
1.3.1 Etude dynamique - Dispositif femtoseconde
Technique « pompe - sonde »
La technique « pompe - sonde » consiste à utiliser deux impulsions laser femtoseconde
décalées temporellement l’une par rapport à l’autre. La résolution temporelle est donnée
par la corrélation croisée entre les impulsions utilisées (quelque 10aine de femtosecondes).
La première impulsion initie le phénomène de relaxation en excitant le système, c’est le
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temps zéro de l’expérience. La deuxième sonde le système.
Aﬁn de contrôler le décalage temporel d’une impulsion par rapport à l’autre, il suﬃt
de la décaler spatialement, c’est-à-dire modiﬁer la longueur de son parcours optique.
Pour ce faire, nous utilisons une platine de translation placée sur le parcours optique de
l’impulsion sonde aﬁn de l’allonger. De ce fait, l’impulsion sonde mettra un temps variable
pour arriver dans la zone d’interaction par rapport à l’impulsion pompe. Cette platine
permet de positionner des miroirs pour allonger le chemin optique avec une précision de
0,1 µm, soit une précision de 0,667 fs sur le délai entre les deux impulsions laser.
Ces deux impulsions ont des longueurs d’onde diﬀérentes et sont choisies de telle sorte
que la première, de plus haute énergie, puisse exciter les molécules et la deuxième, de
plus basse énergie, ionise les molécules précédemment excitées. L’absorption de ces deux
impulsions peut se faire, ou non, via des processus multiphotoniques. Aﬁn d’optimiser le
contraste de l’expérience il faut limiter l’ionisation du système par une seule impulsion
pompe ou sonde.
Pour cette technique et dans nos conditions expérimentales, nous avons choisi une
impulsion pompe à 265 nm et une impulsion sonde à 795 nm. Les valeurs exactes de ces
longueurs d’onde peuvent varier légèrement d’un jour à l’autre (± 2 nm). C’est pourquoi
nous les mesurons et enregistrons leur spectre pour chacune des expériences. Selon les
systèmes étudiés, le nombre de photons mis en jeu dans l’absorption diﬀère. Par exemple,
dans le cas des molécules photochromes, un seul photon pompe est nécessaire à l’excitation
des molécules et trois ou quatre photons sonde pour ioniser la molécule excitée selon son
état de relaxation. Dans le cas des agrégats d’argon, trois photons pompe sont nécessaires
pour atteindre les premiers états excités de l’argon et deux ou trois photons sonde sont
nécessaire pour l’ioniser à partir de l’état excité. La densité de photons appliquée pour
chaque laser est ajustée d’une part par une lame demi-onde placée en amont du doublage
et mixage aﬁn d’équilibrer les deux voies, et d’autre part, par la focalisation appliquée à
chaque laser.
Le signal enregistré résultant de l’absorption de ces deux impulsions est exprimé en
fonction du délai entre ces deux impulsions. Ceci nous permet d’avoir accès à l’avancement
du processus de relaxation que l’on suit.
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Génération des impulsions femtosecondes
Les impulsions laser femtosecondes sont générées grâce à la source LUCA 1 par le
groupe du SLIC 2 au CEA 3. Cette source est composée d’un laser à argon ionisé qui
pompe un oscillateur Ti :Saphir produisant ainsi un faisceau centré à 795 ± 5 nm et
pulsé à 76 MHz. Ce faisceau pénètre dans une chaîne composée d’un ré-échantillonneur
à 20 Hz, d’un étireur, d’un ampliﬁcateur pompé par un laser NdYAG pulsé à 20 Hz et
d’un compresseur qui délivre des impulsions d’une largeur à mi-hauteur d’environ 50 fs et
d’une énergie d’environ 1,5 mJ. Le proﬁl spectral s’étend sur environ 20 nm. Les premières
harmoniques à 400, 265 et 200 nm, avec des énergies respectives d’environ 300 µJ, 200 µJ
et 6 µJ, sont obtenues grâce à des cristaux KDP et BBO (type I) par doublement et
mélange de fréquences. Sur la Figure 1.6 est représenté le chemin optique des impulsions
laser à 800 et 265 nm jusqu’à l’entrée des faisceaux lasers dans la chambre d’analyse.
La plupart du temps lors des expériences pompe-sonde, nous travaillons avec des
faisceaux laser défocalisés au niveau de la zone d’interaction, de manière à réduire certains
processus multiphotoniques.
Aspect technique
Nous travaillons avec deux impulsions lasers, il est donc nécessaire d’assurer le re-
couvrement spatial entre elles ainsi que le recouvrement avec le jet moléculaire. Pour
ce faire, un miroir amovible est placé juste avant d’entrer dans la chambre d’analyse, il
permet d’imager la zone d’interaction à l’extérieur de l’expérience et donc de réaliser le
recouvrement spatial entre les deux impulsions laser, comme le montre la Figure 1.7.
Le faisceau et les lasers sont pulsés, il est aussi nécessaire d’assurer un recouvrement
temporel entre tous. Il faut dans un premier temps optimiser le temps d’ouverture de
la vanne qui est de l’ordre de plusieurs centaines de µs, ce premier réglage n’est pas le
plus compliqué. Ensuite il faut assurer le recouvrement temporel entre les deux lasers,
ce réglage est beaucoup plus complexe : il faut que les chemins optiques empruntés par
les deux impulsions soient égaux avec une résolution de l’ordre du µm. Lorsque le retard
1. Laser Ultra Court Accordable
2. Saclay Laser-matter Interaction Center
3. Commissariat à l’énergie atomique et aux énergies alternatives
35
CHAPITRE 1. TECHNIQUES DE MESURE
Figure 1.6 – Parcours optiques des impulsions laser femtosecondes, en rouge celui du
800 nm et en violet celui du 266 nm.
Figure 1.7 – Recouvrement spatial des impulsions lasers femtosecondes.
appliqué permet d’égaliser les chemins optiques des deux impulsions, c’est-à-dire que les
deux impulsions arrivent en même temps dans la zone d’interaction, cela correspond donc
au temps zéro de l’expérience. Trouver ce réglage directement est très aléatoire. Il est bien
plus commode d’utiliser un signal pompe-sonde réel qui indique que la sonde arrive bien
après la pompe. C’est le cas si la pompe excite un état stable qu’il suﬃt d’ioniser une
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fois formé. Pour ce faire nous utilisons des molécules, comme TDMAE 4 ou DABCO 5, qui
présentent une telle évolution en marche d’escalier.
1.3.2 Etude spectroscopique - Dispositif nanoseconde
Technique REMPI
La technique REMPI est une technique spectroscopique permettant de sonder un
état résonant à l’aide d’une ionisation « par étape ». L’ionisation du système se fait par
l’absorption consécutive de plusieurs photons en passant par des états résonants que l’on
souhaite étudier. Cette technique est résumée dans le schéma de la Figure 1.8. Il s’agit
d’une technique pompe/sonde où le paramètre n’est pas le délai entre les deux lasers mais











Figure 1.8 – Schéma d’un système REMPI (2+1’).
Plusieurs variantes existent selon le caractère mono ou multiphotonique des étapes
d’excitation et d’ionisation et selon le caractère accordable des lasers de pompe et de
sonde. Quand ces laser ont la même longueur d’onde (on parle de couleur de photon)
pour l’excitation et l’ionisation, dans ce cas on note [X,Y], avec X et Y respectivement
le nombre de photon nécessaire à l’excitation et à l’ionisation. Quand ils sont de couleurs
diﬀérentes on note [X,Y’], le « ’ » indique que le photon qui ionise est d’une couleur
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Génération des impulsions nanosecondes
Pour réaliser cette étude nous avons utilisé un laser à colorant. De manière générale, ces
lasers sont accordables dans un domaine spectral allant de l’ultraviolet à l’infrarouge selon
le colorant utilisé. Ceux-ci sont des solutions organiques ﬂuorescentes qui émettent un
rayonnement laser dans une région du visible de l’ordre d’une cinquantaine de nanomètres.
Un réseau intra cavité permet de choisir une longueur d’onde à l’intérieur de la gamme
d’émission du colorant, puis elle est ampliﬁée. À la sortie, le faisceau laser passe au travers
d’un cristal doubleur et d’un compensateur qui permet de balayer la longueur d’onde sans
changer le pointé. Le laser à colorant utilisé est schématisé Figure 1.9. Le faisceau laser
ainsi créé est ensuite acheminé jusqu’à la chambre de détection.
Figure 1.9 – Schéma de fonctionnement du laser à colorant.
Ce laser à colorant peut être balayé en longueur d’onde grâce à la motorisation du
réseau intra cavité et des cristaux. Le choix du colorant est déﬁni par la longueur d’onde
d’excitation du système sur lequel on souhaite travailler. Dans notre cas, nous avons
utilisé un mélange de Rhodamine B et 6G dilué dans l’éthanol de manière à avoir une
absorbance de 2 pour la solution destinée à l’oscillateur et une absorbance de 1 pour la
solution destinée à l’ampliﬁcateur. La Rhodamine B (resp. 6G) donne accès à une gamme
de longueurs d’onde comprise entre 583 et 630 nm (resp. 560 et 610 nm).
Aﬁn de créer les impulsions nanosecondes, le laser à colorant précédemment décrit est
pompé par la deuxième harmonique (@ 532 nm) d’un laser Nd :YAG pulsé à 10 Hz. La
deuxième harmonique du laser NdYAG est obtenue à l’aide d’un cristal KDP et a une
durée d’environ 3 ns. L’énergie de cette harmonique est d’environ 250 mJ.
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Les sources de faisceaux
Les études réalisées dans cette thèse ont eu pour objet soit une molécule isolée ou
déposée sur un agrégat de gaz rare, soit une nanoparticule. Selon le système que l’on
souhaite observer, la source pour créer le faisceau moléculaire dans la première chambre
sera donc diﬀérente. Ce qui suit va présenter les diﬀérentes techniques mises en œuvre
aﬁn de créer les diﬀérents faisceaux moléculaires sur lesquels nous allons travailler.
Nous commencerons par exposer le principe général de génération d’un jet superso-
nique, puis nous allons présenter la technique utilisée pour la mise en phase gazeuse de
molécules isolées. Ensuite nous parlerons de la nucléation et la formation de jet d’agrégats
de gaz rare. Et pour ﬁnir la méthode de mise en phase gazeuse de nanoparticules sera
expliquée.
2.1 Principe du jet supersonique
De manière générale on peut décrire un jet de gaz de la manière suivante [28] : un gaz
se trouvant dans une enceinte à une certaine pression P0 et température T0, se détend au
travers d’un oriﬁce (ou d’une tuyère) de diamètreD∗ vers une autre enceinte où la pression
P1 est moindre. Lors de la première partie de la détente, le gaz subit une transformation
isentropique, c’est-à-dire adiabatique et réversible. L’énergie thermique du système va
donc se transformer en énergie cinétique macroscopique, ce qui implique une baisse de
température du système lors de l’augmentation de la vitesse dans le jet.
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Figure 2.1 – Structure caractéristique d’un jet supersonique.
L’écoulement va suivre les lois de l’hydrodynamique si le nombre de collisions entre
constituants du gaz est plus grand que celui avec les parois dans la zone de détente qui
a lieu dans la buse. Si cette condition est vériﬁée, le gaz peut être assimilé à un ﬂuide.
Cette condition dépend donc du diamètre D∗ de l’oriﬁce de la buse et du libre parcours
moyen dans le réservoir λ0, qui est la distance moyenne parcourue entre deux collisions
successives dans le gaz. La condition pour qu’il y ait un nombre de collisions suﬃsant est
alors :
λ0 ≪ D∗ (2.1)
Le jet moléculaire peut être caractérisé par la comparaison entre la vitesse d’écoule-
ment v et la vitesse du son dans les mêmes conditions a. On parle d’écoulement subsonique
lorsque le rapport v
a
, correspondant au nombre de Mach (Ma), est inférieur à 1. L’écou-
lement est sonique lorsque Ma = 1, et pour ﬁnir il est supersonique lorsque Ma > 1.
Pour que le jet hydrodynamique soit supersonique il doit répondre à certains critères,
notamment avoir un rapport P0
P1
suﬃsant. L’écoulement est supersonique en aval du col















Dans le cas de l’utilisation de gaz porteurs monoatomiques, tels que l’argon ou l’hélium,
le rapport des chaleurs spéciﬁques est égal à 5
3
, ce qui impose un rapport des pressions P0
P1
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strictement supérieur à 2,05 pour que le jet soit supersonique.
Les caractéristiques importantes d’un faisceau moléculaire supersonique sont (i) une
distribution de vitesses au sein de ce jet très étroite et (ii) une énergie cinétique élevée.
Lors de l’expansion du gaz dans l’enceinte sous vide imparfait, un système d’ondes de
choc, nommé « bouteille de choc », se forme avec le gaz résiduel de la chambre de détente.
A l’intérieur de la bouteille de choc le jet se détend sans être perturbé, à une vitesse plus
grande que celle du son. On appelle cette région « zone de silence » (Figure 2.1). Dans la
partie supersonique de l’écoulement, la vitesse du système continue à augmenter au cours
de la détente ce qui implique donc une chute progressive de la température du système
dans cette partie.
Le faisceau moléculaire est extrait à partir de cette zone de silence à l’aide d’un
écorceur, cône dont la géométrie bien particulière (des angles intérieurs et extérieurs ainsi
qu’un diamètre d’oriﬁce caractéristiques) permet de minimiser les perturbations dans
l’écoulement après l’extraction.
Les caractéristiques d’un jet supersonique dépendent principalement de deux para-
mètres : le diamètre de l’oriﬁce au travers duquel va se faire la détente, et la pression et
la température en amont de l’oriﬁce.
2.2 Faisceau de molécules isolées
2.2.1 Dispositif expérimental
Pour la génération d’un faisceau moléculaire de particules isolées, le dispositif expéri-
mental utilisé est schématisé dans la Figure 2.2−1. Dans l’enceinte où se fait la détente,
le vide est assuré par une pompe primaire (Adixen SD2063) associée à deux pompes tur-
bomoléculaires (Adixen ACT 2300M et ACT 1300M). En présence du faisceau moléculaire
la pression dans cette chambre peut varier d’environ 4.10−4 mbar lorsque l’on travaille
avec un jet continu ou en génération d’agrégats à environ 6.10−5 mbar lorsque l’on est
avec un jet pulsé de molécules isolées.
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Nous travaillons avec des lasers femtosecondes pulsés à 20 Hz, ce qui, pour des raisons
de capacité de pompage, nous pousse à travailler avec des jets pulsés aﬁn de n’introduire
du gaz dans l’expérience qu’au moment nécessaire. Chaque impulsion laser voit ainsi une
nouvelle bouﬀée de gaz. Pour conduire une expérience dans de bonnes conditions, il suﬃt
que la largeur spatiale de la bouﬀée de gaz dans sa direction de propagation recouvre le
laser au moment où il tire. Même en cherchant à former la bouﬀée de gaz la plus courte
possible ce n’est pas une contrainte. Évidemment, aﬁn d’obtenir un signal de photoions
ou de photoélectrons suﬃsamment intense la bouﬀée de gaz doit être dense.
Nous utilisons souvent l’hélium comme gaz porteur du faisceau moléculaire. Dans ce
cas, un ﬂux d’hélium à 1,5 bar passe au travers d’une vanne solénoïde commerciale Sensor-
tronics (anciennement General Valve puis Parker-Hanniﬁn) de diamètre de buse 0,3 mm
pulsée à 20 Hz. Le corps de cette vanne est thermalisé par un système de refroidissement
à eau, ceci permet de créer un ﬂux pulsé. Ensuite, le faisceau moléculaire est extrait du
jet par un écorceur, ayant une ouverture de 1 mm de diamètre, situé à environ 50-60 mm
de la vanne pulsée. Le passage au travers de cet écorceur permet au faisceau d’atteindre
une autre chambre où la pression est moindre dans laquelle les molécules présentes dans
le faisceau moléculaire vont pouvoir être étudiées.
2.2.2 Ensemencement du jet par un four plaqué contre la buse
Porter des molécules dans un faisceau supersonique n’est pas une tâche facile car il
est en général impossible de générer le faisceau directement à partir d’une vapeur pure
de cette molécule, la pression de vapeur n’est pas suﬃsante, ou si elle l’était la formation
d’agrégat de molécule est un risque à prendre en compte. La façon usuelle de procéder est
d’ensemencer le gaz porteur par les molécules en question.
Un four a été imaginé et fabriqué par N. Shaﬁzadeh et al. [29], il est basé sur la vanne
solénoïde, décrite précédemment, sur laquelle a été ajouté un support isolant en VESPEL,
isolant qui supporte des températures de 300 ◦C (voir Figure 2.3). Sur ce dernier vient
se ﬁxer un cylindre en aluminium enroulé par un câble chauﬀant THERMOCOAX qui
permet d’ajuster la température du four. Le four est ensuite fermé par une plaque percée
d’un oriﬁce de diamètre choisi, par lequel la détente va se faire. Celle-ci se fait donc à
partir d’un mélange hélium (gaz porteur) - molécules (évaporées dans le four).
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Figure 2.2 – Schéma du dispositif expérimental pour la création des sources, 1. pour les
molécules isolées, 2. pour travailler sur des molécules déposées sur des agrégats d’argon
et 3. pour travailler avec des nanoparticules.
Figure 2.3 – Schéma du four.
Ce four nous permet de chauﬀer l’échantillon aﬁn d’obtenir une pression de vapeur
saturante suﬃsante des molécules et donc une densité suﬃsante aux études voulues. Cet
échantillon est introduit dans ce four sous forme de poudre ou de pastille. La pastille est
un mélange soigneusement compressé d’un mélange homogène de poudre de molécules
et de poudre de graphite. Nous utilisons de la poudre de graphite car c’est un composé
chimiquement inerte qui ne se dégrade pas dans les conditions de l’expérience.
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Lorsque le gaz porteur entre dans le four, il se mélange à la vapeur des molécules de
l’échantillon en suspension. Ce mélange ainsi formé sort du four par un oriﬁce, de 1 mm
de diamètre, générant une détente supersonique et créant ainsi un jet moléculaire pulsé
froid, donc l’énergie interne est convertie en énergie cinétique.
Cependant, comme nous l’avons vu précédemment, la formation et la qualité d’un
jet supersonique dépend de plusieurs paramètres qui vont être perturbés par le four. Aﬁn
d’optimiser les conditions de la détente ainsi formée, nous avons modélisé le four et eﬀectué
des simulations numériques. Ces simulations sont présentées dans le chapitre 3.
2.3 Faisceau d’agrégats d’argon
Le but de ce montage est d’étudier les molécules lorsqu’elles sont soumises à un envi-
ronnement chimique inerte (milieu de solvatation). Lorsque l’on veut utiliser les méthodes
spectroscopiques puissantes de la phase gazeuse, le meilleur moyen pour simuler ce milieu
de solvatation est l’utilisation des agrégats. En pratique les molécules que l’on souhaite
étudier sont déposées sur les agrégats de gaz rare, dans notre cas des agrégats d’argon. Le
dépôt se fait par capture collisionnelle : un jet d’agrégats passe au travers d’une chambre
contenant les molécules. On parle alors de technique « Pick-up ». Ceci amène à une légère
modiﬁcation du dispositif expérimental mis en place pour créer un faisceau de molécules
isolées.
2.3.1 Nucléation
Lors de la détente dans le jet libre si l’hélium est remplacé par de l’argon, la baisse
de température implique que l’isentrope que va suivre le gaz d’argon va couper la courbe
de changement de phase solide-vapeur. Ceci conduit l’argon gazeux à se condenser. Cette
condensation libère une certaine quantité d’énergie dans le jet, ce qui a tendance à réchauf-
fer le jet. La formation d’agrégats se fait en deux phases. La première étant la plus critique,
en eﬀet elle dépend de la probabilité d’avoir des collisions à « 2+1 » corps. La deuxième
étape consiste en une série de collisions entre les germes d’agrégats précédemment créés
et les atomes de gaz présents dans le jet. Au cours de cette étape il y a compétition entre
deux phénomènes antagonistes : le premier phénomène est une augmentation de la taille
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et de la température des agrégats dû aux collisions entre agrégats et les atomes présents
dans le jet ; le deuxième est un eﬀet d’évaporation de quelques atomes des agrégats trop
chauds permettant ainsi une baisse de la température. L’équilibre entre ces deux processus
conduit à une température interne ﬁnale de l’agrégat d’environ 37 K [30,31].
Dans notre cas, les agrégats auront une taille de l’ordre de grandeur de plusieurs
nanomètres (∼ 800 atomes). Cette taille d’agrégats est limitée par le nombre de collisions.
Ces dernières dépendent de la pression de la source (P0, dans notre cas 15 bar) et de la
position le long de l’axe du jet, il est à noter que la densité de gaz diminue rapidement
suivant cet axe.
2.3.2 Dispositif expérimental
Le dispositif expérimental mis en place pour créer ces agrégats est représenté sur
la Figure 2.2−2. Un ﬂux d’argon traverse, pendant son temps d’ouverture, la vanne
solénoïde pulsée décrite précédemment, mais montée avec une buse de diamètre de 100 µm
créant ainsi un jet supersonique pulsé. C’est dans cette détente que vont se créer les
agrégats d’argon. Ce faisceau d’agrégats passe ensuite au travers d’un écorceur avec une
ouverture de 1 mm de diamètre pour arriver dans la chambre de détection. Comme dit
précédemment la taille des agrégats dépend de la pression du gaz en amont de la détente
supersonique. Nous avons travaillé avec des pressions autour de 15 bar, ce qui revient à
travailler avec des agrégats dont le nombre moyen d’atomes d’argon est aux alentours de
800 atomes par agrégat.
Une « chambre » supplémentaire, appelée chambre de « Pick-up » peut être introduite
directement dans la chambre source. Travaillant avec des jets pulsés, il n’est pas nécessaire
d’avoir un pompage diﬀérentiel supplémentaire. Elle permet de déposer les molécules sur
les agrégats. Cette chambre est placée entre deux écorceurs ayant une ouverture d’environ
1 mm et séparés d’environ une dizaine de centimètres. Les agrégats précédemment formés
entrent dans la chambre de pick-up au travers du premier écorceur puis passent dans
un four dans lequel l’échantillon est introduit sous forme de poudre dans un creuset en
pyrex. Ce dernier peut être chauﬀé aﬁn d’obtenir une pression de vapeur suﬃsante des
molécules. Lors de ce passage, les molécules évaporées se trouvant sur le chemin des
agrégats, se déposent alors par collisions à leur surface. À cause de leur grande masse,
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les agrégats ne sont pas déviés (ou marginalement) par une telle collision. Ce dépôt à la
surface des agrégats permet de thermaliser les molécules à la température de l’agrégat.
Puis enﬁn, le faisceau d’agrégats passe au travers du deuxième écorceur pour entrer dans
la chambre de détection.
2.4 Faisceau de nanoparticules
Aﬁn de créer un faisceau de nanoparticules on utilise le dispositif expérimental sché-
matisé dans la Figure 2.2−3. Il fonctionne sur un tout autre principe que les détentes
supersoniques dont il a été question jusqu’ici. Des nanoparticules ne peuvent en eﬀet
exister sous forme gazeuse. Il est nécessaire de les extraire d’une solution et de leur com-
muniquer une énergie cinétique pour les transporter dans un faisceau.
Dans ce cas on part d’une solution de concentration d’environ 1 g.L−1 contenant
des nanoparticules calibrées en taille. Dans un premier temps, on nébulise la solution de
nanoparticules à pression ambiante. Dans un deuxième temps ce courant de nanoparticules
est entrainé sous vide et focalisé à l’aide d’une lentille aérodynamique, placée dans la
première chambre de l’expérience.
2.4.1 Mise en phase gazeuse
Aﬁn de mettre ces nanoparticules en phase gazeuse, un nébuliseur commercial (TSI
Aerosol Generator 3076) a été utilisé avec de l’azote comme gaz porteur à une pression
d’environ 1,5 bar suivi de dessiccateurs (Figure 2.4). A partir de la solution de na-
noparticules à étudier le nébuliseur va créer un aérosol constitué de gouttelettes d’eau
extrêmement ﬁnes contenant les nanoparticules. La création de ce nuage se fait grâce à
l’eﬀet venturi. La solution est aspirée dans un capillaire par un ﬂux d’azote qui s’écoule
perpendiculairement et à l’extrémité du capillaire, la vitesse élevée de l’azote provoque
alors la rupture du liquide en ﬁnes gouttelettes qui vont par la suite constituer un nuage.
Une fois celui-ci créé, l’eau des gouttelettes est éliminée aﬁn de n’avoir qu’une suspension
de nanoparticules sèches, ceci peut-être fait grâce à un passage du nuage au travers de
deux dessiccateurs (remplis de billes de silicagel) mis en série. A la sortie de cet ensemble
la suspension de nanoparticules sèches obtenue va entrer dans une lentille aérodynamique
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portée par le ﬂux d’azote. Lors de la nébulisation, une charge peut apparaître sur la par-
ticule due à la présence d’ions dans la solution, l’eﬀet de cette charge est d’autant plus
important/signiﬁcatif que la nanoparticule est petite.
Figure 2.4 – Schéma de la mise en phase gazeuse des nanoparticules.
2.4.2 Fonctionnement d’une lentille aérodynamique
De manière générale une lentille aérodynamique est utilisée pour concentrer les parti-
cules d’un aérosol en les collimattant le long de l’axe principal d’écoulement en « jouant »
sur des contractions de ﬂux.
Les lentilles aérodynamiques vont focaliser préférentiellement les particules avec un
nombre de Stokes (Stk) optimal. Le nombre de Stokes est un nombre sans dimension
utilisé pour décrire le comportement d’une particule dans un ﬂuide en mouvement face à
un obstacle : elle peut contourner l’obstacle en suivant le ﬂuide ou le percuter. Ce nombre
correspond au rapport entre l’énergie cinétique de la particule et l’énergie dissipée par
frottement avec le ﬂuide. Si Stk ≫ 1 alors la trajectoire de la particule n’est que très peu
aﬀectée par l’écoulement du ﬂuide. Si Stk ≪ 1 la particule est emportée par le ﬂuide, et
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lorsque Stk = 0 la particule va parfaitement suivre le ﬂuide. Il existe donc une multitude
de trajectoires pour les particules.
Si l’on tient compte de la position radiale de la particule avant et après le diaphragme,
le Stk optimal aﬁn d’amener les particules très près de l’axe principal d’écoulement est
égale à 1 (Figure 2.5-B). Pour les particules où Stk est plus petit que 1 le rapprochement
autour de l’axe principal va avoir lieu mais de manière moins eﬃcace que celles avec un
Stk proche de 1 (Figure 2.5-A). Tandis que les particules avec un Stk supérieur à 1
vont couper l’axe principal (Figure 2.5-C). Si Stk est trop grand, les particules seront
perdues dans la lentille ou diﬀusées en sortie (Figure 2.5-D).
Figure 2.5 – Focalisation de particules dans une lentille aérodynamique en fonction du
nombre de Stokes [32].
Les lentilles aérodynamiques permettent donc de focaliser une sélection des particules
le long de l’axe d’écoulement, tout en assurant une faible divergence. Cela permet d’aug-
menter la densité de particules dans le faisceau. Par ailleurs, la sélection due au nombre
de Stokes permet de limiter la taille des particules obtenues à la sortie de la lentille.
De nombreuses études ont été faites sur les lentilles aérodynamiques aﬁn de comprendre
tous les paramètres qui ont de l’inﬂuence sur la focalisation des particules de diﬀérentes
tailles [33–36]. Notre choix s’est porté sur la lentille étudiée par Zhang et al. [33, 34] car
elle permet de focaliser une assez large gamme de tailles de particules et ne demande pas
de conditions spéciﬁques d’utilisation.
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Cette lentille aérodynamique est constituée de plusieurs chambres séparées par des
diaphragmes avec des ouvertures de plus en plus petites, ces diaphragmes vont permettre
la focalisation du faisceau autour de l’axe d’écoulement comme décrit précédemment. Ci-
dessous se trouve un schéma représentant la lentille aérodynamique que nous avons choisie
(Figure 2.6). La première chambre longue de 200 mm est une chambre dans laquelle le
courant de nanoparticules va se détendre, et créer un ﬂux laminaire en amont du premier
diaphragme. Ensuite les autres chambres séparées par les diaphragmes servent à focaliser le
faisceau de particules, comme expliqué précédemment. La dernière pièce, avec un diamètre
plus petit, est la buse de sortie de la lentille, celle-ci va permettre d’accélérer le faisceau
de particules juste avant qu’il ne sorte de la lentille. Cette lentille a été construite puis
adaptée au dispositif expérimental mis à ma disposition lors de ma thèse.
Figure 2.6 – Schéma de la lentille aérodynamique, les dimensions représentées sont en
millimètre.
2.4.3 Simulations
Il est possible de simuler le comportement d’une lentille aérodynamique en fonction
de sa géométrie. Pour ce faire nous avons utilisé un programme de simulation proposé par
Xiaoliang Wang and Peter H. McMurry « Aerodynamic Lens Calculator » [37]. Ce pro-
gramme est un moyen rapide de tester diﬀérentes géométries de lentilles aérodynamiques,
il est basé sur des calculs numériques décrivant les ﬂux de particules transportées au tra-
vers des lentilles. Le programme de simulation utilise un certains nombres de paramètres
donnés dans la Table 2.1. Parmi les données à fournir et plus particulièrement en ce qui
concerne les paramètres faisant référence à la pression avant le premier diaphragme et le
débit volumique (case en jaune dans le tableau), il est nécessaire de donner uniquement
une seule de ces deux informations car elles sont dépendantes l’une de l’autre.
Une fois ce tableau de paramètres rempli le simulateur calcule un certain nombre
d’informations dont le facteur de compression de chaque diaphragme, la vitesse des par-
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Aerodynamic Lenses Testing 
Gas Properties (@ 1atm, 
296.15K) 
Lens Conditions Particle Properties 






101325 Pa dp1 5 nm 
Viscosity 1.78E-5 Pa.s 
Pressure 
before Lens#1 




















Lens# 0 1 2 3 4 5 6 7 8 9 
Diameter 
(mm) 
0.15 5.00 5.00 4.80 4.50 4.30 4.00 4.00 3.00 
Spacer L (mm) 200.00 10.00 50.00 50.00 50.00 50.00 10.00 50.00 




1 2 ... n+1n
Table 2.1 – Paramètres nécessaires pour lancer une simulation.
ticules après chaque diaphragme ainsi que d’autres informations... Celles-ci sont données
en fonction de la taille des particules.
Dans ces simulations, nous avons utilisé l’azote comme gaz porteur ainsi que les dimen-
sions de la lentille aérodynamique en notre possession. En ce qui concerne les propriétés des
particules nous avons pris celles correspondant aux particules sur lesquelles nous avions
prévu de travailler : des nanoparticules de SiO2 et de TiO2 calibrées en taille. Les tests
ont été eﬀectués avec une densité de 2,5.103 kg.m−3 correspondant à celle de SiO2, nous
avons sélectionné une gamme de tailles de nanoparticules allant de 5 à 500 nm.
La valeur du taux de transmission à la sortie de la lentille aérodynamique en fonction
de la taille des nanoparticules, permet de faire le bon choix de géométrie pour les nano-
particules à utiliser. La ﬁgure suivante (Figure 2.7) représente cette variation pour la
lentille choisie. On remarque que la transmission de la lentille aérodynamique augmente
très rapidement pour des petites tailles de nanoparticules, on atteint une transmission
supérieure à 90 % pour des nanoparticules de plus de 20 nm.
La donnée importante pour les expériences est la densité de nanoparticules dans la
zone d’interaction avec le laser. Pour cela, nous avons étudié le diamètre du faisceau de
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Taille des particules (nm) 
Figure 2.7 – Évolution de la transmission en fonction de la taille des nanoparticules.
nanoparticules en fonction de la distance à la buse de sortie de la lentille aérodynamique.
Sur la Figure 2.8, à gauche nous avons schématisé la forme du faisceau de nanoparticules
de la sortie de la lentille (@ 0 mm) à la zone d’interaction (@ 250 mm). On remarque
que plus la nanoparticule est petite plus la divergence du faisceau de nanoparticules est
grande. Cette évolution de diamètre est représenté à droite sur la Figure 2.8 à diﬀérentes
distances de la sortie de la lentille : 0, 100 et 250 mm. On remarque la diminution rapide




























Distance à la sortie du four (mm) 





























Taille des nanoparticules (nm) 
à la sortie de la lentille
à 100 mm de la sortie
à 250 mm de la sortie
Figure 2.8 – A gauche : forme du faisceau de nanoparticules depuis la sortie de la lentille
(@ 0 mm) jusqu’à la zone d’interaction avec les lasers (@ 250 mm). A droite : évolution
du diamètre du faisceau moléculaire en fonction de la taille des nanoparticules à la sortie
de la lentille et à 100 et 250 mm de la sortie de la lentille.
À partir de ces simulations, il est possible d’estimer numériquement le ﬁltre expé-
rimental créé par la lentille aérodynamique qui correspond au produit entre le taux de
transmission par la section du faisceau de nanoparticules. Malheureusement, la conception,
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la réalisation et l’adaptation de cette lentille ont pris beaucoup de temps indépendamment
de notre volonté. Nous n’avons donc pas pu utiliser la lentille pendant la durée de ma
thèse, mais cela sera fait très rapidement.
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Modélisation de la bouffée de molécules
L’objectif principal de cette modélisation est d’obtenir la variation de la densité de
molécules en fonction du temps au niveau de la zone d’interaction (ZI), entre le fais-
ceau moléculaire et les lasers. La modélisation obtenue est ensuite comparée à une étude
expérimentale faite à l’aide du dispositif d’imagerie de vitesse, en regardant les photoions.
Comme nous l’avons vu dans le chapitre précédent, la nature du jet libre dépend de la
pression et de la température en amont de l’oriﬁce où se fait la détente et du diamètre de
cet oriﬁce. Dans notre cas, deux détentes successives vont se produire : la première se fait
de la source vers le four et la seconde se fait du four vers la chambre de détente. Même s’il
se rencontre parfois [38], ce mode de fonctionnement à double détente n’est pas habituel,
c’est pourquoi nous avons jugé utile de le modéliser.
3.1 Modélisation de la détente
3.1.1 Paramétrisation du problème
La température et la pression génératrices dans la source seront notées T0 et P0. Le
volume libre du four en aval de la source sera noté V. La molécule que l’on souhaite
étudier est incorporée dans une pastille placée à l’intérieur du four (Figure 3.1). Celui-
ci est chauﬀé à une température Tf produisant une pression partielle de molécules Pp
dépendant de la température du four qui à l’équilibre est égale à la pression de vapeur
saturante Ps à la température du four. Nous considérons tout d’abord que la température
du four est égale à la température de la source (T0 = Tf ), mais aussi que les pressions
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partielles sont uniformes dans tout le volume disponible du four. La pression totale P
dans le four est la somme des pressions partielles de gaz porteur Pgp et de molécules. Les
diamètres d’entrée et de sortie du four sont respectivement notés D∗1 et D
∗
2.
Figure 3.1 – Schéma du four.
La fréquence d’ouverture de la vanne est de 20 Hz, correspondant à une période Tr
de 50 ms. La vanne s’ouvre pendant un court laps de temps, noté ∆τ , pendant lequel
le four va se remplir de gaz porteur et voir sa pression augmenter. Au vu de la période
d’ouverture de la vanne et de sa durée d’ouverture, nous supposerons qu’entre chaque
ouverture de la vanne, le four aura le temps de se vider totalement de son gaz porteur.
3.1.2 Description de l’écoulement
Lors d’une période d’ouverture, le mécanisme de détente peut se décomposer en deux
étapes (Figure 3.3) :
- Dans la première étape, la vanne est ouverte pour une durée ∆τ . Cette étape
consiste à remplir le four en gaz porteur au travers de l’oriﬁce D∗1. En parallèle, l’écou-
lement de sortie va s’établir progressivement vers la chambre de détente au travers de
l’oriﬁce D∗2.
- Dans la deuxième étape, la vanne est fermée. Le four va se vider dans la chambre
de détente au travers de l’oriﬁce D∗2 tandis que l’écoulement qui s’échappe du four va
progressivement diminuer en intensité.
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Paramètre Notation
Température de la source T0
Pression de la source P0
Volume du four V
Pression de gaz dans le four P
Pression partielle des molécules Pp
Pression de vapeur saturante Ps
Pression de gaz porteur dans le four Pgp
Pression dans la chambre de détente P1
Diamètre de la buse d’entrée D∗1
Diamètre de la buse de sortie D∗2
Flux de molécules entrant dans le four φm,e
Flux de gaz entrant dans le four φgp,e
Flux de molécules sortant du four φm,s
Flux de gaz sortant du four φgp,s
Densité de molécule au niveau de la ZI ρΩ(t, r)
Distance entre la sortie du four et la ZI r
Distance entre la sortie du four et l’écorceur l





Distribution de vitesses des molécules fΩ(v)
Angle d’ouverture du faisceau moléculaire θΩ
Masse de la particule m
Masse du gaz porteur mgp
Surface d’échange de la pastille Sp
Diamètre de la section eﬃcace du gaz porteur dgp
Table 3.1 – Liste des paramètres utilisés pour la modélisation de la détente.
Etape 0 Etape 1 Etape 2 
Figure 3.2 – Schéma du mécanisme de détente en 2 étapes utilisé pour la simulation de
la variation des ﬂux à la sortie du four. L’étape 0 correspond à l’état du système avant
l’ouverture de la vanne.
Les conditions de pression de chacune des étapes du mécanisme de détente vont impli-
quer le passage par diﬀérents régimes d’écoulement. Dans les simulations, il va donc être
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nécessaire de prendre en compte ces changements de régime d’écoulement en fonction de
l’évolution de la pression dans le four : l’écoulement sera supersonique lorsque la pression
est suﬃsante, sinon il sera eﬀusif.
3.1.3 Propagation de la bouffée de gaz
Une fois la bouﬀée de gaz sortie du four, celle-ci va se déplacer à une certaine vitesse le
long de l’axe du jet en direction de la ZI. Sur le chemin pour aller dans la ZI (se trouvant
à une distance r ≈ 17,5 cm de la sortie du four) la bouﬀée doit passer au travers d’un
écorceur se trouvant à une distance l ≈ 5 cm de la sortie du four.
Figure 3.3 – Schéma du parcours de la bouﬀée.
La densité numérique de molécules dans la ZI en fonction du temps (t) et de la distance
parcourue (r) depuis la sortie du four peut être exprimée à partir de l’équation 3.1.
L’utilisation de cette formule pour décrire la densité est possible lorsque le régime est
moléculaire, nous avons donc supposé que ce régime était rapidement atteint par les




















le ﬂux angulaire de molécules (s−1) au niveau de la ZI. Ces deux grandeurs
sont comprises dans un angle solide Ω, ce dernier reﬂète la présence de l’écorceur entre la






est proportionnel au ﬂux à la sortie du four et dépend de l’angle solide Ω
du faisceau moléculaire utilisé. Par ailleurs, nous savons qu’un jet supersonique est plus
directif qu’un jet eﬀusif, lorsque le jet est supersonique le rapport entre le ﬂux angu-
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est de l’ordre de 3θ2Ω, avec θΩ l’angle d’ouverture du faisceau
moléculaire. Tandis qu’il est de l’ordre de θ2Ω lorsque l’on est en jet eﬀusif [28].
Pour connaître la densité de molécules dans la ZI, nous avons donc besoin de connaître
l’expression du ﬂux de molécules au niveau de la ZI entre le faisceau moléculaire et les
lasers, ainsi que de la distribution de vitesses des molécules au sein de ce ﬂux, en fonction
des régimes d’écoulement qui vont se succéder.
3.1.4 Changement de régime d’écoulement
Lorsque le gaz porteur est introduit dans le four, un changement de régime d’écou-
lement se produit à la sortie de ce dernier : avant la détente, le régime est moléculaire
eﬀusif puis en début de détente, il devient continu supersonique, et en ﬁn de détente il
retourne vers un écoulement moléculaire eﬀusif lorsque le four s’est complètement vider
en gaz porteur. Le passage entre ces deux régimes d’écoulement se fait via un régime
d’écoulement pas clairement identiﬁé que nous nommons « régime transitoire ».
Le régime supersonique est principalement imposé par le gaz porteur, tandis que le
régime eﬀusif est guidé par les molécules présentes dans la détente. Il est diﬃcile de
modéliser analytiquement le régime transitoire. Cela revient en eﬀet à faire un lien entre
le modèle statistique décrit par la théorie cinétique des gaz (régime eﬀusif) et le modèle
hydrodynamique qui est décrit par des équations continues [39]. Nous supposerons ici
que les changements de régime se font de manière progressive et que l’écoulement va
continûment évoluer d’un régime à l’autre.
Le nombre de Knudsen (Kn) est un nombre sans dimension qui permet de caractériser
le type d’écoulement du ﬂuide. Il est déﬁni comme étant le rapport entre le libre parcours






dans notre cas, cette longueur est le diamètre de la buseD∗ au travers de laquelle la détente
s’eﬀectue. Lorsque Kn ≪ 1, l’écoulement est continu, de plus le jet est supersonique
lorsque les conditions de pression sont réunies. Tandis que lorsque Kn ≥ 1, l’écoulement
est moléculaire.
Dans notre modèle, le changement de régime sera alors déterminé par la variation de
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Kn. Nous avons choisi de déﬁnir le ﬂux de sortie en régime transitoire comme étant un
prorata entre les deux régimes extrêmes, supersonique et eﬀusif. Les cœﬃcients sont liés
à la fonction de raccordement (fR) dépendante du paramètre Kn dépendant du temps.
Nous avons étudié l’eﬀet induit par une modiﬁcation de fR sur l’état du ﬂux à la sortie
du four, en utilisant diverses fonctions de raccordement. Une première fonction arc tan-
gente reﬂétant une transition « douce » ; une deuxième composée de deux demi-paraboles
reﬂétant une transition « brutale » ; et une troisième résultant d’une combinaison entre
les deux premières fonctions. Ces trois fonctions sont représentées sur la Figure 3.4.













Figure 3.4 – Représentation des trois fonctions de raccordement en fonction du log (Kn).
La fonction de raccordement retenue entre les diﬀérents ﬂux, décrivant les écoulements
lors du régime transitoire, est celle représentant la transition « mixte ». Elle est décrite
par l’équation 3.2. Nous avons choisi cette fonction car elle représente plutôt bien le
changement brutal de régime lors de l’ouverture de la vanne, mais aussi le retour progressif






si log (Kn(t)) < −2
− (log(Kn(t))+1)2
2
+ log (Kn(t)) + 1 si − 2 ≤ log (Kn(t)) < −1
− 1
π
arctan (π (log (Kn(t)) + 1)) si − 1 ≤ log (Kn(t))
(3.2)
avec Kn(t) = kBT0√
2πPgp(t)d2gpD
∗
, kB la constante de Boltzmann, T0 la température (K) du
four, Pgp (t) la pression (Pa) du gaz porteur dans le four, dgp le diamètre (m) de la section
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eﬃcace géométrique des particules constituant le gaz porteur et D∗ (m) le diamètre de la
buse au travers duquel la détente s’eﬀectue.
Cette fonction de raccordement, entre les diﬀérents ﬂux de molécules, nous permet
d’accéder à l’expression des diﬀérents ﬂux de sortie en fonction du temps, ce qui va nous
permettre d’observer l’évolution du ﬂux à la sortie du four.
Notons tout de même la présence d’une approximation implicite supposant que les
expressions des pressions partielles dans le four ne sont pas aﬀectées par le changement
de régime, tandis que le changement de régime a une inﬂuence sur la température du jet
et sur la distribution de vitesses des particules dans le four. Ce point sera abordé dans la
section 3.3.
3.2 Modélisation des flux
Les expressions des diﬀérents ﬂux de gaz dans le four vont dépendre du régime dans
lequel nous nous trouvons. Dans les limites des valeurs de log(Kn), petit (< -2) ou grand
(≥ 0), nous aurons respectivement soit un ﬂux supersonique soit un ﬂux eﬀusif. Aﬁn de
décrire ces diﬀérents ﬂux, nous avons travaillé dans une approche de la mécanique des
ﬂuides pour l’écoulement supersonique, et pris une approche statistique pour la description
de l’écoulement eﬀusif. Nous avons aussi supposé que tous les gaz (gaz porteur et molécules
en phase gazeuse) se comportent comme des gaz parfaits ; en particulier, nous avons admis
que les molécules ne s’agrégeaient pas dans le four après sublimation hors de la pastille
de graphite.
De manière générale, les ﬂux supersonique et eﬀusif (exprimés en nombre de particules


























avec P la pression (Pa) à l’origine de la détente supersonique ou eﬀusive vers la chambre
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de détente, mp la masse (kg) de la particule subissant la détente, D∗ le diamètre (m)
du trou par lequel la détente s’eﬀectue, et γ le rapport des chaleurs spéciﬁques du gaz
(γ = Cp
Cv









Comme nous avons pu le voir lors de la description du mécanisme de détente, plusieurs
ﬂux sont à prendre en compte : le ﬂux d’entrée du gaz porteur dans le four φgp,e, le ﬂux
de particules se sublimant de la pastille présente dans le four φm,e, et les ﬂux de sortie du
gaz porteur et de molécules du four vers la chambre de détente, noté respectivement φgp,s
et φm,s.
3.2.1 Étape zéro - État initial du système avant l’ouverture de
la vanne : évaporation de la molécule
Nous allons modéliser le ﬂux de molécules en l’absence de gaz porteur, aﬁn de déter-
miner l’état du système avant la perturbation introduite par l’arrivée du gaz porteur.
Le ﬂux d’entrée de molécules est déﬁni à partir d’une distribution de molécules prove-
nant de la sublimation de la poudre contenue dans une pastille de graphite. Il s’exprime
de la manière suivante, φm,e =
−→
J · −→S , et correspond au nombre de particules passant au
travers de la surface de la pastille par unité de temps. L’expression de φm,e s’obtient en
considérant l’équilibre entre les molécules condensées et sublimées lorsque la pression de
vapeur saturante est atteinte. Le ﬂux de molécules condensées peut être exprimé par une
distribution statistique appliquée au gaz. En développant on obtient l’équation 3.5 qui
donne après intégration l’équation 3.6. Cette équation du ﬂux de particules causé par la
sublimation correspond à la formule de Hertz-Knudsen [40].




















cos θ sin θ dθ
(3.5)








avec Ps la pression de vapeur saturante (Pa) de la molécule et Pp sa pression partielle
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(Pa) dans le four, Sp la surface d’échange (m2) de la pastille que les molécules traversent,





De manière à connaître la valeur de la pression partielle initiale de molécules dans
le four Pp (t = 0), nous avons supposé un régime permanent en l’absence de gaz porteur
présent dans le four et à l’équilibre (c’est-à-dire qu’il y a autant de molécules entrant dans
le four par sublimation que sortant sous forme de jet eﬀusif). Lorsque nous traduisons cela
en terme de ﬂux, nous avons φm,e = φeffm,s, avec φ
eff
m,s le ﬂux eﬀusif de sortie de molécules hors
du four. C’est ainsi qu’à partir des équations 3.4 et 3.6, nous pouvons exprimer Pp (t = 0),
la pression partielle de molécules avant l’ouverture de la vanne, suivant l’équation 3.7.








Le fait de considérer la sortie des molécules du four de manière eﬀusive repose sur le
fait que les deux conditions exposées dans le chapitre précédent et décrivant la génération
d’un jet supersonique (équation 2.1 et 2.2) ne sont pas remplies. Avant l’ouverture de la
vanne, la pression dans le four est très faible, proche de celle de la chambre de détente
(P ∼ P1), et le libre parcours moyen de la molécule (λ0 ∼ 1,6 mm ; log(Kn) ∼ -0,09)
n’est pas suﬃsamment petit pour avoir un régime d’écoulement continu supersonique.
3.2.2 Étape 1 - Ouverture de la vanne : remplissage du four en
gaz porteur
Lors de cette étape, la pression dans le four va signiﬁcativement augmenter. Pour le
calcul de cette pression, nous nous plaçons dans l’hypothèse de génération de deux détentes
supersoniques successives (de la source vers le four et du four vers la chambre de détente),




sont suﬃsants, et où Kn≪ 1. Nous
supposons aussi que la pression dans le four n’est pas inﬂuencée par les changements
de régimes d’écoulement. Nous justiﬁons cette hypothèse par le fait, d’une part que la
modélisation analytique de la transition est délicate, et d’autre part que les ﬂux de sortie
eﬀusif et supersonique (équations 3.3 et 3.4) ne diﬀèrent que par un rapport C
√
2π qui a
une valeur d’environ 1,82 dans le cas d’un gaz monoatomique. Nous considérerons donc
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dans cette étape, uniquement les ﬂux supersoniques.
De cette manière le ﬂux d’entrée dans le four (respectivement de sortie) du gaz porteur
peut s’exprimer à partir de l’équation 3.3 et en appliquant les paramètres associés à la





















Lors d’une détente supersonique d’un mélange de gaz (ici le gaz porteur et les mo-
lécules), les chaleurs spéciﬁques sont pondérées par les fractions molaires de chacun des
gaz présents [41]. Dans notre cas, le rapport entre la fraction molaire du gaz porteur et
celle de la molécule est de l’ordre de grandeur de 107, nous pouvons donc négliger la
contribution des chaleurs spéciﬁques de la molécule lors de la détente supersonique. Les
molécules vont donc suivre le gaz porteur, c’est pourquoi nous exprimons le ﬂux de sortie
de molécules φm,s (équation 3.10) avec les paramètres de détente du gaz porteur (mgp et γ












Maintenant que nous connaissons les expressions analytiques des diﬀérents ﬂux mis en
jeu dans cette étape, nous pouvons exprimer la variation du ﬂux total dans le four ∆φT .
Celle-ci s’exprime comme la diﬀérence entre les ﬂux d’entrée (φgp,e et φm,e) et des ﬂux de
sortie (φgp,s et φm,s) des gaz. On obtient donc ∆φT suivant l’équation 3.12 :
∆φT = φgp,e + φm,e − (φgp,s + φm,s) (3.11)
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La conservation de la densité permet d’écrire que la variation de la quantité du nombre
de particules en fonction du temps dn
dt
est égale à la variation du ﬂux total ∆φT . En utilisant












































Aﬁn de simpliﬁer cette équation et nous permettre de la résoudre analytiquement,
nous supposons, dans un premier temps, que nous travaillons avec un jet uniquement


















La résolution de cette équation diﬀérentielle nous conduit à une expression de la pression
partielle de gaz porteur décrite par l’équation 3.16.


















Dans un second temps, nous prenons en compte la présence de molécules dans le four.
Donc à partir des équations 3.14 et 3.15, nous pouvons simpliﬁer l’équation 3.14, et obtenir
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. La résolution de l’équation diﬀérentielle 3.17 nous amène à l’expression
de la pression partielle de molécules exprimée par l’équation 3.18.
Pp (t) =
(

















Grâce aux expressions décrivant l’évolution des pressions, Pgp et Pp, en fonction du
temps, nous avons accès aux expressions analytiques des évolutions temporelles des diﬀé-
rents ﬂux lors de l’étape de remplissage du four en gaz porteur. Ces expressions de ﬂux
sont donc valables lorsque la vanne est ouverte c’est-à-dire pour un temps t compris entre
0 et ∆τ , en ﬁxant le temps t = 0 au moment de l’ouverture de la vanne.
3.2.3 Étape 2 - Fermeture de la vanne : détente des gaz hors du
four
Dans cette deuxième étape la vanne pulsée est fermée et bloque donc l’arrivée de gaz
porteur dans le four, donc ∆φT s’exprime maintenant de la manière suivante :
∆φT = φm,e − (φgp,s + φm,s) (3.19)
Nous continuons ici de conserver l’expression analytique de l’écoulement supersonique
pour exprimer la sortie du gaz et des molécules dans l’expression de la variation du ﬂux
total ∆φT .
L’équation 3.13 donnée dans la première étape est toujours valable, ce qui donne :
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De même que précédemment, si l’on suppose que l’écoulement est essentiellement dû










ce qui conduit à l’expression de la pression partielle de gaz porteur pour t > ∆τ suivant :












Pgp (t = ∆τ) étant la pression partielle de gaz porteur à la ﬁn de l’étape de remplissage
du four.
De la même manière que dans la première étape, nous prenons en compte la présence



















Nous retrouvons la même équation diﬀérentielle que celle de l’étape 1 où l’on rem-
plissait le four (équation 3.17). L’expression analytique de Pp (t) de la première étape
(équation 3.18) est donc aussi valable pour t > ∆τ . La pression partielle de molécules ne
dépend donc de l’arrivée du gaz porteur dans le four que par le changement de régime
de détente qu’il induit. La nouvelle expression de Pgp (t) nous permet d’accéder à une
nouvelle expression analytique de l’évolution du ﬂux de sortie du gaz porteur hors du
four. Cet nouvelle expression est valable pour t > ∆τ .
3.2.4 Expression des flux de sortie
Dans un premier temps, il est possible d’exprimer directement le ﬂux de sortie de
gaz porteur grâce à l’expression analytique de la pression partielle de gaz porteur dans
four en fonction du temps. Dans un second temps aﬁn d’exprimer la variation du ﬂux de
molécules à la sortie du four, il faut tenir compte du changement de régime d’écoulement
en appliquant la fonction de transfert sur les ﬂux de sortie supersonique et eﬀusif. Le ﬂux
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de sortie de molécules s’exprime donc de la manière suivante :














avec φssm,s le ﬂux de sortie supersonique de molécules et φ
eff
m,s le ﬂux de sortie eﬀusif de
molécules, s’exprimant respectivement suivant les équations 3.3 et 3.4 (p 59).
3.3 Distribution de vitesses
La distribution de vitesses des molécules du jet s’exprime de la manière suivante [28] :
f (v) = CNormmv2 exp
(





avec CNorm le coeﬃcient de normalisation, T la température dans le jet et Vjet le centre
de la distribution de vitesses des molécules dans le jet.
Du fait du changement de type d’écoulement entre le régime supersonique et le régime
eﬀusif, le centre de la distribution de vitesses des molécules variera donc entre une vitesse
maximale atteinte lors du régime purement supersonique et une vitesse minimale lorsque
l’on est en régime eﬀusif. Dans le cas supersonique, cette vitesse moyenne correspond à la
conversion de la totalité de l’énergie interne (5kBT ) en énergie cinétique. Alors que dans
le cas eﬀusif cette vitesse est nulle, ramenant à une distribution de Maxwell-Boltzmann
classique. Dans la phase de transition, nous supposerons donc que l’énergie thermique
s’écrit en fonction de la fonction de raccordement fR (équation 3.2, p 58). La conservation
de l’énergie totale conduit alors à l’expression de la température des molécules dans le
jet.
3.4 Simulations : Résultats et discussion
La modélisation précédente, nous a fourni des expressions analytiques qui nous per-
mettent de décrire les variations du ﬂux de molécules et du ﬂux du gaz porteur en fonction
du temps pendant le parcours d’une bouﬀée de gaz issue de la vanne. L’équation 3.1 (p 56)
nous permet alors d’obtenir la densité de molécules dans la ZI entre le faisceau moléculaire
et les lasers.
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Nous allons présenter ici les résultats des diﬀérentes simulations que nous avons eﬀec-
tuées à l’aide du modèle précédemment décrit. Nous avons choisi soit l’hélium, soit l’argon
comme gaz porteur. La molécule utilisée pour réaliser les simulations est l’hydroxypyri-
dine (C5H5NO), ce choix repose sur le fait que cette molécule possède une pression de
vapeur saturante (Ps = 0,25 Pa) suﬃsante pour l’expérience à température ambiante,
contrairement aux molécules dont nous avons étudié la dynamique au cours de cette
thèse. La liste des paramètres utilisés pour réaliser les diﬀérentes simulations se trouve
dans la Table 3.2. Les valeurs de ces paramètres ont été choisies de manière à être les
plus proches possible des conditions expérimentales.
Paramètre Notation Valeur du paramètre
Masse molaire d’hélium MHe 4,00 g.mol−1
Masse molaire d’argon MAr 39,95 g.mol−1
Masse molaire de l’hydroxypyridine M 95,10 g.mol−1
Surface de la pastille Sp 4,74.10−5 m2
Pression de vapeur saturante Ps 0,25 Pa
Température de la source T0 293,0 K
Pression dans la source P0 (4, 6, 9).105 Pa
Volume du four V 4,0 cm3
Diamètre de la buse d’entrée D∗1 100,0 µm
Diamètre de la buse de sortie D∗2 2,0 mm
Temps d’ouverture de la vanne ∆τ 140,0 µs
Distance sortie du four - ZI r 17,5 cm
Diamètre du trou de l’écorceur de 1,0 mm
Distance sortie du four-écorceur l 5,0 cm
Angle d’ouverture de Ω de/2.l 0,01 ◦
Table 3.2 – Liste des paramètres utilisés pour réaliser les diﬀérentes modélisations de
ﬂux, de densité et de distribution de vitesses.
Dans un premier temps nous allons regarder le ﬂux de sortie de gaz porteur et voir
l’inﬂuence que la nature du gaz porteur a sur ce ﬂux avec une pression génératrice
P0 = 6 bar. La Figure 3.5 montre cette variation de ﬂux de gaz porteur en sortie
du four, en fonction du temps. En observant ces deux courbes, nous constatons qu’une
bouﬀée de gaz d’hélium est beaucoup plus intense (∼ 3,4.1019 particules.s−1 pour l’hé-
lium ; ∼ 0,34.1019 particules.s−1 pour l’argon) et courte que celle que l’on peut observer
avec de l’argon. Notons que plus la détente est longue dans le temps, plus la bouﬀée de
gaz sera étalée dans l’espace.
Ensuite, nous avons simulé le ﬂux de molécules dans la détente au niveau de la sortie
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Figure 3.5 – Évolution du ﬂux calculé du gaz porteur à la sortie du four en fonction du
temps. Le temps zéro correspond à l’ouverture de la vanne pulsée.
du four dans l’hélium et dans l’argon ; ceux-ci sont représentés sur la Figure 3.6. La
détente de la molécule dans le gaz porteur est d’autant plus longue que le gaz porteur
est lourd, le ﬂux de molécules suit donc bien la même règle que celle du gaz porteur seul.
Cependant, nous remarquons la présence d’une petite diﬀérence au niveau de la forme
de la variation du ﬂux de la molécule dans le gaz porteur par rapport à celle du gaz
porteur seul. Dans le cas de l’argon, nous pouvons observer une détente plus longue et
aussi la présence d’une bosse, celle-ci est due au fait que dans la détente les molécules
n’acquièrent pas toutes la même vitesse dans le jet, ceci sera expliqué plus en détail dans
la suite lorsque l’évolution de la distribution de vitesse sera présentée.

























Figure 3.6 – Évolution du ﬂux calculé de molécules à la sortie du four en fonction du
temps et du gaz porteur. Le temps zéro correspond à l’ouverture de la vanne pulsée.
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Puis, nous avons calculé la densité de molécules au niveau de la ZI entre le faisceau
moléculaire et les lasers, à environ 17,5 cm de la buse de sortie du four, en fonction du
temps. Nous avons représenté cette évolution temporelle en fonction du gaz porteur utilisé
sur la Figure 3.7.
























Figure 3.7 – Évolution de la densité calculée de molécules en fonction du temps et du
gaz porteur, au niveau de la ZI entre le faisceau moléculaire et les lasers. Le temps zéro
correspond à l’ouverture de la vanne pulsée.
Le pic intense au début de la bouﬀée indique qu’une majorité des molécules sortent du
four en suivant la détente supersonique générée par le gaz porteur. Ensuite, nous pouvons
noter que les rapports d’intensités observés sur les ﬂux de sortie ne sont pas conservés
dans le calcul de la densité : si le ﬂux de molécules dans l’hélium montre un pic ﬁn
temporellement, il n’en reste pas moins que les molécules vont plus vite dans ce gaz rare
léger. La bouﬀée est donc plus courte temporellement, mais diluée spatialement.
Dans l’hélium, nous observons un minimum de densité aux alentours de 5 ms. Cette
déplétion provient du changement de régime d’écoulement des molécules entre un régime
supersonique et un régime eﬀusif : la vitesse des molécules chute fortement, pour revoir le
signal revenir il est nécessaire d’attendre que les molécules sortant du four arrivent dans
la ZI. Dans le cas de l’argon, ce minimum est aussi présent aux alentours de 10 ms, il
est cependant moins intense car la diﬀérence de vitesse entre les deux contributions est
beaucoup moins marquée que dans le cas de l’hélium.
Le modèle que nous avons présenté nous donne aussi accès à l’évolution temporelle des
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distributions de vitesses des molécules lors de la détente. Sur la Figure 3.8 est représentée
celle de l’hélium à gauche et celle de l’argon à droite au niveau de la ZI entre le faisceau
moléculaire et les lasers, cette distribution est calculée toujours en utilisant les paramètres
listés dans la Table 3.2.
Hélium Argon 
Figure 3.8 – Évolution de la distribution de vitesses des molécules calculée dans le jet
lors de la détente au niveau de la ZI entre le faisceau moléculaire et les lasers, à gauche
dans l’hélium et à droite dans l’argon. Le temps zéro correspond à l’ouverture de la vanne
pulsée. La même échelle de couleur a été utilisée pour les deux distributions de vitesses.
Dans les deux cas, nous pouvons observer une modiﬁcation de la distribution de vi-
tesses au cours du temps suivant l’ouverture de la vanne. Dans les premières millisecondes,
nous pouvons observer un changement brusque de la distribution de vitesse, puis au fur
et à mesure du temps (15 ms dans l’hélium et de plus de 30 ms dans l’argon), cette distri-
bution retourne vers sa valeur initiale. Cette variation de distribution de vitesses est due
au changement de régime d’écoulement lors de la détente de la molécule hors du four. De
plus, la transition entre les régimes implique une variation continue de la vitesse quadra-
tique moyenne des molécules dans le jet en entraînant une variation de la température
translationnelle par conversion de l’enthalpie, ce phénomène apparaît dans la largeur des
distributions.
Les premières millisecondes de l’évolution de la distribution de vitesses sont représen-
tées sur la Figure 3.9. Durant celles-ci, cette évolution peut être séparée en diﬀérentes
zones, comme représenté sur le schéma en bas de la Figure 3.9. Une première zone qui
représente le régime eﬀusif où la distribution de vitesses des molécules est piquée autour
d’une vitesse de 177 m.s−1 ; une deuxième zone qui représente le régime supersonique
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où la distribution de vitesses est initialement piquée autour 1400 m.s−1 pour l’hélium et
550 m.s−1 pour l’argon ; et une troisième zone, décomposée en deux parties, qui repré-
sente les deux zones de transition du régime transitoire, du passage du régime eﬀusif vers
le régime supersonique et le retour au régime eﬀusif. Les diﬀérentes vitesses 177 m.s−1,
1400 m.s−1 et 550 m.s−1 sont respectivement les valeurs maximum du centre de la dis-
tribution de vitesses atteinte par les molécules en régime eﬀusif, en régime supersonique








Figure 3.9 – En haut, évolution de la distribution de vitesses des molécules calculée
dans le jet lors de la détente au niveau de la ZI dans les premières millisecondes après
l’ouverture de la vanne, à droite dans l’hélium et à gauche dans l’argon. En bas, schéma
de l’évolution de la distribution de vitesse. Le temps zéro correspond à l’ouverture de la
vanne pulsée. La même échelle de couleur a été utilisée pour les deux distributions de
vitesses.
Dans le cas d’une détente dans l’hélium (à droite sur la Figure 3.9 ), nous pouvons
observer que le changement brusque de la distribution de vitesses se produit aux environs
de 0,3 ms après l’ouverture de la vanne tandis que dans l’argon ce changement est plus
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tardif, aux environs de 0,5 ms. Cette diﬀérence de temps d’arrivée dans la ZI est due à la
diﬀérence de vitesse moyenne des molécules atteinte lors de la détente supersonique, en
eﬀet dans l’hélium les molécules ont une vitesse moyenne d’environ 2,5 fois plus grande
que dans l’argon.
Peu après ce changement de régime, nous pouvons observer une séparation en deux de
la distribution de vitesses. Une première se dirigeant dans la zone du régime transitoire
et diminuant très rapidement. Elle correspond à l’évolution de la distribution de vitesses
atteintes par les molécules lors de la période de remplissage du four juste après ouverture
de la vanne, pendant laquelle la pression dans le four va augmenter et l’écoulement passer
du régime eﬀusif au régime continu supersonique. L’autre partie de la distribution va dans
dans la zone supersonique et diminue de manière plus lente, cela correspond au régime
supersonique apparaissant lorsque les conditions de détente sont optimales.
3.5 Expériences : Résultats et discussion
Expérimentalement, c’est en se focalisant sur le signal des photoions (C5H5NO+)
créés lors de l’interaction du faisceau moléculaire avec les lasers femtosecondes, et plus
particulièrement à l’aide de la technique d’imagerie de vitesse des photoions, que nous
avons pu suivre et caractériser le faisceau moléculaire. En particulier, nous avons sondé
le faisceau moléculaire aﬁn de connaître son proﬁl de vitesse et d’intensité. Pour ce faire
nous avons fait varier la synchronisation entre l’ouverture de la vanne pulsée et l’arrivée
du faisceau laser dans la ZI, de manière à sonder la totalité du faisceau moléculaire.
Dans ce cas-ci les images enregistrées (1200 pixels × 1200 pixels) sur une vingtaine
de tirs lasers et ont été calibrées dans un premier temps en énergie cinétique avec la
calibration E1200 (décrite dans le chapitre 1) puis dans un second temps en convertissant
cette énergie cinétique en vitesse en fonction de la masse de la particule. Les conditions
de l’imageur sont telles que Vr et Ve sont respectivement à 2 kV et à 1,435 kV.
Sur la Figure 3.10 sont représentés les résultats obtenus en sondant les molécules
contenues dans le faisceau moléculaire généré dans l’hélium à gauche, et dans l’argon à
droite. Sur ces évolution de distributions de vitesses, aussi bien dans l’hélium que dans
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l’argon, nous observons dans un premier temps le ﬂux de molécules sortant du four de
manière eﬀusive (avant que la vanne ne s’ouvre), sur la ﬁgure il correspond à la distribu-
tion de vitesses centrée autour de ∼ 225 m.s−1. Dans les deux cas, nous pouvons aussi
remarquer que grâce à la détente des molécules dans un gaz porteur, celles-ci sont bien
accélérées à des vitesses proches de celles des particules du gaz porteur (∼ 1380 m.s−1
dans l’hélium et ∼ 450 m.s−1).































Figure 3.10 – Évolution expérimentale de la distribution de vitesses des molécules dans
la détente au niveau de la ZI entre le faisceau moléculaire et les lasers, à gauche dans
l’hélium et à droite dans l’argon. Le temps zéro correspond à l’ouverture de la vanne
pulsée. La même échelle de couleur a été utilisée pour les deux distributions de vitesses.
Expérimentalement en début de bouﬀée, nous observons des vitesses supérieures à la
vitesse supersonique du gaz porteur. Nous l’expliquons par l’apparition d’une onde de choc
qui va expulser les molécules hors du four. Cette dernière est créée par la première détente
supersonique du gaz porteur (de la source vers le four) lors de l’ouverture de la vanne. En
eﬀet, l’ouverture de la vanne implique une variation brutale de pression créant ainsi une
onde de choc, le four se comportant alors comme un tube à choc. Cet dernière permet
de porter quasi instantanément un gaz à de très hautes température, vitesse, densité et
pression. C’est aussi pourquoi nous observons un minimum dans l’intensité du signal, les
molécules accélérées par l’onde de choc sont beaucoup plus rapides que celles accélérées
par la détente supersonique du gaz porteur.
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3.6 Comparaison Expérience / Théorie
Expérimentalement et théoriquement, nous avons fait varier la pression génératrice de
gaz porteur P0 de 4 à 9 bar, les résultats dans l’argon sont présentés sur la Figure 3.11.
Dans l’ensemble, les simulations reproduisent bien les résultats expérimentaux tant d’un
point de vu qualitatif que quantitatif. En particulier, nous retrouvons les valeurs du centre
des distributions de vitesses de la molécule en régime eﬀusif et en régime supersonique,
et ceci aussi bien dans une détente dans l’hélium et dans celle dans l’argon.
Expérimentalement (1ère colonne de la Figure 3.11), nous pouvons observer que le
signal dû à la détente supersonique augmente en intensité et se décale vers de plus hautes
vitesses lorsque l’on passe de 4 à 6 bar. Nous remarquons aussi que le signal dû à l’onde
de choc est plus court lorsque la pression augmente ; de plus, sa distribution de vitesses se
décale légèrement vers des vitesses plus élevées (le maximum de la distribution de vitesse
passe d’environ 800 à 900 m.s−1), lorsque nous passons de 4 à 9 bar. Les deux phénomènes
aﬀectant cette distribution de vitesses sont probablement liés à l’intensité de l’onde de
choc qui est elle-même liée à la pression génératrice du gaz porteur.
Théoriquement (2ème colonne de la Figure 3.11), nous pouvons observer que, lorsque
la pression génératrice P0 augmente, le caractère supersonique de la détente perdure et que
la distribution de vitesses de la partie supersonique devient de plus en plus étroite. Lorsque
la pression génératrice augmente le jet passe d’un caractère pseudo-supersonique à un
caractère purement supersonique. L’onde de choc, que nous observons expérimentalement,
n’est pas prise en compte dans notre modèle car la pression dans le four a été supposée
homogène.
3.7 Conclusion
Nous avons ici proposé un modèle analytique permettant de simuler la densité ainsi
que la distribution de vitesses de molécules dans la zone d’intéraction entre le faisceau
moléculaire et les lasers. Ces résultats ont été confrontés à des résultats expérimentaux.
La principale diﬀérence entre les résultats expérimentaux et les simulations est la
74
CHAPITRE 3. MODÉLISATION DE LA BOUFFÉE DE MOLÉCULES
4 bar 4 bar 
6 bar 6 bar 
9 bar 9 bar 
Figure 3.11 – Évolution expérimentale (à gauche) et théorique (à droite) de la distri-
bution de vitesses des molécules dans une détente d’argon au niveau de la ZI entre le
faisceau moléculaire et les lasers, pour diﬀérentes pressions génératrices. Le temps zéro
correspond à l’ouverture de la vanne pulsée. Une seule échelle de couleur a été utilisée
pour représenter les données expérimentale, et une autre pour les données simulées.
distribution de vitesses initiale attribuée à l’onde de choc qui n’est pas prise en compte
dans la simulation. La présence de cette onde de choc est due à la présence du changement
brusque de régime provoqué par l’ouverture de la vanne, c’est un des points critiques du
modèle qui est diﬃcile à reproduire.
L’imagerie de vitesse des photoions est un très bon moyen pour la caractérisation de
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l’évolution d’une bouﬀée de molécules tant au niveau densité que distribution de vitesses.
Le modèle que nous avons utilisé possède un grand nombre d’approximations, mais il
reproduit très bien les données expérimentales, ce qui nous a permis de caractériser dans
son ensemble le faisceau moléculaire pulsé créé avec le dispositif expérimental utilisé dans








Le photochromisme et les molécules étudiées
4.1 Qu’est-ce que le Photochromisme ?
4.1.1 Définition
Le photochromisme est déﬁni comme étant une transformation réversible induite dans
un ou les deux sens par l’absorption d’un ou plusieurs photons entre deux formes, A
et B, d’une même espèce chimique ayant des spectres d’absorption diﬀérents [42]. La
majorité des systèmes photochromes possède une forme incolore et une forme colorée. Les
matériaux composés de molécules photochromes ont divers applications dans des domaines
tel que l’aﬃchage, le stockage et le traitement optique de l’information [23]. Parmi tous
les systèmes photochromes, nous allons nous intéresser plus spéciﬁquement aux molécules
organiques. La plupart de ces systèmes photochromes impliquent des réactions de type
unimoléculaire.
4.1.2 Molécules Photochromes
Il existe une très large gamme de famille de molécules photochromes organiques, parmi
ces nombreuses familles nous avons fait le choix d’étudier les molécules photochromes de
type dithienyléthène. Ce choix réside dans le fait que c’est l’une des familles photochromes
les plus prometteuses pour la mise au point de dispositifs commutables par la lumière.
Elles ont donc déjà été le sujet de nombreuses études, en solution [43, 44] mais aussi
sous forme de cristaux [45, 46]. Ces diﬀérentes études ont eut pour but d’examiner les
diﬀérentes propriétés intéressantes pour leur utilisation, comme leur spectre d’absorption,
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mais aussi leur stabilité thermique, ainsi que leur rendement quantique de photoconver-
sion entre les deux formes, etc... Les résultats de ces études montrent que ces molécules
photochromes ont une excellente stabilité thermique, une faible photodégradation, et pos-
sèdent en général un grand rendement quantique. Ces molécules n’ont pas seulement été
étudiées expérimentalement, de nombreuses études théoriques [47–51] ont été menées aﬁn
de comprendre et d’en savoir d’avantage sur ce type de molécules photochromes.
De manière générale, ces molécules photochromes peuvent passer d’une forme ouverte
(OF, Opened Form) à une forme fermée (CF, Closed Form) et inversement via des réac-
tions induites par l’absorption de photons. Les processus de cyclisation et de cycloréversion
se font ici par l’absorption de photons de natures diﬀérentes. La réaction de fermeture de
cycle est initiée par l’absorption de photons UV tandis que l’ouverture de cycle se fait à





















Forme ouverte Forme fermée
Figure 4.1 – Réaction d’électrocylisation de molécules photochromes modèles de type
dithienyléthène.
Comme dit précédemment, ces molécules photochromes passent d’une forme à une
autre via l’absorption de photons. Dans leur forme ouverte ces molécules possèdent deux
conformères, dont l’orientation des cycles thienyls est diﬀérente, ces deux conformères
sont représentés sur la Figure 4.2. Le premier conformère a une symétrie C2, nous l’ap-
pelons le conformère antiparallèle (AP) ; le deuxième a une symétrie Cs, nous l’appelons
le conformère parallèle (P). Ce dernier conformère n’est pas photoréactif, c’est-à-dire qu’il
ne possède aucune propriété photochromique.
Des études en phase condensée [52] ont montré que le passage d’un conformère à l’autre
se produit via une conversion interne, cette dernière se fait sur une durée de l’ordre de
quelques microsecondes.
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Figure 4.2 – Représentation des deux principales conformations d’une forme ouverte
d’un dithienyléthène modèle : conformation antiparallèle (AP) et conformation parallèle
(P).
4.2 Dithienyléthènes étudiés
Pour réaliser l’étude de dynamique ultrarapide, nous avons travaillé sur diﬀérentes mo-
lécules photochromes appartenant à la famille des dithienyléthènes. Ces molécules peuvent
dans un premier temps être séparées en deux groupes. Ces groupes ne diﬀèrent que par
la position de l’atome de soufre dans les cycles thienyls. Lorsque l’atome de soufre se
trouve en position β de la liaison éthylénique du cycle perﬂuorocyclopentène, les molé-
cules sont déﬁnies comme appartenant aux « Dithienyléthènes Normaux » (N-DTE). Et
si le soufre est en position α, les molécules sont alors déﬁnies comme appartenant aux
« Dithienyléthènes Inverses » (I-DTE). Ces deux groupes de molécules sont représentés




















Figure 4.3 – Représentation de molécules modèles appartenant aux DTE normaux et
inverses.
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Cette diﬀérence de conﬁguration oﬀre plus de ﬂexibilité pour la synthèse de molécules
I-DTE substituées [53]. Il n’existe encore que peu d’études sur ces molécules contrairement
aux N-DTE, cependant il est possible de dire que les propriétés photochromiques et la
stabilité thermique en solution ne diﬀèrent pas beaucoup entre les I-DTE et les N-DTE [50,
51,53–55].
4.3 Motivations
Les nombreuses études de femtochimie sur des molécules isolées en phase gazeuse
permettent d’expliquer un certain nombre de réactions chimiques. Elles sont expliquées
sous la forme d’une suite de processus se produisant de manière non adiabatique [56]. La
plupart du temps, nous considérons qu’il ne va y avoir qu’un seul processus dominant par
étape et donc les processus de relaxation en compétition seront négligés. Cependant, dans
cette étude nous visons à explorer des réactions où des processus parallèles, c’est-à-dire des
processus en compétition, sont mis en jeu au sein même du processus de relaxation d’une
molécule. Pour ce faire, nous avons travaillé sur des molécules organiques photochromes
telles que les dithienyléthènes. Il est à noter que la photophysique des molécules de la
famille des dithienyléthènes (c’est-à-dire les dynamiques ultrarapides de cyclisation et
cycloréversion) a beaucoup été étudiée expérimentalement en solution [43, 52, 57] et de
manière théorique [47–51].
Dans les chapitres suivant, nous allons présenter la dynamique de relaxation de ces 2
groupes de molécules en phase gazeuse. Ce travail expérimental vise à observer la relaxa-
tion d’états excités en fonction du temps après une photoexcitation. L’interprétation des
résultats est supportée par diﬀérentes études théoriques eﬀectuées par des collaborateurs,
qui seront également présentées.
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Dynamique de molécules N-DTE excitées
électroniquement
L’étude comparative du comportement de molécules photochromes en phase cristal-
line, appartenant à la famille des N-DTE, a conduit à la constatation que le comportement
photochromique est corrélé à la distance initiale entre les deux atomes réactifs de carbone
incriminés dans la réaction de cyclisation [45,58], cette distance est notée dC−C . En eﬀet en
phase cristalline, le rendement quantique de cyclisation passe de ΦO→C ∼ 1 à ΦO→C ∼ 0
quand la distance dC−C devient 4,2 Å (voir Figure 5.1).
Les règles empiriques de la chimie organique permettent de comprendre ce seuil car
elles associent une barrière d’activation nulle à une cyclisation conrotatoire dans l’état
excité [45] quand les atomes de carbone sont assez proches. Ces règles sont remarquable-
ment ﬁables, mais elles reposent sur une simpliﬁcation des mécanismes réactionnels qui
ne sont pas toujours conﬁrmés lors d’examens plus poussés, expérimentaux ou théoriques.
Ainsi, le mécanisme de photoisomérisation des alcènes met en jeu, certes le passage par
un état « fantôme » [59], mais passe par l’évolution d’une coordonnée supplémentaire à la
simple torsion de la double liaison C=C qui est habituellement invoquée dans les modèles
de chimie organique [60,61].
Nous avons étudié la dynamique ultrarapide de deux molécules photochromes isolées
de la famille des N-DTE. Les molécules utilisées sont des molécules commerciales de no-
menclature IUPAC 1,2-bis(2-méthyl-3-benzothienyl)perﬂuorocyclopentène et 1,2-bis(2,4-
diméthyl-5-phényl-3-thienyl)perﬂuorocyclopentène. Nous les avons respectivement nom-
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Figure 5.1 – Copie avec la permission de la référence [58], avec la permission de The
Royal Society of Chemistry.
mées BTF6 et PTF6 pour faciliter la suite de la lecture. Elles sont toutes les deux
représentées dans leur forme ouverte sur la Figure 5.2. Sur la Figure 5.1, BTF6 est la
molécule 5 et PTF6 la molécule 8. L’une est donc photochrome en phase cristalline alors
que la deuxième ne l’est pas, c’est la raison du choix de ces deux molécules.
Cette étude, expérimentale et théorique 1, a pour but de comprendre et de proposer le
mécanisme de réaction expliquant le seuil observé et de lui donner une explication physico-
chimique pour ce type de molécules photochromes lorsqu’elles sont isolées. Mais aussi de
comprendre l’inﬂuence qu’un environnement inerte (une solvatation) peut avoir sur la
dynamique de réaction. Pour ce faire, nous avons tout d’abord étudié les deux molécules
lorsqu’elles ont été isolées grâce à l’utilisation de la phase gazeuse et plus particulièrement
grâce à l’utilisation de faisceaux moléculaires. Ensuite, nous avons déposé la molécule
1. L’étude théorique a été réalisée par le Dr. Rodolphe Pollet au NIMBE/Laboratoire de Chimie
Moléculaire et Catalyse pour l’Énergie du CEA Saclay
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Figure 5.2 – Représentation de BTF6 et PTF6 dans leur forme ouverte.
BTF6 sur un agrégat d’argon de manière à la solvater dans un environnement inerte.
5.1 Etude théorique
Cette étude théorique a pour but d’explorer rapidement le paysage conformationnel
de ces molécules dans l’état fondamental ainsi que le paysage électronique des molécules
dans leur forme AP (forme réactive). Les calculs théoriques de cette étude ont uniquement
porté sur la molécule BTF6 isolée, en phase gazeuse.
5.1.1 Méthodes de calcul
Les calculs ont été eﬀectués à l’aide du package Turbomole [62]. La géométrie initiale
de la molécule a été choisie en fonction des résultats de spectroscopie des rayons X [63].
L’inﬂuence de diﬀérentes bases a été sondée par la vériﬁcation de la convergence des
diﬀérents paramètres structuraux tels que les distances et les angles. Finalement, c’est
l’ensemble de base def2-TZVP (Triple-Zeta Valence with Polarization) qui a été choisi.
En théorie de la fonctionnelle de la densité dépendante du temps (TD-DFT), l’uti-
lisation de la fonctionnelle hybride B3LYP a été préférée par rapport à un gradient de
correction (GGA) tel que PBE aﬁn d’éviter l’apparition de fausses bandes sur le spectre
d’absorption pouvant provenir des excitations à transfert de charge artiﬁciellement stabi-
lisées en TD-DFT [64]. De plus, une étude récente [65], sur les formes ouverte et fermée
de dérivés de la famille des diarylethènes, a montré que les longueurs d’onde d’absorption
85
CHAPITRE 5. DYNAMIQUE DE MOLÉCULES N-DTE EXCITÉES ÉLECTRONIQUEMENT
prédites par la fonctionnelle B3LYP sont légèrement plus précises par rapport à celles
avec la fonctionnelle hybride meta-GGA M05.
Aﬁn d’estimer les eﬀets de dispersion et de contrôler leur inﬂuence sur la molécule
BTF6, une fonctionnelle semi-locale (B97-D3) incluant les corrections de paires d’atomes
C6/R6 et C8/R8 a aussi été utilisée.
5.1.2 Données théoriques
Les calculs sur l’état fondamental de BTF6 ont montré que les deux conformères
stables, AP et P, de la molécule sont presque iso-énergétiques, le premier conformère
étant légèrement plus stable. Les énergies relatives entre les deux conformères obtenues
avec les fonctionnelles PBE, B3LYP et B97-D3 sont à la limite des précisions de calculs.
Elles sont reportées dans la Table 5.1.




6-31G B3LYP 1,51 [66]
Table 5.1 – Énergies relatives entre les deux conformères de la molécule BTF6 en fonction
de diﬀérentes bases et diﬀérentes fonctionnelles.
Les géométries optimisées de ces deux conformères sont cependant très peu sensibles
au choix de la fonctionnelle, avec un RMS compris entre 0,24 Å pour le conformère
AP et 0,27 Å pour le conformère P. Les distances entre les deux atomes de carbone
réactifs des deux conformères calculées avec diﬀérentes fonctionnelles sont reportées dans
la Table 5.2. Dans le cas du conformère AP, les deux substituants benzothiophenyl sont
plus proche qu’en phase cristalline. Les distances calculées sont proches de la distance
prédisant la faisabilité de la réaction de cyclisation (∼ 4 Å).
Conformère PBE B3LYP B97-D3
AP 3,93 4,16 3,69
P 4,14 4,16 4,02
Table 5.2 – Distances (Å) calculées entre les deux atomes de carbone réactifs pour les
conformères AP et P de la molécule BTF6 avec la base def2-TZVP et plusieurs fonction-
nelles.
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L’énergie des 10 premiers états excités de BTF6 suite à une excitation verticale a été
calculée à l’aide de la TD-DFT sur le conformère réactif AP. Les résultats sont reportés
dans la Table 5.3, ainsi que les transitions dominantes associées. Les principales orbitales






S1 3,60 0,049 HOMO → LUMO 98
S2 3,82 0,016 HOMO-1 → LUMO 96
S3 4,20 0,005 HOMO-2 → LUMO 97
S4 4,23 0,002 HOMO-3 → LUMO 93
S5 4,44 0,024 HOMO → LUMO+1 88
S6 4,58 0,044 HOMO-1 → LUMO+1 62
S7 4,59 0,018 HOMO → LUMO+2 78
S8 4,66 0,008 HOMO-1 → LUMO+2 33
S9 4,81 0,059 HOMO → LUMO+4 29
S10 4,82 0,009 HOMO-1 → LUMO+2 57
Table 5.3 – Énergies d’excitation verticale du conformère AP de la molécule BTF6 ;
f corresponds à la force d’oscillateur calculée de chaque niveau électronique ; la colonne
transition donne le changement de conﬁguration dominant associé à chaque transition.
HOMO-3 HOMO-2 HOMO-1 
HOMO LUMO LUMO+1 
Figure 5.3 – Orbitales moléculaires de la molécule BTF6.
Toutes les transitions allant vers l’orbitale LUMO ont un fort caractère à transfert de
charge, ceci est dû à un transfert de la densité d’électrons des substituants benzothiophe-
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nyls vers le perﬂuorocylopentène. D’un autre côté, les excitations vers les états S5 et S6
sont principalement localisées, elles ont toutes les deux un caractère π → π⋆.
5.2 Résultats expérimentaux
5.2.1 Études spectroscopiques en phase condensée et en phase
gazeuse
Étude en phase condensée dans le cyclohexane
Nous avons fait des expériences en phase condensée sur la molécule BTF6 en solution
dans du cyclohexane, elles ont été conduites sous la supervision de Dr. Akos Banyasz 2.
Nous avons tout d’abord enregistré le spectre d’absorption de la molécule, puis nous avons
enregistré le spectre d’émission de ﬂuorescence suite à une excitation à 267 nm. Ces deux
spectres sont reportés sur la Figure 5.4.
Le spectre d’absorption de la molécule BTF6 a été collecté par un spectromètre Perkin
Lambda900. Il a été enregistré entre 200 et 400 nm. L’appareil utilisé pour mesurer les
spectres d’émission et d’excitation de ﬂuorescence est un spectroﬂuorimètre FluoroLog3. Il
est équipé d’une lampe de Xénon de 450 W qui génère la lumière d’excitation, la longueur
d’onde d’excitation est sélectionnée à l’aide d’un monochromateur. La ﬂuorescence de
l’échantillon excité est mesurée perpendiculairement au faisceau d’excitation par deux
systèmes de détection, l’un optimisé dans l’UV et l’autre dans le visible. La cellule utilisée
pour réaliser toutes ces mesures était en quartz, avec une dimension de 1 cm × 1 cm.
Sur le spectre d’absorption nous pouvons observer la présence de deux progressions,
l’une centrée à 260 nm et l’autre à 300 nm. Sur le spectre d’émission de ﬂuorescence, nous
pouvons remarquer la présence de deux bandes centrées autour de 307 nm et 422 nm
correspondant donc à la présence de plusieurs états ﬂuorescents, c’est-à-dire à des états
ayant des durées de vie de l’ordre de plusieurs picosecondes voir nanosecondes.
2. Groupe BioMolécules Excitées au Laboratoire Francis Perrin
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Spectre d′émission de fluorescence
Figure 5.4 – En rouge le spectre d’absorption, en noir le spectre d’émission de ﬂuores-
cence après une excitation à 267 nm de BTF6. Ces spectres ont été enregistrés dans du
cyclohexane comme solvant.
Spectre d’absorption à une couleur en phase gazeuse
Avec la technique REMPI[1+1] avec des laser nanosecondes associée à la technique
d’imagerie de vitesse des photoélectrons (PE), avec la génération du faisceau dans l’hélium
moléculaire à l’aide du dispositif expérimental vanne + four, nous avons sondé les états
excités de longue durée de vie de la molécule BTF6 en phase gazeuse en fonction de
la longueur d’onde du laser. En eﬀet la deuxième impulsion laser vient sonder les états
excités quelques nanosecondes après l’excitation. Les états sondés correspondent à ceux
susceptibles d’être peuplés lors des expériences de femtochimie qui seront présentées dans
les parties suivantes. Sur la Figure 5.5 sont reportés les spectres de PE obtenus.
Après un balayage rapide de toute une gamme de longueur d’onde, nous nous sommes
focalisés sur une structure centrée vers 287 nm. La Figure 5.5, montre une distribution
plus large de PE pour des énergies de photon comprises entre ∼ 285 et ∼ 289 nm (reps.
∼ 4,29 et ∼ 4,36 eV). Cette bande d’absorption correspond à une partie du spectre
d’absorption de la molécule isolée en phase gazeuse.
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Figure 5.5 – Matrice représentant l’énergie des photoélectrons éjectés en fonction de de
la longueur d’onde du laser avec une méthode REMPI[1+1], avec à gauche la projection
des spectres de PE.
5.2.2 Expériences de femtochimie sur les photoions avec le spec-
tromètre de masse à temps de vol
Après cette étude spectroscopique, nous avons collecté les spectres de masse des pho-
toions (PI) créés suite à l’ionisation (par la sonde à 795 nm) des états excités (par la
pompe à 265 nm) des molécules BTF6 et PTF6, pour des délais pompe-sonde allant
jusqu’à environ une centaine de picosecondes sur le dispositif utilisant les lasers femtose-
condes et avec la génération du faisceau moléculaire dans l’hélium à l’aide du dispositif
expérimental vanne + four.
Spectres de Masse
Pour avoir des spectres de masse avec un bon rapport signal/bruit, nous avons sommé
les spectres collectés aux diﬀérents délais pompe-sonde pour chacune des molécules. Les
spectres ainsi sommés sont représentées sur la Figure 5.6. Sur ces spectres, les pics





de 468 u.m.a pour BTF6 et 548 u.m.a pour PTF6. Cette attribution repose principalement
sur la calibration en masse du spectromètre. Elle est conﬁrmée parce que ces pics reﬂètent
la distribution isotopique des atomes de carbone et de soufre présents dans les molécules.
Par ailleurs, leur faible largeur indique qu’ils ne résultent pas d’une fragmentation.
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Figure 5.6 – Spectres de masse de BTF6 et de PTF6.
Des signaux de faible intensité, de grande largeur sont observés à des plus petites
valeurs de m
z
. Ils correspondent à diﬀérents fragments des molécules parents. La plus
grande largeur des pics est due à l’énergie de recul acquise par les fragments le long de
la coordonnée de fragmentation initier dans l’ion. Sur le spectre de masse de la molécule
BTF6, nous observons des fragments à 453 et 438 u.m.a. Ils correspondent à la perte
d’un seul ou des deux groupements méthyles par la molécule parent. Par ailleurs, un
fragment est observé à 421 u.m.a. ce qui correspond à la perte d’un groupement de masse
47 u.m.a., son origine n’est pas claire, mais nous pouvons l’associer à un groupement
méthanethiolate. Sur le spectre de masse de PTF6, nous observons des fragments à 533,
518 et 503 u.m.a, qui semblent correspondre à la perte d’un, deux ou trois groupements
méthyles.
Évolution temporelle du signal de PI
Pour chaque délai pompe-sonde, un spectre de masse est enregistré, avec cela nous
avons donc accès à l’intensité de chacun des pics aux diﬀérents temps. Diﬀérentes évo-
lutions de l’intensité des signaux de PI sont reportées sur la Figure 5.7, la colonne de
gauche de cette ﬁgure correspond à la molécule BTF6 et celle de droite à la molécule
PTF6.
Dans un premier temps nous avons observé l’évolution de la totalité du signal des
PI (somme de l’intensité des pics présents sur le spectre de masse) en fonction du délai
entre la pompe et la sonde (Figures 5.7.a et b). Chacune de ces deux évolutions est
principalement dominée par les évolutions des signaux provenant de la molécule parent,
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Figure 5.7 – Évolutions temporelles du signal total des PI présents sur le spectre de
masse, de la molécule parent et de la somme des fragments respectivement (a), (c) et
(e) pour BTF6 et (b), (d) et (e) pour PTF6, pour des délais pompe-sonde allant jusqu’à
10 ps dans l’image principale et jusqu’à 100 ps dans l’insert. Les points noirs représentent
les données expérimentales. La ligne pleine rouge est la courbe d’ajustement des points
expérimentaux et les lignes pointillées de couleurs sont les diﬀérentes contributions com-
posant la fonction d’ajustement (voir le texte pour plus de détails). La pompe et la sonde
sont respectivement à 265 et 795 nm.
les évolutions de ces derniers sont représentées sur les Figures 5.7.c et d, les évolutions
de la somme des fragments sont quant à elles représentées sur les Figures 5.7.e et f.
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Toutes ces évolutions montrent une décroissance multi exponentielle qui s’étend sur
trois ordres de grandeur. Un premier de quelques centaines de femtosecondes, un deuxième
de plusieurs picosecondes et un troisième beaucoup plus grand de plusieurs centaines de
picosecondes (≫ 200ps). Notons que ce troisième ordre de grandeur de déclin n’apparaît
que dans les évolutions temporelles des fragments.
Lorsque nous regardons dans les premières picosecondes de l’évolution du signal de la
molécule parent BTF6 (Figure 5.7.c), nous observons une légère oscillation. Et lorsque
nous regardons l’évolution du signal de la somme de ses fragments dans la même gamme
de temps (Figure 5.7.e), nous pouvons observer une légère diﬀérence par rapport à celle
du signal de la molécule parent. En eﬀet, la première contribution de l’évolution semble
nettement plus lente sur le signal des fragments. Le rapport signal sur bruit de l’évolution
du signal des fragments n’est pas suﬃsant pour pouvoir conclure sur la présence ou non
d’oscillations.
Dans le cas de la molécule de PTF6, à première vue le comportement de la molécule
parent et celui des fragments semblent identiques. Cependant, nous pouvons observer un
léger décalage au niveau du temps de montée du signal des fragments. De plus, lorsque
nous regardons d’un peu plus près, le premier déclin semble absent de la dynamique des
fragments, en comparaison avec le signal du parent.
Les données expérimentales ont pu être ajustées à l’aide de plusieurs exponentielles
décroissantes pondérées (3 pour BTF6 et 4 pour PTF6 ) et convoluées par la fonction
de corrélation croisée des impulsions lasers de pompe et de sonde. Les exponentielles
décroissantes sont déﬁnies par les équations 5.1 et la corrélation croisée par l’équation 5.2.


















où ci (t) représentent les évolutions de la population des espèces intermédiaires en fonction
du temps, ti sont les constantes de temps associées à la durée de vie des espèces intermé-
diaires et t0 et σ des paramètres de la gaussienne obtenus lors des ajustement (t0 = 120fs
et σ = 55fs). Les constantes de temps associées aux évolutions des signaux de PI de
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t1 425 ± 40 fs 155 ± 15 fs
t2 - 2,8 ± 0,2 ps
t3
(PI) 75 ± 5 ps
60 ± 5 ps
(PE) 30 ± 4 ps
t4 ≫ 200 ps ≫ 200 ps
Périodes
d’oscillation
Ti1 1,8 ± 0,1 ps -
Te1 620 ± 30 fs -
Te2 1,9 ± 0,1 ps -
Table 5.4 – Constantes de temps de relaxation et période d’oscillation obtenues à partir
des évolutions des données expérimentales de BTF6 et de PTF6.
Aﬁn de reproduire l’oscillation présente sur le signal du parent de BTF6, la première
exponentielle décroissante a été modulée par une fonction cosinus de période Ti1. Pour
le signal des fragments de BTF6, aﬁn reproduire le premier pic en utilisant les mêmes
fonctions d’ajustement et les mêmes constantes de temps que celles utilisées pour le signal
du parent, la fonction cosinus a été déphasée de π
3
. Et lors de l’ajustement du signal des
fragments de PTF6, l’intensité de la première exponentielle décroissante s’est révélée être
nulle, comme nous avions pu le remarquer précédemment. Les modèles d’interprétation
justiﬁant ces ajustements seront discutés plus tard.
5.2.3 Expériences en imagerie de vitesse de photoélectrons
Ensuite, nous avons travaillé sur les photoélectrons (PE) éjectés suite à l’ionisation
des états excités de chacune des deux molécules, sur le dispositif utilisant les lasers fem-
tosecondes et pour les molécules avec la génération du faisceau moléculaire dans l’hélium
à l’aide de l’ensemble vanne + four et pour les molécules déposées sur agrégats d’argon
avec le dispositif vanne + pick-up. Des images de PE sont enregistrées pour des délais
pompe-sonde allant jusqu’à plus ou moins 250 ps en fonction de la molécule. Après l’in-
version des images, la distribution radiale de chacune d’elles représente le spectre de PE.
Ce dernier représente la distribution énergétique des PE éjectés.
Spectres de PE
Aﬁn d’augmenter le rapport signal sur bruit et d’identiﬁer plus clairement les diﬀé-
rentes régions d’intérêts de chacun des spectres de PE, nous avons sommé les spectres
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enregistrés à tous les délais pompe-sonde. Ces sommes ont été faites pour chacune des
molécules, et sont représentées sur la Figure 5.8, à gauche pour BTF6 et à droite pour
PTF6.
































Figure 5.8 – Sommes des spectres PE de BTF6 à gauche et de PTF6 à droite. La
ligne pleine rouge est la courbe d’ajustement des points noirs représentant les données
expérimentales. Les lignes pointillées de diﬀérentes couleurs représentent les diﬀérentes
contributions composant la fonction d’ajustement.
Les spectres de PE que nous avons obtenus sont assez étendus, une bosse est clairement
visible sur le spectre de PE de BTF6, et nettement moins pour PTF6. Nous pouvons
décomposer ces deux spectres comme une somme de trois exponentielles décroissantes
(équation 5.3) et de deux gaussiennes (équation 5.4). Les paramètres déﬁnissant toutes



















avec i = 1, 2 (5.4)
Évolution temporelle du signal total des PE
La sommation suivant la distribution radiale de chaque image nous donne le signal
total de PE. Nous avons suivi l’évolution de ce signal pour les molécules isolées en fonction
du délai pompe-sonde. Les évolutions du signal total des PE de BTF6 et PTF6 isolées
sont présentées sur la Figure 5.9 dans diﬀérentes gammes de temps. Nous avons choisi
ici de représenter le signal total des PE. En eﬀet, les diverses contributions des spectres de
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BTF6 PTF6
Expo1 x1 0,004 0,004
Expo2 x2 0,090 0,020







Table 5.5 – Paramètres des fonctions d’ajustement (en eV) des spectres de PE des mo-
lécules BTF6 et PTF6.
PE ne présentent pas de diﬀérence marquée dans les évolutions, excepté la contribution
de faible énergie qui sera discutée un peu plus loin.







































































Figure 5.9 – Évolution temporelle du signal de tous les PE du spectre de PE pour des
délais pompe-sonde allant jusqu’à 10 et 250 ps, respectivement (a) et (c) pour BTF6 et
(b) et (d) pour PTF6. Les points noirs représentent les résultats expérimentaux. La ligne
pleine rouge est la courbe d’ajustement passant aux travers des points expérimentaux et les
lignes pointillées de couleurs sont les diﬀérentes contributions de la fonction d’ajustement.
La pompe et la sonde sont respectivement à 265 et 795 nm.
Comme pour l’évolution du signal des PI, nous observons une décroissance multi expo-
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nentielle dont les temps caractéristiques de décroissance couvrent trois ordres de grandeur,
à laquelle s’ajoute des oscillations aux courts délais pompe-sonde.
Dans un premier temps, lorsque nous comparons les évolutions des PE (Figures 5.7.b,d,f)
et des PI (Figures 5.9.b,d) de PTF6, il n’y a pas de diﬀérence. Les fonctions et les dé-
clins utilisés pour ajuster les données expérimentales (PI et PE) de cette molécule sont
les mêmes.
En revanche, pour BTF6, les évolutions des PI et des PE présentent une diﬀérence
frappante. En eﬀet sur cette dernière, nous pouvons observer la présence d’une superposi-
tion de deux régimes oscillants superposés aux deux premiers déclins. L’évolution du signal
de PE a pu être ajustée en utilisant les mêmes fonctions d’ajustement que celles utilisées
pour les PI. Dans ce cas-ci, ce sont donc les deux premières exponentielles décroissantes
qui ont chacune été modulées par une fonction cosinus (périodes Te1 et Te2), de manière
à reproduire la superposition des deux régimes oscillants. Les résultats des ajustements
sont présentés dans la Table 5.4. Par ailleurs, lors de l’ajustement de l’évolution des PE
de BTF6, nous avons remarqué que la deuxième constante de temps (t3) n’était pas la
même que celle utilisée pour les évolutions des signaux de PI, en eﬀet sur les PE ce temps
est 2 fois plus rapide.
Effet de la solvatation
Des expériences où la molécule BTF6 a été déposée sur un agrégat d’argon ont été
menées aﬁn de la solvater par un environnement inerte, et d’observer l’eﬀet de cette
solvatation sur la dynamique de cyclisation [11].
Comme pour la molécule libre, nous avons sommé la totalité des spectres de PE pour
avoir un meilleur rapport signal sur bruit. Ce nouveau spectre de PE est représenté à
droite sur la Figure 5.10, où il est comparé à celui de la molécule isolée à gauche.
Sur le spectre de la molécule déposée, nous pouvons remarquer la disparition quasi
totale des deux distributions gaussiennes présentes sur le spectre de PE de la molécule
isolée. En fait, le spectre de PE de la molécule déposée a été ajusté de façon très satis-
faisante avec des exponentielles décroissantes. En regardant attentivement, nous pouvons
discerner une structure gaussienne centrée autour de 1,2 eV, mais celle-ci demeure trop
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Figure 5.10 – Somme des spectres PE de BTF6 de la molécule libre et déposée sur
agrégat. La ligne pleine rouge est la courbe d’ajustement passant aux travers des points
expérimentaux et les lignes pointillées de couleurs sont les diﬀérentes contributions de la
fonction d’ajustement.
faible en intensité pour conduire à un ajustement ﬁable.
Dans un second temps, l’évolution du signal total de PE de la molécule déposée sur
agrégat en fonction du délai pompe-sonde est comparée à celle de la molécule isolée. Ces
évolutions sont présentées sur la Figure 5.11. Sur cette ﬁgure, nous pouvons clairement
remarquer un comportement diﬀérent des PE dans les premières picosecondes de la dy-
namique lorsque la molécule est déposée ou non sur un agrégat.






































Figure 5.11 – Évolution du signal total de PE de la molécule de BTF6 isolée (points
noirs) et de celle déposée sur un agrégat d’argon (points rouges), pour des délais pompe-
sonde allant (à gauche) jusqu’à 4 ps et (à droite) 100 ps. La pompe et la sonde sont
respectivement à 265 et 795 nm.
Aﬁn de comprendre plus en détail ce changement de comportement lorsque la molécule
est déposée sur un agrégat, nous avons utilisé la décomposition en diﬀérentes fonctions
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du spectre de PE. Les variations de l’intensité des deux exponentielles présentes sur les
deux spectres de PE sont tracées en fonction du délai pompe-sonde sur la Figure 5.12.










































Figure 5.12 – (a) Évolution de l’exponentielle décroissante cyan (basse énergie) des
spectres de PE des ﬁgures 5.11 et (b) celle de l’exponentielle décroissante magenta (haute
énergie), pour des délais pompe-sonde allant jusqu’à 4 ps. Les points noirs correspondent
à la molécule BTF6 isolée et les rouges lorsque la molécule est déposée sur un agrégat
d’argon. La pompe et la sonde sont respectivement à 265 et 795 nm.
La première exponentielle décroissante correspond à une distribution de PE éjectés
avec une très faible énergie, tandis que la seconde exponentielle représente une large
distribution non structurée de PE. Sur les données de la molécule isolée nous retrouvons
les deux régimes oscillatoires. Comme nous pouvons le voir sur la Figure 5.12.b, c’est
l’évolution de l’intensité de la deuxième exponentielle qui domine l’évolution du spectre
de PE total.
Sur la Figure 5.12.a, nous pouvons remarquer un léger décalage du temps de montée
entre la molécule isolée et déposée peu de temps après l’excitation du système. La première
contribution de l’évolution semble absente de la dynamique pour cette distribution de PE
lorsque la molécule est déposée sur l’agrégat.
5.3 Analyse des données et discussion
5.3.1 Photochromisme de BTF6 et PTF6
Les deux molécules BTF6 et PTF6 sont décrites comme étant photochromes en phase
liquide, par exemple dans l’hexane, les rendements de photoconversion sont indiqués dans
99
CHAPITRE 5. DYNAMIQUE DE MOLÉCULES N-DTE EXCITÉES ÉLECTRONIQUEMENT
la Table 5.6. A température ambiante, une étude RMN sur la molécule BTF6 a montré
la présence de deux pics, avec le ratio 65:35 [67], chacun d’eux représente respectivement
chacun des conformères AP et P. Pour la molécule PTF6 le même ratio est estimé à
48:52 [68]. Dans les deux cas, l’équilibre entre les deux formes est suﬃsamment lent pour
donner des signaux distincts en RMN. En considérant que ces ratios proviennent d’une
distribution statistique de Boltzmann, nous déduisons une diﬀérence d’énergie ∆E de
1,5 kJ.mol−1 pour BTF6 entre les deux conformères (le conformère le plus stable étant le
conformère AP), cette valeur est proche de celle calculée et présentée dans la Table 5.1.
Molécule Cristal Hexane
ΦO→C ΦC→O ΦO→C ΦC→O
BTF6 ∼0 [45] - 0,35 (313 nm) [67] 0,35 (517 nm) [67]
PTF6 0,96 (286 nm) 0,027 (618 nm) 0,46 (313 nm) [69] 0,015 (618 nm) [58]
Table 5.6 – Rendement quantique de photoconversion de BTF6 et PTF6 dans le milieu
et à la longueur d’onde indiquée. « O → C » indique la réaction de cyclisation, tandis que
« C → O » indique la réaction de cycloréversion.
En phase cristalline, leur comportement est diﬀérent. Les deux molécules sont décrites
comme cristallisant exclusivement dans la forme AP. La molécule de BTF6 est donc
décrite comme étant non photochrome alors que au contraire la molécule PTF6 l’est,
comme il l’est montré sur la Figure 5.1 (BTF6 est la molécule 5 et PTF6 la molécule 8).
5.3.2 Etude en phase condensée
Spectre d’absorption et d’émission de fluorescence
Les spectres d’absorption et de ﬂuorescence de la molécule BTF6 ont été obtenus en
solution dans le cyclohexane aﬁn de pouvoir rapprocher ces spectres de ce qui est attendu
en phase gazeuse. Il s’agit, en eﬀet, d’un solvant apolaire et aprotique, limitant ainsi les
interactions spéciﬁques avec certains atomes présents dans la molécule. Dans le cadre de
cette thèse, l’étude a été faite sur la molécule BTF6 uniquement. Ce spectre d’absorption
est aussi disponible dans la littérature [43,52,67,70]. Il en est de même pour la molécule
PTF6, son spectre d’absorption est aussi disponible dans la littérature [71], il reproduit
ici sur la Figure 5.13.
Les deux molécules BTF6 et PTF6 montrent un seuil d’apparition d’absorption vers
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Figure 5.13 – Spectre d’absorption de la molécule PTF6. 2a est la forme ouverte, 2b
la forme fermée. Copie avec la permission de la référence [71]. Copyright 1995 American
Chemical Society
350 nm (Figures 5.4 (p 89) et 5.13). Dans le cas de PTF6, nous observons une bande,
celle-ci culmine vers 280 nm. En ce qui concerne BTF6, nous pouvons découper le signal
d’absorption en deux parties. Une première progression maximale vers 300 nm, et une
deuxième maximale vers 270 nm, et sur cette deuxième progression nous observons une
petite structure composée de 3 bandes entre 280 et 300 nm.
Sur le spectre d’absorption de BTF6, la bande intense vers 270 nm peut être attribuée
aux transitions S0 →S5 (4,44 eV, 279 nm) et S0 →S6 (4,58 eV, 271 nm) qui possèdent un
moment de transition plus fort. C’est cette bande que nous excitons dans les expériences
résolues en temps. La structure observable autour de 300 nm sur le spectre d’absorption
de BTF6 (Figure 5.4) est aussi présente sur tous les spectres d’absorption publiés de
cette molécule. Nous reviendrons sur cette structure par la suite.
L’observation de deux structures sur le spectre de ﬂuorescence de la molécule BTF6
excitée à 267 nm est la marque de deux composés métastables dans la solution, dont
l’émission de ﬂuorescence est du même ordre de grandeur. Ishibashi et al. [52] ainsi que
Sangdeok et al. [43], avec excitation à 310 nm, n’observent que la bande à 420 nm.
Parmi les espèces métastables attendues, se trouve le conformère P qui est non réactif.
Partant du principe que sa non réactivité est liée à une faible évolution sur sa surface
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d’énergie potentielle (SEP), nous pouvons attribuer la bande dont le maximum est à
307 nm à ce dernier. La deuxième bande à 422 nm peut, quant a elle, être attribuée au
conformère AP et dont l’excitation n’a pas conduit à une relaxation directe vers l’état
fondamental.
L’attribution que nous faisons de ces deux bandes va à l’encontre de ce que nous
pouvons trouver dans la littérature. En particulier, Ishibashi et al. [52] attribuent la
bande centrée à 420 nm à l’état triplet de l’isomère non réactif. Il remarque aussi un large
déplacement de Stokes (8 000 - 9 000 cm−1), celui-ci suggérant une grande modiﬁcation
structurale entre l’état excité et l’état fondamental. L’argument avancé pour attribuer
cette bande au conformère non réactif est qu’il observe une dynamique rapide pour la
formation du produit de réaction, et donc que la réaction a lieu dans une géométrie de
l’état excité proche de celle de l’état fondamental. Néanmoins, une réaction depuis cet
état serait dépendante de la température et de la viscosité du solvant, ce qui n’est pas le
cas, selon les auteurs.
Cependant, les énergies calculées pour les premiers états excités d’un squelette modèle
de la molécule de BTF6 [50] montrent la présence d’un minimum optimisé du conformère
P bien plus haut en énergie que celui conformère AP, pour lequel le déplacement de
Stockes est énorme. De plus, en réalisant des études de transfert d’énergie triplet-triplet
dans l’éthanol via un sensibilisateur dans l’état triplet à 355 nm, Murata et al. [72] ont
montré que le conformère P possédait un état triplet avec une constante ≪ 1 µs, dans la
gamme d’énergie de la bande située à 440 nm. C’est le même temps que trouve Ishibashi
et al. [52] pour le déclin de cette bande qu’ils attribuent au conformère P. Cet état n’est
pas forcément peuplé à partir d’une excitation directe, mais cette étude montre qu’il existe
d’autres voies que l’intersection conique pour aboutir à la forme fermée.
En revenant sur les structures présentes à 300 nm sur le spectre d’absorption, nous
pouvons tenter une attribution. Une première attribution sur la base des énergies calcu-
lées en phase gazeuse pour la molécule BTF6 dans sa forme AP. Ces structures seraient
donc à rapprocher des transitions S0 →S2 (3,82 eV, 324 nm), S0 →S3 (4,20 eV, 295 nm)
et S0 →S4 (4,23 eV, 293 nm) qui ont été calculées dans le vide. Notons que tout ce pre-
mier massif est constitué de transitions à transfert de charge, ce qui explique le faible
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moment de transition, et d’autre part suggère un décalage des transitions vers le rouge
dans le cyclohexane (stabilisation par polarisation). Une deuxième attribution sur la base
de la comparaison des spectres d’absorption et de ﬂuorescence semble indiquer que le pic
d’absorption à 300 nm correspondrait au seuil de la deuxième bande du spectre d’émis-
sion de ﬂuorescence. Ceci attribue donc cette structure à la bande 0-0 d’un état S1 (très
faible décalage de Stokes), nous pensons donc au conformère P. Cela conforte donc l’in-
terprétation des spectres faite précédemment. La première bande du spectre d’émission
de ﬂuorescence montre un fort décalage de Stockes qui est bien compatible avec la montée
lente du spectre d’absorption due au fait que la transition met en jeu des états à transfert
de charge dont la géométrie optimisée est très diﬀérente de celle des états neutres. Cette
dernière interprétation peut être conﬁrmée par la mesure d’un spectre d’émission de ﬂuo-
rescence à plus haute énergie de manière à déplacer l’artefact dû à l’eﬀet Raman que nous
pouvons observer sur cette bande ainsi que par des calculs portant sur la forme P pour
laquelle on attendrait une transition sans transfert de charge pour la première bande.
Pour terminer, signalons que le rendement quantique de ΦO→C de 0,35 trouvé pour
l’ensemble des deux conformères de BTF6 dans l’hexane [67] est déterminé à 313 nm
(voir Table 5.6 (p 100)). Si nous considérons que le seuil d’absorption de la forme P est
à 300 nm, cela signiﬁe bien que seulement 0,35% des conformères AP conduit à la forme
fermée. Sinon en supposant que les deux conformères absorbent de la même manière à
310 nm, seule la moitié des molécules AP réagissent après l’absorption d’un photon pompe.
Dans tous les cas l’ensemble des molécules excitées sont réputées observables aux temps
courts dans les expériences résolues en temps. Au moins deux processus en parallèles sont
donc attendus dans cette dynamique.
Sangdeok et al. [43] ont proposé la présence d’une plus grande variétée de conformères
dans l’état fondamental pour expliquer ce type de comportement. Cela semble peu com-
patible avec les optimisations de géométrie et la présence de deux espèces dans l’état
excité. Récemment, Ishibashi et al. aboutissent aussi à la conclusion qu’il existe plusieurs
voies suite à une étude statique en température [73]. Ils concluent en proposant un méca-
nisme de relaxation vers l’état fondamental qui est non radiatif, en compétition avec un
mécanisme de relaxation via une intersection conique, mais dont l’aboutissement est un
mélange d’isomère ouvert et fermé. Cela conduirait à une ré-attribution des espèces dans
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leur précédente mesures résolues en temps [52].
Apport de la phase condensée à cette étude
De cette étude, nous retiendrons principalement que la structure électronique de ces
molécules est très compliquée, comme le montre les diﬀérentes bandes observées sur les
diﬀérents spectres. La complexité de ce système est exacerbée par la présence de plusieurs
conformères. Cependant, nous notons que 2 espèces excitées seront potentiellement atten-
dues aux temps longs (de l’ordre de plusieurs centaines de picosecondes) lors des études
résolues en temps.
Nous ne pouvons malheureusement pas conclure sur les attributions du spectre de
ﬂuorescence, mais espérons pouvoir susciter la curiosité de collègues spécialistes de la
spectroscopie en phase condensée. Aﬁn de compléter cette étude, nous pouvons suggérer :
– des études plus approfondies du spectre de ﬂuorescence à diverses longueurs d’onde
d’excitation, aﬁn de tracer le spectre d’éxcitation de ﬂuorescence pour les deux
bandes observées,
– des études identiques sur d’autres molécules, telles que PTF6,
– des études de rendement quantique de photoconversion en fonction de la longueur
d’onde d’excitation,
– des études en solvant polaire (si la molécule y est soluble).
5.3.3 Spectroscopie en phase gazeuse
Les expériences REMPI[1+1] sur BTF6 ont été conduites dans la gamme spectrale de
280 - 295 nm. Elles nous ont permit d’observer un état transitoire à longue durée de vie
(de l’ordre de plusieurs nanosecondes). Le spectre obtenu est donc à rapprocher du spectre
d’émission de ﬂuorescence obtenu sur la même molécule en phase condensée. L’idée était
d’observer la gamme d’énergie où se trouvent les 3 pics entre 310 et 280 nm.
Les spectres de PE de l’espèce formée après relaxation montrent une distribution
étalée en énergie, qui ne varie pas dans la gamme spectrale utilisée. Le schéma utilisé
étant de type [1+1], le spectre de PE était supposé varier en énergie pour un processus
d’ionisation direct [11]. Nous en concluons que l’ionisation se produit par un mécanisme
complexe faisant intervenir des états hautement excités (autoionisation vibrationnelle),
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donc que la géométrie optimisée de l’ion est probablement très diﬀérente de celle de l’état
métastable sondé. La forme des spectres de PE est donc porteuse d’une information liée
à la dynamique d’ionisation et non à la dynamique de relaxation dans l’état excité.
Dans cette gamme, nous avons observé une seule bande centrée à 287 nm. Ceci semble
conﬁrmer la deuxième attribution des structures du spectre d’absorption en phase conden-
sée. La valeur ∼289 nm pour l’absorption en phase gazeuse donne ∼700 cm−1 de dépla-
cement, ce qui est tout à fait acceptable. Nous notons donc que la seule espèce observée
pour l’expérience de spectroscopie en phase gazeuse serait l’isomère P, nous nous atten-
dons donc à la présence de ce conformère en ﬁn de dynamique.
5.3.4 Étude résolue en temps
Dynamique aux temps longs
L’étude de ﬂuorescence nous a montré que deux espèces excitées pouvaient être at-
tendues aux temps longs. Nous pouvons nous poser la question de la présence de ces
états pour les études réalisées sur agrégat où l’énergie interne des molécules relaxe vers
l’agrégat.
La présence de deux états métastables à longue durée de vie pourrait être identiﬁée
par notre dispositif expérimental de deux façons :
– Par deux bandes distinctes dans le spectre de PE,
– Par une dynamique diﬀérente aux temps longs, plusieurs centaines de picosecondes
après l’excitation (deux longs temps de déclin, ou un temps de déclin et un plateau).
Comme nous l’avons vu, les spectres de PE sont non structuré et nous montre le
produit de l’ionisation des états excités à 266 nm (deuxième bande du spectre d’émission
de ﬂuorescence) ou à 287 nm (première bande du spectre d’émission de ﬂuorescence).
Ces spectres de PE dépendent de la dynamique d’ionisation, donc de la molécule, mais
se recouvrent. Reste donc la deuxième possibilité soit la dynamique aux temps longs,
mais pour obtenir un résultat ﬁable, dans le cas de données bruitées, il est indispensable
d’acquérir la totalité de la décroissance jusqu’à l’obtention de l’asymptote. Cela n’a pas
été techniquement possible lors des expériences (délais limité à 400 ps).
La ﬁn de la dynamique ne peut donc être proprement traitée sans des expériences
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complémentaires utilisant un aménagement expérimental dédié. Notons que l’observation
de deux dynamiques permettrait de remonter à la forme des spectres de photoélectron
en utilisant une procédure du type MCR-ALS [74] (Multivaiate Curve Resolution with
constrained Alternating Least Squares algorithm).
Cependant, nous pouvons tirer des informations de la comparaison entre les résultats
obtenus sur la molécule libre et la molécule déposée. En eﬀet sur la gamme 0 - 100 ps,
la Figure 5.11 (p 98) montre à 100 ps que la molécule déposée sur agrégat présente
un signal relatif à l’intensité du signal obtenu aux temps courts, bien plus grand que la
molécule libre. Cela est le signe de la présence plus importante d’états métastables.
Le signal ayant une décroissance supérieure à 200 ps que nous observons sur le signal
de PE de la molécule déposée semble correspondre au signal ayant un déclin de 30 ps
observable sur la molécule libre. De plus cette décroissance de 30 ps aboutit à un autre
autre signal ayant une décroissance supérieure à 200 ps. Cela peut être compris comme
la relaxation électronique de l’un des deux composés ﬂuorescents lorsque l’énergie interne
ne peut être évacuée autrement. Le meilleur candidat serait alors l’état métastable de la
forme AP pour lequel l’énergie interne est la plus grande et peut expliquer un retour plus
rapide vers l’état fondamental par couplage vibronique ou via l’état triplet par croisement
intersystème. De plus, l’attribution de la bande observée avec l’expérience de spectroscopie
en phase gazeuse semble indiquer uniquement la présence du conformère P aux temps très
longs (quelques nanosecondes après l’excitation).
Processus parallèles
Nous avons vu que les molécules dans la conformation AP pouvaient conduire à la
réaction ou à la population d’un état ﬂuorescent. Les molécules excitées sont refroidies
par la détente supersonique, et sont supposées se répartir en énergie interne selon une
distribution thermique. A priori seuls les modes mous sont excités < 130 cm−1 (kBT pour
T=200K). Comment ce choix du processus réactionnel se fait-il au niveau de la molécule ?
La dynamique initiale étant très rapide, l’hypothèse d’un choix statistique pendant
la dynamique est exclue car elle suppose une redistribution intramoléculaire de l’excès
d’énergie vibrationnelle. L’échelle de temps est la dizaine de picosecondes voire beaucoup
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plus. Une meilleur image est celle d’un aiguillage. Au moment de l’excitation, selon les
modes de déformation de la molécule qui sont peuplés. Le spectre large du laser permet de
peupler un paquet d’onde vibrationnel qui va évoluer sur la SEP de la molécule. Il s’agit
d’une superposition cohérente de modes de déformation, les uns conduisant à la forme
fermée, les autres à l’état métastable de plus grande durée de vie. Après la réaction, le
paquet d’onde de la molécule est constitué par la superposition de modes de la molécule
dans l’état fondamental et dans l’état métastable. L’apport de modes mous initialement
peuplés de façon incohérente, semble peu important dans la proportion de chacune de ces
composantes, en comparaison de l’excédent d’énergie initialement apporté par le laser de
pompe sur des modes bien spéciﬁques.
Les phénomènes statistiques, tels que la redistribution vibrationnelle de l’énergie dans
chaque état, vont couper la relation de cohérence entre les états pour dissocier les deux
paquets d’onde qui vont évoluer indépendamment l’un de l’autre. L’action de la sonde va
alors permettre d’observer l’état du paquet d’onde de l’ensemble de la population excitée
selon une moyenne pondérée par la proportion du paquet d’onde dans chacun des états.
Dynamique aux temps courts
Nous avons pu observer que l’échantillon excité à 266 nm conduit potentiellement à la
formation de 2 espèces métastables de longues durées de vie. L’une de ces deux espèces est
supposée non réactive. L’autre conduit rapidement, pour un tiers, à la formation rapide
de la forme fermée, et pour le reste à un retour vers l’état fondamental de la forme ouverte
ou de la forme fermée sur une gamme de temps longue.
Aux temps courts, nous attendons donc :
1. La dynamique de relaxation ultrarapide du conformère AP vers l’état fondemental
via une intersection conique (CI) (observée par Ishibashi et al. [52] et par Sangdeok
et al. [43]),
2. Une dynamique Sn →S1 pour le conformère AP
3. Une dynamique plus lente du même conformère (couplage vibronique, intersystème
ou ﬂuorescence) observée par Sangdeok et al. [43],
4. Éventuellement une dynamique Sn →S1 du conformère P,
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5. Une dynamique très lente du conformère P (croisement intersystème).
Sur la base de ce schéma réactionnel, et à la vue de la Table 5.4 (p 94) nous pouvons
attribuer le temps t1 à la réaction 1.
Les processus 2 et 4 ne semblent pas apparaître clairement dans les expériences : le
temps attendu pour ce type de relaxation est en général inférieur à 100 fs. Il se peut que
les états S5 (HOMO→ LUMO+1) et S6 (HOMO-1→ LUMO+1) de AP, qui représentent
une excitation des « ailes » de la molécule, soient très fortement couplés respectivement
aux états à transfert de charge S1 (HOMO → LUMO) et S2 (HOMO-1 → LUMO) car
l’évolution des SEP de ces états est très diﬀérente de celle des états neutres.
Le temps t4 est introduit pour reproduire l’évolution aux temps très long des fragments
des ions. Il peut correspondre à la croisement intersystème du processus 5.
Restent les temps t2 et t3 et le seul processus 3. Aucun temps t2 n’est mesuré pour
BTF6, et même si l’évolution temporelle de ce dernier est très congestionnée aux temps
courts celui-ci ne semble pas présent.
Pour BTF6, le temps t3 peut donc être attribué au processus 3. Nous avons trouvé des
temps diﬀérents selon l’étude réalisée (étude de PI ou de PE). Une explication probable
est à trouver dans la technique de mesure. En eﬀet, il est possible que nous ayons travaillé
avec des molécules « chaudes », deux possibilités sont alors à envisager : la première est
que les molécules présentes dans la zone d’extraction n’ont pas très bien été refroidies
lors de la détente supersonique, la deuxième est que lors de l’acquisition des données en
PE nous nous sommes mal placés dans le jet et nous avons observé les PE provenant des
molécules qui ont été éjectées du four par l’onde de choc (voir Chapitre 3). Dans un cas
comme dans l’autre, les molécules possèdent initialement une certaine énergie interne qui
va engendrer une relaxation plus rapide que les molécules, bien refroidies par la détente
et donc ne possédant quasiment pas d’énergie interne avant l’interaction avec les lasers.
L’observation du temps plus rapide sur les PE proviendrait donc de molécules ayant plus
d’énergie interne que celles observées dans le cas les PI, ce qui est compatible avec le
processus 2 évoqué pour ce temps de déclin.
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Pour PTF6, cela semble plus compliqué, même si les temps t3 des deux molécules sont
proches. C’est pourquoi à ce stade, nous ne pouvons pas conclure quant au mécanisme de
relaxation mis en jeu suite à l’excitation électronique à 266 nm. Comme nous avons pu le
voir plusieurs chemins de relaxation parallèles sont envisageables pour les deux molécules
faisant intervenir diﬀérents niveaux électroniques. Des expériences supplémentaires sont
nécessaires pour permettre l’identiﬁcation de ces niveaux électroniques. Les diﬀérents






























Figure 5.14 – Schéma des mécanismes de relaxation envisageables, à droite pour PTF6
et à gauche pour BTF6.
Oscillations de BTF6
Deux régimes oscillatoires ont été observés sur la molécule BTF6 et bien visibles dans
l’évolution des PE. La période la plus courte (Te1, 620 fs) est observée dans le déclin du
premier temps (voir Figure 5.9, p 96). Cependant, une analyse en énergie des PE montre
que l’amplitude des électrons d’énergie faible est beaucoup plus modulée que les électrons
de plus haute énergie (voir Figure 5.12, p 99). Cela peut s’interpréter par une résonance
intermédiaire dans le processus de relaxation, couplée à une oscillation du paquet d’onde :
la partie du paquet d’onde se dirigeant vers l’intersection conique est constituée de modes
de vibration peuplés de façon cohérente, sur une coordonnée non réactive, distants en
énergie de Te1 ∼ 55 cm−1. Ces modes peuplés déforment de façon périodique la molécule
sur une coordonnée ayant un eﬀet important sur le processus d’ionisation.
L’observation de cette oscillation sur les PI aussi est attendue sur l’évolution du signal
des fragments, car ils sont porteurs de l’information sur la dynamique du temps t1. La pré-
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sence d’un bruit important sur ce signal explique probablement d’oscillations perceptibles
à cette fréquence.
La deuxième période (Ti1, Te2) de ∼1,8 ps correspond à la population d’états d’écart
énergétique ∼18 cm−1. Il ne nous est pas possible ici de l’attribuer clairement, cette
oscillation peut correspondre à une oscillation de paquet d’onde dans l’état S1 de la
molécule dans le conformère P comme AP.
BTF6 déposée sur agrégat d’argon
Lorsque nous avons comparé le spectre de PE de la molécule isolée et celui de la
molécule déposée sur agrégat (Figure 5.10), nous avons pu observer la disparition des
deux distributions de PE en passant du spectre de PE de la molécule isolée à celui de la
molécule déposée. Cette disparition résulte d’un réarrangement des SEP de la molécule
par l’eﬀet de la solvatation créé par l’agrégat. L’état fondamental de la molécule neutre et
surtout celui de l’ion sont stabilisés grâce à l’agrégat, tandis que les états excités peuvent
se comportent diﬀéremment selon leur caractère (à transfert de charge ou non) et selon la
géométrie initiale. Généralement, ils sont déstabilisés, et diﬀéremment selon leur caractère.
Les bandes d’absorption de la molécule sont donc déplacées, et les PE éjectées observés
ont des « origines » diﬀérentes.
5.4 Conclusion
Il apparait que le photochromisme de ces molécules résulte d’une dynamique nettement
plus complexe que celle rencontrée habituellement en dynamique réactionnelle, comme par
exemple dans la photoisomérisation cis-trans des les alcènes. Les résultats obtenus ici, aussi
bien en phase condensée qu’en phase gazeuse, suggèrent l’existence de plusieurs chemins de
relaxation parallèles. Les expériences en phase condensée ont été particulièrement aptes à
révéler cette complication inattendue en montrant l’existence de deux espèces métastables
suite à une excitation à 267 nm.
Avec ces systèmes, nous sommes face à un paysage extrêmement tourmenté, non seule-
ment dans l’état fondamental (ce qui était connu) mais aussi dans les états électroniques
excités avec des puits de potentiels suspendus séparés des barrières de potentiel élevées,
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ce qui génère de fort gradients de potentiels. Ces particularités amènent le paquet d’onde
initial à se fragmenter très rapidement en sous-paquets qui évoluent ensuite comme c’est
la règle en dynamique réactionnelle photoinduite, via les intersections coniques ou les
couplages vibroniques qui font communiquer les états électroniques entre eux.
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Chapitre 6
Dynamique de molécules I-DTE excitées
électroniquement
Comme nous avons pu le voir dans le chapitre précédent la dynamique de relaxa-
tion ultrarapide de molécules photochromes est complexe. De manière à simpliﬁer un
peu ce genre de système, nous avons réalisé une autre étude sur une série de molécules
photochromes possédant le même centre photochrome et ne diﬀérant que par la présence
d’un pontage qui permet d’introduire une contrainte structurale. La molécule réduite
au centre photochromique, dite molécule modèle, est le 1,2-bis(3,5-dimethyl-2-thienyl)-
perﬂuorocyclopentene, pour faciliter la lecture elle sera nommée « I-DTE » dans la suite
du manuscrit. Les autres molécules sont contraintes par la présence d’un pont polyéther
de longueur variable, elles sont dites pontées et seront nommées « I-DTE-Ox » avec x
correspondant au nombre d’atome d’oxygène présent dans le pont (x = 2, 3, 4). Toutes


















































Figure 6.1 – Représentation de I-DTE, I-DTE-O2, I-DTE-O3 et I-DTE-O4 dans leur
forme ouverte.
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Ce travail repose sur un ensemble de collaboration associant expérimentateurs physico-
chimistes, théoriciens et spécialiste de synthèse organique issus du LASIR 1 de l’université
de Lille 1, du département de chimie et de chimie appliquée de l’université de Saga au
Japon, de l’ITODYS 2 de l’université Paris Diderot, du CEISAM 3 de l’université de Nantes
et bien sûr du LFP. Mon travail de thèse a porté sur les études en phase gazeuse des
molécules présentées précédemment et sur leurs interprétations en utilisant les résultats
des calculs conduits à l’ITODYS et au CEISAM par respectivement le Dr. Aurélie Perrier
et le Pr. Denis Jacquemin. Les molécules ont été synthétisées à l’Université de Saga au
Japon dans le groupe du Pr. Michinori Takeshita, l’étude expérimentale en phase gazeuse
a été eﬀectuée au LFP dans le cadre d’un projet proposé par le Dr. Stéphane Aloïse du
LASIR.
Les molécules ont été synthétisées et puriﬁées d’après un protocole développé par Ta-
keshita M. et al. [53]. Les motivations des groupes du LASIR et de l’université de Saga
pour étudier cette série de molécules étaient de réduire considérablement la proportion
du conformère non photoactif. En eﬀet comme présenté dans le chapitre 4, ce type de
molécules photochromes existent sous deux formes dont une seule est possède des pro-
priétés photochromiques, l’objectif des ponts polyéther ﬁxés aux molécules est de bloquer
la conformation de la molécule dans sa forme réactive (c’est-à-dire celle qui conduit aux
propriétés photochromiques).
6.1 Étude théorique - Méthodes de calcul
Ne sont évoqués ici que les résultats de l’étude théorique nécessaire à l’interprétation
des résultats de dynamique ultrarapide en phase gazeuse. Cette étude théorique a été
réalisée dans le but d’avoir accès aux structures initiales des molécules. Puisque la taille
de ces dernières n’est pas négligeable, les calculs se sont limités aux molécules I-DTE et
I-DTE-O2,3.
La molécule photochromique modèle utilisée est composée de 3 cycles rigides. Par
conséquent, il ne reste qu’un nombre réduit de coordonnées à explorer aﬁn d’identiﬁer
1. LAboratoire de Spectrochimie Infrarouge et Raman
2. Interfaces Traitements Organisation et DYnamique des Système
3. Chimie Et Interdisciplinarité, Synthèse, Analyse, Modélisation
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les diﬀérents conformères possible. En revanche, en ce qui concerne les molécules pon-
tées, nous allons avoir accès à un grand nombre de rotamères du fait de la ﬂexibilité du
pont polyéther. C’est pour cette raison qu’un protocole en deux étapes a été utilisé pour
explorer la surface d’énergie potentielle (SEP).
La première étape consiste à utiliser la dynamique moléculaire (DM) dans l’état fon-
damental pour identiﬁer un large panel de structures. Ceci permet de disposer d’un grand
nombre de conformères, pour lesquels il a été possible d’identiﬁer et sélectionner les confor-
mères AP et P. La deuxième étape consiste à choisir aléatoirement, à partir de trajectoires
de DM, des structures moléculaires puis de les optimiser en utilisant le package Gaus-
sian 09 [75]. L’optimisation de ces structures a été réalisée pour l’état fondamental (S0)
et les états excités (Sn) en utilisant respectivement la théorie de la fonctionnelle de la
densité (DFT) et la DFT dépendante du temps (TD-DFT). Ces calculs ont été faits avec
diﬀérentes fonctionnelles hybrides et la base 6-31+G(d). Ce choix repose sur le fait qu’il
a été montré que les résultats obtenus dans ces conditions sont de bonnes prédictions en
phase condensée, autant pour les calculs de géométries que pour des calculs des propriétés
optiques, et ceci pour une grande variété de molécules [76].
Par analogie avec d’anciens calculs sur les N-DTE [51], les minimums des SEP de S0 et
S1 ont été déterminés en utilisant la fonctionnelle hybride ωB97X [77,78]. Contrairement
à des fonctionnelles conventionnelles, les fonctionnelles hybrides permettent d’éviter les
problèmes de torsions [76] et donc de produire des géométries d’états excitées raisonnables.
Les critères de convergence ont été choisis de manière à avoir un résiduel RMS inférieur à
10−5 u.a. Par la suite, nous noterons Sn,opt la structure de la géométrie optimisée dans l’état
Sn. Les fréquences de vibration ont systématiquement été calculées à l’aide de dérivées
analytiques et numériques pour, respectivement, les points critiques de S0 et S1.
Après l’optimisation des diﬀérentes géométries, les propriétés optiques dans le domaine
UV-visible ont été calculées en utilisant la fonctionnelle hybride PBE0 [79, 80]. Ce choix
repose sur le fait qu’elle a déjà été utilisée pour la prédiction des propriétés d’absorption
et d’émission sur le même type de molécules en phase condensée [51], de plus les résultats
théoriques obtenus étaient en accord avec les données expérimentales.
Le calcul des énergies de transitions verticale et adiabatique a été eﬀectué pour les
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états S0, S1, S2 dans les diﬀérentes conformations optimisées (S0,opt et S1,opt). Les énergies
d’ionisation des diﬀérentes molécules dans la géométrie S0,opt ont aussi été étudiées. Les
résultats des calculs sont présentés dans le tableau 6.1. Les forces d’oscillateur ainsi que la








I-DTE AP S1 3,63 0,28 HOMO → LUMO
S2 4,23 0,07 HOMO-1 → LUMO
S3 4,45 0,06 HOMO-2 → LUMO
D0 7,72 - HOMO-1
P S1 3,50 0,24 HOMO → LUMO
S2 4,04 0,09 HOMO-1 → LUMO
S3 4,32 0,03 HOMO-2 → LUMO
CF S1 2,88 0,09 HOMO → LUMO
S2 3,91 0,03 HOMO-1 → LUMO
S3 4,43 0,01 HOMO → LUMO+2
I-DTE-O2 AP S1 3,53 0,15 HOMO → LUMO
S2 4,16 0,05 HOMO-1 → LUMO
S3 4,31 0,04 HOMO-2 → LUMO
D0 7,73 - HOMO-1
P S1 3,66 0,04 HOMO → LUMO
S2 3,94 0,02 HOMO-1 → LUMO
S3 4,27 0,01 HOMO-2 → LUMO
CF S1 2,68 0,07 HOMO → LUMO
S2 3,87 0,05 HOMO-1 → LUMO
S3 4,11 0,03 HOMO → LUMO+1
I-DTE-O3 AP S1 3,67 0,34 HOMO → LUMO
S2 4,27 0,07 HOMO-1 → LUMO
S3 4,35 0,01 HOMO-2 → LUMO
D0 7,48 - HOMO-1
P S1 3,60 0,17 HOMO → LUMO
S2 4,00 0,04 HOMO-1 → LUMO
S3 4,33 0,05 HOMO-2 → LUMO
CF S1 2,67 0,07 HOMO → LUMO
S2 3,82 0,04 HOMO-1 → LUMO
S3 4,14 0,03 HOMO → LUMO+1
Table 6.1 – Les énergies d’excitation verticale sont calculées à l’aide de TD-PBE0/6-
31+G(d) dans les géométries optimisées pour les diﬀérents conformères de I-DTE et
I-DTE-O2,3 à l’aide de ωB97X/6-31+G(d) ; S1,2,3 réfèrent à l’excitation des 3 premiers
niveaux singulet et D0 à l’ionisation vers l’état fondamental de l’ion ; f correspond aux
forces d’oscillateur calculées pour chaque niveau électronique. La colonne transition donne
le changement de conﬁguration dominant associé à chaque transition.
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Molécules Structures Conformère dC−C (Å) ∆E (eV)
I-DTE S0,opt AP 3,58 0,00
P 4,39 0,07
CF 1,55 0,72
S1,opt AP 2,82 3,41
P 4,35 3,43
I-DTE-O2 S0,opt AP 3,48 0,00
P 3,74 0,14
CF 1,57 1,10
S1,opt AP 3,09 3,41
P 3,80 3,78
I-DTE-O3 S0,opt AP 3,65 0,00
P 4,21 -0,005
CF 1,58 1,17
S1,opt AP 3,25 3,54
P 4,36 3,36
Table 6.2 – Énergies relatives de diﬀérents conformères de I-DTE et I-DTE-O2,3 dans
les géométries optimisées de l’état fondamental (S0,opt) et du premier état excité (S1,opt).
L’énergie du conformère AP dans l’état fondamental électronique est prise comme réfé-
rence. Ces énergies sont calculées avec ωB97X/6-31+G(d). dC−C est la distance entre les
deux atomes de carbone réactifs. ∆E est l’énergie potentielle.
6.2 Étude résolue en temps en phase gazeuse
6.2.1 Expériences en imagerie de vitesse de photoélectron
Les images de PE sont enregistrées, pour les molécules I-DTE et I-DTE-O2,3, pour des
délais pompe-sonde allant jusqu’à 60 ps, sur le dispositif utilisant les lasers femtosecondes
et pour les molécules avec la génération du faisceau moléculaire dans l’hélium à l’aide de
l’ensemble vanne + four. Après inversion des images, la distribution radiale de chacune
d’elle représente un spectre de PE. Étant donné la faible intensité des signaux de PE,
les paragraphes suivants vont expliquer les diﬀérentes sommations que nous avons faites
pour améliorer le rapport signal sur bruit aﬁn de tirer le plus d’informations des spectres
enregistrés.
Spectres de PE
Dans un premier temps aﬁn d’identiﬁer clairement les diﬀérentes régions d’intérêts
(ROI) présentes sur les spectres de PE nous avons sommé tous les spectres de PE enregis-
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trés à chaque délai pompe-sonde. Cette somme est représentée sur la ﬁgure 6.2 pour les
molécules I-DTE et I-DTE-O2,3. Le signal de PE de la molécule I-DTE-O4 est trop faible
pour fournir un spectre de PE exploitable. Cela peut être expliqué par sa courte durée de
vie dans les conditions de mise en phase gazeuse (de la poudre de molécules disposée dans
un four chauﬀé à 350 K) qui ne peut être compensée par l’utilisation d’une plus grande
quantité de produit.































Figure 6.2 – Sommes des spectres PE de I-DTE et de I-DTE-O2,3. Les lignes en pointillés
représentent les contributions de la fonction d’ajustement dont les paramètres sont listés
dans la table 6.3. Les ﬂèches représentent la valeur maximale attendue d’énergie des PE
provenant d’une ionisation verticale [1 photon pompe + 3 sonde] à partir de S0 dans la
géométrie S0,opt (en rouge) ; et de 3 photons sonde à partir de S1 respectivement dans
la géométrie S0,opt (en noir) (ces PE n’existent pas pour I-DTE) et S1,opt (en bleu). Les
positions des ﬂèches sont obtenues à partir des calculs théoriques de la section 6.1.
Les spectres de PE obtenus (ﬁgure 6.2) sont étendus sans structure bien déﬁnie mar-
quée. Cependant ils peuvent être décomposés en une combinaison linéaire de deux expo-
nentielles décroissantes (équation 6.1) et d’une gaussienne (équation 6.2). Cette dernière
pour reproduire un pic étendu centré vers 0,6-0,7 eV. Une seule exponentielle décroissante
est nécessaire pour I-DTE-O2, et la gaussienne est seulement visible pour I-DTE et I-
DTE-O2. En eﬀet, le large pic n’est pas clairement déﬁni sur le spectre PE de I-DTE-O3,
ceci est probablement due à la présence de résonnances dans l’état excité de l’ion, ces
dernières seront présentées un peu plus tard dans ce chapitre. Les diﬀérents paramètres
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Exp1 Exp2 Gauss1 EPE from EPE from
x1 x2 σ µ S0[1,3’] S1[3’]
I-DTE 0,120 0,750 0,180 0,660 1,63 0,59
I-DTE-O2 - 0,600 0,150 0,600 1,62 0,48
I-DTE-O3 0,200 0,600 - - 1,87 0,87
Table 6.3 – Paramètres des fonctions d’ajustement des spectres de PE de la ﬁgure 6.2
en eV, et EPE l’énergie des PE éjectés. [X,Y’] correspondent respectivement aux nombres
de photons pompe et sonde.
La position des ﬂèches noires, sur la ﬁgure 6.2, représente les énergies de PE atten-
dues dans le cadre d’une ionisation via l’absorption de 3 photons sonde à partir de l’état
S1 dans la géométrie S0,opt, c’est-à-dire a priori avant qu’il ne puisse y avoir une quel-
conque relaxation structurale. Elles permettent donc d’attribuer l’origine des structures
gaussiennes observées.
Les ﬂèches rouges correspondent à l’ionisation verticale via l’absorption d’un photon
pompe suivie de trois photons sonde. Cela représente l’énergie maximale attendue des PE
éjectés par ce schéma, quel que soit le délai pompe-sonde.
Évolution temporelle du signal total des PE
La sommation suivant la distribution radiale de chaque image nous donne le signal
total de PE en fonction du délai pompe-sonde. Ces spectres sont représentés dans les
ﬁgures 6.3 pour des délais allant jusqu’à 6 ps sur la ﬁgure principale et 20 ps dans l’insert.
Pour chaque molécule, nous observons une décroissance multi exponentielles ; tout d’abord
nous observons un premier déclin rapide de l’ordre de quelques centaines de femtosecondes
suivit d’un deuxième plus lent de l’ordre de quelques picosecondes et ﬁnalement aux temps
longs (voir dans les inserts) le signal ne retombe pas à zéro mais se stabilise à ∼ 5-10%
du signal maximum.
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Figure 6.3 – Signal total de PE en fonction du délai pompe-sonde pour DTE (a), DTE-
O2 (b) etDTE-O3 (c). La pompe et la sonde sont respectivement à 265 et 795 nm. Le
ligne continue passant au travers des points expérimentaux est la courbe d’ajustement
dont les paramètres sont reportés dans le tableau 6.4. Les lignes en pointillé représentent
les diﬀérentes composantes : les deux exponentielles décroissantes et une fonction marche.
Le signal de PE de la ﬁgure 6.3 a pu être ajusté avec 2 exponentielles décroissantes
(équation 6.3) convoluées par la fonction de corrélation croisée des impulsions laser de
pompe et de sonde (équation 6.4). Pour des raisons qui seront expliquées plus tard, le
plateau est représenté par une fonction marche qui est aussi convoluée par la fonction de
corrélation croisée (de l’ordre de quelques 10aines de femtosecondes). Le modèle d’inter-
prétation justiﬁant cet ajustement sera présenté plus tard.
















avec c1 (t) et c2 (t) l’évolution des populations des « réactifs » en fonction du temps, t1
et t2 les constantes de temps associées, t0 le centre de la gaussienne et σ l’écart type tel
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avec fwhm la largeur à mi-hauteur de la gaussienne. Pour chacune des
molécules, les constantes de temps des exponentielles décroissantes sont données dans le
haut du tableau 6.4.
I-DTE DTE-O2 DTE-O3 DTE-O4
t1 170 ± 4 fs 290 ± 3 fs 200 ± 3 fs 120 ± 5 fs
t2 3,8 ± 0,1 ps 3,70 ± 0,01 ps 6,80 ± 0,03 ps 1,75 ± 0,04ps
T - 1,03 ± 0,01 ps 1,20 ± 0,03 ps 1,1 ± 0,1 ps
Table 6.4 – Constantes de temps de relaxation ti de DTE et DTE-O2,3,4 obtenues à partir
des évolution des spectres de PE ; T la période d’oscillation pour les molécules pontées
obtenues à partir des évolutions des spectres de masse.
Évolution temporelle du signal des PE de basses et de hautes énergies
Quand nous regardons d’un peu plus près les images de PE enregistrées pour des
délais pompe-sonde allant entre 0 et 60 ps, la forme des spectres de PE ne change pas
signiﬁcativement. Cependant, lorsque nous nous focalisons sur des temps inférieurs à
1 ps, le comportement des PE se révèle être diﬀérent, dans la limite de la sensibilité de
l’expérience, en particulier lorsque nous comparons le signal des PE de basses (< 0,25 eV)
et hautes (> 1,2 eV) énergies cinétiques. L’évolution des diﬀérents signaux en fonction
du délai pompe-sonde est représentée sur la ﬁgure 6.4. Nous pouvons voir que le temps
de montée du signal des PE de basses énergies (en violet) est apparemment plus lent
de ∼ 25 fs dans le cas des molécules I-DTE et I-DTE-O3, par rapport au signal des PE de
plus hautes énergies. Il en est de même pour le temps de décroissance après que le signal
ait atteint son maximum. Ce comportement n’est pas observé sur le signal de PE de la
molécule I-DTE-O2.
6.2.2 Expériences sur les photoions avec le spectromètre de
masse à temps de vol
Des spectres de masse à temps de vol ont aussi été collectés pour chaque molécule en
fonction du délai pompe-sonde sur le dispositif utilisant les lasers femtosecondes et avec la
génération du faisceau moléculaire dans l’hélium à l’aide du dispositif expérimental vanne
+ four.
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Figure 6.4 – Signal de PE correspondant aux basses (< 0,25 eV, en violet) et hautes
énergies (> 1,2 eV, en orange) cinétiques en fonction du délai pompe-sonde pour (a) I-
DTE, (b) I-DTE-O2 et (c) I-DTE-O3. La pompe et la sonde sont respectivement à 265 et
795 nm.
Spectre de masse
La ﬁgure 6.5 présente la somme de tous les spectres de masses enregistrés pendant l’ac-
quisition d’une expérience. Sur chacun de ces spectres il est possible d’identiﬁer les masses
des molécules parents (c’est-à-dire les molécules ionisées) aux pics étroits, sur lesquels ap-
paraît la distribution isotopique des atomes de carbone et de soufre. Des fragments à des
masses plus faibles sont aussi observables, en eﬀet leurs pics sont plus larges que ceux
des parents, la largeur de ces pics est induite par une variation de la vitesse des molé-
cules le long de la coordonnée de fragmentation. Cette fragmentation se produit durant
le processus d’ionisation, l’absorption de photons supplémentaires au niveau du potentiel
d’ionisation donne assez d’énergie interne pour stimuler cette fragmentation [15].
Les pics parents de chaque molécule sont observés à 396, 482, 526 et 570 u.m.a. dans les
spectres de masse pour respectivement I-DTE, I-DTE-O2, I-DTE-O3 et I-DTE-O4. Aucun
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Figure 6.5 – Spectre de masse de I-DTE, I-DTE-O2, I-DTE-O3 et I-DTE-O4. Les pics
marqués avec une étoile (*) sont des impuretés.
autre pic intense et étroit n’est observé, cela nous informe sur la pureté de l’échantillon et
sur le fait que les molécules ne se dégradent pas dans le four. Cependant, des impuretés
sont observées sur le spectre de I-DTE-O2, néanmoins elles restent en très faible quantité.
Ces impuretés sont repérées par des étoiles (*). Leur très faible intensité suggère que
les spectres PE de la section précédente sont très peu pollués par des signaux parasites
venant de ces impuretés. Cela justiﬁe le fait qu’il n’en a pas été question dans la section
précédente.
Une fragmentation est à peine visible pour la molécule I-DTE comparée aux autres
molécules. Les fragments observés correspondent à la perte d’un ou plusieurs groupements
méthyles. En ce qui concerne les molécules pontées, des fragments sont mesurés à 394,
409 et 424 u.m.a. Ils correspondent à la perte partielle ou totale du pont polyéther. Aucun
autre fragment n’est visible pour I-DTE-O3 et I-DTE-O4. En revanche pour I-DTE-O2,
des signaux de fragmentation à peine visibles sont observables entre 300 et 370 u.m.a, et
un autre fragment de faible masse est observé, hors de la gamme de masse représentée sur
la ﬁgure 6.5. Ce fragment est observable pour un rapport m
z
= 60 u.m.a, il correspond au
pont polyéther ionisé (O-CH2-CH2-O+).
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Évolution temporelle du signal de PI
L’intensité de chaque pic présenté précédemment a été collectée en fonction du délai
pompe-sonde. Lorsque nous comparons l’intensité du signal du pic parent et la somme
du signal de tous les fragments, nous remarquons que c’est le signal des fragments qui
domine le signal des PI. L’évolution temporelle de la somme de ces deux types de signaux
a la même forme que celle observée sur la ﬁgure 6.3 du signal de PE correspondant :
un premier déclin rapide est observé suivi d’un deuxième plus long. Nous pouvons donc
aﬃrmer qu’aucune particule chargée (ion ou électron), n’est perdue entre le moment de
l’interaction entre les lasers et la détection.
L’évolution temporelle des PI est représentée sur la ﬁgure 6.6, nous pouvons y voir
l’évolution de deux pics : celle du signal des parents, ainsi que celle du fragment ayant
un rapport m
z
= 424 u.m.a pour les molécules pontées. Sur l’évolution du signal des
PI, notamment celle du signal des molécules parents, nous pouvons observer un premier
temps rapide suivi d’un autre plus lent, ce comportement est le même que celui que nous
observons sur l’évolution du signal des PE.
Cependant il existe une diﬀérence frappante sur ces évolutions de PI par rapport à
ceux de PE : sur les signaux des molécules pontées, nous observons la présence d’un régime
oscillant superposé au deuxième déclin. Ces oscillations sont aussi bien présentes sur les
signaux des molécules parents que sur ceux des fragments. Nous pouvons aussi nettement
remarquer que les oscillations entre le parent et le fragment sont en phase pour I-DTE-O2
tandis qu’elles sont en opposition de phase pour I-DTE-O3. En ce qui concerne I-DTE-O4,
le rapport signal sur bruit n’est pas suﬃsant pour pouvoir conclure.
Pour des raisons techniques il n’a pas été possible de réduire l’ionisation de la molécule
parent par l’absorption de 2 photons pompe. C’est pourquoi, l’intensité du pic parent n’est
pas à zéro aux « temps négatifs », c’est-à-dire au moment où l’impulsion sonde précède
l’impulsion pompe. Cela signiﬁe que l’impulsion pompe crée deux espèces : une première
photoexcitée (A⋆) et une deuxième photoionisée (A+). L’une et l’autre vont interagir avec
l’impulsion sonde. La première (A⋆) conduit à l’évolution temporelle qui informe sur la
dynamique souhaitée, celle de l’état excité de la molécule parent. La deuxième espèce (A+)
peut absorber un photon sonde et se fragmenter. Les calculs sur les états électroniques
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Figure 6.6 – Intensité des diﬀérents pics en fonction du délai pompe-sonde pour I-DTE,
I-DTE-O2, I-DTE-O3 et I-DTE-O4. Les points noirs représentent les résultats expérimen-
taux pour la molécule parent et les points blanc correspondent aux fragments les plus
lourds. La pompe et la sonde sont respectivement à 265 et 795 nm. La ligne pleine est la
courbe d’ajustement passant aux travers des points expérimentaux et les lignes pointillées
sont les diﬀérentes contributions (voir le texte pour plus de détails).
excités de l’ion des diﬀérentes molécules I-DTE étudiées montrent en eﬀet qu’il existe
des niveaux électroniques dans la région autour de 1 à 2 eV permettant cette absorption
et l’excès d’énergie correspondant (1,54 eV) induit la fragmentation de A+, réduisant
évidemment le signal d’ions A+. Cela explique pourquoi à des délais suﬃsamment grands
entre la pompe et la sonde, le signal du parent passe en dessous du signal enregistré aux
« temps négatifs ». Cet eﬀet est clairement visible pour I-DTE-O2 et I-DTE-O4, très peu
pour I-DTE et pas du tout pour I-DTE-O3.
6.3 Analyse des données et discussion
6.3.1 État excité initial
La table 6.1 (p 116) indique que la transition de l’état fondamental vers l’état S1 du
conformère AP de I-DTE, I-DTE-O2 et I-DTE-O3, correspond à une transition HOMO→ LUMO
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et possède une force d’oscillateur importante. En revanche, les transitions depuis l’état
fondamental vers les états S2 et S3 ont des forces d’oscillateur trois fois moins fortes que
celle de la transition précédente. Cela suggère que l’impulsion laser pompe à ∼ 4,6 eV
peuple S1 en grande partie, même si énergétiquement il est possible de peupler des niveaux
énergétiques au-delà de S3. Nous ne nous attendons pas à ce que l’excitation d’état S>3
conduise à des forces d’oscillateur plus fortes.
Les orbitales associées à l’excitation S0 → S1 sont représentées sur la ﬁgure 6.7. Leur
forme est typique des OF des DTE [81]. Cela indique que cette excitation promeut un
électron vers un état électronique anti-liant localisé au niveau des doubles liaisons du cycle.
Notons qu’un travail théorique de D. Jacquemin a montré que le changement liant/anti-
liant de la conﬁguration électronique est à l’origine de la réaction de cyclisation et est
donc responsable de la propriété photochromique des molécules de DTE [82].
6.3.2 Dynamique en phase gazeuse : un mécanisme complexe
Quatre composantes cinétiques caractérisent cette dynamique : deux constantes de
temps de l’ordre de 120 à 290 fs et de 1 à 7 ps, un plateau qui caractérise plus probablement
un déclin très lent de constante de temps supérieure à la 100aine de ps. Ces trois premières
composants peuvent être comparées aux diﬀérents déclins observés dans les études résolues
en temps en phase condensée de Isibashi et al. [52] et Sangdeok et al. [43]. Une quatrième
composante est uniquement visible en phase gazeuse pour la réaction de fermeture du
cycle des molécules pontées : la présence d’un régime oscillatoire superposé au déclin de
quelques picosecondes. Ces quatre contributions sont l’objet de la discussion des sous-
parties à suivre.
Deux mécanismes de relaxation en compétition
Pour rappel, le photochromisme des dithienylethenes est associé à une réaction d’élec-
trocyclisation photoinduite (ﬁgure 6.8). Le changement entre la OF et la CF des I-DTE
est induit par une excitation des électrons π du cycle central, ces derniers vont se réorga-
niser avec les électrons π des deux cycles thienyls aﬁn de former une liaison sigma entre
les deux atomes de carbone en β de l’atome de soufre de chaque groupement thienyl. La
distance entre ces atomes de carbone est plus grande dans la forme ouverte que dans la
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Passage liant / anti-liant 
Figure 6.7 – Orbitales moléculaires (HOMO, LUMO) de I-DTE, I-DTE-O2 et I-DTE-O3.
forme fermée. Cette distance apparaît comme étant un paramètre à prendre en compte




















Forme ouverte (OF) Forme fermée (CF)
Figure 6.8 – Réaction d’électrocyclisation de molécules photochromes de type dithieny-
léthène inverse.
D’après les calculs eﬀectués, la distance dC−C de la géométrie optimisée dans S0 est
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plus grande que celle de la géométrie optimisée dans S1. Cela suggère l’existence d’une
pente sur la SEP de S1 qui stimule la sortie de la zone de Franck-Condon après excitation
par le laser pompe, avec déplacement vers une région où dC−C est plus petit. La liaison
σ permettant la fermeture du cycle n’est pas formée au minimum de la surface d’énergie
potentielle de l’état S1. Cependant, les deux atomes de carbone, susceptibles de se lier,
sont en meilleure position pour former la liaison dans la géométrie optimisée dans S1
que dans la géométrie d’équilibre dans S0. Cela indique que cette distance est impliquée,
mais pas directement, dans le mécanisme de réaction de cyclisation. Nous ne pouvons
donc pas déﬁnir dC−C comme étant la coordonnée réactive. La coordonnée réactive serait
plutôt une déformation le long de plusieurs coordonnées associées à un transfert d’énergie
non-adiabatique entre S1 et S0 participant au processus de photocyclisation.
Les calculs faits sur des squelettes modèles de molécules de N-DTE et I-DTE montrent
qu’il existe des intersections coniques (CI : Conical Intersection) entre les SEP de S1
et S0 qui permettent une relaxation rapide d’un paquet d’onde entre ces deux niveaux
d’énergie [47, 50] pour initier le processus de photocyclisation. Il est à noter que ces
CI ne peuvent pas être atteintes en faisant seulement varier la distance dC−C depuis la
zone Franck-Condon de l’excitation S0-S1. Cela suggère une dynamique intrinsèquement
multidimensionnelle.
Nous avons vu que l’excitation S0-S1 correspond à une transition ππ⋆ localisée sur la
double liaison C=C du cycle central. Il est possible de faire une analogie avec le compor-
tement de mono-alcènes et d’alcènes cycliques. Dans ces dernières molécules, l’excitation
ππ⋆ correspond à une dynamique multidimensionnelle où la torsion de la double liaison
C=C est combinée à une pyramidalisation d’un des atomes de carbone. Ensuite le pa-
quet d’onde va atteindre une CI qui va le canaliser vers les modes de vibrations de l’état
fondamental [10].
Le même genre de comportement est très probablement mis en jeu dans la première
étape de relaxation dans l’état excité des molécules I-DTE et I-DTE-Ox. Par conséquent,
la transition ππ⋆ promeut un paquet d’onde sur la SEP de S1 et va s’y propager dans
toutes les directions, dans un premier temps suivant les coordonnées de torsion et de
pyramidalisation. Du fait de sa propagation multidimensionnelle, il va lui être possible
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d’atteindre l’intersection conique mentionnée ci-dessus et il va alors se produire un trans-
fert rapide vers l’état fondamental. La plus rapide des constantes de temps reportées dans
le tableau 6.4 explique le début de la dynamique des molécules I-DTE et I-DTE-Ox ex-
citées, et elle peut être attribuée à cette voie de relaxation. Cette constante de temps
est comprise entre 120 et 190 fs pour ces molécules. Cette dynamique est 2 à 3 fois plus
rapide que celle en phase condensée sur la molécule BTF6 [52]. Cela semble probable car
cette étape implique des mouvements de grande amplitude, ces derniers sont beaucoup
plus contraints et ralentis en solution.
Comme dis plus tôt, un grand nombre d’études en femtochimie concerne une série
d’évènements non-adiabatiques se produisant de manière séquentielle. Lorsqu’un com-
portement bi-exponentiel est observé, il peut être expliqué de la manière suivante : la
population excitée initiale relaxe rapidement vers un niveau de plus basse énergie qui
lui décroit plus lentement vers un autre niveau. Cependant ici, il ne nous est pas pos-
sible d’appliquer ce genre de mécanisme, car la première constante de temps (120-290 fs)
correspond à un transfert vers l’état fondamental au travers d’une CI. Le potentiel d’io-
nisation (IP : Ionization Potential) des molécules I-DTE et I-DTE-Ox est trop haut (voir
le tableau 6.1) pour être détecté par le laser de sonde après le passage au travers de la CI.
À ce niveau nous pouvons conclure que la dynamique de l’état excité des molécules
I-DTE est beaucoup plus compliquée que celle des mono-alcènes et d’alcènes cycliques.
En eﬀet dans le cas présent au vu de la taille des molécules, le nombre de degrés de liberté
est plus important, cela implique donc un plus grand nombre de déformations. Il est donc
possible que la partie du paquet d’onde ne se trouvant pas le long des coordonnées menant
à la CI va s’étendre le long des autres coordonnées de déformations sur la SEP du premier
état excité. La constante de temps comprise entre 1,75 et 6,8 ps dans le tableau 6.4
correspond à l’évolution de la partie du paquet d’onde ne menant pas à la CI et relaxant
vers l’état fondamental de la forme fermée.
Ce mécanisme à deux voies de relaxation peut être expliqué en termes d’eﬃcacité
de couplage entre diﬀérents modes de vibration menant à ces deux voies. Chacune des
constantes de temps du tableau 6.4 est attribuée à un des canal de relaxation, ces canaux
correspondent à deux diﬀérentes classes de mode de vibration du premier état excité de
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l’isomère réactif. Ces modes de vibration sont peuplés par l’excitation verticale. Le temps
court (quelques 100aine de fs) correspond aux mouvements de la partie du paquet d’onde
couplés à la CI tandis que le temps plus long (quelques ps) correspond à l’autre partie du
paquet d’onde s’étalant sur la SEP de S1. Il est à noter que ces deux classes de modes de
vibration sont découplées sur un certain temps, correspondant au temps de la deuxième
décroissance.
En ce qui concerne la partie du paquet d’onde s’étalant sur la SEP, il est possible
dans le même temps de peupler un mode de vibration intramoléculaire permettant le
repeuplement d’un ou plusieurs modes menant à la CI. À première vue cela peut sembler
surprenant, cependant la présence de ces modes découplés est supportée par la discussion
sur le régime oscillatoire observé sur les signaux des PI des molécules pontées (présenté
dans la suite).
Cette hypothèse de relaxation via deux canaux est aussi soutenue par des calculs faits
sur les diaryléthènes modèles [47]. Après la photo-excitation, une partie du paquet d’onde
est composée de modes directement couplés à l’état fondamental de la CF tandis que
l’autre partie se déplace sur la SEP de S1 et est composée par divers modes faiblement
couplés à l’état fondamental.
Les décroissances bi-exponentielles observées pour chacune des molécules nous in-
forment sur l’eﬃcacité du couplage entre les diﬀérents modes impliqués avec la CI et donc
avec l’état fondamental de la CF. Des expériences d’absorption transitoire en solution ont
aussi été réalisées sur ces molécules [57], ce même mécanisme de relaxation à deux voies
est aussi envisagé.
Les diﬀérents mécanismes de relaxation envisageables pour les molécules sont repré-
sentés sur la Figure 6.9
Le plateau observé aux temps longs
La diﬀérence énergétique entre les conformères AP et P de la molécule I-DTE, calculée
avec la DFT, nous permet d’estimer une distribution de Boltzmann relative entre 75 et
90 % en faveur du conformère AP à la température du four. À la température ﬁnale du jet,
200 K, le ratio AP:P atteint 98:2. Cependant une détente supersonique dans l’hélium est
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Figure 6.9 – Schéma des mécanismes de relaxation envisageables pour les molécules
I-DTE et I-DTE-Ox.
connue pour ﬁger les conﬁgurations des molécules en plus de les thermaliser [83,84]. C’est
pourquoi la distribution de conformères dans la détente attendue pour être comprise entre
ces deux estimations, qui est fortement dominée par le conformère photoactif. Néanmoins,
cela veut dire aussi qu’il y a entre 2 et 25 % de conformère non-photoactif.
Dans le tableau 6.1 (p 116) il apparaît que le conformère P peut absorber un photon
pompe à 265 nm et être sondé par une absorption multiphotonique de photons sonde
à 795 nm. Il est donc possible que le plateau observé sur les évolutions temporelles de
I-DTE sur la ﬁgure 6.3-a nous informe sur la présence de ce conformère non-réactif dans
le jet.
La ﬁgure 6.3 (p 120) nous montre aussi la présence de ce plateau (dans la même
proportion que I-DTE) pour les molécules pontées I-DTE-O2 et I-DTE-O3. À première
vue cela pourrait encore une fois être attribué à la présence du conformère P dans le jet.
Néanmoins des études de RMN (Résonance Magnétique Nucléaire) dans CDCl3 ont été
réalisées sur des molécules pontées du même type que les I-DTE-Ox [55], mais avec un
pont chiral (voire ﬁgure 6.10) et encore plus contraignant. Ces études révèlent la présence
exclusive du conformère AP. Dans notre cas les molécules sont en phase gazeuse et le
pont plus ﬂexible, donc il est possible que le pont des I-DTE-Ox soit moins eﬃcace que
le pont chiral. De plus les calculs théoriques préliminaires, sur I-DTE-O2 et I-DTE-O3
à 340 K, prédisent un ratio AP:P de respectivement 96:4 et 57:43. Toutefois la hauteur
du plateau est approximativement la même pour les 3 molécules et représente ∼ 5 à 10%
du signal maximum. Cette grande diﬀérence entre les expériences et les calculs peut être
131
CHAPITRE 6. DYNAMIQUE DE MOLÉCULES I-DTE EXCITÉES ÉLECTRONIQUEMENT
expliquée par l’existence d’une barrière suprathermique entre les deux isomères empêchant
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Figure 6.10 – Molécules I-DTE-O2 avec des ponts chiraux.
Une autre explication à la présence de ce plateau (ﬁgure 6.3, p 120) est basée sur
des calculs théoriques réalisés avec la méthode CASPT2/CASSCF(10,10)/6-31G(d) pour
explorer les SEP S0, S1 et S2 de molécules modèle N-DTE et I-DTE [50]. Il apparaît qu’il
existe, sur les molécules I-DTE, une CI entre la SEP de S2 du conformère AP et la SEP
du premier état excité du conformère P. Cela permet de passer de l’isomère photoactif
vers le non-photoactif. Comme il a déjà été précisé dans la partie 6.3.1 l’excitation par
l’impulsion pompe promeut la molécule dans son premier état excité, néanmoins les forces
d’oscillateur de S2 et S3 sont seulement plus faibles d’un facteur 4 par rapport à celle de
S1. Avec l’énergie fournie par la pompe (4,68 eV) il est facile d’atteindre les niveaux
énergétiques S2 et S3, il est donc possible de peupler initialement en petite quantité ces
états, nous pouvons envisager que la population se trouvant dans S2 passe au travers de
la CI aﬁn de peupler le premier état excité du conformère non-photoactif.
Cette explication de la présence du plateau sur les signaux de PE peut être étendue
à I-DTE-O2 et I-DTE-O3. Cette troisième voie de relaxation se ferait en parallèle des
deux autres voies décrites précédemment, et est représenté sur la Figure 6.9. Cependant
cette voie est assez contraignante pour atteindre la CI entre l’état S2 du conformère AP
et le premier état excité du conformère P. C’est pourquoi nous nous attendons à ce que
le rapport de branchement de cette troisième voie de relaxation, c’est-à-dire la hauteur
du plateau par rapport au signal maximum, soit très sensible à l’énergie du photon de
pompe.
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Régime oscillatoire
Le régime oscillatoire des molécules pontées est presque uniquement visible sur les
évolutions temporelles des PI. Cela apparaît clairement lorsque nous comparons les ﬁ-
gures 6.3 (p 120) et 6.6 (p 125) : de larges oscillations bien résolues apparaissent sur la
ﬁgure 6.6, et de très petites oscillations, proche de la limite expérimentale, sont observables
sur la ﬁgure 6.3 pour I-DTE-O2 tandis que le rapport signal/bruit ne nous permet pas de
conclure pour les autres molécules pontées. Ce régime oscillatoire observé sur les signaux
des PI correspond à une modulation du deuxième déclin par des oscillations d’environ
1,1 ps (∼ 35 cm−1).
Lorsque nous considérons l’ensemble du signal des PI (totalité du spectre de masse)
de I-DTE-O2, il apparaît que la contribution des nombreux fragments qui ne sont pas ou
très peu modulés, amortit les oscillations et réduit de ce fait leurs amplitudes relatives
brouillant les oscillations. C’est donc une forte indication que les oscillations sont liées à
une variation périodique de l’eﬃcacité de l’ionisation en fonction du délai pompe-sonde
due à la modulation de la section eﬃcace d’ionisation en fonction de la géométrie de la
molécule. Cette observation est en accord avec le diagramme énergétique présenté sur la
ﬁgure 6.11. Ce dernier montre une quasi résonance à une ionisation à trois photons sonde
pour I-DTE-O2 (diagramme du milieu) à partir de la géométrie d’équilibre de l’état S1
(noté S1,opt sur la ﬁgure) et qui n’est pas conservée dans les autres géométries, comme par
exemple dans la région Franck-Condon qui est représentée sur la ﬁgure. Les oscillations
autour de la géométrie d’équilibre de l’état S1 résultent donc d’une modulation en phase de
la section eﬃcace d’ionisation. Malheureusement il n’est pas possible de discuter plus des
oscillations présentes pour la molécule I-DTE-O2 à cause de l’eﬀet de brouillage discuté
plus tôt. En revanche les oscillations présentes pour la molécule I-DTE-O3 sont plus
intéressantes puisque cet eﬀet de brouillage n’a pas lieu ici.
Les énergies calculées pour I-DTE-O3 sont comparables à celles calculées pour I-DTE-
O2, cependant il existe des diﬀérences quantitatives. En eﬀet, une autre résonance existe
au niveau des premiers états excités de l’ion qui permet l’absorption d’un quatrième
photon sonde pour une géométrie spéciﬁque. C’est pourquoi lorsque la molécule excitée
de I-DTE-O3 oscille autour de la géométrie d’équilibre de l’état S1, il est possible de
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Figure 6.11 – Diagramme énergétique de I-DTE, I-DTE-O2 and I-DTE-O3, fait à partir
des données du tableau 6.1 et du tableau 6.2. Les ﬂèches violettes correspondent à l’énergie
d’un photon à 265 nm (4,67 eV), les ﬂèches rouges correspondent à l’énergie d’un photon
à 795 nm (1,56 eV).
l’ioniser avec quatre ou trois photons sonde si la résonance est active ou non. Lorsque le
quatrième photon est absorbé, il y a suﬃsamment d’énergie pour permettre à l’ion de se
fragmenter, d’où le transfert de population du parent vers le fragment. Ce mécanisme agit
comme un aiguillage entre le parent et le fragment et génère l’opposition de phase sur les
oscillations qu’il est possible de voir sur la ﬁgure 6.6 pour I-DTE-O3 entre le signal du
parent et du fragment.
Le régime oscillatoire observé sur la ﬁgure 6.6 décroit avec la même constante de
temps que le deuxième déclin. Deux mécanismes sont envisageables aﬁn de décrire cette
relaxation couplée. Nous pouvons soit considérer une relaxation vibronique directe vers
l’état fondamental [85], soit ces oscillations sont couplées avec des modes ciblant la CI.
Dans ce dernier cas ce couplage vibrationnel induit une relaxation directe vers l’état
fondamental de la CF, mais cela nécessite une redistribution intramoléculaire de l’énergie
vibrationnelle vers des modes actifs de la réaction de cyclisation.
De manière générale au sein d’une molécule, un régime oscillatoire se met en place
lorsque la pompe excite de façon cohérente plusieurs niveaux vibrationnels qui battent
ensemble. Ces niveaux peuvent appartenir au même mode de vibration [86] ou à diﬀérents
modes [87]. Dans le premier cas les 35 cm−1 qui sont associés aux oscillations de 1,1 ps
134
CHAPITRE 6. DYNAMIQUE DE MOLÉCULES I-DTE EXCITÉES ÉLECTRONIQUEMENT
peuvent correspondre à l’énergie de ce mode, tandis que dans le deuxième cas cela cor-
respondrait à la diﬀérence d’énergie entre deux modes. Ces deux cas ont pu être étudiés
à partir de calculs théoriques. Le spectre de vibration calculé de la géométrie d’équi-
libre de S1,opt montre qu’il existe des modes de très basses énergies compatibles avec les
35 cm−1 ; il est aussi possible d’observer trois modes dans la région de 1 270-1 370 cm−1,
qui sont séparés ∼ 35 cm−1. Bien qu’il ne soit pas possible de discriminer l’une ou l’autre
des situations, une discussion est néanmoins nécessaire puisque l’implication en termes
d’amortissement des oscillations n’est pas la même dans les deux cas.
Dans la situation où les oscillations sont dues à l’excitation de plusieurs quantas ayant
des mouvements de grandes amplitudes, le paquet d’onde peuplé est probablement com-
posé d’autres modes de plus hautes énergies. En eﬀet, l’excès d’énergie apporté par l’ex-
citation est de l’ordre de 12 500 cm−1 et peut diﬃcilement être contenue dans le mode
de basse énergie. De plus, l’énergie stockée dans ce dernier mode n’est pas assez élevée
pour atteindre la barrière menant à la CI. Le déclin observé de l’excitation électronique
a peu de chance d’être couplé à un ou plusieurs modes de hautes énergies ciblant la CI.
Un couplage direct avec l’état fondamental (couplage vibronique) est plus à envisager.
Puisque les oscillations du mode de basse énergie sont amorties au même rythme que ce-
lui de l’excitation électronique, ce mode doit essentiellement être découplé d’autres modes,
sinon son déclin serait plus rapide.
Dans la seconde situation, où 3 modes de hautes énergies sont peuplés de manière
cohérente, la redistribution de l’énergie contenue dans ces modes se ferait beaucoup plus
lentement que le passage au travers de la CI. Ainsi, au fur et à mesure que l’énergie
contenue dans ces modes « fuit » vers des modes couplés à la CI, la population de la
molécule dans l’état excité diminue. Des oscillations ont aussi pu être observées sur la
réaction de cycloreversion (ouverture du cycle) de 1,2-bis(2-methylbenzo[b]thiophen-3-
yl)hexaﬂuorocyclopentene (BTF6 ) en solution dans du n-hexane [88]. Ce comportement
est apparemment similaire à celui observé dans l’étude menée sur les molécules I-DTE-Ox,
bien qu’il ne soit toujours pas clair en ce qui concerne le mode de vibration impliqué.
Comme dernière remarque, le fait est qu’aucune oscillation n’est observable sur les
signaux de PI de la molécule modèle I-DTE ne signiﬁe pas qu’il n’existe pas de paquet
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d’onde oscillant dans la dynamique de l’état excité de cette molécule. Le pont des molé-
cules pontées n’est pas à l’origine du régime oscillant. La perte de ce pont après l’ionisation
révèle la présence d’un régime oscillant au sein de la molécule. L’absence de ce pont dans
la molécule modèle I-DTE s’oppose donc à l’observation de possible oscillations.
6.4 Conclusion
La dynamique de relaxation électronique d’un ensemble de molécules appartenant à
la famille des I-DTE a été étudiée par spectroscopie résolue en temps de PE et de PI,
en utilisant respectivement l’imagerie de vitesse et la spectrométrie de masse à temps de
vol. Un dispositif pompe (@265 nm) - sonde (@795 nm) femtoseconde a été utilisé aﬁn
d’étudier le système photochrome isolé en phase gazeuse. Ce dernier a été sondé par une
ionisation multiphotonique. Diverses molécules non-pontées et pontées, avec diﬀérentes
longueurs de pont, ont été étudiées. Les résultats expérimentaux ont été complétés avec
divers calculs de DFT et de TD-DFT. Ces derniers ont été couplés à des calculs de
dynamique moléculaire aﬁn d’avoir plus d’informations sur les états électroniques des
molécules neutres ou ionisées, dans diﬀérentes géométries.
Nous avons trouvé que la relaxation électronique s’eﬀectue avec deux constantes de
temps. Ceci n’a pas été simplement interprété comme une relaxation unique se produisant
en deux étapes comme « d’habitude » en femtochimie. Mais cela a plutôt été interprétée
comme une relaxation se produisant avec deux voies de relaxations parallèles, cette ex-
plication est aussi suggérée par des calculs théoriques sur des diaryléthènes modèles [47].
Dans un premier temps, après l’excitation le paquet d’onde se séparerait en deux par-
ties, et dans un second temps chacune de ces parties aurait sa propre relaxation associée
avec un temps de décroissance. Le premier temps très rapide, de l’ordre de la centaine
de femtosecondes, est associé à la relaxation de la partie du paquet d’onde passant au
travers d’une intersection conique pour se retrouver dans l’état fondamental de la CF. Le
deuxième temps plus long, de l’ordre de quelques picosecondes, est attribué à la relaxa-
tion vers l’état fondamental de la CF de l’autre partie du paquet d’onde via des couplages
vibroniques. Cette dernière relaxation peut être directe ou non après un transfert intra-
moléculaire d’énergie de vibration vers des modes qui seraient couplés à la CI. Un régime
oscillatoire est créé suite à l’excitation de la molécule par l’impulsion laser de pompe.
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La partie centrale de ce travail repose sur la séparation du paquet d’onde initial en deux
parties distinctes, impliquant donc une relaxation électronique via deux chemins parallèles.
Il est fort probable que ce mécanisme s’applique à toutes la famille des dithienyléthènes
et d’autres classes de molécules photochromes telles que les diaryléthènes.
En outre, nous supposons qu’en phase cristalline une telle distorsion des molécules
menant à la CI n’est pas envisageable. Le seul mécanisme possible serait donc le couplage
vibronique. Les principales conditions du photochromisme en phase solide repose dans un
premier temps sur la position relative du minimum de S1 et dans un second temps sur la
taille de la barrière entre l’état fondamental de la OF et de la CF.
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Dynamique d’excitons dans des agrégats
d’argon
La proximité de molécules ou d’atomes identiques conduit à un couplage entre leurs
états électroniques. Dans la phase condensée, des bandes formées sont appelées bandes
excitoniques. Ces bandes ont pour origine le couplage entre un très grand nombre de
constituants. Ce type de structure peut aussi bien intervenir dans des processus biolo-
giques [89] que dans des dispositifs de photoconversion [90]. Malgré cette importance, le
processus de formation et la dynamique de telles structures ne sont pas très bien compris,
c’est ce qui a motivé cette étude.
Les bandes excitoniques ont des propriétés qui dépendent fortement de la nature des
états électroniques couplés, et du couplage entre ces états. Nous avons choisi d’étudier le
processus de relaxation de cette énergie délocalisée, dans un milieu conﬁné qui est celui des
agrégats. Dans une première approche de cette problématique, le constituant modèle que
nous avons choisi est l’atome d’argon. Le spectre d’excitation de ﬂuorescence de l’agrégat
réalisé sur synchrotron [91,92] montre, dès la centaine d’atomes (résultat reproduit sur la
Figure 7.1), des états excitoniques proches de ceux observés dans les matrices [93]. En
particulier, cela permet d’attribuer les états de surface et les états de volume de l’agrégat.
À ce jour, la dynamique de relaxation électronique des agrégats n’a été que peu étudiée.
Notons tout de même un engouement récent pour l’étude de la relaxation résolue en temps
d’agrégats d’hélium [94–97]. En revanche, l’étude de la relaxation de matrice de gaz rare
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Figure 7.1 – La Ref. 14 mentionnée dans la légende est ici la référence [93]. Copie avec
la permission de la référence [91]. Copyright 1996, AIP Publishing LLC.
a été très largement explorée [98], en particulier l’éjection d’atomes excités a été observée
et caractérisée [98–101]. Deux mécanismes d’éjection ont été prosposés [102, 103] pour
interpréter ces résultats :
– L’éjection par la cavité (CE) dont l’origine est l’aﬃnité électronique négative des
atome d’argon (-0,4 eV). De ce fait, dans la géométrie de l’état fondamental, un
atome excité subit une interaction répulsive de la part de son environnement. Si
l’atome est en surface cela conduit à une éjection.
– La dissociation de l’excimère (ED) qui peut se comprendre comme une dissociation
électronique suite à une excitation sur un état électronique répulsif.
Les travaux menés durant cette thèse sont très similaires dans le principe à ceux décrits
dans les chapitres précédents sur la dynamique ultrarapide des molécules photochromes.
La diﬀérence c’est qu’ici l’excitation a lieu via un processus à 3 photons pompe à 266 nm
non résonnante de l’agrégat d’argon. Ceci conduit à une excitation vers des états électro-
niques présents dans la bande centrée à 14 eV qui apparaît sur la Figure 7.1 [91]. Nous
avons sondé l’évolution de la relaxation électronique de cette excitation au cours du temps
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par ionisation avec une sonde femtoseconde à 800 nm, couplée à de la spectroscopie de
photoélectrons (PE).
L’utilisation de l’ionisation comme sonde nous impose de prendre garde aux eﬀets de
celle-ci. La dynamique d’ionisation a largement été étudiée en synchrotron sur les gaz rare,
par spectroscopie de ﬂuorescence [91,104], par spectroscopie de photoélectrons [105–107]
et par des techniques de coincidence [108]. Si nous écartons les expériences d’ionisation
multiple des agrégats, les études utilisant des lasers ultra-rapides sont plutôt rares [15].
7.1 Résultats expérimentaux
Les aspects énergétiques jouent un grand rôle dans l’exploitation des résultats rap-
portés ci-dessous. Dans la mesure où la longueur d’onde du serveur laser varie selon les
réglages et les alignements du laser, celle-ci n’est pas exactement la même tous les jours
et varie de quelques nanomètres autour de 266 nm. Les expériences rapportées ci-dessous
n’ont pas toutes été faites le même jour. Nous indiquons donc systématiquement la lon-
gueur d’onde à laquelle opérait le laser au moment de l’expérience. Il en est de même pour
le laser de sonde dont la longueur d’onde varie d’un jour à l’autre autour de 800 nm.
7.1.1 Étude spectroscopique des photoélectrons
Le spectre de PE des agrégats d’argon obtenu par interaction entre le faisceau d’agré-
gats et le laser femtoseconde de pompe à 264,6 nm focalisé est représenté sur la Fi-
gure 7.2. L’énergie de photons correspondante est de 4,686 eV et la largeur à mi-hauteur
mesurée de 36 meV. Les phénomènes observés, issus de l’interaction entre les atomes ou les
agrégats d’argon et la lumière, sont donc issus d’une absorption multiphotonique portant
ainsi l’énergie mise en jeu à 14,059 eV pour l’absorption de 3 photons et 18,746 eV pour
4 photons.
Nous observons trois contributions sur la Figure 7.2 :
– une première bande ﬁne et fortement polarisée verticalement, parallèlement à la
polarisation du laser (nommée bande S1),
– une seconde bande plus large et isotrope (S2),
– et pour ﬁnir une ﬁne distribution d’électrons d’énergie faible (S3).
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Figure 7.2 – À gauche, image de la distribution de vitesses des PE suite à une ionisation
multiphotonique à 264,6 nm des agrégats d’argon. À droite, le spectre de PE associé.
Sur le spectre, la bande S1 correspond aux PE éjectés provenant de l’ionisation d’atomes
d’argon libres et les bandes S2 et S3 correspondent aux PE issues de l’ionisation des
agrégats. La courbe violette correspond au spectre attendu pour l’atome libre sur la base
du spectre laser mesuré. La bande verte est présentée pour guider les yeux.
La bande S1 est centrée à 2,99 eV, avec une largeur à mi-hauteur d’environ 115 meV.
Cette bande informe sur la résolution du spectromètre de PE (VMI) qui est meilleure que
∆E
E
= 4%, ce qui est une très bonne résolution pour ce type de dispositif. La décompo-
sition pBASEX de cette bande donne des coeﬃcients β2 = 1,9 ± 0,1, β4 = 1,65 ± 0,1,
β6 = 0,9 ± 0,1 et β8 = 0,0 ± 0,2.
La bande S2 se situe autour de 4 eV et s’étale jusqu’à environ 4,6 ± 0,1 eV. La
décomposition pBASEX de cette bande donne des coeﬃcients β2n≤8 = 0,0 ± 0,2 ce qui
conﬁrme l’émission isotrope observée sur l’image.
La dernière bande, S3, constituée d’électrons d’énergie faible peut être ajustée par une
superposition de deux exponentielles décroissantes d’énergie 3 ± 1 meV et 140 ± 20 meV.
Converties en températures, ces énergies correspondent respectivement à 35 ± 12 K et
1600 ± 250 K.
7.1.2 Étude résolue en temps des photoélectrons
Aﬁn de comprendre les mécanismes de relaxation des excitons peuplés dans les agrégats
après une excitation par l’absorption de 3 photons pompe à 265,5 nm, nous avons sondé
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cette relaxation par une absorption multiphotonique à 795 nm. Dans cette étude, les
polarisations de la pompe et de la sonde sont parallèles. La dynamique de relaxation a été
enregistrée pour des délais pompe-sonde allant jusqu’à plus de 300 ps. L’évolution dans les
15 premières picosecondes de la dynamique sont présentées sur la Figure 7.4. Plusieurs
observations peuvent être faites sur cette ﬁgure, selon le délai pompe-sonde considéré :
délais négatifs, corrélation croisée, délais inférieurs à 5 ps, puis délais supérieurs à 5 ps.
À des temps négatif et à la corrélation croisée des lasers
Le spectre de PE dépendant du temps est présenté en Figure 7.3, autour de la zone de
la corrélation croisée des lasers. Aux temps négatifs, nous retrouvons le spectre « pompe

















































Figure 7.3 – Évolution des spectres de photoélectron aux temps courts, pour diﬀérents
ordres de polarisation.
Lors de la superposition temporelle des deux lasers (« temps zéro »), nous pouvons
observer diﬀérents eﬀets sur toutes les gammes d’énergie. Tout d’abord, notons une nette
déplétion du signal de la bande S1. Ensuite, des pics extrêmement polarisés à 1,05 et
1,23 eV apparaissent sur une bande large et moins polarisée centrée autour de 0,73 eV, se
terminant autour de 1,45 eV. Cette bande, dont un doublon est observé avec un photon
de plus, centré à 2,3 eV, s’explique par une ionisation résonnante des agrégats par des
processus [3+1’] et [3+2’]. Et pour ﬁnir, nous notons aussi une augmentation de l’intensité
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du signal de PE d’énergie faible sans modiﬁcation de sa structure énergétique.
Évolution à des temps inférieurs à 5 ps
Un premier phénomène est visible sur les images de la Figure 7.4, il se produit dans les
cinq premières picosecondes après l’excitation et correspond à une diminution de l’énergie
des PE éjectés en fonction du temps. Une bande large, s’étendant approximativement de
0,55 ± 0,05 à 1,35 ± 0,05 eV au niveau de la corrélation croisée, relaxe à une vitesse
d’environ 1 eV par picoseconde. Il est aussi possible d’observer sur la même image un
doublon de cette bande produit par l’absorption d’un photon sonde de plus (1,57 eV de
plus en énergie) par l’agrégat. Cette deuxième bande décroît parallèlement à la première.
L’absorption du photon supplémentaire permet de sonder des états électroniques plus
profonds, nous observons que la relaxation en énergie s’étend sur une amplitude d’environ
2,7 eV, et celle-ci se fait à la même vitesse (∼ 1 eV.ps−1) que la bande à un photon de
moins.


































Figure 7.4 – Évolution de la relaxation énergétique des agrégats d’argon, en ordonnée est
représentée l’énergie des PE, le temps en abscisse correspond au délai entre les impulsions
pompe et sonde, qui sont respectivement à 265 et 795 nm. Le signal présent avant la
corrélation croisée des lasers a été retiré aﬁn de n’observer que le signal issu du processus
pompe-sonde. Sur l’image de gauche sont présentées les premières picosecondes, et sur
celle de droite est présentée la suite de l’évolution jusqu’à 15 ps.
Évolution à des temps supérieurs à 5 ps
Le deuxième phénomène observable est l’apparition de bandes à des énergies bien
déﬁnies à partir de 5 ps (voir la Figure 7.4), celles-ci restent présentes pendant toute
la gamme de temps explorée (jusqu’à plus de 300 ps). Aﬁn d’identiﬁer ces bandes, et
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d’améliorer le rapport signal/bruit, nous avons sommé l’ensemble des spectres de PE
enregistrés aux diﬀérents délais pompe-sonde où les bandes sont présentes, c’est-à-dire
pour des délais pompe-sonde allant de 8 ps à 300 ps. Le spectre de PE ainsi obtenu est
représenté sur la Figure 7.5 sur lequel il est possible d’observer 4 bandes numérotées de
1 à 4.






















Figure 7.5 – Somme des spectres de PE enregistrés entre 8 et 300 ps. La ligne noire cor-
respond aux données expérimentales, la ligne rouge correspond à la fonction d’ajustement
composée de diﬀérentes fonctions représentées en pointillées.
Le spectre de PE de la Figure 7.5 a été ajusté à l’aide d’une combinaison linéaire de
deux exponentielles décroissantes et de quatre gaussiennes. Les exponentielles représentent
respectivement le signal des électrons d’énergie faible et le signal d’une large distribution
en énergie de PE tandis que les gaussiennes permettent de reproduire les diﬀérentes bandes
d’énergie. Les paramètres d’ajustement de ces quatres gaussiennes sont reportés dans le
Table 7.1.
Gauss EPE tapp
fwhm (eV) Center (eV) (eV) ps
Bande 1 0,188 1,110 1,37 4
Bande 2 0,104 0,968 0,97 4-6
Bande 3 0,118 0,420 0,44 2
Bande 4 0,094 0,270 0,28 2
Table 7.1 – Paramètres des quatres gaussiennes composant la fonction d’ajustement des
spectres de PE de la Figure 7.5, EPE est l’énergie des PE éjectés attendue et tapp le délai
à partir duquel les diﬀérentes bandes commencent à apparaître.
147
CHAPITRE 7. DYNAMIQUE D’EXCITONS DANS DES AGRÉGATS D’ARGON
L’évolution temporelle de l’intensité de chaque bande (c’est-à-dire l’intensité de cha-
cune des gaussiennes) en fonction du délai pompe-sonde est présentée sur la Figure 7.6,
pour le signal total ainsi que pour la composante polarisée d’ordre 2 (P2).
2
CHAPITRE 7. DYNAMIQUE D’EXCITONS DANS DES AGRÉGATS D’ARGON
7.1.3 Étude résolue en temps des photoions
Nous observons maintenant le signal des photoions en utilisant l’imagerie de vitesses
des photoions (PI), ceci renseigne sur la distribution de vitesses des ions créés par la
sonde. Deux ions sont observés : Ar+ et Ar+2 .
Imagerie de vitesse des PI Ar+
Nous avons suivi l’évolution des spectres de PI en fonction du délai pompe-sonde.
L’image des PI de Ar+ sommée, sur l’ensemble des délais pompe-sonde après la corrélation
croisée des lasers, est présentée sur la Figure 7.7. Comme sur l’image des PE (Figure 7.2,
p 144), nous remarquons que l’image des PI de Ar+ est légèrement polarisée.
















Ar+ n ◦ 1
Ar+ n ◦ 2
Figure 7.7 – À gauche l’image de PI et à droite spectre d’énergie des PI associés de
Ar+. Ces données sont obtenues par sommation sur l’ensemble des délais pompe-sonde
mesurés.
Sur la Figure 7.7-b, le spectre des PI présenté nous donne des informations sur la
distribution de vitesses des ions Ar+. Il a pu être ajusté à l’aide d’une exponentielle
décroissante et de deux gaussiennes. L’exponentielle sert à reproduire le signal intense de
PI provenant des atomes d’argon isolés dans le jet. En eﬀet lors de la détente supersonique,
il est possible qu’un certain nombre d’atomes d’argon ne se condense pas ou se soit évaporé
des agrégats et ces atomes se retrouvent donc isolés dans la bouﬀée de gaz. Tous ces atomes
isolés ne sont donc pas refroidis de la même manière lors de la détente, cela introduit une
distribution d’énergie interne des atomes d’argon isolés. La largeur de cette distribution
traduit la distribution thermique dans le jet. Tandis que chacune des gaussiennes reproduit
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une distribution de vitesses d’une catégorie de PI. Les paramètres d’ajustement de ces
gaussiennes sont reportés dans le Table 7.2. La première distribution de vitesses est assez
étroite et faible en énergie tandis que la deuxième est beaucoup plus étalée et est décalée




fwhm (meV) Center (meV) ps
Distribution Ar+-1 40 20 3-4
Distribution Ar+-2 350 210 2-3
Distribution Ar+2 -1 50 0 4-5
Distribution Ar+2 -2 170 0 4-5
Table 7.2 – Paramètre des fonctions d’ajustement des spectres de PI de Ar+ de la
Figure 7.7 et de Ar+2 de la Figure 7.9.
Les évolutions temporelles de ces deux distributions sont représentées sur la Fi-
gure 7.8. Il apparaît très clairement que les deux distributions n’ont pas la même dy-
namique. La distribution 1, représentant la distribution des énergies faibles, montre une
résonance au niveau de la corrélation croisée des lasers, cela correspond à des processus
d’ionisation spéciﬁques déjà évoqués. Ce signal de PI augmente à partir de 3-4 ps et
présente une croissance rapide jusqu’à environ 9 ps suivie d’une progression plus lente.
Nous pouvons noter par ailleurs une augmentation du signal de la distribution 2 à partir
de 2-3 ps, cette distribution représente les PI éjectés avec une plus grande distribution
d’énergie cinétique. Cette progression s’arrête vers 7 ps pour atteindre un plateau.
















Ar+ n ◦ 1
Ar+ n ◦ 2
Figure 7.8 – Évolution des deux distributions de vitesses des PI de Ar+.
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Imagerie de vitesse des PI Ar+2
De même que pour les PI Ar+, la Figure 7.9 représente la somme des images obte-
nues sur tous les délais pompe-sonde après la corrélation croisée des lasers, cette image
n’est pas du tout polarisée. Sur cette ﬁgure se trouve le spectre d’énergie de PI corres-
pondant à l’image. Ce dernier peut être ajusté par deux gaussiennes dont les paramètres
sont représentés dans le Table 7.2. La distribution est ici beaucoup moins étendue que
pour les PI Ar+. Évidemment la première composante (l’exponentielle décroissante) de la
Figure 7.7-b qui était liée aux atomes d’argon isolés du faisceau n’apparaît pas.





















Figure 7.9 – À gauche l’image de PI et à droite le spectre d’énergie des PI associés de
Ar+2 . Ces données sont obtenues par sommation sur l’ensemble des délais pompe-sonde
mesurés.
Les évolutions des deux contributions observées sont présentées sur la Figure 7.10.
Nous notons que ces évolutions se superposent, montrant ainsi que la forme observée est
caractéristique d’un processus physico-chimique unique. L’apparition du signal semble
débuter vers 4-5 ps pour progresser continûment jusqu’à atteindre un plateau vers 25 ps.
7.2 Discussion
7.2.1 Ionisation des atomes d’argon isolés
La première énergie d’ionisation de l’argon est de 15,7596 eV (2P3/2). 4 photons à
264,6 nm (4,686 eV et de largeur à mi-hauteur 36 meV) sont donc nécessaires pour ioniser
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Figure 7.10 – Évolution des deux distributions de PI de Ar+2 .
un atome d’argon (énergie totale de 18,745 eV). Les PE issus de cette ionisation sont donc
attendus avec une énergie de 2,99 eV. Nous pouvons donc attribuer la bande 1 du spectre
à une couleur de la Figure 7.2 à une distribution de PE provenant de l’ionisation des
atomes d’argon isolés dans le jet. Il n’existe pas d’état relais accessibles à l’énergie de
deux photons (9,373 eV). À trois photons (14,059 eV), les états de Rydberg proches en
énergie ne sont pas non plus accessibles par une telle transition à trois photons. Il s’agit
donc d’une transition [4+0’].
Au moment de la corrélation croisée des lasers, la bande 1 de la Figure 7.3 disparaît.
Ceci est dû à l’ouverture de nouveaux canaux d’ionisation non résonants qui entrent en
compétition avec l’ionisation issue de la pompe seule [4+0’]. En particulier, la possibilité
d’avoir une ionisation [3+n’] ou [2+m’] entre en compétition avec ce canal [4+0’] et
explique sa chute. En eﬀet, la sonde a une énergie par impulsion nettement plus forte que
celle de la pompe, ce qui donne du poids aux processus multiphotoniques impliquant la
sonde au détriment de la pompe.
Par ailleurs, nous notons l’apparition d’un signal hautement polarisé à 1,05 et 1,23 eV
dont l’écart de 0,18 eV permet de l’attribuer au doublet spin-orbite de l’argon atomique
ionisé. Cependant les énergies attendues pour un processus [3+2’] sont de 1,19 et 1,37 eV.
Cet écart de 140 meV s’explique par un eﬀet de potentiel pondéromoteur, lié au fait
que les deux lasers sont superposés et la sonde à 800 nm est focalisée [109]. Le potentiel
pondéromoteur à 800 nm s’exprime par la relation Up(eV ) = 5,952×I(1014W.cm−2) ce qui
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nous conduit à une intensité au point focal de I = 2,3.1012W.cm−2 ce qui est compatible
avec nos conditions laser.
7.2.2 Ionisation des agrégats à une couleur
La bande S2 du spectre de PE à une couleur (Figure 7.2) est attribuée à la dis-
tribution d’agrégats. En eﬀet, le potentiel d’ionisation vertical de l’agrégat est plus bas
que celui de l’ion car, à géométrie ﬁxe, l’ion formé est stabilisé par la polarisation des
atomes constituant l’agrégat. L’ionisation verticale est mesurée à partir de 0,6216 eV sous
le seuil de l’atome [110], avec une largeur à mi-hauteur d’environ 0,15 eV. Lorsque l’on
passe du dimère à l’agrégat, nous pouvons estimer que cet étalement en énergie induit
dans l’agrégat un élargissement homogène et du même ordre de grandeur.
Le potentiel d’ionisation adiabatique est plus bas encore car, dépourvu de l’un de ses
électrons, l’ion Ar+ n’est plus à couche complète et possède alors des propriétés chimiques
diﬀérentes. Il peut en particulier se lier à ses voisins pour former l’ion moléculaire Ar+2 .
Par exemple, pour le dimère d’argon le potentiel d’ionisation adiabatique est 1,3136 eV
plus bas que celui de l’atome [106], alors que l’énergie moyenne de la transition va varier
en fonction du nombre d’atomes impliqués par polarisation autour de la charge. Cela
conduit donc à un élargissement inhomogène, principalement issu d’un eﬀet de surface.
Tous ces eﬀets expliquent, dans l’agrégat, la largeur de la bande de PE observée qui relaxe
(environ 1 eV).
Le spectre de PE correspondant à l’agrégat montre ici un seuil d’ionisation adiabatique
réduit de 1,6 ± 0,1 eV par rapport à l’énergie d’ionisation de l’atome libre, soit un seuil
d’ionisation attendu à 14,2 ± 0,1 eV. Cette valeur est à comparer à la valeur de seuil
d’observation d’ions par impact électronique sur des agrégats de taille ∼ Ar30 déterminée
à 14,15 eV [111] et au spectre de PE obtenu en synchrotron [112, 113] montrant un seuil
d’énergie de liaison des électrons autour de 14,1 eV pour des agrégats dont la distribution
est centrée sur < N >=1670.
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7.2.3 Électrons d’énergie faible
L’énergie de photons utilisée est de 4,686 eV. L’hypothèse de l’ionisation à 3 photons
(14,06 eV) semble peu probable car le seuil de disparition des PE dans la bande S2 est de
4,6 ± 0,1 eV. Cela rabaisserait le seuil d’ionisation des agrégats de près de 100 meV, ce
qui n’a pas été observé précédemment donc cela serait possible mais très peu probable.
Nous ne pouvons donc avoir de certitude quant à l’origine de ces PE, cela demanderait
une étude plus approfondie.
Ces PE semblent toutefois provenir des agrégats, en particulier ceux formant la distri-
bution de plus basse énergie. Une telle distribution d’électrons n’a pas été reportée dans
la littérature [112,113] pour les agrégats d’argon, car les spectromètres de photoélectrons
utilisés étaient insensibles aux faibles énergies. En revanche des électrons de ce type ont
été décrits lors de l’ionisation de gouttelettes d’hélium [105] pour une ionisation en des-
sous du seuil d’ionisation. Des électrons de caractéristiques identiques ont par ailleurs été
observés dans le même laboratoire au dessus du seuil d’ionisation de l’hélium [114]. Dans
l’hypothèse d’une origine semblable, cela signiﬁerait que l’agrégat pourrait être excité avec
3 photons suivi d’un processus dans lequel interviendrait une thermo-ionisation [115] ou
une auto-ionisation.
Dans l’étude résolue en temps, nous notons une augmentation de l’intensité du signal
d’électrons d’énergie faible au moment de la corrélation croisée des lasers. Ceci est lié à
une croissance du nombre de canaux d’ionisation aboutissant à la formation d’agrégats
excités.
7.2.4 La relaxation excitonique aux temps courts
Suivi de la relaxation
L’apparition d’une bande dont la structure change au cours du temps (position, lar-
geur) pose le problème du suivi temporel de ses caractéristiques. Il s’agit ici d’une évolution
non parcimonieuse dont la résolution est un problème mathématique en soit. Il existe plu-
sieurs approches pour réaliser le suivi d’un tel système complexe [11, 74, 116, 117] dont
l’approche statistique bayésienne [11, 117]. Dans le temps de cette thèse, nous n’avons
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pas pu utiliser de telles approches. Nous allons donc nous contenter d’une description
qualitative des évolutions concernées.
Cette bande de PE qui relaxe est issue d’une absorption résonnante, le spectre d’émis-
sion de ﬂuorescence obtenu par le groupe de Th. Möller [91] montre en eﬀet la présence
d’une large bande excitonique à 14,04 eV, qui par ailleurs a aussi été observée en ma-
trice [93]. L’interaction entre l’agrégat et le laser femtoseconde à 266 nm conduit donc à
l’excitation de l’agrégat et plus spéciﬁquement à la formation d’un exciton de volume.
État électronique délocalisé
La bande évoluant en énergie, dans les premières picosecondes après l’excitation, est la
marque de la relaxation électronique d’un état excitonique dans l’agrégat. Juste après son
excitation à 14,01 eV, le potentiel d’ionisation de la population d’agrégats est donc mesuré
à 14,23 ± 0,05 eV qui est dans la gamme observée sur le spectre de PE à une couleur,
et présente une largeur estimée à 0,8 eV. La restriction de cette largeur par rapport au
spectre de PE à une couleur, provient probablement du fait que nous excitons ici un mode
de volume, ce qui réduit l’étalement inhomogène du spectre de PE.
Lors de l’évolution de la bande qui chute en énergie, nous n’observons pas d’élargisse-
ment évident. Nous n’observons pas non plus de modiﬁcation dans sa distribution : pour
autant que l’expérience permette de l’observer, elle ne montre pas non plus de modiﬁca-
tion dans son aspect. Or, si l’excitation conduisait à la formation d’un état de Rydberg
localisé, nous nous attendrions à observer un rétrécissement de l’élargissement homogène.
Par ailleurs, une diﬀusion de l’exciton en surface de l’agrégat doit aussi induire une mo-
diﬁcation de l’élargissement inhomogène. Cette absence d’évolution dans la structure de
la bande, dans les 5 premières picosecondes de la dynamique, est plus vraisemblablement
une réminiscence d’une structure excitonique délocalisée sur plusieurs atomes du volume.
7.2.5 Dynamique d’éjection aux temps longs
Courbes de potentiel
Nous avons observé l’éjection de Ar+ et Ar+2 . L’attribution des bandes du spectre
de PE de la Figure 7.5 nécessite donc de connaitre les courbes d’énergie potentielle
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de l’excimère Ar⋆2 et de l’ion Ar
+
2 . Duplàa et Spieglelmann [118] ont calculé les états
électroniques de Ar⋆2 en prenant en compte le couplage spin-orbite, notamment ceux des
états excités de Rydberg [3/2]02 et [3/2]
0
1. À partir des études expérimentales et théoriques
réalisées sur Ar+2 [106,119,120], nous avons pu tracer les courbes d’énergie potentielle des
états 2P1/2, 2P3/2. Toutes ces courbes sont présentées sur la Figure 7.11 ainsi que les
asymptotes des états [1/2]00 et [1/2]1.
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Figure 7.11 – Courbes d’énergie potentielle de Ar⋆2 et Ar
+
2 . Les ﬂèches rouges corres-
pondent à l’énergie d’un photon sonde à 1,57 eV (800 nm). La ﬂèche violette représente la
transition verticale multiphotonique depuis l’état fondamental selon le principe de Franck-
Condon.
Ces courbes d’énergie potentielle, nous permettent de calculer les diﬀérentes énergies
des PE attendues (EPE, Table 7.1) suite à une absorption de 2 ou 3 photons sonde à
765 nm (1,56 eV) par les diﬀérents états excités représentés sur la Figure 7.11. Nous avons
donc pu attribuer les quatre bandes observées sur la Figure 7.5 à diverses transitions
entre les états excités et les états de l’ion. Ces diﬀérentes transitions sont numérotées de
1 à 4 sur la Figure 7.11, les numéros correspondent aussi aux bandes observées sur le
spectre de PE de la Figure 7.5.
Éjection dans l’état excité / Éjection dans l’ion
L’observation de fragments lors d’une dynamique laisse toujours planer le doute sur le
fait que la fragmentation ait lieu dans l’état excité ou après intervention de la sonde dans
une dynamique de l’ion. Ici, la présence de structures ﬁnes dans le spectre de PE a été
attribuée à la formation d’atomes d’argon excités Ar⋆ et de Ar⋆2. Or les spectres de PE
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représentent une image spectroscopique du système au moment de son interaction avec la
sonde, ce qui conﬁrme donc l’éjection de ces espèces excitées suite à l’action exclusive de
la pompe et non suite à une dynamique se produisant dans les états de l’ion ayant pris
place après l’action de la sonde.
Attachement à l’agrégat
Les données d’énergie cinétique des ions observés informent sur l’éjection d’éléments
excités de l’agrégat. Nous pouvons noter tout d’abord que lorsque la sonde ionise l’atome
Ar⋆ ou l’excimère Ar⋆2, l’interaction qui existe entre les partenaires de la fragmentation
change instantanément pour peu qu’ils interagissent entre eux. Sur la Figure 7.11, nous
pouvons estimer que la portée du potentiel dans l’ion est de l’ordre de 5 Å. Notons que
pour une énergie cinétique asymptotique de 0,01 eV (resp 0,1 eV), l’état excité est à
portée de l’agrégat pendant les premières 2,3 ps (resp 700 fs) (en supposant nul le recul
de l’agrégat).
Cependant, dans le cas présent, les états sondés sont des états de Rydberg. Le potentiel
d’interaction est donc proche de celui de l’ion, si bien que la forme de la courbe d’énergie
potentielle dans les états initial et ﬁnal n’est pas si diﬀérente. L’eﬀet attendu est donc
faible.
De plus, l’évolution de la structure des spectres d’énergie des ions ne montre aucune
évolution notable, en particulier pour Ar+2 . Or si un eﬀet d’attachement avait lieu, les
premiers ions observés seraient ceux arrivés le plus vite hors de portée des agrégats,
donc ceux dont l’énergie cinétique serait la plus grande. Dans une telle situation, nous
aurions donc dû observer une dérive dans l’arrivée des ions, ce qui n’est pas le cas, pour
l’échantillonnage temporel de notre expérience (80 fs). Les temps d’apparition mesurés
ont été donnés sous la forme de gammes larges de 1 ps : nous négligerons donc cet eﬀet.
Les différents canaux d’éjection d’ions
Les bandes n◦ 3 et 4 sont attribuées à des atomes d’argon libres. Lorsque nous compa-
rons les dynamiques d’apparition de ces bandes à celles des distributions de vitesses des
PI, nous avons pu rapprocher la bande n◦ 4 de la distribution polarisée d’ions Ar+-2 qui
possède une énergie de recul de 170 meV. L’état excité 3p54p à environ 13 eV est donc
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probablement atteint lors du processus de relaxation électronique par couplage vers un
état répulsif de surface. Notons que l’énergie électronique de cet état coïncide avec une
bande d’exciton de surface sur le spectre d’émission de ﬂuorescence (Figure 7.1). Il y a
donc une possibilité pour l’énergie électronique de relaxer vers ce type de conﬁguration.
Notons que ce canal se peuple jusqu’à 7 ps : cela signiﬁe qu’une partie des agrégats relaxe
plus lentement qu’une autre. En eﬀet, une fois l’énergie électronique dégradée en dessous
de 13 eV, ce canal se ferme. La relaxation électronique peut donc mettre jusqu’à 7 ps
pour relaxer 1 eV. Cela semble extrêmement long et doit faire appel à des états très peu
couplés. Par ailleurs, cette relaxation n’apparaît pas clairement sur l’évolution du spectre
de PE. Il s’agit donc d’un canal minoritaire dont la relaxation lente permet probablement
un couplage plus conséquent avec le canal d’éjection vers l’argon dans l’état 3p54p. La
mesure d’une haute énergie de recul semble correspondre à un mécanisme du type (ED)
décrit dans la littérature [103]. Celui-ci n’est observé pour l’éjection d’atomes dans un
état métastable que lors de l’excitation d’états excitoniques de surface et de volume les
plus hauts [121].
La bande n◦ 3, qui apparaît un peu plus tard, peut être rapprochée de la distribution
d’ions Ar+-1. L’énergie cinétique des ions, mise en jeu dans la dissociation vers cet état
électronique de plus basse énergie, est plus faible que pour la bande n◦ 4. Cela semble
antinomique car l’énergie électronique dégradée est plus importante. Cela est donc la
marque d’une dissociation plus tardive, après la relaxation de l’essentiel de l’énergie vers
des modes collectifs de l’agrégat (les phonons). L’apparition d’ions Ar+ dans ces condi-
tions reste surprenante. C’est ici encore un indicateur du fait que l’état électronique reste
délocalisé pour une partie des agrégats car la localisation impliquerait la formation de la
molécule localisée Ar⋆2 vibrationnellement relaxée.
La croissance des courbes d’apparition de Ar+ nous informe sur le ﬂux de sortie de
ce canal. Le mécanisme d’éjection correspondant à cette bande semble correspondre à
un mécanisme de type (CE). Il est observé quelle que soit la bande excitée. L’éjection
d’atomes dans un état excité a été observée dans les matrices d’argon [101, 122], elle
correspond au signal de la bande n◦ 3 (3P1 et 1P1). En matrices, l’éjection d’atomes ayant
des énergies d’excitation électronique plus grandes n’est pas observée, probablement du
fait que ces études ne sont sensibles qu’aux atomes excités de grande durée de vie. Ils
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apparaissent donc probablement comme des atomes d’argon dans l’état fondamental.
Les deux autres bandes n◦ 1 et 2 sont donc attribuées à l’ionisation de Ar⋆2. Les temps
observés pour les ions et les électrons sont proches, cependant ils ne permettent pas de
discriminer l’un des canaux par rapport à l’autre. Cette apparition tardive de l’excimère
Ar⋆2 vers 4-6 ps, est la première indication de la localisation de l’excitation. Celle-ci semble
donc apparaître pour des agrégats ayant l’intégralité de leur énergie électronique relaxée
vers des modes de phonon de l’agrégat.
Une fois la structure électronique stabilisée, il semble que l’énergie de paire puisse
prendre le temps de se dissiper pour stabiliser l’excimère. La progression de l’intensité de
Ar+2 est beaucoup plus lente que celle de Ar
+. L’éjection de Ar⋆2 n’est pas reportée dans la
littérature dédiée à la relaxation des matrices de gaz rares. Ceci est probablement dû au
manque de sélectivité en masse des expériences utilisées et à la faible sensibilité aux états
métastables. Cependant sa présence est attendue dans le cadre du modèle (CE) [103].
Les mécanismes d’éjection observés ainsi que la stabilité dans le temps de l’exciton
peuvent être interprétés d’un point de vue moléculaire. Il est probablement dû à l’impo-
sant faisceau de surfaces d’énergie potentielle (SEP) [118] que rencontre l’atome excité à
proximité des autres atomes. Une évolution sur une coordonnée Ar − Ar⋆ induit rapide-
ment un changement de SEP, laissant ainsi l’excitation localisée sur un atome, et libre de
se propager d’atomes en atomes du fait du peu de discernabilité des atomes dans l’agrégat
pour peu que nous nous restreignons aux atomes de volume ou de surface.
7.3 Conclusion
Dans cette étude, nous avons pu suivre la relaxation électronique d’un état excitonique
peuplé dans des agrégats d’argon. Nous avons observé une relaxation électronique de cet
état délocalisé qui en moyenne se produit à une vitesse de 1 eV.ps−1. Une fois que l’état
électronique le plus bas est atteint (à partir d’environ 3-4 ps), l’excitation se localise sur
une paire Ar⋆2 avec une énergie vibrationnelle relaxée dont nous voyons l’apparition à
partir de 4-5 ps. Au cours de la relaxation, l’éjection de l’atome Ar⋆ continue jusqu’à 8 ps
ce qui donne la durée de vie limite de l’état excitonique délocalisé.
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Ce travail démontre que l’approche de l’étude d’excitons en phase gazeuse peut ap-
porter des informations supplémentaires et importantes sur le mécanisme de relaxation
qu’il semble diﬃcile d’observer en phase condensée. En particulier, il nous a été possible
de caractériser la masse des particules éjectées ainsi que leurs états électroniques. Nous
avons ainsi ouvert la voie vers de nombreuses études sur des systèmes plus chimiques que
les agrégats d’argon. En particulier, l’utilisation de la lentille aérodynamique décrite dans
le chapitre 2 permettra d’aborder des systèmes aussi bien inorganiques (nanoparticules de








Au cours de cette thèse, nous nous sommes intéressés à la dynamique d’assemblage
plus ou moins complexes quand celle-ci est déclenchée par une excitation électronique.
Diﬀérents types d’assemblages ont été étudiés : des molécules organiques isolées en phase
gazeuse ou déposée sur des agrégats de gaz ainsi que les agrégats eux-mêmes. Une ouver-
ture vers des nano-objets isolés en phase gazeuse a également été envisagée. L’essentiel
du travail a porté sur le mécanisme de relaxation électronique, vibrationnelle et confor-
mationnelle de molécules photochromes isolées (molécules modèles et contraintes), puis
de comprendre comment cette dynamique est modiﬁée lors de l’introduction d’un milieu
non réactif (l’agrégat d’argon). L’autre sujet abordé est la relaxation excitonique au sein
d’agrégats d’argon. Les travaux conduits dans cette thèse sont expérimentaux. Ils ont
été complétés systématiquement pas des travaux théoriques, via des collaborations avec
plusieurs laboratoires (le LCMCE pour l’étude des N-DTE ; et l’ITODYS et le CEISAM
pour celle sur les I-DTE). Pour l’essentiel les expériences ont été faites sur deux dispo-
sitifs associant faisceau moléculaire, lasers et détection pas imagerie de vitesse, ce qui
nous a donné accès à la fois à des informations spectroscopiques et, objet principal du
travail, à des informations sur la dynamique ultrarapide des systèmes étudiés. Pour avoir
un panorama plus complet sur les processus étudiés, ces expériences ont été complétées,
via des collaborations (Groupe BioMolécules Excitées du LFP où j’ai pu participer aux
expériences), par des études en phase condensée où le système étudié est mis en solution
dans un solvant organique.
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Étude du jet supersonique
Les études rapportées dans cette thèse reposent en grande partie sur la maitrise des
conditions de génération des faisceaux moléculaires pulsés. Nous avons étudié spéciﬁque-
ment cette génération en nous basant sur le dispositif expérimental utilisé pour conduire
les expériences de dynamique ultrarapide, ce qui nous a conduit à modéliser complètement
la bouﬀée de gaz au niveau de la zone d’interaction avec les lasers - densité et distribution
de vitesses . Ainsi, nous avons pu optimiser les conditions expérimentales. L’utilisation
de l’imagerie de vitesse a permis de confronter le modèle à l’expérience avec un degré
de détail qui était impossible d’atteindre dans les années 1970 quand la technique des
faisceaux moléculaires a commencé à être utilisée de façon routinière. Le chapitre 3 de
cette thèse est entièrement consacré à cette étude.
Aﬁn de reproduire la génération d’une bouﬀée de gaz, nous avons décrit analytique-
ment les deux régimes de détente, le régime hydrodynamique (détente supersonique) et le
régime statique (détente eﬀusive). Nous avons été conduit à proposer la modélisation d’un
régime intermédiaire, aﬁn de décrire le comportement du gaz dans les phases de transi-
tion. Expérimentalement, grâce au dispositif d’imagerie de vitesse des photoions, il a été
possible de caractériser la bouﬀée de molécule. L’utilisation de cette méthode de carac-
térisation d’un faisceau moléculaire est assez inédite. L’intensité du signal provenant des
molécules, en fonction de la position dans la bouﬀée, nous a permis de décrire la densité
de molécules dans la bouﬀée. Quant à la forme du signal, cela nous a permis d’observer
la variation de la distribution de vitesses au sein de la bouﬀée.
Lors de l’interprétation des résultats, nous nous sommes rendu compte de deux phéno-
mènes importants dans cette étude. Tout d’abord, les résultats mettent en avant l’impor-
tance de la description du régime intermédiaire. Nous avons essayé plusieurs fonctions aﬁn
de décrire cette transition au mieux. Le deuxième phénomène est visible dans la compa-
raison avec le résultat issu du modèle et la partie expérimentale de l’étude. Il correspond
à la présence, en début de bouﬀée, de molécules ayant une distribution de vitesses au-
delà de la limite calculée en convertissant toute l’énergie interne en énergie cinétique. Ce
phénomène a été attribué à la création d’une onde de choc lors de l’ouverture de la vanne
pulsée expulsant un certain nombre de molécules hors du four.
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Ce travail de modélisation pourrait avoir des perspectives assez ambitieuses pour trou-
ver une meilleure fonction représentant le premier changement de régime qui en pratique
revient à basculer d’une représentation microscopique du gaz à une représentation conti-
nue. La modélisation de l’onde de choc (pénétration du « gaz hydrodynamique » dans le
« gaz statique ») pourrait aussi être envisagée ce qui poserait des problèmes assez simi-
laires. Il est d’ailleurs probable que cela ne pourra pas se faire dans le cadre d’un modèle
analytique, ou peut être avec une fonction de transition spéciﬁque.
Relaxation de dithienyléthènes photochromes
Le photochromisme est au cœur de cette thèse. Pour mémoire, les molécules que nous
étudions sont toutes construites autour d’un cœur central comportant des groupements
benzothiophenyl, permettant une réaction d’électrocyclisation photoinduite. Il y a alors
commutation entre une forme ouverte et une forme fermée de la molécule. Le passage de la
forme ouverte à la forme fermée se fait via une excitation des électrons π du cycle central
qui leur permet de se réorganiser avec les électrons π des deux cycles benzothiophenyls
pour former une liaison σ entre deux atomes de carbone en α de l’atome de soufre de
chacun de ces groupement.
Dans les études sur les molécules photochromes nous avons pu nous rendre compte de
la complexité d’un tel système. En eﬀet, dans leur forme ouverte les molécules étudiées
possèdent deux conformères, l’un étant réactif et l’autre non. Les structures électroniques
de ce genre de molécules semblent complexes malgré la description simple de la réaction
d’électrocyclisation par les règles empiriques de la chimie organique.
Les résultats obtenus lors de cette étude montrent la présence de plusieurs constantes
de temps de décroissance, 3 ou 4 en fonction de la molécule, pour la dynamique de
relaxation de l’état excité. Ces temps caractéristiques de décroissance couvrent trois ordres
de grandeur (de la centaine de femtosecondes à plusieurs centaines de picosecondes). Des
oscillations ont aussi pu être observées, aussi bien sur les signaux des PE que sur celui
des PI, ces oscillations sont créées dans le premier état excité, suite à l’excitation de la
molécule par la pompe. Elles correspondent à une oscillation du paquet d’onde dans l’état
S1 de la molécule dans le conformère P comme AP.
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Les résultats obtenus, aussi bien en phase condensée qu’en phase gazeuse, suggèrent un
mécanisme complexe pour la réaction de fermeture de cycle. Le paysage électronique ne fa-
vorise pas ici un mécanisme de relaxation unique se faisant de manière séquentielle, comme
dans la plupart des cas en femtochimie, mais plutôt un mécanisme pouvant mettre en jeu
plusieurs chemins de relaxation en compétition avec une séparation du paquet d’onde très
rapidement après l’excitation de la molécule. Une partie du paquet d’onde relaxe vers
l’état fondamental en quelques centaines de femtosecondes en passant au travers d’une
intersection conique, une autre partie relaxe plus lentement vers l’état fondamental via
des couplages vibroniques en restant quelques picosecondes dans l’état excité. Ces deux
chemins parallèles ne mènent pas forcément au même produit : la forme ouverte ou la
forme fermée. En fonction de la molécule, de l’environnement (phase cristalline, solution
ou phase gazeuse), les diﬀérents mécanismes de relaxation n’auront pas le même poids.
Des exemples de ces mécanismes sont présentés sur la ﬁgure 7.12.












Figure 7.12 – Mécanismes de relaxation envisagés pour les molécules photochromes étu-
diées.
Par exemple, un environnement contraint tel que la phase cristalline empêche de grands
changements au niveau de la géométrie de la molécule. Ceci bloque certains mécanismes
de relaxation, tels que l’accès à l’intersection conique, qui demande une grand torsion du
squelette de la molécule. Dans ce cas nous nous attendons à ce que le mécanisme soit
entièrement dominé par la relaxation via le couplage vibronique. Ainsi pour BTF6, nous
observons un comportement photochrome en solution (uniquement pour une relaxation
initiale très rapide [52]) alors ce n’est pas le cas en phase cristalline [45,58].
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Les perspectives que nous pouvons envisager pour cette étude sont, dans un premier
temps et de manière générale, d’approfondir les études aussi bien en phase gazeuse qu’en
solution pour les molécules BTF6 et PTF6 mais il serait aussi nécessaire approfondir
l’étude théorique en ne se limitant pas uniquement au conformère AP. Dans un second
temps, pour se rapprocher de l’application de ces molécules photochromes (mémoires et
switches optique), il serait bon de compléter l’étude de solvatation de la molécule dans
un milieu, et ensuite se diriger vers une étude sur des nano-objets composés de molécules
photochromes. Des études de ce type ont été réalisés en phase condensée [123], mais nous
pensons que pour une compréhension des mécanismes, il faut les compléter par des études
en phase gazeuse. Ce point de vue est justiﬁé par la richesse des diagnostics employés en
phase gazeuse, tels que ceux utilisés dans cette thèse.
Relaxation excitonique dans les agrégats d’argon
Dans l’étude de la relaxation excitonique au sein d’agrégats d’argon, nous avons pu
observer diﬀérents phénomènes se produisant à diﬀérentes échelles de temps. Tout d’abord
une relaxation d’état excitonique se produisant dans les premières picosecondes après
l’excitation à une vitesse moyenne d’environ 1 eV.ps−1. Puis une fois, cette relaxation
terminée, à environ 3 à 4 picoseconde après l’excitation, celle-ci se localise sur une paire
Ar⋆2 dont nous avons observé l’apparition à partir de 4-5 picosecondes. Au cours de cette
relaxation, l’éjection d’atomes Ar⋆ a pu être observée, celle-ci a pu nous informer sur la
durée de vie maximale de l’état excitonique délocalisé.
Ce travail a permis de démontrer qu’une approche en phase gazeuse de l’étude d’ex-
citons peut apporter des informations importantes sur le mécanisme de relaxation qu’il
semble diﬃcile d’observer en phase condensée. Cela ouvre la voie vers des études sur des
systèmes plus élaborés chimiquement que les agrégats d’argon, tels des nanoparticules.
C’est cet aspect qui a motivé les travaux préliminaires décrits dans le chapitre 2 sur
l’utilisation de lentilles aérodynamique pour porter des nanoparticules en phase gazeuse.
Cela permettra d’aborder des systèmes aussi bien inorganiques (nanoparticules de SiO2
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Résumé
Cette thèse présente la dynamique ultrarapide de relaxation de molécules photochromes et
des agrégats d’argon en phase gazeuse à l’échelle femtoseconde. Des expériences utilisant la
technique « pompe-sonde » ont été menées sur un dispositif utilisant un faisceau moléculaire
pulsé couplé à de l’imagerie de vitesse de photoélectron/photoion (VMI) et un spectromètre de
masse à temps de vol (TOF-MS). Ces études nous ont permis de caractériser les changements
de distribution électronique des différents systèmes en fonction du temps. Par ailleurs une étude
théorie/expérience sur la caractérisation de la densité et de la distribution de vitesse au sein
d’un faisceau moléculaire pulsé a aussi été réalisée.
Dans le cas de la dynamique des dithienyléthènes, nous avons observé des mécanismes de
relaxation électronique parallèles. Le paquet d’onde initial se sépare en deux parties distinctes.
Une première partie se dirige vers l’état fondamental via une intersection conique, tandis que
la deuxième partie reste quelques picosecondes dans l’état excité en oscillant avant de relaxer
vers l’état fondamental. Cette étude nous a permis de comprendre la dynamique intrinsèque
des différentes molécules étudiées, mais aussi d’étendre le mécanisme de relaxation à toute cette
famille de molécules photochromes dans les trois phases dans lesquelles elles sont étudiées.
Dans le cas des agrégats d’argon, deux phénomènes ont été observés à différentes échelles de
temps. Le premier se produit dans les premières picosecondes et est la relaxation électronique
d’un état excitonique à une vitesse d’environ 1 eV.ps−1. Le deuxième phénomène résulte de la
localisation de l’excitation sur une paire Ar⋆2 que nous avons pu observer à partir de 4-5 ps.
L’éjection d’atomes d’argon excités a aussi été observée, nous permettant ainsi de connaitre
la durée de vie maximale de l’état excitonique délocalisé. Ce travail a permis d’apporter des
informations supplémentaires à celles fournies par les études réalisées en phase condensée. Il
ouvre donc la voie vers l’étude de systèmes plus complexes tels que les nanoparticules en phase
gazeuse.
Abstract
This PhD thesis investigated the ultrafast dynamics of photochromic molecules and argon
clusters in the gas phase at the femtosecond timescale. Pump-probe experiments are performed in
a set-up which associates a versatile pulsed molecular beam coupled to a photoelectron/photoion
velocity map imager (VMI) and a time-of-flight mass spectrometer (TOF-MS). Theses pump-
probe experiments provides the temporal evolution of the electronic distribution for each system
of interest. Besides, a modelization has been performed in order to characterize the density and
the velocity distribution in the pulsed beam.
Regarding the photochromic dithienylethene molecules, parallel electronic relaxation path-
ways were observed. This contrasts with the observation of sequential relaxation processes in
most molecules studied so far. In the present case, the initial wavepacket splits in two parts.
One part is driven to the ground state at the femtosecond time scale through a conical inter-
section, and the second part remains for ps in the excited state and experiences oscillations in
a suspended well.This study has shed light into the intrinsic dynamics of the molecules under
study and a general relaxation mechanism has been proposed, which applies to the whole family
of dithienylethene molecules whatever the state of matter (gas phase or solution) in which they
have been investigated.
Concerning argon clusters excited at about 14 eV, two behaviors of different time scale
have been observed at different time scales. The first one occurs in the first picoseconds of the
dynamics. It corresponds to the electronic relaxation of an excitonic state at a rate of∼ 1 eV.ps−1.
The second phenomenon corresponds to the localization of the exciton on the excimer Ar⋆2. This
phenomenon is observed 4-5 ps after the excitation. In this study, we also observed the ejection
of excited argon atoms, addressing the lifetime of the delocalized excitonic state. This work
provide additional informations compared to those contributed in condensed phase and it pave
the way for new studies in gas phase on more complex system such as nanoparticules.
