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Abstract 
Microstructure-Property Linkages in Composite Materials using Second-Order 
Homogenization Theories  
Massimiliano Binci  
Surya R. Kalidindi, Ph.D 
 
In the modern scenario of materials engineering, composite systems are emerging as 
leading materials in many technological applications. The increasing popularity depends 
on the specific capacity for these materials to tailor their proprieties by varying their 
internal structure. Composites have unique combinations of properties that are not 
achievable by traditional materials. The synergy between the different constituents results 
in improved performance. Composites can reach very high specific strength and be 
extremely anisotropic. The anisotropic character can be enormously enhanced by 
optimizing the morphology of the microstructure. The unique capabilities and the 
competitive edge of composites in all fields of engineering have steered our curiosity 
toward the study their microstructure-property relationships.  
Recently we have developed a novel mathematical framework, called the 
Microstructure Sensitive Design (MSD), specifically introduced to address to the 
microstructure-property-processing paradigm of materials. The main feature of MSD is 
the simplification of the linkages in an appropriate spectral (Fourier) space and 
identification of the microstructure hull, i.e. the spectral domain of all possible 
microstructural realizations of a given material system. In this work we have extended the 
MSD framework to microstructure-property relationships of composites that utilize 
second-order homogenization theories. These latter are a formidable advancement over 
the previous first-order theories that accounted only for the volume fraction information 
of the material constituents. Second-order theories seize the morphological details of the 
microstructure and capture the anisotropy of materials. Using this new spectral 
framework we have successfully established macroscopic elastic properties of composites 
and delineated for the first time in literature the second-order property closures, i.e. the 
ensemble of feasible microstructures of a given material system satisfying prescribed 
 xii
 
performance conditions. Next, we shifted our attention to an important class of scale-
bridging relations, called localization linkages, which represent relevant phenomena, such 
as fracture and creep. The localization linkages connect the microscopic stresses or 
strains to the macroscopic loading conditions and they are described by fourth-rank 
tensors. The localization tensors are efficiently recast in the Fourier space as algebraic 
expressions whose coefficients do not depend on the microstructural details. These 
parameters, called influence coefficients, are constant for a given material system and 
define the local response of a composite with any morphology, however, are difficult to 
evaluate. In this work we have developed two different strategies to calculate the 
influence coefficients: the first consists in the direct numerical integration of the 
homogenization theories; the second approach is based on the calibration of these 
coefficients to the results of finite element micromechanical models. We show that that 
the spectral method is a useful tool to predict local properties of composite materials with 
weak and moderate contrasts of the material moduli. Finally, we discuss some ways to 
improve the current methodology.  
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Chapter 1 
Introduction 
 
This work is focused on developing a novel mathematical framework for prediction 
of the microstructure-property relationships for composite materials. Composites are 
materials whose properties are derived from the synergy of very different constituents. 
Even though these materials have been used broadly, the modern notion of composites 
refers to compounds of distinct phases specifically engineered to obtain maximum 
performances otherwise not achievable with traditional materials. The specific 
arrangements of the material internal structure confer unique capabilities. Particularly 
interesting in these materials is the possibility of exploiting the inherently anisotropic 
performance by optimizing the spatial placement of the constituents in the internal 
structure. Composites have already taken over traditional materials in many technological 
applications where materials need to operate at extreme conditions. Multi-phase materials 
have unique capabilities and they can satisfy a desired combination of property 
requirements by modifying the spatial configuration of the phases in the internal 
structure. With the reducing of the processing costs, composites are becoming 
increasingly popular not only in the most technologically advanced subjects but in all 
fields of engineering.  
The understanding of the microstructure-property relationships is certainly one of the 
main goals of the research in composite materials. Macroscale properties of composites 
depend upon the details of the material structure at the meso- and micro-scale. The 
complex interactions of the underlying physical phenomena still hinder scientists from a 
full comprehension of these linkages. The intricate interactions among the phases and the 
effects of defects on the structural configuration are still difficult to predict with current 
models. For these reasons, many designs of new materials have often relied upon a 
certain degree of human intuition and some serendipity. What makes materials difficult to 
model is their intricate multi-scaled nature: materials can be resolved at several length 
scales. Details of the material structure at given scale are the result of finer details at 
lower scale. This organization is hierarchal: details defined at higher resolutions transmit 
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the information to details carried at a lower degree of resolution and vice-versa. Hence it 
is always possible to magnify the material structure and discover new features of it. The 
complexity of composites is hence depicted by linkages that connect different scales of 
observation, but this is not all. Even at a given scale, the number of materials descriptors 
is so large that is not possible to account for all possible configurations of the material 
structure. The number of theoretical topologies of the material internal structure is 
essentially infinite, while the number of microstructures that are actually processed and 
realized with the current technology is finite. This leads to a speculative conclusion: the 
space of all possible morphologies of a material and that of the related properties may 
remain for the most part unexplored. So far, the only practical manner to explore such 
infinite spaces has been through experiments. As new mathematical models and theories 
are taking shape in materials-related disciplines, it is possible to observe an increasing 
excitement and confidence in the capabilities of new numerical tools that are able to 
guide, assist and support the experiments. Material design has received an incredible 
boost with the advent of computer era. Numerical models are now able to compute 
millions of combinations of possible realizations of a discrete material system in a very 
short time and to identify those configurations that satisfy, within a given tolerance, the 
desired performance requirements. In the futuristic paradigm of materials, numerical 
tools are becoming the new engines for material design and selection, and it is envisioned 
that they will become, one day, the primer drivers to discoveries of new super-performing 
composite material systems.  
Following this new line of thought, in recent years several different approaches to 
materials modeling have been formulated and successfully applied to a limited number of 
case studies. These include the system approach [1, 2], material selection from a database 
[3, 4], topology optimization [5-7] and multi-scale modeling [8, 9]. Each method is aimed 
at providing optimal materials for critical design applications through inverse solutions, 
i.e. design of optimal microstructures with targeted combination of properties. These 
methodologies have brought notable contributions at a practical level for a limited class 
of microstructures [1, 10-12]. However, new approaches are essential for successful 
application to a wider range of materials. New theories are based on correlation 
functions, also referred to as n-point spatial correlation functions [13-16], that capture 
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more features of the microstructure and that can be utilized to predict reliably the 
macroscopic anisotropic properties of materials.  
Homogenization theories of composites that use correlation functions are not new in 
literature. Historically, statistical theories were developed in the 1960’s upon the pre-
existing description of materials that considered isotropy of the phases and spatial 
homogeneity of the structure. The first models, conceived in the 19th century, were based 
on simple statistical functions used to quantify the microstructure, called 1-point 
distributions, which essentially reflect the probability density associated with realizing a 
specified local state h (defined as a combination of several microstructural variables such 
as phase, grain orientation, composition, and any other relevant local parameter) in the 
neighborhood of a point randomly placed in the microstructure. The 1-point distributions 
carry information pertaining to only the volume fractions of various distinct local states 
in the microstructure and do not carry any information on their spatial correlations. As a 
result, these basic distributions do not account for the anisotropic effects due to the 
spatial arrangements of the local states. Nevertheless, for many decades only the 
information on the volume fraction of the constituents was used in formulating composite 
theories. The 1-point bounds of effective properties derived from these theories are based 
upon energy principles and they cannot be violated. However, these limits are often of 
limited use in highly constrained design because the range between the predicted upper 
and lower bounds is too broad. 
Higher order statistical theories have been introduced to produce narrower bounds 
and more accurate estimates of the effective properties. These theories typically refer to 
the 2-point spatial correlation functions, ( )rhh ′,2f  that denote the probability density 
associated with finding specific local states h and h′ , respectively, at the ends of a vector 
r thrown randomly into the internal structure of the material. The second-order theories 
constitute a giant leap in composite homogenization theories, given that pair correlations 
capture the spatial morphology of the microstructure and can be utilized to predict of the 
anisotropic effective elastic properties of materials. In this document, the high-order 
correlation functions are introduced in Chapter 2, while the most relevant variants of the 
second-order homogenization theory in current literature, derived using the statistical 
continuum mechanics approach, are reviewed in Chapter 3. 
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A novel approach, called Microstructure Sensitive Design (MSD), has been proposed 
in recent years to describe efficiently the modern microstructure-property-processing 
paradigm of materials [17-19]. The main focus of the presented work has been to extend 
the theoretical framework of MSD to include the two-point spatial correlations that are 
used to establish quantitative linkages between the microstructure and the estimates or 
bounds on effective properties using the selected homogenization theories [13, 14, 16, 20, 
21]. The second-order MSD represents a substantial advancement of the prior studies that 
were focused on using the 1-point distributions together with elementary bounding 
relations [22, 23]. The main feature of MSD is that the complete set of theoretically 
feasible distributions describing the microstructures in a material system is identified by a 
convex hull [22, 24, 25] in an appropriate Fourier space. In this new spectral framework 
the microstructure-property linkages are noticeably simplified and recast into simple 
algebraic expressions. This spectral formulation imparts invertibility of the linkages and 
makes possible to explore effectively the space of all possible realizations of a given 
composite system in the Fourier space.  
MSD is powerful tool for materials design and it has been applied successfully to 
delineate G-closures, i.e. the space of all theoretically feasible property combinations of a 
material. The G-closures represent a difficult problem in mathematics and they have been 
delineated only for a limited number of simplified cases [26-29]. Approximations of the 
G-closures, called properties closures, have been identified to date by the MSD 
methodology focusing on using the 1-point statistics of the microstructure together with 
the elementary bounding theories [30, 31]. In this work we have improved the MSD 
framework and explored the property closures of multiphase materials using second-order 
theories [17, 30].  The main features of the spectral framework and their application to 
the property closures are summarized in Chapter 4. 
After the successes reported in formulating the effective properties of elastic 
composites, the MSD framework has been extended to another class of linkages at the 
core of multi-scale modeling of materials, called localization relationships. Such linkages 
provide efficient scale-bridging relations between variables defined at different length 
scales. For instance the localization relationships connect the microscale response in a 
composite material to the macroscale loading conditions, while taking into account the 
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local details of the microstructure at the location of interest. These structure-property 
linkages are expressed through fourth-rank localization tensors. As for the effective 
properties, the localization tensors are also expressed as series expansions of integrals 
containing higher order statistics of the microstructure. In the MSD framework, the 
localization tensors are expressed as a polynomial whose coefficients are independent 
from the microstructural details, and referred to as influence coefficients. Such 
parameters are unique for a given material system and they are used to calculate the local 
stresses or strains of a composite with any morphology. A major difficulty is found in the 
evaluation of the influence coefficients because they entail solving the convolution 
integrals of the Green’s function that contains a singularity. Two different approaches 
have been proposed to evaluate the influence coefficients: the first approach involves 
their direct computation from the second-order homogenization theories through a 
numerical integration scheme; a second method calibrates these parameters to the results 
of selected finite element (FE) models. The results have been presented in Chapter 5 
together with an illustrative case study of a bi-phase composite material that demonstrates 
the validity of the spectral method in computing efficiently the local stress distributions 
of several microstructural arrangements with weak and moderate contrast of the material 
phases. The conclusive remarks and the suggestions for future work are reported in 
Chapter 6.  
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Chapter 2  
Statistical Representation of the Microstructure  
 
2.1 The Local State Space  
  A local state defines the distinct character of a local region in the microstructure of a 
material that can be measured using available materials characterization equipment at the 
desired spatial resolution. The local state of interest, denoted with h, in a particular 
material system can be a combination of the lattice orientation, composition, phase or 
other possible local descriptors. It is assumed that every material point Ω∈x  can be 
associated with one or more local states H∈h (in the immediate neighborhood of x). In 
the statistical description of material systems the domain of the local states, H, is referred 
to as local state space.  The local state space can be continuous or discrete. For instance, 
the local state space for the lattice orientation is the continuous Euler space of the three 
angles describing each distinct relative orientation of one grain with respect to a sample 
reference frame. For a compound made of pure isotropic phases, H may be defined as the 
discrete set of the m constituent phases, i.e. { }mH ααα ,...,, 21= . For such composite 
materials, it suffices to select the phase present at any point of the volume to specify the 
local state h. Such description of the microstructure ignores the planar defects defined at 
atomic-scale between two phases at very small distances (<1 nm). However, for materials 
whose particle size is in the order of microns, the inter-phase boundary effects are not 
negligible. Hence composites that are described only through phases should have an 
average particle size much bigger than the characteristic inter-phase distance.  
 Given the incredible amount of information at the microscale level, the only efficient 
way to quantify the material is through statistical analysis. The statistical description of 
materials entails identifying all spatial correlations among all local states in the 
microstructure which in turn are captured by the n-point statistics. The order of the 
statistics reflects the richness of details of the microstructure. In the following section we 
introduce the concept of microstructure function used to define the high order statistics.   
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2.2 The Microstructure Function 
 
In the statistical description of a material, we introduce the concept of microstructure 
function, ( )hx,M , defined in the product space ℜ→×Ω H , where Ω  denotes the space 
of the material points, and H is the local state space of the material descriptors. The 
microstructure function is defined as [17]:    
 
V
dVdM hhhx =),(  (2.1) 
and it represents the probability density function associated with finding a specific local 
state h in a small neighborhood of volume V containing the point x. Fig. 2.1 shows 
schematically the representative volume element (RVE) and the various variables defined 
above. The microstructure function is a useful mathematical concept that allows, in turn, 
definition of a hierarchical set of statistics for the structure.  
 
Figure 2.1 A schematic interpretation of the microstructure function M(x,h) for a generic RVE, 
Ω. Vh is the volume fraction of material in the neighborhood V of x which is associated with the 
local states that lie within an infinitesimal invariant measure dh of h. 
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2.3 Probability Density Functions  
 
The basic information of a microstructure is carried by the one-point correlation 
which corresponds to the probability of realizing a specified local state at a random point 
in the microstructure. For a material of volume ( )ΩVol , this probability is embodied by 
the one-point distribution function defined as 
 ( ) ∫ΩΩ= xhxh dMf ),(Vol
1)( . (2.2) 
The funciton )(hf  contains the information associated with the volume fraction of that 
particular local state in the microstructure.  
x1
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Figure 2.2 Two-dimensional idealized periodic microstructures made of a phase alpha (white) and 
a phase beta (black): a) the chessboard microstructure b) elongated chessboard microstructure. 
Both microstructures have the same volume fraction of the phases. The first-order statistics is the 
same for both cases.  
 
For purpose of illustration, we show how to construct the 1-point statistics of 
microstructures in a two-dimensional case: Fig. 2.2 represent two idealized 
microstructures with periodic arrangement (chessboard) of two isotropic phases α  and 
β , and colored respectively in white and black. Both microstructures contain the same 
amount of phases. The one-point statistics is obtained by constructing two probabilities: 
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the probability αP  of realization of the α  phase and the probability βP  of realization of 
the β  phase when a point x is randomly placed in the microstructure. After a sufficient 
number of trial points each probability converges to a value, corresponding to the volume 
fraction of the phase in consideration. Given that these microstructures have the same 
volume fraction of constituents, they possess the same 1-point statistics. Hence it is 
apparent that the 1-point statistics do not capture the details of the spatial distribution of 
the local states. 
The details of the spatial placement of the local states are captured by spatial correlation 
functions. For instance, the 2-point correlation function, 2f , expresses the joint 
probability density of realizing two different local states h and h′  spatially separated by a 
prescribed vector r and defined as   
 ( ) ∫Ω ′+Ω=′ xhrxhxrhh dMMf ),(),(Vol
1)|,(2 .                     (2.3) 
The 2f  captures the basic information on the relative spatial placement of two local states 
at a time, thus providing more information about the morphological arrangement of the 
phases. With reference to Fig. 2.2, the two local states are located at the ends of the  
vector r and they can only land on phase α or β. The 2-point statistics of each  
microstructure entail constructing four different probabilities, ( ) ( ) ( )rrr βααβαα PPP ,,  and 
( )rββP  associated with the occurrence of the local state h and h′  spatially located at the 
tail and the end of the vector r (not a point) randomly placed in the microstructure. As an 
example, let ααP be the joint probability of realizing the phase α at both ends of the 
vector r. We construct such probability for the microstructures of Fig. 2.3. It is required 
to compute as many probabilities ( )rααP  for as many possible vectors r. The contour 
plots of the 2-point correlation maps of ααP  are reported in Figs. 2.3.
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Figure 2.3 Contour plots of the probability Pαα of realizing two white phases at the ends of a 
vector r randomly thrown into the microstructure. The axes of the plots are the components of the 
vector r. The plots show the same geometrical patterns of the two microstructures. Pαα is 
representative of the two-point correlations and it captures the spatial morphology of the 
microstructure. 
 
The axes of the plots represent the two components of the vector r (only the positive 
quadrant of the plot is reported, the other quadrants are symmetric with respect to the 
origin). The contours show that the 2-point correlation maps follow the morphological 
arrangement of the original microstructures. Any vector starting from the origin of the 
plot and landing on a red zone, denotes high values of the probability ( )rααP . On the 
other hand, vectors ending on a blue region identify low probabilities of ( )rααP . This 
simple example shows that the 2-point statistics capture more information than the mere 
volume fraction of the phases. In reality, the complete set of 2-point correlations in a 
material includes all possible vectors r in the three-dimensional space. Such maps can be 
constructed for 3-D datasets acquired with modern characterization techniques that use 
sequential or oblique sectioning of real samples.  
High-order correlation functions contain even finer details of the microstructure. By 
extending the previous definition of distributions to n points, we define the n-point 
statistics as 
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where the integral function represents the nth-order correlation of the M function. Despite 
the formal definition, the n-point statistics (with 3≥n ) have been used to quantify a 
limited class of microstructures with specific topological arrangements [32-35]. In this 
work we consider only the first- and second-order statistical theories. 
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Chapter 3  
High-Order Homogenization Theories of 
Composites  
 
Statistical continuum theories aim to derive expressions for the effective properties of 
heterogeneous materials that utilize high-order statistics of the spatial correlations of 
local states in the microstructure. The typical outcomes of these theories are either 
bounds or estimates of the elastic properties. Within these theories the effective 
properties typically result in series expansions, where the higher order terms 
progressively utilize higher order spatial correlations of local descriptors. Bounds of the 
effective elastic properties that account for the 1-point and 2-point statistics of the 
microstructure are obtained by variational principles and they involve inequalities of the 
local elastic strain energies. Estimates of the effective properties instead are derived from 
the equilibrium equations of an infinite continuous medium subjected to far-field uniform 
boundary conditions. In statistical theories of composites both bounds and estimates 
constitute the basic tools used to explore the microstructure-property relationships while 
accounting for the anisotropy due to the specific spatial arrangement of the material 
constituents. High-order spatial correlations are defined by convolution integrals that 
cannot be solved analytically and demand high computational resources. We report in 
this chapter the principal second-order homogenization theories for anisotropic effective 
elastic properties. These include the generalized Hashin-Sthrikman (GHS) bounds, the 
classical perturbation estimate and a variant of the perturbation estimate specifically 
formulated to account for composites with higher contrast of the material phases. We 
perform a critical comparison of the theories using finite element models and we select 
the variant that provide the best accuracy for moderate contrast problems while being 
amenable to be incorporated into the Microstructure Sensitive Design framework.  
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3.1 First-Order Theory 
 
First-order theories provide conservative bounds of the effective properties of 
multiphase materials. Such bounds are derived by variational principles and they often 
appear as inequalities in terms of strain energy densities. The local strain energy density 
ω  of a composite can be expressed as a quadratic form: 
σSσεCε ⋅=⋅=
2
1
2
1ω     (3.1) 
where the local strain ε  and stress σ  are second-rank tensors. The local stiffness C  and 
compliance S are four-rank tensors and they are symmetric and positive definite. As a 
result, the quadratic form of Eq. (3.1) is always a positive scalar. The total strain energy 
of a composite is obtained by integrating Eqs. (3.1) over the entire material volume. By 
invoking the principle of minimum potential and complimentary energy we obtain the 
following relations [36-39] 
( ) εεCεεCxεCε ⋅≤⋅=⋅Ω ∫Ω 2
1
2
1
vol2
1 *d ,  (3.2) 
( ) σσSσσSxσSσ ⋅≤⋅=⋅Ω ∫Ω 2
1
2
1
vol2
1 *d .  (3.3) 
These limits are called Voigt-Reuss bounds or Hill-Paul bounds and they are applicable 
to both polycrystalline and composite materials. Eq. (3.2) assumes the same iso-strain 
conditions in all grains or phases of the material while Eq. (3.3) uses the same iso-stress 
conditions in all constituents. By inverting Eq. (3.3), we establish  
   ( ) σσSσσS ⋅≥⋅ −− 11*    (3.4) 
and substituting ( ) 1** −= SC  we obtain the lower bounds [16, 40]. The 1-point bounds can 
be expressed as 
εCεεCεεSε ≤≤− *1 .   (3.5) 
Eq. (3.5) is often rewritten in a compact notation showing only the limits of the effective 
stiffness tensor *C , as 
CCS ≤≤− *1 .    (3.6) 
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Similar inequalities are formulated for the effective compliance tensor *S . Eq (3.6) 
applies directly to the diagonal terms of the stiffness tensor. Bounds for the non-diagonal 
terms have been also derived in literature [41]. Note that all these relationships should not 
be intended as inequalities on the tensors, rather on their quadratic forms. The 1-point 
bounds are easy-to-compute and they cannot be violated since they are based on energy 
principles. For these reasons, they usually serve as benchmark to test new 
approximations. When a model provides predictions outside these elementary bounds it 
needs to be amended. Though of relevant theoretical importance, the one-point bounds 
are impractical in most designs of materials because the predicted limits are often too far 
apart.  
 
3.2 Second-Order Theory  
 
As already mentioned in the previous chapter, the 2-point distributions describe the 
spatial correlation between two local states h and h′  seperated by a specific vector r, and 
capture the information on the morphology about the microstructure. Pair-correlations 
can be included in the homogenization theories to predict more accurately the anisotropic 
properties of composites. Second-order homogenization theories can be broadly divided 
into two different categories. The first group utilizes the variational principles originally 
formulated by Hashin and Shtrikman to derive second-order bounds on the desired 
properties. These bounds are referred to as the generalized Hashin-Shtrikman (GHS) 
bounds [28-31]. The second class uses perturbations of the local stress and strain fields to 
obtain bounds and estimates of the effective properties [16, 40, 42, 43]. The perturbation 
theory is based on the assumption that a local property, such as the local stress or 
stiffness can be decomposed into a reference value and a fluctuating term. Fluctuations 
are assumed to be small at any point of the material. The perturbation theory produces 
bounds and estimates of the macroscopic properties of composites. The expressions 
derived in the literature for the effective elastic properties from both approaches are 
summarized in the next sections.  
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3.2.1 Generalized Hashin-Shtrikman Bounds 
 
Different versions of the original Hashin-Shtrikman bounds can be found in the literature 
[42, 44, 45]. In this work, we employ the GHS bounds formulated by Adams and Olson 
[46]. The second-order GHS bounds for the effective elastic stiffness tensor, *C , are 
expressed as  
[ ] [ ] uuuuulllll 11211*11211 AAAACCAAAAC −− ++≤≤++ ,   (3.7) 
where 
( ) ( )
( ) ( ) ( ) ( ) .
,
2
1
xxxxx
x
′′′′−′=
′≡−=
∫ ddCdΓCA
CCCA
r
mnpq
r
klmn
r
ijklijpq
r
ijpq
r
ijpq
r
ijpq
r
   (3.8) 
( ) ( ) ( ) ( ) ( ) ( )[ ],
4
1 xxxxxx rjl,ik
r
il,jk
r
jk,il
r
ik,jl
r
ijkl
r
ijkl GGGGEΓ ++++= δ   (3.9) 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
+−+
+= klijrr
rr
ijklrr
rr
r
r
ijkl k
kI
k
kE δδμ
μ
μ
μ
μ 43
3
43
29
15
1 , ( )jkiljlikijklI δδδδ += 21 . (3.10) 
The parameters rk and rμ  refer, respectively, to the reference bulk and shear moduli of 
the composite while ijδ  is the unit tensor. The use of a reference medium is a common 
feature in all of the second-order homogenization theories discussed in this chapter. In 
Eq. (3.9), the superscripts u and l on the various terms suggest that these terms are to be 
computed using a different choice of the reference media for the two bounds. For 
example, lC  is the elastic stiffness tensor of the reference medium used for the lower 
bound, and is chosen to correspond to the lowest shear modulus among all elements of 
the local state space present in the given composite system. In Eqs. (3.9)-(3.12), a 
superscript r has been used to refer generically to the reference medium which is set to u 
for evaluating the terms in the upper bound while it is set to l for evaluating the terms in 
the lower bound. Brackets  represent ensemble averages, x  and x′  are spatial 
locations in the microstructure, ( )xC  is the elastic stiffness tensor of the local state 
associated with the spatial location x, and rΓ  is a fourth-rank tensor defined as a 
symmetrized derivative of the Green function, rG . It should be noticed that if the 
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material is statistically homogeneous the Green’s operator rΓ  is only function of the 
reciprocal distance of the points x and x′ , and not of their orientation. Note that 1A  and 
2A  are both fourth-rank tensors and require information on the statistics of the 
microstructure. 1A  requires just the 1-point statistics, while 2A  requires knowledge of 
the 2-point statistics. Also, the integral in the definition of 2A  is to be performed over the 
entire microstructure. 
 
3.2.2 Perturbation Theory 
 
The perturbation theory provides expressions for both estimates and bounds of the 
effective elastic properties. In this work, we have chosen to focus mainly on the estimates 
(not bounds) from the perturbation theories as these are more easily incorporated into the 
mathematical framework described in the next chapter. As a reference, the discussion on 
the bounds can be found in the literature [47-49]. Similarly to the GHS bounds, the 
perturbation estimate of the effective elastic stiffness *C  can be written as a series of 
multiple integrals of increasing order, such as [16] 
...* −′′′+′′−′+= CΓCΓCCΓCCCC r .  (3.11) 
In Eq. (3.13), the reference tensor is typically chosen as CC =r . Truncation of the 
series at the term containing the two-point statistics results in the following [40, 50]:  
( ) ( ) ( ) ( ) ( ) xxCxxKxCxCExCCC ′′′′−′−′′−≈ ∫
Ω
drrrrrr* , (3.12) 
[ ] . 
2
1  GGK rkj,il
r
ij,kl
r
ijkl +≈     (3.13) 
Variables in Eqs. (3.9) and (3.10) have been defined earlier, and as before, the evaluation 
of several terms in this expression depends on the choice of the reference medium.  
 
3.2.3 Modified Perturbation Estimate 
 
In obtaining estimates of the effective elastic properties, the most common approach in 
the literature [51, 52] has been to use the volume averaged stiffness tensor in the 
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microstructure as the reference value, i.e. CC =r . We have explored a second 
possibility, where the reference value of the stiffness tensor is chosen midway between 
the highest and lowest local stiffness tensors among all elements of the local state space, 
i.e. ( )lur CCC += 21 . This later choice is motivated here by two important reasons:  
(a) the convergence rate of the series expressions derived from perturbation theory is 
strongly controlled by the magnitude of the perturbation implied by the choice of the 
reference value. The choice of CC =r  can produce perturbations in elastic stiffness, 
rC′ , as high as ( )lu CC − in microstructures that are dominated by local states with low 
stiffness, but also possess small quantities of high stiffness components. However, with 
the choice of ( )lur CCC += 21 , it is guaranteed that ( )lur CCC +≤′ 21 . The smaller 
magnitude of the perturbations rC′  is expected to extend the application of the 
perturbation model to material systems with a larger contrast in the local stiffness values 
in the microstructure;  
(b) The choice of CC =r  makes the rE  and rK  terms in Eqs. (3.14) and (3.15) 
dependent on the one-point statistics of the microstructure, whereas with the choice of 
( )lur CCC += 21  these terms become independent of the statistics of the 
microstructure. This leads to a major improvement in obtaining property closures that had 
to be considered previously with only sets of microstructures with fixed one-point 
statistics [17]. With the new choice of the reference stiffness, it is possible develop 
properties closures that cover all possible one- and two-point statistics in a given 
composite material system as shown in the next chapter. 
 
In closing this section, we note that the second-order homogenization theories presented 
have not yet been systematically evaluated for their accuracy. The lone experimental 
evaluation of this theory comes on a copper polycrystalline material [51], while a limited 
number of comparisons with finite element model predictions were provided on selected 
composite materials [52]. Therefore we have compared the three theories presented above 
with the results of selected finite element micromechanical models. 
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3.3 Finite Element Evaluation of the Second-Order Homogenization 
Theories  
 
 In this section we undertake a systematic evaluation of the second-order homogenization 
theories previously presented, by directly comparing their predictions with the 
corresponding predictions from finite element calculations. The test model consists of a 
composite material system comprising of two isotropic constituents (labeled α and β in 
the discussion below). Specifically the variations of two effective elastic stiffness 
components, *1111C  and 
*
1212C , have been investigated for three different morphologies: (1) 
random arrangement of the constituents,  (2) oriented arrangement of constituents as 
fibers along 1-axis, and (3) oriented arrangement of constituents as fibers along 3-axis. 
These morphologies have been selected with the expectation that their effective 
properties will cover the broad range between their respective upper and lower bound 
values. For each morphology, we have investigated five different volume fractions of one 
phase, for example α (vα = 0.1, 0.3, 0.5, 0.7 and 0.9, respectively), and two different 
contrast ratios of the constituent’s elastic properties (see Table 3.1). Examples of the 
finite element meshes used in this study are presented in Fig. 3.1. The simulations were 
carried out using the commercial software ABAQUS. A total of 64,000 cuboidal C3D8 
(eight-noded three-dimensional continuum elements) were used in each mesh. The spatial 
resolution of the finite element meshes developed for this study was set such that the 
smallest region occupied by either constituent was at least two elements thick on any 
side.   
 
Table 3.1: Lamé moduli of the constituents used in the case studies presented in this paper. 
 
 
 
 
 
 
 
 
 
 λα [GPa] μα [GPa] λβ [GPa] μβ [GPa] 
Weak Contrast 70 35 100 55 
Moderate Contrast 70 35 200 160 
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Figure 3.1 Example of finite element meshes developed in this study for evaluation of the second 
order homogenization theories. 
 
The second-order homogenization theories described in the previous sections were also 
applied to the exact same models that were used in the finite element computations.  Note 
that the two-point convolution integrals in Eqs. (3.9) and (3.10) need to be evaluated only 
up to crr ≤ , where cr  denotes a scalar coherence length associated with the 
microstructure beyond which the two-point statistics are completely uncoupled, i.e.  
( ) ( ) ( ) cfff rrhhrhh >∀′=′ ,,2 .  (3.14) 
It is well established in literature [40, 51] that there is no contribution to the two-point 
convolution integrals of the type shown in Eqs. (3.14) and (3.15) beyond the coherence 
length of the microstructure. Note that the concept of the coherence length does not apply 
to periodic microstructures (for example, the continuous fiber microstructures described 
above are periodic along the fiber orientation). However, since the Green’s function in 
these convolution integrals decays quickly with r, it is possible to confine the numerical 
integration in Eqs. (3.14) and (3.15) to finite values of r without a significant loss of 
accuracy. Comparisons of the predictions from the various second-order theories and the 
corresponding predictions from the finite element model are summarized below in Tables 
3.2 and 3.3 for the weak contrast composite and the medium contrast composite, 
respectively (see Table 3.1 for details). 
The comparisons in Tables 3.2 and 3.3 provide the following insights: 
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i. The GHS bounds, truncated to second-order terms, clearly violate the elementary 
one-point bounds for several of the microstructures considered in this study. It is clear 
that the GHS bounds described in the previous Section need to be extended to include 
additional terms to provide meaningful bounds for the complete range of 
microstructures explored in this study. 
ii. The perturbation estimates obtained using CC =r  are in reasonable agreement with 
the finite element predictions for all of the microstructures with the weak contrast 
composite. However, for the moderate contrast composite, the estimates from this 
model violate the elementary one-point bounds for microstructures with low volume 
fractions of the high-stiffness component. As discussed earlier in the previous section, 
this is expected because the local perturbations in elastic stiffness, rC′ , are 
significantly higher for these microstructures than for the other microstructures. 
iii. The perturbation estimates using ( )lur CCC += 21  provide the best overall 
predictions for the entire set of composites and the different material properties used 
in this study. This confirms our earlier hypothesis that the choice of a reference media 
that decreases the magnitude of the perturbations will improve significantly the 
accuracy of the perturbation estimates. In subsequent chapters we will utilize this 
choice of the reference medium to develop efficient invertible microstructure-
property linkages.   
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Table 3.2 Comparison between Perturbation theory, Finite Elements simulations and first order bounds for random and oriented microstructure for the 
weak contrast composite (see Table 3.1).  
 
 
 Random arrangement Oriented fibers along 1-axis Oriented fibers along 3-axis 
                    C1111  [GPa]               
    vα      vα      vα   
    0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9 
First order upper bound 203.0 189.0 175.0 161.0 147.0  203.0 189.0 175.0 161.0 147.0  203.0 189.0 175.0 161.0 147.0 
Upper GHS bound* 191.4 179.9 168.5 157.1 145.7  191.4 179.9 168.5 157.1 145.7  191.4 179.9 168.5 157.1 145.7 
Perturbation theory  201.6 185.4 170.4 156.7 145.0  202.5 188.0 174.1 160.5 147.0  201.3 184.3 169.1 155.3 144.5 
Modified Perturbation theory 201.3 185.1 170.4 157.1 145.3  202.7 188.2 174.1 160.2 146.7  200.8 183.6 168.7 155.5 144.8 
Finite Element simulation 201.6 186.0 171.5 158.0 145.7  202.5 187.9 173.8 160.0 146.6  201.1 185.1 170.3 157.3 145.4 
Lower GHS bound* 201.8 185.3 168.8 152.4 135.9  201.8 185.3 168.8 152.4 135.9  201.8 185.3 168.8 152.4 135.9 
First order lower bound 200.0 182.6 168.0 155.5 144.8   200.0 182.6 168.0 155.5 144.8   200.0 182.6 168.0 155.5 144.8 
                  C1212  [GPa]               
    vα      vα      vα   
    0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9 
First order upper bound 52.8 49.0 45.0 41.0 37.0  52.8 49.0 45.0 41.0 37.0  52.8 49.0 45.0 41.0 37.0 
Upper GHS bound* 49.2 46.1 42.9 39.7 36.6  49.2 46.1 42.9 39.7 36.6  49.2 46.1 42.9 39.7 36.6 
Perturbation theory  52.8 48.4 44.1 40.2 36.6  52.7 48.2 43.9 39.9 36.5  52.7 48.3 44.1 40.2 36.6 
Modified Perturbation theory 52.7 48.3 44.2 40.3 36.7  52.6 48.1 43.9 40.0 36.6  52.7 48.2 44.1 40.2 36.7 
Finite Element simulation 52.6 48.4 43.8 40.0 36.5  52.6 48.2 44.0 40.3 36.5  52.5 48.0 44.5 40.2 36.5 
Lower GHS bound* 52.6 47.8 42.9 38.1 33.3  52.6 47.8 42.9 38.1 33.3  52.6 47.8 42.9 38.1 33.3 
First order lower bound 51.0 47.0 42.8 39.3 36.3  51.0 47.0 42.8 39.3 36.3  51.0 47.0 42.8 39.3 36.3 
                                      
* GHS bounds as reformulated by Adams and Olson [46] 
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Table 3.3 Comparison between Perturbation theory, Finite Elements simulations and first order bounds for random and oriented microstructure for the 
moderate contrast composite (see Table 3.1). 
 
 
 Random arrangement Oriented fibers along 1-axis Oriented fibers along 3-axis 
                    C1111 [GPa]                
    vα      vα      vα   
    0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9 
First order upper bound 482.0 406.0 330.0 254.0 178.0  482.0 406.0 330.0 254.0 178.0  482.0 406.0 330.0 254.0 178.0 
Upper GHS bound* 406.8 284.9 219.7 178.9 150.9  463.8 351.3 238.8 126.3 13.8  463.8 351.3 238.8 126.3 13.8 
Perturbation theory  456.7 346.9 259.7 194.9 152.7  479.2 398.4 318.3 241.0 169.6  461.4 344.4 240.4 149.8 117.2 
Modified Perturbation theory 465.1 358.7 259.7 175.2 127.3  477.7 396.4 318.3 244.5 174.1  450.6 329.9 240.4 175.9 147.0 
Finite Element simulation 462.8 362.6 275.8 207.7 158.6  476.8 394.7 317.6 244.5 158.6  449.6 340.3 254.2 199.2 155.2 
Lower GHS bound* 292.2 258.4 224.5 190.7 156.9  292.2 258.4 224.5 190.7 156.9  292.2 258.4 224.5 190.7 156.9 
First order lower bound 406.8 284.9 219.7 178.9 150.9   406.8 284.9 219.7 178.9 150.9   406.8 284.9 219.7 178.9 150.9 
                  C1212  [GPa]               
    vα      vα      vα   
    0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9  0.1 0.3 0.5 0.7 0.9 
First order upper bound 147.5 122.5 97.5 72.5 47.5  147.5 122.5 97.5 72.5 47.5  147.5 122.5 97.5 72.5 47.5 
Upper GHS bound* 139.9 99.8 59.7 19.6 -20.5  139.9 99.8 59.7 19.6 -20.5  139.9 99.8 59.7 19.6 -20.5 
Perturbation theory  143.8 112.1 82.0 55.3 36.5  143.1 110.3 79.2 51.5 34.2  142.9 111.1 80.2 53.1 36.1 
Modified Perturbation theory 142.0 109.6 82.1 59.6 42.0  140.9 107.1 79.2 56.8 41.0  141.1 108.0 80.2 57.8 41.6 
Finite Element simulation 142.8 111.1 79.6 57.4 41.0  142.2 110.7 81.4 60.7 82.9  143.4 104.4 81.3 57.4 38.3 
Lower GHS bound* 77.2 67.8 58.4 49.1 39.7  77.2 67.8 58.4 49.1 39.7  77.2 67.8 58.4 49.1 39.7 
First order lower bound 117.9 77.2 57.4 45.7 38.0  117.9 77.2 57.4 45.7 38.0  117.9 77.2 57.4 45.7 38.0 
                                      
* GHS bounds as reformulated by Adams and Olson [46] 
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Chapter 4 
Spectral Analysis of the Structure-Property 
Linkages  
 
In this chapter we present the core of a new mathematical framework called 
Microstructure Sensitive Design (MSD) used to transform the second-order 
homogenization relationships into an efficient spectral (Fourier) space. This 
accomplishment has been recently published in literature [17, 18]. In previous work, 
MSD was developed to describe efficiently invertible microstructure-property linkages in 
composite materials using first-order theories [22, 24, 30, 53]. The main advantages of 
this new framework have been demonstrated through several design case studies, where 
the goal was to identify the class of microstructures that are theoretically predicted to 
meet or exceed a set of designer specified effective property or performance criteria [25, 
31, 54]. In the spectral formulation of the second-order linkages of composites we have 
used a set of characteristic (primitive) basis functions. Other choices are possible and can 
be tailored to the specific material system of interest. The spectral representation has 
several advantages: first of all it defines in the Fourier space a convex region, the 
microstructure hull, which contains all feasible microstructures of the selected material 
system. The Fourier decomposition also reduces the series of convolution integrals of the 
effective properties into simple algebraic expressions that are fast to compute. In 
addition, such expressions include microstructure parameters that are completely 
decoupled from the material parameters. This imparts invertibility to the second-order 
microstructure-property linkages. We propose here the basic features of the framework 
and show how to construct the second-order property closures, i.e. the complete set of 
feasible effective property combinations in a given composite material 
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4.1 Spectral Decomposition of Second-Order Homogenization Theories 
 
Let ),( hxM  defined in Eq. (2.1) represent the microstructure of a sample that 
occupies a region Ω of the three-dimensional space, where h denotes an element of the 
local state space H. Formally, hhx dM ),(  is defined to be the volume fraction of material 
VdVh  in an infinitesimal neighborhood of material point x that associates with a local 
state lying within an infinitesimal neighborhood of (invariant) measure dh of the 
specified local state h: 
  .1,1),(,),( === ∫∫
HH
ddM
V
VdM hhhxhhx
x
h  (4.1) 
A primitive Fourier representation of the microstructure function has been proposed 
using indicator functions [17]. This decomposition entails dividing the region Ω into S 
cubical sub-cells of equal volume and the local state space H into N sub-cells of equal 
measure, as shown in Fig. 4.1.  
 
Figure 4.1 Partition of the material volume Ω into S cubical sub-cells ωs of equal volume. 
 
Let sω  denote an individual cell in Ω, and γn  an individual cell in H. These sub-cells 
must satisfy the properties 
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The indicator functions are defined using the above partitioning and they are expressed as 
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where ijδ  is the Kronecker delta, which equals 1 when ji = , 0 otherwise. Using these 
indicator functions as orthonormal basis, the microstructure function accepts a primitive 
Fourier approximation in the product space of indicator functions: 
  )()(),( hxhx ns
n
sDM χχ≈ ,    0≥nsD . (4.5) 
with Ss ...1=  and Nn ...1= . Throughout this chapter we adopt the Einstein notation that 
implies a summation on the repeated indices. The Fourier coefficients nsD  are called 
microstructure coefficients. The normalization relation in Eq. (4.1) requires that 
 ∑
=
=
N
n
n
s ND
1
.    (4.6) 
The above microstructure description can provide the needed statistics for the 
homogenization theories formulated using the statistical continuum mechanics theories 
described in Chapter 2. For example, the one-point statistics of the microstructure of Eq. 
(2.1) is transformed as 
 ( )hh nS
s
n
sDS
f χ⎟⎠
⎞⎜⎝
⎛= ∑
=1
1)( . (4.7) 
With some foresight into what is required later in recasting Eq. (4.5) in Fourier space, we 
define the 2-point spatial correlations as  
     , ),()()()|,(2
n
s
n
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tt
nnnn
t DDHFFf
′
′′
′′′ =′≈′ rhhrhh χχχ  (4.8) 
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where t enumerates the sub-cells in the partitioning of the r-space, and tssH ′  are a set of 
geometric parameters that are dependent only on the details of the partitioning of the Ω 
and the r-space [55]. rΩ  denotes the subset of Ω for which the points x and x+r lie 
within Ω. We assume that the microstructure statistics are obtained from an ensemble of 
samples and therefore the microstructure representation variables such as nsD  and 
nn
tF
′  
denote ensemble averaged values. 
The recast spectral formulation of the first- and second-order probability density 
functions is introduced into the second-order modified perturbation estimate model 
presented in Chapter 3. This approach essentially consists of decomposing the local 
stiffness and the Green’s function into their spectral representation and simplifying 
systematically the linkages.  
We start by recasting the effective stiffness in Eq. (3.14) as 
( ) ( ) ( ) ( ) ( )
( ) ( )
( )
( ) ( )∫ ∫ ∫
∫∫
′′′′′−
′′−≈
H H
r
R
rr
H
rrr
H
dddf
dfdf
c
.|,2
*
rhhrhhhCrKhC
hhhChCEhhhCC
r
 (4.9) 
The first two terms on the right-hand side of Eq. (4.9) are fairly easy to evaluate. 
However, the third term requires some attention. ( )cR r  denotes the set containing all the 
distinct vectors that lie in a sphere of radius cr , which denotes the coherence length of 
the microstructure (defined in Eq. (3.16)). We first address the fact that the integral in the 
third term is over a sphere whose radius is determined by the coherence length in the 
microstructure, while the microstructure description above using nsD  is applied to cubical 
regions (Fig. 4.1). We stipulate that the cubical region of the microstructure under 
consideration, Ω, is of size equal to or larger than cr  on each side, and define a spherical 
region sΩ  that circumscribes Ω (see Fig. 4.2).  
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Figure 4.2 Schematic description of various regions involved in the convolution integrals of the 
second order homogenization theories used in this paper. 
 
Let ( )ΩR  and ( )sR Ω  denote the sets of all vectors that fit in Ω and sΩ , respectively. 
The third term on the right-hand side of Eq. (4.9) can now be decomposed into a sum of 
integrals over the ( )ΩR  and ( ) ( )Ω−Ω RR s  (note that the integral over ( )cR r  is equal to 
the integral over ( )sR Ω , since the size of sΩ  is larger than the coherence length). Since 
the microstructure in Ω−Ω s  is uncorrelated, we can express this decomposition as  
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It is well established in the literature [51] that 
( ) 0
)(
=∫
Ω
rrK d
sR
r .     (4.11) 
Using this property, we can recast Eq. (4.10) as  
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Let  
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Using Eqs. (4.7) and (4.8) and Eqs. (4.12)-(4.14) in Eq. (4.10), we derive the following 
expression for the second-order perturbation estimate of the effective elastic properties of 
the composite: 
n
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s
n
s DDD
′
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′ℵ−≈ JC*      (4.15) 
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Eq. (4.15) embodies a quadratic relationship between the effective elastic properties and 
the microstructure variables nsD . Note that the microstructure variables are subject to 
constraints of Eq. (4.6). This requirement can also be expressed as  
    ∑−
=
−=
1
1
N
n
n
k
N
k DND .    (4.18) 
In order to take fully advantage of the spectral formulation it is possible to embody the 
last constraint into the original expression and reduce the total number of free variables. 
Substituting Eq. (4.18) in Eqs. (4.15)-(4.17) allows a compaction of the microstructure 
space from SN dimensions to ( )1−NS  dimensions. With this modification, the second-
order microstructure-effective property relationship can be summarized as (derivation in 
Appendix A)  
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The specified spectral formulation of the effective properties enables us to develop useful 
tools for material design, in the form of property closures. 
 
4.2 Second-Order Property Closures  
 
Property closures identify the complete feasible range of the combination of selected 
macroscale properties of interest in a given material system (i.e. a fixed local state space, 
but considering all possible topologies of the material internal structure). They also 
identify the classes of microstructures corresponding to selected property combinations in 
the closures. In this section we show how to identify elastic properties closures based on 
second-order homogenization theories. This is a significant enhancement to the MSD 
framework, since the previous second-order closures were restricted to sets of 
microstructures with a prescribed one-point statistics [17]. The new property closures 
presented were produced using Pareto optimal solution methods that represent a major 
improvement to the formulation of the properties closure problems. We establish a 
technique for exploring the closures and finding specific inverse solutions that are 
theoretically predicted to yield a prescribed contribution of properties. The proposed 
approach is quite generic and can be applied to all properties closures in the MSD 
framework, including the first-order ones. 
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We also provide a method for exploring the property closures and finding specific 
microstructure(s) that are theoretically predicted to yield a prescribed combination of 
properties. 
  
4.2.1 Delineation of the Closures 
 
Let P and Q denote specific choices of the components of the effective stiffness 
tensor, *C . Applying Eq. (5.19) results in 
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The complete range of feasible effective property combinations ( )** ,QP  satisfying Eq. 
(4.22) for a selected material system (with an identified local state space) defines the 
second-order property closure. A convenient solution is obtained upon realizing that the 
boundaries of the properties closures are essentially Pareto fronts [56-58] of a bi-
objective optimization problem. In this method, one seeks to establish the minima and 
maxima of ( )*2*1 ˆˆ QP nn +  for prescribed values of 1n  and 2n , and identify the 
combinations ( )** ,QP  corresponding to the extrema. The combinations identified in this 
manner can be proven to be on the boundary of the properties closure sought. Different 
combinations of 1n  and 2n  yield different points on the boundary of the closure. The 
quadratic nature of Eq. (4.22) together with the linear constraints allows the Pareto front 
to be delineated by standard quadratic programming. This method, however, finds easily 
only the points on the convex portions of the properties closure. In order to establish the 
points on the concave portions of the properties closure, one often requires the use of 
more sophisticated optimization methods, such as sequential quadratic programming [59, 
60]. 
In order to demonstrate the feasibility of the methods described above, we present here a 
simple case study. For this initial application, we have divided the microstructure region 
Ω into 27 sub-cells ( )27=S . We have also allowed the local state space to comprise of 
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only two isotropic constituents ( )2=N , whose properties corresponded to the weak 
contrast composite in Table 3.1. 
The Pareto optimal solutions for this problem delineate the property closure shown in 
Fig. 4.3. 
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Figure 4.3 Second-order elastic properties closure and its exploration for microstructures 
corresponding to a prescribed combination of desired properties.   
 
The new second-order property closure includes the complete set of feasible 1-point and 
2-point statistics of a composite microstructure and this was never reported before in 
literature, as far as the author knows. The key approximations that led to this result are 
the choice of the reference media in the perturbation estimate model and the primitive 
approximation of the microstructure using indicator functions.  Refinements to mitigate 
the impact of both these approximations are still the object of ongoing research.  
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4.2.2 Exploration of the Closures 
 
An important goal of the MSD framework is to formulate efficient methodologies to 
identify a class of microstructures that are predicted to yield the designer specified 
combination of properties, provided the specified combination lies inside the closure. The 
basic strategy suggested here is to establish first a set of three points in the closure that 
would approximately “triangulate” the desired property combination.  An example is 
depicted in Fig. 4.3. In this specific example, the three microstructures identified were 
labeled as A, B, and C and would be classified as eigen microstructures [17], i.e. 
microstructures where each sub-cell contains only a pure local state (mixtures of elements 
of the local state space are not allowed in a single sub-cell).  There exist a number of such 
eigen microstructures on the boundary of the properties closure. It is relatively easy to 
identify a set of such eigen microstructures distributed on the boundary of the properties 
closure, since the process described in the previous section for delineating the closure 
would automatically also identify these microstructures. We emphasized that although 
eigen microstructures were used to triangulate the desired property combination in this 
example, the methodology is general and applicable to any three selected microstructures 
(not necessarily eigen microstructures). Let ( )AnsD , ( )BnsD and ( )CnsD denote the selected 
microstructures. It is then relatively easy to map the range of properties combinations 
obtained by the set of microstructures defined by  
( ) ( ) ( ){ }0;0;0;1;|~ ≥≥≥=++++== γβαγβαγβα CnsBnsAnsnsns DDDDDM . (4.23) 
The property combinations corresponding to M~  are mapped in Fig. 4.3. Although this 
map identifies a triangular region, the edges of this region are not linear, due to the 
quadratic nature of Eqs. (4.22).   
Having identified the triangular region corresponding to all combinations of the three 
selected microstructures, we can solve for one or more microstructures that would be 
predicted to yield a combination of properties inside the identified region. This can be 
accomplished by substituting ( ) ( ) ( )( )CnsBnsAnsns DDDD βαβα −−++= 1  in Eq. (4.22), 
which results in a set of two quadratic algebraic equations in the unknowns α and β. The 
continuity implicit in the quadratic expressions of Eq. (4.22) guarantees that there is at 
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least one solution to this set of equations that will satisfy the requirements 
01,0,0 ≥−−≥≥ βαβα .  One example of such a solution is shown in Fig. 4.3 where it 
was established that a microstructure defined by 0.3 ( )AnsD +0.5 ( )BnsD +0.2 ( )CnsD  yielded a 
certain prescribed combination of the properties. It should be noted that a large number of 
equivalent microstructures can be sought through selection of different sets of three 
microstructures at a time that triangulate the desired combination.  
The procedure described here is quite general and can be easily extended to combinations 
of more than two properties. The number of microstructures needed to envelope a desired 
properties combination is always one more than the number of properties in the 
combination. The method described here can also be used for closures obtained from one-
point bounding relations [31]. 
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Chapter 5  
Localization Relationships in Elastic Composites  
 
In the previous chapter we focused on effective properties of composites, using either 
the elementary bounding theories [25] or the second-order perturbation estimates [17, 
18]. In a recent work, the MSD was used to explore a first-order spectral description of 
the localization tensor for elastic deformation [19] and localized properties [61] of 
polycrystalline materials.  
In this chapter, we develop a much more robust approach for higher-order spectral 
description of the localization tensor for elastic deformations that is applicable to all 
composite materials. Localization tensors define linkages that are at the core of multi-
scale modeling of materials since they provide efficient scale-bridging relationships of 
microstructure parameters defined at different length scales. Localization relationships 
describe important phenomena like fatigue and creep that are driven by local 
intensification of stresses and inter-phase interactions. The notion of localization 
relationships is of primary importance in materials engineering but yet such linkages are 
not fully understood. To the author’s knowledge, no significant breakthrough has been 
made in the mathematical formulation and modeling of the scale-bridging relations that 
also account for higher-order statistics of the microstructure. In this work we introduce a 
new method for computation of the localization tensors and exploration of their structure 
through the spectral analysis. We recast the localization tensors into an appropriate 
Fourier space. A key feature of the spectral method is the decoupling of the 
microstructure coefficients from other parameters called influence coefficients that do not 
depend upon the morphology of the system. The influence coefficients are constant for a 
given material system and this is a great advantage of the new framework since it 
simplifies noticeably the computation of the scale-bridging relations in composites of any 
microstructural arrangement. However, the evaluation of the influence coefficients 
requires high computational cost so we have presented two different strategies to 
calculate them in the following sections. We explain these approaches in a case study of 
simple composite material models where we compare the MSD framework to the finite 
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element models and show the validity of the new technique in capturing effectively the 
local properties of composites. 
 
5.1 Localization Tensors  
 
Localization relationships aim to connect the microscale response in a composite 
material to the macroscale loading conditions, while taking into account the local details 
of the microstructure at the location of interest. These structure-property linkages are 
expressed through fourth-rank localization tensors derived from higher-order 
homogenization theories. Localization tensors can connect any local elastic parameters, 
such as strains and stresses, to the corresponding driving force at the macroscale. As an 
example, we present here the localization tensor for the elastic deformation, a , that 
relates the local elastic strain at any location of interest in the microstructure to the 
macroscale strain imposed on the composite 
( ) ( ) ( )xεxaxε = , (5.1) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ...,,, −′′′′′′′′′+′′′−= xCxxΓxCxxΓxCxxΓIxa rrr  (5.2) 
In Eqs. (5.1) and (5.2), I is the fourth-rank identity tensor, ( )xC′  is the deviation in the 
local elastic stiffness at spatial location x with respect to that of a selected reference 
medium, rΓ  is a symmetrized derivative of the Green’s function defined using the elastic 
properties of the selected reference media, and  brackets denote ensemble averages 
over representative volume elements.  
The evaluation of the terms in the series expression in Eq. (5.2) requires knowledge 
of the n-point statistics of the microstructure [13-16] presented in Chapter 2. The 
correlation among local states (such as phase or lattice orientation, for example) contains 
quantitative information regarding their spatial distribution. The terms in Eq. (5.2) 
correspond to a hierarchy of local statistics of the microstructure. More explicitly, the 
first  term in Eq. (5.2) captures the contribution to the tensor ( )xa  from a particular 
local state at point x′  in the material. By evaluating the localization tensor at different x′  
in the material and taking an average, we capture the contribution from the local 2-point 
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statistics of the microstructure (these are not the complete set of 2-point statistics because 
the point x is fixed and only x′  is allowed to vary). In a very similar manner, the second 
 term in Eq. (5.2) reflects the contribution of two particular local states at points x′  
and x ′′ , respectively, on ( )xa . Consequently, this term captures the contributions from 
the local 3-point statistics of the microstructure. Figure 5.1 shows a generic spatial 
configuration of points x′ , x ′′  and the vectors defining the local statistics of interest. 
Prior work in the literature has primarily used Eq. (5.2) as an intermediate step in arriving 
at the macroscale effective elastic stiffness of the composite material [14, 18, 49]. In this 
work, we have used Eq. (5.2) to formulate an efficient alternative formulation that can 
facilitate rapid computation of the localization tensor for any composite microstructure of 
interest.  
x′
x ′′
x
1e
2e
3e
h
h′
h ′′
xx −′
xx ′−′′
Ω
 
Figure 5.1 Generic spatial configuration of the points x′ , x ′′  and the vectors defining the local 
statistics of interest.   
 
There exist two main difficulties in the computation of the localization tensor defined 
in Eq. (5.2). The first difficulty stems from the evaluation of the ensemble averages that 
are in fact convolution integrals whose integrands exhibit singularities (also known as the 
principal value problem, also encountered for effective properties). The second difficulty 
is that the accuracy of the solutions obtained is quite sensitive to the selection of the 
reference medium [18]. Both of these points have already been introduced in Chapter 3 
when discussing the homogenization theories for effective properties. It should also be 
 37
 
noted that the expression of the localization tensor in Eq. (5.2) does not lend itself to a 
scheme where some of the calculations performed for one microstructure may be 
efficiently carried forward to the calculations for a different microstructure. In fact, any 
changes in the microstructure would force one to re-evaluate almost all of the terms in the 
series expansion.  
In the next section we present a new mathematical framework to cast Eq. (5.2) 
into a computationally efficient, potentially invertible, scale-bridging linkage that is 
especially suited for multi-scale design and analyses of composite microstructures.  
The new methodology consists in developing a much more robust approach for 
higher-order spectral description of the localization tensor for elastic deformations that is 
applicable to all composite materials. In parallel work, the same spectral method has been 
used to describe localized properties of polycrystalline materials [61]. 
 
5.2 Spectral Framework for the Localization Tensors  
 
In Chapter 2, we have introduced the concept of a microstructure function, ),( hxM , that 
defines the probability density associated with finding the local state h in the 
neighborhood of a spatial location of interest x. We recall here that in the Fourier space 
the microstructure function expressed in terms of indicator functions is   
    )()(),( hxhx ns
n
sDM χχ≈ ,   (5.3) 
where nsD  are the microstructure coefficients, )(xsχ  and )(hnχ  are the (primitive) 
orthonormal basis defined in Chapter 3. The decomposition of the real space and local 
state space H with indicator functions (primitive basis) corresponds to the tessellation of 
the RVE into cuboids sω ( )Ss ...1= , as schematically shown in Fig. 5.2a, and to the 
tessellation of the space H into bins nγ ( )Nn ...1= .  
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Fig. 5.2 (a) Tessellation of the RVE into cuboids ωs (s = 1…S) of equal size. (b) Cluster of the 
first neighboring volume bins used in the truncated spectral representation of the localization 
tensor in the case studies presented in this paper. 
 
The main assumption associated with the tessellation is that the details of the 
structure inside each binned element are unknown (or not deemed important to the 
specific homogenization exercise). Each binned element sω  is therefore assumed to 
comprise a homogeneous material state. In a very similar manner, the local state space H 
is also binned into individual cells nγ . The implicit assumption here is that the 
differences in the properties of interest among the local states in a given bin nγ  are small 
and can be ignored. The binning of the local state space proves to be particularly 
convenient for multi-phase materials, where each nγ  can represent a distinct phase.  
It is important to recognize that the use of the primitive basis (or binning) produces an 
approximate spectral representation of the microstructure function in Eq. (5.3) tailored to 
composite materials. There indeed exist many other spectral representations that might be 
better suited for a given problem. Other basis can be tailored to optimize the 
representation of specific material systems. In this work we have restricted our attention 
to the primitive basis for simplicity, and to facilitate a better understanding of the spectral 
framework proposed for representing the localization tensors in composite materials. It 
has been demonstrated in other ongoing work in our research group that the MSD 
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framework can be used with more sophisticated Fourier basis for describing the 
microstructure function over a continuous local state space, such as the lattice orientation 
of grains in polycrystalline materials [18]. 
After decomposition of the microstructure function, we have developed an efficient 
spectral representation for the localization relationship defined in Eqs. (5.1) and (5.2). 
The deviation in the local elastic stiffness is defined as  ( ) ( ) rCxCxC −=′ , where rC  is 
elastic stiffness of a selected isotropic reference medium. We recall here that in Chapter 3 
we adopted a reference elastic stiffness tensor equal to the numerical average of the 
extremal elastic stiffness tensors of the constituent phases. This choice produces good 
predictions for a large class of composites with low and moderate contrasts. For local 
state spaces where the numerical average of the constituent local states is not isotropic, it 
is recommended to choose an isotropic reference medium close to this numerical average 
following methods previously presented in literature [62, 63]. Using the concept of the 
microstructure function described above, the deviation in the local elastic stiffness is 
expressed as 
   ( ) ( ) ( )∫ ′=′
H
dM hhxhCxC , .          (5.4) 
Eq. (5.4) assumes that the local elastic stiffness can be determined as the volume-
averaged elastic stiffness in the immediate neighborhood of the spatial location of 
interest. ( )hC′  represents the deviation in elastic stiffness of the local state h from that of 
the isotropic reference medium, and can be expressed in the selected Fourier space as 
( ) )(hChC nn χ′≈′ .     (5.5) 
where the coefficients nC′  refer to the average deviations of the elastic stiffness tensors 
for the local states in nγ  from that of the isotropic reference medium. Substitution of Eq. 
(5.11) into Eq. (5.10) produces  
( ) )(1)()()( xChhxhCxC snsn
H
n
s
n
s
nn D
N
dD χχχχ ′=′≈′ ∫ ′′ . (5.6) 
The operator ( )xxΓ ′,r  in Eq. (5.2) is the symmetrized derivative of the Green’s 
function, and can be conveniently decomposed into three terms as  
( ) ( ) ( ) ( )xxΨxxΘxxKxxΓ ′−+′−+′−=′ rrrr ηξδ, , (5.7) 
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where ( )δ  is the Dirac-delta function. Using the indicial notation 
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rλ  and rμ  denote the Lamé moduli of the isotropic reference medium, while rE  and rν  
denote its Young’s modulus and Poisson’s ratio. The coefficients rξ  and rη  depend only 
upon the elastic parameters. The terms Θ  and Ψ  in Eq. (5.13) are purely geometrical 
terms expressed as [18, 50] 
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xx
x lijkljikjlikiljkijklΨ
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where xxx ′−=~ . The functions in Eq. (5.13) that exhibit spatial dependence can be 
expressed in the selected Fourier space as   
( ) ( ) ( )xxxx ′≈′− ′′ ssss χχδδ ,    (5.13) 
( ) ( ) ( )xxΘxxΘ ′≈′− ′′ ssss χχ ,    (5.14) 
( ) ( ) ( )xxΨxxΨ ′≈′− ′′ ssss χχ ,    (5.15) 
where 
( ) ( ) ( ) ( ) xxxxxxΘΘ dd
S
ssss ′′′−⎟⎟⎠
⎞
⎜⎜⎝
⎛
Ω= ∫ ∫Ω Ω′ '
2
Vol
χχ ,  (5.16) 
( ) ( ) ( ) ( ) xxxxxxΨΨ dd
S
ssss ′′′−⎟⎟⎠
⎞
⎜⎜⎝
⎛
Ω= ∫ ∫Ω Ω′ '
2
Vol
χχ .  (5.17) 
Finally, substitution of Eqs. (5.13)-(5.15) in Eq. (5.7) yields to the following spectral 
decomposition: 
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( ) ( ) ( ) ssrssrssrrssssrssr ′′′′′′ ++=′≈′ ΨΘKΓxxΓxxΓ ηξδχχ ,, . (5.18) 
Eqs. (5.6) and (5.18) are the key results that can help cast the localization tensor in 
Eq. (5.2) as an algebraic expression in the Fourier space. In this work, we demonstrate 
the application of these results by truncating the series in Eq. (5.2) after the first two 
ensemble averaged terms. It is important to recognize, however, that the fundamental 
ideas described here can be applied to any higher-order term of interest in this series.  
Eq. (5.2) is recast into a Fourier space. Using the approach described above, the 
localization tensor is conveniently written as  
( ) ( )xaxa ss ˆˆ χ=       (5.19) 
where sˆa  is essentially the average value of the localization tensor for all material points 
in the volume bin sˆω . As noted earlier, the first ensemble averaged term in Eq. (5.2) 
captures the contribution from the local 2-pt statistics. Using Eqs. (5.6) and (5.18),  and 
the ortho-normality of the Fourier basis (Eq. 4.4), this term can be expressed as 
 ( ) ( ) ( ) ( ) ( ) ( )xCΓxxCxxΓxCxxΓ snsnrssr DNSd ˆˆ
Vol,', χ′Ω≈′′′′=′′ ∫
Ω
. (5.20) 
The second ensemble averaged term in Eq. (5.2) captures the contributions from the local 
3-pt correlations, and can be expressed as 
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 (5.21) 
where the extended-Kronecker delta function, ijkδ , is defined as  
⎩⎨
⎧ ===
otherwise.,0
,if,1 kji
δijk      (5.22) 
Substitution of Eqs. (5.19-5.21) into Eq. (5.2) provides a quadratic expression    
   ns
n
s
nn
sss
n
s
n
ss DDD
′
′
′
′+−= ˆˆsˆ LJIa    (5.23) 
where 
( ) ( )[ ]nssrssrssnrnss NS CΨΘCKJ ′++′Ω= ˆˆˆˆ Vol ηξδ ,   (5.24) 
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The parameters nssˆJ  and 
nn
sss
′
'ˆL  are referred to as the influence coefficients since they 
quantify the influence on volume bin sˆ  of the presence of local states n and n′  in volume 
bins s and s′ , respectively. Another way to interpret the influence coefficients is to 
examine their role in defining the sensitivity of the local strain field inside the bin sˆ  to 
specific changes in the local details of the microstructure. The sensitivity of the 
localization tensor in bin sˆ  to changes in specific microstructure coefficients (amount of 
local state n in volume bin s) can be expressed as 
( ) nsnn sssnn sssnssn
s
s D
D
′
′
′
′
′
′ ++−=∂
∂
ˆˆˆ
ˆ LLJa .    (5.26) 
As seen from Eq. (5.26), the sensitivity can itself be expressed as a polynomial 
expression in the influence coefficients and the microstructure coefficients. The nssˆJ  and 
nn
sss
′
′ˆL  coefficients capture the constant and linear contributions to the sensitivity.  
A significant attribute of the influence coefficients is the fact that they are completely 
independent of the morphological details of a given microstructure. For a selected local 
state space (i.e. a properly binned set of nγ ), these coefficients can be easily computed if 
the coefficients ( )ssss ′′ ΨΘ ,  are available, because all of the other terms in Eqs. (5.24) and 
(5.25) are fully prescribed by the selection of the local state space of interest. The 
quantities ( )ssss ′′ ΨΘ ,  can be computed from Eqs. (5.16) and (5.17) and they are purely 
geometrical in their origin so they are completely independent of the choice of the local 
state space. Therefore they need to be computed only once, which is one of the primary 
benefits of the spectral method. Once the coefficients ( )ssss ′′ ΨΘ ,  are computed and 
stored, ( )nn sssnss ′ ′ˆˆ , LJ  can be easily computed for any material system of interest, and 
localization tensor at any location of interest in a given microstructure of the selected 
material system can be computed easily using Eq. (5.23). The local elastic strains (or the 
corresponding elastic stresses) can then be computed using Eq. (5.1).  
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The computation of ( )ssss ′′ ΨΘ ,  from Eqs. (5.16) and (5.17) poses significant 
challenges. As noted earlier, the integrands in these equations exhibit singularities and 
therefore their evaluation should be undertaken carefully. Computational strategies for 
this have been discussed in literature [18, 51]. Note that it would be possible to combine 
Θ  and Ψ  in Eqs. (5.7)-(5.10) into a single term if we accept a universal value for the 
Poisson’s ratio of the reference medium, rν , for all composite materials systems of 
interest.  
As a final component of the theoretical framework presented above, we show the 
explicit connection between the spectral representation for the localization tensor 
described here and the spectral representation for the effective properties of composites 
presented in Chapter 4. The effective elastic stiffness tensors in our earlier work were 
truncated at the second-order term. Our approach here is equivalent to adding the third-
order term for the effective stiffness tensor. It is fairly straightforward to show that the 
macroscale elastic stiffness tensor corresponding to the theory presented here is given by  
n
s
n
s
n
s
nnn
sss
n
s
n
s
nn
ss
n
s
n
s
r DDDDDD ′′′′
′
′
′′′
′′′
′
′
′
′ +−+≈ HBACC* ,  (5.27) 
where  
s
nn
s NS
ICA ′= 1 ,     (5.28) 
n
ss
nnn
ss NS
′
′
′
′ ′= JCB 1 ,     (5.29) 
nn
sss
nnnn
sss NS
′
′′′
′′′′′
′′′ ′= LCH 1 .     (5.30) 
 
In ending this section we note that the spectral framework presented here can 
potentially facilitate the optimization of heterogeneous microstructures for improved 
performance based on the local elastic stress and/or strain distributions. The full potential 
of the method can be appreciated in design and analysis activities that require exploration 
over a large set of different microstructures for the same material system. It should also 
be noted that the spectral framework is intended as a computationally efficient scale-
bridging linkage, and not as a replacement for the finite element approaches that are 
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capable of addressing much more complex morphologies and a broader range of local 
constitutive behaviors.  
 
5.4 Case Study: Elastic Composite Material with Two Isotropic 
Constituents 
 
In this first foray into the higher-order spectral representation of the localization 
tensors, we report a relatively simple case study with the goal of validating the main 
concepts underlying the spectral framework described in the previous section.  More 
specifically, we have investigated a class of composite materials with two constituent 
isotropic phases (labeled α and β ) and we have considered two different cases of contrast 
in the local elastic properties (see Table 3.1). For each composite material system studied 
we have investigated the local stress distributions in a number of microstructures with 
different volume fractions and morphologies of the reinforcing phases. In the spectral 
form, the localization tensor of Eq. (5.23) is identified by the influence coefficients and 
the microstructure coefficients. As already outlined, the morphology of the 
microstructure does not affect the values of the influence coefficients for a given 
composite (i.e. for a selected local state space). However, their direct evaluation require 
some attention because the Eqs. (5.24)-(5.25) still involve the singularity of the Green’s 
function. Remember that we introduced a correction term in section 4.1 to compensate 
the error introduced by integrating the Green’s operator Γ on a rectangular grid. We 
present here the same integration scheme applied locally to a cluster of sub-cells. We 
show that the localization tensor computed with the direct approach does not provide 
good prediction of the elastic distributions but give good approximations of the effective 
properties. We adopt two different approaches to calculate the influence coefficients: in 
the first direct approach we compute numerically the influence coefficients; in the second 
we calibrate them to the results of selected finite element micromechanical models. 
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5.3.1 Direct Numerical Computation of the Influence Coefficients  
 
The localization tensor is evaluated directly through Eqs. (5.23)-(5.25). The 
evaluation involves the computation the spectral coefficients ss ′Θ  and ss ′Ψ  of Eqs. 
(5.16)-(5.17) that are integrals of the Green’s function. As already found in the 
homogenization theory for effective properties, the integration of the Green’s function 
need to be undertaken carefully because of the singularity of the integrand function. This 
problem has been solved in literature by integrating the Green’s function on a spherical 
region excluding the singularity point and then calculating the limit when the small 
sphere collapses to a point [50, 64]. In mathematics this limit is called the “principal 
value”. We want to assess here the accuracy of Eqs (5.24)-(5.25) in predicting the 
localization tensor. It should be noticed that in Eq. (5.25) the Green’s function has a 
singularity not only in the central cell sˆω  (for ss =ˆ ) where we compute the local field, 
but also for any other cell sω  in the surroundings (for ss ′= ). Hence we have to evaluate 
the principal value many times. In the numerical integration we neglect the case of two 
overlapping integration points (where the Green’s function is infinite).  
We have assumed in eq. (5.23) that the localization tensor a can be captured by 
truncating the series at the second-order, i.e. by considering only the local 2-point and 3-
point statistics of the microstructure. We also expect the tensor ( )xa  be sensitive to size 
of region surrounding the point x. In the discrete space described in Fig. (5.2) this 
contribution is due to several layers of neighboring cells around the central cell sˆω  (Fig. 
5.2b). We recall here that spectral tessellation follows a Cartesian coordinate frame while 
the Green’s function is inherently expressed on a spherical coordinate frame (in fact it 
depends only on the magnitude of vector r between two cells). In order to compute the 
Green’s function in the spectral space, we have utilized a local integration scheme on a 
cubic grid (similar to the one already used for the effective properties, see Fig. 4.2) and 
calculated the correction term for the ‘caps’ left  outside the cubic region, where the 
microstructure is assumed to be completely uncorrelated. In our scheme, we have divided 
each cell sω  into 43 = 64 integration points (this choice provided sufficiently accurate 
results, similar to those obtained with 83 = 512 integration points).  
 46
 
In assessing the validity of the direct method we have verified selectively the effects of 
the three different assumptions presented above (number of terms in the expansion, 
number of layers of neighboring cells, ‘caps’ correction in the computational scheme). 
The model considered in this study is a composite made of two isotropic phases with a 
weak contrast of the material moduli (see table 3.1). Two specific microstructural 
morphologies have been considered: a) a random arrangement of cuboidal inclusions 
( =βv 0.75) and b) a random arrangement of uni-axial fibers oriented in direction of the 
applied strain ( =βv 0.5). Uniform boundary conditions have been applied such that 
005.011 =ε , all the other strain components are zero. The stresses distributions of the 
soft and stiff phases are plotted separately in Figs. 5. The calculation here did not 
included the “caps” correction term. It is apparent that the local stress distributions 
computed by numerical integration do not agree with those from the finite element 
models. The integration of the analytical forms of Eq. (5.24)-(5.25) needs to be carried 
very carefully. The solution in fact is very sensitive to the numerical scheme adopted. In 
general, when we integrate over a Cartesian grid, the range of stress appears shifted 
toward a mean value in the spectral method. This is more marked for the fiber-reinforced 
microstructure that has a narrow range of distributions. The trend is the same whether or 
not we include the correction terms.  
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Fig. 5.3 Distribution of the stress σ11 computed with the finite element method and the direct 
calculation of the spectral representations. The results are compared for two different 
reinforcement morphologies and for a weak contrast in local elastic properties.  
  
However, a closer observation of the curves reveals that the mean value of the stresses in 
the soft and stiff phases is similar for both spectral and finite element methods. By 
averaging out the local stresses of these distributions, we have reconstructed the effective 
elastic stiffness and found that the predictions are reasonably accurate. The values of 
macroscopic elastic have been reported for both microstructures typologies in the tables 
5.1 and 5.2. In the tables we show the effects of linear and quadratic terms of the series 
expansion, the sensitivity to of the pair correlations neighboring points (up to 3 layers of 
cells), and the outputs of the numerical integration (with and without “cap” correction). 
The following conclusions can be drawn by looking at the tables:  
i. The linear term of the Eq (5.23) (local 2-point statistics) provides the most 
contribution to the localization tensor, while the quadratic term (local 3-point 
statistics) provide only modest contribution; 
ii.  Surprisingly, the number of layers of contributing cells does not provide significant 
improvement of the tensor a. We expected the number of layers to play a relevant 
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contribution in the highly-oriented microstructure (not the random cuboids), because 
of the high correlation of points in the fiber-direction; 
iii. The integration scheme with “caps” correction provides only little contribution to the 
tensor. This suggests that the singularity of the Green’s function plays a major role in 
the numerically computed influence coefficients and needs to be addressed more 
carefully. It should be noted that refining the integration grid did not modify 
substantially the results because positive and negative terms in Eqs. (5.24)-(5.25) 
cancelled out. 
These results open new questions on how to exploit to the homogenization theory to 
predict local properties of materials. We recall here that there is a strong dependence of 
the Green’s function integral upon the surfaces of integration. Hence, in integrating the 
Green’s function, one should be careful in considering the shape of the region around the 
singularity.  
The previous considerations forced us to consider an alternative way to evaluate the 
influence coefficients and that still considers the high-order statistics of the material. In 
the next section we calibrate the influence coefficients to results from finite element (FE) 
micromechanical models. The calibration demands higher computational resources that 
the direct method but it needs to be done only once for a given material system. We show 
that the influence coefficients are important tools for establishing localization 
relationships of a vast class of composite materials. 
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Table 5.1 Effective elastic stiffness *1111C  of a weak contrast composite, computed using the finite 
element method (FEM) and the direct spectral method (SPM). The contributions of the linear and 
quadratic terms in Eq. (5.23) are reported separately. The effects of the “caps” correction in the 
integration scheme are shown for one, two and three layers of neighboring cells.  
Weak contrast           
*
1111C  [GPa] 
Random microstructure βv  = 0.75  
FEM    
SPM without "caps" 
correction   
SPM with "caps" 
correction  
     Linear  Quadratic  Linear  Quadratic
190.81  one layer 192.79 189.35  188.52 186.43 
  two layers 192.73 189.37  188.41 186.30 
    three layers 192.73 -   188.43 - 
Fiber-reinforced microstructure βv  = 0.5  
FEM     
SPM without "caps" 
correction   
SPM with "caps" 
correction  
    Linear  Quadratic  Linear  Quadratic
173.07  one layer 165.27 161.54  165.89 162.38 
  two layers 164.74 160.79  164.76 160.89 
    three layers 164.56 -   164.48 - 
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Table 5.2 Effective elastic stiffness *1111C  of a moderate contrast composite, computed using the 
finite element method (FEM) and the direct spectral method (SPM). The contributions of the 
linear and quadratic terms in Eq. (5.23) are reported separately. The effects of the “caps” 
correction in the integration scheme are shown for one, two and three layers of neighboring cells.  
 
Moderate contrast           
*
1111C  [GPa] 
Random microstructure βv  = 0.75  
FEM    
SPM without "caps" 
correction   
SPM with "caps" 
correction  
     Linear  Quadratic  Linear  Quadratic
400.81  one layer 360.37 342.61  359.21 348.19 
  two layers 360.30 343.13  356.81 - 
    three layers 360.16 -   356.68 - 
Fiber-reinforced microstructure βv  = 0.5  
FEM     
SPM without "caps" 
correction   
SPM with "caps" 
correction 
    Linear  Quadratic  Linear  Quadratic
313.49  one layer 192.27 201.67  203.04 208.22 
  two layers 200.41 -  187.83 - 
    three layers 182.34 -   184.24 - 
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5.3.2 Finite Element Calibration of the Influence Coefficients  
 
The evaluation of the integrals involved in Eqs. (5.16) and (5.17) is quite sensitive to 
the details of the numerical integration, and typically does not converge well. In prior 
studies, we have also enjoyed remarkable success in calibrating first-order spectral 
representations to the results from micro-mechanical finite element models of the 
representative volume elements [19]. Building on these experiences we decided to 
calibrate the influence coefficients, nssˆJ  and 
nn
sss
′
′ˆL , in Eq. (5.23) directly to the results of 
finite element models using one set of ‘calibration’ microstructures, and to subsequently 
validate these in a different set of ‘validation’ microstructures. Since the influence 
coefficients are independent of the morphologies of a material system, particular attention 
needs to be paid to the choice of the calibration microstructures. The spatial arrangements 
used in the calibration microstructures have to capture the complete range of local 
statistics described in Section 5.3 (up to the local 3-point statistics considered in the 
truncated series). Any small set of specific families of commonly encountered 
microstructures (e.g. laminated, uniaxial fiber reinforced composites) is unlikely to 
capture the complete space of the local 3-point statistics.  
 
Fig. 5.4 Examples of finite element models used to calibrate the influence coefficients in the 
spectral representation of the localization tensor. Only the reinforcement phase is shown in these 
figures (a) Microstructures with randomly distributed cuboids. (b) Microstructures with randomly 
distributed continuous fibers aligned along each of the three principal sample directions.  
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In our study, a set of microstructures comprising two different morphologies of the 
reinforcing phases were found to be adequate for calibration of the influence coefficients 
n
ssˆJ  and 
nn
sss
′
′ˆL  to the results of the finite element models. The microstructures included (i) 
randomly distributed cuboids (Fig. 5.4a), and (ii) randomly distributed fibers that are 
oriented along the three principal directions of the sample (Fig. 5.4b). These specific 
morphologies were chosen because they represent the extremes of the spatial correlations, 
especially in terms of their coherence lengths (defined as the length beyond which the 
local states are completely uncorrelated [17]). Randomly distributed cuboids are expected 
to exhibit relatively small coherence lengths, while the microstructures with continuous 
fibers are expected to exhibit relatively larger coherence lengths. For each morphology, 
three finite element models were produced, each with a different volume fraction of the 
reinforcing phase. The reinforcement volume fractions were selected to correspond to 
0.25, 0.5, and 0.75, respectively. In all, a total of six finite element models were used in 
the calibration of the influence coefficients. 
All of the finite element models used in this study were produced using the 
commercial finite element software ABAQUS [65]. Each model comprised of 8,000 
cube-shaped three-dimensional eight-noded solid elements (C3D8). The choice of cubic 
elements was justified by the fact that most of the characterization techniques produce 
pixilated maps of the microstructures which lay essentially on either a two-dimensional 
square grid or on a three-dimensional cubic grid. It should be noted that the volume of the 
inclusions was purposely chosen to be equal to the volume of the finite elements. Since 
each element contains only a pure local state, the averaging inside the volume bin does 
not introduce any error. It is emphasized here that the calibration microstructures do not 
have to represent ‘real’ morphologies, but rather cover the complete range of desired 
local statistics that are potentially feasible. In fact the goal of the spectral framework is to 
provide reliable scale-bridging relations which are consistent with a very large dataset of 
microstructure morphologies.  
In this study, our attention was restricted to a uniaxial macroscale strain on all the 
models, which was accomplished by imposing appropriate boundary conditions that 
produced  005.011 =ε  with all other macroscale strain components equal to zero. This 
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implies that we are evaluating only the [ ]n
ssij
J
ˆ11
 and [ ] nn
sssij
L ′′ˆ11  terms in this study. Also, the 
local strain and stress results from the exterior elements of the finite element models 
(defined as the two outer layers of the elements in the model) were discarded from the 
dataset used to calibrate the influence coefficients. This was done in an effort to filter out 
any possible artifacts produced by the boundary conditions imposed on the finite element 
model. 
In calibrating the influence coefficients to the results from the finite element models, 
we have also decided to truncate the polynomial expression to include only the first 
neighboring bins, as shown in Fig. 5.2b. This implies that indices s and s′  in [ ]n
ssij
J
ˆ11
 and 
[ ] nn
sssij
L ′′ˆ11  have been enumerated to include only 27 volume bins (the volume bin of interest 
labeled sˆ  and its 26 first neighbors; see Fig. 5.2b). For a two-phase composite, after 
removing the redundancies created by Eq. (4.6), this truncation results in a set of 405 
independent FE calibrated influence coefficients (including both [ ]n
ssij
J
ˆ11
 and [ ] nn
sssij
L ′′ˆ11 ). If 
we were to include the second layer of neighbors, this number of independent influence 
coefficients will increase to 8,000. Although, it might appear that the dataset of calibrated 
influence coefficients is large, it is reminded that this dataset is independent of the 
topological details of the microstructure for a given material system and therefore it 
needs to be established only once. 
From the results of each finite element model, after discarding the results from the 
exterior elements, we extracted 4,096 data points for the calibration of the influence 
coefficients. Each data point connects the local details of the microstructure in a cluster 
of 27 volume bins, such as the one shown in Fig. 5.2b, to the localization tensor  [ ]
sij
a
ˆ11  
for the central bin. Since we used a total of six finite element models in the calibration, 
we accumulated a set of 24,576 data points. The non-redundant set of 405 influence 
coefficients were then estimated by calibrating Eq. (5.23) to this relatively large set of 
data points using established mathematical procedures available in MATLAB [66].  Note 
that this approach can be easily extended to multi-phase composites (by considering two 
distinct states at a time). In parallel work, the MSD framework has been used with more 
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sophisticated Fourier basis to address composite material systems with a continuous local 
state space.  
It is also important to recognize that the complete set of influence coefficients nssˆJ  and 
nn
sss
′
′ˆL  can be assembled by repeating the above described method for six different 
macroscale strain states (i.e. one individual strain component at a time). The linearity of 
the elastic response permits this convenient decomposition of the local field. Once the 
complete set of FE calibrated influence coefficients is established, one can analyze the 
microscale stress and strain distributions in any microstructure of the given material 
system subjected to any arbitrary macroscale elastic deformation. This is where the 
potential of the spectral framework may be realized. For the remainder of this section, we 
turn our discussion to demonstrating the accuracy of the proposed spectral framework. 
In order to critically assess the accuracy of the calibrations performed, we first 
evaluate the reconstructed fields with the spectral representation against the datasets used 
in the calibration. Recall that 24,576 data points were used to establish 405 influence 
coefficients, and therefore there could be significant variation between the finite element 
results and the calibrated spectral representation. In Fig. 5.5, we show the stress 
distributions in the constituent phases, for all of the six microstructures used in the 
calibration and for both cases of contrast in the local elastic properties, computed by the 
finite element models and by the spectral calibration of the localization tensor using Eq. 
(5.23).  
In particular, the following features can be seen from these plots: 
i. With increased contrast in the local elastic properties, both constituent phases 
experience a relatively broader range of stresses. 
ii. Compared to the microstructures with random cuboids, the microstructures with 
continuous fiber reinforcements (with fibers running along all three principal 
directions) show a broader stress distribution.  
iii. As the volume fraction of the stiffer phase increases, the stress distribution in the 
stiffer phase becomes sharper. 
iv. More germane to the present study, it is clearly seen that the truncated spectral 
representation with only the first neighbors does indeed capture the salient features of 
the finite element results quite well for all six case studies. 
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Fig. 5.5 Distributions of the stress σ11 computed with the finite element model and the calibrated 
spectral representations. The results are compared for two different reinforcement morphologies, 
two different contrasts in local elastic properties, and three different volume fractions.  
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The mean ( )σ , standard deviation ( )σs , and the average absolute error of the elemental 
averaged stresses in each phase are reported in Tables 5.3 and 5.4 for various 
microstructures studied here for both the weak and moderate contrast conditions. The 
average absolute error between the spectral method (SPM) and the finite element method 
(FEM) is defined as 
 ( )
( ) ( )
( ) 100M
1
FEM
M
1
SPMFEM
⋅
−
=
∑
∑
=
=
m
m
m
mm
Err
γ
γγ
σ
σσ
γ ,     (5.31) 
where γσ  is the elemental averaged stress, and M is the total number of interior elements 
of the phase γ  in the microstructural model. 
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Table 5.3: Mean, standard deviation, and the average absolute error of the stress distributions, in phases α and β of the weak contrast 
composite, predicted by the spectral method compared to those of the finite element models.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5.4: Mean, standard deviation, and the average absolute error of the stress distributions, in phases α and β of the moderate contrast 
composite, predicted by the spectral method compared to those of the finite element models. 
 
 
 
 
 
   phase α  phase β    
   FEM   SPM   FEM   SPM     
Random cuboids vβ  σ  σs   σ  σs   σ  σs   σ  σs   ( )αErr ( )βErr
 0.25  0.78 0.037  0.77 0.033  1.01 0.048  1.02 0.045  2.05 2.1 
 0.5  0.76 0.035  0.75 0.032  0.97 0.039  0.98 0.037  1.87 2.05 
 0.75  0.73 0.036  0.72 0.035  0.93 0.048  0.94 0.047  2.21 2.32 
Continuous fibers vβ  σ  σs   σ  σs   σ  σs   σ  σs   ( )αErr ( )βErr
 0.25  0.78 0.043  0.78 0.044  1 0.051  1.01 0.054  2.7 2.69 
 0.5  0.76 0.051  0.75 0.05  0.95 0.061  0.96 0.061  2.95 2.98 
  0.75  0.73 0.038   0.72 0.036   0.92 0.068  0.93 0.064  2.64 3.49 
Mean σ and standard deviation σs are in GPa. Error reported in percentage. 
   phase α  phase β    
   FEM   SPM   FEM   SPM     
Random cuboids vβ  σ  σs   σ  σs   σ  σs   σ  σs   ( )αErr ( )βErr
 0.25  0.78 0.037  0.77 0.033  2.51 0.123  2.52 0.114  2.05 2.15 
 0.5  0.76 0.035  0.75 0.032  2.44 0.131  2.44 0.095  1.87 3.05 
 0.75  0.73 0.036  0.72 0.035  2.3 0.123  2.33 0.121  2.21 2.35 
Continuous fibers vβ  σ  σs   σ  σs   σ  σs   σ  σs   ( )αErr ( )βErr
 0.25  0.78 0.043  0.78 0.044  2.48 0.134  2.51 0.136  2.7 2.71 
 0.5  0.76 0.051  0.75 0.05  2.35 0.16  2.38 0.155  2.95 3.01 
  0.75  0.73 0.038   0.72 0.036   2.29 0.178  2.32 0.165  2.64 3.51 
Mean σ and standard deviation σs are in GPa. Error reported in percentage. 
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Table 5.5: Mean, standard deviation, and the average absolute error of the stress distributions, in phases α and β for the additional selected 
microstructures, predicted by the spectral method compared to those of the finite element models. 
 
 
 
   phase α  phase β    
   FEM   SPM   FEM   SPM     
Weak contrast   σ  σs   σ  σs   σ  σs   σ  σs   ( )αErr  ( )βErr  
Random elongated particles 
(vβ =0.25) 
 0.72 0.041  0.72 0.030  0.94 0.028  0.96 0.021  2.23 2.88 
Random cross-shaped 
particles (vβ =0.25) 
 0.73 0.037  0.73 0.03  0.91 0.066  0.95 0.059  3.32 4.83 
Continuous fibers (vβ =0.5) 0.73 0.005  0.73 0.011  1.01 0.006  1.02 0.011  1.29 1.28 
Moderate contrast   σ  σs   σ  σs   σ  σs   σ  σs   ( )αErr  ( )βErr  
Random elongated particles 
(vβ=0.25) 
 0.72 0.041  0.72 0.03  2.35 0.073  2.4 0.054  2.23 2.9 
Random cross-shaped 
particles (vβ=0.25) 
 0.73 0.037  0.73 0.03  2.27 0.169  2.37 0.15  3.32 4.83 
Continuous fibers (vβ=0.5) 0.73 0.005  0.73 0.011  2.52 0.012  2.54 0.024  1.29 1.08 
Mean σ and standard deviation σs are in GPa. Error reported in percentage. 
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In an attempt to further critically validate the spectral representations, we have 
created additional new microstructures. These include: (i) a random arrangement of 
particles made of elongated reinforcements (an aspect ratio of 2:1:1 with the long 
direction aligned with the loading direction; Fig. 5.6a), (ii) a random arrangement of 
symmetric cross-shaped particles with six elements connected to the central one (Fig. 
5.6b), (iii) a random arrangement of continuous fibers all aligned in the loading direction 
(Fig. 5.6c).  
 
Fig. 5.6 Morphologies of the reinforcement phase selected for the finite element models used to 
validate the spectral framework. 
 
The volume fraction of the reinforcement phase in the first two microstructures was 
selected as 0.25, while it was selected as 0.5 for the third microstructure. The 
corresponding stress distributions computed by the finite element model and predicted by 
the spectral representations developed here are plotted and compared in Fig. 5.7 for both 
weak and moderate contrasts. The mean, standard deviation and average absolute error of 
the distributions are compared in Table 5.5. It is seen that the spectral methods, even 
when considering only the first neighbors, provide good predictions of the stress 
distributions experienced by the constituent phases. This demonstrates clearly the 
insensitivity of the influence coefficients to the morphological details of the 
microstructure. Note also that the spectral representations correctly captured the fact that 
the stress distributions for the uniaxially reinforced microstructure were significantly
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narrower compared to any of the other microstructures studied, although this specific 
microstructure was not included in the calibration. 
In this work we started with the same formulation for the effective stiffness tensor in 
Eqs. (5.1) and (5.2). It is indeed possible to start with the analogous formulation for the 
compliance tensor and derive a localization tensor for the local stress. If the localization 
tensors are computed using the analytical expressions (such as Eqs. (5.23)-(5.25)), the 
two different formulations would result in two different estimates for the local stress and 
strain. However, in our work, we have only used the analytical expression to justify the 
functional form for the localization tensor and established the numerical values for the 
influence coefficients in these expressions by calibration to results of finite element 
models. We found that if the same strategy is applied for developing a localization tensor 
for stress starting with the compliance tensor, we obtain equally good fits to numerical 
models as shown here.  
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Fig. 5.7 Validation of the finite element calibrated spectral representations developed in this study 
for the elastic localization tensor. Comparison of the predicted distributions of stress, σ11, against 
the corresponding results from finite element models for (a) a microstructure with a random 
distribution of elongated particles with the larger dimension parallel to the loading direction, (b) a 
microstructure with a random distribution of symmetric cross-shaped particles, and (c) a 
microstructure with continuous unidirectional fibers parallel to the loading direction. 
 
In closing, it is emphasized that this study merely establishes the spectral framework 
for the localization tensors and provides a simple demonstration of some of its 
advantages. Significant work is needed to further develop and validate this theory. As 
mentioned previously, the series expansion of Eq. (5.2) is sensitive to choice of the 
reference tensor. As a consequence, we expect the framework to be less accurate in 
composites dominated only by one phase and almost missing the other constituents. It is 
strongly believed that the inclusion of more neighbors in the calibration of the influence 
coefficients will dramatically improve its accuracy. It should be noted that the spectral 
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framework is not aimed at substituting the well established methods such as the finite 
element method to calculate the internal stresses of composites, but it is targeted to 
execute scale-bridging linkages in multi-scale design and modeling of microstructures. It 
should also be recognized that we have, thus far, only explored the weak contrast 
formulation of the generalized composite theories. It would be of tremendous interest to 
examine if the strong contrast formulations of these theories [14, 15] can also be cast in 
the Fourier space.    
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Chapter 6  
Conclusions and Future Work 
 
6.1 Conclusions  
 
In this work we have successfully extended the MSD framework to include second-order 
homogenization theories that make predictions of the elastic effective properties utilizing 
two-point spatial correlations in the microstructure. A key feature of the recently 
developed framework is the decomposition of the microstructure-property relationships 
into an appropriate Fourier space. The second-order theory introduced in the spectral 
framework was selected after a systematic validation of the current high-order 
homogenization theories used in literature. These included: the generalized Hashin-
Shtrikman (GHS) bounds; the classical perturbation estimate; and a modified version of 
the perturbation estimate specifically formulated to account for composites with moderate 
and high contrast of the material properties. The following conclusions were drawn from 
the conducted study: 
(1) The predictions from the GHS bounds, when truncated to second-order terms, did 
violate the elementary first-order bounds for several simple morphologies even for 
the weaker contrast composite studied here. This suggests that it would be essential to 
include the third-order terms in the GHS bounds to get meaningful bounds in many 
composite material systems.  
(2) The predictions from the second-order perturbation theory were in good agreement 
with the corresponding finite element predictions for a broad range of microstructures 
and up to moderate contrast in the properties of the constituents. The predictions 
generally improved with our choice of ( )lur CCC += 21 over the choice of 
CC r = .  
 
The modified perturbation estimate was chosen to construct efficient microstructure-
property linkages in the new MSD spectral framework. The series for the effective 
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properties was reduced to an algebraic polynomial expression with morphology-
independent coefficients. The second-order microstructure-property relationships in the 
Fourier space took a simple quadratic form. It was possible to delineate the properties 
closures using Pareto optimal solution methods. The closures delineate the complete set 
of properties combinations that are predicted to be feasible by the second-order theory 
and include the complete range of physically realizable 1-point and 2-point statistics in a 
selected composite material system. This was the first time that it was possible to derive 
closures using second-order theory. It was also possible to identify strategies to explore 
the closures and search for microstructures that are predicted by the second-order 
homogenization theories to yield a specified combination of feasible effective elastic 
properties.  
We have then steered our attention to another class of microstructure-property 
relationships. We have reported significant success in extending the MSD framework to 
localization relations of elastic composite materials. Such linkages are the core of the 
multi-scale modeling of materials and they describe important phenomena like fracture 
and creep. We have demonstrated that the elastic localization tensors can be cast as a 
series of simple algebraic polynomials of microstructure parameters in an appropriately 
selected Fourier space. The coefficients in these polynomial expressions, called influence 
coefficients, are found to be completely independent of the morphological details of the 
microstructure. The main advantage of this formulation is that the influence coefficients 
need only be computed once for a given material system. The theory developed in this 
study also indicates that it should be possible to develop a set of “universal” influence 
coefficients that will eventually permit the computation of the localization tensors for any 
material system of interest.    
The calculation of the influence coefficients demands some attention because they are 
formulated in terms of the Green’s function which possesses a singularity. In computing 
numerically the coefficients directly from the analytical expressions we have studied the 
effects of several assumptions of the spectral formulation: the effects of the truncation of 
the series expansion for the localization tensor to the second-order term, the sensitivity to 
the results to the number of layers of neighboring cells contributing to the local field, the 
effect of the correction term used in the integration of the Green’s function. 
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The study has lead to the following observations: 
i. the first order term of the series (local 2-point statistics) capture most of the 
contribution to the localization tensor, the second-term (local 3-point statistics) 
provide smaller contribution. 
ii. The number of layers of contributing cells does not increase noticeably the accuracy 
of the predictions.  
iii. The correction of the integration provided limited changes to the results. 
The method was tested on a composite model with two different morphological 
arrangements and compared to finite element models. The spectral forms of the influence 
coefficients were calculated with a numerical integration scheme that neglects the 
singularity of the Green’s function. Using such approach, the reconstructed local stress 
distributions were not in good agreement with the finite element distributions. However, 
averaging of the local field provided good predictions for the microscopic stiffness for a 
low contrast of phases. In order to compute more accurately the influence coefficients we 
have used another approach.  
We have demonstrated that the influence coefficients can be established by calibrating 
the spectral representations to the results from an appropriately selected set of 
micromechanical finite element (FE) models. The spectral database of the FE calibrated 
influence coefficients established by this approach was found to provide good predictions 
of the local stress distributions in the composite material systems studied for a broad 
range of microstructures. The framework developed in this study provided good 
predictions for material systems with weak and moderate contrast in the elastic constants.  
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6.2 Future Work 
 
The following tasks should be taken into consideration for future research in order to 
improve the current status of the second order MSD framework: 
• The current MSD theory should be extended to ‘strong contrast’ series expansions to 
consider composites with very high moduli differences [15]. In many technologically 
relevant compounds, like the carbon-fiber composites, the modulus of the 
reinforcement can be several orders of magnitude higher than that of the matrix. We 
have not developed a second-order spectral framework that accounts properly for this 
class of materials. The perturbation theory developed in this work was successful in 
describing microstructure-property relations of composites with weak and moderate 
contrast. It was observed that the spectral method predictions deviate rapidly from the 
finite element results when increasing the ratio of the moduli of the constituent 
phases. 
• New computational routines that account appropriately for the numerical integration 
of the microstructure-property linkages should be developed. Evaluation of the 
Green’s function is one of the major difficulties encountered in homogenization 
theory. The current integration schemes do not account appropriately for the principal 
value the Green’s function and they are not accurate in predicting the local properties 
of composites. The limits seem to be more on the theoretical definition of the 
principal value than on the numerical strategies adopted to calculate it. More work 
needs to be done to profit from this theory.  
• The current spectral framework should be extended to improved basis functions, such 
as the Haar wavelets. So far the MSD framework utilized indicator functions as the 
basis tool for Fourier decomposition. Such choice was motivated by the simplicity of 
these functions and the ease of illustration of the novel spectral methodology in 
solving microstructure-property relationships. Indicator functions produce a uniform 
discretization of the microstructure in the spectral space and they need to be defined 
at every elementary cell of this tessellation. Haar wavelets are piecewise functions 
that do not need to be evaluated at every point of the spectral grid and they can adapt 
to non-uniform tessellations. This special property makes wavelets more appealing as 
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basis for the spectral method because only few non-zero coefficients should be 
needed to represent microstructures in the wavelet space.    
• The second-order spectral framework should be validated to experimental results. A 
main criticism of the current methodology is the lack of experiential validation. At the 
current stage of development the MSD framework has been validated on well-
established numerical tools, such as finite element models. The numerical validation 
has increased the confidence on the MSD method since the simulated 
micromechanical models were the same for both spectral and finite element method. 
Testing the MSD theory toward experiments did not have any relevance at the 
beginning since the real experiments does not have the approximations of the 
numerical model. In addition, the spectral framework makes use of three-dimensional 
maps of the microstructure, which are still difficult to extract experimentally with the 
current characterization techniques. After numerical validation, the current MSD is 
ready to be tested on experiments to show its real capabilities.  
• Numerical optimization algorithms for inverse solutions need to be developed to 
boost the usefulness of the MSD framework. The invertibility of the microstructure-
property linkages is a key feature of the spectral method. Inverse solutions for 
effective properties have been obtained in delineating the second-order property 
closures on small micromechanical models. It would be extremely interesting to 
implement robust optimization routines that are scaled on bigger micromechanical 
models. In addition, routines for inverse solutions of the local properties of 
composites should be explored. This task is not easy because algorithms should 
provide optimized local solutions and account for the compatibility of the local 
morphology at any point of the material structure. This is still an interesting area of 
active research that has a great potential of improvement. 
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Appendix A 
Reduced Space Formulation of the Effective 
Elastic Stiffness Tensor 
Substitution of Eq. (4.18) in Eq. (4.15) yields 
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Eqs. (4.19) and (4.21) follow from this equation. 
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Appendix B 
Computer Listings 
 
We report here three codes for the following tasks: 
1. Delineation of the second-order property closures (MATLAB®);  
2. Direct numerical computation of the localization tensor and local strain (FORTRAN);  
3. Creation of the linear system Ax=B for FE calibration of the influence coefficients 
(FORTRAN).  
 
 
1. Delineation of the second-order property closures (Section 4.2.1) 
 
% The main program calls two functions: objfun.m and nonlinconst.m  
 
% function objfun.m [Objective function] 
function [floc,gradloc,hessloc]=objfun(xloc); 
global N11 N12 b1 b2 lambda1 lambda2 
floc=xloc'*(lambda1*N11+lambda2*N12)*xloc+(lambda1*b1+lambda2*b2)'*xloc
; 
if nargout > 1   % fun called with two output arguments 
   gradloc=2*(lambda1*N11+lambda2*N12)*xloc+(lambda1*b1+lambda2*b2); % 
Gradient of the function evaluated at x 
   if nargout > 2 
   hessloc=2*(lambda1*N11+lambda2*N12);  % Hessian evaluated at x 
end 
end 
 
% function nonlinconst.m [non-linear inequalities] 
function [c,ceq,GC,GCeq] = nonlinconst(x,p1x,p1y,p2x,p2y) 
global N11 N12 b1 b2 lambda1 lambda2 p1x p2x p1y p2y 
c = [];             % Nonlinear inequalities at x 
ceq = (p2y-p1y)*(x'*N12*x+b2'*x)+(p2x-p1x)*(x'*N11*x+b1'*x)-(p2y^2-
p1y^2)/2-(p2x^2-p1x^2)/2;     % Nonlinear equalities at x 
if nargout > 2   % nonlincon called with 4 outputs 
   GC = [];      % Gradients of the inequalities 
   GCeq =(p2y-p1y)*(2*N12*x+b2)+(p2x-p1x)*(2*N11*x+b1);     % Gradients 
of the equalities 
end 
 
% Main program (SQP solver) 
 
% Property closure defined by   
% P = x'N11x+b1'x 
% Q = x'N12x+b2'x 
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global N11 N12 b1 b2 lambda1 lambda2 p1x p2x p1y p2y 
  
load property_closure_matrices_N.mat % Matrices N11, N12, b1, b2   
        
maxtol=1000;    % maximum allowable value for properties  
         %(anything above this is spurious) 
numit=5;        % number of iterations to fill in missing points 
numlam=20;      % number of initial values for lambda in  
 % Obj=lambda1(P)+lambda2(Q) 
N11=Ahr1; 
N12=Ahr2; 
b1=Bh1; 
b2=Bh2; 
n=length(b1); 
  
% constraints Cx<=a  
C=[eye(n,n) -eye(n,n)]';  % all variables greater than zero 
a=[2*ones(n,1); -zeros(n,1)]; % sum of variables greater than n 
  
% define components of lambda (vectors in unit circle 
vec1=cos([1:numlam]*2*pi/numlam);   
vec2=sin([1:numlam]*2*pi/numlam);  % minus would make it clockwise 
  
x0=ones(length(b1),1);  % initial guess in feasible region 
options=optimset('GradObj','on','Hessian','on','display','off','GradCon
str','on','MaxIter',100); 
  
warning off all 
  
for i=1:length(vec1) 
    lambda1g(i)=vec1(i);    % change vec1 and vec2 to ++, +-, -+, --  
    lambda2g(i)=vec2(i);    % for all 4 quadrants of closure; 
    lambda1=lambda1g(i); 
    lambda2=lambda2g(i); 
    x=fmincon(@objfun,x0,C,a,[],[],[],[],[],options);    
    xx(:,i)=x; 
    pp(i)=x'*N11*x+b1'*x; 
    if abs(pp(i))>1000; pp(i)=0;end 
    qp(i)=x'*N12*x+b2'*x; 
    if abs(qp(i))>1000; qp(i)=0;end 
end 
  
% max distance allowed between points 
distol=max([abs(max(pp)-min(pp))/2 abs(max(qp)-min(qp))/2])/5;    
  
flag=1; 
count=0; 
while (flag==1)&(count<numit) 
    flag=0; 
    count=count+1 
    added=0;    % number of extra points added  
    nlen=length(pp); 
    for i=1:nlen-1 
        j=i+added; 
        thislen=max(abs([pp(j+1)-pp(j) qp(j+1)-qp(j)])); 
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        if thislen>distol   % find more points (if satisfied)             
            flag=1; 
            [mval,mx]=max(abs(xx(:,j+1)-xx(:,j))); 
% set min constraint for x(mx) 
minx=min([xx(mx,j) xx(mx,j+1)])+0.2*mval;  
% set max constraint 
maxx=min([xx(mx,j) xx(mx,j+1)])+0.8*mval;   
            lambda1=(lambda1g(j+1)+lambda1g(j))/2; 
            lambda2=(lambda2g(j+1)+lambda2g(j))/2; 
            mx=0;   %not using this method at the moment 
            if mx~=0         % if mx non-zero, you need to add these  
            cvec=zeros(n,1); % extra constraints on the variables 
                cvec(mx)=1; 
                C0=[C; -cvec'; cvec']; 
                a0=[a; -minx; maxx]; 
            end 
 
            x=fmincon(@objfun,x0,C,a,[],[],[],[],[],options);    
            ptemp=x'*N11*x+b1'*x; 
            if abs(ptemp)>maxtol; ptemp=0;end 
            qtemp=x'*N12*x+b2'*x; 
            if abs(qtemp)>maxtol; qtemp=0;end 
            if ((pp(j)<ptemp)&(ptemp<pp(j+1)))|… 
((pp(j)>ptemp)&(ptemp>pp(j+1))) 
            pp=[pp(1:j) ptemp pp(j+1:nlen+added)]; 
            qp=[qp(1:j) qtemp qp(j+1:nlen+added)]; 
            xx=[xx(:,1:j) x xx(:,j+1:nlen+added)]; 
            lambda1g=[lambda1g(1:j) lambda1 lambda1g(j+1:nlen+added)]; 
            lambda2g=[lambda2g(1:j) lambda2 lambda2g(j+1:nlen+added)]; 
            added=added+1; 
        else        % NBI method 
            p1x=pp(j); 
            p2x=pp(j+1); 
            p1y=qp(j); 
            p2y=qp(j+1); 
            lambda1=-(p2y-p1y); 
            lambda2=p2x-p1x; 
            x=fmincon(@objfun,x0,C,a,[],[],[],[],@nonlinconst,options);  
            ptemp=x'*N11*x+b1'*x; 
            if abs(ptemp)>maxtol; ptemp=0;end 
            qtemp=x'*N12*x+b2'*x; 
            if abs(qtemp)>maxtol; qtemp=0;end 
            if ((pp(j)<ptemp)&(ptemp<pp(j+1))) | … 
((pp(j)>ptemp)&(ptemp>pp(j+1))) 
            pp=[pp(1:j) ptemp pp(j+1:nlen+added)]; 
            qp=[qp(1:j) qtemp qp(j+1:nlen+added)]; 
            xx=[xx(:,1:j) x xx(:,j+1:nlen+added)]; 
            lambda1g=[lambda1g(1:j) lambda1 lambda1g(j+1:nlen+added)]; 
            lambda2g=[lambda2g(1:j) lambda2 lambda2g(j+1:nlen+added)]; 
            added=added+1; 
        end 
            end 
  
    end 
  
    end 
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end 
 
figure 
hold on 
plot(pp,qp,'*') 
warning on all 
 
 
2. Direct numerical computation of the localization tensor and local strain (Section 5.3.1).  
 
C************************************************************************** 
C THIS PROGRAM COMPUTES THE LOCALIZATION TENSOR (EQ. (5.23)) AND LOCAL  
C  STRAIN (EQ(5.1)) 
C LOCALIZATION RELATION: EPS_IJ = a_IJ11 * <EPS>_11 
C************************************************************************** 
 PROGRAM STRAIN HYBRID ORIG 
 implicit real*8(A-H,O-Z) 
 DIMENSION XLAMBDA(2),XMU(2),DLAMBDA(2),DMU(2),X(3,3,3,3) 
     %,DELTAC(2,3,3,3,3),R(3),C(2,3,3,3,3),XP(3,3,3,3),DLTC(2,3,3,3,3)    
     %,E(3,3,3,3),D(2,1000),XV(3,3,3,3),XV2(3,3,3,3),MT(15,4),DH(2) 
     %,WA(7000,100),F2(50000,600),AA(50000,10),BB(50000),DELTA(3,3) 
     %,F(48000),PV(3,3,3,3),PV2(3,3,3,3),DSUM(2),VF(2) 
C 
C... INPUT (FINITE ELEMENT (FE) STRAINS AND MICROSTR COEFFICIENTS) 
 OPEN(11,file='Dsn_strain_rnd_m_3D20_v025_FEM.txt',status='old')  
 OPEN(21,file='el_list_rnd_m_3D20_v025.txt',status='old') 
C 
C FILE 11 : EVEN ROWS: MICROSTRUCTURE COEFFICIENTS OF THE FIRST LAYER 
C     ODD ROWS : COMPUTED FE STRAINS (THREE COMPONENTS)     
C FILE 21 : MATRIX OF (2,0) ENTRIES IN FE MODEL (8000 ELEMENTS)    
  
 nf=4096 
 READ(11,*) ((F2(i,j),j=1,27),i=1,nf*2)  
 mf=8000 
 READ(21,*) (F(i),i=1,mf)  
C 
 CLOSE(11) 
 CLOSE(21) 
C 
C...  OUTPUT OF SPECTRAL METHOD (SPM) 
C... STRAINS FOR TWO PHASES  
 OPEN(51,FILE='STRAINS_SPM_STIFF_PHASE.TXT') 
 OPEN(52,FILE='STRAINS_SPM_SOFT_PHASE.TXT') 
C 
C... ENTER NUMBER OF LAYERS TO INCLUDE IN NUMERICAL INTEGRATION  
 WRITE(*,*) 'HOW MANY LAYERS?' 
 READ (*,*) RISP 
 PRMT=0. 
 LAY=-1 
 IF (RISP.EQ.0) PRMT=1. 
 IF ((RISP.EQ.0).OR.(RISP.EQ.1)) THEN 
C... READ TENSOR TAU=XI*PHI+ETA*PSI (2ND AND 3RD TERMS OF EQ.(5.7)) 
 OPEN(70,FILE='MATRIX_TAU_1LAYER.TXT',STATUS='OLD')  
 LAY=2 
 ELSEIF (RISP.EQ.2) THEN 
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 OPEN(70,FILE='MATRIX_TAU_2LAYER.TXT',STATUS='OLD')  
 LAY=4 
 ELSEIF (RISP.EQ.3) THEN 
 OPEN(70,FILE='MATRIX_TAU_3LAYER.TXT',STATUS='OLD')  
 LAY=6 
 ELSEIF (RISP.EQ.4) THEN 
 OPEN(70,FILE='MATRIX_TAU_4LAYER.TXT',STATUS='OLD')  
 LAY=8 
 ELSE 
 IF (RISP.GT.4) PAUSE 'ERROR SELECTION' 
 ENDIF  
 IF (LAY.EQ.-1) PAUSE 'LAY NOT SPECIFIED' 
C 
 PI=ATAN(1.)*4 
 XLAMBDA(1)=70 
 XMU(1)=35   ! WEAK CONTRAST  
 XLAMBDA(2)=100        
 XMU(2)=55    
C XLAMBDA(2)=200  ! MODERATE CONTRAST (UNCOMMENT TO APPLY) 
C XMU(2)=160   ! 
 RLAMBDA=(XLAMBDA(1)+XLAMBDA(2))/2. ! CONSTANT REF TENSOR 
 RMU=(XMU(1)+XMU(2))/2. 
 DLAMBDA(1)=XLAMBDA(1)-RLAMBDA     
 DLAMBDA(2)=XLAMBDA(2)-RLAMBDA 
 DMU(1)=XMU(1)-RMU 
 DMU(2)=XMU(2)-RMU 
 LEDGE=20     ! EDGE OF THE RVE  
 NEL=20     ! NUMBER OF ELEMENTS PER EDGE  
 SCELL=FLOAT(LEDGE/NEL)   ! DIMESION OF ONE CELL 
 NL=9      ! EDGE OF THE CUBE  
 LE=4      ! OUTER LAYERS 
DISCARDED 
 NEXT=NL**3-27    ! NUMBER OF OUTER LAYERS 
C YOUNG=119.42  (WEAK CONT) 
C UN=0.3269        (WEAK CONT) 
 YOUNG=RMU*(3+2*RMU/RLAMBDA)/(1+RMU/RLAMBDA)  
 UN=1./(2*(1+RMU/RLAMBDA))     
C 
 NPH=2    ! NUMBER OF PHASES  
 EPSAV=0.1/LEDGE                   ! IMPOSED AVG STRAIN (<EPS>_11=0.05) 
C 
 B=(LEDGE**3)/FLOAT(NPH*(NEL**3)) ! NORMALIZATION FACTOR 
C 
 MCOMP=1  ! CHOOSE STRAIN COMPONENT (S11=1,S22=2,S33=3)    
 IR=MCOMP  ! LOCALIZATIION TENSOR (a)_IJKL=(a)_IJ11   
 JR=MCOMP 
 KR=1 
 LR=1 
C 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C COMPUTES THE DELTA_C TENSOR  
 DO 87 IN=1,2 
 DO 86 I1=1,3 
 DO 86 J1=1,3 
 DO 86 K1=1,3  
 DO 86 L1=1,3 
86 CALL DCFUNC(DLTC,IN,I1,J1,K1,L1,DLAMBDA,DMU)  
87 CONTINUE 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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C COMPUTES THE K TENSOR (PRINCIPAL VALUE) 
 DO 85 I1=1,3 
 DO 85 J1=1,3 
 DO 85 K1=1,3  
 DO 85 L1=1,3 
85 CALL TENSORKR(E,I1,J1,K1,L1,RLAMBDA,RMU) 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C COMPUTES THE PHI (81 COMPONENTS) 
  NLAY=LAY*2+1 
C 
 READ(70,800) ((WA(I,J),J=1,81),I=1,NLAY**3) 
800 FORMAT(81F14.6) 
 JM=((LAY*2+1)**3+1)/2 
C   
 DO 94 I=1,NLAY**3 
 DO 94 J=1,81 
94 WA(I,J)=WA(I,J)/(1.E6) 
C 
 GO TO 500  ! COMMENT TO CALCULATE THE TENSOR TAU 
 MM=0 
 DO 82 KS=1,NLAY  
 DO 82 JS=1,NLAY   
 DO 82 IS=1,NLAY  
 IS2=IS-(NLAY+1)/2 
 JS2=JS-(NLAY+1)/2 
 KS2=KS-(NLAY+1)/2 
 MM=(KS2+LAY)*NLAY**2+(JS2+LAY)*NLAY+(IS2+LAY+1) 
 DO 88 I6=1,3 
 DO 88 J6=1,3 
 DO 88 K6=1,3 
 DO 88 L6=1,3 
 NN=(I6-1)*27+(J6-1)*9+(K6-1)*3+L6 
 CALL PHICOEFF(XV,0,0,0,IS2,JS2,KS2,I6,J6,K6,L6 
     %,LEDGE,NEL,YOUNG,UN) 
 WA(MM,NN)=XV(I6,J6,K6,L6) 
88 CONTINUE 
82 CONTINUE  
 WRITE(30,123) ((WA(I,J)*1.E6,J=1,81),I=1,MM) 
123 FORMAT(81F14.6) 
500 WRITE(*,*) 'TENSORS COMPUTED' 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C MAIN LOOP 
C 
 CALL DELTAF(DELTA) 
 Y=0 
 LE2=2   ! # LAYERS EXCLUDED IN FILE 20 (FEM) 
 NABS=0 
 IPSH=((LAY+1)**3+1)/2        
C 
 DO 90 KSH=LE+1,LEDGE-LE   
 DO 90 JSH=LE+1,LEDGE-LE     
 DO 90 ISH=LE+1,LEDGE-LE   
 NSHAT=LEDGE*LEDGE*(KSH-1)+LEDGE*(JSH-1)+ISH 
 NABS=NABS+1 
CV WRITE(*,*) NABS 
CV IF (NABS.EQ.NLOOP+1) GO TO 444 
 NCOUNT2=(LEDGE-2*LE2)**2*(KSH-LE2-1)+ 
     %(LEDGE-2*LE2)*(JSH-LE2-1)+ISH-LE2 
 NCOUNT=NCOUNT2+(LEDGE-4)**3*(NG-1) 
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 IM=2*NCOUNT-1 
 NJ=2*NCOUNT 
 EPS=F2(NJ,MCOMP)  
C  
 S1=0 
 S2=0 
 S3=0 
 S4=0 
 S5=0 
 S6=0 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C DEFINE CURRENT MICROST COEFFS 
 NV=0 
 FLG=0 
 DO 80 KS=1,LAY+1  
 DO 80 JS=1,LAY+1 
 DO 80 IS=1,LAY+1 
 NV=NV+1 
 NSC2=NSHAT+LEDGE*LEDGE*(KS-(LAY+2)/2)+  
     %LEDGE*(JS-(LAY+2)/2)+IS-(LAY+2)/2 
 NSC=NSC2+MF*(NG-1) 
 D(2,NV)=F(NSC)    ! CHECK (F2(IM,NV) 
 D(1,NV)=NPH-F(NSC) 
80 CONTINUE 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C... 'CAP' CORRECTION TERM  
 DSUM(1)=0 
 DSUM(2)=0 
 DO 71 I5=1,2 
 DO 70 MD=1,NV    ! (1 LAY: NV=27; 2 LAY: NV=125)  
 DSUM(I5)=DSUM(I5)+D(I5,MD)/NV 
70 CONTINUE  
71 CONTINUE 
C%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
 DSUM(1)=0   ! UNCOMMENT DSUM=0 TO ENABLE THE 
'CAPS' 
 DSUM(2)=0   ! CORRECTION TERM 
 NV=0 
 DO 55 KS=1,LAY+1 
 DO 55 JS=1,LAY+1 
 DO 55 IS=1,LAY+1 
 NV=NV+1 
 KS2=-JS+(LAY+2)/2  ! COMPONENTS OF THE VECTOR IN GLOBAL 
FRAME 
 JS2=-IS+(LAY+2)/2 
 IS2=-KS+(LAY+2)/2 
 RMAG2=SQRT(FLOAT(IS2)**2+FLOAT(JS2)**2+FLOAT(KS2)**2) 
 MM2=(KS2+LAY)*NLAY**2+(JS2+LAY)*NLAY+(IS2+LAY+1) 
C 
C LINEAR TERM [EQ.(5.24)] 
C 
 DO 40 I1=1,3 
 DO 40 J1=1,3 
 NN1=(IR-1)*27+(I1-1)*9+(JR-1)*3+J1 
 XV(IR,I1,JR,J1)=WA(MM2,NN1)   
 PV(IR,I1,JR,J1)=WA(JM,NN1)  
C  
 DO 41 IN=1,2 
  IF ((IS2.EQ.0.).AND.(JS2.EQ.0.).AND.(KS2.EQ.0.)) THEN 
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 S1=S1+E(IR,JR,I1,J1)*DLTC(IN,I1,J1,KR,LR)*(D(IN,NV)-DSUM(IN))  
C 
  ELSE   
  ENDIF 
 S2=S2+XV(IR,I1,JR,J1)*DLTC(IN,I1,J1,KR,LR)*(D(IN,NV)-DSUM(IN)) 
C  
41 CONTINUE 
40 CONTINUE 
C 
C GO TO 55  ! UNCOMMENT TO EXCLUDE THE QUADRATIC TERM 
C 
C QUADRATIC TERM [EQ.(5.25)]  
C 
 MV=0 
 DO 60 KSP=1,LAY+1 
 DO 60 JSP=1,LAY+1 
 DO 60 ISP=1,LAY+1 
 MV=MV+1 
 KS3=-JSP+JS   ! COMPONENTS OF VECTOR IN GLOBAL FRAME 
 JS3=-ISP+IS  
 IS3=-KSP+KS 
 MM3=(KS3+LAY)*NLAY**2+(JS3+LAY)*NLAY+(IS3+LAY+1) 
C 
 DO 50 I1=1,3 
 DO 50 J1=1,3 
 DO 50 K1=1,3 
 DO 50 L1=1,3 
 DO 50 M1=1,3 
 DO 50 N1=1,3 
C 
 NN2=(IR-1)*27+(I1-1)*9+(JR-1)*3+J1 
 NN3=(K1-1)*27+(M1-1)*9+(L1-1)*3+N1 
C 
 XV(IR,I1,JR,J1)=WA(MM2,NN2)   
 XV2(K1,M1,L1,N1)=WA(MM3,NN3)  
C 
 PV(IR,I1,JR,J1)=WA(JM,NN2)   
 PV2(K1,M1,L1,N1)=WA(JM,NN3) 
C 
 DO 51 IN1=1,2 
 DO 51 IN2=1,2 
C 
 IF ((IS2.EQ.0.).AND.(JS2.EQ.0.).AND.(KS2.EQ.0.).AND. 
     %(IS3.EQ.0.).AND.(JS3.EQ.0.).AND.(KS3.EQ.0.)) THEN 
 S3=S3+(E(IR,JR,I1,J1)+PV(IR,I1,JR,J1))*DLTC(IN1,I1,J1,K1,L1)* 
     %(E(K1,L1,M1,N1)+PV2(K1,M1,L1,N1))*DLTC(IN2,M1,N1,KR,LR) 
     %*(D(IN1,NV)*D(IN2,MV)-DSUM(IN1)*DSUM(IN2)) 
C 
 ELSE 
  IF ((IS2.EQ.0.).AND.(JS2.EQ.0.).AND.(KS2.EQ.0.)) THEN 
      S5=S5+(PV(IR,I1,JR,J1)+E(IR,JR,I1,J1))*DLTC(IN1,I1,J1,K1,L1)* 
     %XV2(K1,M1,L1,N1)*DLTC(IN2,M1,N1,KR,LR) 
     %*(D(IN1,NV)*D(IN2,MV)-DSUM(IN1)*DSUM(IN2)) 
C 
  ELSEIF ((IS3.EQ.0.).AND.(JS3.EQ.0.).AND.(KS3.EQ.0.)) THEN 
      S4=S4+XV(IR,I1,JR,J1)*DLTC(IN1,I1,J1,K1,L1)* 
     %(PV2(K1,M1,L1,N1)+E(K1,L1,M1,N1))*DLTC(IN2,M1,N1,KR,LR)* 
     %(D(IN1,NV)*D(IN2,MV)-DSUM(IN1)*DSUM(IN2)) 
C 
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  ELSE 
C 
     S6=S6+XV(IR,I1,JR,J1)*DLTC(IN1,I1,J1,K1,L1)*XV2(K1,M1,L1,N1)* 
     %DLTC(IN2,M1,N1,KR,LR) 
     %*(D(IN1,NV)*D(IN2,MV)-DSUM(IN1)*DSUM(IN2)) 
C      
  ENDIF 
      ENDIF 
51 CONTINUE 
50 CONTINUE 
60 CONTINUE 
C 
55 CONTINUE 
C( 
C... SPM STRAIN (NUMERICAL INTEGRATION) 
 IDNT=0.5*(DELTA(IR,KR)*DELTA(JR,LR)+DELTA(IR,LR)*DELTA(JR,KR)) 
 EPS2=(IDNT-(S1+S2)*B+(S3+S4+S5+S6)*B**2)*EPSAV 
C 
 AA(NABS,1)=EPS  ! FE STRAIN  
 AA(NABS,2)=EPS2*1000 ! SPM STRAIN 
C 
C... WRITE OUTPUT 
 NV2=(NV+1)/2 
 IF (D(2,NV2).EQ.2) THEN 
 WRITE(51,234) AA(NABS,1),AA(NABS,2)   
 ELSEIF (D(2,NV2).EQ.0) THEN  
 WRITE(52,234) AA(NABS,1),AA(NABS,2)  
234 FORMAT(2F12.6) 
 ELSE 
 PAUSE 'ERROR IN MICROSTR COEFFICIENTS' 
 ENDIF 
C 
90 CONTINUE 
C 
 WRITE(40,333) ((AA(I,J),J=1,1),I=1,NABS) 
333 FORMAT(1F20.6) 
C 
 WRITE(*,*) 'ANALYSIS COMPLETE' 
 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C  THIS SUBROUTINE RETURNS THE K TENSOR (PRINCIPAL VALUE) 
 SUBROUTINE TENSORKR(E,I,J,K,L,RLAMBDA,RMU) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION DELTA(3,3),E(3,3,3,3) 
 CALL DELTAF(DELTA) 
 E(I,J,K,L)=1/(15*RMU)*(-(RLAMBDA+RMU)/(RLAMBDA+2*RMU)*DELTA(I,J)* 
     %DELTA(K,L)+(3*RLAMBDA+8*RMU)/(RLAMBDA+2*RMU)*0.5*(DELTA(I,K)* 
     %DELTA(J,L)+DELTA(I,L)*DELTA(J,K))) 
 RETURN 
 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C  THIS SUBROUTINE RETURNS THE DELTAC TENSOR 
 SUBROUTINE DCFUNC(DELTAC,N,L,J,LR,JS,DLAMBDA,DMU) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION DELTA(3,3),DLAMBDA(2),DMU(2),DELTAC(2,3,3,3,3) 
 CALL DELTAF(DELTA) 
 DELTAC(N,L,J,LR,JS)=DLAMBDA(N)*DELTA(L,J)*DELTA(LR,JS)+ 
     %DMU(N)*(DELTA(L,JS)*DELTA(J,LR)+DELTA(L,LR)*DELTA(J,JS)) 
 RETURN 
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 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C  THIS SUBROUTINE RETURNS THE TENSOR PHI (COMPACT VERSION - E, NU=0.326) 
 SUBROUTINE TENSORPHI(X,I,J,K,L,R,E,U) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION DELTA(3,3),R(3),X(3,3,3,3) 
 CALL DELTAF(DELTA) 
 PI=ATAN(1.)*4 
 A=1/(8*PI*E) 
 B=(1+U)/(1-U) 
 RMAG=SQRT(R(1)**2+R(2)**2+R(3)**2)  
 w1=B*(DELTA(I,K)*DELTA(J,L)-(1-2*U)*(DELTA(J,K) 
     %*DELTA(I,L)+DELTA(I,J)*DELTA(K,L))) 
 w2=3*B*((1-2*U)*(DELTA(I,J)*R(K)*R(L)+DELTA(K,J)*R(I) 
     %*R(L))-(DELTA(I,K)*R(J)*R(L)+DELTA(I,L)*R(J)*R(K)+DELTA(J,L)*R(I) 
     %*R(K)+DELTA(K,L)*R(I)*R(J))) 
 w3=15*B*R(I)*R(J)*R(K)*R(L) 
 X(I,J,K,L)=A*(w1/(RMAG**3)+w2/(RMAG**5)+w3/(RMAG**7)) 
 RETURN 
 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C  THIS SUBROUTINE COMPUTES THE COEFFICIENTS OF TENSOR PHI_SS'_IJKL  
 SUBROUTINE PHICOEFF(W,IS,JS,KS,ISP,JSP,KSP,I,J,K,L,LEDGE,NEL,E,U) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION R(3),W(3,3,3,3),PHX(3,3,3,3) 
C 
 PI=ATAN(1.)*4 
 ND=4    ! ND^3 : NUMBER OF INTEGRATION POINTS 
 SCELL=FLOAT(LEDGE/NEL) ! DIMESION OF ONE CELL 
 DK=(SCELL/FLOAT(ND)) ! INTERVAL OF INTEGRATION 
 B2=((NEL**3)/(LEDGE**3))**2 
 B1=(DK**3)**2 
 PHI=0 
 COUNT=0 
 DO 20 I3 = 1,ND 
 DO 20 J3 = 1,ND 
 DO 20 K3 = 1,ND 
 X=FLOAT(IS)+(1-ND)/FLOAT(2*ND)*SCELL+SCELL/FLOAT(ND)*(I3-1)  
 Y=FLOAT(JS)+(1-ND)/FLOAT(2*ND)*SCELL+SCELL/FLOAT(ND)*(J3-1)  
 Z=FLOAT(KS)+(1-ND)/FLOAT(2*ND)*SCELL+SCELL/FLOAT(ND)*(K3-1) 
 DO 10 I4 = 1,ND 
 DO 10 J4 = 1,ND 
 DO 10 K4 = 1,ND 
 X2=FLOAT(ISP)+(1-ND)/FLOAT(2*ND)*SCELL+SCELL/FLOAT(ND)*(I4-1)  
 Y2=FLOAT(JSP)+(1-ND)/FLOAT(2*ND)*SCELL+SCELL/FLOAT(ND)*(J4-1)  
 Z2=FLOAT(KSP)+(1-ND)/FLOAT(2*ND)*SCELL+SCELL/FLOAT(ND)*(K4-1)  
 R(1)=X2-X 
 R(2)=Y2-Y 
 R(3)=Z2-Z 
 RMAG=SQRT(R(1)**2+R(2)**2+R(3)**2) 
  IF ((RMAG.LT.0.00000000000001).AND.(RMAG.GT.-0.00000000000001)) 
     % THEN  
  ELSE 
   CALL TENSORPHI(PHX,I,J,K,L,R,E,U) ! SPECIFY 
   PHI=PHI+PHX(I,J,K,L)*B1 
  ENDIF 
10 CONTINUE 
20 CONTINUE 
 W(I,J,K,L)=PHI*B2  
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 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C  THIS SUBROUTINE COMPUTES THE DELTA FUNCTION 
 SUBROUTINE DELTAF(A) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION A(3,3) 
 DO 5 I = 1,3 
 DO 5 J = 1,3 
 IF (I.EQ.J) THEN 
 A(I,J)=1. 
 ELSE 
 A(I,J)=0. 
 ENDIF 
5 CONTINUE 
 RETURN 
 END 
 
 
3. Creation of the linear system Ax=B for FE calibration of the influence coefficients 
(Section 5.3.2) 
 
C************************************************************************** 
C THIS PROGRAM COMPUTES THE MATRIX A AND THE VECTOR B 
C OF THE SYSTEM Ax=B (REDUCED SPECTRAL SPACE) 
C x: VECTOR OF THE FE CALIBRATED INFLUENCE COEFFICIENTS 
C SYSTEM SOLVED WITH MATLAB® LINEAR SOLVER  
C************************************************************************** 
 PROGRAM LINSYSTEM GENERATOR    
 implicit real*8(A-H,O-Z) 
 parameter(NS=27,Nred=1,ndim=(3*NS+NS**2)*0.5-1, 
      %maxdim=50000,NT=4096*6) ! NT: (4097,49153) 
 dimension XM(maxdim,ndim),B(maxdim),W(99000,NS),D(NS) 
C...  INPUT  
C SIX CALIBRATION MICROSTRUCTURES  
 open(10,file='Dsn_strain_rnd_3ph_3D20_v033_FEM.txt',status='old')  
 open(11,file='Dsn_strain_rnd_m_3D20_v025_FEM.txt',status='old')  
 open(12,file='Dsn_strain_rnd_m_3D20_v075_FEM.txt',status='old')  
 open(13,file='Dsn_strain_mixed_reinf_3d_m_3D20_v025_FEM.txt' 
     %,status='old')  
 open(14,file='Dsn_strain_mixed_reinf_3d_m_3D20_v05_FEM.txt' 
     %,status='old')  
 open(15,file='Dsn_strain_mixed_reinf_3d_m_3D20_v075_FEM.txt' 
     %,status='old')  
C 
C...  OUTPUT (A,B) 
 open(20,file='Rect_matrix_sym_3D20.txt') 
 open(30,file='Vector_sym_3D20.txt') 
C... INITIALIZATION 
 call MAT0(XM,maxdim,maxdim,NT,NS) 
 call VEC0(B,maxdim,1) 
 nf=4096 
C... READ MICROSTRUCTURES 
C FILES 10-15 : EVEN ROWS: MICROSTRUCTURE COEFFICIENTS OF THE FIRST LAYER 
C            ODD ROWS : COMPUTED FE STRAINS (THREE COMPONENTS)  
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 read(10,*) ((W(i,j),j=1,NS),i=1,nf*2)  
 read(11,*) ((W(i,j),j=1,NS),i=2*nf+1,nf*4)  
 read(12,*) ((W(i,j),j=1,NS),i=4*nf+1,nf*6)  
 read(13,*) ((W(i,j),j=1,NS),i=6*nf+1,nf*8)  
 read(14,*) ((W(i,j),j=1,NS),i=8*nf+1,nf*10)  
 read(15,*) ((W(i,j),j=1,NS),i=10*nf+1,nf*12)  
C 
 close(10) 
 close(11) 
 close(12) 
 close(13) 
 close(14) 
 close(15) 
 epsav=0.1/20  ! IMPOSED AVG STRAIN 
C 
C... MAIN LOOP 
 do 20 ii=1,NT 
 ip5=2*(ii-1)+1  ! 1,3,5,... 
 jp5=2*ii  ! 2,4,6,... 
 call ARR0(D,Nred,NS) 
C 
 do 25 i=1,NS 
25 D(i)=W(ip5,i)  ! CURRENT MICROSTR COEFFICIENTS (FIRST LAYER) 
C 
 ih=14    ! CENTRAL CELL S_HAT (S=27) 
 ncount=0 
C 
 do 30 i=2,NS 
 ncount=ncount+1 
30 XM(ii,ncount)=D(i)-D(1) ! FIRST TERM 
C 
 do 50 i=1,NS   ! SECOND TERM 
 do 50 j=i,NS 
 ncount=ncount+1 
 XM(ii,ncount)=D(i)*D(j)-2*D(1) 
50 continue 
C 
 if (ncount.ne.ndim) pause 'error in the numeration' 
 nc=1     ! STRAIN E11, E22, E33 (nc=1,2,3) 
 B(ii)=W(jp5,nc)/(1000*epsav)-1  
C B(ii)=W(jp5,nc)/(1000*epsav)  ! UNCOMMENT IF nc=2 OR nc=3 
c 
 write(20,100) (XM(ii,j),j=1,ndim) 
 write(30,101) B(ii) 
100 format(404f12.4)     
101 format(1f12.4) 
C 
20 continue 
 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
C  THIS SUBROUTINE NULLS A VECTOR A 
 SUBROUTINE VEC0(A,IA,N) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION A(IA) 
 DO 10 I = 1,N 
10   A(I) = 0.0 
 RETURN 
 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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C  THIS SUBROUTINE NULLS MATRIX A 
 SUBROUTINE MAT0(A,IA,IB,N,M)  
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION A(IA,IB) 
 DO 10 I = 1,N 
 DO 10 J = 1,M 
10   A(I,J) = 0.0 
 RETURN 
 END 
c%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
C  THIS SUBROUTINE NULLS AN ARRAY A 
 SUBROUTINE ARR0(A,Nr,Nc) 
 IMPLICIT REAL*8(A-H,O-Z) 
 DIMENSION A(Nr,Nc) 
 DO 10 I = 1,Nr 
 DO 10 J = 1,Nc 
10   A(I,J) = 0.0 
 RETURN 
 END 
 
 
 
