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Abstract
We consider the control of a class of chaotic systems, which covers the forced chaotic oscillators. We focus on two control
problems. The first one is to change the dynamics of the system to a new one which exhibits a desired behavior, and the second
one is the tracking problem, i.e., to force the solutions of the chaotic system to track a given trajectory. To solve these problems
we use observers which could be used to estimate the unknown states of the system to be controlled. We apply the proposed
method to the control of Duffing equation and the Van der Pol oscillator and present some simulation results. 2001 Elsevier
Science B.V. All rights reserved.
PACS:05.45.+b
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1. Introduction
Many different aspects of chaotic dynamics have at-
tracted extensive interest from different disciplines in
recent years. An interesting and challenging problem
in the field is the control of chaotic systems. How-
ever, there is neither a general method, nor a com-
mon framework for this control problem. Many publi-
cations on the subject [1–3] focus on driving a system
from a chaotic regime to periodic orbits and from peri-
odic orbits to chaotic trajectories. Main control strate-
gies that have been studied are open-loop methods [4],
OGY technique [2,5] and control engineering tools
[1,6]. There are yet other approaches that are more
complex and difficult to apply in many cases [7,8]. An
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extensive list of references on the subject can be found
in [9].
In this Letter we present a state estimation and feed-
back approach to the control of a class of chaotic sys-
tems. The class we consider includes forced oscillators
such as Duffing equation and the Van der Pol oscilla-
tor. We first transform these systems into a canonical
form called the Brunowsky form, hence the method
presented in this Letter may also be applied to sys-
tems which can be transformed into the Brunowsky
form after a change of coordinates. Our aim is to al-
ter the dynamics of the given chaotic system appropri-
ately by using the control input to obtain a desirable
behavior, i.e., to drive the system from chaos to pe-
riodic behavior, or vice versa. If the behavior of the
system to be controlled depends on certain parameters
in the dynamics, and if the bifurcation structure with
respect to these parameters is known, then by apply-
ing input term appropriately, these coefficients can be
adjusted to obtain a desirable behavior. Another prob-
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lem we address is forcing a chaotic system to track
a reference trajectory. For both of these problems (con-
trol and tracking) we use state observers. Observers
are dynamical systems which can be used to estimate
the states of the system to be controlled. Such struc-
tures have also been used in the synchronization of
chaotic systems, [10,11]. Robustness properties of ob-
servers used in chaotic synchronization were investi-
gated in [12].
Then those estimates provided by the observer are
used in state feedback to change the dynamics of the
controlled system. This would bring an extra error
term in the dynamics of the system to be controlled,
however this error term also decays exponentially to
zero, hence is not expected to change the asymptotic
behavior of the system to be controlled.
A similar control problem was considered also in
[1] and [13]. In both of these works, only the Duffing
equation was considered, and their control problem
was not to change the dynamics, but to force the
solutions of the Duffing equation to track a given
reference trajectory. Only in [13] a state observer
was used, but both the form of the observer and
the technique used are quite different than the ones
considered in this Letter.
The Letter is organized as follows. In the next
section we introduce the concept and basics of the
state observers considered in this work. In Section 3
we consider the observer based control of forced
oscillators. In Section 4 we apply the proposed control
method to the control of Duffing equation and the Van
der Pol oscillator and give simulation results. Finally,
we give some concluding remarks.
2. Full order observer
We consider nonlinear systems having the following
form:
(1)u̇=Au+ g(u)+ h(t), y = Cu,
whereA ∈ Rn×n, C ∈ R1×n are constant matrices,
y ∈R is the measured output,g : Rn→Rn is a differ-
entiable nonlinear function andh : R→Rn is a known
forcing function (and/or input).
For definitions of observability, observers and their
applications to chaotic systems we refer to [10,12] and
the references therein.
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f (u), C = (1 0 . . . 0),
where f : Rn → R is a differentiable function that
satisfies the Lipschitz property:∥∥f (u1)− f (u2)∥∥6 γ ‖u1− u2‖, ∀u1, u2 ∈Rn,
(3)
for some positiveγ . Here, ‖v‖ represents standard
Euclidean norm inRp for any positive integerp if
v ∈ Rp and the induced matrix norm ifv ∈ Rp×p .
We note that, since all norms are equivalent inRp , the
norm used in (3) is arbitrary.
The form given by (2) is called the Brunowsky
canonical form, and is frequently used in the control
of nonlinear systems; see, e.g., [14,15]. We note that
some chaotic systems are already in this form; see,
e.g., [16,17] or can be transformed into this form, e.g.,
Rössler system. In the sequel we will consider forced
chaotic oscillators and show that these oscillators can
be readily transformed into this form.
To estimate the state vectoru(t) of system (1) we
use the following observer:
(4)˙̂u=Aû+ g(û)+L(y −Cû)+ h(t),
whereL ∈Rn is a gain vector chosen so that the error
ε = u − û between the original state vector and its
estimate converges to zero exponentially. The fact that
such a gain vector can always be found is proved in
[15] and a procedure to obtain the gain vectorL can
be found in [10,12]. An improvement on the gain
selection scheme is provided in [18].
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Thus we have that the estimateû(t) approaches to
u(t) exponentially fast, i.e., the following holds for
someM > 0 andα > 0:
(5)
∥∥u(t)− û(t)∥∥6Me−αt , ∀t > 0.
This also shows that the proposed observer scheme
can be used for the synchronization of chaotic systems
given by (1).
In some special cases, the nonlinearity given in (1)
may have the following special form:
(6)g(u)= ĝ(y), y = Cu,
whereC is as given in (1), and̂g : R→ Rn is an
arbitrary function. In this special case, the nonlinearity
g can be exactly constructed in the observer sincey
is available from measurements. Then instead of the
observer given by (4), we can use the following:
(7)˙̂u=Aû+ ĝ(y)+L(y − ŷ)+ h(t), ŷ = Cû.
Hence by using (1), (6) and (7) we obtain the following
error dynamics:
(8)ε̇ = (A−LC)ε.
Fact 1. Consider the system given by(1) where the
nonlinearityg is of the form given by(6) and consider
the observer given by(7). Assume that the pair(C,A)
is observable. Then there exists a feedback gain vector
L such that the errorε decays globally exponentially
to zero.
Proof. Choose a gain vectorL such thatA − LC is
stable. Then the result follows from (8).2
Remark 1. Note that Fact 1 holds for any nonlinearity
ĝ, i.e., (3) need not be satisfied. Hence,ĝ need not
even be differentiable or continuous (e.g., can be
a hysteresis or signum type nonlinearity). However,
if we insist to use the observer given by (4), then
obviously we need (3) to hold.
We note that some chaotic systems are already in
this form, e.g., the systems in Lur’e form; see [19].
In the sequel we will show that the controlled Duffing
equation can be transformed into this form.
3. Observer-based control
In this section we consider the application of the
observer theory given in previous section to the control
of a class of chaotic systems, namely forced chaotic
oscillators. We note that this approach also applies to
other class of systems, e.g., systems in Lur’e form,
see [16,19], or systems in Brunowsky canonical form,
or any system which could be transformed into one
of these forms. However, these classes will not be
considered in this Letter.
We consider the systems given by the following
equation:
(9)x(n) + F (x, ẋ, . . . , x(n−1))= h(t)+ r(t),
where x(i) represents theith time derivative ofx,
i = 1,2, . . . , n − 1, h(t) is a known forcing function
and r(t) is the control input to be determined. We
assume thatF is differentiable with respect to its
arguments. This class of systems covers a wide range
of chaotic oscillators, e.g., Duffing equation, Van der
Pol equation, etc. Also, some class of systems (e.g.,
Lur’e class) can be reduced to this form. Introduction
of the input termr(t) in (9) is inspired by the works
of [1] and [13], where the authors considered only the
control of the Duffing equation.
We will first explain our methodology. Assume that
the signalx as well as its time derivativesx(i), i =
1, . . . , n−1, are all available. Choose the control input
r as
r(t)= ĥ(t)− h(t)+F (x, . . . , x(n−1))
(10)− F̂ (x, . . . , x(n−1)),
and substitute in (9) to get
(11)x(n) + F̂ (x, ẋ, . . . , x(n−1))= ĥ(t).
Hence we can convert the dynamics of the forced
oscillator (9) to a desired dynamics given by (11)
by the choice of the feedback input (10). This way,
the dynamical behavior of (9) may be modified.
A particular application of this idea is the following.
Assume thatF in (9) has the form
F
(









x, . . . , x(n−1)
)
,
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where, fori = 1,2, . . . , p, Fi are known and differ-
entiable functions, andαi are real and constant para-
meters. Assume that the dynamical behavior of (9) de-
pends on the parametersαi (e.g., a bifurcation diagram
in terms of parametersαi is known). Then, by choos-







Fi + ĥ(t)− h(t),




α̂iFi + Fr = ĥ(t),
hence any behavior in the bifurcation diagram of
(9) can be obtained with appropriate choice of the
parameterŝαi .
The basic problem in the scheme presented above
is the unavailability of the signalsx(i)(t), i = 1, . . . ,
n − 1. We assume thatx(t) is measurable, however,
obtaining the derivatives by numerical derivation is not
desirable since inevitably this operation is adversely
affected by the presence of noise in measurements.
Alternatively we could use the observer theory given
in the previous section to estimate the states, hence the
derivatives. Moreover, the error between the estimates
and the actual derivatives decay exponentially to zero.
Hence in the control laws given by (10) or (13) we
could use the estimateŝx(i), i = 1, . . . , n − 1. This
would bring a perturbation termε(t) in the right hand
sides of (11) and (14), and assuming that the signals
are bounded, this termε(t) decays exponentially to
zero. Hence, asymptotically we can neglect the term
ε(t), and assuming that the behaviors of (11) and (14)
(e.g., chaos, limit cycle, etc.) are structurally stable,
we could expect to observe the similar behavior in the
controlled system given by (11) or (14).
To elaborate further on structural stability, let us
consider a perturbed version of (11),
x(n) + F̂ (x, ẋ, . . . , x(n−1))
(15)= ĥ(t)+ n(t, x, ẋ, . . . , xn−1),
wheren : R+ ×Rn→ R is an arbitrary smooth func-
tion. Let us assume that (11) exhibits certain behavior
(e.g., chaos, limit cycle, etc.) in a bounded regionΩ ⊂
Rn. We say that this behavior is structurally stable if
there existsε0> 0 such that, for anyn : R+×Rn→R
satisfying|n|< ε0 onΩ and∀t > 0, solutions of (11)
and (15) are topologically equivalent, i.e., a contin-
uous and invertible function maps one to the other,
see [20].
For formal derivations, we first transform (9) into
the state space form by usual change of variables
x1= x, xi+1= x(i), i = 1,2, . . . , n− 1.
Let u = (x1 x2 . . . xn−1)T and definef (u) = F(x1,
x2, . . . , xn−1). With these definitions, state space rep-
resentation of (9) is of the form (2). As before, we as-
sume thatf satisfies the Lipschitz condition (3). In
fact, since the systems considered in this Letter are
chaotic, the solutions are bounded in a compact and
convex region, and assuming the differentiability off ,
in this region such a Lipschitz property holds. Hence,
by using the Lipschitz constantγ in (3) and results
referred to in the previous section, a feedback gain
L can always be found so that (5) is satisfied. Defin-
ing f̂ (û)= F̂ (x̂1, x̂2, . . . , x̂n−1) we choose the control
input r as (cf. (10))
(16)r(t)= ĥ(t)− h(t)+ f (û)− f̂ (û).
Although we do not haveu, û is available, hence the
control law (16) is implementable. Substituting this
control law in (9) we obtain the expression of the
controlled system as
(17)x(n) + F̂ (x, ẋ, . . . , x(n−1))= ĥ(t)+ ε(t),
where
(18)ε(t)= [f̂ (u)− f̂ (û)]+ [f (û)− f (u)].
Assuming thatf̂ is also Lipschitz, i.e., (3) is satisfied
with a constant̂γ , it follows from (3) and (5) that
(19)
∣∣ε(t)∣∣6 (γ + γ̂ )Me−αt .
Let ε0 > 0 be the bound on the perturbation term
in (15) mentioned above. From (19) it follows eas-
ily that for t > T = (1/α) ln((γ + γ̂ )M/ε0) we have
ε(t) < ε0. Hence, we can applyr(t) given by (16) for
t > T , then by structural stability assumption the solu-
tions of (11) and (17) will be topologically equivalent.
Moreover, sinceε(t) decays to zero exponentially fast,
it is reasonable to expect the behaviors of (11) and (17)
to be the same.
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x, ẋ, . . . , x(n−1)
)
(20)= a0x + a1ẋ + · · · + an−1x(n−1) + fr(x),
wherea0, . . . , an−1 are arbitrary real constants andfr
is a differentiable function, not necessarily satisfying
the Lipschitz property. After transforming to state
space coordinates this system satisfies the conditions
of Fact 1, hence instead of observer (4), we could use
observer (7).
In [13] it was shown that by using a different
observer structure, it is possible to design a controller
so that the solutions of the Duffing equation tracks a
given reference trajectory. The same approach can also
be applied to any forced chaotic oscillator given by (9)
by using the observers presented in this Letter.
Indeed, letxd(t) be a given reference trajectory
which is sufficiently smooth. Let the chaotic forced os-
cillator be given by (9) and let̂u = (x̂1 x̂2 . . . x̂n−1)T
be the estimate ofu= (x1 x2 . . . xn−1)T provided by
the observer. We choose the control lawr(t) as fol-
lows:
r(t)= xnd (t)− k1(x̂ − xd)− k2




)− h(t)+ F (û).
We choose the tracking errorε = x−xd and using (21)
in (9) and noting that̂x(i) − x(i)d = ε(i) + x̂(i) − x(i),
we obtain
(22)ε(n) + knε(n−1) + · · · + k1ε = δ(t),
whereδ(t) is an exponentially decaying term, i.e., it
satisfies|δ(t)| 6M1e−αt for someM1 > 0, see (5).
Let us choose the controller gainski such that the roots
of the polynomialp(s)= sn + knsn−1+ · · ·+ k1 have
all negative real parts. It easily follows that the solution
of (22) decays exponentially to zero. Hence we will
havex(i)(t)→ x(i)d (t), i = 1,2, . . . , n− 1. Moreover,
the convergence is exponential.
In [10,12], it was shown that the observer-based
synchronization of chaotic systems is robust with re-
spect to noise and parameter mismatch. In our method-
ology, in case of noise and/or parameter mismatch
there will be an extra term in (17) and (22). This ex-
tra term is bounded and becomes smaller as the noise
and/or parameter mismatch become smaller. Therefore
its effect will be small provided that the noise and/or
parameter mismatch is sufficiently small.
4. Applications
In this section, as an application of the ideas
presented in the previous sections, we will consider the
control of two well known forced chaotic oscillators,
namely the forced Duffing equation and the Van der
Pol oscillator.
4.1. Duffing equation
We consider the following system:
(23)ẍ + a0x + a1ẋ + a2x3= q cosωt + r(t).
For the uncontrolled case (i.e.,r = 0), the bifurcation
structure of Duffing equation (23) with respect to
parametersa0, a1, a2, q and ω can be found in
many sources; see, e.g., [21]. The control of Duf-
fing equation is considered in [13] and [1]. In [1],
the proposed method for control is not based on an
observer and the aim is not to change the dynamics
of (23) (e.g., the parameters of the system), but
to force the solutions of (23) to track aknown
solution xd(t), ẋd (t). In [13], the same problem is
considered and a solution by using an observer is
provided. Hence, the control problem considered here
(e.g., to change the dynamics) is different than the
control problem considered in these references (e.g.,
to track a reference trajectory). Moreover, the observer
proposed in [13] is inspired by the same authors’
work in robotics, and is quite different than the one
considered in this Letter. Moreover, note that both
in [13] and [1], only Duffing equation is considered,
however our method applies to all forced chaotic
oscillators in the form given by (9).
By comparing (9) and (23), it is obvious that the
nonlinearity F could be written in the form (20).
Hence we can use either of the observers given by (4)
or (7). We choose the latter, since in this case the error
dynamics are linear.
Let us choosex1= x andx2= ẋ. Then (23) can be
rewritten as
ẋ1= x2,
ẋ2=−a0x − a1x2− a2x31 + q cosωt + r(t),
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 , f (y)= a2y3, y = x1,
wherey = Cu with C = (1 0). For the observer, we










(25)+ q cosωt + r(t),
where the gain vectorL = [l1 l2]T should be chosen
so that the matrixAc = A − LC is stable, see (8).
Since the pair(C,A) is observable, this is always
possible. With this choice, the estimation errors|x1−
x̂1| and|x2− x̂2| decay exponentially to zero, see (8).
Moreover, the decay rate can be adjusted arbitrarily by
the choice of the gain vectorL.
Now we can choose the input termr(t) as (cf. (10)
or (13))
r(t)=−q cosωt + q̂ cosω̂t + (a0− â0)x̂1
(26)+ (a1− â1)x̂2+ (a2− â2)y3
and substitute in (23) to get the controlled dynamics as
(27)ẍ + â0x + â1ẋ + â2x3= q̂ cosω̂t + ε(t),
where
ε(t)= (a0− â0)(x̂1− x1)+ (a1− â1)(x̂2− x2).
Since we assume thaty = x is available from measure-
ments, the control input could also be chosen as
r(t)=−q cosωt + q̂ cosω̂t + (a0− â0)x
+ (a1− â1)x̂2+ (a2− â2)y3.
Then (27) remains valid withε(t) = (a1 − â1)(x̂2 −
x2).
For simulation we begin by setting the eigenvalues
of Ac as−1 and−2. TheC matrix is (1 0), therefore
the corresponding vector becomesL = [3− a1 2−
3a1 + a21 − a0]T. From the simulations we have
seen that the states of the observer system given by
Eqs. (24) and (25), converges to the states of the
original system in about 10 s. The convergence rate
can be made larger by choosing the eigenvalues ofAc
further away from the imaginary axis. However, the
eigenvalues given above yield acceptable performance
since we deal with the steady state behavior of the
system.
Then we select two sets of parameters of the Duffing
system:
set 1= (a0= 0.25, a1= 0, a2= 1, q = 11, ω = 1),
set 2= (a0= 1.45, a1= 0, a2= 1, q = 11, ω = 1).
From the bifurcation diagrams and formal analysis
on the system [1,21,22], the first set corresponds to
chaotic regime and the latter to limit cycle. For the
parameters set as in set 1, a typical system trajectory
is shown in Fig. 1(a). We choose the control law
as r(t) = −1.2x̂2, where x̂ denotes the states of
the observer and is available. After the control, the
original system exhibits the behavior corresponding to
parameter set 2, which is shown in Fig. 1(b). The limit
cycle figures are plotted for the time interval after the
transients have died out.
4.2. Forced Van der Pol oscillator
As a second example, consider the following forced
Van der Pol oscillator:
(28)ẍ + d(x2− 1)ẋ + x = a cosωt + r(t).
It was shown in [23] that for various values ofd, a and
ω, this oscillator exhibits a large variety of nonlinear
phenomena, including chaos. This system is in the
form given by (9) with
(29)F(x, ẋ)= d(x2− 1)ẋ + x.
We note thatF(x, ẋ) in (29) is not a function ofx
only, hence the observer given by (7) cannot be used.
We first transform (28) to state space form by the usual






x2− x1+ a cosωt + r(t).
The nonlinearity given by (29) is not globally Lip-
schitz. However, the solutions of (28) which are of in-
terest to us are bounded in a convex regionB, and by
the differentiability ofF we may assume that (3) holds
in B. Eqs. (30) and (31) can be put into the form (2)
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Fig. 1. State trajectories of the Duffing equation for set 1: (a) before control, (b) after control.




 , f ( y)=−F(x1, x2), y = x1,
(32)















(34)+ a cosωt + r(t).
The gainsl1 and l2 can be chosen according to the
procedure given in [10,12]. Now the control inputr in
(28) can be chosen as (cf. (10) or (13))
r(t)=−a cosωt + â cosω̂t + (d − d̂)(x̂21 − 1)x̂2.
(35)
Substituting in (28) we obtain the controlled equation
(36)ẍ + d̂(x2− 1)ẋ + x = â cosω̂t + ε(t),
where
ε(t)= (d − d̂)[(x̂21 − 1)x̂2− (x21 − 1)x2].
From (3) and (4) it follows thatε(t) decays expo-
nentially to zero. Hence, by choosing the coefficients
in (35) appropriately, the dynamical behavior of (28)
can be controlled according to the bifurcation structure
of (28).
Note that sincex is available from measurements,
we could use it in (35) as follows:
r(t)=−a cosωt + â cosω̂t + (d − d̂)(x2− 1)x̂2.
Then (36) will remain valid withε(t) = (d − d̂) ×
(x2− 1)(x̂2− x2).
As a first step in observer design we find the
Lipschitz constant. For the parameter values we have
used, the original Van der Pol oscillator exhibits
different behaviors, such as chaos and period-n limit
cycles, while in each case the states of the system are
always bounded inside the regionx1 ∈ (−3,3) and
x2 ∈ (−10,10). Lipschitz constant for this region is
found to beγ = 180. The resulting gain vector that
satisfies (5) is found to beL= [2000 400000]T, entries
of which are quite large. Simulating the system with
this gain we have seen that the states of the observer
converges to the states of the original system quite fast
(i.e., in less than 0.1 s) as expected. However, before
the convergence, the states of the observer undergo
an overshooting oscillation whose peak magnitude is
also quite large (i.e., 20 times greater than the average
magnitude of the states of the original system). For
this reason we have chosen a smaller gain vector.
To achieve this, we take only the stabilization of the
matrixAc into consideration. Choosing the gain vector
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Fig. 2. State trajectories of the Van der Pol oscillator for set 1: (a) before control, (b) after control.
asL = [12 35]T is enough to set the eigenvalues of
Ac at −5 and−7, and therefore to makeAc stable.
The observer system shown by Eqs. (33) and (34)
works also for these values. From this observation,
we have concluded that the procedure given in the
previous section and the underlying statements are too
conservative. Therefore we use the latter gain vector
in our simulations.
We again select two sets of parameter values of
the original system from the bifurcation diagrams and
former analysis which can be found in [23]. These sets
and corresponding system behaviors are as follows:
set 1= (a = 2.5, d = 6, ω = 3), chaos,
set 2= (a = 2.5, d = 0.5, ω= 3), limit cycle.
To switch the chaotic behavior of the system which
corresponds to the parameter set 1, shown in Fig. 2(a),
we choose the control law asr(t) = 5.5(x̂21 − 1)x̂2.
With this control, the system converges to the limit
cycle corresponding the parameter values of set 2 as
can be seen from Fig. 2(b).
4.3. Tracking
As an example of the tracking problem, let us
consider Van der Pol oscillator (28) with the parameter
set 1 given above. As a reference trajectory we take












− a cos(wt)+ d(x̂21 − 1)x̂2+ x̂1.
We simulate the resulting closed loop system using
the observer gains[12 35]T as before. Also we choose
the coefficientski in (22) ask1= 15 andk2= 8. The
resulting behavior is plotted in Fig. 3.
5. Conclusions
In this Letter we presented an observer-based ap-
proach to the control of a class of chaotic systems.
The class we consider covers the forced oscillators
such as Duffing equation and the Van der Pol oscil-
lator. We first transform these systems into a canonical
form called the Brunowsky form, hence the method
presented in this Letter may also be applied to sys-
tems which could be transformed into the Brunowsky
form after some modifications. Our aim is to change
the dynamics of the given chaotic system appropri-
ately by using the control input to obtain a desirable
behavior, i.e., to change from chaos to periodic behav-
ior, or vice versa. To achieve this aim, we use the state
observers, which is widely used in the control of dy-
namical systems. It was shown that under some mild
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Fig. 3. Output of the Van der Pol oscillator and the reference trajectoryxd (t)= sin(5t).
conditions exponential convergence of the estimation
error to zero is possible and we gave a simple proce-
dure to choose the observer gain. Then the states of
the observer were used in a feedback to change the
dynamics of the system to be controlled. We also con-
sidered the control of the Duffing equation and the Van
der Pol oscillator and show that in these cases the para-
meters which control the dynamical behavior of these
systems could be adjusted by the use of an appropri-
ate state observer. We also presented some simulation
results.
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