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Abstract
Sublocale lattices are studied by means of dissolution locales. Various types of covers are
introduced and characterized using dissolutions in order to prove the main result of this paper:
every dissolution locale is ultraparacompact. Further results are characterizations of locales whose
dissolution is -compact or extremally disconnected. c© 2001 Published by Elsevier Science B.V.
MSC: 18B30; 54D15; 54D20; 54G05; 54G12; 54G20
1. Introduction
The purpose of this paper is to investigate sublocale lattices. These lattices are
much more complicated than their topological counterparts (complete atomic Boolean
algebras). Some of the main di8erences are that (i) each locale has a smallest dense
sublocale, (ii) only complemented sublocales (most sublocales are not complemented)
distribute over all covers, and (iii) covers are not necessarily stable under pullbacks.
The lattice of sublocales of a topological space can also be much larger than the
Boolean algebra of its subspaces (e.g. Q has 2c many non-isomorphic sublocales [6]).
Here we use dissolutions locales to study sublocale lattices. Dissolutions were intro-
duced by Isbell in [2] as the unique locale whose lattice Cl(Ad) of closed sublocales
is isomorphic to the lattice S(A) of all sublocales of A. More precisely, taking in-
verse and direct image along the dissolving map cA :Ad → A induces mutually inverse
isomorphisms between Cl(Ad) and S(A). The dissolving maps are monic universal
epimorphisms and are the components of a natural transformation (−)d ⇒ 1.
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Dissolution locales allow us to use notions and methods from topology to inves-
tigate sublocale lattices. Often this just provides a convenient shorthand, e.g. Ad is
-compact i8 each partition of A has size strictly below , Ad is extremally discon-
nected i8 the lattice of complemented sublocales of A is closed under arbitrary joins
in S(A), or Ad is ultraparacompact (dissolutions always are) i8 every strongly dis-
tributive cover of A by complemented sublocales can be reEned to a partition. But
dissolutions also help to discover useful notions. Rare sublocales, sublocales which
contain no nonzero complemented sublocales, are an example. They Erst arose as im-
ages of nowhere dense sublocales of dissolutions (see Section 1, for more details
[12]).
The question of which locales have spatial, respectively, compact, dissolution has
been considered before. Locales whose dissolution is spatial (equivalently locales in
which distinct sublocales have distinct spatial parts) were characterized by Simmons
[14, Theorem 4:4] and by Niefeld and Rosenthal [8]. Ad is spatial i8 A is a sober space
all of whose sublocales are spatial i8 A is a sober space in which every nonempty
closed subspace contains a point with regular closed closure (spaces with this property
were called corrupt in [14] and weakly scattered in Ref. [8]); for T0 spaces there is
also Isbell’s characterization [4]: ‘a T0 space is sober with spatial dissolution i8 every
closed set has a discrete dense subset’.
Locales which have compact dissolution (equivalently locales which have only Enite
partitions) were characterized by Isbell in [4] as sober spaces whose specialization
order satisEes (DCC) (no inEnite descending chains) and which contain no inEnite
antichains (see Corollary 30). The resulting compact Hausdor8 spaces are scattered
and can be characterized order theoretically. The most surprising result contained in
[4] is that X ′′′=0 implies that X arises as a dissolution but X ′′′′=0 does not (here
X ′ is the Hausdor8 derivative of X , i.e. X minus its isolated points).
The Erst section concerns properties of families of sublocales. Here we recall a
few facts about complemented sublocales and characterize distributive families, sta-
ble families and partitions. The main result, ultraparacompactness of dissolutions, is
proved at the start of the second section. It is followed by some remarks on (i) the
question to what extent this result holds constructively, and (ii) the question of how
to characterize sublocales whose inverse image under the dissolving map have normal,
respectively, strongly zero-dimensional, complement. The third and last section contains
characterizations of locales whose dissolution is extremally disconnected, respectively,
-compact.
Notation follows [12].
2. Distributive and stable covers
In this section we consider the localic analogues of two fundamental topologi-
cal notions: covers and pairwise disjointness. In Loc these notions are not as well
behaved as in Top. For instance, covers in Loc are not necessarily stable under
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pullback, and pairwise disjointness of a family {Si | i∈ I} ⊆ S(A) is not necessarily
preserved by partitioning I into subfamilies Ij and taking joins
∨
Ij Si. Responsible in
both cases is that S(A) does not satisfy the distributive law S∧∨ Si =
∨
(S∧Si) unless A
is scattered.
Let S= {Si | i∈ I} ⊆ S(A) be a family of sublocales of A. For J ⊆ I we put
SJ =
∨
i∈J Si ·S is
• a cover if ∨S=A;
• discrete if there exists an open cover U of A such that for all U ∈U there exists
i∈ I such that U ∧ SJ =U ∧ SJ∩{i} for all J ⊆ I . More generally, S is;
• locally 6nite if there exists an open cover U of A such that for all U ∈U there
exists a Enite set IU such that U ∧ SJ =U ∧ SJ∩IU for all J ⊆ I ;
• closure preserving if for all J ⊆ I; clA(SJ )=
∨
j∈J clA(Sj);
• a left-open partition of A if S is a pairwise disjoint cover and there exists a
well-ordering of I such that the join of any initial segment is open [11,15];
• a re6nement of another such family R= {Rj | j∈ J} if there exists a function f : I →
J such that for all i∈ I , Si6Rf(i); S is a precise re6nement of R if I = J and
f= idI ;
• distributive if for all T ∈S(A); T ∧∨S=∨S∈S T ∧ S;
• strongly distributive if all subfamilies of S are distributive;
• stable if for all maps f :B→ A; f−1(∨S)=∨S∈S f−1(S);
• strongly stable if all subfamilies of S are stable;
• strongly disjoint if the map S() : I ⊇ J → SJ preserves binary meets;
• a partition of A if the map S() preserves all meets (partitions are “good” pairwise
disjoint covers, see Remarks 5, 8 and 9 below).
Remark. (1) S is a discrete i8 there exists an open cover {Ui | i∈ I} of A such that
SJ = SI ∧ UJ for all J ⊆ I .
(2) Locally Enite families are closure preserving.
(3) Pairwise disjoint, closure-preserving families need not be discrete (e.g. S=
{(0; 12 ); ( 12 ; 1)} in the unit interval), but if all Si are closed then S is discrete i8 it is
closure- preserving and pairwise disjoint.
(4) Stable families are distributive (see Propositions 4 and 6).
(5) Not every pairwise disjoint distributive cover C is a partition. It is, if all elements
of C are complemented or if either disjointness or distributivity of C is strong (see
Proposition 12).
(6) Left-open partitions are partitions and each partition can be reEned to a left-open
partition (see Corollary 11 and Proposition 12).
(7) Covers, distributive covers, stable covers and partitions are closed under compo-
sition in the following sense: if S= {Si | i∈ I} ⊆ S(A) is a cover of A, and if for each
i∈ I;Si ⊆ S(Si) is a cover of Si, then
⋃
Si ⊆ S(A) is a cover which is distributive
(stable, a partition) if S and all Si are.
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(8) The map S() preserves the empty meet i8 S is a cover, and binary meets of
Enite subsets of I i8 S is pairwise disjoint.
(9) S is strongly disjoint i8 SJ ∧ SK =0 for all disjoint J; K ⊆ I (one implication is
clear, the other follows from: SJ ∧ SK =(SJ−K ∨ SJ∩K) ∧ SK =(SJ−K ∧ SK) ∨ (SJ∩K ∧
SK)= SJ∩K ∧ SK = SJ∩K).
We need the following characterization of complemented sublocales.
Proposition 1. For a sublocale S of A the following are equivalent:
(i) S is complemented;
(ii) for all {Si | i∈ I} ⊆ S(A); S ∧
∨
Si =
∨
S ∧ Si;
(iii) S has a left-open partition into locally closed sublocales of A.
Equivalence of conditions (i) and (ii) is due to Isbell [2], who gave further equivalent
conditions in Ref. [5] on which equivalence of (i) and (iii) [11] is based.
We denote the smallest dense sublocale of a locale A by d(A).
Lemma 2. If C is complemented in A; then intA(C)∧d(A)=C∧d(A)= clA(C)∧d(A).
Proof. Put D=A−C. We have to show that the join of U = intA(C) and V = intA(D)
is dense in A. Let W be any open sublocale of A disjoint from U and V . Since both C
and D have empty interior in W , both meet W in dense sublocales, i.e. contain d(W ).
Since C and D are disjoint, d(W ), and hence also W , must equal 0. So U ∨V is dense
in A.
Corollary 3. For all S ∈S(A); d(A) ∧ S = d(A) ∧ clA(S).
Proof. It suNces to show that T = S − clA(S ∧ d(A)) has nowhere dense closure in A.
Since T is complemented in B=T ∨ d(A)6A, Lemma 2 implies that clB(T )=T is
disjoint from d(B)= d(A), and hence so is clA(T ).
Distributive families are the smallest closed class of families of sublocales in the
Galois-correspondence induced by the relation “distributes over” (on the other side the
smallest closed class of sublocales are exactly the complemented sublocales). Maximal
pairwise disjoint families are typical examples of distributive families (any sublocale
which fails to distribute over a family F has a nonzero sublocale disjoint from all
elements of F). Locally Enite families are distributive (and stable) because both Enite
and open families are. (That open families are distributive was Erst shown by Isbell
[3].) Perhaps the simplest examples of a non-distributive cover is given by the set |X |
of points of a dense-in-itself Hausdor8 space X (the smallest dense sublocale d(X ) of
X is pointless and therefore fails to distribute over the set |X |).
We use the following abbreviations: (i) FS for c−1A (S) where S ∈S(A) and (ii) c2;A
for the composite cA ◦ cAd :Add → A. The subscript A in cA and c2;A will be omitted if
no confusion is possible.
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Proposition 4. For any S= {Si | i∈ I} ⊆ S(A) conditions (1)–(4) below are equiva-
lent. If all Si are complemented then (5) is a further equivalent condition:
(1) S is distributive;
(2) all Boolean sublocales of A distribute over S;
(3)
∨
−1S (Si)= 
−1
S (
∨
Si) for all embeddings S : S → A of (Boolean) sublocales;
(4)
∨
FSi =F
∨
Si ; i.e. c
−1 preserves the join of S;
(5)
∧
(A− Si) is complemented (with complement
∨
Si).
Proof. (1) ⇒ (2) is clear and the two versions of (3) are just reformulations of (1)
and (2), respectively. So it suNces to show that (2)⇒ (4)⇒ (1).
(2) ⇒ (4). We have to show that (2) implies ∨FSi¿F∨ Si (the reverse inclusion
always holds because F() is order preserving). Since Ad is Et (all sublocales are meets
of opens), this reduces to showing that 0 is the only closed sublocale of F∨ Si disjoint
from
∨
FSi . Let FS ∈Cl(F∨ Si) be disjoint from
∨
FSi . We may assume that S is Boolean
(replace S by d(S) if necessary). Since FS ∧
∨
FSi =0; FS ∧ FSi =0 and hence S ∧
Si =0 for all i. So (2) implies that S ∧
∨
Si =0. Since S6
∨
Si, we get S =0 and
hence FS =0.
(4) ⇒ (1). Since F() preserves Enite meets and since complemented sublocales
distribute over all families, (4) implies that
F∨(S∧Si)¿
∨
FS∧Si =
∨
(FS ∧ FSi)=FS ∧
∨
FSi =FS ∧ F∨ Si =FS∧∨ Si ;
since F() also reOects the order we get
∨
(S ∧ Si)¿ S ∧
∨
Si. So (1) holds because the
reverse inequality is clear.
Now assume that all Si are complemented.
(1) ⇒ (5). ∨ Si ∨
∧
(A − Si)=A because S(A) is a coframe, while
∧
(A − Si) ∧∨
Si =
∨
(
∧
(A− Si) ∧ Si)= 0 follows from (1).
(5) ⇒ (4). If ∧(A − Si)=C is complemented, then its complement D is equal to∨
Si by [5, 1.4].
∨
FSi ∨
∧
(Ad−FSi)=Ad implies that
∨
FSi¿Ad−
∧
(Ad−FSi)=Ad−
FC =FD=F∨ Si . So (1) holds.
Corollary 5. S ⊆ S(A) is strongly distributive i; the induced family {FS | S ∈S} is
closure preserving.
Note that distributive covers of A need not induce distributive covers of Ad (covering
the rationals by all Boolean sublocales gives a distributive cover, but each element of
the induced cover on the dissolution is disjoint from pl(d(Qd))); but distributive covers
of A by complemented sublocales induce clopen hence distributive covers of Ad.
In order to characterize stable families we have to recall the notion of rare sublocale.
S ∈S(A) is rare in A if S contains no nonzero complemented sublocales of A [12].
Noncomplemented points of sober spaces and pointless sublocales of Hausdor8 spaces
are typical examples of rare sublocales. Rare sublocales are closed under Enite joins
because R is rare in A i8 the induced closed sublocales FR of the dissolution Ad of A
is nowhere dense. Rare sublocales can fail to distribute over covers rather drastically:
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a sublocale R of A is rare in A i8 there exists a cover of A all of whose elements are
disjoint from R.
Proposition 6. Let S= {Si | i∈ I} ⊆ S(A). The following are equivalent:
(1) S is a stable family;
(2)
∐
Si →
∨
Si is a pullback stable epimorphism;
(3) c−12 (
∨
Si)=
∨
c−12 (Si);
(4) {FSi | i∈ I} is a distributive family with closed join in Ad;
(5)
∧
(Ad − FSi) is open in Ad;
(6) For all 0 = S6∨ Si there exists an i∈ I such that Si ∧ S is not rare in S.
Proof. (1) ⇔ (2) ⇒ (3) is clear and (3) ⇒ (2) because (i) each sublocale of A has
clopen pullback along c2; (ii) pullbacks preserve open covers, and (iii) the c2;A are
natural in A.
(3) ⇔ (4). (4) is equivalent to {Si | i ∈ I} is distributive with distributive pullback
along c hence equivalent to (3).
(4)⇔ (5). Use Proposition 4.
(1)⇒ (6). Pullback S along the map Sd → S → A. If all Si ∧ S are rare in S; then
all FSi∧S are nowhere dense in Sd. If S is stable then this means that Sd= S =0.
(6)⇒ (4). Since 0 is rare in any locale (6) implies that S is distributive, i.e. that
the join of {FSi | i∈ I} is closed in Ad. To show that the family {FSi | i∈ I} is also
distributive let T6F∨ Si disjoint from all FSi . Then clAd(T )=FS for some S6
∨
Si.
Since each FSi ∧FS is nowhere dense in FS; each Si∧S is rare in S. So (6) implies that
S and therefore also T are equal to 0. But this means that {FSi | i∈ I} is distributive.
Wilson’s characterization [16] of free meets (meets in a frame which are preserved by
arbitrary frame homomorphisms) is similar to the Erst three conditions of the preceding
proposition: the intersection of a family {Ui | i∈ I} of open sublocales in T (A) is
preserved by all frame homomorphisms i8 it is preserved by c∗2 i8
∧
Ui is open.
Corollary 7. C ⊆ Comp(A) is a stable cover of A i; it is a distributive cover of A.
A locale is Et if every sublocale (equivalently, every closed sublocale) is the inter-
section of its open neighborhoods [2].
Corollary 8. A locale is 6t i; every open sublocale is stably covered by closed sub-
locales.
This corollary gives a very simple proof of the implications regular ⇒ Et ⇒ subEt
because a locale is (i) regular if each open sublocale is covered by the interiors of all
closed sublocales contained in it (such a cover is clearly stable), and (ii) subEt if each
open sublocale is covered by the closed sublocales contained in it.
Recall that a sublocale of A is smooth i8 it is the join of complemented sublocales
of A [2]. Each sublocale S of A has a largest smooth sublocale sm(S)= smA(S) and
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S = smA(S) ∨
∧{S − C | 6 S and C ∈Comp(A)}; i.e. S is the join of a smooth and a
rare sublocale.
Corollary 9. Any stable cover S of a locale A can be re6ned to a pairwise disjoint
stable cover of A.
Proof. We can recursively remove complemented sublocales C0;  from A which are
contained in some element of S and also in smA(
∧
¡ A−C0;) until the latter becomes
0, i.e. until the meet
∧
¡ A − C0; is a rare sublocale of A; call this rare sublocale
R1. Since S induces a stable cover on any sublocale of A we can recursively construct
a continuous decreasing chain R1¿R2¿ · · · of rare inclusions, and pairwise disjoint
covers C of R by complemented sublocales such that (i) R+1 =
∧{R−C |C ∈C}
is rare in R and (ii) C is a reEnement of S. C=
⋃
C is a pairwise disjoint cover
of A. To verify that C is a stable cover we use condition (6) of Proposition 6. For any
nonzero S6A consider the least  such that S  R. Then  is a successor ordinal,
say =  + 1; C; meets S in a nonzero relatively complemented (in S) sublocale.
Recall that a locale A is scattered i8 for all closed sublocales F of A; d(F) is
open in F i8 every sublocale of A is complemented [12]. Pullback along maps with
scattered codomain A preserves all joins because (i)
∨
Si =A−
∧
(A−Si) for any family
{Si} of sublocales of A and (ii) pullback along any map preserves complements and
arbitrary meets.
Scattered spaces are hereditarily sober, and the set of points |X | of any scattered
space X is (i) a partition of X because S(X )  PX and hence S() is an isomorphism,
(ii) a left-open partition of X because recursively removing relatively open points from
X until X is exhausted gives the desired type of well-ordering on |X |; and (iii) a stable
cover because there are no rare inclusions between nonzero sublocales of X (in fact
every cover of a scattered locale is stable for that reason). Either of these properties
characterizes scattered spaces. (Similarly, a locale is scattered i8 it has a (left-open)
partition into Boolean sublocales.)
Lemma 10. A family S= {Si | i∈ I} ⊆ S(A) is a left-open partition i; there exists
a scattered space X whose underlying set is I; and a map q :A → X such that
Si = q−1(i) for all i∈ I .
Proof. If S is induced by a map A → X to a scattered space, then S is pairwise
disjoint, stable (|X | is) and it inherits the desired type of well-ordering from |X |.
Conversely, let {S} ⊆ S(A) be a pairwise disjoint cover of A with the property
that U=
∨
¡ S is open in A. Let q :A → X be the coequalizer of the two maps
q1; q2 :
∐
(S)2 → A induced by projection onto the Erst, respectively, second, factor
followed by the obvious embedding. Each U has isomorphic pullbacks along q1 and q2;
hence there exist open sublocales V6X such that q−1(V)=U. Since coequalizers
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are stable under pullback along locally closed inclusions and since the coequalizer of
p1; p2 : S2 → S is a point provided S =0; X has a left-open partition which consists
exclusively of points; so X is scattered.
Corollary 11. Left-open partitions are partitions.
Proof. Each left-open partition of a locale A is the pullback of the set of points S of
a scattered space X along a map f :A→ X . Since S is a partition of X and pullback
along maps into scattered spaces preserves all joins and meets, the map S ⊇ I →∨
i∈I f
−1(i) is a complete lattice homomorphism.
Proposition 12. Let S= {Si | i∈ I} ⊆ S(A). Then the following are equivalent:
(1) S is a partition of A;
(2) S is a pairwise disjoint; strongly distributive cover of A;
(3) S is a pairwise disjoint; distributive cover of A and each Si is complemented;
(4) S is a strongly disjoint; distributive cover of A;
(5) F= {FSi ∈Cl(Ad) | i∈ I} is a discrete open cover of Ad;
(6) S can be re6ned to a left-open partition of A;
Proof. (1) ⇒ (2; 4). If S is a partition then it is clearly a strongly disjoint cover.
Lemma 4 implies that S is strongly distributive because for all J ⊆ I; SJ is comple-
mented (A−SJ = SI−J ) and
∧
i∈J A−Si =
∧
i∈J SI −Si =
∧
i∈J SI−i = S
⋂
i∈J I−{i}= SI−J .
(4)⇒ (3). The complement of Si is SI−{i}.
(3)⇒ (5). This follows directly from Proposition 4.
(5)⇒ (2). Any subfamily of F has clopen join in S(Ad); hence, the corresponding
subfamily of I is distributive. That S is pairwise disjoint is clear.
(2)⇒ (6). First note that for all J ⊆ I; SJ is complemented since SJ ∧ SI−J =
∨
j∈J
Sj ∧
∨
i∈I−J Si =
∨
i∈I−J; j∈J Si ∧ Sj =0. In particular, all Si are complemented. The re-
mainder of the proof is a special case of the proof of Theorem 17, where it is shown
that any distributive cover by complemented sublocales can be reEned to a left-open
partition.
(6) ⇒ (1). Let R be a left-open partition reEning S. By Lemma 10 there exists
a scattered space X and a map q :A → X such that R= {q−1(x) | x∈ |X |} · q−1 is a
complete lattice homomorphism, and hence so is S() because every element of S is
the join of the elements of R contained in it.
Corollary 13. partitions are stable under pullback.
Proof. Use condition (3) above. Complementedness of sublocales, and pairwise dis-
jointness and stability of a cover are all preserved under pullback.
Corollary 14. If {Ci | i∈ I} is a partition of a localeA; then Comp(A)=
∏
i∈I Comp(Ci).
Proof. The maps C → (C ∧ Ci)i∈I and (Di)i∈I →
∨
Di are mutual inverses.
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To show that condition (3) above cannot be weakened any further consider the sobri-
Ecation sob(Ncof ) of the natural numbers with the coEnite topology. C= {(n) | n∈N}
is a pairwise disjoint cover of sob(Ncof ) by closed (hence complemented) sublocales
which is not distributive, while C∪{{∞}} is a pairwise disjoint, distributive cover of
sob(Ncof ) in which one sublocale, the generic point {∞}; is not complemented.
That distributivity cannot be dropped in condition (4) is shown by the sobriEcation
sob(NU) of the natural numbers with the topology given by a nonprincipal ultraElter U.
This time C is a strongly disjoint cover of sob(NU) because for all J ⊆ N;
∨
n∈J{n}= J
if J ∈ U; while ∨n∈J{n}= J ∪ {∞} if J ∈U. C is not distributive because the point
∞ does not distribute over C.
3. General properties of dissolutions
The main result of this section is that dissolution locales are ultraparacompact. Since
the proof requires the axiom of choice, we also consider the question of what can be
proved constructively about dissolution. This section closes with some comments on
open sublocales of dissolutions.
3.1. Dissolutions are ultraparacompact
Recall that a locale A is ultraparacompact if every open cover of A can be reEned
to a pairwise disjoint open cover [9]. Boolean locales are ultraparacompact because
for any open cover U of a Boolean locale B a (precise) pairwise disjoint open cover-
ing reEnement can be constructed as follows: well order U as {U | ¡!} for some
ordinal !; and put B=U −
∨{B |¡}; then {B | ¡!} is pairwise disjoint and∨
B=
∨
U=B (by induction).
Lemma 15. Let S ⊆ S(A). If d(A)=∨{S∧d(A) | S ∈S} then there exists a pairwise
disjoint family U= {US | S ∈S} ⊆ T(A) such that
∨{US ∧ S ∧ d(A) | S ∈S}= d(A).
Proof. Put BS = d(A) ∧ S for S ∈S. By the remarks above {BS | S ∈S} ⊆ S(d(A))
has a precise pairwise disjoint covering open reEnement C. For each CS ∈C let US be
the largest open sublocale of A which meets d(A) in CS . Then US ∧ S ∧ d(A)= (US ∧
d(A)) ∧ (S ∧ d(A))=CS ∧ BS =CS . So
∨{US ∧ S ∧ d(A) | S ∈S}= d(A). The US are
pairwise disjoint because each nonzero open sublocale of A meets d(A) nontrivially.
Corollary 16. Each distributive cover C of A by complemented sublocales has a pre-
cise pairwise disjoint open re6nement V whose join is dense in A.
Proof. Since each C ∈C is complemented, C ∧ d(A)= intA(C) ∧ d(A). Combined
with the fact that C is a distributive cover of A we get that {C ∧ d(A) |C ∈C}=
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{intA(C) ∧ d(A) |C ∈C}= d(A). Let U be the family given by the lemma above for
S= {intA(C) |C ∈C}. Then V= {intA(C)∧UC |C ∈C} is pairwise disjoint and
∨
V
is dense in A.
A well-ordered decreasing chain {S} of sublocales of A is called rapidly decreasing
(respectively, rapidly vanishing) if for all ¿; S is nowhere dense (respectively,
rare) in S. {S} is continuous if S!=
∧
¡! S at limit ordinals !.
The length of a rapidly decreasing chain {S} is the least  such that S=0. The
length is well-deEned because rapidly decreasing (respectively, vanishing) chains are
eventually constant and 0 is the only locale for which the identity is a nowhere dense
(respectively, rare) inclusion.
If all S in a rapidly decreasing continuous chain are complemented, then {S −
S+1} is a partition of A; if C ∈S(S − S+1) is complemented, then so is C =
∨
C
(Corollary 14).
Theorem 17. The dissolution Ad of any locale A is ultraparacompact.
Proof. Let U= {Ui | i∈ I} be an open cover of Ad. Since Ad is zero-dimensional we
may assume that each Ui is clopen. So U= {FCi | i∈ I} for complemented sublocales
Ci of A. Since U is a cover of Ad, Proposition 4 implies that V= {Ci | i∈ I} is a
distributive cover of A. To show that U has a pairwise disjoint reEnement, if suNces
to show that V can be reEned to a left-open partition W.
We will construct a rapidly decreasing continuous chain G of closed sublocales of
A from which the desired reEnement will be obtained by partitioning the locally closed
sublocales G − G+1.
Put G0 =A. Assume that we have constructed the chain up to G. Then d(G)=
∨
(Ci
∧d(G)) because V is a distributive cover of A. Corollary 16 gives us pairwise disjoint
sublocales T(G)  U;i6Ci whose union U is dense in G. Put G+1 =G − U.
If ! is a limit ordinal put G!=
∧
¡! G. Since the chain {G} is rapidly decreasing,
some G=0. So W= {U;i | i∈ I} is a pairwise disjoint cover of A by locally closed
sublocales. That W is a left-open partition reEning V is clear.
Corollary 18. If {Si | i∈ I} ⊂ S(A) and
∧
I Si =0 then there exist complemented
sublocales Cj (j∈ J ) of A such that each Si6Cj for some j,
∧
J Cj =0 and {A −
Cj | j∈ J} is a partition of A.
Using Paseka’s characterization of ultraparacompact locales as closed sublocales of
(localic) products of discrete spaces [9], we obtain:
Corollary 19. Every dissolution locale is embeddable as a closed sublocale into a
product of discrete spaces.
A locale is called strongly zero-dimensional if any two disjoint closed sublocales
can be separated by a clopen sublocale.
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Corollary 20. Disjoint sublocales of any locale can be separated by a complemented
sublocale.
Proof. Dissolution locales are strongly zero-dimensional.
This result is already implicit in [5, 1.10]. There it is proved that for any S ∈S(A),
each complemented sublocale C of S can be extended to a complemented sublocale
C′ of A such that C =C′ ∧ S. Now if R and P are disjoint sublocales of A, then we
can apply this result with S =P ∨ R and C =P. The complemented sublocale C′ of A
which extends C separates P and R.
For the last corollary we need to recall some terminology from point set topology
which extends straightforwardly to the localic case. A locale A is collectionwise normal
if for every discrete family C= {Fi | i∈ I} of closed sublocales of A there exists a
pairwise disjoint family U= {Ui | i∈ I} of open sublocales of A such that Fi6Ui for
all i∈ I . As for topological spaces one shows that any such U can be replaced by
(shrunk to) a discrete (also clopen if A is strongly zero-dimensional) family. Also,
just as for topological spaces one shows that paracompact locales are collectionwise
normal.
Corollary 21. If C is a partition of a sublocale S of A, then there exists a partition
D of A which restricts to C, i.e. C= {S ∧ D |D∈D and S ∧ D =0}.
Proof. Partitions of S are pairwise disjoint strongly distributive subfamilies of S(A)
with join S. Such families correspond to discrete (i.e. pairwise disjoint and closure-
preserving) families C= {FSi | i∈ I} of closed sublocales of Ad. Now apply collection-
wise normality of dissolutions.
3.2. (Almost) constructive results
Here we consider the question to what extent ultraparacompactness of dissolutions
carries over into the constructive realm. There are two nonconstructive elements used
in the proof of Theorem 17: (i) the use of the axiom of choice (AC) to prove that
Boolean locales are ultraparacompact, and (ii) the axiom of replacement (AR) to show
that the chain {G} eventually reaches 0.
The following proposition show that (AC) is needed to prove Theorem 17 in its full
strength.
Proposition 22. In (ZF), the statement that discrete spaces are ultraparacompact is
equivalent to the axiom of choice.
Proof. Assuming (AC) it is straightforward to see that each cover of a discrete space
X can be reEned by the cover consisting of all singletons {x} for x∈X . Conversely, let
S ⊆ P(X ) be a family of nonempty subsets of a set X . Let Y be the discrete space on
the set {pS | S ∈S}. Put Ux = {pS | x∈ S}. Then U= {Ux | x∈X } is an open cover of
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Y because each S ∈S is nonempty. Let T= {Ti | i∈ I} be a cover which is a pairwise
disjoint reEnement of U. There exists a function f : I → X such that Ti ⊆ Uf(i), and
a second function g :S → I such that pS ∈Tg(S) because for all S ∈S there exists a
unique (T is pairwise disjoint) i∈ I such that pS ∈Ti. Then f ◦g :S→ X is a choice
function for S.
Paseka’s characterization [9] (which uses (AC)) of ultraparacompact locales as pre-
cisely the closed sublocales of localic powers of discrete spaces (equivalently, of lo-
calic powers of Boolean locales) may still o8er a chance to prove constructively that
dissolution locales are ultraparacompact: turn this characterization into the deEnition
of ultraparacompactness and then prove constructively that any dissolution can be so
embedded.
Here we follow a di8erent path. We will sketch almost constructive (modulo (AR))
proofs that dissolutions are strongly zero-dimensional and collectionwise normal. The
proofs have the same general structure as the proof of Theorem 17. Complemented
sublocales are constructed via rapidly decreasing continuous chains of closed sublo-
cales. Since the proofs di8er only in the basic step of the recursive construction
of complemented separating sublocales (in the proof of Theorem 17 it consisted of
showing that any distributive cover of a locale A has a reEnement which partitions
a dense open sublocale U of A), we will only describe the changes in
this step.
The basic step for proving strong zero-dimensionality of dissolutions consists of
showing that for any pair S and T of disjoint sublocales of a locale A there exists a
dense open sublocale U which can be partitioned into three open sublocales V; W and
X such that S ∧ U6V and T ∧ U6W .
This can be done without using (AC): let V ′; W ′ and X ′ be the largest open sublo-
cales of A which meet d(A) in S ∧d(A); T ∧d(A) and d(A)− ((S ∨T )∧d(A)), respec-
tively, and put F = clA(S − V ′) ∨ clA(T −W ′); U =(V ′ ∨W ′ ∨ X ′)− F , V =V ′ − F ,
W =W ′ − F and X =X ′ − F . Since F is nowhere dense in A (it is the join of the
closures of two nowhere dense sublocales), U is dense.
Alternatively, consider the partition of A induced by the increasing chain {0; j0; kj0;
jkj0; : : :} and the complemented sublocales ∨(j(kj)(0) − (kj)(0)) and ∨((kj)+1
(0) − j(kj)(0)), where j and k are the nuclei induced by the sublocales S and
T , respectively.
Next, we consider collectionwise normality of dissolutions. If F= {Fi =FSi | i∈ I} is
a discrete family of closed sublocales of Ad with join F , then there exist open sublocales
Ui such that Fi =Ui ∧ F (put Ui =
∨{U ∈U | IU = {i}). Since Ad is zero-dimensional
we may assume that each Ui is clopen, i.e. Ui =FCi for complemented sublocales Ci
of A. F is closure preserving because the join G of any subfamily of F is closed
(G ∧ U is locally closed for all U ∈U).
In terms of sublocales of A we get a pairwise disjoint strongly distributive family
S= {Si | i∈ I} ⊆ S(A) with join S and complemented sublocales Ci such that Ci ∧
S = Si for all i.
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Again we have to show that for any such family S there exists a dense open
sublocate U of A which can be partitioned into neighborhoods Ui of the sublocales
U ∧ Si and an open sublocale U∞ disjoint from all Si. Let Vi be the largest open
sublocale of A which meets d(A) in Si ∧ d(A). Put Ui =Vi ∧ int(Ci) and U∞=A −
clA(S). Then U∞ ∨
∨
I Ui is dense in A because d(A) distributes over S and Ci ∧
d(A)= intA(Ci) ∧ d(A).
I do not know how to avoid the use of (AR). (AR) is needed in the proofs given
here essentially because the operators used in the construction of the separating com-
plemented sublocales are not necessarily order preserving (for every closed sublocale
F of A we can construct open sublocales UF; V F ;WF ; X F , respectively, UFi ; U
F
∞ as
above; these constructions give rise to increasing operators jU ; jV ; : : : ; on T(A), mapping
Y ∈T(A) to, say, Y ∨UA−Y ). Using transEnite recursion this problem can be avoided
by making (constructing) deEnite nonconOicting choices for each closed sublocale in
a rapidly decreasing continuous chain.
3.3. Open sublocales of dissolutions
Properties like strong zero-dimensionality, normality and ultraparacompactness are
usually not inherited by open sublocales. This leads to the problem of characterizing
sublocales S of A for which Ad − FS is strongly zero-dimensional, normal, etc. This
problem seems to be rather diNcult. After a few general remarks we prove two results
for separable completely metrizable spaces.
It is clear that complemented sublocales C of A induce ultraparacompact open sublo-
cales Ad−FC (=FA−C). But so do largest pointless parts of sober TD spaces X , since
for these Xd − Fpl(X ) is Boolean (in fact just d(Xd)). C) sublocales, i.e. countable in-
tersections of complemented sublocales [11] induce open F*’s on Ad. So the induced
open sublocale of Ad will satisfy any property inherited by F*’s.
The ordinal !1+1 equipped with its order topology shows that ultraparacompactness
is not inherited by open sublocales of dissolutions. !1+1 is the dissolution of the space
with the same underlying set and topology {(; !1) | 6!1}, but its open subspace
!1 is not paracompact [1].
Proposition 23. If X is a separable completely metrizable space, then Xd − Fd(X ) is
strongly zero-dimensional.
Proof. We have to show that whenever S∧T6 d(X ) for two sublocales S and T of X ,
there exist dense sublocales C and D of X such that C ∧D= d(X ), C ∨D=X; S6C
and T6D. Since a Boolean metrizable locale is of Erst category in any completion
[6, p. 263], we can apply the following result [10, 7.4] with L= d(X ); D1 = S and
D2 =T :
Lemma 24. If L is of 6rst category in every O) sublocale of completion X containing
it, and if {Di} is a sequence of dense sublocales of X so that for each i and each
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nonzero open sublocale U of X;U ∧ Di  U ∧ L, then there exists a nonzero closed
sublocale H of X which is disjoint from L, but in which all Di ∧ H are dense.
Since S∧T6 d(X ) no such H exists, hence there exists a nonzero open sublocale U1
of X such that, say, S∧U1 = d(X )∧U1. As long as
∨
¡ U is not dense in X we can
apply the lemma to X−clX (
∨
¡ U) to End a nonzero open sublocale U whose meet
with either S or T is contained in d(U). Let VS =
∨{U |T ∧U= d(X )∧U}. DeEne
VT analogously. Then V =VS ∨ VT is a dense open sublocale of X while VS ∧ VT =0.
Furthermore, S ∧ V 6VS ∧ d(X ) and T ∧ V 6VT ∨ d(X ).
Let F =X − V . Since F is nowhere dense, S ∧ F and T ∧ F are disjoint, and hence
there exists H ∈ Comp(F) such that S ∧ F6H and D ∧ F ∧ H =0.
Put C =VS ∨ d(X )∨H and D=VT ∨ d(X )∨ (F −H). It is now straight-forward to
verify that C and D have the required properties.
Note that the same proof works for any sublocale of X which is ‘always of Erst
category’, in particular for all subspaces of X homeomorphic to the rational numbers.
Proposition 25. If S is the intersection of two disjoint dense copies Q1 and Q2 of the
rationals in a dense-in-itself separable completely metrizable space X, then Xd − FS
is not normal.
Proof. Suppose Xd − FS is normal. Then there exist sublocales A and B of X such
that A¿Q1; B¿Q2; A ∨ B=X and A ∧ Q2; B ∧ Q16 S. Since X is complete, it
is not the union of countably many nowhere dense subspaces. So either A \ Q1 or
B \Q2 contains a countable dense subspace Q3. Say, Q3 ⊆ A \Q1. Now we can apply
Lemma 24 with L=Q1; D1 =Q2 and D2 =Q3 to End a nonzero closed sublocale
(subspace) H of X which is disjoint from Q1 but in which both Q2 ∧H and Q3 ∧H
are dense. So A∧Q2¿ (Q3 ∧H)∧ (Q2 ∧H)¿ d(H). But this contradicts A∧Q26 S
because 0=Q1 ∧ H¿ S ∧ d(H).
4. Covering properties of dissolutions
In this section we will consider the question of how to characterize locales A whose
Erst, respectively, second dissoultion is (i) -compact, and (ii) extremally disconnected.
4.1. Extremally disconnected locales
Recall that a locale is extremally disconnected if every open sublocale has open clo-
sure; equivalent conditions are (i) disjoint opens have disjoint closure, and (ii) regular
open (respectively, closed) sublocales are clopen [7]. Extremal disconnectedness is in-
herited by open and by dense sublocales, but not necessarily by closed sublocales (the
Stone–Cech compactiEcation N of the natural numbers is extremally disconnected,
but its closed sublocale N–N is not [1]).
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A sublocale R of A is extremally rare i8 it is contained in the intersection of a
smooth sublocale S and its supplement supA(S) (supA(S) is the smallest sublocale T
of A such that S ∨ T =A) [12].
Proposition 26. For any locale A the following are equivalent:
(1) Ad is extremally disconnected;
(2) every smooth sublocale of A is complemented, i.e. the lattice of complemented
sublocales is closed under arbitrary joins in S(A);
(3) every smooth sublocale S of A contains a dense sublocale which is complemented
in A;
(4) 0 is the only extremally rare sublocale of A.
Proof. (1)⇔ (2). Regular closed sublocales of Ad are clopen i8 smooth sublocales of
A are complemented.
(2)⇒ (3) is clear.
(3)⇒ (4). Let S6A be an extremally rare sublocale of A. We may assume that S
is Boolean (replace S by d(S)) and dense in A (replace A by clA(S)). There exists a
smooth sublocale T of A such that S6T ∧ supA(T ). By assumption there exist dense
complemented sublocales C and D of A such that C6T and D6 supA(T ). So C ∧D
is dense, extremally rare and complemented in A. Hence C ∧ D; A and S all equal 0.
(4)⇒ (2). If S is a smooth sublocale of A, then S ∧ supA(S) is extremally rare and
hence 0, i.e. S is complemented.
Since extremal disconnectedness is not necessarily inherited by closed sublocales, it
seems plausible that condition (2) is not always inherited by sublocales; but I have no
examples.
In order to characterize locales whose second dissolution is extremally disconnected
we use the following notion: a family C ⊆ S(A) is almost distributive if there exists R
rare in
∨
C such that C∪{R} is distributive. A family C ⊆ S(A) is almost distributive
i8
∨{c−1A (C) |C ∈C} has dense interior in c−1A (
∨
C).
Proposition 27. For any locale A the following are equivalent:
(1) Add is extremally disconnected;
(2) every family S ⊆ S(A) is almost distributive.
Proof. Covers S of S∈S(A) correspond to dense smooth sublocales of FS via the
maps S → ∨{FT |T ∈S} and Smooth(FS)  R → {T6 S |FT 6R}. A cover is
almost distributive i8 the induced smooth sublocale has dense interior. So (1) and (2)
are equivalent by proposition 26.
Extremal disconnectedness is not necessarily inherited by dissolutions. The 3-soluble,
2-insoluble space Z from [12] is extremally disconnected and so is its Erst dissolu-
tion because all smooth sublocales of Z are complemented. However, the second
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dissolution fails to be extremally disconnected because the set of all points of Z does
not form an almost distributive family (the join of all points in Zd has empty inte-
rior). Since Z is 3-soluble, all higher dissolutions are Boolean and therefore extremally
disconnected [12].
4.2. -compact dissolutions
Since dissolutions are ultraparacompact, the question of whether Ad is -compact (
a regular cardinal), i.e. whether every open cover of Ad has a subcover of cardinality
less than  reduces to the question of whether every pairwise disjoint open cover
has cardinality less than . Since pairwise disjoint open covers of Ad correspond to
partitions of A we get:
Proposition 28. The dissolution Ad of a locale A is -compact i; every partition of
A has cardinality less than .
Here distributivity is essential. Consider (once again) the space sob(Ncof ). The dis-
solution of sob(Ncof ) is homeomorphic to the converging sequence 1=n → 1=∞=0.
(sob(Ncof ))d is compact so all distributive covers of X by pairwise disjoint comple-
mented sublocales are Enite. But {{n} | n∈N} is an inEnite cover of X by pairwise
disjoint closed sublocales.
To analyze the size of partitions of A we introduce two cardinal functions, depth and
width: A locale A has depth dp(A)6  if each rapidly decreasing chain of (closed)
sublocales F of A has length strictly less than ; it has width wd(A)6  if every
discrete cover of every Boolean sublocale of A has cardinality strictly less than , i.e.
if every Boolean sublocale of A is -compact. The depth of locale A is the least ordinal
 such that dp(A)6 ; the width is deEned similarly.
This conOicts with the terminology used in [12]. There, rapidly vanishing chains
were used in the deEnition of depth. So the depth of a locale A as deEned in [12] is
the same as the depth of Ad as deEned above.
We have dp(A)= 1⇔ wd(A)= 1⇔ A=0. However, there are locales with depth 2
and arbitrary width and vice versa: nonzero Boolean locales B have depth 2 but can
have arbitrary large width, while ordinals  equipped with the topology consisting of
the sets {[0; ) |6 } have depth card() but width 2.
Nonzero pointless Boolean locales have width strictly larger than ! because any such
locale can be decomposed into the sum of two nonzero (clopen) sublocales. Iterating
this decomposition yields a nontrivial countably inEnite decomposition.
The construction used in the proof of Theorem 17 can be applied to any partition U.
Since the constructed cover reEnes U its cardinality cannot be any less than that of U.
So each partition has a reEnement which is the union of partitions P of sublocales
G − G+1 for some rapidly decreasing continuous chain {G} of closed sublocales
with length, say, dp¡dp(A). Moreover, each P induces an open cover of the same
cardinality, say, wd; ¡wd(A) on d(G). So the size of the total partition is dp ×
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sup(wd;) which is less than max(wd(A); dp(A)) (at least if one of wd(A) and dp(A)
is inEnite). So we have proved one direction of the next theorem.
Theorem 29. A has -compact dissolution i; ¿max(wd(A); dp(A)).
Proof. To Enish the proof we have to show that (i) any discrete cover of a Boolean
sublocale of A induces a partition of at least the same cardinality on A, and (ii) any
rapidly decreasing chain of closed sublocales of A induces a partition of cardinality
greater or equal to its length. But we have observed (ii) before and (i) follows from
Lemma 15.
If a locale has weight strictly below  then it is easy to see that both dp(A) and
wd(A) are less of equal to , hence that Ad is -compact. But sob(Ncof ) shows yet
again that this condition is not necessary.
The following corollary is very similar to [4, Theorem 3]: “A sober space has a
compact dissolution i8 it contains no inEnite descending chain in the specialization
order and every sober T1 subspace is Enite”.
Corollary 30. If Ad is compact then all sublocales of A are spatial and all sober TD
subspaces are 6nite. Conversely; any sober space all of whose sober TD subspaces are
6nite has a compact dissolution.
Proof. If Ad is compact, then wd(A)6! and hence the same is true for all Boolean
sublocales of A. So each Boolean sublocale of A is spatial and Enite. Since each
sober TD space without pointless sublocales is distributively covered by its points,
any such subspace of A has to be Enite. Conversely, if A is a sober space without
inEnite sober TD subspaces then dp(A); wd(A)6! because from every rapidly de-
creasing chain {F} of inEnite length one can produce an inEnite hereditarily sober
space by choosing points p ∈F − F+1. Similarly, the closure of any Boolean
sublocale of A of width greater than ! contains a countably inEnite discrete
subspace.
Finally, we want to compute the width and the depth of the dissolution Ad in terms
of A.
Lemma 31. dp(Ad)6  if each rapidly vanishing continuous chain {S} of sublocales
of A has length strictly less than .
Any discrete open cover of a Boolean sublocale of B of Ad induces a pairwise
disjoint open family on clAd(B)=FS (Lemma 15) which can be reEned to a pairwise
disjoint family of clopen sublocales of FS . So we have
Lemma 32. wd(Ad)6  if for all S ∈S(A); any pairwise disjoint family of nonzero
complemented sublocales of S has cardinality strictly less than .
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Corollary 33. For every locale A; wd(Ad)¿max(wd(A); dp(A)).
Proof. That wd(Ad)¿wd(A) is clear. wd(Ad)¿dp(A) follows because every rapidly
decreasing chain {F} of closed sublocales induces a Boolean sublocale
∐
d(FF+1−F).
A= sob(Ncof ) shows that wd(Ad) can be strictly larger than both wd(A) and dp(A).
On combining the last two lemmas we get:
Theorem 34. The second dissolution Add of a locale A is -compact i; both the
length of any rapidly vanishing continuous chain {S} of sublocales of A; and also
the cardinality of any pairwise disjoint family of nonzero complemented sublocales
of any sublocale S of A has cardinality strictly less than .
It is tempting to think of the dissolution Ad as a Oattening of A, but whether this
picture is appropriate or not depends to some degree on how dp(Ad) is related to
dp(A) and wd(A). The Erst question to be answered is, I believe, the question whether
dp(Ad)6dp(A) (or at least whether dp(Ad)6wd(Ad)) for all locales A. For other
questions concerning dissolutions see [13].
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