Decidability of Unification in the Theory of One-Sided Distributivity and a Multiplicative Unit  by Schmidt-Schauß, Manfred
J. Symbolic Computation (1996) 22, 315{344
Decidability of Uniflcation in the Theory of
One-Sided Distributivity and a Multiplicative Unit
MANFRED SCHMIDT-SCHAU…y
Fachbereich Informatik, Johann Wolfgang Goethe-Universita˜t
Postfach 11 19 32, D-60054 Frankfurt, Germany
(Received 13 June 1994)
Uniflcation in the equational theory of one-sided distributivity and a multiplicative unit
is shown to be decidable. The algorithm is a non-deterministic one that eventually uses
a decision algorithm for string uniflcation problems with constant restrictions, which
was shown to be decidable by K. Schulz extending the decision algorithm for string
uniflcation by Makanin.
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1. Introduction
Uniflcation in equationally deflned theories has several applications in computer sci-
ence, an overview and further references can be found in Baader and Siekmann (1994),
Siekmann (1989) and Kirchner (1989). Our particular interest in uniflcation under dis-
tributive axioms has the following roots. Distributive axioms are very common in al-
gebraic structures and every-day mathematics, but solving equations in these struc-
tures is a hard task, for example there is no algorithm for solving Diophantine equa-
tions (Matijasevic, 1973; Davis, 1973). Szab¶o (1982) has considered uniflcation in several
equational theories where some axioms are dropped (not the distributive ones), proved
undecidability results for several combinations, a minimal set of axioms being two-sided
distributivity plus associativity of addition. There were some partial results for the theory
of two-sided distributivity (Contejean, 1992, 1993; Schmidt-Schau…, 1992), but now there
is strong evidence that uniflcation in the theory of two-sided distributivity is decidable
(Schmidt-Schau…, 1994a, b).
Tid¶en and Arnborg (1987) investigated other combinations of axioms motivated by the
occurrence of distributive axioms in a modelling of communicating processes (Bergstra
and Klop, 1985) or process algebras (Baeten and Weijland, 1990). In Tid¶en and Arnborg
(1987) there is a polynomial uniflcation algorithm for one distributive axiom. There are
also complexity results for uniflcation in combinations of one distributive axiom with a
multiplicative unit element. In particular they showed that there is another equational
theory deflned by a small set of axioms, one-sided distributivity, associativity of addition
and a multiplicative unit, for which uniflcation is undecidable.
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Another area where uniflcation in a theory with a one-sided distributive axiom is of
interest is retrieval of functions by similarity of their type (Rittri, 1990), which is closely
related to uniflcation in cartesian closed categories (Narendran et al., 1993).
The open question we tackle in this paper is decidability of uniflcation under Dl1, the
theory deflned by the axioms x ⁄ (y + z) = x ⁄ y + x ⁄ z; x ⁄ 1 = 1 ⁄ x = x. First we anal-
yse the equational theory, and flnally we describe a decision algorithm for uniflcation.
The main result of this paper is that there exists a non-deterministic algorithm that
decides Dl1-uniflcation problems that calls twice an algorithm that decides string unifl-
cation, where one call has to solve a string uniflcation problem with constant restriction.
A preliminary version of the decidability result was presented in (Schmidt-Schau…, 1993).
However, the algorithm presented in this paper is an improved one, which is a difierent
one and uses parametric terms.
2. Preliminaries
In this paper, we use the usual notions of universal algebra, the notation is consistent
with (Baader and Siekmann, 1994). Nevertheless, to make the paper as self contained as
possible, we repeat some notations and notions.
We consider free term-algebras over a signature, where a signature is a set of func-
tion symbols together with their flxed arities. The algebra of terms is denoted as T (F ),
where F is the signature, and if a set of variables V is involved, then we denote the term
algebra as T (F; V ). The notation t[s] means a term t with a subterm s at some speciflc
position. An equational theory is a congruence relation on the set of terms, usually de-
flned by a set of equational axioms. If a set of axioms E is given, we will denote the
corresponding equational theory by =E . The syntactic equality of terms s; t is denoted
as s · t. A substitution ¾ is an endomorphism on the term algebra with ¾(x) 6= x for
at most flnitely many variables. A substitution can be represented as a flnite set of pairs
fx1 ! t1; : : : ; xn ! tng, and the operation on a term is the parallel replacement of
the variables xi by the term ti. An equational system ¡ consists o f a set of equations
to be solved, written hs1 = t1; : : : ; sn = tni. An E-unifler (or an E-solution) of ¡ is a
substitution ¾ such that ¾si =E ¾ti for all i = 1; : : : ; n. We will also use systems of
multi-equations ¡, a multi-equation being a multiset of terms. In terms of solvability,
there is no difierence between systems of equations and multi-equations. A system of
equations together with constant restrictions is a system of equations combined with a
set of constant-variable pairs (a; x), sometimes denoted as a 62 x. A substitution ¾ is
a unifler if it solves the system of equations and for every pair (a; x) in the constant
restrictions, a does not occur in the term ¾x.
A substitution ¾ is a unifler of ¡, if all the terms in every multiset are made equal (E-
equal) by ¾. Two substitutions ¾; ¿ are equal modulo a set of variables W , (¾ =E ¿ [W ])
if ¾x =E ¿x for all variables x 2 W . A unifler ¾ of ¡ is more general than a unifler ¿
(¾ •E ¿ [W ] for W = V ars(¡)) if there exists a substitution ‚ with ‚¾ =E ¿ [W ]. During
the process of solving equational systems, we consider also equational systems extended
by constraints. These constraints are only used for a better control, for example for
closing a branch with an unsolvable constraint or for cutting a redundant branch. They
do not have the same status as the equations to be solved.
A complete set of uniflers is a set of uniflers that generates all uniflers by further
instantiating them. If a minimal and complete subset of such a complete set of uniflers
exists, we also speak of a set of most general uniflers. We also want to point to subterms of
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a term and do this with positions (tree addresses), i.e., words over the natural numbers.
Now we consider the axioms and the equational theories that we will address in this
paper. The signature contains the symbols + and ⁄, which are binary inflx operators.
Furthermore, we have the symbol 1, which is a constant. There may also be inflnitely
many constants, sometimes called free constants, since they do not occur in axioms.
The theory of one-sided distributivity with a unit (Dl1) has the three axioms:
x ⁄ (y + z)=x ⁄ y + x ⁄ z (Dl)
x ⁄ 1=x; 1 ⁄ x = x (Ur and Ul)
The corresponding term rewriting system, RD = fx⁄ (y+ z)! x⁄ y+x⁄ z, x⁄1! x,
1 ⁄ x ! xg is con°uent and terminating. Hence terms have unique normal forms and
Dl1-equality of terms is decidable. Equality in Dl1 is denoted by =D. It has been shown
in Tid¶en and Arnborg (1987), that uniflcation under Dl1 is at least as hard as the string
uniflcation problem (Makanin, 1977). The number of uniflers may be inflnite, which is
a trivial consequence of the fact that string uniflcation can be embedded (Tid¶en and
Arnborg, 1987).
3. Uniflcation of 1-sums in Dl1
In this section we treat uniflcation of Dl1-terms that do not contain free constants,
where we use the equational axioms of Dl1. As it turns out, this is equivalent to solving
the same equation over the initial algebra T (f+; ⁄; 1g). Furthermore, the set T (f+; 1g)
is a set of representatives for the congruence classes of the elements in T (f+; ⁄; 1g). The
elements in T (f+; 1g) are also called 1-sums. Note that every term in the initial algebra
T (f+; ⁄; 1g) has a 1-sum as its normal form. We can measure the size of a term t in the
initial algebra by the number of 1’s in its normal form, and denote this measure by #(t).
We have #(s⁄ t) = #(s)⁄#(t) and #(s+ t) = #(s) + #(t) and #s • #t for a subterm s
of t.
Lemma 3.1. The following holds:
1. s1 + s2 =D t1 + t2 () s1 =D t1 and s2 =D t2
2. s1 + s2 6=D 1
Proof. Obvious, since the rules in RD are con°uent and terminating, and sums cannot
be rewritten on top level.
Lemma 3.2. A constant free uniflcation problem in Dl1 is uniflable, ifi there is a unifler
that instantiates every variable by a 1-sum.
We repeat some deflnitions and arguments from (Tid¶en and Arnborg, 1987). Prime
1-sums are 1-sums that are not Dl1-equal to a product of two non-trivial 1-sums.
Lemma 3.3. In the algebra T (f+; ⁄; 1g), the following holds:
The operator ⁄ is associative.
Every term can be a uniquely decomposed into a product of prime 1-sums, where
the sequence is also unique.
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Proof. By induction on the number of 1’s in the normal form (see also (Tid¶en and
Arnborg, 1987)).
Note that Lemma 3.3 shows that T (f+; 1g) is a free monoid with respect to ⁄ where
the free generators are the prime 1-sums.
Lemma 3.4. If s1 and s2 are 1-sums such that their corresponding leftmost non-trivial
prime factors are difierent, then s1 + s2 is a prime 1-sum.
Proof. Let s1 + s2 =D t1 ⁄ t2 ⁄ ¢ ¢ ¢ ⁄ tk be a decomposition into prime 1-sums. Then
tk · tk;1 + tk;2. Hence s1 =D t1 ⁄ t2 ⁄ ¢ ¢ ¢ ⁄ tk;1 and s2 =D t1 ⁄ t2 ⁄ ¢ ¢ ¢ ⁄ tk;2. Since (1 + r) is
a prime for every r, we can assume w.l.o.g. that s1 6=D 1. Hence t1 is a non-trivial prime
1-sum that starts s1 as well as s2, which is a contradiction to the unique decomposition
property (see Lemma 3.3).
Now we provide a decision procedure for uniflcation problems over T (f+; ⁄; 1g). By
Lemma 3.2 this is as well a decision procedure for the uniflcation of equations where no
free constants occur.
The data structure for the uniflcation algorithm is a set ¡ of multi-equations, together
with three kinds of constraints: x < y; x • y, or prime(x) for variables x; y. A substitution
¾ : V ! T (f+; 1g) is a solution of ¡, ifi (i) ¾ unifles every multi-equation; (ii) for every
variable with prime(x), ¾(x) is a prime 1-sum; and (iii) for all relations x < y or x • y,
we have #(¾x) < #(¾y) or #(¾x) • #(¾y), respectively.
The transitive closure of the union of < and • on the variables in ¡ is denoted by
•¡. The relation <¡ is the corresponding strict ordering. If x and y are in the same
multi-equation and prime(y) is in ¡, then prime¡(x) holds.
The main idea of the 1-sum-uniflcation decision algorithm is to remove the plus-
symbols by decomposition, guessing the prime decomposition of the involved terms and
flnally applying string uniflcation with constant restriction.
3.1. procedure UNIFY-1-SUMS
If we distinguish between ‘don’t care’ and ‘don’t know’ non-deterministic transfor-
mation rules, i.e., rules where no alternatives need to be considered versa rules where
alternatives have to be considered, then the rules PRIME-IDENT and PRIME-PROD
are the ‘only don’t’ know non-deterministic rules in Table 1.
Definition 3.1. (Control of the algorithm UNIFY-1-SUMS in Table 1)
Step 1. First we use UNFOLD until it does no longer apply. Then we do not use
UNFOLD any more. Now all rules are permitted for application. If no rule is applicable
with the possible exception PRIME-IDENT, then it is possible to proceed to Step 2.
Step 2. Nondeterministically add relations x < y or x • y, such that the relation
•¡ is a total quasi-ordering. If there are variables x and y with y •¡ x, but x < y is a
constraint in ¡, then FAIL.
Step 3. Consider the resulting system as a string uniflcation problem, where ⁄ is
considered as concatenation with constant restrictions as follows: the variables x with
prime¡(x) are considered as constants, and the remaining (prime) equations involving
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Table 1. Transformation Rules of UNIFY-1-SUMS
UNFOLD
fft[s1 + s2]g [Mg [ ¡
ffx; s1 + s2g; ft[x]g [Mg [ ¡
If s1 + s2 is a proper subterm of t[s1 + s2]. The variable x is a new variable.
MERGE
fM1;M2g [ ¡
fM1 [M2g [ ¡
if M1 \M2 \ V 6= ;
DECOMP-+
ffs1 + s2; t1 + t2g [Mg [ ¡
ffs1; t1g; fs2; t2g; ft1 + t2g [Mg [ ¡
CLASH
ffs1 + s2; 1g [Mg [ ¡
FAIL
DECOMP-MIX
ffs1 + s2; tg [Mg [ ¡
ffs1; x1 ⁄ x2g; fs2; x1 ⁄ x3g; fx1 ⁄ y; tg [M; fy; x2 + x3gg [ ¡;
prime(y); x2 < y; x3 < y
if t is a product or a variable, and fs1 + s2; tg [M does not contain a
variable x with prime¡(x). The variables x1; x2; x3; y are new ones.
PRIME-PROD If prime¡(x), select one of the two possibilities:
i.)
fft1 ⁄ t2; xg [Mg [ ¡
ft1; xg [M; ft2; 1gg [ ¡
ii.)
fft1 ⁄ t2; xg [Mg [ ¡
fft2; xg [M; ft1; 1gg [ ¡
PRIME-IDENT
fM1;M2g [ ¡
fM1 [M2g [ ¡
if M1 and M2 contain variables that are prime
sum terms are ignored. The constant restrictions are as follows: for prime variables x
and variables y; x 62 y is a constant restriction, ifi y <¡ x. Then decide uniflability of the
resulting system of string equations together with constant restrictions using the algorithm
in Schulz (1990)
The method of using constant restrictions is very similar to the methods used in
(Baader and Schulz, 1992) where also a total ordering is to be chosen in a non-deterministic
way, the difierence is that a total quasi-ordering is su–cient for our purposes.
3.2. correctness of the algorithm UNIFY-1-SUMS
A rule is said to be sound, if whenever ¡ is transformed into ¡0, and ¡0 is uniflable,
then ¡ is uniflable, too. A rule is said to be complete, if whenever ¡ is uniflable, and if
the rule is applicable, then the rule provides a possibility to transform ¡ into ¡0, such
that ¡0 is uniflable.
Lemma 3.5. The procedure UNIFY-1-SUMS is a non-deterministic decision algorithm
for constant-free uniflcation problems in Dl1.
Proof. Termination: We have only to prove that Step 1 terminates. Since UNFOLD ter-
minates, we prove that an arbitrary application of the other rules terminates. Therefore
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we use the following measure „ = („1; „2; „3; „4), where the components are lexico-
graphically combined and where „1 is the number of all plus-symbols in all terms in
multi-equations, „2 is the number of +-symbols in multi-equations that do not contain a
prime variable, „3 is the number of ⁄-symbols, and „4 is the number of difierent multi-
equations. Note that all +-symbols are at the top-level of terms. The rule DECOMP-+
strictly reduces the total number of +-symbols, whereas the other rules do not increase
the number of +-symbols. The rule DECOMP-MIX strictly reduces „2, while MERGE,
CLASH, PRIME-PROD and PRIME-IDENT leave „2 invariant. PRIME-PROD reduces
the number of ⁄-symbols, and MERGE and PRIME-IDENT leave „3 invariant. Finally,
PRIME-IDENT and MERGE reduce the number of multi-equations. Thus the algorithm
non-deterministically terminates. The number of choices in PRIME-PROD and PRIME-
IDENT is flnite, hence the sequentialized algorithm terminates, too.
After Step 1, the system has a special form: every multi-equation that contains a prime
variable has no product terms and exactly one non-variable term, which is of the form
x+ y. Furthermore, this is the only possibility for +-symbols to occur.
We have to show that the initial system is solvable, ifi we can reach a uniflable asso-
ciative uniflcation problem:
Completeness: Let µ be a unifler of the input system ¡. Then we can assume that µ
substitutes 1-sums into variables. We show that for the application of every rule trans-
forming ¡ into ¡0, we have that if µ is a solution of ¡, then there is a solution µ0 of ¡0. If
the rules MERGE or DECOMP-+ have been applied, µ is also a solution of ¡0. CLASH
is not applicable, since s1 + s2 = 1 is unsolvable. If DECOMP-MIX has been applied, we
deflne µ0 as an extension of µ on the new variables. µ0(y) is the rightmost prime 1-sum
in the prime decomposition of µ(t). The constraints prime(µ0(y));#µ(y) > #µ(x2) and
#µ(y) > #µ(x1) are satisfled. If PRIME-PROD has been applied, then there is a term
t1 ⁄ t2 such that µ(t1 ⁄ t2) =D µ(t1) ⁄ µ(t2) is a prime. We select the term ti with µ(ti) = 1
as the term that will appear in fti; 1g.
The rule PRIME-IDENT will be applied, if there are two multi-equations with primes
µx and µy, and µx =D µy. Step 1 is stopped, if no rule is applicable, and all variables
marked as prime, which are in difierent multi-equations, are instantiated with difierent
terms by the substitution µ. In Step 2, we add constraints x > y ifi #µ(x) > #µ(y) and
x ‚ y ifi #µ(x) ‚ #µ(y). Now we have that x >¡ y ifi #µ(x) > #µy and x ‚¡ y ifi
#µ(x) ‚ #µ(y). In Step 3, Lemma 3.3 provides the justiflcation that µ is a solution of
the associative uniflcation problem with constant restrictions, since x > y implies that
µ(x) cannot be a subterm of µy.
Soundness: Let µ be a unifler of the flnal string equations together with constant re-
strictions. We have to show that the input system of equations is uniflable. For this part of
the proof we ignore all the constraints with the exception of the constant restrictions. We
can assume that the only constants occurring in the solution come from prime variables.
Then a solution has the property that for every equation y = x1 + x2 with prime¡(y),
µ(x1) and µ(x2) do not contain y. Note that µ(y) = y, since we have assumed that
primes are considered as constants. Note that we are not forced to flnd a Dl1-solution
with prime(µ(y)), since we ignore these constraints for the moment. Since <¡ is a total
partial ordering, we can construct a substitution for the system of equations before step
3 as follows: For an equation y = x + z with prime(y), deflne µ0(y) := µ(x) + µ(z).
Since the ordering <¡ is total, we have su–ciently many constant restrictions to prevent
the introduction of cycles. Hence this construction is possible, starting with the smallest
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primes and then working upwards. Thus we can construct a solution of the equational
system before Step 3 considered as a Dl1-uniflcation problem.
The soundness of Step 2 is no problem since we ignore the constraints. Soundness of
Step 1 is tedious, but without problems.
Finally, we have proved that the algorithm UNIFY-1-SUMS is a decision algorithm for
the uniflability of constant-free Dl1-uniflcation problems.
Theorem 3.1. Uniflcation of constant-free terms in Dl1 is decidable.
Proof. Decidability follows from Lemma 3.5. since string uniflcation with constant re-
strictions is decidable (Makanin, 1977; Schulz, 1990).
Theorem 3.2. The Dl1-uniflcation decision algorithm for terms without free constants
is a non-deterministic one, uses polynomial time and calls an oracle that solves string
uniflcation with constant restriction.
Proof. UNFOLD increases the input by a polynomial. The rules DECOMP-+ and
DECOMP-MIX can be called at most as often as there are +-symbols in the input.
The other rules do not construct new terms, hence their contribution is also at most a
polynomial increase.
Note that the complexity of constant-free Dl1-uniflcation is at least as hard as string
uniflcation (Tid¶en and Arnborg, 1987).
Example 3.1. hx ⁄ x+ y ⁄ y = z ⁄ zi.
Applying the rule DECOMP-MIX above gives the following system of equations: x⁄x =
x1 ⁄ x2; y ⁄ y = x1 ⁄ x3; x1 ⁄ y1 = z ⁄ z; y1 = x2 + x3, prime(y1); x2 < y1; x3 < y1. Step 2
prescribes to add •- and <-relations between variables. We leave this open and add the
minimal possible set of constant restrictions. We can move to an associative uniflcation
problem. Let us write a for y1. Then we have to solve the following string uniflcation
problem with constant restrictions:
x ⁄ x = x1 ⁄ x2; y ⁄ y = x1 ⁄ x3; x1 ⁄ a = z ⁄ z; a 62 x2; a 62 x3.
Now we have to apply the decision algorithms described in Makanin (1977) and Schulz
(1990). However, it is easy to see that this simple problem is unsolvable: We can replace z
by za and use cancellation:
x ⁄ x = x1 ⁄ x2; y ⁄ y = x1 ⁄ x3; x1 = z ⁄ a ⁄ z; a 62 x2; a 62 x3.
Replacing x1 by z ⁄ a ⁄ z gives:
x ⁄ x = z ⁄ a ⁄ z ⁄ x2; y ⁄ y = z ⁄ a ⁄ z ⁄ x3; a 62 x2; a 62 x3.
It is obvious, that x2 must be a su–x of x, hence we can replace x by x0 ⁄ x2 and y by
y0 ⁄ x3:
x0 ⁄ x2 ⁄ x0 = z ⁄ a ⁄ z; y0 ⁄ x3 ⁄ y0 = z ⁄ a ⁄ z; a 62 x2; a 62 x3.
This is unsolvable, since length arguments show that a must be contained in an in-
stantiation of x2 and x3.
4. Properties of Dl1-terms with Free Constants
In this section we analyse the free Dl1-term algebra where free constants are permitted.
Note that the algebra of 1-sums is always embedded in the free Dl1-term algebra. In the
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following we will call 1-sums also O-terms (O for operator). Obviously, we have that
products, sums and subterms of O-terms are again O-terms. If a term t is not an O-term
and cannot be decomposed into a product of the form s1 ⁄ s2 where s2 is a non-trivial
1-sum, then t is called N-term (N for non-operator). An N1-term is an N-term or is equal
to 1. In the following we use a measure for terms which is a homomorphism ˆ from the
term-algebra to the natural numbers deflned as follows: ˆ(1) := 1, ˆ(x) := ˆ(a) := 2
for variables x and constants a, and ˆ(s + t) := ˆ(s) + ˆ(t), ˆ(s ⁄ t) := ˆ(s) ⁄ ˆ(t).
The homomorphism ˆ has the following properties: It has the same value for Dl1-equal
terms; If s is a subterm of t, then ˆ(s) • ˆ(t), ˆ(s) = 1 implies s =D 1; ˆ(s+ t) > ˆ(s);
ˆ(s+ t) > ˆ(t); ˆ(s ⁄ t) > ˆ(s) for t 6=D 1; ˆ(s ⁄ t) > ˆ(t) for s 6=D 1.
Lemma 4.1. (Occur-check in Dl1.) If s is a subterm of t and s =D t, then t can be
rewritten to s using only the rewrite rules x ⁄ 1! x and 1 ⁄ x! x.
Proof. Let s and t be terms where s is a proper subterm of t and s =D t. Without
loss of generality we can assume that s is in normal form by flrst reducing the subterm
s. Then there is a reduction from t to s. We have that ˆ(s) = ˆ(t). If t =D 1, then
the claim is obvious. If t · t1 + t2, and s is a subterm of some ti, then we get the
contradiction ˆ(s) = ˆ(t) > ˆ(ti) ‚ ˆ(s), hence this is impossible. If t · t1 ⁄ t2 and s is
a subterm of some ti, then without loss of generality we assume i = 1. From ˆ(s) = ˆ(t)
= ˆ(t1)⁄ˆ(t2) ‚ ˆ(t1) ‚ ˆ(s), we get that ˆ(t2) = 1. This implies that t2 is constructed
solely from ⁄ and the symbol 1, hence t can be rewritten to t1 using only Ur and Ul.
Using induction on the size of t, we see that t can be rewritten to s by Ur and Ul.
Lemma 4.2. If r; s are terms 6=D 1, then r ⁄ (s ⁄ t) =D (r ⁄ s) ⁄ t() t is a 1-sum.
Proof. \(": by induction on the size of t.
\)": By induction on the size of the normal form t# of t. Let r ⁄ (s ⁄ t) =D (r ⁄ s) ⁄ t,
then also r# ⁄(s# ⁄t#) =D (r# ⁄s#) ⁄ t# . These terms must have a common normal form.
If t#· 1, then the Lemma holds. If t# is a product, then both terms cannot be reduced
on top level, since r 6=D 1 and s 6=D 1, and hence s ⁄ t#=D t#, which contradicts Lemma
4.1. The term t# must be a sum t1 + t2. Hence we can reduce the above equation to
r ⁄ (s ⁄ t1) =D (r ⁄ s) ⁄ t1 and r ⁄ (s ⁄ t2) =D (r ⁄ s) ⁄ t2. Since t1 and t2 are in normal form
and smaller in size than t#, we obtain by induction that t1 and t2 are 1-sums, hence t is
a 1-sum.
Lemma 4.3. For every term t there is an N1-term t1 and an O-term t2, such that t =D
t1 ⁄ t2.
Proof. We can assume that t is not an O-term. If there is no decomposition into t1 ⁄ t2,
where t2 is an O-term, and t1 is an N1-term, then t is an N-term, and we are ready.
Hence let t =D t1 ⁄ t2, where t2 is an O-term and t2 6=D 1. Then we can use induction
on the number of +-symbols of t#. The number of +-symbols in t1 # must be strictly
smaller than the number of +-symbols in t#, since t2 contains at least one +-symbol. By
induction there is a decomposition of t1 into t3 ⁄ t4. Lemma 4.2 shows that t3 ⁄ (t4 ⁄ t2)
is the desired decomposition.
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Note that Lemma 4.3 does not state that the decomposition is unique up to =D. The
proof of this follows in the next lemma, and is a fundamental structure property of the
initial Dl1-term algebra.
Lemma 4.4. (Uniqueness of NO-decomposition.)
1 If s1; t1 are N-terms and s2 and t2 are 1-sums, then s1 ⁄s2 =D t1 ⁄ t2 () s1 =D t1
and s2 =D t2
2 If s2 and t2 are N-terms and s1 6=D 1 and t1 6=D 1, then s1 ⁄ s2 =D t1 ⁄ t2 ()
s1 =D t1 and s2 =D t2
3 If t is an N-term, then s ⁄ t is also an N-term.
Proof. 1 Let the assumptions be satisfled and let s1 ⁄ s2 =D t1 ⁄ t2. Then the two
terms must have a common normal form. This normal form can be reached by
flrst reducing s2 and t2. If one of them is equal to 1, then each one must be 1
by the deflnition of N-term. Hence we can assume that s2 6=D 1 and t2 6=D 1.
Hence s2 · s21 + s22 and t2 · t21 + t22. Application of Dl and decomposition gives
s1 ⁄ s21 =D t1 ⁄ t21 and s1 ⁄ s22 =D t1 ⁄ t22. By induction on the size we obtain
s1 =D t1 and s21 =D t21 and s22 =D t22. This implies s2 =D t2.
2 By induction on the size w.r.t. ˆ. The proofs of parts 2) and 3) are a mutual
inductions. Let s1 ⁄ s2 =D t1 ⁄ t2 and let the terms si; ti; i = 1; 2 be in normal
form. Either the conclusion under 2) holds, or the terms s1 ⁄ s2 and t1 ⁄ t2 are
not in normal form, and the rule Dl is applicable at top level, hence s2 is a sum
s211 ⁄ s212 + s221 ⁄ s222, where s211; s221 represent the N1-part and s212; s222 are
1-sums. The same holds for t2 : t2 · t211 ⁄ t212 + t221 ⁄ t222, where t211; t221 are
N1-terms and t212; t222 are 1-sums. By applying Dl and decomposing sums, we get
s1 ⁄ s211 ⁄ s212 =D t1 ⁄ t211 ⁄ t212 and s1 ⁄ s221 ⁄ s222 =D t1 ⁄ t221 ⁄ t222. Since at least
one of the terms s211; s221 is an N-term, we assume s211 is a N-term. There are two
cases: t211 =D 1 or it is an N-term.
Case t211 is an N-term: using induction and 1) and 3) for decomposition, we
obtain s212 =D t212; s1 =D t1, and s211 =D t211. Now consider the second
equation. We have two subcases:
{ Subcase s221 =D 1: Using s1 =D t1 we get that t1 ⁄s222 =D t1 ⁄ t221 ⁄ t222. If
t221 is an N-term, then using t1 =D t1;N ⁄ t1;O, we get using 1) and 3) that
t1;N =D t1⁄t221. Lemma 4.1 shows that t221 =D 1, which is a contradiction.
Hence t221 =D 1. Then Lemma 3.3 and 1) show that s222 =D t222. Hence
this case is ready, since s2 =D s211 ⁄ s212 + s222 =D t211 ⁄ t212 + t222 =D t2.
{ Subcase s221 is an N-term. Then similar arguments as in the previous sub-
case show that t221 must be an N-term, and then induction shows that
s221 =D t221, s222 =D t222, which implies s2 =D t2.
Case t211 =D 1. Then we have s1⁄s211⁄s212 =D t1⁄t212. We use decomposition
and obtain t1 =D t1;N ⁄ t1;O and s1 =D s1;N ⁄ s1;O. By induction we get
s1⁄s211 =D t1;N and s212 =D t1;O⁄t212. Consider the equation s1⁄s221⁄s222 =D
t1 ⁄ t221 ⁄ t222. We have to consider several subcases:
{ Subcase s221 =D t221 =D 1. Then we get s1;N =D t1;N which contradicts
the equation s1 ⁄ s211 =D t1;N .
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{ Subcase s221 =D 1 and t221 is an N-term. Then s1;N =D t1 ⁄ t221. This
contradicts s1 ⁄ s211 =D t1;N .
{ Subcase s221 is an N-term, t221 =D 1. Then s1 ⁄ s221 =D t1;N . Using the
equation s1 ⁄ s211 =D t1;N and induction we obtain s221 =D s211. But
then s2 =D s221 ⁄ (s212 + s222) is not an N-term, which contradicts our
assumptions.
{ Subcase s221 and t221 are N-terms. Then induction shows s1 ⁄ s221 =D
t1⁄t221 and s222 =D t222. Furthermore s1 =D t1. This, however, contradicts
the equation s1 ⁄ s211 =D t1;N .
3 For contradiction assume that s ⁄ t is not an N-term. Then s ⁄ t =D p ⁄ q, where
s 6=D 1, p 6=D 1, q 6=D 1 and p is an N-term and q is an O-term. There must be
a rewrite proof of this equation, hence we can flrst reduce s; t; p; q to their normal
forms. Since t 6=D q, we have t · t1;N ⁄ t1;O + t2;N ⁄ t2;O and q · q1 + q2, where
t1;N and t2;N are N1-terms, but one of them is not equal to 1. Decomposition
gives s ⁄ t1;N ⁄ t1;O =D p ⁄ q1 and s ⁄ t2;N ⁄ t2;O =D p ⁄ q2. By symmetry we can
assume that t1;N 6=D 1. By induction we get that s ⁄ t1;N is an N-term and from
s ⁄ t1;N ⁄ t1;O =D p ⁄ q1 that s ⁄ t1;N =D p and t1;O =D q1. We have now 2 cases:
Either t2;N =D 1 or t2;N 6=D 1.
Case: t2;N =D 1: Then s ⁄ t2;O =D p ⁄ q2. By Lemma 4.3 we see that s =D
sN ⁄ sO. Hence sN ⁄ sO ⁄ t2;O =D p ⁄ q2. Part 1) shows sN =D p. Together with
s ⁄ t1;N =D p we get from Lemma 4.1 that t1;N =D 1, which is a contradiction.
Case: t2;N 6=D 1: Then by induction we have that s⁄ t2;N is an N-term. Decom-
position of s ⁄ t2;N ⁄ t2;O =D p ⁄ q2 using 1) yields s ⁄ t2;N =D p and t2;O =D q2.
The equations s⁄t2;N =D p =D s⁄t1;N using induction show that t1;N =D t2;N .
This gives a new decomposition of t : t =D t1;N ⁄(t1;O+t2;O), which contradicts
the assumption that t is an N-term, since (t1;O + t2;O) can not be equal to 1.
Remark 4.1. Note that decomposition w.r.t. ⁄ does not work in general: a⁄ (b⁄ (1 + 1))
=D (a ⁄ b) ⁄ (1 + 1) =D a ⁄ b+ a ⁄ b, but a 6=D a ⁄ b, where a; b are constants.
Corollary 4.1. Every term t has a unique decomposition t1 ⁄ t2, where t1 is an N-term
and t2 is an O-term.
Proof. Follows from Lemma 4.3 and Lemma 4.4.
Lemma 4.5. The right and left cancellation rules hold for ⁄. I.e., s⁄t =D s0⁄t) s =D s0
and t ⁄ s =D t ⁄ s0 ) s =D s0.
Proof. (i) Let s ⁄ t =D s0 ⁄ t. If t is an N-term, then Lemma 4.4 shows s =D s0. Now
let t be an O-term. If s is an O-term, then this holds for s0, and Lemma 3.3 shows the
conclusion. Hence we have s =D sN ⁄ sO, and s0 =D s0N ⁄ s0O, where sN and s0N are N-
terms. By Lemma 4.2, the equation sN ⁄ (sO ⁄ t) =D s0N ⁄ (s0O ⁄ t) holds. Now Lemma 4.4
shows sN =D s0N and sO ⁄ t =D s0O ⁄ t. Then Lemma 3.3 shows then sO =D s0O. This
allows us to conclude that s =D s0.
If t =D tN ⁄ tO, where tN is an N-term, we can use the already considered cases to
show the lemma.
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(ii) Let t⁄s =D t⁄s0. If s and s0 are O-terms, then using the decomposition t =D tN ⁄tO,
Lemma 3.3, 4.3 and 4.4 show that cancellation holds. In the general case, consider a
representation (tN ⁄ tO) ⁄ sN ⁄ sO =D (tN ⁄ tO) ⁄ s0N ⁄ s0O. If sN =D s0N =D 1, then we are
ready. It is su–cient to consider the case sN =D 1 and s0N 6=D 1. Then tN =D (tN⁄tO)⁄s0N
by Lemma 4.4, which by Lemma 4.1 implies that tO =D 1 and s0N =D 1, a contradiction.
Hence we have that sN and s0N are N-terms. Then Lemma 4.4 and Lemma 3.3 show that
s =D s0.
5. A Decision Algorithm for Uniflcation of Dl1-Equations with Constants
In this section we describe a decision algorithm for Dl1-uniflability of terms, where
additional (free) constants are permitted.
5.1. parametric terms and substitutions
In the following we use an extended syntax for representingDl1-terms that also permits
contexts C[:] and contexts with exponents. We use the symbol › for representing a hole
in a context. This hole can only occur on the right hand side of the products. Contexts
are:
› the trivial context
t ⁄ › where t is a term. This is called a basic context.
Cn where C is a context and n an integer variable.
C †D where C and D are contexts.
The operator † is used as an associative one. We will call these terms parametric terms.
Ground contexts are contexts without any variables, where the syntactic construction rule
for Cn is slightly modifled: the exponent n must be an integer.
Terms are deflned as usual, in addition C(t) is a term, if C is a context and t a term.
We need extended substitutions that also instantiate the exponents with a natural
number ‚ 1.
The semantics of these contexts can be described as follows: If ¾ is a substitution that
instantiates all variables of a term t with ground terms, then ¾(t) represents a ground
term. The following reductions compute this ground term from ¾(t):
C †D(s)!C(D(s))
C(s)!C[›! s] (The hole is replaced by the term s)
C1(s)!C(s)
Cm(s)!C(Cm¡1(s)) if m is a natural number with m > 1
We deflne equality of ground contexts as follows: C =D D ifi C(a) =D D(a) for some
free constant a 6= 1 which does not occur in C nor D. Note that this does not depend on
the constant a. Notice that C(1) =D D(1) does not imply C =D D, since for example
o1 ⁄ (o2 ⁄ (o3 ⁄ a)) 6=D (o1 ⁄ o2) ⁄ (o3 ⁄ a).
Lemma 4.4 implies that for ground contexts C and D: C =D D is equivalent to C
and D being equal as strings, if the term in basic contexts is not permitted to be equal
to 1, and if C and D are °attened w.r.t the operator †.
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5.2. the data structure
First we have to deflne the data structure for solving equations. Here we assume that
equations are symmetric. We will use a system ¡ of equations and constraints. The
difierent components of ¡ are:
¡T a set of equations between terms
¡C a set of constraints of the form O(t) and N(t)
¡P a set of equations between contexts
¡N a set of disequations between terms denoted as s 6= t.
A unifler ¾ of ¡ is a substitution that makes all objects in ¡ ground and satisfles the
following:
for every equation s = t we have ¾s =D ¾t.
for every constraint O(t): ¾t is a 1-sum.
and for every constraint N(t), the term ¾t is an N-term.
for every context equation C = D we have ¾C =D ¾D.
for every disequation s 6= t we have ¾s 6=D ¾t.
If Cn is a context, then ¾(C) is not a power as a string (see 5.8)
Variables that occur in a system ¡ can be classifled into O-variables and N-variables
and others. If O(x) is in ¡, we will write this as O¡(x). If N(x) is in ¡, we will write
this as N¡(x). Lemmas 4.3 and 4.4 permit to classify also terms w.r.t. O¡(¢) and N¡(¢)
as follows:
O¡(1)
O¡(t) if all variables and constants in t satisfy O¡(¢)
N¡(a) if a is a free constant
N¡(t) implies N¡(s ⁄ t) and N¡(C(t))
If for a term s neither N¡(s) nor O¡(s) can be derived, we express this by NO¡(s).
Furthermore, we can also classify contexts C using O¡(¢) and N¡(¢) as follows:
O¡(t ⁄ ›) if O¡(t) N¡(t ⁄ ›) if N¡(t)
O¡(C †D) if O¡(C) N¡(C †D) if N¡(D)
O¡(Cn); if O¡(C) N¡(Cn); if N¡(C)
It is syntactically possible that (Dk)n occurs as context, or that Dn is an O-context.
However, the algorithm will never construct such contexts and terms, which is essential
for the completeness of the algorithm in this paper. We deflne the set TBCP of top basic
context parameters in ¡P as follows
TBCPS(›) := ; TBCPS(C †D) := TBCPS(C) [ TBCPS(D)
TBCPS(s † ›) := fsg TBCPS(Cn) := TBCPS(C):
TBCP (¡P ) is the union of all TBCPS(C) and TBCPS(D) for all equations C = D
in ¡P .
We split the system ¡T into two subsystems: ¡T;O and ¡T;NO, where ¡T;O consists of
all equations s = t , where O¡(s) and O¡(t) holds, and ¡T;NO = ¡ n ¡T;O.
Definition 5.1. (Rule PRE-STANDARDIZE) The following transformations are used
to pre-standardize ¡.
1 The valid reductions 1 ⁄ x ! x, x ⁄ 1 ! x, x ⁄ (y + z) ! x ⁄ y + x ⁄ z and
C(s+ t)! C(s) + C(t) are used until no longer applicable.
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2 The trivial context › is eliminated in terms by reducing ›(t) ! t, › † C ! C,
C † ›! C, and ›n ! ›.
3 We also reduce C(s ⁄ t) ! C(s) ⁄ t, if O¡(t), and (r ⁄ s) ⁄ t ! r ⁄ (s ⁄ t), if O¡(s)
and O¡(t).
4 The context-notation is preferred for N-terms: C(D(t))! (C †D)(t) if N¡(C(D(t))
and s ⁄ t! (s ⁄ ›)(t) if N¡(t).
5.3. Step 1: transformation rules
The following rules serve to classify the variables, such that they are known to be N
or O, and 6= 1. Difierent non-deterministic possibilities in rules are separated by a \j", or
they are indicated by writing \either do . . . or do . . . ". We assume in the following that
pre-standardization is applied with highest priority. As mentioned before, we assume that
there are no contexts (Cn)k and no contexts Cn with O¡(C).
Definition 5.2. Rule UNFOLD-SUMS
¡[(s1 + s2) ⁄ t]
¡[x ⁄ t] [ fx = s1 + s2g where x is a new variable
Definition 5.3. Rule NO-CLASSIFICATION
¡[x]
¡[x] [ fN(x)g j ¡[x] [ fO(x)g j ¡[x! x1 ⁄ x2] [ fN(x1); O(x2)g
if neither N¡(x) nor O¡(x) holds. x1 and x2 are new variables.
Definition 5.4. Rule 1-CLASSIFICATION
¡[x]
¡[x! 1] j ¡ [ fx 6= 1g if O¡(x) and x 6= 1 is not in ¡.
Definition 5.5. Rule C(O)-SIMPLIFICATION
(t ⁄ ›)(s)! t ⁄ s, if O¡(s).
(C †D)(s)! C(D(s)), if O¡(s).
For Cn(s) with O¡(s), there are two possibilities:
{ Cn(s)! C(s), and all occurrences of Cn in ¡ are replaced by C.
{ Cn(s) ! Cm(C(s)), and all occurrences of Cn in ¡ are replaced by Cm † C,
where m is a new integer variable.
This rule is only applied, if UNFOLD-SUMS, NO-CLASSIFICATION and 1-CLASS-
IFICATION can no longer be applied. These three reductions are used until no longer
applicable. Furthermore, the rules for pre-standardisation are to be used after this re-
duction.
In the following we will assume that flrst the rule UNFOLD-SUMS is exhaustively
applied and then the rules NO-CLASSIFICATION, 1-CLASSIFICATION and C(O)-
SIMPLIFICATION are applied until no more application is possible. Then we can assume
that all variables can be classifled w.r.t. N¡ and O¡, and that all products of type N are
represented as context expressions applied to a variable or constant. Due to UNFOLD-
SUMS, we can also assume that +-symbols do not occur in contexts.
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A pure product is a term without +-symbols; a top product is either an O-term, or a
term of the form C(t) or C(t) ⁄ o, where C is context, and t is an N-variable or a free
constant, and o is an O-term. A top sum is a term s+ t, where s and t are top products
or top sums. We say t is a top level sum or a top level product, if t is a top sum or a top
product and in addition occurs at top level in an equation in ¡. The occurrence of an
N-variable x in a top level product C(x) or C(x)⁄o or in a top product that is a summand
in a top level sum is also called a rightmost N-variable (occurrence). Top products can be
classifled N by simply looking at their syntactic form, which may be o; C(t), or C(t) ⁄ o:
we have O¡(o), N¡(C(t)), and NO¡(C(t) ⁄ o). We exploit the information on N- and
O-terms by separating all pure products into their N- and O-part, such that they can be
denoted as top products. If there were no contexts, then this is an easy task, however,
we have to take into account contexts that may occur within the term.
We need the following two non-deterministic functions. Note that these functions may
have some side-efiects in ¡. We will be a bit sloppy in the notation: after a (recursive)
call of such a function, we do not change the notation of terms, though they may be
modifled as a side-efiect.
Definition 5.6. (Function SPLIT-TRM-NO) This is a non-deterministic function
with side-efiects in ¡. Input is a pure product t, output is a pair (tN ; tO), intended as a
decomposition of t into tN ⁄ tO.
SPLIT-TRM-NO(s) = (1; s) if O¡(s):
SPLIT-TRM-NO(s) = (s; 1) if N¡(s):
SPLIT-TRM-NO(s ⁄ t) = if O¡(t)
then (sN ; sO ⁄ t) where (sN ; sO) = SPLIT-TRM-NO(s)
else (s ⁄ tN ; tO) where (tN ; tO) = SPLIT-TRM-NO(t)
SPLIT-TRM-NO(C(s)) = if O¡(s)
then (CN (1); CO(s))
where (CN ; CO) = SPLIT-CON-NO(C)
else (C(sN ); sO))
where (sN ; sO) = SPLIT-TRM-NO(s)
Definition 5.7. (Function SPLIT-CON-NO.) This function is a non-deterministic
one, has as input a context C without any +-symbols, and as output a pair (CN ; CO) of
contexts.
SPLIT-CON-NO(C) = (›; C) if O¡(C)
SPLIT-CON-NO(C) = (C;›) if N¡(C)
SPLIT-CON-NO(C †D) = if O¡(D)
then (CN ; CO †D) where (CN ; CO) = SPLIT-CON-NO(C)
else (C †DN ; DO) where (DN ; DO) = SPLIT-CON-NO(D)
SPLIT-CON-NO(Cn) = either SPLIT-CON-NO(C) and replace all Cn by C in ¡
or (Cm † CN ; CO) where (CN ; CO) = SPLIT-CON-NO(C)
and all Cn in ¡ are replaced
by Cm † C, where m is a new integer variable.
Definition 5.8. (Rule NO-PRODUCT) If there is a pure product t in ¡, which is
not an O-term and not a top product, then replace t by tN ⁄ tO, where (tN ; tO) = SPLIT-
TRM-NO(t).
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Definition 5.9. (Control) These rules are to be applied until every pure product is
of the form tN ⁄ tO, i.e. it can be represented as a top product.
From now on we assume, that every system of equations and constraints can be brought
into a form, such that every term and subterm is a top sum or a top product. Every top
product is then in the form C(t) ⁄ s or s, where t is an N-variable or free constant
and O¡(s) holds.
We also assume that ¡ is standardized, which means exhaustively applying the opera-
tion of pre-standardisation, and all the rules mentioned above. This includes transforming
all non-O-terms into top products or top sums, respectively.
Definition 5.10. ( Rule +-DECOMPOSITION) If there is an equation s1 + s2 =
t1 + t2, then replace it by the two equations s1 = t1 and s2 = t2.
Definition 5.11. (Rule TRIVIAL) Remove equations t = t
Definition 5.12. (Rule APPLICATION) If there is an equation x = t, and x is an
N-variable, then:
1. If t is not a variable, and x occurs in t, then FAIL.
2. If t is a top product, and x 62 V (t), then remove the equation x = t, replace x by t
everywhere in ¡.
3. If t is a top sum, such that not O¡(t) and x 62 V (t), then replace every occurrence
of x as a rightmost N-variable by t.
4. If ¡T;NO contains only equations of the form variable = term, and if x 62 V (t), then
remove the equation x = t and replace x by t everywhere in ¡.
Definition 5.13. (Rule NO-DECOMPOSITION) If there is an equation C(s1) ⁄
o1 = C(s2) ⁄ o2 in ¡T;NO such that C(s1) ⁄ o1 and C(s2) ⁄ o2 are top products, then
replace the equation by C(s1) = C(s2) and o1 = o2.
For decomposition of top-products that are N-terms, we need the following non-
deterministic function that splits contexts.
Definition 5.14. (Function SPLIT-CON) This non-deterministic function (with
side-efiects) should be able to compute all possibilities to split a context C as a con-
catenation of two other contexts. The subfunction SPLIT-CONR has as arguments the
left part, a middle part, and the right part. The middle part has to be further split into
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two contexts.
SPLIT-CON(C) := SPLIT-CONR(›; C;›)
SPLIT-CONR(A;›; E) := (A;E)
SPLIT-CONR(A;C;E) := either (A;C † E)
or (A † C;E), if C is a basic context
SPLIT-CONR(A;C †D;E) := either SPLIT-CONR(A † C;D;E)
or SPLIT-CONR(A;C;D † E)
SPLIT-CONR(A;Cn; E) := either SPLIT-CONR(A;C;E)
and replace everywhere Cn by C in ¡
or SPLIT-CONR(A;C † C;E)
and replace everywhere Cn by C † C in ¡
or SPLIT-CONR(A † Ck; C; Ch † E)
and replace everywhere Cn by Ck † C † Ch in ¡;
where k and h are new integer variables.
Definition 5.15. (Rule ⁄-DECOMPOSITION) If there is an equation C(s) = D(t)
in ¡T;NO (where s and t are variables or constants), such that N¡(C(s)) and N¡(D(t)),
then replace the equation by: C1 = D, and t = C2(s), where (C1; C2) = SPLIT-CON(C).
Then use APPLICATION, CLASH or TRIVIAL for the equation t = C2(s).
Note that by symmetry of =, there is also the possibility to split D instead of C.
Definition 5.16. (Rule COMPOUND-CYCLE) If there are equations x1 = t1;
: : : ; xn = tn, such that xi are N-terms and ti are top sums, and xi 2 V (ti¡1) for
i = 2; : : : ; n and x1 2 (V (tn)), then FAIL.
Definition 5.17. (Rule CLASH) All of the following cases result in a FAIL:
a = s1 + s2 2 ¡, where a is a free constant.
C(a) = s1 + s2 2 ¡, where a is a free constant.
a = s ⁄ t 2 ¡ and N¡(s ⁄ t)
s = t 2 ¡, where N¡(s) or NO¡(s) and O¡(t).
s = t 2 ¡, where s and t are products, and N¡(s) and NO¡(t)
s 6= s 2 ¡
Definition 5.18. (Rule ⁄-O-DECOMPOSITION) If there is an equation C(s)⁄o =
t1 + t2, with N¡(C(s)) and O¡(o), then replace the equation by the following equations
and constraints: C(s) ⁄ x1 = t1, C(s) ⁄ x2 = t2, o = x1 + x2, O(x1); O(x2), where x1; x2
are new variables.
Then apply the rule 1-CLASSIFICATION for x1 and x2.
The following rule guarantees that difierent basic contexts can be assumed to be dif-
ferent under a unifler.
Definition 5.19. (Rule PARA-IDENTIFICATION) If s and t are difierent terms
in TBCP (¡P ) and s 6= t is not in ¡N , then either add s = t to ¡ and replace s by t in
all contexts, or add s 6= t to ¡.
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Using all the rules above, we can transform the system ¡T;NO such that there are only
equations of the form x = t or C(x) = t where t is a top sum, x is an N-variable and we
have not O¡(t).
5.4. soundness and completeness of the transformation rules
We say that a variable x is solved, if there is an equation (x = t) 2 ¡.
Lemma 5.1. All the rules in 5.3 are sound and complete.
Proof. Soundness holds obviously, if a rule adds equations or constraints. The side-
efiect of the functions SPLIT-TRM, SPLIT-CON-NO and SPLIT-CON is an implicit
case analysis whether n = 1 or n > 1 for an exponent n and thus is equivalent to adding
equations or implicit restrictions. For the rules that remove, modify or replace equations,
the flnal system implies the previous one for every rule as can be easily checked.
Completeness can easily be verifled by inspecting all the rules. We go into detail for
the failure rules: In the case of an occur-check or if there is a compound cycle, the system
cannot be uniflable which can be seen using the properties of the homomorphism ˆ. It is
also not possible that an equation s = t has a unifler, if s and t are top products and s
is an N-term and t is an NO-term, since for all O-terms s that are syntactically difierent
from 1, it is not possible that ¾(s) =D 1 for a unifler ¾ of ¡.
Lemma 5.2. If the rules in 5.3 are applied exhaustively, and if no FAIL occurs, the
system ¡ has the following properties:
1. for every variable x, either N¡(x) or O¡(x) holds
2. for all O-variables x, we have x 6= 1 in the system.
3. Every product is either an O-term or it is of the form C(s) ⁄ o, where s is an
N-variable or a free constant and o is an O-term.
4. Every term is standardized.
5. The equations in ¡T;NO are of the form x = t or C(x) = t, where x and t are
N-terms, and t is a top sum.
6. For every pair of syntactically difierent basic contexts C;D in TBCP (¡P ), there is
a disequation in ¡N .
Proof. Obviously, if one of the conditions above does not hold, then we will flnd a rule
in 5.3 that is applicable.
Lemma 5.3. The application of rules from 5.3 terminates.
Proof. First we have to argue that the rules in Deflnitions 5.2 to 5.8 terminate. The
non-trivial case is that the reduction of C(x) for O¡(x) terminates. We adopt the as-
sumption that there is no context Dn with O¡(D). As size of C(x), where O¡(x) we use
the number of all occurrences of O-variables or the constant 1+ the number of occur-
rences of exponents in C(x). Then rule C(O)-SIMPLIFICATION decreases the context
C 0 occurring in the term C 0(x), for which the reduction is applicable.
In order to show termination of the rules +-DECOMPOSITION to PARA-IDENT-
IFICATION, we will use a well-founded measure for uniflcation problems and show that
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every rule strictly reduces this measure. This measure is a lexicographic combination of
other measures. The flrst component is the number of N-variables in the system, the
second is the number of unsolved N-variables, the third is the number of missing dise-
quations between syntactically difierent contexts in TBCP (¡P ), the fourth the number
of N-variables in rightmost positions, the flfth component is the number of +-symbols in
¡T;NO, the sixth component the number of equations s = t, where s and t are of type
NO.
The critical rules are the ones that introduce new terms or increase the system. The AP-
PLICATION rule either removes one N-variable or decreases the number of N-variables
in a rightmost position by one, since we can assume that there are no compound cycles.
The +-DECOMPOSITION rule removes 2 +-symbols and if it generates an equation
x = t, then it decreases the number of unsolved variables, the ⁄-DECOMPOSITION
rule removes an N-variable or an equation. The NO-DECOMPOSITION rule removes
the number of NO-equations. The rule ⁄-O-DECOMPOSITION removes one +-symbol.
Rule PARA-IDENTIFICATION decreases the number of missing disequations.
5.5. transformations solving product = sum
We now give rules that solve equations of the form C(x) = t, where x is an N-variable,
and t is a top sum. The term t is then a nested sum of top products. These top products
are also called summands of t. Summands of t that are of the form x; x⁄s; C(x) or C(x)⁄s
with O¡(s), are called x-critical summands of t. We will also speak of x-critical positions
(of the summands). We call C(x) = t a cyclic equation, if x is an N-variable, t is a top
sum, and there are x-critical summands in C(x) = t.
To ensure termination of the transformation process, we need a well-founded mea-
sure „ for ¡T;NO that is not only used for the termination proof, but also during the
transformation. The flrst component „1 is the number of unsolved N-variables in ¡. The
second component „2 is the minimal number of top summands in an equation C(x) = t,
where N¡(t). We say an equation C(x) = t is minimal, if t has a minimal number of top
summands in ¡T;NO.
Definition 5.20. (Function CONSTRUCT-SUM(arg1; t)) This is a function of two
arguments, where the flrst one may be N or O and the second one is a top sum.
If arg1 · O, the result is oi, where oi is a new O-variable.
If arg1 · N , then:
{ if t is a product, then xi ⁄oi, where xi; oi are new variables, xi is an N-variable,
oi is an O-variable.
{ If t · t1 + t2, then CONSTRUCT-SUM(a1; t1)+ CONSTRUCT-SUM(a2; t2),
where (a1; a2) is one of the three possibilities (N;N); (N;O) or (O;N).
After this, make 1-CLASSIFICATION for all the new O-variables.
The function CONSTRUCT-SUM creates a term s that looks like a generalisation of
the sum t, where the summands may be: an O-variable, or a product of an N-variable
and an O-variable. If for some equation C(x) = t, CONSTRUCT-SUM(N; t) recursively
calls CONSTRUCT-SUM(arg1; t0) only with arg1 · N , then we say the result is fully
x-constructed, otherwise partially x-constructed.
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The idea of the following rules is to proceed in the uniflcation process of an equation
C(x) = t by instantiating x with a sum. This process has a chance to run into a loop. This
loop is captured by the rule CYCLIC-+-INTRODUCTION at the price of introducing
contexts with exponents.
Definition 5.21. (Rule NON-CYCLIC-+-INTRODUCTION) Let C(x) = t be an
equation in ¡T;NO, such that N¡(x) and t is a top sum. We assume that there are no
x-critical summands in t. Let s = CONSTRUCT-SUM(N; t).
Replace C(x) = t by the equations x = s and C(s) = t, and then apply the rules of 5.3
to transform the system into a standardized form.
Definition 5.22. (Rule PARTIAL-+-INTRODUCTION) Let C(x) = t be an equa-
tion in ¡T;NO, such that N¡(x) and t is a top sum. We assume that there is some
x-critical summand in t. Let s = CONSTRUCT-SUM(N; t), such that s is partially x-
constructed.
Replace C(x) = t by the equations x = s and C(s) = t, and then apply the rules of 5.3
to transform the system into a standardized form.
For the equation C(x) = t we use the convention to denote the summands of t as ot;i,
if it is an O-term, or as Di(yi) ⁄ ot;i, otherwise. The index i is meant as a position index.
We denote the summands of CONSTRUCT-SUM(: : :) as xi ⁄ oi or oi, respectively.
Definition 5.23. (Rule CYCLIC-ONCE-+-INTRODUCTION) Let C(x) = t be
an equation in ¡T;NO, such that N¡(x) and t is a top sum. We assume that there is
some x-critical summand in t. Let s = CONSTRUCT-SUM(N; t), such that s is fully
x-constructed.
Then: Replace C(x) = t by the equations C(s) = t and x = s, make +-DECOMPOSI-
TION for the equation C(s) = t after normalisation. For non-x-critical top products,
perform NO- and ⁄-DECOMPOSITION, but no APPLICATION. For the x-critical top
products, apply NO-DECOMPOSITION. If there is no FAIL, we can assume that C(xi) =
Di(x) results for all such x-critical i.
For all x-critical positions i, we use SPLIT-CON to split C into Ci;1 †D0i, and replace
C(xi) = Di(x) by Ci;1 = Di and D0i(xi) = x. We select an index k. (Intended such that
D0k is a maximal context.) By ⁄-DECOMPOSEing the equations D0i(xi) = D0k(xk), we
get contexts D00i with xi = D
00
i (xk), (otherwise FAIL), and replace all the variables xi
using APPLICATION. The flnal new cyclic equation has been derived from D0k(xk) = s.
Note that after application of this rule the non-x-critical summands of the new cyclic
equation have a trivial context, and at least one xk-critical summand has a trivial context.
The following rule captures a cyclic application of CYCLIC-ONCE-+-INTRODUCTION.
Such a cycle is only possible if certain restrictions hold, as proved in Lemma 5.11. These
restrictions justify the failure exits. This rule should only be applied under the control
of the rule +-INTRODUCTION (Deflnition 5.25).
Definition 5.24. (Rule CYCLIC-+-INTRODUCTION) Let C(x) = t be an equa-
tion in ¡T;NO, such that N¡(x) and t is a top sum such that there is a x-critical summand
with a trivial context in t.
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If t has some O-summands, then FAIL.
If C is an O-context, then FAIL.
If x occurs in C, then FAIL.
If C = Ah for some context, then let D = An, where n is a new integer variable.
If C is not a power, then either 1) or 2):
1 denote A · C, and let D = An, where n is a new integer variable.
2 let (A;B) = SPLIT-CON(C). If A is a power of the form Ek, then FAIL. Add
C = Ah to ¡P , where h is a new integer variable. Let D = An, where n is a
new integer variable.
Let x0 be a new variable, and for every rightmost N-variable zi in the summands of t
let z0i be a new N-variable. Let ¾ be the substitution ¾ := fx! x0; zi ! z0i; j i ranges over
all positions of non-x-critical summands in tg. Replace C(x) = t by C(x0) = t0, where
t0 is constructed from t by replacing the N-factor Di(z) of every summand by Di(¾(z)).
Add the equations x = D(x0) and zi = D(z0i) where i ranges over all positions of non-x-
critical summands in t. Furthermore add Di = Ami to ¡P for all x-critical positions i,
where mi are new integer variables.
Definition 5.25. (Rule +-INTRODUCTION) Focus an equation C(x) = t with
N¡(x) and a minimal number of summands in the top sum t.
Do one of the following:
1 Apply PARTIAL-+-INTRODUCTION or
2 Apply CYCLIC-ONCE-+-INTRODUCTION to the focused equation. If the mea-
sure „ has been strictly reduced, then EXIT, else apply PARTIAL-+-INTRODUC-
TION to the produced equation.
3 Apply CYCLIC-+-INTRODUCTION. If the measure „ has been strictly reduced,
then EXIT, else apply PARTIAL-+-INTRODUCTION to the produced equation.
Example 5.1. We give examples that demonstrate that the cases in CYCLIC-+-INTRO-
DUCTION are not hypothetical.
1 The equation y ⁄ (y ⁄x) = x1 + (x2 +x), where all variables are N-variables has the
solution fx! a+ 1; y ! a+ 1, x1 ! (a+ 1) ⁄ ((a+ 1) ⁄ a), x2 ! (a+ 1) ⁄ ag. This
shows that C in a uniflable equation C(x) = t may be a power. In this example C
is (y ⁄ ›)2.
2 The equation y ⁄ (y ⁄ x) = z1 + (y ⁄ x + (z2 + x ⁄ ox)) has the solution µ := fy !
(a+(1+1)), x! (a+(1+1)), z1 ! (a+(1+1))⁄((a+(1+1))⁄a), z2 ! (a+(1+1))⁄a,
ox ! (1 + 1)g.
This shows that a uniflable equation may have difierent contexts at x-critical po-
sitions. We verify the unifler above by instantiating the left hand side and ap-
plying left distributivity, which yields µ(y ⁄ (y ⁄ a)) =D µ(z1), which follows from
the equations above and µ(y ⁄ (y ⁄ (1 + 1))) =D µ(y ⁄ x + (z2 + x ⁄ ox)). This
gives µ(y ⁄ y + y ⁄ y) =D µ(y ⁄ x + (z2 + x ⁄ ox)). Decomposing this again, we get
µ(y ⁄ y) =D µ(y ⁄ x), which is valid, and µ(y ⁄ y) =D µ(z2 + x ⁄ ox). Distributivity
shows that µ(y ⁄ a+ y ⁄ (1 + 1)) =D µ(z2 + x ⁄ (1 + 1)).
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5.6. soundness, completeness and termination of the rules in 5.5
In this paragraph we use the following measure „ to prove termination: „ is a lexico-
graphical combination of „1; „2, where „1 is the number of unsolved N-variables in ¡ and
„2 is the minimal number of top summands of t, which occurs in an equation C(x) = in
¡T;NO, where N¡(x) and t is a top sum.
Lemma 5.4. Let C(x) = t be a uniflable equation, where N¡(x) and t is a top sum. If ¾
is a ground unifler, then ¾(x) is a ground term that can be represented as an instance of
a term CONSTRUCT-SUM(N; t).
Proof. We show that the claim holds for an equation C(x) ⁄ o = t by induction on the
number of summands in t: Let t be a sum t1 + t2. Then ¾(C(x ⁄ o)) =D ¾(t1) + ¾(t2) for
some ground unifler ¾. This is only possible, if ¾(x ⁄ o) is a sum. Hence we can replace
x ⁄ o by a sum of one of the forms: x1 ⁄ o1 + x2 ⁄ o2, o1 + x2 ⁄ o2, x1 ⁄ o1 + o2, where the
xi are N-variables, and oi are O-variables. By induction the claim holds.
If t is a product, then the claim is obvious.
Lemma 5.5. The rules NON-CYCLIC-+-INTRODUCTION, PARTIAL-+-INTRODUC-
TION, and CYCLIC-ONCE-+-INTRODUCTION are sound.
Proof. Straightforward.
Lemma 5.6. NON-CYCLIC-+-INTRODUCTION is complete, and either leads to a fail-
ure or strictly decreases the number of unsolved N-variables in ¡.
Proof. Completeness follows from Lemma 5.4 and from the completeness of the rules
in 5.3.
The number („1) of unsolved N-variables is strictly decreased: the variable x is un-
solved, since otherwise we could replace x using APPLICATION. The introduction of s
using CONSTRUCT-SUM creates, say n, new N-variables. Adding the equation x = s
decreases the number of unsolved N-variables. Now in the equation C(s) = t, the right-
most variables in the top products of t are unchanged, hence flrst +-DECOMPOSEing
gives at least n equations of the form C(xi ⁄oi) = ti, where ti is a subterm of t which is a
product. Now use the following method to further decompose: for every index j for which
the term in s is xj ⁄ oj , make NO-DECOMPOSITION, then ⁄-DECOMPOSITION, and
then APPLICATION. This will decrease „1 by n, since ti is a product term, and every
⁄-DECOMPOSITION yields a new equation of the form variable = term. It is essential
that it is not possible that the terms in the equations C(xi ⁄ oi) = ti become equal in
this process before they are ⁄-DECOMPOSEd. In summary, „1 has been decreased by 1.
Lemma 5.7. Consider the equation C(x) = t, where N¡(x) and t is a top sum and
assume that there are x-critical top products in t. Then the combination of the two rules
PARTIAL-+-INTRODUCTION and CYCLIC-ONCE-+-INTRODUCTION is complete.
Proof. Follows from the previous Lemma 5.4, since for every outcome of CONSTRUCT-
SUM, we can apply one of the two rules. Completeness of the further actions of the rules
follows from the results in subsection 5.4.
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Lemma 5.8. PARTIAL-+-INTRODUCTION either leads to a failure or strictly de-
creases „ if it is applied to a minimal, cyclic equation C(x) = t.
Proof. Consider a minimal equation C(x) = t. Let s = CONSTRUCT-SUM(N; t) be
partially x-constructed. First we decompose the non-x-critical positions in C(s) = t. The
number of variables that will be removed is exactly the number of new N-variables at
non-x-critical positions in s. Note that APPLICATION replaces N-variables by products.
Then decomposing the x-critical positions of C(s) = t and using APPLICATION, the
⁄-DECOMPOSITION of C(xi) = Di(x) yields equations x = D0i(xi), since otherwise we
have a compound cycle or an occur-check failure. We select one equation x = D0k(xk),
and use APPLICATION. Now we have an equation D0k(xk) = s and several equations
D0i(xi) = D
0
k(xk) for i 6= k. Further decomposition and APPLICATION transforms the
equation D0k(xk) = s into an equation of the form C
0(x0) = s0, such that the number of
summands is strictly smaller than in C(x) = t.
Lemma 5.9. The application of CYCLIC-ONCE-+-INTRODUCTION to a minimal,
cyclic equation C(x) = t does not increase the measure „. The term t0 in the produced
cyclic equation C 0(x0) = t0 has an x0-critical summand with empty context and all the
contexts of non-x0-critical summands of type N or NO are trivial.
Proof. The arguments concerning the measure „ are same as in Lemma 5.8. Obviously,
after application, there is one context of an x-critical summand, which is empty. The
contexts of the non-x-critical position are trivial, since we do not perform APPLICATION
for the introduced variables at non-x-critical positions.
Lemma 5.10. Let ˆ be the homomorphism of the ground Dl1-algebra into N, such that
ˆ(a) = 2 for all free constants a. Consider the mapping ’ with ’(s) := ˆ(sN ). Then
1. s =D t implies ’(s) = ’(t).
2. ’(t) ‚ ’(s) if s is a non-O subterm of t.
3. ’(t) > ’(s) if t · t1 + t2 , t1;N 6=D t2;N , and s is a proper non-O subterm of t.
4. ’(C(t)) > ’(C(1)), if t is not an O-term.
Proof. 1. Obvious, since the decomposition into N- and O-part depends only on the
equivalence class due to Lemma 4.4.
2. and 3.: By induction on the term structure: let t · t1 ⁄ t2. If t2 is an O-term, then
’(t) = ’(t1), s must be a subterm of t1, and we can use induction.
If t2 is not an O-term, then ’(t) = ’(t1 ⁄ t2;N ) = ˆ(t1) ⁄ ˆ(t2;N ), hence ’(t) > ’(t1)
and ’(t) > ’(t2). Since s is a subterm of t1 or t2, we can use induction.
Let t · t1 + t2. If t1 is an O-term and t2 is not an O-term, then t1 + t2 · t1;O +
t2;N ⁄ t2;O. It is obvious, that the N-part is also of the form t01;O + t2;N ⁄ t02;O. Since ’(t)
= ˆ(t01;O + t2;N ⁄ t02;O) = ˆ(t01;O) + ˆ(t2;N ⁄ t02;O), the relation holds for all cases how s
can be a subterm of t. The case that t1 is an N-term and t2 is an O-term is treated
analogously.
Now let t1 + t2 · t1;N ⁄ t1;O + t2;N ⁄ t2;O. Then we may have t1;N =D t2;N , in which
case we have ’(t1 + t2) = ’(t1) = ’(t2). Otherwise, a simple computation shows that
’(t1;N ⁄ t1;O + t2;N ⁄ t2;O) ‚ ˆ(t1;N ) + ˆ(t2;N ). Using induction shows 2. and 3.
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4. Now consider ˆ(C(t)) where t is not an O-term. In this case, ’(C(t)) is a product of
the ˆ(ai), where ai are the parameters of C if written without exponents, and a further
factor ˆ(tN ). Computing ’(C(1)) is smaller than the product of the ˆ(ai), where ai are
the factors of C. Since ˆ(tN ) > 1, the relation ’(C(t)) > ’(C(1)) holds.
Lemma 5.11. Let C(x) = t be a minimal, cyclic equation in ¡, such that there is some
x-critical term in t with an empty context and such that all non-x-critical summands
have a trivial context. Assume that CYCLIC-ONCE-+-INTRODUCTION can be applied
twice to C(x) = t, i.e.: CYCLIC-ONCE-+-INTRODUCTION applied to fC(x) = tg [ ¡
produces fC(x0) = t0g[¡0; a second application of CYCLIC-ONCE-+-INTRODUCTION
to C(x0) = t0 produces fC(x00) = t00g [ G00. Let µ be a ground unifler of fC(x) = tg [ ¡
that can be extended to a ground unifler µ0 of fC(x0) = t0g [ ¡0, which in turn can be
extended to a ground unifler µ00 of C(x00) = t00, where the extension means to modify the
substitution only on the new variables. Then
1. For all x-critical positions i: µ0Di is a proper preflx of µ0C and µ0(Di † C) =D
µ0(C †Di).
2. µ(C) = (µ(E))m, and µ(Di) = (µ(E))mi with 0 • mi < m, where E is some context,
such that µ(E) is not a power.
3. C is not an O-context.
4. t has no O-summands.
5. x does not occur in C.
Proof. Let s be the result of CONSTRUCT-SUM(N; t) and let µ; µ0 and µ00 be as
above. Let Di(x) ⁄ ot;i be the summands of t, and let the summands of s be xi ⁄ os;i. The
flrst decomposition yields C(xi ⁄ os;i) = Di(x) ⁄ ot;i. This implies that µ0os;i = µ0(ot;i).
There is a trivial context of some x-critical summand, hence there is a k, such that
µ0(C(xk)) =D µ0(x). Further decomposition gives the equation x = D0i(xi), where we
have the equality µ0Di †D0i =D µ0C for all x-critical positions i. Decomposing further the




i † D00i = C for x-critical positions i. The
flnal equation is C(xk) = s0, where the summands of the xk-critical summands are of the
form D00i (xk) ⁄ ot;i.
Now we consider the second application of CYCLIC-ONCE-+-INTRODUCTION. For
x-critical positions we get that the µ0D00i is a preflx of µ
0(C), but then µ0D00i =D µ
0Di,
and furthermore µ0(Di † C) =D µ0(C †Di) for all x-critical i.
1. Assume that µ0Di =D µ0(C) for some x-critical i. Since µ0(Di) is a preflx of µ0(C),
we get a contradiction by applying ’ to both sides of the equation µ(C(x)) =D µ(t).
2. Obvious
3. C is not an O-context: Suppose, C is an O-context. Let ‚ be a ground unifler of
a cyclic equation C(x) = t, such that ’(‚(x)) is minimal, where we vary over all
possible C and t. Then Lemma 5.4 shows that x can be instantiated by some s
without loosing uniflers. Decomposition shows that at an x-critical position, the
term s must not have an O-term at a corresponding position. We get a further
uniflable, cyclic equation C(x0) = t0. Since ‚(x) is an N-term and a sum, Lemma 5.10
implies that ’(‚(x)) > ’(‚0(x)) for a ground unifler ‚0 that is an extension of ‚ on
the new variables. This contradicts the minimal choice of C and t.
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4. t has no O-summands: The term t on the right-hand side cannot contain a top-
summand of type O, since C is not an O-context, and thus C(r) is an N- or an
NO-term for all summands r in t.
5. x does not occur in C: since we can apply the rule CYCLIC-ONCE-+-INTRO-
DUCTION, we have µ0(x) =D µ0(C(xk)) for some xk, which implies ’(µ0(x)) =
’(µ0(C(xk))) > ’(µ0(x)), which is a contradiction.
Lemma 5.12. CYCLIC-+-INTRODUCTION is sound.
Proof. Let µ be a ground unifler of the system after the application of this rule. To
prove soundness, it is su–cient to show that µ(C(x)) =D µ(t). We have µ(x) =D µ(D(x0))
and µ(zi) =D µ(D(z0i)). From µ(C(x
0)) =D µ(t0) we get µ(D(C(x0))) =D µ(D(t0)), which
can be transformed into µ(C(x)) =D µ(t), since µ(D), µ(C) and µ(Di) are powers of the
same basis, and hence commute.
Lemma 5.13. Let C(x) = t be a minimal, cyclic equation in ¡. Then +-INTRODUC-
TION is complete.
Proof. The rule +-INTRODUCTION is constructed, such that CYCLIC-+-INTRO-
DUCTION is used to capture several applications of CYCLIC-ONCE-+-INTRODUC-
TION. The same reasoning as in the proof of Lemma 5.11 using ’ shows that for
every ground unifler µ, if used as a guidance for the uniflcation, we can only apply
CYCLIC-ONCE-+-INTRODUCTION a flnite number of times, and then PARTIAL-+-
INTRODUCTION has to be applied. Lemma 5.11 shows that an n-fold application of
CYCLIC-ONCE-+-INTRODUCTION for n ‚ 2 can be simulated by one application of
CYCLIC-+-INTRODUCTION. All the failure conditions are also complete, as proved in
Lemma 5.11.
Lemma 5.14. The rule +-INTRODUCTION reduces the measure „.
Proof. The measure „ is reduced, since the rules CYCLIC-ONCE-+-INTRODUCTION
and CYCLIC-+-INTRODUCTION do not increase „, while the subsequent application
of the rule PARTIAL-+-INTRODUCTION will strictly reduce the measure „, since we
have applied the rules to a minimal equation.
Lemma 5.15. The transformation rules in subsections 5.3 and 5.5 terminate, and if no
rule is applicable the set ¡T;NO is empty.
Proof. Whenever an equation remains, there is a rule that can be applied to some
equation. Termination follows since the previous lemmas show that the well-founded
measure „ will be strictly decreased.
Lemma 5.16. The following conditions hold after the transformation process using the
rules in 5.5
1. Every exponent has a unique base, i.e., whenever there are two contexts Cn and Dn
in ¡, then C · D.
2. The bases of exponents are contexts that are classifled as N or NO.
3. There is no context of the form (Ck)n.
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5.7. transformation into a string unification problem
In the following we consider the transformations into a string uniflcation problem and
into a Dl1-uniflcation problem without constants. We will show that it is su–cient to
decide the string uniflcation problem and the uniflcation problem for O-terms.
This subsection is devoted to the case where ¡T;NO is empty and no missing disequa-
tions are in ¡N . The task is to decide uniflability of ¡P and ¡T;O. We will also need
parametric words (without variables) (cf. (Farmer, 1988)). Let A be an alphabet. Then
a parametric word is either a string in A⁄, or w1w2, where w1; w2 are parametric words,
or wn, where w is a parametric word and n an integer variable. Note that the paramet-
ric words in Farmer (1988) have slightly more general exponents. The following rule is
to ensure that we can assume that the exponents are instantiated with integers greater
than 1.
Definition 5.26. (Rule PREPARE-EXPONENTS) For every context Cn, guess
whether n = 1 or n > 1, i.e., either replace Cn by C or do nothing.
The next rule will solve the uniflcation problems in ¡P by using a decision algorithm
for string uniflcation. In terms of substitutions, this algorithm will only compute an
instantiation for the integer variables that appear as exponents. Let ¡P be the subset
of equations of ¡ between parametric terms. All parametric terms are considered as
parametric words over the alphabet of the constants. The letters are\t ⁄›", where t ⁄›
is a basic parametric term. It is su–cient to consider only the terms in TBCP (¡P ).
Every basic parametric term t ⁄ › is translated into a constant ct in the alphabet A.
A concatenation of parametric terms is translated into a concatenation of strings, such
that difierent basic parametric terms are translated into difierent letters of the alphabet.
Thus A is flnite. We construct a string uniflcation problem ¡A by describing a translation
procedure ¿ , which translates terms into strings, equations between parametric terms into
string equations, and as a side-efiect it adds string equations to ¡A. The property that
a base p of a power pn is a non-power is also encoded into the string unflcation problem.
Definition 5.27. (Rule TRANSFORMATION-INTO-STRINGS)
1. We deflne the transformation ¿ as a function in a bottom-up way, and thereby add
some equations to ¡A:
¿(t ⁄ ›) := ct
¿(s † t) := ¿(s)¿(t).
¿(pn) := x,where x is a new variable, and the equation xy = yx is added to ¡A,
where ¿(p) · y is already deflned.
We can assume that ¿ as a function is now completely deflned for ¡P .
2. For every equation p = q in ¡P , add the equation ¿(p) = ¿(q) to ¡A.
3. For every power pn that occurs in ¡P do the following: Let p = p1 † ¢ ¢ ¢ † pm
and let ¿(p) = y. If m > 1, add the following disequations to ¡A: y 6= y2y2; y 6=
y3y3y3; : : : ; y 6= (y3⁄m)3⁄m for new variables yi. Furthermore, we add the m dise-
quations t2 †¢ ¢ ¢† tm †y 6= yt2 †¢ ¢ ¢† tm; t1t3 †¢ ¢ ¢† tm †y 6= yt1t3 †¢ ¢ ¢† tm; : : : ; t1 †¢ ¢ ¢†
ti¡1ti+1†¢ ¢ ¢†tm†y 6= yt1†¢ ¢ ¢†ti¡1ti+1†¢ ¢ ¢†tm; : : : ; t1†¢ ¢ ¢†tm¡1†y 6= y†t1†¢ ¢ ¢†tm¡1,
where ti · ¿(pi), for i = 1; : : : ;m.
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4. Now we use the method described in Lemma 5.29 to transform the disequations into
equations in ¡A, where the alphabet is fct j t is a parameter of a basic parametric
term g.
Definition 5.28. (Rule STRING-UNIFICATION)
First apply PREPARE-EXPONENTS, then TRANSFORMATION-INTO-STRINGS.
5.8. correctness of the final transformations
First we prove properties of non-powers strings. A string u is called a non-power, ifi
there is no other string w, such that u = wn for some positive integer n > 1. We call
a string u a cyclic permutation of w, ifi u = u1u2 and w = u2u1, where u1 and u2 are
strings. Note that the cyclic permutation relation is an equivalence relation. We use jsj
to denote the length of a string s. The empty string is denoted as ". It is well-known,
that uv = vu for two non-trivial strings u and v implies that there exists some non-power
string w, such that u = wn and v = wm for positive integers n and m.
Lemma 5.17. Let s and t be non-power strings such that t2 is a substring of sn for n ‚ 2,
and jsj • jtj. Then s is a cyclic permutation of t.
Proof. Without loss of generality, we can assume that tt is a preflx of sn: If tt is not
a preflx of sn, then s = s1s2, sn = sks1s2sh, and tt is a preflx of s2sh. Then tt is a
preflx of s2shsks1 = (s2s1)n, and s2s1 is a cyclic permutation of s. If jsj = jtj, we are
ready, since tt is a preflx of sn. Now consider the case that jsj < jtj. It is not possible,
that sk = t for some k > 1, since t is a non-power. Hence t = sks1, and t is a preflx of
s2s
h for k; h ‚ 1, where s = s1s2. Furthermore s1 6= " and s2 6= ". Since sks1 is a preflx
of s2sh = s2s1s2sh¡1, we obtain s1s2 = s2s1. This is a contradiction to the assumption
that s is a non-power.
Lemma 5.18. Let s1 † ¢ ¢ ¢ † sn = tm, where si and t are strings and m and n positive
integers with m;n ‚ 2. Let m ‚ 3 ⁄ n, let t be a non-power, and let the si either be
constants or powers tnii , where ti is a non-power and ni > 1. Then for a power t
ni
i in
(s1 † ¢ ¢ ¢ † sn), ti is a cyclic permutation of t.
Proof. Some si must be a power tnkk in (s1 † ¢ ¢ ¢ † sn), since otherwise the lengths of
(s1 †¢ ¢ ¢†sn) and tm disagree. Let tnkk be the power with the largest number of symbols in
(s1 † ¢ ¢ ¢ †sn). There are two cases: jtj ‚ jtkj or jtj • jtkj. If jtj • jtkj, then we have that t2k
is a substring of tm and we can apply Lemma 5.17 Now consider the case jtj ‚ jtkj. Since
tnkk has more symbols than all other si, we obtain the inequation n⁄jtnkk j ‚ jtmj ‚ n⁄jt3j,
hence jtnkk j > jt3j. This implies that t2 is a substring of tnkk and we can apply Lemma
5.17
Definition 5.29. If the alphabet A is flnite, then uniflability of a system of string equa-
tions and string-disequations can be decided using a decision algorithm for string equa-
tions. We assume that the empty string cannot be used as a replacement for a variable.
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Proof. Let s 6= t be a disequation. Then we replace this disequation by several equa-
tions. There is a non-deterministic choice:
1 s = tx, where x is a new variable
2 t = sx, where x is a new variable
3 s = xay; t = xbz, where a 6= b are chosen non-deterministically from the alphabet
and x; y; z are new variables.
Non-deterministically remove a subset of fx; y; zg. This gives 8 cases. Since the al-
phabet is flnite, the number of choices is also flnite. It is not hard to see that this
transformation method is correct.
Lemma 5.19. The following holds:
1 The rule STRING-UNIFICATION is complete
2 It is also sound: If after STRING-UNIFICATION the string equations are unifl-
able, then there exists an instantiation µ for all the integer variables, such that all
equations in ¡P are valid.
Proof. 1 Let ¾ be a unifler of ¡. Since ¾ solves the disequations in ¡, ¾ does not
equate difierent basic parametric terms. Hence we can also construct a unifler for
all the equations (¿(p) = ¿(q)) 2 ¡A, where (p = q) 2 ¡P . If pn occurs in ¡, the
disequations ¾(y) 6= ¾(yk)k are valid for k > 2, since we have assumed that ¾(p)
is a non-power. Furthermore, for every proper substring u of ¾(y), we have also
u¾(y) 6= ¾(y)u.
2 Let ¾ be a unifler of ¡A. Consider a context pn with p = p1 † ¢ ¢ ¢ † pm. Let ¿(p) = y,
¿(pn) = x, and ¿(pi) = ti. We have to show ¾(x) is a power of ¾(y). Ifm = 1, then p1
is a basic parametric term, and we are ready. Hence we consider the case m > 1. We
have ¾(xy) = ¾(yx) and ¾ unifles all the translated disequations. Suppose ¾(y) = uk
for k ‚ 2 and some non-power string u. Then the disequations imply that k > 3⁄m.
Since k > 3 ⁄m, not all of the ti can be letters of the alphabet. Since rule 5.26 has
been applied, we can assume that ¾ instantiates all exponents with a number greater
than 1. Then Lemma 5.18 shows that there is some i, such that ¾(ti) = vk with a
non-power v and v is a cyclic permutation of u. Now note that deleting a string vk
from un when v is a cyclic permutation of u leaves a string that is a power of u. Hence
we have ¾(t1†¢ ¢ ¢†ti¡1†ti+1†¢ ¢ ¢†tm†y) = ¾(y†t1†¢ ¢ ¢†ti¡1†ti+1†¢ ¢ ¢†tm), and ¾ does
not solve the disequation t1†¢ ¢ ¢†ti¡1†ti+1†¢ ¢ ¢†tm†y 6= yt1†¢ ¢ ¢†ti¡1†ti+1†¢ ¢ ¢†tm.
Thus ¾(y) is a non-power. Then ¾(xy) = ¾(yx) implies that ¾(x) = (¾(y))h for some
positive h. It is obvious that the unifler ¾ can be translated back into a unifler µ
of ¡P , such that only the integer variables are instantiated.
5.9. final step
Definition 5.30. Final step of the algorithm. If ¡T;O is uniflable over the algebra of
1-sums, and the transformed system ¡A is uniflable as string-uniflcation problem, then
the algorithm answers: uniflable, otherwise: FAIL: not uniflable.
Lemma 5.20. If ¡T;NO is empty, the system ¡T;O (ignoring disequations) is uniflable
and ¡A is uniflable as a string uniflcation problem, then the input system is uniflable.
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Proof. Suppose that ¡T;NO is empty and that the decision algorithms claim that ¡A
and ¡T;O are uniflable. Then there is a unifler ¾ of ¡O , and we have an instantiation µ
for the integer variables. We have to show that we can construct a unifler of the initial
system. Soundness of the rule STRING-UNIFICATION shows that the equations in ¡P
are valid. If we apply the unifler ¾ to ¡P , then the equations remain valid. Note that terms
s; t may become equal after applying µ, even if there is a disequation s 6= t. However, it
is not hard to verify that all rules in subsections 5.3 and 5.5 are also sound, if we ignore
the disequations. Thus we get a unifler of the initial system of equations.
As a summary we obtain:
Theorem 5.1. Uniflcation in Dl1 is decidable.
Note that the uniflcation type of Dl1 is not flnite, since (1 + 1) ⁄ x = x ⁄ (1 + 1) with
O(x) has an inflnite number of uniflers.
Using better data structures (e.g. exploiting sharing) and avoiding redundant com-
putation (e.g. reduction of terms to their normal form) may decrease the complexity of
the non-deterministic algorithm. Thus it is probable that after carefully designing the
algorithm, there is only a polynomial increase in size before associative uniflcation is
called.
The best known lower and upper bounds for the complexity of string uniflcation (with
and without constant restrictions) are that it is NP-hard and that there is a decision
algorithm that is doubly exponential (cf. (Koscielski and Pacholski, 1990; Makanin, 1977;
Jafiar, 1990). There is a small chance, that A-uniflcation is NP-complete. In this case
Dl1-uniflcation has also a chance to be NP-complete.
Example 5.2. We apply the algorithm to check the equation (a + 1) ⁄ x = y + x for
uniflability in Dl1.
We show one successful computation of the decision algorithm. We assume that the
variables denoted as o, or oi are O-variables, and that the other variables are N-variables.
Let the context C be (a+1)⁄›. Then C(x) = y+x is an equation that can be treated using
the +-introduction rules. We can use the rule CYCLIC-ONCE-+-INTRODUCTION.
This gives x = y0 + x0 as a possible outcome of CONSTRUCT-SUM. Decomposition
yields C(y0) = y, C(x0) = x. APPLICATION gives C(x0) = y0 + x0, which is a renamed
copy of the original equation. Thus it is permitted to apply CYCLIC-+-INTRODUC-
TION to the input equation. The new equation is: C(x0) = y0+ x0. The added equations
are x = Cn(x0), y = Cn(y0). Now we use PARTIAL-+-INTRODUCTION with z + o as
a result of CONSTRUCT-SUM. The new equations are:
x0 = (z + o); y0 = C(z); C(o) = z + o.
There are two possibilities: (i) o 6= 1. Then ⁄-O-DECOMPOSITION yields the equa-
tions
C(o1) = z; C(o2) = o1 ⁄ o2. The latter equation activates a clash. (ii) o = 1. Then
(a+ 1) = z + 1, and hence z = a. Then the decision procedure says yes: uniflable.
Computing the unifler gives: fx! Cn(a+ 1); y ! Cn+1(a)g
Checking this yields: (a+ 1) ⁄ Cn(a+ 1) = Cn+1(a) + Cn(a+ 1). Then we derive the
equation Cn+2(1) = Cn+1(a) + Cn+1(1) and flnally Cn+2(1) = Cn+1(a + 1). This is a
valid equation in Dl1.
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Remark 5.1. on the Dl-algorithm given in Tid¶en and Arnborg (1987). The theory Dl
is embedded in the theory Dl1, since the term rewriting systems for each theory is
convergent, normal forms for Dl are also normal forms for Dl1, and the constant 1 is
not in the signature of Dl. Hence Dl1 can be obtained from Dl by adjoining a unit. This
means that our uniflcation decision algorithm also works for Dl. Adapting it to Dl is
possible, but does not make sense, since the algorithm in Tid¶en and Arnborg (1987) is
polynomial.
It is not hard to see that the method of dependency graphs in Tid¶en and Arnborg
(1987) can be simplifled as follows: Instead of using dependency graphs, use an ordering
on variables, which is intended to measure the number of top summands in terms. Since
with respect to Dl the normal form of s⁄ t has the same number of top-summands as the
normal form of t, this measure of terms can be used as stop criterion in a Dl-uniflcation
algorithm. For example, let’s test the example hz = v2 + v3; z = v1 ⁄ v3i mentioned in
Tid¶en and Arnborg (1987). From the flrst equation, we deduce that z must have more
top-summands than v3, and from the second equation, we deduce that z and v3 have the
same number of top summands, which shows unsolvability of the system. Working this
out would exhibit a simple Dl-uniflcation algorithm.
5.10. Dl1-unification with constant restrictions
If the Dl1-uniflcation algorithm is to be used within a procedure for combining uni-
flcation algorithms, then it is necessary that the uniflcation algorithm works also with
constant restrictions of the form a 62 x that are in the input (see Schmidt-Schau…, 1989;
Baader and Schulz, 1992). A condition a 62 x means that for unifler ¾, the constant a
does not occur in the instantiation ¾(x). It is not hard to extend our algorithm for Dl1
to handle such restrictions. The only place that is to be modifled is the APPLICATION
rule. The addition is: If there is an equation x = t, and there is a constant restriction
a 62 x, and a occurs in t, then FAIL. The APPLICATION rule can only be applied,
if these conditions are already checked. This means that Dl1-uniflcation together with
constant restrictions is also decidable.
6. Conclusion
We have described a decision procedure for uniflcation in the theory Dl1 based on
parametric terms, on string uniflcation and on string-uniflcation with constant restric-
tions. In the hierarchy of (Tid¶en and Arnborg, 1987) there are at least two remaining
open problems: decidability of uniflcation in the theories D1 and of Dl plus associative
addition. I conjecture that the omission of the axiom 1 ⁄ x = x from the theory Dl1 as
axiomatized in this paper, has only a minor in°uence on the algorithm and the same
results hold.
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