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DYNKIN DIAGRAMS AND SHORT PEIRCE GRADINGS OF
KANTOR PAIRS
BRUCE ALLISON AND JOHN FAULKNER
Abstract. In a recent article with Oleg Smirnov, we defined short Peirce (SP)
graded Kantor pairs. For any such pair P , we defined a family, parameterized
by the Weyl group of type BC2, consisting of SP-graded Kantor pairs called
Weyl images of P . In this article, we classify finite dimensional simple SP-
graded Kantor pairs over an algebraically closed field of characteristic 0 in
terms of marked Dynkin diagrams, and we show how to compute Weyl images
using these diagrams. The theory is particularly attractive for close-to-Jordan
Kantor pairs (which are variations of Freudenthal triple systems), and we
construct the reflections of such pairs (with nontrivial gradings) starting from
Jordan matrix pairs.
Suppose in this introduction that K is a field of characteristic 6= 2 or 3. A
Kantor pair is a pair P = (P−, P+) of K-modules together with trilinear products
{ , , }σ : P σ × P−σ × P σ → P σ, σ = ±, satisfying two 5-linear identities (see
Section 4.2) which were first written down by Isai Kantor in [K1] in the special case
of Kantor triple systems (when P− = P+ and { , , }− = { , , }+). Examples of
Kantor pairs, or structures that give rise to Kantor pairs, have arisen in the work
of many different authors (see Section 4.3 and [AFS, §3.1] for some references).
The motivation for the study of Kantor pairs is their relationship with 5-graded
Lie algebras. We now recall that relationship in the special case of primary interest
to us when the structures involved are simple, in which case the relationship is
a 1-1 correspondence. (Our convention, as described in Subsection 2.1, is that
the term simple for a graded structure is interpreted in the ungraded sense.) If
L = L−2 ⊕ L−1 ⊕ L0 ⊕ L1 ⊕ L2 is a simple 5-graded Lie algebra, then (L−1, L1)
is a simple Kantor pair with products given by {x, y, z}σ = [[x, y], z] for σ = ±,
in which case we say that the pair (L−1, L1) is enveloped by L. Conversely, any
simple Kantor pair P is enveloped by a simple 5-graded Lie algebra L, which is
unique up to graded isomorphism [AFS] and which has the property that Lσ2 ≃
Kσ(P σ, P σ) (as vector spaces) for σ = ±, where Kσ(x, z) ∈ Hom(P−σ, P σ) is
defined by Kσ(x, z)w = {x,w, z}σ − {z, w, x}σ for x, z ∈ P σ.
A Kantor pair P satisfying Kσ(P σ, P σ) = 0 for σ = ± is called a (linear) Jor-
dan pair [L], and the relationship between Kantor pairs and 5-graded Lie algebras,
generalizes the well-known relationship between Jordan pairs and 3-graded Lie al-
gebras. With this important special case in mind, we define a close-to-Jordan pair
to be a Kantor pair P with dim(Kσ(P σ, P σ)) = 1 for σ = ±.
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If ∆ is a finite root system (possibly not reduced), we define a ∆-grading of a
Lie algebra L, to be a grading of L by the root lattice of ∆, with support con-
tained in ∆ ∪ {0} (see Section 3). With this terminology we see that 5-graded Lie
algebras can be thought of as BC1-graded Lie algebras, by which we mean a Lie
algebra graded by the root system {−2α1,−α1, α1, 2α1} of type BC1. Hence the
correspondence described above can be viewed as a 1-1 correspondence between
simple Kantor pairs (up to isomorphism) and simple BC1-graded Lie algebras (up
to graded isomorphism).
We next recall how BC2-graded Lie algebras also play a role in the study of
Kantor pairs. A short Peirce grading (SP-grading) of a Kantor pair P is a Z-
grading P = P0⊕P1 of P with Pi = 0 for i 6= 0, 1. These gradings were introduced
in [AFS], where it was shown that there is a 1-1 correspondence between simple SP-
graded Kantor pairs and simple BC2-graded Lie algebras that is analogous to the
one just described. Given a simple SP-graded Kantor pair P , this correspondence
was used to construct a simple SP-graded Kantor pair uP , called the u-image of P ,
for each u in the Weyl group of the root system of type BC2. In this way one obtains
eight Weyl images of a simple SP-graded Kantor pair P , no two of which are (in
general) graded-isomorphic. Of particular interest is the s1-image of P , which we
simply call the reflection of P , where s1 is the reflection corresponding to the short
basic root. As an application of Weyl images, it was shown in [AFS] that reflection
applied to Jordan pairs of skew-transformations yields a new class of (in general)
infinite dimensional simple SP-graded Kantor pairs that are not themselves Jordan.
In this article, we use subsets of Dynkin diagrams to classify simple SP-graded
Kantor pairs and to compute their Weyl images in the special case of finite dimen-
sional pairs over an algebraically closed field K of characteristic 0. For the rest
of this introduction, we make these additional assumptions and briefly outline our
main results. In these results, a simple Kantor pair is said to be of type Xn, if the
root system of its enveloping simple 5-graded Lie algebra is of type Xn.
With the exception of Section 5, which we discuss below, Sections 1 to 6 are
devoted to laying the necessary groundwork on homomorphisms of root systems,
root graded Lie algebras and Kantor pairs. Of particular interest is Theorem 3.2.2,
which uses homomorphisms of root systems to classify all ∆-gradings (with ∆
arbitrary) of a finite dimensional semi-simple Lie algebra.
In Section 7, we assume that Π is the Dynkin diagram of type Xn, where Xn is
the type of an irreducible reduced finite root system. We first define a set SPA(Π)
of pairs of subsets of Π, whose elements are said to be SP-admissible. In Proposition
7.1.5. we show how to easily write down the elements of SPA(Π) using the extended
diagram of Π. Then, in Theorem 7.2.4, we give a classification of simple SP-graded
Kantor pairs of type Xn by showing that they are (up to graded isomorphism) in
1-1 correspondence with the orbits in SPA(Π) under the right action of Aut(Π).
The proof uses Theorem 3.2.2 when ∆ is irreducible of type BC2.
If we specialize Theorem 7.2.4 to the case when the SP-grading is the zero grading
(i.e. P = P 0), we obtain a classification of simple (ungraded) Kantor pairs of type
Xn, which states that they are (up to isomorphism) in 1-1 correspondence with the
orbits in the set KA(Π) of Kantor admissible subsets of Π under the right action
of Aut(Π). For the sake of readability, we actually state this classification theorem
earlier as Theorem 5.2.4 in Section 5. We note that Theorem 5.2.4 is equivalent
to Kantor’s classification of non-polarized simple Kantor triple systems [K1] (see
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Remark 5.2.5). Nevertheless we include a complete treatment of the topic here,
since we are working in the context of pairs rather than triple systems, and since
the article [K1] is unavailable to some readers and does not include all details.
Both Theorems 5.2.4 and 7.2.4 take particularly simple and attractive forms in
the case of close-to-Jordan pairs, and for this reason we highlight this example
throughout the paper. For example, we see in Theorems 5.4.1 and 5.5.2 that if
n ≥ 2 there is exactly one simple close-to-Jordan pair of type Xn and that this
Kantor pair can be viewed as the signed double of a Freudenthal triple system [M1]
with a modified product.
If Section 8, we introduce a left action, denoted by ∗, of the Weyl group W∆
of the root system ∆ of type BC2 on the set SPA(Π). In Theorem 8.3.1, we
show that, if u ∈ W∆, the u-image of the SP-graded Kantor pair corresponding to
(S, T ) ∈ SPA(Π) is the SP-graded Kantor pair corresponding to u∗(S, T ) ∈ SPA(Π).
Then in Theorem 8.3.2, we show how to compute u ∗ (S, T ) using only information
about the Dynkin diagram Π. The proof of this result is rather intricate, involving
the longest element of the Weyl group of certain subsets of Π. Combining Theorems
8.3.1 and 8.3.2 with our classification Theorem 7.2.4, one can easily compute the
Weyl images of any simple SP-graded Kantor pair using only information about Π.
As an application of our results, we obtain in Section 9 a construction of the
reflections of all simple nontrivially SP-graded close-to-Jordan pairs in the form
J⊗U , where J is a Jordan pair of matrices and U is a pair of two-dimensional spaces.
This generalizes Kantor’s construction of his remarkable Kantor triple system C255,
since the double of that triple system is a reflection of the close-to-Jordan pair of
type E6 [AFS, §7].
Acknowledgments: Isai Kantor’s methods and ideas are used in many places in
this article, and we are pleased to acknowledge his significant influence. Also, we
have greatly benefited from many conversations with Oleg Smirnov about this work,
and about Kantor pairs and graded Lie algebras in general.
1. Some sets of homomorphisms between root systems
In this section we investigate some sets of homomorphisms between roots sys-
tems.
1.1. Root systems. In this paper, a root system will mean a finite root system ∆
in a finite dimensional real Euclidean space E∆ as described for example in [B, VI,
§1.1]. ∆ is said to be reduced if (2∆)∩∆ = ∅. The rank n∆ of ∆ is the dimension of
E∆. If ∆ is irreducible and n = n∆, the type of ∆ is one of An(n ≥ 1)), Bn(n ≥ 2),
Cn(n ≥ 3)), Dn(n ≥ 4)), En(n = 6, 7, 8), F4, G2, or BCn(n ≥ 1), where the last case
occurs if and only if ∆ is not reduced [B, VI, §1.4, Prop. 14].
We use the notation Q∆ := spanZ(∆) for the root lattice of ∆, which is a free
abelian group of rank n∆. The automorphism group of ∆, denoted by Aut(∆), is
the stabilizer of ∆ in GL(E∆). Using the restriction map, we often identify Aut(∆)
with the stabilizer of ∆ in Aut(Q∆). The Weyl group of ∆ (contained in Aut(∆)),
will be denoted by W∆. We denote the Euclidean product on E∆ by ( , ), and
write 〈α, β〉 = 2(α, β)/(β, β) for α, β ∈ ∆. If ∆ is irreducible, we denote the set of
roots of minimum length (short roots) in ∆ by ∆sh.
If a base Π∆ for the root system ∆ is fixed, we let ∆
+ be the set of positive
roots relative to Π∆. If α =
∑
γ∈Π∆
nγγ ∈ Q∆, where nγ ∈ Z, we define the height
of α to be htΠ∆(α) :=
∑
γ∈Π∆
nγ and the support of α in Π∆ to be suppΠ∆(α) :=
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{γ ∈ Π∆ : nγ 6= 0}. We denote the stabilizer of Π∆ in Aut(∆) by Aut(Π∆). If ∆
is reduced, the set Π∆ has the additional structure of a Dynkin diagram, in which
case the restriction map identifies Aut(Π∆) with the automorphism group of the
Dynkin diagram Π∆ [B, VI, §4.2]. If Π∆ = {αi : i ∈ I} is indexed by a finite set I,
the I × I-matrix C(Π∆) = (〈αi, αj〉)i,j∈I is called the Cartan matrix of Π∆.
If G is a finite dimensional simple Lie algebra over an algebraically closed field of
characteristic 0 with Cartan subalgebraH, the classical theory for such Lie algebras
tells us that the root system Σ(G,H) of G relative to H is an irreducible reduced
root system in the Euclidean space EΣ(G,H) = R ⊗Q spanQΣ(G,H) [H, §8.5]. In
that case, the type of G is defined to be the type of Σ(G,H).
1.2. The sets Hom(Σ,∆) and Homp(Σ,∆). For the rest of the section, we assume
that ∆ is a root system of rank n∆ with base Π∆, and Σ is a root system of rank nΣ
with base ΠΣ. Elements of Q∆ will be normally denoted by α, β, . . . , while elements
of QΣ will normally be denoted by µ, ν, . . . .
Let
Hom(Σ,∆) := {ρ ∈ Hom(QΣ, Q∆) : ρ(Σ) ⊆ ∆ ∪ {0}}.
We call elements of Hom(Σ,∆) homomorphisms of Σ into ∆. We say that ρ ∈
Hom(Σ,∆) is positive (relative to ΠΣ and Π∆) if ρ(Σ
+) ⊆ ∆+∪{0} (or equivalently
ρ(ΠΣ) ⊆ ∆+ ∪ {0}). Let
Homp(Σ,∆) := {ρ ∈ Hom(Σ,∆) : ρ is positive}.
1.3. Some actions by composition. Recall that if G and G′ are abelian groups
(written additively) then there is a right action of Aut(G) by composition on
the group Hom(G,G′), as well as a left action by composition of Aut(G′) on
Hom(G,G′). These are defined respectively by
ρ · ϕ := ρ ◦ ϕ and θ · ρ := θ ◦ ρ
for ϕ ∈ Aut(G), ρ ∈ Hom(G,G′) and θ ∈ Aut(G′). Since these two actions com-
mute, we can write expressions like θ · ρ · ϕ for ϕ ∈ Aut(G), ρ ∈ Hom(G,G′) and
θ ∈ Aut(G′).
In particular, Aut(QΣ) acts on the right by composition and Aut(Q∆) acts on
the left by composition on Hom(QΣ, Q∆). Moreover, clearly
Aut(∆) ·Hom(Σ,∆) · Aut(Σ) ⊆ Hom(Σ,∆).
Hence Aut(Σ) (resp. Aut(∆)) acts on the right (resp. left) on Hom(Σ,∆) by com-
position.
Lemma 1.3.1. Each orbit in Hom(Σ,∆) under the right action of WΣ by compo-
sition contains a unique element of the set Homp(Σ,∆).
Proof. We will need some notation for the proof. First let C(ΠΣ) = {µ ∈ EΣ :
(µ, ν) ≥ 0 for ν ∈ ΠΣ} denote the closure of the fundamental Weyl chamber in EΣ
determined by ΠΣ. Also, if τ ∈ Hom(QΣ,Z), then (since QΣ is a lattice in EΣ)
there exists a unique τ∗ ∈ EΣ such that (τ∗, µ) = τ(µ) for µ ∈ QΣ. Since WΣ
preserves the form ( , ) we see that
(τ · w)∗ = w−1τ∗
for τ ∈ Hom(QΣ,Z) and w ∈WΣ. Moreover, if τ ∈ Hom(QΣ,Z), then τ∗ ∈ C(ΠΣ)
if and only if τ(µ) ≥ 0 for µ ∈ Σ+.
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To prove existence, suppose that ρ ∈ Hom(Σ,∆). Since ρ ∈ Hom(QΣ, Q∆), there
exists unique elements ρ1, . . . , ρn∆ ∈ Hom(QΣ,Z) such that ρ(µ) =
∑n∆
i=1 ρi(µ)αi
for µ ∈ QΣ, where Π∆ = {α1, . . . , αn∆}. Then if µ ∈ Σ, we have
ρi(µ)ρj(µ) ≥ 0 for µ ∈ Σ and 1 ≤ i 6= j ≤ n∆, (1)
since ρ(µ) ∈ Σ ∪ {0}. Let ρ˜ :=
∑n∆
i=1 ρi ∈ Hom(QΣ,Z). Then, since C(ΠΣ) is a
fundamental domain for WΣ [B, V, § 3.2, Thm. 1], we can choose w ∈ WΣ such
that w−1ρ˜∗ ∈ C(ΠΣ). Hence (ρ˜ · w)
∗ ∈ C(ΠΣ), so (ρ˜ · w)(µ) ≥ 0 for µ ∈ Σ
+.
Therefore,
∑n∆
i=1 ρi(wµ) ≥ 0 for µ ∈ Σ
+, and hence, by (1), ρi(wµ) ≥ 0 for µ ∈ Σ+,
1 ≤ i ≤ n∆. So ρ · w is positive.
For uniqueness suppose that ρ ∈ Hom(Σ,∆), w ∈ WΣ and both ρ and ρ · w are
positive. Choose ρ1, . . . , ρn∆ ∈ Hom(QΣ,Z) as in the previous paragraph. Then
ρi(µ) ≥ 0 and (ρi · w)(µ) ≥ 0 for µ ∈ Σ+ and 1 ≤ i ≤ n∆. Thus ρ∗i and w
−1ρ∗i
are in C(ΠΣ). So, again since C(ΠΣ) is a fundamental domain for WΣ, we have
ρ∗i = w
−1ρ∗i and hence ρi = ρi · w. Thus ρ = ρ · w. 
Finally, it is clear that
Aut(Π∆) ·Homp(Σ,∆) · Aut(ΠΣ) ⊆ Homp(Σ,∆),
so Aut(ΠΣ) (resp. Aut(Π∆)) acts on the right (resp. left) on Homp(Σ,∆) by com-
position.
1.4. The left action ∗ of Aut(∆) on Homp(Σ,∆). If θ ∈ Aut(∆) and ρ ∈
Homp(Σ,∆), we let θ ∗ ρ denote the unique element of θ · ρ ·WΣ that is contained
in Homp(Σ,∆) (see Lemma 1.3.1). That is
{θ ∗ ρ} = Homp(Σ,∆) ∩ (θ · ρ ·WΣ).
One checks easily that ∗ : (θ, ρ) 7→ θ ∗ ρ is a left action of Aut(∆) on Homp(Σ,∆),
and that this action commutes with the right action · of Aut(ΠΣ) on the same set.
(The latter fact uses only the observation that ϕ−1WΣϕ ⊆WΣ for ϕ ∈ Aut(ΠΣ).)
1.5. The sets Homsh(Σ,∆) and Hompsh(Σ,∆). Suppose ∆ is irreducible. Let
Homsh(Σ,∆) := {ρ ∈ Hom(Σ,∆) : ρ(Σ) ∩∆sh 6= ∅}.
Note that Aut(∆)·Homsh(Σ,∆)·Aut(Σ) ⊆ Homsh(Σ,∆), so Aut(Σ) (resp. Aut(∆))
acts on the right (resp. left) on Homsh(Σ,∆) by composition.
Also let
Hompsh(Σ,∆) := Homp(Σ,∆) ∩ Homsh(Σ,∆).
Again Aut(Π∆) · Hompsh(Σ,∆) · Aut(ΠΣ) ⊆ Hompsh(Σ,∆), and hence Aut(ΠΣ)
(resp. Aut(Π∆)) acts on the right (resp. left) on Hompsh(Σ,∆) by composition.
Finally, it is clear that Aut(∆) ∗ Hompsh(Σ,∆) ⊆ Hompsh(Σ,∆), so we have a
left action ∗ of Aut(∆) on Hompsh(Σ,∆).
2. Root graded Lie algebras
We will assume for the rest of the article that K is a commutative associative
ring of scalars containing 16 . (We will add the additional assumption that K is an
algebraically closed field of characteristic 0 in our classification results.)
All modules, algebras, trilinear pairs and triple systems will be assumed to be
over K.
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2.1. Terminology for graded structures. For graded algebras and graded trilin-
ear pairs, we will use the unmodified terms simple and isomorphic in the ungraded
sense. More specifically, suppose G be an abelian group. A G-graded Lie alge-
bra L will be said to be simple (resp. graded simple) if the only non-trivial proper
ideals (resp. graded-ideals) of L are 0 and L. If L and L′ are G-graded algebras,
we will say that L is isomorphic (resp. graded-isomorphic) to L′, written L ≃ L′
(resp. L ≃gr L′), if there is an isomorphism (resp. graded-isomorphism) of L onto L′.
We will use similar (and evident) terminology and notation for graded trilinear pairs
(see Subsection 6.1).
If L is an algebra, two G-gradings of L are said to be isomorphic if the cor-
responding graded algebras are graded-isomorphic. (The modifier graded in not
needed in this term since there is no ambiguity.) Again we will use similar termi-
nology for gradings of trilinear pairs.
If L is a G-graded Lie algebra, an automorphism ω of L is said to be grade
reversing if ω(Lγ) = L−γ for γ ∈ G.
If L is a G-graded algebra and θ ∈ Aut(G), we let θL be the G-graded algebra
such that θL = L as algebras and
(θL)α = Lθ−1α
for α ∈ G. We call θL the θ-image of L. Clearly 1L = L and
θ1(θ2L) = θ1θ2L for θ1, θ2 ∈ Aut(G). (2)
2.2. Root graded Lie algebras. Let ∆ be a root system.
As in [AFS], a ∆-grading of a Lie algebra L will mean a Q∆-grading of L such
that suppQ∆(L) ⊆ ∆ ∪ {0}, where suppQ∆(L) denotes the support of L in Q∆. In
that case we call L together with the ∆-grading a ∆-graded Lie algebra. (We do not
assume the existence of a grading subalgebra as in [ABG] and [BS], or equivalently
a family of sl2-triples as in [N1].) Finally, if ∆ is irreducible of type Xn, where
n = n∆, we sometimes call a ∆-graded Lie algebra an Xn-graded Lie algebra.
If Π∆ is a base for ∆, we often use the basis Π∆ for Q∆ to identify Q∆ with
Zn∆ , and in this way ∆-graded Lie algebras are Zn∆-graded Lie algebras.
If L is a ∆-graded Lie algebra and θ ∈ Aut(∆), then the θ-image θL of L is a
∆-graded Lie algebra. If θ ∈W∆, we call θL a Weyl image of L.
3. Root gradings of finite dimensional semi-simple Lie algebras
Suppose in this section that K is an algebraically closed field of characteristic 0,
and that G is a finite dimensional semisimple Lie algebra over K.
Fix a Cartan subalgebra H of G, let G = ⊕µ∈H∗Gµ be the root space decomposition
of G relative to H, and let Σ = Σ(G,H) be the root system of G relative to H (see
Subsection 1.1). We fix a base ΠΣ for this root system.
3.1. Gradings of G by a finitely generated free abelian group. We first
describe the G-gradings of G up to isomorphism, where G is a free abelian group
of finite rank written additively.
If ρ ∈ Hom(QΣ, G), let G(ρ) be the G-graded Lie algebra whose underlying Lie
algebra is G and whose grading is defined by
G(ρ)γ =
∑
µ∈QΣ, ρ(µ)=γ
Gµ (3)
for γ ∈ G. We call this grading the ρ-grading of G.
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It is easily checked that
θG(ρ) = G(θ · ρ) (4)
as G-graded Lie algebras for θ ∈ Aut(G) and ρ ∈ Hom(QΣ, G).
Remark 3.1.1. The gradings on θL and G(ρ) defined above are each examples of
gradings induced by homomorphisms as defined in [EK, §1.3]; and (2) and (4) follow
from an evident general fact about induced gradings. Nevertheless, we use different
notations for θL and G(ρ) to emphasize the different roles they play in our theory.
The first statement of the next proposition is a corollary of a more general result
on graded algebras proved in [EK] using methods from algebraic groups (see [EK,
Prop. 1.34 and Cor. 1.35]). It seems likely that the second and third statements are
also known, although we are not aware of a reference. Nevertheless, for the reader’s
convenience, we give a proof of all three statements using Lie algebra methods.
Proposition 3.1.2. Suppose that G is a finitely generated free abelian group.
(i) Any G-grading of G is isomorphic to a ρ-grading for some ρ ∈ Hom(QΣ, G).
(ii) If ρ, ρ′ ∈ Hom(QΣ, G), then the ρ-grading and the ρ′-grading are isomorphic
if and only if ρ, ρ′ lie in the same orbit in Hom(QΣ, G) under the right
action of Aut(Σ) by composition.
(iii) If G =
⊕
γ∈G Gγ is a G-grading of G, there exists a period 2 grade reversing
automorphism of G. So dim(G−γ) = dim(Gγ) for γ ∈ G.
Proof. If G = 0 the statements are trivial, so we can assume that G = Zℓ, where
ℓ ≥ 1.
(i) Suppose that G is G-graded. Define derivations d1, . . . , dℓ of G by di(x) = kix
for x ∈ G(k1,...,kℓ). Since G is semisimple, every derivation is inner [H, Thm. 5.3],
so we can write di = ad(hi) with hi ∈ G for 1 ≤ i ≤ n. Since the di are semisimple
and commute, the hi span an abelian ad-diagonalizable subalgebra of G, and hence
they are contained in a Cartan subalgebra H′ of G [H, Cor. 15.3]. By [H, Cor. 16.4],
we may choose η ∈ Aut(G) with η(H′) = H. Using η to transfer the grading, we
can assume that H′ = H. Define ρi ∈ Hom(QΣ,Z) by ρi(µ) = µ(hi) for µ ∈ QΣ.
Then, di(x) = [hi, x] = ρi(µ)x for x ∈ Gµ. Thus, the grading is the ρ-grading of G,
where ρ(α) = (ρ1(α), . . . , ρℓ(α)) for α ∈ QΣ.
(ii) Suppose first that ρ = ρ′ · ϕ, where ρ, ρ′ ∈ Hom(QΣ, G), ϕ ∈ Aut(Σ). Then
[H, Thm. 14.2] tells us that there is η ∈ Aut(G) with η(Gµ) = Gϕ(µ) for µ ∈ QΣ.
Hence for γ ∈ G we have η(G(ρ)γ) =
∑
µ∈QΣ, ρ(µ)=γ
Gϕ(µ) =
∑
ν∈QΣ, ρ′(ν)=γ
Gν =
G(ρ′)γ . so the ρ and ρ′-gradings are isomorphic.
Conversely, suppose that ρ, ρ′ ∈ Hom(QΣ, G) and η : G(ρ)→ G(ρ′) is aG-graded-
isomorphism. Clearly H is a Cartan subalgebra of G(ρ)0, so η(H) and H are Cartan
subalgebras of G(ρ′)0. By Corollary 16.4 of [H], there exists η′ ∈ Aut(G) such that
η′η(H) = H and η′ is a product of automorphisms of G the form exp(ad(x)), where
x ∈ G(ρ′)0 and the transformation ad(x) of G is nilpotent. Clearly, η
′ is a graded
automorphism of G(ρ′), so we can replace η by η′η to assume that η(H) = H. Let
H∗ be the dual space ofH and let η♯ ∈ GL(H∗) be the inverse dual of η|H ∈ GL(H),
so (η♯(µ))(η(h)) = µ(h) for h ∈ H, µ ∈ H∗. Then η(Gµ) = Gη♯(µ) for µ ∈ H
∗, so
η♯(Σ) = Σ. Hence ϕ := η♯|QΣ ∈ Aut(Σ). Thus for µ ∈ Σ, we have
Gϕ(µ) = η(Gµ) ⊆ η(G(ρ)ρ(µ)) = G(ρ
′)ρ(µ).
So ρ′(ϕ(µ)) = ρ(µ) for µ ∈ Σ, and hence ρ = ρ′ · ϕ.
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(iii) By (i), we can assume that the given grading of G is the ρ-grading where
ρ ∈ Hom(QΣ, G). Choose ω ∈ Aut(G) of period 2 of G such that ω(Gµ) = G−µ
for µ ∈ QΣ [B, VIII, §4.4, Prop. 5]. Then, by (3), we have ω(G(ρ)γ) = G(ρ)−γ
for γ ∈ G. 
3.2. Classification of the root gradings of G. The following lemma is clear
from the definitions involved.
Lemma 3.2.1. If ∆ is a root system and ρ ∈ Hom(QΣ, Q∆), then the ρ-grading
of G is a ∆-grading if and only if ρ ∈ Hom(Σ,∆). Moreover, if ∆ is irreducible and
ρ ∈ Hom(Σ,∆), then G(ρ)α 6= 0 for some α ∈ ∆sh if and only if ρ ∈ Homsh(Σ,∆).
We now classify the ∆-gradings of G up to isomorphism in terms of orbits in
Homp(Σ,∆).
Theorem 3.2.2. Suppose ∆ is a root system with base Π∆. Then
(i) Any ∆-grading of G is isomorphic to the ρ-grading of G for some ρ ∈
Homp(Σ,∆), where Homp(Σ,∆) is the space of positive homomorphisms of
Σ into ∆ relative to ΠΣ and Π∆.
(ii) If ρ and τ are in Homp(Σ,∆), then the ρ and τ-gradings of G are isomorphic
if and only if ρ and τ are in the same orbit in Homp(Σ,∆) under the right
action of Aut(ΠΣ) by composition.
Proof. (i): By Proposition 3.1.2(i), we can assume the grading is a ρ-grading for
some ρ ∈ Hom(QΣ, Q∆). Then, by Lemma 3.2.1, ρ ∈ Hom(Σ,∆). Thus, by Lemma
1.3.1 and Proposition 3.1.2(ii), we can assume that ρ ∈ Homp(Σ,∆).
(ii): The implication “⇐” follows from Proposition 3.1.2(ii). For the converse,
suppose that the ρ and τ -gradings are isomorphic. Then, by Proposition 3.1.2(ii),
there exists ϕ ∈ Aut(Σ) such that τ = ρ · ϕ. By [B, VI, § 1.5, Prop. 16], we may
write ϕ = πw, where π ∈ Aut(ΠΣ) and w ∈ WΣ. So τ ·w−1 = ρ · π is positive, and
hence by uniqueness in Lemma 1.3.1, τ = τ · w−1. Thus τ = ρ · π as desired. 
4. Kantor pairs
We assume again that K is a commutative associative ring containing 16 .
4.1. Trilinear pairs and triple systems. A trilinear pair is by definition a triple
(P, { , , }−, { , , }+), consisting of a pair P = (P−, P+) of K-modules together with
two trilinear products { , , }σ : P σ × P−σ × P σ → P σ, σ = ±. The map { , , }σ is
called the σ-product for P , σ = ±. We usually abbreviate (P, { , , }−, { , , }+) as P
or (P−, P+).
If P = (P−, P+) is a trilinear pair, the opposite of P is the trilinear pair P op,
with (P op)σ = P−σ and with σ-product equal to the −σ-product of P for σ = ±.
A triple system (sometimes also called a ternary algebra) is a pair (X, { , , })
consisting of a K-module X together with a trilinear product { , , } : X×X×X →
X . Again we usually write (X, { , , }) simply as X .
We have evident notions of ideal, simplicity and isomorphism for trilinear pairs
[AFS, §2.1] and for triple systems.
There are two natural ways to obtain a trilinear pair from a triple system X .
Indeed, if ξ = ±1, the ξ-double of a triple system X is the trilinear pair (X,X) with
σ-products defined by { , , }+ = { , , } and { , , }− = ξ{ , , }. We call the 1-double
(resp. the (−1)-double) of X the double of X (resp. the signed double) of X .
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A polarization of a triple system X is a module decomposition X = X− ⊕X+
such that {Xσ, X−σ, Xσ} ⊆ Xσ, {Xσ, Xσ, X} = 0 and {X,Xσ, Xσ} = 0 for
σ = ±. We say that X is non-polarized if X does not have a polarization.
As noted in [AFS, §2.1], the following fact is easy to verify:
Lemma 4.1.1. Suppose X is a triple system and ξ = ±1. Then the ξ-double of X
is a simple pair if and only if X is non-polarized and simple.
We say that two triple systems X and X ′ are isotopic if there exist linear iso-
morphisms ϕσ : X → X ′ such that ϕσ{x, y, z} = {ϕσx, ϕ−σy, ϕσz} for σ = ±. (In
[K1, K2], Kantor uses the term weakly isomorphic rather than isotopic.) Note that
if X and X ′ are triple systems, then X and X ′ are isotopic if and only if their
doubles (resp. their signed doubles) are isomorphic.
4.2. Kantor pairs. If P is a trilinear pair, σ = ±, x ∈ P σ, y ∈ P−σ and z ∈ P σ,
we define Dσ(x, y) ∈ End(P σ) and Kσ(x, z) ∈ Hom(P−σ, P σ) by
Dσ(x, y)u = {x, y, u}σ and Kσ(x, z)w = {x,w, z}σ − {z, w, x}σ.
for u ∈ P σ, w ∈ P−σ, σ = ±. We then say that P is a Kantor pair [AF1, AFS] if
the following identities hold:
[Dσ(x, y), Dσ(z, w)] = Dσ(Dσ(x, y)z, w)−Dσ(z,D−σ(y, x)w),
Kσ(x, z)D−σ(w, u) +Dσ(u,w)Kσ(x, z) = Kσ(Kσ(x, z)w, u)
for x, z, u ∈ P σ, y, w ∈ P−σ, σ = ±,
Clearly, the opposite of a Kantor pair is a Kantor pair.
A (linear) Jordan pair is a Kantor pair P such that Kσ(P σ, P σ) = 0 for σ = ±1.
These pairs make up the best understood and most studied class of Kantor pairs
[L, N1]. The reader can consult [AFS] (and its references) to see many other
examples of Kantor pairs.
4.3. Freudenthal-Kantor triple systems. If ξ = ±1, a (−ξ, 1)-Freudenthal-
Kantor triple system (abbreviated as (−ξ, 1)-FKTS), is a triple system X whose
ξ-double is a Kantor pair [YO]. The defining identities for such a triple system are:
[L(x, y), L(z, w)] = L(L(x, y)z, w)− ξL(z, L(y, x)w),
ξK(x, z)L(w, u) + L(u,w)K(x, z) = K(K(x, z)w, u)
for x, y, z, w, u ∈ X , where L(x, y),K(x, z) ∈ End(X) are defined by L(x, y)z =
{x, y, z}, K(x, z)y = {x, y, z} − {z, y, x}.
Example 4.3.1. We now mention two special cases which together with Remark
4.3.2 explain the names used in the term Freudenthal-Kantor triple system.
(i): We call a (−1, 1)-FKTS a Kantor triple system, since these triple systems
were studied in depth by Kantor in [K1, K2] (where they were called generalized
Jordan triple systems of second order).
(ii): Suppose that K is a field. A (1, 1)-FKTS X is said to be balanced if
K(x, y) = 〈x, y〉 idX for some bilinear form 〈 , 〉 : X × X → K [EKO, §1]. In
that case 〈 , 〉 is a uniquely determined skew-symmetric form that we call the skew
form of X . If 〈 , 〉 is non-degenerate, we see in the following remark that X is a
Freudenthal triple system [M1] with a slightly modified product.
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Remark 4.3.2. There are three other classes of triple systems which have been
studied in the literature, whose definitions involve a skew form, and which are
none other than balanced (1, 1)-FKTS’s with slightly modified products. To be
more precise, suppose K is a field, X is a finite dimensional vector space, 〈 , , 〉 :
X ×X ×X → X is a trilinear product and 〈 , 〉 : X ×X → K is a non-degenerate
skew-symmetric form. Then (X, 〈 , , 〉, 〈 , 〉) is a balanced symplectic ternary algebra
[FF], a symplectic triple system [YA], or a Freudenthal triple system if and only if
(X, { , , }) is a balanced (1, 1)-FKTS with skew form 〈 , 〉, where
{x, y, z} = 〈z, x, y〉, {x, y, z} = −
1
2
〈x, y, z〉+
1
2
〈x, y〉z or
{x, y, z} = −
1
2
〈x, y, z〉+
1
2
〈x, y〉z +
1
2
〈z, x〉y +
1
2
〈z, y〉x
respectively. (This is easy to check in the first case. For the other two cases see
[E1, Thm. 2.18] and [E2, Thm. 4.7].) Here for the definition of a Freudenthal triple
system we use the one given in [M1] except that we allow the quartic form 〈 , 〈 , , 〉〉
to be trivial; in other words we allow the product 〈 , , 〉 in a Freudenthal triple
system to be trivial.
4.4. BC1-graded Lie algebras and Kantor pairs. The motivation for the study
of Kantor pairs is their relationship with BC1-graded Lie algebras.
To recall this from [AFS] suppose that
∆ = ∆BC1 := {−2α1,−α1, α1, 2α1}
is the irreducible root system of type BC1 with base Π∆ = {α1}. We identify Q∆ = Z
using the Z-basis Π∆ for Q∆. Then a BC1-graded Lie algebra is the same thing as
a 5-graded Lie algebra L = L−2 ⊕ L−1 ⊕ L0 ⊕ L1 ⊕ L2.
If L = L−2 ⊕L−1 ⊕L0 ⊕L1 ⊕ L2 is a 5-graded Lie algebra, then P = (L−1, L1)
is a Kantor pair with products defined by
{x, y, z}σ = [[x, y], z]
for x, z ∈ Lσ1, y ∈ L−σ1, σ = ± [AF1, Thm. 7]. We call P the Kantor pair
enveloped by the 5-graded Lie algebra L, and we say that the 5-graded Lie algebra
L envelops P .
Note that ∆sh = {±α1}. So if L is a 5-graded Lie algebra and P is the Kantor
pair enveloped by L, then P− ⊕ P+ =
⊕
α∈∆sh
Lα in L.
Every Kantor pair is enveloped by some 5-graded Lie algebra. Indeed, given a
Kantor pair P , there exists a 5-graded Lie algebra K(P ), which is unique up to
graded-isomorphism, such that K(P ) envelops P , K(P ) is generated as an algebra
by T , where T = K(P )−1 + K(P )1, and the centre of K(P ) intersects trivially
with [T, T ] (see [AFS, Cor. 3.5.2]). The 5-graded Lie algebra K(P ) is called the
Kantor Lie algebra of P , and it is constructed explicitly in [AF1, §3–4] (see also
[AFS, §3.3]) with
K(P )σ1 ≃K-mod P
σ, K(P )σ2 ≃K-mod K
σ(P σ, P σ), K(P )0 = [K(P )−1,K(P )1] (5)
for σ = ±, where ≃K-mod indicates isomorphism as K-modules.
Note that isomorphisms of Kantor pairs induce graded isomorphisms of their
Kantor Lie algebras (see [AFS, §3.5]), and hence two Kantor pairs are isomorphic
if and only if their Kantor Lie algebras are graded-isomorphic.
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Lemma 4.4.1. Suppose that P is a Kantor pair and ξ = ±1. If P is isomorphic
to the ξ-double of a trilinear pair, then there is grade reversing automorphism ω
of K(P ) such that ω2 |P−+P+= ξ idP−+P+ . Conversely if L is a 5-graded Lie
algebra that envelops P and there is grade reversing automorphism ω of L satisfying
ω2 |P−+P+= ξ idP−+P+ , then P is isomorphic to the ξ-double of the triple system
P− with product {x, y, z} = {x, ωy, z}−.
Proof. (See also [L, pp. 5–6] and [At, Thm. 1] for related observations.) For the
first statement we can assume that P equals the ξ-double of a trilinear pair X .
Then (idX , ξ idX) is an isomorphism of P onto P
op, which therefore induces an iso-
morphism ω of K(P ) onto K(P op). Since K(P op) is K(P ) with the grading reversed,
we have the first statement. For the second statement, an easy calculation shows
that (idP− , ω|P+) is an isomorphism of P onto the ξ-double of the triple system
P− with the indicated product. 
If P is a Kantor pair, then [GLN, Prop. 2.7(iii)]
P is simple if and only if K(P ) is simple. (6)
Hence, any simple Kantor pair is enveloped by a simple 5-graded Lie algebra. Con-
versely we have the following proposition:
Proposition 4.4.2. [AFS, Thm. 3.5.5 and Lemma 3.2.3] Let P be a nonzero Kan-
tor pair and suppose that L is a simple 5-graded Lie algebra that envelops P . Then
P is simple, L ≃gr K(P ) and
L = [L−1, L−1]⊕ L−1 ⊕ [L−1, L1]⊕ L1 ⊕ [L1, L1] (7)
4.5. Balanced dimension and close-to-Jordan pairs. Suppose in this subsec-
tion that K is a field.
We say that a Kantor pair P is finite dimensional if each P σ is finite dimensional.
In view of (5), P is finite dimensional if and only if K(P ) is finite dimensional.
As in [AFS, §2.1], we say that a Kantor pair P has balanced dimension, if
dim(P+) = dim(P−) = d, where d is a non-negative integer, in which case we
call d the balanced dimension of P . Similarly, as in [AFS, §3.8], we say P has
balanced 2-dimension, if dim(K+(P+, P+)) = dim(K−(P−, P−)) = e, where e is a
non-negative integer, in which case we call e the balanced 2-dimension of P . Note
that by (5), the balanced dimension of P (resp. the balanced 2-dimension of P ), is
given, when it is defined, by d = dim(K(P )σ1) (resp. e = dim(K(P )σ2)) for σ = ±.
Lemma 4.5.1. If P is finite dimensional and P op ≃ P , then P has balanced
dimension and balanced 2-dimension.
Proof. We have dim(P+) = dim((P op)−) = dim(P−) and dim(K+(P+, P+)) =
dim(K−((P op)−, (P op)−)) = dim(K−(P−, P−)). 
Note that a Kantor pair P is Jordan if and only P has balanced 2-dimension 0.
With this in mind, we view balanced 2-dimension (when it is defined) as a measure
of distance from Jordan theory. In this spirit, we make the following definition.
Definition 4.5.2. A close-to-Jordan Kantor pair, or simply a close-to-Jordan pair,
is a Kantor pair of balanced 2-dimension 1.
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4.6. Finite dimensional simple Kantor pairs. Suppose in this subsection that
K is an algebraically closed field of characteristic 0.
Proposition 4.6.1. A trilinear pair P is a finite dimensional simple Kantor pair if
and only it is isomorphic to the double of a finite dimensional non-polarized simple
Kantor triple system. Moreover in that case P op ≃ P , and hence P has balanced
dimension and balanced 2-dimension.
Proof. By Lemma 4.1.1, we have the implication “⇐” in the first statement. Sup-
pose conversely that P is a finite dimensional simple Kantor pair. By (6) and
Proposition 3.1.2(iii), we can choose a period 2 grade reversing ω ∈ Aut(K(P )) .
Then ω exchanges P+ and P−, so (ω |P− , ω |P+) is an isomorphism of P onto P
op.
The rest now follows from Lemmas 4.4.1 and 4.5.1 
Remark 4.6.2. We see from Proposition 4.6.1 that the problem of classifying finite
dimensional simple Kantor pairs up to isomorphism is equivalent to the problem
of classifying finite dimensional non-polarized simple Kantor triple systems up to
isotopy.
If P is a finite dimensional simple Kantor pair over K, we define the type of P
to be the type of the simple Lie algebra K(P ).
Proposition 4.6.3. Suppose P is a nonzero Kantor pair. If L is any finite di-
mensional simple 5-graded Lie algebra that envelops P , then P is finite dimensional
and simple, L ≃gr K(P ), the type of P is the same as the type of L, the balanced
dimension of P equals dim(Lσ1) for σ = ±, and the balanced 2-dimension of P
equals dim(Lσ2) for σ = ±.
Proof. This follows from Propositions 4.4.2 and 4.6.1. 
5. Classification of finite dimensional simple Kantor pairs
Suppose in this section that K is an algebraically closed field of characteristic
0 and that Π is the connected Dynkin diagram of type Xn. We will use certain
admissible subsets of Π, or equivalently certain markings of Π, to classify the finite
dimensional simple Kantor pairs over K.
For this purpose, we let G be a finite dimensional simple Lie algebra over K of
type Xn with Cartan subalgebra H and root system Σ = Σ(G,H) relative to H (see
Subsection 1.1); and let ΠΣ be a base for this root system. Then there exists a
diagram isomorphism ι : Π→ ΠΣ. For simplicity we use ι to identify Π = ΠΣ.
Let µ+ be the highest root of Σ relative to Π, µ− := −µ+, and
Π˜ := Π ∪ {µ−}.
The Dynkin diagram for Π˜ (or simply Π˜) is called the extended Dynkin diagram (or
completed Dynkin graph in [B]) for Π.
We also assume as in Subsection 4.4 that
∆ = ∆BC1 := {−2α1,−α1, α1, 2α1}
is the irreducible root system of type BC1 with base Π∆ = {α1}, and we identify
Q∆ = Z using the Z-basis Π∆ for Q∆. Note that Aut(∆) =W∆ = {±1}.
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5.1. Kantor-admissible subsets of Π. To emphasize the role of BC1 here, we
write the sets Hom(Σ,∆), Homsh(Σ,∆), Homp(Σ,∆), and Hompsh(Σ,∆) respec-
tively as Hom(Σ,BC1), Homsh(Σ,BC1), Homp(Σ,BC1) and Hompsh(Σ,BC1). Then
we have
Hom(Σ,BC1) = {ρ ∈ Hom(QΣ,Z) : ρ(Σ) ⊆ {0,±1,±2}},
Homsh(Σ,BC1) = {ρ ∈ Hom(Σ,BC1) : 1 ∈ ρ(Σ)}.
(8)
If S ⊆ Π, we define χS ∈ Hom(QΣ,Z) by
χS(λ) =
{
1 if λ ∈ S
0 if λ ∈ Π \ S,
(9)
and we set χλ = χ{λ} for λ ∈ Π. Note that χ∅ = 0.
A subset S of Π is said to be Kantor-admissible if χS ∈ Homsh(Σ,BC1) (or
equivalently χS ∈ Hompsh(Σ,BC1)). Let
KA(Π) = the set of all Kantor-admissible subsets of Π.
Remark 5.1.1. The set KA(Π) (or equivalently the term Kantor-admissible) has
been defined using our choice of G, H, ΠΣ and ι : Π→ ΠΣ. However, it is easy to
see (since Dynkin diagram isomorphisms induce root system isomorphisms), that a
different choice of these objects leads to the same set KA(Π). In short, KA(Π) is
well-defined.
Proposition 5.1.2. The map S 7→ χS is a bijection of the set KA(Π) onto the set
Hompsh(Σ,BC1).
Proof. All but surjectivity is clear. For surjectivity, suppose ρ ∈ Hompsh(Σ,BC1).
Then 1 ∈ ρ(Σ+), so 1 ∈ ρ(Π). Note also that
∑
λ∈Π λ ∈ Σ
+, since Σ is irreducible.
So 0 ≤
∑
λ∈Π ρ(λ) ≤ 2. At least one term in this sum is 1, so all are 0 or 1. Let
S = {λ ∈ Π : ρ(λ) = 1}. Then ρ and χS agree on Π, so ρ = χS . Finally S ∈ KA(Π)
by definition. 
We have the following characterization of Kantor-admissible subsets of Π.
Proposition 5.1.3. If S is a subset of Π, then the following are equivalent:
(a) S ∈ KA(Π).
(b) S 6= ∅ and χS ∈ Hom(Σ,BC1).
(c) χS(µ
+) ∈ {1, 2}.
(d) S = {λ} with χλ(µ+) ∈ {1, 2}; or S = {λ, λ′} with λ 6= λ′ and χλ(µ+) =
χλ′(µ
+) = 1.
Proof. The implications in cyclic order are clear using (8). 
We define a right action of Aut(Π) on the set of subsets of Π by
S · ϕ := ϕ−1(S).
One checks that
χS · ϕ = χS·ϕ. (10)
for S ⊆ Π and ϕ ∈ Aut(Π). Hence the right action of Aut(Π) stabilizes the set
KA(Π), so we have a right action · of Aut(Π) on KA(Π).
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5.2. Classification. We next use Kantor’s approach for constructing Kantor triple
systems [K1] to construct Kantor pairs.
Construction 5.2.1. (The Kantor pair P(Π;S)) Let S ∈ KA(Π). Then χS ∈
Homsh(Σ,BC1), so G(χS) is a 5-graded Lie algebra with G(χS)−1 6= 0 or G(χS)1 6= 0
by Lemma 3.2.1. Let P(Π;S) be the Kantor pair enveloped by G(χS) (see Section
4.4). Then P(Π;S) = (P(Π;S)−,P(Π;S)+) is nonzero and given explicitly by
P(Π;S)σ = G(χS)σ1 =
∑
µ∈Σ, χS(µ)=σ1
Gµ
for σ = ± with products given by {x, y, z}σ = [[x, y], z] in G.
Remark 5.2.2. The definition of P(Π;S) uses our choice of G, H, ΠΣ and ι :
Π→ ΠΣ. It is easy to see (since Dynkin diagram isomorphisms induce Lie algebra
isomorphisms) that a different choice of these objects leads to a Kantor pair that is
isomorphic to P(Π;S). That is to say, P(Π;S) is well-defined up to isomorphism.
Since Π is fixed in our discussion, we will usually abbreviate our notation and
write P(Π;S) simply as P(S)
Remark 5.2.3. Let S ∈ KA(Π).
(i) By Proposition 4.6.3, P(S) is a finite dimensional simple Kantor pair of type
Xn and G(χS) ≃gr K(P(S)).
(ii) Again using Proposition 4.6.3, we see that the balanced dimension and the
balanced 2-dimension of P(S) equal respectively dim(G(χS)1) and dim(G(χS)2).
Hence these quantities are given respectively by
|{µ ∈ Σ : χS(µ) = 1}| and |{µ ∈ Σ : χS(µ) = 2}|.
(iii) P(S) is Jordan if and only if it has balanced 2-dimension 0, which by (ii)
holds if and only if χS(µ
+) = 1.
We now state a classification theorem for finite dimensional simple Kantor pairs
in terms of Kantor admissible subsets of Π.
Theorem 5.2.4 (Kantor). Suppose Π is the connected Dynkin diagram of type Xn.
(i) If S ∈ KA(Π), then P(S) is a finite dimensional simple Kantor pair of
type Xn.
(ii) If P is a finite dimensional simple Kantor pair of type Xn, then P is iso-
morphic to P(S) for some S ∈ KA(Π).
(iii) If S and S′ are in KA(Π), then P(S) and P(S′) are isomorphic if and only
S and S′ are in the same orbit in KA(Π) under the right action of Aut(Π).
We have seen (i) above; and (ii) and (iii) follow easily using Theorem 3.2.2,
Proposition 4.6.3 and Proposition 5.1.2. We omit the details since we will obtain
the theorem as a special case of our classification of finite dimensional simple SP-
graded Kantor pairs (see Theorem 7.2.4 and Remark 7.2.5).
Remark 5.2.5. We have attributed Theorem 5.2.4 to Isai Kantor, since in [K1,
§4] he proved the equivalent classification result (see Remark 4.6.2) for finite di-
mensional non-polarized simple Kantor triple systems up to isotopy, although he
omitted some details both in his statements and proofs. We note that Kantor also
gave models of each of the Kantor triple systems that he considered ([K1, §5–6],
[K2]). We will not look at these models in general, but rather focus on models for
the reflections of simple close-to-Jordan pairs later in Section 9.
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5.3. Marked Dynkin diagrams for simple Kantor pairs. We represent S ∈
KA(Π) by the Dynkin diagram for Π with the nodes in S marked with a circle; and
we use the same marked Dynkin diagram to represent the Kantor pair P(S).
Example 5.3.1. (Type E6). Suppose that Π = {µ1, . . . , µ6} is of type E6 with
Dynkin diagram
µ1 µ2 µ3 µ4 µ5
µ6
Now µ+ = µ1+2µ2+3µ3+2µ4+µ5+2µ6, and the extended Dynkin diagram Π˜ is
µ1 µ2 µ3 µ4 µ5
µ6
µ−
(11)
[B, VI, §4.12, (IV)]. So by Proposition 5.1.3)(d) there are, up to the right action of
Aut(Π), four Kantor-admissible subsets S of Π:
(i) : {µ1}, (ii) : {µ6}, (iii) : {µ2}, (iv) : {µ1, µ5}.
These are represented respectively by the following marked diagrams
(i) : E6(16, 0) (ii) : E6(20, 1)
(iii) : E6(20, 5) (iv) : E6(16, 8) .
So by Theorem 5.2.4 there are four simple Kantor pairs of type E6 up to isomor-
phism, which are represented by these marked diagrams.
For each S above, we have labelled the marked diagram representing S and
P(S) by E6(d, e), where d is the balanced dimension of P(S) and e is the balanced
2-dimension of P(S). (d and e were computed using Remark 5.2.3(ii) and a list
of roots in Σ [B, Plate V].) We will sometimes also use the label E6(d, e) for the
Kantor pair P(S) itself.
Note that the unique pair in the list that is Jordan is E6(16, 0), and the unique
pair in the list that is close-to-Jordan is E6(20, 1).
For each of the other types Xn, it is easy using the same method to write down
the marked Dynkin diagrams representing the simple Kantor pairs of type Xn up
to isomorphism.
5.4. The close-to-Jordan case. We next consider the classification in the special
case of simple close-to-Jordan pairs of type Xn. By Theorem 5.2.4, there is only
one simple finite dimensional Kantor pair of type A1, and it is Jordan so not close-
to-Jordan. For the other types, we have the following:
Theorem 5.4.1 (Kantor and Skopec). Suppose that Xn 6= A1, and let S be the set
of nodes of Π that are adjacent to µ− in Π˜.
(i) χS(µ) = 〈µ, µ+〉 for µ ∈ QΣ; so χS(µ+) = 2.
(ii) S is the unique element of KA(Π) such that P(S) is close-to-Jordan.
(iii) P(S) is, up to isomorphism, the unique finite dimensional simple close-to-
Jordan pair of type Xn.
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Proof. Although this result is not stated in this form in [KS], it is implicit in the
statement and proof of Theorem 4 in [KS]. For the reader’s convenience we give a
different proof.
(i): We can assume that µ ∈ Π. So µ /∈ Qµ+ (since Xn 6= A1). Hence 〈µ, µ+〉 ∈
{0, 1} by [B, VI, §1.8, Prop. 25(iv)]; whereas χS(µ) ∈ {0, 1} by definition of χS .
Finally 〈µ, µ+〉 6= 0 iff µ ∈ S iff χS(µ) 6= 0.
(ii): If S′ ∈ KA(Π), recall that by Remark 5.2.3(ii), P(S′) is close-to-Jordan if
and only if {µ ∈ Σ : χS′(µ) = 2} = {µ+}.
Now S ∈ KA(Π) by Proposition 5.1.3(c). To see that P(S) is close-to-Jordan, it
is enough to show that χS(µ) 6= 2 for µ ∈ Σ+ \ {µ+}. But if µ ∈ Σ+ \ {µ+}, there
exists κ ∈ Π such that µ ∈ µ+ − κ−
∑
λ∈Π Z≥0λ and µ
+ − κ ∈ Σ. Thus, κ ∈ S, so
χS(µ) ≤ 2− 1 = 1.
Finally, suppose that S′ ∈ KA(Π) and P(S′) is close-to-Jordan. So χS′(µ+) = 2.
If there exists κ ∈ S such that κ /∈ S′, then µ+−κ ∈ Σ+\{µ+} and χS′(µ+−κ) = 2,
a contraction. So S ⊆ S′. Moreover, this inclusion is not proper, since otherwise
we would have 2 = χS(µ
+) < χS′(µ
+). So S′ = S
(iii) follows from (ii) and Theorem 5.2.4. 
Example 5.3.1 provides an illustration of Theorem 5.4.1(iii) in type E6.
Remark 5.4.2. Suppose we have the assumptions of Theorem 5.4.1.
(i) One sees checking types case-by-case that card(S) = 1 if Xn 6= An.
(ii) The 5-grading of G(χS) induces a 5-grading of the set Σ ∪ {0} (which is
viewed as a root system in [LN]). Since χS(λ) = 〈λ, µ+〉 for λ ∈ QΣ, one sees that
this 5-grading of Σ∪ {0} is the one described previously in [LN, §17.10]. We won’t
need this fact, so we omit the details.
5.5. Close-to-Jordan pairs and Freudenthal-Kantor triple systems. Sup-
pose in this subsection that S ∈ KA(Π) and P = P(S) is close-to-Jordan. Recall
by Theorem 5.4.1(ii) that Xn 6= A1 and S is the set of nodes of Π that are adjacent
to µ− in Π˜.
Choose nonzero eσ ∈ Gµσ for σ = ± such that
[h+, eσ] = σ2eσ, where h+ = [e+, e−].
Then S := Ke− ⊕Kh+ ⊕ e+ ≃ sl2(K). Also, since P is close-to-Jordan, we have
G(χS)σ2 = Ke
σ (12)
for σ = ±. We set
ω := exp(ad e+) exp(− ad e−) exp(ad e+) ∈ Aut(G),
in which case
ω(eσ) = −e−σ, σ = ±, and ω(h+) = −h+. (13)
We now use sl2-theory to verify some properties of the triple (e
−, h+, e+) and
the automorphism ω.
Lemma 5.5.1. We have
(i) µ(h+) = 〈µ, µ+〉 = χS(µ) for µ ∈ QΣ.
(ii) G(χS)i = {g ∈ G : [h+, g] = ig} for i ∈ Z.
(iii) ω reverses the 5-grading of G(χS), and hence ω(P σ) = P−σ for σ = ±.
(iv) ω2 |P−+P+= − idP−+P+ .
(v) ω(x) = −σ[e−σ, x] for x ∈ P σ, σ = ±.
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(vi) If σ = ±, there exists a unique bilinear form ζσ : P σ ×P−σ → K such that
[[x, a], eσ] = ζσ(x, a)eσ (14)
for x ∈ P σ, a ∈ P−σ. Further
[x, ωa] = −σζσ(x, a)eσ, (15)
ζσ(x, a) = ζ−σ(a, x) (16)
for x ∈ P σ, a ∈ P−σ; and ζσ is nondegenerate.
(vii) If x, y ∈ P σ and a ∈ P−σ, then
[[ωx, a], y] = ζσ(x, a)ωy and ω
(
[[x, a], y]
)
= ζσ(x, a)ωy + [[x, a], ωy].
(viii) If x, y, z ∈ P σ, then [[x, ωy], z]− [[z, ωy], x] = −ζσ(x, ωz)y.
Proof. (i): The first equality is standard [H, Prop. 8.2(g)] and the second was seen
in Theorem 5.4.1(i).
(ii) and (iii): (ii) follows from (i), and (iii) follows from (ii) and (13).
(iv) and (v): Let T = P−⊕P+ in G. Then T is an S-submodule of G under the
adjoint action. Also, by (ii), P− and P+ are respectively the −1 and 1 eigenspaces
for ad(h+) in T . So, by sl2-theory [B, VIII, §1.2–1.3], the S-module T is the
direct sum of copies of the 2-dimensional irreducible S-module. Then (iv) and (v)
follow by well known 2× 2-matrix calculations (see for example [B, VIII, §1.5] with
Xσ = σe
σ).
(vi): The first statement follows from (12). Then [x, ωa] = σ[x, [eσ, a]] =
−σζσ(x, a)eσ; and (16) follows by applying ω and using (13) and (iv). For nonde-
generacy, it is enough to show that if x ∈ P σ and [x, P σ] = 0, then x = 0. For this,
let κ be the Killing form. Then 0 = κ([x, P σ], e−σ) = κ(x, [P σ, e−σ]) = κ(x, P−σ)
by (iii) and (v). But G(χS)1 and G(χS)−1 are paired by κ, so x = 0.
(vii): Using (15), (16) and (v), we have [[ωx, a], y] = −σζ−σ(a, x)[e−σ, y] =
ζσ(x, a)ωy. Then, since ad(e−σ) is a derivation of G which kills P−σ, we have
ω
(
[[x, a], y]
)
= [[ωx, a], y] + [[x, a], ωy] = ζσ(x, a)ωy + [[x, a], ωy].
(viii): Using (iv), the first identity of (vii) and (16), we have [[x, ωy], z] −
[[z, ωy], x] = [[x, z], ωy] = [[ω2z, x], ωy] = ζ−σ(ωz, x)ω2y = −ζσ(x, ωz)y. 
Theorem 5.5.2. A trilinear pair is a finite dimensional simple close-to-Jordan pair
if and only if it is isomorphic to the signed double of a nonzero finite dimensional
balanced (1, 1)-FKTS with non-degenerate skew-form (see Example 4.3.1(ii)).
Proof. “⇒” By Theorem 5.4.1(iii) we can assume that the trilinear pair is P =
P(S). Then by Lemma 4.4.1 and Lemma 5.5.1 (parts (iii) and (iv)), P is isomor-
phic to the signed double of the triple system X = P− with product {a, b, c} :=
{a, ωb, c}−. So by definition X is a (1, 1)-FKTS. MoreoverX is balanced with skew
form 〈a, b〉 = −ζ−(a, ωb) by Lemma 5.5.1(viii); 〈 , 〉 is nondegenerate by Lemma
5.5.1(vi); and X 6= 0 since P is simple.
“⇐” Conversely suppose that X is a non-zero balanced (1, 1)-FKTS with non-
degenerate skew form. Then, we can use the construction from [F, Thm. 1] of
a simple 5-graded Lie algebra S = S(X,R(X)) with dim(S)σ2 = 1. (Actually,
the construction starts with a balanced symplectic ternary algebra, but we have
seen the translation in Remark 4.3.2.) One can easily check that S envelops the
signed-double of X . Hence the signed-double of X is a simple close-to-Jordan pair
by Proposition 4.6.3. 
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In [FF, Cor. 2], the authors used the work of Meyberg [M1] on Freudenthal triple
systems, to give constructions (mainly as 2×2 matrix systems with Jordan entries)
of all balanced symplectic algebras with nondegenerate skew forms. (Note however
that there is a missing term (a1 × a2) × b3 in the expression for c in [FF, (3.4)].)
In view of Remark 4.3.2, this gives constructions of all finite dimensional balanced
(1, 1)-FKTS’s with nondegenerate skew forms. Hence, by Theorem 5.5.2, we obtain
constructions of all finite dimensional simple close-to-Jordan pairs.
6. SP-graded Kantor pairs
Assume again that K is a commutative associative ring containing 16 .
6.1. SP-graded Kantor pairs. Suppose P is a trilinear pair. If G is an abelian
group and Pg = (P
−
g , P
+
g ) for g ∈ G, where P
σ
g is an K-submodule of P
σ for g ∈ G,
σ = ±, we write P =
⊕
g∈G Pg to mean that P
σ =
⊕
g∈G P
σ
g for σ = ±.
We say that P =
⊕
g∈G Pg is a G-grading of P if
{P σg , P
−σ
g′ , P
σ
g′′} ⊆ P
σ
g−g′+g′′
for g, g′, g′′ ∈ G, σ = ±. In that case, each Pg is a subpair of P , and we say that P
is G-graded.
If P is G-graded, we endow P op with the G-grading given by
(P op)σg = P
−σ
g .
We recall from Subsection 2.1 that the unmodified terms simple and isomorphic
for G-graded pairs will be used in the ungraded sense, and that we have a notion
of isomorphism for G-gradings on a trilinear pair.
If P is a Kantor pair, a short Peirce grading (or SP-grading) of P is a Z-grading
P =
⊕
i∈Z Pi such that P
σ
i = 0 for σ = ± and i 6= 0, 1. In that case we have
P = P0 ⊕ P1, and we call the graded pair P a short Peirce graded (or SP-graded)
Kantor pair.
Any Kantor pair P has at least two SP-gradings, the zero SP-grading P = P0
with P1 = 0, and the one SP-grading P = P1 with P0 = 0. We call these two
SP-gradings trivial.
Clearly, the opposite of an SP-graded Kantor pair is an SP-graded Kantor pair.
6.2. BC2-graded Lie algebras and SP-graded Kantor pairs. We now recall
from [AFS, §4] the relationship between SP-graded Kantor pairs and BC2-graded
Lie algebras.
For this purpose, suppose for the rest of this section that
∆ = ∆BC2 := {±α1,±α2,±(α1 + α2),±2α1,±(2α1 + α2),±(2α1 + 2α2)}.
is the irreducible root system of type BC2 with base Π∆ = {α1, α2}. We identify
Q∆ = Z
2 using the Z-basis Π∆ for Q∆, so any BC2-graded Lie algebra is a Z
2-
graded Lie algebra.
If L =
⊕
(i,j)∈Z2 L(i,j) is a Z
2-graded Lie algebra, we often write L(i,j) as Li,j
for brevity. Then the first component grading of L is defined to be the Z-grading
L =
⊕
i∈Z Li,∗, where Li,∗ =
⊕
j∈Z Li,j.
Suppose that L is a BC2-graded Lie algebra. Then, L with its first component
grading is a 5-graded Lie algebra, which therefore envelops a Kantor pair
P = (L−1,∗, L1,∗) = (L−1,0 ⊕ L−1,−1, L1,0 ⊕ L1,1).
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Moreover, P = P0 ⊕ P1, where
P σi = Lσ1,σi
for σ = ±, i ∈ Z, is an SP-grading of P [AFS, §4.3]. We call P with this grading
the SP-graded Kantor pair enveloped by the BC2-graded Lie algebra L, and we say
that the BC2-graded Lie algebra L envelops the SP-graded Kantor pair P .
Observe that ∆sh = {±α1,±(α1+α2)}. So if L is a BC2-graded Lie algebra and
P is the SP-graded Kantor pair enveloped by L, then (as in the BC1 case)
P− ⊕ P+ =
⊕
α∈∆sh
Lα in L. (17)
Every SP-graded Kantor pair is enveloped by some BC2-graded Lie algebra.
Indeed, if P is an SP-graded Kantor pair, then K(P ) has a unique BC2-grading,
called its standard BC2-grading, such that the K(P ) with this grading envelops P
[AFS, Prop. 4.4.1].
Note that two SP -graded Kantor pairs are graded-isomorphic if and only if the
corresponding Kantor Lie algebras with their standard BC2-gradings are graded-
isomorphic [AFS, Prop. 4.4.2].
We know that any simple SP-graded Kantor pair is enveloped by a simple BC2-
graded Lie algebra, namely K(P ) with its standard BC2-grading. Conversely, we
have the following proposition:
Proposition 6.2.1. [AFS, Prop. 4.4.2(iii)] Let P be a nonzero SP-graded Kantor
pair and suppose that L is a simple BC2-graded Lie algebra that envelops P . Then
L is graded-isomorphic to K(P ) with its standard BC2-grading.
Proposition 6.2.2. If K is an algebraically closed field of characteristic 0 and
P is a finite dimensional simple SP-graded Kantor pair over K, then P op ≃gr P .
Consequently Pi ≃ P
op
i , so the Kantor pair Pi has balanced dimension and balanced
2-dimension for i = 0, 1.
Proof. By Proposition 3.1.2(iii), we can choose ω ∈ Aut(K(P )) of period 2 such that
ω(K(P )k,i) = K(P )−k,−i for k, i ∈ Z. Then ω exchanges P
+
i and P
−
i for i = 0, 1, so
(ω |P− , ω |P+) is a graded-isomorphism of P onto P
op. Hence Pi ≃ P
op
i for i = 0, 1,
and the proof is complete by Lemma 4.5.1. 
6.3. Weyl images of SP-graded Kantor pairs. Let sα ∈ W∆ be the reflection
through the hyperplane orthogonal to α for α ∈ ∆, and put si = sαi for i = 1, 2.
The generators s1 and s2 of W∆ satisfy s1s2s1s2 = s2s1s2s1 = −1, and Aut(∆) =
W∆ = {1, s1, s2, s2s1,−1,−s1,−s2,−s2s1} is the dihedral group of order 8.
Let P be an SP-graded Kantor pair and let u ∈W∆. If we choose a BC2-graded
Lie algebra L that envelops P , then uL is also a BC2-graded Lie algebra that
therefore envelops an SP-graded Kantor pair which we denote by uP . It turns out
that uP is independent of the choice of L [AFS, Lemma 5.1.2(iv)], and we call uP
the u-image (or a Weyl image) of P . It is clear that Weyl images respect graded
isomorphisms ; that is P ≃gr Q =⇒ uP ≃gr uQ. Moreover, 1P = P , and, by (2),
u1(u2P ) = u1u2P for u1, u2 ∈ W∆.
Since s1 and s2 generate W∆, the SP-graded Kantor pairs
s1P and s2P are of
particular importance. For convenience, we use the notation
P˘ := s1P
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and call this SP-graded Kantor pair the reflection of P . It is easy to check that
P˘ σi = P
π(i)σ
i , (18)
for σ = ±, i = 0, 1, where π(0) = − and π(1) = + [AFS, Prop. 5.2.1]. Moreover
the σ-product {, , }˘σ on P˘ is given in terms of the products on P by
{xσi , y
−σ
i , z
σ
i }˘
σ
= {xσi , y
−σ
i , z
σ
i }
π(i)σ, {xσ1−i, y
−σ
1−i, z
σ
i }˘
σ
= −{y−σ1−i, x
σ
1−i, z
σ
i }
π(i)σ,
{xσi , y
−σ
1−i, z
σ
i }˘
σ
= 0, and {xσi , y
−σ
1−i, z
σ
1−i}˘
σ
= Kπ(i)σ(xσi , y
−σ
1−i)z
σ
1−i.
for σ = ±, i = 0, 1, where xτj , y
τ
j , z
τ
j ∈ P˘
τ
j in each case [AFS, Prop. 5.2.1]. However,
we will not use these expressions in this article, but rather directly use the definition
of P˘ given above. It turns out that in general P˘ is not isomorphic to P as an
ungraded Kantor pair (as we saw in [AFS] and will see again in Example 8.3.7).
In contrast, the SP-graded Kantor pair s2P has an easy description. We have
s2P = P¯ ,
where P¯ is the SP-graded Kantor pair, called the shift of P that equals P as a
Kantor pair and has Z-grading given by P¯i = P1−i for i ∈ Z [AFS, (21)]. In
particular, P¯ is isomorphic as an ungraded pair to P .
Finally, it is clear that the SP-graded pair −1P is simply P op.
Proposition 6.3.1. Suppose P is a simple SP-graded Kantor pair and u ∈ W∆.
Then uP is simple. Moreover, if K is an algebraically closed field of characteristic
0 and P is finite dimensional, then uP has the same balanced dimension as P .
Proof. The first statement is seen in [AFS, Prop. 4.1.4]. For the second statement,
it suffices to prove that P¯ and P˘ have the same balanced dimension as P (since
W∆ = 〈s1, s2〉). This is clear for P¯ ; while for P˘ it follows from (18) and the fact
that P0 has balanced dimension by Proposition 6.2.2. 
Remark 6.3.2. Under the assumptions of the second statement of the proposition,
it is clear that the shift P¯ of an SP-graded P has the same balanced 2-dimension
as P . However that is not true for the reflection P˘ of P (see Example 8.3.7 below).
7. Classification of finite dimensional simple SP-graded Kantor pairs
For the rest of this article we assume that K is an algebraically closed field of
characteristic 0, and Π is the connected Dynkin diagram of type Xn.
We also assume G is a finite dimensional simple Lie algebra over K of type Xn
with Cartan subalgebra H and root system Σ = Σ(G,H) relative to H. Let ΠΣ
be a base for this root system, in which case there exists a diagram isomorphism
ι : Π→ ΠΣ, which we use to identify Π = ΠΣ.
Also, as in Section 5, µ+ is the highest root of Σ relative to Π, µ− = −µ+ and
Π˜ = Π ∪ {µ−} is the extended Dynkin diagram for Π. If Y is a non-empty subset
of Π˜, then Y is the disjoint union of its connected components; and if λ ∈ Y , we
use the notation comp(Y, λ) for the connected component of Y containing λ.
We further assume that
∆ = ∆BC2 := {±α1,±α2,±(α1 + α2),±2α1,±(2α1 + α2),±(2α1 + 2α2)}
is the irreducible root system of type BC2 with base Π∆ = {α1, α2}.
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We identify Q∆ = Z
2 using the Z-basis Π∆ for Q∆. We then have the identifi-
cation
Hom(QΣ, Q∆) = Hom(QΣ,Z
2) = Hom(QΣ,Z)
2,
where in the last equality (ρ1, ρ2) in Hom(QΣ,Z)
2 is identified with the element of
Hom(QΣ,Z
2) given by µ 7→ (ρ1(µ), ρ2(µ)).
7.1. SP-admissible pairs of subsets of Π. To emphasize the role of BC2 here, we
will write Hom(Σ,∆), Homsh(Σ,∆), Homp(Σ,∆) and Hompsh(Σ,∆) respectively
as Hom(Σ,BC2), Homsh(Σ,BC2), Homp(Σ,BC2) and Hompsh(Σ,BC2). So, setting
2 := {0, 1, 2} × {0, 1, 2}, we have
Hom(Σ,BC2) = {ρ ∈ Hom(QΣ,Z
2) :
ρ(Σ) ⊆ 2 ∪ (−2), (1, 2) /∈ ρ(Σ), (0, 2) /∈ ρ(Σ)}, (19)
Homsh(Σ,BC2) = {(ρ1, ρ2) ∈ Hom(Σ,BC2) : 1 ∈ ρ1(Σ)}. (20)
If (S, T ) is a pair of subsets of Π, we use the notation
χ(S,T ) := (χS , χT ) ∈ Hom(QΣ,Z
2)
and say (S, T ) is SP-admissible if χ(S,T ) ∈ Homsh(Σ,BC2) (or equivalently χ(S,T ) ∈
Hompsh(Σ,BC2)). We let
SPA(Π) = the set of all SP-admissible pairs of subsets of Π.
Remark 7.1.1. Just as in Remark 5.1.1, the set SPA(Π) is well-defined.
Proposition 7.1.2. The map (S, T ) 7→ χ(S,T ) is a bijection of the set SPA(Π) onto
the set Hompsh(Σ,BC2).
Proof. All but surjectivity is clear. For surjectivity, suppose that ρ = (ρ1, ρ2) ∈
Hompsh(Σ,BC2). Then, by (19) and (20), ρ1(Σ) ⊆ {0,±1,±2} and 1 ∈ ρ1(Σ).
Hence, since ρ1(α) ≥ 0 for α ∈ Σ
+, we have ρ1 = χS for some S ⊆ Π by
Proposition 5.1.2. Also, if 1 ∈ ρ2(Σ), we have ρ2 = χT for some T ⊆ Π by
the same argument. So we can assume that 1 /∈ ρ2(Σ). Hence, by (19), ρ(Σ) ⊆
{(0, 0),±(1, 0),±(2, 0),±(2, 2)}. Therefore, G(ρ)−1,∗ + G(ρ)1,∗ ⊆ G(ρ)∗,0 (using the
notation of Section 6.2). But the left hand side of this inclusion is nonzero by
Lemma 3.2.1, so this space generates G as an algebra by (7). Therefore G(ρ) =
G(ρ)∗,0, so ρ2(Σ) = 0. Thus ρ2 = 0 = χ∅. 
Lemma 7.1.3. Let ρ = (ρ1, ρ2) ∈ Hom(QΣ,Z2). Then ρ ∈ Homsh(Σ,BC2) if and
only if ρ(Σ) ⊆ 2 ∪ (−2), (1, 2) /∈ ρ(Σ) and 1 ∈ ρ1(Σ).
Proof. In view of (19), we only need to prove “⇐”. Let L = G(ρ), which is a
Z2-graded Lie algebra with suppZ2(L) = ρ(Σ ∪ {0}). By our assumptions, the first
component grading L =
⊕
i∈Z Li,∗ of L is a 5-grading with L−1,∗+L1,∗ 6= 0. Hence,
by (7), each element in L has the form x+
∑
[yj , zj ], where x, yj , zj ∈ L−1,∗+L1,∗.
Therefore each element of suppZ2(L) is either an element in suppZ2(L−1,∗+L1,∗) or
it is a sum of two such elements. But by our assumptions suppZ2(L−1,∗ + L1,∗) ⊆
{±(1, 0),±(1, 1)}. Hence (0, 2) /∈ suppZ2(L) as needed. 
Lemma 7.1.4. If µ ∈ Σ, then {µ−} ∪ suppΠ{µ
+ − µ} is a connected subset of Π˜.
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Proof. Let S(µ) = {µ−} ∪ suppΠ{µ
+ − µ} for µ ∈ Σ. We prove that S(µ) is
connected by induction on the non-negative integer htΠ(µ
+−µ). First, if htΠ(µ+−
µ) = 0, then µ = µ+ and S(µ) = {µ−} is connected. Suppose that htΠ(µ+−µ) > 0.
Then µ 6= µ+. Furthermore, we can assume that µ /∈ −Π, since otherwise S(µ) = Π˜
is connected. So there exists λ ∈ Π with
ν = µ+ λ ∈ Σ.
Then, by the induction hypothesis, S(ν) is connected. Further, S(µ) = S(ν)∪{λ}.
So it remains to show that 〈S(ν), λ〉 6= 0. For this we can assume that λ /∈ S(ν), so
χλ(ν) = χλ(µ
+). Hence ν + λ /∈ Σ. Thus, since ν − λ ∈ Σ, we have 〈ν, λ〉 6= 0. But
then, since ν lies in the group generated by S(ν), we have 〈S(ν), λ〉 6= 0. 
We have the following characterization of SP-admissible pairs of subsets of Π.
Proposition 7.1.5. Suppose that S, T ⊆ Π. Then the following are equivalent:
(a) (S, T ) ∈ SPA(Π).
(b) S 6= ∅ and χ(S,T ) ∈ Hom(Σ,BC2)
(c) χS(µ
+) ∈ {1, 2}; χT (µ
+) ∈ {0, 1, 2}; and if χT (µ
+) = 2, then χS(µ
+) = 2
and comp(Π˜ \ T, µ−) ∩ S = ∅.
Proof. The equivalence of (a) and (b) is clear, so we only consider the equivalence
of (b) and (c). For this we can assume that χS(µ
+) ∈ {1, 2} and χT (µ+) ∈ {0, 1, 2}
(since these statements hold if either (b) or (c) is assumed). Also, if χT (µ
+) = 0 or
1, then χT (µ) 6= ±2 for µ ∈ Σ, so (b) and (c) are each true. Thus we can suppose
χT (µ
+) = 2. Then if χS(µ
+) = 1, statements (b) and (c) are each false. So we
can suppose χS(µ
+) = 2. It remains to show that (S, T ) ∈ SPA(Π) if and only if
comp(Π˜ \ T, µ−) ∩ S = ∅. We establish the contrapositives of these implications.
Suppose that comp(Π˜ \ T, µ−) ∩ S 6= ∅. Then there is a path λ0, λ1, . . . , λr in
Π˜ which does not pass through T with r ≥ 1, λ0 = µ−, λr ∈ S. We can shorten
this path if necessary to assume that the λi’s are distinct and that λi ∈ Π \ S for
1 ≤ i ≤ r − 1. Then P := {λ0, λ1, . . . , λr} is a non-empty, proper and connected
subset of Π˜, so the diagram for P is the diagram of an irreducible reduced finite
root system [Kac, Prop. 4.7(c)]. Hence µP :=
∑r
i=0 λi ∈ Σ. So
−µP = µ
+ − λ1 − · · · − λr ∈ Σ
+.
Since λi /∈ T for 1 ≤ i ≤ r, we have χT (−µP ) = χT (µ+) = 2. Also, since λi 6∈ S
for 1 ≤ i ≤ r − 1, we have χS(−µP ) = χS(µ
+) − χS(λr) = 2 − 1 = 1. Thus
(S, T ) /∈ SPA(Π).
Conversely, suppose that (S, T ) /∈ SPA(Π). Then, by Lemma 7.1.3, there exists
µ ∈ Σ+ with (χS(µ), χT (µ)) = (1, 2). Let S(µ) = {µ−} ∪ suppΠ{µ
+ − µ}. Now
χT (µ
+ − µ) = 2 − 2 = 0, so T ∩ S(µ) = ∅. Also, χS(µ+ − µ) = 2 − 1 = 1, so
S ∩ S(µ) 6= ∅. Since S(µ) is connected by Lemma 7.1.4, S(µ) ⊆ comp(Π˜ \ T, µ−),
so comp(Π˜ \ T, µ−) ∩ S 6= ∅. 
It follows from Propositions 7.1.5(c) and 5.1.3(c) that if (S, T ) ∈ SPA(Π), then
S is Kantor-admissible and T is either empty or Kantor-admissible.
We define a right action of Aut(Π) on the set of pairs of subsets of Π by
(S, T ) · ϕ := (S · ϕ, T · ϕ) = (ϕ−1(S), ϕ−1(T )).
Now, by (10), we have
χ(S,T ) · ϕ = χ(S,T )·ϕ (21)
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for S, T ⊆ Π, ϕ ∈ Aut(Π). Using this and the fact that Homsh(Σ,BC2) is stabilized
by the right action of Aut(Π), we see that the SPA(Π) is stabilized by the right
action of Aut(Π). So we have a right action · of Aut(Π) on SPA(Π).
7.2. Classification.
Construction 7.2.1. (The SP-graded Kantor pair P(Π;S, T )) Suppose(S, T ) ∈
SPA(Π), in which case χ(S,T ) ∈ Homsh(Σ,BC2). Then, by Lemma 3.2.1, G(χ(S,T ))
is a BC2-graded Lie algebra with G(χ(S,T ))α 6= 0 for some α ∈ ∆sh. Let P(Π;S, T )
be the SP-graded Kantor pair enveloped by G(χ(S,T )) (see Section 6.2). Note that
P(Π;S, T ) is nonzero by (17). Explicitly P(Π;S, T ) is the Kantor pair P(Π;S) (see
Construction 5.2.1) with the SP-grading given by
P(Π;S)σσi = G(χ(S,T ))σ1,σi =
∑
µ∈QΣ, χS(µ)=σ1, χT (µ)=σi
Gµ (22)
for σ = ± and i = 0, 1. We call this grading the SP-grading of P(Π;S) determined
by T .
Remark 7.2.2. Just as in Remark 5.2.2, P(Π;S, T ) is well-defined up to graded-
isomorphism.
Again since Π is fixed in our discussion we will usually write P(Π;S, T ) as
P(S, T )
Remark 7.2.3. Let (S, T ) ∈ SPA(Π).
(i) By Proposition 6.2.1, G(χ(S,T )) is graded-isomorphic to K(P(S, T )) with its
standard BC2-grading.
(ii) If i = 0, 1, P(S, T )i has balanced dimension by Proposition 6.2.2. Moreover,
this balanced dimension equals dim(G(χ(S,T ))1,i) by (i), which equals
|{µ ∈ Σ : χS(µ) = 1, χT (µ) = i}|.
We have the following classification of simple SP-graded Kantor pairs of type Xn.
Theorem 7.2.4. Suppose that Π is the connected Dynkin diagram of type Xn.
(i) If (S, T ) ∈ SPA(Π), then P(S, T ) is a finite dimensional simple SP-graded
Kantor pair of type Xn.
(ii) If P is a finite dimensional simple SP-graded Kantor pair of type Xn, then
P is graded-isomorphic to P(S, T ) for some (S, T ) ∈ SPA(Π).
(iii) If (S, T ), (S′, T ′) ∈ SPA(Π), then the Kantor pairs P(S, T ) and P(S′, T ′)
are graded-isomorphic if and only (S, T ) and (S′, T ′) are in the same orbit
in SPA(Π) under the right action of Aut(Π).
Proof. (i): This follows from Proposition 4.6.3.
(ii): K(P ) is simple of type Xn, so there is an isomorphism η : K(P ) → G.
We use η to transport the standard BC2-grading of K(P ) to G, so η is a BC2-
graded isomorphism. Next by Theorem 3.2.2(i) we can assume that the BC2-
grading of G is the ρ-grading for some ρ ∈ Homp(Σ,BC2). Now K(P )α 6= 0 for
some α ∈ ∆sh by (17), and thus G(ρ)α 6= 0 for some α ∈ ∆sh. So by Lemma
3.2.1(ii), ρ ∈ Hompsh(Σ,BC2), and hence by Proposition 7.1.2, ρ = χ(S,T ) for some
(S, T ) ∈ SPA(Π). Thus, under the restriction of η, P ≃gr P(S, T ).
(iii): Let P = P(S, T ) and P ′ = P(S′, T ′); and let ρ = χ(S,T ) and ρ
′ = χ(S′,T ′) in
Hompsh(Σ,BC2). Then by Theorem 3.2.2(ii) and (21), we know that G(ρ) ≃gr G(ρ′)
if and only if (S, T ) and (S,′ T ′) are in the same orbit in SPA(Π) under the right
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action of Aut(Π). So it remains to show that P ≃gr P ′ if and only if G(ρ) ≃gr G(ρ′).
The implication “⇐” in this statement is clear. To prove the converse, suppose
that P ≃gr P ′. Then, as noted in Subsection 6.2, K(P ) ≃gr K(P ′); so, by Remark
7.2.3(i), G(ρ) ≃gr G(ρ′). 
Remark 7.2.5. We note that if we take T = ∅ everywhere in Theorem 7.2.4, we
obtain the classification Theorem 5.2.4.
As a corollary, we obtain the following classification up to isomorphism of the
SP-gradings on a fixed simple Kantor pair.
Corollary 7.2.6. Suppose S ∈ KA(Π). Any SP-grading on P(S) is isomorphic to
the SP-grading determined by T for some subset T of Π such that (S, T ) ∈ SPA(Π).
Also, for two such subsets T and T ′ of Π, the SP-gradings of P(S) determined by
T and T ′ are isomorphic if and only if (S, T ) and (S, T ′) are in the same orbit in
SPA(Π) under the right action of Aut(Π).
If S ∈ KA(Π), then, by Proposition 7.1.5(c), (S, ∅) and (S, S) are in SPA(Π).
Moreover, the SP-gradings of P(S) determined by ∅ and S are respectively the
zero SP-grading and the one SP-grading of P(S). Of course our main interest is
in non-trivial gradings of P(S), which occur in Corollary 7.2.6 when T is not equal
to ∅ or S.
7.3. The close-to-Jordan case. The classification of SP-gradings has a particu-
larly simple description for close-to-Jordan pairs.
Theorem 7.3.1. Suppose S ∈ KA(Π) and P = P(S) is close-to-Jordan. If T ⊆ Π,
then (S, T ) ∈ SPA(Π) if and only if
T = ∅, T = S or T = {λ} for some λ ∈ Π with χλ(µ
+) = 1. (23)
Hence the SP-gradings of P(S) are, up to isomorphism, precisely the SP-gradings
determined by subsets of Π of the form (23). Finally, if T and T ′ are subsets of Π
of the form (23), then T and T ′ determine isomorphic SP-gradings of P(S) if and
only if there exists ϕ ∈ Aut(Π) such that T ′ = T · ϕ.
Proof. Recall that Xn 6= A1, S is the set of nodes of Π that are adjacent to µ− in Π˜
and χS(µ
+) = 2 (see Theorem 5.4.1). If T of the form (23), then (S, T ) ∈ SPA(Π)
by Proposition 7.1.5(c). For the converse, suppose T ⊆ Π with (S, T ) ∈ SPA(Π),
and suppose T 6= ∅ and T 6= S. Then it suffices to show that χT (µ+) = 1, so we
suppose the contrary. Hence µT (µ
+) = 2. But if ν ∈ S \ T , then µ−, ν is a path in
Π˜ \ T , so ν ∈ comp(Π˜, µ−) ∩ S, which is empty by Proposition 7.1.5(c). Therefore
S ⊆ T . So since χT (µ+) = 2 = χS(µ+), we have T = S. With this contradiction
we have proved the first statement. The second and third statements now follow
by Corollary 7.2.6 and the fact that each ϕ ∈ Aut(Π) fixes µ−. 
Looking at the explicit expression for µ+ for each type, we see the following:
Corollary 7.3.2. Suppose that P is the simple close-to-Jordan Kantor pair of type
Xn 6= A1. If Xn = G2, F4 or E8, then P does not have a non-trivial SP-grading.
For the other types, the number of isomorphism classes of non-trivial SP-gradings
of P is ⌊n+12 ⌋ if Xn = An(n ≥ 2), 2 if Xn = Dn(n ≥ 5) and 1 if Xn = Bn(n ≥ 2),
Cn(n ≥ 3), D4, E6 or E7.
See Example 7.4.1(ii) below for an illustration of Theorem 7.3.1 and Corollary
7.3.2 in type E6.
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7.4. Marked Dynkin diagrams for SP-gradings. We represent an element
(S, T ) ∈ SPA(Π) by the Dynkin diagram for Π with the nodes in S marked with a
circle and the nodes in T marked with an asterisk; and we use the same marked
Dynkin diagram to represent the SP-graded Kantor pair P(S, T ) as well as the
SP-grading of P(S) determined by T .
Example 7.4.1. (Type E6) Suppose that Π = {µ1, . . . , µ6} is of type E6 with
Dynkin diagram as in Example 5.3.1. Recall that in Example 5.3.1 we saw that (up
to the right action of Aut(Π)) there are four Kantor-admissible subsets S of Π: (i)
{µ1}, (ii) {µ6}, (iii) {µ2}, and (iv) {µ1, µ5}. We now use Proposition 7.1.5(c) and
the extended diagram (11) for E6 to list for each choice of S the marked diagrams
that represent, up to the right action of Aut(Π), the SP-admissible pairs of the
form (S, T ) with T 6= ∅ and T 6= S:
(i) : E6(16, 0, 8) ∗
(ii) : E6(20, 1, 10) ∗
(iii) : E6(20, 5, 10) ∗ E6(20, 5, 8)
∗
E6(20, 5, 12) ∗
(iv) : E6(16, 8, 8a) ∗ E6(16, 8, 8b)
∗
Hence, for each S, Corollary 7.2.6 tells us that the non-trivial SP-gradings on P(S)
are represented up to isomorphism by the listed marked diagrams. Thus, up to
graded-isomorphism, each simple SP-graded Kantor pair of type E6 with non-trivial
grading is represented by exactly one of the above seven marked diagrams.
Note that each marked diagram representing (S, T ) and P(S, T ) in (i), (ii) and
(iii) is labelled as E6(d, e, f), where d is the balanced dimension of P(S, T ) and e
is the balanced 2-dimension of P(S, T ) as in Example 5.3.1, and where f is the
balanced dimension of P(S, T )1. (f was computed using Remark 7.2.3(ii) and a
list of roots in Σ [B, Plate V].) In (iv), we have used the notations E6(16, 8, 8a)
and E6(16, 8, 8b) because there are two graded pairs with parameters 16,8,8 that
are not graded-isomorphic. In any of the cases, we will sometimes use the label for
the SP-graded Kantor pair P(S, T ) itself.
For each of the other types Xn, it is not difficult using the same method to write
down marked Dynkin diagrams representing up to graded-isomorphism the simple
SP-graded Kantor pairs of type Xn with non-trivial gradings. We leave this to the
interested reader as an exercise.
8. Weyl images of finite dimensional simple SP-graded Kantor pairs
We continue with the assumptions and notation of Section 7. In this section (see
Theorems 8.3.1 and 8.3.2), we compute the marked Dynkin diagram that represents
the SP-graded Kantor pair uP(S, T ) for each (S, T ) ∈ SPA(Π) and each u ∈ W∆.
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In view of Theorem 7.2.4, this computes all Weyl images of all finite dimensional
simple SP-graded Kantor pairs.
8.1. The maps wX , σX and w˜X . Suppose that X ⊆ Π.
Let
EX = spanR(X), ΣX = Σ ∩EX and Σ
+
X = Σ
+ ∩ EX .
If X 6= ∅, then ΣX is a root system with base X in the Euclidean space EX , and
Σ+X is the set of positive roots in ΣX relative to X . We then use the simplified
notation
QX = QΣX and WX =WΣX
respectively for the root lattice and Weyl group of ΣX . If X = ∅, then EX = {0},
ΣX = ∅, Σ
+
X = ∅, and we set QX = {0} and WX = {1}.
If X 6= ∅, we let wX be the unique element of WX such that
wX(Σ
+
X) = −Σ
+
X .
Equivalently, wX is the longest element of WX relative to the base X [B, VI, §1.6,
Cor. 3]. Clearly −wX stabilizes X and we set
σX = −wX ∈ Aut(X),
where recall that Aut(X) is the group of diagram automorphisms of X . If X = ∅,
we adopt the conventions that wX = 1 and σX = 1. Evidently in all cases w
2
X = 1
and σ2X = 1.
If X 6= ∅, it is well known that the map σX can be read from the Dynkin diagram
for X . Indeed, if X is connected, then σX is the nontrivial diagram automorphism
of X if X has type An with n ≥ 2, Dn with n odd ≥ 5, or E6; and σX = 1 for all
other types [B, VI, §4.5–§4.13]. Furthermore, if X has connected components Xi,
1 ≤ i ≤ r, then σX stabilizes each Xi and σX |Xi = σXi .
If w ∈ WX , then w extends uniquely to an isometry w˜ of E with w˜(τ) = τ for
(τ, EX) = 0. It is clear that the map ϕ 7→ ϕ˜ is a monomorphism of WX into WΣ.
We will abuse notation and write w˜X as w˜X . Note that if λ ∈ E, we have
w˜X(λ) ∈ λ+QX . (24)
8.2. The left action ∗ of W∆ on SPA(Π). Recall from Section 1.4 that we have
left action ∗ of W∆ = Aut(∆) on Hompsh(Σ,BC2). We use the bijection (S, T ) 7→
χ(S,T ) in Proposition 7.1.2 to transfer this action to a left action ∗ of W∆ on
SPA(Π). So by definition we have for u ∈ W∆ and (S, T ) ∈ SPA(Π) that
χu∗(S,T ) = u ∗ χ(S,T ). (25)
Using (21) and (25), we see that the left action ∗ of W∆ on SPA(Π) commutes with
the right action · of Aut(Π) on the same set.
8.3. Weyl images of P(S, T ).
Theorem 8.3.1. Suppose that (S, T ) ∈ SPA(Π). Then uP(S, T ) ≃gr P(u ∗ (S, T ))
for u ∈W∆.
Proof. By definition of ∗, we have u∗χ(S,T ) = u ·χ(S,T ) ·w for some w ∈ WΣ. Then
uG(χ(S,T )) = G(u · χ(S,T )) by (4)
≃gr G(u · χ(S,T ) · w) by Proposition 3.1.2(ii)
= G(u ∗ χ(S,T )) = G(χu∗(S,T )) by (25).
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Since uG(χ(S,T )) and G(χu∗(S,T )) determine
uP(S, T ) and P(u∗(S, T )) respectively,
we have our conclusion. 
Because of Theorem 8.3.1. it is important to be able to compute u ∗ (S, T ) for
u ∈ W∆, (S, T ) ∈ SPA(Π). We do this in the next theorem, where there is a case
that requires special treatment, namely the case when:
Π has type An, n ≥ 3, and there exists distinct λ, λ′, µ ∈ Π
such that S = {λ, λ′}, T = {µ}, and λ′ lies between λ and
µ on the Dynkin diagram for Π.
(ex)
Recall from Section 6.3 that W∆ = {1, s1, s2, s2s1,−1,−s1,−s2,−s2s1}.
Theorem 8.3.2. Suppose (S, T ) ∈ SPA(Π). Then the elements u ∗ (S, T ) for
u ∈ W∆ are given in the following table
u u ∗ (S, T )
1 (S, T )
s1 (S˘, T )
s2 (S, T¯ )
s2s1 (S˘, T¯ · σΠ)
−1 (S · σΠ, T · σΠ)
−s1 (S˘ · σΠ, T · σΠ)
−s2 (S · σΠ, T¯ · σΠ)
−s2s1 (S˘ · σΠ, T¯ )
, (26)
where
S˘ = σΠ\T (S \ T )
⋃
{λ ∈ T : χS\T (w˜Π\T (λ)) + χS∩T (λ) = 1} (27)
and
T¯ = σΠ\S(T \ S)
⋃
{λ ∈ S \ T : suppΠ(w˜Π\S(λ)) ∩ (T \ S) = ∅}. (28)
(See Remark 8.3.4 below about the notation S˘ and T¯ .) Moreover, we have the
following expressions, which allow us to read S˘ and T¯ directly from the marked
Dynkin diagram representing (S, T ) together with the expression for the highest
root µ+ in Σ:
S˘ :=

S if χS\T (µ
+) = 0,
σΠ\T (S \ T ) ∪ (T \ S) if χS\T (µ
+) = 1,
σΠ\T (S \ T ) if χS\T (µ
+) = 2,
(29)
and
T¯ :=

S \ T if T ⊆ S,
{σΠ\S(µ), λ} if (ex) holds,
σΠ\S(T \ S) otherwise.
(30)
Proof. We postpone the proofs of (29) and (30) until Section 8.4, since these proofs
require some additional information about the Weyl group elements w˜Π\S and
w˜Π\T . We prove the first statement here.
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If λ ∈ Π, we have
((−1) · χ(S,T ) · wΠ)(λ) = −(χS(wΠ(λ)), χT (wΠ(λ))) = (χS(σΠ(λ)), χT (σΠ(λ)),
which has non-negative entries. Hence, (−1) ∗ χ(S,T ) = (−1) · χ(S,T ) ·wΠ = χ(S,T ) ·
σΠ = χ(S,T )·σΠ using (21). So using (25), (−1)∗(S, T ) = (S, T )·σΠ = (S ·σΠ, T ·σΠ).
This establishes row 5 (not counting the header row) of (26), and we see that rows
6, 7 and 8 follow respectively from rows 2, 3 and 4. Thus it is sufficient to establish
rows 2, 3 and 4.
Row 2: Let ρ = (ρ1, ρ2) = s1 · χ(S,T ) · w˜Π\T ∈ Homsh(Σ,BC2). Recall that we
are identifying Q∆ = Z
2 using the Z-basis Π∆ = {α1, α2} for Q∆. So
s1 · χ(S,T )(λ) = s1(χS(λ)α1 + χT (λ)α2) = χS(λ)(−α1) + χT (λ)(2α1 + α2)
= (2χT (λ) − χS(λ), χT (λ)).
for λ ∈ Σ. Also, if λ ∈ Π, we have χT (w˜Π\T (λ)) = χT (λ) by (24). Thus
ρ1(λ) = 2χT (λ)− χS(w˜Π\T (λ)) and ρ2(λ) = χT (λ) (31)
for λ ∈ Π.
We check next using (31) that ρ is positive; that is ρ1(λ) ≥ 0 and ρ2(λ) ≥ 0
for λ ∈ Π. First if λ ∈ T , we have ρ2(λ) = 1. But since ρ ∈ Hom(Σ,BC2), we
have ρ1(µ)ρ2(µ) ≥ 0 for µ ∈ Σ. So ρ1(λ) ≥ 0 for λ ∈ T . Next, if λ ∈ Π \ T , we
have ρ2(λ) = 0 and ρ1(λ) = −χS(w˜Π\T (λ)) = χS(σΠ\T (λ)) ≥ 0. So ρ is positive as
desired.
Consequently we have s1 ∗χ(S,T ) = ρ, so χs1∗(S,T ) = ρ. Thus s1∗(S, T ) = (S˘, T˘ ),
where
S˘ = {λ ∈ Π : ρ1(λ) = 1} and T˘ = {λ ∈ Π : ρ2(λ) = 1}. (32)
It follows now from (31) that T˘ = T , so it remains establish (27).
Now S˘ = (S˘ \ T ) ∪ (S˘ ∩ T ). Moreover, using (31) and (32),
S˘ \ T = {λ ∈ Π \ T : χS(σΠ\T (λ)) = 1} = σΠ\T (S \ T )
and
S˘ ∩ T = {λ ∈ T : 2− χS(w˜Π\T (λ)) = 1} = {λ ∈ T : χS(w˜Π\T (λ)) = 1}.
But if λ ∈ T , then
χS(w˜Π\T (λ)) = χS\T (w˜Π\T (λ)) + χS∩T (w˜Π\T (λ)) = χS\T (w˜Π\T (λ)) + χS∩T (λ)
using (24). So we have (27).
Row 3: Let τ = (τ1, τ2) = s2 · χ(S,T ) · w˜Π\S ∈ Homsh(Σ,BC2). Now
s2 · χ(S,T )(λ) = s2(χS(λ)α1 + χT (λ)α2) = χS(λ)(α1 + α2) + χT (λ)(−α2)
= (χS(λ), χS(λ) − χT (λ)).
for λ ∈ Σ. Also if λ ∈ Π, χS(w˜Π\S(λ)) = χS(λ) by (24). Thus
τ1(λ) = χS(λ) and τ2(λ) = χS(λ) − χT (w˜Π\S(λ)) (33)
for λ ∈ Π. Arguing as in Row 2 we now easily see that τ is positive, χs2∗(S,T ) = τ
and s2 ∗ (S, T ) = (S¯, T¯ ), where
S¯ = {λ ∈ Π : τ1(λ) = 1} and T¯ = {λ ∈ Π : τ2(λ) = 1}.
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It follows then from (33) that S¯ = S, so it remains to prove (28). Again arguing as
in Row 2, we easily see that
T¯ = σΠ\S(T \ S)
⋃
{λ ∈ S : χT\S(w˜Π\S(λ)) + χT∩S(λ) = 0}.
Finally, let λ ∈ S. Then, since w˜Π\S(λ) ∈ λ+QΠ\S, we see that w˜Π\S(λ) is positive
and hence χT\S(w˜Π\S(λ)) ≥ 0. Thus χT\S(w˜Π\S(λ)) + χT∩S(λ) = 0 if and only
if λ ∈ S \ T and χT\S(w˜Π\S(λ)) = 0, which holds if and only if λ ∈ S \ T and
suppΠ(w˜Π\S(λ)) ∩ (T \ S) = ∅.
Row 4: Using Row 2 and Row 3 (applied to (S˘, T )), we have
(s2s1) ∗ (S, T ) = s2 ∗ (s1 ∗ (S, T )) = s2 ∗ (S˘, T ) = (S˘, T
′)
for some subset T ′ of Π. On the other hand, s2s1 = −s1s2. So, using Row 3, Row
2 (applied to (S, T¯ )) and Row 5 (applied to (S′, T¯ )), we have
(s2s1) ∗ (S, T ) = (−1) ∗ (s1 ∗ (s2 ∗ (S, T )))
= (−1) ∗ (s1 ∗ (S, T¯ )) = (−1) ∗ (S
′, T¯ ) = (S′ · σΠ, T¯ · σΠ)
for some subset S′ of Π. Combining these equalities gives our conclusion. 
If (S, T ) ∈ SPA(Π), then we see using Theorems 8.3.1 and 8.3.2 that
P(S, T )op = −1P(S, T ) ≃gr P((−1) ∗ (S, T )) = P(S · σΠ, T · σΠ) ≃gr P(S, T ).
This together with Theorem 7.2.4(ii) gives another proof of Proposition 6.2.2.
The following corollary, which we state for emphasis and convenience of reference,
follows taking u = s1 and u = s2 in Theorems 8.3.1 and 8.3.2.
Corollary 8.3.3. If (S, T ) ∈ SPA(Π) and S˘ and T¯ are given by (29) and (30) (or
(27) and (28)), then
P(S, T )˘ ≃gr P(S˘, T ) and P(S, T ) ≃gr P(S, T¯ ).
Remark 8.3.4. Corollary 8.3.3 explains our choice of notation for S˘ and T¯ . It
should be noted however that this is a (convenient) abuse of notation, since S˘ and
T¯ each depend on both S and T .
Example 8.3.5 (The trivial SP-gradings). Suppose that S ∈ KA(Π). Recall from
Section 7.2 that the zero and one SP-gradings on P(S) are determined by ∅ and S
respectively. For these SP-gradings one can check easily using Corollary 8.3.3, (29)
and (30) that
P(S, ∅)˘ ≃gr P(S, ∅), P(S, S)˘ ≃gr P(S, S),
and
P(S, ∅) ≃gr P(S, S), P(S, S) ≃gr P(S, ∅).
The computation of Weyl images is particularly simple in the close-to-Jordan
case.
Corollary 8.3.6. Suppose that (S, T ) ∈ SPA(Π) and P = P(S, T ) is close-to-
Jordan with non-trivial SP-grading. Then
P(S, T )˘ ≃gr P(σΠ\T (S \ T ), T ) and P(S, T ) ≃gr P(S, T ).
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Proof. Recall that Xn 6= A1, S is the set of nodes of Π that are adjacent to µ− in
Π˜, and T = {λ} with λ ∈ Π and χλ(µ+) = 1 (see Theorems 5.4.1(ii) and 7.3.1). We
assume that λ is not an end node of Π if Xn = An, leaving the excluded case for
the reader to check. Now χS(µ
+) = 2 by Theorem 5.4.1(i). Also S ∩T = ∅. Indeed
this holds by assumption if Xn = An, whereas it holds when Xn 6= An since in that
case card(S) = 1 by Remark 5.4.2(i). Thus, we see from Corollary 8.3.3, (29) and
(30), that P(S, T )˘ ≃gr P(σΠ\T (S \ T ), T ) and P(S, T ) ≃gr P(S, σΠ\S(T \ S)).
Finally, by uniqueness in Corollary 7.3.2, we have P(S, T ) ≃gr P(S, T ) if Xn 6= An
and Xn 6= Dn. But if Xn = An or Xn = Dn, σΠ\S extends to an automorphism of
Π, so P(S, T ) ≃gr P(S, T ) by Theorem 7.3.1. 
Example 8.3.7. (Type E6). Recall that in Example 7.4.1 we saw that there are,
up to graded-isomorphism, seven simple SP-graded Kantor pairs of type E6 whose
gradings are non-trivial. It is straightforward to apply Corollary 8.3.3, together
with (29) and (30), to calculate the reflection and shift of each of these SP-graded
Kantor pairs up to graded-isomorphism. One sees that
shifting exchanges E6(20, 5, 8) and E6(20, 5, 12);
and that shifting fixes the other five graded Kantor pairs. One also sees that
reflection exchanges E6(16, 0, 8) and E6(16, 8, 8a);
reflection exchanges E6(20, 1, 10) and E6(20, 5, 10);
and that reflection fixes E6(20, 5, 8), E6(20, 5, 12) and E6(16, 8, 8b). In particular,
reflection does not preserve balanced 2-dimension. In fact, we see that the reflection
of the Jordan pair E6(16, 0, 8) is not Jordan, and that the reflection of the close-to-
Jordan pair E6(20, 1, 10) is not close-to-Jordan.
8.4. The proofs of (29) and (30). We now return to the proofs of (29) and (30)
that we postponed earlier. The reader may elect to further postpone reading these
arguments, as they will not be used in the final section.
The information that we need about the Weyl group elements w˜Π\T and w˜Π\S
is provided by the next two lemmas:
Lemma 8.4.1. If (S, T ) ∈ SPA(Π), then χS\T (w˜Π\T (λ)) = χS\T (µ
+) for λ ∈ T .
Proof. Let λ ∈ T . We can assume
ν0 := w˜Π\T (λ) 6= µ
+.
Now χT (w˜Π\T (λ)) = χT (λ) by (24), so
χT (ν0) = 1.
Hence ν0 ∈ Σ+, so there are λ1, . . . , λr in Π with r ≥ 1 such that
νi := νi−1 + λi ∈ Σ
+ for 1 ≤ i ≤ r and νr = µ
+.
We next claim that λ1 ∈ T . Indeed, otherwise λ1 ∈ Π \ T = σΠ\T (Π \ T ), so
λ1 = σΠ\T (ν) for some ν ∈ Π \ T . Hence
w˜Π\T (λ− ν) = w˜Π\T (λ) − w˜Π\T (ν) = ν0 + λ1 = ν1 ∈ Σ
and therefore λ− ν ∈ Σ. This is a contradiction since λ ∈ T and ν ∈ Π \ T . So we
have our claim.
Next, for 1 ≤ p ≤ r, we have
χT (νp) = χT (ν0 + λ1 + · · ·+ λp) ≥ χT (ν0) + χT (λ1) = 1 + 1 = 2.
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Hence χT (νp) = 2 for 1 ≤ p ≤ r. Thus, since (S, T ) ∈ SPA(Π), we have χS(νp) 6= 1
for 1 ≤ p ≤ r. So, for 2 ≤ p ≤ r, we have χS(λp) = χS(νp) − χS(νp−1) ∈ 2Z and
hence λp /∈ S.
If follows from the previous two paragraphs that λp /∈ S \ T for 1 ≤ p ≤ r. So
χS\T (ν0) = χS\T (νr) = χS\T (µ
+). 
Lemma 8.4.2. If X ⊆ Π and λ ∈ Π\X, then suppΠ(w˜X(λ)) = comp(X ∪{λ}, λ).
Proof. Let Y1, . . . , Yr be the connected components of X ∪{λ} with λ ∈ Y1, and let
Z1, . . . , Zs be the connected components of Y1 \ {λ}. Then Z1, . . . , Zs, Y2, . . . , Yr
are the connected components of X . We must show that V = Y1, where V =
suppΠ(w˜X(λ)).
Now it is clear that w˜X = w˜Z1 . . . w˜Zr w˜Y2 . . . w˜Yr , so w˜X(λ) = w˜Z1 . . . w˜Zr (λ) ∈
λ+QZ1∪···∪Zs ⊆ QY1 . Thus λ ∈ V ⊆ Y1.
Next, to show that Y1 ⊆ V , it suffices to show that any µ ∈ X ∪ {λ} that is
adjacent to some ν ∈ V lies in V . For this we can assume that µ 6= λ, so µ ∈ X .
Then µ = σX(µ
′) for some µ′ ∈ X , so w˜X(λ) + µ = w˜X(λ − µ′) /∈ Σ. Hence
〈w˜X(λ), µ〉 ≥ 0. Since 〈ν, µ〉 < 0, this forces 〈ν′, µ〉 > 0 for some ν′ ∈ V . So, since
µ, ν′ ∈ Π, we have µ = ν′, and hence µ ∈ V . 
Proof of (29). By (27) and Lemma 8.4.1, S˘ = σΠ\T (S \ T ) ∪ (S˘ ∩ T ) and
S˘ ∩ T = {λ ∈ T : χS\T (µ
+) + χS∩T (λ) = 1}
Furthermore, by Proposition 7.1.5(c), χS(µ
+) ∈ {1, 2}, so χS\T (µ
+) ∈ {0, 1, 2}. If
χS\T (µ
+) = 0 (or equivalently S ⊆ T ), then S˘ ∩ T = {λ ∈ T : χS(λ) = 1} = S.
Also, if χS\T (µ
+) = 1, then S˘ ∩ T = {λ ∈ T : χS∩T (λ) = 0} = T \ S. Finally, if
χS\T (µ
+) = 2, then S˘ ∩ T = {λ ∈ T : χS∩T (λ) = −1} = ∅. 
Proof of (30). By (28) and Lemma 8.4.2 (with X = Π \ S), we have
T¯ = σΠ\S(T \ S)
⋃
{λ ∈ S \ T : comp
(
(Π \ S) ∪ {λ}, λ
)
∩ (T \ S) = ∅}. (34)
If T ⊆ S, then T \ S = ∅, so T¯ = S \ T by (34). Next if (ex) holds, then it is
easy to check using (34) that T¯ = {σΠ\S(µ), λ}. We leave this to the reader.
Finally suppose that T 6⊆ S and (ex) does not holds. We suppose for contradic-
tion (which will complete the proof of (30)) that
comp
(
(Π \ S) ∪ {λ}, λ
)
∩ (T \ S) = ∅, (35)
for some λ ∈ S \ T . If S = {λ}, then (Π \ S) ∪ {λ} = Π which is connected, so,
by (35), we have T \ S = ∅, giving a contradiction. Hence we can assume that S
contains an element λ′ 6= λ. Thus, by Proposition 7.1.5(c), we have S = {λ, λ′},
with
χλ(µ
+) = χλ′(µ
+) = 1. (36)
Then (Π \ S) ∪ {λ} = Π \ {λ′} and T \ S = T \ {λ′} since λ /∈ T . So, by (35), we
have
comp(Π \ {λ′}, λ) ∩ T = ∅. (37)
Now if Π \ {λ′} is connected, then (Π \ {λ′})∩ T = ∅ implies that T ⊆ {λ′} ⊆ S, a
contradiction. So
Π \ {λ′} has at least 2 connected components. (38)
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Now a check of µ+ for each type shows that the existence of distinct elements
λ, λ′ ∈ Π satisfying both (36) and (38) implies that Π has type An, where n ≥ 3.
Then, by (37), comp(Π \ {λ′}, λ) ∪ {µ−} is a connected subset of Π˜ \ T , so
λ ∈ comp(Π˜ \ T, µ−) ∩ S.
Therefore, by Proposition 7.1.5(c), we have χT (µ
+) = 0 or 1. But certainly
χT (µ
+) 6= 0 since T 6= ∅. Hence χT (µ
+) = 1, so T = {µ} for some µ ∈ Π,
with µ 6= λ′ since T 6⊆ S. It is now clear from (37) that we have (ex), giving a
contradiction. 
9. Reflections of simple close-to-Jordan pairs
We continue with the assumptions and notation of Section 7. In this section we
use results from Sections 5—8 to give a construction of the reflection of each simple
SP-graded close-to-Jordan pair of type Xn whose grading is non-trivial. We do this
using the description of these graded pairs given in Theorem 7.3.1.
9.1. The trilinear pair T(J, τ). In order to construct some trilinear pairs, we fix
a pair U = (U−, U+) of 2-dimensional vector spaces and a nondegenerate bilinear
map ( , ) : U− × U+ → K; and we set (u+, u−) = (u−, u+) for uσ ∈ Uσ.
In order to construct gradings on our trilinear pairs, we fix bases {uσ0 , u
σ
1} for
Uσ, σ = ±, such that (u−i , u
+
j ) = δij (so these bases are dual with respect to ( , )).
Construction 9.1.1. (The graded trilinear pair T(J, τ)) Let J be a trilinear pair
with products { , , }σJ , σ = ±, and define D
σ
J(x, a) ∈ End(J
σ) by DσJ (x, a)y =
{x, a, y}σJ . Also, let τ = (τ
−, τ+), where τσ : Jσ × J−σ → K is a bilinear map for
σ = ±. Then
T(J, τ) = J ⊗ U := (J− ⊗ U−, J+ ⊗ U+)
is a trilinear pair (but not in general a Kantor pair) with products { , , }σ given by
{x⊗ r, a⊗ ℓ, y ⊗ s}σ = {x, a, y}σJ ⊗ (r, ℓ)s− τ
σ(x, a)y ⊗ (r, ℓ, s) (39)
for x, y ∈ Jσ, a ∈ J−σ, r, s ∈ Uσ, ℓ ∈ U−σ, where
(r, ℓ, s) = (r, ℓ)s− (s, ℓ)r
for r, s ∈ Uσ, ℓ ∈ U−σ. Moreover, one checks easily that T(J, τ) =
⊕
i∈Z T(J, τ)i =
T(J, τ)0 ⊕ T(J, τ)1 is a Z-graded trilinear pair with
T(J, τ)i = J
σ ⊗ uσi
for i = 0, 1 and T(J, τ)i = 0 otherwise.
It is clear that the trilinear pair T(J, τ) does not depend up to isomorphism on
the choice of U−, U+ or ( , ), and that the grading T(J, τ) = T(J, τ)0 ⊕ T(J, τ)1
does not depend up to isomorphism on the choice of the dual bases {uσ0 , u
σ
1}.
Remark 9.1.2. The above construction of trilinear pairs is a pair version, with
basis free products, of a construction of triple systems given by Kantor in [K1].
More precisely suppose that J = (X,X) is the double of a triple system X and
τ− = τ+ : X × X → K is a bilinear map. Then one can easily check that the
pair T(J, τ) is isomorphic to the double of the Kronecker product X ⊗ K2 defined
in [K1, §6. Defn. 6] with k = 2, λ = µ = 1 and f(x, y) = τσ(y, x), σ = ±. (It
appears however that there is a typo in Kantor’s definition: the defining expression
for (Y XZ)i should read as
∑k
α=1 ((yαxαzi) + λf(xα, yi)zα − µf(xα, yα)zi).)
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9.2. Constructing the reflection of P(Π;S, T ). Suppose for the rest of the ar-
ticle that (S, T ) ∈ SPA(Π) and that P(Π;S, T ) is close-to Jordan with nontrivial
SP-grading. Our goal is to construct the reflection of P(Π;S, T ) in the form T(J, τ)
for a specified choice of J and τ .
As noted in Corollary 7.3.2, our assumptions imply that Xn = An (n ≥ 2),
Bn (n ≥ 2), Cn (n ≥ 3), Dn (n ≥ 4), E6 or E7. In particular, n ≥ 2.
We write the distinct elements of Π as µ1, . . . , µn. By Theorems 5.4.1 and 7.3.1,
we know that S is the set of nodes of Π that are adjacent to µ− in Π˜, χS(µ
+) = 2
and
T = {µt} for some 1 ≤ t ≤ n with χµt(µ
+) = 1.
We let
Π′ = Π \ T and S′ = S \ T.
In the remainder if this section we will for convenience exclude from consideration
the case when Xn = An and µt is an interior (not an end) node of Π. We will return
to consider this excluded case in the last subsection.
Lemma 9.2.1. If Xn = An, suppose that the element µt of T is an end node of Π.
Then
S =
{
{µs, µt} where µs is the other end node in Π, if Xn = An;
{µs} where µs ∈ Π with χµs(µ
+) = 2, otherwise.
Also there exists a unique µt′ in Π
′ that is adjacent to µt in Π, so Π
′ is connected.
Proof. The first statement follows from Remark 5.4.2(i), and the second is easily
checked considering types case-by-case. 
With the assumptions and notation of Lemma 9.2.1, we define a constant θΠ,T ∈
Q by
θΠ,T :=
{
p+ 1 if Xn = An (n ≥ 2)
p+ 2 otherwise,
where p is the product of the (t, t′)-entry of the Cartan matrix C(Π) and the
(t′, s)-entry of the inverse of C(Π′). (Note that C(Π) is an I × I matrix, where I =
{1, . . . , n}, whereas C(Π′) is an I ′×I ′ matrix with I ′ = I \{t}. See Subsection 1.1.)
Theorem 9.2.2. Suppose that (S, T ) ∈ SPA(Π), P = P(Π;S, T ) is close-to Jordan
with nontrivial SP-grading, and, if Xn = An, the element µt of T is an end node
of Π. Then
(i) P0 is a simple Jordan pair that is isomorphic to P(Π
′;S′).
(ii) Suppose that J is any simple Jordan pair that is isomorphic to P(Π′;S′),
and let τ = τJ,Π,T := (τ
−, τ+), where τσ : Jσ × J−σ → K is given by
τσ(x, a) =
θΠ,T
dim(Jσ)
tr(DσJ (x, a)) (40)
for x ∈ Jσ, x ∈ J−σ, σ = ±. Then τσ(x, a) = τ−σ(a, x); τσ is non-
degenerate for σ = ±; T(J, τ) is a simple SP-graded Kantor pair; and
P˘ ≃gr T(J, τ).
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Proof. We first set some notation. As usual, choose hi ∈ [Gµi ,G−µi ] so that µi(hi) =
2 for 1 ≤ i ≤ n, in which case {hi}ni=1 is a basis for H.
Also, choose nonzero eσ ∈ Gµσ for σ = ± such that [h+, eσ] = σ2eσ, where
h+ = [e+, e−]. Then since χS(µ
+) = 2 and χT (µ
+) = 1, we see by (12) that
G(χ(S,T ))σ2,∗ = G(χ(S,T ))σ2,σ1 = Gµσ = Ke
σ. (41)
(i): Let Σ′ = {µ ∈ Σ : χT (µ) = 0}. Then, since Π′ is connected, Σ′ is an
irreducible root system of rank n− 1 (in its real span) with base Π′. Let G′ be the
subalgebra of G generated by {Gµi + G−µi : i 6= t}, and let H
′ = H ∩ G′. Then
G′ = H′ ⊕ (
⊕
µ∈Σ′ Gµ
)
; H′ =
∑
i6=tKh;
G′ is a simple Lie algebra with Cartan subalgebra H′; and Σ(G′,H′) = Σ′ (identi-
fying elements of Σ′ with their restrictions to H′).
We now use G′, H′, Π′ and S′ ∈ KA(Π′) in Construction 5.2.1 to obtain a 5-
graded Lie algebra G′(χS′) = ⊕i∈ZG′(χS′)i and hence the Kantor pair P(Π′;S′)
enveloped by G′(χS′) (see Construction 5.2.1). Note that for i 6= 0 we have
G′(χS′)i =
∑
µ∈Σ′, χS′ (µ)=i
G′µ =
∑
µ∈Σ, χS(µ)=i, χT (µ)=0
Gµ = G(χ(S,T ))i,0.
Hence
P(Π′;S′)σ = G′(χS′)σ1 = G(χ(S,T ))σ1,0 = P
σ
0 , (42)
so P0 = P(Π
′;S′). Moreover, G′(χS′)σ2 = G(χ(S,T ))σ2,0 = 0 by (41), so G
′(χS′) is
3-graded and thus P0 is Jordan by Remark 5.2.3(ii).
(ii): To prove (ii), we can assume that J = P0 and use the notation and conclu-
sions in the proof of (i).
Let ω := exp(ad e+) exp(− ad e−) exp(ad e+) ∈ Aut(G). We will use Lemma
5.5.1, which gives us detailed information about ω.
First, by Lemma 5.5.1(v), ω(x) = −σ[e−σ, x] for x ∈ P σ. Thus, since e−σ ∈
G(χ(S,T ))−σ2,−σ1 by (41), we see that ω(G(χ(S,T ))σ1,σi) = G(χ(S,T ))−σ1,−σ(1−i) for
i = 0, 1. That is
ω exchanges P σi and P
−σ
1−i.
Next let τσ = ζσ|Jσ×J−σ : J
σ×J−σ → K, with ζσ as defined in Lemma 5.5.1(vi),
so
[[x, a], eσ] = τσ(x, a)eσ (43)
for x ∈ Jσ, a ∈ J−σ. At this point we will take this as the definition of τσ, and
then at the end of the proof we will prove (40).
Note that τσ(x, a) = τ−σ(a, x) by (16). Also, for σ = ±, i = 0, 1, we have
[[P σi , P
−σ
1−i], e
σ] ⊆ [[G(χ(S,T ))σ1,σi,G(χ(S,T ))−σ1,−σ(1−i)],G(χ(S,T ))σ2,σ1],
which is contained in G(χ(S,T ))σ2,σ2i = 0. Thus, by (14), ζ
σ(P σi , P
−σ
1−i) = 0. So the
non-degeneracy of ζσ implies that of τσ.
In the rest of the proof, it is more convenient to work with Q := P˘ op, rather
than P˘ itself. We next show that the Z-graded trilinear pairs Q and T(J, τ) are
graded-isomorphic. This will show that T(J, τ) is a simple SP-graded Kantor pair
and, by Proposition 6.2.2, that P˘ ≃gr T(J, τ) (leaving only (40) to prove).
Now Q = Q0 ⊕Q1, where Qσ0 = P˘
−σ
0 = P
σ
0 and Q
σ
1 = P˘
−σ
1 = P
−σ
1 = ω(P
σ
0 ), so
Qσi = ω
i(Jσ)
for σ = ±, i = 0, 1. Moreover, by the definition of Weyl images (see Section 6.3),
the products in Q are given by {x, a, y}σ = [[x, a], y] in G. On the other hand,
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T(J, τ) = T(J, τ)0 ⊕ T(J, τ)1 with T(J, τ)i = Jσ ⊗ uσi and products given by (39).
With this in mind, we define ϕ = (ϕ−, ϕ+), where ϕσ : T(J, τ)σ → Qσ is the linear
isomorphism such that
ϕσ(x ⊗ uσi ) = ω
ix
for x ∈ Jσ, σ = ± and i = 0, 1. In order to prove that ϕ is an isomorphism of
trilinear pairs, we must show that
ϕσ
(
{x⊗ uσi , a⊗ u
−σ
j , y ⊗ u
σ
k}
)
= [[ωix, ωja], ωky]
for σ = ±, x, y ∈ Jσ, a ∈ J−σ and i, j, k = 0, 1. But (uσi , u
−σ
j )u
σ
k = δiju
σ
k and
(uσi , u
−σ
j , u
σ
k) = δiju
σ
k − δjku
σ
i . So we must prove that
δijω
k([[x, a], y]) − δijτ
σ(x, a)ωky + δjkτ
σ(x, a)ωiy = [[ωix, ωja], ωky]. (44)
Now if (i, j, k) = (0, 0, 0), (44) is trivial; whereas if (i, j, k) = (1, 1, 1), (44) holds
since ω is an automorphism. If (i, j, k) = (1, 0, 0) or (0, 0, 1), then (44) follows from
Lemma 5.5.1(vii); whereas if (i, j, k) = (0, 1, 0), (44) holds since its right hand side
lies in G(χ(S,T ))σ3, ∗, which is 0. Finally the cases (1, 1, 0), (1, 0, 1) and (0, 1, 1)
follow by applying ω to the cases (0, 0, 1), (0, 1, 0) and (1, 0, 0) respectively.
It remains to prove (40). For this let {ℓ′i}i6=t be the basis for H
′ that is dual to
{µi}i6=t.
Recall from the proof of (i) that G′(χS′) = ⊕i∈ZG′(χS′)i is 3-graded and that
G′(χS′)σ1 = P σ0 = J
σ. To simplify notation, we set f := G′(χS′)0. Then
f = H′ ⊕
∑
µ∈Σ′, χS′(µ)=0
G′µ = H
′ ⊕
∑
µ∈Σ, χS(µ)=0, χT (µ)=0
Gµ = Khs ⊕ k (45)
as vector spaces, where k is the subalgebra of G generated by {Gµi+G−µi : i 6= s, t}.
Further, k is semi-simple and ℓ′s is in the centre of f. So ℓ
′
s /∈ k and hence
f = Kℓ′s ⊕ k. (46)
as algebras. We next construct some elements of the one-dimensional space
F := {λ ∈ Hom(f,K) : λ(k) = 0}.
First note that f ⊆ G(χS)0,0 by (45). So by (41), [f, eσ] ⊆ Keσ for σ = ±. Thus
for σ = ±, there exists a unique νσ ∈ Hom(f,K) such that
[z, eσ] = νσ(z)eσ
for z ∈ f. Then since k = [k, k], we have νσ ∈ F . Also νσ(ℓ′s) = µ
σ(ℓ′s) = σµ
+(ℓ′s).
Next, since G′(χS′) is 3-graded, we have [f, Jσ] ⊆ Jσ for σ = ±. So we can define
ξσ ∈ Hom(f,K) by
ξσ(z) = tr(ad(z) |Jσ )
for z ∈ f. Once again we see that ξσ ∈ F . Moreover, since Jσ = G′(χS′)σ1 by (42),
we have ad(ℓ′s) |Jσ= σ idJσ , so ξ
σ(ℓ′s) = σ dim(J
σ) 6= 0.
Now, since F is one dimensional, we have νσ = rσξσ for some rσ ∈ K, in which
case (evaluating at ℓ′s) we have r
σ =
µ+(ℓ′s)
dim(Jσ) for σ = ±. So for z ∈ f we have
νσ(z) =
µ+(ℓ′s)
dim(Jσ)
tr(ad(z) |Jσ ).
But if x ∈ Jσ, a ∈ J−σ, we have [x, a] ∈ f since G′(χS′) is 3-graded. Also
τσ(x, a) = νσ([x, a]) by (43), so
τσ(x, a) =
µ+(ℓ′s)
dim(Jσ)
tr(DσJ (x, a)).
DYNKIN DIAGRAMS AND KANTOR PAIRS 36
Finally, we compute µ+(ℓ′s). Let C = C(Π) with (i, j)-entry cij := 〈µi, µj〉, and
let {ℓi} be the basis for H that is dual to {µi}. Then
hj =
∑
i cijℓi
for 1 ≤ j ≤ n. Similarly, since C(Π′) has (i, j)-entry cij for i, j 6= t, we have
hj =
∑
i6=t cijℓ
′
i for j 6= t. So letting D
′ = C(Π′)
−1
with (i, j)- entry d′ij for i, j 6= t,
we have ℓ′j =
∑
i6=t d
′
ijhi for j 6= t. Therefore
ℓ′s =
∑
i6=t d
′
ishi =
∑
i6=t d
′
is
∑
k ckiℓk =
∑
k
(∑
i6=t ckid
′
is
)
ℓk
=
(∑
i6=t ctid
′
is
)
ℓt +
∑
k 6=t
(∑
i6=t ckid
′
is
)
ℓk = ctt′d
′
t′sℓt + ℓs,
since cti = 0 for i 6= t′. Thus µ+(ℓ′s) = ctt′d
′
t′sµ
+(ℓt) + µ
+(ℓs) = θΠ,T . 
Theorem 9.2.2 shows that the reflection P˘ of any Kantor pair P satisfying the
given assumptions can be constructed in the form T(J, τ), where J and τ are de-
scribed in terms of marked Dynkin diagrams. In the next corollary, we describe J
and τ using classical matrix constructions.
Our notation in Columns 3 and 4 of Table 1 follows [L, §17.4]. Indeed, Ip,q is
the Jordan pair (Mp,q(K),Mp,q(K)) with products {x, a, y}σ = xaty + yatx; IIn is
the subpair (An(K),An(K)) of In,n, where An(K) is the space of alternating n×n-
matrices; IVn is the Jordan pair (K
n,Kn) with products {x, a, y}σ = q(x, a)y +
q(y, a)x − q(x, y)a, where q : Kn × Kn → K is the non-degenerate symmetric
bilinear form on Kn; and V is the Jordan pair (M1,2(C),M1,2(C)) with products
{x, a, y}σ = x(a¯ty) + y(a¯tx), where C is the (split) Cayley algebra with standard
involution c 7→ c¯ and trace form tC : C → K given by tC(c) = c+ c¯ [L, §12.10].
Corollary 9.2.3. Suppose we have the assumptions and notation of Theorem 9.2.2.
The first column of Table 1 lists the possibilities, up to diagram automorphism, for
the marked Dynkin diagrams representing P = P(Π;S, T ) (with the restriction on
the rank n of Π also indicated). The second column lists the corresponding marked
Dynkin diagram representing P˘ ≃gr P(Π;σΠ′(S′), T ) (see Corollary 8.3.6). Finally,
in each row, we have
P˘ ≃gr T(J, τ),
where J and τ are listed in Columns 3 and 4 of the table respectively.
Proof. Constructing Column 1 is an easy exercise considering types case-by-case
using the discussion at the beginning of this subsection.
To complete row i, where 1 ≤ i ≤ 7, we chose S and Π as listed in Column 1. To
get the entry in Column 2, we just calculate σΠ′(S
′). To get the entries in Columns
3 and 4, we do the following:
(a) Find a Jordan pair J of matrices that is isomorphic to P(Π′;S′); and then
(b) Calculate tr(DσJ (x, a)) for x ∈ J
σ, a ∈ J−σ (which allows us to calculate
τσ using (40)).
Fortunately, (a) and (b) can be accomplished using well known facts from the theory
of Jordan pairs. Indeed for (a), Loos and Neher have written down a table which
lists the finite dimensional simple Jordan pairs (as pairs of matrices) together with
their representing marked Dynkin diagrams. (See [LN, §19.9], which refers to [N1]
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P = P(Π;S, T ) n P˘ ≃gr P(Π;σΠ′(S′), T ) J τσ(x, a)
. . .∗ ≥ 2 . . .∗ I1,n−1 xat
. . .∗ ≥ 3 . . .∗ IV2n−3 q(x, a)
. . . ∗ ≥ 2 . . . ∗ I1,n−1 2xat
. . .∗ ≥ 4 . . .∗ IV2n−4 q(x, a)
. . .
∗
≥ 5 . . .
∗
I2,n−2 tr(xa
t)
∗
6
∗
II5
1
2 tr(xa)
∗
7
∗
V tC(xa¯
t)
Table 1. Reflections of simple close-to-Jordan pairs (with a case excluded)
and [N2] for the necessary arguments.) For (b), Meyberg observes in [M2, (2.20)]
(using Theorem 17.3 in [L]) that
tr(D+J (x, a)) = gJ mJ (x, a) (47)
for x ∈ J+, a ∈ J−, where gJ is the genus of J and mJ : J+ × J− → K is the
generic trace of J .
We carry out steps (a) and (b) in detail for the second last row of the table,
leaving the other rows to the reader. In that row the marked diagram representing
P(Π′;S′) is isomorphic to . So from the table in [LN, §19.9], we see that
we may take J = II5 = (A5(K),A5(K)). Then from [L, §17.2] we know that gJ = 8
and mJ(x, a) =
1
2 tr(xa), which using (47) gives us the equality tr(D
+(x, a)) =
4 tr(xa). So since J = Jop, we have tr(Dσ(x, a)) = 4 tr(xa) for σ = ±. Thus,
since dim(Jσ) = 10, we have by (40) that τσ(x, a) = 25θΠ,T tr(xa). Now, labeling
the roots in Π as in Example 5.3.1, we have t = 1, t′ = 2 and s = 6. Also, the
(1, 2)-entry of C(Π) is −1, and the (2, 6)-entry of C(Π′)−1 is 34 [H, Table 1,§13.2],
so θΠ,T = −
3
4 + 2 =
5
4 . Hence τ
σ(x, a) = 12 tr(xa). 
Note that if we ignore the grading, the ungraded Kantor pair P˘ in the second last
row of Table 1 is the pair labelled E6(20, 5) in Example 5.3.1. Our construction
of E6(20, 5) in the form T(P, τ) is a basis-free pair version, with full proofs, of
the construction given by Kantor in [K1, §6.6] (see also [K2, §4]) of the Kantor
triple system C255. More precisely, T(J, τ) shown in the table is the double of
C255. The pair E6(20, 5) is of particular interest since it is one of only two finite
dimensional simple Kantor pairs of exceptional type that does not arise by doubling
a structurable algebra. (See [AFS, §7.9], where another construction of E6(20, 5)
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is given as the reflection of an SP-graded Kantor pair that is constructed using
exterior algebras.)
9.3. The excluded case. In this final subsection, we consider, without proofs,
the case that was excluded in Theorem 9.2.2 and Corollary 9.2.3. We make the
assumptions and use the notation of the first three paragraphs of Subsection 9.2.
To treat the excluded case, we assume that Π = {µ1, . . . , µn} is of type An with
roots labelled in order on the diagram from left to right, n ≥ 3, S = {µ1, µn} and
T = {µt} with 1 < t < n. Let P = P(Π;S, T ), in which case the marked Dynkin
diagrams representing P and P˘ ≃gr P(Π;σT ′ (S′), T ) are respectively:
. . . . . .∗ and . . . . . .∗ .
Note that Π′ is not connected (which is the reason we are treating this case
separately). In fact, the connected components of Π′ are Π′1 = {µ1, . . . , µt−1}
and Π′2 = {µt+1, . . . , µn}. One sees as in Theorem 9.2.2(i) that P(Π
′
1; {µ1}) and
P(Π′2; {µn}) are Jordan pairs with
P0 = P(Π
′
1; {µ1})⊕P(Π
′
2; {µn}).
Next let J = J1 ⊕ J2, where J1 ≃ P(Π′1; {µ1}) and J2 ≃ P(Π
′
2; {µn}) are simple
Jordan pairs. We obtain as in Theorem 9.2.2(ii) that P˘ ≃gr T(J, τ), where
τσ(x1 + x2, a1 + a2) =
1
t
tr(DσJ1(x1, a1)) +
1
n−t+1 tr(D
σ
J2
(x2, a2)) (48)
for xi ∈ J
σ
i , ai ∈ J
−σ
i .
Finally, we may choose
J = J1 ⊕ J2, where J1 = I1,t−1 and J2 = I1,n−t ; (49)
and we see as in Corollary 9.2.3 that
P˘ ≃gr T(J, τ) with τ
σ(x1 + x2, a1 + a2) = x1a
t
1 + x2a
t
2
(In this last equation, the superscript t denotes the transpose map.)
Remark 9.3.1. The proof of the above facts is obtained by modifying the argu-
ments in Subsection 9.2. The main difference is in the proof of (48), where we
consider two different spaces of homomorphisms F1 and F2 obtained from simple
3-graded Lie algebras which envelop the Jordan pairs P(Π′1; {µ1}) and P(Π
′
2; {µn})
respectively (just as F is obtained from the simple 3-graded Lie algebra G′(χS′) in
the proof of (40)). We leave the details to the reader.
Remark 9.3.2. The reader may have noticed that the Jordan pairs J that appear
in either Column 3 of Table 1 or in (49) consist of all finite dimensional semi-simple
Jordan pairs of rank 1 or 2 [L, §17]; and that τ is almost uniquely determined by J .
The intrinsic reason for these mysterious facts will be explained in [AF2], where we
will use Jordan techniques to study the construction T(J, τ) over an arbitrary field
of characteristic 6= 2 or 3.
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