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Abstract
Coupled fermionic chains are usually described by an effective model written in terms of bonding
and anti-bonding spinless fields with linear dispersion in the vicinities of the respective Fermi points.
We derive for the first time exact Ward Identities (WI) for this model, proving the existence of chiral
anomalies which verify the Adler-Bardeen non-renormalization property. Such WI are expected
to play a crucial role in the understanding of the thermodynamic properties of the system. Our
results are non-perturbative and are obtained analyzing Grassmann functional integrals by means
of Constructive Quantum Field Theory methods.
PACS numbers: 05.10.Cc, 05.60.-k, 72.10.-d
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I. INTRODUCTION
Coupled fermionic chains have been extensively analyzed in the last years, ever since
the suggestion [1]-[3] that they are related to the physics of high Tc superconductors. In
spite of that, their properties in the thermodynamic limit are still largely unknown. The
Hamiltonian of two spinless interacting fermionic chains coupled by a hopping term is
H = H(1) +H(2) + t⊥
∑
x
[a+x,1a
−
x,2 + a
+
x,2a
−
x,1] (1)
where a±x,1, a
±
x,2 are fermionic creation or annihilation operators, x = 1, 2, .., L and
H(i) =
L−1∑
x=1
[−1
2
(a+x+1,ia
−
x,i + a
+
x,ia
−
x+1,i)− µa+x,ia−x,i]− λ
L−1∑
x,y=1
v(x− y)a+x,ia−x,ia+y,ia−y,i (2)
with i = 1, 2 and where |v(x)| ≤ e−κ|x|, v(x) = v(−x). When t⊥ = 0 the system reduces
to two uncoupled chains and for such a case the Luttinger liquid behavior (in the sense
of [4]) has been rigorously established in [5],[6],[7], using Renormalization Group methods
combined with Ward the Identities. The interchain hopping is however a relevant interaction
which can produce a radically different behavior in such a system.
The analysis of the single chain in [5], [6],[7] succeeds in implementing in a rigorous
way the deep idea, due to Tomonaga [8], of the emergence in 1d metals of a low energy
description in terms of an effective Quantum Field Theory, which in the case of spinless 1d
metal turns out to be the Thirring or the Luttinger model [9]. This was used to establish
asymptotic Ward Identities which are essential for the non-perturbative Renormalization
Group analysis. It is therefore natural to consider an effective Quantum Field Theory
description for the coupled chain model (1) as the starting point of the analysis, and this
was done in [10, 11]. The effective low energy description for the coupled chain model (1) is
obtained introducing the bonding and antibonding fermionic field operators
b±x,a =
1√
2
(a±x,1 − a±x,2), b±x,b =
1√
2
(a±x,1 + a
±
x,2) (3)
In terms of these variables the Hamiltonian (1) can be written as
H = H0 + V (4)
H0 =
1
2
∑
j=a,b
∑
x
[−b+x+1,jb−x,j − b+x,jb−x+1,j − µjb+x,jb−x,j]
V = −λ
2
∑
j=a,b
∑
x,y
v(x− y)[b+x,jb−x,jb+y,jb−y,j + b+x,jb−x,jb+y,−jb−y,−j + b+x,jb−x,−jb+y,jb−y,−j + b+x,jb−x,−jb+y,−jb−y,j ]
2
with µa = (µ+ t⊥), µb = (µ− t⊥) and we used the convention −a = b,−b = a. Therefore the
model (1), describing two interacting chains coupled by a quadratic hopping term, appears
to be equivalent, with this change of variables, to a couple of fermionic chains with different
chemical potentials and which are coupled by a quartic interaction.
The two possible descriptions of the two chains model are convenient in different en-
ergy (or temperature) regimes. Indeed, as shown in [12], for λ and t⊥ small enough, and
temperatures such that
T ≥ |t⊥|
1
1−η (5)
with η = aλ2 + O(λ3) and a > 0 , the behavior of the two coupled chains correlations is
essentially the same of the uncoupled ones up to small corrections. This fact has important
consequences for the transverse conductivity between chains. This result is proved using a
(renormalized) expansion in t⊥ (using the representation (1)) which is convergent for small
t⊥ and under the condition (5); the temperature condition ensures that no other marginal
quartic couplings appear in addition to the ones associated with the single chain. The main
effect of the interaction is to produce a non trivial renormalization of the hopping, as it is
clear from (5). In particular the interaction strongly reduces the interchain hopping when
|λ| >> |t⊥|.
In the lower temperature regime T < |t⊥|
1
1−η there is however no hope that an expansion
in t⊥ should work, and it is better to rely on the representation (4). The behavior of the
system in this second region is much less understood and the representation (4) is likely to be
much more adequate. As we said earlier, it is natural to follow what was done in the single
chain and introduce an effective Quantum Field Theory description, following the same steps
which lead to the introduction of the Luttinger model. The model (4) describes two kinds
of fermions with Fermi surface characterized by two Fermi points ±p(j)F (the magnitudes of
the Fermi points will be in general different with respect to its bare values at λ = 0, and it
will depend from the renormalized hopping) and close to such points the dispersion relation
is approximately linear. This suggests that, as in [8], each of the bonding or antibonding
fermions can be described in terms of excitations e±iωp
(j)
F
xb±x,ω,j , which take place close to
each one of the Fermi points; an extra index ω = ±, in addition to j = a, b, denotes the right
or left Fermi point and x becomes a continuum variable. Another important assumption
is that the fermions with index ω = ± have a linear ”relativistic” dispersion relation ωk
(the momenta are measured from the Fermi points, and this explains the oscillating factor
3
e±iωp
(j)
F
x). This should require a momentum cut-off (the dispersion relation is approximately
linear only close to the Fermi points) but one can hope that the long distance properties
are the same even without it. This however is not a trivial issue since the linear dispersion
relation can produce ultraviolet divergences which are typical in Quantum Field Theory,
which are of course absent in the lattice model (1).
The interaction of the effective model can be obtained from (4) replacing each field b±x,j
with
∑
ω=± e
±iωp
(j)
F
xb±x,ω,j, considering x a continuum variable. One obtains a number of
terms but some of them appears to be negligible (again, one follows here the derivation in
[8] of the Luttinger model). In particular several terms (for instance b+ω,jb
−
ω,jb
+
ω,jb
−
−ω,j), in
which the sum of the momenta measured from the Fermi points is non vanishing and is of
order O(1), can be promptly neglected. One keeps only the terms such that the sum of the
momenta is either zero or O(p
(a)
F −p(b)F ). Note that in the second case such difference is small
when t⊥ is small and therefore one cannot neglect them safely.
The above considerations lead to an effective model (essentially introduced in [10, 11])
which we will describe in a precise way next. Such a model is just the analogue of the
Luttinger model for the single chain model, and it is interesting to study its properties
as a preliminary step for the analysis of the more realistic model (1). However, while the
Luttinger model, resulting from the low energy description of the single chain problem,
is exactly solvable [13], the effective model for the two chain problem appears not to be
solvable and consequently it is much more difficult to analyze. This is the reason why the
thermodynamic properties are still controversial, despite an intense investigation along the
years, see e.g. [10–12, 14–24]. In particular bosonization, which was used in [13] for the
solution of the Luttinger model, has not been useful in this case, so far.
The effective two chain model is expressed in terms of Grassmann variables. Given
L > 0 we consider the set D of space-time momenta k = (k, k0), with k = 2piL (n + 12) and
k0 =
2pi
L
(n0 +
1
2
); for each k ∈ D we associate eight Grassmann variables (sometimes also
called fields) ψ̂+k,ω,j, ψ̂
−
k,ω,j with ω = (+,−) a chiral or Fermi point index and j = a, b the,
band index. We also define
ψ±x,ω,j =
1
L2
∑
k∈D
e±ikxψ̂±k,ω,j (6)
where x = (x, x0) ∈ Λ, Λ being a bidimensional square torus with side L. Note that x is
now a continuum variable and not a lattice one as in (1),(4). The Generating Functional of
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the effective model is the following Grassmann integral
eWN,L(η,J) =
∫
P (dψ) exp
{
−V (ψ) +
∑
ω,j
∫
dx Jx,ωρx,ω,j
+
∑
ω,j
∫
dx
[
ψ+x,ω,jη
−
x,ω,j + η
+
x,ω,jψ
−
x,ω,j
]}
(7)
where ρx,ω,j = ψ
+
x,ω,jψ
−
x,ω,j, η, J are (respectively commuting and anticommuting) external
fields, P (dψ) is the Gaussian Grassmann measure with propagator δω,ω′δj,j′gω(x− y) with
gω(x− y) = 1
L2
∑
k∈D
eik(x−y)
χεN (k)
−ik0 + ωk (8)
where χεN(k) is a cut-off function nonvanishing for all k, depending on a small positive
parameter ε, and reducing itself, as ε→ 0, to a compact support function χN (k) = χ¯(2−N |k|)
with χ¯(t) = 1 for 0 ≤ t ≤ 1 and vanishing for t ≥ 2. The interaction is given by
V (ψ) =
∑
j,ω
∫
dxdyv(x− y)
{
g0ψ
+
x,ω,jψ
−
x,ω,jψ
+
y,−ω,jψ
−
y,−ω,j +
gfψ
+
x,ω,jψ
−
x,ω,jψ
+
y,−ω,−jψ
−
y,−ω,−j + guψ
+
x,ω,jψ
−
x,ω,−jψ
+
y,−ω,jψ
−
y,−ω,−j +
gbsψ
+
x,ω,jψ
−
x,ω,−jψ
+
y,−ω,−jψ
−
y,−ω,j + g4ψ
+
x,ω,jψ
−
x,ω,jψ
+
y,ω,−jψ
−
y,ω,−j + (9)
g˜4ψ
+
x,ω,jψ
−
x,ω,jψ
+
y,ω,jψ
−
y,ω,j
}
,
with the convention −a = b,−b = a, |v(x − x′)| ≤ e−κ|x−x′|, v̂(0) = 1; the first and
second terms are called forward interactions, the third umklapp and the fourth backscattering.
The Schwinger functions are determined by the functional derivatives of the generating
functional; for instance
< ψ−x,ω,jψ
+
y,ω,j >N,L,ε=
∂2WN,L,ε(η, J)
∂η+x,ω,j∂η
−
y,ω,j
]
∣∣∣
0,0
< ρz,ω′,j′;ψ
−
x,ω,jψ
+
y,ω,j >N,L,ε=
∂3WN,L(η, J)
∂Jz,ω′,j′∂η
+
x,ω,j∂η
−
y,ω,j
∣∣∣
0,0
(10)
and we denote limε→0 < . >L,N,ε=< . >L,N .
In order to have a well defined functional integral we make use of an infrared cut-off (the
finite volume Λ) and an ultraviolet cut-off 2N , which will be removed eventually when we
take the limit N → ∞. The only role of the parameter ε in the definition of the cut-off
function is in making the derivation of Ward Identities easier. The limit ε → 0 will be
5
performed first. The non local nature of the interaction has also the role of an ultraviolet
cut-off; we have no need of counterterms unbounded in N to perform the ultraviolet limit.
Note finally that the interaction is invariant under the transformations
ψ±x,ω,j → e±iαx,ωψ±x,ω,j (11)
where the phase is ω-dependent but not j-dependent. In the special case gu = gbs = 0 the
interaction is invariant under the transformation
ψ±x,ω,j → e±iαx,ω,jψ±x,ω,j (12)
with the phase being both ω and j-dependent. Our aim is to derive a set of Ward Identities
associated with the invariance (11).
II. WARD IDENTITIES AND CHIRAL ANOMALIES
By performing in the functional integral (7) the change of variables (11) one gets
eWN,L(η,J) =
∫
P (dψ) e−V (ψ)−
∑
ω,j
∫
dxψ+
x,ω,j [e
iαx,ωDxe
−iαx,ω−Dx]ψ
−
x,ω,j (13)
e
∑
ω,j
∫
dx [Jx,ωψ
+
x,ω,jψ
−
x,ω,j+e
iαω,xψ+
x,ω,jη
−
x,ω,j+e
−iαω,xη+
x,ω,jψ
−
x,ω,j ]
where
Dxψx,ω,j =
1
L2
∑
k
eikx(χεN(k))
−1Dω(k)ψ
+
k,ω,j . (14)
and Dω(k) = −ik0 + ωk. Here we have taken into account that the Jacobian of the trans-
formation is 1 (this is true only if the change of variables is done at non vanishing ε),
see §2 of [6] for more details (see also [29]). By performing derivatives with respect to
α̂q,ω, η̂
+
k,ω′,j′, η̂
−
k+q,ω′,j′, we get the following identity (written directly in the limit ε→ 0):∑
j
Dω(q) < ρ̂q,ω,j ; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′ >N,L= (15)
δω,ω′ [< ψ̂
−
k+q,ω′,j′ψ̂
+
k+q,ω′,j′ >N,L − < ψ̂−k,ω′,j′ψ̂+k,ω′,j′ >N,L] + ∆̂N,L(k,k+ q)
where
∆̂(k,k+ q) =
1
L2
∑
k′
CNω (k
′) < ψ̂+k′,ω,jψ̂
+
k′+q,ω,j; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′ > (16)
and
CNω (k,q) = [(χ
ε
N(k+ q))
−1 − 1]Dω(k+ q)− [(χεN(k)−1 − 1]Dω(k). (17)
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The last term in (15), namely ∆̂N,L(k,k + q), can be considered a correction term due to
the fact that the momentum cut-off breaks the gauge invariance of the theory. It is a rather
complicate expression and it is not a Schwinger function. One may suspect that, when the
ultraviolet cut-off is removed, that is the limit N →∞ is taken, than such correction term
is nullified. This is not what happens, as ∆̂N,L gives a non-vanishing contribution in the
limit N → ∞. This provides an example of a quantum anomaly, and is the content of the
following Theorem, which is the main result of this paper. For convenience we will use the
notation ~g = g0, gf , gu, gbs, g4, g˜4.
Theorem. Given the generating functional (7), there exists εL such that, for |~g| ≤ εL
the limits
lim
N→∞
< ρ̂q,j,ω; ψ̂
−
k,ω′,j′ψ̂
+
k+q,j′,ω′ >N,L=< ρ̂q,ω,j; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′ >L
lim
N→∞
< ψ̂−k,ω′,j′ψ̂
+
k,ω′,j′ >N,L=< ψ̂
−
k,ω′,j′ψ̂
+
k,ω′,j′ >N (18)
exist and verify the Ward Identity (15) with
lim
N→∞
∆̂L,N (k,k+ q) = (19)∑
j=a,b
{ g0
4π
D−ω(q) < ρ̂q,−ω,j; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′ >L +
gf
4π
D−ω(q) < ρ̂q,−j,−ω; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′′ >L
+
g4
4π
D−ω(q) < ρ̂q,ω,−j; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′ >L +
g˜4
4π
D−ω(q) < ρ̂q,ω,j; ψ̂
−
k,ω′,j′ψ̂
+
k+q,ω′,j′ >L}
with the notation −a = b,−b = a as before.
Remarks
1. In the limit N →∞ the correction term to the Ward Identities is non vanishing, but
its form radically simplifies and it can be expressed as sum over Schwinger functions.
The coefficients multiplying the correlations in the r.h.s. of (19) are called anomalies.
Remarkably, the anomalies are linear in the coupling. That is, all the possible higher
order corrections give no contribution. Such a property is the non perturbative analogue
of the anomaly non renormalization in QFT, established by Adler and Bardeen for
(3 + 1) dimensional Quantum Electrodynamics in [26] at all orders in perturbation
theory and extended to QFT models in (1 + 1) dimensions in [25].
2. The only contribution to the anomalies comes from the interactions verifying (12),
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that is g0, gf , g4, g˜4; remarkably in a model with only the couplings gbs, gu the WI has
no anomalies.
3. If we set gu = gbs = 0 and we consider the Hamiltonian analogue of the effective two
chain model, as defined in [10, 11] (in which a cut-off only on the spatial part of the
momenta is implicit), one gets a system which can be solved by bosonization, and one
can derive for such system a WI with an anomalous term coinciding with ours. This
is however true only if gu = gbs = 0, and there is so far no way of deriving the WI by
bosonization for the full interaction (9).
4. The Theorem is proved using the methods introduced in [28] for massless QED1+1.
There is however a crucial difference with respect of such case; massless QED1+1 is
closely related to a solvable model (the Thirring model) and as a consequence of that
one can take safely the infinite volume limit in this case. The main novelty of the
present case is that the system has not an underlying solvable model and the flow of
the running coupling constants is unbounded in the infrared. Despite this fact, we can
prove that an exact WI is true when the ultraviolet cut-off is removed, even at finite
volume, with the resulting chiral anomaly verifying the non-renormalization property.
5. In the Theorem we have written only the WI corresponding to the vertex, but one
could derive an infinite number of WI by an easy extension of the analysis explained
below.
6. Such WI are among the very few properties one can derive rigorously for the effec-
tive two chain model, and we believe that they will play an important role in the
understanding of its (still largely unknown) properties in the thermodynamic limit, in
analogy to what happen for the single chain problem.
7. A similar WI can be derived also for the density correlations and, as briefly discussed
in Appendix A, this allows us to deduce the exact form of the total density correlation
(see (66) below), which is identical to the non interacting one up to a renormalization
of the amplitude and of the velocity. Physically, this simply means that the total
density excitations remain gapless , as in a Luttinger liquid (of course a gap could
appear in other density excitations) .
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8. Even when a full understanding of the effective model will be reached, it remains an
open problem the relation with the original model (1). How the parameters of the
effective model relate to the parameters in (1) is also an open question. Hopefully the
rigorous Renormalization Group techniques, which could prove the emergence of the
Luttinger model in the single chain model, will provide the answer to this question.
The rest of the paper is organized in the following way. In §3 we will prove the main
Theorem above. In App. A we discuss the dependence on our results on the cut-off function
and the relation with bosonization methods. Finally, in App. B we explicitly check the WI
(15),(19) up to second order in perturbation theory.
III. PROOF
A. Multiscale decomposition of the generating functional
The proof is based on [28], where an effective model for a single chain was analyzed, in
which the fermions have no j index and the interaction contains only one term. We will
focus here on the extensions and modifications necessary to the present case, referring to
that paper for several technical results.
We write the cut-off function as (directly in the limit ε→ 0)
χN (k) =
N∑
k=−∞
fk(k), (20)
where fk(k) = χ¯(2
−k|k|) − χ¯(2−k+1|k|) is a smooth function of |k| which is non vanishing
only for 2k−1 ≤ |k| ≤ 2k+1. Note that since |k0| and |k| are greater than piL there exists a
scale hL such that fk(k) = 0 for k ≤ hL with −hL = O(logL); we can then write
gω(x− y) =
N∑
k=hL
(
1
L
)2
∑
k
eik(x−y)
fk(k)
−ik0 + ωk =
N∑
k=hL
g(k)ω (x− y) (21)
and, for hL ≤ k ≤ N and for a constant C (independent of k),
|g(k)|L1 ≤ C2−k, |g(k)|L∞ ≤ C2k (22)
The decomposition of the propagator (21) allows us to make a decomposition of the
fermionic measure P (dψ) =
∏N
k=hL
P (dψ(k)), where P (dψ(k)) is the fermionic measure with
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propagator g
(k)
ω (x) and the corresponding decomposition of the field is ψx,ω,j =
∑N
k=hL
ψ
(k)
x,ω,j.
Indeed calling V(ψ, J) = V (ψ) + ∑ω,j ∫ dx Jx,ωψ+x,ω,jψ−x,ω,j we can write the generating
functional WN,L(η, J) (7) (in the η = 0 case for definiteness) as
eWN,L(0,J) =
∫
P (dψ)eV(ψ,J) =
∫
P (dψ(≤N−1))
∫
P (dψ(N))eV(ψ
(≤N−1)+ψ(N),J) =
e−L
2EN−1+SN−1(J)
∫
P (dψ(≤N−1))eV
(N−1)(ψ(≤N−1) ,J) (23)
where
−L2EN−1 + SN−1(J) + V(N−1) ≡
∞∑
n=0
1
n!
ETN(V;n) (24)
and ETN are the fermionic truncated expectations with propagator g(N)ω ; the first term in the
l.h.s. is a constant J, ψ-independent, the second depends only on the source term J and
the third, the effective potential at scale N − 1, is the sum of integrals of monomials in ψ
and J times suitable kernels. One could repeat the same procedure writing P (dψ(≤N−1)) =
P (dψ(≤N−2))P (dψ(N−1)) and integrating the field ψ(N−1) and so on, but it turns out that
this is not suitable for taking the limit N →∞, the reason being that the scaling dimension
of the monomials in the effective potential with 2m ψ-fields and n J-fields is D = 2−n−m,
that is greater or equal to zero in the case (2m,n) = (2, 0), (4, 0), (2, 1). These are the
scaling dimensions typical of a renormalizable Quantum Field Theory and therefore one
could expect that ultraviolet divergences are present requiring that the ultraviolet N →∞
limit can be taken only with the proper choice of the bare parameters, possibly diverging
in the N → ∞ limit. However, the fact that the interaction is non local but short ranged
induces an improvement in the scaling dimension, and indeed no ultraviolet divergences are in
fact present; the kernels of the effective potential are bounded uniformly in the ultraviolet
cut-off N . The proof of this fact in a similar case is in [28], and it will be recalled and
extended to the present case below; this kind of analysis dates back to [31], where it was
applied to the construction of the ultraviolet limit of the Yukawa2 model.
B. Ultraviolet scales
The integration procedure of the scales N − 1, ...hL must be different for the positive
(ultraviolet) and negative (infrared) scales. We describe first the integration of the ultraviolet
scales, following a procedure very similar to the one explained in §2.1 and §2.2 of [28].
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Assume that we have integrated the Grassmann variables ψ(N), .., ψ(h), h ≥ 1 so obtaining
eWN,L(0,J) = e−L
2Eh+Sh(J)
∫
P (dψ(≤h))eV
(h)(ψ(≤h),J) (25)
where
V(h)(ψ) = (26)
∞∑
m=1
∞∑
n=0
∑
ω,j
∫
dz
∫
dx
∫
dyW
(h)
2m,n(z;x,y)[
n∏
i=1
Jzi ][
2m∏
i=1
ψεixi,ωi,ji]
We write the r.h.s. of (25) as
e−L
2Eh+Sh(J)
∫
P (dψ(≤h))eLV
(h)(ψ(≤h),J)+RV(h)(ψ(≤h) ,J) (27)
where R = 1 − L and L is a linear operation, called localization operation, acting on the
kernels so that
LW (h)2m,n(z;x,y) :=
W
(h)
2m,n(z;x,y) if n+m ≤ 2
0 otherwise
(28)
Therefore we can write
e−L
2Eh+Sh(J)
∫
P (dψ(≤h−1))
∫
P (dψ(h))eLV
(h)(ψ(≤h),J)+RV(h)(ψ(≤h),J) =
e−L
2Eh−1+Sh−1(J)
∫
P (dψ(≤h−1))eV
(h−1)(ψ(≤h−1),J) (29)
and the procedure can be iterated. Note that the localization operation simply singles out
the running coupling functions (not constants) without doing any operation operation on
them.
C. Scaling dimensions
The outcome of this integration procedure is that the kernels of the effective potentials are
expressed in terms of an expansion in terms of running coupling functions W
(k)
2,1 ,W
(k)
2,0 ,W
(k)
4,0 ,
with k > h. This expansion is described in terms of suitable trees defined in Appendix 1
of [28] (up to trivial modifications) and we will not repeat the details here. We define the
following norm
||W (h)2m,n|| =
1
L2
∫
dx|W (h)2m,n(x)| (30)
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By Lemma 1 of [28] (the proof is in Appendix 1 of [28], and one can verify that the extra
index j and the more complex form of the interaction plays no role) it holds that, if k > 0
and assuming that
sup
k>h
||W (k)2,0 ||+ ||W (k)4,0 || ≤ ε0, sup
k>h
||W (k)2,1 || ≤ 2 (31)
with ε0 independent from k, L,N , then for a suitable constant C
||W (h)2m,n|| ≤ Cεε2m,n0 2−h(n+m−2) (32)
with ε2m.n = 1 for m 6= 0 and zero otherwise.
The bound (32) establishes that the scaling dimensions of the kernels is 2−n−m, which
is negative except when (2m,n) = (2, 0); (4, 0); (1, 2); therefore the above statement essen-
tially says that a dimensional bound can be proved for the kernels of the effective potential,
provided that the bounds for the kernels corresponding to (2m,n) = (2, 0); (4, 0); (1, 2) are
improved.
D. Determinant bounds
Note that the kernels W
(h)
2m,n can be written as a sum over renormalized Feynman graphs;
each of them is O(2−h(n+m−2)) but their number at order n¯ grows as O((n¯!)2) and therefore
in this way one cannot establish the convergence of the expansion. In order to achieve
convergence (and to establish (32)) one needs to exploit the cancellations due to the relative
minus signs which follows from anticommutativity; technically one has to exploit the fact
that the fermionic expectations can be represented in terms of Gram determinants. Therefore
the proof of (32) is based on the representation of W (n;m)(k) in terms of Gallavotti-Nicolo’
trees, see [30] for more details, and the Brydges-Battle-Federbush formula for the truncated
expectations (see [31], App. A), which says that
ETh (ψ˜(h)(P1), . . . , ψ˜(h)(Ps)) =
∑
T
∏
l∈T
[
g(h)(xl − yl)
] ∫
dPT (t) detG
h,T (t) (33)
where ψ˜(h)(Pi) =
∏
f∈Pi
ψ
ε(f)(h)
x(f),ω(f),j(f) is the product of fields associated to the cluster i, P
±
i
is the set of field labels associated to + or − fields, that is P±i := {f ∈ Pi, ε(f) = ±},
with f±ij being their elements. Defining x
(i) = ∪f∈P−i x(f), y
(i) = ∪f∈P+i x(f), xij = x(f
−
i,j),
yij = x(f
+
i,j), T is a set of lines forming an anchored tree graph between the clusters of points
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x(i) ∪ y(i), that is T is a set of lines, which becomes a tree graph if one identifies all the
points in the same cluster. Moreover t = {tii′ ∈ [0, 1], 1 ≤ i, i′ ≤ s}, dPT (t) is a probability
measure with support on a set of t such that tii′ = ui ·ui′ for some family of vectors ui ∈ Rs
of unit norm. Finally Gh,T (t) is a (k− s+1)× (k− s+1) matrix, whose elements are given
by
Gh,Tij,i′j′ = tii′ g
(h)(xij − yi′j′) (34)
with (f−ij , f
+
i′j′) not belonging to T . Finally a couple l := (f
−
ij , f
+
i′j′) := (f
−
l , f
+
l ) will be
called a line joining the fields with labels f−ij , f
+
i′j′ and connecting the points xl := xi,j and
yl := yi′j′, the endpoints of l.
Let H = Rs ⊗ H0, where H0 is the Hilbert space of complex vectors F (k) with scalar
product
< F,G >=
1
L2
∑
k
F ∗(k)G(k) . (35)
Note that (34) can be written in the form, see [31] App. A
Gh,Tij,i′j′ = tii′ g
(h)(xij − yi′j′) =< ui ⊗A(h)x(f−ij ),ui′ ⊗ B
(h)
x(f+
i′j′
)
> (36)
where ui ∈ Rs, i = 1, . . . , s, are the vectors such that ti,i′ = ui · ui′ and (the cut-off function
fh(k) should not be confused the index f defined after (33))
Ah(x) =
√
fh(k)
eikx
k20 + k
2
,
Bh(x) = e
ikx
√
fh(k)(ik0 + ωk) (37)
One can use the well known Gram-Hadamard inequality, which states that, if M is a square
matrix with elementsMij of the formMij =< Ai, Bj >, where Ai, Bj are vectors in a Hilbert
space with scalar product < ·, · >, then
| detM | ≤
∏
i
||Ai|| · ||Bi|| . (38)
where || · || is the norm induced by the scalar product. Therefore one can use the above
inequality, and the fact that
||A(h)(x)||2 ≤ C2−2h , ||B(h)(x)||2 ≤ C24h (39)
for a suitable constant C, to bound the determinants in the truncated expectations without
dangerous factorials. One has also to take into account the tree structure induced by the
multiscale analysis and the effect of the R operation; we refer to App. 1 of [28] for the
complete proof, up to simple modifications.
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E. Improvement of scaling dimension
It remains to prove (31). That is, we must show that there is an improvement in the
scaling dimension of the kernels with non negative dimension; for the single chain model this
was the content of Lemma 2 of [28] whose proof is in §2.4-2.6 of [28] (see also §IV of [31])
and we have to check that the analysis can be extended also to the present more complicated
form of the interaction.
One assumes that (31) is true for h + 1 (so that the bound (32) holds) and then one
proves it for the scale h. Denoting by ETh,N the fermionic truncated expectation with respect
to g(h,N), we recall the following property, (see e.g. eq.(15) in [31])
ETh,N(ψ˜(P1 ∪ P2)ψ˜(P3)...ψ˜(Pn)) = ETh,N(ψ˜(P1)ψ˜(P2)...ψ˜(Pn)) (40)
+
∑
K1,K2
K1∪K2={3,..,n},K1∩K2={0}
(−1)piETh,N(ψ˜(P1)
∏
j∈K1
ψ˜(Pj))ETh,N(ψ˜(P2)
∏
j∈K2
ψ˜(Pj))
where (−1)pi is the parity permutation necessary to bring the Grassmann variables in the
r.h.s. in the original order. By using (40) we can decompose the kernel W
(h)
2,0 as in Fig. 1
(more details can be found in §2.3 of [28]) and we get the bound
|W (h)2,0 (x1, 0)| ≤ Cmax |~g|]
∫
dx2dx3|v(x1 − x2)g(h,N)(x1 − x3)W (h)2,1 (x2;x3, 0)| (41)
where we have taken into account that the first and last term in Fig. 1 are vanishing as
g(h,N)(k) = −g(h,N)(−k).
+= +
FIG. 1: Graphical representation of the decomposition of the kernel W
(h)
2,0 ; ; the blobs represent
W
(h)
2m,n, the paired wiggly lines represent v, the full lines g
(h,N) and the dotted lines are the external
fields
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A naive bound for ||W (h)2,0 || is
[max |~g|]||
∫
dx1dx2dx3v(x1 − x2)g(h,N)(x1 − x3)W (h)2,1 (x2;x3, 0)| ≤
[max |~g|]||g(h,N)|L∞|v|L1
∫
dx2dx3|W (h)2,1 (x2;x3, 0)| ≤ C2N , (42)
which is diverging as N → ∞; one can read in the exponent of the r.h.s. that the scaling
dimension is +1. However one can improve such estimate noting that the wiggly line is not
necessary to ensure the connectivity of the diagram, and one can instead integrate over the
fermionic propagator getting the bound
[max |~g|]|
∫
dx1dx2dx3|v(x1 − x2)|g(h,N)(x1 − x3)W (h)2,1 (x2;x3, 0)| ≤
[max |~g|]|g(h,N)|L1|v|L∞
∫
dx2dx3|W (h)2,1 (x2;x3, 0)| ≤ C[max |~g|]2−k (43)
which verifies, assuming max |~g| small enough, (31). One can read from (43) that the effective
dimension is −1 instead of the previous +1, so that such a contribution now behaves as an
irrelevant term. In the above bound a crucial role is played by the fact that the potential
is short ranged and non local; with a local delta-like interaction |v|L∞ is unbounded. Note
also that no dangerous factorials are generated in these bounds, since the determinants in
(33) are preserved.
Similar considerations can be done for the other terms, like W
(h)
2,1 (for more details in a
similar case, see §2.4 of [28]). It is particularly interesting here to focus on the subset of the
contribution which is identical to W
(h)
0,2 , which can be decomposed as shown in Fig. 2, up to
other vanishing terms. The second term in Fig. 2 can again be bounded by
C[max |~g|]|v|L∞|W (h)2,2 |L1
∑
h≤i′≤j≤i≤N
|g(j)|L1 |g(i)|L1|g(i′)|L∞ ≤
C1[max |~g|]|22−2h
∑
h≤i≤N
(i− h)2−i+h ≤ C2[max |~g|]22−2h. (44)
Regarding the first term in Fig. 2, the possible contributions to the bubble term are
vanishing at zero external momentum; indeed if χh,N(k) =
∑N
i=h fi(k) then
1
L2
∑
k
χh,N(k)
(−ik0 + k)2 =
1
L2
∑
k
χh,N(k)
k20 − k2 + 2ik0k
(k20 + k
2)2
= 0. (45)
In this way the bound in the first term has an extra 2−h factor. Note the crucial role
played by the fact that the interaction is invariant under the transformation (11); if
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+FIG. 2: Decomposition of W
(h)
0,2 : the blobs represent W
(k)
2m,n, the paired wiggly lines represent v,
the paired line g(h,N)
such symmetry is broken, for instance by the present of terms of the form
∫
dxdyv(x −
y)ψ+x,ω,jψ
−
x,−ω,j)ψ
+
y,−ω,jψ
−
x,ω,j, then the bubble graph gives a contribution O(logN). This
concludes the sketch of the proof of the bound (30) (for the complete proof in a similar case,
see §2 of [28]).
F. Infrared scales
It remains to discuss the integration of the infrared negative scales. Now there is a
crucial difference with respect to the analysis in the effective single chain model considered
in [28]; in that case, see §2.7 of [28], one can perform a Renormalization Group analysis of
the infrared problem and, thanks to suitable cancellations in the flow equations [5], [6],[7]
implying the boundedness of the running coupling constants, one gets results uniform in L,
and the thermodynamic limit can be taken. A similar analysis for the effective two chains
model apparently gives instead an unbounded flow for the running coupling constant in the
infrared. However, since we are assuming L finite, we can integrate directly over the variable
ψ(hL,0). Note that
|g(hL,0)|L1 ≤ CL, |g(hL,0)|L∞ ≤ C (46)
Moreover the propagator has still a Gram representation
g(hL,0)(x− y) =< A(x), B(y) > (47)
with
A(x) = eikx
√
χhL,0(k)
1
k20 + k
2
,
B(x) = eikx
√
χhL,0(k)(ik0 + ωk) (48)
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and
||A||2 ≤ CL2 ||B||2 ≤ C (49)
It is an immediate consequence of (33) and (47) and of the Gram inequality that the contri-
bution of order n¯ to W
(hL−1)
2m,n is bounded by (C[max |~g|]L)n¯, so that we have convergence for
|~g| ≤ CL−1. With some more effort and using a multiscale integration also for the infrared
region one can arrive at |~g| of order O((logL)−κ) for some positive κ. For getting results
uniform in L new ideas seem necessary.
G. Proof of Ward Identities
Let us finally consider now the correction term ∆̂L,N(k,k+ q) appearing in the WI (15)
in order to prove (19): again the proof is similar to the one explained in §3 of [28] but with
some important differences. As a first step we introduce the generating functional
eW
R
N,L
(η,J) =
∫
P (dψ) e−V (ψ)+A0(χ,ψ)−A1(χ,ψ)+
∑
ω,j
∫
dx [ψ+
x,ω,jη
−
x,ω,j+η
+
x,ω,jψ
−
x,ω,j] (50)
with
A0(χ, ψ) =
∑
j,ω
∫
dkdqχq,ω,jC
N
ω (k,q)ψ̂
+
k+q,ω,jψ̂
−
k,ω,j
A1(χ, ψ) =
∑
j,ω
∫
dkdqχq,ω,j[
g0
4π
D−ω(q)v̂(q)ψ̂
+
k+q,−ω,jψ̂
−
k,−ω,j +
gf
4π
D−ω(q)v̂(q)ψ̂
+
k+q,−ω,−jψ̂
−
k,−ω,−j
+
g4
4π
D−ω(q)v̂(q)ψ̂
+
k+q,ω,−jψ̂
−
k,ω,−j +
g˜4
4π
D−ω(q)v̂(q)ψ̂
+
k+q,ω,jψ̂
−
k,ω,j] (51)
where CNω (k,q) was defined in (17) and again we have used the convention −a = b,−b = a.
This is the generating functional for ∆L,N minus the expected limit. We define
R̂N,L(k,k+ q) =
∂3WRN,L(η, χ)
∂χ̂q,j′,ω′∂η̂
+
k,j,ω∂η̂
−
k+q,j,ω
∣∣∣
0,0
(52)
and the proof of (19) consists in showing that, for k,k+ q fixed
lim
N→∞
R̂L,N(k,k+ q) = 0 (53)
One can analyze WRN,L(η, χ) with a multiscale integration procedure similar to the one de-
scribed above for the generating functional (see §3.1 and §3.2 of [28] for more details in a
similar case). We can integrate ψ(N), .., ψ(h), h ≥ 1 obtaining
eW
R
N,L(0,χ) = e−L
2E˜h+Sh(χ)
∫
P (dψ(≤h))eV˜
(h)(ψ(≤h),χ) (54)
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where V˜(h)(ψ(≤h), χ) has an expression similar to (26) with χ replacing J and kernels W˜ (k)n,2m
(of course W˜
(k)
2m,0 = W
(k)
2m,0). In the multiscale integration one defines a localization operation
extracting the terms with non negative dimension, which are W˜
(k)
2,0 , W˜
(k)
4,0 and W˜
(k)
2,1 ; the first
two obey the bound (31); the last one obeys
sup
N>k>0
||W˜ (k)2,1 || ≤ C[max |~g||]2−N/2 (55)
that it is vanishing as N → ∞. The proof is similar to the one in §3.3 of [28]. One writes
W˜
(k)
2;1 = W˜
(k)
2,1;a + W˜
(k)
2;1;b, where W˜
(k)
2,1;a is obtained contracting A0 and W˜
(k)
2;1;b contracting A1.
In order to study the properties of W˜
(k)
2,1;a we further distinguish the case in which one of
the external lines belongs to A0 or not; in the first case the bound (31) follows easily by a
parity cancellation and the fact that the contracted line is necessarily at scale N . It remains
then to consider the case in which both the fields in A0 are contracted. An important role
is played by the function
CNω (k,q)ĝ
(h)
ω (k)ĝ
(i)
o (k+ q) = 0 h, i < N (56)
We can decompose such class of terms as we did for W
(k)
2,1;a, see fig. 3. The second term in
+
FIG. 3: Contributions to W˜
(k)
2,1 ; the black dot represents A0(χ,ψ)
Fig. 3 can be bounded by
[max |~g|]|v|L∞|W˜ (k)2,2 |L1
∑
k≤i′≤i≤N
|g(N)|L1 |g(i)|L1|g(i′)|L∞ ≤
C[max |~g|]22−2k(N − k)2−N+k ≤ Const.λ22−2k2−(N−k)/2, (57)
leading to the vanishing of this contribution for N →∞ together with a negative dimension;
with respect to (44), the scale (j) is not summed but blocked at scale N by (56).
It now remains to consider the contribution from the first term in Fig. 3, which is
the only possible non vanishing one. Here it comes the main differences with respect to
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the case discussed in [28]. First of all, the possibility of this kind of term to contribute
depends crucially on the form of the interaction; in particular, there is no contribution of
this kind involving gu and gbs (this explains why the anomaly does not depend from such
couplings). Moreover, the contributions to the bubble coming from the other couplings are
non vanishing; the value of the bubble in Fig. 3 is given by
1
L2
∑
k
CNω (k,q)
D−ω(q)
gω(k)gω(k + q) = (58)
=
1
L2
∑
k
χN(k+ q)− χN(k)
D−ω(q)Dω(k+ q)
+
1
L2
∑
k
(χN (k+ q)− 1)χN(k)
Dω(k)Dω(k + q)
.
The second line can be rewritten, changing the variables
1
L222N
∑
k′
χ0(k
′ + q2−N )− χ0(k′)
D−ω(q2−N)Dω(k + q2−N)
+
1
L222N
∑
k′
(χ0(k
′ + q2−N)− 1)χ0(k′)
Dω(k′)Dω(k′ + q2−N)
, (59)
where k′ = 2−Nk. As a result of that the second term can be written as
1
L222N
∑
k′
(χ0(k
′)− 1)χ0(k′)
Dω(k′)Dω(k′)
+O(q2−N) (60)
and the first term in (60) vanishes by symmetry. Moreover, the first term in (59) can be
rewritten in the limit N →∞ as
−
∫ ∞
0
dρ
∫ 2pi
0
dθ∂ρχ¯(ρ)
sin2 θ
4π2
= − 1
4π
∫ ∞
0
dρ∂ρχ¯(ρ) =
1
4π
. (61)
and is independent from L. Such terms are therefore canceled by the corresponding contri-
butions coming from W˜
(k)
2,1;b. Note also the extra factor [max |~g||] in (55) as from (56) there
is no contribution of order 0 at scales < N . Therefore from (55) we get, for n 6= 0 and h > 0
||W˜ (h)m,2n|| ≤ C2−h(n+m−2)2−N/2 (62)
from which (53) follows.
IV. CONCLUSIONS
We have considered the effective two chain model (7) described in terms of bonding
and antibonding fields with linear dispersion relations. Contrary to the effective single chain
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problem, the model is not exactly solvable and the associated WI have never been derived by
bosonization methods. By analyzing the functional integrals using Constructive Quantum
Field Theory methods we have derived for the first time exact WI in the limit of removed
ultraviolet cut-off (and at finite volume) which displays the presence of chiral anomalies.
Such anomalies do not depend directly on the umklapp and backscattering interactions
and verify the Adler-Bardeen non renormalization property. Such a WI provide non trivial
relations between correlation functions and are likely to play an important role for the
understanding of the thermodynamic limit of the model (7) which are still largely unknown.
V. APPENDIX A
The WI (15),(19) has been derived assuming an ultraviolet cut-off function χN(k) in the
propagator (8), cutting the momenta (that is, spatial momenta and energies) greater than
|k| ≥ 2N+1. While the existence of the chiral anomaly does not depend on the choice of
the cut-off, some of its properties may depend on it. It is therefore interesting to consider
a (somewhat more realistic) cut-off only on the spatial component of the momentum. We
consider (7) with an integration P (dψ) whose propagator is not (8) but
gω(x− y) = 1
L2
∑
k∈D
eik(x−y)
χN(k)
−ik0 + ωvFk (63)
with χN(k) = χ¯(2
−NvF |k|), that is the cut-off depends only from the spatial part of the
momentum; for later convenience we introduce also the Fermi velocity vF which was set
equal to 1 before. Note that this cut-off breaks the Lorentz invariance of the theory.
An analysis similar to the previous one leads to a WI similar to (15) with Dω(k) =
−ik0 + ωvFk; moreover the correction ∆̂N verifies (18) with Dω(q) replaced by 2ωq. Note
indeed that in the computation of the bubble (58) the first term in Fig. 3 is now given by
lim
N→∞
1
L222N
∑
k′
χ0(k
′ + q2−N)− χ0(k′)
(−ωqvF2−N)Dω(k′ + q2−N) =
∫
dk′
(2π)2
∂χ0(k
′)
−ωDω(k′) =
1
2πvF
(64)
while the second term is still vanishing. Choosing the cut-off function χN(k) the anomalous
term (19) is Lorentz invariant while with a cut-off χN (k) Lorentz invariance is never restored
in the WI even in the limit N →∞.
It is also interesting to write the WI for the total densities for cut-off χN(k); one gets in
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the limit N →∞ ∑
j
(−iq0 + ω(vF − g4 + g˜4
2π
)q) < ρ̂q,ω,jρ̂−q,ω′,j′ > + (65)
∑
j
1
2π
(g0 + gf)ωq < ρ̂q,−ω,jρ̂−q,ω′,j′ >= δω,ω′ωq.
If ρ̂ρq =
∑
j,ω ρ̂q,ω,j is the total density, we can derive from (65) the explicit form of the total
density correlation:
< ρ̂ρqρ̂
ρ
−q >= K
q2
q20 + v
2
ρq
2
+O(q) (66)
where
vρ =
√(
vF − g4 + g˜4
2π
)2
−
(
g0 + gf
2π
)2
, K = 1− g0 + gf
2π
. (67)
Finally we note that the choice of the cut-off χN(k) only on the spatial momenta and the
assumption that gu = gbs = 0 and of a potential v̂(p) depending only on the space momenta
makes the model (7) very closely related to the (spinning) Luttinger model. It was shown
in [13] that the Hamiltonian of such a model can be expressed as a quadratic Hamiltonian
in terms of the fermionic densities ρω,j(p) verifying the following commutations rules
[ρω,j(p), ρω′,j′(−p′)] = δω,ω′δj,j′ pL
2π
. (68)
and as the Hamiltonian is bilinear in the boson fields one gets
∂ρω,j(p)
∂t
= [H, ρω,j(p)] = ωvFpρω,j(p) + ω
pL
2π
g0v(p)ρ−ω,j(p) +
ω
pL
2π
gfv(p)ρ−ω,−j(p) + ω
pL
2π
g4v̂(p)ρω,−j(p) + ω
pL
2π
g4v̂(p)ρω,j(p) (69)
From the above relations one gets, in the Luttinger model, a WI identical to (15),(18) with
Dω(q) replaced by 2ωq, in agreement with was is found in (7) with a cut-off χN (k).
A crucial point to be stressed is that, although the bosonization method was used only in
the gu = gbs = 0 case, the functional integral derivation explained in this paper successfully
deals with this more general case. There were indeed attempts to apply bosonization also in
presence of gu and gbs, but the bosonic expression for such terms is known to be highly formal
and the conclusions drawn from it are not really safe and unambiguous, as was stressed long
ago in [32].
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VI. APPENDIX B
It is useful, for readers not familiar with Constructive Renormalization Group methods,
to verify the WI (15),(19) by a perturbative computation up to two loops, which is the
minimal order at which the anomaly non renormalization can be tested. We assume as in
App. A the cut-off only for spatial momenta and the propagator (63); the WI are therefore
given, as explained in App. A, by (in terms of amputated correlations)∑
j
(iq0 − ω′vF q)Λj,j
′
ω,ω′(k+ q,k)−
∑
j
ω′vF q[(g¯0 + g¯f)Γ
j,j′
ω,−ω′(k+ q,k) +
+ (g¯4 + ¯˜g4)Γ
j,j′
α,ω′(k+ q,k)] = δω′,ω[Σ
j
ω(k)− Σjω(k+ q)] (70)
where as usual Γ and Σ are, respectively, the vertex part and the self-energy, g¯i = gi/2πvF
and
Γj,j
′
ω,ω′(p+ q,p) = δω,ω′ + Λ
j,j′
ω,ω′(p+ q,p). (71)
Let us choose ω = + and j = b. In this way, in 1-loop order equation becomes
(iq0 − vF q)[Λb,b (1)+,+ (k+ q,k) + Λb,a (1)+,+ (k+ q,k)]− vF q(g¯4 + ¯˜g4) =
= Σ
b (1)
+ (k)− Σb (1)+ (k+ q), (72)
for ω′ = +, and
(iq0 + vF q)[Λ
b,b (1)
+,− (k+ q,k) + Λ
b,a (1)
+,− (k+ q,k)] + vF q(g¯0 + g¯f) = 0 (73)
for ω′ = −. In our notation, Λj,j′ (1)ωω′ represents the corresponding 1-loop vertex function.
The Feynman graphs contributing to (72) are represented in Fig. 4; the Feynman graph
(c) contributing to the vertex part is matched exactly by the corresponding self-energy
difference in 1-loop order. In contrast the diagrams (a) and (b) contributing to the vertex
part, computed with a cut-off on spatial momenta to be removed at the end, are canceled
exactly by the anomalies (first term in the second line of Fig. 4). Indeed the contribution
to ∆̂N at this order is given by a graph equal to (a) and (b) with the wiggly line connected
to a black dot as in Fig 3, and one can check that such graphs are equal to vF (g¯4+ ¯˜g4) when
the momentum cut-off is removed. Similarly the Feynman graphs contributing to (73) are
represented diagrammatically in Fig. 5. Again the vertex diagrams are canceled entirely by
the corresponding anomalous terms produced by g0 and gF .
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FIG. 4: Feynman graphs contributing to (72).
FIG. 5: Feynman graphs contributing to (73)
At second order the WI (15),(18) is given by
(iq0 − vF q)
∑
j=b,a
Λ
b,j (2)
+,+ (k+ q,k)− vF q
∑
j=b,a
[(g¯0 + g¯f)Λ
b,j (1)
+,− (k+ q,k) + (74)
+ (g¯4 + ¯˜g4)Λ
b,j (1)
+,+ (k + q,k)] = Σ
b (2)
+ (k)− Σb (2)+ (k+ q)]
and
(iq0 + vF q)
∑
j=b,a
Λ
b,j (2)
+,− (k+ q,k) + vF q
∑
j=b,a
[(g¯0 + g¯f)Λ
b,j (1)
+,+ (k+ q,k) + (75)
+ (g¯4 + ¯˜g4)Λ
b,j (1)
+,− (k + q,k)] = 0
We display in Fig 6. the graphs contributing to (63). The diagrams (2), (3), (4), and
diagrams (14) and (15) cancel each other out exacly. The diagrams (7),(8),(9) are canceled by
the second contribution to the self-energy difference. Similarly (10), (11), (12) are canceled
by the first contribution, (13) by the third and so on. The Feynman diagrams (1), (5), (6)
are canceled by the anomaly contributions given by the fourth line in Fig 6 (coming from
diagrams of the form (1),(5),(6) in which the external wiggly line is connected to a black
dot as in Fig. 3).
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FIG. 6: Feynman graphs contributing to (74)
FIG. 7: Feynman graphs contributing to (75)
Similarly we display (64) in Fig 7; the diagrams (1), (7),(8) cancel with the anomalous
terms, and the vertex diagrams (2) and (3), (9) and (10), (11) and (12) as well as diagrams
(4), (5) and (6) cancel each other out exactly. One clearly sees that all anomalous diagrams
are associated with the g0, gf and g4, couplings which are originated in 1-loop order. In
24
other words there are no new classes of anomalous vertex diagrams in higher loops so that
the anomaly is linear in the coupling and the gu, gbs couplings contribute in many ways to
both the vertex and the self-energy but not to the anomaly, in agreement with the Theorem
proved in this paper.
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