Abstract. An elliptic BCn generalization of the classical two parameter Bailey Lemma is proved, and a basic one parameter BCn Bailey Lemma is obtained as a limiting case. An unspecialized BCn Rogers-Selberg identity is proved as an application. This identity is then specialized to prove Bn and Dn generalizations of the Rogers-Ramanujan identities in terms of determinants of theta functions.
Introduction
The Rogers-Ramanujan identities can be written in the form (q; q) m = 1 (q 1+δ ; q 5 ) ∞ (q 4−δ ; q 5 ) ∞ where δ ∈ {0, 1} and |q| < 1. The q-Pochhammer symbol (a; q) α with q, α ∈ C is defined by (1.2) (a; q) α := (a; q) ∞ (aq α ; q) ∞ in terms of (a; q) ∞ := ∞ i=0 (1 − aq i ). These identities have a very rich history. Many important figures in mathematics had contributed to the development of these identities starting with Rogers [25] who first proved them in 1894, and Ramanujan [17] whose involvement made Rogers' unnoticed work popular. Others contributed by simplifying existing proofs, suggesting new proofs of different nature, establishing their relations to other branches of mathematics and generalizing these identities [4] , [5] , [15] , [23] , [26] , [27] . This paper is devoted to multiple series analogues of the Rogers-Ramanujan identities associated to root systems B n and D n of rank n.
In §1, the definition of BC n Jackson coefficients, the BC n type symmetric rational function ω λ/µ (z; r, q, p, t; a, b) defined in [8] is reviewed. The cocycle identity for ω λ/µ is given in the form (1.3) ω ν/µ ((uv) −1 ; uv, q, p, t; a(uv) 2 , buv) = µ⊆λ⊆ν ω ν/λ (v −1 ; v, q, p, t; a(vu) 2 , bvu) ω λ/µ (u −1 ; u, q, p, t; au 2 , bu)
where the summation index λ runs over partitions. In §3, an elliptic BC n generalization of the classical two parameter Bailey Lemma is given. Consequently, a basic one parameter BC n Bailey Lemma is obtained as a limiting case. Next, by iterating the one-parameter Bailey Lemma and further generalizing the results of §4, a three parameter BC n generalization of the unspecialized Rogers-Selberg identity is proved here.
Specializations of the parameters of BC n Rogers-Selberg identity lead to cancellation of factors in its series corresponding to certain roots, and eventually gave multilateral versions of the identity. Finally, certain well-known determinant evaluations are used to prove B n and D n type generalizations of the Rogers-Ramanujan identities in terms of determinants of theta functions.
The D n multiple Rogers-Ramanujan identities can be written as With the notation as above, D n multiple Rogers-Ramanujan identities can be written as The cases δ = 0 and δ = 1 give the first and the second D n Rogers-Ramanujan identities, respectively. The theta function θ(z; q) is defined by θ(z; q) := (z, q/z; q) ∞ for |q| < 1. A single B n multiple Rogers-Ramanujan identity can be written, similarly, in the form (1.5)
1≤i,j≤n q (j−1/2)(n−i+1) θ(q 6+4n−4i+j ; q 5 )
− q −(j−1/2)(n−i+1) θ(q 7+4n−4i−j ; q 5 )
In both cases, n is a positive integer and |q| < 1 as usual. Some results of this paper, such as (1.4), were conjectured in author's PhD work [8] which was conducted under the supervision of Dr. R. A. Gustafson. Section 2 outlines an alternative proof of a known result. This proof may be seen as a one dimensional version of the more general proofs used in higher dimensional results in later sections. It is hoped that this section helps to make the rest of the paper more readable.
A Generalization of Rogers-Ramanujan identities
Garrett, Ismail and Stanton [14] used orthogonal polynomials to obtain, among other results, the following generalization of the Rogers-Ramanujan identities. 
recursively. In two special cases δ ∈ {1, 0} the formula (2.1) simplifies to give the classical Rogers-Ramanujan identities (1.1).
There are numerous (analytic, combinatorial, probabilistic, algebraic) proofs [2] of the Rogers-Ramanujan identities (1.1). Watson's [30] proof of these identities, for example, depends on the identity In special cases b = q δ for δ ∈ {1, 0}, the series on the right hand side of (2.5) can be written as a bilateral sum giving to the right hand side of (2.6) after rescaling parameters q by q 5 and z by q 2(δ+1) for δ ∈ {1, 0}. In this section an alternative elementary proof of the identity (2.1) will be given using the symmetries of the Rogers-Selberg identity (2.5). A generalization of this argument will then be used in the proof of our multiple Rogers-Ramanujan identities below.
By setting b = q 2z for some z ∈ C and flipping appropriate factors using the definition of the q-Pochhammer symbol (1.2), the one dimensional Rogers-Selberg identity (2.5) can be written in the form (2.8)
The summand on the well-poised side is obviously invariant under the action of the Weyl group for C 1 , that is W = Z 2 = {ı, w}, generated by the maps q z+m ↔ q ±(z+m) for any z ∈ C. This implies that
where f is the summand in the right hand side of (2.8), L + = ıL + is the lattice of all non-negative integers and wL
The right hand side of the classical Rogers-Selberg identity (2.5) can be written in an equivalent form by flipping different terms as
Now multiply the series (2.10) by the right hand side of the C 1 version of Macdonald's [22] polynomial identity (written slightly differently as)
Since terms of the sum (2.10) as well as both terms of (2.11) are invariant under the maps q z+m ↔ q ±(z+m) , the series (2.10) can be written in the form
where L z = ∪ w∈W wL + . It is clear that the series (2.12) is possibly over the full weight lattice L = Z for C 1 (i.e., L z = L) only when z = δ/2 for some integer δ. In that case, one still needs to study possible overlaps and gaps between the lattices L + and wL + . Let's denote by O the "overlap" set L + ∩wL + and by G the "gap" L\L z . Clearly, the overlap O = ∅ and G = ∅ if δ is non-positive, and O = ∅ and G = ∅ otherwise.
Assume that δ > 0. The series (2.12) can be written over L, since the summand g(m, z) in (2.12) vanishes on G = {−1, . . . , −2z + 1} due to the numerator factor (q 1+m ) ∞ . Note that the denominator factor (q 2z+m ) ∞ = 0 on G. In particular, the second Rogers-Ramanujan identity corresponding to δ = 1 follows from the case z = 1/2. For δ ≤ 0, the additional "overlap condition" needs to be verified. Namely,
where O = {0, . . . , 2z}. In particular, for z = 0 the overlap is O = {0} and it is plain that f (0, 0) = g(0, 0). The first Rogers-Ramanujan identity then follows using a rewriting of the BC 1 version of Macdonald's [22] polynomial identity (2.14)
Multiplying the specialized Rogers-Selberg identity by Macdonald's polynomial identities (2.11) and (2.14) amounts to dropping certain factors corresponding to positive (or negative) roots in the summand.
It is already verified that the Rogers-Selberg identity (2.5) can be written as a bilateral sum when b = q δ for all δ ∈ Z ≥ . Now defining a degree δ + 1 polynomial
and flipping appropriate terms, the right hand side of the Rogers-Selberg identity (2.5) may be written in the form
Using the Jacobi triple product identity (2.7) one finally gets
The coefficients f (n) δ (0)/n! can be easily computed via the terminating q-binomial theorem
when 0 ≤ m ≤ n, and 0 otherwise. The coefficients of f δ yields a well-known alternative representation of Schur polynomials (2.2)
and completes the proof of (2.1).
3. An Elliptic BC n Bailey Lemma
In this section, an elliptic BC n Bailey Lemma will be proved. This result will then be used in the next section to obtain multiple Rogers-Ramanujan identities associated to root systems.
First, definitions are given for infinite dimensional matrices M (a, b) and S(b) indexed by partitions with respect to partial inclusion ordering ⊆ defined by
As in [9] , the Z-space V denotes the space of infinite lower-triangular matrices whose entries are rational functions in complex parameters {ρ 1 , σ 1 , ρ 2 , σ 2 , . . .} over the field F = C(q, p, t, r, a, b). The condition that u ∈ V is lower triangular with respect to the partial inclusion ordering (3.1) can be stated in the form
The multiplication operation in V is defined by the relation
The definitions of M (a, b) and S(b) involve the symmetric elliptic Macdonald functions W λ/µ and Jackson coefficients ω λ/µ on BC n defined and investigated in [8] and [9] . A brief review of the definitions and basic properties of these functions are in order.
Recall that an elliptic analogue of the basic factorial is given in terms of the elliptic function E(x) as follows [13] . For x, p ∈ C and |p| < 1, let the elliptic function be given by
and for a ∈ C, and a positive integer m define
The definition is extended to negative m by setting (a; q, p) m = 1/(aq m ; q, p) −m . Note also that when p = 0, (a; q, p) m reduces to standard (trigonometric) qPochhammer symbol.
For any partition λ = (λ 1 , . . . , λ n ) and t ∈ C, one can also define [29] (3.6) (a) λ = (a; q, p, t
Note that when λ = (λ 1 ) = λ 1 is a single part partition, then (a; q, p, t) λ = (a; q, p) λ1 = (a) λ1 . The following notation will also be used.
Now let λ = (λ 1 , . . . , λ n ) and µ = (µ 1 , . . . , µ n ) be partitions of at most n parts for a positive integer n such that the skew partition λ/µ is a horizontal strip; i.e.
For arbitrary λ and µ the function W λ/µ (y, z 1 , . . . , z ℓ ; q, p, t, a, b) in ℓ + 1 variables y, z 1 , . . . , z ℓ ∈ C is defined by the following recursion formula
The definition of the elliptic Jackson coefficients will be needed below. Let λ and µ be again partitions of at most n-parts such that λ/µ is a skew partition. Then the Jackson coefficients ω λ/µ are defined by
where x, r, q, p, t, a, b ∈ C. Note that W λ/µ (x; q, p, t, a, b) vanishes unless λ/µ is a horizontal strip, whereas ω λ/µ (x; r; a, b) = ω λ/µ (x; r, q, p, t; a, b) is defined even when λ/µ is not a horizontal strip.
The operator characterization [9] of ω λ/µ yields a recursion formula for Jackson coefficients in the form (3.12) ω λ/τ (y, z; r; a, b) :
where y = (x 1 , . . . , x n−k ) ∈ C n−k and z = (x n−k+1 , . . . , x n ) ∈ C k . Using the recurrence relation (3.12) the definition of ω λ/µ (x; r; a, b) can be extended from the single variable x ∈ C case to the multivariable function ω λ/µ (z; r; a, b) with arbitrary number of variables z = (x 1 , . . . , x n ) ∈ C n . That ω λ/µ (z; r; a, b) is symmetric is also proved in [9] using a remarkable elliptic BC n 10 ϕ 9 transformation identity.
With these notation and definitions, the M (a, b) and S(b) matrices are now defined.
Definition 3.1. Let λ be a partition of at most n parts and q, t, a, b, ρ and σ be complex parameters. Define the infinite matrix M (a, b) by
and the infinite diagonal matrix S(b) with diagonal entries
It will be verified that M (a, b) is lower triangular in the sense defined above, and that the n-dependence of definitions (3.13) and (3.15) is not essential.
Let λ = (λ 1 , λ 2 , . . . , λ n ) be an n-part partition with λ n−m+1 = 0 and λ n−m+1 = . . . = λ n = 0 where 1 ≤ m ≤ n andλ denote the (n − m)-part partition obtained by dropping the last m zero parts from λ. That is,λ = (λ 1 , . . . , λ n−m ). Proof. The fact that M (a, b) is lower triangular follows from the vanishing property [9] of W µ function. Namely,
is independent of representations of indexing partitions follows from an analogous property [9] of ω λ/µ written as (3.17) ω λ/µ (x; r; a, b) = ωλ /μ (x; r; a, b).
The result follows by noting that
since factors of the form u |λ| and (u) λ are clearly independent of n.
A key identity in the development of the BC n Bailey Lemma is now proved. This identity is equivalent to the cocycle identity [9] for ω λ/µ which can be written in the form
Lemma 3.3 (Key Lemma). With the definitions as above,
where qab = cσρ.
Proof. The proof follows from the observation (3.18) and the cocycle identity (3.19) after a simple reparametrization.
Two immediate corollaries of this key result are in order.
Corollary 3.4. For complex parameters a, b and c,
where I is the identity matrix whose entries are I λµ = δ λµ . Therefore, setting ρ = σ = (aq) 1/2 in the identity (3.20) yields the identity (3.21) to be proved.
This result defines a cocycle relation for the matrices M (a, b). The next result shows that the matrices M (a, b) are invertible just as in the classical case [6] .
Proof. It has been established in [9] that ω λµ (1; 1, a, b) = δ λµ . Therefore the identity ( The M (a, b) matrices satisfy the following elliptic transformation identities.
Lemma 3.6. With the definitions as above,
and
Proof. The proof follows from the observation (3.18) and the following identities given in [9] .
where x ∈ C.
3.1. Two Parameter Elliptic Bailey Lemma. The abstract matrix formulation of the two-parameter Bailey Lemma and consequently the notion of a Bailey lattice was given in one dimension by Agarwal, Andrews and Bressoud [1] and later by Bressoud [7] . Milne and Lilly [20] , and Andrews, Schilling and Warnaar [4] extended Bailey Lemma to root systems of type A n and C n of rank n and A 2 , respectively [29] . This section generalize Bailey Lemma to elliptic level for the non-reduced root system BC n of rank n, further extending earlier results. The notion of a Bailey pair will be needed. Let K be the field of rational functions in σ i , ρ i , a i , b i ∈ C for i ∈ Z > over the field C(q, p, t). Definition 3.7. The infinite sequences α and β of rational functions α λ , β λ ∈ K indexed by partitions form a Bailey pair relative to (b 1 , a 1 ) if they satisfy
where the sum is over partitions.
The two parameter BC n Bailey Lemma can now be proved. 
Proof. The proof is an immediate consequence of the Lemma 3.3 and the Corollary 3.4.
Remark 3.9. Note that in the iteration scheme above the parameters σ i , ρ i are replaced by σ i+1 , ρ i+1 and the parameters (a i , b i ) are replaced by (a i+1 , b i+1 ) in the i-th step.
Remark 3.10. Note also that the elliptic Bailey Lemma of Theorem 3.8 yields a two parameter basic (trigonometric) Bailey Lemma when p = 0. In that case (a) λ becomes
where the standard q-Pochhammer symbol (a; q) n is as defined in (1.2). The notation (a) λ will be used for both the elliptic and the basic (trigonometric) case, but the meaning will be clear from the context.
3.2.
One Parameter Basic BC n Bailey Lemma. This section and the rest of the paper uses only the basic (trigonometric) case p = 0 of BC n Bailey Lemma.
Since the limiting cases of the basic W functions W λ/µ (x; q, t, a, b) = W λ/µ (x; q, 0, t, a, b) will be used in computations, some more notation is needed. Set
and, finally
The existence of these limits can be seen from (p = 0 case of) the definition (3.9), the recursion formula (3.10) and the limit rule
Analogous to the matrix formulation of the classical Bailey Lemma [1] , the one parameter BC n Bailey matrix M (b) is also defined as a limiting case of the basic M (a, b) matrix.
Definition 3.11. Let λ be a partition of at most n-parts and b ∈ C. Define
Remark 3.12. Note that
Therefore it follows from the properties of the M (a, b) given in Lemma 3.2 that M (b) is also lower triangular and is independent of representations of λ.
The useful fact that M λµ (b) satisfies hyperoctahydral symmetry in the rectangular case λ = k n is now verified. This will be useful in the proof of multiple q-series identities below. Lemma 3.13. Let λ = k n for some non-negative integer k and set
in the definition (3.36) . Then the matrix M k n µ (b) is invariant under the standard action q µ+z ↔ q w(µ+z) (permutations and sign changes) of the hyperoctahedral group of rank n.
Proof. Let x ∈ C. The following analogue of the Weyl degree formula for W functions
follows from the basic (i.e., p = 0) version of the W -Jackson sum [9] (3.42)
and the fact [9] that
. Using the identity (3.41), the definition of the q-Pochhammer symbol (1.2), and the identities
the entries of the matrix M (b) can be written in the form
It could be shown, using the definition and the recurrence relation for W λ , that M λµ (b) satisfies hyperoctahedral group symmetry for a general partition λ. However, the rectangular case given in Lemma 3.13 will be sufficient for the proof of the multiple q-series identities obtained below.
The diagonal S(b) matrix has similar properties. Proof. That S λ (b) is independent of different representations of λ is obvious. Setting q zi = b 1/2 t 1−i in (3.15) and using the identities given above, one obtains
The fact that M (b) is invertible is a simple consequence of the Corollary 3.4.
Lemma 3.15. With the notation as above, the inverse
Proof. Setting c = a in Lemma (3.4) gives the identity I = M (a, b) M (b, a) by the virtue of (3.22) . This beautiful identity can be written explicitly in the form
and taking the limit a → 0 of (3.49) by using (3.35), one gets the inverse of M (b) given above.
Next, the closed form of the entries of the matrix N (b) := M (b) S(b) M −1 (b) will be computed. In the classical one dimensional case, N (b) is computed by means of the Bailey Transform and the Saalchutz's 3 ϕ 2 summation formula. Instead of generalizing this idea, the two parameter basic BC n Bailey Lemma is used to prove the next result. 
Proof. Note that one can write
where
Set a = du and c = dv for some d, u, v ∈ C in (3.20). Due to the relation qub = vρσ one gets v/u = qb/ρσ. Rewrite Lemma (3.3) in the form
Now in the limit as d → 0, the left hand side becomes
which is essentially equal to N (b) up to diagonal factors. That is,
which gives the closed form to be computed.
The one parameter basic BC n Bailey Lemma is proved next. The notion of a Bailey pair translates to the one parameter case in an obvious way. Namely, the infinite sequences α and β of rational functions α λ , β λ ∈ K indexed by partitions form a Bailey pair (relative to b = b 1 ) if they satisfy β λ = µ M λµ (b) α µ where the sum is over partitions. 
Proof. The proof is a consequence of the definition of N (b) and that of a Bailey pair relative to b.
Generalized Watson transformation.
The power of Bailey Lemma comes from its potential for indefinite iteration. The lemma can be applied to a given Bailey pair (α, β) repeatedly producing an infinite sequence of Bailey pairs (α, β)
, what is called a Bailey chain. In fact, a stronger result says that it is possible to walk along the Bailey chain in every direction as depicted in the following figure. This powerful iteration mechanism allows one to prove numerous multiple basic hypergeometric series and multiple q-series identities. In this section a terminating 6 ϕ 5 summation formula and a generalized Watson transformation will be given. The limiting cases of these results are used to prove Euler's Pentagonal Number Theorem, the Rogers-Ramanujan identities and the extreme cases of the AndrewsGordon identities. The details for the Rogers-Ramanujan identities will be given in this paper and other results will appear in future publications [10] , [11] .
The Bailey pair (α, β) corresponding to the simplest non-trivial sequence β defined by β λ = δ λ0 is called the unit Bailey pair. The corresponding α sequence can easily be computed using the the inverse matrix M −1 (b). One gets
Iterating the Bailey Lemma of Theorem (3.17) once, that is computing the sequences α ′ and β ′ and writing out the relation β
explicitly gives a higher dimensional analogue of the terminating 6 ϕ 5 summation formula
A second iteration of Bailey Lemma and consequently writing up the relation β 
Proof. Iterate the Bailey Lemma of Theorem 3.17 N times starting with the unit Bailey pair corresponding to β λ = δ λ0 .
Note that the N = 1 case of the generalized Watson transformation (3.64) reduces to the terminating 6 ϕ 5 summation formula (3.61), and the N = 2 case of it reduces to the Watson transformation (3.62).
Remark 3.20. It has been already seen above in Lemma 3.13 and Lemma 3.14 that the matrices M (b) and S(b) involved in the iteration process are invariant under the action of the hyperoctahedral group, and are independent of different representations of λ. Therefore, the right hand side of the identity (3.64) obtained in the iteration process will always share the same properties when α λ has the same properties. But, if one sets q zi = b 1/2 t 1−i in (3.60), α λ can be written in the form
which clearly satisfies these properties. To make the symmetries more transparent, one can rewrite the series in the right hand side of the generalized Watson transformation (3.64) similar to (3.46) by setting µ 0 = k n and q zi = b 1/2 t 1−i and using the same definitions and identities, namely (1.2), (3.44), and (3.45) as follows.
(3.66)
Rogers-Ramanujan Identities Associated to Root Systems
The generalized Watson transformation (3.64) produces, in the limit, several remarkable multiple q-series identities. The initial N = 1 instance of the iteration corresponds to the Euler's Pentagonal Number Theorem, and the N = 2 instance yields the Rogers-Ramanujan identities. Furthermore, the general N case of (3.64) is enough to prove the Andrews-Gordon identities in the extreme cases [9] . However the full Andrews-Gordon identities requires the two parameter BC n Bailey Lemma of Theorem 3.8. As noted above, only the details for the Rogers-Ramanujan identities will be given in this paper.
4.1. The Rogers-Selberg Identity. First, a BC n analogue of the Rogers-Selberg identity (2.5) will be proved. 
where (u) ∞ n denotes the product
Proof. Set λ = k n , for some k ∈ Z ≥ , in the Watson transformation (3.62) and send the parameters σ 1 , ρ 1 , σ 2 and ρ 2 to ∞ using the limit rule (3.35) to get
Before passing the limit k → ∞, it would be useful to rewrite this limiting case of the Watson transformation (4.2) in order to verify convergence. Note that factors in the series (4.2) may be flipped using
where −µ (r) is defined to be 
respectively. The Dominated Convergence Theorem will now be applied on both series above as k → ∞ to get the unspecialized Rogers-Selberg identity. Let f λ (k) denote the summand of the series in (4.5) and g λ (k) denote that in (4.6). Let h be either f or g, and consider the sum (4.7)
. Note that, in the limit, the lattice
consists of all partitions of length at most n. First verify that the pointwise limit
for each λ such that |h λ (k)| ≤ m h λ for any k larger than λ 1 , and finally verify that the series λ∈L + m h λ is convergent. That the pointwise limit exists on both sides is clear, since
on the well-poised side, and
on the balanced side, and none of the other factors of f λ (k) or g λ (k) depend on k.
Standard theorems on infinite products and sequences imply that all the factors of the form (uq α ) ∞ /(vq α ) ∞ inside the sum are bounded when α is a non-negative integer and u, v ∈ C such that the denominator never vanishes, since (4.10) lim
when |q| < 1. Therefore it follows that for some constants C f and C g that depend only on q and z, and are independent of k and λ
Finally, it needs to be shown that λ∈L + m h λ is convergent. But this is clearly true for any t, b ∈ C when |q| < 1 due to the quadratic factors of q. Consider, for example, the multiple series ratio test. Let ε i = (0 . . . where possible (i.e., when λ + ε i is a partition). Therefore λ∈L + m h λ converges when |q| < 1 as desired.
4.2.
Specializations. Next, it will be shown that the series on both sides of the Rogers-Selberg identity (4.1) can be multilateralized, that is they can be replaced by series over the full lattice Z n under certain specializations of the parameters b and t. An auxiliary result called multilateralization lemma will be needed.
The root system terminology used in the sequel should be introduced at this point [18] , [24] . Let R be the root system C n in the n-dimensional Euclidean space E n endowed with the standard inner product ·, · . Let R + denote the set of all positive roots, and W denote the Weyl group of R. The weight lattice
and the cone of dominant weights
are defined in the standard way. For an arbitrarily fixed z ∈ R n , let R z denote the isomorphic root system obtained by translating R by −z so that the origin is moved to −z. Let R + z , C z denote the translated positive roots and fundamental chamber corresponding to R + and C of the original root system. Now, fix a z ∈ R n such that under the reflections w αz the lattice L remains fixed. This, of course, implies that the standard action of the Weyl group on the translated root system R z , by permuting and changing signs of the coordinates, leaves the lattice L invariant. In other words, it is required that for all µ ∈ L there exists a unique λ ∈ L such that (4.16) µ = w(z + λ) − z for all w ∈ W . This amounts to saying that w(z) − z ∈ L. Consider the multiple sum over the dominant cone (4.17)
and assume that the summand has the symmetry f (µ + z) = f (w(µ + z)) for all w ∈ W . The interesting cases are when the sum (4.17) is a (convergent) multiple basic hypergeometric series or a multiple q-series. A technique will next be developed showing how to multilateralize (4.17) , that is how to replace it, under certain restrictions, with a series over the entire weight lattice
where g is related to f in a way made precise by Lemma 4.2 below.
Recall that for a reduced root system R Macdonald's polynomial identity [22] can, in the notation given above, be written as where R(w) = R + ∩ −wR + , u α are indeterminates indexed by positive roots α ∈ R + , and e α are formal exponentials denoting elements in the group ring of the root lattice generated by R. The identity will be rewritten in a more convenient form for the purpose of this paper as 
Specializing u α = 1 for all α ∈ R + instead, gives
It also follows from Macdonald's paper [22] that the more general BC n type identity can be written as where R + m denotes the medium positive roots. Some more terminology will be needed in the proof below. Under the action of the Weyl group on R z , the image of L + may not be the full weight lattice L. Depending on z, some subsets of L may be mapped more than once, and some subsets may not be the image of any subset of L + under this action. Let P , called an overlap, denote the (possibly empty) subset of L defined by
In order to avoid pathological situations with complicated overlap sets, a further restriction is imposed on z ∈ R n , and it is required that the −z (the new center) is located outside the fundamental chamber C so that the translated fundamental chamber C z properly contains C. Under this restriction, the overlap P is nonempty only when −z is on one of the walls of C, and the overlap P turns out to be a proper subset of the walls of the Weyl chambers for the root system R.
Let Q, called a gap, denote the (possibly empty) subset of L containing all µ ∈ L that is not an image of any λ ∈ L + under the standard action of the Weyl group on R z . In other words, Q is the set theoretical difference The technique that will be used in multilateralizing basic hypergeometric series or q-series associated to root systems is developed in the next lemma. has the invariance property that f (ζ + µ) = f (w(ζ + µ)) for any ζ ∈ R n . Fix z ∈ R n such that L is invariant under the action of the Weyl group on R z as defined by condition (4.16) . Choose the fundamental Weyl chamber C, so that L + ⊆ C and further require that C ⊆ C z . Another obvious restriction on the choice of z is that f (z + µ) is well defined (has no essential poles) at any µ ∈ L + . Let P denote the overlap and Q denote the gap with respect to this action. Suppose further that 
where g is defined by
in terms of the indeterminates u α . Under these conditions,
Proof. The identity (4.23) can be written in the form (4.32)
Next, write (4.33)
and consider the second sum. Multiplying µ∈L + \P f (z + µ) by the right hand side of the above identity (4.32) one gets (4.34)
Note that f (z + µ) is replaced by f (w(z + µ)) on the right hand side due to the W invariance of the summand f . If the order of summation is switched and the sum is written as w∈W µ∈L + \P , it becomes clear from the definitions that this double sum can be written as a single sum over the subset L\(Q ∪ P ). Because, this is precisely the set that contains all λ ∈ L such that w(µ + z) = λ + z for some µ ∈ L + \P and w ∈ W . Thus, it follows that (4.35)
But due to the condition (4.28) this sum on the right hand side can actually be written over L\P . Therefore, assuming that the condition (4.28) holds, one gets (4.36)
Finally adding the sum µ∈P g(z + µ) to both sides and using the condition (4.29) gives (4.37)
as desired.
Note that the argument used in the proof of Lemma 4.2 generalizes the technique used in Section 2 for the alternative proof of a generalization of the RogersRamanujan identities.
In order to show that the multiple Rogers-Selberg identity (4.1) can be multilateralized, the symmetries of the summands in both sides should be verified. Proof. That the series in the well-poised side of (4.1) has C n type symmetries is already established in a more general setting in Remark 3.20.
The series in the balanced side is invariant under the standard action of the Weyl group of the root system A n of rank n (i.e., the symmetric group in n letters). This can be seen similarly by setting q zi = b 1/2 t 1−i and again using (1.2), (3.44) and (4.38)
to rewrite the series in the following form.
(4.39)
It is obvious from this representation that the series on the balanced side is invariant under the permutations q z+µ ↔ q w(z+µ) of the symmetric group.
The crucial point is to fix a center −z ∈ Z n for the multilateralization lemma satisfying all the restrictions imposed by Lemma 4.2. The condition (4.16) implies w(z) − z ∈ L, which in turn implies that each z i is of the form m i /2 for integers m i and that all m i for i ∈ [n] have the same parity. This observation together with the hypothesis C ⊆ C z in Lemma 4.2 implies that z = m/2+µ = (m/2+µ 1 . . . m/2+µ n ) where m is a non-negative integer and µ is some partition with at most n parts and µ n = 0. On the other hand, the substitution q zi = b 1/2 t 1−i made in the series in (4.1) yields that z i = 1/2 log q b + (1 − i) log q t.
Assume that b is a product of powers of q and t, and combine two equivalent representations z i = m/2 + µ i and z i = 1/2 log q b + (1 − i) log q t from the last paragraph to show that multilateralization is possible when t = q k for some nonnegative integer k. It also turns out that z has to have the form
where m and k are non-negative integers.
The following notation will be used in the sequel. δ λ is defined by 
The m > 1 case corresponds to the B n specializations and that of m ∈ {0, 1} corresponds to the D n specializations.
Proof. It follows from (4.5) and (4.6) that the balanced side and the well-poised side of the Rogers-Selberg identity (4.1) can be written in the form
The series on the right hand side of (4.44) will be multilateralized. The comments preceding this theorem explain, in the notation of Lemma 4.2, that L = Z n is invariant under the standard action of the hyperoctahedral group W (the semidirect product of the symmetric group S n and Z n 2 ) on R z . That is, under the maps
, the lattice L = Z n remains invariant when z i = m/2 + k(n − i) and t = q k . First note that the front factors on both sides, under this specialization, combine to give
for any positive integer m.
Since the specializations with either m = 0 or k = 0 produce non-empty overlap sets, the proof will be divided into four cases depending on whether m or k is zero. For each case the subsets P and Q of L and corresponding Macdonald polynomial identity will be identified, and the conditions of Lemma 4.2 will be verified.
Two types of subsets of the weight lattice L = Z n are special in the application of Lemma 4.2. They are defined as the intersection of L and the following two finite affine hyperplane arrangements: For the cases where m = 0, the C n type Macdonald's polynomial identity (4.20) will be used with u α = 0 for all positive roots α. This identity takes on the form
where x i = q zi+λi = q m/2+k(n−i)+λi and W is the hyperoctahedral group. Setting u α = 0 will remove a set of factors corresponding to the positive roots for C n and therefore yields the B n type specialization.
When m = 0, however, the BC n type identity (4.24) will be used with u α = 0 for all roots of medium length. The identity can be written as
where x i and W are defined as before. This choice will remove a set of factors corresponding to the long, the short and the medium positive roots for BC n and therefore yields the D n type specialization.
In both cases, one gets (4.48)
where the summand g(z + λ) is as defined in Lemma 4.2.
The rest of the proof shows that the gap condition (4.28) and the overlap condition (4.29) in Lemma 4.2 are both satisfied. The factors of the form (4.44) show that the summand g(z + λ) vanishes over Type 1, Type 2 (a) and Type 2 (b) subsets, respectively, verifying the gap condition (4.28) in all four cases where the gap Q is non-empty. In all three cases where the overlap P is non-empty, the series over P ∩ L + is removed from the series over L + , and the resulting series (4.51)
f (z + µ) and
are multilateralized separately using Lemma 4.2, giving (4.52)
and (4.53)
For the second series over P ∩ L + in (4.51), a special version of Lemma 4.2 is needed. Namely, L is replaced by P and L + is replaced by P ∩L + in the lemma, and appropriate versions of Macdonald's identities (4.46) and (4.47) are used depending on whether m = 0 or m > 0 by specializing u α parameters accordingly. Finally, the two multilateral series are added together to get the single multilateral series µ∈L g(z + µ). (qw(x
where W = S n , the symmetric group on n letters. This is because the series on the balanced side has A n type symmetries. With the notation as above, the specialized BC n Rogers-Selberg identity, therefore, can also be written as
4.3. Rogers-Ramanujan Identities. Recall from Section 2 that the two bilateralizations obtained for the one dimensional Rogers-Selberg identity yielded the two Rogers-Ramanujan identities (1.1) by an application of the Jacobi triple product identity (2.7). A well-known generalization of the Jacobi triple product identity to arbitrary root systems is called Macdonald identities [21] , [16] . One expects that a similar procedure would produce product representations for the specialized B n and D n Rogers-Selberg identities (4.43) or (4.55) using the more general Macdonald identities. This proves to be a non-trivial problem except in a special case when k = 0. It is possible, however, to give interesting generalizations of the classical Rogers-Ramanujan identities in terms of determinants of theta functions for the root systems B n and D n of rank n, at least for the case k = 1. First, it will be noted that the trivial specializations corresponding to k = 0 (i.e., t = 1) results in product representations. Among all possible specializations z i = m/2 + k(n − i) in (4.40), the case k = 1 gives similar simplifications to the one dimensional case when m = 0 and m = 1. Namely, the factors corresponding to the short and long roots in the BC n RogersSelberg identity (4.1) simplify in these cases.
Recall that the theta function θ(z; q) is defined as an infinite product in (2.7) by θ(z; q) := (z, q/z; q) ∞ for |q| < 1. − q −(j−1/2)(n−i+1) θ(q 7+4n−4i−j ; q 5 )
In both cases, n is a positive integer and |q| < 1 as usual.
Proof. The k = 1 case of (4.43) and (4.55) reduces to The one dimensional Jacobi triple product identity (2.7) is then used to get the desired D n identities.
Setting m = 2 in (4.60), and pursuing a similar line of thought gives the desired B n Rogers-Ramanujan identity via another determinant evaluation [19] The Vandermonde determinant may be used similarly to write the balanced sides of (4.60) as a determinant of infinite series as well, which will produce a determinant transformation identity where an A n type determinant of infinite series equals a B n or D n type determinant of theta functions. These version will be omitted here.
Multiple generalizations of other important one dimensional q-series identities have also been investigated by the author. In certain cases, it was possible to find non-trivial product representations producing genuine extensions of the classical results. A remarkable multiple Euler's Pentagonal Number Theorem, for example, has been proved by the author and appears in a separate paper [10] . In other cases, it was possible to write such multiple generalizations as determinant identities involving theta functions as the one given above in (4.58). An interesting example would be the multiple Andrews-Gordon identities given by the author in another publication [11] .
The two parameter elliptic BC n Bailey Lemma of Theorem 3.8, too, has interesting extensions. An interpretation of the BC n Bailey Lemma in the setting of a multivariate interpolation problem is used, for example, in [12] to prove what is called the interpolation Bailey Lemma, which may be considered as a root system generalization of Andrew's one dimensional WP-Bailey Lemma [3] .
