In this paper we present finite T mean and variance correction factors and corresponding response surface regressions for the panel cointegration tests presented in Pedroni (1999 Pedroni ( , 2004 , Westerlund (2005) , Larsson et al. (2001), and Breitung (2005) . For the single equation tests we consider up to 12 regressors and for the system tests vector autoregression dimensions up to 12 variables. All commonly used specifications for the deterministic components are considered. The sample sizes considered are T  10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 500. 
Introduction
In this paper we present finite T mean and variance correction factors and corresponding response surface regressions for the panel cointegration tests presented in Pedroni (1999 Pedroni ( , 2004 , Westerlund (2005) , Larsson et al. (2001) and Breitung (2005) . For the single equation tests we consider up to 12 regressors and for the system tests vector autoregression (VAR) dimensions up to 12 variables. The considered sample sizes are T ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 500} . The results are based on 100,000 replications of approximating the moments of the functionals of Brownian motions required in the different tests by the corresponding functionals of random walk series of length T . A detailed description of the simulation of the correction factors as well as the computer code in GAUSS are available upon request from the authors.
It has to be noted that the use of finite sample critical values or finite sample correction factors comes at a certain price for any unit root or cointegration test, both in a time series and panel setting. For finite time series dimension the exact finite sample test statistics typically depend on all characteristics of the data generating processes. The dependence upon these nuisance parameters vanishes only as T → ∞. Thus, the advantages of using small sample correction factors based on small sample approximations of the limiting test statistics is to a certain extent offset by the finite sample nuisance parameter dependency. With respect to this tradeoff no general results are available in either the literature or in this paper. The general tendency in the literature is to value the gains due to the small sample approximations higher than the detrimental effects incurred due to nuisance parameter dependencies. Nevertheless, the potential drawbacks have to be kept in mind when using the correction factors and response surface regressions provided in this paper.
In the following two sections we briefly describe the implemented tests with a focus on the actual computation of the test statistics and the usage of the mean and variance correction factors. The single equation tests are discussed in Section 2 and the system tests in Section 3.
A detailed description of the tests including a thorough discussion of the assumptions as well as simulation performance is contained in Wagner and Hlouskova (2010) . Section 4 contains the results from response surface regressions to efficiently, albeit only approximately, summarize the information from the large set of correction factors. The full set of tables with the correction factors is given in the appendix.
The single equation tests
The single equation methods are panel extensions of the Engle and Granger (1987) approach to cointegration analysis with the DGP given by
(1)
observed for i = 1, . . . , N and t = 1, . . . , T . Here y it , u it ∈ R, X it and ε it ∈ R l , α i , δ i ∈ R and β i ∈ R l . Cointegration prevails in unit i, if u it is stationary in which case the single cointegrating vector is given by [1, −β i ] . To be able to write the DGP in a unified fashion for both cointegration and no cointegration we set β i = 0 in (1) if there is no cointegration in unit i with the corresponding process u it being integrated of order 1, see below.
The null hypothesis of all considered single equation tests is that of no cointegration in all units, i.e. the u it are I(1) processes for i = 1, . . . , N . In this case, when viewed as regressions to be estimated, equations (1) are spurious regressions under the null hypothesis. 1
We consider the usual three cases for the deterministic variables: Case 1 without deterministic components, case 2 with only fixed effects α i and case 3 with both fixed effects α i and individual specific linear time trends δ i t.
Pedroni tests
The tests developed by Pedroni (1999 Pedroni ( , 2004 are based on testing for unit roots in the residuals of equation (1),û it say, where in particular the OLS residuals of (1) can be chosen, see Phillips and Ouliaris (1990) for a discussion in the time series setting. Similarly to the time series case both regressor endogeneity and serial correlation have to be taken into account.
Denote with v it = [∆u it , ε it ] ∈ R l+1 the stacked stationary error processes in (1) and (2),
the (full rank) long-run covariance matrices of v it , with ω 2 u.εi = ω 2 ui − Ω uεi Ω
−1
εi Ω uεi the conditional long-run variances and with Λ i = ∞ j=0 Ev it v it−j the onesided long-run variances, which are partitioned according to the partitioning of Ω i .
The estimatesω 2 u.εi are given by the estimates of the long-run variances of the residuals, η it say, of OLS regressions of ∆y it on the differenced deterministic components and ∆X it . The estimatesω 2 u.εi can be obtained by using a kernel estimator, see Andrews (1991) or Newey and West (1987) or alternatively by fitting autoregressive moving average or autoregressive models toη it (and computing the long-run variances model based).
The correction for serial correlation can be handled either non-parametrically (following Phillips and Perron, 1988) or by using ADF type regressions. Let us start with the nonparametric tests. Denote the residuals of the OLS regressionsû it = ρ iûit−1 + µ it byμ it .
Further, denote their estimated variances byσ 2 µi and their estimated long-run variances bŷ ω 2 µi . Then, the serial correlation correction factors are given byλ i = 1 2 (ω 2 µi −σ 2 µi ). For later use we also defineω 2
µi /ω 2 u.εi . With the defined quantities the following pooled test statistics can be computed: the variance ratio statistic P P σ , the test based on the autoregressive coefficient P P ρ , and the test based on the t-value of the autoregressive coefficient P P t . 2 The essential parts (i.e. without centering and scaling factors, see below) of the pooled test statistics are given by P P 
The ADF-type test P P df is based on autoregressions to correct for serial correlation, where two auxiliary regressions are performed
with the lag lengths K i chosen in practice by e.g. minimizing the Akaike (1969) information criterion (AIC) in ∆û it = ρ iûit−1 + K i k=1γ ik ∆û it−k +ζ it . Denote the OLS residuals of the above regressions (6) and (7) byζ 1it andζ 2it , the residuals from the regressionsζ 1it = ρ iζ2it + θ it byθ it and their estimated variances (needed later) byσ 2 
Asymptotic normality using sequential limit theory, with T → ∞ followed by N → ∞ can be established for the above test statistics by applying the so called Delta method (this requires knowledge of the asymptotic means and variances of the building blocks, which are obtained for practical purposes by simulation). The mean and variance correction factors, µ P P (r, s, l) and σ 2 P P (r, s, l) depend upon the test considered (r ∈ {σ, ρ, t, df }), 3 the deterministic variables (s ∈ {1, 2, 3}) and upon the number of regressors l, i.e.:
Pedroni develops three group-mean tests against the heterogeneous alternative. These are: a test based on the first order autoregressive coefficient P G ρ , a test based on its t-value P G t and again an ADF-type test P G df . The essential parts of the test statistics are given by
Appropriately centered and scaled group-mean test statistics converge to the standard normal distribution in the sequential limit by applying a central limit theorem to the i.i.d. (across N) sequences, i.e.:
with r ∈ {ρ, t, df }, 4 s ∈ {1, 2, 3} and l the number of regressors.
The five sets of different correction factors needed for the seven tests and three deterministic specifications are displayed in the appendix in Tables 5 to 19 . The results from the response surface regressions are displayed in Table 1 for the pooled tests and in Table 2 for the group-mean tests in Section 4.
3 The correction factors coincide for the P Pt test and the P P df test. 4 The correction factors coincide for the P G t test and the P G df test.
Westerlund tests
Westerlund (2005) develops two simple non-parametric tests that extend the Breitung (2002) approach from the time series to the panel case. He proposes both a pooled test, referred to as W P , and a group-mean test, referred to as W G. As for Pedroni's tests, the residualsû it from estimating (1) by OLS are the starting point.
andê it = t j=1û ij . Using these quantities the essential parts of the test statistics are given by
Applying the Delta method to W P o and a central limit theorem to W G o (seen by writing
leads to asymptotic standard normality under the null hypothesis in the sequential limit when using appropriate mean and variance correction factors, i.e.:
with s ∈ {1, 2, 3} denoting the specification of deterministic variables and l the number of regressors. The correction factors are displayed in the appendix in Tables 20 to 25 and the results from the response surface regressions are displayed in Table 3 in Section 4.
The system tests
The second strand of the panel cointegration literature is based on panel extensions of VAR cointegration analysis (see Johansen, 1995) . Without imposing any homogeneity assumption the panel VAR DGP is given in error correction form by
with
with full rank, Γ ij ∈ R m×m and w it crosssectionally independent m-dimensional white noise processes with covariance matrices Σ i > 0.
To ensure that the processes described by (15) are (up to the deterministic components) I(1) processes, the matrices α i⊥ Γ i β i⊥ have to be invertible, where
are full rank matrices such that α i⊥ α i = 0 and β i⊥ β i = 0 and Γ i = I m − p i j=1 Γ ij . In this case the space spanned by the columns of the matrix β i is the k i -dimensional cointegrating space of unit i. 5 In the VAR cointegration literature the following five specifications concerning the deterministic components are usually discussed. Case 1 is without any deterministic components.
In case 2 restricted intercepts of the form C 1i = α i τ i are contained (in the cointegrating space) and case 3 includes unrestricted intercepts C 1i that induce linear time trends in Y it . In case 4 unrestricted intercepts and restricted trend coefficients C 2i = α i κ i are included. This allows for linear trends in both the data and the cointegrating relationships. Finally in case 5 unrestricted intercepts and trend coefficients are included.
The statistical analysis, i.e. parameter estimation (via reduced rank regression) as well as testing for the cointegrating rank (using the so called trace or max tests), is well-developed and known for all five listed cases (see Johansen, 1995) . Therefore we do not repeat a discussion of the procedure here.
Larsson, Lyhagen, and Löthgren test Larsson et al. (2001) consider testing for cointegration in the above framework under the assumption that Π i = α i β i = αβ = Π for i = 1, . . . , N . The null hypothesis of their test is H 0 : rk(Π i ) = k for i = 1, . . . , N . The test is consistent against the alternative hypothesis H 1 : rk(Π i ) > k for a non-vanishing (as N → ∞) fraction of cross-section members.
The construction of their test statistic is similar to Im et al. (2003) and hence the test statistic is given by a suitably centered and scaled version of the cross-sectional average of the individual trace statistics. Denote with LR s i (k, m) the trace statistic for the null hypothesis of a k-dimensional cointegrating space for unit i, where the superscript s indicates the specification of the deterministic components. Using a central limit theorem in the crosssectional dimension and the appropriate mean and variance correction factors implies that under the null hypothesis
in the sequential limit with T → ∞ followed by N → ∞. The (asymptotic) mean and variance correction factors are given by the mean and variance of the limiting distribution of the trace statistic of Johansen (1995) . As is well known the trace statistic depends upon m − k, and the correction factors are displayed in this way in the appendix in Tables 26 to 30 for the five different specifications of the deterministic variables. The results from the corresponding response surface regressions are displayed in Table 4 in Section 4.
Breitung test
Breitung (2005) proposes a 2-step estimation (and related test) procedure in a panel VAR where only the cointegrating spaces are assumed to be identical for all cross-section members. 6
In the first step of his procedure the parameters are estimated individual specifically and in the second step the common cointegrating space β is estimated in a pooled fashion. 7
For simplicity we describe the method here for the VAR(1) model without deterministic components. In the general case lagged differences as well as (restricted) deterministic components are treated in the usual way and are concentrated out in the first step, as described in Johansen (1995) . Thus, consider
Pre-multiplying equations (17) by (
where the last equation defines the variables with superscript + . Note also that Ew
Using this notation we can rewrite the above equation (19) as The discussion is again for the VAR(1) case without deterministic components. Denote with γ i ∈ R m×(m−k) matrices with full column rank and consider
Under the null hypothesis of a k-dimensional cointegrating space, γ i = 0 for i = 1, . . . , N and under the alternative (of an m-dimensional cointegrating space) γ i is unrestricted (in a nonvanishing fraction of panel members to imply consistency of the test against this alternative)
to allow for Π i = α i β + γ i β ⊥ of full rank. Pre-multiply (21) with α i⊥ to obtain
where the last equation defines the coefficients and variables. Replacing α i⊥ and β ⊥ by the estimates discussed above allows the estimation of equations (23) 
which is sequentially computed for the different values of k = 0, . . . , m. The panel test statistic is then, as usual, given by the corresponding centered and scaled cross-sectional average (putting again the superscript s to indicate the dependence upon the deterministic components). Thus, under the null hypothesis
The correction factors µ s LM and σ 2,s LM coincide with the Larsson et al. (2001) correction factors, i.e. they are also given by the first two moments of the trace statistic and hence are as for the Larsson et al. (2001) tests given in Tables 26 to 30 in the appendix. Consequently, the results from the response surface regressions are those displayed in Table 4 in Section 4.
Response surface regressions
In this section we consider response surface regressions, as popularized in the unit root and cointegration context primarily by the work of James MacKinnon (see e.g. MacKinnon, 1996) . The functional form of the response surface regressions we use is inspired by the response surface regressions of Banerjee and Carrion-i-Silvestre (2006) . Their suggested specification also turns out to perform well for the tests considered in this paper, based on a variety of experiments. Consider any of the tests and cases for the deterministic components discussed.
Then denote with κ ∈ {µ, σ 2 } either the mean or variance correction factor, which is modelled as a function of the time series length T ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 500} and The baseline specification of the response surface regressions is given by as proposed by Newey and West (1987) are used in the specification analysis. In Tables 1   to 4 we only report the coefficients included in the final equation obtained, i.e. empty entries correspond to excluded variables. Correction factors for system tests 
