We generalize a result in [G. Dolinar, P. Semrl, Determinant preserving maps on matrix algebras, Linear Algebra Appl. 348 (2002) 189-192], proving that if χ and λ are arbitrary irreducible complex characters of S n and T :
Introduction
Let M n (C) denote the vector space of all n × n matrices over the complex field C and let S n be the nth symmetric group. If χ is an irreducible complex character of S n the immanant associated with χ is the function d χ : M n (C) → C, defined by The immanant associated with the alternating character is the determinant and the immanant associated with the principal character 1 is the permanent.
In [4] , the authors characterized the surjective maps T : M n (C) → M n (C) which satisfy det(T (A) + αT (B)) = det(A + αB), for all A, B ∈ M n (C) and all α ∈ C, proving that such maps must be linear and then applying the result of Frobenius [6] on linear preservers of the determinant.
In this work, we generalize the above mentioned result, proving that if χ and λ are arbitrary irreducible complex characters of S n and T : M n (C) → M n (C) is a surjective map satisfying d χ (T (A) + αT (B)) = d λ (A + αB), for all A, B ∈ M n (C) and all α ∈ C, then T is linear.
Main result
It is well known that there is a natural one to one correspondence between the irreducible complex characters of S n and the partitions of n. If χ is the character which corresponds to the partition (m 1 , . . . , m t ), we will write χ = [m 1 , . . . , m t ].
Given a permutation σ ∈ S n , we will denote by P (σ ) the n × n matrix whose (i, j ) entry is δ iσ (j ) , i, j = 1, . . . , n.
If A, B ∈ M n (C), the entrywise product of A and B will be denoted by A * B.
Theorem 2.1. Let χ and λ be irreducible complex characters of S n . If T : M n (C) → M n (C) is a surjective map such that, for all A, B ∈ M n (C) and all α ∈ C, d χ (T (A) + αT (B)) = d λ (A + αB) (2.1)
then T is linear.
Hence, given an irreducible complex character χ of S n and applying Theorem 2.1 with λ = χ , we conclude that if T : M n (C) → M n (C) is a surjective map such that, for all A, B ∈ M n (C) and all α ∈ C, 
then there are a permutation τ ∈ S n and a matrix C ∈ M n (C) satisfying
and such that
Similarly, in the case n = 4 and χ = [2, 2], using Theorem 2 of [5] and Theorem 2.1(b) of [2] , we can describe the surjective maps satisfying equalities (2.2). If n = 3 and χ = [2, 1] , these maps can be described by using Theorem 3 of [5] and if χ is the principal character, the correspondent description can be obtained by using the result of Marcus and May [7] on linear preservers of the permanent.
Using Theorem 2.1 of [3] , we get the following result.
Corollary 2.2. Let n 3 and let χ, λ be distinct irreducible complex characters of S n , with
In the case n = 4 and {χ, λ} = { [3, 1] , [2, 1 2 ]}, there exist surjective maps satisfying equalities (2.1), as we can infer from Remark 2.1 in [3] . The description of these maps can be obtained by using Lemma 4.6 of [3] .
Auxiliary results
In this section, we establish some results, which we need to prove Theorem 2.1. We begin by introducing some notation.
For i, j ∈ {1, . . . , n}, we will denote by E ij the n-square matrix with 1 in position (i, j ) and 0 elsewhere.
The subspace of M n (C) generated by the matrices E i1 , . . . , E in , consisting of all matrices whose nonnull entries lie in row i, will be denoted by R (i) and the subspace generated by the matrices E 1i , . . . , E ni , consisting of all matrices whose nonnull entries lie in column i, will be denoted by C (i) . The subspaces R (1) , . . . , R (n) are called row subspaces and the subspaces C (1) , . . . , C (n) are called column subspaces.
We will denote by |X| the cardinality of the set X. Given a permutation σ ∈ S n and an n × n matrix A, by the σ -diagonal of A, we mean the family (a iσ (i) ) 1 i n .
The rank of the matrix A will be denoted by r(A). For each irreducible complex character χ of S n , consider the set
where deg p denotes the degree of the polynomial p. These sets will play a fundamental role in the proofs. We summarize their characterization in the following four lemmas. Lemma 3.1 [8] . In the next lemma, we characterize, for χ / = , the n-dimensional subspaces of M n (C) which are contained in A χ .
Lemma 3.5. Let n 3, let χ be an irreducible complex character of S n , with χ / = , and let
Proof. First assume that n = 3 and χ = [2, 1] .
Consider the sets
Suppose that |P| > 3. Then, for some t ∈ {1, 2, 3}, the set D t contains at least two elements of P, say (i 1 , j 1 ), (i 2 , j 2 ). Under these conditions, take X, Y ∈ V such that x i 1 j 1 / = 0 and y i 2 j 2 / = 0. Since V ⊆ A χ , the matrices X, Y belong to A χ . Thus, using Lemma 3.4, we conclude that x i 2 j 2 = 0 and
On the other hand, since A χ contains the subspace V , the matrix X + Y also belongs to A χ and, by Lemma 3.4, we conclude that
Thus, we have |P| = 3 and dim W = 3 = dim V . As V ⊆ W , it follows that V = W . Now, assume that either n > 3 or n = 3 and χ is the principal character of S 3 . Let (A 1 , . . . , A n ) be a basis of V and consider the polynomial matrix
Denote by f pq the (p, q) entry of Z(z 1 , . . . , z n ) and let P = {(p, q) :
On the other hand, if
Let us consider the system of linear equations (S) obtained by equating to zero the polynomials f pq with (p, q) ∈ P. Notice that, if (p, q) ∈ P, then f pq is a degree one homogeneous polynomial.
If
is linearly independent, we conclude that (S) does not have nonzero solutions.
Since V ⊆ A χ , we have that, for all (α 1 , . . . , α n ) ∈ C n , the matrix Z(α 1 , . . . , α n ) belongs to A χ . Moreover, since the field C is infinite, we can consider (β 1 , . . . , β n ) ∈ C n such that, for all (p, q) ∈ P, f pq (β 1 , . . . , β n ) / = 0. Under these conditions, the matrix A = Z(β 1 , . . . , β n ) belongs to A χ and a pq / = 0, whenever (p, q) ∈ P. Also notice that, since C is an infinite field, if f, g ∈ C[z 1 , . . . , z n ] are polynomials which coincide in all n-tuples of complex numbers, then f = g.
From the above facts, using Lemmas 3.2 and 3.3, we conclude that P must satisfy one of the next four conditions: Now, using similar arguments to those used in the proof of Lemma 4 of [5] , we conclude that, in fact, P must satisfy condition (i). Since V ⊆ E pq : (p, q) ∈ P and dim V = n, it follows that either P = {(i, 1), . . . , (i, n)}, for some i, or P = { (1, i) , . . . , (n, i)}, for some i, and V = E pq : (p, q) ∈ P . 
Proof. Let A, A ∈ M n (C) be such that T (A) = T (A )
and consider an arbitrary n × n complex matrix B. Using equalities (2.1), with α = 1, we get
By the previous lemma, it follows that A = A . Remark 3.1. Let χ and λ be irreducible complex characters of S n and let T : M n (C) → M n (C) be a surjective map satisfying equalities (2.1). By the previous lemma, T is bijective. Consider the map T −1 : M n (C) → M n (C). Taking in equalities (2.1), A = T −1 (X) and B = T −1 (Y ), we conclude that, for all X, Y ∈ M n (C) and all α ∈ C,
Lemma 3.8. Let χ and λ be irreducible complex characters of S n and let T : M n (C) → M n (C) be a surjective map satisfying equalities (2.1). Then, for all A ∈ M n (C) and all α ∈ C, T (αA) = αT (A).
Proof. Let A ∈ M n (C) and α ∈ C. By equalities (2.1), we have, for any n × n complex matrix X,
(T (αA) + T (X)).
Since T is surjective, we conclude that, for any n × n complex matrix B,
d χ (αT (A) + B) = d χ (T (αA) + B).

By Lemma 3.6, it follows that T (αA) = αT (A).
Remark 3.2. Let χ and λ be irreducible complex characters of S n and let T : M n (C) → M n (C)
be a surjective map satisfying equalities (2.1). Using the previous lemma, we conclude that T (0) = 0. From Lemma 3.7 it follows that T (A) = 0 if and only if A = 0.
Lemma 3.9. Let χ and λ be irreducible complex characters of S n and let T : M n (C) → M n (C) be a surjective map satisfying equalities (2.1). Then T (A λ ) = A χ .
Proof. Let A ∈ A λ and consider an arbitrary n × n complex matrix B.
Using equalities (2.1), we get, for all α ∈ C, It follows that A 0 ∈ A λ .
Consequently the polynomials d χ (xT (A) + B) and d λ (xA
+ B 0 ) must be equal. So, as A ∈ A λ , we have, deg(d χ (xT (A) + B)) = deg(d λ (xA + B 0 )) 1.
It follows that T (A)
∈ A χ . Thus T (A λ ) ⊆ A χ . Similarly, if A ∈ A χ and A 0 ∈ M n (C) is such that T (A 0 ) = A,
Thus we also have A χ ⊆ T (A λ ).
We will now introduce some more notation. Given A ∈ M n (C) and k, t ∈ {1, . . . , n} we will denote by A (k,t) the n × n complex matrix obtained from A by replacing the (k, t) entry by 1 and the remaining entries in row k and column t by 0. For all i ∈ {1, . . . , n}, we have that If X ∈ R (i) , using expansion by row i, we get
Similarly, if X ∈ C (i) , using expansion by column i, we get (A (p,i) ). (B (p,q) ). Lemma 3.10. Let χ be an irreducible complex character of S n , let σ ∈ S n , let i ∈ {1, . . . , n} and let
Also notice that, for all A, B ∈ M n (C), the coefficient of x in the polynomial d χ (xB + A) is
A = P (σ −1 ) − E iσ (i) . If X ∈ A χ , then d χ (X + A) = x iσ (i) χ(σ ).
Proof. Let X ∈ A χ and consider the polynomial f = d χ (xX + A).
We
have d χ (X + A) = f (1).
On the other hand, since X ∈ A χ , we have deg(f ) 1 and so f = a + bx, for some complex numbers a and b.
Under these conditions,
Since A has a zero row, it follows that a = 0. To state the result, it remains to prove that b = x iσ (i) χ(σ ).
We have that (A (p,q) ). (A (p,q) 
But if (p, q) / = (i, σ (i)), then the matrix A (p,q) has either a zero row or a zero column and consequently d χ
) = 0. Thus b = x iσ (i) d χ (A (i,σ (i)) ) = x iσ (i) d χ (P (σ −1 )) = x iσ (i) χ(σ ).
Lemma 3.11. Let χ and λ be irreducible complex characters of S n , let T : M n (C) → M n (C) be a surjective map satisfying equalities (2.1) and let i ∈ {1, . . . , n}. If X, Y ∈ R (i) or X, Y ∈ C (i) , then T (X + Y ) = T (X) + T (Y ).
Proof. Let X, Y ∈ R (i)
. Then X + Y also belongs to R (i) . It follows from Lemmas 3.1-3.4 that X, Y, X + Y ∈ A λ . By Lemma 3.9, it follows that
Let j, k ∈ {1, . . . , n} and consider a permutation σ ∈ S n such that σ (j) = k and χ(σ ) / = 0. Let A = P (σ −1 ) − E jk and let C = T −1 (A). By the previous lemma, we have
On the other hand, using equalities (2.1), we get
As χ(σ ) / = 0, from equalities (3.
1)-(3.4) we get T (X + Y ) jk = T (X) jk + T (Y ) jk . Thus T (X + Y ) = T (X) + T (Y ).
If X, Y ∈ C (i) , the proof is similar. Proof. Let i, j ∈ {1, . . . , n} and let V 1 = T R (i) and V 2 = T C (j ) . By the previous remark we conclude that V 1 and V 2 are subspaces of M n (C). Moreover, since T is injective, we have dim
On the other hand, as R (i) and C (j ) are subsets of A λ , using Lemma 3.9, we conclude that V 1 ⊆ A χ and V 2 ⊆ A χ . So, by Lemma 3.5, there exist subsets P 1 and P 2 of {1, . . . , n} × {1, . . . , n} such that
Now, using the injectivity of T and Lemma 3.8, we get
Hence we have dim(V 1 ∩ V 2 ) = 1. Consequently |P 1 ∩ P 2 | = 1 and so there exist p, q ∈ {1, . . . , n} such that T (E ij ) = E pq . Now, consider the map f , from the set {1, . . . , n} × {1, . . . , n} into itself, defined by
= E pq and, using Lemma 3.8, we conclude that E pq = T (α 1 E i 1 j 1 ) = T (α 2 E i 2 j 2 ), for some nonnull complex numbers α 1 , α 2 . Since T is injective we conclude that (i 1 , j 1 ) = (i 2 , j 2 ). Thus f is bijective and the result follows.
Proof of Theorem 2.1
Suppose that T : M n (C) → M n (C) is a surjective map satisfying equalities (2.1). To prove the linearity of T , we will consider separately the case n = 2 and the case n 3.
Case 1: n = 2. In this case S n admits exactly two irreducible characters: the principal character 1 and the alternating character . So we have four subcases to study. Subcase 1.1: λ = χ = . Then both d λ and d χ are the determinant. In this case the linearity of T was stated in [4] .
In order to get the result in the three remaining cases we will make use of the linear map :
We have det(X) = per( (X)), for any 2 × 2 complex matrix X. Moreover is bijective and −1 = . Thus we have, for all A, B ∈ M 2 (C) and all α ∈ C,
Moreover T is surjective. Thus, by subcase 1.1, we conclude that the map S = T is linear. Since T = S , it follows that T is also linear. Thus we have, for all A, B ∈ M 2 (C) and all α ∈ C,
Since T is surjective, applying once more subcase 1.1, we conclude that the map S = T is linear. As T = S, it follows that T is linear. Subcase 1.4: λ = 1 and χ = . Then, using Remark 3.1, we get
for all A, B ∈ M 2 (C) and all α ∈ C. So, applying subcase 1.3, we conclude that T −1 is linear. Consequently T is also linear.
Case 2: n 3. For λ = χ = , the result was proved in [4] . So, using once more Remark 3.1, we will assume that χ / = . By Lemma 3.12, there exist a bijective map f from {1, . . . , n} × {1, . . . , n} into itself and a matrix C ∈ M n (C) such that, for all i, j ∈ {1, . . . , n}, c ij / = 0 and
The map T is completely determined by f and C, as we will now prove. Consider p, q arbitrary in {1, . . . , n}. Let (i, j ) = f −1 (p, q), take σ ∈ S n such that σ (i) = j and λ(σ ) / = 0 and consider the matrices A = P (σ −1 ) − E ij and B = T (A). We claim that (B (k,t) ).
Since d χ (B) = 0 and c rs /
= 0, we conclude that d χ (B (k,t) ) = 0. We will now prove (3). Consider an arbitrary n × n complex matrix Z. Since T satisfies equalities (2.1), we conclude that 
