The probabilistic-stream model was introduced by Jayram et al. [20] . It is a generalization of the data stream model that is suited to handling "probabilistic" data, where each item of the stream represents a probability distribution over a set of possible events. Therefore, a probabilistic stream determines a distribution over a potentially exponential number of classical "deterministic" streams where each item is deterministically one of the domain values.
ABSTRACT
The probabilistic-stream model was introduced by Jayram et al. [20] . It is a generalization of the data stream model that is suited to handling "probabilistic" data, where each item of the stream represents a probability distribution over a set of possible events. Therefore, a probabilistic stream determines a distribution over a potentially exponential number of classical "deterministic" streams where each item is deterministically one of the domain values.
Designing efficient aggregation algorithms for probabilistic data is crucial for handling uncertainty in data-centric applications such as OLAP. Such algorithms are also useful in a variety of other setting including analyzing search engine traffic and aggregation in sensor networks.
We present algorithms for computing commonly used aggregates on a probabilistic stream. We present the first one pass streaming algorithms for estimating the expected mean of a probabilistic stream, improving upon results in [20] . Next, we consider the problem of estimating frequency moments for probabilistic data. We propose a general approach to obtain unbiased estimators working over probabilistic data by utilizing unbiased estimators designed for standard streams. Applying this approach, we extend a classical data stream algorithm to obtain a one-pass algorithm for estimating F2, the second frequency moment. We present the first known streaming algorithms for estimating F0, the number of distinct items on probabilistic streams. Our work also gives an efficient one-pass algorithm for estimating the median of a probabilistic stream. 
Categories and Subject Descriptors

INTRODUCTION
In many applications it is becoming increasingly necessary to consider uncertain data, e.g., information that is incomplete, unreliable, or noisy. In this paper, we focus on efficiently calculating aggregation measures over uncertain data, with a particular emphasis on the OLAP model. OLAP is a multidimensional model of data in which the dimensions are structured hierarchically, and facts map to points in the corresponding multidimensional space. Dealing with uncertain information in OLAP is widely recognized to be an important problem and has received increasing attention recently. A particular kind of uncertainty, called imprecision, arises when facts do not map to points but to regions consistent with the domain hierarchies associated with dimension attributes. For example, we can denote that a particular repair took place in the state California without specifying a city.
Motivated by several criteria, [7] proposed the following solution. Using a mathematically principled approach, each imprecise "region" fact r in the database is replaced with a set of precise "point" facts representing the possible completions of r, together with their probabilities. For example, a fact about California might be replaced by 3 facts: one about Los Angeles, one about San Diego, and one about San Francisco, with associated probabilities 0.3, 0.2, 0.5, respectively. This defines a sample space of possible worlds; the probability associated with each world can be computed easily. The answer to an aggregation query Q is then defined to be the expected value of Q over the possible worlds. A similar data model was considered earlier by [16] in the context of nonaggregation queries, such as conjunctive queries, wherein an algebra of atomic events is used to define the semantics of queries. However, the data (expression) complexity of evaluating conjunctive queries in this framework has been shown to be #P-complete [12] .
To answer queries efficiently, we cannot explicitly enumerate all the possible worlds, since in the worst case, this could be exponentially large in the size of the database. A more significant challenge while dealing with OLAP queries arises when aggregation queries are qualified by specifying the dimension values at some level of granularity, e.g., average of all repair costs in San Francisco. Here, even the set of facts that match the query specification is a varying quantity over the possible worlds. Furthermore, because of the massive amounts of data being analyzed, it is impractical to process the data using many random accesses, necessitating algorithms that work over probabilistic streams.
Probabilistic Streams
In order to deal with massive data sets that arrive online and have to be monitored, managed and mined in real time, the data stream model has become popular. In stream A, new item at that arrives at time t is from some universe [n] := {1, . . . , n}. Applications need to monitor various aggregate queries such as quantiles, number of distinct items, heavy-hitters, etc. in small space, typically O(polylog n). Data stream management systems are becoming mature at managing such streams and monitoring these aggregates on high speed streams such as in IP traffic analysis [11] , financial and scientific data streams [3] , and others. See [2, 23] for surveys of systems and algorithms for data stream management.
A generalization of the model, the probabilistic stream model, was recently introduced [20] . Here, each item at is not an element of the universe, but represents a distribution over elements of the universe together with a probability that the element is not actually present in the stream. The probabilistic stream model is applicable in a variety of settings in addition to the OLAP model. For example, a probabilistic stream may be derived from a stream of queries to a search-engine. Here a query "Stunning Jaguar" would be associated with different topics of interest, such as "Car", "Animal", or "Operating System", with different probabilities. There are also instances when the input stream is probabilistic by its nature: for example, when we measure physical quantities such as light luminosity, temperature and others, we actually measure an average of these quantities over many tiny time instants in the analog world to get a single digital reading.
Previous work on probabilistic streams has included data stream algorithms for certain aggregate queries [6, 8, 20] . In this paper, we improve those results and study additional aggregate functions which are fundamental in any stream monitoring scenario. We note that some related results for estimating the expectation and variance of the number of distinct values and join/self-join sizes of a probabilistic stream have recently been proven independently of our work [10] . In what follows, we will first describe the model precisely and then state our results.
The Model and Definitions
In this section, we formally define the probabilistic stream model and the aggregate statistics that we will study.
Definition 1 (Probabilistic Stream).
A probabilistic stream is a data stream A = ϑ1, ϑ2, . . . , ϑm in which each data item ϑi encodes a random variable that takes a value in [n] ∪ {⊥}. In particular each ϑi consists of a set of at most l tuples of the form (j, p A probabilistic stream naturally gives rise to a distribution over "deterministic" streams. Specifically we consider the ith element of the stream to be determined according to the random variable Xi and each element of the stream to be determined independently. Hence,
Throughout this paper we assume each probability specified in the probability stream is either 0 or Ω(1/ poly(n)). We will be interested in the expected value of various quantities of the deterministic stream induced by a probabilistic stream. Computing the expected value is intuitively justified, since it is a natural way to summarize the answers of computing Q over an exponential number of possible streams. A formal justification using desiderata for handling imprecision in OLAP is given in [7] .
Definition 2 (Aggregation Queries). We consider the following aggregate properties:
These are fundamental aggregates for stream monitoring, and well-studied in the classical stream model. For example, REPEAT-RATE in the classical model is the F2 estimation problem studied in the seminal [1] . DISTINCT (also known as F0) and MEDIAN have a long history in the classical data stream model [22, 15] . In the probabilistic stream model, we do not know of any prior algorithm with guaranteed bounds for these aggregates except the MEAN (SUM and COUNT are trivial) which, as we discuss later, we will improve.
As in classical data stream algorithms, our algorithms need to use polylog(n) space and time per item, on a single pass over the data. It is realistic to assume that l = O(polylog n) so that processing each item in the stream is still within this space and time bounds. In most motivating instances, l is likely to be quite small, say O(1). In fact, it can be shown that l = 1 is sufficient for OLAP queries. Also, since the deterministic stream is an instance of the probabilistic stream (with each item in the probabilistic stream being one deterministic item with probability 1), known lower bounds for the deterministic stream model carry over to the probabilistic stream model. As a result, for most estimation problems, there does not exist streaming algorithms that precisely calculate the aggregate. Instead, we will focus on returning approximations to the quantities above. We say a valueQ is an (ε, δ)-approximation for a real number Q if |Q − Q| ≤ εQ with probability at least (1 − δ) over its internal coin tosses. Many of our algorithms will be deterministic and return (ε, 0)-approximations. When approximating MEDIAN it makes more sense to consider a slightly different notion of approximation. We say x is an ε-approximate median if (1/2 + ε) ⌈COUNT⌉ is greater than
Related Models
The probabilistic stream model complements a stream model that has been recently considered where the stream consists of independent samples drawn from a single unknown distribution [9, 18] . In this alternative model, the probabilistic stream A = ϑ1, . . . , ϑ1 consists of a repeated element encoding a single probability distribution over [n] , but the crux is that the algorithm does not have access to the probabilistic stream. The challenge is to infer properties of the probability distribution a1 from a randomly chosen deterministic stream. There is related work on reconstructing strings from random traces [5, 21] . Here, each element of probabilistic stream is of the form {(i, 1 − p), (⊥, p)} for some i ∈ [n]. As before, the algorithm does not have access to the probabilistic stream but rather tries to infer the probabilistic stream from a limited number of independently generated deterministic streams. The results in [5, 9, 18, 21] do not provide any bounds for estimating aggregates such as the ones we study here when input is drawn from multiple, known probability distributions.
Our Results
We present the first single-pass algorithms for estimating the aggregate properties MEAN, MEDIAN, REPEAT-RATE, and DISTINCT. The algorithms for MEAN and MEDIAN are deterministic while the other two algorithms are randomized. While it is desirable for all the algorithms to be deterministic, this randomization can be shown to be necessary using the standard results in streaming algorithms, eg., of Alon, Matias, and Szegedy [1, Proposition 3.7] . Our results are summarized in the Table 1 .
At first glance, MEAN seems trivial to estimate and this is the case with deterministic streams. SUM and COUNT can indeed be estimated easily since they are linear in the input and, hence, we can write straightforward formulas to compute them. However MEAN is not simply SUM/COUNT as shown in [20] and needs nontrivial techniques.
We present two single-pass, deterministic, (ε, 0)-approx algorithms for MEAN. The first using O(log ε −1 ) space while the second, using an alternative technique, uses O(ε −1/2 ) space. Furthermore, if COUNT is sufficiently large then we present a simple algorithm that only needs O(1) words of space. The best known previous work [20] presents an O(log m) pass algorithm using O(ε −1 log 2 m) space. Thus our algorithms represent a considerable improvement.
Other aggregates such as MEDIAN, REPEAT-RATE, and DISTINCT have previously known algorithms for deterministic streams. A natural approach therefore would be to randomly instantiate multiple deterministic streams, apply standard stream algorithms and then apply a robust estimator. This approach works to an extent but typically gives poor approximations to small quantities. This is the case for DISTINCT. Furthermore, this approach necessitates a high degree of randomization. For MEDIAN, we show that it is possible to deterministically instantiate a single deterministic stream and run standard stream algorithms. We show that this approach also works for REPEAT-RATE in the full version of this paper but there is a slightly more efficient method which we now describe.
We consider the problem of evaluating frequency moments on probabilistic data. (Recall that the i-th frequency moment Fi for an input stream of elements from a fixed domain of size n is defined to be the sum of the i-th power of the frequencies of the different elements in the stream. The extension to probabilistic data is defined naturally using possible worlds.) Data stream algorithms for frequency moments are well-studied and use sophisticated techniques based on hashing to produce high quality estimates. We first extend previous techniques to find a probabilistic stream algorithm for F0 (i.e. DISTINCT). We next show that F2 (i.e. REPEAT-RATE) on probabilistic streams can be computed in one pass using space and update time of O(ε −2 (log n + log m)), matching the resources used by the well-known data stream algorithm for F2 [1] . Our algorithm exploits some simple but powerful features of the classical data stream algorithm for F2. We make the general observation that for any aggregator, an unbiased estimator for that aggregator over streams is also an unbiased estimator for that aggregator over probabilistic streams. Now, the basic estimator for F2 simply hashes the stream and then applies a simple aggregration algorithm on the hashed input. We design a simple algorithm for this very same aggregator on probabilistic streams. Although this technique works in general, we have no a priori guarantee that estimators found in this way will have small variance in the probabilistic-stream setting. Still, we show that the variance associated with the estimator for F2 is small by analyzing its algebraic structure. After demonstrating that the variance is small, we appeal to a standard set of techniques to get the estimate to within the desired relative error with high confidence.
We finish by considering the problems of answering OLAPstyle queries involving roll-ups and drill-downs in a more efficient manner. Traditionally this is achieved by keeping a small set of sufficient statistics for queries at lower levels of the dimension hierarchy so that they can be combined to answer queries at higher levels of the hierarchy. Ideally, the size of this set should be independent of the size of the database. For MEAN, we show that it suffices to keep a O(log ε −1 )-size set of sufficient statistics in order to answer such related queries. For F2, it also suffices to keep a small set of sufficient statistics; for this case, the set-size is O(ε −2 ). For MIN/MAX, we show that the algorithm [20] in our previous paper yields a set of O(ε −1 ) sufficient statistics.
ESTIMATING MEAN
As has been noted previously in [7, 20] , this is more technically challenging than might be expected. The naïve approach, simply computing SUM and COUNT and looking at their quotient, fails to be a good estimator in even simple examples. Consider the example from [20] , in which we have a probabilistic stream { 1, 1.0 }, { 10, 0.1 }. The true value of MEAN is 1.45, while the value of SUM/COUNT is approximately 1.81. Despite this, we will that SUM/COUNT is a good approximation when COUNT is sufficiently large.
The difficulty in computing MEAN arises in part since we must divide by the number of items actually occurring in the stream, a quantity that varies over different possible worlds. The approach taken in [20] was to rewrite the expression for the expected value of the average in terms of a generating Their computation was based on the observation that only two relevant values were needed for each probabilistic item (i.e., sufficient statistics): pi, the probability that item i is not ⊥; and ai, the expected value of item i, given that it is not ⊥. They then show the following.
Proposition 1 ([20]). MEAN can be rewritten as
We note that their definition of MEAN assumed that at least one item in the stream appeared with probability 1. Under our definition, we divide the value of MEAN given above by the probability that the stream contains at least one element, i.e. 1 − Q i∈ [m] pi. For readability, we will assume throughout Sections 2.1 and 2.2 that pi = 1 for some i (hence, COUNT ≥ 1).
Their approach led to an O(log m)-pass algorithm that estimated the integral; each pass required O(ε −1 log m) update time per item. Although this may be adequate for off-line applications, it is simply too slow for on-line applications with large m and small ε. Here, we provide a onepass algorithm with update time O(log ε −1 ), an exponential improvement.
Our approach uses a careful, technically-involved analysis of the integral. We might hope that a simple Taylorseries expansion for ψ would give us a good estimate. Unfortunately, this approach fails. (To illustrate this, take ai = 1, pi = 1/2 for all i. Note that ψ(x) is only interesting near x = 1, while the coefficients of the Taylor series expansion about x = 1 grow exponentially.) However, by properly rewriting the integral, we get a step closer. Let I ⊆ [m], and define
Notice that fI (z) is actually a polynomial, and further,
. Applying a change of variable to the integral in Proposition 1 (setting z = 1 − x), and rewriting somewhat, we see that
where J = [m] − I. Not surprisingly, it will be easier to approximate each of these functions when z is bounded away from 1. Let P = P i pi = COUNT, and for any ε < 1/2, define z0 = min{1,
One of our key insights is that, whereas approximating the integrand directly is difficult, approximating each of the functions individually can be done with low-degree polynomials. A second key insight is that, while approximating hI (z) can be done directly with a Taylor-series expansion, we need to approximate the logarithm of gI (z). If z0 is sufficiently small, say z0 ≤ 1/e, then we set I = [m], J = ∅; the approximations of ln gI(z) and hI (z) can be written as Taylor series with quickly converging remainder terms. However, if z0 is near 1 (which happens when P is small), then we need an extra trick. In this case, we set
In this case, the approximations of ln gI (z) and hI (z) will converge because the coefficients will be tiny. Further, we will show that |J| is necessarily small, since P must be small. So fJ (z), gJ (z) are already low-degree polynomials; we simply calculate them. Amazingly, the degree of the polynomials is independent of m.
In fact, when P is very large (and I = [m]), hI (z) is approximately SUM, while ln gI (z) is approximately −P z (i.e. polynomials of degree 0 and 1, respectively). Applying this argument more carefully allows us to bound the error of using SUM/P = SUM/COUNT to approximate MEAN.
With this approach, we can find good approximations to gI (z) and hI (z). But we are not quite done. Our approximation to hI (z) is a low-degree polynomial, while our approximation to gI (z) is exp(low-degree polynomial). There is no closed-form evaluation for the integral of the product of these two expressions. So we approximate our approximation of g(z), as a polynomial. The details appear in the next subsections.
Long Streams
In this subsection, we show that SUM/COUNT is a good approximation to MEAN when P = COUNT is large. The techniques we use here will serve as a warm-up to the more involved analysis of the next subsection. We have the following.
We first prove the easier inequality.
Now, for any i, we have
Recalling that P = COUNT, we have
Putting this together, we have
Examining the Taylor series, we can show that − ln(1 − δ) ≤ δ + δ 2 for δ < 1/2. Hence,
So we have, for δ ≤ 1/2,
Setting δ = ln P/P , and noting ln P/P ≤ 1/e for P ≥ e, we have for P ≥ e,
With some algebra, we have the following corollary.
Therefore, in the case that we know COUNT (i.e. P ) is very large, or when we are not concerned with estimating MEAN extremely well, then the simple method of using SUM/COUNT works well. However, when COUNT is small or we need to be very accurate then using SUM/COUNT provides an inadequate estimate. We address this in the next subsection.
Short Streams
We now give an extremely efficient one-pass streaming algorithm that estimates MEAN within a multiplicative (1+ε) factor. Remarkably, both the update time, O(log(1/ε)), and the number of memory registers, O(log(1/ε)), are independent of m, the number of items in the stream. It is also interesting that the algorithm is entirely deterministic, so it is guaranteed to return a good estimate. In contrast to typical streaming algorithms, there is no chance of failure.
Assume that ε < 1/20. We maintain X i∈[m]
where the exact values for k are given below. In addition, we also remember the values aj, pj for every j such that pj > 1/e, until P ≥ 6 ln(2/ε). (Notice that we will need to remember at most 6e ln(2/ε) such values.) Using these maintained values, we can quickly compute a (1 + 5ε)-approximations for MEAN. Somewhat more formally, let I = {i ∈ [m] : pi ≤ 1/e} if P < 6 ln(2/ε), and let I = [m] otherwise. Let
where J = [m] − I. Note that given the maintained values, it is easy to calculate fJ (z), gJ (z) and P k , A k for k = 1, 2, . . . , O(log(1/ε)). We have our main result:
Theorem 2. Let ε < 1/20, and define P k , A k , I, J,fJ , and gJ as above. Let ℓ be an even integer greater than or equal to 8 ln(2P/ε), and define
ln(2/ε), and otherwise define MEAN as
The corresponding probabilistic stream algorithm has update time O(log(1/ε)) and uses O(log(1/ε)) memory registers (assuming each register can hold an arbitrary real number).
We now proceed with the proof. Define
The following lemma verifies that these are good approximations to gI , hI , respectively. The key idea is that for large P , z0 is small, while for small P , Pi and Ai decrease as e −i . Its proof appears in the full version of the paper.
Lemma 4. Define e g k 0 and e h k 1 as above, and let k0 ≥ ln(2P/ε) and k1 ≥ ln(2/ε). Then
Thus we have reduced the problem to that of estimating
where k0 = ln(2P/ε) and k1 = ln(2/ε). Unfortunately, e g k 0 is not a polynomial. So we now expand it.
Lemma 5. Let ℓ be the smallest even integer greater than 8 ln(2P/ε). Then for z ≤ z0,
Proof. We first expand exp(−Piz i /i).
where
. We see that regardless of the value of z0, we have Piz
, and if z0 ≥ 1/e, then Piz i ≤ P e −i+1 z i ≤ ln(2P/ε)e −i+1 . Since ℓ ≥ ln(2P/ε), the absolute values of the terms of Ri(z) are decreasing. Since the series is alternating and ℓ is even, we see for z ≤ z0,
So we have for z ≤ z0,
i e ln(2P/ε) ℓ + 1
Noting that ε/(2P ) ≤ e −P z 0 and bounding (ε/(2P )) 8i
First, using Ri(z) ≤ 0, we have
For the other side, we use the following claim, whose proof appears in the full version of this paper.
Claim 6. For all k > 0 and for ε < 1/2,
Combining our claim and the fact that −Ri(z) ≤
To complete the proof of the theorem, simply note that when P ≥ (4/ε) ln(2/ε), the algorithm uses SUM/COUNT to approximate MEAN (which, by Corollary 3, is a good approximation). Hence, we may assume k0 = ln(2P/ε) ≤ ln(2/ε) + ln(4/ε) + ln ln(2/ε), which is less than 3 ln(2/ε) when ε < 1/20. The error bound of (1 + 5ε) comes from combining the errors from each of our approximations.
Short Streams (Alternative Approach)
In this section we briefly discuss an alternative idea for short stream that may be of separate interest, although the space and time bounds are not as good as those of the algorithm in the previous section. For the duration of this section let Y and Z be the random variables defined by,
The main idea behind our algorithm is that if COUNT is not large then it is sufficient to estimate MEAN from Pr [Z = z] and E [Y |Z = z] for a relatively small range of values of z.
The next lemma shows that it is possible compute the probability that Z takes various values if we assume that at each point during the evolution of the stream, the number of elements that have appeared does not differ significantly from its expected number.
It is possible to compute Az = Pr [Z = z, C Hence, if we choose w to be large enough such that C w m is a sufficiently high probability event then we can use the above lemma to obtain a deterministic algorithm for estimating MEAN. We show:
There is a single-pass (ε, 0)-approximation of MEAN that uses O(ε −1/2 (log n + log m + log ε −1 )) space.
Proof. Let c = 
w m ] can be computed using O(w log n) space as described in Lemma 7. Also note that Pr [Z = 0] can easily be computed. Then,
This yields an (ε, 0) approximation because MEAN ≥ 1.
Precision Issues
One remaining issue that needs to be addressed is the precision to which the various quantities are calculated. In Lemma 7, it was assumed that all the arithmetic could be performed exactly. However, it is very likely that, for some z, j both Aj,z and Bj,z can be exponentially small and yet non-zero. We can easily show that errors introduced by a lack of precision do not accumulate sufficiently to cause a problem. In particular, let us assume that the calculation of each Aj,z is performed with the addition of error β. Then, given that Aj,z = Aj−1,z−1(1 − p j ⊥ ) + Aj−1,zp j ⊥ , if it is non-zero, a simple induction argument shows that Aj,z is computed with error at most
Similarly, Bj,z is computed with error at most,
with additive-error at most ε which translates into a relativeerror since the quantity being estimated is Ω(1).
ESTIMATING MEDIAN
We present an algorithm for finding an ε-approximate MEDIAN. Perhaps surprisingly, our approach is simpler than that required for MEAN. It is based on a deterministic reduction of the problem to median finding in a deterministic stream. To solve this problem we use the algorithm of Greenwald and Khanna [17] . Proof. The idea is use the selection algorithm of Greenwald, Khanna [17] , on an induced stream as follows.
For each tuple (j, p
opies of j in an induced stream A ′ .
2. Using the algorithm of Greenwald, Khanna [17] , find an element l such that
where |A ′ | denotes the length of the stream A ′ .
Note that p i j ≥¨2mp
The result follows since COUNT > 0.
ESTIMATING DISTINCT ITEMS
In this section we present a (ε, δ)-approximation algorithm for DISTINCT (sometimes known as F0). In contrast to the algorithm for MEAN, a major part of our algorithm is to actually randomly instantiate numerous deterministic streams and to compute the average value of the number of distinct values in these streams. However, this general approach will only give an (ε, δ) approximation in small space if the expected number of distinct values is not very small. In the following theorem we show that it is possible to also deal with this case. Furthermore, the random instantiations will be performed in a slightly non-obvious fashion for the purpose of achieving a tight analysis of the appropriate probability bounds.
Theorem 5. We can (ε, δ)-approximate DISTINCT in a single pass and O(ε −5 log n log 2 δ −1 ) space.
Proof. First note that,
and DISTINCT ≤ COUNT. Hence if COUNT ≤ ln(1+ε) then COUNT is an (ε, 0) approximation for DISTINCT. We now assume that COUNT > ln(1 + ε) and hence
assuming ε is sufficiently small. Consider the following basic estimator X, Compute an (ε/3, δ/(2c1)) approximation X of F0(A ′ ) using [4] .
Note that the stream A ′ is not generated according to the distribution defined by the probabilistic stream because more than one item can be generated for a given ϑi. However, the expected number of distinct elements in A ′ is the same as the expected number of distinct elements in a stream generated by the probabilistic stream A. The reason for generating A ′ in this way is that we may argue that the events that i and j appear in A ′ are independent. This will be important in our analysis.
We will compute c1 = 3 3 · 2ε −3 ln(4/δ) of these basic estimators and average them to produce our final estimator Y . The accuracy and probability of success of our algorithm follows from the following claim.
Proof. First we effectively assume that F0(A ′ ) can be computed exactly. Let Z be the random variable corresponding to the average of c1 copies of F0(A ′ ). E [Z] = DISTINCT. Note that c1Z can be thought of as the sum of nc1 independent boolean trials: c1 trials corresponding to each j ∈ [n] (some trials may have zero probability of success) and hence,
With probability at least 1 − c1δ/(2c1) = 1 − δ/2 each of the c1 calls to the distinct element counter returns an ε/3 approximation. Hence with probability at least 1 − δ/2, Y = (1 ± ε/3)Z. Therefore with probability at least 1 − δ,
The space bound follows since each O(ε −3 log δ −1 ) basic estimator requires O((ε −2 + log n) log δ −1 ) space [4] .
ESTIMATING REPEAT-RATE
In this section, we address the problem of computing frequency moments on probabilistic data, with a particular application to F2, sometimes known as REPEAT-RATE. (Note that we already discussed F0 in another context in Section 4.) For an input a = (a1, a2, . . . , am) over a domain [n] , let fa denote the frequency of element a in a. We define
The aggregate F0( a) is defined to be the number of distinct elements in a.)
We first observe that any unbiased estimator working over streams is also an unbiased estimator working over probabilistic streams. We assume that each item in the data stream, ϑi, is of the form {(ai, pi), (⊥, 1 − pi)}. Let ( a, p) denote a probabilistic stream where a = (a1, a2, . . . , am) and p = (p1, p2, . . . , pm). Let h be a function (chosen randomly according to some distribution), and let h( a) denote the vector obtained by applying h to each element in a.
Lemma 9. Let Q and Q ′ be two aggregate functions such that
] for any input b over the base domain. Then, for any probabilistic stream
That is, Q ′ (h( a), p) is an unbiased estimator of Q( a, p).
Proof. For any possible world, let b = (b1, . . . , bm) denote the subset of a that appears in that world. The premise of the lemma implies that
. Taking the expected value over possible worlds, and interchanging the expectation on the right hand side yields the lemma.
Thus, given an unbiased estimator for streams, our task reduces to finding an algorithm that efficiently computes the estimator over probabilistic streams. In fact, this technique is useful in deriving one-pass probabilistic stream algorithms for a variety of frequency moments. Although these algorithms have approximately the correct expectations, showing that they are tightly concentrated about their expected values must be done on an algorithm-by-algorithm basis. Here, we apply the method to find a one-pass probabilistic stream algorithm approximating F2 with high-probability.
Let us first briefly review the classical algorithm for F2 over streams [1] . Let H denote a uniform family of 4-wise independent hash functions such that h : [n] → {−1, +1} for each h ∈ H. In other words, h(z1), h(z2), h(z3), and h(z4)) are independent over the random choice of h for any distinct z1, z2, z3, and z4. For an input a = (a1, a2, . . . , an), and a hash function h ∈ H, define the estimator B h = ( P i h(ai)) 2 . Note that this can be computed in one pass. It is well-known
2 . Let the aggregator SUM2 denote square of the sum of the input values.
Theorem 6. For a probabilistic stream ( a, p), the quantity SUM2(h( a), p) is an unbiased estimator of F2( a, p), if h is chosen uniformly from a 4-wise independent hash family on [n] with range {−1, +1}. The estimator can be computed in one-pass and yields a one-pass probabilistic stream algorithm for computing F2 to within a relative error of ε with high probability, using space and update time of O(ε −2 log n)
Proof. By the previous discussion,
so the premise of Lemma 9 is satisfied with Q = F2 and
. We now show that SUM2(h( a), p) can be computed efficiently over the probabilistic stream (h( a), p).
It will be convenient to introduce the jointly independent random variables Ui, for i ∈ [n] where each Ui equals 1 with probability pi and equals 0 otherwise. Then
using the fact that h(a) 2 = 1. This is easy to compute in one pass.
Finally, we show that this basic estimator can be used to produce a good estimate with high confidence. The approach is a standard one-first we compute the variance of the basic estimator. Let Pa = P i:a i =a pi for every a ∈ [n]. Then, we can write
Therefore,
since the second summation is a constant. This expression is very similar to the one encountered in the variance bound of F2, except that the values Pa are generalized frequencies that can be non-integral. On the other hand, the same derivation shows that
Combining Equations 2 and 3 shows that the variance of the estimator is at most twice the square of its expectation. Therefore, the standard technique of taking the average of O(1/ε 2 ) such estimators reduces the relative error to ε. As usual the confidence can be increased by taking the median of sufficiently many estimators; we omit the standard calculations.
COMBINING RELATED OLAP QUERIES
Consider the problem of computing aggregators for probabilistic data of related OLAP queries involving roll-ups and drill-downs, where it is desirable to use the results computed in previous queries. The following is a well-known strategy that can be used to speed up the computations: given an aggregator A, and a set of probabilistic data {S1, S2, . . . , S k }, what are the sufficient statistics that one needs to compute on each Si so that it is possible to compute A on the composite stream S1, S2, . . . , S k ? For example, if A equals MEAN, then one solution is to compute SUM and COUNT for each stream. This is a valid approach only when the data is not probabilistic (which is not surprising since otherwise it would yield a simple data stream algorithm for MEAN). The sufficient statistics for SUM and COUNT are just their values on the individual probabilistic streams.
For MEAN, observe that it only requires maintaining the values of P k and A k for k = 1, 2, ..., O(log(1/ε)). (For convenience, we assume here that P ≥ 6 ln(2/ε).) To combine one stream with sufficient statistics P k , A k with another having P ′ k , A ′ k , we simply add the corresponding statistics:
From this, the estimate for MEAN can be generated. Thus the number of sufficient statistics needed for any stream is just O(log ε −1 ). For F2, the sufficient statistics are just P i pi(1 − pi) together with P i h(ai)pi for each of the chosen hash functions. (The hash functions chosen must be the same across all streams.) Again, to combine streams, we simply add their corresponding sufficient statistics.
For MIN, the algorithm in [20] divides the domain into a sequence of O(1/ε) geometrically increasing intervals (bins) and iteratively computes two quantities for each bin: (1) the probability, over possible worlds, that the minimum lies within the bin, and (2) the probability, over possible worlds, that the minimum does not belong to previous bins. The key aspect of that algorithm is that for each item in the input, all that is required of the item is the knowledge of those same two quantities. Consequently, the sufficient statistics for each stream are just these values computed for all bins. The same principle also applies to MAX; we omit the details.
Although this approach seems amenable to a variety of sketching algorithms, it is not clear how to combine queries using different aggregators, e.g. estimating the MIN of the MEAN of different streams. We leave it as an open problem.
CONCLUDING REMARKS
A number of remarkable algorithmic ideas have been developed for estimating aggregates over deterministic streams since the seminal work of [1] . Some of them are applicable to estimating aggregates over probabilistic streams such as when estimating MEDIAN and REPEAT-RATE by suitable reductions, but for other aggregates such as DISTINCT and MEAN, we need new ideas that we have presented here. The probabilistic stream model was introduced in [20] mainly motivated by probabilistic databases where data items have a distribution associated with them because of the uncertainties and inconsistencies in the data sources. This model has other applications too, including in the motivating scenario we described here in which the stream (topic distribution of search queries) derived from the deterministic input stream (search terms) is probabilistic. We believe that the probabilistic stream model will be very useful in practice in dealing with such applications.
There are several technical and conceptual open problems in addition to the question of combining queries using different aggregators mentioned in the previous section. For example, could one characterize problems for which there is a (deterministic or randomized) reduction from probabilistic streams to deterministic streams without significant loss in space bounds or approximations? We suspect that for additive approximations, there is a simple characterization. Also, can we extend the solutions for estimating the basic aggregates we have presented here to others, in particular, geometric aggregates [19] or aggregate properties of graphs [13, 14] ?
