ABSTRACT
INTRODUCTION

We consider a target search problem in which a team of autonomous search agents (e.g. UAVs) are searching a bounded region for one or more mobile targets. The target states are unknown to the searchers, but each agent is initialized with a target state estimate. Search agents are equipped with a gimbaled sensor that they can aim at a various points in the search region. The sensor can detect targets with some probability of detection < 1 if the targets fall within the sensor's field of view. As agents move around and make sensor measurements, they gather information about the likely locations of targets, which they can communicate to other agents over a possibly low-bandwidth and lossy network. We further suppose that the agents have a cost constraint, such as limited amount of fuel or time to complete the search mission. The objective of each agent is to move itself and control its sensor in a way that maximizes the team's probability of finding the targets, subject to this cost constraint. In this paper, we introduce a graph-based receding horizon search algorithm to approximately solve this problem.
Search Theory
Overview of Proposed Solution
We address this issue by performing the receding-horizon optimization on a dynamically changing graph whose nodes are carefully placed at locations in the search region having the highest target probability. The selected graph nodes serve as candidate waypoints for the searchers. At each time step, the algorithm chooses the l-step future path (l ∈ N) leading to the highest probability of target detection. 
The number of targets (N ) as well as the locations of the targets in R are unknown to the UAV controller. Therefore, the controller will hypothesize and update a target state estimate, denoted by x(k)
:= [x 1 (k), x 2 (k), . . . , x n (k)], where k ∈ T := {0, k 1 , k 2 ,
. . . , T }, a set of discrete times at which all events take place. The target state estimate consists of position and weight components x(k)
Condition (1) 
The function f models the evolution of the target probability distribution and must preserve conditions (1) and (2) .
The state of the search team is given by p(k)
:= [p 1 (k), p 2 (k), . . . , p M (k)], where p j (k) = (p j,x (k), p j,y (k)) ∈ R 2 is agent j's position at time step k. The FOR
of an agent located at position p j (k) at time k is denoted by F OR(p j (k)). The control inputs to the system at time k include controls for all agents: u(k)
The control input u j (k) for the j th agent at time step k consists of the UAV heading and the point on the ground at which the UAV sensor points:
will be specified in terms of a path or future waypoints (as described in Section 2.6), and the the UAV sensor control
q j (k) = (q j,x (k), q j,y (k))
is a point on the ground in R where the sensor should point at time k. The footprint or FOV of the sensor pointed at q j (k) is denoted by F OV (q j (k)). A target appearing in F OV (q j (k)) will have some probability of being correctly detected/ID'ed/tracked. We will generally refer to this value as probability of detection (P D (q j (k))) for all three applications, and further enforce that P D (q j (k)) = 0 for targets outside of F OV (q j (k)).
In order to optimize how the agents and sensors should be moved, we define a search reward representing the probability of finding a target at a specific location and time. Let r(k) denote a cumulative state of the collected search reward for agent a, with r(0) = 0 and
the function g will be explained in specific detail in Section 2.4. With this designation, the search objective becomes 
re-normalization:
where 
See Ref. 14 for more on target occupancy maps.
Dual Representation of the Target State
Both particle filters and a grid-based target occupancy map will be used in this paper to estimate the target state x. Hypothesized but undiscovered targets will be represented on the grid, as in (9)- (10) . When some information exists on a target (such as an initial detection), the target's state will be represented with a particle filter, as in (6)- (8), and the corresponding target value will be removed from the occupancy map, so that
Discretization of the Sensor Control Space
Let the UAV's path P be represented by a curve in the flight plane of the UAV. As a UAV moves along a path, it will execute a sequence of sensor tasks that depend on the current position and orientation of the UAV. Sensor controls q(k) = (q x (k), q y (k)) will be selected to center the FOV footprint F OV (q(k)) on gridpoints x p i ∈ C, or on the center of mass of each particle cloud. A sensor dwell on the region F OV (q(k)) will be called a sensor task, and may be represented simply by q(k) when there is no ambiguity. A sequence of sensor tasks will be called a sensor schedule, and represented by the points that define the centers of the sensor tasks composing the schedule: S = {q(k
Slew time for the sensor to move between sensor tasks in the schedule is also modeled in the discretization. There may be many different possible sensor schedules for a given path P .
The region F OV (q(k)) will be modeled on the ground as an oval or quadrilateral generated by intersecting the camera viewing frame with the ground. If the UAV platform flies at a fixed altitude with a typical 640 x 480 pixel video camera, F OV (q(k)) has minimum, approximately rectangular dimensions on the ground (w, h), achieved when the sensor is pointing straight down. We then construct the occupancy map grid C as a tessellation of squares of side length s = h/ √ 2, for h < w. This grid spacing ensures that: the entire c i cell is contained in F OV (c i ) regardless of how the UAV platform is aligned with the grid (Figure 1); and
so that every point in R is viewable by the sensor.
The reward collected by a sensor task F OV (q(k)) is
resulting in the detected target values being decreased in the target state estimate: 
in which
using (12). Written in terms of x(k), equation (13) becomes
If 
S(P ) is the sensor schedule for path P , then r(P ) := r(S(P )).
For multiple agents acting cooperatively, reward for one agent's schedule or path depends on the actions of the other agents. If two agents count reward for the same region without conditioning the reward values on the actions of the other agent, there is a danger that they will choose redundant actions that degrade the performance of the team. One solution to this problem is to evaluate the reward of paths after subtracting out
where x w i (k am + n am ) has been updated for all sensor tasks in S using (12) . Equation (14) will be used to evaluate candidate sensor schedules for path P α and select the optimal sensor schedule S * (P α ), in the sense of collecting the most reward r(S).
Routing and Sensor Control
For a given path P , one may construct a simplified version of (16) for r(P ) by assuming that the sensor can view every target state element x i exactly once. The region of sensor coverage on the ground corresponding to this designation will be called F OR(P ) to represent the field of regard of the entire path P . It is defined by
where the union is taken over all points p in the plane curve P . The reward collected for F OR(P ) can be computed from (11) as
where Depending on the relative speeds of the UAV and the camera gimbal, a UAV agent may not be able to view every target state element x i in F OR(P ) while moving along the path P ; alternatively, the UAV may be able to view certain x i repeatedly. Therefore, the actual sensor schedule S(P ) may radically differ from F OR(P ). Based on experience with platforms in Toyon's UAV testbed, our team has found that even if the servos controlling the camera gimbal are able to slew the camera fast enough to view all points in F OR(P ), automatic video tracking software processing such a video stream may not be able to perform frame registration on such a quickly translating frame sequence. In these cases, evaluating the path P based on the reward that could be collected in F OR(P ) is inaccurate, and instead the path P should be evaluated based on the the reward that could be collected in S(P ).
is a fixed probability of detection that is assumed for any targets within the path P . The state update corresponding to (17) is given by
x w i (k+1) = 1 − P D (P ) · x w i (k), with P D (P ) = 0 for x p i (k) ∈ F
OR(P ). Rewards for viewing each x
In Section 3, we describe two different routing algorithms. The first is referred to as a the Decoupled Routing and Sensor Tasking Algorithm because these two optimization steps are performed independently. Candidate UAV paths P are evaluated based on scoring the sensor schedule F OR(P ) using (16) ; once an optimal path P * is selected with this criterion, then the actual sensor schedule for P * is determined by running a separate optimization of (16) A path in G is a sequence of vertices P :
Graph-Based Discretization of the Routing Control Space
In the model predictive search algorithm introduced in Section 3, whenever an agent reaches a waypoint, it will compute a new l-step path on the graph, where l is the length of the prediction horizon. The path cost in G is the total duration of the path and is given by
The path reward in G is given by (16) 
To perform numeric optimization on G, the planing algorithm will select the optimal path
where P is the set of all l-step candidate paths for an agent at time k.
Dynamic Graph Generation
Although any graph will work with the algorithm introduced in this paper, the structure will have a major effect on computation, and the node and edge placements will affect performance. measurements every 15 seconds. The target state estimates are modeled by a simple particle filter as described in Section 2.1. Figure 3 shows 
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