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INTEGRAL MEANS OF THE DERIVATIVES OF BLASCHKE
PRODUCTS
EMMANUEL FRICAIN, JAVAD MASHREGHI
Abstract. We study the rate of growth of some integral means of the derivatives
of a Blaschke product and we generalize several classical results. Moreover, we
obtain the rate of growth of integral means of the derivative of functions in the
model subspace KB generated by the Blaschke product B.
1. Introduction
Let (zn)n≥1 be a sequence in the unit disc satisfying the Blaschke condition
(1.1)
∞∑
n=1
(1− |zn|) <∞.
Then, the product
B(z) =
∞∏
n=1
|zn|
zn
zn − z
1− z¯n z
is a bounded analytic function on the unit disc D with zeros only at the points zn,
n ≥ 1, [5, page 20]. Since the product converges uniformly on compact subsets of
D, the logarithmic derivative of B is given by
B′(z)
B(z)
=
∞∑
n=1
1− |zn|
2
(1− z¯n z)(z − zn)
, (z ∈ D).
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Therefore,
(1.2) |B′(reiθ)| ≤
∞∑
n=1
1− |zn|
2
| 1− z¯n reiθ |2
, (reiθ ∈ D).
If (1.1) is the only restriction we put on the zeros of B, we can only say that∫ 2π
0
|B′(reiθ)| dθ ≤
∞∑
n=1
(1− |zn|
2)
∫ 2π
0
dθ
| 1− z¯n reiθ |2
=
∞∑
n=1
(1− |zn|
2)
2π
(1− |zn|2r2)
≤
4π
∑∞
n=1(1− |zn|)
(1− r)
,
which implies
(1.3)
∫ 2π
0
|B′(reiθ)| dθ =
o(1)
1− r
, (r → 1).
However, assuming stronger restrictions on the rate of increase of the zeros of B
give us more precise estimates about the rate of increase of integral means of B′r as
r → 1. The most common restriction is
(1.4)
∞∑
n=1
(1− |zn|)
α <∞
for some α ∈ (0, 1). Protas [15] took the first step in this direction by proving the
following results.
Let us mention that Hp, 0 < p <∞, stands for the classical Hardy space equipped
with the norm
‖f‖p = lim
r→1
( ∫ 2π
0
|f(reiθ)|p
dθ
2π
) 1
p
,
and its cousin Apγ , 0 < p <∞ and γ > −1, stands for the (weighted) Bergman space
equipped with the norm
‖f‖p,γ =
( ∫ 1
0
∫ 2π
0
|f(reiθ)|p
r(1− r2)γdr dθ
π/(1 + γ)
) 1
p
.
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Theorem 1.1 (Protas). If 0 < α < 1
2
and the Blaschke sequence (zn)n≥1 satisfies
(1.4), then B′ ∈ H1−α.
Theorem 1.2 (Protas). If 0 < α < 1 and the Blaschke sequence (zn)n≥1 satisfies
(1.4), then B′ ∈ A1α−1.
Then, Ahern and Clark [1] showed that Theorem 1.1 is sharp in the sense that B′
need not lie in any Hp with p > 1−α. Later on, they also showed that the condition∑∞
n=1(1−|zn|)
1/2 <∞ is not enough to imply that B′ ∈ H1/2 [2]. At the same time,
Linden [12] generalized Theorem 1.1 for higher derivatives of B. In the converse
direction, Ahern and Clark [1] also obtained the following result.
Theorem 1.3 (Ahern–Clark). If 1
2
< p < 1, then there is a Blaschke product B
with B′ ∈ Hp, and such that its zeros satisfies
∞∑
n=1
(1− |zn|)
α =∞
for all α with 0 < α < (1− p).
However, Cohn [3] proved that for interpolating sequences the two conditions are
equivalent.
Theorem 1.4 (Cohn). Let 0 < α < 1
2
, and let (zn)n≥1 be an interpolating Blaschke
sequence. Then, B′ ∈ H1−α if and only if (zn)n≥1 satisfies (1.4).
Recently, Kutbi [11] showed that under the hypothesis of Theorem 1.1,
(1.5)
∫ 2π
0
|B′(reiθ)|p dθ =
o(1)
(1− r)p+α−1
, (r → 1),
for any p > 1− α. In particular, for p = 1, we have∫ 2π
0
|B′(reiθ)| dθ =
o(1)
(1− r)α
, (r → 1),
which is a refinement of (1.3).
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Then, Protas [16] proved that the estimate (1.5) is still valid if 1/2 < α ≤ 1,
p ≥ α and the Blaschke sequence (zn)n≥1 satisfies (1.4). Finally, Gotoh [7] got an
extension of Protas’s results for higher derivatives of B.
A Blaschke sequence which satisfies the Carleson condition is called an interpola-
tion, or Carleson, Blaschke sequence [10, page 200]. Let I be an inner function for
the unit disc. In particular, I could be any Blaschke product. Then,
KI := H
2 ⊖ IH2
is called the model subspace of H2 generated by the inner function I [6, 8]. Cohn
[3] obtained the following result about the derivative of functions in KB.
Theorem 1.5 (Cohn). Let (zn)n≥1 be an interpolating Blaschke sequence, and let
p ∈ (2/3, 1). Then, B′ ∈ Hp if and only if f ′ ∈ H2p/(p+2) for all f ∈ KB.
In this paper, we replace the condition (1.4) by a more general assumption
(1.6)
∞∑
n=1
h(1− |zn|) <∞,
where h is a positive continuous function satisfying certain smoothness conditions,
and then we generalize all the preceding results. Since our sequence already satisfies
the Blaschke condition, (1.6) will provide further information about the rate of
increase of the zeros only if h(t) ≥ t as t→ 0.
In particular, we are interested in
(1.7) h(t) = tα (log 1/t)α1 (log2 1/t)
α2 · · · (logn 1/t)
αn,
where α ∈ (0, 1), α1, α2, · · · , αn ∈ R, and logn = log log · · · log (n times) [13].
In the following, we will use the estimates∫ 2π
0
dθ
|1− reiθ|ν
≍
1
(1− r)ν−1
, (ν > 1),
∫ 1
0
∫ 2π
0
(1− ρ2)γ
|1− rρeiθ|ν
ρdρdθ ≍
1
(1− r)ν−γ−2
, (ν − 2 > γ > −1),
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as r → 1−. See [9, page 7]. Both relations can be proved using the fact that
|1− reiθ| ≍ (1− r) + |θ| as r → 1−.
2. An estimation lemma
In the following we assume that h is a continuous positive function defined on the
interval (0, 1) with
lim
t→0+
h(t) = 0.
Our prototype is the one given in (1.7). The following lemma has simple assumptions
and also a very simple proof. However, it has many interesting applications in the
rest of the paper.
Lemma 2.1. Let (rn)n≥1 be a sequence in the interval (0, 1) such that
∞∑
n=1
h(1− rn) <∞.
Let p, q > 0 be such that h(t)/tp is decreasing and h(t)/tp−q is increasing on (0, 1).
Then,
∞∑
n=1
(1− rn)
p
(1− rrn)q
=
O(1)
(1− r)q−p h(1− r)
as r → 1−. Moreover, if
lim
t→0+
h(t)
tp−q
= 0,
then
∞∑
n=1
(1− rn)
p
(1− rrn)q
=
o(1)
(1− r)q−p h(1− r)
.
Proof. We have
(1− rn)
p
(1− rrn)q
=
(
(1− rn)
p
h(1− rn)
h(1− rrn)
(1− rrn)p
) (
h(1− rn)
(1− rrn)q−p h(1− rrn)
)
.
By assumption
h(1− rrn)
(1− rrn)p
≤
h(1− rn)
(1− rn)p
,
and
(1− rrn)
q−p h(1− rrn) ≥ (1− r)
q−p h(1− r).
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Thus, for any n ≥ 1,
(2.1)
(1− rn)
p
(1− rrn)q
≤
h(1− rn)
(1− r)q−p h(1− r)
.
Given ε > 0, fix N such that
∞∑
n=N+1
h(1− rn) < ε.
Hence, by (2.1),
∞∑
n=1
(1− rn)
p
(1− rrn)q
=
N∑
n=1
(1− rn)
p
(1− rrn)q
+
∞∑
n=N+1
(1− rn)
p
(1− rrn)q
≤
N∑
n=1
(1− rn)
p−q +
∑∞
n=N+1 h(1− rn)
(1− r)q−p h(1− r)
≤ CN +
ε
(1− r)q−p h(1− r)
,
where CN is independent of r. This inequality implies both assertions of the Lemma.

The Lemma is still valid if instead of “decreasing” and “increasing”, we assume that
our functions are respectively “boundedly decreasing” and “boundedly increasing”.
We say that ϕ is boundedly increasing if there is a constant C > 0 such that
ϕ(x) ≤ Cϕ(y) whenever x ≤ y. Similarly, ϕ is boundedly decreasing if there is a
constant C > 0 such that ϕ(x) ≥ Cϕ(y) whenever x ≤ y.
3. Hp means of the first derivative
In this section we apply Lemma 2.1 to obtain a general estimate for the integral
means of the first derivative of a Blaschke product. Special cases of the following
theorem generalize Protas and Kutbi’s results.
Theorem 3.1. Let B be the Blaschke product formed with zeros zn = rne
iθn, n ≥ 1,
satisfying
∞∑
n=1
h(1− rn) <∞
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for a positive continuous function h. Suppose that there is q ∈ (1/2, 1] such that
h(t)/tq is decreasing and h(t)/t1−q is increasing on (0, 1). Then, for any p ≥ q,∫ 2π
0
|B′(reiθ)|p dθ =
O(1)
(1− r)p−1 h(1− r)
, (r → 1).
Moreover, if limt→0 h(t)/t
1−q = 0, then O(1) can be replaced by o(1).
Proof. Since q ≤ 1, (1.2) implies
|B′(reiθ)|q ≤
∞∑
n=1
(1− r2n)
q
| 1− rrnei(θ−θn) |2q
.
Hence
(3.1)
∫ 2π
0
|B′(reiθ)|q dθ ≤ C
∞∑
n=1
(1− rn)
q
(1− rrn)2q−1
.
(Here we used 2q > 1.) Therefore, by Lemma 2.1,∫ 2π
0
|B′(reiθ)|q dθ ≤
C
(1− r)q−1 h(1− r)
.
Now recall that any function f in H∞ is in the Bloch space B [4, page 44], that is
sup
z∈D
(1− |z|2)|f ′(z)| < +∞ .
Hence, for any p ≥ q,∫ 2π
0
|B′(reiθ)|p dθ ≤
1
(1− r)p−q
∫ 2π
0
|B′(reiθ)|q dθ ≤
C
(1− r)p−1 h(1− r)
.
Finally, as r → 1, Lemma 2.1 also assures that C can be replaced by any small
positive constant if limt→0 h(t)/t
1−q = 0. 
Now, we can apply Theorem 3.1 for the special function defined in (1.7).
Case I: If
∞∑
n=1
(1− rn)
α(log
1
1− rn
)α1 · · · (logm
1
1− rn
)αm <∞,
then, for any
p > max{α, 1− α}
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we have∫ 2π
0
|B′(reiθ)|p dθ =
o(1)
(1− r)α+p−1(log 1
1−r
)α1 · · · (logm
1
1−r
)αm
, (r → 1).
In particular, if
∞∑
n=1
(1− rn)
α <∞,
with α ∈ (0, 1/2), then, for any p > 1− α,∫ 2π
0
|B′(reiθ)|p dθ =
o(1)
(1− r)p+α−1
, (r → 1),
which is Kutbi’s result. Moreover, if α ∈ [1/2, 1), the last estimate still holds for
any p > α, which is Protas’s result [16].
Case II: If
∞∑
n=1
(1− rn)
α(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with α ∈ (0, 1/2), αk < 0 and αk+1, · · · , αm ∈ R, then,∫ 2π
0
|B′(reiθ)|1−α dθ =
o(1)
(logk
1
1−r
)αk · · · (logm
1
1−r
)αm
, (r → 1).
But, if
∞∑
n=1
(1− rn)
α <∞,
with α ∈ (0, 1/2), then∫ 2π
0
|B′(reiθ)|1−α dθ = O(1), (r → 1),
i.e. B′ ∈ H1−α, which is Protas’ result [15].
Case III: If
∞∑
n=1
(1− rn)
α(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with α ∈ (1/2, 1), αk > 0 and αk+1, · · · , αn ∈ R, then,∫ 2π
0
|B′(reiθ)|α dθ =
o(1)
(1− r)2α−1(log 1
1−r
)α1 · · · (logm
1
1−r
)αm
, (r → 1).
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However, if
∞∑
n=1
(1− rn)
α <∞,
with α ∈ (1/2, 1), then we still have∫ 2π
0
|B′(reiθ)|α dθ =
o(1)
(1− r)2α−1
, (r → 1).
4. Hp means of higher derivatives
Straightforward calculation leads to
(4.1)
∫ 2π
0
|B(ℓ)(reiθ)|p dθ ≤ C(p, ℓ)
∞∑
n=1
(1− rn)
p
(1− rrn)(ℓ+1)p−1
, (
1
ℓ+ 1
< p ≤
1
ℓ
),
which is a generalization of (3.1). This observation along with Lemma 2.1 enable us
to generalize the results of the preceding section for higher derivatives of a Blaschke
product. The proof is similar to that of Theorem 3.1.
Theorem 4.1. Let B be the Blaschke product formed with zeros zn = rne
iθn, n ≥ 1,
satisfying
∞∑
n=1
h(1− rn) <∞
for a positive continuous function h. Suppose that there is q ∈ (1/(ℓ+ 1), 1/ℓ] such
that h(t)/tq is decreasing and h(t)/t1−ℓq is increasing on (0, 1). Then, for any p ≥ q,∫ 2π
0
|B(ℓ)(reiθ)|p dθ =
O(1)
(1− r)ℓp−1 h(1− r)
, (r → 1).
Moreover, if limt→0 h(t)/t
1−ℓq = 0, then O(1) can be replaced by o(1).
Now, we can apply Theorem 4.1 for the special function defined in (1.7).
Case I: If
∞∑
n=1
(1− rn)
α(log
1
1− rn
)α1 · · · (logm
1
1− rn
)αm <∞,
then, for any
p > max{α, (1− α)/ℓ}
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we have∫ 2π
0
|B(ℓ)(reiθ)|p dθ =
o(1)
(1− r)α+ℓp−1(log 1
1−r
)α1 · · · (logm
1
1−r
)αm
, (r → 1).
In particular, if
∞∑
n=1
(1− rn)
α <∞,
with α ∈ (0, 1/(ℓ+ 1)), then, for any p > (1− α)/ℓ,∫ 2π
0
|B(ℓ)(reiθ)|p dθ =
o(1)
(1− r)ℓp+α−1
, (r → 1),
which is Kutbi’s result. Moreover, if α ∈ [1/(ℓ+ 1), 1), the last estimate still holds
for any p > α, which is Gotoh’s result [7] .
Case II: If
∞∑
n=1
(1− rn)
α(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with α ∈ (0, 1/(1 + ℓ)), αk < 0 and αk+1, · · · , αn ∈ R, then,∫ 2π
0
|B(ℓ)(reiθ)|(1−α)/ℓ dθ =
o(1)
(logk
1
1−r
)αk · · · (logm
1
1−r
)αm
, (r → 1).
But, if
∞∑
n=1
(1− rn)
α < +∞,
with α ∈ (0, 1/(1 + ℓ)), then∫ 2π
0
|B(ℓ)(reiθ)|(1−α)/ℓ dθ = O(1), (r → 1),
i.e. B(ℓ) ∈ H(1−α)/ℓ which is Linden’s result [12].
Case III: If
∞∑
n=1
(1− rn)
α(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with α ∈ (1/(1 + ℓ), 1), αk > 0 and αk+1, · · · , αn ∈ R, then,∫ 2π
0
|B(ℓ)(reiθ)|α dθ =
o(1)
(1− r)(ℓ+1)α−1(logk
1
1−r
)αk · · · (logm
1
1−r
)αm
, (r → 1).
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However, if
∞∑
n=1
(1− rn)
α <∞,
with α ∈ (1/(ℓ+ 1), 1), then we still have∫ 2π
0
|B(ℓ)(reiθ)|α dθ =
o(1)
(1− r)(ℓ+1)α−1
, (r → 1).
5. Apγ means of the first derivative
In this section we apply Lemma 2.1 to obtain a general estimate for the integral
means of the first derivative of a Blaschke product. Special cases of the following
theorem generalize Protas’s results [15].
Theorem 5.1. Let B be the Blaschke product formed with zeros zn = rne
iθn satis-
fying
∞∑
n=1
h(1− rn) <∞
for a positive continuous function h. Let γ ∈ (−1, 0). Suppose that there is q ∈
(1 + γ/2, 1] such that h(t)/tq is decreasing and h(t)/t2+γ−q is increasing on (0, 1).
Then, for any p ≥ q,∫ 1
0
∫ 2π
0
|B′(rρeiθ)|p ρ(1− ρ2)γdρ dθ =
O(1)
(1− r)p−γ−2 h(1− r)
, (r → 1).
Moreover, if limt→0 h(t)/t
2+γ−q = 0, then O(1) can be replaced by o(1).
Proof. We saw that
|B′(rρeiθ)|q ≤
∞∑
n=1
(1− r2n)
q
| 1− rrnρei(θ−θn) |2q
.
Hence
(5.1)
∫ 1
0
∫ 2π
0
|B′(rρeiθ)|q ρ(1− ρ2)γdρ dθ ≤ C
∞∑
n=1
(1− rn)
q
(1− rrn)2q−γ−2
.
(Here we used 2q − γ − 2 > 0.) Therefore, by Lemma 2.1,∫ 1
0
∫ 2π
0
|B′(rρeiθ)|q ρ(1− ρ2)γdρ dθ ≤
C
(1− r)q−γ−2 h(1− r)
.
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Hence, for any p ≥ q,∫ 1
0
∫ 2π
0
|B′(rρeiθ)|p ρ(1− ρ2)γdρ dθ ≤
1
(1− r)p−q
∫ 1
0
∫ 2π
0
|B′(rρeiθ)|q ρ(1− ρ2)γdρ dθ
≤
C
(1− r)p−γ−2 h(1− r)
.
Finally, as r → 1, Lemma 2.1 also assures that C can be replaced by any small
positive constant if limt→0 h(t)/t
2+γ−q = 0. 
Now, we can apply Theorem 5.1 for the special function defined in (1.7).
Case I: If
∞∑
n=1
(1− rn)
α(log
1
1− rn
)α1 · · · (logm
1
1− rn
)αm <∞,
and if γ ∈ (−1, α− 1), then, for any
p > max{α, 2 + γ − α, 1 + γ/2 },
we have∫ 1
0
∫ 2π
0
|B′(rρeiθ)|p ρ(1− ρ2)γdρ dθ =
o(1)
(1− r)α+p−γ−2 (log 1
1−r
)α1 · · · (logm
1
1−r
)αm
,
as (r → 1). In particular, if
∞∑
n=1
(1− rn)
α <∞,
then ∫ 1
0
∫ 2π
0
|B′(rρeiθ)|p ρ(1− ρ2)γdρ dθ =
o(1)
(1− r)p+α−γ−2
.
Case II: If
∞∑
n=1
(1− rn)
α(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with αk < 0, then, for any p ≥ 1,∫ 1
0
∫ 2π
0
|B′(rρeiθ)|p ρ(1−ρ2)α−1dρ dθ =
o(1)
(1− r)p−1 (logk
1
1−r
)αk · · · (logm
1
1−r
)αm
, (r → 1).
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Case III: If
∞∑
n=1
(1− rn)
α <∞,
then, for any p ≥ 1,∫ 1
0
∫ 2π
0
|B′(rρeiθ)|p ρ(1− ρ2)α−1dρ dθ =
O(1)
(1− r)p−1
, (r → 1).
In particular, for p = 1,∫ 1
0
∫ 2π
0
|B′(rρeiθ)| ρ(1− ρ2)α−1dρ dθ = O(1), (r → 1).
which is the Protas’ result [15].
Some other cases can also be considered here. But, since they are immediate
consequence of Theorem 5.1, we do not proceed further. Moreover, using similar
techniques, one can obtain estimates for the Apγ means of the higher derivatives for
a Blaschke product satisfying the hypothesis of Theorem 5.1.
6. Interpolating Blaschke products
Cohn’s theorems 1.4 and 1.5 imply that if zn = rne
iθn, n ≥ 1, is a Carleson
sequence satisfying
∞∑
n=1
(1− rn)
1−p <∞
for some p ∈ (2/3, 1), then f ′ ∈ H2p/(p+2) for all f ∈ KB. The following result
generalizes this fact.
Theorem 6.1. Let zn = rne
iθn, n ≥ 1, be a Carleson sequence satisfying
∞∑
n=1
h(1− rn) <∞
for a positive continuous function h. Let B be the Blaschke product formed with
zeros zn, n ≥ 1. Suppose that there is p ∈ (2/3, 1) such that h(t)/t
p/2 is decreasing
and h(t)/t1−p is increasing on (0, 1). Then, for all f ∈ KB, we have(∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ C ‖f‖2
( (1− r)p−1h(1− r) )1/p
, (r → 1),
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with σ = 2p/(p+ 2) and C an absolute constant.
Proof. Since (zn)n≥1 is a Carleson sequence, we know that the functions
fn(z) :=
(1− rn)
1/2
1− zn z
, (n ≥ 1),
form a Riesz basis of KB (see [14] for instance). Now, let f =
N∑
n=1
βnfn, βn ∈ C.
Then
f ′(z) =
N∑
n=1
zn βn(1− rn)
1/2
(1− zn z)2
,
and thus we get
|f ′(z)| ≤
N∑
n=1
|βn|(1− rn)
1/2
|1− zn z|2
.
Since p ∈ (2/3, 1), we have σ ∈ (1/2, 1) and we can write
|f ′(z)|σ ≤
N∑
n=1
|βn|
σ(1− rn)
σ/2
|1− zn z|2σ
.
Therefore,
∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ ≤ N∑
n=1
|βn|
σ(1− rn)
σ/2
∫ 2π
0
dθ
|1− znreiθ|2σ
≤ c
N∑
n=1
|βn|
σ (1− rn)
σ/2
(1− rrn)2σ−1
.
Let p′ = 2/σ and let q′ be its conjugate exponent. Then Ho¨lder’s inequality implies
that ∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ ≤ c
(
N∑
n=1
|βn|
2
)1/p′ ( N∑
n=1
(1− rn)
σq′/2
(1− rrn)(2σ−1)q
′
)1/q′
.
But since (fn)n≥1 forms a Riesz basis of KB, there exists a constant c1 > 0 such that
N∑
n=1
|βn|
2 ≤ c1‖f‖
2
2,
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whence ∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ ≤ c2‖f‖σ2
(
N∑
n=1
(1− rn)
σq′/2
(1− rrn)(2σ−1)q
′
)1/q′
.
Now easy computations show that q′ = p+2
2
, σq′ = p, (2σ − 1)q′ = 3p/2 − 1 and
therefore, by Lemma 2.1, we have
N∑
n=1
(1− rn)
σq′/2
(1− rrn)(2σ−1)q
′
≤
C
(1− r)p−1h(1− r)
,
where C is a constant independent of N . We deduce that∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ ≤ c3‖f‖σ2
((1− r)p−1h(1− r))1/q′
.
Since 1/σq′ = 1/p, and using a density argument, we get that for all f ∈ KB,(∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ c1/σ3 ‖f‖2
((1− r)p−1h(1− r))1/p
.

Now, we can apply Theorem 6.1 for the special function defined in (1.7).
Case I: If zn = rne
iθn , n ≥ 1, is a Carleson sequence satisfying
∞∑
n=1
(1− rn)
α(log
1
1− rn
)α1 · · · (logm
1
1− rn
)αm <∞,
with p ∈ (2/3, 1), 1 − p < α < p/2, and α1, . . . , αm ∈ R, then, for all f ∈ KB, we
have (∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ C ‖f‖2(
(1− r)α+p−1(log 1
1−r
)α1 · · · (logm
1
1−r
)αm
)1/p ,
with σ = 2p/(p+ 2) and C an absolute constant.
Case II: If zn = rne
iθn , n ≥ 1, is a Carleson sequence satisfying
∞∑
n=1
(1− rn)
1−p(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
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with p ∈ (2/3, 1), k ≥ 1, αk, αk+1, . . . , αm ∈ R, and αk < 0, then, for all f ∈ KB, we
have(∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ C ‖f‖2(
(logk
1
1−r
)αk · · · (logm
1
1−r
)αm
)1/p , (r → 1),
with σ = 2p/(p+ 2) and C an absolute constant. However, if
∞∑
n=1
(1− rn)
1−p <∞,
then we still have(∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ C ‖f‖2, (r → 1),
i.e. f ′ ∈ H2p/(p+2), for any f ∈ KB, which is Cohn’s result.
Case III: If zn = rne
iθn , n ≥ 1, is a Carleson sequence satisfying
∞∑
n=1
(1− rn)
p/2(logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with p ∈ (2/3, 1), k ≥ 1, αk, αk+1, . . . , αm ∈ R, and αk > 0, then, for all f ∈ KB, we
have(∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ C ‖f‖2(
(1− r)3p/2−1 (logk
1
1−r
)αk · · · (logm
1
1−r
)αm
)1/p ,
with σ = 2p/(p+ 2) and C an absolute constant. However, if
∞∑
n=1
(1− rn)
p/2 <∞,
then we still have (∫ 2π
0
∣∣f ′(reiθ)∣∣σ dθ)1/σ ≤ C ‖f‖2
(1− r)(3p−2)/2p
.
Using similar techniques we can obtain some results about the Apγ means of the
derivatives of function in the model subspaces of H2.
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Theorem 6.2. Let zn = rne
iθn, n ≥ 1, be a Carleson sequence satisfying
∞∑
n=1
h(1− rn) <∞
for a positive continuous function h, and let B be the Blaschke product formed with
zeros zn, n ≥ 1. Let p ∈ (2/3, 1), σ = 2p/(p + 2) and −1 < γ < 2σ − 2 such that
h(t)/tp/2 is decreasing and h(t)/t(1−p)+(1+γ)(1+p/2) is increasing on (0, 1). Then, for
all f ∈ KB, we have(∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ)1/σ ≤ C ‖f‖2(
(1− r)−(1−p)−(1+γ)(1+p/2) h(1− r)
)1/p
as r → 1−.
Proof. The beginning of the proof is as of Theorem 6.1 until
|f ′(z)|σ ≤
N∑
n=1
|βn|
σ(1− rn)
σ/2
|1− zn z|2σ
.
Therefore, by Ho¨lder’s inequality (with p′ = 2/σ and q′ its conjugate exponent) and
by Lemma 2.1, we have
∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ ≤ N∑
n=1
|βn|
σ(1− rn)
σ/2
∫ 1
0
∫ 2π
0
ρ(1− ρ2)γdρ dθ
|1− znrρeiθ|2σ
≤ c
N∑
n=1
|βn|
σ (1− rn)
σ/2
(1− rrn)2σ−γ−2
≤ c
(
N∑
n=1
|βn|
2
)1/p′ ( N∑
n=1
(1− rn)
σq′/2
(1− rrn)(2σ−γ−2)q
′
)1/q′
≤ c′ ‖f‖σ2
(
N∑
n=1
(1− rn)
σq′/2
(1− rrn)(2σ−γ−2)q
′
)1/q′
≤
c′′ ‖f‖σ2(
(1− r)−(1−p)−(1+γ)(1+p/2) h(1− r)
)1/q′ .

18 EMMANUEL FRICAIN, JAVAD MASHREGHI
Now, we can apply Theorem 6.2 for the special function defined in (1.7).
Case I: If zn = rne
iθn , n ≥ 1, is a Carleson sequence satisfying
∞∑
n=1
(1− rn)
α (log
1
1− rn
)α1 · · · (logm
1
1− rn
)αm <∞,
with p ∈ (2/3, 1), σ = 2p/(p+2), −1 < γ < 2σ−2, and (1−p)+ (1+γ)(1+ p/2) <
α < p/2, then, for all f ∈ KB, we have(∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ)1/σ
≤
C ‖f‖2(
(1− r)α−(1−p)−(1+γ)(1+p/2) (log 1
1−r
)α1 · · · (logm
1
1−r
)αm
)1/p
as r → 1−.
Case II: If zn = rne
iθn, n ≥ 1, is a Carleson sequence satisfying
∞∑
n=1
(1− rn)
(1−p)+(1+γ)(1+p/2) (logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with p ∈ (2/3, 1), σ = 2p/(p + 2), −1 < γ < 2σ − 2, αk, αk+1, . . . , αm ∈ R, and
αk < 0, then, for all f ∈ KB, we have(∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ)1/σ ≤ C ‖f‖2(
(logk
1
1−r
)αk · · · (logm
1
1−r
)αm
)1/p
as r → 1−. However, if
∞∑
n=1
(1− rn)
(1−p)+(1+γ)(1+p/2) <∞,
then, we still have
(∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ)1/σ ≤ C ‖f‖2,
which means that
f ′ ∈ A2p/(p+2)γ ,
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and the differential operator
KB −→ A
2p/(p+2)
γ ,
f 7−→ f ′,
is bounded.
Case III: If zn = rne
iθn , n ≥ 1, is a Carleson sequence satisfying
∞∑
n=1
(1− rn)
p/2 (logk
1
1− rn
)αk · · · (logm
1
1− rn
)αm <∞,
with p ∈ (2/3, 1), σ = 2p/(p + 2), −1 < γ < 2σ − 2, αk, αk+1, . . . , αm ∈ R and
αk > 0, then, for all f ∈ KB, we have(∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ)1/σ
≤
C ‖f‖2(
(1− r)(3p/2−1)−(1+γ)(1+p/2) (logk
1
1−r
)αk · · · (logm
1
1−r
)αm
)1/p
as r → 1−. However, if
∞∑
n=1
(1− rn)
p/2 <∞,
then, we still have(∫ 1
0
∫ 2π
0
∣∣f ′(r ρeiθ)∣∣σ ρ(1− ρ2)γdρ dθ)1/σ ≤ C ‖f‖2
(1− r)
(
(3p/2−1)−(1+γ)(1+p/2)
)
/p
as r → 1−.
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