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a b s t r a c t
A geometric construction of quantum Schur algebras was given by Beilinson, Lusztig and
MacPherson in terms of pairs of flags in a vector space. By viewing such pairs of flags
as representations of a poset, we give a recursive formula for the structure constants of
quantum Schur algebras which is related to certain Hall polynomials. As an application, we
provide a direct proof of the fundamental multiplication formulas which play a key role in
the Beilinson–Lusztig–MacPherson realization of quantum gln. In the appendix we show
how to groupoidify quantum Schur algebras in the sense of Baez, Hoffnung and Walker.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Quantum Schur algebras were introduced by Jimbo [8] in order to describe the quantum version of the Schur–Weyl
reciprocity. These algebras were independently studied by Dipper and James [5] as endomorphism algebras of permutation
modules over Hecke algebras of type A. The fact that quantum Schur algebras can also be realized as dual algebras of
homogeneous components of suitable quantum matrix bialgebras was independently proved by Dipper–Donkin [4] and
by Parshall–Wang [10].
In [2], Beilinson et al. presented a geometric construction for the quantum Schur algebra Sq(n, r) using pairs of n-step
flags in an r-dimensional vector space. Namely, let V be a vector space of dimension r over a field F. Let F = F(n, V ) be the
set of n-step flags V1 ⊆ V2 ⊆ · · · ⊆ Vn = V on which the group G = GL(V ) acts naturally. This gives a diagonal action of
G on F× Fwhose orbits correspond bijectively to n× nmatrices A = (ai,j)with non-negative integer entries ai,j satisfying∑
1⩽i,j⩽n ai,j = r . The set of such matrices is denoted by Ξ(n, r). For A, B, C ∈ Ξ(n, r) and a prime power q ≠ 1, there is
an associated non-negative integer cA,B,C;q obtained by counting the numbers of certain flags in F over the finite field F of
q elements (see the details in Section 3). It is proved in [2] that there is an integer polynomial gA,B,C (q) in indeterminate q
whose evaluation at q = q equals to cA,B,C;q for all prime powers q ≠ 1. The quantum Schur algebra Sq(n, r) is by definition
the freemodule over the polynomial ringZ[q]with basisΞ(n, r) having the polynomials gA,B,C (q) as the structure constants.
Most importantly, the stabilization property of multiplication for Sq(n, r) can be used to obtain the modified quantum gln
whose completion contains the entire quantum enveloping algebra of gln as a subalgebra. See [3] for a detailed treatment of
the Beilinson–Lusztig–MacPherson approach.
In the present paper, we naturally interpret the pairs of n-step flags in V as representations over a poset P (or more
precisely,P-spaces). By using homological properties ofP-spaces, we give a recursive formula for the structure constants
of quantum Schur algebras. Consequently, these structure constants are related to Hall numbers—the structure constants
of Ringel–Hall algebras (see [14–16]). This implies particularly that the structure constants for quantum Schur algebras
are given by integer polynomials. By calculating certain Hall numbers, we also provide a direct proof of the fundamental
multiplication formulas which are a key in the Beilinson–Lusztig–MacPherson realization of quantum gln. The paper also
includes an appendix in which we follow an idea of Baez et al. in [1] to groupoidify quantum Schur algebras.
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2. Category ofP-spaces
In this section we recall the definition ofP-spaces for a posetP and review some basic results from [17]. As an example,
we consider the poset consisting of two incomparable chains which will play an important role later on.
LetP be a finite poset with the ordering relation ≼. For i, j ∈ P , we write i ≺ j if i ≼ j and i ≠ j. WithP we associate
a quiver HP , called the Hasse-quiver ofP , as follows. The vertices of HP are elements ofP . There is an arrow i ·−→· j in
P if i ≺ j and there is no s ∈ P such that i ≺ s ≺ j.
Let F be a field. Following [6,7], aP-space over F is given by a finite dimensional F-vector space V together with a family
of subspaces Vi for i ∈ P satisfying Vi ⊆ Vj whenever i ≼ j, denoted by V = (V ; Vi)i∈P or simply V = (V ; Vi). The
dimension of V is called the rank of V and the vector dimV := (dim FV , dim FVi) ∈ N1+|P| is called the dimension vector
ofV . Given twoP-spacesV = (V , Vi) andW = (W ;Wi), a morphism fromV toW is given by an F-linear map f : V → W
such that f (Vi) ⊆ Wi for each i ∈ P . We call V aP-subspace ofW if V ⊆ W and Vi = V ∩Wi for all i ∈ P . In this case, we
write V = V ∩W . Given twoP-spaces V = (V , Vi) andW = (W ,Wi), their direct sum is defined to be
V ⊕W = (V ⊕W ; Vi ⊕Wi)i∈P.
We denote byP-sp the category of allP-spaces of finite rank. AP-space V inP-sp is said to be indecomposable if V
is nonzero and it does not decompose into a direct sum of two nonzeroP-spaces.
Clearly, kernels always exist inP-sp. But the cokernel of a morphism may not exist. A sequence
0 −→ V = (V ; Vi) f−→ W = (W ;Wi) g−→ X = (X; Xi) −→ 0
ofP-spaces is said to be exact if 0→ V f→ W f→ X → 0 is an exact sequence of F-vector spaces and the induced sequences
0 → Li → Mi → Ni → 0 are exact for all i ∈ P . It follows from the definition thatP-sp is an additive exact F-category.
Furthermore, there exist Auslander–Reiten sequences inP-sp; see [17, Th. 11.43]. Thus, we can define the Auslander–Reiten
quiver ΓP ofP whose vertices are isoclasses (=isomorphism classes) of indecomposableP-spaces and whose arrows are
determined by irreducible morphisms; see [17, Ch. 11].
A morphism f : V = (V ; Vi) → W = (W ;Wi) in P-sp is said to be proper if f (Vi) = Wi ∩ f (V ) for all i ∈ P , or
equivalently, if (W/f (V );Wi/f (Vi)) is again aP-space. For example, ifZ is aP-subspace ofV , then the embeddingZ→ V
is proper. AP-spaceQ is called sp-injective if for each proper monomorphism f : V → W and a morphism g : V → Q in
P-sp, there is a morphism h : W → Q such that hf = g . In particular, ifQ is sp-injective, then any proper monomorphism
Q→ V splits.
With each i ∈ P we attach aP-space Q(i) = (Q (i);Q (i)j ) by setting Q (i) = Q (i)j = F for j  i and Q (i)j = 0 for j ≼ i. We
also define aP-spaceQ(∅) = (Q (∅);Q (∅)i ) by setting Q (∅) = Q (∅)i = F for all i ∈ P . By [17, Prop. 5.6],Q(∅) andQ(i) (i ∈ P)
form a complete set of indecomposable sp-injectiveP-spaces inP-sp.
Now fix an F-vector space V of dimension r . Let Sub(V ) be the set of allP-spaces V = (V ; Vi). Then the general linear
group G = GL(V ) acts on Sub(V ) by
g · V = (V , g(Vi)) for g ∈ G and V = (V ; Vi) ∈ P-sp.
For V ∈ Sub(V ), we denote by OV the G-orbit of V . Then the correspondence V → OV induces a bijection between the set
of isoclasses ofP-spaces of rank r and the set of G-orbits in Sub(V ).
Example 2.1. Let s, t ⩾ 1 and letP = Ps,t be the poset with the following Hasse-quiver
For 1 ⩽ i ⩽ s and 1 ⩽ j ⩽ t , letMi,j = (V ; Vz) be theP-space defined by
V = F, Vz =

F, if z ∈ {xi, . . . , xs−1, yj, . . . , yt−1};
0, otherwise.
Then {Mi,j | 1 ⩽ i ⩽ s, 1 ⩽ j ⩽ t} is a complete set of indecomposableP-spaces. Moreover, {M1,i,Mj,1 | 1 ⩽ i ⩽ s, 1 ⩽ j ⩽ t}
are all the indecomposable sp-injectiveP-spaces inP-sp. By the Krull–Schmidt Theorem, there is a bijection between the
set of isoclasses of P-spaces and the set Ns×t of s × t matrices with non-negative integer entries. Namely, each matrix
A = (ai,j) ∈ Ns×t defines aP-space
M(A) = MF(A) =

i,j
ai,jMi,j.
In particular, the rank ofM(A) is
∑
1⩽i⩽s, 1⩽j⩽t ai,j, and if Ei,j denotes the s× t matrix whose (i, j)-entry is 1 and other entries
are 0, thenM(Ei,j) = Mi,j. Moreover, the matrix associated with aP-space admits the following alternative description.
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Lemma 2.2. Let V = (V ; Vz) ∈ P-sp and A = (ai,j) ∈ Ns×t . Then
V ∼= M(A)⇐⇒ ai,j = dim
Vxi ∩ Vyj
Vxi−1 ∩ Vyj + Vxi ∩ Vyj−1
, ∀ i, j, (2.1)
where Vx0 = Vy0 = 0 and Vxs = Vyt = V by convention.
Proof. If V is indecomposable, then V ∼= Ml,m and A = El,m for some l,m. Hence, in this case, (2.1) holds. The general case
follows from the fact that for V = (V ; Vz),W = (W ;Wz) ∈ P-sp,
(Vxi ⊕Wxi) ∩ (Vyj ⊕Wyj)
(Vxi−1 ⊕Wxi−1) ∩ (Vyj ⊕Wyj)+ (Vxi ⊕Wxi) ∩ (Vyj−1 ⊕Wyj−1)
∼= Vxi ∩ Vyj
Vxi−1 ∩ Vyj + Vxi ∩ Vyj−1
⊕ Wxi ∩Wyj
Wxi−1 ∩Wyj +Wxi ∩Wyj−1
, ∀ i, j. 
For each matrix A = (ai,j) ∈ Ns×t , define
row(A) =

t−
j=1
a1,j, . . . ,
t−
j=1
as,j

∈ Ns and col(A) =

s−
i=1
ai,1, . . . ,
s−
i=1
ai,t

∈ Nt .
Then for A = (ai,j) ∈ Ns×t withM(A) = (V , Vz), we have
row(A) = (dim Vx1 , dim Vx2/Vx1 , . . . , dim V/Vxs−1) and
col(A) = (dim Vy1 , dim Vy2/Vy1 , . . . , dim V/Vyt−1).
Furthermore, an easy calculation shows that for 1 ⩽ i, l ⩽ s and 1 ⩽ j,m ⩽ t ,
dimHomP-sp(Mi,j,Ml,m) =

1, if i ⩾ l and j ⩾ m;
0, otherwise. (2.2)
Thus, for A = (ai,j) ∈ Ns×t ,
dim EndP-sp(M(A)) =
−
1⩽l⩽i⩽s
1⩽m⩽j⩽t
ai,jal,m. (2.3)
Finally, the Auslander–Reiten quiver ΓP ofP = Ps,t is depicted as follows:
M1,t
?
??
??
?
M2,t
?
?
??
??
? M1,t−1
M2,t−1
?
??
??
??
?
?
??
??
??
Ms−1,t
?
??
??
?
?
M1,2
?
??
??
?
Ms,t
?
?
??
??
? Ms−1,t−1
?
?
??
??
??
M2,2
?
?
??
??
? M1,1
Ms,t−1
?
?
??
??
??
M2,1
?
Ms−1,2
?
?
??
??
?
Ms,2
?
??
??
?
?
Ms−1,1
?
Ms,1
?
By definition, for a fixed F-vector space V of dimension r , eachP-space in Sub(V ) is given by a pair of flags in V . Thus,
if F is an algebraically closed field, then Sub(V ) is a variety. Let V ∈ Sub(V ) be such that V ∼= M(A) for A = (ai,j) ∈ Ns×t .
Using an elementary fact in algebraic geometry, we obtain from (2.3) the following equalities
dimOV = dimG− dimGV = r2 − EndP-sp(V) =
−
i<l or j<m
ai,jal,m, (2.4)
where GV = {g ∈ G | g · V = V} is the stabilizer of V in G; see [2, Lem. 2.2].
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3. Structure constants of quantum Schur algebras
In this section we recall the geometric construction of quantum Schur algebras given by Beilinson–Lusztig–MacPherson
[2] in terms of pairs of flags in a vector space. By viewing such pairs of flags as spaces over a poset, we relate the structure
constants of quantum Schur algebras with Hall numbers. Applying the existence of Hall polynomials directly shows that
these structure constants are given by integer polynomials.
Let F be a field and let V be an F-vector space of dimension r . Fix a positive integer n. Let F = F(n, V ) be the set of n-step
flags V1 ⊆ V2 ⊆ · · · ⊆ Vn = V . The group G = GL(V ) acts naturally on F. The G-orbits in F are the fibres of the map from F
to the setΛ(n, r) of compositions of r into n parts which is given by:
f = (V1 ⊆ V2 ⊆ · · · ⊆ Vn) −→ dim f := (dim V1, dim (V2/V1), . . . , dim (Vn/Vn−1)).
The group G also acts diagonally on F× F by g(f, f′) = (gf, gf′), where g ∈ G and f, f′ ∈ F.
LetPn = Pn,n be the poset defined in Example 2.1 with s = t = n, i.e.,
Pn = {x1 < x2 < · · · < xn−1, y1 < y2 < · · · < yn−1}.
Then each element (f, f′) ∈ F× Fwith
f = (V1 ⊆ V2 ⊆ · · · ⊆ Vn = V ) and f′ = (V ′1 ⊆ V ′2 ⊆ · · · ⊆ V ′n = V )
is identified with thePn-spaceΦ(f, f′) := (V ; Vz) defined by
Vxi = Vi, Vyi = V ′i for 1 ⩽ i ⩽ n− 1.
Clearly,Φ(f, f′) is of rank r . Moreover, the set F× F/G of G-orbits in F× F identifies with the set of isoclasses ofPn-spaces
of rank r . LetΞ(n, r) denote the set of matrices A = (ai,j) ∈ Nn×n with∑1⩽i,j⩽n ai,j = r . By Example 2.1, there is a bijection
from F× F/G toΞ(n, r) sending the orbit of (f, f′) to A = (ai,j)with
ai,j = dim F
Vi ∩ V ′j
Vi−1 ∩ V ′j + Vi ∩ V ′j−1
for 1 ⩽ i, j ⩽ n. (3.1)
For A ∈ Ξ(n, r), we denote by OA the orbit in F × F corresponding to A. If (f, f′) ∈ OA, then row(A) = dim f and
col(A) = dim f′. Moreover,
M(A) = MF(A) =

1⩽i,j⩽n
ai,jMi,j | A = (ai,j) ∈ Ξ(n, r)

is a complete set of pairwise non-isomorphicPn-spaces of rank r .
By (2.4) and (2.3), if F is algebraically closed, then
dimOA = r2 −
−
1⩽l⩽i⩽n
1⩽m⩽j⩽n
ai,jal,m =
−
i<l or j<m
ai,jal,m.
From now onwards, let F = Fq be a finite field of q elements. For A, B, C ∈ Ξ(n, r), fix a representative (f′, f′′) ∈ OC
and put
SA,B,C = {f ∈ F = F(n, V ) | (f′, f) ∈ OA, (f, f′′) ∈ OB}.
We then define cA,B,C;q = |SA,B,C |. Clearly, cA,B,C;q is independent of the choice of (f′, f′′), and a necessary condition for
cA,B,C;q ≠ 0 is that
row(A) = row(C), col(A) = row(B) and col(B) = col(C). (3.2)
Following [2], let Sq(n, r) denote the free Z-module with basis {ζA | A ∈ Ξ(n, r)}, and define multiplication by
ζAζB =
−
C∈Ξ(n,r)
cA,B,C;qζC for all A, B ∈ Ξ(n, r).
Then Sq(n, r) is an associative algebra. For each λ = (λ1, . . . , λn), let diag(λ) denote the diagonal matrix diag(λ1, . . . , λn).
It is easy to see that for each A ∈ Ξ(n, r) and each λ ∈ Λ(n, r),
ζdiag(λ)ζA =

ζA, if λ = row(A);
0, otherwise and ζAζdiag(λ) =

ζA, if λ = col(A);
0, otherwise. (3.3)
Therefore,
∑
λ∈Λ(n,r) ζdiag(λ) is the identity of Sq(n, r).
Remark 3.1. As in Section 2, the group G = GL(V ) acts on the set Sub(V ) of all Pn-spaces V = (V ; Vz). Thus, the free
Z-module ZSub(V ) with basis Sub(V ) becomes a left module over the group algebra ZG. Then the endomorphism algebra
End ZG(ZSub(V )) is isomorphic to the opposite algebra of Sq(n, r); see, for example, [3, Exer. 13.3].
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In the following we link the structure constants cA,B,C;q with Hall numbers involved in defining Ringel–Hall algebras
(see [14–16]). By definition, the Hall number FM(C)M(A),M(B) associated with given A, B, C ∈ Nn×n is the number ofPn-subspaces
Z ofM(C) such that Z ∼= M(B) andM(C)/Z ∼= M(A).
Furthermore, for given A ∈ Nn×n and 1 ⩽ s ⩽ n, define Asrow = (bi,j) by setting bi,j = δi,sai,j for all 1 ⩽ i, j ⩽ n, and define
Ascol = (ci,j) by setting ci,j = δj,sai,j for all 1 ⩽ i, j ⩽ n.
Now let A, B, C ∈ Ξ(n, r) satisfy the condition (3.2). Write col(A) = row(B) = (λ1, . . . , λn) and let 1 ⩽ s ⩽ n be such
that λs ≠ 0 and λt = 0 for all t < s. Then Ascol and Bsrow lie inΞ(n, λs), and A′ := A−Ascol and B′ = B−Bsrow lie inΞ(n, r−λs).
Put
X = {X ∈ Ξ(n, λs) | row(X) = row(Ascol), col(X) = col(Bsrow)} and
Y = {Y ∈ Ξ(n, r − λs) | row(Y ) = row(A′), col(Y ) = col(B′)}.
In particular, for Y ∈ Y, we have the structure constant cA′,B′,Y ;q in Sq(n, r − λs).
Theorem 3.2. Keep the notation above. Then
cA,B,C;q =
−
X∈X
−
Y∈Y
FM(C)M(Y ),M(X)cA′,B′,Y ;q. (3.4)
Proof. For simplicity, write r ′ = λs and r ′′ = r − r ′. Fix (f′, f′′) ∈ OC with
f′ = (V ′1 ⊆ V ′2 ⊆ · · · ⊆ V ′n = V ) and f′′ = (V ′′1 ⊆ V ′′2 ⊆ · · · ⊆ V ′′n = V ).
ThenM(C) ∼= Φ(f′, f′′). We simply identifyM(C)withΦ(f′, f′′).
Let T denote the set of all quadruples (X, Y ,Z, h), where X ∈ X, Y ∈ Y, Z is a Pn-subspace of Φ(f′, f′′) satisfying
Z ∼= M(X) andΦ(f′, f′′)/Z ∼= M(Y ), and h ∈ SA′,B′,Y . Note that here we view SA′,B′,Y as a subset of F(n, V/W ), whereW is
the subspace of V such that Z = W ∩ Φ(f′, f′′). In the following we show that there is a bijection betweenSA,B,C and T .
Choose an arbitrary n-step flag f = (V1 ⊆ V2 ⊆ · · · ⊆ Vn = V ) ∈ SA,B,C . Then V1 = · · · = Vs−1 = 0 and
dim Vs = λs = r ′. Moreover, Vs gives rise to three n-step flags
g′ := f′ ∩ Vs = (V ′1 ∩ Vs ⊆ V ′2 ∩ Vs ⊆ · · · ⊆ V ′n ∩ Vs = Vs),
g := f ∩ Vs = (0 ⊆ · · · ⊆ 0 ⊂ Vs = · · · = Vs) and
g′′ := f′′ ∩ Vs = (V ′′1 ∩ Vs ⊆ V ′′2 ∩ Vs ⊆ · · · ⊆ V ′′n ∩ Vs = Vs)
in F(n, Vs). Thus, Φ(g′, g) and Φ(g, g′′) arePn-subspaces of Φ(f′, f) and Φ(f, f′′), respectively. Since V1 = · · · = Vs−1 = 0,
we can view both Φ(g′, g) and Φ(f′, f) as Pn,n−s+1-spaces. But as a Pn,n−s+1-space, Φ(g′, g) is sp-injective. Hence, the
embedding Φ(g′, g) → Φ(f′, f) splits. Similarly, by viewing Φ(g, g′′) and Φ(f, f′′) as Pn−s+1,n-spaces, the embedding
Φ(g, g′′)→ Φ(f, f′′) splits. In other words, we have two split exact sequences inPn-sp:
0 −→ Φ(g′, g) −→ Φ(f′, f) −→ Φ(h′, h) −→ 0
and
0 −→ Φ(g, g′′) −→ Φ(f, f′′) −→ Φ(h, h′′) −→ 0,
where
h′ := ((V ′1 + Vs)/Vs ⊆ (V ′2 + Vs)/Vs ⊆ · · · ⊆ V ′n/Vs = V/Vs),
h := (0 ⊆ · · · ⊆ 0 ⊂ Vs+1/Vs ⊆ · · · ⊆ Vn/Vs = V/Vs) and
h′′ := ((V ′′1 + Vs)/Vs ⊆ (V ′′2 + Vs)/Vs ⊆ · · · ⊆ V ′′n /Vs = V/Vs)
are n-step flags in F(n, V/Vs). This implies in particular that
Φ(g′, g) ∼= M(Ascol), Φ(h′, h) ∼= M(A′), Φ(g, g′′) ∼= M(Bsrow) and Φ(h, h′′) ∼= M(B′).
Let X ∈ Ξ(n, r ′) and Y ∈ Ξ(n, r ′′) be such that
Φ(g′, g′′) ∼= M(X) and Φ(h′, h′′) ∼= M(Y ).
Then X ∈ X and Y ∈ Y. Also, there is an exact sequence
0 −→ Φ(g′, g′′) −→ Φ(f′, f′′) −→ Φ(h′, h′′) −→ 0.
We conclude that (X, Y ,Φ(g′, g′′), h) ∈ T . In other words, we obtain a map
φ : SA,B,C −→ T , f −→ (X, Y ,Φ(g′, g′′), h).
Conversely, given X ∈ X and Y ∈ Y, let Z be aPn-subspace ofΦ(f′, f′′) = M(C) satisfying
Z ∼= M(X) and Φ(f′, f′′)/Z ∼= M(Y ).
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Then there is a subspaceW of V such that Z = Φ(g′,g′′), whereg′ = f′ ∩W = (V ′1 ∩W ⊆ V ′2 ∩W ⊆ · · · ⊆ V ′n ∩W = W ) andg′′ := f′′ ∩W = (V ′′1 ∩W ⊆ V ′′2 ∩W ⊆ · · · ⊆ V ′′n ∩W = W ).
In particular, dimg′ = row(X) = row(Ascol), dimg′′ = col(X) = col(Bsrow), and W has dimension r ′. Moreover, M(Y ) ∼=
Φ(h′,h′′), whereh′ := ((V ′1 +W )/W ⊆ (V ′2 +W )/W ⊆ · · · ⊆ V ′n/W = V/W ) andh′′ := ((V ′′1 +W )/W ⊆ (V ′′2 +W )/W ⊆ · · · ⊆ V ′′n /W = V/W ).
Then for each h = (W¯1 ⊆ W¯2 ⊆ · · · ⊆ W¯n = V/W ) ∈ SA′,B′,Y ⊂ F(n, V/W ), we have W¯1 = · · · = W¯s = 0. Thus, there are
subspaces Vs+1, . . . , Vn−1 of V such thatW ⊆ Vt and W¯t = Vt/W for s+ 1 ⩽ t ⩽ n− 1. Consequently, we obtain an n-step
flag
f = (0 ⊆ · · · ⊆ 0 ⊂ Vs ⊆ Vs+1 ⊆ · · · ⊆ Vn = V ),
where Vs = W . As discussed above, this gives two split exact sequences inPn-sp:
0 −→ Φ(g′,g) −→ Φ(f′, f) −→ Φ(h′, h) −→ 0
and
0 −→ Φ(g,g′′) −→ Φ(f, f′′) −→ Φ(h,h′′) −→ 0,
whereg = (0 ⊆ · · · ⊆ 0 ⊂ W = · · · = W ) = W ∩ f. Since
(g′,g) ∈ OAscol , (g,g′′) ∈ OBsrow , (h′, h) ∈ OA′ , and (h,h′′) ∈ OB′ ,
it follows that (f′, f) ∈ OA and (f, f′′) ∈ OB, that is, f ∈ SA,B,C . Hence, we obtain a map
ψ : T −→ SA,B,C , (X, Y ,Z, h) −→ f.
By the construction, we have
ψφ = idSA,B,C and φψ = idT ,
where idSA,B,C and idT denote the identity maps onSA,B,C and T , respectively. Hence, φ is a bijection. We infer that
cA,B,C;q = |SA,B,C | =
−
X∈X
−
Y∈Y
FM(C)M(Y ),M(X)|SA′,B′,Y |
=
−
X∈X
−
Y∈Y
FM(C)M(Y ),M(X)cA′,B′,Y ;q.
The proof is completed. 
Let Z[q] denote the polynomial ring over Z in indeterminate q. By [14] (see also [9]), for A, B, C ∈ Nn×n, there exists
ϕAB,C (q) ∈ Z[q] (called the Hall polynomial) such that for each finite field Fwith q elements, we have ϕAB,C (q) = FMF(A)MF(B),MF(C).
This fact together with the theorem above and an induction on r gives the following result.
Corollary 3.3 ([2]). Let A, B, C ∈ Ξ(n, r). There is a polynomial gA,B,C (q) ∈ Z[q] such that for all prime powers q ≠ 1, the
equality gA,B,C (q) = cA,B,C;q holds.
Definition 3.4 ([2]). The quantum Schur algebra Sq(n, r) is a free Z[q]-module with basis {ζA | A ∈ Ξ(n, r)} and with
multiplication given by
ζAζB =
−
C∈Ξ(n,r)
gA,B,C (q)ζC , for all A, B ∈ Ξ(n, r).
By specializing q in Sq(n, r) to a prime power q, we obtain the Z-algebra Sq(n, r) defined in Section 2. More precisely,
there is a Z-algebra isomorphism
Sq(n, r)⊗Z[q] Z ∼−→ Sq(n, r), ζA ⊗ 1 −→ ζA,
where Z is viewed as Z[q]-module with the action of q being the multiplication by q.
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4. The fundamental multiplication formulas
In this section we apply Theorem 3.2 to provide a direct proof of the fundamental multiplication formulas given in
[2, Lem. 3.4] (see also [3, Th. 13.18]. These formulas are used to obtain the realization of quantum gln in [2].
The following lemma is taken from [12] and [11, Lem. 3.1].
Lemma 4.1. Let F be a finite field and X, Y , Z ∈ Nn×n. Then
FMF(Z)MF(X),MF(Y ) =
|Ext 1(MF(X),MF(Y ))MF(Z)| · |Aut(MF(Z))|
|Aut(MF(X))| · |Aut(MF(Y ))| · |Hom(MF(X),MF(Y ))| ,
where Ext 1(MF(X),MF(Y ))MF(Z) denotes the set of equivalence classes of exact sequences of the form
0 −→ MF(Y ) −→ MF(Z) −→ MF(X) −→ 0.
In particular, if MF(Z) ∼= MF(X)⊕MF(Y ) and Hom(MF(Y ),MF(X)) = 0, then FMF(Z)MF(X),MF(Y ) = 1.
We remark that the above formula for the structure constants FMF(Z)MF(X),MF(Y ) arises naturally in the context of
groupoidification; see [1, Section 4.3].
For each d ⩾ 1, we define
[[d]]! = [[1]][[2]] · · · [[d]] with [[r]] = q
r − 1
q− 1 ,
and set [[0]]! = 1 by convention. For 0 ⩽ r ⩽ d, we set[[
d
r
]]
= [[d]]
!
[[r]]![[d− r]]! .
Given f (q) ∈ Z[q] and a prime power q, let f (q)q be the value f (q) of f (q) at q = q.
Lemma 4.2. Let F be a finite field with q elements and A = (ai,j) ∈ Ξ(n, r). Then
|Aut(MF(A))| = q
∑
1⩽l<i⩽n
1⩽m⩽j⩽n
ai,jal,m+
∑
1⩽m<j⩽n ai,jai,m ∏
1⩽i,j⩽n
|GLai,j(F)|
= q
∑
1⩽l<i⩽n
1⩽m⩽j⩽n
ai,jal,m+
∑
1⩽m<j⩽n ai,jai,m
(q− 1)rq
∑
1⩽i,j⩽n
ai,j(ai,j−1)
2
∏
1⩽i,j⩽n
[[ai,j]]!q.
Proof. Since MF(A) = 1⩽i,j⩽n ai,jMi,j, each endomorphism f of MF(A) can be written as an n2 × n2 matrix (f l,mi,j ) with
f l,mi,j : ai,jMi,j → al,mMl,m for 1 ⩽ i, j, l,m ⩽ n. In view of (2.2), by suitably ordering the summands ai,jMi,j ofMF(A), f can be
written as an upper triangular matrix. Thus, f is an isomorphism if and only if all f i,ji,j are invertible. Therefore,
|Aut(MF(A))| =
∏
1⩽i,j⩽n
|Aut(ai,jMi,j)| ·
∏
(i,j)≠(l,m)
|Hom(ai,jMi,j, al,mMl,m)|.
By (2.2) again, we have |Aut(ai,jMi,j)| = |GLai,j(F)| and
|HomPn-sp(ai,jMi,j, al,mMl,m)| =

qai,jal,m , if i ⩾ l, j ⩾ m and (i, j) ≠ (l,m);
1, otherwise.
Then the lemma follows from the fact that
|GLai,j(F)| = (q− 1)ai,jq
ai,j(ai,j−1)
2 [[ai,j]]!q. 
For A ∈ Ξ(n, r) and 1 ⩽ i ⩽ n, let rowi(A) denote the ith row of A and let coli(A) denote ith column of A. We are now
ready to prove the fundamental multiplication formulas in [2].
Theorem 4.3. Let A = (ai,j) ∈ Ξ(n, r) with row(A) = (d1, . . . , dn) and set D = diag(d1, . . . , dn). Assume 1 ⩽ h < n and
define Um = D + mEh,h+1 − mEh+1,h+1, Lm = D − mEh,h + mEh+1,h ∈ Ξ(n, r). The following multiplication formulas hold in
the quantum Schur algebra Sq(n, r):
(1) ζUm · ζA =
−
ν∈Λ(n,m)
ν⩽rowh+1(A)
q
∑
j>i ah,jνi
n∏
k=1
[[
ah,k+νk
νk
]]
ζ(A+∑l νl(Eh,l−Eh+1,l));
(2) ζLm · ζA =
−
ν∈Λ(n,m)
ν⩽rowh(A)
q
∑
j<i ah+1,jνi
n∏
k=1
[[
ah+1,k+νk
νk
]]
ζ(A−∑l νl(Eh,l−Eh+1,l)).
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Proof. We prove assertion (1). The second one can be proved similarly.
Let F be the field with q elements and V be an F-vector space of dimension r . For simplicity, we write B = Um. By
Definition 3.4, it suffices to show that in Sq(n, r),
ζB · ζA =
−
ν∈Λ(n,m)
ν⩽rowh+1(A)
q
∑
j>i ah,jνi
n∏
k=1
[[
ah,k+νk
νk
]]
q
ζ(A+∑l νl(Eh,l−Eh+1,l)).
By definition, we can write ζBζA =∑C∈Ξ(n,r) cB,A,C;qζC . Take C ∈ Ξ(n, r) and fix a representative (f′, f′′) ∈ OC , where
f′ = (V ′1 ⊆ V ′2 ⊆ · · · ⊆ V ′n = V ) and f′′ = (V ′′1 ⊆ V ′′2 ⊆ · · · ⊆ V ′′n = V ).
Suppose SB,A,C ≠ ∅, i.e., cB,A,C;q ≠ 0. Let f = (V1 ⊆ V2 ⊆ · · · ⊆ Vn = V ) ∈ SB,A,C . Then Vi = V ′i for all i ≠ h and Vh ⊂ V ′h
with dim V ′h/Vh = m. Since f′ and f differ only at the hth term, we have immediately by (3.1) that ai,j = ci,j for all 1 ⩽ i, j ⩽ n
with i ≠ h, h+ 1. Furthermore,
ch,j = dim V ′h∩V ′′j − dim (V ′h∩V ′′j−1 + V ′h−1∩V ′′j )
= dim V ′h∩V ′′j − dim V ′h∩V ′′j−1 − dim V ′h−1∩V ′′j + dim V ′h−1∩V ′′j−1
= ah,j +

dim (V ′h∩V ′′j /Vh∩V ′′j )− dim (Vh∩V ′′j−1/Vh∩V ′′j−1)

and
ch+1,j = dim V ′h+1∩V ′′j − dim (V ′h+1∩V ′′j−1 + V ′h∩V ′′j )
= dim V ′h+1∩V ′′j − dim V ′h+1∩V ′′j−1 − dim V ′h∩V ′′j + dim V ′h∩V ′′j−1
= ah+1,j −

dim (V ′h∩V ′′j /Vh∩V ′′j )− dim (V ′h∩V ′′j−1/Vh∩V ′′j−1)

.
Set νj = dim (V ′h∩V ′′j /Vh∩V ′′j−1)− dim (Vh∩V ′′j /Vh∩V ′′j−1). Then
ch,j = ah,j + νj, ch+1,j = ah+1,j − νj and
n−
j=1
νj =
n−
j=1
dim (V ′h∩V ′′j /Vh∩V ′′j−1)−
n−
j=1
dim (Vh∩V ′′j /Vh∩V ′′j−1)
= dim V ′h − dim Vh = m.
Put ν = (ν1, . . . , νn). Then ν ∈ Λ(n,m), ν ⩽ rowh+1(A) and
C = A+
n−
l=1
νl(Eh,l − Eh+1,l).
For 1 ⩽ s ⩽ h, define
Bs = B−
−
1⩽i⩽s
Bicol, As = A−
−
1⩽i⩽s
Airow and Cs = C −
−
1⩽i⩽s
Airow.
We set B0 = B, A0 = A and C0 = C by convention. Note that Asrow = C srow for 1 ⩽ s < h and Ch = Ah+
∑
1⩽l⩽n νl(Eh,l−Eh+1,l).
For each 1 ⩽ s ⩽ h, the set
{X ∈ Ξ(n, ds) | row(X) = row(Bscol), col(X) = col(Asrow)}
consists only of Asrow. Since for anyPn-subspace Z ofMF(C) with Z ∼= MF(Asrow), the embedding Z→ MF(Cs−1) splits, we
obtain by Theorem 3.2 that for 1 ⩽ s ⩽ h,
cBs−1,As−1,Cs−1;q = FMF(Cs−1)MF(Cs),MF(Asrow)cBs,As,Cs;q.
This implies that
cB,A,C;q =
 h∏
s=1
FMF(Cs−1)MF(Cs),MF(Asrow)

cBh,Ah,Ch;q.
For each 1 ⩽ s < h, the equality Cs−1 = Cs + Asrow implies that MF(Cs−1) ∼= MF(Cs) ⊕ MF(Asrow). Since Hom(MF(Asrow),
MF(Cs)) = 0, it follows from Lemma 4.1 that
FMF(Cs−1)MF(Cs),MF(Asrow) = 1 for 1 ⩽ s < h.
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Moreover, we have the following formula
FMF(Ch−1)
MF(Ch),MF(Ahrow)
= q
∑
j>i ah,jνi
n∏
k=1
[[
ah,k+νk
νk
]]
q
. (4.1)
However, the proof of this formula will be given after that of the theorem.
Now the matrix X0 :=∑nl=1νlEh,l + (ah+1,l − νl)Eh+1,l is the unique element in the set
{X ∈ Ξ(n, dh+1) | row(X) = row(Bh+1col ), col(X) = col(Ah+1row )}
such thatMF(X0) is isomorphic to aPn-subspace ofMF(Ch). Hence, for eachPn-subspaceZ ofMF(Ch) isomorphic toMF(X0),
the embedding Z→ MF(Ch) splits. By applying (3.4) and Lemma 4.1, we get that
cBh,Ah,Ch;q = FMF(Ch)MF(Ch+1),MF(X0)cBh+1,Ah+1,Ch+1;q = cBh+1,Ah+1,Ch+1;q,
where Bh+1 = Bh−Bh+1col , Ah+1 = Ah−Ah+1row and Ch+1 = Ch−X0. Then Bh+1 = diag(0, . . . , 0, dh+2, . . . , dn) and Ah+1 = Ch+1.
It follows from (3.3) that cBh+1,Ah+1,Ch+1;q = 1. Therefore,
cB,A,C;q = FMF(Ch−1)MF(Ch),MF(Ahrow) = q
∑
j>i ah,jνi
n∏
k=1
[[
ah,k+νk
νk
]]
q
. 
The proof of the formula (4.1). First of all, applying Lemma 4.1 gives that
FMF(Ch−1)
MF(Ch),MF(Ahrow)
= |Ext
1(MF(Ch),MF(Ahrow))MF(Ch−1)| · |Aut(MF(Ch−1))|
|Aut(MF(Ch))| · |Aut(MF(Ahrow))| · |Hom(MF(Ch),MF(Ahrow))|
.
We have by the construction that
Ch−1 =

0 0 · · · 0
...
...
...
...
0 0 · · · 0
ch,1 ch,2 · · · ch,n
ch+1,1 ch+1,2 · · · ch+1,n
...
...
...
...
cn,1 cn,2 · · · cn,n

, Ch =

0 0 · · · 0
...
...
...
...
0 0 · · · 0
ν1 ν2 · · · νn
ch+1,1 ch+1,2 · · · ch+1,n
...
...
...
...
cn,1 cn,2 · · · cn,n

,
and Ahrow =

0 0 · · · 0
...
...
...
...
0 0 · · · 0
ah,1 ah,2 · · · ah,n
0 0 · · · 0
...
...
...
...
0 0 · · · 0

=

0 0 · · · 0
...
...
...
...
0 0 · · · 0
ch,1 − ν1 ch,2 − ν2 · · · ch,n − νn
0 0 · · · 0
...
...
...
...
0 0 · · · 0

.
Put
M =
n
i=h+1
n
j=1
ci,jMi,j, N =
n
j=1
ch,jMh,j, and N ′ =
n
j=1
νjMh,j.
Then
MF(Ch−1) ∼=M ⊕N , MF(Ch) ∼=M ⊕N ′, and N ∼= N ′ ⊕MF(Ahrow).
Since Hom(N ,M) = 0 = Hom(N ′,M), it follows that
|Aut(MF(Ch−1))| = |Aut(M)| · |Aut(N )| · |Hom(M,N )| and
|Aut(MF(Ch))| = |Aut(M)| · |Aut(N ′)| · |Hom(M,N ′)|.
Moreover,
|Hom(M,N )| = |Hom(M,N ′)| · |Hom(M,MF(Ahrow))|
= |Hom(M,N
′)| · |Hom(MF(Ch),MF(Ahrow))|
|Hom(N ′,MF(Ahrow))|
.
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SinceMF(Ch−1) ∼= MF(Ch)⊕MF(Ahrow), each short exact sequence
0 −→ MF(Ahrow) −→ MF(Ch−1) −→ MF(Ch) −→ 0
splits; see [13, Lem. 1, P. 60]. Thus, |Ext 1(MF(Ch),MF(Ahrow))MF(Ch−1)| = 1. We conclude that
FMF(Ch−1)
MF(Ch),MF(Ahrow)
= |Aut(N )||Aut(N ′)| · |Aut(MF(Ahrow))| · |Hom(N ′,MF(Ahrow))|
.
By Lemma 4.2 and (2.2), we have
|Aut(N )| = q
∑
j>i ch,jch,i
n∏
k=1
|GLch,k(F)|, |Aut(N ′)| = q
∑
j>i νjνi
n∏
k=1
|GLνk(F)|,
|Aut(MF(Ahrow))| = q
∑
j>i ah,jah,i
n∏
k=1
|GLah,k(F)|, |Hom(N ′,MF(Ahrow))| = q
∑
j⩾i νjah,i .
Since ch,k = ah,k + νk for 1 ⩽ k ⩽ n and |GLa(F)| = (q− 1)aq a(a−1)2 [[a]]!q for a ⩾ 1, it follows that
|Aut(N )|
|Aut(N ′)| · |Aut(MF(Ahrow))|
=
q
∑
j>i(ah,j+νj)(ah,i+νi)+
∑n
k=1
(ah,k+νk)(ah,k+νk−1)
2
n∏
k=1
(q− 1)(ah,k+νk)[[ah,k + νk]]!q
q
∑
j>i(ah,jah,i+νjνi)+
∑n
k=1

ah,k(ah,k−1)
2 +
νk((νk−1)
2

n∏
k=1
(q− 1)(ah,k+νk)[[ah,k]]!q[[νk]]!q
= q
∑
j>i(ah,jνi+νjah,i)+
∑n
k=1 ah,kνk
n∏
k=1
[[
ah,k+νk
νk
]]
q
= q
∑
j>i ah,jνi+
∑
j⩾i νjah,i
n∏
k=1
[[
ah,k+νk
νk
]]
q
.
Consequently, we obtain that
FMF(Ch−1)
MF(Ch),MF(Ahrow)
= q
∑
j>i ah,jνi
n∏
k=1
[[
ah,k+νk
νk
]]
q
. 
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Appendix. Groupoidifying quantum Schur algebras
In [1], Baez et al. give a detailed exposition of degroupoidification and present its applications in Feynman diagrams,
Hecke algebras and Hall algebras. In this appendix we show that quantum Schur algebras can be also viewed as an example
of degroupoidification. In other words, we groupoidify quantum Schur algebras.
We first recall from [1] some basic notions and facts. By a groupoidXwemean a small category inwhich everymorphism
is an isomorphism. We sayX is locally finite if for each pair of objects x, y inX, HomX(x, y) is a finite set. For each object
x ∈ X, we write Aut(x) = HomX(x, x) and let [x] denote the isoclass of x. By Iso(X) we denote the set of the isoclasses of
objects inX. Furthermore, the cardinality of a locally finite groupoidX is defined to be
|X| =
−
[x]∈Iso(X)
1
|Aut(x)| . (A.1)
A groupoidX is called tame if it is locally finite and |X| <∞.
To each set X with an action of a groupGwe can attach a groupoidwhose objects are elements of X andwhosemorphisms
from x to y are given by elements g ∈ G satisfying g · x = y. We call this groupoid the weak quotient of X by G, denoted by
X//G. By definition, the isoclasses of objects in X//G are exactly G-orbits in X . Clearly, if both X and G are finite, then X//G
is tame.
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Example A.1. As in Section 3, let F = Fq be a finite field of q elements and let V be an F-vector space of dimension r . Let
F = F(n, V ) be the set of n-step flags V1 ⊆ V2 ⊆ · · · ⊆ Vn = V . Then the group G = GL(V ) acts diagonally on F × F by
g(f, f′) = (gf, gf′), where g ∈ G and f, f′ ∈ F. Thus, we obtain a tame groupoid (F× F)//G.
The degroupoidification RIso(X) of a groupoidX is by definition the R-vector space of all the functions f : Iso(X)→ R.
If Iso(X) is a finite set, then RIso(X) is identified with the R-vector space R[Iso(X)] having Iso(X) as a basis.
From now onwards, all groupoids considered are locally finite. Given a groupoid X, a groupoid over X is a groupoid C
equipped with a functor φ : C → X. For an object x ∈ X, define the full inverse image of x, denoted by φ−1(x), to be the
groupoid which is the full subcategory of C whose objects are those c ∈ C satisfying φ(c) ∼= x. The groupoid C overX is
called tame if the groupoid φ−1(x) is tame for each x ∈ X. For a tame groupoid φ : C → X over X, let ΦC ∈ RIso(X) be
defined by setting ΦC([x]) = |φ−1(x)|. A groupoid φ : C → X overX is called finitely supported if it is tame and ΦC is a
finitely supported function in RIso(X).
For two groupoidsX andY, a span fromX toY is given by two functors φ : C → X andψ : C → Y, i.e.,C is a groupoid
over bothX and Y. Such a span will be denoted by C(X,Y) or depicted as the following diagram
C
φ
?
??
??
?
ψ
 


Y X
For a span of groupoids as above and a groupoid ξ : D → X, we can form the weak pullback CD of
C
φ
?
??
??
? D
ξ
 


X
which is a groupoid defined as follows. The objects in CD are triples (c, d, µ), where c ∈ C, d ∈ D , and µ : φ(c)→ ξ(d)
is an isomorphism inX. This gives the following diagram
CD
πD
?
??
??
?
πC
 


C
φ
?
??
??
?
ψ
 


D
ξ
 


Y X
where πC : CD → C, (c, d, µ) → c and πD : CD → D, (c, d, µ) → d. A span C(X,Y) is called tame if for each tame
groupoid ξ : D → X overX, ψπC : CD → Y is a tame groupoid over Y.
Finally, a span C(X,Y) is said to be of finite type if it is a tame span and for any finitely supported groupoidD overX,
the groupoid CD over Y is also finitely supported. The following result is a special case of [1, Prop. 25].
Proposition A.2. Given a span C(X,Y) of finite type:
C
φ
?
??
??
?
ψ
 


Y X
there is a linear map (called the degroupoidification of C(X,Y))
Ψ : R[Iso(X)] −→ R[Iso(Y)]
defined by
Ψ ([x]) =
−
[y]∈Iso(Y)
−
[c]∈Iso(φ−1(x))∩Iso(ψ−1(y))
|Aut(y)|
|Aut(c)| [y].
Now let X be a finite set with an action of a finite group G. Then G acts diagonally on X × X and X × X × X . Thus, we
obtain weak quotients Y := (X × X)//G and C := (X × X × X)//G. LetX = Y× Y be the product of Y and Y. This defines
a span C = (X,Y):
C
φ=(p1,p2)×(p2,p3)
?
??
??
?
ψ=(p1,p3)
 


Y X
where pi denotes the projection onto the ith factor, i.e., φ(x1, x2, x3) = ((x1, x2), (x2, x3)) and ψ(x1, x2, x3) = (x1, x3);
see [1, Section 4.2(8)]. Since both X and G are finite, it follows that the span C(X,Y) is of finite type. Hence, applying the
proposition above gives a linear map
Ψ : R[Iso(X)] −→ R[Iso(Y)].
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Since R[Iso(X)] can be identified with R[Iso(Y)] ⊗ R[Iso(Y)], Ψ induces a multiplication on R[Iso(Y)] given by
[z] ◦ [z ′] = Ψ ([z] ⊗ [z ′]) =
−
[y]∈Iso(Y)
−
[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
|Aut(y)|
|Aut(c)| [y], (A.2)
where z, z ′ ∈ Y.
On the other hand, let R[X × X] be the R-vector space with basis X × X . Then the diagonal action of G on X × X induces
a left R[G]-module structure on R[X × X]. The following result relates (R[Iso(Y)], ◦) with the endomorphism algebra of
R[X × X].
Theorem A.3. Let X be a finite set with an action of a finite group G and keep the notation as above. Then (R[Iso(Y)], ◦) is an
associative algebra and, moreover, there is an algebra isomorphism
(R[Iso(Y)], ◦) ∼= End R[G](R[X × X])op,
where End R[G](R[X × X])op denotes the opposite algebra of End R[G](R[X × X]).
Proof. Let {Oλ | λ ∈ Λ} be the set of all G-orbits in X × X . Then {Oλ | λ ∈ Λ} = Iso(Y) is a basis of R[Iso(Y)].
On the one hand, by [3, Ex. 13.3], the algebra End R[G](R[X × X])op has a basis {Aλ | λ ∈ Λ} satisfying the multiplication
rule:
AλAµ =
−
ρ∈Λ
cρ(λ, µ)Aρ,
where, for (x1, x3) ∈ Oρ , cρ(λ, µ) = |{x2 ∈ X | (x1, x2) ∈ Oλ, (x2, x3) ∈ Oµ}|. Note that cρ(λ, µ) is independent of the
choice of (x1, x3).
On the other hand, by (A.2), we have
Oλ ◦ Oµ =
−
ρ∈Λ
−
[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
|Aut(y)|
|Aut(c)|Oρ,
where z, z ′, y ∈ X × X are such that [z] = Oλ, [z ′] = Oµ, and [y] = Oρ .
Therefore, to prove the theorem, it suffices to show that for λ,µ, ρ ∈ Λ,
cρ(λ, µ) =
−
[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
|Aut(y)|
|Aut(c)| ,
where z, z ′, y ∈ X × X are fixed such that [z] = Oλ, [z ′] = Oµ, and [y] = Oρ . Write y = (x1, x3). Then
Iso(φ−1(z, z ′)) ∩ Iso(ψ−1(y)) = {[c] | c = (x1, x2, x3) such that (x1, x2) ∈ Oλ and (x2, x3) ∈ Oµ}.
For each [c] ∈ Iso(φ−1(z, z ′)) ∩ Iso(ψ−1(y)), consider the set
S[c] = {x2 ∈ X | (x1, x2, x3) ∈ [c], (x1, x2) ∈ Oλ, (x2, x3) ∈ Oµ}.
Then
{x2 ∈ X | (x1, x2) ∈ Oλ, (x2, x3) ∈ Oµ} =

[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
S[c].
This implies that
cρ(λ, µ) =
−
[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
|S[c]|.
Since gx1 = x1 and gx3 = x3 for all g ∈ Aut(y), we have that for each fixed [c] ∈ Iso(φ−1(z, z ′)) ∩ Iso(ψ−1(y)), Aut(y) acts
onS[c]. For x2, x′2 ∈ S[c], (x1, x2, x3) ∼= c ∼= (x1, x′2, x3) implies that there is g ∈ G such that g(x1, x2, x3) = (x1, x′2, x3), that
is, g ∈ Aut(y) and gx2 = x′2. Thus, the action of Aut(y) on S[c] is transitive. By definition, the stabilizer of each x2 ∈ S[c] is{g ∈ Aut(y) | gx2 = x2} = {g ∈ G | gxi = xi for i = 1, 2, 3}, which is clearly conjugate to Aut(c). Hence,
|S[c]| = |Aut(y)||Aut(c)| .
Consequently,
cρ(λ, µ) =
−
[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
|S[c]| =
−
[c]∈Iso(φ−1(z,z′))∩Iso(ψ−1(y))
|Aut(y)|
|Aut(c)| .
The proof is completed. 
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Remark A.4. From the proof of the above theorem it follows that the degroupoidification of the spanC(X,Y) induced from
a finite set X with an action of a finite group G can be defined over Z, that is, it has an integral form.
We now apply the above construction to Example A.1. Let F = Fq be a finite field of q elements and let V be an F-vector
space of dimension r . Let F = F(n, V ) be the set of n-step flags V1 ⊆ V2 ⊆ · · · ⊆ Vn = V with the action of the group
G = GL(V ). Consequently, we obtain a span
ψ
 


 (F×F×F)//G
φ
?
??
??
??
(F×F)//G (F×F)//G×(F×F)//G
By Theorem A.3, degroupoidification of this span gives rise to an associative algebra R[Iso(F × F)//G)]. Let Sq(n, r) be the
quantum Schur algebra defined in Section 3.
Corollary A.5. Let F and G = GL(V ) be as above. Then there is an R-algebra isomorphism
Sq(n, r)⊗Z R ∼= R[Iso(F× F)//G)].
Remark A.6. If we take F to be the set of complete flags in V , then the above construction gives a degroupoidification of
Hecke algebras of type A; see [1, Section 4.2].
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