Abstract. Let N ≥ 2 and Ω ⊂ R N be a bounded domain with boundary ∂Ω. Let Γ ⊂ ∂Ω be closed. Our purpose in this paper is to consider the existence of stable solutions u ∈ H 1 (Ω, C) of the Ginzburg-Landau equation
Introduction
Let N ≥ 2, Ω ⊂ R N be a bounded domain with boundary ∂Ω ∈ C 2 and Γ ⊂ ∂Ω be closed. In the present paper, we consider the existence of solutions u ∈ H 1 (Ω, C) of the Ginzburg-Landau equation ∂u ∂ν = 0 on Γ . Problems of this type are related to models of phase transition problems occurring in superconductivity and superfluidity (see [1] , [10] , [11] ). The existence, multiplicity and properties of solutions of problem (P) have been investigated by many authors under various boundary conditions (see [2] and references therein for It is known that problem (P N ) does not have a stable solution in the case where Ω is convex. In [7] and subsequent works ( [5] , [8] and [9] ), the implications of the topology and geometry of the domain for the existence of some types of solutions of (P N ) have been investigated. In the celebrated paper [7] , Jimbo, Morita and Zhai considered the effect of the topology of the domain Ω on the existence of stable solutions of (P N ). They assumed the following condition: (A)
There exists θ ∈ C(Ω, C\ {0}) such that θ is not homotopic to a constant function on Ω and established that for λ sufficiently large, problem (P N ) possesses a solution u such that
Our purpose in the present paper is to simplify the arguments employed in [7] (cf. also [9] ) and extend the result for (P N ) to a result for the mixed boundary value problem (P). The argument employed in [7] is involved. In [7] , the existence of solutions for (P N ) is proved by applying the Schauder fixed point theorem. The argument also needs an upper-lower solution method, a C 2,α -regularity estimate (with α ∈ (0, 1)) and variational characterizations of solutions. The stability of the solution of (P N ) is proved by another argument.
In this paper we will find the solution of (P) using a variational method; that is, we will find a minimizer of a functional associated with the problem (P) and show that the minimizer is a solution of (P). Since the solution is obtained as a minimizer of an associated functional, the stability of the solution follows almost automatically. The argument employed here is based on W 2,p -theory so that we do not need a C 2,α -estimate. We impose the following condition instead of (A):
We can now state our main result.
|u(x)| ∈ {z ∈ C : |z| = 1} is homotopic to θ.
Proof of Theorem 1.1
We denote by · the norm of
centered at x with radius r. For x, y ∈ R N , x · y denotes the inner product of x and y. For each a ∈ R and a functional F : H → R, we denote by F a the level
, we write θ 1 ∼ = θ 2 when θ 1 and θ 2 are homotopic. In this paper, we say that a solution u of (P) is stable if u is a stable stationary solution of the initial boundary value problem
Throughout the rest of this paper, we assume that condition (Λ) holds. Let θ 0 ∈ Λ. We may assume without any loss of generality that θ 0 ∈ C 2 (Ω, S 1 ) and
where
Let Ω be the universal covering space of Ω. For each θ ∈ C 0 (Ω, S 1 ), θ stands for the lift of θ (cf. [4] ). It is known that the universal covering space S 1 of S 1 is isomorphic to R. We denote by p 1 and p 2 the covering projections from Ω to Ω and from R to S 1 , respectively. Then the following diagram is commutative:
The following result due to Jimbo et al. [6, 7] is a consequence of the covering mapping property (see [4] ).
Proposition 2.1 ([6]). For any
Then translating the function θ to η, the functional (2.1) is rewritten as One can see that each critical point v = (w, η) of I λ in W × W corresponds to a solution u = we i(η+θ 0 ) of (P) which is homotopic to θ 0 . We next define a functional I ∞ ∈ C 2 (W, R) by
Since w 0 ∈ C 2 (Ω, R + ), we have inf
Then it is easy to see that there exists η 0 ∈ C 2 (Ω) such that I ∞ (η 0 ) = min η∈W I ∞ (η) (and η(x 0 ) = 0 in the case where ∂Ω\Γ = ∅). Here we put
Next, to find a solution of problem (P), we will make a modification to the functional I λ . We fix p > N and fix a mapping h ∈ C 2 ([0, ∞)) such that
Let λ > 0. We define a functional J λ on E by
From the definition,
Proof. Let λ > 0 and u ∈ E be such that J λ ((w, η)) ≤ 2c 0 . Then we have that
Here C 0 > 0 is a constant that depends only on h. Then
By the Gagliardo-Nirenberg theorem (see e.g. [12] ), we have that
where K 1 is a positive constant and a ∈ [0, 1] satisfies a(
are bounded, we find that
, we find that w ∈ C 0,1−n/p (Ω) and thus |w − w 0 | ∞ → 0 as λ → ∞. Therefore the assertion follows.
Lemma 2.2. There exists a sequence {(w
Moreover it follows that
and (2.6) sup
Then we have that there exists a bounded minimizing sequence
It then follows that (w λ , η λ ) is a minimizer of J λ ; that is, there exists {v λ } λ≥λ 1 = {(w λ , η λ )} λ≥λ 1 ⊂ E which satisfies the assumption. One can see from the definition of the functional J λ that
Then we have that w λ (x) ≤ |w 0 | ∞ for all x ∈ Ω and λ ≥ λ 1 . Since lim 
This implies that w λ → w 0 strongly in W 1,p (Ω) and η λ → η strongly in W 1,2 (Ω). Noting that η 0 is the minimizer, we have that η = η 0 . This completes the proof of (2.5). Let λ ≥ λ 1 and put w = w λ and η = η λ . Then since (w, η) is a minimizer of the functional J λ on E, we find that (w, η) ∈ E satisfies (2.2) and (2.3). Then we have −w
where X = div ξ. Then by Theorem 3.17 of [13] , we find
where C > 0 is independent of λ,
Again by the Gagliardo-Nirenberg theorem, we have that
where C 3 > 0 is a positive constant independent of λ and a ∈ (0, 1) is the constant defined in the proof of Lemma 2.1. Then noting that |∇η| 2 ≤ C 1 , we find by substituting (2.8) into (2.7) that
where C 4 is independent of λ. Since a < 1, (2.6) follows from the inequality above. 
has at most one solution.
Proof. Let λ ≥ λ 1 and (w λ , η λ ) ∈ E satisfy the assumption. Suppose that w 1 , w 2 ∈ E are solutions of problem (2.9). We put w i = z i + w 0 for i = 1, 2. Then
Then noting that z i > (
− 1)w 0 for i = 1, 2 by Lemma 2.1 and that
we find from (2.10) and (2.11) that if
Therefore we have z 1 = z 2 . This completes the proof.
Proof of Theorem 1.1. Let λ ≥ λ 1 and u = (w λ , η λ ) ∈ E be a minimizer of J λ on E. We put (2.12)
We define a mapping T λ : B m → W by T λ z = v where z ∈ W and v ∈ W is a solution of the problem (2.14)
Let z ∈ W and v = T λ z. Then v is the minimizer of the functional 
