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Abstract In this paper, we study multistage stochastic mixed-integer nonlinear
programs (MS-MINLP). This general class of problems encompasses, as impor-
tant special cases, multistage stochastic convex optimization with non-Lipschitz-
continuous value functions and multistage stochastic mixed-integer linear opti-
mization. We develop stochastic dual dynamic programming (SDDP) type algo-
rithms with nested decomposition, deterministic sampling, and stochastic sam-
pling. The key ingredient is a new type of cuts based on generalized conjugacy.
Several interesting classes of MS-MINLP are identified, where the new algorithms
are guaranteed to obtain the global optimum without the assumption of complete
recourse. This significantly generalizes the classic nested Benders decomposition,
SDDP, and SDDiP algorithms. We also characterize the iteration complexity of
the proposed algorithms. In particular, for a (T + 1)-stage stochastic MINLP with
d-dimensional state spaces, to obtain an ε-optimal root node solution, we prove
that the number of iterations of the proposed deterministic sampling algorithm is
upper bounded by O((2Tε )d), and is lower bounded by O(( T2ε )d) for the noncon-
vex case or by O(( T8ε )d/2−1) for the convex case. This shows that the obtained
complexity bounds are rather sharp. It also reveals that the iteration complexity
depends polynomially on the number of stages. We further show that the iteration
complexity depends linearly on T , if all the state spaces are finite sets, or if we
seek a (Tε)-optimal solution when the state spaces are infinite sets, i.e. allowing
the optimality gap to scale with T . To the best of our knowledge, this is the first
work that reports global optimization algorithms as well as iteration complex-
ity results for solving such a large class of multistage stochastic programs. The
iteration complexity study resolves a conjecture by the late Prof. Shabbir Ahmed.
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1 Introduction.
A multistage stochastic mixed-integer nonlinear program (MS-MINLP) is a se-
quential decision making problem under uncertainty with both continuous and
integer decisions and nonconvex nonlinear objective function and constraints.
This provides an extremely powerful modeling framework. Special classes of MS-
MINLP, such as multistage stochastic linear programming (MS-LP) and mixed-
integer linear programming (MS-MILP), have already found a wide range of ap-
plications in diverse fields such as electric power system scheduling and expansion
planning [33,3,36,34], portfolio optimization under risk [8,19,23], and production
and capacity planning problems [12,9,2,4], just to name a few.
Significant progress has been made in the classic nested Benders decompo-
sition (NBD) algorithms for solving MS-LP with general scenario trees, and an
efficient random sampling variation of NBD, the stochastic dual dynamic pro-
gramming (SDDP) algorithm, is developed for MS-LP with scenario trees having
stagewise independent structures. In the past few years, these algorithms are ex-
tended to solve MS-MILP [28]. For example, SDDP is generalized to the SDDiP
algorithm for global optimization of MS-MILP with binary state variables. Despite
the rapid development, key challenges remain in further extending SDDP to the
most general problems in MS-MINLP: 1) There is no general cutting plane mecha-
nism for generating exact under-approximation of value functions with nonconvex,
semi-continuous, or convex and non-Lipschitz-continuous structures; 2) The com-
putational complexity of SDDP-type algorithms is not understood even for the
most basic MS-LP setting, especially the interplay between iteration complexity
of SDDP, optimality gap of obtained solution, number of stages, and dimension of
the state spaces of the MS-MINLP.
This paper aims at developing new methodologies for the solution of these chal-
lenges. In particular, we develop a unified cutting plane mechanism in the SDDP
framework for generating exact under-approximation of value functions of a large
class of MS-MINLP, and develop sharp characterization of the iteration complex-
ity of the proposed algorithms. In the remaining of this section, we first give an
overview of the literature, then summarize more details of our contributions.
1.1 Literature Review
Benders decomposition [6], Dantzig-Wolfe decomposition [11], and the L-shaped
method [32] are standard algorithms for solving two-stage stochastic LPs. Nested
decomposition procedures for deterministic models are developed in [18,16]. Lou-
veaux [22] first generalized the two-stage L-shaped method to multistage quadratic
problems. Nested Benders decomposition for MS-LP was first proposed in Birge
[7] and Pereira and Pinto [25]. SDDP, the sampling variation of NBD, was first
proposed in [26]. The largest consumer of SDDP by far is in the energy sector, see
e.g. [26,31,14,20].
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Recently, SDDP has been extended to Stochastic Dual Dynamic integer Pro-
gramming (SDDiP) [35]. It is observed that the cuts generated from Lagrangian
relaxation of the nodal problems in an MS-MILP are always tight at the given
parent node’s state, as long as all the state variables only take binary values and
have complete recourse. From this fact, the SDDiP algorithm is proved to find
an exact optimal solution in finitely many iterations with probability one. In this
way, SDDiP algorithm makes it possible to solve nonconvex problems through bi-
narization of the state variables [36,17]. In addition, when the value functions of
MS-MILP with general integer state variables are assumed to be Lipschitz contin-
uous, which is a critical assumption, reverse norm cuts obtained via augmented
Lagrangian duality are proposed in [1].
The convergence analysis of the SDDP-type algorithms begins with the linear
cases [27,30,10,21], where almost sure finite convergence is shown based on the
polyhedral nodal problem structures. For convex problems, if the value functions
are Lipschitz continuous and the state space is compact, asymptotic convergence of
the under-approximation of the value functions leads to asymptotic convergence of
the optimal value and optimal solutions [15]. By constructing over-approximations
of value functions, an SDDP with a deterministic sampling method with asymp-
totic convergence is proposed for the convex case in [5]. To the best of our knowl-
edge, iteration complexity analysis of SDDP-type algorithms is not yet known.
Specifically, the following conjecture (suggested to us by Prof. Shabbir Ahmed)
remains to be proved or disproved:
Conjecture 1 The number of iterations needed for SDDP/SDDiP to find an opti-
mal first-stage solution grows linearly in terms of the number of stages T , while it
may depend nonlinearly on other parameters such as the optimality gap ε.
Our study resolves this conjecture by giving a full picture of the iteration complex-
ity of SDDP in the general setting of MS-MINLP. In the following, we summarize
our contributions.
1.2 Contributions.
1. We provide simple examples to illustrate that value functions of convex stochas-
tic programs, in fact even two-stage convex nonlinear problems, can easily lose
Lipschitz continuity. Existing SDDP algorithms cannot handle such situations.
We propose a regularization approach to guarantee Lipschitz continuity of the
resulting value functions. The regularization provides an envelope of the orig-
inal value function using certain penalty functions. The feasibility and the
optimality of the solutions to the regularized problem is connected with the
exactness of the penalty reformulation of the original problem. In many cases
where the penalty reformulation is exact, solving the regularized problem gives
the optimal solution to the original problem.
2. We use the theory of generalized conjugacy to develop a cut generation scheme,
referred to as generalized conjugacy cuts, that are valid for value functions of
MS-MINLP. Moreover, generalized conjugacy cuts are shown to be tight to the
regularized value functions. The generalized conjugacy cuts can be replaced by
linear cuts without compromising such tightness when the problem is convex.
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3. With the regularization and the generalized conjugacy cuts, we propose three
algorithms for MS-MINLP based on nested decomposition for general scenario
trees, SDDP with random sampling as well as deterministic sampling similar to
[5] for the convex case and random sampling, both for stagewise independent
scenario trees.
4. We obtain upper and lower bounds on the iteration complexity for the proposed
SDDP with both sampling methods for MS-MINLP problems. The complexity
bounds show that in general, Conjecture 1 holds if only we seek a (Tε)-optimal
solution, instead of an ε-optimal first-stage solution for a (T+1)-stage problem,
or when all the state spaces are finite sets.
This paper is organized as follows. In Section 2 we introduce the problem
formulation, regularization of the value functions, and the approximation scheme
using generalized conjugacy. Section 3 proposes SDDP algorithms. Section 4 inves-
tigates upper bounds on the iteration complexity of the proposed algorithm, while
Section 5 focuses on lower bounds, therefore completes the picture of iteration
complexity analysis. We finally provide some concluding remarks in Section 6.
2 Problem Formulations.
In this section, we first present the extensive and recursive formulations of the
multistage optimization. Then we characterize the properties of the value func-
tions, with examples to show that they may fail to be Lipschitz continuous even
when the constraints are all convex and Lipschitz continuous. With this motivation
in mind, we propose a penalty reformulation of the multistage problem through
regularization of value functions and show that it is equivalent to the original for-
mulation for a broad class of problems. Finally, we propose generalized conjugacy
cuts for under-approximation of value functions.
2.1 Extensive and Recursive Formulation.
For a multistage stochastic program, let T = (N , E) be the scenario tree, where N
is the set of nodes and E is the set of edges. For each node n ∈ N , let a(n) denote
the parent node of n, C(n) denote the set of child nodes of n, and T (n) denote
the subtree starting from the node n. Given a node n ∈ N , let t(n) denote the
the stage that the node n is in and let T := maxn∈N t(n) denote the total number
of stages of the tree T . A node in the last stage is called a leaf node, otherwise a
non-leaf node. The set of nodes in stage t is denoted as N (t) := {n ∈ N : t(n) = t}.
To simplify the notation, we use r ∈ N to denote the root node of the tree T . The
parent node of the root node is denoted as a(r), which is a dummy node for ease
of notation.
For every node n ∈ N , let Fn denote the feasible region of the decision variables
(xn, yn) of the nodal problem at node n. We refer to xn as the state variable and
yn as the internal variable of node n. Denote the projection of Fn onto the variable
xn as Xn, which is referred to as the state space. Let xa(r) = 0 serve as a dummy
parameter and thus Xa(n) = {0}. The nodal objective function of the problem at
node n is denoted as fn(xa(n), yn, xn), whose domain is contained in the product
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set Xa(n) × Fn. We allow fn to take +∞ to model an indicator function as part
of the objective. Let pn > 0 for all n ∈ N denote the probability that node n on
the scenario tree is realized. For the root node, pr = 1. The transition probability
that node m is realized conditional on its parent node n being realized is given by
pnm := pm/pn for all edges (n,m) ∈ E .
The primal multistage stochastic program considered in this paper is defined
in the following form:
vprim := min
(xn,yn)∈Fn,
∀n∈N
∑
n∈N
pnfn(xa(n), yn, xn). (1)
This is often referred to as the extensive formulation. Some remarks of this for-
mulation are in order.
Firstly, to ensure the minimum in problem (1) is well defined and finite, we
make the following very general assumption on fn and Fn throughout the paper.
Assumption 1 For every node n ∈ N , the set of decision variables Fn is com-
pact, and the local cost function fn is l.s.c.. The sum
∑
n∈N fn is a proper func-
tion, i.e., there exists (xn, yn) ∈ Fn for all nodes n ∈ N such that the sum∑
n∈N fn(xa(n), yn, xn) < +∞.
Secondly, note that the state variable xa(n) only appears in the objective func-
tion fn of node n, but not in the constraints. Perhaps the more common way is
to allow xa(n) to appear in the constraints of node n. It is easy to see that any
such constraint can be modeled by an indicator function of (xa(n), xn, yn) in the
objective fn. Later in Section 2.2, we will show that the formulation (1) in fact
carries some significant advantages in guaranteeing Lipschitz continuity of value
functions in the recursive formulation that is defined below.
We next derive the recursive formulation of the multistage stochastic program
using value functions. The value function of a non-leaf node n is defined recursively
as
Qn(xa(n)) := min
(x,y)∈Fn
fn(xa(n), y, x) + ∑
m∈C(n)
pnmQm(x)
 , (2)
where the sum automatically reduces to zero if n is a leaf node, i.e., C(n) = ∅.
The problem on the right-hand side of (2) is the nodal problem of node n. Its
objective consists of the local objective function fn and the expected cost-to-go
function, which is denoted as Qn for future reference, i.e.
Qn(xn) :=
∑
m∈C(n)
pnmQm(xn). (3)
We next characterize some important continuity properties of the value function.
2.2 Continuity and Convexity of Value Functions.
The following proposition presents some basic properties of the value function Qn
under Assumption 1.
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Proposition 1 Under Assumption 1, the value function Qn is lower semicontin-
uous (l.s.c.) for all n ∈ T . Moreover,
1. if fn is Lipschitz continuous with constant ln in the first variable xa(n), then
Qn is also Lipschitz continuous with constant ln;
2. if Xa(n) and Fn are convex sets, and fn and Qn are convex functions, then Qn
is also convex.
The proof is given in Section A.1.1. When Qm is l.s.c. for all m ∈ C(n), the sum∑
m∈C(n) pnmQm is l.s.c.. Therefore, the minimum in the definition (2) is well
defined. By Proposition 1, the Lipschitz continuity of Qn only depends on fn,
regardless of whether Qm is Lipschitz continuous or not.
Now we show that the above nice Lipschitz property of the value function Qn
may not hold for the more common formulation, where the constraints in node n
involve both (xn, yn) and xa(n), even if the constraints and the cost function are
all Lipschitz continuous and convex.
Example 1 Consider the convex nonlinear two-stage problem
v∗ := min
x,z,w
x+ z s.t. (z − 1)2 + w2 ≤ 1, w = x, x ∈ [0, 1].
The objective function and all constraints are Lipschitz continuous. The optimal
objective value v∗ = 0, and the unique optimal solution is (x∗, z∗, w∗) = (0, 0, 0).
At the optimal solution, the inequality constraint is active. Note that the problem
can be equivalently written as v∗ = min0≤x≤1 x+Q(x), where Q(x) is defined on
[0, 1] as Q(x) := min
{
z : ∃w ∈ R, s.t. (z − 1)2 + w2 ≤ 1, w = x} = 1 −√1− x2.
Q(x) is not locally Lipschitz continuous at the boundary point x = 1. Therefore,
Q(x) is not Lipschitz continuous on [0, 1].
Example 2 Consider the mixed-integer linear two-stage problem
v∗ := min 1− 2x+ z s.t. z ≥ x, x ∈ [0, 1], z ∈ {0, 1}.
The optimal objective value is v∗ = 0, and the unique optimal solution is (x∗, z∗) =
(1, 1). Note that the problem can be equivalently written as v∗ = min0≤x≤1 1 −
2x+Q(x), where the function Q(x) is defined on [0, 1] as Q(x) := min{z ∈ {0, 1} :
z ≥ x} which equals 0 if x = 0, and 1 for all 0 < x ≤ 1. The function Q(x) is not
Lipschitz continuous on [0, 1] since it is not continuous at the point x = 0.
These examples show a major issue with the introduction of value functions
Qn: it may fail to be Lipschitz continuous even when the original problem is
defined by smooth constraints. This could lead to failure of algorithms based on
approximation of the value functions, such as the nested Benders decomposition
algorithms, or the mixed-integer dynamic approximation scheme (MIDAS) [28].
Fortunately, as we see in the examples, the value function need not be Lipschitz
continuous on the entire domain for the algorithm to find a solution. We show in
the next section how to utilize such fact through regularization.
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2.3 Regularization and Penalty Reformulation.
The main idea of avoiding failure of cutting plane algorithms in the multistage dy-
namic programming is to use some Lipschitz continuous envelope function in place
of the original value function, which we refer to as the regularized value function.
We derive the form of regularization and discuss its exactness by connecting it to
the penalty reformulation of the original problem. We say a function ψ : Rd → R+
is a penalty function, if ψ(x) = 0 if and only if x = 0, and the diameter of its
level set leva(ψ) approaches 0 when a → 0. In this paper, we focus on penalty
functions that are locally Lipschitz continuous, the reason for which will be clear
from Proposition 2.
For each node n, we introduce a new variable zn as a local variable of node n
and impose constraint xa(n) = zn. The objective function can then be written as
fn(zn, yn, xn). Let ψn be a penalty function for node n ∈ N . The new coupling
constraint can be relaxed and penalized in the objective function by σnψn(xa(n)−
zn) for some σn > 0. Then the DP recursion with penalization becomes
QRn (xa(n)) := min
(xn,yn)∈Fn,
zn∈Xa(n)
{
fn(zn, yn, xn)+σnψn(xa(n)−zn)+
∑
m∈C(n)
pnmQ
R
m(xn)
}
,
(4)
for all n ∈ N , and QRn is referred to as the regularized value function. We use the
convention that the parent of root node r has constant variable, i.e. xa(r) = zr = 0,
and therefore, penalization ψr(xa(r)−zr) ≡ 0. Since the state spaces are compact,
without loss of generality, we can scale the penalty functions ψn such that the
Lipschitz constant of ψn on Xa(n) − Xa(n) is 1. The following proposition shows
that QRn is a Lipschitz continuous envelope function of Qn for all nodes n.
Proposition 2 Suppose ψn is locally Lipschitz continuous and the Lipschitz con-
stant of ψn on the compact set Xa(n) − Xa(n) is 1 for all nodes n ∈ N . Then
QRn (x) ≤ Qn(x) for all x ∈ Xa(n) and QRn (x) is σn-Lipschitz continuous. More-
over, if the original problem (2) is convex and ψn are convex penalty functions,
then QRn (x) is also convex.
The proof is given in Section A.1.2.
The optimal value of the regularized root nodal problem
vreg := min
(xr,yr)∈Fr
{
fr(xa(r), yr, xr) +
∑
m∈C(r)
prmQ
R
m(xr)
}
is thus an underestimation of vprim, i.e. vreg ≤ vprim. For notational convenience,
we also define the regularized expected cost-to-go function for each node n as:
QRn (xn) :=
∑
m∈C(n)
pnmQ
R
m(xn). (5)
Next we discuss conditions under which vreg = vprim and any optimal solution
(xn, yn)n∈N to the regularized problem (4) is feasible and hence optimal to the
original problem (2).
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Note that by expanding QRm in the regularized problem (4) for all nodes, we
obtain the extensive formulation corresponding to the regularization:
vreg = min
(xn,yn)∈Fn,n∈N
zn∈Xa(n)
∑
n∈N
pn
(
fn(zn, yn, xn) + σnψn(xa(n) − zn)
)
. (6)
We refer to the problem (6) as the penalty reformulation and make the following
assumption on its exactness.
Assumption 2 We assume that the penalty reformulation is exact, i.e., there
exist finite penalty σn > 0 for all n ∈ N such that any optimal solution of (6)
satisfies zn = xa(n) for all n ∈ N .
Assumption 2 guarantees the solution of the regularized extensive formulation (6)
is feasible for the original problem (1), then by the fact that vreg ≤ vprim, is also
optimal to the original problem. In this sense, regularized value functions serve as
a surrogate of the original value function, without compromise of feasibility of its
optimal solutions.
An important fact following Assumption 2 is that the original and regularized
value functions coincide at all optimal solutions, as stated in the following lemma.
Lemma 1 For any optimal solution (xn, yn)n∈N to the problem (1), we have
QRn (xa(n)) = Qn(xa(n)) for all n ∈ N , n 6= r.
The proof is given in Section A.1.3.
We illustrate the regularization on the examples through Figures 1a and 1b. In
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
Q(x)
QR(x)
(a) Value Functions in Example 1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
Q(x)
QR(x)
(b) Value Functions in Example 2
Fig. 1: Value functions in Examples 1 and 2.
Figure 1a, the value function Q(x) derived in Example 1 is not Lipschitz continuous
at x = 1 (plotted with the dashed line). With ψ(x) = ‖x‖ and σ = 4/3, we obtain
the regularized value function (plotted in the solid line), which coincides with the
original one on [0, 4/5] and is Lipschitz continuous on the entire interval [0, 1]. In
Figure 1b, the value function Q(x) derived in Example 1 is not continuous at x = 0
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(plotted with the dashed line). With ψ(x) = ‖x‖, σ = 5, we obtain the regularized
value function (plotted in the solid line), which coincides with the primal one
on {0} ∪ [1/5, 1] and is Lipschitz continuous on the entire interval [0, 1]. In both
examples, it can be easily verified that the penalty reformulation is exact and thus
preserves optimal solution.
Before ending this section, we comment that Assumption 2 holds in various
mixed-integer nonlinear optimization problems, including
– convex problems with interior points,
– problems with finite state spaces,
– problems defined by mixed-integer linear functions, and
– problems defined by C1-functions,
if certain constraint qualification is satisfied and proper penalty functions are
chosen. We refer the readers to Section B in the Appendix for detailed discussions.
2.4 Generalized Conjugacy Cuts and Value Function Approximation.
In this part, we first introduce generalized conjugacy cut for nonconvex functions
and then apply it to under-approximation of value functions of MS-MINLP.
2.4.1 Generalized Conjugacy Cut.
Let Q : X → R+ ∪{+∞} be a proper, lower semicontinuous function defined on a
compact set X ⊆ Rd. Let U be a non-empty set for parameters. Given a continuous
function Φ : X ×U → R, the Φ-conjugate (cf. Chapter 11-L in [29]) of Q is defined
as
QΦ(u) = max
x∈X
{
Φ(x, u)−Q(x)} . (7)
The Φ-biconjugate of Q is then defined as
QΦΦ(x) = sup
u∈U
{Φ(x, u)−QΦ(u)} = sup
u∈U
min
z∈X
{Φ(x, u)− Φ(z, u) +Q(z)}.
The following generalized Fenchel-Young inequality holds by definition for any
x ∈ X and u ∈ U ,
Q(x) +QΦ(u) ≥ Φ(x, u).
For any uˆ ∈ U and an associated maximizer xˆ in (7), we define
CΦ(x | uˆ, vˆ) := Φ(x, uˆ)−QΦ(uˆ) = vˆ + Φ(x, uˆ), (8)
where vˆ := Q(xˆ) − Φ(xˆ, uˆ) = QΦ(uˆ). Then, the following inequality, derived from
the generalized Fenchel-Young inequality, is valid for any x ∈ X ,
Q(x) ≥ CΦ(x | uˆ, vˆ), (9)
which we call a generalized conjugacy cut for the target function Q.
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2.4.2 Value Function Approximation.
For a nodal problem n ∈ N , n 6= r and a point x¯ ∈ Xa(n), define Φx¯n(x, u) :=
−〈λ, x¯− x〉 − ρψn(x¯ − x), where u = (λ, ρ) ∈ Rdn+1 are parameters. Consider
a compact set of parameters Un = {(λ, ρ) : ‖λ‖∗ ≤ ln,λ, 0 ≤ ρ ≤ ln,ρ} with
nonnegative bounds ln,λ and ln,ρ where ‖·‖∗ is the dual norm of ‖·‖. Consider the
following dual problem
vˆn = max
(λ,ρ)∈Un
{
min
z∈Xa(n)
[
Qn(z) + 〈λ, x¯− z〉+ ρψn(x¯− z)
]}
. (10)
Denote zˆn and (λˆn, ρˆn) as an optimal primal-dual solution of (10). Then, a gen-
eralized conjugacy cut for Qn at x¯ is given by
Qn(x) ≥ CΦ
x¯
n
n (x | λˆn, ρˆn, vˆn) (11)
= −
〈
λˆn, x¯− x
〉
− ρˆnψn(x¯− x) + vˆn, ∀x ∈ Xa(n).
Proposition 3 Given the above definition of (10)-(11), the generalized conjugacy
cut (11) is tight at x¯, i.e. Qn(x¯) = C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn), if x¯ is an optimal nodal
state of (2) and the bound ln,ρ satisfies ln,ρ ≥ σn for all nodes n.
The proof is given in Section A.1.4.
In the special case where problem (2) is convex and ψn(x) = ‖x‖ for all n ∈ N ,
the above tightness of the generalized conjugacy cut holds even if we set le,ρ = 0.
To be precise, we begin with the following lemma.
Lemma 2 Let X ⊂ Rd be a convex, compact set. Given a convex, proper, lower
semicontinuous function Q : X → R ∪ {+∞}, for any x ∈ X , the inf-convolution
satisfies
Q2(σ ‖·‖)(x) := min
z∈X
{Q(z) + σ ‖x− z‖} = max
‖λ‖∗≤σ
min
z∈X
{Q(z) + 〈λ, x− z〉}. (12)
The proof is given in Section A.1.5. Next we show the tightness in the convex case
similar to Proposition 3, whose proof is given in Section A.1.6.
Proposition 4 Suppose (2) is convex and ψn(x) = ‖x‖ for all nodes n. Given the
above definition of (10)-(11), the generalized conjugacy cut (11) is tight at x¯, i.e.
Qn(x¯) = C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn), if x¯ is an optimal nodal state of (2) and the bounds
satisfy ln,λ ≥ σn, ln,ρ = 0 for all nodes n.
In this case, the generalized conjugacy reduces to the usual conjugacy for con-
vex functions and the generalized conjugacy cut is indeed linear. This enables
approximation of the value function that preserves convexity.
Remark 1 This proposition can be generalized to special nonconvex problems
where Q can be extended to a convex function defined on the convex hull convX .
This is true if X is contained in the set of extreme points of a convex set, e.g.,
{0, 1}d. From the above discussion, this provides an alternative explanation of the
tightness of linear cuts in SDDiP [35] when the relatively complete recourse is
assumed.
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3 Nested Decomposition and Dual Dynamic Programming Algorithms
3.1 Subproblem Oracles.
Before we propose new algorithms, we first define subproblem oracles, which we
will use to describe the algorithms and conduct complexity analysis. A subproblem
oracle is an oracle that takes subproblem information together with the current
algorithm information to produce a solution to the subproblem. With subproblem
oracles, we can describe the algorithms consistently regardless of the problem being
convex or not.
We assume three different subproblem oracles in this paper, corresponding to
the forward steps and backward steps of non-root nodes, and the root node step
in the algorithms. For non-root nodes, we assume the following two subproblem
oracles.
Definition 1 (Forward Step Subproblem Oracle for Non-Root Nodes)
Consider the following subproblem for a non-root node n,
min
(x,y)∈Fn,
z∈Xa(n)
{
fn(z, y, x) + σnψn(xa(n) − z) +Θn(x)
}
. (F)
where the parent node’s state variable xa(n) ∈ Xa(n) is a given parameter and Θn :
Xn → R¯ is a lower semicontinuous function, representing an under-approximation
of the expected cost-to-go function. The forward step subproblem oracle finds an
optimal solution of (F) given xa(n) and Θn. More precisely, let (xn, yn, zn) denote
an optimal solution of (F). Then, the forward step subproblem oracle is defined
formally as the mapping OFn : (xa(n), Θn) 7→ (xn, yn, zn) for n 6= r.
Definition 2 (Backward Step Subproblem Oracles for Non-Root Nodes)
Consider the following subproblem for a non-root node n,
max
(λ,ρ)∈Un
min
(x,y)∈Fn,
z∈Xa(n)
{
fn(z, y, x) +
〈
λ, xa(n) − z
〉
+ ρψn(xa(n) − z) +Θn(x)
}
, (B)
where the parent node’s state variable xa(n) ∈ Xa(n) is a given parameter and Θn :
Xn → R¯ is a lower semicontinuous function, representing an under-approximation
of the expected cost-to-go function. The backward step subproblem oracle finds an
optimal solution of (B) for the given xa(n) andΘn. More precisely, let (xn, yn, zn;λn, ρn)
be an optimal primal-dual solution pair of (B), the backward step oracle is defined
formally as the mapping OBn : (xa(n), Θn) 7→ (xn, yn, zn;λn, ρn) for n 6= r.
For the root node, we assume the following subproblem oracle.
Definition 3 (Subproblem Oracle for the Root Node) Consider the follow-
ing subproblem for the root node r ∈ N ,
min
(x,y)∈Fr
{
fr(xa(r), y, x) +Θr(x)
}
, (R)
where Θr : Xr → R¯ is a lower semicontinuous function, representing an under-
approximation of the expected cost-to-go function. The subproblem oracle for the
root node is defined as the mapping Or : Θr 7→ (xr, yr) that finds an optimal
solution (xr, yr) of (R) for the given function Θr.
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For numerical implementation, the above defined subproblem oracles are usually
handled by subroutine modules or external solver programs.
3.2 Under- and Over-Approximations of Value Functions.
We first show how to iteratively construct under-approximation of value func-
tions using the generalized conjugacy cuts developed in Section 2.4. The under-
approximation serves as a surrogate of the true value function in the algorithm. Let
i ∈ N be the iteration index of an algorithm. Assume (xin, yin)n∈N are feasible solu-
tions to the nodal problem (4) in the i-th iteration. Then the under-approximation
of the value function is defined recursively for n 6= r and inductively for i ∈ N as
Qi
n
(x) := max
{
Qi−1
n
(x), Cin(x | λˆin, ρˆin, vin)
}
, x ∈ Xa(n), (13)
where Q0
n
≡ 0 on Xa(n). For ease of notation, we denote the under-approximation
of the expected cost-to-go function as
Qi
n
(x) :=
∑
m∈C(n)
pnmQ
i
m
(x), ∀n ∈ N , i ∈ N. (14)
In the definition (13), Cin is an abbreviation for the generalized conjugacy cut for
Qn at i-th iteration and Φ
xia(n)
n (x, λ, ρ) = 〈λ, x〉+ ρψn(xia(n) − x) (cf. (11)):
Cin(x | λˆin, ρˆin, vin) := −
〈
λˆn, x
i
a(n) − x
〉
− ρˆinψn(xia(n) − x) + vin, (15)
where (xˆin, yˆ
i
nzˆ
i
n; λˆ
i
n, ρˆ
i
n) = O
B
n (x
i
a(n),Qin), and vin satisfies
vin = fn(zˆ
i
n, yˆ
i
n, xˆ
i
n) +
〈
λˆin, x
i
a(n) − zˆin
〉
+ ρˆinψn(x
i
a(n) − zˆin) +Qin(xˆin). (16)
The next proposition shows that Qi
n
is indeed an under-approximation of Qn.
Proposition 5 For any n ∈ N , n 6= r, and i ∈ N, it holds that
Qn(x) ≥ Qin(x), ∀x ∈ Xa(n).
The proof is given in Section A.2.1.
Now, we propose the following over-approximation of the regularized value
functions, which is used in sampling and termination of the proposed nested
decomposition and dual dynamic programming algorithms. For i ∈ N, at root
node r, let (xir, y
i
r) = Or(Qi−1r ), and, at each non-root node n, let (xin, yin, zin) =
OFn (x
i
a(n),Qi−1n ). Then the over-approximation of the regularized value function is
defined recursively for n 6= r and inductively for i ∈ N by
Q
i
n(x) :=

conv
{
Q
i−1
n (x), v¯
i
n + σn
∥∥∥x− xia(n)∥∥∥} , if (4) is convex,
min
{
Q
i−1
n (x), v¯
i
n + σn
∥∥∥x− xia(n)∥∥∥} , otherwise, (17)
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where the operation conv{f, g} forms the convex hull of the epigraphs of f and g,
Q
0
n ≡ +∞ on Xa(n) by initialization, and v¯in satisfies
v¯in = fn(z
i
n, y
i
n, x
i
n) + σnψn(x
i
a(n) − zin) +Qin(xin), (18)
where Qin(xin) is the over-approximation of the regularized expected cost-to-go
function defined as
Qin(x) :=
∑
m∈C(n)
pnmQ
i
m(x), ∀n ∈ N , i ∈ N. (19)
The next proposition shows that Q
i
n is indeed an over-approximation of Q
R
n .
Proposition 6 For any non-root node n ∈ N and i ∈ N, we have v¯in ≥ QRn (xia(n)).
Consequently, it holds that
Q
i
n(x) ≥ QRn (x), ∀x ∈ Xa(n).
The proof is given in Section A.2.2.
3.3 A Nested Decomposition Algorithm for General Trees.
We propose a nested decomposition algorithm in Algorithm 1 for a general sce-
nario tree, i.e. without any stagewise independence assumption on the underlying
stochastic process.
In each iteration, Algorithm 1 consists of a forward step, a backward step,
and a root node update step. In the forward step, the algorithm proceeds from
t = 1 to T by solving all the nodal problem with the current under-approximation
of its cost-to-go function in stage t. After all the state variables xin are obtained
for nodes n ∈ N , the backward step starts from the t = T to 1. At each node
n in stage t, it first updates the under-approximation of the expected cost-to-go
function by aggregating the updated under-approximation of the value functions
of its child nodes. Next it solves the dual problem to obtain an optimal primal-
dual solution pair (xˆin, yˆ
i
n, zˆ
i
n; λˆ
i
n, ρˆ
i
n), which is used to construct a generalized
conjugacy cut using (15). With the values vin and v¯
i
n calculated with (16) and
(18), the under- and over-approximations of the value functions are then updated
using (13) and (17). Finally the algorithm updates the root node solution using
the updated under-approximation of the cost-to-go function, and determines the
new lower and upper bounds.
Algorithm 1 solves the regularized problem (4) for an ε-optimal root node
solution. To justify the ε-optimality of the output of the algorithm, we have the
following proposition.
Proposition 7 Given any ε > 0, if UpperBound − LowerBound ≤ ε, then
the returned solution (x∗r , y∗r ) is an ε-optimal root node solution to the regularized
problem (4). In particular, if Qir(xi+1r ) − Qir(xi+1r ) ≤ ε for some iteration index
i, then UpperBound − LowerBound ≤ ε and Algorithm 1 terminates after the
i-th iteration.
The proof is given in Section A.2.3.
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Algorithm 1 A Nested Decomposition Algorithm for General Trees
Require: scenario tree T = (N , E) with subproblem oracles Or,OFn ,OBn , n 6= r
Require: optimality gap threshold ε > 0
Ensure: an ε-optimal root node solution (x∗r , y∗r ) to the regularized problem (4)
1: Initialize: Q0
n
← 0, Q0n ← +∞ n 6= r, i← 1
2: Evaluate (x1r, y
1
r) = Or(0)
3: Set LowerBound← fr(xa(r), y1r , x1r), UpperBound← +∞
4: while UpperBound− LowerBound > ε do
5: /* The i-th forward step: */
6: for t = 1, . . . , T − 1 do
7: for n ∈ N (t) do
8: Evaluate (xin, y
i
n, z
i
n) = O
F
n (x
i
a(n)
,Qi−1
n
)
9: /* The i-th backward step: */
10: for t = T, . . . , 1 do
11: for n ∈ N (t) do
12: Update Qi
n
←∑m∈C(n) pnmQim and Qin ←∑m∈C(n) pnmQim
13: Evaluate (xˆin, yˆ
i
n, zˆ
i
n; λˆ
i
n, ρˆ
i
n) = O
B
n (x
i
a(n)
,Qi
n
)
14: Calculate vin, v¯
i
n using (16) and (18)
15: Update Qi
n
(x), Q
i
n(x) using (13), (15), and (17)
16: /* Root node update: */
17: Update Qi
r
←∑m∈C(r) prmQim and Qir ←∑m∈C(r) prmQim
18: Evaluate (xi+1r , y
i+1
r ) = Or(Qir)
19: Update LowerBound← fr(xa(r), yi+1r , xi+1r ) +Qir(xi+1r )
20: if UpperBound > fr(xa(r), y
i+1
r , x
i+1
r ) +Qir(xi+1r ) then
21: Update UpperBound← fr(xa(r), yi+1r , xi+1r ) +Qir(xi+1r )
22: Set (x∗r , y∗r ) = (x
i+1
r , y
i+1
r )
23: i← i+ 1
3.4 A Deterministic Dual Dynamic Programming Algorithm.
Starting from this subsection, we focus on the nested decomposition algorithm
applied to stagewise independent stochastic problems, which is defined in the fol-
lowing stagewise independence assumption.
Assumption 3 For any t = 1, . . . , T − 1 and any n, n′ ∈ N (t), the state space,
the transition probabilities, as well as the data associated with the child nodes C(n)
and C(n′) are identical. In particular, this implies Qn(x) = Qn′(x) =: Qt(x) for
all x ∈ Xn = Xn′ =: Xt ⊆ Rdt .
We denote n ∼ n′ for n, n′ ∈ N (t) for some t = 1, . . . , T − 1, if the node n, n′ are
defined by identical data. In the same fashion, we use N (t)/ ∼ to denote the set
of nodes that are defined by distinct data in stage t for all t = 1, . . . , T − 1, i.e.
N (t)/ ∼ forms the recombining scenario tree [36]. Due to stagewise independence,
it suffices to keep track of the state of each stage in the algorithm, instead of the
state of each node. To be consistent, we also denote the root node solution as
(xi0, y
i
0) for i ∈ N. We present the algorithm in Algorithm 2.
Similar to Algorithm 1, each iteration in Algorithm 2 consists of a forward
step, a backward step, and a root node update step. The name “deterministic
dual dynamic programming” refers to the deterministic sampling procedure in
the forward step. In particular, at a node n, the forward step proceeds to a child
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node m ∈ C(n), where the approximation gap γim is among the largest of all the
approximation gaps of child nodes of n. Then the state variable of node m is
considered the state variable of stage t(m) in the iteration i. Due to stagewise
independence, the backward step at each stage t only need to generate cuts for the
nodes in the recombining tree N (t)/ ∼. The optimality of the returned solution
(x∗0, y
∗
0) is guaranteed by Proposition 7.
Algorithm 2 Deterministic Sampling Dual Dynamic Programming Algorithm
Require: scenario tree T = (N , E) with subproblem oracles Or,OFn ,OBn , n 6= r
Require: optimality gap threshold ε > 0
Ensure: an ε-optimal root node solution (x∗0, y
∗
0) to the regularized problem (4)
1: Initialize: Q0
n
← 0, Q0n ← +∞ n 6= r, i← 1
2: Evaluate (x10, y
1
0) = Or(0)
3: Set LowerBound← fr(xa(r), y10 , x10), UpperBound← +∞
4: while UpperBound− LowerBound > ε do
5: /* The i-th forward step: */
6: for t = 1, . . . , T − 1 do
7: for n ∈ N (t) do
8: Evaluate (xin, y
i
n, z
i
n) = O
F
n (x
i
t−1,Qi−1n )
9: Calculate the gaps γin := Qi−1t (xin)−Qit(xin)
10: Select any n∗(t) ∈ {n ∈ N (t) : γin ≥ γin′ , ∀n′ ∈ N (t)}, and let xit ← xin∗(t)
11: /* The i-th backward step: */
12: for t = T, . . . , 1 do
13: for n ∈ N (t)/ ∼ do
14: Update Qi
n
←∑m∈C(n) pnmQim and Qin ←∑m∈C(n) pnmQim
15: Evaluate (xˆin, yˆ
i
n, zˆ
i
n; λˆ
i
n, ρˆ
i
n) = O
B
n (x
i
a(n)
,Qi
n
)
16: Calculate vin, v¯
i
n using (16) and (18)
17: Update Qi
n′ (x), Q
i
n′ (x) using (13), (15), and (17) for all n
′ ∼ n
18: /* Root node update: */
19: Update Qi
r
←∑m∈C(r) prmQim and Qir ←∑m∈C(r) prmQim
20: Evaluate (xi+10 , y
i+1
0 ) = Or(Qir)
21: Update LowerBound← fr(xa(r), yi+10 , xi+10 ) +Qir(xi+10 )
22: if UpperBound > fr(xa(r), y
i+1
r , x
i+1
r ) +Qir(xi+1r ) then
23: Update UpperBound← fr(xa(r), yi+10 , xi+10 ) +Q
i
r(x
i+1
r )
24: Set (x∗0, y
∗
0) = (x
i+1
0 , y
i+1
0 )
25: i← i+ 1
3.5 A Stochastic Dual Dynamic Programming Algorithm.
Now we present a stochastic dual dynamic programming algorithm, which uses
stochastic sampling rather than deterministic sampling. So, instead of travers-
ing the scenario tree and finding a path with the largest approximation gap, the
stochastic sampling algorithm generates M scenario paths before an iteration be-
gins for some M ≥ 1. To be precise, we introduce the following notations. Let
P = ΠTt=1N (t) denote all possible scenario paths from stage 1 to stage T with
elements P = (n1, . . . , nT ) ∈ P. In the i-th iteration, we sample M independent
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scenario paths Pi = {P i,1, . . . , P i,M}, and thus P i,jt represents the node in the
t-th stage of the j-th scenario path in the i-th iteration, for 1 ≤ j ≤ M and
1 ≤ t ≤ T . Since in each iteration, the solutions and the approximations depend
on the scenario path P i,j , we use the double superscript i, j instead of a single
one. In addition, for every non-root node n ∈ N , the under-approximation of the
value function is updated sequentially for each scenario path index j, i.e.,
Qi,j
n
(x) := max
{
Qi,j−1
n
(x), Ci,jn (x | λˆi,jn , ρˆi,jn , vi,jn )
}
, x ∈ Xa(n), (20)
where Qi,0
n
(x) := Qi−1,M
n
(x) and Ci,jn is the generalized conjugacy cut generated
with (xˆi,jn , yˆ
i,j
n , zˆ
i,j
n ; λˆ
i,j
n , ρˆ
i,j
n ) = O
B
n (x
i,j
a(n),Qin) using formula (15). With these no-
tations, the algorithm is displayed in Algorithm 3.
Unlike the preceding two algorithms, Algorithm 3 does not need to construct
the over-approximation of the regularized value functions for selecting the child
node to proceed with. Instead, it determines the scenario paths before the forward
step starts. In the forward step, each nodal problem in the sampled scenario path
is solved. Then in the backward step, the dual problems are solved at the nodes
that are defined by distinct data, dependent on the parent node’s state variable
obtained in the forward step. The termination criterion is flexible. In the existing
literature [30,35], statistical upper bounds based on the sampled scenario paths
are often used together with the lower bound for terminating the algorithm.
Algorithm 3 Stochastic Sampling Dual Dynamic Programming Algorithm
Require: scenario tree T = (N , E) with subproblem oracles Or,OFn ,OBn , n 6= r
1: Initialize: Q0
n
← 0, Q0n ← +∞ n 6= r, i← 1
2: Evaluate (x10, y
1
0) = Or(0)
3: while some stopping criterion is not satisfied do
4: Sample M scenario paths Pi = {P i,1, . . . , P i,M}
5: /* The i-th forward step: */
6: for j = 1, . . . ,M do
7: for t = 1, . . . , T − 1 do
8: Evaluate (xi,jn , y
i,j
n , z
i,j
n ) = OFn (x
i,j
a(n)
,Qi−1
n
), n = P i,jt
9: /* The i-th backward step: */
10: for t = T, . . . , 1 do
11: for j = 1, . . . ,M do
12: for n ∈ N (t)/ ∼ do
13: Update Qi
n
←∑m∈C(n) pnmQi,Mm
14: Evaluate (xˆi,jn , yˆ
i,j
n , zˆ
i,j
n ; λˆ
i,j
n , ρˆ
i,j
n ) = OBn (x
i,j
a(n)
,Qi
n
), n = P i,jt
15: Calculate vi,jn using (16)
16: Update Qi,j
n′ (x) using (20) for all n
′ ∼ n
17: /* Root node update: */
18: Update Qi
r
←∑m∈C(r) prmQi,Mm
19: Evaluate Or(Qir) = (xi+10 , yi+10 )
20: i← i+ 1
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4 Upper Bounds on Iteration Complexity of Proposed Algorithms.
In this section, we derive upper bounds on the iteration complexity of the three
proposed algorithms, i.e. the bound on the iteration index when the algorithm
terminates. These upper bounds on the iteration complexity imply convergence of
the algorithm to an ε-optimal root node solution for any ε > 0.
4.1 Upper Bound Analysis on Iteration Complexity of Algorithm 1.
In this section, we discuss the iteration complexity of Algorithm 1. We begin with
the definition of approximation gap vector. Let ε denote the desired optimality
gap ε in Algorithm 1. Given the values δ = (δn)n∈N ,C(n) 6=∅ such that δn > 0 and
ε =
∑
n∈N ,C(n) 6=∅ pnδn, we define recursively for non-leaf nodes
γn(δ) := δn +
∑
m∈C(n)
pnmγm(δ), if C(n) 6= ∅, (21)
and γn(δ) = 0 for leaf nodes n. For i ∈ N, we denote γin := Qi−1n (xin)−Qi−1n (xin)
for n ∈ N . For leaf nodes, γin ≡ 0 by definition for all i ∈ N. In addition, we define
the sets of indices In(δ) for each n ∈ N as
In(δ) :=
{
i ∈ N : γin > γn(δ) and γim ≤ γm(δ),∀m ∈ C(n)
}
. (22)
Intuitively, the index set In(δ) consists of the iteration indices when all the child
nodes of n have good approximation of the expected cost-to-go function at the
forward step solution, while the node n itself does not. We show by the following
lemma that the backward step for node n in the iteration i ∈ In(δ) will reduce
the expected cost-to-go function approximation gap at node n to be no more than
γn(δ).
Lemma 3 If an iteration index i ∈ In(δ), i.e., Qi−1n (xin)−Qi−1n (xin) > γn(δ) and
Qi−1m (xim)−Qi−1m (xim) ≤ γm(δ) for all m ∈ C(n), then
Qin(x)−Qin(x) ≤ γn(δ), ∀x ∈ Xn, ‖x− xin‖ ≤
δn
2Ln
,
where Ln :=
∑
m∈C(n) pnm max{σm, lm,λ + lm,ρ}.
The proof is given in Section A.3.1.
Lemma 3 shows that an iteration being in the index set would imply an im-
provement of the approximation in a neighborhood of the current state. We bound
the cardinality of an index set In by the size of the corresponding state space Xn.
Since Xn can be nonconvex, we consider finite covers of the state space by stan-
dard balls and provide the bound in terms of the number and sizes of the balls.
This can be made more precise in the following lemma.
Lemma 4 Let B = {Bn,k ⊂ Rdn}1≤k≤Kn,n∈N be a collection of balls, each with
diameter Dn,k ≥ 0, such that Xn ⊆ ∪Knk=1Bn,k. Then,∣∣In(δ)∣∣ ≤ Kn∑
k=1
(
1 +
2LnDn,k
δn
)dn
.
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The proof is given in Section A.3.2.
Now we present an upper bound on the iteration complexity of Algorithm 1.
Theorem 1 Given ε > 0, choose values δ = (δn)n∈N ,C(n) 6=∅ such that δn > 0
and
∑
n∈N ,C(n) 6=∅ pnδn = ε. Let B = {Bn,k}1≤k≤Kn,n∈N be a collection of balls,
each with diameter Dn,k ≥ 0, such that Xn ⊆ ∪Knk=1Bn,k for n ∈ N . If Algorithm 1
terminates with an ε-optimal root node solution (x∗r , y∗r ) at the end of i-th iteration,
then
i ≤
∑
n∈N ,
C(n) 6=∅
Kn∑
k=1
(
1 +
2LnDn,k
δn
)dn
.
Proof After the i-th iteration, either of the following two situations must happen:
i. At the root node, it holds that Qir(xi+1r ) − Qir(xi+1r ) ≤ γr(δ), where γr is
defined in (21).
ii. There exists a node n ∈ N such that Qin(xi+1n ) − Qin(xi+1n ) > γn(δ), but all
of its child nodes satisfy Qim(xi+1m )−Qim(xi+1m ) ≤ γm(δ), ∀m ∈ C(n). In other
words, i+ 1 ∈ In(δ).
Note that γr(δ) = δn +
∑
m∈C(r) prmγm(δ) = · · · =
∑
n∈N ,C(n) 6=∅ pnδn. If case i
happens, then by Proposition 7, (xi+1r , y
i+1
r ) is an ε-optimal root node solution.
Note that case ii can only happen at most
∑
n∈N
∣∣In(δ)∣∣ times by Lemma 4.
Therefore, we have that
i ≤
∑
n∈N
C(n) 6=∅
Kn∑
k=1
(
1 +
2LnDn,k
δn
)dn
,
when the algorithm terminates. uunionsq
Theorem 1 implies the ε-convergence of the algorithm for any ε > 0. We remark
that the form of the upper bound depends on the values δ and the covering balls
Bn,k, and therefore the right-hand-side can be tightened to the infimum over all
possible choices. While it may be difficult to find the best bound in general, in the
next section we take some specific choices of δ and B and simplify the complexity
upper bound, based on the stagewise independence assumption.
4.2 Upper Bound Analysis on Iteration Complexity of Algorithm 2.
Before giving the iteration complexity bound for the deterministic sampling dual
dynamic programming algorithm, we slightly adapt the notations in the pre-
vious section to the stagewise independent scenario tree. We take the values
δ = (δn)n∈N ,C(n) 6=∅ such that δn = δn′ for all n, n′ ∈ N (t) for some t = 1, . . . , T .
Thus we denote δt = δn for any n ∈ N (t), and δ0 = δr. The approximation gap
vector is defined recursively for non-leaf nodes as
γt(δ) = γt+1(δ) + δt, if t ≤ T − 1, (23)
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and γT (δ) = 0. Let γ
i
t := Qi−1t (xit)−Qi−1t (xit). The sets of indices It(δ) are defined
as
It(δ) :=
{
i ∈ N : γit > γt(δ) and γit+1 ≤ γt+1(δ)
}
. (24)
Note that γit = maxn∈N (t) γin (line 10 in Algorithm 2). By Lemma 3, an iteration
i ∈ It(δ) implies Qit(x)−Qit(x) ≤ γt(δ) for all x ∈ Xn with ‖x− xit‖ ≤ δt/(2Lt),
where Lt = Ln for any n ∈ N (t). Moreover, since Xn = Xt for n ∈ N (t), for any
covering balls Bt,k ⊂ Rdt with diameters Dt,k ≥ 0, such that Xt ⊆ ∪Ktk=1Bt,k, by
the same argument of Lemma 4, we know that
∣∣It(δ)∣∣ ≤ Kt∑
k=1
(
1 +
2LtDt,k
δt
)dt
. (25)
We summarize the upper bound on the iteration complexity of Algorithm 2 in
the next theorem, and omit the proof since it is almost a word-for-word repetition
with the notation adapted as above.
Theorem 2 Given any ε > 0, choose values δ = (δt)
T−1
t=0 such that δt > 0 and∑T−1
t=0 δt = ε. Let B = {Bt,k ⊂ Rdt}1≤k≤Kt,0≤t≤T−1 be a collection of balls, each
with diameter Dt,k ≥ 0, such that Xt ⊆ ∪Ktk=1Bt,k for 0 ≤ t ≤ T −1. If Algorithm 2
terminates with an ε-optimal root node solution (x∗0, y
∗
0) in i iterations, then
i ≤
T−1∑
t=0
Kt∑
k=1
(
1 +
2LtDt,k
δt
)dt
.
We next discuss some special choices of the values δ and the covering ball col-
lections B. First, since Xt are compact, suppose Bt is the smallest ball containing
Xt. Then we have diamXt ≤ Dt ≤ 2diamXt where Dt = diamBt. Moreover, sup-
pose Lt ≤ L for some L > 0 and dt ≤ d for some d > 0. Then by taking δt = ε/T
for all 0 ≤ t ≤ T − 1, we have the following bound.
Corollary 1 If Algorithm 2 terminates with an ε-optimal root node solution (x∗0, y
∗
0),
then the iteration index is bounded by
i ≤ T
(
1 +
2LDT
ε
)d
,
where L, d,D are the upper bounds for Lt, dt, and Dt, 0 ≤ t ≤ T − 1, respectively.
Proof Take δt = ε/T for all 0 ≤ t ≤ T − 1 and apply Theorem 2. uunionsq
Note that the iteration complexity bound in Corollary 1 grows asymptotically
O(T d+1) as T →∞. Naturally such bound is not satisfactory since it is nonlinear in
T with possibly very high degree d. However, by changing the optimality criterion,
we next derive an iteration complexity bound that grows linearly in T .
Corollary 2 If Algorithm 2 terminates with a (Tε)-optimal root node solution
(x∗0, y
∗
0), then the iteration index is bounded by
i ≤ T
(
1 +
2LD
ε
)d
,
where L, d,D are the upper bounds for Lt, dt, and Dt, 0 ≤ t ≤ T − 1, respectively.
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Proof Take δt = ε for all 0 ≤ t ≤ T − 1 and apply Theorem 2. uunionsq
The optimality criterion in Corollary 2 is reasonable, since practical problems are
usually solved in a relative scale with respect to the number of stages. Last, we
consider a special case where Xt are finite for all 0 ≤ t ≤ T − 1.
Corollary 3 Suppose the cardinality |Xt| ≤ K < ∞ for all 0 ≤ t ≤ T − 1, for
some positive integer K. In this case, if Algorithm 2 terminates with an ε-optimal
root node solution (x∗0, y
∗
0), then the iteration index is bounded by
i ≤ TK.
Proof Note that when Xt is finite, it can be covered by degenerate balls B0(x),
x ∈ Xt. Thus Dt,k = 0 for k = 1, . . . ,Kt and Kt ≤ K by assumption. Apply
Theorem 2, we get i ≤∑T−1t=0 ∑Ktk=1 1 ≤ TK. uunionsq
The bound in Corollary 3 grows linearly in T and does not depend on the value of ε.
In other words, we are able to obtain exact solutions to the regularized problem (4)
assuming the subproblem oracles.
Remark 2 All the iteration complexity bounds in Theorem 2, Corollary 1, Corol-
lary 2, and Corollary 3 are independent of the size of the scenario tree in each stage∣∣N (t)∣∣, 1 ≤ t ≤ T . This can be explained by the fact that Algorithm 2 evaluates
1 + 2
∑T−1
t=1
∣∣N (t)∣∣+∣∣N (T )∣∣ times of the subproblem oracles in each iteration.
4.3 Upper Bound Analysis on Iteration Complexity of Algorithm 3
In the following we study the iteration complexity of Algorithm 3. In the sampling
step in the i-th iteration, let γin := Qn(xin) − Qi−1n (xin) where (xin, yin, zin) =
OFn (x
i
a(n),Qi−1n ) for each non-leaf node n ∈ N . We define the target scenario path
in the i-th iteration P i,∗ as
P i,∗t = min
{
n ∈ N (t) : γin ≥ γin′ , ∀n′ ∈ N (t)
}
. (26)
Intuitively, the target scenario path P i,∗ contains nodes that have largest cost-to-
go function approximation gap in each stage. Note that we do not evaluate all the
subproblem oracles OFn in each iteration of Algorithm 3, so γ
i
n and P
i,∗ are defined
only for theoretical purpose. We define random variables Si,j for j = 1, . . . ,M ,
and Si:
Si,j =
{
1, if P i,j = P i,∗,
0, otherwise,
Si = max
j=1,...,M
Si,j . (27)
We need the following assumption to derive the probability distribution of the
random variables Si,j and Si.
Assumption 4 In each iteration, the scenario paths are sampled with replace-
ment, independent from each other and previous iterations, with equal probability
Prob(P i,k = P ) =
1
|P| , ∀P ∈ P.
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Given Assumption 4, it is clear that Si,j are independent, identically distributed
(iid) Bernoulli random variables for i ∈ N and j = 1, 2, . . . ,M . This implies that
Si are also iid Bernoulli random variables with Prob(Si = 1) = 1− (1− 1/|P|)M
for i ∈ N. Now define Al as the index of Si = 1 for the l-th time, i.e., A0 = 0 and
Al = min{i > Al−1 : Si = 1}, l ∈ N. (28)
In addition, we define random variables Bl = Al − Al−1 as the interval length
between (l − 1)-st and l-th time when the target scenario path is sampled, l ≥
1. From the iid-ness of Si, we know Bl follows the geometric distribution with
parameter qR := 1 − (1 − 1/|P|)M for each l ≥ 1. We also need the following
lemma to establish the iteration complexity bound for Algorithm 3.
Lemma 5 Let l(δ,B) denote the iteration complexity bound in Theorem 2, deter-
mined by the values δ = (δt)
T−1
t=0 and state space covering balls B = {Bt,k} 1≤k≤Kt,
0≤t≤T−1
.
Then if ∈ N is the smallest index such that Algorithm 3 gives an ε-optimal root
node solution (xi+10 , y
i+1
0 ), then i ≤ Al(δ,B) with probability one.
The proof is given in Section A.3.3.
Since Al(δ,B) is a random variable, we next give the bound on how many
iterations the algorithm would need to satisfy a probabilistic requirement for any
given threshold p ∈ (0, 1).
Theorem 3 Let l(δ,B) denote the iteration complexity bound in Theorem 2, de-
termined by the values δ = (δt)
T−1
t=0 and state space covering balls B = {Bt,k} 1≤k≤Kt,
0≤t≤T−1
.
If i ∈ N is the smallest index such that Algorithm 3 gives an ε-optimal root node
solution (xi+10 , y
i+1
0 ) with probability being at least 1− p, then
i ≤ l(δ,B) + 2ln p− l(δ,B) ln 2
M ln (1− 1/|P|) .
The proof is given in Section A.3.4.
Remark 3 Note that ln(1− 1/|P|) ≤ −1/|P| for |P| > 1. If the scenario tree T is
N -regular, i.e.,
∣∣C(n)∣∣ = N ≥ 2 for all non-leaf node n ∈ N , for some N ≥ 2, then
the number of scenario paths |P| = NT then the iteration complexity bound in
Theorem 3
l(δ,B) + 2
ln p− l(δ,B) ln 2
M ln (1− 1/|P|) ≥ l(δ,B) + 2(l(δ,B) ln 2 + ln(1/p))
NT
M
,
which grows at least exponentially in the number of stages T for fixed probability
threshold p and sample batch size M .
5 Lower Bounds on Iteration Complexity of Proposed Algorithms.
In this section, we discuss the sharpness of the iteration complexity bound of
Algorithm 2 given in Section 4. In particular, we are interested in the question
whether it is possible that the iteration needed for Algorithm 2 to find an ε-
optimal root node solution grows linearly in T when the state spaces are infinite
sets. We will see that in general it is not possible, with or without the assumption
of convexity. The following lemma simplifies the discussion in this section.
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Lemma 6 Suppose fn are Lipschitz continuous with constant ln for all n ∈ N .
We have QRn (x) = Qn(x) on Xa(n) for all non-root nodes n ∈ N , if we choose
ψn(x) = ‖x‖ and σn = ln.
The proof is given in Section A.4.1. In other words, for problems that already
have Lipschitz continuous value functions, the regularization does not change the
function value at any point. Thus the examples in the rest of this section serve for
the discussion not only for Algorithm 2, but for more general algorithms including
SDDP and SDDiP.
5.1 General Lipschitz Continuous Problems.
In this section, we discuss the general Lipschitz continuous case, i.e., the nodal
objective functions fn are ln-Lipschitz continuous but not necessarily convex. In
this case we choose to approximate the value function using ψn(x) = ‖x‖ and
assume that ln,ρ ≥ ln. In particular, we can set ln,λ = 0 for all n ∈ N , without loss
of exactness of the approximation by inequality (31). We begin with the following
lemma on the complexity of such approximation.
Lemma 7 Consider the set X = {x ∈ Rd : ‖x‖ ≤ D/2} and a finite subset
W = {wk}Kk=1 ⊂ X . Given any β > 0 and an L-Lipschitz continuous function
f : X → R+ such that β/2 < f(wk) < β for k = 1, . . . ,K, if K <
(
DL
2β
)d
, then
the under- and over-approximations: Q(x) := maxk=1,...,K{0, f(wk)−L ‖x− wk‖}
and Q(x) := mink=1,...,K{f(wk) + L ‖x− wk‖} satisfy
– minx∈X Q(x) = 0, and
– Q(x) > β for all x ∈ arg minx∈X Q(x).
The proof is given in Section A.4.2.
Now we consider the general Lipschitz continuous problem defined on a chain,
i.e., N(t) = 1 for t = 1, . . . , T , given the following parameters: T ≥ 1 (number of
stages), L > 0 (Lipschitz constant), d ≥ 1 (state space dimension), D = 2R > 0
(state space diameter), and ε > 0 (optimality gap). Let Xt = B(D/2) and define
L-Lipschitz continuous functions ft : Xt → R+ as in Lemma 7 with β = ε/T , for
all t = 1, . . . , T . Since T is a chain, we define the problem by specifying the value
function in each stage.
Qr = min
x0∈Xr
Q1(x0),
Qt(xt−1) = min
xt∈Xt
{
ft(xt−1) +Qt+1(xt)
}
, 1 ≤ t ≤ T − 1,
QT (xT−1) = fT (xT−1).
(29)
We remark that this problem is indeed separable, since there is no constraint
coupling the state variables xt in different stages.
By Lemma 6, if we choose ψn(x) = ‖x‖ for all n ∈ N and ln,ρ = L for
the problem (29), then we have QRt (x) = Qt(x) for all t = 1, . . . , T . The next
theorem shows the iteration complexity of problem (29) with such choice of penalty
functions.
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Theorem 4 For the problem (29), there exist subproblem oracles OFn ,O
B
n , and
Or, such that if Algorithm 2 gives UpperBound− LowerBound ≤ ε in the i-th
iteration, then
i ≥
(
DLT
2ε
)d
.
The proof is given in Section A.4.3. The theorem shows that in general Algorithm 2
needs at least O(T d) iterations before termination. We comment that this is due to
the fact that the approximation using generalized conjugacy is tight only locally.
Without convexity, one has to visit so many states as to cover the state space with
local neighborhoods with tight approximation, before the algorithm is guaranteed
to find an ε-optimal solution.
5.2 Convex Lipschitz Continuous Problems.
In the above example for general Lipschitz continuous problem, we see that the
complexity of Algorithm 2 grows at a rate of O(T d). It remains to answer whether
convexity could help us avoid this possibly undesirable growth rate in terms of T .
We begin our discussion on the convex case with a definition.
Definition 4 Given a d-sphere Sd(R) = {x ∈ Rd+1 : ‖x‖2 = R} with radius
R > 0, a spherical cap with depth β > 0 centered at a point x ∈ Sd(R) is the set
Sdβ(R, x) := {y ∈ Sd(R) : 〈y − x, x〉 ≥ −βR}.
The next lemma shows that we can put many spherical caps on a sphere, the
center of each is not contained in any other spherical cap.
Lemma 8 Given a d-sphere Sd(R), d ≥ 2 and depth β < (1−
√
2
2 )R, there exists
a finite set of points W with
|W| ≥ (d
2 − 1)√pi
d
Γ (d/2 + 1)
Γ (d/2 + 3/2)
(
R
2β
)(d−1)/2
,
such that for any w ∈ W, Sdβ(R,w) ∩W = {w}.
The proof is given in Section A.4.4.
Hereafter, we denote the set of points constructed in Lemma 8 as Wdβ(R) ⊂
Sd(R). Next we construct the convex function for the example.
Lemma 9 Given positive constants ε, L > 0, let K :=
∣∣∣Wdε/L(R)∣∣∣. For any values
vk ∈ (ε/2, ε), k = 1, . . . ,K, there exists an L-Lipschitz continuous convex function
F : Bd+1(R)→ R satisfying:
1. F (wk) = vk for all wk ∈ Wd2ε/L(R);
2. F is differentiable at all wk, with vk +
〈∇F (wk), wl − wk〉 < 0 for all l 6= k;
3. For any wl ∈ Wd2ε/L(R), the under- and over-approximations Q(x) := maxk 6=l{0, vk+〈
∂F (wk), x− wk
〉} and Q(x) := convk 6=l{vk + L ‖x− wk‖} satisfy
Q(wl)−Q(wl) > 3ε
2
.
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The proof is given in Section A.4.5.
Now we present the multistage convex dual dynamic programming example
based on the following parameters: T ≥ 2 (number of stages), L > 0 (Lipschitz con-
stant), d ≥ 3 (state space dimension), D = 2R > 0 (state space diameter), and ε >
0 (optimality gap). Choose any L1, . . . , LT such that L/2 ≤ LT ≤ LT−1 < · · · <
L1 ≤ L, and then construct finite sets Wt := Wd−1ε/((T−1)Lt+1)(R) = {wt,k}
Kt
k=1,
Kt = |Wt| as defined in Lemma 8 for t = 1, . . . , T − 1. Moreover, define convex
Lipschitz continuous functions Ft for some values vt,k ∈ (ε/(2T − 2), ε/(T − 1)),
k = 1, . . . ,Kt, and the finite setsWt. Due to Assumption 3, we define our problem
by specifying the local cost functions on distinguished node in each stage.
Qr = Qr,
Q1,k = min
x1∈Bd(R)
{
L1
∥∥x1 − w2,k∥∥+Q1(x1)} ,
Qt,k(xt−1) = min
xt∈Bd(R)
{
Ft−1(xt−1) + Lt
∥∥xt − wt,k∥∥+Qt(xt)} ,
QT,k(xT−1) = FT−1(xT−1),
(30)
where the third equation is defined for all 2 ≤ t ≤ T − 1, and
Qt(xt) := 1
Kt
Kt∑
k=1
Qt+1,k(xt), t = 1, . . . , T − 1.
By Lemma 8,
Kt ≥ ((d− 1)
2 − 1)√pi
d− 1
Γ ((d− 1)/2 + 1)
Γ ((d− 1)/2 + 3/2)
(
RLt(T − 1)
2β
)(d−2)/2
≥ d(d− 2)
√
pi
d− 1
Γ ((d/2 + 1/2)
Γ (d/2 + 1)
(
DL(T − 1)
8β
)(d−2)/2
.
Recall that when the problem is convex and ψn(x) = ‖x‖ for all n ∈ N , by
Proposition 4, it suffices to use linear cuts for the under-approximation of value
functions, i.e., ln,ρ = 0 for all n ∈ N . With such a choice of regularization we have
the following theorem on the complexity of Algorithm 2.
Theorem 5 For problem (30), if Algorithm 2 gives UpperBound−LowerBound <
ε at i-th iteration, then
i >
1
3
d(d− 2)√pi
d− 1
Γ (d/2 + 1/2)
Γ (d/2 + 1)
(
DL(T − 1)
8ε
)(d−2)/2
= O
(√
d
(
DL(T − 1)
8ε
)d/2−1)
, as d→ +∞.
The proof is given in Section A.4.6. The theorem implies that, even if the problem
is both convex and Lipschitz continuous, the SDDP algorithm requires in general
exponentially many iterations in the dimension d to achieve an ε-optimal solution
to the primal problem (2) for some fixed ε > 0.
We remark that Theorems 4 and 5 correspond to two different challenges of the
SDDP type algorithms. The first challenge is that the backward step subproblem
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oracle may not give cuts that provide the desired approximation in the largest
neighborhood, which could happen when the value functions are nonconvex or
nonsmooth. Theorem 4 results from the worst case that the backward step sub-
problem oracle is giving the dual variables that approximate the value function in
the smallest neighborhood.
The second challenge is that different nodes, or more generally, different sce-
nario paths give different states in each stage, so sampling and solving the nodal
problem on one scenario path provides little information to the nodal problem on
another scenario path. In example (30), the linear cut obtained in each iteration
does not provide any information on the subsequent iteration states (unless the
same node is sampled again). From this perspective, we believe that unless some
special structure of the problem is exploited, any algorithm that relies on local
approximation of value functions will face the “curse of dimensionality,” i.e., the
exponential growth of the iteration complexity in the dimension of nodal problems.
6 Conclusions.
In this paper, we propose three algorithms in a unified framework of dual dynamic
programming for solving multistage stochastic mixed-integer nonlinear programs.
The first algorithm is a generalization of the classic nested Benders decomposition
algorithm, which deals with general scenario trees without the stagewise indepen-
dence property. The second and third algorithms generalize SDDP with sampling
procedures on a stagewise independent scenario tree, where the second algorithm
uses a deterministic sampling approach, and the third one uses a randomized
sampling approach. The proposed algorithms are built on regularization of value
functions, which enables them to handle value functions that are non-Lipschitz
continuous or discontinuous. We show that the regularized problem preserves the
feasibility and optimality of the original multistage program, when the correspond-
ing penalty reformulation satisfies exact penalization. The key ingredient of the
proposed algorithms is a new, broad class of cuts based on generalized conjugacy
for approximating nonconvex, semicontinuous cost-to-go functions of the regular-
ized value functions.
We obtain upper and lower bounds on the iteration complexity of the proposed
algorithms. These complexity analysis is new and deepens our understanding of
the behavior of SDDP. For example, it is the first time to prove that the iteration
complexity of SDDP depends polynomially on the number of stages, not expo-
nentially, for both convex and nonconvex multistage stochastic programs, and this
complexity dependence can be reduced to linear if the optimality gap is allowed
to scale linearly with the number of stages, or if all the state spaces are finite sets.
These findings resolve a conjecture of the late Prof. Shabbir Ahmed, who inspired
us to work on this problem.
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A Proofs.
In this section, we present the proofs to the theorems, propositions, and lemmas that are not
displayed in the main text. The statements are copied before the proofs as for the convenience
of readers.
A.1 Proofs for Statements in Section 2
A.1.1 Proof for Proposition 1
Statement Under Assumption 1, value function Qn is lower semicontinuous (l.s.c.) for all
n ∈ T . Moreover,
1. if fn is Lipschitz continuous with constant ln in the first variable xa(n), then Qn is also
Lipschitz continuous with constant ln;
2. if Xa(n) and Fn are convex sets, and fn and Qn are convex functions, then Qn is also
convex.
Proof We show that Qn is l.s.c. by showing the lower level sets leva(Qn) = {z ∈ Xa(n) :
Qn(z) ≤ a} are closed for all a ∈ R. At any leaf node n, the expected cost-to-go function
Qn(xn) is zero, thus z is in leva(Qn) if and only if z is in the projection of the following set
{(z, y, x) : (x, y) ∈ Fn, fn(z, y, x) ≤ a}. Since fn is l.s.c. by Assumption 1 and the projection
(z, y, x) 7→ z is continuous, leva(Qn) is a closed set.
At any non-leaf node n, suppose Qm is l.s.c. for all its child nodes m ∈ C(n). Then, Qn is l.s.c.
since Qn is defined in (3) and pnm > 0 for all m. A point z ∈ leva(Qn) if and only if z is in
the projection of the set {(z, y, x) : (y, x) ∈ Fn, fn(z, y, x) +Qn(x) ≤ a}. Similarly, this shows
levaQn is closed since fn,Qn are l.s.c. and the projection (z, y, x) 7→ z is continuous. We thus
conclude Qn is l.s.c. for every node n in the scenario tree.
To show claims 1 and 2 in the proposition, take any two points z1, z2 ∈ Xa(n). Sup-
pose (x1, y1), (x2, y2) ∈ Fn are the corresponding minimizers in the definition (2). Therefore,
Qn(z1) = fn(z1, y1, x1) + Qn(x1) and Qn(z2) = fn(z2, y2, x2) + Qn(x2). If fn is Lipschitz
continuous in the first variable, then we have
Qn(z1)−Qn(z2) = fn(z1, y1, x1) +Qn(x1)− fn(z2, y2, x2)−Qn(x2)
≤ fn(z1, y2, x2) +Qn(x2)− fn(z2, y2, x2)−Qn(x2)
≤ fn(z1, y2, x2)− fn(z2, y2, x2) ≤ ln ‖z1 − z2‖ .
Likewise, by exchanging z1 and z2, we know that Qn(z2)−Qn(z1) ≤ ln ‖z1 − z2‖. This proves
that Qn is Lipschitz continuous with the constant ln.
To show that Qn is convex, take any t ∈ [0, 1]. Since Xa(n) is convex, Qn is defined at
tz1 + (1− t)z2. Thus,
Qn(tz1 + (1− t)z2)
≤ fn(tz1 + (1− t)z2, ty1 + (1− t)y2, tx1 + (1− t)x2) +Qn(tx1 + (1− t)x2)
≤ tfn(z1, y1, x1) + (1− t)fn(z2, y2, x2) + tQn(x1) + (1− t)Qn(x2)
= tQn(z1) + (1− t)Qn(z2).
The first inequality follows from the definition (2), while the second inequality follows from
the convexity of fn and Qn. This shows Qn is convex. uunionsq
A.1.2 Proof for Proposition 2
Statement Suppose ψn is locally Lipschitz continuous and the Lipschitz constant of ψn on
the compact set Xa(n)−Xa(n) is 1 for all nodes n ∈ N . Then QRn (x) ≤ Qn(x) for all x ∈ Xa(n)
and QRn (x) is σn-Lipschitz continuous. Moreover, if the original problem (2) is convex and
ψn are convex penalty functions, then QRn (x) is also convex.
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Proof First we show that the partial inf-convolution
fn2(σnψn)(xa(n), yn, xn) := min
z∈Xa(n)
fn(zn, yn, xn) + σnψn(xa(n) − zn)
is σn-Lipschitz continuous in the first variable xa(n). Note that the minimum is well-defined
since Xa(n) is compact and the functions fn, σnψn are l.s.c.. Besides, since z = xa(n) is a feasi-
ble solution in the minimization, we know that fn2(σnψn)(xa(n), yn, xn) ≤ fn(xa(n), yn, xn)
for all xa(n) ∈ Xa(n) and (xn, yn) ∈ Fn. Pick any x1, x2 ∈ X , (x, y) ∈ Fn, and let z1, z2 ∈ X be
the corresponding minimizers in the definition of fn2(σnψn)(x1, y, x) and fn2(σnψn)(x2, y, x),
respectively. By definition,
fn2(σnψn)(x1, y, x)− fn2(σnψn)(x2)
= fn(z1, y, x) + ψ(x1 − z1)− fn(z2, y, x)− ψ(x2 − z2)
≤ fn(z2, y, x) + ψ(x1 − z2)− fn(z2, y, x)− ψ(x2 − z2)
≤ σn ‖x1 − x2‖ .
Similarly, we can get fn2(σnψn)(x2) − fn2(σnψn)(x1) ≤ σn ‖x1 − x2‖ by exchanging x1, x2
and z1, z2 in the above inequality. Therefore, fn2(σnψn) is σn-Lipschitz continuous in the first
variable xa(n).
The regularized problem (4) can be viewed as replacing the nodal objective function fn with
the inf-convolution fn2(σnψn). Then by Proposition 1, QRn (x) is σn-Lipschitz continuous on
Xa(n). Moreover, if the original problem (2) is convex and ψn are convex penalty functions,
then fn2(σnψn) is also convex. Proposition 1 ensures QRn (x) is also convex on Xa(n). uunionsq
A.1.3 Proof for Lemma 1
Statement For any optimal solution (xn, yn)n∈N to the problem (1), we have QRn (xa(n)) =
Qn(xa(n)) for all n ∈ N , n 6= r.
Proof By definition, we have QRn (xn) ≤ Qn(xn) for all n ∈ N , n 6= r. We show the other
direction by contradiction. Suppose there exists n ∈ N such that QRn (xa(n)) < Qn(xa(n)). By
definition, there exists zn, such that
vreg ≤ QRn (xa(n)) +
∑
m/∈T (n)
fm(xa(m), ym, xm) < v
prim,
which contradicts with that vreg = vprim. Therefore, we conclude that QRn (xa(n)) = Qn(xa(n))
for all n ∈ N , n 6= r. uunionsq
A.1.4 Proof for Proposition 3
Statement Given the above definition of (10)-(11), the generalized conjugacy cut (11) is
tight at x¯, i.e. Qn(x¯) = C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn), if x¯ is an optimal nodal state of (2) and the
bound ln,ρ satisfies ln,ρ ≥ σn for all nodes n.
Proof If ln,ρ ≥ σn, then (λ, ρ) = (0, σn) is contained in Un, and therefore, is a dual feasible
solution for (10). Thus, we have
C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn) = vˆn ≥ min
z∈Xa(n)
{Qn(z) + σnψn(x¯− z)} = QRn (x¯). (31)
By Lemma 1, QRn (x¯) = Qn(x¯) if x¯ is an optimal nodal state of (2). Therefore, we conclude
that C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn) = Qn(x¯). uunionsq
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A.1.5 Proof for Lemma 2
Statement Let X ⊂ Rd be a convex, compact set. Given a convex, proper, lower semicon-
tinuous function Q : X → R ∪ {+∞}, for any x ∈ X , the inf-convolution satisfies
Q2(σ ‖·‖)(x) := min
z∈X
{Q(z) + σ ‖x− z‖} = max
‖λ‖∗≤σ
min
z∈X
{Q(z) + 〈λ, x− z〉}. (32)
Proof The minimums in (32) are well-defined because of the compactness of X and lower
semicontinuity of Q. Take any x ∈ X . Since both the primal set X and the dual set {λ ∈ Rd :
‖λ‖∗ ≤ σ} are bounded, by strong duality (cf. Theorem 3.1.30 in [24]), we have
max
‖λ‖∗≤σ
min
z∈X
{Q(z) + 〈λ, x− z〉} = min
z∈X
max
‖λ‖∗≤σ
{Q(z) + 〈λ, x− z〉}
= min
z∈X
{Q(z) + σ ‖x− z‖},
which completes the proof. uunionsq
A.1.6 Proof for Corollary 4
Statement Suppose (2) is convex and ψn(x) = ‖x‖ for all nodes n. Given the above definition
of (10)-(11), the generalized conjugacy cut (11) is tight at x¯, i.e. Qn(x¯) = C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn),
if x¯ is an optimal nodal state of (2) and the bounds satisfy ln,λ ≥ σn, ln,ρ = 0 for all nodes
n.
Proof By definition, QRn (x) = Qn2(σnψn)(x). Since ψn(x) = ‖x‖ is convex, by Proposition 2,
QRn (x) is convex. Then by Lemma 2, we have
QRn (x) = max‖λ‖∗≤σn
min
z∈Xa(n)
{
Qn(z) + 〈λ, x− z〉
}
.
Therefore,
C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn) = vˆn = max‖λ‖∗≤ln,λ
min
z∈Xa(n)
{
Qn(z) + 〈λ, x− z〉
}
≥ max
‖λ‖∗≤σn
min
z∈Xa(n)
{
Qn(z) + 〈λ, x− z〉
}
= QRn (x¯).
By Lemma 1, QRn (x¯) = Qn(x¯) if x¯ is an optimal nodal state of (2). Therefore, we conclude
that C
Φx¯n
n (x¯ | λˆn, ρˆn, vˆn) = Qn(x¯) due to the validness of CΦ
x¯
n
n by (9). uunionsq
A.2 Proofs for Statements in Section 3
A.2.1 Proof for Proposition 5
Statement For any n ∈ N , n 6= r, and i ∈ N, it holds that
Qi
n
(x) ≤ Qn(x), ∀x ∈ Xa(n).
Proof We prove the proposition recursively for nodes n ∈ N , n 6= r, and inductively for
iteration indices i ∈ N. For leaf nodes, since C(n) = ∅, Qi
n
(x) = 0 from the definition (14).
Then vin = Qn(x
i
a(n)
) and by (11) we know that Cin(x | λˆin, ρˆin, vin) ≤ Qn(x) for all i ∈ N. Note
that for all nodes n 6= r, Q0
n
(x) = 0 ≤ Qn(x).
Now suppose for some n ∈ N , n 6= r, and i ∈ N, it holds for all m ∈ C(n) that Qi
m
(x) ≤ Qm(x),
and Qi−1
n
(x) ≤ Qn(x). Then from the definition (14), Qin(x) ≤ Qn(x) on Xn. It follows
from (11) and (16) that Cin(x | λˆin, ρˆin, vin) ≤ Qn(x). Thus the pointwise maximum of Qin(x)
and Cin(x | λˆin, ρˆin, vin) is still dominated by Qn(x). uunionsq
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A.2.2 Proof for Proposition 6
Statement For any non-root node n ∈ N and i ∈ N, we have v¯in ≥ QRn (xia(n)). Consequently,
it holds that
Q
i
n(x) ≥ QRn (x), ∀x ∈ Xa(n). (33)
Proof We prove by induction on the number of iterations. When i = 0, Q
0
n ≡ +∞ for all n by
definition, which clearly satisfies (33). Suppose for all iterations up to i−1, (33) holds, that is,
Qi−1n ≥ QRn (x) for all non-root node n ∈ N . Then, for the i-th iteration, at a non-root node
n ∈ N , suppose (33) is satisfied at all child nodes of n, i.e. Qim ≥ QRm for m ∈ C(n), then we
have
v¯in + σn‖x− xia(n)‖
= fn(z
i
n, y
i
n, x
i
n) + σnψn(x
i
a(n) − zin) +Q
i
n(x
i
n) + σn‖x− xia(n)‖
≥ fn(zin, yin, xin) + σnψn(xia(n) − zin) +
∑
m∈C(n)
pnmQ
R
m(x
i
n) + σn‖x− xia(n)‖ (34)
≥ QRn (xia(n)) + σn‖x− xia(n)‖ (35)
≥ QRn (x), ∀x ∈ Xa(n), (36)
where (34) uses the induction assumption Q
i
m(x) ≥ QRm(x), (35) holds because (zin, yin, xin) is
feasible for the nodal regularized problem (4), and (36) is due to Lipschitz continuity of QRn
with Lipschitz constant σn as implied by Proposition 2. By the definition (17), we know that
Q
i
n(x) ≥ QRn (x) holds for all x ∈ Xa(n). uunionsq
A.2.3 Proof for Proposition 7
Statement Given any ε > 0, if UpperBound−LowerBound ≤ ε, then the returned solution
(x∗r , y∗r ) is an ε-optimal root node solution to the regularized problem (4). In particular, if
Qir(xi+1r )−Qir(xi+1r ) ≤ ε for some iteration index i, then UpperBound− LowerBound ≤ ε
and Algorithm 1 terminates after the i-th iteration.
Proof From the definition of vreg and Proposition 6,
vreg ≤ fr(xa(r), y∗r , x∗r) +QRr (x∗r) ≤ fr(xa(r), y∗r , x∗r) +Qir(x∗r) ≤ UpperBound.
Since UpperBound− LowerBound ≤ ε, we have
fr(xa(r), y
∗
r , x
∗
r) +Qir(x∗r) ≤ fr(xa(r), yi+1r , xi+1r ) +Qir(xi+1r ) + ε.
Then, using the optimality of (xi+1r , y
i+1
r ) given by Or(Qir) and the fact that Qir(x) ≤ Qr(x),
we see that
fr(xa(r), y
i+1
r , x
i+1
r ) +Qir(xi+1r ) ≤ min(x,y)∈Fr
{
fr(xa(r), y, x) +Qr(x)
}
= vprim.
Under Assumption 2, vreg = vprim. Therefore, combining all the above inequalities, we have
shown that
vreg ≤ fr(xa(r), y∗r , x∗r) +Qir(x∗r) ≤ vreg + ε,
which means (x∗r , y∗r ) is an ε-optimal root node solution to the regularized problem (4).
Now suppose Qir(xi+1r )−Qir(xi+1r ) ≤ ε for some iteration index i. Note that UpperBound ≤
fr(xa(r), y
i+1
r , x
i+1
r ) +Qir(xi+1r ), we have
UpperBound− LowerBound
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≤ fr(xa(r), yi+1r , xi+1r ) +Qir(xi+1r )− (fr(xa(r), yi+1r , xi+1r ) +Qir(xi+1r ))
= Qir(xi+1r )−Qir(xi+1r )
≤ ε.
Therefore the algorithm terminates after the i-th iteration. uunionsq
A.3 Proofs for Statements in Section 4
A.3.1 Proof for Lemma 3
Statement If an iteration index i ∈ In(δ), i.e., Qi−1n (xin)−Qi−1n (xin) > γn(δ) and Q
i−1
m (x
i
m)−
Qi−1
m
(xim) ≤ γm(δ) for all m ∈ C(n), then
Qin(x)−Qin(x) ≤ γn(δ), ∀x ∈ Xn, ‖x− xin‖ ≤
δn
2Ln
,
where Ln :=
∑
m∈C(n) pnm max{σm, lm,λ + lm,ρ}.
Proof We first show that Q
i
m(x
i
n)−Qim(xin) ≤ γm(δ) for all m ∈ C(n). By definition (13) and
(14), Qi
m
(x) ≥ Qi−1
m
(x) on Xm for all m ∈ C(n). Therefore, by definition (16) and the fact
that (λ, ρ) = (0, σn) is a dual feasible solution for the problem (B), we have
vim = max
(λ,ρ)∈Um
min
(x,y)∈Fm,
z∈Xn
{
fm(z, y, x) +
〈
λ, xin − z
〉
+ ρψn(x
i
n − z) +Qim(x)
}
≥ min
(x,y)∈Fm,
z∈Xn
{
fm(z, y, x) + σnψn(x
i
n − z) +Qim(x)
}
≥ min
(x,y)∈Fm,
z∈Xn
{
fm(z, y, x) + σnψn(x
i
n − z) +Qi−1m (x)
}
= fm(z
i
m, y
i
m, x
i
m) + σnψn(x
i
n − zim) +Qi−1m (xim)
for all m ∈ C(n). The last equality is due to the forward step subproblem oracle OFm(xin,Qi−1m )
in the algorithm. Meanwhile, note that Qim(x) ≤ Qi−1m (x) for x ∈ Xm. By definition (18), we
have
v¯im = fm(z
i
m, y
i
m, x
i
m) + σnψn(x
i
n − zim) +Qim(xim)
≤ fm(zim, yim, xim) + σnψn(xin − zim) +Qi−1m (xim)
for all m ∈ C(n). Note that by definition (17), Qim(xin) ≤ v¯im and by definitions (13) and (15),
Qi
m
(xin) ≥ Cim(xin | λˆim, ρˆim, vim) = vim. Therefore,
Q
i
m(x
i
n)−Qim(x
i
n) ≤ v¯im − vim ≤ Q
i
m(x
i
m)−Qim(xim) ≤ γm(δ).
Consequently, Qin(xin) − Qin(xin) ≤
∑
m∈C(n) pnmγm(δ). Note that Q
i
m(x) is σn-Lipschitz
continuous by Proposition 2, andQi
m
(x) is (ln,λ+ln,ρ)-Lipschitz continuous on Xn by definition
of ψn. Thus Qin(x) and Qin(x) are both Ln-Lipschitz continuous. Therefore, for any x ∈ Xn,
‖x− xin‖ ≤ δn/(2Ln), we have
Qin(x)−Qin(x) ≤ Q
i
n(x
i
n)−Qin(xin) + 2Ln‖x− xin‖
≤
∑
m∈C(n)
pnmγm(δ) + δn = γn(δ).
This completes the proof. uunionsq
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A.3.2 Proof for Lemma 4
Statement Let B = {Bn,k ⊂ Rdn}1≤k≤Kn,n∈N be a collection of balls, each with diameter
Dn,k ≥ 0, such that Xn ⊆ ∪Knk=1Bn,k. Then,
∣∣In(δ)∣∣ ≤ Kn∑
k=1
(
1 +
2LnDn,k
δn
)dn
. (37)
Proof We claim that for any i, j ∈ In, i 6= j, then ‖xin − xjn‖ > δn/(2Ln). Assume for
contradiction that ‖xin − xjn‖ ≤ δn/(2Ln) for some i < j and i, j ∈ In(δ). By the definition
of In(δ), γim ≤ γm(δ) for all m ∈ C(n). By Lemma 3, Qin(x)−Qin(x) ≤ γn(δ) for all x ∈ Xn,
‖x − xin‖ ≤ δn/(2Ln). Since j > i and ‖xin − xjn‖ ≤ δn/(2Ln), this implies γjn = Qjn(xjn) −
Qj
n
(xjn) ≤ γn(δ), which is a contradiction with j ∈ In(δ). Hence we prove the claim.
Let B(R),B(R, x) ⊆ Rd denote the closed balls with radius R ≥ 0, centered at 0 and x,
respectively. It follows from the claim that the closed balls B(δn/(4Ln), xin) are non-overlapping
for all i ∈ In(δ), each with the volume VolB(δn/(4Ln)). Thus the sum of the volumes of these
balls is
∣∣In(δ)∣∣ · VolB(δn/(4Ln)). Note that for each index i ∈ In(δ), xin ∈ Xn and hence
xin ∈ Bn,k for some k. The closed ball B(δn/(4Ln), xin) ⊆ Bn,k + B(δn/(4Ln)), and therefore
⋃
i∈In(δ)
B(δn/(4Ln), xin) ⊆
Kn⋃
k=1
(Bn,k + B(δn/(4Ln))).
It follows that
Vol
 ⋃
i∈In(δ)
B(δn/(4Ln), xin)
 = ∣∣In(δ)∣∣ ·VolB(δn/(4Ln))
≤ Vol
Kn⋃
k=1
(Bn,k + B(δn/(4Ln))

≤
Kn∑
k=1
Vol
(Bn,k + B(δn/(4Ln))) .
Therefore,
∣∣In(δ)∣∣ ≤ Kn∑
k=1
Vol
(Bn,k + B(δn/(4Ln)))
VolB(δn/(4Ln))
=
Kn∑
k=1
(
1 +
2LnDn,k
δn
)dn
.
uunionsq
A.3.3 Proof for Lemam 5
Statement Let l(δ,B) denote the iteration complexity bound in Theorem 2, determined by
the values δ = (δt)
T−1
t=0 and state space covering balls B = {Bt,k}1≤k≤Kt,
0≤t≤T−1
. Then if ∈ N is the
smallest index such that Algorithm 3 gives an ε-optimal root node solution (xi+10 , y
i+1
0 ), then
i ≤ Al(δ,B) with probability one.
Proof Note that for every Al, l ∈ N, it holds that either QAlr (xAl+10 ) − QAlr (x
Al+1
0 ) ≤ γr(δ)
or Al ∈ It(δ) for some 0 ≤ t ≤ T − 1. In the first situation (xAl+10 , yAl+10 ) is an ε-optimal
root node solution by Lemma 7, which implies i ≤ Al. The second situation can only happen
at most l(δ,B) many times by Theorem 2. Therefore, we conclude that i ≤ Al(δ,B) with
probability one. uunionsq
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A.3.4 Proof for Theorem 3
Statement Let l(δ,B) denote the iteration complexity bound in Theorem 2, determined by
the values δ = (δt)
T−1
t=0 and state space covering balls B = {Bt,k}1≤k≤Kt,
0≤t≤T−1
. If i ∈ N is the
smallest index such that Algorithm 3 gives an ε-optimal root node solution (xi+10 , y
i+1
0 ) with
probability being at least 1− p, then
i ≤ l(δ,B) + 2 ln p− l(δ,B) ln 2
M ln (1− 1/|P|) .
Proof We begin the proof by studying the probability Prob
(
1
l(δ,B)
∑l(δ,B)
l=1 Bl > b
)
for a
positive integer b ∈ N. Here we only consider the case where r > E [Bl] = 1/qR since Ri follows
the geometric distribution with parameter qR := 1− (1− 1/|P|)M . Since Bl’s are iid random
variables, from the theory of large deviation, we have
Prob
 1
l(δ,B)
l(δ,B)∑
l=1
Bl > b
 ≤ (MR1 (t)
ert
)l(δ,B)
, (38)
where MR1 (t) is the moment generating function for R1, which has the form
MR1 (t) =
qRe
t
1− et(1− qR)
, 0 < t < − ln (1− qR). (39)
Now consider t∗ = − 1
2
ln (1− p). Substitute t∗ into equations (38) and (39) and we get
Prob
 1
l(δ,B)
l(δ,B)∑
l=1
Bl > b
 ≤ ( qR
1−√1− qR
(1− qR)(r−1)/2
)l(δ,B)
<
(
2(1− qR)(r−1)/2
)l(δ,B)
.
Therefore, as long as r > 1 + 2
ln p/l(δ,B)− ln 2
ln (1− qR)
, Prob
(
1
l(δ,B)
∑l(δ,B)
l=1 Bl > b
)
< p. Since
ln(1− qR) = M ln (1− 1/|P|) and Al(δ,B) =
∑l(δ,B)
l=1 Bl, by Lemma 5, with probability being
at least 1− p, we have
i ≤ l(δ,B) + 2 ln p− l(δ,B) ln 2
M ln (1− 1/|P|) .
uunionsq
A.4 Proofs for Statements in Section 5
A.4.1 Proof for Lemma 6
Statement Suppose fn are Lipschitz continuous with constant ln for all n ∈ N . We have
QRn (x) = Qn(x) on Xa(n) for all non-root nodes n ∈ N , if we choose ψn(x) = ‖x‖ and
σn = ln.
Proof We prove the lemma recursively starting from the leaf nodes. For leaf nodes n ∈ N ,
C(n) = ∅, QRn (x) = minz∈Xa(n) Qn(z) + σnψn(x− z) = minz∈Xa(n) Qn(z) + ln ‖x− z‖. Since
Qn is ln-Lipschitz continuous, Qn(z) ≥ Qn(x) − ln ‖x− z‖. Therefore, QRn (x) ≥ Qn(x) and
by Proposition 2 we know QRn (x) = Qn(x) for all x ∈ Xa(n).
Now suppose for a node n ∈ N , we know that all of its child nodes satisfy QRm(x) =
Qm(x), ∀x ∈ Xn, for all m ∈ C(n). Then by definition,
QRn (xa(n)) = min
(x,y)∈Fn,z∈Xa(n)
fn(z, y, x) + σnψn(xa(n) − z) +QRn (x).
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By assumption, we know that QRn (x) = Qn(x) for all x ∈ Xn. Therefore, QRn (xa(n)) =
minz∈Xa(n) Qn(z) + σnψn(xa(n) − z) = minz∈Xa(n) Qn(z) + ln‖xa(n) − z‖. Then again by
ln-Lipschitz continuity of fn, we conclude that QRn (x) = Qn(x) for all x ∈ Xa(n). uunionsq
A.4.2 Proof for Lemma 7
Statement Consider the set X = {x ∈ Rd : ‖x‖ ≤ D/2} and a finite subset W = {wk}Kk=1 ⊂X . Given any β > 0 and an L-Lipschitz continuous function f : X → R+ such that β/2 <
f(wk) < β for k = 1, . . . ,K, if K <
(
DL
2β
)d
, then the under- and over-approximations:
Q(x) := maxk=1,...,K{0, f(wk)−L ‖x− wk‖} and Q(x) := mink=1,...,K{f(wk) +L ‖x− wk‖}
satisfy
– minx∈X Q(x) = 0, and
– Q(x) > β for all x ∈ arg minx∈X Q(x).
Proof We claim that if K <
(
DL
2β
)d
, then there exists a point xˆ ∈ X such that ‖x− wk‖ ≥ βL
for all k = 1, . . . ,K. We prove the claim by contradiction. Suppose such point does not exist,
or equivalently, for any point x ∈ X , there exists wk ∈ W such that ‖x− wk‖ < βL . This
implies that the balls B(β/L,wk) cover the set X , which leads to
VolX ≤ Vol
 K⋃
k=1
B(β/L,wk)
 ≤ K∑
k=1
VolB(β/L,wk) = K ·VolB(β/L).
Therefore, it must hold that K ≥ VolX/VolB(β/L) =
(
DL
2β
)d
, hence a contradiction.
The existence of xˆ guarantees the minimum minx∈X Q(x) ≤ Q(xˆ) = 0. By definition of Q, we
conclude that minx∈X Q(x) = 0.
Now pick any x ∈ arg minx∈X Q. From the above argument,Q(x) = 0, which implies mink=1,...,K ‖x− wk‖ >
β/(2L) since f(wk) > β/2. This again implies Q(x) > β by the definition of Q(x). uunionsq
A.4.3 Proof for Theorem 4
Statement For the problem (29), there exist subproblem oracles OFn ,O
B
n , and Or, such that
if Algorithm 2 gives UpperBound− LowerBound ≤ ε in the i-th iteration, then
i ≥
(
DLT
2ε
)d
.
Proof First, note that ln,λ = 0 and ln,ρ = L. Therefore, the dual problem of the backward
step oracle OBn (x
i
a(n)
,Qin) for n ∈ N (t), t ≥ 1 is
max
0≤ρ≤L
min
x,z∈X
{
ft(z) + ρ‖xia(n) − z‖+Q
i
n(x)
}
=: max
0≤ρ≤L
vin(ρ). (40)
It is observed that the value vin(ρ) is monotone increasing in ρ and therefore, ρˆ
i
n = L is always
an optimal solution to the dual problem. For this reason, in the following analysis, we assume
the backward step subproblem oracles are such that ρˆin = L for all nodes n ∈ N and iterations
i ∈ N.
We claim that for any 1 ≤ t ≤ T , the over- and under-approximations of value functions
satisfy
Qi
t
(x) ≤ max
k=1,...,i
{
0, ft(x
k
t−1)− L
∥∥∥x− xkt−1∥∥∥}+ min
xt∈Xt
Qi
t+1
(xt),
and
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Q
i
t(x) ≥ min
k=1,...,i
{
ft(x
k
t−1) + L
∥∥∥x− xkt−1∥∥∥}+ min
xt∈Xt
Q
i
t+1(xt).
From the definition (15), we know that the generalized conjugacy cut
Ckn(x | 0, ρˆkn, vkn) = vkn − ρˆkn‖x− xka(n)‖ = vkn − L‖x− xkt−1‖
for node n ∈ N (t) and t ≥ 1. Then in the dual problem (40), by the L-Lipschitz continuity of
ft,
vkn = ft(x
k
t−1) + min
xt∈Xt
Qk
t+1
(xt) ≤ ft(xkt−1) + min
xt∈Xt
Qi
t+1
(xt),
where the inequality is due to Qk
t+1
(x) ≤ Qi
t+1
(x) when k ≤ i. Therefore,
Qi
t
(x) = max
k=1,...,i
{
0, Ckn(x | 0, ρˆkn, vkn)
}
= max
k=1,...,i
{
0, vkn − L‖x− xkt−1‖
}
≤ max
k=1,...,i
{
0, ft(x
k
t−1)− L‖x− xkt−1‖+ min
xt∈Xt
Qk
t+1
(xt)
}
≤ max
k=1,...,i
{
0, ft(x
k
t−1)− L‖x− xkt−1‖
}
+ min
xt∈Xt
Qi
t+1
(xt).
Similarly, by definitions (17) and (18),
v¯kn = ft(x
k
t−1) +Q
k
t+1(x
k
t ) ≥ ft(xkt−1) + min
xt∈Xt
Q
k
t+1 ≥ ft(xkt−1) + min
xt∈Xt
Q
i
t+1,
when k ≤ i. Therefore,
Q
i
t(x) = min
k=1,...,i
{
v¯kn + L‖x− xkt−1‖
}
≥ min
k=1,...,i
{
ft(x
k
t−1) + L
∥∥∥x− xkt−1∥∥∥}+ min
xt∈Xt
Q
i
t+1(xt).
Now we prove the statement by contradiction using the claim. Suppose the iteration index
i <
(
DLT
2ε
)d
. By Lemma 7, we have minx∈Xt−1 Q
i
t
(x) = 0 for all 1 ≤ t ≤ T . Hence we see that
LowerBound = 0 in iteration i. At the same time, note that xkt ∈ arg minxt∈Xt Qk−1t+1 (xt),
which again by Lemma 7 implies ft+1(xkt−1) > ε/T . Therefore, minxt−1∈Xt−1 Q
i
t(xt−1) >
ε/T+minxt∈Xt Q
i
t+1(xt) for all 1 ≤ t ≤ T . This implies thatUpperBound ≥ minx0∈X0 Q
i
0(x0) >
T
(
ε
T
)
= ε, and thus UpperBound− LowerBound > ε in iteration i. Therefore we conclude
that if UpperBound− LowerBound ≤ ε at i-th iteration, then we have i ≥
(
DLT
2ε
)d
. uunionsq
A.4.4 Proof for Lemma 8
Statement Given a d-sphere Sd(R), d ≥ 2 and depth β < (1−
√
2
2
)R, there exists a finite set
of points W with
|W| ≥ (d
2 − 1)√pi
d
Γ (d/2 + 1)
Γ (d/2 + 3/2)
(
R
2β
)(d−1)/2
,
such that for any w ∈ W, Sdβ(R,w) ∩W = {w}.
Proof Let vd denote the d-volume for a d-dimensional unit ball. Recall that the d-volume for
Sd(R) is given by Vold(Sd(R)) = (d + 1)vd+1Rd =
(d+ 1)pi(d+1)/2
Γ ( d+1
2
+ 1)
Rd. We next estimate
the d-volume for the spherical cap Sdβ(R, x). Let α ∈ (0, pi/2) denote the central angle for the
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spherical cap, i.e., cosα = 1 − β/R. Since β < (1 −
√
2
2
)R, we know that α < pi/4. Then for
any x ∈ Sd(R), the d-volume of the spherical cap can be calculated through
Vold(Sdβ(R, x)) =
∫ α
0
Vold−1(Sd−1(R sin θ))R dθ = dvdRd
∫ α
0
(sin θ)d−1 dθ.
Note that when θ ∈ (0, α), sin θ > 0 and cos θ/ sin θ > 1. Therefore, since d ≥ 2,
Vold(Sdβ(R, x)) ≤ dvdRd
∫ α
0
(sin θ)d−1
cos θ
sin θ
dθ = dvdR
d · (sinα)
d−1
d− 1 .
By substituting sinα =
√
1− (1− β/R)2, we have
Vold(Sdβ(R, x))
Vold(Sd(R))
≤ d
d2 − 1
vd
vd+1
(sinα)d−1
=
d
d2 − 1
vd
vd+1
(1− (1− β
R
)2)(d−1)/2
≤ d
d2 − 1
vd
vd+1
(
2β
R
)(d−1)/2
.
Now suppose W = {wi}Kk=1 is a maximal set satisfying the assumption, that is, for any w ∈
Sd(R), w /∈ W, there exists wk ∈ W such that w ∈ Sdβ(R,wk). Then, ∪Kk=1Sdβ(R,wk) ⊇ Sd(R),
and therefore
Vold(Sd(R)) ≤
K∑
k=1
Vold(Sdβ(R,wk)) = |W|Vold(Sdβ(R,w1)).
Therefore we have
|W| ≥ Vold(S
d(R))
Vold(Sdβ(R,w1))
≥
[
d
d2 − 1
vd
vd+1
(
2β
R
)(d−1)/2]−1
=
(d2 − 1)√pi
d
Γ (d/2 + 1)
Γ (d/2 + 3/2)
(
R
2β
)(d−1)/2
.
uunionsq
A.4.5 Proof for Lemma 9
Statement Given positive constants ε, L > 0, let K :=
∣∣∣Wdε/L(R)∣∣∣. For any values vk ∈
(ε/2, ε), k = 1, . . . ,K, there exists an L-Lipschitz continuous convex function F : Bd+1(R)→
R satisfying:
1. F (wk) = vk for all wk ∈ Wd2ε/L(R);
2. F is differentiable at all wk, with vk +
〈∇F (wk), wl − wk〉 < 0 for all l 6= k; and
3. For any wl ∈ Wd2ε/L(R), the under- and over-approximations Q(x) := maxk 6=l{0, vk +〈
∂F (wk), x− wk
〉} and Q(x) := convk 6=l{vk + L ‖x− wk‖} satisfy
Q(wl)−Q(wl) >
3ε
2
.
Proof Let F (x) = maxi=k,...,K{0, vk + LR 〈wk, x− wk〉}. By definition it is convex and L-
Lipschitz continuous. We next show it satisfies 1 and 2 in the lemma. We claim that for every
linear piece lk(x) := vk +
L
R
〈wk, x− wk〉, it holds that lk(wl) < vl for all l 6= k. By definition,
wl /∈ Sdε/L(R,wk) when l 6= k. Therefore, 〈wl − wk, wk〉 < − εRL . Then,
lk(wl) = vk +
L
R
〈wk, wl − wk〉 < vk +
L
R
(− εR
L
) = vk − ε < 0. (41)
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Therefore, F (wk) = vk and F is differentiable at wk, for all wk ∈ Wdε/L(R). Thus vk +〈∇F (wk), wl − wk〉 < 0 for all l 6= k.
Finally we prove 3 in the lemma. From 2, we know that Q(wl) = 0 by definition. So it suffices
to show that Q(wl) > 3ε/2. Let wˆl be the projection of wl onto the convex hull of the points
wk, k 6= l. By Lemma 8, wk /∈ Sdε/L(R,wl) for any k 6= l and thus dist(wl, wˆl) ≥ ε/L.
By definition of the convex envelope, F (wˆl) ≥ mink 6=l F (wk) > ε/2. Consequently, Q(wl) ≥
F (wˆ) + L ‖wl − wˆl‖ > ε/2 + L(ε/L) = 3ε/2. uunionsq
A.4.6 Proof for Theorem 5
Statement For problem (30), if Algorithm 2 gives UpperBound−LowerBound < ε at i-th
iteration, then
i >
1
3
d(d− 2)√pi
d− 1
Γ (d/2 + 1/2)
Γ (d/2 + 1)
(
DL(T − 1)
8ε
)(d−2)/2
= O
(√
d
(
DL(T − 1)
8ε
)d/2−1)
, as d→ +∞.
Proof First we claim that in any iteration i, for any nodal problem k in stage t, the optimal
solution must be xit = wt,k. To see this, note that for each t = 1, . . . , T − 1, Ft is Lipschitz
continuous with constant Lt+1 < Lt. By Proposition 1, Qt(x) is Lt+1-Lipschitz continuous
and so is Qi
t
(x) for all i ∈ N generated by linear cuts. So by the convex optimality condition
0 ∈ ∂(Lt
∥∥xt − wt,k∥∥+Qit(xt)), we conclude that the only optimal solution is xit = wt,k.
Now suppose the node k in stage t is never sampled up to iteration i in the algorithm, then
by Lemma 9,
Q
i
t,k′ (wt−1,k)−Qit,k′ (wt−1,k) >
3ε
2(T − 1) +Q
i
t(wt,k′ )−Qit(wt,k′ ),
for any node k′ in stage t+ 1. By the definition of Qi
t−1 and Q
i
t−1,
Qit−1(wt−1,k)−Qit−1(wt−1,k) >
3ε
2(T − 1) +
1
Kt+1
Kt+1∑
k′=1
[Qit(wt,k′ )−Qit(wt,k′ )].
Therefore, for any iteration index i ≤ 1
3
|Wt|, t = 1, . . . , T − 1, then there are Kt − i ≥ 23 |Wt|
nodes not sampled in stage t, which implies
1
Kt
Kt∑
k=1
[Qit−1(wt−1,k)−Qit−1(wt−1,k)] >
ε
T − 1 +
1
Kt+1
Kt+1∑
k′=1
[Qit(wt,k′ )−Qit(wt,k′ )].
Consequently, Qir − Qir > (T − 1) · εT−1 = ε. Therefore, if UpperBound − LowerBound =
Qir −Qir < ε in the iteration i, then
i >
1
3
min
t=1,...,T−1
|Wt|
=
1
3
d(d− 2)√pi
d− 1
Γ (d/2 + 1/2)
Γ (d/2 + 1)
(
DL(T − 1)
8ε
)(d−2)/2
.
Finally, using the fact that
lim
d→∞
Γ (d/2 + 1)
Γ (d/2 + 1/2)
√
d/2
= 1,
the asymptotic rate is obtained as d→ +∞. uunionsq
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B Problem Classes Satisfying Exact Penalization
In this section, we discuss the problem classes that allows exact penalty reformulation, as
stated in Assumption 2.
B.1 Convex problems with interior points.
Recall the the problem (1) is convex if all the feasible sets Fn and functions fn are convex for
all n ∈ N . The Slater condition states that the intersection of the domain dom(∑n∈N fn) and
the feasible sets Πn∈NFn has a non-empty interior. Then we have the following proposition
on the exactness.
Proposition 8 If the problem (1) is convex and satisfies the Slater condition, and moreover
the penalty functions ψn are sharp, then there exist σn > 0 such that the penalty reformulation
is exact.
Proof Consider a perturbation vector w = (wn)n∈N such that wn ∈ Xa(n) − Xa(n) for each
n ∈ N , and define the perturbation function
τ(w) := min
(zn,xn,yn)∈Xa(n)×Fn
{∑
n∈N
pnfn(zn, yn, xn)
∣∣∣∣ wn = xa(n) − zn, ∀n ∈ N}.
The function τ is convex and vprim = τ(0) by definition. By the Slater condition, 0 ∈
int(dom(τ)) and hence there exists a vector λ ∈ R|N| such that τ(w) ≥ τ(0)+〈λ,w〉 for all per-
turbation w. Since ψn are sharp, there exist σn > 0 such that
∑
n∈N σnψn(wn) + 〈λ,w〉 > 0
for all w 6= 0. Consequently the penalty reformulation is exact since vreg = minw τ(w) +∑
n∈N σnψn(wn) and all optimal solutions must satisfy wn = xa(n) − zn = 0 for all n ∈ N .uunionsq
B.2 Problems with finite state spaces.
We say a problem (2) has finite state spaces if the state spaces Xn are finite sets for all nodes
n. Such problems appear in multistage integer programming [35], or when the original state
spaces can be approximated through finite ones [36,17]. The following proposition shows the
penalty reformulation is exact whenever the state spaces are finite.
Proposition 9 For any penalty functions ψn, n ∈ N , if the state spaces are finite, then there
exists a finite σn > 0 such that the penalty reformulation (6) is exact.
Proof Let dn := minx6=z∈Xa(n)
∣∣ψn(x− z)∣∣ for each n ∈ N . Since ψn is a penalty function and
the state space Xn is finite, we know dn > 0. Define c as
c := min
(zn,yn,xn)∈Xa(n)×Fn
∑
n∈N
pnfn(zn, yn, xn). (42)
Since (42) is a relaxation of the original problem (1) by ignoring coupling constraint zn = xa(n),
then c ≤ vprim. We choose σn = 1 + (vprim − c)/(pndn) for all n ∈ N .
Now let (xn, yn, zn)n∈N be an optimal solution to the regularized problem (4). Then if there
exists xa(m) 6= zm for some m 6= r, then pmσmψm(xa(m) − zm) > vprim − c. Consequently,
vreg ≥ c+
∑
n∈N
pnσnψn(xa(n) − zn)
≥ c+ pmσmψm(xa(m) − zm)
> c+ vprim − c
= vprim.
This is a contradiction since vreg ≤ vprim. Therefore, any optimal solution to the reformula-
tion (6) must have xa(n) = zn for all n 6= r, which means the penalty reformulation is exact.
uunionsq
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B.3 Problems defined by mixed-integer linear functions.
The problem (1) is said to be defined by mixed-integer linear functions, if all the feasible sets
Fn and the epigraphs epifn are representable by mixed-integer variables and non-strict linear
inequalities with rational coefficients. A penalty function ψ : Rd → R+ is said to be sharp, if
ψ(x) ≥ c ‖x‖ for all x ∈ V ⊂ Rd, for some open neighborhood V 3 0 and some positive scalar
c > 0. Recall that by Assumption 1, the primal problem is feasible, vprim > −∞. We have the
following proposition on the exact penalty reformulation.
Proposition 10 ([13], Theorem 5) If problem (1) is defined by mixed-integer linear func-
tions and the penalty functions ψn are sharp for all n ∈ N , then there exist σn > 0, such that
the penalty reformulation is exact.
B.4 Problems defined by C1-functions.
The problem (1) is said to be defined by C1-functions if it is defined by functional constraints
using indicator functions in each node n ∈ N :
fn(xa(n), yn, xn) =
{
fn,0(xa(n), yn, xn), if gn,i(xa(n), yn, xn) ≤ 0, i = 1, . . . , In,
+∞ otherwise.
with all fn,0, gn,i, i = 1, . . . , In being continuously differentiable. The Karush-Kuhn-Tucker
condition at a feasible point (xn, yn)n∈N of (1) says that there exist multipliers µn,i ≥ 0, i =
1, . . . , In, such that
∇xn,yn
∑
n∈N
(fn,0(xa(n), yn, xn)− µn,ign,i(xa(n), yn, xn)
 = 0,
µn,ign,i(xa(n), yn, xn) = 0, i = 1, . . . , In.
We have the following proposition on the exactness.
Proposition 11 Suppose the problem (1) is defined by C1-functions and the Karush-Kuhn-
Tucker condition holds for every local minimum solution of (1). If the penalty functions ψn
are sharp for all n ∈ N , then there exist σn > 0 such that the penalty reformulation is exact.
We give the proof of Proposition 11 below.
B.4.1 Proof for Proposition 11.
We begin by stating a general exact penalization result for problems defined by C1-functions.
Consider the following perturbation function
p(u) := min
x∈Rd
f(x, u) (43)
s.t. gi(x, u) ≤ 0, i = 1, . . . , I,
hj(x, u) = 0, j = 1, . . . , J,
Here u is the perturbation vector and u = 0 corresponds to the original primal problem. Let ψ
be a penalty function on Rd and σ > 0 a penalty factor. A penalization of the original primal
problem p(0) is given by
min
x∈Rd
f(x, u) + σψ(u) (44)
s.t. gi(x, u) ≤ 0, i = 1, . . . , I,
hj(x, u) = 0, j = 1, . . . , J.
SDDP for MS-MINLP 41
Naturally we could impose some bound on the perturbation as ‖u‖ ≤ Ru. We assume that
f, gi, hj are continuously differentiable in x and u for all i, j. Moreover, the compactness in
Assumption 1 implies that the feasible region prescribed by the inequality constraints gi(x, u) ≤
0 are compact in x for any u, i.e., X = {x ∈ Rd : ∃u, ‖u‖ ≤ Ru, s.t.gi(x, u) ≤ 0, i = 1, . . . , J}
is compact. For example, some of the inequalities are bounds on the variables, ‖x‖∞ ≤ 1. We
will show that there exists a penalty factor σ > 0 such that any optimal solution to (44) is
feasible to (43).
We first characterize the property of the perturbation function p(u).
Lemma 10 The perturbation function p(u) is lower semicontinuous.
Proof Let X(u) ⊂ X denote the feasible set in x dependent on u. The minimum in the
definition is well defined for every u due to the compactness of X(u).
We show that p(u) is lower semicontinuous (lsc) by showing lim infv→u p(v) ≥ p(u) for any
u. Assume for contradiction that for any ε > 0, there exists a sequence {vk}∞k=1 such that
vk → u and p(vk) ≤ p(u)− ε. Let xk ∈ arg min f(x, vk) and thus p(vk) = f(x, vk). Since X is
compact, there exists a subsequence xkj and z ∈ X such that xkj → z as j → ∞. Then by
continuity of f , f(z, u) = limj→∞ f(xkj , vkj ) ≤ p(u)− ε. This contradicts with the definition
of p(u), since p(u) = minx∈X(u) f(x, u) ≤ f(z, u) ≤ p(u)− ε. Therefore p(u) is lsc. uunionsq
Now we give the theorem of exact penalization for problems defined by C1-functions.
Proposition 12 If the Karush-Kuhn-Tucker condition is satisfied at every local minimum
solution of (43), then the penalty reformulation (44) is exact for some finite σ > 0.
Proof Let X(u) denote the feasible region of x defined by constraints gi(x, u) ≤ 0, i = 1, . . . , I
and hj(x, u) = 0, j = 1, . . . , J . Then X(u) is compact for any u by the continuity of the
constraint functions. We show that for every optimal solution x0 ∈ X(0), there exists a neigh-
borhood V (x0) 3 x0 in the x space, U(x0) 3 u = 0 in the u space, and constant L(x0) > 0,
such that for all x ∈ V (x0) and u ∈ U(x0), we have
f(x, u) ≥ f(x0, 0)− L(x0) · ‖u‖ .
Then we use this fact together with compactness of X(0) to show the existence of exact
penalization. In this proof, the little-o is used to simplify notation, i.e., o(‖a‖) denotes a
function b(a) such that
lim
a→0
∣∣b(a)∣∣
‖a‖ = 0.
Pick any optimal solution x0 ∈ X(0). By definition, it is also a local minimum solution.
Due to constraint qualification, the KKT condition is satisfied at x0, that is, there exist
λi ∈ R, i = 1, . . . , I, and µj ≥ 0, j = 1, . . . , J such that
∇xf(x0, 0) +
I∑
i=1
λi∇xgi(x0, 0) +
J∑
j=1
µj∇xhj(x0, 0) = 0, (45)
hj(x0, 0) = 0, j = 1, . . . , J,
gi(x0, 0) ≤ 0, λi · gi(x0, 0) = 0, i = 1, . . . , I.
Since hj ’s are continuously differentiable and hj(x0, 0) = 0, we have〈∇xhj(x0, 0), x− x0〉+ 〈∇uhj(x0, 0), u〉+ o(‖x− x0‖+ ‖u‖) = 0, j = 1, . . . , J. (46)
Let A ⊂ I denote the set of active inequality constraints. Then similarly we have〈∇xgi(x0, 0), x− x0〉+ 〈∇ugi(x0, 0), u〉+ o(‖x− x0‖+ ‖u‖) ≤ 0, i ∈ A. (47)
For any i /∈ A, by the continuity of gi, there exist neighborhoods Wi of x0 and U ′i of u = 0
such that for any (x, u) ∈ Wi × U ′i , gi(x, u) < 0 remains inactive. Now, from (45), (46), (47),
and f being continuously differentiable, we have
f(x, u)− f(x0, 0)
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=
〈∇xf(x0, 0), x− x0〉+ 〈∇uf(x0, 0), u〉+ o(‖x− x0‖+ ‖u‖)
=
〈
−
I∑
i=1
λi∇xgi(x0, 0)−
J∑
j=1
µj∇xhj(x0, 0), x− x0
〉
+
〈∇uf(x0, 0), u〉+ o(‖x− x0‖+ ‖u‖)
=
〈
−
∑
i∈A
λi∇xgi(x0, 0)−
J∑
j=1
µj∇xhj(x0, 0), x− x0
〉
+
〈∇uf(x0, 0), u〉+ o(‖x− x0‖+ ‖u‖)
≥
〈
∇uf(x0, 0) +
∑
i∈A
λi∇ugi(x0, 0) +
J∑
j=1
µj∇uhj(x0, 0), u
〉
+ o(‖x− x0‖+ ‖u‖)
> −L(x0) · ‖u‖+ o(‖x− x0‖+ ‖u‖),
where L(x0) :=
∥∥∥∇uf(x0, 0) +∑i∈A λi∇ugi(x0, 0) +∑Jj=1 µj∇uhj(x0, 0)∥∥∥ + 1 > 0. By the
definition of the little-o notation, there exists a neighborhood V (x0) ⊂ ∩i/∈AWi, x0 ∈ V (x0)
and U(x0) ⊂ ∩i/∈AUi, 0 ∈ U(x0) such that
f(x, u)− f(x0, 0) ≥ −L(x0) · ‖u‖ , ∀ (x, u) ∈ V (x0)× U(x0).
Now, let Xopt(0) denote the set of optimal solutions of x when u = 0. Note that Xopt(0) ⊂
X(0) is closed due to the continuity of f, hi, gj , hence compact. The collection of open sets
{V (x)}x∈Xopt(0) coversXopt(0). By compactness, there exists a finite subcollection {V (xk)}Kk=1
such that Xopt(0) ⊂ ∪Kk=1V (xk) =: V . Let L := maxk=1,...,K L(xk) and U = ∩Kk=1U(xk). Let
f∗ denote the optimal value for u = 0. Then we have
f(x, u) ≥ f∗ − L · ‖u‖ , ∀ (x, u) ∈ V × U.
To show the inequality for x /∈ V , define
p˜(u) = min
x∈X(u)\V
f(x, u).
Note that p˜(0) > f∗ by the definition of Xopt(0). Then by Lemma 10, p(u) is lower semicon-
tinuous, and we know that there exists a neighborhood U ′ of 0 such that p˜(u) > f∗ for all
u ∈ U ′. Therefore, for all u ∈ U ∩ U ′, we have
f(x, u) ≥ f∗ − L · ‖u‖ .
Finally, we can show that the penalization is exact. Since ψ is sharp, there exist an open set
U˜ ⊂ U ∩ U ′, and positive constants c > 0 such that
ψ(u) ≥ c ‖u‖ on U˜ .
Let M = minu∈B¯Ru (0)\U˜ p˜(u) > f
∗, m = minu∈B¯Ru (0)\U˜ ψ(u) > 0 because ψ is a penalty
function. Let σ = (M − f∗)/m+ 1. We have
f(x, u) ≥ f∗ − σ · ‖u‖ , ∀u ∈ B¯Ru (0) \ {0}, x ∈ ∪uX(u).
As a result, any optimal solution to the penalization (44) would satisfy u = 0. uunionsq
Note that our problem (6) can be written into the form (44) by letting u = (xa(n), zn)n∈N ,
and including the constraints
zn − xa(n) = 0, ∀n 6= r ∈ N
in the equality constraints hj(x, u) = 0. And other constraints gi(x, u) ≤ 0 correspond to the
functional constraints in the problem (1). Since ψn are sharp, the aggregate penalty function
defined by
ψ(u) =
∑
n∈N
pnψn(xa(n) − zn),
is also sharp. Let σ denote the penalty factor in Proposition 12. Proposition 11 follows from
this by letting σn = σ/pn for all n ∈ N .
