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BOUNDARY VALUES OF HOLOMORPHIC SEMIGROUPS AND
FRACTIONAL INTEGRATION
OMAR EL-MENNAOUI, VALENTIN KEYANTUO, AND AHMED SANI
Abstract. The concept of boundary values of holomorphic semigroups in a general
Banach space is studied. As an application, we consider the Riemann-Liouville semigroup
of integration operator in the little Ho¨lder spaces lipα0 [0, 1], 0 < α < 1 and prove that it
admits a strongly continuous boundary group, which is the group of fractional integration
of purely imaginary order. The corresponding result for the Lp-spaces (1 < p <∞) has
been known for some time, the case p = 2 dating back to the monograph by Hille and
Phillips. In the context of Lp spaces, we establish the existence of the boundary group of
the Hadamard fractional integration operators using semigroup methods. In the general
framework, using a suitable spectral decomposition,we give a partial treatment of the
inverse problem, namely: Which C0-groups are boundary values of some holomorphic
semigroup of angle pi/2?
1. Introduction
The concept of boundary values of holomorphic semigroups that we use in the present
work originates in the treatise [22]. Specifically, in [22, Chapter 17], the authors give
a necessary and sufficient condition for a holomorphic semigroup of angle π/2 to admit
a boundary value group. The converse question of which groups are boundary values
of holomorphic semigroups is answered in [22, Theorem 17.10.1]. Using this concept,
Arendt, El-Mennaoui and Hieber [3] gave an elementary proof to the classical result of L.
Ho¨rmander [3, Theorem 3.9.4 and Chapter 8] to the effect that the Schro¨dinger operators
±i∆ generate C0−semigroups on Lp(Rn) if and only if p = 2. Later the same approach was
also used in [18] to prove a similar result in Lp(Πn) with Dirichlet, Neumann or periodic
boundary conditions (where Πn = Rn/Zn denotes the n−dimensional torus).
The following proposition [22, Theorem 17.9.1 and Theorem 17.9.2] answers the question
of which holomorphic semigroups in the right half-plane admit boundary value groups.
Proposition 1.1. Let A be the generator of a holomorphic C0−semigroup T of angle π/2
on a Banach space E. Then iA (resp. −iA) generates a C0−semigroup (which is the
boundary value of T ) if and only if T is bounded on D+ := {z ∈ C; Re(z) > 0, Im(z) >
0, |z| ≤ 1} (resp. on D− := {z ∈ C; Re(z) > 0, Im(z) < 0, |z| ≤ 1}).
This result was extended by El-Mennaoui to cover holomorphic semigroups which ad-
mit as boundary values exponentially bounded integrated semigroups. The results are
presented in [1, Section 3.14] and applied to the Schro¨dinger equation in Lp spaces.
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Our focus in the present paper is on the Riemann-Liouville semigroup which describes
the fractional integration. It is also the basis for the definition of the most commonly used
concepts of fractional derivatives, namely the Riemann-Liouville and the Caputo fractional
derivatives. The explicit representation of this semigroup (J(z))Re(z)>0 is given by
(1.1) J(z)f(t) =
1
Γ(z)
∫ t
0
(t− s)z−1f(s)ds (f ∈ L1[0, 1], t ∈ (0, 1)).
We will show that the semigroup J is bounded on D := D+ ∪ D− with respect to the
norm of the space Lipα[0, 1] of all α−Lipschitz continuous functions on [0, 1]. In view of
Proposition 1.1 we conclude the existence of a boundary value group on lipα[0, 1] which is
the largest subspace of Lipα[0, 1] on which J is strongly continuous.
The Riemann-Liouville semigroup was studied extensively in [22, Section 23.16] where
it is proved that it is strongly continuous and holomorphic in Lp(0, 1), 1 ≤ p < ∞. In
particular, a description of its infinitesimal generator is given [22, Section 23.16.1]. The
importance of this semigroup in spectral and ergodic theory is stressed and it is proved
that when p = 2, a boundary group exists. The proof in that monograph relies on a
lemma by Kober [22, Lemma 23.16.2]. An interesting result is the explicit computation of
the norm of boundary group ‖J(it)‖L2 = e
1
2
|t|, t ∈ R. This means in particular that the
boundary group is not uniformly bounded.
Let −B be the generator of the translation semigroup on Lp[0, 1]. In section 3 below we
recall the well known fact that J(z) may be identified with B−z (Re(z) > 0). It was proved
in [18] (see also [1, Section 3.14]), using the transference principle due to R. Coifman and
G. Weiss [12] and/or [13] that J is bounded on D± as a holomorphic semigroup of angle
π/2 acting on Lp[0, 1] if and only if 1 < p < +∞. Here the notation D± will stand
henceforth for D+ or D− and will mean either the first object or the second one. A
similar notation prevails for all mathematic objects along this paper like E± and ±i∆ in
section 2. It should be noted that a similar result had appeared earlier (see the two papers
[17], [24]) using different methods for the proofs. While Kalish relies on Kober’s results
on integral operators on Lp−spaces, Fisher uses the Mikhlin multiplier theorem. The
method of Kalish is therefore close to the one used by Hille-Phillips [22] when p = 2. The
Riemann-Liouville semigroup J(z) may be viewed as the semigroup of fractional powers of
the Volterra operator (for details, see e.g. [20, Section 8.5], in particular Theorem 8.5.8).
Let µ ∈ R. The Hadamard type fractional integration operators of order α > 0 are given
by
(1.2) (J αµ f)(x) =
1
Γ(α)
∫ x
0
(
t
x
)µ(ln(
x
t
))α−1f(t)
dt
t
(x > 0),
and
(1.3) (Iαµ f)(x) =
1
Γ(α)
∫ ∞
x
(
x
u
)µ(ln(
u
x
))α−1f(u)
du
u
(x > 0).
The fractional integral (1.2) (in the case µ = 0) appears first in Hadamard’s paper
[21] dedicated to the study of fine properties of functions which are representable by
power series. It is obtained as a modification of the Riemann-Liouville fractional integral.
Our approach to the Hadamard fractional derivative seems to be new in that it involves
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the abstract theory of fractional powers of semigroup generators while the classical ap-
proach consists in modifying the Riemann-Liouville fractional integral (see for example
[35, Section 18.3]). In the case of the Riemann-Liouville semigroup, the connection with
fractional powers of the generator of the translation semigroup is well documented (see
e.g. [1, 20, 35]).
We prove that in the spaces Xc (see Section 3 below), and for 1 < p < ∞, these
semigroups with parameter α are holomorphic of angle π2 and for appropriate values of c, µ
they admit boundary values on the imaginary axis. We derive the above representations
in a way similar to the Riemann-Liouville case described earlier. From this, the semigroup
property which was proved in the papers [7, 8, 26] without appeal to semigroup theory
(relying instead on direct computation and the use of the Mellin transform), is obtained
as a consequence. More specifically, our proofs are based on the following two operator
semigroups
(T1(t)f)(x) = f(xe
t), x > 0, t > 0,
(T2(t)f)(x) = f(xe
−t), 0 < x < a, t > 0,
acting on appropriate weighted Lp spaces, where 1 ≤ p < ∞ and a ∈ (0, ∞]. More
precisely, we consider the semigroups (e−µtTj(t)), 1 = 1, 2. Such semigroups have been
studied extensively in connection with spectral theory and asymptotic behavior the Black-
Scholes equation ut = x
2uxx+xux of financial mathematics (see [2]). This is a degenerate
parabolic equation. The semigroup (T1) is also important in spectral theory where it is
used to provide counterexamples in various contexts (see e.g. [1, Chapter 5], [2]). We are
able to recover some results of Boyd [5] on the powers of the Cesa`ro operator.
In recent years, fractional calculus has gained increasing interest due to its suitability
in modeling several phenomena (deterministic or stochastic) in science and engineering,
most notably phenomena with memory effects such as anomalous diffusion, fractional
Brownian motion and problems in material science, to name a few. Some information as
well references on these topics can be found in [28], [32], [33] and [35].
The right nilpotent translation semigroup S is of contraction operators on C[0, 1] whose
maximal subspace of strong continuity is C0[0, 1] := {f ∈ C[0, 1], f(0) = 0}. The Lips-
chitz space
Lipα0 [0, 1] = C0[0, 1] ∩ Lipα[0, 1] =
{
f ∈ C0[0, 1], sup
t6=s
|f(t)− f(s)|
|t− s|α <∞
}
where 0 < α < 1 is a subspace of C0[0, 1] invariant under the semigroup S but strong
continuity fails as well. The maximal subspace of Lipα0 [0, 1] on which strong continuity
holds is the little Ho¨lder space lipα0 [0, 1]. A more concrete description of the little Ho¨lder
space lipα0 [0, 1] is the following:
(1.4) lipα0 [0, 1] =
{
f ∈ C0[0, 1], lim
δ→0
sup
0<|t−s|≤δ
|f(t)− f(s)|
|t− s|α = 0
}
.
The lack of strong continuity in the space Lipα0 [0, 1] is no accident. Indeed, by a the-
orem of Ciesielski [9] (see also [6, Section 2.7]), for each α ∈ (0, 1), the space Lipα0 [0, 1]
is isomorphic to the space l∞(N) of bounded sequences. In spaces of this type (namely
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Grothendieck spaces with the Dunford-Pettis property), all generators of strongly contin-
uous semigroups are bounded operators (see [1, Theorem 4.3.18 and Corollary 4.3.19]).
The typical spaces in this class are the spaces L∞(Ω, µ) where (Ω, µ) is a measure space,
in particlular l∞, the Hardy space H∞(D) of bounded holomorphic functions on the open
unit disc, as well as the spaces C(K) of continuous function on a compact Hausdorff space
when K is extremally disconnected. On the other hand, another result of Ciesielski from
[9] states that lipα0 [0, 1] is isomorphic to the space c0 of complex sequences converging to
0.
In the present paper, we shall prove that a boundary group exists in the Ho¨lder spaces
lipα0 [0, 1], 0 < α < 1. The paper is organized as follows. In Section 2, we study boundary
values of holomorphic semigroups by analysing existence of boundary values for individual
trajectories T (z)x. The semigroups we consider are holomorphic in some sector Σφ :=
{z ∈ C \ {0}, | arg(z)| < φ} where φ ∈ (0, π2 ] is given. The Coifman-Weiss transference
principle is applied to the Hadamard type semigroups in Section 3 to prove the existence
of boundary value groups on the imaginary axis. On the way to this, we are able to
recover some results of Boyd [5] on the powers of the Cesa`ro operator. We prove existence
of the boundary for the Riemann-Liouville semigroup as our main result in Section 4 by
direct estimates allowing us to apply Proposition 1.1. In the final Section 5, we use a
spectral approach to study the question of which groups are boundary value groups. In
particular, a generalization of the spectral decomposition in [15] will be established in the
more general spectral situation. Precisely, we obtain a direct suitable space decomposition
when the spectrum of the generator is assumed to be union of two connected components
which belong disjointly to C+ and C−.
2. Boundary values of a holomorphic semigroup
We first make precise what we mean by boundary values of holomorphic semigroups.
Let A be a linear operator in a complex Banach space E. For θ ∈ (0, π] let Σθ be the
sector in the complex plane:
Σθ := {z ∈ C; z 6= 0, |arg(z)| < θ}.
We recall that A generates a bounded holomorphic semigroup of angle φ ∈ (0, π/2] if A
generates a C0−semigroup T which has a bounded extension to each subsector Σφ′ (where
0 < φ′ < φ) of the sector Σφ. The bound will in general depend on φ′. Then by ana-
lytic continuation, the holomorphic extension, still denoted by T , satisfies the semigroup
property: T (z+ z′) = T (z)T (z′) for z, z′ ∈ Σφ and limz→0,z∈Σφ T (z) = I in the strong op-
erator topology. The operator A generates a holomorphic semigroup T of angle φ if for all
θ ∈ (0, φ) there exists ω ≥ 0 such that A−ωI generates a bounded holomorphic semigroup
Tθ of angle θ (and then T (z) = e
ωzTθ(z), z ∈ Σθ). Then for θ ∈ (−φ, φ), (T (teiθ))t≥0 is a
C0−semigroup and its generator is eiθA. Conversely, supposeA generates a C0−semigroup.
Then, if for each θ ∈ (−φ, φ) where φ ∈ (0, π2 ], the operator eiθA is the generator of a
C0−semigroup of contractions, then and only then, A generates a holomorphic semigroup
of contractions of angle φ (see [25, Theorem 1.54] where this and similar results are pre-
sented).
Due to their importance in the area of partial differential equations (more precisely,
those of parabolic type) and in the theory of stochastic processes, holomorphic semigroups
have been extensively studied from the early days of the theory of strongly continuous
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semigroups. We refer to [1, 6, 19, 22, 31] for more information on the subject. Throughout
this paper we denote respectively by D(A), σ(A) and ρ(A) the domain, the spectrum and
the resolvent set of A. In this first section we are interested in the boundary values of
holomorphic semigroups. In this context, we reformulate Proposition 1.1 as:
Proposition 2.1. Let A be the generator of a holomorphic C0−semigroup T of angle
φ ∈ (0, π/2]. Then T (te±iφ)x := limǫ→0 T (ǫ+ te±iφ)x exists uniformly in t ∈ [0, 1] for all
x ∈ E if and only if
sup
z∈Σφ∩D±
‖T (z)‖ <∞.
Proposition 2.1 is an obvious combination of [3, Proposition 1.1, Proposition 1.2]. In
fact, in this case, the operators (T (te±iφ))0≤t≤1 can then be canonically extended to the
half line [0,∞) as C0−semigroups. We call these semigroups (T (te±iφ))t≥0 the boundary
values of T.
When we deal with parabolic partial differential equations in Lp spaces, for instance,
the holomorphic semigroup T may not be locally bounded on Σφ but the trajectories
for smooth initial data may be locally bounded. In order to assign also boundary val-
ues, to these semigroups, we consider for every holomorphic semigroup T of angle φ the
T−invariant subspaces shortly denotedET and ET :
ET := {x ∈ E; lim
ǫ→0
T (ǫ+teiφ)x converges uniformly for t in compact subsets of [0,+∞)},
ET := {x ∈ E; lim
ǫ→0
T (ǫ+te−iφ)x converges uniformly for t in compact subsets of [0,+∞)},
where the convergence is to be understood in E. As a consequence of the above uniform
convergence we also have x ∈ ET (respectively x ∈ ET ) if and only if T (ǫ+ z)x converges
uniformly for z in the compact subsets of Σ+φ := {z ∈ Σφ; Im(z) ≥ 0} (respectively
Σ−φ := {z ∈ Σφ; Im(z) ≤ 0}). We then set T (te±iφ)x := limǫ→0 T (ǫ + te±iφ)x for all
x ∈ ET ∩ ET .
Proposition 2.2. Let A be the generator of a holomorphic C0−semigroup T of angle
φ ∈ (0, π/2] and ET , ET be the subspaces defined above. Then:
i) ET ∩ET is dense in E.
ii) For all x ∈ ET , z, z′ ∈ Σ+φ (respectively x ∈ ET , z, z′ ∈ Σ−φ ) we have T (z′)T (z)x =
T (z+ z′)x and Σ+φ ∋ z 7→ T (z)x (respectively Σ−φ ∋ z 7→ T (z)x ) is continuous with values
in E.
Proof. (i) Let x ∈ E. For all t0 > 0 since T is strongly uniformly continuous on the
compact subsets of the sub-sectors Σθ, 0 < θ < φ we have T (t0)x ∈ ET ∩ ET and
T (t0)x→ x as t0 → 0. The claim follows.
(ii) Let z ∈ Σ+φ , z′ ∈ Σφ and x ∈ ET . We have T (z)x = lim
ǫ→0
T (ǫ + z)x uniformly for z in
the compact subsets of Σ+φ . Then
T (z′)T (z)x = lim
ǫ→0
T (z′)T (ǫ+ z)x
= lim
ǫ→0
T (ǫ+ z + z′)x = T (z + z′)x
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since z+z′ ∈ Σφ. The continuity of z 7→ T (z)x on Σ+φ follows from the uniform convergence.
The same argument prevails for x ∈ ET and z ∈ Σ−φ . 
The above proof uses the fact that
⋃
t>0 T (t)(E) is dense in E, which follows from
the C0− property. We mention that for general holomorphic semigroups, more is true:⋂
t>0 T (t)(E) is dense in E( see e.g. [10]).
Example 2.3. Let E = l2(N) and (A,D(A)) be given by
A(xn) : =
(
(−n+ in+ i ln(n+ 1))xn
)
D(A) : =
{
(xn) ∈ l2(N) | (nxn) ∈ l2(N)
}
.
Then A with domain D(A) generates a holomorphic C0−semigroup T of angle π/4 given
by
T (z)(xn) :=
(
exp((−n+ in+ i ln(n+ 1))z)xn
)
for all (xn) ∈ l2(N) and z ∈ Σπ/4. Moreover, we have ET+ = E and ET− = {(xn) ∈
l2(N), (nαxn) ∈ l2(N) for all α > 0}. In fact, for all z ∈ Σpi
4
and all integer n we have
‖T (z)(xn)‖ =‖ exp ((−n + in+ i ln(n+ 1))z)xn‖
=‖ exp ((−
√
2ne−
ipi
4 + i ln(n + 1))z)xn‖
and for the upper boundary values z = tei
pi
4 , t ≥ 0, we obtain
‖T (z)(xn)‖ =‖ exp((−n+ in+ i ln(n+ 1))tei
pi
4 )xn‖
=‖ exp ((−n
√
2e−i
pi
4 + i ln(n+ 1))tei
pi
4 )xn‖
=‖ exp(−n
√
2t− ln(n + 1)√
2
t)xn‖.
From this it follows that T (tei
pi
4 ) is well defined for all t ≥ 0 and all (xn) ∈ E, which
means that ET = E.
Let us now examine the behavior of the semigroup for lower boundary values z = te−i
pi
4 , t ≥
0. For such values z we obtain
‖T (z)(xn)‖ =‖ exp((−n+ in+ i ln(n+ 1))te−i
pi
4 )xn‖
=‖ exp((ni
√
2t) + e
t
ln(n+1)√
2 )xn‖
=‖et
ln(n+1)√
2 xn‖
=
(
Σn≥0(n+ 1)2t/
√
2|xn|2
)1/2
.
In order to ensure the existence of boundary values for semigroup T (z)Re(z)≥0, one must
have (nαxn)n ∈ l2(N) for all α ≥ 0 and all (xn) ∈ l2(N). This is obviously not the case for
an arbitrary x in l2(N). However, we conclude that
ET = {(xn)n ∈ l2(N) such that (nαxn)n ∈ l2(N), ∀α > 0}.
This is a dense subspace of l2(N) as it contains the finitely supported sequences.
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This example shows that the semigroup lives until a maturity which depends on the
regularity of the initial data. So, for more regular positions (e.g x ∈ D∞ = ∩n≥0D(An))
such as x = (e−n)n≥0, the limit limǫ→0 T (ǫ + te−i
pi
4 ) exists uniformly for all t ≥ 0 in
compact subsets of R+.
Now, t 7→ T (te+iφ) and t 7→ T (te−iφ) seen as functions on [0,+∞) with values respec-
tively in the spaces L(ET , E) and L(ET , E), where ET and ET are equipped with an
adequate topology, are called the boundary values of T . The cases when ET = E (resp.
ET = E) or D(A
n) ⊂ ET (resp. D(An) ⊂ ET ) for some integer n ≥ 1 are of particular
interest. The first case is characterized in Proposition 1.1. The second one, which includes
many partial differential equations, is the subject of the following proposition.
Proposition 2.4. Let A be the generator of a holomorphic C0−semigroup T of angle
φ ∈ (0, π/2] and n ≥ 1 be an integer. Then D(An) ⊂ ET (resp. D(An) ⊂ ET ) if and only
if ‖T (z)‖L([D(An)],E) is locally bounded on Σ+φ (resp.Σ−φ ).
Proof. We prove the claim for ET and Σ+φ . Analogously, the same argument remains
true for ET and Σ
−
φ . Assume that n ≥ 1 and D(An) ⊂ ET and let λ0 ∈ ρ(A). Then
limǫ→0 T (ǫ+ z)(λ0 −A)−nx converges for all x ∈ E uniformly for z in compact subsets of
Σ
+
φ . It follows, by the uniform bounded principle ‖T (ǫ+ z)(λ0−A)−n‖ is locally bounded
in Σ
+
φ .
Conversely, if T (z)(λ0 − A)−n is locally bounded in Σφ ∩ {z; ± Im (z) ≥ 0}, since ET±
is dense it follows that limǫ→0(λ0 − A)−nT (ǫ + t exp(+iφ))x = (λ0 − A)−n limǫ→0 T (ǫ +
t exp(+iφ))x exists for all x ∈ E uniformly for t in compact subsets of [0,+∞).

In practice the estimate on ‖T (z)‖L([D(An)],E) is not easy to establish and one prefers to
estimate ‖T (z)‖L(E). The following proposition gives a sufficient condition on ‖T (z)‖L(E)
to guarantee D(An) ⊂ ET ∩ ET .
Proposition 2.5. Let A be the generator of a holomorphic C0−semigroup T of angle
φ ∈ (0, π/2] and n ≥ 1 be an integer. Assume that there exists some γ ∈ [0, n) such that the
function z 7→ (|z|d(z, ∂Σφ))γ‖T (z)‖L(E) is locally bounded on Σφ. Then D(An) ⊂ ET ∩ET .
Observe first that for all z in the sector Σφ, one has d(z, ∂Σφ) = | sin(φ − |arg(z)|)|.
This identity will be used in the following proof.
Proof. Without loss of generality we can assume that 0 ∈ ρ(A). Let n ≥ 1, x ∈ E and
z ∈ Σ+φ . By the Taylor formula we have
T (z)A−nx = A−nx+ zA−n+1x+ ...+
zn−1A−1x
(n− 1)! +
1
(n− 1)!
∫ z
0
(z − ζ)n−1T (ζ)xdζ.
It suffices then to show that z 7→ ∫ z0 (z−ζ)n−1(n−1)! T (ζ)xdζ is locally bounded on Σ+φ . Let us
denote (|z|, z) the circular path |z|eiθ , 0 ≤ θ ≤ arg(z). Writing∫ z
0
(z − ζ)n−1T (ζ)xdζ =
∫ |z|
0
(z − ζ)n−1T (ζ)xdζ +
∫
(|z|,z)
(z − ζ)n−1T (ζ)xdζ,
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and since (T (t))t≥0 is strongly continuous, we need only to show the local boundedness of
the second integral. Let K ⊂ Σ+φ be a compact and cK > 0 such that
(|z|| sin(φ− |arg(z)|)|)γ‖T (z)‖L(E) ≤ cK
for all z ∈ K. A direct calculation gives
∥∥∥ ∫
(|z|,z)
(z − ζ)n−1
(n− 1)! T (ζ)xdζ
∥∥∥ ≤ 1
(n− 1)!
∫ φ
0
| sin(φ− |arg(ζ)|)|γ)n−1−γ‖T (ζ)x‖dζ
≤ cK
(n− 1)! |z|
n−1−γ
∫ φ
0
sinn−1−γ(θ)dθ.
When z ∈ Σ−φ , one may consider mutatis mutandis the circular path |z|eiθ, arg(z) ≤ θ ≤ 0
and do the same calculation. 
Remark 2.6. Assuming in Proposition 2.5 only
sup
z∈Σφ∩D±
(|z|d(z, ∂Σ))γ‖T (z)‖ <∞
then we obtain analogously for x ∈ D(Anp) that limǫ→0 T (ǫ+ z)x converges uniformly for
z ∈ Σ±φ , |z| ≤ p for all integer p ≥ 1. In other words, to guarantee the existence of the
boundary value T (tei±φ)x for more time (0 ≤ t ≤ p) we need more regularity on the initial
data (compare with [4]).
3. Hadamard-type fractional integrals
In the articles [7, 8], [26], the Hadamard fractional integral was considered along with
a generalization and the semigroup property was established. The Hadamard fractional
integral first appeared in the paper [21] on the study of functions presented by power series.
This fractional integral has been studied extensively in the monograph [35] along with the
associated concept of fractional derivative. Here, we prove the semigroup property and
obtain that the semigroups involved are holomorphic with angle π/2 on a class of weighted
Lp spaces. Moreover, we show that these semigroups admit a boundary value group when
1 < p < ∞. We shall consider two of the operator families studied in [26, 7]. The
other families can be treated with the methods of the present section. Our approach uses
abstract semigroup theory in contrast with [7, 8, 26] where the authors proceed with direct
computation. Moreover, the above cited papers do not consider complex parameters in
the semigroups. We shall obtain as a consequence the representation of the semigroup
powers of the Cesa`ro averaging operator.
The (generalized) Hadamard fractional integral of a function f is defined as follows (see
[26, 7, 8])
(3.1) (J αµ f)(x) =
1
Γ(α)
∫ x
0
(
t
x
)µ(ln(
x
t
))α−1f(t)
dt
t
(x > 0),
where α > 0 and µ ∈ R. The original definition corresponds to µ = 0 and is discussed in
[35, Chapter 4, Section 18.3]. As in [26, 7, 8], we consider the Banach spaces
Xpc = {f : (0, 1) −→ C, f measurable and ‖f‖c,p =
(∫ 1
0
|xcf(x)|p dx
x
)1/p
<∞}.
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The space Xpc is a Banach space and if c =
1
p , it coincides with L
p(0, 1). We note that if
α = µ = 1 then (J 11 f)(x) = 1x
∫ x
0 f(t)dt, x > 0, which is the Cesa`ro operator, so that L
p
boundedness of J 11 is to be compared to Hardy’s inequality. It follows that the semigroup
(J µ1 ) represents the fractional powers of the Cesa`ro operator.
We shall prove the following result on the boundary values of the Hadamard -type
fractional integral.
Theorem 3.1. Let 1 ≤ p < ∞ and µ, c ∈ R with µ > c. Then the family of operators
(J αµ )α>0 acting on the space Xpc forms a strongly continuous semigroup which has an
analytic extension to the right half-plane C+ = {α ∈ C | Re(α) > 0}. Moreover, the
semigroup (J αµ )α>0 has a boundary C0−group. More precisely, (J isµ )s∈R, given by
(3.2) (J isµ f) = lim
σ→0+
(J σ+isµ f), ∀f ∈ Xpc
and (J isµ )µ∈R forms a C0−group, provided 1 < p <∞.
Proof. We consider the operator family
(3.3) (T (t)f)(x) = e−µtf(e−tx), x ∈ (0, 1), t > 0.
Then it is readily verified that T = (T (t))t≥0 is a strongly continuous group on the space
Xpc defined above. The infinitesimal generator of T is the operator A = x
d
dx
−µI. If µ > c
then T is exponentially stable. In fact,
‖T (t)f‖pXcp =
∫ 1
0
e−µpt|xcf(e−tx)|p dx
x
= e−p(µ−c)t
∫ e−t
0
|ucf(u)|p du
u
≤ e−p(µ−c)t‖f‖pXcp .
The fractional powers A−α for α > 0 are given by the well-known formula (see e.g. [1,
p. 167, Formula (3.56)], [27, Proposition 11.1]) or [20, Proposition 3.3.5 and Corollary
3.3.6]).
(3.4) ((−A)−αf)(x) = 1
Γ(α)
∫ ∞
0
tα−1(T (t)f)(x)dt, f ∈ X.
By a change of variable in the integral, we have for f ∈ X :
((−A)−αf)(x) = 1
Γ(α)
∫ ∞
0
tα−1(T (t)f)(x)dt
=
1
Γ(z)
∫ ∞
0
tz−1e−µtf(e−tx)dt
=
1
Γ(α)
∫ x
0
(
t
x
)µ(ln(
x
t
))α−1f(t)
dt
t
which is (3.3). From this representation, the semigroup property for the family (J αµ )α>0
follows by the general theory of fractional powers of operators (see e.g. [20, Proposition
3.2.3]). Analyticity also follows from the general theory.
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In order to obtain the last assertion, we note that (T (t)) is a strongly continuous semi-
group of positive contraction operators on the space X = Lp(0, 1), 1 < p < ∞. The
conclusion is obtained by application of the Coifman-Weiss transference principle (see [1,
Theorem 3.9.5], [12]). 
Let us consider the particular case where µ = 1.
Corollary 3.2. Assume that 1 < p <∞. Then the the family
T (z)f(x) = ((−A)−zf)(x) = 1
xΓ(z)
∫ x
0
(ln(
x
t
))z−1f(t)dt, x > 0, Re(z) > 0
forms a holomorphic semigroup of angle π2 in the space L
p(0, 1). This semigroup admits
a boundary value group on the imaginary axis.
Another consequence of the above representation is the explicit description of the powers
of the averaging operator of the Cesa`ro operator C,
(Cf)(x) :=
1
x
∫ x
0
f(s)ds, f ∈ Lp(0, 1).
Clearly C = T (1). The strong continuity of C in Lp(0, 1), 1 < p < ∞ yields the Hardy’s
inequality. Since Hardy’s inequality does not hold for p = 1, we see that the condition
µ > c in 3.1 is sharp.
Corollary 3.3. For each n ∈ N and f ∈ Lp(0, 1) we have
(3.5) (Cnf)(x) =
1
x(n− 1)!
∫ x
0
(ln(
x
t
))n−1f(t)dt .
This is of course a direct consequence of the semigroup property: Cn = (T (1))n = T (n).
We observe that this formula was obtained by D. W. Boyd [5, Lemma 2] who used
mathematical induction. He used this result to study the spectral radius of averaging
operators. The spectral theory of the Cesa`ro operator (including the discrete version) has
been studied in several papers, (see for example [2, Section 2] where the Boyd indices are
used in the description of the spectrum in various Banach function spaces).
Boyd obtains the following formula (we consider the case a = 0 in his formula)
(3.6) (Cnf)(x) =
1
(n− 1)!
∫ 1
0
(ln(
1
s
))n−1f(sx)ds, f ∈ Lp(0, 1)
which is readily obtained from (3.5) by a change of variable. In fact, the semigroup (T (t))
in Corollary 3.2 can be written as follows
(T (z)f)(x) =
1
Γ(z)
∫ 1
0
(σ)µ−1(ln(
1
σ
))z−1f(σx)dσ, f ∈ Lp(0, 1), Re(z) > 0.
We observe that the above theorem and its corollaries remain valid if we replace Lp(0, 1)
with Lp(0, a) where a ∈ (0, ∞]. We state this below for the case a = ∞. For that we
introduce the space
Xpc := {f : (0, ∞) −→ C, f measurable and ‖f‖c,p =
(∫ ∞
0
|xcf(x)|p dx
x
)1/p
<∞}.
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Theorem 3.4. Let 1 ≤ p < ∞, µ, c ∈ R, with µ > c ∈ R Then the family of operators
(J αµ )α>0 acting on the space Xpc forms a strongly continuous semigroup which has an
analytic extension to the right half-plane C+. Moreover, the semigroup (J αµ )α>0 has a
boundary C0−group on Xpc denoted (J isµ )s∈R where
(3.7) (J isµ f)(x) = lim
σ→0+
(J σ+isµ f)(x)
provided 1 < p <∞.
For the remainder of this section, we consider a second form of the Hadamard fractional
integral operator to which the above construction applies (see again [26, 7, 8] and [35,
Chapter 4, Section 18.3] for the case µ = 0). Here we set
(3.8) (Iαµ f)(x) =
1
Γ(α)
∫ ∞
x
(
x
u
)µ(ln(
u
x
))α−1f(u)
du
u
, x > 0.
We obtain the following counterpart of Theorem 3.1.
Theorem 3.5. Let 1 ≤ p < ∞ and let µ ∈ R such that c + µ > 0. Then the family
of operators (Iαµ )α>0 acting on Xpc forms a strongly continuous semigroup which has an
analytic extension to the right half-plane C+. Moreover, the semigroup has a boundary
C0-group on on X
p
c .
Proof. In order to obtain the result, we consider the semigroup:
(3.9) (T (t)f)(x) = e−µtf(etx), x > 0, t > 0.
acting on the space Xpc . Let denote by A its infinitesimal generator. Then
‖T (t)f‖p
Xpc
=
∫ ∞
0
|xce−µtf(xet)|p dx
x
= e−µpt
∫ ∞
0
e−cpt|ucf(u)|p du
u
= e−p(c+µ)t‖f‖Xpc
for every f ∈ Xpc and t > 0. Since c + µ > 0, we deduce that T is exponentially stable.
Next, for α > 0 we have
(3.10)
((−A)−αf)(x) = 1
Γ(α)
∫ ∞
0
tα−1(T (t)f)(x)dt =
1
Γ(α)
∫ ∞
0
tα−1e−µtf(xet)dt, f ∈ X.
Again, by a change of variable in the integral, we have for f ∈ X :
((−A)−αf)(x) = 1
Γ(α)
∫ ∞
x
(
x
u
)µ(ln(
u
x
))α−1f(u)
du
u
, x > 0,
= (Iαµ f)(x).
Now the proof is completed in the same way as in the proof of Theorem 3.1. 
We remark that we can consider in the above results µ ∈ C, in which case the conditions
in Theorem 3.1 and Theorem 3.5 become Re(µ) > c and Re(µ) > −c respectively.
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We observe that the theorem holds for X = Lp(0, ∞) provided µ > −1p because Xc =
Lp(0, ∞) if c = 1p . We observe that a consequence of the theorem is the second Hardy in-
equality which gives the Lp−continuity of I10 where (I10f)(x) =
∫∞
x f(u)
du
u , f ∈ Lp(0, ∞)
for 1 ≤ p <∞.
We now check that the above semigroups may be studied in the Lipschitz and Ho¨lder
spaces as the Riemann-Liouville semigroup considered in the next section. We will do this
for the semigroup (3.3) which we further simplify by taking µ = 0. For h > 0, t > 0 and
f ∈ C[0, 1], we have by the Mean Value theorem:
|t−α(T (t)f − f)(x)| = t−α|f(e−tx)− f(x)|
= t−α|f(x− te−ηtx)− f(x)|
= (xe−ηt)α(te−ηtx)−α|f(x− te−ηtx)− f(x)|
≤ sup
h>0
{h−α|f(x− h)− f(x)|}
It follows that Lipα[0, 1] ⊂ Fα for 0 < α < 1 as well as lipα[0, 1] ⊂ Xα. Here, Fα and Xα
are denote respectively the Favard space and the abstract Ho¨lder space of order α (see[19,
Chapter II]) On the other hand, if 0 < α ≤ 1 and s > 0, from
t−α(T (t)T (s)f − T (s)f) = t−αT (s)(T (t)f − f)
that Lipα[0, 1] is T (t)−invariant.
More information about mapping properties of operators with power logarithmic kernels
such as the Hadamard fractional integrals can be found in [35, Paragraph 21] where Lp
spaces and spaces of Ho¨lder continuous functions are considered. Our aim in this paper is
to study the purely imaginary powers from the viewpoint of holomorphic semigroups.
4. The Riemann-Liouville semigroup
We discuss the Riemann-Liouville semigroup in connection with the right translation
semigroup S acting on Lipα[0, 1]. Later, we shall study the Riemann-Liouville semigroup
in C0[0, 1] and Lip
α
0 [0, 1].
The spaces, which can be defined in connection with any strongly continuous semigroup,
are called Favard classes (for Lipα0 , which are denoted by Fα in [19]) and Ho¨lder spaces
(for lipα0 , denoted by Xα in [19]) and are studied systematically in [6] in connection with
approximation theory. In particular, one can find equivalent descriptions of these spaces in
terms of the resolvent of the infinitesimal generator of the semigroup under consideration.
They are also related to the continuous interpolation spaces and have been studied in
relation to maximal regularity (for a reference, see [19, page 155]).
Analogously the Riemann-Liouville semigroup J := (J(z))Re(z)>0 on C[0, 1] given by
(1.1) is not strongly continuous since J(t)1(s) = s
t
Γ(t+1) does not converge to 1 as t→ 0+
(one may consider for example the point evaluations at s = 12n and t =
1
n , n ∈ N). But, its
part in C0[0, 1] defines a C0−holomorphic semigroup of angle π/2. Denoting the generator
of the nilpotent translation semigroup S (acting in C0[0, 1]) by B we have ρ(B) = C and
J(z)f =
1
Γ(z)
∫ +∞
0
sz−1S(s)fds = (−B)−zf,
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for all f ∈ C0[0, 1] where (−B)−z are the complex powers of B as defined for instance in
[31, 1, 19, 27]. Recall that, for all 0 < α < 1 the domain of the fractional power (−B)α,
or equivalently the range of (−B)−α, equipped with the norm ‖f‖(−B)α := ‖(−B)−αf‖∞
is a Banach space.
Theorem 4.1. The family of operators J = (J(z))Re(z)>0 defines a strongly continuous
holomorphic semigroup of angle π/2 in the space C0[0, 1]. Moreover, there exist C1, C2 > 0
such that
(4.1) C1
|z|
Re(z)
≤ ‖J(z)‖∞ ≤ C2 |z|
Re(z)
(Re(z) > 0, |z| ≤ 1).
Furthermore, as operators acting on the space Lipα0 [0, 1], 0 < α < 1, we have
(4.2) ‖J(z)‖α ≤ C |z|
Re(z)
(Re(z) > 0)
for some constant C > 0.
Proof. The fact that J is a holomorphic semigroup follows from the general discussion
preceding the statement of the theorem. It remains to prove the estimates (4.1) and (4.2).
Set D+ := {z ∈ C | Re(z) > 0 and |z| ≤ 1}.
Step 1: Let ǫ > 0, z ∈ C+. Consider the two functions fǫ ∈ C[0, 1] and gǫ ∈ C0[0, 1]
respectively defined by fǫ(t) = (ǫ + 1 − t)−iIm(z) and gǫ(t) := fǫ(t) − fǫ(0). For ǫ small
enough, one may find t0 ∈ [0, 1] such that |gǫ| = 2 and then one has ‖gǫ‖infty = 2.
‖J(z)‖∞ ≥ 1
2
lim
ǫ→0
|(J(z)gǫ)(1)|
=
1
2
lim
ǫ→0
∣∣∣ 1
Γ(z)
∫ 1
0
yz−1gǫ(1− y)dy
∣∣∣
≥ 1
2
lim
ǫ→0
∣∣∣ 1
Γ(z)
∫ 1
0
e(iIm(z)+Re(z)−1) ln(y)e−iIm(z) ln(ǫ+y)dy
∣∣∣
−1
2
lim
ǫ→0
∣∣∣ 1
Γ(z)
∫ 1
0
yz−1(ǫ+ 1)−iIm(z)dy
∣∣∣
≥ 1
2
lim
ǫ→0
∣∣∣ 1
Γ(z)
∫ 1
0
e(Re(z)−1) ln(y) ln(ǫ+ y)dy
∣∣∣− 1
2
1
|Γ(z)||z| .
To obtain the first part in inequality in (4.1), we distinguish two cases: | arg(z)| ≥ π4 and| arg(z)| < π4 . In the latter case, To justify the result on C0[0, 1], it suffices to consider
unity approximation sequence gn(t) =
t
n1[0, 1
n
](t) + 1[ 1
n
,1](t). So
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‖J(z)‖L(C0) ≥ ‖J(z)gn‖∞
≥ |
∫ t
0
gn(t− s)sz−1ds|
≥ | lim inf
∫ t
0
gn(t− s)sz−1ds|
≥ |
∫ t
0
lim inf gn(t− s)sz−1ds|
≥ 1|zΓ(z)|
≥ 1
2Γ(z + 1)
|z|
Re(z)
In this case the desired estimate is obvious. In the second case (i.e | arg(z)| ≥ π4 ), using
Lebesgue’s dominated convergence theorem in the last estimate above we deduce that
‖J(z)‖∞ ≥ 1
2|Γ(z)|Re(z) −
1
2|Γ(z)||z|
≥ 1
2|Γ(z)|Re(z)
(
1− Re(z)|z|
)
≥ 1
2|Γ(z)|Re(z)
(
1−
√
2
2
)
≥ 1
4|Γ(z + 1)|
|z|
Re(z)
.
This last estimate establishes the first part in inequality (4.1) with C1 =
1
4|Γ(z+1)| .
Step 2: For each f ∈ C0[0, 1] and z ∈ D+ we have
|Γ(z)J(z)f(t)| ≤
∫ t
0
|f(t− s)|sRe(z)−1ds ≤ ‖f‖∞
Re(z)
.
It follows that the second inequality in (4.1) holds with C2 := sup
z∈D+
1
|Γ(z+1)| .
Step 3:
Let f ∈ lipα0 [0, 1] and z ∈ C such that Re(z) > 0. By a direct computation we obtain
that
‖J(z)f‖α =sup
t6=t′
∣∣∣ (t− t′)−α
Γ(z)
(∫ t
0
f(t− s)− f(t′ − s)
s1−z
ds+
∫ t′
t
f(t′ − s)
s1−z
ds
)∣∣∣.
It follows
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‖J(z)f‖α ≤ sup
t6=t′
1
|Γ(z)|
( ∫ t
0
sRe(z)−1
|f(t− s)− f(t′ − s)|
|t′ − t|α ds
+
∫ t′
t
sRe(z)−1
|f(t′ − s)− f(0)|
|t′ − s|α ds
)
≤ sup
t6=t′
‖f‖α
|Γ(z)|
( ∫ t
0
sRe(z)−1ds+
∫ t′
t
sRe(z)−1ds
)
≤2‖f‖α|Γ(z)|
∫ 1
0
sRe(z)−1ds
=
2‖f‖α
|Γ(z)||Re(z)|
Hence,
‖J(z)f‖α ≤ 1|Γ(z)|
‖f‖α
Re(z)
≤ |z||Γ(z + 1)|
‖f‖α
Re(z)
.
Thus
‖J(z)‖α ≤ C |z|
Re(z)
where C := supz∈C+
2
|Γ(z+1)| , in particular we obtain ‖J(α)‖α ≤ 2Γ(α+1) . This completes
the proof of the theorem using Proposition 2.1.

Let G be the generator of J in E = C0[0, 1]. It follows from Theorem 4.1 that J is not
bounded on D+ nor on D−. Consequently ±iG does not generate any C0−semigroups.
The following property of the semigroup J is needed.
Proposition 4.2. [19, Proposition 5.33 p.140] Let 0 < β < α < 1 and J be the Riemann-
Liouville semigroup in C0[0, 1]. Then:
(i) J(α)C0[0, 1] ⊂ Lipα0 [0, 1] and ‖J(α)f‖α ≤ 2Γ(α+1)‖f‖∞.
(ii) Lipα0 [0, 1] →֒ D((−B)β).
In the next theorem, which is our main result, we show that the Riemann-Liouville
semigroup J admits a boundary group on Lipα0 [0, 1]. This group defines therefore the
operation of fractional integration of imaginary order as a bounded strongly continuous
group in the Ho¨lder spaces. It will be important to note that in Proposition 2.1, we can
replace D by DR := {z ∈ C, Re(z) > 0 |z| ≤ R} where R is any fixed positive real number.
This simple fact is seen by observing that if R > 0 is a given number, and (T (z)) is a
holomorphic semigroup of angle π2 whose infinitesimal generator is A, then
sup
z∈DR
‖T (z)‖L(E) = sup
z∈D
‖T (Rz)‖L(E).
It suffices then to note that (T (Rt))t≥0 is a holomorphic semigroup and its generator is
RA.
Theorem 4.3. Let 0 < α < 1. Consider the Riemann-Liouville semigroup J in the space
Lipα0 [0, 1]. Then
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(i) The semigroup J is holomophic of angle π2 .
(ii) In addition, supz∈D±‖J(z)‖L(E) <∞.
Consequently the semigroup J admits a boundary group on the imaginary axis.
Proof. The first item (i) is an immediate consequence of Theorem 4.1. We shall prove the
estimate (ii) with R = 1−α2 . Let h = t− t′ > 0 where (t, t′) ∈ [0, 1]2 and z ∈ DR Then we
have
Γ(z)(J(z)f(t)−J(z)f(t′))
=
∫ t
0
f(t− s)sz−1ds−
∫ t′
0
f(t′ − s)sz−1ds
=
∫ t′
−h
f(t′ − s)(s+ h)z−1ds +
∫ t′
0
f(t′ − s)sz−1ds
=
∫ 0
−h
f(t′ − s)(s+ h)z−1ds +
∫ t′
0
f(t′ − s)[(s + h)z−1 − sz−1]ds
=
∫ 0
−h
f(t′ − s)(s+ h)z−1ds +
∫ t′
0
(f(t′ − s)− f(t′))[(s + h)z−1 − sz−1]ds+
+
∫ t′
0
f(t′)[(s + h)z−1 − sz−1]ds
=:I1 + I2 + I3.
First, we estimate the sum of the two integrals I1 and I3. We have by a direct compu-
tation
I1 + I3 =
∫ h
0
f(t′ − s+ h)sz−1ds+ f(t′)
∫ t′
0
[(s+ h)z−1 − sz−1]ds
=
∫ h
0
f(t− s)sz−1ds+ f(t′)
∫ t′
0
[(s + h)z−1 − sz−1]ds
=
∫ h
0
f(t− s)− f(t)
sα
sα+z−1ds+
∫ h
0
f(t)sz−1ds+ f(t′)
∫ t′
0
[(s+ h)z−1 − sz−1]ds
=
∫ h
0
f(t− s)− f(t)
sα
sα+z−1ds+
f(t)
z
hz +
f(t)
z
(tz − hz − t′z)
=
∫ h
0
f(t− s)− f(t)
sα
sα+z−1ds+
f(t)− f(t′)
z
hz +
f(t′)
z
(tz − t′z).
=:K1 +K2 +K3
It is easy to check that for Re(z) > 0,
(4.3) |K1| ≤
∫ h
0
‖f‖αsRe(z)+α−1ds ≤ ‖f‖α h
α+Re(z)
α+Re(z)
≤ ‖f‖αhα/α.
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and
(4.4) |K2| ≤ h
α+Re(z)‖f‖α
|z| ≤
hα‖f‖α
|z| .
To estimate the term K3 we discuss two following two cases
Case 1: t′ ≤ 2h. Then
| 1
hα
f(t′)
z
(tz − t′z)| ≤ t
′α
hα
|tz − t′z|‖f‖α|z|
≤ t
′α
hα
(tRe(z) + t′Re(z))
‖f‖α
|z|
≤2
1+α
|z| ‖f‖α
where we have used that |f(t′)| ≤ t′α‖f‖α.
Case 2: t′ > 2h. Then we have
∣∣ 1
hα
f(t′)
z
(tz − t′z)∣∣ ≤t′α
hα
‖f‖α
|z| |t
z − t′z|
≤ 1|z|
t′α
hα
‖f‖α
∣∣∣ ∫ t
t′
zuz−1du
∣∣∣
≤‖f‖αh1−αt′α sup
t′<u<t
uRe(z)−1
≤‖f‖αh1−αt′α+Re(z)−1
≤‖f‖αh1−α2α+Re(z)−1hα+Re(z)−1
≤‖f‖α2α+Re(z)−1hRe(z)
≤‖f‖α.
Thus we conclude that
(4.5) K3 ≤ 2
1+α
|z| h
α‖f‖α.
Combining (4.3), (4.4) and (4.5) we deduce that
(4.6) I1 + I3 ≤ hα‖f‖α
(1 + 21+α
|z| + α
−1
)
.
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Now we come back to I2
I2 =|
∫ t′
0
(f(t′ − s)− f(t′))[(s + h)z−1 − sz−1]ds|
≤‖f‖α|
∫ t′
0
sα|(s+ h)z−1 − sz−1|ds|
≤‖f‖α
∫ t′
0
sαhRe(z)−1|(1 + s
h
)z−1 − ( s
h
)z−1|ds
≤‖f‖α
∫ t′
h
0
hRe(z)+αsα|(1 + s)z−1 − sz−1|ds
≤‖f‖αhRe(z)+α
∫ ∞
0
sα+Re(z)−1|(1 + 1
s
)z−1 − 1|ds
≤‖f‖αhRe(z)+α
(∫ 2
0
sα+Re(z)−1|(1 + 1
s
)z−1 − 1|ds
+
∫ ∞
2
sα+Re(z)−1|(1 + 1
s
)z−1 − 1|ds
)
=:‖f‖αhRe(z)+α(J1 + J2).
As above, we will treat separately J1 and J2. For J1, one can verify that if Re(z) < 1, we
have
J1 =
∫ 2
0
sα+Re(z)−1|(1 + 1
s
)z−1 − 1|ds
≤
∫ 2
0
sα+Re(z)−1((1 +
1
s
)Re(z)−1 + 1)ds)
≤
∫ 2
0
sα+Re(z)−1(2Re(z)−1 + 1)ds)
≤(2Re(z)−1 + 1) 2
Re(z)+α
Re(z) + α
≤2
1+Re(z)+α
Re(z) + α
.
We now we estimate J2. For that we note that |(1 + 1s )z−1 − 1| ≤ 1s |z − 1| for every s > 0
and Re(z) < 1. Indeed, if g(u) = (1 + u)z−1, u ≥ 0 then g′(u) = (z − 1)(1 + u)z−2. By the
mean value inequality, |g(u)− g(0)| = |(1 + u)z−1 − 1| ≤ u supv>0 |(z − 1)(1 + v)z−2|. But
|(z − 1)(1 + v)z−2| = |(z − 1)|(1 + v)Re(z)−2| ≤ |z − 1| for Re(z) < 1. From this, it follows
that
J2 =
∫ +∞
2
sα+Re(z)−1|(1 + 1
s
)z−1 − 1|ds ≤|z − 1|
∫ +∞
2
sα+Re(z)−2ds
≤ |z − 1|
1− α− Re(z)
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for all z ∈ C+ such that 1− (Re(z) + α) > 0 Therefore, we have
I2 ≤ ‖f‖αhα+Re(z)
[21+α+Re(z)
Re(z) + α
+
|z − 1|
1− α− Re(z)
]
From this, we conclude that for 0 < |z| ≤ 1−α2 we have
(4.7) I2 ≤ hα‖f‖α( 4
α
+
2|z − 1|
1− α ).
Finally, combining (4.6) and (4.7) we obtain
‖J(z)‖α ≤ 1|Γ(z)| (
5
α
+
2|z − 1|
1− α ) +
1 + 21+α
|Γ(z + 1)|
for 0 < |z| ≤ 1−α2 . This completes the proof of the theorem.

Recall that S is a strongly continuous semigroup on C0. Since C
1
00 ⊂ D((−B)α =
J(α)C0 →֒ Lipα0 [0, 1] we obtain that D((−B)α is dense in Lipα0 [0, 1].
Seen as a linear application on C0[0, 1] with values in D((−B)α), J(α) is an isomorphism.
We deduce from above that J induced also a holomorphic semigroup in [D((−B)α] of
angle π/2 which is not locally bounded. The following diagrams illustrate the foregoing.
description.
On one hand, the behavior of J(z) on C0[0, 1] and on D((−B)α) is the same since it
embeds the first space in the second so the following diagram is commutative
C0[0, 1]
J(z)−→ C0[0, 1]yJ(α)
xJ(α)−1
D((−B)α) J(z)−→ D((−B)α)
On the other hand, according to theorem 4.3, J(z)z is locally bounded on Lip
α
0 [0, 1]
but not on D((−B)α). It yields that the diagram
D((−B)α) J(z)−→ D((−B)α)
i
Lipα0 [0, 1]
J(z)−→ Lipα0 [0, 1]
cannot commute.
It is important to recall that the norms considered here are the natural ones in-
duced by the considered embeddings. For example, D((−B)β) is endowed with the norm
‖y‖D((−B)β = ‖J(β)x‖∞ where x is the unique element such as J(β)x = y. As an imme-
diate consequence we remark that since J(z) is locally bounded in Lipα0 [0, 1] but it is not
in D((−B)α), then in truth D((−B)α) ( Lipα0 [0, 1].
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5. From the boundary group to the semigroup
This section is devoted to the inverse problem on the half plane. Let (T (it))t∈R be a
C0−group with generator iA. Is it the boundary value of some holomorphic semigroup of
angle π/2?
A great work was done before in this direction. This problem was studied in [16] and [18]
and affirmatively solved under spectral conditions (s(A) := sup{Re(z); z ∈ σ(A)} < +∞)
on the generator and a growth condition (non quasi analyticity) on the group. The problem
was also studied by Zsido´ and Cioranescu [11] in terms of analytic generators.
Let iA be the generator de the C0−group (T (it))t∈R in the E and w ≥ 0 such that
supt∈R e−w|t|‖T (it)‖ < ∞. Then σ(iA) ⊂ {z ∈ C; −w ≤ Re(z) ≤ w} which means
σ(A) = σ ⊂ {z ∈ C; −w ≤ Im(z) ≤ w}. In this section, we assume that:
(5.1) σ = σ1 ∪ σ2 such that σ1 ⊂ {z ∈ C,Re(z) < −δ} and σ2 ⊂ {z ∈ C, Re(z) > +δ}
for some δ > 0. This situation generalizes that one treated in [15] where the spectrum σ is
assumed belonging entirely in a half plane with a single connected component (σ ⊂ C−.)
A similar and more general result is given by the following:
Proposition 5.1. Let (T (it))t∈R be a C0−group in E with generator iA. Assume further-
more that σ(A) = σ1∪σ2 with σ1 ⊂ {z ∈ C,Re(z) < −δ} and σ2 ⊂ {z ∈ C, Re(z) > +δ}.
Then there exist two T (it)−invariant and closed subspaces E1 and E2 of E such that:
(i) D(A) ⊂ E1 ⊕ E2,
(ii)A1 := ApE1 generates a holomorphic semigroup T1 of angle
π
2 in E1 and σ(A1) = σ1,
(iii))−A2 := −ApE2 generates a holomorphic semigroup T2 of angle π2 and σ(A2) = σ2.
Proposition 5.1 generalizes the splitting theorem established in [15]. Indeed, it suffices
to choose σ1 = ∅ in order to recover the main theorem 1 therein.
The proof gives an explicit construction of these spaces and semigroups based on a
A−bounded spectral projection.
Let (T (it))t∈R be a C0−group in E with generator iA. Then there exists w ≥ 0 such that
M := supt∈R e−w|t|‖T (it)‖ <∞. In particular σ1 ⊂ {z ∈ C; −w ≤ Im(z) ≤ w,Re(z) ≥ δ}
and σ2 ⊂ {z ∈ C; −w ≤ Im(z) ≤ w,Re(z) ≤ −δ}. Moreover, the resolvent of ±iA is
given by the Laplace transform of (T (±it))t≥0 and consequently
|Re(λ)− w|‖R(λ,±iA)‖ ≤M for Re(λ) ≥ w.
The latter estimate guarantees in particular the absolute convergence of all integrals in-
volved below.
Let 0 < r < δ and β ∈ (π2 , π) such that σ1 lies in the left side of the path Γ =
(−∞e−iβ , re−iβ] ∪ {reiθ; −β ≤ θ ≤ β} ∪ [reiβ,∞eiβ). For all t > 0 define
T1(t)x :=
1
2iπ
∫
Γ
ezλR(λ,A)xdλ, T2(t)x :=
1
2iπ
∫
Γ
ezλR(λ,−A)xdλ,
then Tk(t) ∈ L(E) is well defined and does not depend on the choice of β, r for k = 1, 2.
Furthermore, we have the following lemma.
Lemma 5.2. Let k ∈ {1, 2}. The family (Tk(t))t≥0 satisfies the semigroup property .
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Proof. Let k = 1 and t, s > 0. Let Γ′ = Γ′(r′, β′) with β′ > β and r′ < r. We have by the
resolvent equation and the Cauchy formula:
T1(t)T1(s)x = T1(t)
1
2iπ
∫
Γ′
esλR(λ,A)xdλ
=
1
2iπ
∫
Γ
etλR(λ,A)(
1
2iπ
∫
Γ′
esµR(µ,A)dµ)dλ
=
1
2iπ
∫
Γ
etλ(
1
2iπ
∫
Γ′
esuR(λ,A)R(u,A)xdµ)dλ
=
1
2iπ
∫
Γ
etλ(
1
2iπ
∫
Γ′
esu
−R(λ,A) +R(µ,A)
µ− λ xdµ)dλ
=
1
2iπ
∫
Γ
eλ(t+s)R(λ,A)xdλ
= T1(t+ s)x for all x ∈ E.
Replacing A by −A we obtain also by this calculation T2(t)T2(s) = T2(t+ s).

Observe that for all s > 0 and all x ∈ D(A) we have
T1(s)x− x = 1
2iπ
∫
Γ
esλR(λ,A)xdλ − x
=
1
2iπ
∫
Γ
esλ[R(λ,A)x − x
λ
]dλ
=
1
2iπ
∫
Γ
esλ
R(λ,A)Ax
λ
xdλ.
The right hand side in the last equality does not always coincide with x when s → 0,
but thanks to the Lebesgue theorem, one sees that
(5.2) lim
s→0
T1(s)x =
1
2iπ
∫
Γ
R(λ,A)Ax
λ
dλ+ x,
for all x ∈ D(A). It is so allowed to define an unbounded projection P x 7→ Px =
1
2iπ
∫
Γ
R(λ,A)Ax
λ dλ+ x.
The relation (5.2) says that
(5.3) lim
s→0
T1(s)x = Px.
The semigroup property and identity (5.3) ensure that P is an unbounded projector,
which means P 2x = Px for all x ∈ D(A2). Indeed one may write limt+s→0 T1(t+s)x = Px
where t and s are assumed to be positive and so converge both to zero. But lim
t+s→0
T1(t+
s)x = lim
t→0,s→0
T1(t)T1(s)x = lim
t→0
T (t)Px = P 2x. (One may simplify by taking t = s.)
We consider the spaces:
E1 = R(PA
−1) = {x ∈ X, PA−1x = A−1x}
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and
E2 = Ker(PA
−1) = {x ∈ X; PA−1x = 0}.
Denoting again by Tk the restriction of Tk to Ek (k = 1, 2), we have:
Lemma 5.3. The operators A1 and A2 in Proposition 5.1 satisfy the following:
i) A1 generates the holomorphic semigroup T1 on E1.
ii) −A2 generates a holomorphic semigroup T2 on E2. σ(A1) = σ1 and σ(A2) = σ2.
Proof. i) For all x ∈ E1 and Re(z) > δ we have∫ ∞
0
exp(−zt)T1(t)A−11 xdt =
1
2πi
∫ ∞
0
∫
Γ
exp(−zt) exp(λt)R(λ,A)x +A
−1x
−λ dλdt
= − 1
2πi
∫
Γ
∫ ∞
0
exp((−z + λ)t)R(λ,A)x
λ
dtdλ− 1
2πi
∫
Γ
∫ ∞
0
exp((−z + λ)t)A
−1x
λ
dtdλ
= − 1
2πi
∫
Γ
∫ ∞
0
exp((−z + λ)t)R(λ,A)x
λ
dtλ− 1
2πi
∫
Γ
∫ ∞
0
exp((−z + λ)t)A
−1x
λ
dtdλ
=
1
2πi
∫
Γ
R(λ,A)x
λ(−z + λ)dλ+
1
2πi
∫
Γ
A−1x
λ(−z + λ)dλ =
∫
Γ
R(λ,A)x
λ(−z + λ)dλ+
A−1x
z
.
From which we deduce that
(z −A1)
∫ ∞
0
exp(−zt)T1(t)A−11 xdt = PA−1x = A−1x,
which means that R(z,A1)A
−1
1 x =
∫∞
0 exp(−zt)T1(t)A−11 xdt if z ∈ ρ(A1). It follows from
the Phragmen-Lindelo¨f Theorem that
sup
z∈ρ(A1),Re(z)>0
‖zR(z,A1)‖ <∞.
Then {Re(z) > 0} ⊂ ρ(A1) and supRe(z)>0 ‖zR(z,A1)‖ < ∞. The claim follows by the
well known Phragme´n-Lindelo¨f Theorem (see [36] or [37]).
ii) Analogously, considering −A instead of A and using a the change of variable λ →
−λwe obtain −A2 is the generator of an holomorphic semigroup with angle π/2 in E2.
iii) From (i) we conclude σ(A1) ⊂ σ1. A similar purpose prove that σ(A2) ⊂ σ2.
It suffices now to prove that σ(A1) ⊇ σ1. If it is not the case, there exists λ1 ∈ C such
that λ1 ∈ σ1\σ(A1). This implies that λ1 ∈ ρ(A1). To obtain a contradiction, we prove
that λ1 ∈ ρ(A). Let us establish that it is injective and surjective:
λ1 −A is injective: for x 6= 0 verifying Ax = λ1x, we have for all λ ∈ Γ the identity
R(λ,A)x = xλ−λ1 so
PA−1x =
1
2iπ
∫
Γ
R(λ,A)x
λ
dλ+A−1x
=
1
2iπ
∫
Γ
x
λ(λ1 − λ)dλ+A
−1x
= − x
λ1
+A−1x
= 0.
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But PA−1x = 0 implies that x ∈ E1 so Ax = A1x = λ1x. Since λ1 ∈ ρ(A1) then x = 0.
The operator λ1 −A is surjective: To prove that it is surjective, we will construct a
preimage x under λ1 −A for an arbitrarily chosen y ∈ E. It suffices to consider
(5.4) x = −A−1y + λ1R(λ1, A1)(A−1y − PA−1y) + λ1R(λ1, A2)(PA−1y).
The identity (5.4) is well defined because A−1y−PA−1y ∈ E1 and PA−1y ∈ E2. It is easy
to verify that (λ1 −A)x = y.
In general, the sum E1 ⊕ E2 in Proposition (5.1) is not always closed as the examples
below prove. The example below (i.e Example 5.4) is based on an interesting result of
harmonic analysis due to D. J. Newman [30].

Example 5.4. Let E = L12π and A be given by Af := −if ′ with domain D(A) := {f ∈
L12π; f
′ ∈ L12π}. Then iA generates the C0−group T given by T (it)f(x) := f(x + t).
We have: E1 = {f ∈ L12π;
∫ 2π
0 e
−inxf(x)dx = 0 for n ≤ 0} = H1 and E2 = {f ∈
L12π;
∫ 2π
0 e
−inxf(x)dx = 0 for n > 0}. Moreover, by a result due to D. J. Newman [30],
there is no bounded projection of L12π onto the Hardy space H
1. It follows that E1⊕E2 6= E.
For more information about this important result on can see also [34] or more recently [23].
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