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Résume 
Le partitionnement matérielAogiciel constitue une tâche fondamentale en conception 
de systèmes basés sur une méthodologie de CO-design matérieI/logiciel. La pertinence de 
ces éventuels partitionnements va non seulement dépendre de l'architecture matérielle 
ciblée, mais aussi des estimateurs de performance considérés. Ces derniers affectent 
directement l'accélération des calculs selon la qualité du partitionnement 
matériel/logiciel. Toutefois, peu d'outils de CO-design matérielAogicie1 sont disponibles et 
sont souvent trop spécifiques à un environnement donné, ce qui limite leur utilisation et 
leur performance. 
Nous proposons dans ce mémoire un nouvel environnement intégré de CO-design 
matérieMogicie1, conçu essentiellement d'estimateurs ou métriques de performance 
permettant d'évaluer la structure logicielle d'applications écrites en langage C ANSI. Les 
métriques permettent de caractériser, en fonction de l'architecture cible, chacun des blocs 
de base (boucles ou nids de boucles) d'une application en vue de prédire la pertinence de 
ses éventuels partitionnements matérieIAogicie1. Le partitionnement s'effectuera sur une 
architecture matérielle reconfigurable de type FPGA, afin d'accentuer la vitesse 
d'exécution des blocs les plus prometteurs et ainsi d7accéIérer l'exécution de  toute 
l'application. Ces métriques sont le temps d'exécution requis, l'espace mémoire requis, la 
bande passante requise et finalement, la surface matérielle utilisée. 
Résumé viii 
Les temps d'exécution considérés incluent Ie temps requis sur un Pentium pour 
exécuter chacun des blocs en logiciel et, le temps requis sur un FPGA pour exécuter ces 
mêmes blocs en matériel. Ce dernier tient compte à la fois du temps de communication, 
ainsi que du temps de latence s'y rattachant. À ce stade, l'architecture offrant une 
eff~cacci d'exécution optimale pour chacun des blocs est connue, Si le temps requis sur 
un Pentium est inférieur à celui requis sur un FPGA, pour un même bloc, alors le 
processus d'analyse est terminé et ledit bloc sera éventuellement exécuté en logiciel. 
Dans le cas contraire, une deuxième phase d'analyse est enclenchée consistant à vérifier 
si Ia quantité de mémoire, la bande passante et la surface matérielle requises pour 
exécuter le bloc en question, sont suffisantes. 
Pour ce faire, les séquences d'accès à chacun des tableaux sont enregistrées, dans le 
but de mesurer la durée de vie de chacune des variabIes et de déterminer l'espace 
mémoire minimal requis pour réaliser tous les passages dans la boucle. Par la suite, la 
bande passante est estimée en fonction du taux de transfert des données fournies à l'unité 
de calcul (FPGA) pour effectuer une tâche spécifique. Finalement, la surface matérielle 
du FPGA utilisée est estimée selon le nombre de CLBs requis. Cette métrique permet. 
d'une part, d'analyser la structure logique qui doit être disponible et, d'autre part, de 
déterminer si les blocs analysés peuvent être transposés en matériel. 
Une fois les valeurs de métriques trouvées, une fonction paramétrique est utilisée 
pour caractériser chacun des blocs de base. La mise en œuvre de cette fonction repose sur 
l'algorithme de partitionnement matérielAogicie1 développé qui permet de déterminer s'il 
est possible et profitable de transposer et d'exécuter en matériel chacun des blocs de base 
analysés. Pour qu'un partitionnement soit possible et profitable, il faut que toutes les 
conditions soient gagnantes, c'est-à-dire qu'elles respectent les contraintes de temps, 
ainsi que celles imposées par l'architecture matérielle. 
Les métriques de performance que nous avons proposées permettent de caractériser 
I'exécution de chacun des blocs de base et de détecter les blocs les plus prometteurs 
("boucles chaudes"). Ces blocs seront éventuellement transposés et exécutés sur une 
Résumé ix 
architecture matérielle reconfigurable afh d'accentuer la vitesse d'exécution de ces blocs 
et ainsi d'accélérer 1 'exécution de toute l'application. 
Les résultats obtenus montrent la pertinence de notre travail et constituent une base 
solide pour Ie déveIoppement futur de  nouveaux outils d'analyse plus élaborés. Ces outils 
nous permettront de prédire la pertinence d'éventuels partitionnements matériel/logiciel 
sur des architectures matérielles reconfigurables. 
Abstract 
Hardware/software partitioning constitutes a fundamental task in the design of 
systems based on a hardware/software CO-design methodolo,~. The performance of these 
possible partitioning will not only depend on targeted architecture, but also on the 
performance of considered estimators. The latter ones directly speed up the computation 
according to the hardware/software partitioning quality. However, few hardware/software 
CO-design tools are available and they are often too specific to a given environment, 
which Iirnits their use and their performance. 
This thesis proposes a new integrated CO-design environment, which includes 
hardware/software performance estimators or metncs allowing to evaluate the software 
structure of applications written in ANSI C language. The metrics allow us to 
characterize, according to the target architecture, which basic block (loops or nested 
loops) of an application is worth embedding in hardware. The process targets a FPGA 
based reconfigurable hardware architecture, in order to increase the execution speed of 
the most prornising blocks and to accelerate the execution of the whole application. These 
metrics include the required execution time, the required memory capacity, the required 
bandwidth and finally, the cornplexity of the hardware partition. 
The considered execution time takes into account the time required by a Pentium 
processor to execute each block in software and, the time required by a suitably 
Abstract xi 
configureci FPGA chip to execute these sarne blocks in hardware. The latter takes into 
account both the communication time and the corresponding Iatency time- At this stage, 
the architecture that offers optimal execution speed for each block is known. If the 
required time for a given block on a Pentium is lower than that on a FPGA, then the 
analysis is stopped and this block is left for software implementation. Otherwise, a 
second phase of analysis is engaged. It checks the availability of the required memory, 
bandwidth and hardware resources to implement this block- 
To reaiize this, the access sequences to each table are recorded, in order to measure 
the lifespan of each vari-able and to determine the minimal memory capacity required to 
execute d l  the steps of the Ioops. Next, the bandwidth is estimated according to the data 
transfer rate to the processing unit (FPGA) required to cany out a specific task. Finally, 
the tool estimates the required FPGA complexity measured by the number of 
confipurable Iogic blocks (CLBs), These metics alIow to determine if the analyzed 
blocks can be implemented in hardware. 
Orice the metrics are known, a parametrk function is used to characterize each basic 
block. A block is retained for hardware implementation if its mapping to hardware is 
advantageous and feasible, 
Our proposed metrics allow chancterizing the execution of each basic block and to 
detect the most promising ones ("hot loops"). Mapping these blocks to hardware 
accelerates the execution of the overall application. 
The results obtained show the relevance of the proposed method and constitutes a 
solid base for future developments of more elaborate tools. Such tools would allow 
predicting the performance of possible hardwarekoftware partitions on reconfigurable 
arc hi tec tures. 
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Introduction 
Depuis quelques années, les ordinateurs à architectures reconfigurables ont fait leur 
apparition. Ces machines permettent une répartition de l'exécution du programme sur des 
plates-formes étroitement couplées. Ces systèmes offrent des possibilités substantielles 
d'accélération [EDW94, H M % ] .  
Ces systèmes offrent un grand potentiel, car il est bien connu qu'une grande partie du 
temps d'exécution des programmes scientifiques et de traitement des signaux est passée 
dans les nids de boucles [GEN96]- L'accélération globaie d'un programme passe 
nécessairement par l'optimisation de ces portions de code. L'exploitation du parallélisme 
inhérent aux nids de boucles et la réutilisation des données sont des moyens de réduire les 
temps d'exécution. La détection des nids de boucles offrant le meilleur potentiel est donc 
essentielle pour qui veut accélérer I'exécution d'un traitement. 
L'approche générale que nous proposons consiste à transporter l'exécution des nids 
de boucles sur une structure à base de logique reconfigurable. En d'autres termes, il 
s'agit, pour un traitement donné, de synthétiser l'application décrite par les nids de 
boucles, puis de l'implanter sur un support reconfigurable. 
Introduction 2 
Pour ce faire, il faut auparavant prédire la pertinence de  déporter des segments1 de  
code en matériel afin d'accentuer la vitesse d'exécution de certains segments d'une tâche, 
Des métriques permettant de  caractériser chacun des segments andysés doivent donc être 
définies. Notre objectif consiste à intégrer un certain nombre de métriques de  
performance à l'intérieur d'un environnement de  CO-design matérielAogicie1 e t  de voir Ies 
différentes adaptations requises en fonction des autres environnements disponibles sur le 
marché tels que Cosyma, SpecSyn, etc, 
L'originalité du  travaiI repose sur le développement de  métriques permettant la 
détection et la caractérisation de "boucles chaudes" à l'intérieur d'une application 
donnée, écrite en langage C ANSI, Une fois les valeurs des métriques trouvées, suite à 
une analyse statistique de  chacun des blocs de base [BAL92], elles sont intégrées dans 
une fonction paramétrique. La mise en œuvre des blocs repose finalement sur 
l'algorithme de partitionnement choisi. La combinaison des métriques et d'un algorithme 
de partitionnement permet d'établir la pertinence d'un éventuel partitionnement 
matérieIflogiciel dudit bloc de base, accentuant la vitesse d'exécution de l'application. 
L'emploi de FPGA (Field Programmable Gate Arrays) pour mettre en œuvre des co- 
processeurs programmables n'est pas nouvelle. Certains des travaux les plus pertinents 
sont présentés dans le chapitre 1. Le chapitre suivant (chap. 2) contiendra les différentes 
étapes de la méthodologie de CO-design rnatérielAogiciel que nous avons élaborée. 
L'approche suivie e t  les métriques associés à notre outil sont décrites dans le chapitre 3. 
La validité de  notre approche est démontrée à l'aide d'exemples concrets présentés au 
chapitre 4. 
1 Dans le présent ouvrage, segment, région, partie et bloc de base sont synonymes et représentent tous une 
boucle ou nid de boucles dans une application. 
Survol des différentes stratégies 
d'optimisation 
Dans Ie présent chapitre, nous faisons un tour d'horizon des différents ouvrages 
traitant, d'une part, des méthodes d'évaluation de performance logicielle et matérielle, et, 
d'autre part, des techniques de partitionnement matériel/logiciel utilisant des co- 
processeurs reconfigurables et dédiés. Enfin, notre positionnement par rapport à 
l'ensemble de ces ouvrages sera exposé à la fin de ce chapitre. 
1.1 Les méthodes d'évaluation de  performance 
Cette section fait état des différents ouvrages les plus pertinents su r  les techniques 
utilisées pour mesurer les performances des systèmes. La plupart du temps, les 
applications scientifiques, exécutées par ces systèmes, ont été mises en muvre en utilisant 
une philosophie de conception séquentielle. D'où l'intérêt de mesurer les performances 
de ce genre d'applications, afin d'exploiter le parallélisme en respectant les dépendances 
des données, en vue d'un éventuel ordonnancement ou partitionnement d u  code. 
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1.1.1 Méthodes logicielles 
PIusieurs chercheurs ont proposé un certain nombre d'approches pour caractériser 
I'exécution des logiciels [GON94]. Une méthode simple d'estimation du temps 
d'exécution est présentée dans PAM94-j. Dans cette étude, les temps d'exécution sont 
calculés en effectuant le produit du nombre d'instructions exécutées par le temps moyen 
d'exécution. Le traitement est effectué sur un processeur MIPS. L'étude se limite à 
caractériser Ie temps d'exécution sur ce processeur et n'évalue en aucun temps la 
pertinence de transposer des segments de code sur un CO-processeur de  type FPGA- 
Dans [HAR93] et [WOL93], on propose des méthodes statistiques pour modéliser 
l'exécution sur l'unité centrale de traitement de sorte que plusieurs types de CPU peuvent 
être évalués en regard du programme devant être exécuté, Parallèlement, [SM19 11 
propose un système de synthèse logiciel, où toutes les primitives pour construire un 
programme sont définies dans une séquence d'instructions fixe. Le tenips d'exécution 
requis pour effectuer un bloc d'instructions donné est pré-calculé. Par conséquent. ces 
primitives peuvent être employées pour effectuer des prévisions précises d'exécution. 
Un modèle proposé dans [GUP94] estime le temps d'exécution d'un programme par 
le nombre de cycles d'exécution nécessaires pour chaque instruction dans le programme, 
la quantité de mémoire en lecture/écriture, et le nombre de cycles pour chaque accès 
mémoire, Cependant, ce modèle ne tient pas compte des caractéristiques intrinsèques de 
l'architecture matérielle cible, ce qui est essentiel pour optimiser I'exécution via un 
partitionnement efficace. 
Dans [YE93], la méthode 
présentée. Dans cette méthode, 
synthétisé. L' approche consiste 
d'évaluation employée dans le système COSYMA est 
le système cible exécutant le programme est également 
à "exécuter" le code sur un modèle du système cible au 
niveau RT (Register-Transfer) pour en extraire des caractéristiques de  synchronisation à 
partir des résultats de simulation. Cette méthode d'évaluation considère Ie code source 
dans son ensemble et non pas bloc de  base par bloc de base. 
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Une autre variante intéressante pour caiculer Ie temps d'exécution du logiciel est 
d7utiIiser un modèle d'estimation- Il peut être spécifique à un processeur ou générique, de 
façon à pouvoir être indépendant du processeur choisi [GAJ94c, KNI961. Un profilage 
WON961 peut être fait sur les différents blocs du logiciel, de façon à déterminer le 
nombre de fois où chacun des blocs sera exécuté, par exemple. Ce profilage peut se faire 
de façon dynamique en faisant exécuter plusieurs fois Ies blocs sur le processeur cible ou 
en utilisant un outil tel que QPT2 FAL92J. Le profilage statique n'utilise pas les 
données pour déterminer le nombre de fois où chacun des blocs sera exécuté- Il doit donc 
être capable de déterminer les bornes supérieures et inférieures. À cet effet, l'outil 
Cinderella [CINOO] peut être utiIisé pour ce type de profilage. 
Une étude dans [BAL961 compare PP à QPT2- PP est un outil de profilage qui 
emploie la bibliothèque EEL &AR951 pour insérer une instrumentation dans les 
programmes exécutables. QPT2 est un autre outil de profilage construit avec EEL, qui 
utilise un algorithme [BAL941 profilant les effets de bord (les débuts et Ies fins de 
boucles). QPT2 requiert habituellement moins de temps système, mais les deux systèmes 
donnent des résultats similaires- Encore une fois, ces outils de profilage ne considèrent 
pas les caractéristiques de l'architecture matérielle cible, ce qui est un handicap important 
lorsque l'on désire effectuer un partitionnement matérieYlogicie1 pertinent et efficace. 
Young et Smith ont employé une forme limitée du traçage de programme afin 
d'enregistrer les voies d'accès permettant ainsi d'étudier la corrélation des branchements 
wOU941. Dans une mémoire tampon de type FIFO, les N derniers branchements sont 
enregistrés, où chacun d'eux se compose d'un nombre de blocs de base et les résultats de 
branchements s'y rattachant. Notons que cette technique coûte plus cher que celle du 
profilage par voie d'accès et exige également un niveau supplémentaire d'adressage 
indirect, associé au compteur des voies d'accès, composé d'une séquence de nombre de 
blocs. À la différence du profilage par voie d'accès, cette technique n'a pas besoin de 
distinguer la répétition des voies d'accès acycliques, puisque cette répétition se tronque 
de part et d'autre à la borne du FIFO. 
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Martin Edwards [EDW93] décrit un système en C qui rassemble l'information de 
profilage par la compilation et l'exécution du programme, Puisqu'il ne considère que les 
fonctions ou procédures (dans les programmes sources) comme étant des régions à 
accélérer, il ne peut considérer des plus petites régions plus prometteuses comme les 
boucles. Comme dans le travail d7Athanas [ATHBl], les régions sont choisies par un 
utilisateur humain et aucune analyse automatique n'est effectuée. 
1.1.2 Méthodes matérielles 
Il existe principalement deux méthodes permettant d'évaluer les performances d'une 
application lorsque celle-ci est exécutée sur une plate-forme matérielle. La première 
utilise une technique de synthèse. Cette technique réalise essentiellement une synthèse 
rapide sans aucune optimisation. Le bloc matériel est donc transformé depuis sa 
description comportementale à partir d'un graphe de flots de données. Une allocation 
d'opérateurs est effectuée pour chacune des opérations- Ces opérateurs sont ensuite 
ordonnancés. Par la suite, une estimation du nombre d'étapes de contrôle est faite, suite à 
I'exécution dudit bloc matériel afin d'obtenir un temps d'exécution approximatif. Pour ce 
faire, un outil de synthèse comme Monet de Mentor Graphics peut être utilisé. 
La seconde, consiste à réaliser une traduction du langage C vers un langage de 
description matérielle, tels que le VHDL ou le Verilog. Différents outils sont disponibles 
à cet effet [COM90, RUN901, cependant ceux-ci ne supportent qu'un sous-ensemble 
limité du langage et ils sont souvent orientés vers des architectures de type VLIW, par 
exemple. De nos jours, on retrouve des outils commerciaux de conception de systèmes 
sur puce (System-on-Chip, SOC), tel que SystemC [AFWOO, SYSOO'J. L'apparition et la 
grande popularité de ce type de méthodologie de conception de système sur puce a 
apporté avec lui une variété de suggestions pour un langage simple qui peut décrire toutes 
les conditions fonctionnelles pour ces conceptions fortement complexes. Ces systèmes 
favorisent la conception de blocs matériel qui peuvent être réutilisés éventuellement. Par 
la suite, différentes techniques peuvent être utilisées pour estimer le temps d'exécution du 
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bloc matériel. Par exemple, le même programme peut être exécuté plusieurs fois et le 
temps maximal d'exécution pourra être choisi comme étant le temps d'exécution du bloc 
matériel. De cette façon, on obtient une quantité considérable de statistiques permettant 
ainsi d'évaluer les performances de chacun des blocs matériels analysés- 
1.2 Les architectures matérielles 
Cette section présente une synthèse des différentes plates-formes les plus utilisées 
lors de la conception de systèmes matériel/logiciel. Principalement, on y retrouvera les 
circuits reprogrammables ainsi que quelques systèmes embarqués. 
1.2.1 Les FPGAs 
Bertin, Roncin et Vuillemin @ER921 enregistrent des vitesses impressionnantes 
pour dix algorithmes réalisés sur des CO-processeurs FPGAs. Les algorithmes utilisés ont 
été soigneusement conçus pour convenir, de façon optimale, à l'architecture matérielle. 
Certains de leurs exemples présentant des accélérations du traitement considérables sont 
à l'origine d'une reformulation des algorithmes, afin d'orienter leurs mises en œuvre de 
façon très étroite avec les caractéristiques intrinsèques de l'architecture ciblée. Leurs 
exemples sont simples et ils décrivent des applications spécifiques (non génériques), par 
opposition aux programmes classiques qui seront étudiés dans ce mémoire. 
Luk, Lok et Page &UK93] ont effectué une étude qui montre comment une 
application logicielle peut être accélérée, en utilisant des FPGAs qui lui sont disponibles, 
lors d'un partitionnement matérieMogicie1 soigneux qui adapte la partition matérielle en 
fonction de l'architecture cible. Cependant, l'avantage principal repose essentiellement 
sur un choix judicieux ou une conception soigneuse de l'algorithme en fonction de 
l'architecture logicielle et matérielle disponible. En d'autres termes, tous ces facteurs 
doivent être connus de la part de l'utilisateur. Malheureusement, cette approche n'est pas 
faisable pour un partitionnement matérieMogicie1 automatique d'une application donnée 
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quelconque. Notre but est d'automatiser ce processus, en utilisant des estimateurs de 
performance afh de prédire la pertinence d'un éventuel partitionnement matérielAogicie1- 
Koch et Golze décrivent un système embarqué de CO-processeurs [KOC93], lequel 
est utilisé dans la conception, et le but de son utilisation est semblable à [JAN94a]. 
Cependant, ils se concentrent d'avantage sur la conception de systèmes embarqués et 
moins sur des méthodologies de partitionnement, De plus, ils ne mettent en application 
aucun algorithme de partîtionnement, 
Le travail sur l'architecture Mark-1 par LRwis et al. m 9 3 ]  a pour but 
l'accélération d'une classe de programmes définissant une application spécifique 
représentée par un ensemble d'instructions qui sont exécutées sur un support matériel 
constitué de 16 FPGA Xilinx. La disposition d'un tel positionnement d'instructions, pour 
un programme donné, est semblable à identifier des régions critiques pour une éventuelle 
implantation matérielle sur des FPGAs, Lewis et al. n'ont pas automatisé le 
partitionnement, mais se sont concentrés particulièrement sur le développement de 
l'architecture matérielle cible- 
1.2.2 Les ASICs 
Dans [CAR96], la méthodologie de CO-design matérielAogicie1 est vue comme une 
approche rentable et prometteuse pour mettre en œuvre des systèmes complexes. La 
rentabilité est dérivée d'un partitionnement approprié des tâches du système parmi les 
composantes matérielles (applications spécifiques ASKs) qui sont rapides mais chères et 
les composantes logicielles (exécutées dans un ou plusieurs dispositifs, habituellement 
des processeurs standards) qui sont plus lents mais peu coûteux. En outre, certains 
comportements sont plus efficaces suite à une mises en œuvre matérielles ou logicielles. 
Dans la phase de spécification, le système est décrit en utilisant le langage formel 
LOTOS [BOL87, DEL951. LOTOS a les caractéristiques requises pour définir les 
spécifications au niveau du système. Les buts et les contraintes, guidant le processus de 
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CO-design, sont dans la description même du système. Des transformations formelles sont 
appliquées pour l'optimiser, 
Après cette phase, la syntaxe et  la sémantique sont analysées afin d'établir une forme 
intermédiaire avec laquelle le partitionnement matérieVlogicie1 sera effectuG 
L'architecture matérieI/Iogiciel cible se compose d'un processeur exécutant le logiciel, 
d'un ASIC mettant en application le matériel et d'une mémoire partagée consultée par un 
bus commun- Des modules d'interfaces sont utilisés pour relier le processeur et I'ASIC 
au bus, tout en tenant compte des transmissions et des transferts d e  données entre elles, 
Cette architecture est paramétrable en ce qui concerne le nombre de processeurs et/ou 
d' ASICs. 
1.3 Les stratégies de partitionnement 
Cette section énumère les différents outils de CO-design matérielAogicie1 disponibles 
sur le marché. Elle présente aussi les avantages et les inconvénients relatifs à chacun 
d'eux. De plus, elle examine leurs limites de fonctionnement qui sontdéterminées par les 
contextes d'utilisation. 
3 .  Les outils existants 
Plusieurs recherches essayent d'intégrer le matériel et le logiciel dans un même 
processus de conception: COSMOS de TIMA/INPG DSM951, SpecSyn de Irvine 
CGAJ94a], CODES de Siemens DUC931, Thomas de CMU [TH093], Gupta et De 
Micheli de Stanford [GUP93b], Ptomely [CHI931 et POLIS [SUZ96] de Berkeley. 
COSMOS est un environnement de CO-design matériel/logiciel basé sur le format 
intermédiaire SOLAR [ISM94] pour modéliser et synthétiser des systèmes hybrides. La 
description intermédiaire peut être produite par différents langages comme SDL, LOTOS, 
etc. Le partitionnement est effectué en utilisant un ensemble hiérarchique de processus de 
communication qui caractérise . une fonction de coût et d e  performance. Ce 
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partitionnement est transformé en appliquant quatre opérations différentes, le résultat de 
celui-ci est ensuite utilisé lors de Ia synthèse. De ce partitionnement, une combinaison 
gagnante et qui satisfait les différentes contraintes de conception est choisie. SOLAR 
supporte différents niveaux comportementaux des spécifications du système. COSMOS 
inclut des outils de synthèse, utilisés pour synthétiser la transmission et le 
partitionnement du système. AMICAL est un outil comportemental de synthèse pour le 
matériel utilisé dans COSMOS. La version courante de COSMOS procède à partir du 
langage SDL et produit une architecture hétérogène comprenant des descriptions 
matérielles en langage VHDL et des descriptions logicielles en langage C .  
SpecSyn est un cadre de conception de système qui aide le concepteur à obtenir des 
descriptions pouvant être synthétisées afin d'obtenir des modules pouvant être mis en 
œuvre sur une architecture matérielle. Les spécifications du système abstrait sont données 
par les langages SpecCharts ou VHDL. Les principales tâches de conception de SpecSyn 
sont: l'allocation des objets structuraux (c.-à-d. modules et bus), le partitionnement des 
spécifications du système (c.-à-d. que les objets fonctionnels sont alloués aux objets 
structuraux) et finalement, une Iiaison entre les objets structuraux et les bibliothèques de 
composants est effectuée. 
CODES est un environnement de conception qui intègre un nouvel outil de 
modélisation avec plusieurs outils existants permettant de définir les spécifications du 
système pour la mise en œuvre du matériel et du logiciel. L'outil de modélisation est basé 
sur le modèle algébrique abstrait PRAM (Parallel Random Access Machines) et sur une 
extension des réseaux de Pétri. L'entrée pour cet outil peut être un Statemate ou une 
spécification SDL. Les environnements intégrés dans l'outil existant sont: les générateurs 
de C et de VHDL pour StateChart et SDL, l'outil de conception et de simulation Matrix, 
et l'outil SIDECON pour la configuration de base des cartes électroniques. Actuellement, 
CODES vise la conception de  systèmes à base de processeurs. 
L'approche de CO-synthèse de Thomas consiste à indiquer au système un ensemble 
de tâches et d'assigner ces tâches aux processus effectuant la mise en œuvre sur le 
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matériel spécialisé ou sur le logiciel d'application fonctionnant sur un CPU commercial. 
Thomas propose de spécifier dans le langage de description matérielle Verilog, les 
processus qui seront mis en œuvre en matériel. Le matériel et  le logiciel communiquent à 
l'aide des sockets BSD disponibles sur Unix et par un moduIe Verilog correspondant à un 
bus d'interface abstraite- Une CO-simulation du système est possible en utilisant un 
simulateur du langage Verilog. 
Gupta et De Micheli [GUP92, GUP93aJ proposent une approche orientée matériel 
qui utilise un sous-ensemble limité du langage C,  appelé Hardware C, comme langage 
décrivant les spécifications du système. Ce dernier est le langage d'entrée du système 
Olympus. Leur système de conception permet d'entrer graduellement des fonctions, qui 
seront effectuées en matériel, dans le programme source, tout en considérant les 
contraintes de temps et de synchronisation. À partir des spécifications du système7 on 
dérive le graphe de flot de données (DFG). Celui-ci est utilisé pour évaluer une fonction 
de coût de partitionnement rnatérielllogiciel. L'approche orientée matériel et I'utilisation 
de Hardware C limitent la complexité du système global. 
L'environnement de conception Ptolemy permet le développement et la simulation 
des modules matériels et logiciels. L'environnement supporte, pour la partie matérielle, 
les architectures de type "behavioral" et "structural", décrivant le comportement de 
chaque entité et, pour la partie logicielle, un module de génération du code d'assemblage 
ciblé pour des microprocesseurs DSP. Un utilisateur de Ptolemy peut synthétiser le 
logiciel, modéliser le matériel et simuler des algorithmes donnés. Il indique à l'entrée de 
Ptolemy les structures de flots de données synchrones et les graphiques fonctionnels en 
utilisant les deux niveaux d'abstraction suivants : au niveau porte et au niveau 
comportemental. Ii peut obtenir comme sortie un code assembleur ciblé pour un 
processeur DSP, pour la partie logicielle et, pour la partie matérielle, une description 
"Netlist" pouvant être utilisée pour la synthèse logique. 
Dans le système POLIS, la partition, la vérification de la synchronisation et 
l'optimisation au niveau CFSM (Codesign Finite State Machine) et au niveau des graphes 
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sont guidés par une évaluation de la mise en œuvre finaIe. Cette évaluation est basée sur 
des modèles du système cible et de la structure du code- 
Outre ces nombreux projets, d'autres chercheurs ont essayé aussi de concevoir des 
outils de partitionnement matériel/logiciel intégrant à la fois le logiciel et le matériel dans 
un même processus de conception. Les travaux les plus pertinents sur le sujet sont 
présentés ci-dessous, les auteurs ainsi que leurs méthodologies respectives y seront cités. 
Barros da Silva FAR931 présente un outil de partitionnement basé sur une 
description conforme à UNITY. Cette description peut être séquentielle ou parallèle. Un 
processus d'affectation permet de rassembler, en deux étapes, d'une part, les différentes 
mises en œuvre possibles et, d'autre part, les dépendances de données, les ressources 
partagées ainsi que les performances s'y rattachant. La gestion des affectations est 
ordonnée pour l'architecture ciblée. Ce processus est réitéré afin de satisfaire toutes les 
contraintes de conception- 
O'Nils et al. [ONI95] présente un outil de partitionnement nommé AKKA, Cet outil 
est basé sur la même approche que dans [JAN94b], mais cependant, plusieurs 
améliorations ont été apportées- La première consiste à permettre à l'utilisateur, lors du 
partitionnement, d'imposer des contraintes en assignant des candidats potentiels au 
matériel ou au logiciel afin d'obtenir l'information résultante reliée à un éventuel 
profilage. Cette information est visible via une interface graphique. La seconde repose sur 
le fait que l'information relative au profilage peut être utilisée lors du transfert des 
données, ce qui réduit considérablement les goulots d'étranglement lors de la 
transmission. 
L'ambition d' Athanas [ATH9 11 est le partitionnement automatique d'un programme, 
écrit en langage C ,  dans des parties logicielles et matérielles et implanter les parties 
matérielles sur des FPGAs. Par contre, son approche considère seulement les circuits 
combinatoires purs, sans utiliser des techniques de synthèse de haut niveau. Il ne permet 
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pas I'accès mémoire disponibIe sur les FTGAs et le processus de partitionnement est 
guidé lui aussi par un utilisateur humain- 
Ernst et HenkeI IERN92, ERN981 utilisent une extension du langage C, comme 
langage de spécification, pour un contrôleur embarqué lors de la conception. Leur 
objectif est d'extraire des segments de code qui seront éventuellement implantés sur une 
architecture matérielle. Leur système de partitionnement matérieMogicie1 est basé sur le 
recuit simulé et considère chaque segment de code logiciel comme étant des régions 
prometteuses, Cette approche est inefficace, puisque la plupart de ces segments de code 
ne sont pas des régions critiques. Les données de profilage sont recueillies par un 
simulateur qui est beaucoup plus Ient que la compilation et l'exécution du programme 
source. Ceci est d'autant plus fastidieux lorsque l'on exécute des longs programmes- 
Cette revue sur les outils de CO-design matériel/logiciel est certes incompIète, 
puisque ce domaine évolue tellement rapidement, il est fort probable que déjà d'autres 
types d'outils sont présentement sur le marché et que d'autres ont complètement été 
laissés de côté. À ce titre, le lecteur peut consulter les ouvrage spécialisés cités aux 
références [EETOO, GAJOO, SUM001- Ces ouvrages actualisent et répertorient les 
principaux travaux dans ce domaine. 
1.3.1.1 Les oufiik commerciaux 
Il est important de noter que quelques outils de CO-design matérielAogiciel ont vu le 
jours dernièrement et sont présentement disponibles. Parmi les principaux on note 
CoWare @30L97, COWOO] et Arexsys [AREOO]. On peut les catégorisés comme des 
outils de partitionnement semi-automatique permettant, entre autre, un raffinement 
intéressant au niveau des communications entre le logiciel et le matériel. 
CoWare est un environnement de CO-design matériel/logiciel permettant la mise en 
œuvre de systèmes hétérogènes basée sur des spécifications hétérogènes. Cet 
environnement permet à un concepteur de mettre en œuvre une application basée sur une 
conception de raffinement. Tout d'abord, le système est spécifié complètement en 
Survol des différentes stratégies d'optimisation 14 
langage C.  Ensuite, selon le choix du partitionnement matérielAogiciel, Ie C fonctionnel 
correspondant à la partie matérielle est traduit manuellement en une description 
comportementale. Puis, CoWare génère automatiquement une description Verilog ou 
VHDL de niveau RTL, équivalente, ainsi que l'interface de communication entre la partie 
logicielle et matérielle. Finalement, CoWare supporte également la CO-sirnuhtion avec 
des simulateurs Verilog et W L -  
Arexsys est une amorce de technologie sur le marché naissant de la conception 
assistée par ordinateur de système (System Design Automation, SDA). SDA entoure les 
outils e t  les méthodologies qui permettent à des concepteurs, selon des caractéristiques de 
systèmes électroniques, de mettre en œuvre des modules en logiciel et en matériel. Le 
processus commence par un cahier des charges formel écrit en  langages standard 
d'industrie tels que C ,  SDL ou VHDL et fournit des descriptions matérielles au niveau 
transfert de registre (RTL) ciblées pour les langages VHDL et Verilog et des descriptions 
logicielles ciblées pour le langage C .  
1.3.2 Les algorithmes de partitionnement 
Une fois la modélisation du système complétée, un algorithme de partitionnement 
doit être utilisé afin d'examiner les différentes configurations possibles. II existe des 
algorithmes précis comme le "branch-and-bound" [AXE971 qui examine l'ensemble des 
configurations possibles pour une même modélisation. Cependant, la plupart de ces 
procédures sont des heuristiques qui essaient, à partir d'une modélisation donnée, de faire 
des changements à une configuration de départ dans le but de l'améliorer. Les 
heuristiques les plus répandues sont la recherche taboue @3EN97], le recuit simulé 
[AXE97], la méthode vorace [GAJ94c] et les procédures génétiques [GAJ94c]. 
Peng's et Kuchcinski's @LE941 proposent un partitionnement basé sur le recuit 
simulé et la représentation interne est basée sur les réseaux de Petri. Elle utilise les 
informations de profilage, qui sont obtenues par un simulateur, ainsi que l'information 
reliée à la connectivité statique entre les opérations effectuées. 
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Jantsch et al, [JAN94a] présente un algorithme de partitionnement basé sur un 
arrangement hiérarchique de présélection qui utilise des techniques de programmation 
dynamique. Cette approche permet: (a) une collecte efficace des données relatives au 
profilage possible grâce à l'utilisation des langages de haut niveau, tels que C et C++, 
comme langage de spécification; (b) une rapidité du partitionnement due à Ia présélection 
<es candidats potentiels; (c)  un niveau de complexité supérieur du partitionnement 
matériel permettant une émulation Iogique du système entier. 
Le lecteur intéressé par les méthodes de partitionnement les plus répandues peut 
consulter l'ouvrage cité à la référence [EDW97]- 
1.4 Le choix de la méthodologie suivie 
Dans cette dernière section, nous allons identifier les spécifications, les objectifs et 
les contraintes du projet. Nous allons y décrire le choix des fonctionnalités que nous 
avons implantées, afin de bien faire ressortir fa méthodologie préconisée dans ce travail. 
Mais tout d'abord, présentons une vue d'ensemble du projet CODE. 
1.4.1 Le projet CODE 
Le projet CODE du Groupe de Recherche en Microélectronique de l'École 
Polytechnique d e  Montréal consiste à étudier Ia structure d'un compilateur C ciblé vers 
un ordinateur d'une architecture hybride reconfigurable. Ce projet propose de tenter de 
capter le flux de design de ce type d'application dans un compilateur d'un langage de 
haut niveau. Cet outil intégrera à la fois le flux de design logiciel et matériel dans un 
même processus de conception. 
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1.4.2 Les spécifications de l'outil 
1.4.2.1 Les objecfiifs 
Tout d'abord, les spécifications du cahier des charges initides étaient de  concevoir et 
de mettre en œuvre des estirnateurs de performance- Ces estimateurs permettant de 
prédire la pertinence d'un éventuel partitionnement rnatériel/Iogiciel automatique, sur une 
architecture matérielle reconfigurable de type FPGA, afin d' accentuer la vitesse 
d'exécution d'une tâche donnée- Ceux-ci identifiant les "boucles chaudes" ou régions 
critiques présentes à l'intérieur de programmes, écrits en langage C ANSI, En d'autres 
termes, nous devions développer des outils permettant d'analyser Ia structure IogicielIe 
d'une application quelconque écrite en C et d'extraire les informations relatives aux 
caractéristiques de cette application lors de son exécution. 
Initialement, cinq fonctionnalités de base ont été définies afin d'élaborer un premier 
embryon d'outil de mesure et d'anaIyse de performance. Ces fonctionnalités recherchées 
sont : un corfipilateur du langage C ,  un module permettant la génération de deux codes 
cibles, soit : le C et VHDL, u n e  bibliothèque de modules générique afin de supporter 
plusieurs architectures matérielles, un module de profilage servant à quantifier Ie 
squelette d'exécution de I'application et, enfin, un module d'estimation de Ia 
performance de chacune des appiications, mesurant ainsi la pertinence d'un éventuel 
partitionnement rnatérielAogicie1 sur une architecture matérielle reconfigurable. 
Cependant, un certain nombre de contraintes s'ajoutent à la complexité de l'outil. 
Citons les trois plus importantes contraintes qui imposent, en quelque sorte, la structure 
logicielle que devra prendre l'outil. Tout d'abord, le code cible (C et VHDL) doit pouvoir 
être synthétisé et compilé par des outils commerciaux de base. On ne veut pas réécrire un 
"front-end", donc celui-ci doit être récupéré du compilateur C utilisé. Enfin, l'outil doit 
supporter la simulation et le déverminage des codes cibles générés. 
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Afin de bien présenter le portrait général de la méthodologie suivie et de la 
pertinence de celle-ci, on doit se rapporter, de façon très étroite, aux spécifications 
fonctionnelles du futur outil d'analyse. 
Notons que, dans le cadre de cette étude, nous avons focalisé nos efforts 
essentiellement sur la conception et la mise en œuvre du module effectuant un profilage 
dynamique et du module permettant d'estimer la performance de chacune des 
applications analysées. Le module de profilage dynamique sert à quantifier le squelette 
d'exécution de l'application et le module d'estimation de performance mesure la 
pertinence d'un éventuel partitionnement matérielAogicie1 sur une architecture matérielle 
reconfigurable. 
Pour y parvenir, voici les grandes étapes de la méthode suivie lors de la conception. 
La première étape du processus est la revue de la littérature sur le sujet des processeurs et 
des circuits reconfigurables. À ce stade, la décision d'utiliser une architecture 
reconfigurable de type FPGA ou autre chose, découle en général des contraintes de 
performance et de coût. Le choix d'un compilateur, du domaine public, devrait 
normalement découler des spécifications fonctionnelles et des contraintes du système. Le 
développement d'une stratégie d'optimisation permet de localiser les "boucles chaudes" 
d'un programme et d'en évaluer les coûts d'exécution selon la quincaillerie disponible. 
Cela constitue les dernières étapes de la méthodologie de conception. 
Le chapitre qui suit passe à travers tous ces points d'une façon plus détaillée, en 
commençant par la description de la structure générale d'un système hybride 
reconfigurable. 
La méthodologie de CO-design 
matériel/ logiciel 
Dans ce chapitre, nous présenterons d'abord une vue d'ensemble de  la problématique 
de  recherche relative au choix d'une méthodologie de CO-design rnatérieVlogicie1 
débouchant sur la réalisation d'un système hybride reconfigurable- Par la suite, nous 
traiterons de la structure modulaire de l'outil d'analyse, puis nous décrirons les 
spécifications respectives rattachées à chacun des modules. 
Une partie des concepts de base sur le CO-design utilisés dans ce chapitre proviennent 
du travail de Doucet [DOU99] sur Ia définition de l'architecture générale du système. 
2.1 La problématique 
La conception d'applications hybrides de type matérielAogiciel a longtemps été un 
art exercé par d e  petits groupes de chercheurs universitaires et privés. L'apparition d'une 
telle philosophie de conception vient probablement du besoin qu'a eu l'industrie, dans le 
secteur des hautes technologies, de  systèmes de plus en plus performants pour être en 
mesure d'exécuter des applications de  plus en plus complexes e t  ce, le  plus rapidement 
possible. Cependant, le partitionnement s'effectue manuellement e t  selon l'expérience du 
concepteur. Ces tâches sont souvent résemées aux ingénieurs les plus expérimentés ayant 
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la capacité, en fonction de leurs expériences en conception, de déterminer quels seront les 
blocs qui seront plus efficace en matériel et ceux qui seront plus efficace en logiciel 
respectivement. Il y a donc quasi absence de procédures automatisées permettant 
d'obtenir de l'information sur la nature des programmes analysés. Les mécanismes 
d'interface entre les partitions logicielles et matérielles sont souvent improvisés et sont 
décrites dans des langages non-formels et non-standardisés- Un langage standard est 
généralement un gage de compatibilité, de portabilité, de stabilité et de pérennité. Ce 
manque de formalisme réduit de façon importante la performance globale des systèmes, 
un certain nombre de facteurs provoquent ces pertes de performance- Le premier de ces 
facteurs est, sans contredit, que la conception et la mise en œuvre de ces partitions repose 
sur une méthodologie de conception ponctuelle ne respectant aucune spécification 
fonctionnelle commune. Le second découIe des délais importants reliés à l'intégration de 
ces partitions afin de respecter, d'une part, les spécifications fonctionnelles respectives à 
chacune et, d'autre part, la synchronisation de ces deux processus, ainsi que leur mode de 
fonctionnement spécifique- Pour palier à ces problèmes, les concepteurs ont tendance à 
mettre en œuvre le plus de segments du système en logiciel et de minimiser les partitions 
matérielles. Par conséquent, ce genre d'approche résulte très souvent en des 
partitionnements matérielAogiciel plus ou moins efficaces et non-optimaux. Cependant, 
on retrouve actuellement sur le marché des outils de CO-simulation comme Eagle de 
Synopsys et Seamless CVE de Mentor Graphics qui permettent de vérifier la 
synchronisation d'une façon automatisée. Ces outils sont mature et très efficace. 
Au cours de la dernière décennie, une nouvelle méthodologie de conception a vu le 
jour. Cette méthodologie se nomme le CO-design et elle inclut, dans un même processus, à 
la fois les parties logicielles et les parties matérielles. Le CO-design permet, lors de la 
conception, de séparer les parties qui seront en logiciel des parties qui seront en matériel 
selon des critères rigoureux. Cependant, peu d'outils de CO-design sont disponibles et sont 
souvent orientés pour des applications spécifiques ou des grammaires pré-sélectionnées. 
La méthodologie de CO-design matérieylogiciel 20 
Noire approche propose un certain nombre de critères ou métriques de performance 
servant à détecter et à caractériser chacun des segments de code d'une application donnée 
écrite en langage C ANSI. À partir des valeurs de métriques trouvées, une fonction 
paramétrique a été développée pour quantifier chacun de ces segrnents afin de prédire la 
pertinence d'éventuels partitionnernents matériel/logiciel sur une architecture matérielle 
reconfigurable de type FPGA. La mise en œuvre de cette fonction est basée sur un 
algorithme de partitionnement respectant à la fois les contraintes de temps et les 
contraintes imposées par l'architecture matérielle ciblée. 
2.2 Les spécifications du système 
Comme nous venons de le voir, ce travail de recherche consiste à développer un outil 
d'analyse afin de prédire la pertinence de transposer et d'exécuter des segments de code 
en matériel afin d'accélérer la vitesse d'exécution de certains segrnents d'une tâche. 
Essentiellement, cet outil devra transformer une description dans un système formel de 
départ vers une description dans un système formel d'arrivée, en utilisant les règIes de 
traduction appropriées selon les résultats des métriques de performance. Évidemment, 
cette section présente une vue d'ensemble du projet afin de permettre au lecteur de se 
faire une idée générale des différents facteurs considérés. 
2.2.1 Structure générale du système 
La structure générale du système, illustrée à la figure 2.1, permet d'identifier les 
différentes fonctionnalités du système. Les domaines de fonctionnalité couverts par les 
systèmes formels de départ et d'arrivée ne sont pas les mêmes. On cherche à traduire les 
segments de code qui sont dans l'intersection des domaines de fonctionnalité. La 
détermination des segments se trouvant dans cette intersection est obtenue via les 
résultats des métriques de performance. 
Système fonnel 
de départ 




FrG. 2.1 Structure générale du système 
2.2.2 Système formel d e  départ 
Le système formel de départ décrit des applications dans un [angage de haut niveau 
ciblé pour un ordinateur avec un microprocesseur séquentiel. La figure 2.2 illustre 
l'architecture d'un tel ordinateur sous sa forme la plus simplifiée. 
FIG. 2.2 Architecture logique du système initial 
La description de chacune des applications séquentielles est écrite en langage C 
ANSL La figure 2.3 illustre le flux de compilation traditionnel relatif au système formel 
de départ. 
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CMP D1,DO 
BLT $FI? 
MOVE D l D 2  
ADD D2,Dl 
r1 
FIG. 2.3 Flux de compilation traditionnel 
EssentieHement, la compilation effectue une traduction d'un programme écrit en 
langage évolué en un programme équivalent en langage machine. Le programme qui 
exécute la compilation utilise le programme source écrit en langage source comme 
données et produit, comme résultat, un programme objet en Iangage objet, ce  dernier 
pouvant être en fait le langage assembleur ou directement Ie langage machine, qui sera 
exécuté séquentiellement sur Ie microprocesseur cible. 
2.2.3 Système formel d'arrivée 
Le système formel d'arrivée décrit des applications dans un langage ciblé pour un 
processeur reconfigurable de type FPGA. L'architecture d'un tel processeur est illustrée, 
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sous sa forme la plus simplifiée, à la figure 2.4. Notons que le bloc de gauche, dans cette 
figure, intitulé Architecture logique du système initial, correspond exactement à ce qui est 
illustré à la figure 2.2. On veut schématiser, ici, que l'architecture logique cible du 
système hybride reconfigurable est constituée, d'une part, de l'architecture logique du 
système initial et, d'autre part, de l'architecture logique du CO-processeur FPGA. 
Rappelons que le FPGA possède à la fois de la mémoire interne et exteme- 
Logiciel 
f'--"--"-"' - 1 
: Architecture 
: 1ogïqU.edu j 
: système irritid 
1 I 
Matériel 
r - - . . - - - - - - - - - - -  
1 I 
Y 
Canal de commUNcation 
FIG. 2.4 Architecture logique cible du système hybride reconfigurable 
La description de chaque application, pour Ie système hybride, est écrite dans une 
combinaison de deux langages, soient le larigage C ANS1 et le langage VHDL. Le VHDL 
est un langage compilé vers des descriptions matérieIles au niveau des registres et des 
portes Iogiques- Ces descriptions sont chargées par la suite dans le processeur 
reconfigurable. La figure 2.5 illustre le flux de compilation relatif au système formel 
d' arrivée, 
2.2.4 L'architecture matérielle 
Dans la présente section, nous présentons d'abord une vue d'ensemble des 
caractéristiques de la plate-forme matérielle. Ensuite, nous traitons des différents 
éléments programmables présents dans cette architecture. Après quoi, nous abordons le 
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langage de description matérielle VHDL, puis nous proposons une brève introduction qui 
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ADD D2pl 
FIG. 2.5 Fiux de compilation recherché 
2.2AI Les FPGA 
Un FPGA est un circuit reconfigurable. Son architecture interne, présentée à la figure 
2.6, est constituée essentiellement de blocs logiques programmables (CLBs), de matrices 
de routage et de blocs mémoire- Un CLB (Configurable Logic Block) est un module 
logique qui met en œuvre une table de vérité. La figure 2.7 illustre les différents 
composants constituant un CLB. Les matrices de routage établissent les liens entre les 
CLBs, Ia mémoire et les broches physiques de la puce. En combinant chacun des CLBs, 
on arrive à implanter diverses fonctions logiques. Le lecteur intéressé par les circuits 
La méthodologie de CO-design matérieYlogiciel 25 
programmables (FPGAs, ASICs, etc.) et leurs architectures respectives peut consulter 
divers ouvrages spécialisés pUT97, SMI97, XIL99aI. 
I O B  I IOB IDLL~ CL 
FïG. 2.6 Vue d'ensemble de l'architecture Virtex 
Une description en langage VHDL peut être compilée vers une description de séries 
de tables logiques. Ensuite, un placement et un routage détermine les liens à établir entre 
les CLBs pour réaliser matériellement les fonctionnalités sur le FPGA. 
FIG. 2.7 Vue schématique d'un bloc logique programmable (CLB) 
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2.2.4.2 Le /angage VHDL 
C'est dans le courant des années 1970 que le ministère américain de la défense 
@oD) lança le programme VHSIC (Very High Speed Integrated Circuits), une initiative 
de grande ampleur destinée à produire des circuits intégrés complexes de très haute 
performance. Il apparut rapidement que, compte tenu du grand nombre de sociétés 
concernées, le défi majeur résidait moins dans l'effort technologique que dans la 
normalisation de la communication entre Ies différents intervenants. La plus grande 
diversité régnait parmi les outils utilisés, non seulement entre les différentes compagnies 
contractées, mais aussi bien entre les différents départements d'une même compagnie, 
voire entre différents projets gérés par un même dépcartement. Cet état de fait a motivé 
l'émergence du VHDL (VHSIC Hardware Description Language), qui visait entre autres 
à fournir un environnement de développement matériel complet unifié, Standardisé en 
décembre 1987 par lYInstitute of Electrical and Electronics Engineers sous la référence 
IEEE-1076, le VHDL se présente donc comme un langage unique pour la description, la 
modélisation, la simulation, la synthèse et la documentation [LAR97]. 
Son utilisation pour la synthèse logique, autrement dit la création de circuits à partir 
de descriptions textuelles, est plus récente, et est notamment reliée à t'essor 
extraordinaire des composants logiques programmables, qu'ils se nomment CPLD ou 
FPGA. Il fdlait, à ces architectures devenues complexes, un langage descriptif de haut 
niveau, en remplacement des langages de première génération aux fonctionnalités 
limitées ou aux méthodes de capture schématique. II leur falIaït également un langage 
universel, ne verrouillant pas l'utilisateur à une architecture unique. Il leur fallait enfin un 
langage démocratique, apte à promouvoir des environnements de développement 
économiques. Toutes ces conditions sont aujourd'hui remplies : le VHDL est devenu le 
langage descriptif le plus répandu parmi les concepteurs de circuits. 
Cette présentation est certes incomplète, puisque nous ne donnons pas 
nécessairement au lecteur I'information relative à 17utiIisation de ce langage. Cependant, 
le lecteur intéressé peut toujours consulter divers ouvrages [AUM96, LAR971. 
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2.2.5 Règles de traduction 
À cette étape, on cherche à traduire les segments de code de l'application qui sont 
dans l'intersection des domaines de fonctionnalité. On va pouvoir déterminer quels sont 
les segments qui sont dans cette intersection à l'aide des informations fournies par Ies 
métriques de performance. Ces informations permettront de choisir les règles de 
traduction appropriées. 
2.2.6 Métriques de performance 
Les métriques de performance permettent de caractériser chacun des blocs de base de 
l'application IogicieIle, ces métriques sont : le temps d'exécution, l'espace mémoire 
requis, la bande passante requise et la surface matérielle utilisée sur le FPGA. La 
pertinence d'un éventuel partitionnement matérielnogiciel d'un bIoc de base est 
déterminée par une fonction paramétrique définie à l'aide de ces métriques. Le résultat de 
cette fonction est ensuite comparé à un seuil d'acceptabilité [MIC94]. 
Nous consacrons un chapitre entier (chap. 3) à la description et au mode d'évaluation 
de chacune des métriques- 
2.3 La structure logicielle de l'outil d'analyse 
Maintenant que le système a été conceptualisé, voyons la structure 10,oicielle de 
l'outil d'analyse qui permettra d'intégrer lesdites métriques de performance. 
2.3.1 Le flux de données du système 
La première étape fut de modéliser la structure de l'outil. À cette étape, il faut 
d'abord dresser la liste des fonctionnalités que l'on désire obtenir. Après quoi, on peut 
adopter une méthodologie de conception modulaire favorisant l'extensibilité et ainsi 
différents projets peuvent venir se greffer par la suite. Chacun des projets peut consister 
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au développement d'un module spécifique- Le présent projet reflète bien cette 
philosophie de conception. 
La figure 2.8 présente le flux de données à travers le système ainsi que 17ensembIe 
des principaux modules, L'AST (Abstract Syntactic Tree) de I'application logicielle en 
entrée est construit par le module d'analyse lexicale et syntaxique. Par la suite, un autre 
module construit le CFG (Control Fiow Graph). Chaque nœud dans le CFG possède une 
liste d'instructions dont chacune consiste en  une liste d'opérations. Ces opérations ont 
des pointeurs aux nœuds du DFG (Data Flow Graph). 
P ati ti onnement 
matériel/iogiciel 1 
FIG. 2.8 Diagramme de flux de données 
Dans le CFG, les nœuds représentent les structures de contrôle comme if-then-else, 
for, while, etc. Normalement, le CFG correspond exactement à un nœud Begin (début du 
programme) où le flux de contrôle débute et à un nœud End (fin du programme) où le 
flux de contrôle termine. Les arcs dans les graphes sont orientés et représentent le flux de 
contrôle. Un arc onginaire d'un nœud NI et pointant vers un nœud N2 signifie que le 
nœud NI devra être exécuté en premier, et que le nœud N2 sera exécuté par la suite. À 
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tout moment, seulement un nœud de contrôle dans Ie CFG peut être exécuté à la fois, 
Dans le cas où les nœuds de flux de contrôle ont deux arcs ou plus vers différents nœuds, 
un seul doit être choisi à la fin de l'exécution de ce nœud. Par exemple, le noeud r7du 
CFG possède deux arcs sortants : un qui pointe vers le nœud then et l'autre vers le nœud 
else. Tous les nœuds du CFG possèdent une section spécifique qui évalue les expressions 
représentées par le DFG. 
Le DFG est divisé en plusieurs sous-ensembles disjoints. Chaque sous-ensemble 
décrit une section linéaire du programme (pas de branchement). Un DFG est toujours 
attaché à un CFG qui décrit les constructions de contrôle alors que le DFG décrit les 
instructions et Ies expressions utilisées pour évaluer les conditions de branchement ou 
autres opérations. 
Lorsque ces différents graphes sont construits et disponibles, le module d'analyse de 
flux et de dépendance suggérées dans CAH086, FER871 effectue une sétie de passes pour 
générer d e  l'information sur le comportement de I'application analysée. Par la suite, un 
profilage dynamique est effectué, C'est-à-dire que le même programme est exécuté 
plusieurs fois sur le processeur cible et le temps moyen d'exécution est choisi comme 
étant le temps d'exécution du bloc logiciel. 
Le module de partitionnement maténel/logiciel effectue le découpage entre le 
logiciel e t  le matériel suivant les résultats des métriques, afin de déterminer la partition 
qui sera la  plus désirable. Une fois le partitionnement effectué, les parties de I'AST qui 
restent en logiciel sont converties en C et, les parties ciblées vers le matériel sont 
converties en VHDL. 
2.3.2 Le compilateur SUIF 
Afin de réaliser le "parsing" de l'application logicielle en entrée qui englobe, d'une 
part, les analyses lexicale et syntaxique et, d'autre part, la construction de 17AST, nous 
avons choisi d'utiliser le compilateur SUIF [SUI99]- Le lecteur intéressé par ce 
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compilateur et par son architecture interne peut consulter -98, SUI99, WIL981. Ce 
compilateur a été développé par un groupe de recherche de l'université de Stanford et est 
une version améliorée du compilateur LCC -951- Les critères pour ce choix furent la 
qualité du design et de  sa mise en euvre, les mécanismes d'extensibilité, son utilisation 
par la communauté scientifique dans ce domaine et, finalement pour la séparation entre le 
"parsing" et la construction de I'AST. Ce dernier critère garantit que le langage en entrée 
peut être remplacé par un autre, c'est-à-dire que la construction de 1'AST est 
indépendante de la grammaire. De ce fait, notons que SUIF supporte les grammaires du 
langage C et Fortran. De plus, ce compilateur est du domaine public et il n'y a pas de 
restriction sur les droits de copie- 
L'idée de réutiliser l'architecture interne dudit compilateur est d'au-omenter sa base 
de données, suite à un profilage effectué antérieurement, en vue de déterminer des 
indicateurs de performance [HAR96, LIE971 pour quantifier la pertinence d'éventuels 
partitionnements matérielAogicie1. 
Les différentes phases d'une conception conjointe matériel/Io,oiciel sont montrées à 
la figure 2.9 [ADA96]. La conception du système ou, plus particulièrement dans cette 
étude, de l'application logicielle, n'est pas considérée dans ce travail. Notre mandat est 
d'analyser ces applications logicielles et de déterminer la pertinence de transposer et 
d'exécuter certains segments de code afin d'en accélérer la vitesse d'exécution. À cet 
effet, la granularité des objets, correspondant à la dimension des parties qui seront 
implantées en logiciel ou en matériel, est représentée par un bloc de base. Chacun des 
blocs de base est représenté par une boucle ou un nid de boucles. Il y a autant de blocs de 
base qu'il y a de boucles dans l'application. 
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Conception du système ,/ /- 
FIG. 2-9 Phases d'une conception conjointe rnatérieViogicie1 
C'est dans la phase de conception conjointe rnatérielAogiciel que le système est 
partitionné et que ses différentes parties sont implantées soit en logiciel, soit en matériel. 
La phase de partitionnement matérielAogicie1 peut se faire de façon formelle. Il s'agit 
d'utiliser une fonction pour caractériser le choix du partitionnement par une quantité qui 
est comparée à un seuil d'acceptabilité. Cette fonction prend en compte l'accélération, le 
coût du matétiel, la séquentialité du logiciel, etc- WIC941. C'est d'ailleurs dans cette 
optique qu'ont été développées chacune des métriques de performance permettant 
justement de tenir compte de ces différents facteurs. Le processus de CO-design n'est pas 
à ce jour un processus automatisé, mais il y a beaucoup de recherche dans cette voie- 
Pour supporter le CO-design, iI existe des outils de CO-synthèse et de CO-simulation comme 
Monet et Searnless CVE de Mentor Graphies. Ce dernier permet de simuler le matériel et 
le logiciel simultanément afin de déterminer le meilleur partitionnement- 
2.3.4 Le partitionnernent matériel/logiciel 
Le partitionnement matériel/logiciel [GAJ95, PET953 consiste à porter Ies segments 
de code de l'application logicielle en matériel, en fonction des résultats des métriques de 
performance développées. À cet effet, deux types de modules de génération de code sont 
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nécessaires. Il y a un module de traduction pour la partie logicielle et un module de 
traduction pour la partie matérielle, comme l'illustre la figure 2.5. 
La figure 2.10 montre la configuration type d'un système de partitionnement 
[GAJ95]. Un algorithme est utilisé pour déterminer les fonctionnalités qui seront 







FIG. 2.10 Configuration type d'un système de partitionnement 
* 
2.3.5 La partie logicielle 
* 
L'émission du code, pour la partie logicielle, est réalisée par une primitive disponible 
avec le compilateur SUIF [I(IE98, WIL981. Cette primitive permet d'émettre du code C à 
partir de I'AST. Par la suite, il suffit de compiler ledit code par un compilateur spécialisé 
pour un processeur DSP (Digital Signal Processing) ou par un compilateur ciblé pour un 
processeur commercial de type Pentiurn. Finalement, ce dernier sera exécuté par le 
processeur cible. 
Modèle 
2.3.6 La partie matérielle 
L'émission du code, pour la partie matérielle, est réalisée par un module traducteur 
de C au VHDL RTL [ASH96]. Ce module est présentement en cours de réalisation par un 
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des membres du projet CODE- Il sera greffé à la structure logicielle de SUTF, car ce type 
de fonctionnalité n'existait pas dans la trousse de base de SUIF. La traduction terminée, 
on obtient un code exécutable sur l'architecture matérielle cible, Ce code correspond à la 
description matérielle du comportement logique des segments de code logiciel déportés 
vers le matériel- 
Afin d'obtenir des versions préliminaires reliées à une éventuelle exécution 
matérielIe, il serait intéressant d'envisager l'utilisation de librairies actuellement 
disponibles sur le marché comme C Level [BRAOO, CLEOO] et SystemC [SYSOO]. Ces 
librairies de haut niveau permettent de convertir à partir du langage C ANS1 une 
description matérielle au niveau RTL ciblée pour le langage VKDL ou Verïlog. De cette 
façon, nous serions en mesure de valider dès maintenant notre méthodologie sans 
attendre que notre module traducteur de  C au VHDL RTL soit totalement fonctionnel. 
Mentionnons, en  terminant, que ces outils n'effectuent aucune transformation du type 
pardlélisation, ré-ordonnancement de code, etc. 
Chapitre 3 
Les métriques de performance 
Le présent chapitre donne la description et le mode d'évaluation de  chacune des 
métriques permettant d'identifier des boucles chaudes à l'intérieur d'applications 
logicielles écrites en langage C ANSI. 
3.1 L'approche suivie 
3.11 Introduction 
Plusieurs facteurs peuvent influencer la façon dont Ie partitionnement entre le 
logiciel et le matériel sera fait. Les métriques que nous allons utilisées pour nos 
applications sont le temps d'exécution, l'espace mémoire requis, la bande passante 
requise et la surface matérielle du FPGA nécessaire. Ces métriques de performance 
permettent de caractériser chacun des blocs de base d'un programme, représentés 
essentiellement par une boucle ou nid de boucles. La pertinence d'un éventuel 
partitionnement matériel/logiciel d'un bloc de base est déterminée par une fonction 
paramétrique. Cette dernière intègre chacune de ces métriques, afin de caractériser le 
choix du partitionnement par une quantité, qui est comparée à un seuil d'acceptabilité 
@3EM94]. Celle-ci sera décrite plus loin dans ce chapitre- 
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3.1.2 Modèle architectural de ifoutil 
Dans les pages précédentes, plus particulièrement aux sections 2.2 et 2.3, nous avons 
présenté l'architecture à très haut niveau du système2 tant logiciel que matériel. Ce 
système utilise le compilateur SUIF qui est utilisé pour générer I'AST des programmes 
en entrée. L'AST de SUIF est construit en langage CH. L'AST fournit par le 
compilateur SUIF est à la base de notre outil. Il est important de noter que la 
représentation intermédiaire de SUIF est, par défaut, sous forme d'AST. 
Par dessus celui-ci, le graphe de flux de contrôle (CFG) est annoté (on pourrait aussi 
dire greffé) sur les nœuds de 17AST- L'information de flux sera annoté sur les nœuds du 
CFG, sous forme d'ensemble, sur lesquels sont appliqués des opérateurs mathématiques 
comme I'union et l'intersection. 
Un cadre de référence est utilisé pour effectuer les analyses de flux [DOU99]. Elle 
propose une interface permettant l'intégration de l'information venant à la fois des 
méthodes SUIF et des nouvelles structures développées. Ainsi, le format de stockage de 
I'information respectera un standard pour l'ensemble des analyses effectuées. Le lecteur 
intéressé à approfondir ce sujet peut consulter les ouvrages cités aux références [AH0861 
et F;ER87]. 
3.2.2.2 Intedace entre /es modu/es 
Un diagramme bloc de l'architecture de l'outil apparaît à la figure 3.1. Les détails 
relatifs à la mise en œuvre du module de profilage et d'estimation de performance, 
nommé ProJEstim, sont présentés plus loin dans cette section. Par ailleurs un diagramme 
détaillé illustrant le flux de données global entre les principaux modules est reproduit à 
l'annexe A. Par conséquent, nous limiterons ici la discussion sur l'architecture générale 
Le terme systènie est utilisé ici pour désigner l'intégration de tous les rnoddes constituant ledit outil. 
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de I'outil, et nous mettrons d'avantage l'accent sur la conception ainsi que la mise en 
œuvre du module ProfEstim qui constitue, à toutes fins pratiques, l'essentiel de notre 
recherche. Cependant, les ouvrages cités aux références [DOU98] et [POU991 discutent 
plus longuement de cette architecture. 
aer us u 
* Chaînes du-ud 
* Variables vives 
* Slicing 
* Extlaction du parallélisme 
* Reconnaissance de patron 
'. 1 
1 I /* ~ e m p s  8 exécution requis \ 
- FPGA 
* Espace mémoire requis 
1 * Surface matérielle requise 1 
(* Bande passante 1 
EIG. 3.1 Diagramme bloc du modèle architectural de l'outil 
La méthodologie de conception adoptée pour le développement du module 
Proflstim a été de type modulaire afin de faciliter l'extensibilité (p. ex. l'ajout et/ou la 
suppression de métriques de performance) à l'intérieur du module. 
En pratique, chaque sous-module de ce module principal met en œuvre une métrique. 
Cette approche permet d'insérer autant de métriques que l'on désire à l'intérieur de 
l'outil, il suffit simplement d'adapter l'interface du module ProjEstirn afin de référencer 
le nouveau sous-module au reste de la structure logicielle. 
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Pour obtenir les valeurs de chacune des métriques, des sous-modules ont été 
développés, en utilisant le compilateur SUIF et le langage Ci+. L'ensembIe de ces sous- 
modules a été greffé à l'architecture interne du compilateur (fig. 3.1) et forme un 
prototype d'outil d'analyse de performance permettant d'évaluer chacune des métriques. 
Le premier sous-module permet d'estimer les temps d'exécution requis sur un 
Pentium et sur un CO-processeur FPGA- Celui-ci insère automatiquement les fonctions de 
comptage à l'intérieur du programme source de I'application. Ce sous-module a été 
développé en C++ et utilise le compteur de cycles du Pentium. 
Pour obtenir les valeurs de la métrique concernant l'espace mémoire requis pour 
exécuter une boucle dans un circuit programmable, un sous-module d'enregistrement des 
séquences d'accès aux tableaux a été développé en Ci-+ et un module du compilateur 
SUIF a été modifié afin d'extraire l'information relative aux variables vectorielles, lors 
de la compilation. 
En ce qui concerne la surface matérielle du circuit programmable utilisée pour 
exécuter une boucie, un autre sous-module a été développée en SUIF. Ce dernier permet, 
d'une part, de compter le nombre d'opérateurs utilisés et, d'autre part, de déterminer la 
longueur des mots de chaque opérande de chacune des instructions du bloc de base et de 
déterminer le nombre de CLB requis pour mettre en œuvre lesdites instructions en 
matériel, 
Finalement, un dernier sous-module évalue la bande passante requise. Celui-ci 
permet d'estimer le taux de transfert des données que l'on doit fournir à l'unité de calcul 
pour effectuer une tâche. Ce taux est caractérisé par l'ensemble des variables d'entrée et 
de sortie par étape de  contrôle. 
La méthodologie de conception et la mise en œuvre de chacune des métriques de 
performance fera l'objet de la prochaine section. Pour l'instant, nous allons aborder les 
Les métriques de performance 38 
différentes hypothèses de départ qui ont été considérées pour définir les diverses 
solutions matérielles envisagées, 
3.1.3 Modèle de l'architecture matérielle 
Comme nous l'avons mentionné précédemment, le but de ce présent mémoire n'est 
pas de démontrer que l'on peut accélérer des applications en utilisant des ressources 
matérielles de type FPGA. Ceci a été démontré, entre autre, dans [SAV?6]. Nous 
cherchons à démontrer ici la faisabilité de mesurer la performance en vue d'automatiser 
le processus de partitionnement maténel/logiciel, Pour l'étude, nous avons considéré un 
seul FPGA et uniquement un seul opérateur additionneur, soustracteur et multiplicateur 
est disponible sur le circuit programmable. Les solutions matérielles envisagées dans 
chacun des cas malysés seront tous basées sur ce modèle simplifié. La conséquence de 
cette hypothèse simplificatrice se reflétera donc sur la nature des résultats obtenues 
présentés au chapitre suivant. Évidemment, notre modèle pourra être étendu afin de 
considérer les cas les pIus fréquemment rencontrés dans les programmes scientifiques. 
Ainsi, nous proposons un prototype d'un outil permettant l'estimation de métriques 
de performance en utilisant le compilateur SUIF et le langage C ANSI. Les exemples 
considérés sont utilisés essentiellement pour valider la faisabilité de mesurer la 
performance avec cet environnement. 
3.2 Les métriques de performance 
Dans cette section, nous allons décrire chacune des métriques d'une façon pIus 
détaillée, en commençant par la description des métriques. Nous allons expliquer la façon 
de les évaluer pour la partie logicielle et pour la partie matérielle. Puis, nous allons 
enchaîner avec la fonction paramétrique et finalement, l'algorithme de partitionnement. 
Ii est important de mentionner que l'ensemble des exemples qui seront présentés 
dans ce mémoire ont été étudiés en utilisant, comme processeur standard, un Pentium 233 
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MHz et, comme plate-forme matérielle, un FPGA XCV300-200MHz de la frarnille Virtex 
de XILJNX. Cependant, on aurait pu utiliser une variété d'autres plates-formes. 
3.2.1 Le temps d'exécution 
La première métrique de performance consiste à estimer le temps d7exEcution requis 
sur le Pentium et sur Ie FPGA afin de déterminer laquelle des deux approches est la plus 
efficace pour effectuer la tâche- 
3.2.1. 2 Sur /e Pentium 
Pour déterminer le temps d'exécution sur le Pentium, on peut utiliser um compteur de 
cycles CPU. Sur un Pentium [INT99], ce dernier se nomme RDTSC (ReaD- Time Starnp 
Counter), L'accessibilité à ce compteur se fait via un appel de fonction, écrite en 
assembleur- Il suffit donc, au début et à la fin de chacun des blocs de base, de placer les 
fonctions startChrono() et stopChrono() respectivement. Ceci permettra d e  compter le 
nombre de cycles requis pour effectuer la ou les sous-tâches qui nous intéressent. Pour 
obtenir le nombre moyen de cycles, on exécute le même programme un certain nombre 
de fois. Dans le tableau 3- 1, on a exécuté 3 fois le programme. 
Si on désire déterminer le temps d'exécution, en unité de temps, il suiffit d'utiliser 
l'équation suivante : 
où T,, est le temps d'exécution exprimé en unité de temps, f est la tfréquence du 
processeur et C le nombre de cycles requis. 
Le calcul de la suite de Fibonacci sera utilisée ici comme exemple pour  illustrer 
chacune des métriques. La figure 3.2 présente le code source de ce  calcul. O n  y retrouve 
les appels de fonction du compteur RDTSC. Le tableau 3.1 présente les résultats obtenus 
après l'exécution de ce programme (fig. 3.2). 
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TABLEAU 3.1 Cycles d'horloge requis sur le Pentium 233 MHz pour exécuter le programme qui 
calcule la suite de Fibonacci lorsque Fibnum = 45 
Dans le tableau 3.1, CI, C2, C3 et C4 sont des compteurs calculant respectivement le 
nombre de cycles requis pour effectuer le programme en entier, le traitement avant la 
boucle, le traitement de  la boucle et le traitement après la boucle, Notons que Ie temps 
d'appel à startChrono() et stopChrono() est nul, tous les calculs requis pour soustraire 
leur temps réel d'exécution ont été insérés dans leur mise en œuvre respective. 
Pour déterminer Ie temps d'exécution sur le Pentium, on utilise l'équation 3.1. Ainsi 
pour la boucle #l : 
3.Z.i.Z Sur /e FPGA 
Pour déterminer le temps d'exécution sur le FPGA, on utilise l'outil COREGEN de 
Xilinx [XIL99bJ. L e  nombre de cycles requis en fonction du type d'opérateur 
(additionneur, soustracteur, multiplicateur) et de Ia taille des opérandes y est présenté. 
Notons qu'un facteur de correction peut être apporté pour estimer réellement le nombre 
de  cycles requis sur un véritable FPGA. Les valeurs respectives de  chacune des 
combinaisons sont présentées dans le tableau 3.2. 
Les métriques de performance 41 
void fib(long Fibnum) 
C 
long i: 
unsigned long F[Fibnum]: 
startChrono(C1); I* départ du compteur CI *I 
startChrono(C2); l* depart du compteur C2 */ 
ROI =O; 
q l ]  = 1; 
stopChrono(C2); /* arrêt du compteur C2 */ 
startChrono(C3); /* départ du compteur C3 */ 
for(i = 2; i e Fibnum; i*) 
Boucle #I Ri] = T;Ii - 11 + F[i - 21; 
J 
stopChrono(C3): P arrêt du compteur C3 *I 
startChrono(C4); /* dépm du compteur C 3  */ 
pcintf("Eb = %6dhm. F[Fibnum - II); 
siopChrono(C4); /* yTét du compteur CS */ 
stopChrono(C 1); /* anEt du compteur C 1 */ 
rnain(int argc, c h u  *ugvfl) 
( 
long Fibnum: /* Fibnum doit Sue plus grand ou égal à 3 */ 
SetP~orityCl~s(GetCurren~Pmcess(). 3 1 ); 
ini t - t imea  
Cl =O;C2=0;C3 =O;C4=0: 
if(argc = 2) 
Fibnum = strtol(argv[l], NU- O): 
fib(Fibnum); 
printf("C1 = %dhN. (înt)CI ); 
printf("C2 = %d\n". (int)C2): 
printf("C3 = %d\nw, (int)C3); 
printf("C4 = %d\nn, (int)C4); 
1 
1 
FIG. 3.2 Code source augmenté des fonctions de comptage 
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T m ~ ~ ~ u 3 . 2  Cycles d7horIoge requis sur le FPGA XCV300-200 MHz en fonction des 
opérateurs et de Ia taille des opérandes 
Dans le tableau 3.2, TDO est la taille des opérandes et C est le nombre de cycles 





Pour déterminer ie temps d'exécution réel requis sur le FPGA, trois temps doivent 
être considérés, soit le temps de traitement de la boucle (T , ) ,  le temps de communication 
Additionneur 1 
Soustracteur 
(T,,,, ) et le temps de latence (T,, ). Le chronogramme de synchronisation représentant 
chacun de ces temps est illustré à la figure 3.3. Notons que ce chronogramme permet de 
modéliser, d'une façon rigoureuse, l'application en cause. Il ne s'agit pas là d'un modèle 
générique applicable à l'ensemble des applications scientifiques. 
PHASE 1 PHASE II PHASE III 
8 
I 1 - t 
FIG. 3 3  Chronogramme de synchronisation des différents temps considérés 
8 
1 1 1 2 2 2 3 4 5 6  
On distingue trois phases permettant de définir d'une façon plus détaillée le temps 
d'exécution réel requis sur le FPGA. La première phase illustre le temps requis et 
nécessaire pour envoyer les premières données initiales Tcohf0, du Pentium vers le FPGA. 
16 
Dans cette même optique, on retrouve la réciproque de cette phase pour renvoyer les 
dernières données traitées TcoMp, du FPGA vers le Pentium, à la fin du calcul (phase m). 
16 
Or, on remarque que dans chacune de ces phases, il n'y a aucun traitement effectué, c'est- 
64 24 24 32 32 64 
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à-dire que le FPGA est au repos. Par conséquent, on doit tenir compte de ce temps de 
repos et celui-ci s7appeIle le temps de latence. On observe deux types de Iatences dans cet 
exemple; soit le temps de latence lors de l'envoi des données initiales TUTE et lors du 
renvoi des résultats Tu,, . Le temps de  latence est donné par : 
Dans la deuxième phase, le FPGA effectue Ie traitement proprement dit de la boucle 
TB; sur les données qui lui sont envoyées à chaque TcoMi, où i représente chacun des P 
passages dans la boucle. Par exemple, les données envoyées à T,,,, sont traitées sur le 
FPGA à T, et ainsi de suite. Par conséquent, d'après la figure 3.3, les temps effectifs de 
traitement et de communication que nous considérons sont donnés par les deux 
expressions respectives suivantes : 
Il est facile de démontrer que la valeur du temps d'exécution réel requis sur le FPGA 
est donné par : 
Nous allons aborder chacun de ces temps d'une façon plus détaillée, en commençant 
par la description du temps de traitement de la boucle. 
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3.2.l. al Temps de imitement de /a boude 
On distingue deux termes dans le calcul de TB . Tout d7 abord, le premier terme de 
I'équation 3.4, représentant les P - 1 premiers passages dans la boucle, est donné par 
I'équation 3.7. Cette équation est une forme équivalente de I'équation 3.1. 
où C4 est le nombre de cycles requis sur le FPGA pour exécuter un passage dans la 
boucle, c'est-à-dire pour effectuer une addition avec des opérandes entières représentées 
sur 3 2  bits (réf. tableau 3.2) et P est le nombre de passages dans la boucle ( P = 43).  
Pour déterminer la valeur de ce premier terme, on utilise I'équation 3.7 en posant 
200 MHz comme fréquence d'opération du FPGA et 2 comme nombre de cycles requis. 
Le second terme de I'équation 3.4, qui représente le dernier passage dans la boucle, 
est donné par I'équation suivante : 
Enfin, pour déterminer la valeur de ce terme, on pose les mêmes paramètres que dans 
I'équation 3 -8. 
Il est important d'ajouter les temps de communication au temps d'exécution requis 
par le FPGA pour avoir une meilleure estimation du temps d'exécution. Pour ce faire, la 
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quantité de données à transmettre, ainsi que la largeur du bus, doivent être connus. 
L'équation suivante peut être utilisée pour faire une estimation rapide du temps de 
communication m 9 8 ]  :
où C,,, est le nombre de cycles requis par le bus de communication pour transférer les 
données requises pour effectuer un passage dans la boucle, B est le nombre de bits à 
transférer, L est la Iargeur du bus et C est le nombre de cycles requis pour un transfert- 
À partir des équations 3.5 et 3.1 1, on obtient une expression de la forme : 
où chacune des sommations signifient respectivement les temps de communication requis 
pour des opérations de Iecture et d'écriture sur Iesdites données, 
Les termes BL et BE signifient respectivement le nombre de bits à transférer. De 
même que CG et CEl signifient respectivement le nombre de cycles requis pour un 
transfert. 
Pour les fins de l'exemple, nous supposerons que 2 cycles sont nécessaires pour une 
opération de lecture (C4  = 2 ) et 3 cycles sont nécessaires pour une opération d'écriture 
(C, =3)- 
De l'équation 3.12, on obtient l'équation simplifiée suivante servant à évaluer le 
temps total requis pour les communications. 
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Par exemple, supposons un bus de 32 bits de largeur ( L  = 32) dont Ia vitesse de 
transfert pourrait être de 100 MHz. Dans notre exemple, on transFere 2 opérandes entières 
en lecture ( B, = 64 ) et une opérande entière en écriture ( B E  = 3 2  ) représentées chacune 
sur 32 bits. 
Par conséquent, le temps de communication est donné par l'équation 3.14 en posant 
100 MHz comme fréquence du bus et 43 comme nombre de passages dans la boucle, 
3.2-1.2~) Temps de /atence 
Le temps de Iatence est défini comme étant le temps entre  l'envoi du premier ou 
dernier résultat nécessaire pour effectuer un calcul et le retour d e  la première ou dernière 
donnée traitée. On  estime ce temps en utilisant les équations 3.3 e t  3.1 1, 
En utilisant les mêmes paramètres que dans la section précédente, on obtient le 
temps de latence suivant : 
Finalement, on estime le temps d'exécution réel requis s u 1  le FPGA, en utilisant 
l'équation 3.6. 
D'après cette équation, le temps d'exécution sur le FPGA est le maximum entre le 
temps de traitement de la boucle (0.42 p) et le temps de communication (2.94 ps). On 
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retiendra donc pour le temps d'exécution sur Ie FPGA 3-02 p (c.-à-d. 2.94 p + 0.01 ps 
+ 0.07 ps). 
Le tableau 3.3 synthétise les deux temps d'exécution relatifs à une éventuelle 
exécution, sur le Pentium et sur le FPGA, du calcul de la suite de Fibonacci. 
TABLEAU 3.3 Temps d'exécution relatif à une éventuelle exécution logicielle et matérielle 
1 la boucle I 
Suite aux résultats obtenus, on est en mesure de déterminer quelle architecture est la 
plus performante. Or, on remarque qu'il n'est pas efficace de porter et d'exécuter la 
boucle sur le FPGA. O n  observerait un gain G p ,  égal à : 
/&GA 
3.2.2 L'espace mémoire 
Lors d'un traitement, on peut enregistrer les séquences d'accès au tableau F[i] afin 
de  mesurer la durée de vie de chacune des variables (p. ex. F P ] ,  F[I], etc.) et ainsi 
déterminer I'espace mémoire minimal requis devant être disponible pour réaliser la 
boucle. 
Pour ce faire, la fonction AddAccess(int no-table, int dim-table, int i, int j, ...) est 
appelée à chaque fois qu'une opération de lecture est effectuée sur une des variables du 
tableau. À cet effet, la figure 3.4 met l'accent sur le passage de chacun des paramètres au 
moment de l'appel de cette fonction. 
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1 void fib(int Fibnum) 
{ 
int i; 
1 for(i = 2; i c Fibnum; i++) 
1 AddAccess(1, 1 ,  i - 1); l* correspond à F[i - 13 */ 
FIG. 3.4 Code source modifié illustrant les fonctions d'accès au tableau F[iJ 
La première valeur transmise au moment de l'appel est alors reçue dans la variable 
no-table, identifiant chaque tableau par une valeur numérique unique. Dans notre 
exemple, le tableau F[iJ est identifié par la vaieur 1 (no-table = 1). La seconde valeur 
transmise au moment de lYappeI est alors reçue dans la variable dim-table, considérée 
comme la dimension du tableau. Ce paramètre peut prendre les valeurs numériques 
suivantes : 1 (tableau unidimensionnel), 2, 3, ... N (tableau multidimensionnel). Étant 
donné que le tableau Ffi ]  est unidimensionnel, sa valeur sera égale à 1 (dim_tabie = 1 ) .  
Les valeurs subséquentes transmises au moment de l'appel sont alors reçues dans les 
variables i, j, ..., considérées comme les vecteurs d'itération respectifs à chacun des 
tableaux qui seront accédés. 
Le rôle de cette fonction est d'enregistrer, lors de son exécution, les moments où ont 
été accédées chacune des variables (cases mémoires) afin de déterminer les séquences 
d'accès respectives à chacune d'elies. 
Afin de visuaiiser ces enregistrements, la fonction Prindccess(int no-table, int i, int 
j, ...) est appelée pour chacune des variables du tableau. La figure 3.5 montre une 
méthode permettant d'afficher, pour l'ensemble des variables d'un tableau, Ia liste de ces 
séquences d'accès. 




main(int argc, char *argv[]) 
{ 
long i, Fibnum; 
if(argc = 2) 
{ 
Fibnurn = strtoI(argv[I], MJLL, O); 
fib(Fibnum) ; 
for(i = O; i < Fibnum; i t t )  
{ 




FIG. 3.5 Programme permettant de visuaiiser les séquences d'accès au tableau F[EJ 
La première valeur transmise au moment de l'appel est alors reçue dans la variable 
no-table, identifiant chaque tableau avec la même valeur que celle utilisée lors de l'appel 
de la fonction AddAccess( ...). À ce moment, on réfère, via cette valeur unique, au tableau 
qui sera analysé par les fonctions appelées. Les dernières valeurs transmises au moment 
de l'appel sont alors reçues dans les variables i, j, ..., considérées comme les vecteurs 
d'itération respectifs à chacun des tableaux. 
Suite à l'enregistrement de ces séquences d'accès, on identifie les patrons relatifs aux 
instructions du traitement. Plus il y a de types de patrons différents, plus l'espace 
mémoire nécessaire sera important. 
Reprenons notre exemple et analysons les séquences d'accès au tableau F[i], tels 
qu'illustrées à la figure 3.6, suite à la compilation et à l'exécution du code présenté à la 
figure 3.5. 
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Cette figure met en évidence chacun de ces enregistrements, qui sont regroupées en 
ordre croissant, par rapport au vecteur d'itération i. Afin de mettre en lumière l'ensemble 
des informations recueillies pour chacun de ces enregistrements, prenons, à titre 
d'exemple, l'enregistrement présentant les divers moments d'accès de la variabIes F[I3]. 
3 83CD8: 27,24 (4) <2> 
TTr. Le nombre d'accès durant la durée de vie de la .I variable Fr131 
I 1 1 ~a durée de vie, en cycles, de la variable Fr131 1 
1 , Les numéros temporels cycliques des moments 
d'accès à la vânable F[ 1 31 
A 
1 
A 1 ~e nom de la variable accédée 
Le numéro de séquence (correspondant a un noeud 
dans la structure de donnée). Pour comparer deux 
séqyences, on peut comparer ce chiflie. Lorsque les 
deux séquences sont semblables (meme séquence, 
avec possiblement une ti-andation), les chi @es sont 
égaux. Exemple : "83CD8: 27,24" et "S3CDS: 29, 
26" sont des séquences semblables puisque dans les 
deux cas la distance entre les accès est de 4- Toutes 
les séquences de un accès sont semblables et ont le 
numéro de séquence 0. 
La figure 3.7 illustre, cycle par cycle, ces séquences d'accès. De plus, on peut 
observer la durée de vie de chacune des variables. On détermine la durée de vie de 
chacune des variables en analysant les séquences d'accès de chacune d'entre elles. Par 
exemple, la variable F[I], accédée une première fois à t = O ,  va être accédée une seconde 
et dernière fois à t = 3, ce qui correspond à une durée de vie de 4 cycles avant que 
l'espace mémoire ne puisse être réutilisé, Dans un autre cas, la variable F[O], accédée 
une première et dernière fois à t = 1, a une durée de vie de 1 cycle. Notons que les zones 
ombragées identifient les espaces mémoires utilisés. Ceci permet de visualiser 
l'utilisation des espaces mémoire dans le temps. À cet effet, on note que les espaces 
devant être lus sont en caractères gras (ex. FCI]) et les espaces occupés (requis pour une 
lecture subséquente) sont en caractères italiques (ex. F[ l ] ) .  
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F[O] O: 1 (1) <1> 
F[1] 83CD8: 3, O (4) 6> 
F[2] 83CD8: 5 ,2  (4) a> 
F[3] 83CD8: 7 ,4  (4) a> 
F[4] 83CD8: 9,6 (4) <2> 
F[5] 83CD8: 1 1 , s  (4) (2> 
F[6] 83CD8: 13, 10 (4) 12> 
F[7] 83CD8: 15, 12 (4) 12> 
F[8] 83CD8: 17, 14 (4) Q> 
F[9] 83CD8: 19, 16 (4) Q> 
F[lO] 83CD8: 21, 18 (4) Q> 
FII 11 83CD8: 23,20 (4) c2> 
FE121 83CD8: 25,22 (4) C2> 
F[13] 83CD8: 27,24 (4) CZ> 
F[14] 83CD8: 29,26 (4) <3> 
F[15] 83CD8: 3 1,28 (4) Q> 
F[l6] 83CD8: 33,30 (4) <3> 
F[l7] 83CD8: 35,32 (3) c2> 
F[18] 83CD8: 37,34 (4) 
F[19] 83CD8: 39,36 (4) <2> 
F[20] 83CD8: 41,38 (4) <2> 
F[21] 83CD8: 43,40 (4) cî> 
F[22] 83CD8: 45,42 (4) Q> 
Fr231 83CD8: 47,44 (4) <2> 
F[24] 83CD8: 49,46 (4) c2> 
F[25] 83CD8: 5 1,48 (4) c2> 
Fr261 83CD8: 53,50 (4) c2> 
FI271 83CD8: 55,52 (4) <2> 
FI1281 83CD8: 57,54 (4) Q> 
F[29] 83CD8: 59,56 (4) Q> 
F[30] 83CD8: 61,58 (4) c2> 
F[31] 83CD8: 63,60 (4) c2> 
F[32] 83CD8: 65,62 (4) (2> 
F[33] 83CD8: 67,64 (4) 45 
F[34] 83CD8: 69,66 (4) <2> 
F[35] 83CD8: 71,68 (4) Q> 
F[36] 83CD8: 73,70 (4) c2> 
F[373 83CD8: 7 5 7 2  (4) Q> 
FI381 83CD8: 77,74 (4) Q> 
F[39] 83CD8: 79,76 (4) C2> 
F[40] 83CD8: 81,78 (4) C2> 
F[41] 83CD8: 83,80 (4) <2> 
F[42] 83CD8: 85, 82 (4) <2> 
F[43] 0: 84 (1) cl> 
Fr#] index (i=44) non référencée 
FIG. 3.6 Liste des enregistrements des séquences d'accès au tableau F[i] 
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À l'aide de cette analyse, on peut estimer la taille minimale de la mémoire pour 
effectuer la boude. Pour notre exemple, la taille minimale est égale à 2, c'est-à-dire 64 
bits, étant donné que l'on traite des entiers MI et MZ représentés sur 32 bits. 
FIG. 3.7 Séquences d'accès au tableau F[i] 
À ce stade, on est en mesure de déterminer quelle architecture offre une efficacité 
d'exécution optimale et d'estimer La quantité de mémoire requise pour effectuer la boucle 
analysée. Par la suite, il est essentiel de s'assurer que L'on possède un nombre suffkant de 
blocs logiques programmables (CLBs), sur le FPGA, pour implanter chacune des 
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instructions de ladite boucle. La section suivante présente la façon d'évaluer cette 
métrique. 
3.2.3 La surface matérielle du FPGA 
La surface matérielle requise par I'apptication peut être estimée à partir du nombre 
de CLBs requis. Cette métrique nous informe sur l a  structure logique (portes, bascules, 
unités d'interconnexion, etc.) devant être implantée sur le FPGA et, par le fait même, 
permet de déterminer si le bloc de base analysé peut être transposé en matériel. Elle tient 
compte de la longueur des mots de chaque opérande et du type de mise en œuvre de 
chaque opérateur- L'estimation de la surface de l'architecture matérieHe est fondamentde 
et peut être faite de façon systématique. 
Les tableaux 3.4 et 3.5 présentent le nombre d e  CLBs nécessaires pour mettre en  
œuvre chacun des opérateurs ainsi que les temps d e  réponse de chacun (additionneurs, 
soustracteurs, etc.). Ces valeurs ont été obtenues e n  utilisant, encore une fois, l'outil 
COREGEN de XiIinx w 9 9 b l .  
Analysons maintenant la surface matérielle d u  FPGA nécessaire pour porter la 
boucle qui calcule la suite de Fibonacci. Les extrêmes ont été considérés afin d'estimer Ia 
surface minimale et maximale. On notera, qu'en général, plus le nombre de CLBs est 
élevé, plus la mise en œuvre est rapide. Le tableau 3.6 présente les valeurs obtenues en 
fonction des valeurs contenues dans le tableau 3.4. 
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TABLEAU 3.4 Nombre de CLB nécessaires pour mettre en œuvre les opérateurs additionneur et 
soustracteur en fonction des différentes configurations possibles sur le FPGA 
Dans le tableau 3.4, A et B sont les opérandes. Les termes BSA, RCA, LACA et C'SA 
signifient respectivement "Bit-Serial Adder", "Ripple-Carry Adder", "Look-Ahead-Carry 
Adder" et "Conditional-Sum Adder", 
TABLEAU 3.5 Nombre de CLB nécessaires pour mettre en œuvre l'opérateur multiplicateur en 
fonction des différentes configurations possibles sur Ie FPGA 




1 A 1 B 1 CCM 1 CCMP 1 PMAO 
Dans le tableau 3.5, A et B sont les opérandes. Les termes CCM, CCMP et PMAO 
signifient respectivement "Constant Coefficient Multiplier", "Constant Coefficient 
Multiplier Pipelined" et "ParaIlel Multiplier Area Optirnized". 
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 TABLEAU^.^ Nombre minimum et maximum de CLBs pour mettre en œuvre Ia suite de 
Fibonacci sur le FPGA 
Paramètre 
1 Nombre deCLBs 1 64 1 87 1 
Opérande 
Opérateur 
3.2.4 La bande passante 
Minimum 
La bande passante représente le taux de transfert des données que l'on doit fournir à 








FIG. 3.8 Modèle de calcul de la bande passante 
En se basant sur la suite de Fibonacci, on constate que la bande passante entrante 
(BPIN) est égale à 2 et que la bande passante sortante (BPocrr) est égale à 1. On définit 
donc la bande passante totale comme étant la somme de BPrN et de BPom . En effet, les 
entrées et les sorties utilisent souvent sur le même bus. On aura donc une bande passante 
totale égale à 3 étapes de contrôle. 
3.3 La fonction paramétrique 
À partir des valeurs de métrique trouvées, une fonction paramétrique est requise pour 
caractériser chacun des blocs de base. II est important de normaliser les valeurs des 
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estimateurs de façon à pouvoir les comparer à l'intérieur d'une même fonction. Une 
pondération peut être ajoutée aux valeurs des métriques selon l'importance de l'aspect 
qui est évalué par celui-ci [GAJ94b, GAJ951. Pour l'instant, les valeurs générées par la 
fonction pararnétrïque sont binaires (O et 1)- Cette fonction détermine donc si une 
partition considérée, respecte ou non les contraintes matérielles de l'architecture (c.-à-d. 
quantité de mémoire, quantité de CLBs et bande passante suffisantes) et, bien entendu, le 
temps d'exécution estimé sur le FPGA doit être inférieur au temps d'exécution estimé sur 
Ie Pentium. Ces valeurs sont obtenues en utilisant l'algorithme décrit au point 3.4. 
Éventuellement, cette fonction pararnétrïque pourrait être une représentation en quatre 
dimensions, où chacun des axes représenterait une métrique et la valeur générée par cette 
fonction correspondrait à la coordonnée vectorielle de ce point. La plage de chacun des 
axes varieraient entre O et 100, où O représenterait une borne inférieure de non-pertinence 
et 100 une borne supérieure de pertinence reliée à une éventuelle exécution matérielle. 
3.4 L'algorithme de partitionnement 
L'algorithme, présenté à la figure 3.9, permet de déterminer s'il est possible de 
transposer en matériel le bloc de base analysé en fonction des contraintes de 
l'architecture matérielle cible. 
On sait qu'il est pertinent de transposer et d'exécuter en matériel un bloc de base 
analysé, lorsque l'ensemble des quatre conditions sont gagnantes. Dans d'autres cas, le 
bloc de base doit rester en logiciel et être exécuté sur le processeur considéré, qui dans le 
cas présent est le Pentium. 
Même si cet algorithme n'a pas été mis en aeuvre dans le cadre de ce projet, il en 
demeure pas moins intéressant de caractériser ses limitations. Tout d'abord, il est 
important de spécifier que sa  granularité est au niveau des boucles. De plus, les boucles 
traitées sont des boucles parfaites, c'est-à-dire que toutes les boucles sont imbriquées et 
bornées. Prenons, à titre d'exemple, une application logicielle décrite par cinq boucles. 
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Dans un premier temps, chacune de  ces boucles sont analysées individuellement en vue 
de déterminer la pertinence d'un éventuel partitionnement matérielAogiciel de chacune 
d'entre elles en matériel. Les boucles les plus prometteuses sont transposées et exécutées 
en matériel, les unes après les autres. Dans le cas où toutes les boucles sont 
indépendantes, cette approche ne cause aucun problème, on va les transposer tant qu'il y 
a de l'espace disponible sur l'architecture matérielle- Cependant, dans le cas où les 
boucIes sont dépendantes les unes aux autres, il se peut qu'une boucle soit considérée non 
profitable en matériel à cause du coût inhérent aux communications lors de la 
transposition de cette dernière en matériel. Mais que la transposition simultanément d'une 
ou plusieurs boucles en matériel donne un scénario vraiment beaucoup plus profitable- 
Dans ce cas, les coûts de communication entre ces boucles ont été considérablement 
minimisés, rendant du fait même le partitionnement profitable. Il est donc fortement 
recommandé de considérer tous ces facteurs lors d'une éventuelle utilisation de cet 
algorithme, Soulignons, par le fait même, que si nous voudrions traiter des boucles non 
bornées, il faudrait changer le type d'analyse de performance au niveau logiciel en 
utilisant une approche comme celle présentée dans Cinderella [CINOO]. 
Jusqu'à présent, on n'a présenté que notre méthodoIogie de conception et de 
réalisation. Cependant, peu d'information sur l'utilisation de ce prototype sont abordées 
dans ce présent ouvrage, nous renvoyons donc le lecteur intéressé à consulter [THE99]. 
Un sommaire du guide d'utilisation de ce prototype est reproduit à l'annexe B. 
Le chapitre suivant (chap. 4) présente une synthèse des différents tests qui ont été 
effectués afin de vaiider notre approche. Ces tests illustrent les différents facteurs 
pouvant être à l'origine d'un bon ou d'un mauvais partitionnement matérielAogiciel en 
fonction des contraintes imposées par le système. Une analyse mettant en lumière les 
forces et les faiblesses de notre modèle y sera aussi présentée. 
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Tant qu'il y a des boudes dans l'appti 
+ouï 
Estimation des temps d'exdcarim (TE) 
sur le Pentium et sur le FPGA 
Estimation de l'espace mémoire F i )  
rcquis 
(m1) du FPGA utilisée 





Trampdon et exécution de cette 
FIG. 3.9 Algorithme de partitionnement développé dans le cadre de cette étude 
Chapitre 4 
Les résultats et analyses 
Cette section présente les divers résultats obtenus avec les différents programmes de 
test utilisés. Trois applications types ont été analysées : le calcul de la valeur du Pme 
terme de la suite de Fibonacci, le calcul du produit de deux matrices carrées de dimension 
Ne t  le calcul de la convolution de deux vecteurs de dimension N. 
4.1 Paramètres initiaux 
Trois applications scientifiques ont fait l'objet d'analyses de performance permettant 
de valider l'approche suivie dans le cadre de ce  mémoire de maîtrise. Notre approche 
repose essentiellement sur le développement de quatre métriques de performance. Ces 
métriques permettent d'analyser le caractère de chacun des programmes mettant en 
œuvre I'application proprement dite d'extraire les caractéristiques intrinsèques lors 
de leur exécution. Les premiers résultats seront obtenus en utilisant la suite de Fibonacci 
comme application de départ. Le calcul de celle-ci consiste en une sommation des n-1 et 
n-2 termes. Rappelons que la suite de Fibonacci peut s'ecrire de la façon suivante : 
O pourx = O 
pour x = 1 
Y,-, +Y,-, pourx=2,  3, ..., N 
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À partir de cette équation, on peut  déduire les premiers termes de la suite de 
Fibonacci qui sont les suivants : 0, 1, 1,2, 3 '5 .8 ,  13,21, etc. 
La multiplication de deux matrices carrées de dimension N sera la seconde 
application analysée. Pour multiplier deux matrices quelconques, on convient de 
multiplier successivement chaque ligne de la première matrice par les colonnes de la 
seconde : ce processus revient à une sui te de multiplications d'une matrice ligne par une 
matrice colonne, cette multiplication est donnée par : 
Finalement, le dernier cas consid&ré dans cette étude est la convolution de deux 
vecteurs de dimension N. La convolution est donnée par l'équation suivante : 
Dans tous les cas, on essayera de déterminer la relation qui existe entre la variable 
indépendante N en fonction des quatre métriques et ainsi de déterminer la zone de 
fonctionnalité pertinente et susceptible d'être éventueHement transposée et exécutée sur 
l'architecture matérielle reconfigurable- Ce processus est appliqué à chacune des 
applications. 
4.2 Résultats obtenus 
Dans cette section, les équations de chacune des courbes ont été déterminées à l'aide 
de méthodes numériques classiques- 
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4.2.1 Temps d'exécution requis 
Quelques valeurs du temps requis en fonction de IV sont présentées au tableau 4-1. 
Dans ce tableau, les termes Tm-,,, et Tm-,, signifient respectivement le temps 
requis suite à une éventuelle exécution sur le Pentium et sur le FPGA- L'expression 
G ~ ~ N - ~ / P G *  
exprime le gain observé, tel que défini à l'équation 3.17. 
Les figures 4.1 à 4.3 illustrent graphiquement la variation du temps requis appelée T, 
sur le Pentium et sur le FPGA en fonction de la variable indépendante N pour chacun des 
cas analysés- 
La figure 4.1 présente cette variation en fonction du Pme t rme de la suite de 
Fibonacci. II est intéressant de souligner que la variation de T en fonction de N a un 
comportement linéaire lorsque N est supérieur à 1000, et ce, tant pour le Pentium que 
pour le FPGA. 
On constate que lorsque que le Pme terme est petit, le gain GpM est inférieur à 
A G A  
1. Ceci signifie qu'il est plus rapide d'exécuter ce segment de code sur le Pentiurn. 
D'après la figure 4.1, on observe un gain qui tend vers 1.1 lorsque le erne terme est 
supérieur à 193, cette valeur correspond au point d'intersection entre les deux courbes. À 
ce moment, on observera une accélération reliée à une éventuelle exécution sur le FPGA- 
Le gain observé dans ce cas est minime. 
La figure 4.2 présente la variation du temps requis (T) en fonction de la dimension 
( N )  des deux matrices carrées multipliées entre elles. La courbe de T en fonction de N 
peut être représentée par un polynôme d'ordre 3. Encore une fois, on observe que le 
Pentium et le FPGA suivent un comportement sirnilaire- Dans ce cas, il est toujours plus 
rentable de transposer et d'exécuter le segment de code de l'application sur le FPGA. 
D'après le tableau 4.1, on observe que le gain est considérable et varie entre 4.34 et 4.66. 
II est possible de démontrer que le gain tend vers 4 lorsque N est grand. 
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TABLEAU 4.1 Valeurs relatives à la métrique du temps d'exécution requis pour effectuer 
chacun des cas sur le Pentium et sur le FPGA en fonction de Ia valeur de N 
Application 
Pm terme de la 
suite de Fibonacci 
Produit de deux 
matrices carrées de 
dimension N 
Convolution de 
deux vecteurs de 
dimension N 
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FPGA 
(pour N > 1000) 
l 
I - C l , 6 
FIG. 4.1 Variation de T en fonction du N"" terme 
FIG. 4.2 Variation de Ten fonction de la dimension Ndes deux matrices 
Finalement, la figure 4.3 montre la variation du temps requis (T) en fonction de la 
dimension (N) des deux vecteurs convolués. La variation de T en fonction de N est 
représentée par un polynôme d'ordre 2. Encore une fois, on observe que le Pentium et le 
FPGA suivent un comportement similaire. Il est encore toujours plus rentable de 
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transposer et d'exécuter le segment de code de l'application sur le FPGA. D'après 
tableau 4.1, on observe que le gain oscille entre 1-57 et 1.6. 
Pentiurn T = 0 , 0 0 0 2 ~ ~  - 0,0028N 
FIG- 4 3  Variation de T e n  fonction d e  la dimension N des deux vecteurs 
4.2.2 Espace mémoire requis 
Le tabIeau 4.2 présente la quantité de mémoire requise en fonction de N. Dans ce 
tableau 4.2, QT-M signifie la quantité de mémoire requise pour effectuer tous les 
passages dans la boucle. 
Les figures 4.4 à 4.6 illustrent graphiquement l'espace mémoire requis (E)  sur le 
FPGA en fonction de la variable indépendante IV pour chacun des cas analysés. 
Notons que le FPGA considéré possède 8 KB (65536 bits) de mémoire disponible. 
Donc, dès que Ia valeur de QT-M dépasse ce seuil, un partitionnement peut ne plus être 
pertinent, car i l  faudrait utiliser une mémoire auxiliaire externe. Ceci implique un coût 
additionnel en temps de communication, ce qui peut diminuer de façon importante la 
performance globale. 
Les résultats et analyses 65 
TABLEAU 4.2 Valeurs relatives à la métrique de l'espace mémoire requis pour réaiiser chacun 




deux vecteurs de 
dimension N 
D'après la figure 4.4, on observe que l'espace mémoire requis (E)  pour réaliser le 
calcul du N"- terne de la suite Fibonacci est fixe et égal à 64 bits. Ii est facile de 
montrer que l'espace mémoire requis est égal à 64 bits car, pour calculer n'importe quel 
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terme, on a uniquement besoin des deux ternes précédents, tel que défini à l'équation 
4.2. Comme on vient de le voir, cette application n'est nullement limitée par la quantité 
de mémoire requise et ce, indépendamment de la valeur de N, 
- - 
FIG. 4.4 Variation de E en fonction du A@"" terme 
La figure 4.5 représente la variation de L'espace mémoire requis ( E )  mais cette fois-ci 
en fonction de Ia dimension (N) des deux matrices carrées multipliées entre elles. La 
variation de E en fonction de N est représentée par un polynôme d'ordre 2- Dans ce cas, 
dès que N est supérieur à 44, on observe que la quantité de mémoire requise est 
supérieure à la quantité de mémoire disponible sur le FPGA, rendant du fait même 
l'éventuel partitionnement moins profitable. 
Finalement, la figure 4.6 représente la variation de l'espace mémoire requis (E)  en 
fonction de la dimension (N) des deux vecteurs convolués. La variation de E en fonction 
de Nest  représentée par une droite de pente égale à 64, De ce fait, on observe que lorsque 
N est supérieur à 1024, la quantité de mémoire requise est supérieure à la quantité de 
mémoire disponible sur le FPGA, rendant encore une fois un éventuel partitionnement 
moins profitable. 
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FIG. 4.5 Variation de E en fonction de Ia dimension N des deux matrices 
- 
FIG. 4.6 Variation de E en fonction de la dimension N des deux vecteurs 
4.2.3 Surface matérielle utilisée 
Le tableau 4.3 présente la surface matérielle requise pour une application en fonction 
de N- Dans ce tableau, NB-CLB signifie le nombre de CLBs requis pour mettre en œuvre 
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la boucle sur le FPGA, La surface matérielle utilisée (S) en fonction de la variable 
indépendante N est illustrée graphiquement aux figures 4.7 à 4.9. 
TABLEAU 4.3 Valeurs relatives à la métrique du nombre de CLBs requis pour mettre en œuvre 
Ies fonctionnalités de chacun des cas sur le FPGA 
Application N NB-CLB NB-CLB maximum minimum 
- 
Ni" terme de la 
suite de Fibonacci 1 1000 
Produit de deux 
matrices carrées de  
dimension N 
Convolution de  
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II est important de  noter que  le FPGA considéré dans cette étude comporte 69I2 
blocs logiques programmables (CLBs)- Ainsi, dès que la valeur de NB-CLB minimum 
dépasse ce seuil alors un partitionnement matériel/logiciei devient difficile car i1 faudrait 
utiliser plusieurs circuits. 
Soulignons que chacun des temps d'exécution requis sur le FPGA, tel que rapportés 
au tableau 4.1, sont obtenus en ciblant une mise en œuvre nécessitant le nombre 
minimum et maximum de CLBs. La seule raison pour laquelle nous avons présenté le 
nombre maximal de CLBs pour mettre en œuvre lesdites applications est uniquement 
dans le but de prévoir le pire cas. 
D'après la figure 4-7, on observe que  ta surface matérielle utilisée (S) pour mettre en 
aeuvre la fonction réalisant le calcul du Pm" terme de la suite Fibonacci est au minimum 
égal à 64 CLBs et au maximum égal à 87 CLBs. On a donc un nombre de CLB 
disponibles largement suffisant sur le FPGA pour mettre en œuvre cette application et 
comme ce nombre est indépendant de N, les contraintes matérielles n'induisent donc pas 
de restriction en fonction de la valeur de N, 
I 
1 4 Minimum 1 
1 i Maximum 1 
FIG. 4.7 Variation de S en fonction du N"" terme 
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La figure 4.8 présente la surface matérielle utilisée (S)  pour mettre en œuvre la 
fonction rédisant Ie calcul du produit de deux matrices carrées de dimension N. 
FIG. 4.8 Variation de S en fonction de la dimension N des deux matrices 
Le nombre de CLB requis est fixe et égal au minimum à 349 et au maximum à 693. 
Ce nombre est indépendant de Net  il y a suffisamment de CLBs disponibles sur le FPGA 
pour mettre en œuvre cette application. 
À la figure 4.9, on observe que le nombre de CLB requis pour mettre en œuvre le 
calcul d'une convoluiion de deux vecteurs et le calcul du produit de deux matrices est 
identique. En effet, dans les deux cas, on utilise les deux mêmes opérateurs 
arithmétiques, soient I'additionneur et le multiplicateur. 
Comme on vient de le voir, cette métrique évalue la surface nécessaire pour mettre 
en œuvre chacune des applications. Soulignons que plus le nombre d'opérateurs sera 
grand pour mettre en œuvre une application donnée, plus le nombre de CLB nécessaires 
sera grand- 
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Maximum 
FIG- 4.9 Variation de S en fonction de la dimension N des deux vecteurs 
4.2.4 Bande passante 
Le tableau 4.4 présente des valeurs de la bande passante requise pour le transfert des 
données nécessaires afin d'effectuer chacune des applications sur Ie FPGA et ce, en 
fonction de Ia valeur de N. Dans ce tableau, BP représente Ia bande passante et est 
exprimée en étape de contrôle- 
Rappelons que, d'après notre modèle de calcul de la bande passante (fig. 3-23)? on 
force celle-ci à être égale à 3 étapes de contrôle. C'est ce qui explique que la bande 
passante entrante, sortante et totale, pour chacune des applications présentées au tableau 
4.4, est fixe et égale à 2, 1 et 3 étapes de contrôle respectivement. 
4.2.5 Partitionnement matériel/logicie! 
Le tableau 4-5 identifie, en fonction des valeurs de métriques de temps d'exécution 
requis, d'espace mémoire requis, de bande passante requise et de surface matérielle 
utilisée, les applications les plus pertinentes à transposer et à exécuter sur le FPGA en 
fonction de la variable N. Dans ce tableau, Ind-P signifie indicateur de pertinence relié à 
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une éventuelle exécution matérielle sur le FPGA. Dans le champ Remarque, on retrouve 
le constat affectant l'état dudit indicateur de pertinence. 
 TABLEAU^.^ Valeurs relatives à la métrique de bande passante requise pour le transfert des 
données 
Application 
N"- terme de la 
suite de Fibonacci 
Produit de deux 
matrices carrées de 
dimension N 
I deux vecteurs de dimension N 
entrante 1 sortante 1 totale 
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TABLEAU 4 5  Indicateur de pertinence reIatif à chacun des cas analysés en fonction de la valeur 
Remarque 
TEXE-FPGA > TEXE-PEN 




suite de Fibonacci 







- - - -  
Partitionnement M/L 
OUI Partitionnement M/L 
Partitionnemen t MIL 
1 Produit de  deux 1 15 
matrices carrées de 
dimension N OUI 
OUI Partitionnement M L  
Mémoire insuffisante 
Partitionnement M L  
NON 
OUI Partitionnement MIL 
Convolution de 








Partitionnemen t M L  
Mémoire insuffisan te 
La valeur de  l'indicateur de pertinence découle directement des valeurs de chacune 
des métriques qui ont été insérées à l'intérieur de la fonction paramétrique. La mise en 
œuvre de cette fonction repose sur l'algorithme de partitionnement, tel que décrit à la 
section 3.4. Si le résultat de  l'indicateur de pertinence est OUI, alors il y aura 
transposition et exécution de l'application sur le FPGA, accentuant ainsi sa vitesse 
d"exécution. Dans le cas d'un NON, l'application restera en logiciel et sera exécutée sur 
le= Pentium. 
Analysons chacun des cas du tableau afin de bien comprendre le cheminement suivi 
afffectant l'indicateur de pertinence. Tout d'abord, dès que le N<ime terme est inférieur à 
293 dans le calcul de la suite de Fibonacci, on a démontré qu'il n'était pas profitable 
d"effectuer un partitionnernent maténelAogiciel car le temps requis sur le FPGA pour 
exécuter cette tâche est supérieur au temps requis sur le Pentium pour exécuter cette 
même tâche, 
On a démontré que pour calcuIer le produit de deux matrices carrées, leur dimension 
W n e  doit pas être supérieure à 44. Sinon, la quantité de mémoire requise est supérieure à 
Irtr quantité de mémoire disponible sur le FPGA, rendant du fait même, le partitionnernent 
moins profitable car il faudrait transférer des données via une mémoire auxiliaire externe. 
Cmeci impliquerait un coût additionnel en temps de communication, ce qui peut diminuer 
d e  façon importante la performance globale. 
Pour terminer, on a montré que lors du calcul de la convolution, les deux vecteurs 
doivent avoir une dimension inférieure ou égde à 1024, car le même problème que 
précédemment survient, c'est-à-dire qu'il n'y aura pas suffrsarnrnent de mémoire 
disponible sur le FPGA pour effectuer tous les passages dans la boucle- 
4 -.3 Discussion 
Nous avons seulement présenté quelques cas dans le cadre de  cette étude, mais une 
multitude d'autres pourraient y être analysés. Comme on vient de  le voir, plus il y a de 
calculs à effectuer sur les données, plus il est pertinent d'exécuter ces applications en 
matériel. Prenons, le cas du produit de deux matrices carrées de dimension N. C'est sans 
amcun doute celui qui offre la meilleure accélération sur le FPGA. On constate que ce 
tyrpe de traitement exige beaucoup de calculs a f~n  d'obtenir tous les éléments de la 
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matrice résultante- Ce type d'application est donc très intéressant pour une exécution sur 
le FPGA. À l'autre extrémité du spectre, la suite de Fibonacci effectue une simple 
sommation de deux termes. Ce genre d'application n'offre pas un bon gain de 
performance. Dans ce dernier cas, pour obtenir une meilleure accélération sur le FPGA, 
on pourrait en faire une refomulation parallèle de façon à exploiter le parallélisme 
inhérent à la boucle de calcul- 
Mentionnons, en terminant, que plusieurs modules de notre outil sont automatisés. 
Le module d'estimation de la performance est enclenché dès Ie lancement de la phase de 
la compilation de l'application. Aucune intervention humaine est nécessaire. De plus, la 
partie partitionnement maténel/logiciel de chacun des bIocs est présentement semi- 
automatique. En effet, l'émission du code, pour la partie logicielle, est réaIisée 
directement par une primitive disponible avec le compilateur SUIF. Or, pour l'émission 
du code, pour la partie matérielle, un module traducteur du C ANSI au VHDL devra être 
mis en œuvre. 
Conclusion 
Dans ce mémoire, nous avons présenté différentes métriques permettant d'évaluer la 
pertinence de transposer et d'exécuter, sur un CO-processeur FPGA, les segments de code 
les plus prometteurs accélérant ainsi la vitesse d'exécution d'une tâche, L'outil, tel que 
présenté, démontre bien que le compilateur SUIF est un environnement adéquat pour 
l'estimation de métriques de performance en vue d'automatiser le processus de 
partitionnement matériel/logiciel. 
L'ensemble des résultats obtenus nous permet de conclure que certaines boucles 
d'une application donnée, contenant peu de traitements (CA-d- peu d'opérations), sont 
rarement pertinentes à transposer et à exécuter sur un FPGA. En effet, le temps de 
communication, pour acheminer les données au FPGA, devient très important 
comparativement au temps de traitement de ces boucles sur ce dernier. De plus, si on 
additionne au temps de communication, le temps de latence et de programmation du 
FPGA, alors le temps total d'exécution requis devient plus long que celui requis pour 
exécuter directement ces boucles sur un Pentium. 
Un autre phénomène, celui-ci tout à fait à l'opposé, apparaît lorsqu'on traite des 
boucles qui ont beaucoup d'opérations à effectuer- On observe très souvent un fort gain 
de performance pour chacune de ces boucles. Mais, plus la boucle est grosse, plus celle-ci 
demande d'espace mémoire pour stocker ses données temporaires. Et comme la quantité 
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de mémoire est limitée sur un FPGA, il s e  peut que la mémoire disponible soit 
insuffisante e t  que le partitionnernent soit moins profitable, 
Finalement, un autre piège potentiel avec ce type de boucles, c'est qu'elles 
demandent un grand nombre de blocs logiques pour leur mise en œuvre. On peut se 
retrouver dans le cas où Ie nombre de  CLB disponibles sur un FPGA est inférieur au 
nombre requis pour leurs mise en œuvre. Ceci rend une fois de  plus le partitionnement 
difficile- II est important de noter que l'hypothèse simplificatrice de départ consistait à 
utiliser qu'un seul opérateur (additionneur, soustracteur ou multiplicateur) sur le FPGA. 
Or, on observe qu'au maximum IO%, soit 69zg12, de la surface matérielle (en CLB) 
est occupée pour l'ensemble des applications considérées dans cette étude. Cette Faible 
proportion explique les faibles gains de performance observés au tableau 4.1. 
En résumé, nous avons démontré que la pertinence d'un éventuel partitionnernent 
matériel/IogicieI repose sur plusieurs facteurs déterminant la qualité du partitionnement. 
Actuellement, nous sommes en mesure de quantifier l'impact qu'aura un éventuel 
partitionnement matérielAogicie1 et de prédire les limites ou les contraintes physiques que 
celui-ci impose. Les diverses applications décrites dans cette étude présentent un éventail 
de contraintes que le système hybride, tel que définit précédemment, doit considérer. Les 
résultats obtenus jusqu'à maintenant démontrent que la détection et la caractérisation de 
chacun des blocs de base, d'une application logicielle, peuvent être fait à l'aide des quatre 
métriques de performance développées dans le cadre de  ce projet. 
Toutefois, un raffinement intéressant pourrait être apporté sur les divers modèles 
utilisés définissant les spécifications fonctionnelles à la base de  l'outil, afin de le rendre 
plus robuste et ainsi obtenir des partitionnernents matériel/logiciel optimaux. De toute 
évidence, le modèle utilisé à la section 3.2.4 pour le calcul de la bande passante pourrait 
être étendu afin de considérer la plupart des cas les plus fréquemment rencontrés dans les 
programmes scientifiques, garantissant du fait même de meilleures performances. Par 
exemple, ce modèle pourrait tenir compte, en plus des paramètres principaux liés à 
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l'application et à l'architecture cible, de certaines caractéristiques du processeur, telIes 
que le nombre d'étages du pipeline, De plus, le modèle pourrait considérer le cas où trois 
données ou plus peuvent être acheminées au dispositif de calcul simultanément et en 
exploitant le parallélisme dans le segment de code analysé. Cette modification engendrera 
directement un gain important relié au temps de communication lors de l'envoi des 
données et au temps requis pour le calcul proprement dit. À cet effet, on disposerait non 
plus d'un seuI opérateur, mais d'une banque d'opérateurs pouvant être ordonnancés de 
manière à représenter la structure Iogique du segment. 
Dans le même sens, au lieu de n'être qu'une fonction binaire (O ou 1), la fonction 
paramétrique pourrait être représentée par un espace vectoriel à quatre dimensions (x4) 
où chacun des axes correspondrait à une métrique et la valeur générée serait Ia 
coordonnée vectorielle de ce vecteur, Ce concept permettrait d'avoir une meilleure 
représentation de l'ensemble des valeurs de métriques et, par le fait même, un moyen 
rapide de repérer les "boucles chaudes" les plus prometteuses en analysant Ie Iieu des 
coordonnées. 
Pour terminer, l'algorithme de partitionnement matérielhogiciel développé dans ce 
mémoire peut être approfondi et élargi afin d'atteindre un niveau supérieur de généralité 
permettant d'étendre le domaine des fonctionnalités des applications. On peut envisager 
d'utiliser conjointement des méthodes complémentaires comme le "software pipelining", 
le déroulage des boucles, le ré-ordonnancement du code, les circuits prograrnmabies 
additionnels, etc- 
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Annexe A 
Proposition d'un diagramme 
détaillé de flux de données 
global 
Un diagramme détaillé de flux de données global entre les principaux modules de 
l'outil d'analyse apparaît à la figure A.1. Le diagramme est constitué des modules 
suivants : le front-end1 ; le profilage, l'analyse @FA/CFA/Slicing), le partitionnement, 
l'optimisation de boucle, le back-end2 et l'estimation de performance; par ailleurs il met 
en lumière un certain de nombre de relations qui doivent interagir avec l'ensemble dont 
nous avons parlé à la section 2.3.1. 
Les flèches montrent comment l'information circule entre les différents modules. Les 
lignes doubles horizontales représentent les bases de données où seront stockées les 
informations de flux, de profilage, etc. 
D'une façon simplifiée, on peut définir lefront-end comme étant l'étape du "parsing" réalisant une 
conversion du langage C vers une description SUIF. 
2 D'une façon simplifiée, on peut définir le back-end comme étant l'étape d'émission du code cible (C ou 
VHDL) à partir de I'IR de SUIF, 
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FIG. A.l  Diagramme détaillé de flux de données 
I 
VHDL 
global (d'après [DOU98]) 
Annexe B 
Prototype d'un outil d'analyse de 
performance : guide de 
l'utilisateur 
B. 1 Préambule 
Ce guide est une introduction à l'utilisation du prototype d'outil d'analyse de 
performance supporté par l'environnement de compilation SUIF. Bien que Ia majorité des 
concepts s'appliquent en particulier à l'environnement SUIF2.0-O, l'essentiel reste aussi 
valabIe pour les versions antérieures (p. ex. SUIFI. 1.2). Il ne cherche pas à expliquer en 
détail comment est mis en œuvre l'outil- La plus grande partie du guide suppose que vous 
n'avez aucune ou peu de notions préalables sur ces types de compilateur du domaine 
public. L'environnement SUIF fournit un excellent environnement pour l'analyse et la 
mesure de performance de programmes écrits en langage C ANSI. Le système de base 
comprend des compilateurs C et Fortran. L'environnement SUIF est très largement 
compatible avec les standards comme C ANSI, de même qu'avec son propre héritage, il 
est donc possible d'écrire des nouvelles structures qui compilent et s'exécutent sur une 
variété de plates-formes- 
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B.2 Objectifs 
L'éventail des fonctionnalités disponibles et la lourdeur du logiciel peut, à prime 
abord, impressionner une personne non-familière avec les concepts de base liés à la 
compilation. Ce document se limite essentiellement à vous permettre d'extraire les 
données de flux et de profilage en vue de mesurer la performance de programmes en 
fonction de métriques pré-sélectionnées. Ces métriques de performance permettent de 
caractériser l'exécution de chacun des blocs de base et de détecter les blocs les pIus 
prometteurs ("boucles chaudes"). Ces blocs seront éventuellement transposés et exécutés 
sur une architecture matérielle reconfigurable afin d'accentuer la vitesse d'exécution de 
ces blocs et ainsi d'accélérer 1 'exécution de toute 1' application. La pertinence des 
partitionnements dépend évidemment de la qualité des métriques choisies. Ces métriques 
permettent à la fois d'estimer les ressources nécessaires et requises pour effectuer ces 
blocs sur le logiciel, en occurrence sur un Pentium, et sur une plate-forme matérielle 
reconfigurable de type FPGA, tout en tenant compte, évidemment, des contraintes 
physiques imposées par l'architecture. 
8.3 Introduction 
L'environnement de compilation qu'offre SUIF a été mis à contribution dans 
l'élaboration de ce prototype. Pour des raisons stratégiques, deux versions de ce même 
environnement a été utilisé pour mettre en œuvre l'ensemble des métriques. La première 
version de SUIF (SUIF 1.1.2) offre une généreuse boîte à outils mais, en contre partie, sa 
mise en œuvre est médiocre- La seconde version (SUIF2.0.0), quant à elle, offre une boîte 
à outils plus restreinte, mais une philosophie de conception hautement supérieure. Pour 
ces raisons et pour des questions d'unification des efforts à l'intérieur du groupe CODE, 
on a opté pour I'utilisation de ces deux versions simultanément, en prenant bien soins de 
définir, à priori, un format standard utilisable à la fois par l'environnement SUTF1.1.2 et 
SUIF2.0.0. L'avantage majeur d'utiliser ces deux versions est d'exploiter les 
fonctionnalités respectives de chacune d'entre elles. 
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Voici comment chacune des versions a été mise à contribution dans le cadre de ce 
présent ouvrage. Tout d'abord, I'environnement SUIFI. 1.2 a été utilisé pour mettre en 
œuvre la métrique de performance visant à estimer l'espace mémoire requis pour 
effectuer une application spécifique. Bien que, théoriquement, il était possible de mettre 
en œuvre l'ensemble des métriques avec cet environnement, cela impliquant la réécriture 
d'une grande partie des fonctionnalités (module d'analyse de flux, etc.) disponibles sous 
I'environnement SUIF2.0.0. Il était donc préférable d'utiliser SUIF2.0-0 pour mettre en 
œuvre les métriques nécessitant les informations relatives aux flux de données. 
8.4 Installation 
Avant tout, précisons que les fichiers sources originaux de Ia trousse de base de 
I'environnement SUIF1 - 1.2 et SUIF2.0.0 sont disponibles à [SUI99]. Toutefois, tous Ies 
fichiers sources de la structure logicielle du prototype résultant de notre recherche et des 
efforts des membres du Groupe de Recherche en Microélectronique de l'École 
Polytechnique de Montréal sont disponibles à [TKE99]. 
Pour l'installer, il faut tout d'abord décompresser Ies deux arborescences de la 
trousse de base de I'environnement SUIF 1 - 1-2 et SUIF2.0.0, intitulées bnsesuv- 
1.1.2. tar.2 et basesuij-2.0-O.alpha. 784.tar.Z respectivement. 
Par la suite, on lance le Makefiie de chacune des arborescences. Pour de meilleurs 
résultats, lire le fichier README (présent à la racine de chacune des arborescences j afin 
de spécifier les bons chemins d'accès lors de l'installation. Une fois les deux 
environnements installés, décompresser les deux arborescences des répertoires de travail 
contenant les programmes sources et les programmes tests utilisés lors du 
développement, intitulées métriques-SUIFI. 1.2. tar.2 et métriques-SUIF2. 0-0-tar-Z 
respectivement. La première arborescence (métriques-SUIFI. 1.2) permet d'estimer les 
métriques de performance relatives au temps d'exécution logiciel (sur un Pentium) et à 
l'espace mémoire. La seconde (métriques-SUIF2.0.0) permet d'estimer les métriques de 
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performance relatives au temps d'exécution matériel (sur un FPGA), à la surface 
matérielle et à la bande passante. La section suivante présente comment obtenir Ies 
informations relatives rattachées à chacune des métriques en fonction d'une application 
type- 
8.5 Lancement 
8.5.1 Temps d'exécution requis sur un Pentium 
Premièrement, démarrer Microsoft VisuaI Ct+ 6.0 et O U V ~ ~  l'espace de travail 
("workspace") intitulé timer-dsw. Celui-ci est localisé au répertoire suivant: 
-/METRIQUE/timerNisudC++/timer. Cet espace de travail contient le fichier limer-c 
permettant d'estimer le nombre de cycles requis pour effectuer un segment de code 
(boucle ou nid de  boucles) d'une application. Pour obtenir ce nombre, il suffit que ce 
segment soit borné par les fonctions de comptage startChrono() et  stopChrono() 
respectivement, tel qu'indiqué à la section 3.2.1. 
Le calcul de la suite de  Fibonacci sera utilisé comme exernpIe (fig, B.1) afin de 
mettre l'accent sur les sections cruciales avec lesquelles l'utilisateur devra interagir- Une 
fois les fonctions de comptage disposées, il sufi3 d'effectuer les trois étapes suivantes : 
1) Sauvegarder les modifications apportées au fichier rimer-c; 
2)  Compiler tirner.~; 
3) Exécuter tinter-c. 
Le résultat de  l'exécution sera affiché dans une fenêtre MS-DOS. Les valeurs obtenues 
représentent le nombre de cycles requis pour exécuter cette houcle. Pour obtenir une 
valeur temporelle, en secondes, il suffit de diviser ce nombre de  cycles par la fréquence 
d'horloge du Pentium sur lequel a été exécuté le segment de code. 
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- 
--* 
#define Fibnurn 50 /* ce pxaxdtre specifie que I'on caicul le 50- terme de  la suite */ 
--* 




1 int F(Ebnum]; 
F[1] = 1; 
startChrono(C1); /* départ du compteur Cl */ 
for(: = 2; i < Fibnum; it+) 
1 stopChrono(C1); /* mêr du compteur Cl */ 
1 void main() 
1 SetPriorityClass(GetCunentProcessO~ 3 1); 1' priorité maximale */ 
for(i = 1; i <= 100000; ii+) /* astuce pour obtenir une valeur de moyenne significative de  C l  en 
exécutant 100000 fois le même segment */ 
fib0; /* appel d e  la fonction (application analysee) */ 
p = (float)i; 
x = (doub1e)Cl; 
m = ((p - 1) / p) * m + (1 1 p) * x; /* calcul de la moyenne */ 
Cl =O; 
1 
printf("moy = %If\nV, m); /* affichage du nombre d e  cycles requis <i l'écran */ 
1 
FIG. B.l Exemple iIlustrant les fonctions de comptage à l'intérieur d'une application type 
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B.5.2 Métriques relatives à l'architecture matérielle du FPGA 
Pour obtenir les valeurs des métriques relatives au temps d'exécution requis sur un 
FPGA et celles relatives à la surface matérielle utilisée sur ce même FPGA, on doit, 
premièrement, copier le code source de l'application (p. ex.fib.c) que l'on désire analyser 
dans le répertoire suivant : -/projet-CODE/src/bins/tests. Notons que tous les fichiers 
sources analysés doivent avoir l'extension .c et respecter le standard d'écriture C ANSI. 
Par la suite, on exécute les primitives1 SUIF servant à estimer la performance de 
cette application (fig. B.2) de la façon suivante : 
1) scc -.spdfib.c; 
2) do-convertsuif 1 tosuif2fib.spdfib.s2; 
3) ../do-codecompilerfib-s2 out > out-dat. 
Dans le fichier out-dar se trouve toutes les informations relatives au temps d'exécution 
requis et à la surface matérielle requise (en CLB) en fonction d'un FPGA XVC300-200 
MHz de la famille Virtex de XTLINX. Les résultats obtenus sont, évidemment, en 
fonction de chacun des blocs de base (boucles ou nids de boucles) présents à l'intérieur 
de l'application analysée. 
B.5.3 L'espace mémoire requis 
Pour obtenir les valeurs de la métrique relative à la quantité de mémoire requise, on 
doit, premièrement, copier le fichier source de l'application (p. ex. fib-c) que l'on désire 
analyser dans le répertoire suivant : -/ME~QUE/timerNisualCte/qt-mem. Nous 
utiliserons, encore une fois, le code source calculant la suite de Fibonacci (réf. fig. 13.2), 
pour mettre l'accent sur les sections cruciales mec lesqueIles I'utilisateur devra interagir, 
Ainsi, pour obtenir la valeur de cette métrique, on procédera d'une façon très 
systématique. Tout d'abord, il faut modifier chacune des opérations de lecture des 
' Les primitives SUIF utilisées sont : scc. do-convertsuifltos et  s2c. Le lecteur intéressé à approfondir 
ce sujet peut consulter les ouvrages qui y sont consacrés m 9 8 ,  SUI991. 
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variables vectorielles, en les remplaçant par des appels de fonction de type 
AddAccess(-..). Cette fonction permet d'enregistrer toutes les séquences d'accès de ces 
variables (sect. 3.2.2). Ainsi, pour chaque opération de lecnire correspond un appel de 
fonction de type Ad&ccess(l, 1, i - I )  (fig- B.3) qui est l'équivalent d'une opération de 
lecture de la variable vectorieIIe F[i - I l  de la figure B.2- 




F[O] = 0; 
F[1] = 1; 
for(i = 2; i c Fibnum; i++) 
F[i] = F[i - 11 + F[i - 23; 
1 
FIG B.2 Code source calculant la suite de Fibonacci 
- - - - - 




for(i = 2; i < Fibnum; i+t) 
{ 
AddAccess(1, 1, i - 1); /* correspond à F[i - 11 */ 
AddAccess( 1 , 1, i - 2); /* correspond à F[i - 2 ] */ 
1 
1 
FIG- B.3 Code source modifié de la figure B.2 
Après quoi, il faut modifier le fichier varsize-tablexc (localisé au même répertoire) 
afin d'intégrer les appeIs de fonction de type PrintAccess(,..) permettant de visualiser ces 
séquences d'accès et, ainsi, déterminer l'espace mémoire requis. La figure B.4 met 
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l'accent sur les sections importantes où I'utilisateur doit intervenir. On note que pour 
chaque appel de la forme AddAccess(l. 1. i - 1) e t  AddAccess(1, 1, i - 2) correspond un 
appel d e  la forme PnnAccess(l, i). Une fois terminé, iI ne reste qu'à exécuter les quatre 
étapes de la façon suivante : 
1) scc -.spdfib.c; 
2) s2cfib.spd out put.^; 
3) g t t  varsize-table-cc; 
4) a-out > out-dat. 
Dans le  fichier ouf.dat se trouve toutes les séquences d'accès aux variables vectorieIIes 
sélectionnés précédemment (à l'intérieur des segments de  code analysés) ainsi que la 
quantité de mémoire requise, en  bits- 
#define Fibnum 50 
#inchde "output.~" /* inclut le fichier source de l'application en format SUIF */ 
main() 
int i, QM; 
fib(); /* appel de 17appIication analysée */ 
for(i = O; i < Fibnum; i++) 
{ 
printf("F[%d] ", i); PrintAccess(1, i); 
1 
QM = MemRequiredO; /* appel de la fonction estimant l'espace mémoire 
requis (en bloc-mémoire) */ 
printf("QM (en bits) = %d\nW7 32*QM); /* à l'écran de la quantité de 
mémoire requise pour effectuer la 
boucie ci-dessus (1 bloc = 32 bits) */ 
FIG. B.4 Procédure permettant l'affichage des moments d'accès du code source de la figure B.3 
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8.5.4 Bande passante 
Dans le cadre de cette étude, une simplification a été imposée limitant les solutions 
matérielles à un seul FPGA, tel que mentionné à la section 3.1.3. Pour ces raisons, Ies 
paramètres de cette métrique sont fermes- Les valeurs de celle-ci ont été obtenues e n  
utilisant le modèle de calcul de la bande passante explicité à la figure 3.8 (sect. 3.2.4). 
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