The problem of detecting a sinusoid with drifting phase in the presence of additive white Gaussian noise is considered. A Lorentzian signal model is used, in which the signal to be detected is modeled as a sinusoid whose phase is drifting with Brownian motion. A class of quadratic detectors that trade off coherent and noncoherent averaging of the received waveform is studied. The deflection ratio is used as a performance criterion, and the optimum quadratic detector structure as parametrized by the phase bandwidth is derived. Then, the performance relative to the optimum of a class of suboptical detectors called m-order noncoherent detectors is considered. It is shown that the best detector in this class performs nearly as well as the optimum quadratic detector. This is in sharp contrast with standard envelope detection whose performance is shown to degrade severely in the presence of phase drift. Simulated detection probabilities that verify this performance disparity are also presented.
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The power spectrum of the signal, which can be obtained by taking the Fourier transform of Eq. (3), has a Lorentzian shape with center frequency nrr, and with 3-dB bandwidth • as given below:
To overcome the analytical difficulties encountered in dealing with white noise, we integrate the observations in Eq. (2) to get the following equivalent model (all stochastic integrals in the paper are defined in the mean-square sense):
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B. Neyman-Pearson optimum detection
The Neyman-Pearson optimum detector for the problem of Eq. (5), i.e., the scheme that has the minimum miss probability for a given level of false alarm probability, compares the likelihood ratio with a prespecified threshold to decide between the two hypotheses (see, Poor • ). It is easy to see that the signal {St; 0<t< 1 } satisfies the conditions We note that the detection statistics described in Eqs. (7) and (8) are quadratic forms, which are of course natural methods of metering energy, regardless of degree of coherence. Quadratic detectors (or their bias-corrected counterparts) are well known to be locally optimum for the detection of stochastic signals in the presence of additive white Gaussian noise (see, e.g., Refs. 6, 7). These considerations motivate us to consider a class of detectors for the problem of Eq. (5) that have a general quadratic form described in the following section, and to optimize detection performance over this class. To do so, we will consider the deflection criterion, defined in the following section, as the criterion of optimality.
II. OPTIMUM QUADRATIC DETECTION FOR GENERAL SIGNALS
We consider quadratic detectors for the problem of Eq. ( 5 ) that decide between the hypotheses by comparing with a threshold r the following quadratic form: Prior to finding the optimum quadratic detector, we need to choose a criterion for optimality. Ideally, one would like to find the quadratic detector that minimizes the miss probability for a given level of false alarm probability. However, due to the intractability of error probabilities for such non-Gaussian nonlinear problems, we use the deflection 2 as the optimality criterion. In particular, we select as optimum any Q•2 for which the deflection We may now state the following result. ill)
The independence of (S,; 0<t< 1) and ( W,; 0<t< 1) gives us
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Note that Theorem 1 remains valid for arbitrary signals in the model of Eq. (5). All that is required is the interchange of the integration and expectation in Eq. (12), a condition for which mean-square continuity is sufficient. Thus this result is applicable to a much more general class of problems than2that considered in this paper.
III. DEFLECTION ANALYSIS
In this section, we compare the deflection of the optimum quadratic detector with that of the noncoherent detectors introduced in Sec. I C, under the model described in Sec.
I A. The purpose of this exercise is to investigate how much can be gained, in terms of deflection, by using the optimum quadratic detector instead of the simpler noncoherent detectors. It should be noted that the relative performance of the detectors measured using the deflection criterion could be different from that measured using error probabilities. However, as noted previously, the error-probability analysis of general quadratic detectors is prohibitively difficult when the signal is non-Gaussian (as is the case here).
Henceforth, in this paper we shall make the "narrowband" assumption that n • •e, i.e., that the center frequency of the signal is very much larger than the bandwidth of the signal spectrum. With this assumption, we may obtain approximate expressions for the various quantities of interest that are independent of n. It should be noted that the very same expressions could also be obtained by using a baseband envelope detection approximation at the outset (as is done, for example, in Ref. Thus we see that the deflection criterion gives us a very simple way of determining an optimum m-order noncoherent detector. This is in contrast with error-probability based criteria, for which an optimum value of rn can be determined only by simulation. (It should be noted, of course, that rn* could be different from the value of rn that yields the noncoherent detector with the smallest miss probability for a given value of false-alarm probability and a given value of g. ) Substituting the value m = 1 into Eq. (21 ) yields the deflection of the standard noncoherent detector based on Ae, viz., 
H(A e) =p2{[• + exp(--•)-112/•'4}. (22)

IV. ERROR PROBABILITY EVALUATION
In this section, we compare the error probabilities of the three quadratic detectors discussed in the paper. All of these detectors compare a quadratic test statistic with a threshold r to distinguish between the two hypotheses. Hypothesis H l is chosen if the statistic exceeds r, and He is chosen otherwise. We use the Neyman-Pearson approach, i.e., we specify the false alarm probabilty (Pt), and calculate the thresholds that yield this value of Pr for the three detectors. As we shall see, the threshold calculation can be done analytically since the observation is Gaussian under He. These thresholds can then be used in the estimation of the miss probabilities by simulation. In this latter analysis, we will omit the optimum quadratic detector since the deflection analysis suggests that it performs similarly to the optimum mND, and since its accurate simulation is complicated significantly by its infinite-dimensional structure.
A. Threshold calculation
We first consider the false-alarm probabilities of the three detectors of interest.
Optimum quadratic detector
The false-alarm probability for the optimum quadratic detector is given by 
Thus, we have a relationship between Pr and r, as desired. values of false alarm probability ( 10-3 and 10-5) were chosen; and the corresponding miss probabilities for the two detectors were estimated for various values ofp and ,e. The miss probabilities were estimated using only 10 4 independent trials and hence cannot be expected to be better than 10% accurate for values smaller than 10-2. Nevertheless, the figures do show the trends predicted by the deflection of analysis of Sec. III. In Fig. 3 , we see that for very small values of ,e (i.e., negligible phase drift), the SND performs approximately 0.75 dB worse than the coherent detector with known phase, which is consistent with the Well-known result for noncoherent detection with constant but unknown phase. For larger phase drifts (i.e., ,e > 3 ), we observe that the performance of the SND decreases drastically as ,e is increased. This is in contrast with the performance of the m*ND detector which performs reasonably well even at large values of,e. In fact, we see that for the range of values of ,e considered, the performance gain in error probability is as large as 10 dB [consider, for example, the curves for ,e = 80in Fig. 3(a) and (b) ]. The deflection analysis is in fact pessimistic in its prediction of the performance gain.
V. CONCLUSIONS
In this paper, we have considered the problem of detecting a sinusoid with drifting phase, in the presence of additive white Gaussian noise. We have shown that, in the class of quadratic detectors for this problem, the m*-order noncoherent detector performs nearly as well as the optimum quadratic detector when the performance measure is the deflection ratio. Also, using the deflection criterion, we have derived a very simple way to determine the best m-order noncoherent detector. Finally, the analytical and simulation results in the paper show that the m*-order noncoherent detector promises substantial performance gain over the standard noncoherent detector for large values of relative phase bandwidth.
It should be noted that the deflection analysis considered here uses only the second-order statistics of the signal corrupted by phase noise. Thus the analysis could be easily repeated for other phase drift models provided these models render the signal wide sense s/tationary and facilitate the computation of the signal autocorrelation function. Also, the detection problem considered here is relevant in applications of detecting acoustic signals under water, where the limiting background noise may very well not be accurately modeled as white Gaussian noise (see, e.g., Refs. 13-15). Thus, the extension of the analysis in this paper to other noise scenarios is an interesting topic for further study as well.
