Abstract-In this paper, we propose an architecture of softwaredefined information-centric network virtualization with device-todevice (D2D) communications, which facilitates dynamic virtual resource allocation and content caching via a software-defined networking (SDN) controller with a global view of the system. In our proposed framework, substrate physical resources can be virtualized and shared among multiple mobile virtual network operators (MVNOs). Meanwhile, by means of integrating D2D communications into information-centric wireless networks, content caching is enabled not only in the air but in mobile devices as well. In addition, taking into consideration inaccurate channel estimation and measurement, we formulate the virtual resource allocation and caching optimization as a discrete stochastic optimization problem in which imperfect channel state information is incorporated. Because the formulated virtual resource allocation problem is a large-scale combinational optimization problem, we exploit discrete stochastic approximation approaches to cope with it. Finally, extensive simulations are conducted to demonstrate the effectiveness of the proposed scheme with different system parameters. Simulation results show that MVNOs can benefit from not only the sharing of physical infrastructure but from the caching functionality that exists in both the air and mobile devices as well.
I. INTRODUCTION

W
ITH the explosion in the number of wireless services and applications, wireless network virtualization has been proposed as a promising solution for next-generation networks [1] , [2] . With network function virtualization [3] , wireless physical infrastructure can be decoupled from the services and applications that it provides. In this context, a critical entity to accomplish virtualization is the network hypervisor [4] , which can virtualize the underlying networks, monitor virtual networks, and allocate virtual resources. Since substrate resources can be abstracted and sliced into multiple virtual networks, different mobile virtual network operators (MVNOs) can dynamically share the physical infrastructure, thus significantly reducing the capital expenses (CapEx) and operation expenses (OpEx) of wireless access networks operated by infrastructure providers (InPs) [5] . In addition, MVNOs running on top of the virtual networks can provide specific services (e.g., voice over Internet protocol) to subscribers, which facilitates the attraction of more subscribers for mobile network operators (MNOs). From the InPs' point of view, they can also achieve more benefits by leasing isolated virtual slices to MVNOs [6] .
Another promising technology is information-centric networking (ICN), which facilitates the prompt delivery of services to subscribers. Inspired by the fact that users are getting increasingly interested in what the content is rather than where it is from, ICN aims to better cope with the transition from the sender-driven end-to-end networking paradigm to the receiverdriven content retrieval paradigm [7] . Compared with traditional networks, ICN-based networks can provide not only scalable and timely content retrieval but also security and mobility management for users [8] . Characterized by builtin network caching and receiver-driven content retrieval, air caching in ICN-based networks has attracted great attention in next-generation wireless networks [9] , [10] .
The integration of ICN and wireless network virtualization can further facilitate the improvement of applications and services demanded by subscribers. In particular, informationcentric network virtualization enables the sharing of both infrastructure and content, which can produce gains from both virtualization and built-in network caching. Although some works have focused on wireless network virtualization and ICN, device-to-device (D2D) communications are not explicitly 0018-9545 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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investigated in the information-centric wireless network virtualization architecture [11] . As a promising approach to offload traffic from base stations (BSs), D2D communications can enable the sharing of radio connectivity and direct information delivery between two close users [12] , [13] . Indeed, by exploiting D2D communications, the information-centric wireless network can benefit from the large number of mobile devices involved. This is because the integration of D2D into an information-centric wireless network can enable content caching not only in the air 1 but also in mobile devices. Moreover, after virtualization, virtual contents can be shared among multiple subscribers from different MVNOs.
However, the implementation of information-centric virtualization with D2D communications in current running cellular networks poses challenges. First, it is nontrivial to deploy new mechanisms in existing systems due to the existence of proprietary and diverse protocols and interfaces among network devices [1] , [7] . Second, devices and protocols in current networks cannot support a dynamic configuration needed for a fast and efficient virtual resource allocation [15] .
Software-defined networking (SDN), which enables the adoption of new technologies and dynamic reconfiguration in running networks, can be regarded as a promising network platform to realize the information-centric virtualization architecture [16] , [17] . Via an SDN controller with a global view of the network, operators can manage and optimize resource allocation efficiently in response to time-varying network conditions. In addition, SDN enables fast control over devices in a vendorindependent way by means of standardized interfaces (e.g., OpenFlow) [18] .
In this paper, we study software-defined information-centric cellular network virtualization. The contributions are as follows.
• We present a virtualized software-defined informationcentric cellular network architecture, which facilitates dynamic network virtualization and content caching as well as the D2D communications. Meanwhile, several good features of SDN (e.g., separation of the control and data planes, logically centralized control, global view of the network, and ability to program the network) are exploited in the architecture to facilitate resource allocation formulation. In particular, by means of content caching in mobile devices (via D2D communications), the virtualized content can be shared by subscribers from different MVNOs.
• The virtual resource allocation and caching optimization is formulated as a discrete stochastic optimization (DSO) problem [19] , in which imperfect channel state information (CSI) is incorporated. Due to the inaccurate channel estimation and measurement, the CSI available in the virtual SDN controller is, in general, imperfect. Moreover, the transmission delay inevitably exists when delivering CSI, thus aggravating imperfectness. Therefore, imperfect CSI needs to be carefully handled in the formulated problem.
• Discrete stochastic approximation (DSA) approaches [20] are employed to cope with the DSO problem. We first derive an aggressive DSA algorithm for networks with static channels and then apply adaptive-step-size DSA to time-varying networks.
• Extensive simulations are conducted to demonstrate the effectiveness of the proposed scheme with different network parameters. Simulation results show that MVNOs can benefit from not only the sharing of physical infrastructure but also the caching functionality in both the air and mobile devices. In addition, DSA schemes can achieve performance comparable to that of the optimal strategy, in which perfect CSI is available.
The rest of this paper is organized as follows. Section II shows an architecture of software-defined information-centric cellular network virtualization with D2D communications. Section III formulates the virtual resource allocation as a sum-utility maximization problem with imperfect CSI involved. Section IV solves the problem based on DSA approaches. Section V presents and discusses the simulation results. Finally, this work is concluded in Section VI.
II. SYSTEM MODEL
Here, we will introduce the virtualized software-defined information-centric cellular network architecture, then present an illustration with D2D communications incorporated, followed by the network resource virtualization scheme.
A. Software-Defined Information-Centric Cellular Network Virtualization
For the implementation of timely and efficient resource sharing in ICN-based cellular networks, existing devices in the infrastructure must support the dynamic fast configuration. However, current devices and protocols are not designed to react dynamically to changes (e.g., of channel information or subscriber attributes) in environments [15] . Meanwhile, due to the existence of proprietary and diverse protocols and interfaces among network devices, compatibility issues arise when integrating ICN with wireless network virtualization. Specifically, the prevailing ICN-related network architectures consist of DONA, PURSUIT, SAIL, COMET, content-centric networking, etc. [7] , whereas there are multiple diverse projects toward network virtualization in both academia and industry, e.g., XBone, UCLP, VNRMS, PlanetLab, and GENI [1] . It is intractable for network devices to understand so many diverse protocol standards in both ICN and network virtualization. Fortunately, the SDN paradigm, with its control and data planes separated, is a promising platform to implement informationcentric network virtualization in a vendor-agnostic manner [16] .
The concept of SDN stems from the OpenFlow system at Standford University. SDN has attracted great interest from both academia and industry [21] - [24] . The SDN controller, with a global view of the network, is capable of directly programming the behavior of each device in the network. An example of software-defined information-centric cellular network virtualization is shown in Fig. 1 in which the hypervisor enables the virtualization of both the control and data planes. In this context, the physical substrate network is abstracted and sliced into multiple virtual networks, whereas the physical computing platform is virtualized into multiple virtual machines. As shown in Fig. 1 , two virtual networks are abstracted: one is the traditional cellular network without content caching, and the other one is the ICN-based network that enables content caching in the BS. For the control plane, the SDN controller and the network application server are sliced into two individual virtual control planes, each of which is composed of a virtual SDN controller with mobile applications running on top of it. With the hypervisor, two virtual SDN networks are realized, each of which is managed by its corresponding virtual SDN controller.
B. Software-Defined Information-Centric Cellular Network Virtualization With D2D Communications
As previously mentioned, the incorporation of D2D communications into information-centric network virtualization is nontrivial, since existing mobile devices in current networks cannot support a dynamic configuration, which is needed for a fast and efficient virtual resource allocation. In traditional cellular networks, only the BS or the gateway is responsible for pairing the potential D2D users if the content request from one user matches that of another [11] . In the meantime, new functions and standards (e.g., Proximity Services in 3rd Generation Partnership Project Release 13 [25] ) residing in mobile devices are necessary for the introduction of D2D communications, which pose new challenges [15] . Nevertheless, following the approach in Section II-A, we can deploy SDN architecture to tackle this bottleneck to introduce D2D technology.
In this architecture, after virtualization, the virtual SDN controller has a global view of its specific virtual network and can directly program the behavior of network devices (consisting of mobile devices), in a vendor-agnostic manner [18] . By this means, in the virtual information-centric network with D2D communications, the cellular BS or the gateway is no longer responsible for pairing D2D users; instead, the virtual SDN controller coordinates the D2D communications in a more efficient approach to make a decision to perform D2D connection or to use a legacy cellular communication for a specific user. In particular, mobile devices can directly follow the instructions from virtual SDN controllers and then provide corresponding functions, instead of participating in control plane protocols.
An illustration with D2D communications incorporated is presented in Fig. 2 in which legacy cellular transmission, ICNbased cellular transmission, and D2D communication coexist in the same network.
C. Network Resource Virtualization Scheme
In the architecture of virtualized software-defined information-centric cellular networks, the SDN network hypervisor is responsible for mapping physical networks (including infrastructure, radio resources, content and caching memory, etc.) to virtual slices and abstracting physical SDN controllers to virtual SDN controllers. Via virtualization, not only the BS but also mobile devices can be virtualized to virtual nodes for association since D2D transmissions are incorporated. In this context, the BS may be leased by multiple MVNOs at different prices from InP. Meanwhile, potential D2D transmitters with popular contents will be paid by some MVNOs to set up D2D communications. In this case, the user considered as the transmitter and that which is regarded as the receiver can belong to the same MVNO or different MVNOs, as shown in Fig. 2 in which where user 3 of MVNO 1 directly transmits content to user 4 of MVNO 2 via D2D communication.
In the proposed architecture, time is divided into equal periods, which are further split into three phases: content request, data transmission, and caching refreshment. In the content request phase, each user with content on demand will send a content request to its subscribed MVNO and then MVNOs forward requests to the SDN network hypervisor. For the hypervisor, it needs to detect the content distribution information across networks and eventually determine virtual network abstraction and virtual resource allocation.
In the data transmission phase, requesting users will receive contents via either cellular or D2D transmission according to instructions from the virtual SDN controller.
In the caching refreshment phase, users and the BS will eventually refresh the caching memory based on the decisions made in the content request phase. It should be noted that the caching refreshment must be conducted at the end of each period, since it is only after the transmission that the delivered contents are fully available to users.
III. PROBLEM FORMULATION
Consider the scenario with one InP but with multiple MVNOs, and assume that the single-hop [7] and one-to-one (i.e., unicast) D2D communications [11] work in the infrastructure. Let M and I m be the set of MVNOs and users owned by MVNO m ∈ M, respectively. Assume that there are, in total, I users, which are denoted as I = m I m . For simplicity of notation, we denote (m, i) as the user i ∈ I m . In addition, let J = {1, . . . , J} be the set of users that can be considered as transmitters in potential D2D pairs. Note here that users in J are actually handled as transmitters that can be shared by multiple MVNOs, whereas those in I m are, in practice, regarded as subscribers in MVNO m. For ease of notation, we further let j = 0 and J 0 = J {0} be the BS and all transmitters (consisting of both D2D transmitters and the BS) in InP, respectively.
For practical implementation, all transmitters in J 0 can be virtualized to slices by means of resource isolation (at subchannel or time-slot level, or even hardware level, etc.) [3] , [26] . In this paper, we adopt resource isolation at the subchannel level, i.e., allocating orthogonal subchannels to different transmitters. We further let K = {1, . . . , K} denote the set of all subchannels in the system.
At each resource allocation interval, it is assumed that each user (m, i) has a content request c i for MVNO m. Then, MVNO m forwards this request to the hypervisor, which eventually is responsible for association, subchannel allocation, and decisions on caching contents. Let a 
where B denotes the bandwidth of each subchannel, N o is the noise spectral density, and p is the equal power allocation per subchannel. Note here that Γ denotes the signal-to-interferenceplus-noise ratio gap to Shannon capacity, which can be described as a function of the desired bit error ratio (BER), the coding gain, and the noise margin, e.g., Γ = −ln(5 BER)/1.5 in M -ary quadrature amplitude modulation [27] , [28] . For the caching refreshment on each user (m, i), we introduce binary variable z Denote the size of content c i by s c i . Mathematically, the utility for the link between user (m, i) and transmitter j ∈ J (i.e., D2D transmissions) can be formulated as
where α mi r mi jk denotes the revenue of received data rate, β ij B is the cost of consumed radio bandwidth, and
is the cost of consumed backhaul bandwidth, respectively, provided that subchannel k is allocated to the link between user (m, i) and transmitter j. Meanwhile, φ mi e c i and ψ mi s c i denote the revenue on estimated backhaul bandwidth and the cost of caching content in the memory, assuming that user (m, i) caches the received content c i . It should be noted that wireless network virtualization, ICN, and D2D communications are readily formulated in (2), thus necessitating the introduction of the SDN paradigm.
In particular, we assume that the backhaul bandwidth reduction via D2D communications is equal to the instantaneous wireless data rate on the associated D2D link. Then, the term • If a mi j = 1 (i.e., transmitter j stores the required content by user (m, i) ), the term (1−a mi j )r mi jk reduces to zero, which is also consistent with the scenario that in reality D2D transmissions do not consume any backhaul bandwidth.
• If a mi j = 0 (i.e., the required content by user (m, i) is not available in transmitter j), then (1 − a mi j )r mi jk = r mi jk . In this case, it is unrealistic to use the D2D communication due to the nonexistence of content c i in the memory of j. Hence, we must set the unit price γ ij at a sufficiently large value (e.g., larger than r mi jk by three or four orders of magnitude in the simulation) such that u mi j tends to be a significantly small negative. As such, when optimizing the resource allocation, it will automatically avoid the irrational cases that y mi jk > 0, but a mi j = 0. However, for a mi j = 0 and j = 0, due to the BSs' capability of backhaul, it is feasible to set γ i0 at a reasonable value. For the potential transmission between user (m, i) and the BS, the related utility function could be formulated as
in which the term v
that evaluates the net caching revenue in the BS is added compared with (2) .
In this paper, it is assumed that the popularity of the cth most popular content is characterized by a Zipf popularity distribution with parameter θ, i.e., q c = C/c θ , C = ( c 1/c θ ) −1 with θ ≥ 1 [29] . Here, for ease of notation, we denote q c i as the requested rate for content c i across networks. Therefore, for MVNO m, the expected reduced backhaul bandwidth consumption during the next period via caching content c i can be calculated as e c i = q c i s c i /T p , where T p is the duration per period. The resources (transmitter, radio, and caching memory) allocated to users for transmissions should be such that the total utility seen by all MVNOs should be maximized. Considering all the constraints and utility functions previously described, the sum-utility maximization problem can be mathematically formulated as follows:
C4 :
C5 :
C6 :
C8 :
Here, C1 represents that each user could only be connected to one transmitter, and there exists only one receiver for each D2D pair. C2 and C3 implicitly impose that the association variable must be larger than or equal to the subchannel allocation variable as well as the caching variable. That is, only when x mi j = 1 that y mi jk , z mi j , and v mi can take the value of 1. C4 guarantees that one subchannel can be allocated to, at most, only one potential link. C5 is the data rate requirement, ensuring that the required content is fully delivered to each user within one period. C7 and C8 are the caching limitations on the memory of users and the BS, respectively.
IV. VIRTUAL RESOURCE ALLOCATION ALGORITHM WITH IMPERFECT CHANNEL-STATE INFORMATION
Here, we will first present the impact of imperfect CSI on virtual resources and then give aggressive DSA and adaptive-stepsize DSA for networks with static and time-varying channels, respectively.
A. Imperfect CSI
After virtualization, CSI can be forwarded to the virtual SDN controller by a wireless radio access network (RAN) via OpenFlow. However, the observed CSI by the virtual SDN controller is typically imperfect due to the following two reasons. First, inevitable measurement errors always make the estimation of CSI inaccurate [11] . Second, the transmission delay in the southbound interface [15] between the virtual control plane and the wireless RAN actually makes the estimation lag behind the current network conditions. Therefore, it is necessary to optimize the virtual resource allocation under imperfect CSI.
The imperfect estimation of h mi jk can be formulated aŝ
where Δh mi jk denotes the estimation error, which can be modeled as a zero-mean Gaussian random variable with standard variance σ mi jk [30] . For different users, different transmitters and different subchannels, Δh mi jk are, in general, independent and identically distributed (i.i.d.) random variables [31] .
Let H be the channel gains across networks, which constitute a matrix with dimensions I × (J + 1) × K. Note from problem (4) that the total utility of all MVNOs can be determined by H and optimization variables x, y, z, v. For simplicity, we denote X = {x, y, z, v} as the collection of all variables. Since y is with dimensions I × (J + 1) × K, x and z are with dimensions I × (J + 1), and v is with dimension I, there is a total of O((J + 1) IK ) possible combinations for virtual resource allocation of which the set can be denoted as
IK ). The total utility of MVNOs can be expressed as a function of H and X, i.e., U (H, X) = m,i,j u mi j . Our objective is to find the optimal solution X * for the DSO problem, i.e.,
However, channel gain matrix H is not available in virtual SDN controllers due to the estimation error as well as the transmission delay. As in [32] - [34] , we can utilize the training sequence approach for channel estimation. By this mean, different training preambles can be employed, enabling the unbiased estimation of CSI. Moreover, in traditional orthogonal frequency-division multiple-access networks, many schemes have been proposed to increase the estimation efficiency, which can be categorized into two classes. One exploits the parametric channel estimation to reduce the error, and one allows for the reduction of feedback information by means of limitedfeedback methods (e.g., quantized CSI and channel quality rank indicator feedback).
Assume that the estimation of H at time slot t isĤ t from which virtual SDN controllers can calculate the noisy version of 
which is solved at time slot t. One possible method to obtain the optimal expectation of random variable u(Ĥ t , X t ) is to calculate the empirical average. According to the strong law of large numbers, the averaged result acquired from a large number of experiments is a good approximation of the expectation and will tend to be closer as more experiments are conducted. As a result, for a specific X t with a large number of experiments T , the empirical average of
Moreover, the optimal virtual resource allocation is
This problem has two unique characteristics. First, the objective functionû(X t ) is the expectation of the stochastic function u(Ĥ t , X t ). Due to randomness, the accurate statistical characteristics are difficult to obtain. On the contrary, an estimate of u(X t ) is available by means of averaging over a large number of observations of u(Ĥ t , X t ). When the variance of u(Ĥ t , X t ) is considerably large, it will be tough to acquire the accurate estimate ofû(X t ) [32] . Second, the solution space is significantly large. To find X * , one direct method is to exclusively search over the solution space Φ. However, for each
IK ) combinations need to be calculated for u(Ĥ s , X t ), and the total number to computeû(X t ) over interval T is T · N . Therefore, the exclusive method has a complexity of exponential time, which is not a polynomial-time algorithm.
Moreover, the exclusive search method depends on a large value of period T ; otherwise, the statistical average makes no sense for the calculation of E[u(Ĥ t , X t )]. However, due to the dynamics of ICN-based cellular networks, channel coherence time is, in general, smaller than sample size T . That is, channel gains in cellular networks cannot remain constant during the time period T [11] . DSA has been considered as an effective method to overcome these disadvantages due to its low complexity and useful application in communication networks [32] - [35] . In particular, DSA is one kind of iterative optimization algorithms to find the optimal solution, without exhaustively searching over the solution space [32] . In the following, we will first derive aggressive DSA for networks with static channels and then apply adaptivestep-size DSA to time-varying networks.
B. DSA for Static Channels
Assume that there is a total of N feasible combinations of variable X for problem (4) . Let e n be an N × 1 vector with 1 at the nth position and 0 otherwise, and Ψ = {e 1 , e 2 , . . . , e N }. Consequently, there exists a one-to-one mapping between the virtual resource allocation decision X t ∈ Φ at time slot t and ψ t ∈ Ψ [33] . At each time slot t, virtual SDN controllers are responsible for updating the occupation probability vector πt+1 ←X t 10: else 11:
: end if 13: Virtual SDN controllers update the occupation probability vector (2I(J + 1)K) , where T max denotes the maximum number of iterations at which the algorithm converges.
Then, what we need to demonstrate is that T max is bounded, namely, Algorithm 1 converges in a finite number of iterations. It should be noted that virtual SDN controllers perform Algorithm 1 slot by slot and then the sequence of iteration variables X t is a Markov chain on the solution space Φ [32] . In the following, we will prove the convergence of sequence X t * under the weak condition, although X t cannot converge. First, a sufficient condition for the convergence of Algorithm 1 is shown as follows. 
V. SIMULATION RESULTS AND DISCUSSIONS
Here, we present some simulation results to evaluate the performance of the proposed algorithms. The following parameters are studied: 1) the number of users; 2) the access price ratio between MVNOs; and 3) the price ratio between traditional access and D2D communications. Two metrics, namely total utility of MVNOs and total reduced backhaul usage, are utilized as performance measurement. In addition, for performance comparison, the following four algorithms are presented: 1) the exhaustive searching algorithm with perfect CSI; 2) the DSA algorithm with imperfect CSI; 3) the exhaustive algorithm based on perfect CSI but without (w.o.) content caching; and 4) the exhaustive algorithm based on perfect CSI but w.o. D2D communications.
A. System Parameters
We investigate a time-slotted system consisting of one BS and 20 D2D transmitters. The radius of the cell is set to 500 m. The cluster-based distribution model [37] in which multiple users are located within one cluster with a radius of 50 m is adopted, since D2D communications typically occur within short ranges. In addition, assume that there is a total of five kinds of contents distributed in the network, and each content can be held by the BS with a probability of 50%. For each D2D transmitter, there is a probability of 20% for it to hold any of these contents. Likewise, it is assumed that each user requests for any content at a time with a probability of 20% equally. As such, a mi j is eventually available. We further assume a Zipf popularity distribution with θ = 1.5 [29] .
In the system, there are 20 subchannels, each of which has a bandwidth of 180 kHz. The transmit power values of the BS and D2D transmitter are 46 and 24 dBm, respectively. As in [12] , the path-loss model 35.3 + 37.6 log(d(m)) is designated. The noise spectral density is −174 dBm/Hz. As in [11] , the SCME channel model is adopted whereby the carrier frequency is set as 2.11 GHz, user velocity is 6 Km/h, and sample duration is 1 ms. In addition, block fading with a block size of 100 is assumed for channel fading. For measurement error, the CSI noise is assumed as a zero-mean normal variable with the standard deviation being 5% of the expectation.
Additionally, two MVNOs (denoted as MVNO 1 and MVNO 2) can charge their subscribers at different prices to access the network. Meanwhile, subscribers are able to access the network via either cellular or D2D transmissions, which can have different access prices. For simplicity, we evaluate only the effect of unit price β ij on the metrics in the simulation and set α mi = 10, γ ij = 1, φ mi = 10, and ψ mi = 1.5 ∀ m, i, j, in the following.
B. Effects of the Number of Users
Here, we compare the proposed scheme with other three algorithms under different numbers of users, ranging from 2 to 20. The adopted DSA is the adaptive-step-size DSA as in Algorithm 2 in which the learning rate η is 0.8, the lower bound of ν is 0, and the upper bound of ν is 0.9. For simplicity and to overcome the effect of price, we set β ij = 10 for all i ∈ I and j ∈ J 0 . Fig. 3 shows the total utility obtained by MVNOs with the increase in the number of users in the system. From Fig. 3 , it is obvious that multiuser diversity gain can be obtained by introducing more users in different locations. Moreover, the performance of DSA can approach that of the scheme with perfect CSI (which can be considered as the upper bound) within a 4% difference on average. It should be noted that in the scheme w.o. D2D, the caching functions exist only in the BS and not in D2D users; by comparison, the scheme w.o. caching lacks caching capabilities in only the BS but can support multiple D2D pairs thus getting more utilities from the point of view of MVNOs. In particular, the scheme w.o. D2D almost remains constant with the increase in the number of users, since introducing more users makes no sense if D2D communications are forbidden.
In Fig. 4 , we compare the total reduced backhaul usage seen by MVNOs under different numbers of users. It is obvious that the value in the scheme w.o. D2D remarkably increases as the number of users ranges from 2 to 20, which can be explained as that a large proportion of gains in utilities stems from caching popular contents. Similarly, the scheme w.o. D2D gets the least backhaul bandwidth savings compared with other three schemes due to the nonexistence of caching functions in D2D users. 
C. Effects of Access Prices
Here, we compare the proposed scheme with the other three schemes at different access prices. The impact of the price ratio between MVNO 1 and MVNO 2 is evaluated at first, followed by the ratio between traditional access and D2D communications, provided that the number of users with content requirement is 10.
Figs. 5 and 6 show the performance of algorithms under different price ratios between MVNO 1 and MVNO 2, provided that the ratio between traditional access and D2D communications is set to 1 for each MVNO. In Fig. 5 , it can be observed that the total utility of the schemes decreases as the price ratio increases but with a decreasing change rate. The total utility of all schemes will converge except for that w.o. D2D. This is because as the price ratio increases, InP will charge MVNO 1 more money for its subscribers to obtain services, thus decreasing the total utility. Fig. 6 shows the effect of the price ratio on the total reduced backhaul usage. In Fig. 6 , it is shown that the scheme w.o. D2D is independent of the price ratio. However, all other three algorithms are sensitive to the variation of the price ratio.
Figs. 7 and 8 show the performance of schemes under different price ratios between traditional access and D2D communications, provided that the ratio between MVNO 1 and MVNO 2 is set to 1 for each access mode. In both Figs. 7 and 8, the performance decreases with the increase in the price because both MVNO 1 and MVNO 2 will charge their subscribers a higher fee to access the network since InP leases its physical resources to MVNOs at a higher price. Meanwhile, the scheme w.o. D2D remains unchanged when the price ratio varies; on the contrary, all other three schemes decrease with a decreasing change rate. In addition, in Fig. 8 , the backhaul reduction of the scheme w.o. D2D exceeds that of the scheme w.o. caching when the price ratio is greater than 0.6. This is due to the fact that as the D2D access price increases, even with the scheme w.o. caching (but w.o. D2D), more users begin to shift to the cellular access, resulting in lower and lower backhaul reduction. When the D2D access price is sufficiently high, the scheme w.o. caching can be lower than that w.o. D2D due to the nonexistence of the caching function in the BS.
D. Convergence Performance
Here, we investigate the convergence performance of the schemes under static channels. There are ten users distributed in the network, and the price ratio between MVNOs and between access modes are both set to 1. Fig. 9 shows the total utility of MVNOs. The standard deviation of CSI noise is 5% of the expectation of channel gains. The results corresponding to the aggressive DSA algorithm are averaged over 100 drops. In Fig. 9 , it can be observed that the performance of the aggressive DSA algorithm can approach that of the scheme with perfect CSI with the increase in the number of iterations.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have studied software-defined informationcentric cellular network virtualization with D2D communications. First, we developed a framework that supports both information-centric wireless virtualization and D2D communications by means of SDN technology. Then, in the proposed framework, we considered the virtual resource allocation optimization to maximize the total utility seen by all MVNOs. Different from the existing works, we formulated the radio resource allocation and caching decision not only in the air but also in mobile devices. In addition, due to the inaccurate channel estimation and measurement, the virtual resource allocation and caching optimization was formulated as a DSO problem whereby imperfect CSI is taken into account. To tackle this large-scale combinational optimization problem, we exploited DSA-based schemes to overcome the impact of channel estimation error, considering both static channels and time-varying channels. Extensive simulation results showed that MVNOs can benefit from both information-centric wireless virtualization and D2D communications, and the proposed schemes can achieve near-optimal performance and good convergence property.
