This paper describes a design for a recursive least-squares Wiener fixed-interval smoother using the covariance information in linear discrete-time stochastic systems. The estimators require information from the observation matrix, the system matrix for the state variable, related to the signal, the variance of the state variable, the cross-variance function of the state variable with the observed value and the variance of the white observation noise. It is assumed that the signal is observed with additive white noise.
Introduction
Over the years, numerous computational algorithms have been investigated and developed for problems regarding Wiener estimators [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In [1] , a time frequency solution of the Wiener filtering problem, using the evolutionary spectral theory, was considered for discrete-time processes. The Wiener filter is non-recursive. In [2] , asymptotically stable Wiener state estimators are presented for discrete linear descriptor systems. The estimators have a transfer function matrix form with the measurement signal as input, and can be implemented via ARMA recursive filters.
In order to obtain a significant reduction in computational resources employed and efficient implementation of the filter, Chandrasekhar-type algorithms have been used to obtain the constant steady-state gain matrix of the RLS Kalman filter. For example, a Chandrasekhar-type algorithm for time-invariant discrete-time stochastic systems is developed in [3] , based on twodimensional shallow-water equations. This research work is extended in [4] for an air pollution transport model, and the Chandrasekhar-type algorithm is employed for the estimation and prediction of two-dimensional air pollution problems. In [5] a Chandrasekhar-type filter algorithm is proposed for real-life applications of the air pollution problem based on advection-diffusion type large scale air pollution models. In other applications, such as irrigation canals [6] , the steadystate Kalman filter, with minimal computational complexity, was found to be appropriate.
Together with the approach with the covariance information, in [7] [8] [9] , it is assumed that the auto-covariance function of the signal is expressed in the semi-degenerate kernel form. The semi-degenerate kernel is the function that is suitable for expressing a general kind of auto-covariance function by a finite sum of non-random functions. In continuous-time stochastic systems, a recursive least-squares (RLS) fixed-interval smoothing algorithm [10] using the covariance information is proposed based on the innovations approach. Here, the auto-covariance function of the signal is expressed in the semi-degenerate kernel form. In the present paper, it is shown that the estimation accuracy of the fixed-interval smoother is superior to that of the filter using the covariance information.
The RLS Wiener fixed-point smoother and filter using the covariance information are designed [11] in linear discrete-time stochastic systems for the case of white observation noise. In [12] , the RLS Wiener filter is explained in terms of a linear continuous-time stochastic system. In [13] , the Chandrasekhar-type filter, which might be regarded as the fast algorithm of the RLS Wiener filter, and the smoothing algorithm are shown, where the filter gain calculated by the Chandrasekhartype filter is used in a linear continuous-time stochastic system. In [14] , the Chandrasekhar-type filter is derived from the Wiener-Hopf integral equation for white Gaussian plus coloured observation noise. Similarly, the Chandrasekhar-type estimators are studied in discrete-time and continuous-time stochastic systems [15] [16] [17] .
The RLS Wiener estimators require the information from the observation matrix, the system matrix for the state variable, related to the signal, the variance of the state variable and the cross-variance function of the state variable with the observed value. These data are obtained from the covariance function of the signal [11] in linear discrete-time systems. Moreover, it is assumed that the variance of the white observation noise is known. The recursive Wiener fixed-lag smoother was recently presented [18] , for a linear discrete-time stochastic system. The question of deriving the RLS Wiener fixed-interval smoother in discrete-time stochastic systems has yet to be solved. This paper, based on the innovations approach, describes a design for RLS Wiener fixed-interval smoothing and filtering algorithms using the covariance information in linear discrete-time stochastic systems. It is assumed that the signal is observed with additional white observation noise. The estimators require the information of the factorized auto-covariance function of the signal, and so the observation matrix, the system matrix for the state variable, the variance of the state variable and the cross-variance function of the state variable with the signal are used as in [11] . In addition, it is assumed that the variance of the white observation noise is known. This factorization of the auto-covariance function of the signal enables us to estimate the stochastic signal in general. The fixed-interval smoothing and filtering algorithms are derived based on the invariant imbedding method [11] . The fixed-interval smoothing error variance function is also formulated to verify that the estimation accuracy of the proposed fixed-interval smoother is preferable to that of the filter.
A numerical simulation example is demonstrated to show the validity of the proposed fixedinterval algorithm and the preferable estimation characteristics, in comparison with the fixedpoint smoother in [11] and the filter.
Fixed-interval smoothing problem
Let an observation equation be given by yðkÞ ¼ zðkÞ þ vðkÞ; zðkÞ ¼ HxðkÞ; ð1Þ in discrete-time stochastic systems, where z(k) is an m · 1 signal vector, x(k) is an n · 1 state variable, H is an m · n observation matrix and v(k) is white observation noise. It is assumed that the signal and the observation noise are mutually independent and that z(k) and v(k) are zero mean. Let the auto-covariance function of v(k) be given by
Let K(k, s) denote the auto-covariance function of the state variable x(k) and let K(k, s) be expressed as Kðk; sÞ ¼ AðkÞB T ðsÞ; 0 6 s 6 k;
where U represents the system matrix in the state equation for x(k).
The fixed-interval smoothing estimate is expressed bŷ
gðk; iÞtðiÞ ð 4Þ
as a linear transformation of the innovations process {t(i), 1 6 i 6 L}, where g(k, s) and L are an impulse response function and the fixed-interval, respectively. The innovations are expressed by tðkÞ ¼ yðkÞ À H Uxðk À 1; k À 1Þ, wherexðk À 1; k À 1Þ is the filtering estimate of x(k À 1). The auto-covariance function of the innovations process is given by Sage and Melsa [19] 
The first term on the right hand side of (4) represents the filtering estimatê xðk; kÞ ¼ X k i¼1 gðk; iÞtðiÞ ð 6Þ of x(k) and the second term is the correction quantity for the fixed-interval smoothing estimate [19] . The impulse response function, which minimizes the mean-square value of the fixed-interval smoothing error,
by the orthogonal projection lemma [19] :
gðk; iÞtðiÞ ? tðsÞ; 1 6 s 6 L.
Here, Ô?Õ denotes the notation of orthogonality. From (5) and (7), the impulse response function is given by gðk; sÞPðsÞ ¼ E½xðkÞt T ðsÞ; PðsÞ ¼ E½tðsÞt
By inserting the innovations process tðsÞ ¼ yðsÞ À H Uxðs À 1; s À 1Þ into (9), we obtain gðk; sÞPðsÞ ¼ E½xðkÞy
gðs; jÞtðjÞ
3. Fixed-interval smoothing and filtering algorithms For k P s, from (3), (10) is expressed as
By introducing the auxiliary function satisfying
we have gðk; sÞ ¼ AðkÞJ ðsÞ. ð13Þ
By inserting s ! k in (12) and using (13), we have
Introducing the function
we obtain from (14)
and, from (15), we have
From (6) and (13), the filtering estimateẑðk; kÞ of the signal z(k) is expressed aŝ zðk; kÞ ¼ Hxðk; kÞ ¼ HAðkÞ
we obtain the filtering estimate of the signal aŝ zðk; kÞ ¼ HAðkÞOðkÞ;
and, from (19), we have
wherexðk; k À 1Þ represents the one-step ahead prediction estimate of x(k). Let K xy (s, s) represent the cross-variance function between the state variable x(s) and the observed value y(s). The variance of the innovations process P(k) is developed as
From (9), (15) and (19) , it is found that E[O(k)O T (k)] equals r(k) as follows:
For k < s, from (3), (10), (13) and (15) g(k, s) is formulated as
Introducing the function D(k, s) satisfying
we obtain an expression for g(k, s).
gðk; sÞ ¼ ðBðkÞ À AðkÞrðkÞÞDðk; sÞ ð 26Þ
From (4), (6) and (26), the fixed-interval smoothing estimatexðk; LÞ of x(k) is written aŝ
Introducing a function
Dðk; iÞtðiÞ; k < L; qðL þ 1; LÞ ¼ 0;
we rewrite (27) aŝ xðk; LÞ ¼xðk; kÞ þ ðBðkÞ À AðkÞrðkÞÞqðk þ 1; LÞ; k 6 L. ð29Þ 
From (25) and (30), we obtain
Subtracting the equation obtained by putting k ! k À 1 in (28) from (28), we have
ðDðk; iÞ À Dðk À 1; iÞÞtðiÞ 
Substituting (32) into (33), we have 
By the way, we note the relationship
Also, as considered from (20) and (21), the filter gain for the filtering estimate of the state variable 
Then, l 1 (k, L) is calculated in the backward direction on k by
From (28) and (33), the initial value of
Putting
we obtain an expression for l 2 (k + 1,k + L) as follows:
From (20), the filtering estimate of x(k) is expressed asxðk; kÞ ¼ AðkÞOðkÞ. Hence, from (21), xðk; kÞ is calculated bŷ xðk; kÞ ¼ Uxðk À 1; k À 1Þ þ AðkÞJ ðkÞðyðkÞ À H Uxðk À 1; k À 1ÞÞ.
Putting the filter gain as
From (17), S(k) is updated by
From (16), the filter gain is calculated by
Now, let us summarize the above results for the fixed-interval smoothing estimate and the filtering estimate in Theorem 1. Theorem 1. Let the system matrix U, the cross-variance function K xy (k, k) of x(k) with the observed value y(k), the variance K(k, k) of the state variable x(k) and the variance R(k) of the white observation noise be given. Let L > 0 represent the fixed-interval. Then the recursive Wiener fixedinterval smoothing and filtering equations consist of (45)-(53) in linear discrete-time stochastic systems.
Fixed-interval smoothing estimate of the signal zðkÞ :ẑðk; LÞ zðk; LÞ ¼ Hxðk; LÞ.
Fixed-interval smoothing estimate of the state variable xðkÞ :xðk; LÞ xðk; k þ LÞ ¼xðk; kÞ þ l 1 ðk þ 1; LÞ À l 2 ðk þ 1; LÞ; ð46Þ
tðkÞ ¼ yðkÞ À H Uxðk À 1; k À 1Þ;
Filtering estimate of zðkÞ :ẑðk; kÞ zðk; kÞ ¼ Hxðk; kÞ.
Filtering estimate of xðkÞ :xðk; kÞ xðk; kÞ ¼ Uxðk À 1; k À 1Þ þ GðkÞðyðkÞ À H Uxðk À 1; k À 1ÞÞ;xð0; 0Þ ¼ 0.
Filter gain G(k): 
Let the second term on the right hand side of (29) be f(k, L) as follows:
xðk; LÞ ¼xðk; kÞ þ f ðk; LÞ; ð55Þ
From the orthogonal projection lemmas zðkÞ Àẑðk; LÞ ?ẑðk; LÞ and xðkÞ Àxðk; LÞ ? tðiÞ,
is written, in terms of (4), (8) and (55) 
From (56) with (28), it is seen that the third term on the right hand side of (57) equals the zero matrix.
The variance function P(k, k) of the filtering error zðkÞ Àẑðk; kÞ is expressed as P(k, k) = HK xy (k, k) À HS(k)H T , SðkÞ ¼ E½xðk; kÞx T ðk; kÞ. Hence, 0 6 P ðk; LÞ 6 P ðk; kÞ.
This shows that the fixed-interval smoothing estimate might be superior in estimation accuracy to the filter. Also, HS(k)H T 6 HK xy (k, k) means that the variance of the filtering estimate of the signal z(k) is upper bounded by the variance of z(k) and, provided that HK xy (k, k) is bounded, ensuring the existence of the filtering estimate of z(k). Henceforth, (58) verifies the existence of the fixed-interval smoothing estimate.
A numerical simulation example
Let a scalar observation equation be given by
Let the observation noise v(k) be a zero-mean white Gaussian process with variance R, N(0, R).
Let the auto-covariance function of the signal z(k) be given by
Based on the method in [11] , the observation vector H, the cross-variance K xy (k, k) and the system matrix U in the state equation for the state variable x(k) are as follows:
If we substitute (61) into the estimation algorithms of Theorem 1, we can calculate the fixed-interval smoothing estimateẑðk; LÞ and the filtering estimateẑðk; kÞ of the signal recursively. Fig. 1 illustrates the signal z(k), the filtering estimateẑðk; kÞ and the fixed-interval smoothing estimatê zðk; 200Þ by the proposed RLS Wiener fixed-interval smoother vs. k for the white Gaussian observation noise N(0, 0.5 2 ). Table 1 shows the mean-square values (MSVs) of the fixed-interval and filtering errors by the proposed RLS Wiener fixed-interval smoother and the RLS Wiener fixed-point smoother in [11] for the observation noises N(0, 0. Table 1 , the fixedinterval smoothing estimate is superior in estimation accuracy to the filtering estimate. Table 1 shows that the estimation accuracy of the proposed fixed-interval smoother is improved in comparison with the fixed-point smoother in [11] and the filter. As the noise variance increases, the estimation accuracies of the smoothers and the filter are degraded.
For the purpose of reference, the autoregressive (AR) model, which generates the signal process, is given by zðk þ 1Þ ¼ Àa 1 zðkÞ À a 2 zðk À 1Þ þ wðk þ 1Þ; E½wðkÞwðsÞ ¼ r Table 1 Mean-square values of the smoothing error zðkÞ Àẑðk; 200Þ and the filtering error zðkÞ Àẑðk; kÞ by the proposed RLS Wiener fixed-interval smoother and the RLS Wiener fixed-point smoother in [11] for the observation noises N(0, 0. 
Conclusions
In this paper, based on the innovations approach, the RLS Wiener fixed-interval smoother and filter are designed in linear discrete-time stochastic systems. It is assumed that the covariance information of the signal and the observation noise are known.
From the simulation results, it is shown that the proposed fixed-interval smoothing algorithm is feasible and that its estimation accuracy is superior to the RLS Wiener fixed-point smoother in [11] .
