ABSTRACT This paper presents a novel method for favorite video estimation based on multiview feature integration via kernel multiview local fisher discriminant analysis (KMvLFDA). The proposed method first extracts electroencephalogram (EEG) features from users' EEG signals recorded while watching videos and multiple visual features from videos. Then, multiple EEG-based visual features are obtained by applying locality preserving canonical correlation analysis to EEG features and each visual feature. Next, KMvLFDA, which is newly derived in this paper, explores the complementary properties of different features and integrates the multiple EEG-based visual features. In addition, by using KMvLFDA, between-class scatter is maximized and within-class scatter is minimized in the integrated feature space. Consequently, it can be expected that the new features that are obtained by the above integration are more effective than each of the EEG-based visual features for the estimation of users' favorite videos. The main contribution of this paper is the new derivation of KMvLFDA. Successful estimation of users' favorite videos becomes feasible by using the new features obtained via KMvLFDA.
I. INTRODUCTION
The number of new videos uploaded to the Internet has been increasing with the growth of various video sharing services [1] , [2] . It has become more important to provide personalized video recommendations that can help users to deal with this situation [3] . In order to realize such personalized recommendations, it is necessary to accurately estimate personal preferences for new videos not rated by other users. Some approaches have attempted to estimate user preferences by extracting content features, e.g., visual features and textual features, from videos that users liked in the past and analyzing them [4] , [5] . In these methods, the only information that directly represents user preferences is the rating that users gave to each video. However, in video sharing services, user preferences are usually expressed in the form of binary ratings, such as the thumbs up/down in YouTube 2 [6] . Considering that it is difficult for binary ratings to adequately represent user preferences, their estimation from only content features and ratings has a limitation. Therefore, for accurate estimation of favorite videos, it is 2 https://www.youtube.com/ necessary to introduce new features that can represent user preferences.
Recently, some studies have attempted to estimate human emotions and preferences by analyzing electroencephalogram (EEG) responses evoked by visual and auditory stimuli [7] - [15] . Lin et al. [11] applied machine-learning algorithms to categorize EEG dynamics according to user emotional states while listening to music. Moon et al. [14] focused on an approach to assess the preference for video stimuli by analyzing EEG signals collected during video viewing. It was confirmed in those studies that EEG signals reflect user emotions and preferences for visual and auditory stimuli. In addition, for further improving the performance of user preference estimation, methods that collaboratively use features extracted from users' EEG signals recorded while listening to musical pieces and their audio features have been proposed [16] , [17] . These methods transform EEG and audio features into new features by applying Canonical Correlation Analysis (CCA) [18] and its variants to the EEG and audio features. CCA has been used to project multimodal features into a new feature space and maximize the correlation between these features [19] - [21] . In the estimation of favorite videos, by applying CCA and its variants to EEG features reflecting user preferences and to visual features extracted from videos, the correlation between the two types of features is maximized. Therefore, it can be expected that the obtained new visual features, i.e., EEG-based visual features, are related to user preferences for videos and are effective for estimating favorite videos.
In general, multiple visual features can be extracted from video frames. Each visual feature has complementary properties to other visual features [22] . By applying the aforementioned computation to each feature, multiple EEG-based visual features are obtained. However, depending on integration methods, the use of multiple visual features does not necessarily result in improved performance [23] . It is difficult for simple methods which equally integrate all features as one feature, such as a method that concatenates multiple feature vectors together as a long vector, to adequately make use of complementary properties.
To alleviate the above problem, some feature integration methods make use of the complementary properties in multiple features by learning combination coefficients for each feature [22] , [24] - [30] . Multiview Spectral Embedding (MSE) [22] and Multiview Spectral Clustering via Robust Local Subspace Learning (MSC-RLSL) [26] extend Spectral Clustering (SC) and Local Linear Embedding (LLE) to multiview methods to allow those methods to integrate multiple features while learning combination coefficients for each feature. Since the above methods are unsupervised methods, they cannot use label information. Supervised MSE (SMSE) [27] allows MSE to use label information and improves the performance of MSE in supervised settings. Local Voting based Multi-view Embedding (LVME) [28] integrates multiple features while preserving local neighborhood structures in those feature spaces based on the local-voted scheme. The scheme attempts to preserve local neighborhood structures if most features have the same structures. In addition, LVME is easily extended to the semi-supervised and supervised versions [28] . Although SMSE and LVME can use label information, when label information is available, it is effective to explicitly optimize class separation in the new feature space by maximizing between-class scatter and minimizing within-class scatter. Kan et al. [29] proposed Multiview Discriminant Analysis (MvDA) to optimize class separation in the integrated feature space. However, although MvDA uses multiple features equally when computing within and between class scatter matrices in an integrated feature space, the degree of class separation differs for each feature space. Thus, it is effective to integrate features while considering the difference. We previously proposed Multiview Local Fisher Discriminant Analysis (MvLFDA) [30] . MvLFDA also imposes combination coefficients on each feature to explore the complementary properties in multiple features and integrates those features. In addition, in the space of the integrated features, between-class scatter is maximized and within-class scatter is minimized. Since it is difficult to optimize the combination coefficients and class separation in the integrated feature space at the same time, MvLFDA alternatively optimizes them. Since each EEG-based visual feature has complementary properties to other EEG-based visual features, it is necessary to introduce a method that can integrate multiple features with different weights like the above methods.
In order to realize more effective feature integration, some feature integration methods have been extended to deal with nonlinear relationships by using the kernel method [31] - [34] . It is generally known that, in addition to these integration methods, nonlinear dimensionality reduction methods outperform linear dimensionality reduction methods [35] . Therefore, by using the complementary properties and considering nonlinear relationships via the kernel method, the performance of estimation of favorite videos is expected to improve. This paper presents a novel method for favorite video estimation based on multiview feature integration. First, we obtain multiple EEG-based visual features by maximizing the correlation between EEG features and each visual feature via LPCCA [36] . Next, for more accurate favorite video estimation, we newly derive a novel method, i.e., Kernel Multiview Local Fisher Discriminant Analysis (KMvLFDA), that explores the complementary properties in multiple EEG-based visual features and integrates these features with consideration of the nonlinear relationships between them. In addition, in the space of the integrated features, between-class scatter is maximized and within-class scatter is minimized by using KMvLFDA. KMvLFDA is a kernelized version of MvLFDA to treat nonlinear relationships between multiple features. The novelty of this paper is the derivation of KMvLFDA and its introduction into favorite video estimation in order to improve the performance. Consequently, our method realizes successful favorite video estimation based on the above non-conventional approach.
The rest of this paper is organized as follows. In Sect. II, we present a novel method for estimating favorite videos based on the integration of multiple EEG-based visual features via KMvLFDA. In Sect. III, experimental results that verify the performance of the proposed method are presented, and Sect. IV shows concluding remarks.
II. FAVORITE VIDEO ESTIMATION BASED ON MULTIVIEW INTEGRATION OF EEG-BASED VISUAL FEATURES
Our method consists of three stages. Figure 1 shows an overview of our proposed method. In the first stage, we extract EEG features from EEG signals recorded while users are watching videos and visual features from the videos (see 2.1). In the second stage, a projection matrix that transforms the visual features into features that are related to user preferences is calculated by applying LPCCA to the EEG and visual features (see 2.2). In the third stage, we project multiple EEG-based visual features into a common space by newly introducing KMvLFDA (see 2.3). Estimation of favorite videos then becomes feasible in this common space. The details of each stage are shown below. 
A. FEATURE EXTRACTION
This subsection shows the EEG features and visual features used in our method.
1) EEG FEATURE EXTRACTION
First, EEG signals of each channel are divided into segments (EEG segments) by using an overlapped Hamming window. Next, EEG features shown in Table 1 are computed in each EEG segment based on [16] . Then we compute the means and standard deviations of the features over all EEG segments and use these statistics as EEG features. In addition, by applying the min-Redundancy and Max-Relevance (mRMR) algorithm [37] to EEG features with labels (Like (L) or Dislike (D)), which are presented by users for each sample and represent user preferences for them, we select and use only EEG features that are related to user preferences. Finally, we obtain EEG feature vectors
where d x denotes the dimension of EEG feature vectors after the feature selection, and n denotes the number of samples.
2) VISUAL FEATURE EXTRACTION
The following hand-crafted and CNN-based features are extracted from each frame of videos.
a: HAND-CRAFTED FEATURE
We use the following hand-crafted features.
Color : HSV histogram (64 dimensions). Shape : Scale Invariant Feature Transform [38] with the bag-of-features representation (100 dimensions) and Histograms of Oriented Gradients (1296 dimensions) [39] .
Texture : GIST descriptors (960 dimensions) [40] and Gabor texture (30 dimensions).
We adopt the above features as they have been adopted in some methods for sentiment analysis, interestingness prediction, and popularity prediction [41] - [44] , which are related to favorite video estimation.
b: CNN-BASED FEATURE
We use the output from the first fully connected layer of AlexNet [45] as CNN-based features based on [46] .
We adopt AlexNet in our method since AlexNet and CaffeNet, which is a variant of AlexNet, have been used in tasks related to favorite video estimation like the above hand-crafted features [41] - [44] . In addition, we expect that by using the networks recently proposed such as Inception-v3 [47] and ResNet [48] for feature extraction, our method can also transform the features into new features that are more effective for favorite video estimation.
We apply Principal Component Analysis (PCA) to each visual feature to reduce the dimensions. Consequently, the mean of each visual feature over all frames of the target video is computed and used as each visual feature for each video. Finally, we define the m th visual feature vector y In this subsection, we explain the method used for calculation of the EEG-based visual features via LPCCA. First, by using the EEG and visual feature vectors obtained in the previous subsection, we define
×n . Note that it is assumed that these matrices are centered. In LPCCA, similarity matrices S X ∈ R n×n and S (m) Y ∈ R n×n are computed, where (i, j) th elements of S X and S (m) Y are defined as follows:
where t x = i ) are defined in the same manner. In LPCCA, to consider the local structures of both visual and EEG feature spaces simultaneously, the similarity matrices are redefined by using the matrices S X and S (m)
Y , where ''•'' denotes the Hadamard product. Furthermore, we compute the following Laplacian matrices:
where
XY is a diagonal matrix, and its entries are column sum of S y that project EEG and visual features into a common latent space by solving the following optimization problem:
By solving Eq. (6) via the generalized eigenvalue problem, multiple optimal solutions of v x and v (m) y can be obtained. In our method, we align the optimal solutionŝ v (m) y in columns and obtain the projection matrixV 
n ]. Consequently, since the correlation between visual features and EEG features that can represent user preferences is maximized, the EEG-based visual features computed in Eq. (7) have relationships to user preferences. Then, once the projection matrixV (m) CCA is computed, our method can perform this projection for new samples. In other words, when EEG-based visual features are computed in the test phase of our method, we need not to newly record EEG signals and solve the optimization problem of LPCCA. As a result, the complexity of the test phase is alleviated. In addition, it is known that the local structure of the feature space is important for classification tasks [49] . Thus, it is effective to compute the EEG-based visual features while preserving the local structures of visual and EEG features by using LPCCA.
C. MULTIVIEW FEATURE INTEGRATION VIA KMVLFDA
In this subsection, we explain the method for integration of multiple EEG-based visual features via KMvLFDA. KMvLFDA can maximize between-class scatter and minimize within-class scatter in the space of features that are computed by integration of multiple EEG-based visual features while using the complementary properties in these features.
First, let φ(·) be a nonlinear mapping that maps each feature into a high-dimensional feature space as follows:ŷ
Then the inner product ·, · in the high-dimensional feature space can be computed by using a positive definite kernel function K (·, ·) as follows:
KMvLFDA projects multiple features into a common space. Then the new features computed by fusing multiple features are defined as follows: 
Eq. (9) can be rewritten as follows:
where (S 
Here, label(·) outputs ''L'' or ''D'', and n l is the number of samples in class l. When the class scatter in a common feature space is optimized with the above class scatter matrices C (m)
b , it is effective to impose only nearby samples in the same class to be close together and samples in different classes to be far apart, i.e., not to impose far apart samples in the same class to be close together [50] . Thus, to consider the degree of similarity between samples, we rewrite the matrices (S 
where (S (m) ) i,j is defined as follows:
where φ(ŷ 
where D 
Consequently, the optimization problem for the m th feature is defined as follows:
In
w , and η is a manually determined parameter. Specifically, η is used to adjust contributions of minimizing within-class separation and maximizing between-class separation when the class separation in an integrated feature space is optimized. Then the obtained objective functions for each feature are weighted with coefficients in order to explore the complementary properties of different features. By summing over all features, the new optimization problem is defined as follows:
where the elements of γ are γ m , and the second term is used for regularization. If the second term is not used in Eq. (20), γ m corresponding to the maximum Tr(ZL (m) Z T ) becomes one, and the others become zero. In Eq. (20), we iteratively update Z and γ to obtain their optimal solutions as follows.
[
Update of Z]
We fix γ and update Z by solving the following optimization problem:
Consequently, the solution of Z in Eq. (21) is obtained as follows:
are the generalized eigenvectors of L that are associated with the generalized eigenvalues
We fix Z and update γ . From Eq. (20) , the Lagrange function is defined as follows:
where we set the derivative of F(γ , λ) with respect to γ m and λ to zero as follows:
From Eqs. (24) and (25), γ m can be obtained as follows:
We repeatedly update Z and γ until the change of the objective function value in Eq. (20) becomes less than a threshold value. Consequently, we obtain the optimal features Z. Since the features in the common space learn the complementary properties to the other EEG-based visual features, it can be expected that these features are more effective for favorite video estimation than features before projection into the common space. In order to enable estimation of user preferences VOLUME 6, 2018 for new samples in the common space, it is necessary to compute a projection matrix that projects features computed from new samples into the common space. In addition, once the projection matrix is computed, we need not to solve the optimization problem of KMvLFDA in the test phase. As a result, the complexity of the test phase is alleviated. Thus, we first define the projection matrix V FDA as follows:
n )]. In order to compute optimal V FDA , we solve the following optimization problem:
arg max
In Eq. (28), by introducing a new coefficient matrix A FDA , V FDA can be written as follows [51] , [52] :
Therefore, by using Eq. (8), Eq. (28) is rewritten as follows:
where K = CCA derived in the previous subsection. Next, the EEG-based visual features is mapped into the high-dimensional feature space as follows:ŷ
new ). In addition, we define the following new vector:
Then, by using the projection matrix V FDA , the new vector is projected into the common space as follows:
new is defined as follows:
Thus, by simply multiplying visual feature vectors by the projection matricesV (m)
CCA and V FDA , we can transform the features into EEG-based features and fuse them. Consequently, KMvLFDA can maximize between-class scatter and minimize within-class scatter in the common space while considering the complementary properties of multiple features by imposing different weights to each feature and the nonlinear relationships between multiple features by introducing the kernel method. Consequently, by using KMvLFDA, it can be expected that features that are more effective for favorite video estimation are computed. Finally, estimation of favorite videos can be realized based on a trained classifier in the common space.
D. COMPLEXITY ANALYSIS
In this subsection, we explain the time complexity of our method. We first explain the complexity of the training phase. In LPCCA, the similarity matrices S X and S (m) Y are first computed. The time complexity is O (Mn 2 ). Then the time complexity of the generalized eigenvalue problem in Eq. (6) is O (
. Finally, the time complexity during projection of each visual feature into new feature spaces is O ( is O (Mn 2 ). Then, when the optimization problem Eq. (17) is solved, the time complexity to update Z is O (n 3 ) and to update γ is O (M (d z n 2 + d z 2 n)). Consequently, the total time complexity in KMvLFDA is
where T denotes the number of iterations during the process of solving the optimization problem Eq. (17) .
Next, we explain the complexity of test phase. In LPCCA, by using the projection matricesV From the above discussion, by using the projection matrices computed in the training phase, we can alleviate the complexity of the test phase.
III. EXPERIMENTAL RESULTS
In this section, we present experimental results to verify the effectiveness of the proposed method. We used movie trailers of four genres (''action'', ''comedy'', ''drama'' and ''horror'') as stimuli. The movie trailers were collected from YouTube. In our experiment, we selected eight movie trailers for each genre, i.e., the total number of movie trailers was 32.
The lengths of the videos were about 30 seconds. Note that in some related works in which brain activity recorded while watching video clips was used, the same length of time for each video clip was used [53] , [54] .
The experiment task consisted of (1) a relaxing video clip period (20 s); (2) fixation of a white cross on a black background (10 s); (3) the movie trailer period; (4) and subjective rating which was evaluated with four levels, i.e., 4 (like very much), 3 (like), 2 (do not like), 1 (do not like at all). Consequently, the class ''Like'' consisted of samples corresponding to movie trailers rated 4 or 3, and the class ''Dislike'' consisted of samples corresponding to movie trailers rated 2 or 1.
In our experiment, EEG signals were recorded from six healthy subjects. We considered that the number of subjects was sufficient since experiments were conducted with the same number of subjects in other studies using EEG signals [55] , [56] . We acquired EEG signals from 12 electrodes placed according to the international 10-20 system (see Figure 2 ). Artifacts were removed from EEG signals by applying a band-pass filter to the signals. The filter bandwidth was set to 0.04-100Hz. We employed the leave-one-out method. In other words, our method computed projection matrices using 31 samples and obtained the integrated feature of a test sample in the test phase by using the projection matrices. As the evaluation measure, we used the F-measure defined as follows:
where recall and precision were defined as follows: 
In our experiment, by applying PCA to visual features, we reduced those dimensions to 15. Furthermore, in all of the methods, the dimension of each EEG-based visual feature dˆy (m) was experimentally set to five and the dimension of the features in the common space was searched in the range of {2, 3, 4}. In MvLFDA and KMvLFDA, the manually determined parameters η and ζ were searched in the range from 0.1 to 1.0. When Z and γ were updated in KMvLFDA, the threshold value for convergence determination was set to 0.0001. We used Support Vector Machine (SVM) [57] as the estimator. The Gaussian kernel was adopted as the kernel function of KMvLFDA and SVM, where the kernel width was searched in the range of {2 −19.5 , 2 −15.0 , 2 −10.5 , 2 −6.00 , 2 −1.50 , 2 3.00 }. We conducted the following comparison to evaluate the performance of our method.
A. COMPARISON WITH OTHER MULTIVIEW FEATURE INTEGRATION METHODS
In this subsection, we evaluate the performance of KMvLFDA for favorite video estimation by comparing with other multiview feature fusion methods. Also, we confirm the effectiveness of transforming visual features into EEG-based visual features. We used eight comparative methods (see Table 2 ): the method using only visual features and applying KMvLFDA to these features (Comp. 1) and the methods which compute multiple EEG-based visual features by applying LPCCA to EEG features and each visual feature and integrate the features by applying MvLFDA (Comp. 2), MSE [22] (Comp. 3), SMSE [27] (Comp. 4), concatenating into one feature vector (Comp. 5), MSC-RLSL [26] (Comp. 6), LVME (Comp. 7) [28] , and MvDA (Comp. 8) [29] . Note that Comp. 5 applied Local Fisher Discriminant Analysis (LFDA) [50] to the long vector after concatenating multiple features. In our experiment, Comp. 1 was used to test the effectiveness of introducing EEG features, and the proposed method was compared with Comp. 2 -Comp. 8 to confirm the effectiveness of integrating multiple features via KMvLFDA. The results of this experiment and t-tests are shown in Table 3 and  Table 4 , respectively, By a comparison of the results of our proposed method and Comp. 1, which are shown in Table 3 , it can be 7 shows that it is possible to compute features that are effective for favorite video estimation by optimizing between-class scatter and within-class scatter in the integrated feature space. Note that the p-value of a one-sided paired t-test performed between the results of Comp. 2 and Comp. 3 was 0.0890. Although Comp. 8 optimizes the class scatter in the integrated feature space, it uses multiple features equally when computing class scatter matrices in the feature space, and that is the reason for the performance of Comp. 8 being inferior. Finally, a comparison of our proposed method and Comp. 2 shows that we realize the improvement of MvLFDA by introducing the kernel method and considering nonlinear relationships between multiple features. Therefore, our proposed method realizes successful estimation.
B. COMPARISON WITH OTHER METHODS FOR FAVORITE VIDEO ESTIMATION
In this subsection, we evaluate the performance of our method by comparing with other feature transformation methods used for tasks related to favorite video estimation. Specifically, as comparative methods, we adopted two methods (Comp. 9 and Comp. 10) used for video interestingness prediction [58] , [59] .
Comp. 9 and Comp. 10 use Neighborhood MinMax Projections (NMMP) and Biased Discriminant Embedding (BDE), respectively, to project multiple visual features into a low-dimensional space. Then, from the projected features, they predict video interestingness. In our experiment, NMMP and BDE were used to project multiple features which were computed in the second stage of our method (see section 2.2) into a low dimensional space.
The results of this experiment are shown in Table 5 . This results show that our method outperforms Comp. 9 and Comp. 10. Note that both of the p-values of one-sided paired t-tests against Comp.9 and Comp. 10 were less than 0.01. Consequently, when multiple features are projected into a low-dimensional space, optimization of the class scatter in the fused feature space and consideration of complementary properties and nonlinear relationships in those features are effective for favorite video estimation. Therefore, our proposed method realizes improving performance in favorite video estimation.
IV. CONCLUSIONS
In this paper, we have presented a new method for favorite video estimation using the complementary properties in multiple EEG-based visual features. The proposed method first extracts multiple visual features and EEG features. By applying LPCCA to the EEG features and each visual feature, we compute the EEG-based visual feature which represent user preferences. In addition, KMvLFDA integrates multiple EEG-based visual features while considering between and within class scatter in the integrated feature space, complementary properties in the multiple features and nonlinear relationship between these features. The experimental result has shown that the effectiveness of the proposed method.
