Shared mental models theory normally takes the individual as its unit of analysis. This paper proposes a theoretical framework for studying shared mental models in which the model is considered to be distributed amongst the team. From this framework a cognitive process is predicted which describes how shared mental models are run. A team reasoning task requiring planning was used to illustrate this framework and test predictions derived from it. Two aspects of sharing mental models were studied; the degree of overlap between team members' mental models and the organisation of the division of the model between team members. Experimental results showed that the cognitive processes used were distributed amongst the team and support was found for most, but not all, aspects of the proposed process of running a shared mental model. The organisation of sharing was found to influence this process.
4 models independently of each other to form expectations and explanations of the task and team.
Where these are the same, performance is optimum (Cannon-Bowers, Salas & Converse, 1993) .
Differences in the models will be reflected in differences in these expectations and explanations.
Therefore complete overlap across individual mental models is the optimum arrangement to ensure that team members have similar expectations and explanations for the task and team (e.g. CannonBowers, Salas & Converse, 1990 ; Cannon-Bowers, Salas & Converse, 1993) .
However, this paper will demonstrate that by hypothesising a mechanism in which all cognitive processes begin and end within each individual, a large part of the cognition that is relevant to teamwork is omitted by shared mental models theory. As a result this perspective does not fully address the question of the role of mental models in teams.
Here an alternative approach is adopted from which to view the cognitive processes essential to the team's task. It is proposed that the cognitive process of running a mental model can be divided or distributed amongst the team and other artefacts. One benefit of a team is to distribute and not to duplicate labour. A fully shared mental model entirely duplicates labour so that each team member does all the work rather than dividing it between the team 1 . This is clearly not always desirable as it is inefficient to replicate everything and is moreover not necessarily always possible, as in for example, teams comprised of experts representing different disciplinary or professional fields.
The perspective of dividing the cognitive process derives from notions of distributed cognition. The defining feature of the distributed cognition literature is that it attempts to redefine the boundaries of the unit of analysis for cognition. Traditionally within cognitive psychology the unit of analysis has been the individual; however, this is not always the most appropriate unit. For example, Hutchins (1995a) analysed the cockpit of a plane as one socio-technical system of pilot, co-pilot and aeroplane.
He argued that the positioning of markers on a dial indicating the range that speed etc. must be kept within when landing a plane, constitutes cockpit 'memory'. Hutchins (1995b) presents a detailed case 1 Acknowledgements for this point must be credited to an anonymous reviewer.
Shared Mental Models and Distributed Cognition 5 study describing the task of navigating a U.S. Navy ship as a distributed task. No single person completes this computation; one person takes the bearing, another configures the chart and so on. As the state of the computation (the location of the boat) is not bound by the individual it must move through the system of individuals and artefacts. The cognitive processes therefore involve the "propagation of representational state across a series of representational media" (Hutchins, 1995b:117) . Thus the location can be a physical point when represented on the chart or a number when represented as a bearing. The representation varies depending on which medium the state is in.
Similarly Tsoukas (1996) describes an organisation as a distributed system as again no single person is privy to all the knowledge used by the organisation. The action of the organisation is not overseen by one individual but is determined by the cumulation of a series of local actions based on local knowledge. This analysis is in line with traditional metaphors of organisations as brains (e.g. Morgan, 1986 ), but neither of these accounts provide adequate specificity.
Overlapping with the literature on distributed cognition are concepts such as situated cognition (e.g. Clancey, 1997; Greeno & Moore, 1993) in which the role of external representations in cognition are explored. External representations are proposed to be more than inputs and outputs to cognitive processes which take place exclusively within the brain, they are part of the cognitive process. They can be used to offload some of the computation required, they can re-represent a problem making it easier or more difficult and they can constrain inferences about the representation by limiting the ways in which features can relate (Scaife & Rogers, 1996) . Within the mental models literature O' Malley & Draper (1992) demonstrated that users' internalised mental model of a word processing package was not a complete model of the system. Rather, the internalised model consisted of what the computer display did not provide and also the information required to access what it does provide.
The information is therefore distributed between "knowledge in the head" and "knowledge in the world" (Norman, 1988) . In order to run the model information in the world is accessed and used, thus running the model cannot be understood independently of the interactions between the person and computer.
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Thus the notions of distributed cognition, situated action and related concepts highlight what is lost by studying only cognition that occurs within the individual, as is the case in shared mental models theory. This paper will integrate these considerations into a new approach to shared mental models with a view to investigating the full range of cognitive processes harnessed in the completion of a team task.
In order to hypothesise about the implications of the distributed cognition concept for our understanding of shared mental models it is necessary to clarify what is meant by a mental model.
The diversity of uses of this term prompted Wilson & Rutherford (1989) to propose that mental models are all things to all people and O' Malley & Draper (1992:73) to suggest "Talking about mental models can be a dangerous thing". However Moray (1997) attempts to draw all the differing approaches into one theoretical framework, highlighting that apparent differences in mental models are due to the range of tasks for which mental models can be used and reflect the flexibility of the construct rather than any fundamental differences. Moray's overarching definition of a mental model is:
"The canonical form of a mental model, as indeed of any model, is a homomorphic mapping from one domain to another, resulting in an "imperfect" representation of the thing modelled" (Moray, 1997:238) .
The basis of this definition is the assumption of a homomorphic or many-to-one mapping from the elements of the thing modelled to one element in the mental model. For example many elements in a pasteurisation plant such as the boiler, steam pump and so on could be mapped into one element in the mental model: 'heating system' (Moray, 1999) . Commonly, as Holland, Holyoak, Nisbett & Thagard (1989) point out, such a model will not be valid in all situations. Therefore the model will contain exceptions for these situations and as such is technically a quasi-homomorphism. Both of these structures are plausible accounts of mental models. However this study can be applied in either case and as such the distinction between these two is not crucial here.
Shared Mental Models and Distributed Cognition 7 Rouse and Morris (1986) propose that mental models are used to describe, predict and explain system purpose, function, state and form. Of particular interest for this study is planning and so only the prediction of system states will be expanded upon. This function of mental models was first proposed by Craik (1943) . Craik defined a model as:
"... any physical or chemical system which has a similar relation-structure to that of the process it imitates. By 'relation-structure' I do not mean some obscure non-physical entity which attends the model, but the fact that it is a physical working model which works in the same way as the process it parallels, in the aspects under consideration at any moment'. (Craik, 1943:15) .
Craik suggests the process of prediction involves simply using the model to parallel the real process.
The outcome of the parallel run in the model when translated back into the terms of the real process is the prediction of what the outcome of the real process would be. This is sometimes referred to as running a mental model. Two key aspects of mental models identified by Rouse and Morris (1986) are crucial to this process: form and state. Form is the model itself, the homomorphic mapping consisting of elements and their relations which represents the thing that is being modelled. State is the dynamic configuration of the aspects of the model that can change as a result of running the model. For example, if the mental model is of a bath then it will have a certain size and therefore maximum volume, which does not change. This constitutes a 'form' feature. All of these form elements constitute the relation-structure described by Craik. But the amount of water actually in the bath at any point can vary over time according to the setting of taps, whether the plug is in and so on, so the amount of water in the bath is a 'state' feature. The running of the model is the computation of a future model state on the basis of a given state and the relation-structure of the model.
The idea of running a parallel simulation mentally remains the same in more recent papers on the topic. The process has been studied experimentally in a range of contexts, for example Gentner & Gentner (1983) propose that there are two main models of electricity, flowing waters and teeming Shared Mental Models and Distributed Cognition 8 crowds. These make differing predictions about the behaviour of a simple circuit and Gentner & Gentner show that the differences in predictions were in alignment with the different mental models held, suggesting that the predictions were made using those models. Similarly Green (1997) elicited mental models of population change and found several different models existed. Subjects then made actual predictions of population change and the differences between these were found to be in alignment with the differences in the mental models held. It seems therefore that prediction can occur through running a parallel model of a process mentally and retranslating the outcome of this back into the terms of real process, as Craik suggested.
The Present Study
This paper will focus on only one function of shared mental models, planning future actions. This is a useful task for testing the broader issues of decision-making and problem solving by the team, which have been suggested to involve shared mental models (Cannon-Bowers, Salas & Converse, 1993) .
Decision-making and problem solving with mental models relies on running the mental model (e.g. Klein, 1993) and so a task involving the planning of future action tests this underlying theoretical process. Within the existing literature shared mental models are predicted to be greatly beneficial in planning future actions. It has been proposed that less overt planning time is required by teams with shared mental models because team members will be able to predict what others will expect of them and so it will not be necessary to verbalise this (Rouse, Cannon-Bowers & Salas, 1992) . The less they can predict, the more they will need to verbalise and so planning will be less efficient. Therefore extant theory predicts that optimum planning will occur when mental models completely overlap and performance will degrade the less similar mental models are. This hypothesis is logical within the current view of shared mental models. However, through applying the distributed cognition perspective a different conceptualisation of the cognitive processes that are necessary for planning in a team emerges.
Returning to Craik's original arguments about prediction occurring through running a parallel model the key concept is that of the model. A model based in the 'nervous system', as Craik put it, of one Shared Mental Models and Distributed Cognition 9 person is simply one medium in which modelling can operate successfully. He cites mechanical models such as Kelvin's tide-predictor -a mechanical device to forecast tide movement -to highlight the range of media in which models operate. It is therefore possible to conceive of an abstract model of a system, namely the elements of a system and their relations, which is not necessarily tied to any particular medium. In principle this model would be as effective as any other model in predicting future states as, in principle, it is equally able to model reality. If part of this model is placed in one medium and part in another, the model would be equally successful in predicting future states as an equivalent model in only one medium as long as there is free communication between the media or the propagation of the representational state across the two media, in Hutchins's (1995b) phraseology.
If this can occur then the differences between the media are not of great relevance to the actual task of running the mental model. In this way a mental model can be distributed. The relevant unit of analysis for cognition is not only the individual, but simultaneously the model which is distributed across a system of individuals. In principle then, shared mental models are a distributed system which runs a model collectively through the propagation of representational states across representational media.
A key feature of distributed systems is that they are comprised of elements which can be decomposed into modules or relatively independent components of the whole system (Chandrasekaran, 1981) .
This allows different aspects of the cognitive process to occur simultaneously as the individuals in the system engage in different tasks. The important point is that the modules into which the cognition is decomposed must be able to operate autonomously for the parallel activities to take place. The outcome of these can then be combined at a later point. Depending on the nature of the model, it is possible for some mental models to be decomposed. For example, Moray, Lootseen and Pajak (1986) studied a model of hot water flowing through four interconnected containers. This model can be decomposed such that each tank is considered a module on its own and it's behaviour estimated and then combined with the predicted state of the other tanks to discover the overall system state.
In the case of shared mental models parts of the overall model are divided or distributed amongst the team members. If individuals have some complete modules but not all of the modules of which the Shared Mental Models and Distributed Cognition 10 model is composed it is not possible to run the model in its entirety. However the modules can be run independently so it is possible to place some constraints on the outcome of running the model. When these are communicated to other team members who have other modules, they can further constrain the range of possibilities. For example the water tank described above may be computed to have any amount of water in it up to half full. If this constraint is communicated to the other team members who have the remaining modules, they can compute further constraints on the state, for example the water tank cannot be less than one third full. This iterative process can be repeated until there is a single remaining state which is consistent with all of the modules of which the model is composed (i.e.
assuming that all the mental model parts are consistent with each other). Thus the possible future state moves between the team members being continuously refined until the final solution is reached, the outcome of running the model. This iterative process will eventually reach the final state if it is possible to place constraints.
However, this depends to a certain extent on the division of the model. If the model is divided in a disorganised fashion so that individuals do not have entire modules, that is modules are split between people, then it is not possible to compute the outcome of that module and one aspect of the overall model is lost. To circumvent this, it would be necessary to transfer information about the module -its form rather than its state -to one person so that they can complete the computation with the iterative process described above.
Given the specific components of a mental model described above, such as the distinction of form and state, it is possible to code all of the communications used and describe all of the actions that can be undertaken with respect to a mental model. Secondly, communications can refer to the model state. When individuals have computed some constraints on the state with the modules they know they can 'propose' these constraints and so initiate the process of reaching a prediction or ask a 'question' about the mental model state. Once the initial constraints have been mooted the rest of the team can alter them in only three different ways.
More constraints can be added by 'honing' which causes the range of possible states to be narrowed.
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Constraints can be removed by suggesting other possible states which is 'widening'. Finally it is possible to not change the currently proposed state, but agree with it by 'supporting'. In the present study all communication relevant to running the mental model were coded into these categories.
Other communication which referred to team or task functions not concerning mental models were coded as 'other' and finally irrelevant or nonsensical comments were coded as 'not relevant'.
In order to test this proposed process a laboratory task manipulating the mental model construct was designed. As discussed above mental models consist of both the internal and external representations used in the model, therefore the mental models were manipulated by altering the external representations used. This means that the contents of much of the model is explicit and so both the effect of the manipulation and the actual degree of sharing are clear. As a result this methodology enables a more rigorous test of theory which can be applied to more externally valid, naturalistic teams in future studies.
The experiment involved teams of three participants solving a computer based team reasoning task.
An approximate representation of the computer display for a typical trial is presented in figure 1. The task required the team to navigate around six islands in their boat, collecting scrolls. On each island there was a scroll numbered one to six and these had to be collected in numerical order as quickly as possible, in the minimum number of moves whilst making as few errors as possible. To collect all the scrolls required a series of moves -some direct and some via one or two other islands. There were three rules constraining which island it was possible to move to from any particular island. Firstly, the six islands were coloured either red, green or blue, two of each colour. The only legal move was to an island of a different colour. Secondly, each island had a particular inhabitant; either headhunters, trolls, priests or vegetarians and two sacrifices; from heads, fish, devils or pumpkins. In order to move to an island it was necessary to have the appropriate sacrifice on the island at which participants were currently situated for the inhabitants of the island they wished to move to. To move to an island with headhunters, heads were required; trolls required fish, priests required devils and vegetarians required pumpkins. Finally, each island was protected by a specific god and it was necessary to invoke this god in order to gain access to the island. However, it was not possible to invoke specific Shared Mental Models and Distributed Cognition 12 gods immediately following other gods. The god of love could not precede fire, fire couldn't precede war, war couldn't precede peace and peace couldn't precede love. Each of these were independent, for example it was possible to calculate the constraints imposed by island colour without the god or sacrifice information. Therefore each rule and associated information was a module and so the model consisted of three modules, islands, gods and sacrifices which could be computed independently but needed to be combined in order to check the legality of a move.
Three different types of sharing were studied. The 'Complete' condition in which each participant had all three modules and thus the whole mental model. The 'Organised' Condition in which each participant had two of the three modules and none of the third, for example all of the god and colour information but none of the sacrifice information. These were arranged so that each participant had a different combination of modules ensuring that all the information necessary for the task was given to the team. Finally the 'Disorganised' condition in which the participants had two-thirds of each of the three modules, for example colour information for four out of the six islands but blank for the remaining two, four out of six gods and so on. Again this sharing was arranged so that all the information necessary for the task was given to the team. Thus the degree of overlap between individuals was higher in the Complete condition than the Organised and Disorganised conditions, in which the overlap between individuals was the same. But these conditions differed because the overlap in the Organised condition was more coherent as modules were presented in their entirety whereas they were not in the Disorganised condition.
According to the existing theory of shared mental models the following outcomes would be predicted.
In the Complete condition participants have a total overlap of the mental models whereas the Secondly it is predicted that the process used by the team to complete the planning will differ between the conditions. As participants in the Complete condition have all of the mental model, they will not need to use the refining process of honing and widening as much as in the Organised condition in which individuals cannot place all of the constraints on the predicted state independently. The Disorganised condition will also use honing and widening, but because of the lack of complete modules this process will be inefficient and so they will use honing and widening statements more than the Organised condition. If this mechanism is correct it is hypothesised that: Due to the differences in the amount of communication predicted to be required and the patterns of communication in the different conditions, it is hypothesised that the trials will take different times to complete. This prediction is different to that derived from the existing shared mental models theory described above.
Hypothesis 3a: The time taken to complete the trials in the Complete condition will be significantly shorter than the Organised condition which will be significantly shorter than the Disorganised condition.
However, although the process hypothesised may vary in time, it does not predict that this will necessarily lead to a lower quality of running the mental model. Therefore, it is not predicted that the quality of prediction will alter.
Hypothesis 3b: The number of errors will be the same in all the conditions. Hypothesis 3c: The number of moves will be the same in all conditions.

Method Participants
Participants were 36 students at the University of Surrey who volunteered to take part in the study.
There were 25 female and 11 male participants. Their mean age was 28.2 years, with a standard deviation of 8.7 years.
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The experimental task was a team reasoning game based on three networked Pentium II PCs.
Presented on each participant's screen was the information allocated to that participant for the trial.
Also there were a series of buttons with which participants interacted with the computer. There was one set of buttons on their screen pertaining to one module; either gods, sacrifices or islands, so that they each controlled one of the modules, but each had a different one. By clicking on a button this choice was relayed to each of the other participant's screen to a text box which displayed their current choice of island, god and sacrifice. Participants had a 'go' button which they could click when they were satisfied with the choice of island, god and sacrifice on their screen. If any change was made to the choices on the screen, all the participants were required to click go again. In this way consensus was ensured. When all the participants had clicked go, the computer would check the legality of the move. If legal, the boat would move to that island. If illegal, a message box would appear telling them the move was illegal. The timing of all of the buttons clicked and movements of the boat was recorded in a database on the computer.
In total there were nine trials and so nine different games were needed in order that the solution was novel in each. It was essential that these were equivalent. Therefore nine different games were constructed which each had a total of twelve possible legal moves. The minimum number of moves required for each was also twelve moves and in each game this consisted of one direct move, four moves via one other island and one move via two other islands. These steps were in different orders in different games though. The total number of each type of god, sacrifice and island colour was the same in order that no particular element was practised more than another. Likewise the positioning of these elements and the scrolls were equally spread through all the trials in order to prevent familiarity with certain combinations. Therefore the games were different, but equivalent.
During the experiment all the verbal communication of the team was recorded using a Genexxa tape recorder.
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Design A repeated measures design was used to examine the effects of three conditions, 'Complete', 'Organised' and 'Disorganised'. The order of the games, the module for which participants had buttons for and the order of the conditions were randomised. These were then rotated using an extension of a Greco-Latin square design involving three rotating factors in order to counterbalance the experiment.
Games were rotated at a rate of one position per team, the buttons used were rotated at a rate of two positions per team and the order of the conditions were rotated at a rate of four positions per team. In this way the three factors moved relative to each other as well as to their order in the study and so all combinations of the three factors were used giving a more complete counterbalancing.
Procedure
Participants completed the team reasoning task in teams of three people. There were three trials in each condition and so a total of nine trials were completed by all the teams plus a practice trial prior to the experimental trials in which subjects learnt the rules of the task. In total this took approximately two and a half hours and so the trials were split into two sessions of five trials each on consecutive days lasting approximately one and a quarter hours which reduced the effect of fatigue on performance.
In the Complete condition all the information was present on all the participant's screens. In the Organised condition the information for gods and colours but no sacrifices were given to one participant, information for gods and sacrifices but no colours were given to another participant and information for sacrifices and colours but no gods were given to the third participant. In the Disorganised condition two thirds of the information on all of the three modules was given to all the participants. They each lacked a different third so that in total all the necessary information was present. In each of three trials within each condition the participants had the buttons pertaining to a different module; islands, sacrifices and gods. They therefore controlled each of the modules in each of the conditions. All of buttons pressed by the participants and the moves of the boat were timed and Shared Mental Models and Distributed Cognition 17 recorded on the computer. All of the communication amongst the team was recorded using a tape recorder.
All of the verbal interaction of the teams was transcribed and coded according to the coding scheme outlined above. There were nine codes in this: 'request', 'offer', 'question', 'propose', 'hone', 'support', 'widen', 'other' and 'not relevant'. One of the authors coded all of the transcripts. A second coder, naïve to aims of the study, coded one quarter of the transcripts in order that inter-coder reliability could be assessed. Cohen's Kappa (1960) was calculated to be 0.80.
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Equivalence of the Trials
In total nine games were completed by each subject. Although these games were equivalent in the number of possible moves, minimum number of moves to solution and a counterbalanced design was employed, a one way ANOVA was used to investigate differences in performance between the nine trials, across the different conditions. This analysis revealed no significant differences in the time taken (F(8,99) = 1.18, p>0.05) or in the number of errors (F(8,99) = 1.06, p>0.05). But there was significant difference in the number of moves made (F(8,99) = 2.47, p=0.02). Tukey's HSD test was used to identify which trials differed and significant differences were found. Game 1 required significantly less moves than game 3 (p=0.05) and game 2 required significantly less moves than game 3 (p=0.05). These findings suggest that the games were similar with respect to time and number of errors, but not with respect to number of moves.
----------------------------
Insert table 1 about here.
Effect of Counterbalancing
As several trials were administered to each team using a repeated measures design it is necessary to check for any order effects on the time taken to complete the trials, the number of moves made and number of errors made. A two way ANOVA was used to test for an interaction of condition with trial number. This analysis revealed no significant interactions for the time taken (F(15, 82) = 0.86, p>0.05) or for the number of moves made (F(15, 82) = 0.68, p>0.05) or for the number of errors made (F(15, 82) = 0.64, p>0.05). These findings suggest that the main effects of condition were not moderated by order.
Of related interest is whether the number of statements changed over the duration of the experiment, i.e. whether the efficiency with which teams communicated changed over trials. As these data were Shared Mental Models and Distributed Cognition 19 separated by trial number and condition, the total number of data in each cell of the analysis was quite small. Therefore a Kolmogorov-Smirnov test was used to test for normality. The samples were not normally distributed (p>0.05) and so a non-parametric test, the Kruskall-Wallis, was used. This analysis revealed a significant difference in the number of widen statements in the disorganised condition  2 = 17.2, d.f. = 8, p=0.03. No significant differences were found in any other the other conditions for any type of statement (p>0.05). These findings suggest that order affected only one type of communication in one condition. As the mean number of widen statements in this condition was very low (see table 3 ) the impact of this order effect was probably limited.
Time Table 2 displays the mean time taken to complete the trials collapsed across the trials and participants.
A one way repeated measures ANOVA revealed an effect of condition (F(2,34) = 18.4, p<0.0001).
Tukey's HSD revealed that the Complete condition was not significantly different to the Organised condition (p>0.05) but the Disorganised condition was significantly slower than both of these (p<0.05). Table 1 displays the mean number of moves taken to complete the trials in each of the three conditions. A one way repeated measures ANOVA revealed no effect of condition (F(2,34) = 1.0, p>0.05). Table 1 displays the mean number of errors made in the trials in each of the three conditions. A one way repeated measures ANOVA revealed no effect of condition (F(2,34) = 1.8, p>0.05). Table 3 displays the mean number of communications according to code in each of the three conditions. One way repeated measures ANOVAs were used to analyse the differences between conditions. There was a significant effect of condition on the number of 'request' statements (F ( There was no significant differences between the conditions on the number of 'widen' statements (F(2,22) = 2.7, p=0.49.
N o of Moves
N o of Errors
---------------------------- Insert
----------------------------Codes
Tukey's HSD was used to investigate the differences between the conditions. For the 'offer', 'request' and 'other' codes the Disorganised condition was greater than both the Complete (p<0.05) and the Organised condition (p<0.05) but the Complete and the Organised condition did not differ (p>0.05).
For the 'question' and 'support' codes the Complete condition was less than the Disorganised condition (p<0.05), but Organised condition did not differ from either the Complete condition (p>0.05) or the Disorganised condition. No significant differences were found between the conditions for 'propose', 'hone', or 'not relevant' statements (p>0.05).
----------------------------
Insert table 3 about here. involved distributed cognition as it is not known whether the amount of information gathered was used to create a complete mental model in one individual or whether it was used to create whole modules which could then be used to run the model distributively. Likewise, it is unknown whether the Complete condition used distributed cognitive processes to run the mental model. Simply because it was possible to run the model individually does not mean that this was approach adopted. But there is convincing evidence that shared mental models were run using a distributed cognitive process in at least the Organised condition.
Hypothesis 2 also addressed the proposed process of running a shared mental model using a distributed cognitive process by comparing the differences in the types of communication between the conditions. A significant difference was found in the number of honing statements used in the conditions, but the post hoc tests did not reveal where these differences lay. Although it cannot be determined which conditions differed, this finding suggests that the iterative refining process central Shared Mental Models and Distributed Cognition 24 to the distributed cognition was affected by either organisation or overlap or both. The second part of hypothesis 2, that there would be more widen statements in the Disorganised condition than the Organised condition and also more hone statements in the Organised condition than the Complete condition, was not supported. This does not support the proposed process, but does not rule it out either. It is possible that this particular task does not lend itself easily to widen propositions for some reason, possibly due to it's narrowly circumscribed nature. Evidence from a range of tasks is required to investigate this further.
Hypothesis 3 stated that conditions would vary in time, but not in number of errors or moves. As hypothesised the Complete condition and the Organised condition were not significantly different, but the Disorganised condition was significantly slower than both of these. This finding is the opposite to that predicted by existing shared mental models theory which suggests the greater overlap in the Complete condition would cause the team to be quicker than in the Organised and Disorganised conditions which had the same overlap and so would be expected to take the same amount of time. However there were no significant differences between the conditions in the number of errors or the number of moves made. Therefore the quality of running the model did not suffer as a result of the different patterns of distribution. This suggests that the extra time taken in the Disorganised condition was not due to lengthy routes or time consuming mistakes and so was therefore due to longer times between moves. This was most likely to be caused by the greater amount of communication needed to run the model indicated by the significantly greater amount of request, offer and hone statements in the Disorganised condition. Therefore the degree of organisation, which differed in the Disorganised condition compared to the other two, affected the time taken to run the model. This finding supports the mechanism proposed here over the existing theory of shared mental models which does not predict a role for organisation.
Interestingly there were not the differences between the Complete condition and the Organised condition that were predicted by hypotheses 2 and 3a. This could be for two reasons. Either the conditions were too similar and so differences were not significantly different as the effect size was small. This is possible, although the difference between complete overlap and an overlap of two thirds Shared Mental Models and Distributed Cognition 25 in the mental models seems objectively quite large. Another possible reason is that even in the Complete condition participants used a distributed cognitive process even though it was possible to complete the task individually. The data supports this to some extent, for example there were 394 hone statements and 29 widen statements. In principle none of these are required as the individuals could make all of these deductions independently. However they do not. A distributed strategy requires only the running of one module at a time rather than three and so for an individual this requires less cognitive work. It is conceivable then that in the Complete condition teams used a distributed strategy so that the cognitive work was spread amongst the team rather than any individual completing it all. If this were the case then the number of hone and widen statements would not be expected to differ, which they did not. As a result, the amount of time communicating would be the same leading to the amount of time to complete the task being the same, which it was. It is possible that the lack of differences between the Complete condition and the Organised condition is caused by the teams treating the Complete condition in the same way as the Organised condition, rather than the manipulation of the Organised being too similar to the Complete condition.
Overall, all the hypotheses received total or partial support. Generally it was found that the Complete and Organised condition were similar. These conditions differed on overlap but were both organised.
However the Disorganised condition was generally dissimilar to both the Complete and Organised condition. This conditions had the same degree of overlap as the Organised condition but was not organised into modules. Therefore, the organisation into whole modules seems to have more of an effect on the running of shared mental models than the degree of overlap.
Limitations and Future Work
The major limitations of this study are related to the way in which the process and degree of distribution are assessed. The degree and nature of distribution in all conditions should be measured more accurately, for example by asking participants to what extent they used this strategy. Some evidence for this can be taken from the transcripts, for example this quote from the disorganised S: Yes, we do, but if we need to know, if it's our responsibility kind of thing.
Quotations of this kind, which is not unique, indicate a distributed strategy is being used in the disorganised condition. But this analysis is post hoc and not sufficiently rigorous to do more than suggest how the mental model was distributed. It would be useful to know more about how and when this occurs.
Likewise the hypothesised process used merits further development, in particular the role of widening statements for which the predicted results were not found. Also the degree to which team members check each other's work was not controlled or measured and so it is not known to what extent this occurs or how it is influenced. For example it may be influenced by social factors or the expertise of the team members -team members cannot fully check the work of experts in a different field but must deal with it in some fashion. Thus this study indicates that the nature and process of the distribution of shared mental models is a useful area of research, but it requires more work to further specify the theory.
The Distinct Contribution of a Distributed Cognition Perspective and Its Implications For Shared Mental Models.
These findings justify the adoption of a distributed cognition approach to studying shared mental models. The distributed cognition approach allowed the possibility that using the mental model required a process undertaken by the whole team rather than the cognitive processes being solely undertaken by the individual and then the team performance being solely determined by the similarity or dissimilarity of the individual processes. Once the possibility of a team process had been considered, the nature of such a process could be hypothesised from the underlying form of a model. Finally, from this hypothesised process a series of predictions could be formed which were more Shared Mental Models and Distributed Cognition 27 specific about the role of planning in shared mental models. These predictions were largely supported suggesting that the distributed cognition approach contributes a distinct new understanding of the role of shared mental models in planning. As the process of planning is a useful test bed for the broader cognitive processes of decision-making and problem solving, this approach may have significance for areas of team work which are currently poorly explained by shared mental models theory. Table 1 Mean time in seconds, mean number of moves and mean number of errors (SDs in parentheses) for Figure 1 : Representation of the screen presented to participants during the experiment.
N.B. The boat, pumpkin, head, fish and devil were represented with a picture in the experiment. Island colour was represented through colouring the island rather than using a label. 
