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Abstract: In this paper, we develop the Koopman operator theory for dynamical systems with symmetry.
In particular, we investigate how the Koopman operator and eigenfunctions behave under the action of
the symmetry group of the underlying dynamical system. Further, exploring the underlying symmetry,
we propose an algorithm to construct a global Koopman operator from local Koopman operators. In
particular, we show, by exploiting the symmetry, data from all the invariant sets are not required for
constructing the global Koopman operator; that is, local knowledge of the system is enough to infer the
global dynamics.
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1. INTRODUCTION
Dynamical systems theory is one of the most important
branches of mathematics in the sense that it has applications in
almost all fields of science and engineering. Any system which
changes with time is a dynamical system and hence, they are
ubiquitous in nature. As such, both theoretical and numerical
analysis of dynamical systems is important. An important class
of dynamical systems are the ones which have a symmetry in
the sense that there exists some transformations on the state
space which carries one solution of the dynamical system to
another solution of the dynamical system Field (1970); Field
(1980); Golubitsky et al. (2012) and the symmetries mani-
fest themselves in asymptotic dynamics, bifurcation, attractor
structures etc. Chossat and Golubitsky (1988); Sparrow (2012);
Mesbahi et al. (2019); Salova et al. (2019). Moreover, sym-
metries play an important role in synchronization, pattern for-
mation, quantum systems, etc. Mathematically, symmetry is
specified by the action of some group on the state space and
hence, for studying symmetric dynamical systems, elements of
group theory and representation theory are used.
Traditionally, theoretical analysis of dynamical systems is per-
formed by studying the evolution of trajectories in the phase
space. However, more recently a different technique is being
increasingly used to study dynamical systems, where instead
of studying the trajectories in the phase space, the focus is,
using transfer operators like Perron-Frobenius operator (P-F)
and Koopman operator, on studying the evolution of measures
or functions defined on the phase space Lasota and Mackey
(1994); Vaidya and Mehta (2008); Mezic´ and Banaszuk (2004);
Mezic´ (2005); Mehta and Vaidya (2005); Budisic et al. (2012).
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(DARPA) Grant No. DEAC0576RL01830 and an Institute of Collaborative
Biotechnologies Grant. The Pacific Northwest National Laboratory (PNNL) is
operated by Battelle for the U.S. Department of Energy under Contract DE-
AC05-76RL01830.
The main advantage of this approach is the fact that the
evolution of measures or functions is linear in the infinite-
dimensional space. Moreover, the evolution of functions, which
is governed by the Koopman operator, is tailor-made for data-
driven analysis of dynamical systems. This is especially useful
for analysis of higher dimensional systems like power net-
works, building systems, biological networks, etc. However,
one drawback of using transfer operators is that these are
typically infinite-dimensional operators. Hence, for data-driven
analysis researchers have developed many different methods
for computing the finite-dimensional approximations of these
transfer operators and using the developed framework for anal-
ysis and control of dynamical systems Dellnitz and Junge
(1999); Mezic and Banaszuk (2000); Froyland (2001); Junge
and Osinga (2004); Mezic´ and Banaszuk (2004); Dellnitz et al.
(2005); Mezic´ (2005); Mehta and Vaidya (2005); Vaidya and
Mehta (2008); Raghunathan and Vaidya (2014); Susuki and
Mezic (2011); Budisic et al. (2012); Mauroy and Mezic (2013);
Surana and Banaszuk (2016); Yeung et al. (2018); Yeung et al.
(2017); Sinha et al. (2019b); Johnson and Yeung (2018); Sinha
et al. (2018b); Sinha et al. (2018a); Sinha et al. (2019a).
In this paper, we use the Koopman operator framework to study
dynamical systems with symmetry. In particular, we analyze
some basic properties of symmetric dynamical systems and
their symmetry group and investigate how these properties are
reflected on the infinite-dimensional Koopman operator for the
corresponding symmetric dynamical systems. In particular, we
analyze how the symmetry of the underlying system affects
the evolution of functions in the function space under the ac-
tion of the Koopman operator. Moreover, as mentioned before,
Koopman operator techniques facilitate the data-driven analysis
of dynamical systems. To this end, in this paper, we use the
construction technique proposed in Nandanoori et al. (2019) to
provide a method for constructing the global Koopman operator
(defined on the entire phase space) from local Koopman oper-
ators (defined on locally invariant sets). In particular, we show
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that using the symmetry of the underlying system, one does not
need to train the local Koopman operators on all the different
invariant spaces and hence, one does not need the data from all
the invariant subspaces for constructing the global operator.
2. PRELIMINARIES
In this section, we discuss the preliminaries of equivariant
systems and transfer operators.
2.1 Equivariant Dynamical Systems
Consider a dynamical system
x˙ = f(x) (1)
where x ∈M ⊆ Rn and f : M →M is assumed to be at least
C1. A symmetry of the dynamical system (1) is a transformation
that maps solutions of the system to other solutions of the
system. A dynamical system with such a transformation is
known as an equivariant dynamical system and is defined as
follows:
Definition 1. (Equivariant Dynamical System). Consider the dy-
namical system (1) and let G be a group acting on M . The
system is called G-equivariant if
f(g · x) = g · f(x), for g ∈ G, x ∈M,
that is, the following diagram commutes for every g ∈ G.
Figure 2: The plane x1 = x2 acts as a mirror and the phase portrait in the
region x2 > x1 is a mirror reflection of the phase portrait in the region x1 > x2.
1.2 Rotational Symmetry
1.3 Reflective and Rotational Symmetry
Here, we study a second-order system that posses reflective as well as rotational
symmetry and whose dynamics are governed by the following equations.
x˙1 = x
3
2   9x2
x˙2 = x
3
1   9x1
(2)
Rn Rn
Rn Rn
G
f
f
G
3
The definition for an equiv-
ariant discrete-time dynam-
ical system xt+1 = T (xt)
is defined analogously. In
particular, a discrete time
dynamical system xt+1 =
T (xt) is G-equivariant if
T (g · x) = g · T (x) for g ∈ G. (2)
Note that, for a solution x(t) of Eq. (1), g·x(t) is also a solution,
with the same being true for discrete-time dynamical system.
Example 1. Consider the Lorenz system given by
x˙ =σ(y − x)
y˙ =x(ρ− z)− y
z˙ =xy − βz
(3)
where σ, ρ and β are constants. The system equations remain
invariant under the transformation (x, y, z) 7→ (−x,−y, z) and
hence the Lorenz system is invariant under the transformation
matrix
γ =
(−1 0 0
0 −1 0
0 0 1
)
. (4)
Note that γ2 = I , where I is the identity matrix and this
transformation corresponds to a pi rotation about the z-axis.
Hence, the Lorenz system is invariant under the group G = Z2
action, where the action of the non-identity element is given
by rotation of pi about the z-axis and γ in Eq. (4) is the 3-
dimensional representation of the non-identity element of G.
In this paper, we assume G to be a finite subgroup of O(n)
and M ⊂ Rn to be a compact G-invariant set. In general, a
symmetry group can be any subgroup of the group of isometries
of the Euclidean space En, but in this work, we consider finite
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Fig. 1. (a) Phase portrait of the Lorenz system (b) Projection of
phase portrait on the x− y plane.
subgroups of the group of point symmetries of En. Further, we
consider discrete-time systems of the form
xt+1 = T (xt). (5)
Remark 1. We consider discrete-time systems because Koop-
man operators are tailor-made for data-driven analysis of dy-
namical systems and data (from a simulation or from an exper-
iment) is always in the form of a discrete time-series.
Also, given an abstract group G, let Γ be the n-dimensional
representation of the group G in Rn, such that g 7→ γg , where
g ∈ G and γg ∈ Γ. Note that, γg has the matrix representation
γg ∈ Rn×n and the action of the abstract group G on the state
space Rn is specified by the action of the representation group
Γ acting on Rn, where the action is by matrix multiplication ∗ .
Definition 2. (Isotropy Set). Let x0(t) be a solution (trajectory)
of G-equivariant dynamical system (5) from the initial condi-
tion x0. Then the isotropy set is defined as
Σx0(t) = {g ∈ G|g · x0(t) = x0(t)}.
With this we have the following.
Lemma 1. The isotropy set corresponding to a solution x0(t) is
a subgroup of the symmetry group G.
Proof. Let g1, g2 ∈ Σx0(t). Then, we have
g1 · [g2 · x0(t)] = g1 · x0(t) = x0(t).
Therefore, g1 ·g2 ∈ Σx0(t) and hence Σx0(t) is closed. Associa-
tivity follows directly. Similarly, the identity element belongs to
Σx0(t). Now, suppose g ∈ Σx0(t) and let ge denote the identity
element in G. Then, we have
x0(t) = ge · x0(t) = g−1g · x0(t) = g−1 · x0(t).
Therefore, for every g ∈ Σx0(t), g−1 ∈ Σx0(t). Hence Σx0(t) is
a subgroup of G.
Proposition 1. Let Σx0(t) and Σgx0(t) be the isotropy groups of
x0(t) and gx0(t) respectively. Then we have
Σgx0(t) = gΣx0(t)g
−1.
Proof. Let θ ∈ Σx0(t), that is, θ fixes x0(t). Then for g ∈ G,
(g · θ · g−1) · (g · x0(t)) = g · θ · x0(t) = g · x0(t).
Therefore, g · θ · g−1 ∈ Σgx0(t). Similarly, for σ ∈ Σgx0(t),
g−1 · σ · g ∈ Σx0(t). Hence, we obtain
Σgx0(t) = gΣx0(t)g
−1.
∗ For notational convenience we will use g throughout the paper. However, it
should be kept in mind that the action of g is through appropriate representa-
tions of G on the concerned spaces.
2.2 Transfer Operators
In this subsection, we briefly discuss the transfer operators,
namely the Perron-Frobenius (P-F) and Koopman operator.
Consider a discrete-time dynamical system
xt+1 = T (xt) (6)
where T : M ⊂ RN → M is assumed to be at least C1. As-
sociated with the dynamical system (6) is the Borel-σ algebra
B(M) on M and the vector spaceM(X) of bounded complex
valued measures onM . With this, two linear operators, namely,
Perron-Frobenius (P-F) and Koopman operator, can be defined
as follows Lasota and Mackey (1994):
Definition 3. The P-F operator P : M(X) → M(X) is given
by
[Pµ](A) =
∫
M
δT (x)(A)dµ(x) = µ(T
−1(A))
δT (x)(A) is stochastic transition function which measure the
probability that point x will reach the set A in one time step
under the system mapping T .
Definition 4. Invariant measures are the fixed points of the P-
F operator P that are also probability measures. Let µ¯ be the
invariant measure then, µ¯ satisfies
Pµ¯ = µ¯.
If the state spaceX is compact, it is known that the P-F operator
admits at least one invariant measure.
Definition 5. Given any h ∈ F , U : F → F is defined by
[Uh](x) = h(T (x))
where F is the space of functions (observables) invariant under
the action of the Koopman operator.
g
·
·
·
·
T
·
·P,U : Linear [Pg], [Ug]
Lift
RK RK
g g
xt
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Fig. 2. Schematic of the P-F and Koopman operators.
Both the Perron-Frobenius and the Koopman operators are
linear operators, even if the underlying system is nonlinear.
But while analysis is made tractable by linearity, the trade-
off is that these operators are typically infinite-dimensional.
In particular, the P-F operator and Koopman operator often
will lift a dynamical system from a finite-dimensional space
to generate an infinite-dimensional linear system in infinite
dimensions (see Fig. 2).
If the P-F operator is defined to act on the space of densities,
that is, L1(M) and Koopman operator on space of L∞(M)
functions, then it can be shown that the P-F and Koopman
operators are dual to each other ∗∗ .
∗∗with some abuse of notation we use the same notation for the P-F operator
defined on the space of measure and densities.
〈Uf, g〉 =
∫
M
[Uf ](x)g(x)dx
=
∫
M
f(y)g(T−1(y))
∣∣∣∣dT−1dy
∣∣∣∣ dy = 〈f,Pg〉 .
where f ∈ L∞(M) and g ∈ L1(M) and the P-F operator on
the space of densities L1(M) is defined as follows
[Pg](x) = g(T−1(x))
∣∣∣∣dT−1(x)dx
∣∣∣∣ .
In the next section, we establish the properties of the Koopman
operator for an equivariant dynamical system.
3. KOOPMAN OPERATOR AND EQUIVARIANT
DYNAMICAL SYSTEMS
We begin this section with the analysis of group action on a
Koopman operator.
3.1 Group Action and Koopman Operator
Suppose
xt+1 = T (xt) (7)
be a dynamical system defined on the state space M ⊂ Rn,
which is symmetric with respect to a group G and let U be the
associated Koopman operator. The Koopman operator, U is a
linear operator on the space of functions (F(M)) on M . We
define a map
ϕ :G×F(M)→ F(M)
(g ? f)(x) 7→ f(g−1 · x). (8)
Lemma 2. The map ϕ, defined in Eq. (8) defines a group action
on the space F(M)
Proof. Firstly, let e be the identity element of G. Then
(e ? f)(x) = f(e−1 · x) = f(x).
Secondly, let g1, g2 ∈ G and let g1  g2 = g3 ∈ G, where 
denotes the group operation. Then
[g1 ? (g2 ? f)](x) = [g1 ? f ](g
−1
2 · x) = f(g−11 · (g−12 · x))
= f((g−12  g−11 ) · x) = f((g1  g2)−1 · x)
= [(g1  g1) ? f ](x).
Hence the map φ, defined in (8) defines a group action on
F(M).
Now a Koopman operator is a linear operator onF(M). Hence,
from the action of the symmetry group G on F(M), we have
the following theorem.
Theorem 1. Let U be the Koopman operator associated with a
G-equivariant system xt+1 = T (xt). Then
[g ? (Uf)](x) = [U(g ? f)](x). (9)
for all g ∈ G and f ∈ F(M).
Proof. For the dynamical system xt+1 = T (xt) and any
function f ∈ F(M), the Koopman operator U is defined as
[Uf ](x) = f(T (x)). Hence, for g ∈ G we have,
g ? (Uf)(x) = g ? f(T (x)) = f(g−1 · T (x))
= f(T (g−1 · x)) = Uf(g−1 · x) = [U(g ? f)](x),
where the third equality follows from the definition of G-
equivariant systems (refer Eq. (2)).
The above theorem essentially says that the Koopman operator
commutes with the elements of the symmetry group G.
Associated with a Koopman operator is its eigenspectrum, that
is, the eigenvalues λ, and their corresponding eigenfunctions
φλ(x), such that
[Uφλ](x) = λφλ(x).
The eigenspectrum (especially eigenfunctions corresponding
to dominant eigenvalues) of a Koopman operator dictates the
evolution of the functions f ∈ F(M), under the map T (re-
fer Eq. 7) and hence the different algorithms like Dynamic
Mode Decomposition (DMD) Schmid (2010) and Extended
Dynamic Mode Decomposition (EDMD) Williams et al. (2015)
are geared towards obtaining finite-dimensional approxima-
tions of the eigenspectrum of the Koopman operator.
Definition 6. Let U be a Koopman operator and let φiλ(x) be
eigenfunctions of U corresponding to the eigenvalue λ, that is,
Uφiλ(x) = λφiλ(x). Then the eigenspace Eλ is defined as
Eλ = span{φiλ(x)}.
The following result establishes that the eigenspace is left
invariant under group action.
Proposition 2. Let (7) be aG-equivariant discrete-time dynam-
ical system and U be the associated Koopman operator. If λ is
an eigenvalue of the Koopman operator U and Eλ is the cor-
responding eigenspace, then the eigenspace remains invariant
under the action of the symmetry group G.
Proof. Let φ(x) be an eigenfunction of the Koopman operator
U with eigenvalue λ. Then for g ∈ G, we have
U(g ? φ(x)) = g ? Uφ(x) = g ? λφ(x) = λ(g ? φ(x)) (10)
Hence, if φ(x) ∈ Eλ, then (g ? φ(x)) ∈ Eλ. Hence the
eigenspace is left invariant under the G-action.
Note that a Koopman operator is a linear operator which gives
the evolution of functions which are defined on the state space.
Let x ∈ M and g · x ∈ M for a G-equivariant system (5) and
let f ∈ L2(M). Let fˆ = g ? f . Then the following proposition
relates the representation (analogous to a matrix representation
of a linear transformation) of the Koopman operator when the
functions f and fˆ are evaluated at x and g · x respectively.
Proposition 3. Let (7) be a G-equivariant dynamical system
and its associated Koopman operator be U : F(M) → F(M).
Suppose f ∈ F(M) and let Uf be the representation of U
with respect to f . For g ∈ G, let fˆ = g ? f and Ufˆ be the
representation of U with respect to fˆ . Then for x ∈ M , we
have
Ufˆ fˆ(g · x) = Uff(x) (11)
Proof. We have
Ufˆ fˆ(g · x) =fˆ(T (g · x)) = fˆ(g · T (x)) = g−1 ? fˆ(T (x))
=f(T (x)) = Uff(x).
3.2 Group Action and Invariant Spaces
Definition 7. For a dynamical system xt+1 = T (xt), defined
on M ⊆ Rn, a subsetM ⊂ M is an invariant set if for every
trajectory x0(t),
x0(t) ∈M =⇒ x0(τ) ∈M,∀τ ≥ t. (12)
Note that an orbit from an initial condition x0 is an invariant
set.
For a measure preserving transformation T , all the eigenvalues
of the associated Koopman operator U lie on the unit circle
Budisic et al. (2012). Moreover, when T is an ergodic trans-
formation, then all eigenvalues ofU are simple Petersen (1989);
Budisic et al. (2012). However, if T is not ergodic, then the state
space can be partitioned into subsets Mi (minimal invariant
subspaces) such that the restriction T |Mi : Mi → Mi is
ergodic. A partition of the state space into invariant sets is
called an ergodic partition or stationary partition. Hence, for
any transformation T , defined on M ⊆ Rn, the state space M
can be expressed as
M = ∪mi=1Mi (modulo measure zero sets), (13)
where eachMi is an invariant set andMi andMj are disjoint
for i 6= j. Hence, all ergodic partitions are disjoint and they
support mutually singular functions from L2(M) Budisic et al.
(2012). Therefore, the number of linearly independent eigen-
functions of U corresponding to an eigenvalue λ is bounded
above by the number of ergodic sets in the state space Budisic
et al. (2012). The dynamics of the system dictates the number
of ergodic partitions (invariant sets) in the state space. The
following results summarize the above discussion.
Lemma 3. Let λ be an eigenvalue of the Koopman operator
K. Suppose if the algebraic multiplicity of the eigenvalue λ,
is equal to the geometric multiplicity, then the corresponding
eigenfunctions are linearly independent.
Proof. The proof follows from standard results on matrices
Horn and Johnson (2012).
Definition 8. Let Mi be an invariant set of the G-equivariant
dynamical system (7). Then for g ∈ G, define the set g ·Mi as
g · Mi := {x˜ ∈M |x˜ = g · x for x ∈Mi}
Proposition 4. If Mi is an invariant set for a G-equivariant
dynamical system xt+1 = T (xt), then g·Mi is also an invariant
set for g ∈ G.
Proof. For g ∈ G, from the definition of g · Mi, for any
x˜ ∈ g · Mi, there exists some x ∈ Mi such that x˜ = g · x.
Let x˜0 ∈ g ·Mi such that x˜0 = g ·x0 for some x0 ∈Mi. Since
Mi is an invariant set, the trajectory x0(t) ∈Mi. Now,
x˜0(t) = ∪t {x˜ ∈M |x˜ = T t(x˜0), t ≥ 0}
= ∪t {x˜ ∈M |x˜ = T t(g · x0), t ≥ 0}
= ∪t {x˜ ∈M |x˜ = g · T t(x0), t ≥ 0}
Now, since Mi is an invariant set, T t(x0) ∈ Mi and hence,
x˜0(t) ∈ g · Mi and therefore g · Mi is invariant.
Corollary 1. For any invariant set Mi, G · Mi is invariant,
where
G · Mi = {x˜ ∈M |x˜ = g · x, for x ∈Mi and g ∈ G}.
4. GLOBAL PHASE SPACE RECONSTRUCTION FROM
DATA
In this section, we develop the data-driven tools for analysis of
equivariant dynamical systems.
4.1 Finite Dimensional Approximation of Koopman Operator
Let
Xp = [x1, x2, . . . , xM ], Xf = [y1, y2, . . . , yM ] (14)
be snapshots of data obtained from simulating a dynamical
system x 7→ T (x), or from an experiment, where xi ∈ M
and yi ∈ M , M ⊂ Rn. The two pairs of data sets are
assumed to be two consecutive snapshots i.e., yi = T (xi).
Let D = {ψ1, ψ2, . . . , ψK} be the set of observables, where
ψi : M → R and ψi ∈ L2(M). Let GD denote the span of D.
Let Ψ : X → RK be a vector valued function, such that
Ψ(x) := [ψ1(x) ψ2(x) · · · ψK(x)]> .
Here Ψ is the mapping from physical space to feature space.
Any function φ, φˆ ∈ GD can be written as
φ =
K∑
k=1
akψk = Ψ
Ta, φˆ =
K∑
k=1
aˆkψk = Ψ
T aˆ (15)
for some set of coefficients a, aˆ ∈ RK . Let φˆ(x) = [Uφ](x)+r,
where r is a residual that appears because GD is not necessarily
invariant to the action of the Koopman operator. The finite
dimensional approximate Koopman operator K minimizes this
residual r and the matrix K is obtained as a solution of the
following least square problem:
min
K
‖ KYp − Yf ‖F (16)
where
Yp = Ψ(Xp) =[Ψ(x1),Ψ(x2), · · · ,Ψ(xM )] (17)
Yf = Ψ(Xf ) =[Ψ(y1),Ψ(y2), · · · ,Ψ(yM )], (18)
with K ∈ RK×K . The optimization problem (16) can be solved
explicitly to obtain following solution for the matrix K
K = YfYp
† (19)
where Yp† is the pseudo-inverse of matrix Yp. DMD is a special
case of EDMD algorithm with Ψ(x) = x.
4.2 Global Koopman Operator from Local Koopman Operators
As mentioned earlier, any phase space M can be decomposed
into disjoint invariant setsMi. Let
Ψi = {ψi1, ψi2, · · · , ψiKi} (20)
be the dictionary functions (observables) on each Mi and let
Ki be the corresponding Koopman operator onMi. Note that,
in general, on each Mi, the dictionary functions are different
and hence, the finite-dimensional matrix representation of each
of the local Koopman operators Ki is different. This is because
given any linear transformation O : V → W , where V and
W are vector spaces, the matrix representation of O depends
on the choice of the basis vectors of V and W . For the self-
containment of the paper, in this subsection, we briefly review
the results of Nandanoori et al. (2019) where we had proposed
a systematic method to construct the global Koopman operator
K, which describes the evolution of the system on the entire
phase space M , from the local Koopman operators Ki.
Let Ψi be the dictionary functions on each invariant set Mi,
i = 1, 2, · · · ,m and let Ki be the corresponding Koopman
operator which describes the evolution of the system in each
Mi. We define the set of dictionary functions on the entire state
space M as
Ψ =
m⊔
i=1
Ψi,
where
⊔
is the disjoint union. Then if K is the global Koopman
operator on the entire state space M with dictionary function
Ψ, then K can be expressed as
K = diag(K1,K2, · · · ,Km). (21)
4.3 Global Koopman Operator for Equivariant Systems
Consider the G-equivariant system (7), defined on the state
space M ∈ Rn with disjoint invariant setsMi, as in Eq. (13).
From proposition 4 we have that g ·Mi is also invariant for all
g ∈ G. Hence, g · Mi ⊂Mj for some j ∈ {1, 2, · · · ,m}.
Assumption 1. We assume there exists some g ∈ G, such that
g · Mi ⊂Mj and i 6= j.
Let Ψi be the dictionary functions defined on Mi and let Ki
be the local Koopman operator onMi. Let
X = [x1, x2, · · · , xM+1]
be points inMi, such that xk+1 = T (xk) and thus
[KiΨi](xk) = Ψi(xk+1). (22)
Now, Kj governs the evolution of dictionary functions onMj
and the goal is to compute Kj . Since in computing Ki, Ψi(xk)
are already computed, we would like to use this information for
computation of Kj . This can be done in two different ways.
Case I. We use the same dictionary function Ψi onMj , that is
Ψj = Ψi.
Theorem 2. Let Mi be an invariant set of the G-equivariant
system (7) and let Ki ∈ RKi×Ki be the local Koopman
operator onMi with dictionary function Ψi(x), x ∈ Mi. Let,
for g ∈ G, g · Mi ⊂ Mj . Let Kj be the local Koopman
operator onMj with dictionary functions Ψj = Ψi. Then
Ki = γKjγ
−1,
where g 7→ γ ∈ Γ and Γ is the Ki dimensional matrix
representation of G in RKi .
Proof. Since Ψj = Ψi, Kj ∈ RKi×Ki . Now consider xk ∈
Mi and g · xk ∈Mj . Then we have,
KjΨi(g · xk) =Ψi(g · xk+1) = γ−1Ψi(xk+1)
=γ−1KiΨi(xk). (23)
Consider again,
KjΨi(g · xk) = Kjγ−1Ψi(xk). (24)
Hence, from Eqs. (23) and (24), we have
KiΨi(xk) = γKjγ
−1Ψi(xk). (25)
Since Eq. (25) is true for all xk ∈Mi, we obtain
Ki = γKjγ
−1.
Corollary 2. Let x0(t) be a trajectory of a G-equivariant sys-
tem xt+1 = T (xt) and let g · x0(t) be the image of x0(t)
under the action of g ∈ G. Let Ψ ∈ L2(M) be a set of
dictionary functions of cardinalityK. Let Kx0 and Kg·x0 be the
finite-dimensional representation of Koopman operator which
governs the evolution of Ψ on x0(t) and g · x0(t) respectively.
Then
Kx0 = γKg·x0γ
−1, (26)
where g 7→ γ ∈ Γ and Γ is the K dimensional matrix
representation of G in RK .
Proof. Similar to the proof in theorem 2.
Note that the local Koopman operators obtained using the DMD
algorithm satisfy theorem 2.
Case II. We define the dictionary function on g ·Mi and hence
onMj , j 6= i as
Ψj = g ?Ψi.
In this case, from proposition 3, we have
Ki = Kj .
Hence, starting with an invariant setMi, with a local Koopman
operator Ki, if gj · Mi ⊂ Mj for j ∈ {1, 2, · · · ,m},
j 6= i, we can obtain all the local Koopman operators Kj , j =
1, 2, · · · ,m. Hence, using the procedure of Nandanoori et al.
(2019), we can obtain the global Koopman operator, defined on
the entire state space M for the G-equivariant system (7).
5. SIMULATION RESULTS
In this section, by applying the symmetry in the system, we
identify the global Koopman operator starting from an invariant
subspace. We begin with the discussion on systems with reflec-
tive symmetry. In all the examples, we use the same dictionary
functions on two different invariant spaces (or two different
trajectories), which are related by the symmetry group (as in
theorem 2).
5.1 Reflection Symmetry: Bistable Toggle Switch
Consider the bistable toggle switch system, first introduced in
Gardner et al. (2000). The governing equations of motion are:
x˙1 =
α1
1 + xβ2
− κ1x1
x˙2 =
α2
1 + xθ1
− κ2x2
(27)
where the states x1 ∈ R and x2 ∈ R indicate the concentration
of the repressor 1 and 2; the effective rate of synthesis of
repressor 1 and 2 are denoted by α1 and α2; the self decay rates
of concentration of repressor 1 and 2 are given by κ1 > 0 and
κ2 > 0; the cooperativity of repression of promoter 2 and 1 are
respectively denoted by β and θ.
This system exhibits bistability, that is, this system has two
stable equilibrium points and an unstable equilibrium point.
The system has two invariant sets and the line x1 = x2 is
the separatrix that separates the two invariant sets. The phase
portrait of this system is shown in Fig. 3.
Fig. 3. The plane x1 = x2 acts as a mirror and the phase portrait
in the region x2 > x1 is a mirror reflection of the phase
portrait in the region x1 > x2.
With the given values of the parameters, the system equations
are symmetric under the transformation
(x1, x2)
> γ7−→ (x2, x1)>. (28)
Hence the symmetry group of the bistable toggle switch is Z2,
where the action of the non-identity element of Z2 is given by
Eq. (28). In the phase space, this corresponds to a reflection
about the x1 = x2 line and the 2-dimensional representation of
the non-identity element of the symmetry group is
γ =
(
0 1
1 0
)
. (29)
The goal is to construct the global Koopman operator using
only the time-series data from any one of the invariant sets. This
is achieved in three steps described below:
(1) Corresponding to the time-series data from any one of the
invariant set, identify the dynamics applying data-driven
operator theoretic methods discussed in section 4.1.
(2) Identify the dynamics of the other invariant set by notic-
ing that the bistable toggle switch system has reflective
symmetry and applying the results from section 4.3.
(3) Once the Koopman operators for each invariant set are
identified, the global Koopman operator is computed by
using the results of the section 4.2.
To demonstrate the proposed framework, we collected time-
series data from only the invariant given by the region x1 >
x2. The local Koopman operator, obtained using the DMD
algorithm, is given by
Kright =
(
0.6039 0.0313
−0.4784 1.0375
)
.
Hence, from theorem 2, the Koopman operator corresponding
to the region x2 > x1 can be identified as
Kleft =γ
−1Krightγ =
(
1.0375 −0.4784
0.0313 0.6039
)
,
where γ is given by Eq. (29). Hence the global Koopman
operator is
Kglobal =
(
Kleft 0
0 Kright
)
.
The phase portrait corresponding to the two regions is shown in
Fig. 3. Moreover, as a verification, we computed the Koopman
operator using data from the region x2 > x1 and it was equal
to
Kx2>x1 =
(
1.0375 −0.4784
0.0313 0.6039
)
= Kleft.
5.2 Rotational Symmetry: Lorenz System
Consider the Lorenz system as shown in Eq. (3) The Lorenz
system is symmetric under Z2 action given by
(x, y, z)>
γ7−→ (−x,−y, z)>, (30)
which corresponds to a rotation of 180◦ about the z-axis and
matrix representation of γ is
γ =
(−1 0 0
0 −1 0
0 0 1
)
. (31)
The phase portrait of the Lorenz system with ρ = 28,
σ = 10 and β = 8/3, is shown in Fig. 4. The colours
blue and magenta correspond to the symmetric components of
the strange attractor. The Koopman operator computed, using
DMD algorithm, from the blue region of the attractor is
Kblue =
(
0.076 0.709 0.042
−0.667 1.064 0.124
−0.422 0.926 0.836
)
.
Fig. 4. Phase portrait of the Lorenz system.
Hence, from corollary 2, the Koopman on the symmetric coun-
terpart of the blue region will be
Kmagenta = γ
−1Kblueγ =
(
0.076 0.709 −0.042
−0.667 1.064 −0.124
0.422 −0.926 0.836
)
which is the same Koopman operator obtained with DMD al-
gorithm with data points on the magenta region of the attractor.
5.3 Reflection and Rotational Symmetry: A Hamiltonian System
Consider a Hamiltonian system with a Hamiltonian
H(q, p) =
1
4
p4 − 9
2
p2 − 1
4
q4 +
9
2
q2.
Hence the equations of motion are
q˙ =
∂H
∂p
= p3 − 9p; p˙ = −∂H
∂q
= q3 − 9q. (32)
This system has 4 invariant sets and the corresponding phase
portrait of the system is shown in Fig. 5 and the system is
symmetric under the actions given by(
q
p
)
γ17−→
(
p
q
)
,
(
q
p
)
γ27−→
(−q
−p
)
,
(
q
p
)
γ37−→
(−p
−q
)
. (33)
From the action of γi’s, we have
γ21 = γ
2
2 = γ
3
3 = I2, and γ1γ2 = γ3.
Hence the symmetry group of the system is the Klein 4-group
Z2 × Z2, which has the presentation
Γ = 〈γ1, γ2|γ21 = γ22 = (γ1γ2)2 = I2〉.
and the matrix representation of the group elements are
γ1 =
(
0 1
1 0
)
; γ2 =
(−1 0
0 −1
)
; γ3 =
(
0 −1
−1 0
)
.
The local Koopman operators obtained using data from each of
the invariant subspaces are
KIS−1 =
(
0.955 0.486
−0.059 0.215
)
; KIS−2 =
(
0.215 −0.059
0.486 0.955
)
KIS−3 =
(
0.957 0.511
−0.061 0.214
)
; KIS−4 =
(
0.214 −0.061
0.511 0.957
)
and it can be seen that KIS−2 = γ−11 KIS−1γ1. Similar re-
lations are found to hold true for the other local Koopman
q
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<latexit sha1_base64="ZWQuc5toV/7mgDTgyBYXyuRSrbw=">AAACKnicbVDLSgMxFM34tr6qLt1cLBYXWmZ8oKCLqhvdVbSt0Cklk 2ZqMJMZkztCKf0eN/6KGxeKuPVDTNtZ+DoQ7uGce5PcEyRSGHTdd2dsfGJyanpmNjc3v7C4lF9eqZk41YxXWSxjfRNQw6VQvIoCJb9JNKdRIHk9uDsb+PUHro2I1TV2E96MaEeJUDCKVmrlT4pwoR6oFlShfwRXHLf3wPdzRUjgGNwtsKJvL0C4z+oxZCQZ1Va+4JbcIeAv8TJSIB kqrfyL345ZGnGFTFJjGp6bYLNHNQomeT/np4YnlN3RDm9YqmjETbM3XLUPG1ZpQxhrexTCUP0+0aORMd0osJ0RxVvz2xuI/3mNFMPDZk+oJEWu2OihMJWAMQxyg7bQnKHsWkKZFvavwG6ppgxtujkbgvd75b+ktlPydkv7l3uF8mkWxwxZI+tkk3jkgJTJOamQKmHkkTyTV/LmPDk vzrvzMWodc7KZVfIDzucXmL6jKg==</latexit>
Invariant Set  2
p > 0, |q| < p
<latexit sha1_base64="NTgU00K8IbBEt9FPoI5/NlkKXNM=">AAACHnicbVBNSwMxEM36WetX1aOXwaJ40LKrFgVFil70VtFqoVtKN k01mM2uyWyhlP4SL/4VLx4UETzpvzGte9Dqg5DHezOTzAtiKQy67qczMjo2PjGZmcpOz8zOzecWFi9NlGjGKyySka4G1HApFK+gQMmrseY0DCS/Cm6P+/5Vm2sjInWBnZjXQ3qtREswilZq5IprcKraVAuq0N+Hc46bW+D72TWI4RDcDbCibwcg3KX3AUDcyOXdgjsA/CVeSvIkR bmRe/ebEUtCrpBJakzNc2Osd6lGwSTvZf3E8JiyW3rNa5YqGnJT7w7W68GqVZrQirQ9CmGg/uzo0tCYThjYypDijRn2+uJ/Xi3B1l69K1ScIFfs+6FWIgEj6GcFTaE5Q9mxhDIt7F+B3VBNGdpEszYEb3jlv+Ryq+BtF4pnO/nSURpHhiyTFbJOPLJLSuSElEmFMHJPHskzeXEen Cfn1Xn7Lh1x0p4l8gvOxxc8YZ44</latexit>
Fig. 5. Phase portrait of the Hamiltonian system. Suppose if we
start from the invariant set - 1 (IS-1), then the invariant set
- 2 (IS-2) is obtained by γ1-action on IS-1; invariant set -
3 (IS-3) is obtained by γ2-action on IS-1; invariant set - 4
(IS-4) is obtained by γ3-action on IS-1, which is same as
γ1γ2-action on IS-1.
operators. Hence if only one local Koopman operator is com-
puted from data, all the other local Koopman operators can
be computed using the relation of theorem 2, without using
data from the other invariant subspaces and they are stitched
together to obtain the global Koopman operator as described in
Nandanoori et al. (2019).
6. CONCLUSIONS
In this paper, we developed Koopman operator theoretic based
methods to study the global phase space in equivariant dy-
namical systems. In particular, we showed that the invariant
subspaces are mapped to invariant subspaces and eigenspaces
are left invariant under the group action of the symmetry group
and established the properties of the Koopman operator for an
equivariant dynamical system under group action. Assuming
the knowledge of the type of symmetry in a dynamical system,
it is shown that the global phase space can be studied based
on data from any one invariant subspace only. The proposed
framework is demonstrated on three different systems that pos-
sess various symmetries, such as reflective, rotational, or both.
Future efforts focus on identifying the type of symmetries in a
dynamical system, given the data for the global phase space.
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