The partial integration formula for product integrals P|y<«'>+**»* = f[eA{'v'f[txpi \f\eAW'l"B(s)f\eM")J" \ds\, of which the Trotter product formula is a consequence, is established for a wide class of unbounded operator-valued functions A(s). B(s).
In [6, 7] , Masani discusses the relationship between the "partial integration formula" for product integrals and the Trotter product formula, deriving the latter from the former for bounded operator-valued functions. He also asks whether an analogous relationship (from which Trotter's formula for unbounded operators would follow) can be established for unbounded operator-valued functions. In this note we address this question, providing conditions under which a partial integration formula for unbounded operators is valid, and exploring its implications for the Trotter product formula. We now describe our main results.
Let X be a Banach space, and let ^(X) denote the set of closed linear operators on X. Set It was first shown by Kato (cf. [5] , also [2, Theorem 12, 3, Theorem 6.1, p. 112, 9, p. 430]) that for A(-) e Jf, the product integral exists; in fact, the product integral UA(x, y) converges for all x, y <e [0, r], y < x, UA(x, y)D c D, and j¿UA(x, y)<b = A(x)UA(x, y)<b, UA(y, y)<b = <p, for ail § e D, 0 < y < x. Moreover, UA(x, y) is a contraction on X for 0 < y < x, and the propagator identity UA(x, r)UA(r, y) = UA(x, y) holds for 0 < y < r < *.
Remark. Assumptions (i)-(iv) in the definition of Jf imply the existence of a convergent product integral for A(s) -I; multiplying that product integral by ex~y then gives rise to the product integral of A(s) (cf. [2, p. 344] ). In fact, in (ii), 0 may be replaced by any X for which A(s) -XI satisfies the remaining assumptions. We then prove: ) is closed, and possesses a convergent product integral. Although our ultimate goal is to establish a partial integration formula from which, for example, (2') would follow, it is expeditious to work backwards, generalizing Faris's formula first. More precisely, suppose that instead of (2'), we could establish the following (which, in fact, corresponds to Corollary 2.6 in [7] ): (let x = 0, y = t)
Proceeding formally, the right-hand side of (3) may be written (with sk = kt/n) as . Moreover, WA(t,s) is jointly strongly continuous, and (trivially) satisfies the relation A(t)UA(t, s) = WA(t, s)A(s). Now, we proceed as in [4] , setting for 1 < k < n, and h = t/n,
Rk= Uc(kh,(k-\)h), and S"= T\PkQk-uc(t,o).
Then for 4> <e D, Again applying uniform boundedness, we see that the convergence is uniform for tp G Jf, as well. Finally, the last term in (5) Proof. Clearly A(s) + B(s) g jf, andll°eA(u)duB(s)U¡0eA{u)du is closed.
In conclusion, we note that our Theorems 1 and 2 may be applied in the following situations: let X = L2(R"), n > 1, A(t) = z'A, where A is the selfadjoint Laplacian, and B(t) is the operation of multiplication by iV(x,t), where V(x, t) is a realvalued measurable function on R"X [a,b] and, for each t, V(x, t) G LP(R"),
where p > n/1 if n > 5, p > 2 if n = 4, and p > 2 if n = 1, 2 or 3 (cf. [4] ).
Additionally, assume that V(-, t)<b(-) is a C1 function of / for each <p g D(A). For example, as is shown in [4, p. 103] , the latter is the case provided p is in the range described above, that V(x, t) is C1 in t for each x, and |(3F/9/)(x, t)\ < 4>(x) for some function <p g LP(R"). More generally, we may weaken the hypotheses of Theorems 1 and 2 in an obvious way, assuming, for example, that our operator-valued functions belong to a larger class, such as L\ (cf. [2] ). Correspondingly, in the example considered above, V(t) may be any selfadjoint operator that is, for each t, a small perturbation of A, such that V(t)<b belongs to the appropriate class (say L\) for each <p g D(A).
