Abstract. We categorify the Hecke algebra with parameters 1 and v using a variation of the category of Soergel bimodules.
Introduction 0.1. Let (W, S) be a Coxeter system, where S denotes the set of simple reflections. Let m s 1 ,s 2 ∈ N ∪ {∞}, such that (s 1 s 2 ) ms 1 ,s 2 = 1 for s 1 , s 2 ∈ S. We denote by ℓ(·) the length function on W . Let T = w∈W wSw −1 be the set of reflections. We denote by ≤ the Bruhat order on W . We denote by V (over R) the geometric representation of W and denote the root system by Φ = Φ + ∪ Φ − of W in the sense of [Hum90, Section 5.4]. Let {α s |s ∈ S} be the collection of simple roots. Let n(w) = Card(Φ + ∩ w(Φ − )). We know n(w) = ℓ(w) for any w ∈ W .
A weight function L : W → Z is a function on W such that L(w 1 w 2 ) = L(w 1 )+L(w 2 ) whenever ℓ(w 1 w 2 ) = ℓ(w 1 ) + ℓ(w 2 ) for w 1 , w 2 ∈ W . It follows that L(s 1 ) = L(s 2 ) for any s 1 , s 2 ∈ S such that m s 1 ,s 2 is odd.
In this note, we assume that a weight function L is fixed such that L(s) = 0 or 1, for s ∈ S.
We define S e = S ∩ L −1 (e) for e ∈ {0, 1}. The only interesting case in this paper is when L is not constant. Let H = H W be the A-algebra generated by T s (s ∈ S) subject to the relations:
Let
where both products in the second relation have m s,s ′ factors for any s = s ′ ∈ S such that m s,s ′ = ∞. We write (0.1)
T w = T s 1 · · · T sn , for any reduced expression w = s 1 · · · s n with s i ∈ S.
The set {T w |w ∈ W } forms an A-basis of H. Let¯: H → H be the A-semilinear bar involution such that T s = T −1 s and v = v −1 . Note that for any s ∈ S 0 , we have T 2 s = 1 and T s = T s .
Thanks to [Lu03, Chap 5], for any w ∈ W , there is a unique element c w such that (1) c w = c w ;
(2) c w = y∈W p y,w T y where • p y,w = 0 unless y ≤ w;
• p w,w = 1;
The set {c w |w ∈ W } forms an A-basis of H, called the canonical (or Kazhdan-Lusztig) basis.
0.3. Soergel ([Soe07] ) categorified the Hecke algebras with equal parameters (that is, L(s) = 1 for all s ∈ S) in terms of the category of Soergel bimodules.
Following [EW14] , we fix a Soergel realization (h, {α s }, {α ∨ s }) of (W, S) over R. This realization is faithful and Soergel's techniques can be applied. Let R = m≥0 S m (h * ), which we view as a graded R-algebra with deg(h * ) = 2. For s ∈ S, we define the graded R-bimodule B s = R ⊗ R s R[1], where [1] denotes the degree shifting. For any w ∈ W , we denote the standard bimodule associated with w by R w . Recall R w is isomorphic to R as R-modules and the R-bimodule structure is defined as : f · a = a · w(f ) for f ∈ R and a ∈ R w .
Let BSBim denote the full monoidal subcategory of R-Bim whose objects are BottSamelson bimodules. Let SBim denote the Karoubi envelope of BSBim, which is nowaday called the category of Soergel bimodules. Following [Soe07, EW14] , we know SBim categorifies the Hecke algebra H of equal parameters. We have an algebra homomorphism from the Grothendieck group [SBim] to the Hecke algebra H, where the images of the indecomposable objects are the canonical basis elements up to degree shift. 0.4. Now let BSBim L be the full monoidal subcategory of R-Bim generated by R s (s ∈ S 0 ) and B s ′ (s ′ ∈ S 1 ). For any expression w = s i 1 · · · s in ∈ W , we define the bimodule B L w as a product of R s (s ∈ S 0 ) and B s ′ (s ′ ∈ S 1 ) following the prescribed expression w. It is easy to see that any objects in this category admits both standard and costandard filtrations (c.f. [Soe07] ). Hence we can define the character of any object in BSBim L , denoted by ch. (Note that the definition of the character map makes sense as long as we have the standard basis {T w ∈ H|w ∈ W } despite different multiplicative structure of H versus [Soe07] . ) We denote by SBim L the Karoubi envelope of BSBim L . We prove the following theorem in this note (which follows from Proposition 1.11 and Proposition 1.14).
Theorem 1. For any w ∈ W , there exists a unique indecomposable bimodule (up to isomorphism) B L w which occurs as a summand of B L w for any reduced expression w of w such that R w [ν] occurs in its standard filtration. The set {B L w [ν]|w ∈ W, ν ∈ Z} gives a complete list of indecomposable bimodules in SBim L . There is a unique isomorphism of A-algebras
The inverse of ε is given by the character map ch :
0.5. In the paper [GT17], Gobet and Thiel studied the generalized category of Soergel bimodules, with focus on type A 2 . The category SBim L we constructed here is a subcategory of their category C.
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1. Proof of the theorem 1.1. Coxeter groups. In this section we review basics of Coxeter groups and their reflection subgroups. We refer to [Hum90] for more details. Let e ∈ {0, 1} and w ∈ W . We define
The subgroup W ′ of W is itself a Coxeter group with simple reflections S ′ = {w ∈ T 1 |n 1 (w) = 1}. Moreover the restriction of n 1 on W ′ coincides with the (new) length function of (W ′ , S ′ ).
It is clear that the subspace spanned by Φ 1 equipped with the natural W ′ -action coincides with the geometric representation of W ′ . We shall generally use n 1 to denote the (new) length function on W ′ and reserve ℓ(·) (or n(·)) for the length function on W . Let m r,r ′ ∈ N ∪ {∞} such that (rr ′ ) m r,r ′ = 1 for r, r ′ ∈ S ′ . We first prove the Bruhat order on W ′ (as a Coxeter group itself) is compatible with the Bruhat order on W . It follows from [Dy90, Theorem 3.3] that the set of reflections (with respect to the Coxeter system (W ′ , S ′ )) in W ′ is exactly T 1 . One can also see this fact from Corollary 1.4.
Proof. Thanks to Proposition 1.1, we know n 1 (·) coincides with the length function on W ′ . Then thanks to [Hum90, Proposition 5.7], we see that
On the other hand, we equivalently have gw ′ g ′ g ′−1 (α) > 0, which means
The second claim follows.
We then give a description of the set S ′ . Proposition 1.3. Let r ∈ T 1 . Then r ∈ S ′ if and only if r = wsw −1 for some s ∈ S 1 and w ∈ W S 0 .
Moreover, the generator r ∈ S ′ has a reduced expression (as an element in W ) of the form
Proof. Following Lemma 1.3, we know that n 1 (wsw −1 ) = n 1 (s) = 1. So we have wsw −1 ∈ S ′ . This finishes the "if" direction.
For the other direction, it suffices to prove the second statement. Let s α = r ∈ S ′ be a reflection of V sending the root α (∈ Φ + ) to −α with reduced expression s α = s 1 · · · s n for s i ∈ S. We know Φ + ∩ s α (Φ − ) = {α sn , s n (α s n−1 ), . . . , }. By the definition of S ′ , we have Φ
Corollary 1.4. Let w ∈ W S 0 . The conjugation action of s preserves the set S ′ .
1.2. Hecke algebras. We denote by H ′ = H W ′ the Hecke algebra associated with the Coxeter subgroup W ′ of W with generators T ′ r (r ∈ S ′ ) subject to the relations (we write v r = v L(r) for r ∈ S ′ ):
, where both products in the second relation have m r,r ′ factors for any r = r ′ ∈ S ′ such that m r,r ′ = ∞. Note that we have v r = v r ′ for any r, r ′ ∈ S ′ , thanks to the definition of the function L and Proposition 1.3. So this is a Hecke algebra with the weight function L(r) = 1 for all r ∈ S ′ .
We write the canonical basis element in H ′ as c ′ w for any w ∈ W ′ to distinguish it from the canonical basis element c w in H (since W ′ ⊂ W ). But we shall see very soon they actually coincide. Theorem 1.5. We have the A-algebra embedding ρ :
where T r is the element in H defined in (0.1). Moreover, we have ρ(T ′ w ) = T w and ρ(c ′ w ) = c w for any w ∈ W ′ ⊂ W . Proof. Let r ∈ S ′ . Thanks to Proposition 1.3, we have a reduced expression
for s k ∈ S 1 and s 1 , s 2 , . . . , s k−1 ∈ S 0 . Therefore we have L(r) = L(s k ), hence v r = v s k . We write g = s 1 s 2 · · · s k−1 . Note that T g −1 = T −1 g . We first check the quadratic relations. We have
We then check the braid relations. Let w = rr ′ r · · · = r ′ rr ′ · · · with m r,r ′ factors for any r = r ′ ∈ S ′ such that m r,r ′ = ∞. We first replace r, r ′ ∈ S ′ by the reduced expressions obtained in Proposition 1.3.
After the replacement, if we obtain reduced expressions in W , then we naturally have T w = T r T r ′ T r · · · = T r ′ T r T r ′ · · · , as an identity in H. If the expression we obtained for w is not reduced in W , then we can apply the braid relations and quadratic relations to obtain a reduced expression of w from the products rr ′ r · · · = r ′ rr ′ · · · (c.f. [Hum90] ). Since n 1 (w) = m r,r ′ , the reduced expression of w (in W ) contains exactly m r,r ′ factors in S 1 . Hence we can only apply the quadratic relations s 2 = 1 with s ∈ S 0 (which reduced the number of factors), but never the relations s 2 = 1 for s ∈ S 1 . Then since we also have T 2 s = 1 in H for s ∈ S 0 . We are able to perform those operations in the Hecke algebra H as well. Therefore we shall still have
This shows that ρ is an algebra homomorphism. Entirely similar argument shows that we also have ρ(T ′ w ) = T w . Following the reduced expression of r in (1.1), it is easy to see we have ρ(T ′ r ) = T r , that is ρ commutes with the bar involutions. Now in order to prove that ρ(c ′ w ) = c w , it suffices to prove the Bruhat order in W ′ is compatible with the Bruhat order in W , which follows from Lemma 1.2.
So from now on we shall omit the superscripts ′ for the generators T ′ r ∈ H ′ and for the elements c ′ w ∈ H ′ . Now combining Theorem 1.5 with Lemma 1.2, we obtain the following corollary of the canonical basis element c w ∈ H for arbitrary w ∈ W , which is also proved in [Lu03, §6.1].
Corollary 1.6. For any w ∈ W and g ∈ W S 0 , we have T g c w = c gw and c w T g = c wg .
Soergel bimodules. Let s ∈ S.
For any reflection r = wsw −1 in W , we define α r = w(α s ) ∈ h and α ∨ r = w(α ∨ s ) ∈ h * . We assume that (h, {α r }, {α ∨ r }) for r ∈ S ′ is also a realization of the Coxeter system (W ′ , S ′ ). Certainly if h is a reflection faithful representation of W as in [Soe07] , then h is also a reflection faithful representation of W ′ . Lemma 1.7. Let s ∈ S and w ∈ W . We have
Proof. Let r = wsw −1 be a reflection in W . We define ∂ r = w∂ s w −1 : R → R r (−2) such that
We obtain that R ⊗ R r R is a free left (or right) R-module with basis
On the other hand, we know that B s ′ is a free left (or right) R-module with basis
Now for any r ∈ S ′ such that r = wsw −1 with w ∈ W S 0 and s ∈ S 1 , we define the R-bimodule (independent of the reduced expression of r)
Recall the definitions of BSBim L and SBim L in §0.4. Let SBim W ′ be the Karoubi envelop of the monoidal subcategory of SBim L generated by B ′ r for r ∈ S ′ . It is easy to see that SBim W ′ the category of Soergel Bimodules associated with the realization (h, {α r }, {α ∨ r }) of the Coxeter system (W ′ , S ′ ). Proposition 1.8. There is a unique isomorphism of A-algebras
For any w ∈ W ′ , there exists a unique indecomposable bimodule (up to isomorphism) B ′ w which occurs as a summand of B ′ w for any reduced expression w of w (in
Proof. This is exactly Soergel's categorification theorem of the Hecke algebra H ′ with the realization (h, {α r }, {α ∨ r }) of the Coxeter system (W ′ , S ′ ). The following lemma is the categorical analog of Corollary 1.4. Lemma 1.9. Let w ∈ W S 0 . The functor R w ⊗ − ⊗ R w −1 : SBim L → SBim L is an equivalence of monoidal category. In particular, the functor restricts to an equivalence
Proof. The first statement is obvious. The second statement follows from the fact that the conjugation action of w preserves the set S ′ . Lemma 1.10. We have the following equivalence of additive categories
Proof. Thanks to Lemma 1.9, any tensor product of R s (s ∈ S 0 ) and B s ′ (s ′ ∈ S 1 ) lies in R w ⊗ SBim W ′ (or SBim W ′ ⊗ R w ) for some w ∈ W S 0 , which is clearly closed under taking direct summands.
Proposition 1.11. There is a unique isomorphism of A-algebras Proof. The statement about indecomposable bimodules follows from Lemma 1.10 and Proposition 1.8. Note that we have B s ∼ = B L s for s ∈ S 1 . Let us prove ε is an algebra homomorphism.
It suffices to consider the case when W is a dihedral group with S = {s, r}. We can assume L(s) = 0 and L(r) = 1. The other two cases is either trivial or follows from [Soe07] . The quadratic relations are obvious. We prove the braid relation
where both products have (necessarily even) m r,s factors.
Let us first consider the subalgebra H ′ generated by T srs = T s T r T s and T r . Note that L(r) = L(srs) = 1. Using the relation T 2 s = 1, we rewrite the braid relation as
where both products have m srs,r = m r,s /2 factors. Thanks to Proposition 1.8, we have the algebra homomorphism
Thanks to Lemma 1.7, we have R s ⊗ R B r ⊗ R R s ∼ = R ⊗ R srs R. This finishes the proof that ε is an algebra homomorphism.
The following corollary can be regarded as the categorical analog of Corollary 1.6. Recall we have identified SBim W ′ with a full subcategory of SBim L , thanks to the isomorphism of bimodules in Lemma 1.7. It is straightforward that we have
Corollary 1.13. We have the following commutative diagrams of A-algebras
/ / H We now assume that (h, {α s }, {α ∨ s }) (s ∈ S) is a realization of (W, S) over R, such that (h, {α r }, {α ∨ r }) (r ∈ S ′ ) is also realization of (W ′ , S ′ ). In this setting we can apply results from [EW14] . 
