Gradient Method. We have studied previously a generalized conjugate gradient method for solving sparse positive-definite systems of linear equations arising from the discretization of elliptic partialdifferential boundary-value problems. Here, extensions to the nonlinear case are considered. We split the original discretized operator into the sum of two operators, one of which corresponds to a more easily solvable system of equations, and accelerate the associated iteration based on this splitting by (nonlinear) conjugate gradients. The behavior of the method is illustrated for the minimal surface equation with splittings corresponding to nonlinear SSOR, to approximate factorization of the Jacobian matrix, and to elliptic operators suitable for use with fast direct methods. The results of numerical experiments are given as well for a mildy nonlinear example, for which, in the corresponding linear case, the finite termination property of the conjugate gradient algorithm is crucial.
Introduction
In earlier papers [8, 9] we have discussed a generalized conjugate gradient iterative method for solving symmetric and nonsymmetric positive-definite systems of linear equations, with particular application to discretized elliptic partial differential boundary-value problems. The method consists of splitting the original coefficient matrix into the sum of two matrices, one of which is a symmetric positive-definite one that approximates the original and corresponds to a more easily solvable system of equations; the associated iteration based on this splitting is then accelerated using conjugate gradients. The conjugate gradient (cg) acceleration algorithm has a number of attractive features for linear problems, among which are: (a) not requiring an estimation of parameters, (b) taking advantage of the distribution of the eigenvalues of the iteration matrix, and (c) requiring fewer restrictions for optimal behavior than other commonly-used iteration methods, such as successive overrelaxation. Furthermore, cg is optimal among a large class of iterative algorithms in that for linear problems it reduces a particular error norm more than does any other of the algorithms for the same number of iterations. In this paper we study an extension of the generalized conjugate gradient method to obtain solutions of systems of equations arising from elliptic partial-differential boundary value problems that are nonlinear. For such systems--which correspond to the minimization of convex nonquadratic functionals, as opposed to quadratic functionals for the linear case--optimality and orthogonality properties of cg need no longer hold. Some algorithms for the nonquadratic case have been proposed [e. g., 10, 11, 14, 16, 20, 22] that preserve one or more of the quadratic case properties of finite termination, monotonic decrease of the two-norm of the error, conjugacy of directions of search, and orthogonality of the residuals. The method we discuss only approximates these properties, but is found to be effective for solving the discrete nonlinear elliptic partial differential equations of primary concern in our study. The method is closely related to the one studied in [3] for solving mildly nonlinear equations using a particular splitting.
We discuss in section 1 several nonlinear conjugate gradient algorithms and in section 2 some convergence properties. In section 3 possible splitting choices for the approximating operator are described. A test problem for the minimal surface equation is discussed in section 4, and experimental results for several splittings are summarized in section 5. In section 6 are given experimental results for a test problem for a mildly nonlinear equation, for which, in the corresponding linear case, the finite termination property of cg is crucial.
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Nonlinear Conjugate Gradient Algorithms
In the linear case, the generalized conjugate gradient method [9J solves the N x N positive-definite system of equations
or, equivalently, minimizes the quadratic form
Let M be a positive-definite symmetric N • N matrix, chosen to approximate A.
Then for symmetric A the algorithm, as described in [9] in its alternative form, is: Let x (~ be a given vector and define arbitrarily p(-1). For k =0, 1 ....
(ii) Compute the parameter b(k 1), where b(o 1) =0 and
(iii) Compute the parameter
and the new iterate
In place of the parameters @) and b(k 1), one may use instead equivalent ones [18, 26] , such as
Instead of computing the residual r (k) explicitly for k_> 1, as in (i), it is often advantageous to compute it recursively as r (
The effectiveness of the algorithm (i, ii, iii) is discussed in [9] for cases in which A is a sparse matrix arising from the discrefization of an elliptic partial differential equation and M is one of severn sparse matrices arising naturally from A.
For the nonlinear case, we consider solving the system of equations
arising from minimizing f(x), where g (x) is the gradient off(x). (For the linear case (1, 2), g (x) = A x -b; in either case, g (x) is the negative of the residual.) We assume that the Jacobian matrix J of (4) is positive-definite and symmetric, and, as for the linear case, we are interested in those situations for which (4) is a discrete form of an elliptic partial differential equation and, correspondingly, J is sparse.
The approximating matrix M for the linear case is chosen in [9] to be one of several positive-definite symmetric matrices approximating A naturally in some manner. For the nonlinear case, we consider related choices for M to approximate J, although sometimes M may not be linear, symmetric, or everywhere positivedefinite. We pattern after (i, ii, iii) the following algorithm (see also [3] ).
Let x (~ be a given vector and define arbitrarily p(-1). For k=0, 1, ...
and solve
, where bo = 0 and
and
(1) a(k 2), where
The algorithm (i, ii, iii) for the linear case is generally iterated without any restarts (setting of bk to zero for some value of k > 0); however the nonlinear algorithm (Ni, Nii, Niii) is usually restarted periodically to enhance convergence (see sections 2 and 5). For some of the splittings we consider and in the presence of roundoff error, the numerator of a(k z) may not be positive for some values of k. If it is not, then we find it convenient for these values of k to replace p(k) by its negative.
Convergence
In the form (Ni, Nii, Niii) the algorithm of section 1 cannot be guaranteed to converge. However, by introducing a line search to choose ak so that f(x) is minimized along the line x(k)+ ak p(k), by ensuring that M is positive definite, and by restarting the iteration periodically, convergence can be guaranteed. Convergence in this case can be shown by application of Zangwill's spacer step theorem [30] , which states that if a closed algorithm with descent function f is applied infinitely often in the course of another algorithm that maintains the property f (xtk + 1)) <__f (x(k)) for all k, and if {x :f(x) _f (x(m)} is compact, then the composite algorithm converges.
We have the following theorem: Proof:The sequence ~(x(k))} is monotone non-increasing and every ~ steps we take a scaled steepest descent step. Since scaled steepest descent is a convergent algorithm, we can conclude by Zangwill's spacer step theorem that our algorithm converges.
This algorithm can be quite slow due to time consumed in line searches. In order to avoid a line search at every iteration, we impose additional constraints on the stepsize so that we can guarantee that f is monotone non-increasing at each stage of the iteration. We have the following theorem: 
and do a line search if this test fails.
Lemma 1: Let ak be chosen by the rule
Then f (x) is monotone non-increasing at the k-th step.
If we have available only values of g (x) and J (x) at our iterates and not f(x), we must make use of conditions that imply that f is decreasing.
Because f is convex,
will be a monotone increasing function of a that is negative at a = 0 and is 0 at a = a~ pt, the point at which f attains its minimum on the line from
If am,x is chosen such that
then we can deduce that f(x (k+ ~)) will be less than f (x (s)) if 0 < a < a~,~. Without further information (e.g., that obtained through a line search), we cannot calculate am,~-We can, however, easily verify whether a< a~ pt and this will give us a sufficient condition for convergence: 
Then f (x (k + 1)) <_ f (x(k)).
If we have information on the curvature of the functionf we can derive an alternate condition. Consider the Taylor series expansion off at X(k+l):
where w is between x (k) and x (k-~), and suppose we know that
for all x in a convex set including all iterates. Then the right hand side of (6) can be guaranteed to be negative if
This gives an alternate condition for convergence:
Lemma 3: Let ak be chosen by the rule
) (or a(~ ~)) if a~ < d p(~)" p(~)
[ a~ t't otherwise.
Then f (x) is non-increasing at that step.
In general, each of the conditions in lemma 1 through lemma 3 is quite restrictive, but verifying any one is sufficient for descent at a given step. Thus an algorithm might incorporate facilities for testing each of the conditions successively if the preceding ones did not verify descent. This would keep the additional operational overhead for the algorithm low.
Notice that we do not need constraints on the bk (other than bk ~0), the parameters that determine the step direction, in order to guarantee convergence. In our numerical experiments (section 5), we have observed that for the test problem considered here the algorithm is less sensitive to choices of the parameter bk than to choices of ak. It was found, on the other hand, for the problem studied in [25] with small N (,-~ 100), dense Jacobian, and exact line searches for a, that the cg algorithm could be quite sensitive to the choice for b.
Choice of Splitting Operator
We consider several choices for the splitting operator M. All the choices attempt to approximate the Jacobian J with an operator that is computationally easier to invert.
First, we consider choices related to the nonlinear block successive overrelaxation method, which has been found to be efficient for solving nonlinear elliptic equations [6, 7, 24, 27] . This method obtains from the residual r ~k) an increment z (k) = M-1 r(k) that is added to x ~k) to obtain a new approximation
Equation (7) is the underlying first-order iteration that is accelerated by means of the conjugate gradient algorithm in (Ni, Nii, Niii).
Let x, g (x)
, and J (x) be subdivided into blocks, for example those corresponding to rows of points on a rectangular mesh for the finite difference approximation to a partial differential equation
For standard discretization of elliptic equations, J has small block bandwidth, and its blocks are sparse. In two dimensions on a rectanglar mesh, for the ninepoint discretization we shall consider here for the minimal surface equation, J is block tridiagonal with tridiagonal blocks [6] .
We consider first the one-step block successive overrelaxation-Newton (BSORNewton) iteration [-24] . For it, the (k + 1)-th approximation to xj is obtained from the (k)-th by
where g (x) and J (x) are evaluated at the latest values for x, and co is an acceleration parameter. If we partition the residual r =-g(x) in the same manner as g (x), then we can write (8) can be solved efficiently in a numerically stable manner using Gaussian elimination, without pivoting, or Cholesky factorization.
For linear problems, BSOR is not suitable for use with conjugate gradient acceleration because its iteration matrix is not similar to a symmetric one. A symmetrized variant is suitable, however. This variant corresponds to ordering the equations alternately from blocks j = 1 to j = m for one sweep and then from blocks j--m to j = 1 for the next sweep; it is termed block symmetric SOR (BSSOR). For BSSOR the solution of M z (k~ = r (k~ reduces to the solution of
where D is the block diagonal of A, L(U) is a strictly block lower (upper) triangular matrix, and A = L + D + U. Conjugate gradient acceleration has been found'to be particularly effective for BSSOR because of the distribution of the eigenvalues of the iteration matrix [1, 12, 17] .
For the nonlinear case we consider the correspondingly symmetrized variant of the one-step BSOR-Newton iteration, and we denote it by BSSOR-Newton.
We consider also another extension of the BSSOR method. For the case in which the calculation of the elements of J# in (8) is costly, the symmetric form of the one-step Newton-BSOR method [24] can be more efficient. This algorithm applies a back and forth sweep of BSSOR to the Newton iteration step
to obtain the increment z (k) in (7). As we did above for A, we write J (x (k)) = L + D + U, where b is the block diagonal of J (x (k)) and L (U) is strictly block lower (upper) triangular. Then for the choice of zero as initial approximation for z, and for z partitioned in the same manner as r, the back and forth BSSOR sweep is forward sweep : Either BSSOR-Newton or Newton-BSSOR are reasonable choices for the operator M for the conjugate gradient iteration. When x (k~ approaches the solution x* the Jacobian approaches J(x*) so that M, which changes from iteration from iteration, approaches a limit also. As a possible alternative, one could fix M for a number of iterations by keeping J fixed at a value from an earlier iteration, updating only occasionally.
Another choice for M that we consider approximates the Jacobian matrix directly. We choose M to be the approximate sparse LD L r (Cholesky) factorization of the Jacobian, as developed by Meijerink and van der Vorst for the solution of linear elliptic problems [21] . The matrix L is chosen with a sparsity pattern resembling that of the lower triangular part of J, and the elements are obtained systematically from J by enforcing the sparsity structure as the approximate factorization proceeds. For linear problems this splitting has been found to yield an iteration matrix with eigenvalues favorably distributed for conjugate gradient acceleration [21] .
For "M" matrices, Meijerink and van der Vorst proved in [-21 ] that the approximate factorization can be carried out in a stable manner. For the problems we consider, the Jacobian may not be such a matrix; however, we did not encounter difficulty in carrying out the approximate factorization for our test cases.
Finally, we consider approximating the Jacobian by a discretized separable operator, for which fast direct methods can be used [2, 5, 13, 19] . For our test problems we consider as a choice for M the discrete Helmholtz operator, possibly scaled by the diagonal of the Jacobian.
First Test Problem
The first test problem, for which the above splittings are compared, is that of solving numerically the minimal surface equation on a rectangle. This problem was used previously for studying the behavior of nonlinear relaxation methods [6, 7] and is of interest because of its strong nonlinearity. The minimal surface equation arises in finding a single-valued twice continuously differentiable function v (x, y) that attains given values on the boundary of a region R and minimizes the area integral over R [15] . This equation is div(TVv)=0 on R, 
We consider the domain 0 _< x _ 2, 0 _< y_ 1. If s (x, y) is symmetric about x= 1, then the problem need only be solved on the unit square with the symmetry condition ~v =0 on x=l.
Ox
We discretize (9, 10, 11) in the same manner as is done in [6] . A square mesh of size h = 1/n is placed on the domain, and u~j denotes the approximation to v (x, y) at the mesh point x = i h, y =j h. Then at the interior points we obtain, after multiplication by -2 h 2, 
i=l, 2,...,n; j-l, 2,...,n.
Along the symmetry boundary we obtain
In (12, 13) we do not group together explicitly the coefficients of u~,j and of u~+~,j+l, as is customary for the linear case, in order to emphasize that the problem is nonlinear and that the ~r, j are themselves functions of the u~j.
The Jacobian matrix J is given by a positive-definite symmetric matrix that is block tridiagonal, with each block being tridiagonal. For this test problem, the calculation of 7}, y--d 7r, j/d[V u172,7 and of a can be carried out with only a modest amount of computational effort in addition to that required for calculation of the g~, 2"
Experimental Results for the First Test Problem
The test problem of section 4 was solved numerically for the same boundary data as was considered in [6, 7] , v=0 on x=0 and y=l, l) = sin g X on y=0, and the symmetry condition (11) . The following algorithms discussed in sections 2 and 3 were used: L One-step block SOR-Newton II. One-step block SSOR-Newton. III. One-step block Newton-SSOR. IV. Conjugate gradient algorithm (with M the identity matrix). The algorithms are compared in terms of number of iterations and operation counts required to decrease the residual to specified values. In table 1 are given approximate operation counts for various phases of the algorithms. In tables 2 and 3 are given the results of experiments carried out in double precision with FORTRAN programs on the IBM 360/168 computer for grids with spacing h= 1/16 and h= 1/32, for initial approximation u(~ The results were obtained originally in terms of the number of iterations, which were converted subsequently to multiplication counts by means of the cost factors. The cost factors relate to our test programs, which are not generally optimal but nevertheless should give a reasonable basis for comparison. Note that an iteration of one of the SOR algorithms requires half the number of operations of an iteration of the corresponding symmetric form, which requires both one forward and one backward sweep. (12, 13) , which are obtained from (9) after multiplication by a factor proportional to h2.) From the tables, one observes that for this test problem the conjugate gradient algorithm with discrete Laplace operator splitting, with or without shift or Jacobian diagonal scaling, produces an algorithm favorably competitive with nonlinear block SOR in terms of operation counts. On the larger problem, the conjugate gradient algorithm with one of the nonlinear BSSOR splittings is also faster than nonlinear BSOR. As has been observed also for linear cases [1, 12, 17] , the symmetric SOR algorithms accelerated by cg are less sensitive to the choice of relaxation parameter co than are the corresponding unaccelerated SOR algorithms.
Of course, as with any higher order method, the storage requirements of cg are greater than those of the basic unaccelerated iteration. It should be noted also, that for nonrectangular domains more operations would be required to obtain the solution of (5) 
Table lb
Total Algorithm
Item (1) (2) (3) (4) (5) (6) (7) (8) (9) Scaling operations Cost 5N 1N 3N 4N 2N 20N 12N 5N 9N N per point approximations could result in divergence for some of the methods, without the safeguards of section 2, as would be the case also for the unaccelerated nonlinear SOR methods [6, 7] . In the experiments, the algorithms exhibited some sensitivity to the length of the conjugate gradient cycle between restarts~ Restarting every 9 iterations, which is the case reported in table 2, seemed effective for the coarser grid. For the finer grid 13 to 16 iterations were better. [29] . Either of these variants might yield results superior to those reported for case VII., as they have been found generally to be more efficient for linear problems.
We conclude from these experiments that the generalized conjugate gradient algorithm, with modifications to ensure convergence, holds promise of being favorably competitive with relaxation techniques for solving strongly nonlinear elliptic problems.
Second Test Problem
For the second test problem we consider a mildly nonlinear equation arising from the theory of semiconductor devices, -vxx -vyy + (1 -e-5 ~) e v = 1.
Equation (14) is to be solved on the unit square subject to the boundary conditions (2379) 36 (2196) Of particular interest is the mixed boundary condition on the edge y = 1, as it would preclude the immediate use of one of the basic fast direct algorithms for solving (5) if M were chosen to be a discrete Helmholtz operator with boundary conditions (15) .
We place a uniform mesh of width h on the unit square and denote the approximation to v (x, y) at the mesh point x = i h, y =j h by ui, j. Then at an interior point we obtain, using the standard five-point discretization, 
This permits the use of standard fast direct methods for carrying out the numerical solution of M z = r. Also, we augment the system (16) with the equations
for the Dirichlet points on y = 1, so that the Jacobian of the augmented system and M have the same rank. The constant tc is chosen to be 1, a value that is meant to approximate (1-e -5~) e v on the square, so that M approximates, in this manner, the Jacobian of the augmented system (16, 18) .
This choice for M does not approximate the Jacobian well in norm, because of the differing boundary conditions on y = 1. However, because the number of mesh points at which the boundary conditions differ is small, a corresponding linear problem--say with (1 -e-5 x) e v in (14) replaced by v
with corresponding replacements in (16) and (18), and with ~c = 1 in M--will converge completely in only a moderate number of iterations. At most 2 p + 3 iterations are required in this (linear) case to reach the solution (in the absence of round-off errors), where p is the number of Dirichlet boundary points on y = 1, because of the finite termination property of cg [9] . For our test problem, our interest is in obtaining an indication of the degree to which the introduction of a mild nonlinearity alters the convergence rate from that for the corresponding linear problem (see also [4] ).
In table 4 Problem I is the discretized linear problem (15, 19) augmented with the equations
4
Ui, 3 q-Ui, J --h 2 1
for the Dirichlet boundary points on y = 1, with M as described above with ~:= 1. Problem II is the discretized nonlinear equation (14) with the same boundary condition (17) on y = 1 as that for M and with the same M as for problem I. Problem III combines the boundary condition of problem I with the nonlinearity of problem II; it is the discretized nonlinear problem (14, 15, 18) , again with the same M.
The number p of special boundary points for problems I and III is given in table 4 for each of the mesh spacings. The finite termination behavior of cg for the linear problem was observed clearly in our experiments, most sharply for the coarsest mesh, for which contamination resulting from rounding errors had least opportunity to accumulate. For the finest mesh, a residual small enough for practical purposes occurred well before 2 p + 3 iterations had been carried out. The results for problem II indicate that convergence is rapid for this choice of M when the mild nonlinearity is present and the mixed boundary conditions on y--1 are absent. As one would expect for this case the number of iterations to reach a given residual is essentially independent of mesh size. The results for problem III indicate that with the mixed boundary condition on y = 1, the convergence rate for the mildly nonlinear case is slowed moderately from that for the linear case, problem I. One could likely improve the results for problems I and III in terms of number of iterations by choosing ~c to be, instead of a constant, the sum of a function in x and one in y, which would still permit the use of fast direct methods. We did not include such choices in our experiments, however. We repeated some of our experiments for an initial approximation u (~ equal to pseudo-random numbers in [0, 1] and found no substantial difference from the results of table 4.
