Introduction
It is often observed that conventional asymptotic theory provides a poor approximation of the finite sample distribution of instrumental variables estimators or test statistics for instrumental variables regression. Many studies document this problem in the presence of weak instruments (e.g., Staiger and Stock, 1997; Stock and Wright, 2000) and in the presence of many instruments (e.g., Kunitomo, 1980; Morimune, 1983; Bekker, 1994; Anatolyev and Gospodinov, 2009; van Hasselt, 2009 ). It is also well known that asymptotic approximation based on many (weak) instruments provides, in many situations, more accurate approximation. This paper examines specification tests for the linear instrumental variables regression when the number of instruments increases with the sample size (e.g., Bekker, 1994) and the equation error could be nonnormal. The null hypothesis is the orthogonality between the instruments and the error term in the structural equation as for standard overidentifying restrictions tests. We particularly consider the Sargan test (Sargan, 1958) and derive its limiting behavior using many instrument asymptotics under which both the sample size and the number of instruments tend to infinity. Based on this result, a new test is constructed by modifying the Sargan test so that the asymptotic null distribution is standard normal under many instrument asymptotics. We also study the local power of the proposed test under many instrument asymptotics.
Most interestingly, we show that the proposed test is very much closely related with the test proposed by Hahn and Hausman (2002) . Hahn and Hausman (2002) observe that under standard asymptotics (i.e., with a fixed number of instruments) an instrumental variables estimator has the same probability limit as the inverse of the instrumental variables estimator from the reverse regression. These two estimators, however, have different limits when standard asymptotic analysis is inadequate (e.g., the case with weak instruments). The Hahn-Hausman test is based on the difference between these estimators and can be used to check whether the standard asymptotic results are reliable. We show that the Hahn-Hausman test statistic is numerically equivalent up to a sign to the modified Sargan test developed in this paper, though these tests develop from very different motivations. Based on this equivalence result, it results that the null hypothesis of the Hahn-Hausman test corresponds to standard overidentifying restrictions tests, and therefore it is much easier to analyze the size and power properties of the Hahn-Hausman test. In particular, the power properties of the Hahn-Hausman test are not well known in the literature and our local power results should then facilitate the understanding of the behavior of the Hahn-Hausman test.
Our new interpretation of the Hahn-Hausman test is also useful for overcoming several limitations of the original Hahn-Hausman test and provides us with some guidelines on how to extend the Hahn-Hausman test to more general settings. For example, we can easily handle cases with multiple endogenous variables in our framework. While the Hahn-Hausman test involves the inverse of the estimate from the reverse regression it appears difficult to interpret the test when the regression parameter is zero. A zero parameter value should then not be a problem because the test is essentially an overidentifying restrictions test. Moreover, as the Sargan test is a special case of the J-test by Hansen (1982) , it would be possible to extend our new test to a more general setup, such as moment condition-based nonlinear models, whereas the idea of using reverse regression in Hahn and Hausman (2002) appears to be limited to linear regression models and thus difficult to generalize further.
Several studies are closely related to the current discussion. For example, Kunitomo, Morimune and Tsukuda (1983) derive higher-order asymptotic approximations of the distribution of the overidentifying restrictions test but assume the number of instruments is fixed. Work by Andrews and Stock (2007) and Newey and Windmeijer (2009) also consider testing problems with many weak instruments. However, the number of instruments is restricted to grow much slower than the sample size. Independently of our work, Anatolyev and Gospodinov (2009) also consider the specification testing problem under many instrument asymptotics. They propose an alternative way to compute the critical values of the test so that the test has the correct size, even when the number of instruments is proportional to the sample size. While their work is closely related to the current analysis, our paper has a different scope and provides some novel results. In particular, we derive the equivalence (up to a sign) between the modified Sargan test and the Hahn-Hausman test; we obtain the local power of the overidentifying restriction test under many instrument asymptotics; and unlike Anatolyev and Gospodinov (2009) , we consider the case where the fourth moment of the error term affects the asymptotic result.
The remainder of the paper is organized as follows. Section 2 describes the basic framework.
Section 3 proposes new specification tests based on the Sargan test under many instrument asymptotics. Section 4 establishes the equivalence between our new test and the Hahn and Hausman (2002) test up to a sign. Some Monte Carlo simulation results are presented in Section 5. Section 6 concludes the paper with several important remarks. All of the mathematical proofs are provided in the Appendix.
Model
We consider a linear instrumental variables regression model given by
for i = 1, 2, · · · , n, where y i is the scalar outcome variable and X i is the r × 1 vector of regressors that is possibly correlated with an unobserved error u i . We assume a K × 1 vector of instruments, Z i , which we treat as deterministic, where r ≤ K < n. The results hold when Z i is random, provided that all of the assumptions given below are stated conditional on Z = (Z 1 , · · · , Z n ) . We also let P = Z (Z Z) −1 Z . Throughout the paper, we consider the asymptotic sequence under which both the sample size, n, and the number of instruments, K, tend to infinity with satisfying
for some 0 ≤ α < 1. However, the number of endogenous regressors, r, is fixed and does not depend on n nor K. Note that we let K → ∞ as n → ∞ while we assume K to be smaller than n (i.e., α < 1). However, we exclude the fixed K case; α = 0 when K diverges at the slower rate than the rate of n. We further assume that
where Π is the K × r matrix of nuisance parameters whose value may depend on n as well as K.
For the independently and identically distributed vector of unobservables ε i = (u i , V i ) , we define:
conformably as (u i , V i ) , where σ V u = 0 in general so that X i is correlated with u i through the correlation between u i and V i . We make the following assumptions.
with mean zero and positive definite variance matrix Σ given in (4); the fourth moment of ε i exists. 
Assumption 1 is similar to that imposed in van Hasselt (2009, Assumptions 1, 3 and 4) . This assumption also implies the conditions for the central limit theorem of the quadratic forms in Kelejian and Prucha (2001) . 1 This assumption guarantees that the modified Sargan test statistic in the next section has a well-defined asymptotic distribution under many instrument asymptotics.
We note that the normality of the unobservables is not assumed here but we implicitly assume homoskedasticity. Given Z i is nonrandom, the null hypothesis of instrument validity (i.e., H 0 : 
Specification Tests with Many Instruments
Letβ 2sls be the two-stage least squares (2SLS) estimator given bŷ
where X = (X 1 , · · · , X n ) and y = (y 1 , · · · , y n ) . The Sargan test statistic (Sargan, 1958;  or the J test statistic, Hansen, 1982) is defined as
whereû = y − Xβ 2sls andσ 2 u =û û/n. It is well known that under the null hypothesis H 0 : E(u i Z i ) = 0, standard asymptotic theory (i.e., when K is fixed) gives
Conventional (first-order) asymptotics, however, may not provide an accurate approximation of the finite sample distribution of S n (β 2sls ), particularly when the number of instruments is large. In this 1 Instead of condition (vi), we can assume a weaker condition, sup n≥1 sup 1≤j≤n
which is implied by the conditions (i) and (vi), where κij = 1 if i = j and 0 otherwise. Note that this condition corresponds to Assumption 2 in Kelejian and Prucha (2001) . To use the result by Kelejian and Prucha (2001, Theorem 1) , however, we need a slightly stronger moment condition for ui: sup n≥1 sup 1≤i≤n E|ui| 4+η < ∞ for some η > 0.
section, we instead consider higher-order approximation based on the many instrument asymptotics, which should provide more accurate finite sample results (e.g., Bekker, 1994) . In particular, we develop specification tests similar to the Sargan test that are suitable under n, K → ∞. Asû = (I − X(X P X) −1 X P )u, where u = (u 1 , . . . , u n ) and I is the n-dimensional identity matrix, we can show that
as n, K → ∞ under Assumption 1. Note that the probability limit (7) is simply zero when α = 0.
This is also the case of the standard asymptotics with n → ∞ but when K is fixed. The probability limit (7) can be consistently estimated bŷ
is the bias-corrected 2SLS estimator (e.g., Nagar, 1959; Donald and Newey, 2001; Hahn and Hausman, 2002) . Using similar techniques as Bekker (1994) , Kelejian and Prucha (2001) , Hahn and Hausman (2002) and van Hasselt (2009), we can derive that
under Assumption 1, where
We note that in our setting the fourth moment of u i possibly affects the asymptotic distribution (9); this is excluded from the analysis in Anatolyev and Gospodinov (2009) . From (9), the t-test statistic is given by
.
If we further assume that u i is normally distributed and thus E(u 4 i ) = 3σ 4 u , then the asymptotic variance w can be simply estimated bỹ
All technical details are in the Appendix. We note that T n,1 in (11) 
as n, K → ∞ (see the proof of Lemma 1 in the Appendix for the details), which implies that (y − Xβ b2sls ) (P − α n I)(y − Xβ b2sls )/n =û Pû/n −B from the definition ofB. Therefore, similarly as (9), we can show that
as n, K → ∞, based on which we obtain the t-test statistic as
The following lemma states that the test statistics, T n,1 and T n,2 , are in fact numerically equivalent. 
whose asymptotic normality is obtained similarly. 
as n, K → ∞, whereŵ l is defined as (12) with replacingβ b2sls byβ liml .
Note that the asymptotic variance ofβ liml generally differs from that ofβ b2sls under the secondorder asymptotics (e.g., van Hasselt, 2009). However, this difference does not affect the asymptotic variance of the properly standardized quadratic form in the fitted residuals. Therefore, we can use the same formula (12) forŵ l when constructing the specification test T n,3 .
We finally discuss the power properties of the test by considering the following data generating process:
where γ is a K × 1 parameter vector and γ = 0 corresponds to the null hypothesis
We let ξ be a K × 1 vector, which does not depend on the sample size n, and consider the following Pitman-type local alternative:
We further assume the following conditions.
Assumption 3.
As n, K → ∞, both ξ Z Zξ/n and ξ Z X/n converge in probability; and
Note that Assumption 3 is satisfied when Z i ξ, X i and u i have finite fourth-order moments.
Theorem 2. Suppose that Assumptions 1, 2 and 3 are satisfied. Then, under the local alternative
Theorem 2 shows that the modified Sargan test consistently detects the same set of alternatives the standard Sargan test detects. The modified Sargan test has a nontrivial power against local alternatives that contract to the null at the rate of α 1/4 n n −1/4 . Note that this rate corresponds to n −1/2 when K is fixed. When K is proportional to the sample size (i.e., α n converges to a nonzero constant), the rate is n −1/4 . This result illustrates the difficulty of detecting a violation of the orthogonality condition in the presence of many instruments.
When C = 0, the test cannot detect this type of local alternative (16). A leading example of such alternatives is the case of γ = Π when the dimension of X is one. This inconsistency of overidentifying restrictions tests is also observed when K is fixed, as discussed in Newey (1985) .
Thus, the test cannot detect local alternatives with C = 0, regardless of whether K is fixed or increases with n.
Comparison with the Hahn-Hausman Test
In this section, we show that the modified Sargan test statistics, T n,1 and T n,2 , are numerically equivalent to the test statistics suggested by Hahn and Hausman (2002) up to a sign. Here, we consider the case where the dimension of X i is one and the error term u i is normally distributed. In the Appendix B, we show that even when there are two endogenous variables, the equivalence result (up to a sign) remains to hold. We, in fact, expect that the equivalence result holds in general, irrespective of the number of endogenous regressors and of the error distribution. Note that Hahn and Hausman (2002) do not discuss cases where there are more than three endogenous regressors.
The Hahn-Hausman test is based on the difference between the instrumental variables estimator of β and the inverse of the estimator that uses the same set of instruments, but where the roles of the dependent variable and the regressor are reversed. The basic idea is that the 2SLS estimator of X on y (i.e., the reverse regression) using Z as instruments is asymptotically equivalent to 1/β 2sls when the standard first-order asymptotics (with K fixed) is adequate. However, when the conventional asymptotics do not provide a good approximation (e.g., K → ∞), these estimators converge to two different limits.
To avoid the problem of the bias in the difference, we consider the bias-corrected 2SLS estimator of β in (8). We define the difference as
Given (y − Xβ b2sls ) (P − α n I)X = 0 by construction, however, the difference (17) can be rewritten as
Note that (y − Xβ b2sls ) P (y − Xβ b2sls ) is a quadratic form of the sample covariance between the regression residual and the instruments upon which Sargan's overidentifying restrictions test (5) is based. As shown in the previous section, we can see that α n (y − Xβ b2sls ) (y − Xβ b2sls ) in the numerator of (18) is the term that demeans (or corrects the bias of) the Sargan statistic when K is proportional to n. This basic result shows that both the Hahn-Hausman test and the Sargan test are indeed based on the asymptotic behavior of the same quantity.
More precisely, the Hahn-Hausman test statistic based on the bias-corrected 2SLS estimator is defined as 4
under normality, where the term in the square root is the standard error of the difference. In comparison, the modified Sargan test T n,2 in (15) withw in (13), which reflects the many instrument asymptotics, is given by
where S n (β b2sls ) = {(y − Xβ b2sls ) P (y − Xβ b2sls )}/{(y − Xβ b2sls ) (y − Xβ b2sls )/n} is the standard Sargan statistic based on the bias-corrected 2SLS estimator. The following theorem shows that the m 2 test of Hahn and Hausman (2002) is equivalent to the test based on T n,2 in (20) up to a sign.
gives the sign of its argument.
This result shows that the test of Hahn and Hausman (2002) can be regarded as a modification of Sargan's overidentifying restrictions test reflecting many instrument asymptotics (up to the scalar multiplication of sgn [−X (P − α n I)y]). Though omitted in this paper, the equivalence result could be also derived without the normality assumption if we useŵ in (12) and the variance expression in Theorem 4-4 of Hahn and Hausman (2002) .
4 In addition to m2, Hahn and Hausman (2002) also discuss a different statistic m1 based on the 2SLS estimator.
Theorem 4-3 of Hahn and Hausman (2002) shows that, however, m1 and m2 are asymptotically equivalent. Therefore, in this discussion we focus our attention on m2.
Several interesting implications are in order from Theorem 3. Hahn and Hausman (2002) document good finite sample properties of their tests as compared to the Sargan test. Theorem 3
shows that, however, this good performance comes from the many instrument asymptotics providing better (finite sample) approximation, not that the test statistics are fundamentally different from the standard overidentifying restrictions tests, including Sargan's. Another implication is that the possibility of the coefficient being zero in the reverse regression is no longer a problem when using the Hahn-Hausman test once we reformulate it as the modified Sargan test. For example, in Theorem 4-2 in Hahn and Hausman (2002) , the coefficient β appears in the denominator of the asymptotic variance and it will make the test difficult to interpret when the coefficient is indeed zero though the test statistic itself is well-defined. Moreover, because of the equivalence, the results obtained in the previous section apply to the Hahn-Hausman test. In particular, the power properties of the Hahn-Hausman test (Theorem 2) are new to the literature.
It is important to note that the Hahn-Hausman test m 2 is two-sided because we do not know, a priori, whether a violation of the null hypothesis implies a large negative value of the test statistics or a large positive value of it. On the other hand, the modified Sargan test T n,2 is one-sided. Therefore, we can achieve a higher power by using the new test statistic T n,2 and making the test one-sided because we know that a violation of the null implies a large positive value of the test statistic T n,2 .
For example, the Hahn-Hausman test rejects the null hypothesis at the 5% level when |m 2 | > 1.96.
From Theorem 3, however, it is equivalent to |T n,2 | > 1.96 since |sgn[−X (P − α n I)y]| = 1 unless
Note that the probability of X (P − α n I)y = 0 is typically zero (even when β = 0 and n, K are large) because X (P − α n I)y is random. 5 One the other hand, the modified Sargan test rejects the null hypothesis at the 5% level when T n,2 > 1.68 since it is one-sided test.
This difference makes the power properties of these tests different.
Monte Carlo Simulations
In this section, we employ Monte Carlo experiment results to consider the size and power performance of the modified Sargan test proposed in this paper. We note that the simulation results reported in Hahn and Hausman (2002) are also useful for this purpose because of the equivalence result in Theorem 3. In addition to the findings of Hahn and Hausman (2002) , however, we examine 5 When β = 0, it is easy to see that X (P − αnI)y/n →p −ασV u, which is normally assumed not zero, and The design of the experiment is similar to that considered by Hahn and Hausman (2002) . The data generating process is given by
. . , n, where X i ∈ R and Z i ∈ R K . We let β = 0 since the new test statistic is exactly invariant to the value of β; we define the parameters Π and γ later. 6 We consider two different distributions of the instruments and the error term:
where ρ is the parameter representing the degree of endogeneity;
, where η i is a K × 1 vector of independent t-distributed random variables with 5 degrees of freedom and
where ζ i is distributed as a t-distribution with 5 degrees of freedom.
Note that [D-I] is the same specification as Hahn and Hausman (2002) ; in [D-II] , the error distribution is symmetric but has heavy tails. We also note that the variances of an element of Z i , u i and V i are 1 for both cases. We consider n = 250, 1000 for the sample size, K = 5, 10, 30 for the number of instruments, and ρ = 0, 0.5, 0.9 for the degree of endogeneity, R 2 f = 0.01, 0.2 for the theoretical R 2 of the first-stage regression. 7 R 2 f = 0.01 reflects relatively weak instruments whereas R 2 f = 0.2 reflects 
. Note that the lognormal error distribution is skewed and has heavy tails. However, the simulation result in this case still remains almost the same as the other designs.
relatively strong instruments. There are two specifications of the coefficients γ = (γ 1 , · · · , γ K ) and
where c(K) is chosen so that R 2 f = Π Π/(Π Π + 1) becomes the assigned value. γ = 0 implies that the instruments are exogenous, which is the null hypothesis of the overidentifying restriction tests.
In Model M 1 , we let
This specification corresponds to an alternative hypothesis because the first instrument is not valid.
We compare the following eight tests: "Sargan" (Sargan test based onβ 2sls ); "SB" (Sargan test based onβ b2sls ); "SL" (Sargan test based onβ liml ); "HH" (the Hahn-Hausman test); "MSn" (the modified Sargan test based onβ b2sls assuming normality, which is equivalent up to a sign to the Hahn-Hausman test); "MSnL" (the modified Sargan test based onβ liml assuming normality); "MSnn" (the modified Sargan test based onβ b2sls without assuming normality, which is equivalent up to a sign to the nonnormal version of the Hahn-Hausman test); and "MSnnL" (the modified Sargan test based onβ liml without assuming normality). We note that the difference between HH and MSn is that HH is a two-sided test while MSn is one-sided. The nominal size of the tests is 5%. For Model M 0 , we obtain results similar to those in Hahn and Hausman (2002) . The results show that the size of Sargan can be heavily distorted. The size distortion is particularly severe when R 2 f is small, ρ is large and/or K is large. Although SB performs better than Sargan in terms of size, the size of SB also deviates from the nominal size when R 2 f = 0.01 and ρ = 0.9. HH tends to be conservative, but can exhibit size distortion when ρ = 0.9. The magnitude of the size distortion of those tests is larger than that observed in Hahn and Hausman (2002) when ρ = 0.9 but smaller when ρ = 0, 0.5. This may be due to the fact that Hahn and Hausman (2002) and MSnnL are similar to each other, even under the nonnormal designs. They do not exhibit size distortion, instead they tend to be conservative.
Next, we consider the size-adjusted powers of the tests in Model M 1 . When R 2 f = 0.2 and K = 5, 10, all of the tests have similar power. The power of HH is worse than those of other tests when R 2 f = 0.02, n = 1000 and K = 30 while other tests are equally powerful. This result is due to the fact that HH is two-sided while other tests are one-sided. The power properties of those one-sided tests are different between the tests using the bias-corrected 2SLS (SB, MSn, MSnn) and the LIML estimator (SL, MSnL, MSnnL) when R 2 f = 0.01, however. We note that SB and MSn must have similar size-adjusted powers because MSn is obtained by a linear transformation of SB. The same comment applies to the relationship between SL and MSnL. On the other hand, it is notable that the powers of MSn and MSnn are similar (and so are the powers of MSnL and MSnnL), even under the nonnormal designs. We note that the power of Sargan is higher than the other tests. SB, MSn and MSnn are more powerful than SL, MSnL and MSnnL. Lastly, we observe that the powers of the tests decrease as K increases. This finding is consistent with the theoretical result in Section 3.
We may summarize the lessons from the Monte Carlo simulations in the following way. The standard Sargan test should be used with caution because it may suffer from a severe size distortion particularly when the number of instruments is moderately large comparing with the sample size.
It is then advisable to use a test based on a bias-corrected estimator or a modified Sargan test via many instrument asymptotics. Moreover, it is better to make the test one-sided to improve the power. Tests based on the LIML estimator may be conservative. Thus, it is safe to use LIML-based tests because we can avoid the size distortion. However, these tests may have relatively weak power. Correcting the test statistics for possible nonnormality may then not be that crucial.
Discussion
This paper develops a new specification test for instrumental variables regression. To this end, we examine the asymptotic distribution of the Sargan test statistic when the number of instruments increases with the sample size and modify it such that it asymptotically follows a standard normal distribution under the null hypothesis of correct specification.
We also show that the new test statistic is numerically equivalent to the test statistic developed by Hahn and Hausman (2002) Hansen (1982) , we could consider extensions to more general nonlinear moment restriction models and develop a modified J-test in the presence of many moment conditions, whereas it is difficult to extend the use of reverse regression equations to such general cases. We note that Newey and Windmeijer (2009, Theorem 5) provide an asymptotic result for the J-test under many weak moments asymptotics though they restrict the number of instruments to grow much slower than the sample size in order to achieve a standard chi-square asymptotic distribution.
It is also interesting to consider the properties of the Sargan test under alternative asymptotic sequences. For instance, Hausman, Stock and Yogo (2005) examine the performance of the HahnHausman test in the presence of weak instruments. They find that the Hahn-Hausman test does not have a strong power in detecting the presence of weak or irrelevant instruments. This result also applies to our test because of the equivalence result. On the other hand, this finding is natural from our point of view: the Hahn-Hausman test statistic is numerically equivalent (up to a sign) to the overidentifying restrictions test statistic as the latter does not examine the strength of the instruments. Note that as we assume the concentration parameter grows at the same rate as the sample size (Assumption 1(iv)), the set of instruments in our case is stronger than what the many weak instrument asymptotics literature normally assumes (e.g., Chao and Swanson, 2005; Han and Phillips, 2006; Andrews and Stock, 2007; Hansen, Hausman and Newey, 2008; Newey and Windmeijer, 2009) .
A Appendix: Mathematical Proofs

A.1 Proof of Lemma 1
Given the denominators of T n,1 and T n,2 are the same, it is sufficient to show that d 1 = d 2 to derive the equivalence between T n,1 and T n,2 . We note that (y − Xβ b2sls ) (P − α n I)(y − Xβ b2sls )
where the last equality follows because (y − Xβ 2sls ) P X = 0. Given
we have
It thus follows that
A.2 Proofs of Theorem 1 and Corollary 1
We first present two technical lemmas used to show the theorem.
Lemma A.2. Under Assumption 1, as n, K → ∞ we have
It is important to note that u (P −αnI)u needs to be normalized by √ nαn not by √ n. By doing so, the asymptotic distribution does not degenerate, even when α = 0. This is because the asymptotic variance of
4 u¯a nd it is zero when α = 0. In general, the rate of convergence of u (P − αnI)u/n is n if K is fixed; √ n if K → ∞ but K/n → α > 0 using the CLT for quadratic forms (e.g., Kelejian and Prucha, 2001) ; somewhere between n and √ n if K → ∞ but K/n → 0. Normalizing with √ nαn reflects this irregular rate of convergence. Actually, if we exclude the case of α = 0, then we simply derive the asymptotic distribution of u (P − αnI)u/ √ n. However, even in this situation, the test statistics developed in this paper do not change. This is because the modification is simply moving the αn (or α) term between the numerator and the denominator. Therefore, it would also not affect the equivalence result in Section 4. However, this degenerating asymptotic variance problem does not take place for (A.2). 
Proof of Lemma
so the third and the fourth conditions in Assumption 1(c) are satisfied with τ C = 0 and τ C 2 = 1−α. The fifth condition in Assumption 1(c) is also satisfied because 
Proof of Lemma A. 3 We only need to show
given under Assumption 1, β −β b2sls → p 0 as n, K → ∞ by Theorem 3 of van Hasselt (2009) and it can be easily verified that X X/n = O p (1), X u/n = O p (1) and u u/n → p σ 2 u . Second, for the estimation of the fourth moment of u i , we similarly have
from Assumptions 1 and 2. The last equality follows because
by the existence of the eighth-order moment of X i (Assumption 2) and β −β b2sls → p 0, where · is the Euclidean norm. A similar argument can show that
Proof of Theorem 1 As T n,1 = T n,2 from Lemma 1, we consider T n,2 here. We observe that
Proof of Corollary 1
The result for T n,2 is straightforward from the equivalence result in Lemma 1. For T n,3 , we first see 
as n, K → ∞. Noting thatβ liml − β → p 0, the essentially same argument as the proof of Lemma A.3 shows thatŵ l → p w and thus
A.3 Proof of Theorem 2
We observe that, for y = Xβ + Zγ + u in this case,
from Lemma A.2 and Assumption 3. Thus,β b2sls is consistent, even under the local alternative. This observation and the fact that we consider the local alternative, indicate that (y − Xβ b2sls ) (y − Xβ b2sls )/n → p σ 2 u and
, which also yieldsŵ → p w as n, K → ∞. Next, we investigate the property of the numerator of the test statistic. Given
where the last equality is because (P − α n I)Z = (1 − α n )Z. By Assumption 3 and using the local alternative γ = (α n /n) 1/4 ξ, we have
In addition, Lemma A.2 shows that 1
Therefore, we haved
from Lemma A.2, where,
A.4 Proof of Theorem 3
It is straightforward from (19) and (20) because (18) implies
B Appendix: Equivalence Result with Two Endogenous Regressors
This appendix shows the equivalence between our modified Sargan test and the Hahn-Hausman test under normality when there are two endogenous variables. We consider the Hahn-Hausman test statistic in equation (5.5) of Hahn and Hausman (2002) . Let X = (x 1 , x 2 ), where x 1 and x 2 are n × 1 vectors of endogenous regressors. Letβ 1 andβ 2 be the bias-corrected 2SLS estimators of the coefficient on x 1 and x 2 , respectively. It appears that
We also consider the reverse regression of x 1 on y and x 2 using the same instruments Z. Letδ 1 and δ 2 be the bias-corrected 2SLS estimators of the coefficient on y and x 2 , respectively. We can seê
The Hahn-Hausman test statistic for the two endogenous variables case is given by 10
We now show that the test statistic (A.6) is numerically equivalent to T n,2 up to a sign. First, (A.4) and (A.5) implŷ
by the definition of the estimatorsβ 1 andβ 2 . Therefore, the numerator of the ratio (A.7) becomes
where the last equality follows from the fact that (y − x 1β1 − x 2β2 ) (P − α n I)x 1 = 0 and (y − x 1β1 − x 2β2 ) (P − α n I)x 2 = 0. To sum up, the difference between the two estimators can be written aŝ
It follows that √ nw
where
Thus, we have established that the Hahn-Hausman test statistic is numerically equivalent to the modified Sargan test up to sign, even when there are two endogenous variables.
Note that if we letx 1 = (P − α n I)x 1 andx 2 = (P − α n I)x 2 , which are the predicted x 1 and x 2 from the first-stage regression (with some modification to correct the bias), τ 1 reflects nothing but the sample covariance betweenx 1 and y afterx 2 is projected out:
2 }y. In comparison, τ 1 is simplyx 1 y when there is only one endogenous regressor x 1 in Theorem 3. Therefore, even when there are more than three endogenous regressors (provided that the number of endogenous regressors is small and finite compared to the number of instruments), we can expect that the Hahn-Hausman test would be numerically equivalent to the modified Sargan test up to a sign, where the sign depends on the negative of the marginal sample covariance between the predicted endogenous regressor, which is used for the reverse regression, and the dependent variable. 
