The behaviour of mammalian cells within three-dimensional structures is an area of intense biological research and underpins the efforts of tissue engineers to regenerate human tissues for clinical applications. In the particular case of hepatocytes (liver cells), the formation of spheroidal multicellular aggregates has been shown to improve cell viability and functionality compared to traditional monolayer culture techniques.
Introduction
The liver is the largest, most metabolically complex organ in humans, weighing approximately 1.5 kg, and performing an estimated 500 different functions. Diseases of the liver, including hepatitis and cirrhosis, caused about 46,000 deaths in the USA in 1998 (Centers for Disease Control and Prevention, 2003) , and at present there are few successful treatments for such conditions apart from organ transplant. Whilst waiting lists for transplants continue to lengthen, the level of organ donation has remained static (OPTN, 2003; NHS, 2001) , so interest is now turning to the development of liver support devices. Passive systems to remove blood toxins accumulated during liver failure (e.g. haemodialysis, haemofiltration and plasma exchange) have shown disappointing results in terms of patient survival, and so attention has focused on cell-based liver support devices (Jauregui, 2000) .
The engineering of liver tissue for such devices, for drug testing and, potentially, for transplantation, has stimulated new interest in understanding the interactions between the cell populations in the liver, various growth factors and the extracellular matrix (ECM).
In vivo, under normal physiological conditions, around 80% of liver tissue is composed of hepatocytes (Mitaka, 1998) . These epithelial cells perform most of the liver's important functions (Selden et al., 1999) , and hence have received the greatest attention from tissue engineers. Hepatocytes cultured in vitro often form a monolayer, have a tendency to dedifferentiate (lose their ability to function normally) within hours, and die after a few days (Riccalton-Banks et al., 2003; Bhandari et al., 1997) . Techniques that have been developed to overcome this problem include co-culture with other cell types (such as stellate cells, also found in the liver), culture on polymer scaffolds and the use of growth factors and cytokines (Bhandari et al., 1997) . Some of these techniques result in the hepatocytes forming multicellular spheroids. The structure of the spheroids appears to mimic, in some respects, that of liver tissue in vivo -for example, channels resembling bile canaliculi are seen (Abu-Absi et al., 2002) . Spheroid culture also results in prolonged expression of liverspecific functions (commonly measured by albumin production (Riccalton-Banks, 2002)) and hepatocyte viability (Richert et al., 2002) .
A common procedure for culturing hepatocytes as spheroids involves seeding the freshly isolated cells in culture wells coated with ECM and bathed in a culture medium, which supplies them with nutrients. On suitable substrates, the cells aggregate over a period of approximately one day (Riccalton-Banks, 2002) (Glicklis et al. (2000) also report clustering 
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over a similar timescale for hepatocytes seeded in alginate scaffolds). These aggregates then detach themselves from the surface of the ECM and reorganise to form multicellular spheroids, the diameter of which is around 100-150 µm (Thomas et al., 2005) , as we can see from Fig. 1 (compared to a representative cell diameter of 10-30 µm (Higuchi and Tsukamoto, 2004; Glicklis et al., 2000) ). The migration of hepatocytes during the early stages of aggregation is described in detail in Powers and Griffith-Cima (1996) . They found that only around 6 % of observed cells exhibited 'classical single-cell locomotion', defined as occurring when a cell translates one body length, without contacting another cell. More frequently, direct cell-cell contact caused by membrane extension facilitated the formation of aggregates. Translation of groups of cells was not quantified in their study, although the authors state that many of the cells translated more than one body length following cell-cell contact.
Hepatocytes are anchorage-dependent cells (Bhandari et al., 1997; Selden et al., 1999) , and their interactions with the ECM are believed to be of great importance, both in vivo (Bedossa and Paradis, 2003) and in vitro. Significantly, experiments have shown that the material properties of the ECM affects the morphology of the cells, the likelihood of aggregation, and the ability of the cells to sustain liver specific functions (Moghe et al., 1996; Powers et al., 1997) . Tissue engineers employ a wide variety of ECM types; often these are artificial substrates such as tissue culture plastic or polylactic acid; however, unlike the ECM in vivo, such substrates lack specific recognition groups for cells. Matrix proteins such as fibronectin can be employed to modify such surfaces, and provide a more favourable environment for attachment (see Whitaker (2003, Ch. 5) ). Another approach is to culture the cells on natural ECM components, such as Matrigel or in a collagen sandwich (Richert et al., 2002) . In addition to cell-ECM interactions, cell-cell contacts appear to play a significant role, and studies have shown that spheroid formation is inhibited if the initial cell plating density is too high or too low (Peshwa et al., 1996 (Peshwa et al., , 1994 . Cellcell interactions are also important in maintaining the viability and functionality of the hepatocytes (Moghe et al., 1997) .
Previous modelling work on this problem appears limited. Glicklis et al. (2004) assumed the diameter of individual liver cell spheroids undergoes logistic growth, and determined the values of the relevant parameters by fitting to experimental data. They then used this solution to determine the rate of albumin production. By contrast, cell aggregation in the slime mould Dictyostelium discoideum has been extensively studied by theoreticians. In this organism, when nutrients are scarce, aggregation is stimulated by gradients of a cell-derived chemical (cAMP) (Vasiev and Weijer, 2003) . This phenomenon provided the motivation for the development of the best known model for chemotactic cell movement, due to Segel (1970, 1971) . Although chemotaxis is also a potential mechanism for hepatocyte aggregation (see §6), for simplicity we do not explicitly consider chemical signals in this paper. Instead, we base our approach on the ideas of Murray and co-workers (Murray, 1993) , who developed continuum models which include the effects of cell interactions with the ECM. They propose a general equation for the evolution of the cell density, in which cell movement involves a combination of random motion, chemotaxis and advection with the ECM. The principles of mass and momentum balance are used to derive equations for the density and deformations of the ECM. Models of this type offer enormous scope for generating many different types of spatial patterns, and have been studied in connection with a wide variety of systems, including limb-bud formation, wound healing and cancer. An alternative approach that has been used to describe the formation of vascular networks in vitro, involves coupling a mass conservation equation for the cell density to a Burgers-type equation for the cell velocity (Kowalczyk et al. (2004) and references therein), rather than simply prescribing the cell flux as a function of cell density and ECM displacement as in Murray (1993) . The velocity equation also contains a Keller-Segel type term describing chemotaxis, which is in turned coupled to a reaction diffusion equation for the chemoattractant in the conventional way.
As the review above suggests, there is increasing interest in developing mathematical models which describe interactions between cells and other constituents of their environment, such as extracellular fluid (Breward et al., 2002) , ECM (Jackson and Byrne, 2002; Lemon et al., 2006) and other cell populations e.g. macrophages . Multiphase models, in which the different components are treated as distinct phases, represent a natural framework within which to study such systems. The principles of mass and momentum conservation are applied to each phase, and the physical properties of the different phases, and the interaction forces between them, specified by constitutive relations. We use this approach here to study the early stages of liver cell spheroid formation.
The paper is organised as follows: in §2, we derive the governing equations and show how they may be reduced to a system of four coupled PDEs; in §3 we apply linear stability analysis to the model, to determine the parameter regimes in which we can expect to observe aggregation, whilst in §4, we consider behaviour for long times. This is followed in §5 by numerical simulations of the governing equations. (A weakly nonlinear analysis of a modified version of the model is presented in Appendix A.) The paper concludes with a discussion in §6, summarising our main results, and suggesting possible directions for future work.
Model formulation
We consider an in vitro population of cells (hepatocytes) bathed in culture medium, which we treat as a two-phase mixture. The cells adhere to a deformable layer of ECM which occupies the base of the culture well (see Fig. 2 ). For simplicity, a one-dimensional slab geometry is adopted, we neglect the effects of chemotaxis and assume that the cells are nutrient-rich. The model is then developed, in §2.1, as a series of mass and momentum balances for the cells, culture medium and ECM. We close the model in §2.2 by introducing appropriate constitutive laws for the mechanical properties of each of the three species.
Finally interaction forces and suitable boundary and initial conditions are specified in §2.3. 
Governing equations
We assume the culture well occupies the region −L ≤ x ≤ L. We denote the local volume fractions of the cells and culture medium by n(x, t) and w(x, t) and their horizontal velocities by v n (x, t) and v w (x, t). The ECM density and displacement are denoted by ρ(x, t) and s(x, t) respectively. For simplicity, we consider only small ECM displacements, so that linear theory is valid, and the ECM velocity is given by ∂s/∂t.
In the cell and culture medium mixture we assume there are no voids, so n + w = 1.
(1)
As cells consist predominantly of water, we assume that cells and culture medium have an equal, constant density (≡ 1, without loss of generality) and exclude this factor from the relevant mass balance equations. Data on the rates of proliferation and death of hepatocytes in culture are limited. Enat et al. (1984) report that the ratio of the number of cells on day 7 of culture compared to that on day 1 is 1.0-2.9 (depending on the type of ECM and culture medium used), whilst Thomas et al. (2006) found around 10 % of cells died between 24 and 48 hours in culture. Since the timescale of interest for aggregation is around 1 day, this suggests that cell proliferation is not the main cause of cluster formation.
For simplicity, we thus neglect hepatocyte proliferation and death, and likewise production and degradation of ECM, and hence obtain the following mass conservation equations for n, w and ρ: ∂n ∂t
We denote by σ n , σ w and σ ρ the Cauchy stresses in the cells, culture medium and ECM. Neglecting inertial effects, the momentum balance in each phase is given by:
where F n , F w and F ρ represent the net sources of momentum in each phase, the precise forms of which are discussed in §2.2.
Constitutive relations
We model the culture medium as an inviscid fluid for which
where p is the fluid pressure.
We model the cells as an incompressible viscous fluid, with constant viscosity µ n . The viscous effects are intended to capture the tendency of cells to align and match their velocities with the local average cell velocity (Babak et al., 2004) . In the context of liver cell aggregation, the viscous term represents migration of hepatocytes as coupled pairs or groups (Powers and Griffith-Cima, 1996) . Obviously, cells differ from viscous fluids in that they are able to generate forces in response to cues from their environment, such as variations in the local cell density. We assume these forces manifest themselves in the cellular phase as an additional pressure term, Σ n Thus, following Breward et al. (2002) , we write
where
In the above, the tension constant, Γ 1 , describes the cells' affinity for the close-packing volume fraction n * ∈ (0, 1). We note from equation (3a) that it is in fact nΣ n that is key for cell movement. This function has a single turning point at n = n c = n * /(2 − n * ).
For n < n c the effect is for cells to move up gradients of n (i.e. cell-cell interactions are attractive), and conversely for n > n c . A graph of nΣ n (n) is presented in Fig. 3 . We model the ECM as an isotropic, viscoelastic material, over which the cells move (see Fig. 2 ). In general, mechanochemical models are sensitive to the particular constitutive laws adopted (Byrne and Chaplain, 1996) . However, in the absence of appropriate experimental data, we use the Voigt model of viscoelasticity (see e.g. Gracheva and Othmer, 2004) to describe the mechanical properties of the ECM. This model exhibits viscous behaviour over short timescales, and elastic behaviour at long times. The stress and displacement in the ECM are related as follows:
where µ E and E ′ are the viscous and elastic constants for the material. (In fact, µ E is the sum of the bulk and shear viscosities of the material, and E ′ is related to the Young's modulus E and Poisson ratio ν by (Murray, 1993) .)
Turning to the momentum source terms, F n , F w and F ρ , we assume that the culture medium and ECM exert drag forces on the cells (and vice versa), but neglect any drag between the ECM and the culture medium. Our choice of cell-ECM interaction term thus differs from that of Murray (1993) , where a 'tethering' force proportional to the ECM displacement, s, is used. We denote by k nw and k nρ the cell-culture medium and cell-ECM drag coefficients and, following Breward et al. (2002) , we fix k nw = k 1 nw and k nρ = k 2 nρ for non-negative constants k 1 and k 2 . Consequently there is no drag if either of the two species concerned is not present.
Combining the above information we write
The last term in equations (8a) and (8b) represents the contribution of interfacial forces, assuming surface tension effects are negligible (see Drew and Segel (1971) ; Drew (1983) for a detailed derivation).
Initial and boundary conditions
The model comprises equations (2)- (3), together with the constitutive relations (4)- (8).
We close the model by specifying appropriate boundary and initial conditions. The initial distribution of cells is given by
Initially the ECM layer is taken to be undeformed and spatially uniform with constant density ρ 0 , so that
We assume that the system is symmetric about x = 0; accordingly, we restrict attention to 0 ≤ x ≤ L and impose
The ECM is taken to be pinned at the edge of the culture well, so the displacement is zero
We also assume there is no flux of cells or water out of the culture well, so
Model simplification
The model developed in § §2.1 − 2.3 can be reduced to coupled PDEs for n, ρ, v n and s.
This allows us to focus on the four physical quantities with which we are most concerned.
Although we eliminate the variables w, v w and p, these quantities may be determined, if required, using expressions derived below.
Adopting the functional forms introduced in §2.2, the momentum balance equations (3) become:
Summing equations (2) leads to the incompressibility relation:
which, following integration and imposition of (11) yields:
(assuming w = 0). We combine equations (1) and (16) to eliminate w and v w in (14b) and deduce that:
Using (17) in equation (14a) gives:
The reduced model comprises equations (2a), (2c), (14c) and (18) for n, ρ, s and v n respectively, together with the initial and boundary conditions specified by equations (9)- (10), (11)-(13).
Parameters
Here we estimate the physical parameters in the model. The associated lengthscales range from the diameter of a cell (∼ 10µm) to that of a liver cell spheroid (λ ∼ 150µm) to that Adhikari (2003) a measurements in (Swabb et al., 1974) relate to hepatoma.
b measurements in (Forgacs et al., 1998) are for spherical aggregates of embryonic chick liver cells Thomas et al., 2005) ). We estimate the packing density to be n * = 0.8 (see Powers et al. (2002) )
The types of ECM used in liver tissue engineering include collagen gels and polylactic acid (PLA); for the former, µ E ∼ 10 5 P a and E ′ ∼ 10 0 − 10 1 P a (Velegol and Lanni, 2001 ), whilst for the latter, µ E ∼ 10 5 − 10 8 P a and E ′ ∼ 10 6 − 10 9 P a (Chen et al., 2003; Gunatillake and Adhikari, 2003; Namy et al., 2004) . We thus consider a range of values for these parameters. The values of the cell viscosity µ n , cell-culture medium drag constant k 1 and the initial ECM density ρ 0 are estimated from similar experiments reported in the literature. The parameter values and supporting references are summarised in Table 1 .
At present, values for the cell-ECM drag constant, k 2 , and the tension constant Γ 1 cannot be determined from the literature and so must be estimated. We assume that the drag force between the cells and ECM is stronger than that between the cells and culture medium and hence take k 2 ρ 0 ≥ k 1 . We estimate the timescale for aggregation in the absence of drag effects to be T * ∼ 2µ n /Γ 1 ), and use this to estimate Γ 1 . Given T * ∼ 10 5 s and using the range for µ n stated in Table 1 , we predict Γ 1 ∼ 10 −1 − 10 1 kg m −1 s −2 .
Dimensionless governing equations
We nondimensionalise as follows
where tildes denote dimensionless quantities. Note that in the above, we have adopted the timescale T * = 2µ n /Γ 1 , which gives a balance between the cell viscosity and cell-generated forces. The dimensionless governing equations are then (dropping tildes for convenience):
where:k
The parametersk 1 andk 2 are the ratios of cell-culture medium and cell-ECM drag to viscous forces;μ is the ratio of the ECM and cell viscosities; and τ is the ratio of the aggregation timescale to the ECM relaxation time, T R = µ E /E ′ (i.e. T R is the time taken for an ECM deformation to decay by a factor e −1 in the absence of external forces).
The initial conditions are now applied over the large domain [0, ǫ −1 ] (given the lengthscales stated in §2.5, ǫ −1 ≈ 50). They give
whilst the boundary conditions for v n and s become
3 Linear stability analysis
Equations (19)- (22), together with their associated boundary conditions (24) have a spatially homogeneous steady state solution for which (n, ρ, v n , s) = (n 0 , 1, 0, 0) with 0 < n 0 < 1 constant. This solution approximates the conditions immediately after the liver cells have been seeded in the culture wells. We examine the linear stability of this steady state to determine parameter ranges in which aggregation may occur. We consider perturbations of the form
where the real part is to be understood, and |n|, |ρ|, |v n | and |ŝ| ≪ 1. Here, q is the wavenumber of a given perturbation and ω = ω(q) is the corresponding growth rate. The no-flux boundary conditions impose the constraint q = mπǫ, where m is an integer.
For a given q, if there exists an ω(q) for which R(ω) > 0 (< 0), then the steady state is linearly unstable (stable) with respect to perturbations of the form (25). We expect aggregation to occur in parameter regimes for which the steady state is linearly unstable.
We substitute (25) into equations (19)- (22), linearise, and obtain the following dispersion relation for ω(q):
and β(n 0 ) = 2n 0 − n * (1 + n 0 ). With the exception of β(n 0 ), all model parameters are positive. Hence, A > 0 and the behaviour of (26) depends, via β(n 0 ), on the signs of B and C. If β(n 0 ) > 0 then B, C > 0 and the system is linearly stable (R(ω(q)) < 0). If β(n 0 ) < 0 then C < 0 and the system is unstable (the roots of (26) are real and of opposite sign).
The above analysis suggests that the stability of the system depends only on the initial cell seeding density, n 0 . In particular, if n 0 > n c = n * /(2 − n * ) then β(n 0 ) > 0, the cell-cell interaction force is repulsive and the spatially uniform steady state is locally stable. If instead n 0 < n c then β(n 0 ) < 0 and the steady state is unstable, the cells moving to achieve their preferred density. We note from equation (26) that ω is bounded (but may be positive) as q → ∞, since the highest power of q is the same in A, B and C. As a result modes with large wavenumber grow at almost equal rates. In order to distinguish between these modes the impact of nonlinear effects must be investigated. We use numerical methods to do this in §5, and illustrate how analytical methods may be used in Appendix A, where we perform a weakly nonlinear analysis of a modified version of the model. First, however, we consider the long-time dynamics.
Long-time behaviour
We consider the long-time behaviour of the model, by adopting the timescale t = δ −1 T (where δ ≪ 1). This has the effect of eliminating the time derivative term in equation
(19) at leading order, and upon integrating and applying the boundary conditions, we find nv n = 0. At leading order equation (22) then becomes:
On integrating and applying the boundary conditions we find s = 0, and thus equation (20) (which is unchanged by the rescaling at leading order) implies ρ is an arbitrary function of x (which will depend on the behaviour at earlier times). Assuming n = 0 (otherwise equation (21) is trivially satisfied), we find at leading order:
We observe that two types of behaviour may satisfy (27). The first possibility is that n = const., but as we have seen from §3, the spatially uniform state is unstable for n < n c , so we would not expect to observe this behaviour if at any time n < n c anywhere in the domain. The second possibility is that n is piecewise constant, taking the values 0 and n * in different regions. This suggests that at long times, we may tend towards a situation in which there are aggregates within which the cells achieve their close-packing density, alternating with regions devoid of cells.
Since the role of cell-ECM adhesion is of particular interest, we also briefly consider the long-time behaviour in the limit of largek 2 , for which cell-ECM drag is strong. Takinĝ k 2 ≫ 1, we introduce the long timescale t =k 2 T and the slow cell velocity scale v n = V /k 2 .
Under these rescalings, equations (19) and (20) are unchanged at leading order, whilst equations (21) and (22) become
Combining equations (28) and (19) gives the following nonlinear diffusion equation for n ∂n ∂T + ∂ ∂x n ∂s ∂t
We note from (28) that V includes a term representing advection of the cells with the ECM as it is deformed. The form of this term is identical to that prescribed by Murray (1993), though we have derived it here from a momentum balance. We also note that equation (30) is ill-posed when n < n c = n * /(2 − n * ); this would suggest the formation of localised regions of high or low cell density (Oliver et al., 2005) . This is indeed what is seen numerically, with the formation of smaller aggregates for largerk 2 (see e.g. Fig. 7 ).
(We remark that, although the above equation is ill-posed, retention of a small viscous term in the full system renders it well-posed.)
The type of solution described in this section, in which the value of n changes abruptly in space, is similar to those involving the formation of shocks described in Byrne and Preziosi (2003) for a two-phase model of tumour growth (in which the cell viscosity is neglected). Whilst the above analysis provides useful qualitative information on the longtime behaviour of our model, it does not tell us the positions at which n 'jumps', and hence the number of aggregates we can expect to observe. This will depend on the initial conditions, and the evolution of the model over O(1) timescales, and must hence be investigated numerically. This is undertaken in the following section.
5 Numerical simulations
Numerical methods
The governing equations (19)- (22) were discretised using second-order accurate finite difference methods, and simulations were performed using MATLAB as follows. Firstly, given the initial conditions for n, ρ and s, we solved the discretised versions of equations (21) and (22) by a simple matrix inversion to obtain v n and ∂s/∂t. These values were then used to update n and ρ at the next timestep, using equations (19) and (20). The latter two equations are solved using a Crank-Nicholson type method (Strikwerda, 1989) (with the relevant velocities evaluated at the current timestep). We found it convenient to include a small stabilising diffusion term in equation (19) (with diffusion coefficient D = 10 −4 ) to reduce the number of points in the spatial discretisation needed to obtain satisfactorily smooth solutions. The solution for s was then updated using the values of ∂s/∂t found in the initial step, using a method which is first-order accurate in time. The updated solutions for n, ρ and s were then used to determine v n and ∂s/∂t at the new timestep, and the process described above was repeated until the desired end time was
reached. The growth rates of the numerical solutions for early times were verified against those predicted by the linear stability analysis. 
Numerical results
Unless otherwise stated, henceforth we fix n * = 0.8 andk 1 =k 2 = τ =μ = 1, which is consistent with the ranges suggested in §2.5. For simplicity, we begin by setting n(x, 0) = 0.5 + 0.01 cos 0.6πx (other initial conditions will be considered later). The corresponding numerical simulations show the formation of aggregates which have sharply defined edges (except for those where the edge of the aggregate coincides with the edge of the domain), and uniform cell density (equal to n * = 0.8) on the interior (Fig. 4) . This agrees with the predictions of the long-time behaviour in §4. Note that in this simulation, the number of aggregates corresponds to the number of peaks in the initial condition.
During the early stages of aggregation, cell movement is slow (in Fig. 5 |v n | < 0.05 for 0 ≤ t ≤ 2 ). Between t = 2 and t = 4, the cell velocity increases considerably and aggregation proceeds relatively quickly (Fig. 5a ). For t ≥ 5, we note that we tend to observe v n = 0 within aggregates (compare Figs. 4 and 5b) ; elsewhere v n = 0, with the few remaining cells moving towards the nearest cluster. As the cells begin to aggregate, the ECM is at first pulled along with them, so that its density is increased within the growing aggregates (Fig. 6a) . At later times, when most of the cells have stopped moving, elastic forces begin to reduce the deformation of the ECM (Fig. 6b) until its density becomes spatially uniform once again.
We now investigate the effect of varying key model parameters on the behaviour of the system. The parameters over which tissue engineers have most control are: the strength of cell-ECM adhesionk 2 , which can be changed, for example, by surface modification of the substrate with various proteins; the physical properties of the ECM, represented byμ and τ ; the degree of drag between the cells and the culture mediumk 1 , which will depend on the viscosity of the culture medium; and the initial cell seeding density, n(x, 0).
Increasing the cell-ECM drag parameterk 2 has two effects on cell aggregation. It increases the number of aggregates formed (with a corresponding reduction in their size) and reduces the cells' speed. Taking the same initial condition as for Fig. 4 , and settinĝ k 2 = 10 (with other parameters unchanged), we see that initially, four aggregates begin to form as before. However, at later times, additional aggregates begin to form in the spaces between the original ones (Fig. 7a) . By t = 20, 7 aggregates have formed (Fig. 7b) . A further increase tok 2 = 30 produces a further increase in the number of aggregates, to 9.
In each case, there is a corresponding reduction in |v n | (results not presented). A similar effect occurs when the cell-culture medium drag parameterk 1 is increased. Settingk 1 = 5 (with other parameter values and initial conditions as for Fig. 4 ) results in the formation of 7 aggregates; whilst fork 1 = 10 this number increases to 9 (results not presented).
Repeated simulations suggest that altering the ECM compliance (by changingμ and τ ) does not affect the qualitative nature of the cells' aggregation (results not presented). We do, however, see predictable changes in the ECM, with density variations almost eliminated for stiff substrates (largeμ, τ ) and increased deformation with increased compliance. The final factor we wish to consider is the effect of the initial cell seeding density, n(x, 0), on the formation of aggregates. We begin by setting the parameter values as for Fig. 4 , and re-running the simulation for the initial condition n(x, 0) = 0.6+0.01 cos 0.6πx.
The result is that the same number of aggregates are formed as before, but the aggregates are larger, as there are more cells in the system (results not shown). If we continue to increase the cell seeding density, so that the initial condition has n(x, 0) > n c = 2/3 (for n * = 0.8), then the cells spread so that n becomes spatially uniform, as predicted by the linear stability analysis in §3. Still using the same parameter values, but with n(x, 0) = 0.3+0.01 cos 0.6πx, we find that seven, rather than four, aggregates form (Fig. 8) .
The additional aggregates (which form between the four peaks of the initial condition) are extremely narrow.
A further question of interest is: how does the initial distribution of the cells affect the final number and size of aggregates? Our previous simulations, using sinusoidal initial conditions, impose a degree of symmetry on the solution which is unrealistic (though using these initial conditions is useful in identifying the effects of changing parameter values). In order to determine if the system dynamics naturally favour the formation of aggregates of a particular size, we considered the effect of using random initial conditions. These were obtained by taking the Fourier transform of a vector of length N , the entries of which were uniformly distributed on the interval [0, 1]. The higher-wavenumber (q > 20) modes were then eliminated, and the inverse transform of the real part of the resulting vector was then normalised to give a perturbation with amplitude 0.01. We then set n(x, 0) = const.+f (x), where f (x) is the perturbation obtained as just described. Taking the parameter values as for Fig. 4 , with the constant part of the initial condition set at 0.5, we performed five simulations for different realisations of the initial conditions. These resulted in the formation of the following numbers of aggregates: 7 (twice), 9 (twice), 11 (once). The average lengths of the aggregates (defined as regions where n > 0.79) were in the range 0.55 to 0.87. These results are broadly similar to those obtained with different random initial conditions, reported in (Green, 2006) . This suggests that the initial conditions have only a limited influence on the number of aggregates that form.
Discussion
In this paper we have developed a new model of liver cell aggregation in vitro. The mass and momentum balances for the cell phase are similar to those of Kowalczyk et al. (2004) , except that we neglect 'inertia' terms (which represent directional persistence). In addition, we have used a two-phase modelling framework to couple the motion of the cells and culture medium, postulating constitutive laws for the interaction forces between phases.
Our simulations show the formation of 'aggregates' with clearly defined outer boundaries, and spatially uniform cell density in the interior. This is in good qualitative agreement with images of aggregates cultured in vitro (Riccalton-Banks et al., 2003; Thomas et al., 2005) .
It is well known that both the strength of cell-ECM adhesion and the material properties of the ECM contribute significantly to cell mobility (Powers and Griffith-Cima, 1996; Thomas and DiMilla, 2000) . Our results show that strong cell-ECM adhesion results in the formation of larger numbers of smaller aggregates, and increases the time taken for aggregates to form. Our results agree with experimental findings reported in Powers and Griffith-Cima (1996) , that strong cell-substrate adhesion inhibits migration, and are consistent with the hypothesis that aggregates do not form when cell-ECM adhesions are stronger than cell contractile forces. When cell-ECM adhesion is extremely strong, we found cell movement was almost completely eliminated, which reproduces the experimental findings of Riccalton-Banks (2002) for cells seeded on tissue culture plastic. On the basis of these results we predict that reducing the strength of cell-substrate adhesion may promote the formation of large aggregates. In practice, some degree of cell-substrate adhesion may be necessary for cell locomotion, which would make the elimination of this effect undesirable.
In our model, the physical properties of the ECM (i.e. its viscosity and elastic modulus) do not have a significant effect on cell aggregation. However, this may be due to the assumption that the strength of cell-ECM adhesion (characterised by the parameter k 2 ) is independent of the ECM properties (characterised by µ E and E ′ ). Evidence already exists that some cell types form weaker adhesions to compliant substrates (Gracheva and Othmer, 2004) , suggesting a more complex relation between the physical properties of the ECM and the strength of cell-ECM adhesion than has been assumed here. We could extend our model by replacing the parameter k 2 with a more complex function involving µ E and E ′ . However, although the current experimental literature contains a number of studies of spheroid formation on a variety of substrates, the mechanical properties of the substrates are not well characterised. We would suggest that further experimental investigation of the impact of the material properties of the substrate on cell adhesion may prove fruitful, and might allow us to postulate the form of a function to replace k 2 . Furthermore, our use of a drag term to model cell adhesion is also an idealisation of the biological situation. An alternative approach has been taken by Preziosi and Astanin (2005) , who, when modelling the formation of capillaries, distinguished between a 'viscous' cell-ECM interaction force (equivalent to our cell-ECM drag term) and an 'elastic' force, which acts if the cells have had sufficient time to anchor to the ECM (or alternatively, if cells are moving sufficiently slowly), and is proportional to their relative displacement.
We also remark that cell motility may depend on ECM properties, as a recent model of cell crawling (Thomas and DiMilla, 2000) suggests that cells move with maximum speed on rigid substrates: on compliant materials the ECM may deform preferentially relative to the cell, retarding cell motion. We could incorporate this effect by making the function Σ n dependent upon ρ and the ECM's mechanical properties.
Our simulations and analytical work suggest that the cell seeding density plays an important role in aggregate formation. In section §3, we showed that if the cells are seeded too densely (i.e. n > n c ), then aggregation will not occur. Our numerical results also suggest that reducing the cell seeding density leads to the formation of smaller aggregates.
This agrees with experimental results reported by Tong et al. (1994) . This, taken together with the findings above, suggests that the most favourable conditions for the formation of large-scale aggregates are high (but not too high) cell seeding density, and low cell-ECM and cell-culture medium drag.
The most obvious weakness of our model is the ad hoc adoption of a one-dimensional geometry. Furthermore, although we have not considered chemical signalling explicitly, aggregation is almost certainly influenced by chemical factors. For example, when hepatocyte conditioned medium (culture medium in which hepatocytes have previously been grown) is added to freshly isolated cells, their rate of aggregation increases (Fujii et al., 2000) . This suggests that the hepatocytes produce a chemical signal which enhances their motility. Moreover, hepatocytes are known to respond chemotactically to hepatocyte growth factor (HGF) and epidermal growth factor (EGF) in vitro (Stolz and Michalopou-los, 1997 ). Extending our model to investigate the impact of chemical signalling on cell aggregation would require us to augment our system of equations with an expression describing the production and diffusion of the chemical species and incorporate dependence upon the chemical concentration into the function Σ n . As a first step towards addressing these points, a two-dimensional version of the model (representing a vertical slice through the culture well), which also includes chemotaxis, has been developed by Green (2006) . Thin-film approximations are then used to obtain one-dimensional systems of governing equations in two scaling regimes.
Alternatively, by extending our model to allow for multiple cell populations, we could investigate the impact of cellular heterogeneity on the rate of aggregation and the size of aggregates formed. Recent experimental research has looked at the effect of co-culturing hepatocytes with other cell types, such as hepatic stellate cells (Riccalton-Banks et al., 2003) , fibroblasts (Bhandari et al., 1997) and pancreatic islet cells (Lee et al., 2004) . Under such conditions, spheroids appear to form more quickly, and may also be larger than those which arise in hepatocyte-only cultures. These cell types could easily be included as an additional phase within our multiphase framework.
In conclusion, this paper represents a first attempt to use mathematics to gain insights into the dynamics of spheroid formation, and our model predictions show good qualitative agreement with independent experimental results. In the absence of relevant experimental data, we were forced to make several modelling assumptions concerning, in particular, the nature of cell-substrate interactions and the constitutive law which describes the cells.
Whilst we believe the form chosen for Σ n is consistent with the type of interactions required to form aggregates of bounded cell density, other choices with the same qualitative behaviour (i.e. that the function is unbounded and positive as n → 1, and has only one stationary point and one zero) might equally well have been considered. Extensions to the model, and careful validation against experimental results will be needed if our predictions are to be made quantitatively accurate. However, an advantage of our general model framework is that it can easily be extended or modified to take into account more complex experimental situations, as described above. specified in §2.2, we would have κ(n) =k 1 n/(1 − n).) We solve (31)-(32)) subject to the boundary conditions:
We now repeat the linear stability analysis of §3 for equations (31) and (32). We consider small-amplitude perturbations to the spatially homogeneous steady state of the form:
where q and ω are, respectively, the wavenumber and growth rate of the perturbation and |n|, |v n | ≪ 1. Substituting (34) into equations (31) and (32) yields:
where Λ(n) = nΣ n and a prime denotes differentiation. We hence note that, for instability to occur, we require:
The addition of the diffusion term is stabilising, as we would expect, since in the limit D → 0, we require Λ ′ (n 0 ) < 0 (or equivalently β < 0 in the notation of §3).
We note from (35) that if D + n 0 Λ ′ (n 0 ) (κ(n 0 ) + n 0 q 2 ) = 0,
then ω = 0 (i.e. the growth rate is undetermined at leading order). Condition (37) can be viewed as specifying a critical wavenumber, q, given fixed values of n 0 and D. Alternatively (37) may be used to determine critical parameter values for which a given wavenumber q has w(q) = 0. We note further that in order to satisfy the boundary conditions at x = 0, 1/ǫ, we require that the additional condition q = mπǫ (where m is an integer) must hold. In fact, it is necessary to assume the stronger constraint m = 1, as for m > 1, there exists a smaller permissible wavenumber, for which R(ω) > 0. We would then expect this longer-wavelength mode to dominate.
To determine the growth rate, we rescale the governing equations on a longer timescale.
We introduce a small parameter, 0 < δ ≪ 1, and adopt a long timescale t = δ −2 T .
Equation (32) is unchanged as a result of this rescaling, whilst (31) becomes: presented above is valid for a finite interval and breaks down on an infinite domain. In this case, variation of the dependent variables on the long lengthscale (i.e. much longer than the critical wavelength) must be included, together with the potential for mode interaction (Matthews and Cox, 2000) .
