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Abstract
This paper studies the (small) quantum homology and cohomology of fibrations p : P →
S2 whose structural group is the group of Hamiltonian symplectomorphisms of the fiber
(M,ω). It gives a proof that the rational cohomology splits additively as the vector space
tensor product H∗(M)⊗H∗(S2), and investigates conditions under which the ring structure
also splits, thus generalizing work of Lalonde–McDuff–Polterovich and Seidel. The main tool
is a study of certain operations in the quantum homology of the total space P and of the
fiber M , whose properties reflect the relations between the Gromov–Witten invariants of P
and M . In order to establish these properties we further develop the language introduced
in [Mc3] to describe the virtual moduli cycle (defined by Liu–Tian, Fukaya–Ono, Li–Tian,
Ruan and Siebert).
AMS classification number 53C15;
key words: quantum cohomology, symplectic fibration, Hamiltonian fibration, Gromov–
Witten invariants
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1
1 Main results
1.1 The homology of P
This paper studies the quantum homology of Hamiltonian fibrations
p : P → S2.
A fibration P → B is called symplectic if its fiber is a symplectic manifold (M,ω) and
its structural group is the group of symplectomorphisms Symp(M,ω). Thus each fiber
Mb = p
−1(b) is equipped with a well-defined symplectic form ωb. To say that p is Hamilto-
nian means that the structural group reduces further to the group of Hamiltonian symplec-
tomorphisms Ham(M,ω). As noted by Seidel [Sd1], when B = S2 this is equivalent to the
existence of a symplectic form Ω on P that restricts to ωb on each fiber. Moreover, we can
choose Ω to be compatible with the orientation of P defined by the standard orientations on
S2 and on (M,ω). Such forms Ω are said to be compatible with p. It is easy to see that the
set of all such forms is path connected. This means in particular that the Gromov–Witten
invariants of P do not depend on the choice of Ω.
We shall say that the rational cohomology H∗(P ) = H∗(P,Q) of P is additively split if
it is isomorphic (as a vector space) to the tensor product H∗(M) ⊗H∗(B). This happens
if and only if the rational homology H∗(M) of M injects into that of P . The first aim of
this paper is to give a proof of the following result that was announced in Lalonde–McDuff–
Polterovich [LMP2]. It has several interesting corollaries related to the Flux conjecture for
(M,ω) that are fully described there. (Cf also [LMP1].) The extent to which it generalises
to Hamiltonian fibrations with other bases is discussed in the forthcoming paper [LMP3].
Theorem 1.1 The rational cohomology of any Hamiltonian fibration with base S2 is addi-
tively split.
The reason for this is that each such fibration gives rise to an operation on the quantum
homology QH∗(M) of (M,ω), whose existence implies that the rational homology H∗(M)
of M injects into that of P . This operation was first investigated by Seidel in [Sd1] and has
the form
a 7→ Qσ ∗M a, a ∈ H∗(M,R),
where σ ∈ H2(P,Z) is a reference section, Qσ ∈ QH∗(M) represents the intersection with
M of all J-holomorphic sections of P → M , and ∗M is the quantum product in M . For
more details see §§1.3, 2. Note that we consider Qσ as an element of QH∗(M) rather than
H∗(M) in order to keep track of the homology classes of the sections considered.
The above theorem was proved by Deligne when p is a holomorphic fibration with Ka¨hler
total space. When the the loop in Ham(M) that generates the fibration comes from a
circle action, it also follows from work of Kirwan on equivariant cohomology. (We show in
Example 2.7 that not all loops have this form.) More generally, Polterovich pointed out
that Blanchard [B] found an easy cohomological proof that applies in the case of smooth
fibrations with fiber of “hard Lefschetz type.”1 Also, it was proved in [LMP2] in cases where
the “usual” theory of J-holomorphic spheres works, for example, if (M,ω) is spherically
monotone. In the present paper the “new” theory of Gromov–Witten invariants (due to
1 This means that the map ∧[ωk] : Hn−k(M,R)→ Hn+k(M,R) is an isomorphism for all k.
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Fukaya–Ono [FO], Li–Tian [LiT], Liu-Tian [LiuT], Ruan [R] and Siebert [S]) is used to
extend the result to arbitrary (M,ω). In order to do this, we adapt this theory to our
fibered setting in order to show that the operation we define has the requisite properties:
see §1.3, §2, and §4.
Thus the additive structure of H∗(P ) is always very simple. The story concerning its
multiplicative structure is more complicated since one can consider both the standard cup
product and also versions of the quantum (or deformed) cup product. For example, Seidel
exploits properties of the quantum product in his work on Symp(CPm×CPn) in [Sd2]. He
also pointed out2 that, if there is a fibered3 Ω-tame almost complex structure J on P that
admits no J-holomorphic spheres in any fiber, then H∗(P ) is isomorphic as a ring (under
cup product) with the product of the rings H∗(S2) and H∗(M). For example, this would
be the case if ω = 0 on π2(M). However, it is certainly not true that the ring H
∗(P ) always
splits in this way: see Example 3.12.
We now state a generalization of this result with hypothesis framed in terms of the
vanishing of certain Gromov–Witten invariants. Given any symplectic manifold (X,ω) we
denote by nX(v1, . . . , vk;B) the Gromov–Witten invariant that counts the number of iso-
lated J-holomorphic spheres in class B ∈ H2(X,Z) that intersect representing cycles of the
homology classes v1, . . . , vk ∈ H∗(X). (For more details on these invariants, see §§1.3, 2, 4.)
We shall denote the rational cohomology ofX byH∗(X) and shall write ι : H∗(M)→ H∗(P )
for the map induced by the inclusion of M as a fiber.
Theorem 1.2 Let (M,ω)→ P → S2 be a fibration with structural group Ham(M,ω), and
suppose that the Gromov–Witten invariants
nP (v1, . . . , vk; ι(B)), vj ∈ H∗(P ), B 6= 0, k ≤ 4,
vanish. Then H∗(P ) is isomorphic as a ring under cup product with the product of the rings
H∗(S2) and H∗(M).
Other conditions under which the ring splits are stated in Proposition 3.23. However,
the validity of the suggestion made in [Mc4] that the ring splits under the sole assumption
that the quantum product in M is trivial is not yet clear.
Our approach also allows us to find conditions under which the nonsqueezing theorem
holds for the fibration P → S2. By this we mean the following. Let Ω be a symplectic form
on P that is compatible with the fibration P → S2 and define the area of (P,Ω) to be the
number α such that
1
(n+ 1)!
∫
P
Ωn+1 =
α
n!
∫
M
ωn.
Thus, if the fibration P → S2 is symplectically trivial so that (P,Ω) is the product (M ×
S2, ω⊕ωS), α is simply the area of the base (S2, ωS).4 Then we will say that the nonsqueezing
theorem holds for the fibration p : (P,Ω) → S2 if the area α constrains the size of the balls
2Private communication
3 i.e. it restricts on each fiber to an ω-tame almost complex structure: see Definition 2.8 for a more
precise definition
4 Polterovich showed in [P] that the minimum of the areas of all compatible symplectic forms on P is an
interesting measurement of the size of the generating loop φ of P (see §1.2) that is a kind of “one-sided”
Hofer norm for φ.
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that embed into (P,Ω), i.e. if πr2 ≤ α whenever B2n+2(r) embeds symplectically in (P,Ω).
By considering the case when (P,Ω) is CP2 blown up at a point with one of the standard
symplectic forms, it is not hard to see that the nonsqueezing theorem does not hold for all
(P,Ω).
The best result that our methods give about the nonsqueezing theorem is stated in §3.4
as Proposition 3.27. Here is a corollary.
Proposition 1.3 Suppose that the hypotheses of Theorem 1.2 hold. Then, the nonsqueezing
theorem holds for the fibration p : (P,Ω)→ S2.
1.2 Homomorphisms defined on pi1(Ham(M,ω))
In this section we discuss three homomorphisms defined on π1(Ham(M,ω)) that measure
the cohomological twisting of the fibration P → S2. The most significant one is adapted
from Seidel [Sd1] and is assembled from some of the “horizontal” Gromov–Witten invariants
of P .
First, recall that any bundle over S2 can be constructed by taking product bundles over
two discs and gluing them by a clutching function φ = {φt}t∈[0,1], viz:
Pφ =
(
D2+ ×M
)
∪φ
(
D2− ×M
)
,
where
φ : (2πt, x)+ 7→ (−2πt, φt(x))−.
(The orientation on the base is induced from that onD2+.) Moreover if we fix an identification
of one fiber of P with M , we can normalise {φt} by requiring that φ0 = id and get a
loop that is well defined up to homotopy. It is not hard to see that P is a Hamiltonian
fibration precisely when φ is homotopic to a loop in Ham(M,ω). Thus there is a bijective
correspondence between loops φ ∈ π1(Ham(M,ω)) and Hamiltonian fibrations Pφ with one
fiber identified with M .
As noted in [LMP2], the manifold Pφ carries two canonical cohomology classes, the first
Chern class of the vertical tangent bundle
cφ = c1(TP
vert
φ ) ∈ H
2(Pφ,Z),
and the coupling class uφ, i.e. the unique class in H
2(Pφ,R) such that
i∗(uφ) = [ω], u
n+1
φ = 0.
We will see in Lemma 2.4 that these classes behave well under composition of loops.
Since these classes are canonical, they give rise to homomorphisms from π1(Ham(M,ω)).
The first, defined by Seidel in [Sd1] §10, has the form
Ic : π1(Ham(M,ω))→ Z/NZ
where N is the minimal spherical Chern number, i.e. the smallest nonnegative integer such
that c1 : H
S
2 (M,Z) → Z takes values in NZ. (Here H
S
2 (M,Z) be the spherical part of
H2(M), that is the image of the Hurewicz homomorphism π2(M) → H2(M,Z).) In our
language, Ic is defined as
Ic(φ) = cφ(σ) (mod N),
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where σ is any section class of Pφ. This is well defined since cφ(σ − σ′) ∈ NZ by definition
of N .
The second homomorphism is determined by the Poincare´ dual PD(unφ) ∈ H2(Pφ,R).
Polterovich5 pointed out that there is a canonical identification between the quotients
H2(P,R)/H
S
2 (P,R) and H2(M,R)/H
S
2 (M,R). Moreover, both groups are isomorphic to
the second homology group H2(π1(M),R) of π1(M). (This follows by looking at the ho-
mology spectral sequence of the fibration M˜ → M → B(π1(M)) where M˜ is the universal
cover of M and BG denotes the classifying space of the group G.) Hence there is a map
Iu : π1(Ham(M))→ H2(π1(M),R) : φ 7→ [PD(u
n
φ)]
and it follows from Lemma 2.4 that this is a homomorphism. By Example 3.12 below, this
homomorphism is not always trivial.
Remark 1.4 It would be interesting to define these homomorphisms in a more intrinsic way
that involved only M , not Pφ. Since the definition of Ic depends only on the fact that the
bundle P → S2 has a well defined fiberwise almost structure, Ic extends to a homomorphism
defined on the kernel of the homomorphism π1(Diff(M)) → π1(A) where A is the space of
all almost complex structures on M that are homotopic to an ω-tame J . Similarly, one
can extend the domain of Iu to the kernel of the generalized flux homomorphism F :
π1(Diff(M))→ H1(M,R)
F (φ)(γ) = 〈ω, φ∗(γ)〉,
where φ∗(γ) is the trace T
2 → M : (s, t) 7→ φt(γ(s)) under φ of the loop γ(s). This holds
because F (φ) = 0 precisely when there is a cohomology class in H2(Pφ) that restricts to [ω],
and this is the assumption underlying the definition of the coupling class uφ . A family Ik
of homomorphisms closely related to Iu was defined in Corollary 3.F of [LMP2] as follows:
Ik : π1(Ham(M)→ R : φ→
∫
Pφ
(cφ)
k(uφ)
n+1−k.
In particular, I1(φ) = cφ(PD((uφ)
n). ✷
Next, we define a version of the small quantum homology QH∗(M,ΛR) with coefficients
in a real Novikov ring ΛR. Set c = c1(TM) ∈ H2(M,Z). Let Λ be the usual Novikov ring of
the group H = HS2 (M,Z)/∼ with valuation Iω where B ∼ B
′ if ω(B−B′) = c(B−B′) = 0,
and let ΛR be the analogous (real) Novikov ring based on the group HR = HS2 (M,R)/ ∼.
Thus Λ is the completion of the group ring of H with elements of the form∑
B∈H
λBe
B
where for each κ there are only finitely many nonzero λB ∈ Q with ω(B) > −κ. Similarly,
the elements of ΛR are ∑
B∈HR
λBe
B,
5Private communication
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where λB ∈ Q and there is a similar finiteness condition. Set
QH∗(M) = H∗(M)⊗ Λ, QH∗(M,ΛR) = H∗(M)⊗ ΛR.
Then QH∗(M) is Z-graded with deg(a ⊗ eB) = deg(a) + 2c1(B). It is best to think of
QH∗(M,ΛR) as Z/2Z-graded with
QHev = Hev(M)⊗ ΛR, QHodd = Hodd(M)⊗ ΛR.
Recall that the quantum intersection product
a ∗M b ∈ QHi+j−2n(M), for a ∈ Hi(M), b ∈ Hj(M)
is defined as follows:
a ∗M b =
∑
B∈H
(a ∗M b)B ⊗ e
−B,
where (a ∗M b)B ∈ Hi+j−2n+2c(B)(M) is defined by the requirement that
(a ∗M b)B ·M c = nM (a, b, c;B) for all c ∈ H∗(M). (1)
Here we have written ·M for the usual intersection pairing on H∗(M). Thus a ·M b = 0 unless
dim(a) + dim(b) = 2n in which case it is the algebraic number of intersection points of the
cycles. The product ∗M is extended to QH∗(M) by linearity over Λ, and is associative.
Moreover, it preserves the grading if we set
deg c⊗ eB = dim(c) + 2c1(B).
(The above formula is consistent with [Sd1] and is appropriate for quantum homology rather
then cohomology.) The product clearly extends also to ΛR. Note here that when defining
a ∗M b we still sum over classes B ∈ H (and not B ∈ HR), since J-holomorphic spheres can
only represent integral classes.
With respect to this product ∗M , both versions of quantum homology are graded com-
mutative rings with unit 1l = [M ]. Further, the invertible elements in QHev(M,ΛR) form a
group QHev (M,ΛR)
× that acts on QH∗(M,ΛR) by quantum multiplication.
The following result is proved in §3. It is a mild generalization of a result of Seidel [Sd1].
Theorem 1.5 For each symplectic manifold (M,ω) there is a natural homomorphism
ρ : π1(Ham(M,ω))→ QHev (M,ΛR)
×.
In fact ρ(φ) = Qσ, where Qσ is made from the J-holomorphic sections of P as described
just after the statement of Theorem 1.1 and σ = σφ is a suitable reference section that is
defined in Lemma 3.2. The homomorphism ρ is determined by Gromov–Witten invariants
of the form
nP ([M ], [M ], ι(a);σ)
where ι : H∗(M)→ H∗(P ) is the inclusion and σ is a section class.
Seidel showed that ρ is often nontrivial. For example, π1(Ham(S
2, ω)) ∼= π1(SO(3)) =
Z/2Z is generated by a loop φ that consists of a full turn about some axis and one can check
that
ρ(φ) = [pt]⊗ eA/2, where A = [S2].
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Observe also that if [ω] is rational one can replace HR by the corresponding rational group
HQ.
We will see in §2.1 that the very existence of ρ is enough to prove that H∗(Pφ) is
additively split for every φ. However, it is not clear if the condition ρ(φ) = 1l guarantees
that H∗(Pφ) splits as a ring, though so far there are no counterexamples either. Statement
(i) in Proposition 3.23 is as far as we have been able to go in this direction.
1.3 The fiberwise quantum homology of P
Most of the proofs of the above results are based on the relations between the Gromov–
Witten invariants of M and those of Pφ. Here we will state these relations explicitly. In
order to put them in a nice form we will suppose in this section that Theorem 1.1 is proven.
This implies that the Wang sequence for the homology of Pφ degenerates into the short
exact sequence:
0→ H∗+2(M,R)
ι
→ H∗+2(Pφ,R)
∩[M ]
→ H∗(M,R)→ 0,
where ι is the map induced on homology by the inclusion. Let s : H∗(M,R)→ H∗+2(Pφ,R)
be any splitting of this sequence. Note the identity:
s(a) ·P ι(b) = a ·M b.
Besides the 3 point Gromov–Witten invariant mentioned above, we consider the 4 point
invariant in which the cross ratio of the marked points on the domain is fixed. We denote
this by
nP,χ(v1, v2, v3, v4;D).
Intuitively it counts the number of J-holomorphic maps h : S2 → P in class D such that
h(zi) ∈ νi, i = 1, . . . , 4, where νi is a cycle representing the class vi and where the cross
ratio of the 4 points z1, . . . , z4 on S
2 is fixed. The following important identity is equivalent
to the associativity of quantum multiplication:
nP,χ(v1, . . . , v4;A) =
∑
A=A1+A2, α
nP (v1, v2, e
′
α;A1) · nP (f
′
α, v3, v4;A2) (2)
where {e′α}α is a basis for the homology H∗(P,Q), and {f
′
β}β is the dual basis with respect
to the intersection pairing. Observe also that often the class B or D is not an individual
homology class, but rather is an equivalence class of such: see for example equation (1)
above. Whenever it is not clear from the context what is meant, either interpretation will
do.
The following proposition expresses the compatibility between the invariants of Pφ and
M . A similar statement (applied to the fibered space X with fibers Xt) forms a crucial step
in the proof of Theorem 1.1: see § 2.3.2. A spherical class σ ∈ HS2 (P ;Z) is called a section
class if σ · [M ] = 1.
Proposition 1.6 For any classes a, b, c ∈ H∗(M), v, w ∈ H∗(P ), B ∈ H2(M,Z), any split-
ting s and any section class σ we have:
(i) nP (ι(a), ι(b), v; ι(B)) = 0.
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(ii) nP (ι(a), v, w; ι(B)) = nM (a, v ∩ [M ], w ∩ [M ];B). In particular
nP ([M ], v, w; ι(B)) = 0 if B 6= 0;
nP (ι(a), s(b), s(c); ι(B)) = nM (a, b, c ;B).
(iii)nP (ι(a), ι(b), v ∩ [M ];σ) = nP,χ(ι(a), ι(b), v, [M ];σ).
(iv) nP (v, ι(a), ι(b);σ)
=
∑
B,i
nP (v, [M ], ι(ei);σ − ι(B)) · nM (fi, a, b;B)
+nP ([M ], [M ], ι(ei);σ − ι(B) · nM (fi, v ∩ [M ], a, b;B)
where {ei} is a basis for H∗(M) with dual basis {fi}.
Although this proposition is very close to well known properties of Gromov–Witten
invariants, there do not seem to be any relevant references in the literature. Any expert in
the field would no doubt be able to supply a proof: we give one in §4.4.2. (iii) and (iv) are
especially noteworthy. The latter is an analog of the associativity rule (2) and is derived by
moving the representing cycles for ι(a), ι(b) into the same fiber instead of moving two of the
marked points together. In this case we count stable maps that have two components, one a
section in P and the other a vertical curve (i.e. lying in a fiber.) The first sum corresponds
to the case when the section meets v and the vertical component meets a, b, and the second
to the case when the vertical component meets all three cycles a, b, v ∩ [M ].
Next we introduce a fiberwise quantum product in P .
Definition 1.7 Let QHV∗ (P,Λ) = H∗(P )⊗ Λ, where Λ = Λ(M) is as before. Given u, v ∈
H∗(P ), we define the vertical quantum product in P by setting u∗V v =
∑
B(u∗V v)B⊗e
−B
where
(u ∗V v)B ·P w = nP (u, v, w; ι(B)).
The next result exhibits the relations between the products ∗M and ∗V .
Lemma 1.8 For all a, b ∈ H∗(M) and any splitting s, we have
(i) ι(a) ∗V ι(b) = 0,
(ii) s(a) ∗V ι(b) = ι(a ∗M b),
(iii) (s(a) ∗V s(b)) ∩ [M ] = a ∗M b.
Proof: This can be proved by using Proposition 1.6 and the fact that the class ι(a) is
determined by the identities
ι(a) ·P s(b) = a ·M b, ι(a) ·P ι(b) = 0, b ∈ H∗(M).
Details are left to the reader. ✷
The following quantum analog of the Wang sequence in homology is an immediate con-
sequence.
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Proposition 1.9 The sequence
0→ QH∗+2(M,ΛR)
ι
→ QHV∗+2(Pφ,ΛR)
∩[M ]
→ QH∗(M,ΛR)→ 0.
is a short exact sequence of QH∗(M,ΛR)-modules, where the element a ∈ QH∗(M,ΛR) acts
on QH∗(M,ΛR) via b 7→ a ∗M b and on QHV∗+2(Pφ,ΛR) via
v 7→ s(a) ∗V v.
Note that the module structure on the middle term depends, in principle, on the choice
of splitting s. There is a dual version of this for cohomology stated in §3.2 below that
generalizes a result in Seidel [Sd2]. In this paper we have chosen to work mostly with
homology since this formulation seems to display the geometry most transparently. However,
as is evidenced by Seidel’s work, in some ways the structure on cohomology is easier to
understand.
As mentioned above, the proof of Theorem 1.1 is based on the properties of an operation
Ψφ,σ : QH∗(M)→ QH∗(M)
that is associated to the fibration Pφ. (Here σ is a reference section class in H2(Pφ,Z).)
One can define this operation in terms of the (first order) horizontal part ∗H,σ of the full
quantum multiplication ∗P on Pφ as follows.
Definition 1.10 Given a reference section σ, identify the set of all section classes in
H2(P,Z) with H2(M,Z) by writing them as σ + ι(B). Then, define the multiplication
∗H,σ on QHV∗ (P ) by setting u ∗H,σ v =
∑
B(u ∗H,σ v)B ⊗ e
−B where
(u ∗H,σ v)B ·P w = nP (u, v, w;σ + ι(B)).
Thus ∗H,σ is exactly that part of ∗P coming from the section classes, just as ∗V is the
part coming from the fiber classes. One way to define Ψφ,σ is as:
Ψφ,σ(a) = ([M ] ∗H,σ ι(a)) ∩ [M ].
We will see in §3.1 that the homomorphism ρ of Theorem 1.5 can be defined by setting
ρ(φ) = ([M ] ∗H,σφ [M ]) ∩ [M ]
for a suitable choice of (generalized) section σφ. Moreover, in the situation considered in
Theorem 1.2 there is a section class σA with c1(σA) = 2 such that the map
a 7→ sA(a) = [M ] ∗H,σA a
splits the homology ring.
It would of course be very interesting to understand the full quantum (co)homology of
Pφ. In particular, to what extent is it determined by QH
∗(M) and Seidel’s homomorphism
ρ? Givental gives in [Gi] some hints as to what an answer might be, at least in the case
when φ comes from a circle action. The work in §3.3 can be considered as the beginning
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of an attempt to tackle this question: in particular in part (ii) of Proposition 3.23 we show
that assumptions on the Gromov–Witten invariants of M and on ρ do give information on
the (undeformed) cup product on H∗(P ). The easiest case is when P is the productM×S2.
Kontsevich and Manin [KM] showed (among many other things) that
QH∗(M × S2) = QH∗(M)⊗QH∗(S2)
whenM is a projective algebraic manifold. The next result extends this to all symplecticM .
This is surely well known, and we include a sketch of the proof for the sake of completeness:
see Proposition 3.25.
Proposition 1.11 For all closed symplectic manifolds M ,
QH∗(M × S2) = QH∗(M)⊗QH∗(S2).
Final remarks. This paper has been greatly influenced by work of Seidel [Sd1] and
Piunikhin–Salamon–Schwartz [PSS]. As in [PSS], it is possible to define operations analo-
gous to Ψφ,σ on fibrations over other compact Riemann surfaces besides the sphere. Our
approach to Gromov–Witten invariants could also be adapted to deal with general symplec-
tic fibrations X → B with arbitrary (non symplectic) base manifold B. This would lead to
generalizations of the fiberwise (or family) Gromov–Witten invariants that were considered
in the semi-positive case by Le–Ono in [LO], and would allow one to apply Seidel’s ideas
in [Sd2] to any symplectic manifold: cf. Remark 3.14.
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2 Proof of Theorem 1.1
In this section we define the operation Ψφ,σ on quantum homology and discuss its main
properties. Since these are based on facts about Gromov–Witten invariants, §2.2 is devoted
to a preliminary discussion of these. In §2.3 we prove the basic propositions 2.2 and 2.5
modulo Claim 2.11 and Lemma 2.12.
2.1 Quantum operations
We begin by defining the operation on quantum homology associated to Pφ. We will start
from a definition that looks a little different from that given in §1.3 since our formulations
there assumed the validity of Theorem 1.1. Two sections σ, σ′ of Pφ are said to be equivalent
if
uφ(σ) = uφ(σ
′), cφ(σ) = cφ(σ
′).
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Definition 2.1 Given a loop of Hamiltonian diffeomorphisms φ on M , and an equivalence
class of sections σ of Pφ with d = 2cφ(σ), we define the Λ-linear map
Ψφ,σ : QH∗(M)→ QH∗+d(M)
as follows. For a ∈ H∗(M), Ψφ,σ(a) is the class in QH∗+d(M) whose intersection with
b ∈ H∗(M) is given by:
Ψφ,σ(a) ·M b =
∑
B∈H
nP (ι(a), ι(b);σ + ι(B)) ⊗ e
−B.
Here nP (v, w;σ
′) is the Gromov–Witten invariant which counts isolated J-holomorphic
stable curves in Pφ of genus 0 and with two marked points, that represent the equivalence
class σ′ and whose marked points go through given generic representatives of the classes v
and w in H∗(Pφ).
6 Note that, by Gromov compactness, there are for each given energy level
κ only finitely many section classes σ′ = σ + ι(B) with ω(B) ≤ κ that are represented by
J-holomorphic curves in Pφ. Thus Ψφ,σ(a) satisfies the finiteness condition for elements of
QH∗(M,Λ).
For reasons of dimension, nP (v, w;σ
′) = 0 unless
2cφ(σ
′) + dim(v) + dim(w) = 2n. (3)
(Recall from §1.2 that cφ is the vertical Chern class, not the full first Chern class c1 of P .
Thus cφ(σ
′) = c1(σ
′)− 2.) Further
Ψφ,σ(a) =
∑
aσ,B ⊗ e
−B, aσ,B ∈ H∗(M),
where aσ,B ·M b = nP (ι(a), ι(b);σ + ι(B)), and
dim(aσ,B) = dim(a) + 2cφ(σ + ι(B)) = dim(a) + 2cφ(σ) + 2c(B). (4)
Observe also that
Ψφ,σ+A = Ψφ,σ ⊗ e
A.
The rest of this section is concerned with two basic propositions. Here is the first.
Proposition 2.2 If φ is the constant loop ∗ and σ0 is the class of the flat section [pt× S2]
in P∗ =M × S2, then Ψ∗,σ0 is the identity map.
The second deals with the behavior of Ψσ,φ under composition of loops, and before
stating it we need some preparation. One can represent the composite ψ ∗ φ either by the
product {ψt ◦ φt} or by the concatenation of loops.
Lemma 2.3 The bundle Pψ∗φ is diffeomorphic to the fiber sum Pψ#MPφ.
6 Observe that nP (v, w;σ
′) is identical to the 3-point invariant nP (v, w, [M ];σ
′) and we will use these
notations interchangeably. See equation (7) in §2.2.2.
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Proof: Recall that
Pφ =
(
D2+ ×M
)
∪φ
(
D2− ×M
)
,
where
φt : (2πt, x)+ 7→ (−2πt, φt(x))−.
Let Mφ,∞ denote the fiber at 0 ∈ D
−
2 in Pφ and Mψ,0 the fiber at 0 ∈ D
+
2 in Pψ. Cut
out open product neighborhoods of each of these fibers and then glue the complements by
an orientation reversing symplectomorphism of the boundary. The resulting space may be
realised as (
D+2 ×M
)
∪αφ,−1
(
S1 × [−1, 1]×M
)
∪αψ,1
(
D−2 ×M
)
,
where
αφ,−1(2πt, x) = (2πt,−1, φt(x)), αψ,1(2πt, 1, x) = (−2πt, ψt(x)),
and this may clearly be identified with Pψ∗φ. ✷
Using the above notation, let
Vφ =
(
D+2 ×M
)
∪αφ,−1
(
S1 × [−1, 1/2)×M
)
,
Vψ =
(
S1 × (−1/2, 1]×M
)
∪αψ,1
(
D−2 ×M
)
The following lemma was proved in [LMP2].
Lemma 2.4 The classes uψ∗φ and cψ∗φ are compatible with the decomposition Pψ∗φ =
Vψ ∪ Vφ in the sense that their restrictions to Vψ ∩ Vφ = (−1/2, 1/2)× S1 ×M equal the
pullbacks of [ω] and c1(TM) under the obvious projection Vψ ∩ Vφ →M .
Given sections σ of Pφ and σ
′ of Pψ that agree over a small neighborhood of the fibers
Mφ,∞,Mψ,0, we write σ
′#σ for the union of these sections in the fiber sum Pψ#Pφ = Pψ∗φ.
Here is the second basic result.
Proposition 2.5 For any sections σ of Pφ and σ
′ of Pψ
Ψψ,σ′ ◦Ψφ,σ = Ψψ∗φ,σ′#σ.
Corollary 2.6 Ψφ,σ is an isomorphism for all loops φ and sections σ.
Proof: Observe that there is a fiberwise diffeomorphism from Pφ to Pφ−1 that is a sym-
plectomorphism on the fibers and covers an orientation reversing map on the bases. Given
a section σ of Pφ, let −σ denote the image of this section in Pφ−1 . Then it is easy to check
that σ#(−σ) is isotopic to the flat section in the trivial bundle Pφ#Pφ−1 = P∗. Hence, by
Propositions 2.2 and 2.5, the inverse of Ψφ,σ is Ψφ−1,−σ. ✷
Proof of Theorem 1.1:
The Wang sequence for the fibration p : Pφ → S2
. . .→ H∗(M)
ι
→ H∗(Pφ)
∩[M ]
→ H∗−2(M)→ H∗−1(M)
ι
→ . . .
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implies that the spectral sequence for H∗(Pφ) splits if and only if the map ι : H∗(M) →
H∗(Pφ) is injective. Now Gromov-Witten invariants are linear in each variable. Thus if
ι(a) = 0 for some a 6= 0, then Ψφ,σ(a) = 0, a contradiction with the fact that Ψφ,σ is an
isomorphism. ✷
One can almost prove Propositions 2.2 and 2.5 using the axioms of general Gromov–
Witten invariants. The missing step is to show that these invariants can be calculated in a
set-up that is adapted to our fibered setting. In the rest of this section, we outline proofs of
these propositions so that readers can see what is involved. Initially, we will use Siebert’s
approach to Gromov–Witten invariants since in some ways this is conceptually the simplest.
Example 2.7 Since Theorem 1.1 is already known in the case when the loop φ comes from
a circle action, we give an example to show that not all loops in π1(Ham(M)) arise this way.
Take (M,ω) = (S2 × S2, (1 + λ)τ1 ⊕ τ2), where 0 < λ < 1 and τi is an area form on the ith
sphere with total area 1. Put Gλ = Ham(M,ω). Given loops ut, vt, t ∈ S
1, in Gλ, let u× v
denote the map
u× v : T 2 → Gλ : (s, t) 7→ usvt.
First observe that, if ht, t ∈ S1, is homotopic to a circle action then h× h is nullhomotopic.
Indeed, we can assume that hsht = hs+t so that the map h× h extends to S1 ×D2 where
∂D2 is attached to the circles s + t = const. Now think of S
2 × S2 as a fibration over the
first sphere and let σS , σN be two sections of the form S
2 × {pt}, σ− be the anti-diagonal
and σ+ the diagonal. Further, for t ∈ S1, let ut, (resp. vt,) be a full rotation in the fibers
that fixes the sections σN , σS (resp. σ±.) Because λ > 0 we can represent ut, vt by loops in
Gλ. Moreover, it follows from Anjos’s calculation of the Pontriagin ring H∗(G
λ,Z/2Z) in
[An] that
[u× v] 6= [v × u] ∈ H2(G
λ,Z/2Z).
Thus (u+ v)× (u+ v) = u× v+ v× u 6= 0, so that the element u+ v is not homotopic to a
circle action.
2.2 Gromov–Witten invariants
For the convenience of the reader we begin by recalling the definition of stable maps. For
further information, see any of the papers [FO], [LiT], [LiuT], [R] or [S]. Useful background
may be found in [MS1] or [RT].
2.2.1 Stable maps and curves
Given a symplectic manifold (P, ω) with compatible almost complex structure J , denote
by M0,k(P, J,A) the space of (unparametrized) J-holomorphic spheres in class A with k
marked points. Elements of this space are equivalence classes [h, z1, . . . , zk] of elements
(h, z1, . . . , zk), where h : S
2 → P is a somewhere injective (i.e. nonmultiply covered)
J-holomorphic map and the zi are distinct points in S
2. Elements (h, z1, . . . , zk) and
(h′, z′1, . . . , z
′
k) are equivalent if there is γ ∈ PSL(2,C) such that h
′ = h ◦ γ, and zj = γ(z
′
j)
for all j.
When J is generic, M0,k(P, J,A) is a manifold of dimension
dim(P ) + 2c1(TP )(A) + 2k − 6 = 2n+ 4 + 2cφ(A),
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when dimP = 2n+ 2, k = 2 and A is a section class of P = Pφ. However it is usually not
compact. Its compactification M0,k(P, J,A) consists of J-holomorphic stable maps, i.e. of
equivalence classes τ = [Σ, h, z1, . . . , zk] of elements (Σ, h, z1, . . . , zk). Here the domain Σ is
a connected union of components Σi, i = 0, . . . , ℓ−1, each of which has a given identification
with S2. (Note that we consider Σ to be a topological space: the labelling of its components
is a convenience and not part of the data.) The intersection pattern of the components can
be described by a tree graph with ℓ vertices, where each edge corresponds to an intersection
point of the components corresponding to its vertices. No more than two components meet
at any point. There are also k marked points z1, . . . , zk placed anywhere on Σ except at
an intersection point of two components. The restriction hi of the map h to Σi is assumed
to be J-holomorphic and we impose the stability condition that hi is nonconstant (though
possibly a multiple covering) unless Σi contains at least 3 special points. (By definition,
special points are either points of intersection with other components or marked points.) Also
h∗([Σ]) =
∑
i(hi)∗[Σi] = A. Finally, we divide out by all holomorphic reparametrizations.
In other words if γ : Σ→ Σ is a holomorphic map such that γ(z′j) = zj for all j we consider
(Σ, h ◦ γ, z′1, . . . , z
′
k) and (Σ, h, z1, . . . , zk) to be equivalent. Note that when k = 2 the group
of such reparametrizations for which z′j = zj for all j has (real) dimension at least 2. (The
other reparametrizations in some sense do not count since they can be gotten rid of by
normalizing the choice of zj.)
This defines the elements τ of M =M0,k(P, J,A). We write ev for the evaluation map
ev :M0,k(P,A, J)→ P
k : [Σ, h, z1, . . . , zk]→ (h(z1), . . . , h(zk)).
Each such τ has a finite automorphism group Γτ = Aut([Σ, h, z1, . . . , zk]). Given a
representative (Σ, h, z1, . . . , zk) of τ we may identify Γτ with the group of all holomorphic
maps γ : Σ→ Σ such that h ◦ γ = h, and γ(zj) = zj for all j. For most elements this group
is trivial, and it is always finite because of the stability condition. It may be nontrivial if
any of the hi are multiple coverings, or if two different hi have the same image. (Note that
γ might permute the components of Σ.) It is the presence of these automorphism groups
that makes it impossible to find a manifold that regularizes M =M0,k(P, J,A).
The space of all stable maps has a natural topology in whichM is compact. We will later
consider a small neighborhood W of M in this space. W has a natural coarse stratification
in which each stratum consists of elements τ = [Στ , hτ , z1, . . . , zk] whose domain Στ = ∪iΣi
has fixed topological type, where the marked points z1, . . . , zk are on specified components
of Σ, and where the decomposition A =
∑
Ai is given. It also has a fine stratification in
which we add the requirement that the isomorphism class of Γτ is fixed on each stratum.
Each such stratum in W has a smooth topology modelled on the space of smooth (i.e. in
some Sobolev class Lk,p) sections of a suitable bundle over the (fixed) domain Σ. However,
this smooth structure is not extended over W as a whole: see §4. It is not hard to check
that the index of the linearization Dhτ of the Cauchy-Riemann operator at hτ depends only
on the number ℓ of components of the domain Στ and equals
indhτ = dimM− 2(ℓ− 1) = 2n+ 2cφ(A) + 2k + 2− 2ℓ, (5)
where the second equality holds when P = Pφ and A is a section class.
There is a special case in which P is a single point. In this case all maps are trivial,
and the resulting space M0,k(pt, J, A) is usually written M0,k. Its elements are called
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stable curves. The stability condition now says that every (nondegenerate) component of Σ
contains at least 3 special points. When k < 3 the space M0,k reduces to a single point,
that for consistency is taken to be represented by the degenerate Riemann surface consisting
of a single point. The space M0,k also is a single point, but now this is represented by a
sphere with 3 marked points. There is a forgetful map
f :M0,k(P, J,A)→M0,k : [Σ, h, z1, . . . , zk] 7→ [Σ
′, z1, . . . , zk],
where [Σ′, z1, . . . , zk] is the stabilization of the domain [Σ, z1, . . . , zk] of h that is obtained
by collapsing to a point each component of Σ that does not contain at least 3 special points.
(The domain [Σ, z1, . . . , zk] is called a prestable curve.) Note that, for k ≥ 3, M0,k is a
smooth oriented compact manifold of dimension 2k − 6: see [HS2] for example.
We now discuss stable maps in the context of our fibered space P → S2. As always, Ω
is a compatible symplectic form on P .
Definition 2.8 We say that an almost complex structure J on P is fibered if the following
conditions hold. At each point x ∈ P let Hx denote the Ω-orthogonal to the tangent space
to the fiber. Then J must preserve the splitting TxPφ = Tx(Fiber)⊕Hx, be Ω-compatible
and be such that the projection p is (J, j)-holomorphic for the standard complex structure
j on S2.
The next lemma explains the structure of J-holomorphic stable maps with two marked
points when J is fibered.
Lemma 2.9 When P = Pφ, J is fibered and σ is a section class, each element [Σ, h, z0, z1]
of M0,2(P, J, σ) contains one component (Σ0, h0), called the stem, that is a section of p :
P → S2. All other components lie in the fibers of P and may be divided into a finite number
of connected pieces called branches, each branch lying in a different fiber.
Proof: When J is fibered, any J-holomorphic curve h : S2 → P that represents the class of
a section must intersect each fiber of P exactly once transversally since p ◦ h : S2 → S2 is a
holomorphic map of degree 1. Further, any J-holomorphic curve h : S2 → P that represents
a class B such that B · [M ] = 0 must lie entirely in a fiber, and no class with B · [M ] < 0
has a J-holomorphic representative. Therefore, given a J-holomorphic stable map [Σ, h] in
the class σ, in the corresponding decomposition σ =
∑
Bi of σ (where Bi = h∗(Σi)) we
must have Bi · [M ] ≥ 0 for all i. It follows that Bi · [M ] = 0 for all i except one (that we
choose to be i = 0). Each other component lies entirely in a fiber. Moreover the union of
the components in a given fiber must be connected since h(Σ) is connected and the stem
h(Σ0) intersects each fiber just once. The result is now immediate. ✷
Each branch can be considered as an element of some moduli space M0,k(M,JM , B),
where 1 ≤ k ≤ 3. For each branch contains one marked point where it meets the stem and
may or may not also contain z1 or z2.
2.2.2 Gromov–Witten invariants
Siebert’s point of view is the following. In order to count the number of isolated J-
holomorphic A-curves of genus 0 in (P, J) through the k classes α1, . . . , αk ∈ H∗(P ), one
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considers the space M0,k(P,A, J) of J-holomorphic genus 0 stable maps in class A with k
marked points. This space supports a virtual fundamental class
CholA,k(P, J) ∈ H
BM
d (M0,k(P,A, J),Q)
of dimension d = dimP +2c1(A)+ 2k− 6, where HBM denotes the Borel–Moore homology.
In the nicest cases, M0,k(P,A, J) is a compact manifold of dimension d and CholA,k(P, J) is
simply its fundamental class. More generally, (e.g. in the semi-positive case, see [MS1])
M0,k(P,A, J) is a compact stratified space whose top stratum is a manifold of dimension
d and all other strata have dimension ≤ d − 2. In this case too M0,k(P,A, J) carries a
fundamental class and CholA,k(P, J) =M0,k(P,A, J).
Given k homology classes v1, . . . , vk in P , the Gromov–Witten invariant nP (v1, . . . , vk;A)
is defined to be the intersection number
nP (v1, . . . , vk;A) = ev(C
hol
A,k(P, J)) ·Pk (v1 × . . .× vk)
of the pushforward ev∗(C
hol
A,k(P, J)) of C
hol
A,k(P, J) by the evaluation map with the class v1 ×
. . .× vk in H∗(P k,Q). By definition, this number is zero unless the dimensions of the cycles
are complementary in P k. Thus if P = Pφ and k = 2 we need
d+ dim v1 + dim v2 = 2(2n+ 2),
which reduces to the dimension condition 2cφ(A) + dim v1 + dim v2 = 2n in equation (3)
above. Note also that nP (v1, . . . , vk;A) = 0 if A 6= 0 and any vi = [P ] since in that case it
is impossible for the intersections to be isolated.
The invariant nP (v1, . . . , vk;A) is the most simple-minded Gromov–Witten invariant.
More generally, one can consider the forgetful map
f :M0,k(P,A, J)→M0,k,
take a class c ∈ H∗(M0,k,Q), and then set
nP,c(v1, . . . , vk;A) = (f × ev)∗(C) · (c× v1 × . . .× vk),
where the intersection is taken in M0,k × P k. Thus our previous definition corresponds to
taking c to be the fundamental class of M0,k.
When k ≤ 3, M0,k is a single point, and so there is only one invariant. We also need to
consider the case k > 3. Let χ = [pt] ∈ H0(M0,k). The invariant
nP,χ(v1, . . . , vk;A)
intuitively speaking counts the number of J-holomorphic maps h : S2 → P such that
h(zi) ∈ vi for a fixed set of points z1, . . . , zk. In particular, if k = 4 fixing the points zi is
equivalent to fixing their cross ratio. Hence nP,χ(v1, . . . , v4;A) is calculated using the class
CholA,4(P, J) ∩ [Mt] in H∗(Mt), where Mt is the subset of M =M0,4(P, J,A) on which the
cross ratio of the marked points is fixed at t.7
7 The cross ratio on M0,4(P, J,A) can be identified with the forgetful map to the space M0,4 = S2 of
genus zero stable curves with 4 marked points. For generalizations of this, see Hofer–Salamon [HS2].
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An important identity, that is equivalent to the associativity of quantum multiplication,
is the following:
nP,χ(v1, . . . , v4;A) =
∑
A=A1+A2, α
nP (v1, v2, e
′
α;A1) · nP (f
′
α, v3, v4;A2) (6)
where {e′α}α is a basis for the homology H∗(P,Q), and {f
′
β}β is the dual basis with respect
to the intersection pairing. Further, if v4 = [P ], we have
nP,χ(v1, v2, v3, [P ];A) = nP (v1, v2, v3;A).
(This is consistent with (6) since in this case the only term that contributes to the sum has
A2 = 0.) Another important point is that if w ∈ H(dimP )−2(P ) then
nP (v1, v2, w;A) = (w · A)nP (v1, v2;A).
In particular, if P = Pφ and σ is a section class then
nP (v1, v2, [M ], [M ];σ) = nP (v1, v2, [M ];σ) = nP (v1, v2;σ). (7)
Finally, we observe that part (i) of Proposition 1.6 follows immediately from the defi-
nitions. This states that nP (ι(a), ι(b), v; ι(A)) is always 0. To see this, observe that if J
is fibered Lemma 2.9 implies that every J-holomorphic stable map in class ι(A) has image
in a single fiber. Hence if we represent the classes ι(a), ι(b) by cycles in different fibers the
evaluation map
ev :M0,3(Pφ, J, ι(A))→ P
3
φ
never intersects the representative of ι(a)× ι(b)× v.
It is also easy to check that the rest of Proposition 1.6 holds when P is so nice that there
is a fibered J such that M0,k(P, J,A) supports a fundamental class whenever A is a section
or fiber class. For then the relevant Gromov–Witten invariants can be calculated by simply
counting J-holomorphic curves.8
2.3 Proofs of Propositions 2.2 and 2.5.
In this section, we will prove these propositions modulo two statements Claim 2.11 and
Lemma 2.12 about the behavior of Gromov–Witten invariants. To simplify our notation
we will usually omit mention of the inclusion map ι : H∗(M) → H∗(P ), instead using the
convention that a, b, c, A,B denote elements ofH∗(M) and v, w, σ denote elements ofH∗(P ).
2.3.1 Calculating Ψφ,σ for trivial bundles
Proposition 2.2 says that Ψφ,σ0 is the identity when φ is the constant loop ∗ and σ0 is the
flat section. Thus we must show:
8 This is the case considered in [Sd1] and [LMP2]. To complete the argument in this case one must use
some elementary transversality arguments that are similar to those in Lemma 4.14 below.
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Lemma 2.10 (i) nP (a, b;σ0 +B) = 0 unless B = 0,
(ii) nP (a, b;σ0) = a ·M b.
Proof of (ii).
Let Ω be a product form on P∗ =M×S2, α, β be cycles in different fibers of P∗ and J be
a product almost complex structure JM × j on P∗. Then the projections P∗ →M, P∗ → S2
are holomorphic, so that any J-holomorphic curve f˜ : S2 →M × S2 in class σ0 projects to
a constant in M . Thus, the space M0,2(P, σ0, J) of unparametrized J-holomorphic spheres
in class σ0 is a compact manifold that can be identified with M . In this case the virtual
fundamental class CholA,k(P, J) is simply the fundamental class of M0,2(P∗, σ0, J). It follows
immediately that nP (a, b;σ0) = a ·M b. ✷
Sketch Proof of (i).
Now consider calculating nP (a, b;σ0 + B) where B 6= 0. First observe that when J =
JM × j there is a well defined map
gr :M0,3(M,B, JM )→M0,2(M × S
2, σ0 +B, J)
given on τ = [Στ , h, z0, z1, z2] as follows. If the domain Στ has just one component, then
there is a unique map γ : Στ → S
2 that takes the 3 marked points to q0 = 0, q1 = 1, q2 =∞.
Then set gr(τ) = [Στ , ĥ, z0, z1] where
ĥ(z) = (h(z), γ(z)) ∈M × S2.
Thus, if we identify Σ with S2 via γ, ĥ is the graph of h.
In general, let us define the projection pj(zi) of the marked point zi onto the component
Σj as follows. If zi ∈ Σj then pj(zi) = zi. Otherwise it is the unique point on Σj where
the connected component of Στ − Σj containing zi is attached to Σj . It is easy to see that
for each domain [Στ , z0, z1, z2] there is precisely one component onto which the projections
of the three marked points are distinct. Let us call this component Σ0. It contains three
distinct points p0(zi) and so we can define ĥ on this component as before. This is the stem
of gr(τ). The other components are lifted as branch components in the obvious way.
It is not hard to check that the map gr is continuous. Moreover, its image is precisely the
set of elements of M0,2(M × S2, σ0 +B, J) that take zi into M × qi for i = 0, 1. Hence, gr
is essentially surjective. (More precisely, its image contains all stable maps, but the marked
points might be in the wrong place.) On the other hand, when we calculate the Gromov–
Witten invariant nP (a, b;σ0 + B) it is all right to have the marked points in designated
fibers. Indeed, let us consider the evaluation map
ev01 : Im gr→M ×M,
where the range M ×M is identified with (M ×{q0})× (M ×{q1}) in P ×P . Observe that
the formal codimension of its image is the same as that of the map
ev :M0,2(M × S
2, σ0 +B, J)→ P × P.
We will prove an equivalent of the following claim in Lemma 4.15.
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Claim 2.11 If C is the virtual fundamental class of M0,3(M,B, JM ), then the invariant
nP (a, b;σ0 +B) is the intersection number of
(ev01 ◦ gr)∗(C)
with the class a× b in M ×M
Now observe that the map ev01 ◦ gr reduces dimension: given
τ = [Σ, h, z0, z1, z2] ∈M0,3(M,B, JM ),
the element gr(τ) varies as z2 moves, but ev01(gr(τ)) remains unchanged. It follows easily
that, for dimensional reasons, a × b can be perturbed in M × M to be disjoint from a
representing cycle for the class (ev01 ◦ gr)∗(C). Hence nP (a, b;σ0 +B) = 0.
2.3.2 Proof of the composition rule
It follows immediately from the definition of Ψ (see Definition 2.1) and the remarks at the
end of § 2.2.2 that, if ei is a basis for H∗(M) with dual basis {fj}, then
Ψφ,σ(a) =
∑
B,i
nPφ(a, [M ], ei);σ +B)fi ⊗ e
−B.
We would like to use equations (6) and (7) in §2.2.2 to make the following calculation:
Ψψ,σ′(Ψφ,σ(a)) =
∑
B,i
nPφ(a, [M ], ei;σ +B)Ψψ,σ′(fi)⊗ e
−B
=
∑
B,B′
∑
i,k
nPφ(a, [M ], ei;σ +B) ·
nPψ (fi, [M ], ek;σ
′ +B′)fk ⊗ e
−B−B′
=
∑
A,k
nPψ∗φ,χ(a, [M ], [M ], ek, σ#σ
′ + A)⊗ e−A
= Ψψ∗φ,σ#σ′(a).
The only problem here is that we are considering Gromov–Witten invariants in different
spaces. To overcome this difficulty we must define a space X that contains all the spaces
Pφ, Pψ and Pψ∗φ. To this end, let π : (S, jS)→ ∆ be a singular holomorphic fibration over
the unit disc in C, with generic fiber Σt = S
2 and singular fiber Σ0 over {0} formed by the
union of two transversally intersecting 2-spheres. Thus there are local complex coordinates
(z, w) round the singular point in Σ0 such that
π(z, w) = zw.
Observe that each component of Σ0 has self-intersection −1. Choose four disjoint smooth
sections si : ∆→ S such that s1(0), s2(0) lie in one component of Σ0 and s3(0), s4(0) lie in
the other, and so that the cross ratio of the four points si(t) on Σt uniquely determines t
when t 6= 0. This is a holomorphic model for the degeneration of the complex structure of
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the sphere Σt with 4 marked points as a bubble is formed that contains two of the marked
points.
We next construct a smooth fibration q : X → S with fiber M such that
Xt = X|Σt ∼= Pψ#Pφ, X0 = X|Σ0 = Pφ ∪ Pψ,
where in the union Pφ ∪ Pψ the fibers Mψ,0 are Mφ,∞ are identified. This can be done
very explicitly using the description of Pψ#Pφ in §1. Moreover, we can suppose that X
has a symplectic form Ω˜ and a compatible J˜ that restrict appropriately on each Xt. (In
particular, the projection X → S is holomorphic, which implies that J˜ restricts to a fibered
almost complex structure Jt on each Xt.)
Now let α˜i, i = 1, 2, 3, 4 be relative cycles in (X , ∂X ) whose images by q : X → S equal
the images of the sections si : ∆→ S and are such that:
α˜1 ∩X0 = α, α˜i = q
−1(Im si), i = 2, 3, α˜4 ∩X0 = β,
where α, β represent the classes a, b. Note that every J˜-holomorphic stable map τ that
meets these cycles α˜i must lie entirely in one of the sets Xt (since the projection X → ∆
is holomorphic). Moreover, the value of t is determined by the cross ratio of the marked
points on τ .
Let a˜i ∈ H∗(X , ∂X ) be the classes represented by the α˜i. Then, even though X has a
boundary, one should be able to make sense of Gromov–Witten invariants on X . It follows
easily from the calculation given above that Proposition 2.5 would hold if we could prove
the following lemma.
Lemma 2.12 (i) If σ is a section class in Xt = Pψ∗φ and σ˜ is its image in H2(X ), for
each t 6= 0 we have:
nX ,χ(a˜1, . . . , a˜4; σ˜) = nXt(a, [M ], [M ], b;σ).
(ii) The above statement also holds when t = 0 if the right hand side is defined by:
nX0(a, [M ], [M ], b;σ) =
∑
σ=σ1#σ2, i
nPφ(a, [M ], ei;σ1) nPψ (fi, [M ], b;σ2).
To justify (i) note that nX ,χ is calculated by restricting attention to the part of the space
M0,4(X , J˜ , σ˜) on which the cross ratio is fixed, and, as pointed out above, the only elements
in M0,4(X , J˜ , σ˜) that meet the cycles α˜i lie in a single Xt.
A proof of this lemma will be given in §4.3.3 below.
3 Proofs of the other properties of Pφ
In this section we complete the proofs of the results announced in §1.1 and §1.2, assuming
that Theorem 1.1 is proven and that Propositions 1.6, 2.2 and 2.5 hold. Proposition 1.6
itself is proved in §4.3.2.
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3.1 The homomorphism ρ.
In order to use the maps Ψφ,σ to define ρ we must make a canonical choice of section σφ
that (up to equivalence) satisfies the composition rule
σψ∗φ = σφ#σψ ,
where σφ#σψ denotes the obvious union of the sections σφ, σψ in Pψ∗φ = Pψ#Pφ. Unfor-
tunately, it is not always possible to do this if one just considers ordinary sections. To get
around this difficulty, we define the notion of a generalized section or R-section.
Definition 3.1 We will say that σ is an R-section of Pφ if it is a finite sum
∑
λiσi, λi ∈ R,
of sections such that p∗([σ]) is the fundamental class of S
2. Two R-sections σ, σ′ are
equivalent if
uφ(σ) = uφ(σ
′), cφ(σ) = cφ(σ
′).
The following lemma is immediate. (Part (iii) follows from Lemma 2.4.)
Lemma 3.2 (i) If the classes [ω] and c1(TM) are linearly independent on H
S
2 (M), there
is for each φ a unique equivalence class of R-sections σφ such that
uφ(σφ) = 0, cφ(σφ) = 0.
(ii) If the classes [ω] and c1(TM) are linearly dependent on H
S
2 (M) and [ω] 6= 0, we choose
σφ to be the unique equivalence class of R-sections such that uφ(σφ) = 0. If [ω] = 0 on
HS2 (M) but cφ 6= 0, we choose σφ so that cφ(σφ) = 0. If both [ω] and c vanish on H
S
2 (M),
then there is only one section class up to equivalence, and we take that for σφ.
(iii) In all cases, σψ∗φ = σφ#σψ .
Remark 3.3 Note that it may happen that the classes [ω] and c1(TM) are linearly depen-
dent on HS2 (M) while their extensions uφ and cφ are not linearly dependent on H2(Pφ): see
Example 3.12. Therefore, there may be no R-section such that uφ(σφ) = 0, cφ(σφ) = 0.
This is why we used weaker conditions in (ii) above. Note however that when ω = 0 on
HS2 (M) it follows from the proof of Proposition 3.23 in §3.4 that the section σφ defined as
above is integral and that uφ(σφ) = cφ(σφ) = 0.
One should think of the R-section σφ as an average of the sections in Pφ. The effect of
enlarging the Novikov ring to ΛR is thus to make enough room to take this average. More
precisely, observe that the definition of the map Ψφ,σφ still makes perfect sense provided
that one allows the coefficients B to belong to HR = HS2 (M,R)/∼ so that the sum σφ +
ι(B) can be integral. In the next proposition AutΛR(QH∗(M,ΛR)) denotes the group of
automorphisms of the ΛR-module QH∗(M,ΛR).
Proposition 3.4 The map
ρ′ : π1(Ham(M,ω))→ AutΛR(QH∗(M,ΛR))
defined by ρ′(φ) = Ψφ,σφ is a group homomorphism.
21
Proof: This follows immediately from Propositions 2.2 and 2.5 and Lemma 3.2. ✷
Following Seidel, we now want to show that the automorphisms ρ′φ = ρ
′(φ) respect the
structure of QH∗(M) as a right QH∗(M)-module, i.e.
ρ′φ(a ∗M b) = (ρ
′
φa) ∗M b.
To this end, it is convenient to introduce the following more flexible notation for the quantum
product. Let {ej} be a basis for H∗(M) with dual basis {fj}. Then, for any section
s′ : H∗(M)→ H∗+2(P )
ι(ei) ·P s
′(fj) = ei ·M fj = s
′(ei) ·P ι(fj) = δij .
The following lemma shows that we can modify s′ to a section s such that in addition
s(ei) · s(ej) = s(fi) · s(fj) = 0 for all i, j. To simplify our notation we will from now on omit
mention of the inclusion ι : H∗(M)→ H∗(P ), but will keep the convention that the letters
a, b, c, e, f refer to homology classes on M and u, v, w to those in P .
Lemma 3.5 In the above situation, let d(e) denote the dimension of the class e ∈ H∗(M),
let 2n = dim(M), set qij = s
′(ei) · s′(ej), and define
s(ei) =


s′(ei) if d(ei) < n− 1
s′(ei)−
1
2
∑
j(−1)
n−1qij fj if d(ei) = n− 1
s′(ei)−
∑
j(−1)
d(ej)qij fj if d(ei) > n− 1,
where the sums are over those j for which fj has the appropriate dimension, i.e. d(fj) +
d(ej) = 2n. Then, if the s(fj) are defined by linearity,
ei ·P s(fj) = δij , s(ei) ·P s(fj) = 0
for all i, j.
Proof: This is an easy calculation that is left to the reader. ✷
From now on we will assume that the ej , fj and s are as above. Then the elements
{ej, s(ek)} form a basis for H∗(P ) whose dual basis is given by {s(fj), fk}. Similarly, the
basis {fj, s(ek)} has dual basis
{(−1)εjs(ej), fk}, where εj ≡ d(ej) (mod 2).
Observe that in our present notation
a ∗M b =
∑
j,B∈HR
nM (a, b, ej;B)fj ⊗ e
−B ∈ QH∗(M,Λ),
Ψφ,σ(a) =
∑
j,B∈HR
nP (a, [M ], ej ;σ +B) fj ⊗ e
−B.
It follows easily that the triple invariants nP (a, b, c ;σ) are the coefficients of Ψφ,σ(a) ∗M b.
Thus, we have:
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Corollary 3.6
Ψφ,σ(a) ∗M b =
∑
B,j
nP (a, b, ej;σ +B) fj ⊗ e
−B.
Similarly, the horizontal quantum product ∗H,σ that was introduced in §1.3 may be
written as:
u ∗H,σ v =
∑
j,B∈HR
nP (u, v, ej;σ +B) s(fj)⊗ e
−B
+ nP (u, v, s(ej);σ +B) fj ⊗ e
−B.
Proposition 3.7 (i) Ψφ,σ(a) = ([M ] ∗H,σ a) ∩ [M ].
(ii) Let Qσ = Ψφ,σ([M ]) = ([M ] ∗H,σ [M ]) ∩ [M ]. Then
Ψφ,σ(a) = Qσ ∗M a.
Proof: The first statement follows immediately from Definition 2.1 since s(fj) ∩ [M ] =
fj , fj ∩ [M ] = 0. To prove (ii) observe first that
Ψφ,σ(a) = ([M ] ∗H,σ a) ∩ [M ]
=
∑
j,B∈HR
nP ([M ], a, ej ;σ +B) fj ⊗ e
−B
=
∑
B,A,k,j
nP ([M ], [M ], ek;σ +B −A) · nM (fk, a, ej ;A)⊗ e
−B
by Proposition 1.6(iv). But
Qσ ∗M a =
∑
C,k
nP ([M ], [M ], ek;σ + C) fk ∗M a⊗ e
−C
=
∑
C,A,k,j
nP ([M ], [M ], ek;σ + C) · nM (fk, a, ej ;A) fj ⊗ e
−A−C .
The result follows. ✷
Corollary 3.8 Ψφ,σ(a ∗M b) = (Ψφ,σ(a)) ∗M b.
It follows from the above proposition that, for all sections σ, Qσ = Ψφ,σ([M ]) is a unit
in the ring QHev(M,ΛR). We now define the map
ρ : π1(Ham(M,ω))→ QH∗(M,ΛR)
×
by:
ρ(φ) = Qσφ .
Proof of Theorem 1.5
We have to show that ρ is a homomorphism. Proposition 3.7 implies that
ρ′(φ)(a) = ρ(φ) ∗M a,
and by Proposition 3.4 ρ′ is a homomorphism. Hence result. ✷
The next result will be useful in §3.3.
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Lemma 3.9 ρ(φ) = µ1l⊗ e−A if and only if
nP (a, b, [M ];σφ +B) = 0, B 6= A
= µa · b, B = A.
Proof: This is immediate from the definitions. ✷
Following Seidel let us write
QH+ =
⊕
k<n
H2k ⊗ ΛR, where 2n = dimM.
The next result follows immediately from the definitions.
Lemma 3.10 (i) If the Gromov–Witten invariants nM (a, b, c ;B) vanish whenever c1(B) >
0 then QH+ ∗M QH+ ⊂ QH+.
(ii) If QH+ ∗M QH+ ⊂ QH+ then every unit in QH×ev has the form 1l⊗λ+x for some unit
λ ∈ ΛR and some x ∈ QH
+.
Units in QH∗(P,ΛR) of the form 1l⊗ λ + x are in some sense trivial. Observe that if a
unit λ =
∑
B λBe
B ∈ ΛR has more than one nonzero coefficient λB then either λ itself or
its inverse λ−1 has infinitely many nonzero coefficients. It is not clear whether such units
can occur as values of ρ. If so, it would mean that Pφ had nonvanishing Gromov–Witten
invariants for infinitely many section classes.
Lemma 3.11 If ρ(φ) = 1l⊗ λ+ x where λ 6= 0 then Ic(φ) = 0.
Proof: The hypothesis means that one of the numbers nP ([M ], [M ], pt;σ) is nonzero,
which is possible only if cφ(σ) = 0. Thus there is an (integral) section of P → S2 on which
cφ = 0, which immediately gives the result. ✷
In [Sd1] §11 Seidel calculated Ψφ,σ in some cases, for example, when φ is rotation in the
first coordinate of CPn, and when φ is rotation in the fiber of the rational ruled surface F2.
The next example is slightly easier because HS2 (M) has rank 1. We will also calculate
the homomorphisms Ic, Iu.
Example 3.12 Let M be total space of the nontrivial S2-bundle over T 2 and let φ be
the loop that rotates once around in the fibers fixing the points of the sections T± of self-
intersection ±1. Then Pφ fibers over Z = T 2 × S2 with fiber F = S2, and M ⊂ Pφ can
be identified with the inverse image of T 2 × pt. In fact P can be can be thought of as the
projectivization of L⊕C where L is a line bundle over Z with c1(L) = λ+µ, where λ, µ are
the obvious generators of H2(Z) with λ(T 2) = 1, µ(S2) = 1. We will use the same letters
λ, µ for the pullbacks of these classes to P . There is another good class in H2(P ) namely
the vertical Chern class ν of the fibration P → Z. This is 2 on the fiber F and takes the
values ±1 on S±, T±, where T±, S± are copies of T 2 × pt and pt × S2 in the two obvious
sections Z± of P → Z.
The first claim is that the even part Hev(P ) of H∗(P ) is generated by λ, µ, ν with the
relations λ2 = µ2 = 0, ν2 = 2λµ. To see this, note that PD(ν) = Z+ + Z−. Hence
PD(ν2) = (Z+ + Z−)
2 = (S+ + T+)− (S− + T−) = 2F.
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Also PD(µ) =M and PD(λ) = Z+ − Z− −M . To check:
(Z+ − Z− −M)
2 = Z2+ + Z
2
− − 2M(Z+ − Z−)
= (T+ + S+)− (T− + S−)− 2(T+ − T−)
= 2F − 2F = 0.
Also PD(λµ) =M(Z+ − Z− −M) = T+ − T− = F . (This is another check, since obviously
PD(λµ) = F .)
Let us calculate Ic(φ) = cφ(σ) (mod N). In our case the minimal (spherical) Chern
number of M = 2. Further the classes S± are section classes of P → S2. Hence
Ic(φ) = 1 ∈ Z/2Z.
Next, identify H2(M,R)/H
S
2 (M,R) with RT where T = T+ = T−. Observe that
PD(λν) = (Z+ − Z− −M)(Z+ + Z−) = (T+ + S+ + T− + S−)− T+ − T− = S+ + S−
is spherical. So are PD(ν2) and PD(λµ), while PD(µν) = T+ + T− is not. Let us suppose
that the symplectic form ω on M is such that
ω(T−) = κ, ω(F ) = 2.
Then uφ = (1 + κ)λ+ εµ+ ν where ε is chosen so that
0 = u3φ = c
3(3(1 + κ)ε+ 1).
Hence
Iu(φ) = 2εPD(µν) = 4εT =
−4
3(1 + κ)
T.
Finally, let us calculate ρ(φ). The first step is to calculate QHev(M). Since the only
spherical class in H2(M) is F , it is easy to check that the quantum products of the basis
elements [M ] = 1l, F, T−, [pt] equal their usual intersection product except in the following
cases:
T− ∗ T− = −[pt] + 1l⊗ e
−F , [pt] ∗ T− = F ⊗ e
−F .
Next, we need to find all Gromov–Witten invariants
nP ([M ], [M ], a;σ) = nP ([M ], a;σ)
where σ is a section class. Observe there is a complex structure J on P for which the
submanifolds Z±, T±, S± are holomorphic, as are the projections pZ : P → Z, p : P → S2.
Therefore, any J-holomorphic section C of P → S2 projects to a holomorphic sphere C in
Z and hence lies in the ruled surface p−1Z (C). It follows that C must lie in a section class
σ = S− + kF with k ≥ 0. In particular, it is regular. Hence the moduli space M0,2(P, J, σ)
carries a fundamental class of the right dimension, and one can calculate nP ([M ], a;σ) by
naively counting curves. In particular, the set of J-holomorphic curves in class S− fills out
Z− and so
nP ([M ], F ;S−) = 1, nP ([M ], T−;S−) = −1, nP ([M ], a;S+) = 0,
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where the last equality holds for dimensional reasons: nP ([M ], a;σ) 6= 0 only if cφ(σ) ≤ 0
by equation (3) in §2.1. Hence
Ψφ,S− [M ] = T−.
(This also follows by applying [Sd1] Proposition 7.11.)
Now observe that M is spherically monotone, and H = Z is generated by F . The class
σφ must have the form S− + δF where, by Lemma 3.2(ii) uφ(σφ) = 0. Hence
σφ = S− + δF, where δ =
4 + 3κ
6 + 6κ
.
Thus
ρ(φ) = T− ⊗ e
δF .
This is a unit in QHev(M,ΛR) of infinite order. Hence φ itself must have infinite order.
Observe finally that cφ(σφ) 6= 0. This is no contradiction since we are in a degenerate case
of Lemma 3.2. ✷
3.2 The vertical quantum cohomology of P
Additively QH∗V (P,Λ
∗
R) = H
∗(P ; Λ∗R), where Λ
∗
R is the Novikov ring of HR = HR(M) that
satisfies the finiteness condition dual to that defining ΛR. Thus the elements of Λ
∗
R have the
form
∑
B∈HR
λ∗Be
B where, for each κ > 0, there are only finitely many nonzero coefficients
λ∗B with ω(B) < κ. The degree of e
B is defined to be 2c1(B) as before.
Recall that the quantum cup product on M is the Poincare´ dual to the quantum inter-
section product on M . In detail: there is a dual pairing
QH∗(M,Λ∗R)⊗QH∗(M,ΛR)→ Q : 〈
∑
α∗A ⊗ e
A,
∑
aB ⊗ e
−B〉 =
∑
B
〈α∗B, aB〉,
and Poincare´ duality PD = PDM is given by:
PD : QH∗(M,Λ∗R)→ QH∗(M,ΛR) :
∑
αA ⊗ e
A 7→
∑
PD(αA)⊗ e
−A.
The quantum cup product on M is defined by
α ∗ β =
∑
B
(α ∗ β)B ⊗ e
B,
where
〈(α ∗ β)B , c〉 = nM (PD(α),PD(β), c ;B),
and it is not hard to check that
PD(α ∗ β) = PD(α) ∗ PD(β).
The vertical quantum product ∗V on QH∗(P,Λ∗R) is defined similarly.
Theorem 1.1 implies that the Wang sequence in rational cohomology decomposes as a
family of exact sequences:
0→ H∗−2(M)
ι!→ H∗(Pφ)
ι∗
→ H∗(M)→ 0, (8)
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where ι! : H
∗−2(M)→ H∗(P ) is the cohomology transfer:
ι!(α) = PDP (ι∗(PDM (α))).
Observe that ι∗ is a ring homomorphism while ι! satisfies the identity:
ι!(α ∪ β) = s(α) ∪ ι!(β),
where s : H∗(M) → H∗(P ) is any right inverse to ι∗, i.e. any map such that ι∗ ◦ s = id.
Here is the quantum analog.
Proposition 3.13 There is an exact sequence
0→ QH∗−2(M,Λ∗R)
ι!→ QH∗V (Pφ,Λ
∗
R)
ι∗
→ QH∗(M,Λ∗R)→ 0,
of Λ∗R-modules where ι
∗ is a ring homomorphism with respect to the quantum products and
ι! satisfies the identity
ι!(α ∗M β) = s(α) ∗V ι!(β),
for any additive splitting s as above.
Proof: This follows by dualizing Proposition 1.9. ✷
Remark 3.14 This proposition continues to hold whenever P → Sd is a fibration with
structural group Ham(M). In fact, it is shown in [LMP3] that the cohomology of P is
still additively split in this case. It is not hard to check that all that is then needed to
establish the existence of the vertical quantum multiplication is the fiberwise symplectic
structure of P . Seidel notes in [Sd2] that the Wang sequence (8) with base Sd can be
interpreted as saying that the ring H∗(Pφ) is a (first order) deformation of H
∗(M). (Here
φ ∈ πd−1(Ham(M)).) He considers only the case when M = CP
m ×CPn and then looks
at the part of the vertical quantum product ∗V that is given by counting vertical A-curves,
where A is the positive generator of H2(CP
n,Z). His equation (5.1) is the analog of the
statement that
ι∗ : QH∗V (Pφ,Λ
∗
R) −→ QH
∗(M,Λ∗R)
a ring homomorphism with respect to the quantum products. The crucial fact in his case is
that the moduli space of spheres in class A is compact, which means that his operation gives
rise to an associative multiplication on R˜ ⊗ F [q]/q2: cf. property (1′) in [Sd2] Definition
4.1. More generally, it would be sufficient to require that in the decomposition
nP (u, v, w, z; ι(A)) =
∑
A=A1+A2
nP (u, v, e
′
α; ι(A1)) · nP (f
′
α, w, z; ι(A2)),
the only nonzero terms have A1 or A2 equal to 0.
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3.3 The ring structure of H∗(Pφ)
In this section we discuss conditions under which the ring H∗(P ) splits as the product of
H∗(M) with H∗(S2). This happens if and only if there is a ring homomorphism
r : H∗(M)→ H∗(P ),
such that ι∗ ◦r = id. Note that in this situation uφ = r([ω]) since r([ω])
n+1 = r([ω]n+1) = 0.
Conversely, we have the following elementary result.
Lemma 3.15 If H∗(M,R) is generated as a ring by [ω], then the ring H∗(P ) = H∗(P,Q)
splits.
Proof: Since the hypothesis implies that H2(M) has dimension 1, we can assume without
loss of generality that ω is rational. It now suffices to define the splitting r by r([ω]k) = ukφ.
✷
It is tempting to try to generalize this to the case when H∗(M) is generated by H2(M).
However, in this case the ring H∗(P ) does not always split. For example, one could calculate
H∗(P ) as in Example 3.12 but taking M to be equal to the nontrivial ruled surface over
S2 (rather than T 2) so that H2(M) does generate H∗(M). See also the examples in [Sd2]
which have fiber CPm ×CPn.
Our next aim is to prove that Theorem 1.2 holds. Thus we have to show that the ring
H∗(P ) splits under the assumption that all vertical Gromov–Witten invariants
nP (v1, . . . , vk;B), B 6= 0, k ≤ 4,
vanish. Since this implies that the quantum multiplication on M is trivial, we must have
ρ(φ) = 1l⊗ λ+ x
as in Lemma 3.10. Choose A so that the term λA = µ in the expansion
λ =
∑
B
λBe
−B
is nonzero. Then, if σA = σφ +A,
nP (a, b, [M ];σA) = µa · b.
The following remark will be useful later.
Lemma 3.16 If all the vertical Gromov–Witten invariants with B 6= 0 vanish for P = Pφ,
then the same is true for Pφ−1 .
Proof: As noted in the proof of Corollary 2.6, there is a fiberwise diffeomorphism h from Pφ
to Pφ−1 that is a symplectomorphism on the fibers and covers an orientation reversing map
on the bases. Hence, given any fibered tame J on Pφ, there is a fibered tame almost complex
structure J ′ on Pφ−1 that restricts on the fibers to the pushforward h∗(J). Therefore, hmaps
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vertical J-holomorphic curves on P to vertical J ′-holomorphic curves in P ′.9 Moreover, as in
§4.3, the regularizationMν =Mν0,k(P, J,B) used to calculate the vertical Gromov–Witten
invariants of P can be constructed using this J and a fibered perturbation term ν. Hence
the pushforward by h of Mν is a regularization of M0,k(P ′, J ′, h(B)) and can be used to
calculate the vertical Gromov–Witten invariants of P ′. Thus
nP (v1, . . . , vk;B) = nP ′(h∗(v1), . . . , h∗(vk);h∗(B)).
The result is now immediate. ✷
Lemma 3.17 The ring H∗(P ) splits if and only if there is an additive homomorphism
s : H∗(M)→ H∗+2(P ) such that, for all a, b, c ∈ H∗(M),
(i) s(a) ∩ [M ] = a,
(ii) (s(a) ∩ s(b)) · s(c) = 0.
Proof: (i) implies that for each a, b there is x ∈ H∗(M) such that
s(a) ∩ s(b) = s(a ∩ b) + ι(x).
Further s([M ]) = [P ]. Hence, taking b = [M ] in (ii), we find that s(a) · s(c) = 0 for all a, c.
Applying (ii) again, we have s(a) ∩ s(b) = s(a∩ b) for all a, b. One now defines an inclusion
r of the ring H∗(M) into H∗(P ) such that ι∗ ◦ r = idM by setting
r(α) = PDP (s(PDM (α)).
The converse is similar. ✷
Under the above hypotheses on P , define s = sA : H∗(M)→ H∗+2(P ) by the identity
sA(a) ·P v =
1
µ
nP (a, [M ], v;σA), v ∈ H∗(P ).
Since
µ (sA(a) ∩ [M ]) ·M b = µ sA(a) ·P b = nP (a, b, [M ];σA),
it is clear that
sA(a) ∩ [M ] = a.
Therefore, we just have to show that
sA(a) · sA(b) = 0, (sA(a) ∩ sA(b)) · sA(c) = 0.
To get a handle on these intersections, we now show that under the given hypotheses they
can be interpreted in terms of Gromov–Witten invariants.
Lemma 3.18 With the hypotheses of Theorem 1.2,
(i) µ sA(a) ·P sA(b) = nP,χ(sA(a), sA(b), [M ], [M ];σA);
(ii) nP,χ(sA(a), sA(b), [M ], [M ];σA) = 0.
9As Seidel pointed out to me, there is no similar correspondence between curves that represent section
classes, since h is antiholomorphic in the horizontal directions.
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Proof: Let s be any splitting that satisfies the conditions of Lemma 3.5. Using the
composition rule (6) we find that
nP,χ(sA(a), sA(b), [M ], [M ];σA)
=
∑
B,i
nP ([M ], [M ], ei;σA −B) · nP (s(fi), sA(a), sA(b);B) +
nP ([M ], [M ], s(ei);σA −B) · nP (fi, sA(a), sA(b);B),
since all other terms such as
nP ([M ], [M ], ei;B) · nP (s(fi), sA(a), sA(b);σA −B)
that occur in the expansion vanish by Proposition 1.6. By hypothesis, the only nonzero
terms have B = 0. For terms of the first kind, a dimension count shows that ei = [pt]. Thus∑
i
nP ([M ], [M ], ei;σA) · nP (s(fi), sA(a), sA(b); 0)
= nP ([M ], [M ], [pt];σA) · nP ([P ], sA(a), sA(b); 0)
= µ sA(a) · sA(b)
Further, when B = 0 in terms of the second kind, they have to vanish for reasons of
dimension. This proves (i).
Now let a = ej , b = ek. We may suppose that dim(ej) ≡ dim(ek) ≡ dim(ei)≡ ε mod 2
since otherwise all terms below vanish. Grouping the terms differently, we have
nP,χ(sA(ej), sA(ek), [M ], [M ];σA)
=
∑
B,i
nP (sA(ej), [M ], ei;σA −B) · nP (s(fi), sA(ek), [M ];B) +
(−1)εnP (sA(ej), [M ], s(fi);B) · nP (ei, sA(ek), [M ];σA −B),
where the sign (−1)ε is needed because we have reversed the order of ei, s(fi) in the basis.
When B = 0,
nP (s(fi), sA(ek), [M ];B) = nM (fi, ek, [M ];B) = (−1)
ε δik.
Hence
nP,χ(sA(ej), sA(ek), [M ], [M ];σA)
= (−1)ε nP (sA(ej), [M ], ek;σA) + (−1)
ε nP (ej , sA(ek), [M ];σA)
= µ sA(ek) · sA(ej) + (−1)
εµ sA(ej) · sA(ek)
= (−1)ε2µ sA(ej) · sA(ek),
where the second equality uses the definition of sA. This is consistent with (i) only if
sA(ej) · sA(ek) = 0 for all j, k. ✷
Hence the splitting sA satisfies the conditions of Lemma 3.5, and, for simplicity, we now
write it as s(a) instead of sA(a).
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Lemma 3.19 With the hypotheses of Theorem 1.2,
nP (s(a), b, c ;σA) = 0
for all a, b, c ∈ H∗(M).
Proof: By Proposition 1.6(iv),
nP (s(a), b, c ;σA) =
∑
B,i
nP (s(a), [M ], ei;σA − ι(B)) · nM (fi, b, c ;B) +
nP ([M ], [M ], ei;σA − ι(B) · nM (fi, a, b, c ;B).
But when B = 0, terms of the first kind vanish by the previous lemma, since, by definition,
nP (s(a), [M ], ei;σA) = ±s(ei) · s(a).
Terms of the second kind also vanish for dimensional reasons, since nP (s(a), b, c ;σA) 6= 0
only if
dim(a) + dim(b) + dim(c) + 2 = 4n,
which implies that the triple intersection (a ∩ b) · c = 0. Note that here we need to know
that a 4-point vertical invariant is zero when B 6= 0. ✷
Lemma 3.20 With the hypotheses of Theorem 1.2 and notation as above,
(i) s(a) ·P (s(b) ∩ s(c)) = ±µnP,χ(a, s(b), s(c), [M ];σA);
(ii) nP,χ(a, s(b), s(c), [M ];σA) = 0.
Proof: As in Lemma 3.18
nP,χ(a, s(b), s(c), [M ];σA) =
∑
i
nP (a, [M ], ei;σA) · nP (s(fi), s(b), s(c); 0)
+ nP (a, [M ], s(ei);σA) · nP (fi, s(b), s(c); 0).
Terms of the second kind vanish by Lemma 3.18. Also, because nP (a, b, [M ];σA)= µa · b,
terms of the first kind sum to give (−1)εµ s(a) ·P (s(b)∩s(c)) where ε = dim(a). This proves
(i).
We may also write
nP,χ(a, s(b), s(c), [M ];σA)
=
∑
B,i
nP (a, s(b), ei;σA −B) · nP (s(fi), s(c), [M ];B) +
nP (a, s(b), s(ei);B) · nP (fi, s(c), [M ];σA −B).
Again, nP (s(fi), s(c), [M ];B) = nM (fi, c, [M ];B) 6= 0 only if B = 0. Since we always have
nP (a, s(b), ei;σA) = 0 by Lemma 3.19, terms of the first kind vanish. A similar argument
shows that terms of the second kind vanish. ✷
Here is a more precise version of Theorem 1.2.
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Proposition 3.21 Suppose that all vertical k-point Gromov–Witten invariants of P = Pφ
with B 6= 0 and k ≤ 4 vanish. Then:
(i) the ring H∗(P ) splits;
(ii) Ic(φ) = Iu(φ) = 0;
(iii) ρ(φ) = µ1l + x for some µ ∈ Q, x ∈ QH+(M).
Proof: The first statement follows from Lemmas 3.18 and 3.20. Now consider the ring
homomorphism r : H∗(M)→ H∗(P ) Poincare´ dual to s. Thus
r(α) = PDP (s(PDM (α)), and ι
∗ ◦ r(α) = α.
Observe that the coupling class uφ must equal r([ω]) since r([ω]
n+1) = 0 for dimensional
reasons. Hence
PDP (u
n
φ) = s(PDM (ω
n)) = s([pt]).
Now s([pt]) is represented by a union of sections in the (equivalence) class σA. Hence it is
spherical. Thus PDP (u
n
φ) is spherical, so that Iu(φ) = 0. Moreover uφ(σA) = u
n+1
φ ([P ]) = 0.
Since we already know that cφ(σA) = 0 for dimensional reasons, we must have σA = σφ.
(Note that this conclusion holds even in the degenerate cases considered in Lemma 3.2 (ii).)
Thus (ii) holds and ρ(φ) has the form µ1l + x. ✷
Remark 3.22 If there is a fibered J with no vertical J-holomorphic curves at all, one can
show in addition that µ = ±1. The point is that the moduli space M = M(P, J, σA) of
unparametrized spheres in class σA is now a compact manifold and µ is the degree of the
evaluation map
ev :M× S2 → P.
(ev is well defined since the elements inM can be parametrized as sections.) Hence µ is an
integer. The proof of Lemma 3.16 shows that if P = Pφ has no vertical curves, the same is
true for P ′ = Pφ−1 . Since ρ(φ
−1) = (1/µ) 1l + x′, we must have µ = ±1. ✷
The above arguments prove that the ring H∗(P ) splits if there are no nontrivial vertical
invariants. We shall now show that they lead to the same conclusion either under a strong
hypothesis on the horizontal invariants or under a “mixed” hypothesis, that assumes less
about the horizontal invariants but more about the vertical ones. Recall from §1.3 that,
given any section class, the horizontal quantum product ∗H,σ is defined by
(u ∗H,σ v) · w =
∑
nP (u, v, w;σ +B)⊗ e
−B.
In particular, ρ(φ) = ([M ] ∗H,σφ [M ])∩ [M ]. Hence hypothesis (i) below implies that ρ(φ) =
µ1l⊗ e−A.
Proposition 3.23 The conclusions of Proposition 3.21 hold under each of the following
assumptions.
(i) There is a section class σA such that [M ] ∗H,σA [M ] = µ[P ]; or
(ii) The 3-point invariants nM (a, b, c ;B), B 6= 0 vanish and ρ(φ) = µ1l⊗ e−A.
In particular, in each case the ring H∗(P ) splits as a product of H∗(M) and H∗(S2).
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Proof: In both cases, one can run through the proofs of Lemmas 3.18, 3.19 and 3.20,
checking that the only nonzero terms in the expansions have to have B = 0. Then the
previous arguments apply.
For example, consider the first expansion in the proof of Lemma 3.18(i) and suppose
that condition (ii) above holds. Then, because ρ(φ) = µ1l⊗ e−A,
nP (a, [M ], ei;σA −B) 6= 0 =⇒ B = 0.
Thus B = 0 for terms of the first kind. For terms of the second kind one uses the identity
nP (fi, sA(a), sA(b);B) = nM (fi, a, b;B)
from Proposition 1.6(ii).
Similar arguments work under condition (i) since this is equivalent to assuming that
nP ([M ], [M ], v;σA −B) 6= 0 =⇒ B = 0, v = k [pt]. ✷
To end this section, we now show that the trivial bundle satisfies a strong form of
condition (i) above that is sufficient to imply
QH∗(M × S2) = QH∗(M)⊗QH∗(S2),
as claimed in Proposition 1.11. Here QH∗ denotes the small quantum cohomology ring
described in §3.2, with coefficients taken either in the usual Novikov ring ΛX or in the real
ring ΛR,X . Observe that ΛM×S2 ∼= ΛM ⊗ ΛS2 .
Let s : H∗(M)→ H∗+2(P ) be the obvious splitting,
s(a) = a× [S2].
A proof of the following lemma is sketched in §4.3.2: see Lemma 4.16.
Lemma 3.24 Let P =M×S2 and σ0 be the section class [pt×S2]. Then, for all a ∈ H∗(M)
and u, v, w ∈ H∗(P ),
(i) nP (u, v, w;D) = 0 unless D = kσ0 +B for some B ∈ H2(M) and k = 0, 1.
(ii) nP (s(a), u, v;σ0 +B) = 0.
Proposition 3.25 If the conclusions of Lemma 3.24 hold, then
QH∗(M × S2) = QH∗(M)⊗QH∗(S2).
Proof: By Proposition 2.2, ρ = 1l for the constant loop. Hence by definition (see
Lemma 3.9), nP (a, b, [M ], σO + B) = 0 if B 6= 0 or if a · b 6= 0. It follows easily from
Proposition 1.6 (iv) that
nP (a, b, c;σ0 +B) = nM (a, b, c;B).
Part (ii) of the preceding lemma now implies that the part of the quantum product in P
coming from the classes kσ0 +B, k = 0, 1, agrees with that in QH
∗(M) ⊗QH∗(S2). But,
by (i), classes with k 6= 0, 1 do not contribute to QH∗(P ). Since they do not contribute to
QH∗(M)⊗QH∗(S2) either, the result follows. ✷
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3.4 The nonsqueezing theorem
First of all, let us calculate the area α of (P,Ω). Note that if uS is the positive generator of
H2(S2,Z) then [Ω] = uφ + κ p
∗(uS), for some κ > 0.
Lemma 3.26 If [Ω] = uφ + κ p
∗(uS), then the area of α of (P,Ω) equals κ.
Proof: We can write Ω = ω˜ + κ p∗(ωS) where [ω˜] = uφ and [ωS ] = uS . Then∫
P
Ωn+1 =
∫
P
(n+ 1)κ ω˜n ∧ p∗(ωS) = (n+ 1)κ
∫
M
ωn
∫
S2
ωS ,
where the second equality holds because, at each point x ∈ P , Ω restricts to p∗(ωS) on the
2-dimensional subspace Hx of TxP that is Ω-orthogonal to the tangent space to the fibers.
The result follows. ✷
Proposition 3.27 The nonsqueezing theorem holds if
nP ([M ], [M ], [pt];σφ) 6= 0.
Proof: The hypothesis implies that the evaluation map
ev1 :M0,2(P, J, σφ)→ P
has nonzero degree, and hence is surjective (where ev1 evaluates at the first marked point
z1). Therefore, the usual proof of the nonsqueezing theorem (see Gromov [G] or [LM])
implies that the radius r of any symplectically embedded ball in P is constrained by the
inequality
πr2 ≤
∫
σφ
Ω.
By the previous lemma, [Ω] = uφ+αp
∗(uS). Moreover, by Lemma 3.2, we chose uφ so that
uφ(σφ) = 0 except in the degenerate case when ω = 0 on H
S
2 (M) on H
S
2 (M). This shows
that πr2 ≤ α in all cases except possibly this degenerate one.
To deal with this case, note that if ω = 0 on HS2 (M) then the hypothesis in Proposi-
tion 3.23 holds and σφ is the Poincare´ dual of u
n
φ. Hence we must still have uφ(σφ) = 0.
✷
Corollary 3.28 The nonsqueezing theorem holds under the hypotheses of Theorem 1.2 and
under those of Proposition 3.23.
Proof: By Proposition 3.21 nP ([M ], [M ], [pt];σφ) 6= 0 in these cases. ✷
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4 Gromov–Witten invariants in fibered spaces
It remains to prove the properties of the Gromov–Witten invariants claimed in Proposi-
tion 1.6 and in Claim 2.11 and Lemma 2.12 of §2.3. No doubt, any of the approaches to
defining general Gromov–Witten invariants can be adapted to do this. We will follow the
Liu–Tian [LiuT1,2] method since in some way this is the most geometric. The idea is to
perturb the moduli spaceM0,k(P, J,A) to a compact space calledMν =Mν0,k(P, J,A) that
is sufficiently like a closed manifold of dimension d to carry a rational fundamental class.
This gives us a virtual moduli cycle whose elements are stable maps satisfying a perturbed
Cauchy–Riemann equation. We can then argue geometrically using this cycle. We have
given a detailed description of the construction of the virtual moduli cycle Mν in [Mc3].
In §4.1,2 we will try to summarize enough of this discussion to make the the rest of the
argument in §4.3 intelligible.
One of the key properties we need to establish concerns the relation between the invari-
ants in class ι(A) in P and those of class A in M . For this, we first need to show that Mν
can be constructed using a fibered J and a perturbation term ν that is compatible with the
fibration P → S2. Then we must look carefully at how the stable maps in M sit inside the
full cycle Mν . In general, they form a codimension 2 subobject. We will give a rather ad
hoc definition of the structure put on Mν that takes this into account: see Definition 4.3.
4.1 Branched pseudomanifolds
In this section we describe the topological nature of the virtual cycle. We will work in the
category of partially smooth topological spaces Y . Thus Y is a Hausdorff topological space
that is the image of a continous bijection
iY : Ysm → Y,
where Ysm is a finite union of open disjoint (Banach) manifolds. (Another way to think of
Y is as a space with two topologies.) A morphism f : Y → X between two objects in this
category is a continuous map f : Y → X such that the induced map f : Ysm → Xsm is
smooth. Usually, we will be interested in the case when X is a manifold, i.e. when iX is a
homeomorphism, so that X can be identified with the manifold Xsm. Morphisms f : Y → X
will be called partially smooth maps, or, for short, simply maps. The path components of
Ysm are sometimes called strata and sometimes components. If Y is infinite-dimensional,
strata that are open subsets of Y are called top strata.
Definition 4.1 A (closed, oriented) branched pseudomanifold Y of dimension d is a compact
partially smooth space Ysm → Y where the components of Ysm have dimension at most d.
The components of dimension d are called Mi, those of dimension (d− 1) are called Bj , and
Y≤k denotes the union of all components of Ysm of dimension ≤ k. Write:
Y top =
⋃
i
Mi, B =
⋃
j
Bj , Y
sing = Y − (Y top ∪B) = Y≤d−2.
We assume that each Mi is oriented and that Mi ∪j∈Ji Bj can be given the structure of a
manifold with boundary, where j ∈ Ji if the closure M i of Mi in Y meets Bj . Similarly, we
assume Bj −Bj lies in Y sing. Finally, to get a rational cycle, we assume that Y is labelled.
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This means that theMi have rational labels λi ∈ Q, assigned so that the following condition
holds:
for each x ∈ B, pick an orientation of TxB and divide the components Mi that
have x in their closure into two groups I+, I− according to whether the chosen
orientation on TxB agrees with the boundary orientation. Then we require:∑
i∈I+
λi =
∑
i∈I−
λi.
Note that in many situations when one is considering branching the branching set B is
assumed to be closed and so is a codimension 1 submanifold with singularities. Here we have
considered these singularities as part of the singular set. An open branched pseudomanifold
satisfies all the above conditions except for compactness. One can also consider infinite
dimensional branched pseudomanifolds. Here the compactness condition is omitted and the
boundary components are cooriented submanifolds of codimension 1.
Lemma 4.2 Let Y be a (closed, oriented) branched and labelled pseudomanifold of dimen-
sion d. Then every partially smooth map ev from Y to a closed manifold X defines a rational
class ev∗([Y ]) ∈ Hd(X).
Proof: Since we are working rationally, the class ev∗([Y ]) is defined by its intersections
with classes given by smooth maps g : Z → X from oriented closed manifolds Z into X . If
dimZ + d = dimX , then we can jiggle g to make it meet each component of the image of
Ysm transversally. Hence it will be disjoint from ev(Y
sing ∪ B) (for reasons of dimension),
and will meet f(Y top) transversally in a finite number of points. We then set
ev · g =
∑
i
εiλi,
where εi = ±1 is the appropriate sign. Observe that if g0, g1 : Z → X are both transverse
to ev in this way, and are joined by a homotopy G : Z × [0, 1] → X then we can jiggle G
(fixing gi = G|Z×i) so that it is also transverse to ev. The important point now is that
the image of G still does not meet ev(Y sing) since Y sing has codimension ≥ 2 though it
may now meet ev(B). It is not hard to check that the condition imposed on the labels in
Definition 4.1 guarantees that this number is independent of the jiggling: cf. [S]. ✷
In order to define the Gromov–Witten invariants it is sufficient to think of Mν as a
(closed, oriented, partially smooth) branched pseudomanifold. However, in this paper we
need a finer structure in which some strata of codimensions 2 and 3 are controlled. (Of
course, if necessary, one could control strata of higher codimension.)
Definition 4.3 A (closed, oriented, partially smooth) branched pseudomanifold Y of di-
mension d is said to have a codimension 2 subcycle S if the following conditions are satisfied:
(i) S is (closed, oriented) branched pseudomanifold of dimension d− 2;
(ii) There is a neighborhood N (S) of S in Y and a commutative diagram
N (S)sm → N (S)
π′ ↓ π ↓
Ssm → S
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where the maps π′ and π are oriented locally trivial fibrations with fiber the 2-disc D2,
where D2sm = {0} ∪ (D
2 − {0}). Here the components of N (S)sm are given by intersecting
N (S) with the components of Ysm. In particular this means that the top strata in S are
surrounded by top strata in Y that locally look like 2-disc bundles with the zero section
deleted. A similar remark applies to the codimension 1 (branching) components.
(iii) It follows from (ii) that the intersection of any top component Mi of Y with N (S) is
the pullback of some top component MSk of S. We require that λ(Mi) = λ(M
S
k ).
Here we have made no attempt to put a smooth structure on the whole of π−1(Stop) =
N (Stop) since, even in the nicest cases, the disc fibers of N (Stop)→ Stop may have orbifold
singularities at their center: see [Mc2]. The next lemma shows that this is not important.
Proposition 4.4 Let p : P → S2 be a smooth fibration, and Y be a branched d dimensional
pseudomanifold with codimension 2 subcycle S. Consider a map ev : Y → P such that
S = ev−1(M) for some fiber M of p. Then if g : Z →M is any cycle such that dimZ+d =
dimP
ev∗([Y ]) ·P g∗([Z]) = ev∗([S]) ·M g∗([Z]).
Proof: We may jiggle g : Z → M so that it meets ev(S) transversally in M in a finite
number of points, and hence define ev∗([S]) ·M g∗([Z]). The left hand side ev∗([Y ]) ·P g∗([Z])
is defined by counting intersection points of ev(Y ) with a jiggling g′ of g that meets only
the top strata of Y . Since g meets only the top strata of S, we are locally in the following
situation. g is a smooth map Z → {0}×M ⊂ R2 ×M and ev : D2 ×Dd−2 → R2 ×M is a
continuous map such that
(a) ev({0} ×Dd−2 ⊂ {0} ×M ;
(b) ev is smooth on {0} ×Dd−2 and on (D2 − {0})×Dd−2;
(c) ev({0} ×Dd−2) meets g(Z) transversally in M at the single point ev(0, 0) = (0, x0).
It follows from (c) that ev|{0}×Dd−2 and g are local diffeomorphisms near their intersec-
tion point. Clearly we can perturb ev on a small neighborhood of (0, 0) in D2 ×Dd−2 so
that in addition it is smooth in some neighborhood U of (0, 0) and maps the 2-dimensional
fibers in U transversally to M . It is now clear that we can perturb g near g−1(x0) to a
map g′ : Z → P that meets ev(D2×Dd−2) exactly once transversally (in P ) and at a point
in the image of ev((D2 − {0})×Dd−2). The result then follows since by condition (iii) in
Definition 4.3 the labellings of S and Y agree. ✷
4.1.1 Constructing branched pseudomanifolds
In [Mc3] we show in detail how to construct a branched pseudomanifold from multi-sections
of a multi-bundle over a multi-fold. The construction amplifies the method of [LiuT1,2].
Here we will give a very brief sketch of the necessary ingredients.
We start with a space W in the partially smooth category that locally has the structure
of an orbifold. ThusW is a finite union of open sets Ui, i = 1, . . . , k,, each with uniformizers
(U˜i,Γi, πi) with the following properties. Each Γi is a finite group acting on U˜i and the
projection πi is the composite of the quotient map U˜i → U˜i/Γi with an identification U˜i/Γi =
Ui. The inverse image in U˜i of each stratum in Ui is an open subset of a (complex) Banach
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space on which Γi acts complex linearly. For simplicity, we suppose that the action of Γi is
free on the top strata of U˜i.
The usual compatibility conditions put on the local uniformizers of an orbifold are re-
placed by the following construction. For each subset I = {i1, . . . , ip} of {1, . . . , k} set
UI = ∩j∈IUj , U∅ = ∅.
Let N be the set of all I for which UI 6= ∅. For each I ∈ N define the group ΓI to be the
product
∏
j∈I Γj and then define U˜I to be the fiber product
U˜I = {x˜I = (x˜j)j∈I : πj(x˜j) = πℓ(x˜ℓ) ∈ UI for all j, ℓ} ⊂
∏
j∈I
U˜j,
with its two pullback topologies. Clearly, ΓI acts on U˜I and the quotient U˜I/ΓI can be
identified with UI . If J ⊂ I, there are projections
πIJ : U˜I → U˜J , λ
I
J : ΓI → ΓJ ,
where πIJ quotients out by the action of the product group ΓI−J . We will say that such a
collection
U˜ = {(U˜I ,ΓI , π
I
J , λ
I
J) : I ∈ N}
is a multi-fold atlas W˜ for W or a multi-fold, for short.
The next step is to define a multi-bundle p˜ : E˜ → W˜. Suppose given a space E that has
two topologies, and a map p : E → W with the property that each set Ei = p−1(Ui) has a
local uniformizer (E˜i,Γi, πi) such that the following diagram commutes:
E˜i
πi→ Ei
p˜ ↓ ↓ p
U˜i
πi→ Ui.
Here we require p˜ : E˜i → U˜i to be a Γi-equivariant map that restricts over each stratum of
U˜i to a locally trivial vector bundle. Thus the fiber F (x˜i) of p˜ at each point x˜i is a vector
space, but there is no natural way of identifying one with another if they lie over points in
different strata. In the application, the points of U˜i are parametrized stable maps τ˜ = (Σ, h˜)
and the fiber F (τ˜ ) is the space L1,k(Λ0,1(Σ, h˜∗TP )) of sections of a bundle over Σ. When
τ˜ moves from one stratum to another, the topological type of Σ may change, and so there
is no easy way to identify these fibers. Thus, E has the same local structure as W , and we
can define a multi-fold atlas E˜ = {E˜I} for it as above.
Next we define the concept of a multi-section s˜ of a multi-bundle E˜ → W˜ . Very roughly
speaking this is a compatible collection s˜I of (sometimes multi-valued) sections of E˜I → U˜I
that in the case when I is the singeton {j} is simply an ordinary, nonequivariant section of
the bundle E˜j → U˜j . The whole point of the construction of E˜ → W˜ is that a nonequiv-
ariant section σ(j) of E˜j → U˜j can be extended to a multi-section s˜(j) of E˜ → W˜ . (Here
we are cheating slightly since one has to refine the multi-fold cover {U˜I} in order for this
to be possible.) A multi-section is said to be Fredholm of index d if (among other condi-
tions) for each I its zero set Z˜I is a d-dimensional pseudomanifold whose top strata are the
intersections with Z˜I of the top strata in U˜I .
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The second main step in the construction is to show how to assemble the zero sets of a
Fredholm section s˜ into a branched, labelled pseudomanifold Ys˜. There are two steps. First
one replaces the open sets Z˜I by compact manifolds with boundary Y˜I , and then one sets
Ys˜ =
∐
I
Y˜I/ ∼,
where y˜I ∼ z˜J if J ⊂ I and πIJ (y˜I) = z˜J . Elements in the top strata in Ys˜ come from
elements in top strata of U˜I and their labels derive from the groups ΓI . For example, points
in Y tops˜ that are represented in U˜j have labels 1/|Γj|. For further details, see [Mc3].
One of the main questions is how to construct Fredholm multi-sections. Below, we will
define a finite-dimensional family s˜ν , ν ∈ R, of multi-sections that are Fredholm for generic
ν. It follows from the construction that the homology class represented by the corresponding
branched pseudomanifold Y ν =Mν is independent of all choices.
4.2 The virtual moduli cycle
In this subsection we briefly describe how to construct the virtual moduli cycle Mν =
Mν0,k(P, J,A) as a branched pseudomanifold Y = Y
ν of dimension d, where d = dimP +
2c1(A)+2k−6.Moreover, when P fibers over S2 and A is a section class, Y has a codimension
2 subcycle S. We use the notation of §2.2.1 without further comment and, for simplicity,
will often ignore the marked points. In particular, W will denote a suitable neighborhood
of M in the space of all stable maps.
Here are the main features of the structure of the pair (Y, S) when P fibers over S and A
is a section class. The elements of Y are parametrized stable maps (Σ, h˜) that each satisfy
a perturbed Cauchy–Riemann equation
∂J h˜(w) = νh˜(w), w ∈ Σ,
where νh˜ is a C
∞-smooth 1-form in the Sobolev space
L˜h˜ = L
1,p
(
Λ0,1(Σ, h˜∗(TvertP ))
)
,
consisting of all sections of the bundle Λ0,1(Σ, h˜∗(TvertP )) that are L
1,p-smooth on each
component. (Here TvertP denotes the tangent bundle to the fibers of P → S2.) There is a
finite-to-one map π : Y → W that forgets the parametrization, such that each stratum in
Ysm of codimension 2k or 2k + 1 is taken to a stratum in W consisting of elements whose
domain has ≤ k + 1 components. (We would have equality here if it were not for the extra
strata that are introduced to deal with the singular points of the closure of the branching
locus.) In particular, the top strataMi and the branch components Bj consist of maps with
domain a single sphere. Further the codimension 2 subcycle S consists of all elements whose
domain contains more than one sphere.
The evaluation map ev : Mν → P k is given by composing the forgetful map π : Y =
Mν → W with the evaluation map W → P k. Mν is called a virtual moduli cycle because
the class represented by ev : Mν → P k can be used to calculate Gromov–Witten invari-
ants. Presumably it is the same as the class ev∗(Chol0,k ) considered in §2, but it is not clear
whether anyone has yet checked this. Therefore from now on we will define Gromov–Witten
invariants using Mν . Sometimes we will call Mν a regularization of M.
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4.2.1 The local construction
The first step is to show that locally W has the structure assumed in §4.1. More precisely,
Liu–Tian show in [LiuT1] Lemma 2.6 that each τ ∈M has an open neighborhood Uτ of the
form U˜τ/Γτ , where the elements of U˜τ are parametrized stable maps τ˜ = (Σ, h˜) and Γτ acts
via reparametrizations. Thus this local uniformization (U˜τ ,Γτ ) is given by a constructing
a local Γτ -equivariant slice for the action of the reparametrization group on the space of
parametrized stable maps.
Several comments are in order here. Firstly, one usually wants to consider orbifolds that
are modelled on Banach manifolds. Thus, best of all would be to have U˜τ an open subset
of a Banach space with a linear action of Γτ . (It is possible, but not easy, to arrange this:
see Siebert [Sb].) Instead of this, Liu–Tian show that U˜τ is partially smooth.
A second point is that in order to construct their slice Liu–Tian fix the images by h of
certain added marked points on Σ, which entails the use of the L2,p-topology on all spaces of
maps with domain of fixed topological type. This makes gluing more complicated. However,
one can avoid this complication (and instead use the L1,p-topology on the strata in W) by
Siebert’s clever idea of using integral conditions to fix the parametrization: see [Sb]. With
this approach, certain details of the argument below would have to be changed.
In order to define the overall topology on W one must understand how the topologies
on the different strata fit together. The neighborhood Uτ is chosen so that all domains Στ ′
that occur form a 2k-dimensional family (where Στ has k + 1 components) much as the
fibers of the projection S → ∆ described in §2.3.2. The parameters in this family are called
“gluing parameters”: their role is briefly described in the discussion just before Lemma 4.5
below. Once one knows how to topologize the set of domains, it is not hard to say what is
meant by nearby stable maps. As a point of notation, we write τ = [Σ, h] for elements of
W and τ˜ = (Σ, h˜) for their parametrized lifts.
The next step is to define a local bundle L˜τ → U˜τ whose fiber at an element τ˜ ′ = (Σ′, h˜′)
is the space L˜h˜′ defined above. Note that the fiber changes as when the topological type of
the domain Σ′ changes. But it is a locally trivial bundle over each stratum and it is not hard
to give it a global topology. Therefore it is a bundle in our category. Clearly, the action of
Γτ lifts to L˜h˜.
The Cauchy–Riemann operator ∂J gives rise to a Γτ -equivariant section of L˜τ → U˜τ .
Moreover, its linearization at τ˜ ′ is:10
Dh˜′ : L2,p(Σ′, (h˜′)∗(TP ))→ L˜h˜′ ,
where p > 2. Now look at the “center” point τ of Uτ and let τ˜ = (Σ, h˜) ∈ U˜τ be one of
its lifts. Since Dh˜ is elliptic, there is a finite dimensional subspace Rτ of the vector space
C∞
(
Λ0,1(Σ× P, pr∗TP )
)
such that the operator
Dh˜⊕ e : L2,p(Σ, h˜∗(TP ))⊕Rτ → L˜h˜ (9)
is surjective, where e is given by restricting the sections in Rτ to the graph of h˜.
10If one used Siebert’s way of fixing parametrizations one could consider this as a map from L1,p-sections
to Lp-sections. Observe also the domain should be cut down by a finite number of conditions to fix the
parametrizations of the stable maps. This makes no essential difference to the present argument, and will
be glossed over here. A precise definition of the domain of Dh˜ is given in the proof of Lemma 4.9 below.
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The next step (see [LiuT1] §3) is to show that we can choose Rτ and a partially smooth
family of embeddings eτ˜ ′ : Rτ → L˜h˜′ , so that
Dh˜τ ′ ⊕ eτ˜ ′ : L
2,p(h˜∗τ ′(TP ))⊕Rτ → L˜h˜′ (10)
is surjective (with uniform estimates for the inverse) for all τ˜ ′ ∈ U˜τ . Here we are allowed
to shrink Uτ . The fact that this is possible is a deep result. If τ˜
′ lies in the same stratum
as τ˜ it holds because of the openness of the regularity condition. However, to prove this
in general one has to show that there is a uniformly bounded family of right inverses to
Dh˜τ ′ ⊕ eτ˜ ′ as τ˜ ′ varies over a small enough neighborhood U˜τ . This analytic fact is the basis
of all gluing arguments.
With this done, let pr : U˜τ ×Rτ → U˜τ denote the projection and consider the pullback
bundle pr∗(L˜τ )→ U˜τ ×Rτ . This bundle has a section s defined by
s(τ˜ ′, ν) = ∂J (h˜τ ′) + eτ˜ ′(ν). (11)
By construction, its linearization is surjective at all points (τ˜ , 0) and so it remains surjective
for |ν| ≤ ε. One then shows by some variant of gluing that the intersection of s with the zero
section is a (partially smooth) open pseudomanifold of dimension equal to indDh˜+dimRτ ,
whose components are given by intersecting the solution space with the different strata in
U˜τ . By considering the projection of this solution space to Rτ , one sees that the set of
solutions for fixed generic ν ∈ Rτ is still an open pseudomanifold that we will call Z˜
ν
τ . Since
Z˜ντ ⊂ U˜τ , there is a forgetful map π : Z˜
ν
τ →W .
This pseudomanifold Z˜ντ has one other very important property that we will need in
order to establish the fact that the virtual moduli cycle Y has a codimension 2 subcycle.
Namely, if the domain of τ˜ ′ ∈ Z˜ντ has k + 1 components then the nearby elements of Z˜
ν
τ
may be obtained from τ˜ ′ by gluing. When k = 1 (the case of interest to us) this means the
following. Let W2 denote the subset of W consisting of elements τ whose domain has ≥ 2
components, and suppose that S˜ is a stratum of Z˜ντ that is taken by π into a top stratum of
W2. Then the domain Στ ′ for τ ′ ∈ S˜ has 2 components Σ1∪Σ2 intersecting at x = Σ1∩Σ2.
Hence there is a line bundle V → S˜ whose fiber at τ˜ ′ is Tx(Σ1)⊗ Tx(Σ2). Each sufficiently
small element a of the fiber of V at τ˜ ′ serves as a gluing parameter, in the sense that there
is a recipe for making a single sphere Σa from the union Σ1∪Σ2 and for constructing a map
g(τ˜ ′, a) : Σa → P . Moreover (Σa, g(τ˜
′, a)) ∈ Z˜ντ and the map
(τ˜ ′, a) 7→ (Σa, g(τ˜
′, a))
is a bijection from a neighborhood of S˜ in V to a neighborhood of S˜ in Z˜ντ . (See [LiuT1]
Proposition 3.2 or [FO].)
The above discussion shows:
Lemma 4.5 The local solution set Z˜ντ has the structure of an open branched pseudomanifold
with codimension 2 subcycle S = Z˜ντ ∩ π
−1(W2).
4.2.2 The global construction
Because M is compact, it is covered by a finite number Uj , j = 1, . . . , k of the sets Uτ and
W is defined to be their union. We write (U˜j ,Γj , πj) for the corresponding uniformizers,
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where
πj : U˜j → U˜j/Γj = Uj
is the obvious projection. Let L˜ → W˜ denote the multi-bundle that restricts on U˜j to
L˜j → U˜j. The Cauchy–Riemann operator ∂J , being equivariant, defines a multi-section of
L˜ → W˜ , and the problem is to define a suitable family of global perturbations.
To this end, choose a partition of unity βj on W subordinate to the covering {Uj} and
define the section σ(j) of the pullback bundle pr∗(L˜j)→ U˜j ×Rj by
σ(j)(τ˜ ′, νj) = βj(τ) · eτ˜ ′(νj).
Choose ε > 0 so that, for all j, the linearization of σ(j) is surjective at all points |νj | ≤ ε,
and put
R = ⊕jRj , Rε = {ν = (νj) ∈ R : |νj | ≤ ε, for all j.}
Then set Wε =W×Rε. It is shown in [Mc3] that the pull back multi-bundle pr∗(L˜)→ W˜ε
has a Fredholm multi-section s˜ that is the sum of ∂J with a finite number of sections s˜(j),
where s˜(j) restricts over U˜j to βjσ(j). Hence the corresponding multi-section s˜
ν of L˜ → W˜
is Fredholm for generic ν ∈ R.
Proposition 4.6 For generic ν ∈ R the zero sets Z˜νI of the multi-section s˜
ν of L˜ → W˜
fit together to give a branched pseudomanifold Mν of dimension d and with codimension 2
subcycle.
Proof: The proof is sketched above except for the statement about the codimension 2
subcycle. Let W2 denote the set of all elements in W whose domain has > 1 component,
and choose the covering Uj , j = 1, . . . , k, of M so that its first ℓ elements have centers
τ ∈ W2 and so that the set ∪j>ℓUj is disjoint from some neighborhood N2 of M∩W2. It
follows from Lemma 4.5 that the local solution set Z˜νI of s˜
ν has a codimension 2 subcycle
S˜I = Z˜
ν
I ∩ π
−1(W2)
for I ⊂ {1, . . . , ℓ}, and for other I does not meet π−1(W2). Therefore, we just have to see
that in the process of forming the pseudocycle Y these local subcycles fit together to form
a global subcycle S. The identifications needed to make Y come from the combinatorics of
two subcovers, one a shrinking {U0j } of {Uj} and another associated subcover {VI} of {UI}:
see [LiuT1] Lemma 4.3 and [Mc3] Lemma 4.9. It follows from the construction detailed in
[Mc3]§4.3 that all we need in order for the subcycle S to exist is that these subcovers are
chosen to be products near W2. Thus, if r : N2 →W2 is a retraction, it suffices that
VI = r
−1(VI ∩W2), U
0
j = r
−1(U0j ∩W2),
for j, I ⊂ {1, . . . , ℓ}. Since it is possible to define the VI , U
0
j in this way, the result follows.✷
Definition 4.7 Any d dimensional branched and labelled pseudomanifold Y = Mν con-
structed as above from some covering of a neighborhood W of the space M0,k(P, J,A) will
be called a regularization of M0,k(P, J,A).
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By considering a 1-parameter version of this construction, and by considering what
happens under a refinement of the covers, Liu–Tian show that, for any regularization Mν
of M0,k(P, J,A), the rational bordism class of the map ev : M
ν → P k is independent of
the choice of J , of coverings {Uj}, and of all other auxiliary structures. It depends only on
the deformation class of of Ω on P , on the homology class A and on the number of marked
points k.
4.3 Properties of Gromov–Witten invariants
In this subsection we prove Proposition 1.6 and complete the arguments started in §2.4.
This will complete the proof of Theorem 1.1, and hence of all our other results. We begin
by describing the special properties of Gromov–Witten invariants in fibered spaces.
4.3.1 Gromov–Witten invariants in P → S2
The following result is immediate from the construction given in §4.2.
Proposition 4.8 Suppose that V is a subbundle of TP such that for all representatives
τ˜ = (Σ, h˜) of the elements τ ∈ M the cokernel of Dh˜ is spanned by elements of the space
LV
h˜
= L1,p
(
Λ0,1(h˜∗(V ))
)
.
Then we can choose R and the embeddings e so that for all ν ∈ R and all τ˜
eτ˜ (ν) ∈ L
V
h˜
We now consider the case when P = Pφ fibers over S
2. Recall from Definition 2.8 what
it means for J to be compatible with this fibration.
Lemma 4.9 Let P → S2 be a symplectic fibration with compatible almost complex structure
J , and suppose that A ∈ H2(P ) is either a section or a fiber class. Then we can take V in
the above proposition to be the vertical tangent bundle TvertP .
Proof: By Lemma 2.9, if J is fibered every component Ci = h˜(Σi) of the image of a
J-holomorphic stable map is either contained in a single fiber, or is a section. If Ci is a
section, the bundle h˜∗i (TP ) splits as the direct sum h˜
∗
i (TCi)⊕ h˜
∗
i (TvertP ). Correspondingly
L1,p
(
Λ0,1(h˜∗i (TP ))
)
= L1,p
(
Λ0,1(h˜∗i (TCi))
)
⊕ L1,p
(
Λ0,1(h˜∗i (TvertP ))
)
.
Direct calculation shows that Dh˜i maps L
2,p(h˜∗i (TCi)) onto L
1,p(Λ0,1(h˜∗i (TCi))). If Ci lies
in the fiber, then h˜∗i (TP ) splits as C⊕ h˜
∗
i (TvertP ), where C denotes the trivial bundle. In
this case also, Dh˜i maps L
2,p(C) onto L1,p(Λ0,1(C)) because the domain of h˜i is a sphere.
Thus the result holds for each component separately. To deal with Σ as a whole, we
must develop some notation to describe its intersection pattern. Because the components of
Σ are attached according to a tree graph it is easy to see that we can order them, keeping
Σ0 as the stem, so that the union Σ0 ∪ . . . ∪ Σi is connected for each i. Thus each Σi for
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i > 0 is attached to a unique component Σji for ji < i. Hence there is a point xi ∈ Σi that
is identified with yji ∈ Σji . Then the domain of the map Dh˜ is
L2,p(h˜∗(TP )) = {⊕i ξi ∈ ⊕iL
2,p(h˜∗i (TP )) : ξi(xi) = ξji (yji) 1 ≤ i ≤ ℓ},
and its range is
⊕ℓi=0L
1,p
(
Λ0,1(h˜∗i (TP ))
)
.
Some remarks are needed here. Note first that the elements of L2,p(h˜∗(TP )) satisfy compat-
ibility conditions at the double points since the image of a stable map is always connected.
Secondly, in order to fix the parametrization of the maps near h˜ (i.e. in order to construct
the local slice U˜τ ), one does not look at all maps near h˜ but only at those that satisfy
certain extra normalization conditions. To do this, Liu–Tian add a minimum number of
marked points wi to Σ to make each component of the curve Σ stable, i.e. so that each
component has at least 3 special points. Then for each wi they choose a hypersurface Hi
in P that meets Im h˜ transversally at h˜(wi) and consider only those maps h˜
′ : h˜′(wi) ∈ Hi:
see [LiuT1] §2. We can choose Hi to be the fiber through h˜(wi) if wi is on the stem and so
that the horizontal direction is contained in its tangent space at h˜(wi) if wi is on a branch.
The domain of Dh˜ is then cut down by the corresponding restrictions. Thus, if there is
an added point wi on the stem then ξ0(wi) must be vertical, and if wi is on the branch
component Σj there is a restriction on the vertical (but not the horizontal) part of ξj(wi).
Let us denote this restricted domain by Domres(Dh˜).
In order to prove the lemma we need to see that the “horizontal part” of the range
Vhor = L
1,p
(
Λ0,1(h˜∗0(TC0))
)
⊕
(
⊕ℓi=1L
1,p
(
Λ0,1(C)
))
is in the image by Dh˜ of the restricted domain Domres(Dh˜). It follows from what we have
already proved that, for every element v = (v0, . . . , vℓ) of Vhor, there is ξ = (ξ0, . . . , ξℓ) such
that vi = Dh˜i(ξi). (The reader can check that the extra restrictions put on the ξi by the
wi make no difference here.) Moreover, we can take ξi ∈ L2,p(C) for all i > 0. Thus, when
i > 0, ξi is simply a function on Σi and we can alter it by a constant without changing its
image under Dh˜i. Hence, if we define ξ
′ = (ξ′0, . . . , ξ
′
ℓ) inductively by setting
ξ′0 = ξ0, ξ
′
i = ξi + ξji(yji)− ξi(xi),
we will have
ξ′ ∈ Domres(Dh˜), Dh˜(ξ
′) = Dh(ξ) = v.
Hence result. ✷
Definition 4.10 The pair (J, ν) on P is said to be fibered if J is compatible with the
fibration (as described in Definition 2.8) and if ν is made as above from sections of the
vertical tangent bundle TvertP .
The previous two results imply:
Corollary 4.11 If A is a fiber or section class in Pφ it is possible to construct the regularized
moduli cycle Mν =Mν0,2(Pφ, J, A) using a fibered pair (J, ν).
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Proposition 4.12 If (J, ν) is fibered and σ is a section class, then every element τ ∈Mν =
Mν0,2(Pφ, J, σ) has a stem-branch structure. In other words, one component is a section of
Pφ and all the others lie in fibers. The top strata inM
ν have dimension d = 2n+4+2cφ(σ),
and consist of sections of P . The codimension 2 strata consists of elements with precisely
two components, the stem and a branch consisting of one bubble.
Proof: Each component hi of h satisfies an equation of the form
∂Jhi = νi
where νi is a section of Λ
0,1(h∗i (TvertPφ)). Hence the map π ◦ hi : S
2 → S2 is holomorphic
and the first statement follows as in Lemma 2.9. The statement about the strata follow firstly
from the index formulas in (5) in §2.2.1, and secondly from the arguments in Proposition 4.6.
✷
Remark 4.13 Suppose that X → B is a fibration with fiber M , compact base manifold B,
and structural group Symp(M,ω). Then, if A ∈ H2(X,Z) is a fiber class (i.e. is in the image
of ι : H2(M) → H2(X)), and if J is an almost complex structure on the vertical tangent
bundle TvertX that is tamed by the symplectic forms on the fibers, the above arguments
show that we can regularize the moduli space M0,k(X, J,B) by a fiberwise perturbation
term ν. The resulting virtual moduli cycle Mν0,k is exactly what is needed to define the
fiberwise Gromov–Witten invariants considered by Le–Ono in [LO] and Seidel in [S2]. Note
in particular that, as in Proposition 4.12, each element in Mν0,k has image in a single fiber.
4.3.2 The Gromov–Witten invariant nP (ι(a), ι(b);σ)
The Gromov–Witten invariant nP (ι(a), ι(b);σ) is the intersection number of the cycle
ev(Mν0,2(Pφ, J, σ))
in Pφ×Pφ with a generic representative of the class ι(a×b), where ι is the obvious inclusion
and the dimensions are such that transverse intersections are isolated. In what follows we
will always assume that the pair (J, ν) is fibered, and that the dimension condition
dim(a) + dim(b) + 2cφ(σ) = 2n
is satisfied. The next lemma shows that we can achieve transversality by representing ι(a×b)
by a cycle of the form α× β where α, β lie in (distinct) fibers of Pφ.
Lemma 4.14 If (J, ν) is fibered, then when evaluating nP (ι(a), ι(b);σ) we may assume that
the representative of the class ι(a×b) has the form α×β where α, β are cycles that represent
ι(a) and ι(b) respectively and lie in distinct fibers of Pφ. Further all intersection points are
transverse and occur with elements in the top stratum.
Proof: Let Y =Mν0,2(Pφ, J, σ) where (J, ν) is fibered. Choose generic representatives α, β
of the classes ι(a), ι(b) that lie in distinct generic fibers. As before, since we are working with
rational homology we may assume that α, β are the images of smooth closed manifolds. We
have to show that all the intersections of α×β with ev (Y top) are transverse in Pφ×Pφ and
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that α×β meets no other elements in the image of ev . This would be obvious for dimensional
reasons if it were not for the fact that we allow only a restricted class of perturbations of
α, β.
First consider the composite
(π × π) ◦ ev ◦ iY : Ysm → Y → P × P → S
2 × S2.
It is smooth, and so we may choose a regular value (x, y) ∈ S2×S2. Now let α (resp. β) be
a generic representative of ι(a) in π−1(x), (resp. of ι(b) in π−1(y). Consider an intersection
point (x, y) of ev ◦ iY (Ysm) with α×β, and let V ⊂ T(x,y)Pφ×Pφ be the span of the tangent
spaces to α, β and (ev ◦iY )∗(TYsm). Since V projects onto T(π(x),π(y))S
2×S2 by hypothesis,
the intersection of V with TvertP × TvertP has dimension at most 4n, with equality only
if the dimension of (ev ◦ iY )∗(TYsm) is maximal, i.e. if the intersection is with a point in
ev(Y top − B). But if the dimension is < 4n we could get rid of this intersection point by
perturbing α and β in their respective fibers. Since we assumed that α, β were generic under
such perturbations, this is not possible. Hence (x, y) is a transversal intersection point, and
lies in ev (Y top) as claimed. ✷
Proof of Proposition 1.6
Part (i) follows as at the end of §2.2.2. (Note that the argument given there is no longer
applicable, since it is not clear whether Siebert’s invariants coincide with the ones we are
now considering.) Part (ii) states that
nP (a, v, w;B) = nM (a, v ∩ [M ], w ∩ [M ];B).
Choose representatives α, β˜, γ˜ for a, v, w so that α lies in a fiber F of P that intersects β˜
and γ˜ transversally. Let (J, ν) be fibered, and consider the intersection
ev∗(M
ν
0,3(P, J,B)) ∩ (α× β˜ × γ˜) ⊂ P
3.
Since each element of Mν0,3(P, J,B) is a stable map with image in a single fiber of P , the
only curves that concern us are those lying in F . Clearly, by arguing as in Lemma 4.14
above, one can make the intersection transverse by perturbing α so that it always remains
in some fiber that is transver to β˜, γ˜. Further, it is clear from the construction of the virtual
moduli cycle described in §4.1-3 that the subset of Mν0,3(P, J,B) consisting of stable maps
with image in F regularizes the moduli space of B-curves inM in the sense of Definition 4.7.
Hence there is a bijective correspondence between the intersection points that contribute to
nP (a, v, w;B) and those that contribute to nM (a, v∩[M ], w∩[M ];B). Since the orientations
also correspond, the result follows. ✷
Part (iii) states that for all v ∈ H∗(P ), v 6= [P ]
nP (a, b, v ∩ [M ], [M ];σ) = nP,χ(a, b, v, [M ];σ).
To prove this, construct Mν4 =M
ν
0,4(P, J, σ) as usual, choose t to be a regular value of the
cross ratio cr : Mν4 → S
2. and set
Mν4,t = cr
−1(χ0).
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As in Lemma 4.14, one can make the cycle α×β×ν×M0 transverse to the image ofM4,t by
perturbing α and β within given (generic) fibers F0, F1 of P , by taking M0 to be a generic
fiber F∞ and by perturbing ν within the class of cycles that are products near the fiber Fz
at the point z corresponding to the given cross ratio t = cr(0, 1, z,∞). Then it is easy to
see that the cycle α × β × (ν ∩ Fz) ×M0 is transverse to the image of Mν4 . Hence every
point counted in nP,χ(a, b, v, [M ];σ) is also counted in nP (a, b, v ∩ [M ], [M ];σ). Moreover,
because the classes a, b, v ∩ [M ], [M ] are all represented by vertical cycles, the converse also
holds. ✷
Part (iv) should be considered as the analog of (iii) for nonvertical classes. nP (v, a, b;σ)
counts the intersection ofMν =Mν0,3(P, J, σ) with a representative of v× a× b. This time,
put the representatives α, β for a, b in the same fiber. Then the intersections of ev(Mν)
with the representing cycle for v×a× b all occur in the image of the codimension 2 subcycle
S of stable maps with ≥ 2 components. Moreover, we are interested only in that part S′
of S on which the last two marked points z2, z3 lie on the same branch. Then if (P × P )∆
denotes the inverse image of the diagonal ∆ under the map P × P → S2 × S2, there is an
evaluation map
ev ′ : S′ → P × (P × P )∆,
and it follows from Proposition 4.4, that nP (v, a, b;σ) is precisely the number of intersection
points of ev(S′) with ν × α× β when this is considered as a cycle in P × (P × P )∆. There
are two kinds of curves counted here: one with z1 on the stem and the other with z1 on the
same branch as z2, z3. The first kind add up to the first sum:∑
B,i
nP (v, [M ], ei;σ −B) · nM (fi, a, b;B)
and the second kind to the second sum:∑
B,i
nP ([M ], [M ], ei;σB) · nM (fi, v, a, b;B).
The argument here follows the usual proof of the associativity rule for the quantum product
(see [MS] §8.2, for example.) The point is that one wants to count intersecting pairs of curves
in P , one in class σ−B and the other in class B. Thus one is looking at the intersection of
the moduli space of all such pairs of curves with the diagonal in P × P . But the diagonal
lies in the homology class
∑
i ei × s(fi) + s(ei)× fi. One now checks that in both cases the
intersection with the classes s(ei)× fi is zero. Moreover, the intersection with ei × s(fi) is
in the first case just ∑
B
nP (v, [M ], ei;σ −B) · nM (fi, a, b;B).
The second case is similar, except that here one needs to use a version of Proposition 1.6(ii)
that takes account of the fact that we are working in P × (P × P )∆ instead of P 3. Further
details are left to the reader. ✷
Proof of Claim 2.11
Here is a restatement of this claim in our current language. The statement below makes
sense because the map gr extends to a neighborhood of M0,3(M,B, JM ) in the space of
stable maps, and hence in particular to Mν0,3(M,B, JM ).
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Lemma 4.15 Given any regularization
Mν =Mν0,3(M,B, JM )
of M0,3(M,B, JM ), the invariant nP (a, b;σ0+B) is the intersection number of ev◦gr(Mν)
with a generic cycle in M ×M representing a× b.
Proof: Fix two fibersM0,M1 of P and letW ′ be the space of stable maps τ = [Σ, h, z0, z1]
for which h(zi) ∈Mi. We claim that the branched pseudomanifold gr(Mν) regularizes the
moduli space
M′(P ) =M0,2(M × S
2, σ0 + ι(B) ∩W
′.J)
To see this, first observe that the expected or formal dimension of M′(P ) is
2n+ 2 + 2c1(σ0 +B)− 6 = 2n+ 2c1(B) = f. dim.M0,3(M,B, J),
where 6 = dimPSL(2,C) is subtracted because, if the marked points lie on the stem com-
ponent and if this is parametrized as a graph, the position of the marked points is uniquely
determined. (As a check, note also that if a marked point zi is in a branch component,
this component is constrained to lie in the chosen fiber Mi and so the two extra dimensions
from the possible movement of zi are cancelled out by this codimension 2 constraint on the
branch.) Hence gr(Mν) does have the right dimension. Next, observe that the images by
gr of the choices (for example of coverings Ui, V˜I) made in the construction ofM
ν are valid
choices for the construction of a regularization of M′(P ). This proves the claim.
It remains to check that nP (ι(a), ι(b);σ) can be calculated from this regularization via
the evaluation map into M0 ×M1. But this was proved in Lemma 4.14. ✷
This lemma immediately implies that nP (a, b;σ0 + B) is always 0. The basic reason is
that ev◦gr∗(Mν) reduces dimension: dim(ev◦gr∗(Mν)) is strictly smaller than dim(Mν) =
2n+2c1(B) since the image of τ does not change when the marked point z2 is moved in its
given component. To be more precise, note that nP (a, b;σ0 +B) 6= 0 only when
dim(a) + dim(b) + 2c1(B) = 2n.
Further the intersection points of ev ◦ gr∗(Mν) with a× b are precisely those of
evM (M
ν
0,2)→M ×M
with a× b×M . But the image of evM has codimension 2n− 2c1(B)− 2 in M ×M and so
one can move a× b to be disjoint from this image. ✷
We end this subsection by sketching a proof of Lemma 3.24 which says:
Lemma 4.16 Let P =M×S2 and σ0 be the section class [pt×S2]. Then, for all a ∈ H∗(M)
and u, v, w ∈ H∗(P ),
(i) nP (u, v, w;D) = 0 unless D = kσ0 +B for some B ∈ H2(M) and k = 0, 1.
(ii) nP (s(a), u, v;σ0 +B) = 0.
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Proof: The proof of (ii) is very similar to that of Lemma 4.15. Let us first consider
nP (a, s(b), s(c);σ0 +B).
This time, because only one of the classes a, s(b), s(c) is in H∗(M), we fix one fiber M0 and
let
W ′ = {τ = [Σ, h, z0, z1, z2] : h(z0) ∈M0}.
Further define
gr′ :M0,5(M,B, JM )→M0,3(M × S
2, σ0 +B, J) ∩W
′
by setting
gr′([Σ, h, z0, . . . , z4]) = [Σ, ĥ, z0, z3, z4]
where, as in the definition of gr,
ĥ(z) = (h(z), γ(z)) ∈M × S2
is defined using the first three marked points z0, z1, z2. As before, it is not hard to check that
ifMν regularizesM0,5(M,B, JM ), then gr′(Mν) regularisesM0,3(M ×S2, σ0+B, J)∩W ′
in W ′. Moreover, there is an evaluation map
ev′ : gr′(Mν)→M × P × P.
Clearly, ev′(gr′(τ)) intersects a × s(b) × s(c) exactly when h(z0) ∈ a, h(z3) ∈ b, h(z4) ∈ c.
But nP (a, s(b), s(c);σ0 +B) 6= 0 only when
2n+ 2 + 4 + 2c1(B) + dim(a) + dim(b) + dim(c) + 4 = 6n+ 6.
i.e. if 2c1(B) + dim(a) + dim(b) + dim(c) = 4n − 4. But in these dimensions there are for
generic J no J-curves in M through a, b, c. More precisely, representatives for a, b, c (still
called a, b, c) can be chosen in M so that the image of
ev :M0,3(M,B, JM )→M ×M ×M
does not meet a× b× c.
Similar arguments show that nP (s(a), b, c;σ) = nP (s(a), s(b), s(c);σ) = 0 whenever σ =
σ0 +B.
We now have to see that nP (u, v, w; kσ0 + B) = 0 whenever k 6= 0, 1. Note first that
these invariants vanish when k < 0, since positivity of intersections with the fibers [M ] of
P implies that the moduli spaces M0,3(P, kσ0 + B, JM × j) are empty when k < 0. When
k > 1 the idea again is to show that the evaluation map reduces dimension by constructing
elements of M0,3(P, kσ0 + B, JM × j) from elements of M(M,B, JM ) and M(S2, kσ0, j).
(By slight abuse of notation we have written σ0 for the fundamental class of S
2.) The only
problem is to find a replacement for the map gr.
Consider the map
π = πM × πS :M0,3(M × S
2, kσ0 +B, JM × j)→M0,3(M,B, JM )×M0,3(S
2, kσ0, j)
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obtained by projection followed by contraction of unstable components, and let N be its
image. This map π is injective on the top component, but need not be injective in general.11
It is easy to check that for each stratum S in N the restriction
π : π−1(S)→ S
is a fibration. Note also that M0,3(S2, kσ0, j) is an orbifold of the correct dimension and so
is already regular. (All the relevant maps Dh˜ are already surjective.) Consider the pullback
Mν(M × S2) = π−1(Mν(M)×M0,3(S
2, kσ0, j)
where Mν(M) is a regularization of M0,3(M,B, JM ). By the above remarks this is a
branched pseudomanifold Y . One now has to check that Y is homologous to a regularization
of M0,3(M × S2, kσ0 + B, JM + j). Note that Y is made in much the same way as is the
regularization. However it is made from a cover of the moduli space that is pulled back
from the product of a cover of M0,3(S2, kσ0, j) with M0,3(S2, kσ0, j), and these pullback
sets are larger than the sets used in the constructions in §4.2. However, these constructions
behave well when the cover is refined, and, using this, the desired result follows fairly easily.
Granted this, we can use this pullback set Mν(M × S2) when evaluating the Gromov–
Witten invariants for M × S2. Now observe that when k > 1 the image of the evaluation
map
M0,3(S
2, kσ0, j)→ (S
2)3
has dimension strictly smaller than
dim(M0,3(S
2, kσ0, j)) = 2 + 4k.
Hence, for dimensional reasons, this evaluation map never gives rise to nonzero Gromov–
Witten invariants. This implies that the evaluation map
Mν(M)×M0,3(S
2, kσ0, j)
evM×evS−→ M2 × (S2)3
also has too small an image to give rise to nonzero Gromov–Witten invariants. Hence the
same is true for
evM×S :M
ν
0,3(M × S
2)→ (M × S2)3
since this map factors through evM × evS . ✷
4.3.3 The composition rule
It remains to prove Lemma 2.12 which is the last step in the proof of Proposition 2.5. We
assume that we are in the situation described in §2.3.2. The space X fibers over the disc ∆
with fibers Xt that are themselves fibered. Thus the projection X → ∆ factors as
X
q
−→ S
π
−→ ∆,
11To get injectivity, one must also keep track of information about the domain Σ of the element in the left
hand side and how it relates to the domains of its projections to M and S2. For example, suppose that Σ
has three components Σ1, that maps into a fiber, and Σi, i = 2, 3 where Σi maps to the flat section pi×S2.
Then the image of this element pi is independent of the choice of p2, p3 ∈M .
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and the construction of the perturbation term ν must now be compatible with both fibra-
tions. Recall that S is a holomorphic space and that π : S → ∆ is holomorphic with a
singular fiber at 0. This singular fiber is the transverse union of two −1 spheres. Hence all
these fibers in S are regular as far as Fredholm theory goes. It follows easily that the proof
of Lemma 4.9 can be adapted to show:
Lemma 4.17 In this situation, we can take the bundle V in Proposition 4.8 to be the
vertical tangent bundle TvertX of the fibration X → S.
Note that the fiber of TvertX at the point x ∈ Xt can be identified with the fiber of
Tvert(Xt) at x, in other words it consists of vectors tangent to M .
We now construct local uniformizers (U˜τ ,Γτ ) and families of embeddings eτ˜ ′ : Rτ → L˜Vh˜′
for τ˜ ′ ∈ U˜τ as usual, starting first with the points τ ∈ W(X0) ⊂ W(X ). The aim is to do
this compatibly with the projection X → ∆, i.e. so that the regularization Y (X ) can be
thought of as a family of regularizations Y (Xt), for t near 0. To do this one just follows the
construction given in Proposition 4.6 and Lemma 4.5 for a codimension 2 subcycle. In other
words, make a regularization Y (X0) and then extend this over a neighborhood in W(X ) by
gluing. The family of curves Σt is precisely what one obtains by gluing the singular Σ0 with
parameter t. Hence, because the perturbation term ν projects to 0 in S, when one glues a
lift C0 ⊂ X0 of Σ0 with parameter t one gets a curve Ct in Xt.
Therefore, one can construct Y (X ) so that, for all sufficiently small t, the inverse image
Y (Xt) of W(Xt) in Y (X ) is a regularization for M(Xt). Of course Y (X ) is not compact,
but the restrictions Y (Xt) are all compact.
Proof of Lemma 2.12
We have now shown how to construct a regularization Y (X ) of M0,4(X , J˜ , σ˜) that is
compatible with the fibration X → ∆. Let Yχ(X ) be the subset on which the cross ratio is
fixed. As before Yχ(X ) is a union of virtual moduli cycles Yχ(Xt).
The first step is to prove that one can achieve transverse intersections of ev (Yχ(X )) with
the class
∏
([α˜i]) by choosing generic cycles α˜i that are compatible with the fibrations on
X as described in §2.3.2. The needed arguments are very similar to those in Lemma 4.14
and will be left to the reader.
Next observe that because of the special form of the cycles α˜i the only elements in
Yχ(X ) that meet the cycles α˜i lie in a single set Yχ(Xt). Hence one gets an intersection of
ev(Yχ(Xt)) with the cycle
∏
(α˜i)t ∈ (Xt)4, where (α˜)t = α˜ ∩Xt. However this intersection
is not transverse, since it can be destroyed by moving the fiber (α˜2)t =M to another fiber
in Xt. If one did this in X the effect would be to change the relevant value of t. It is now not
hard to see that one can get a transverse intersection in Xt by considering the intersection
of
∏
(α˜i)t with the image of the whole of Y (Xt) rather than just Yχ(Xt). This proves (i).
Now consider (ii). Note that the cross-ratio of the 4 marked points is fixed on the
component of Y (X0) on which there are two marked points mapping to each component of
Σ0. Since this is the only component that intersects the cycle
∏
(α˜i)0 , we can think that
Yχ(X0) = Y (X0). Moreover, again we can achieve transversality of intersection in Xt for
all t near 0 by taking generic cycles α˜i of the given form.
Because Y (X0) is a codimension 2 subcycle in Y (X ), it follows from Proposition 4.4
that the intersection number nX0(a, [M ], [M ], b) of Y (X0) with
∏
(α˜i)0 is the same as the
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intersection number nXt(a, [M ], [M ], b) of Y (Xt) with
∏
(α˜i)t for each fixed t near 0. It
remains to check that nX0(a, [M ], [M ], b) is precisely∑
σ=σ1#σ2
nPφ(a, [M ], ei;σ1) nPψ (fi, [M ], b;σ2).
This completes the proof of Lemma 2.12. Note that a very similar argument would prove
the composition rule (6) for general Gromov–Witten invariants. ✷
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