
































从历史来看,公元前 4 世纪就有人探索过,应用了。后来又有 DES


















注解:明文M,就是通常看到的文本。 例如 图—明文  所示










其一,DES 方法,Data En c ry p t i o n S ta n da r d —数据加密标准。
其二,R S A 方法, R i v e s t , S h a m i r , A d e l m a n 的缩写。
5 DES方法
1977 年美国国家标准局公布了 IBM 公司的一种数据加密算法,定
名为
DES(数据加密标准)——Data En c ryp t i o n Sta n da r d .
D E S 是一种分组密码。























=0 或 1      I=1,2,⋯⋯,64
DES 加密过程表达如下
DES (m )= I P -1 . T 1 6 . T 1 5⋯⋯.T1 . I P  ( m )
I P 是初始变换, I P -1 是它的逆变换,
T1 6 , T 1 5 ,⋯⋯⋯. .  , T 1 是变换。
数据加密新方法—人工神经网络方法
张平
(厦门大学  福建厦门  361021)
【摘要】本文主要叙述数据加密的一种新方法。即用人工神经网络的方法。人工神经网络是 2 0 世纪 8 0 年代广为推荐的技术。但
把人工神经网络方法用于数据加密,则是一种新思路。本文是我们向大家叙述这个方法的细节。如果站在数学高观点下理解数据加密的
观念。我们认为数据加密和人工神经网络都是一种变换。
【关键词】数据加密  人工神经网络  算法  变换






D E S = I P 。T 1 。T 2 。。。。。。T 1 6 。I P
可以证明
DES -1( D E S (m ) )=m
DES (DES-1 (m ) )=m
举一例子:
明文:  compu t e r
密钥:  p r og r am
用 A S C I I 码表示
m=01100011  01101111  01101101  01110000
01110101  01110100  01100101  01110010
k =01110000  01110010  01101111  01100111
   01110010   01100001  01101101
最后结果,密文
01011000  10101000  00000110  10111000
01101001  111111110  10101110  00110011
(* 以上计算过程从略,请看有关书籍)
D E S 加密方法最大特点是加密/ 解密的密钥相同。
为了安全, 密钥必须通过秘密方式传递。很不方便。
例如,网上有 n 个用户,则需要密钥个数为
C(n ,2 )=n/2*( n-1)
当 n=1000 时,C(1000,2)约 500000(50 万)。
这么多的密钥, 很难管理。
6 RSA方法
大约 1978 年前后,美国学者 Dif f i e , H e l l m a n 发表论文“密码学
新方向”提出公钥与私钥的思路。1980 年,R i v e s t , S h a m i r , A d l e m a n
提出了 R S A 公钥密码系统,同时他们开办了同名的公司。
RSA 算法基于: 密码的安全性依赖于大数的因数分解的困难性。
通俗地说,一个大数要分解成两个因数相乘,是很困难的。
例如:43X59=2539    正向计算很容易
2539=43X59    逆向计算很困难
RSA 加密算法的过程描述如下:
(1)取 2 个素数 p 和 q ----------------- 保密
(2)计算 n=pq  ------------------------- 公开
(3)(n)=(p-1)(q-1) ----------------------- 保密
(4)随机取整数 e,满足 gcd(e, (n))=1---- 公开
(5)计算 d,满足 de=1(mod (n))---------------- 保密
加密算法    c=E(m)=m (mod n)
解密算法    m=D(c)=c (mod n)
7 数据加密新方法----人工神经网络方法
(1)人工神经元模型
目前使用的模型是 1943 年由McCu l l och 和 Pitts 提出的, 其模型
如下:
神经元是一有 n 个输入和一个输出的元件, 其简图如图 2 所示。
其功能函数为:
y=f(x)=Sgn(W*x - θ)
S g n ( x ) 是符号函数, W 是权矩阵,θ是域值。





第一层是输入层(有 n 个输入节点, n 是输入向量 x 的维数)
第二层是隐含层(有 p 个神经元)
第三层是输出层(有 m 个神经元, m 是输出 y 的维数)
其结构如图 3 所示。
设计前向网络,主要是确定各层元件的个数, 确定各层的权和阈
值,最后得到一个能完成指定变换功能:y=F ( x )的转换器。
(3)前向神经网络的性能:
定理:三层前向神经网络具有万有性,即能构成由Zn 到 Zm 的任一
函 数 。
即任给一个由 Z n ─>Z m 的变换 G,则一定存在一个三层前向网络,
网络对应的变换为:







一般, 对明文都先将它分成若干段( 每段长为 n ) , 对每段进行加
密⋯,这样每一段的明文,就是Zn 上的一个点x,对它加密,即将它变换
成 Zm 上的一个点 y ,于是加密过程,就是给出由 Z n ─>Zm 的一个变
换: y = H ( x ) ;解密,就是求其逆变换。
H ' : x = H ' ( y )
当然,要使解密后的明文无误,则要求 H 是一一对应的函数.
总之,加密在数学上看,只不过是求Zn 到 Zm 的一个一一对应的函
数而已。
另一方面,如前所述,三层前向神经网络的万有性知,三层前向神经
网络能完成任何由Z n ─> Z m 的变换,故得下面的结论。
结论:任何一种(静态)加密技术,都可以用三层神经网络来实现。
这个结论说明用神经网络方法来构造加密技术的能力,远比以往的
任何加密技术都强得多。以往的加密技术,如 D E S 算法和 R S A 公开
密钥体制等, 都只能构成很少一部分的加密技术(即只能构成Zn 到 Zm
中的很少一部分的变换)。这也是我们提供的方法先进之处。























如 3 0 个城市的“巡回售货员问题”,用目前












日,中国正式加入WTO 满 3 周年了,这意味着
中国加入世贸组织后的3 年保护过渡期结束,








































































杜慧丽 1  陈龙 2




【关键词】施工企业  合同管理  现状
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19520 . h tm
也可以在百度搜索—》“数据加密工具
1 . 0 ”
即可在许多网站中得到答案。
也 可 以 给 作 者 发 邮 件 :
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