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Introduction
Despite having been formulated more than two centuries ago, equations of fluid dynamics still
present outstanding open problems in mathematics. We refer in particular to the equations of
incompressible Newtonian fluids, which are described in the viscous case by the Navier-Stokes
equations {
∂tv − ν∆v + (v · ∇)v +∇p = f
∇ · v = 0
(1)
and in the inviscid case by the Euler equations{
∂tv + (v · ∇)v +∇p = f
∇ · v = 0
(2)
Here v is the velocity field of the fluid, p is the scalar pressure field, f is the external force field
and ν > 0 is the kinematic viscosity, which is a fixed parameter and corresponds to the inverse of
the Reynolds number. The incompressibility condition is represented by the condition ∇· v = 0.
The unknowns are v and p, while f is given, as well as an initial condition v(0, x) = v0(x)
which, together with system (1) or (2), defines a Cauchy problem. If the equation is considered
on a bounded domain Ω ⊂ Rd, d = 2, 3, then suitable boundary conditions must be added,
usually slip or no-slip conditions; otherwise if the problem is considered on the whole space Rd, a
sufficient decay at infinity must be imposed, while on T = Rd/Zd periodic boundary conditions
are assumed. In the 3-D case, d = 3, well-posedness of the above systems is not known: in
the case of Navier-Stokes equations, local existence and uniqueness of solutions is known for any
sufficiently regular initial data, while global existence of weak solutions is known for any v0 ∈ L2;
however we don’t know whether smooth solutions are defined globally or a blow-up might occur
and the uniqueness of weak solutions is an open problem. For the 3-D Euler equations the
situation is even worse, since only local existence and uniqueness of strong solutions for v0 ∈ Hs,
s ≥ 5/2, is known, while there are no results regarding the existence of weak solutions and there
are examples of their nonuniqueness, first obtained by Scheffer and later by Shnirelman and De
Lellis, see [1], [2]. In particular for the Euler equations there is a huge gap with respect to what
is known in the 2-D case, where the invariance of the enstrophy allows to obtain global existence
of strong solutions for sufficiently regular initial data. For more details we refer to standard
textbooks and reviews, such as [3] and [4].
In his pioneering work [5], Leray showed the existence, for any v0 ∈ L2, of global weak solutions
of (1) satisfying an additional condition on their energy, which are usually called Leray weak
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solutions. His proof was based on considering solutions of the following auxiliary systems, called
Leray-α model of Navier-Stokes equations:
∂tv
α − ν∆vα + (uα · ∇)vα +∇p = f
uα = Gα ∗ vα
∇ · vα = 0
(3)
where α > 0 is a fixed parameter and Gα is a smoothing kernel such that Gα → I in some sense
as α → 0+. Leray was able to show global existence of strong solutions of (3) for any smooth
initial data and then obtained the Leray weak solutions as weak limits in H1 of (a subsequence
of) {vα}α>0; the condition obtained on the energy is a consequence of the properties of {vα}α>0
and the weak limit. However, he wasn’t able to show uniqueness of such solutions. In [6], a
special smoothing kernel was considered, namely the Green function associated to the Helmholtz
operator I − α∆, so that (3) becomes
∂tv
α − ν∆vα + (uα · ∇)vα +∇p = f
vα = (I − α∆)uα
∇ · vα = 0
(4)
This choice of Gα works as a kind of filter with width α and reflects a sub-grid length scale in
the model; it can be regarded as a numerical regularization of (1). Indeed, it is more reliable and
robust in numerical simulations and agrees with experimental data, especially at high Reynolds
number. It would seem reasonable to try to follow Leray’s approach also in the case of Euler
equations and consider the following family of auxiliary systems, which we will call Leray-α
model of Euler equations: 
∂tv
α + (uα · ∇)vα +∇p = f
vα = (I − α∆)uα
∇ · vα = 0
(5)
However, differently from (4), well-posedness of (5) is not known. Local existence of strong
solutions can be shown similarly to the Euler equations and global existence of weak solutions is
known (see the appendix in [7] for a proof), but their uniqueness is an open problem. Moreover,
we lack a regularity result needed in order to pass to the limit as α → 0 and obtain a weak
solution of (2); in fact, if we only assume weak convergence in L2, then an additional term,
called Reynolds stress tensor, is expected to appear in the equation, see [4].
An approach considered in recent years in order to solve systems (1) and (2) is to stochasti-
cally perturb the equations by a suitable noise. The introduction of noise has phenomenological
motivations: disturbances are always present, although very small with respect to the macro-
scopic quantities; they usually don’t appear in the models only because these are idealizations
of real life phenomena in which negligible terms are omitted. It is well known that the addition
of noise to a deterministic ODE can have regularizing effects in terms of well-posedness, as it
was shown by Veretennikov in 1981, see [8]; such fenomenon is usually referred as regulariza-
tion by noise. More recently, the same feature has been shown also for several PDEs, in which
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blow-up; reviews of the results on the topic are given in [9] and [10]. A possible program of this
research direction (see Section 3 of [11] for a more detailed version) is the following: first find a
suitable noise whose introduction restores well-posedness (uniqueness in law is sufficient) of the
problem; then understand what happens when we let the noise tend to 0. Namely, let {P ε}ε>0
denote the laws of the solutions of the perturbed problem (with respect to the same given initial
conditions and external forces) where the noise is taken with a multiplicative coefficient ε. The
non trivial zero-noise result would be to show that the whole family {P ε}ε>0 converges in law
to a measure P . We expect the support of P to be made of (possibly weak) solutions of the
original unperturbed problem; the question then becomes to understand if such solutions have
a special physical meaning: maybe the mathematical problem has a defect of non-uniqueness
but the physical problem behaves uniquely and the physical behaviour is the one stable with
respect to infinitesimal perturbations. Unfortunately, such program is far from being developed
in a general theory; only partial results, related to specific models, have been obtained.
One thing has become clear however: there isn’t a unique way to stochastically perturb a model
and, depending on the structure of the equation, some types of noise can perform differently. For
systems of PDEs it is natural to introduce, in analogy to Veretennikov’s results for ODEs, addi-
tive non degenerate noise. However, starting with [12], it has been observed that also a bilinear,
multiplicative Stratonovich (thus strongly degenerate) noise can have a regularizing effect. The
latter has been more successful in problems arising in fluid dynamics, especially in the inviscid
case, as it introduces a parabolic term in the equation at the level of mean values of the solutions
(to understand better what we mean, we refer to the general discussion of Section 3.1 of this
work or to Section 5.5.2 of [10]). Another reason to prefer a Stratonovich multiplicative noise
is that it may preserve useful conservation laws of the original system, which are broken by the
introduction of additive noise.
At present, 3-D Euler equations seem too difficult to study, even in the presence of noise; for this
reason in this work we focus instead on a stochastic perturbation of (5) of the following form:
dvα + [(uα · ∇)vα +∇p] dt+√ε [(I − α∆)−1 ◦ dW · ∇]vα = f dt
vα = (I − α∆)uα
∇ · vα = 0
(6)
whereW is a generalized Wiener process on L2 and α, ε > 0 are fixed parameters; a more detailed
description ofW , as well as an explanation of the meaning of system (6), are given in Sections 3.1
and 3.3. For simplicity we have restricted our attention to the (physically less meaningful, but
mathematically easier to treat) case of functions defined on T = R3/Z3 with periodic boundary
conditions. Most of the time we only consider ε = 1, but all the results stated are easily extended
to any ε > 0. Moreover, everything holds also in the case d = 2 and could be generalized to
higher dimension, up to some modifications such as a different choice of the regularization Gα.
The thesis is structured as follows: the first two chapters are mainly based on [13] and [14];
we provide there, in the most concise way possible, all the tools related to probability theory
and stochastic integration in Hilbert spaces which will be needed later; we underline however
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that the approach we followed, treating weak solutions of (6), is in some aspects more similar
to the variational formulation of SPDEs, treated for example in [15], even if we never explicitly
use Gelfand triples. In Chapter 1 concepts such as Bochner integral and Gaussian measures
on Hilbert spaces are introduced and several results, like existence of conditional expectation
and properties of stochastic processes, are extended in this setting. Chapter 2 deals with the
construction of Wiener processes and stochastic integrals in Hilbert spaces and the proof of
classical results like Ito formula and Girsanov transform in this context. The last two chapters
are devoted to the study of the stochastic Leray-α model of Euler equations (6). Chapter 3 is
mainly based on [7]; global existence and uniqueness in law of Leray weak solutions (both in
the probabilistic and variational sense) is shown for any initial data v0 ∈ L2(T;R3) and external
force field f ∈ L2((0, T )×T;R3) satisfying some suitable conditions; moreover, continuity in law
with respect to v0 and f is obtained. The strategy we followed, similar to the one employed in
other model of fluid dynamics like [16], is the following: we write model (6) in the correspondent
Fourier space, which gives an infinite system of coupled SDEs, and we find the correspondent
Ito formulation. Then we consider a linearised version of the system, for which we are able to
show existence and pathwise uniqueness of solutions; uniqueness is achieved by studying the
associated covariance matrices, which satisfy a closed system of ODEs for which a comparison
principle holds. Existence and uniqueness in law for the nonlinear system are then obtained by
a suitable Girsanov transform; continuous dependence in law on v0 and f is shown by exploiting
the strong dependence on the same data of the linear system and the explicit densities provided
by the Girsanov tranform. Chapter 4 explores interesting features of the model, such as pathwise
regularity of the solutions and anomalous dissipation of energy. The results contained were ob-
tained in the final phase of the thesis project and for this reason might not always be conclusive;
future research on the model could lead to more detailed and satisfactory answers.
I want to express my gratitude to my thesis supervisor Prof. David Barbato, for guiding me
through this project and always being available to meet in the office for clarifications and stim-
ulating discussions. I’m deeply indebted to my family for having supported, both emotionally
and economically, my studies and decisions during my entire life; this thesis wouldn’t have seen
the light without them. Finally, I want to thank Laura for her infinite patience and willingness
to lend an ear every time I needed it.
Chapter 1
Foundations
1.1 Random variables and Bochner integral
In the following we will always, if not specified otherwise, consider the following setting:
(Ω,F ,P) denotes a standard probability space and (E,B(E)) is a measurable Banach space,
where B(E) is the Borel σ-algebra induced by the norm ‖ · ‖. E∗ denotes the topological dual of
E, i.e. the collection of all linear continuous functions from E to R.
If X is a random variable from (Ω,F ,P) into (E,B), we will denote by L(X) the law of X,
L(X)(A) := P(ω ∈ Ω : X(ω) ∈ A) ∀A ∈ B
If X is a real valued random variable, then its integral
∫
ΩX(ω)dP(ω) will be denoted by E[X].
Proposition 1.1. Let E be a separable Banach space. Then B(E) = σ({ϕ ∈ E∗}), or equiva-
lently B(E) is the smallest σ-algebra generated by sets of the form
{x ∈ E : ϕ(x) ≤ α} ϕ ∈ E∗, α ∈ R (1.1)
Moreover, there exists a sequence {ϕn}n∈N ⊂ E∗ such that
‖x‖ = sup
n∈N
|ϕn(x)| for any x ∈ E (1.2)
Proof. Let us first show (1.2). Let {xn}n∈N be a dense set in E; by the Hahn-Banach theorem,
for each n there exists ϕn ∈ E∗ such that ϕn(xn) = ‖xn‖ and ‖ϕn‖ = 1. We claim that {ϕn}n
has the desired property. Fix x ∈ E, then |ϕn(x)| ≤ ‖x‖ for each n and so supn |ϕn(x)| ≤ ‖x‖;
conversely, for any ε > 0 there exists xn such that ‖x−xn‖ < ε and so |ϕn(x)−‖xn‖| ≤ ε, which
implies |ϕn(x)| > ‖x‖ − 2ε. By the arbitrariness of ε we can conclude.
It follows from (1.2) that
B(a, r) = {x ∈ E : ‖x− a‖ ≤ r} =
⋂
n∈N
{x ∈ E : |ϕn(x)− ϕn(a)| ≤ r}
Therefore the smallest σ-algebra containing all sets of form (1.1) contains closed balls of E,
and thus contains B(E). Conversely, any ϕ : (E,B(E)) → (R,B(R)) in E∗ is continuous, thus
measurable, so B(E) contains all sets of the form (1.1).
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Remark 1.2. It follows from the proposition that if E is a separable Banach space, then a map
X : Ω→ E is an E-valued random variable if and only if ϕ(X) : Ω→ R is a real random variable
for every ϕ ∈ E∗.
Corollary 1.3. Let E be a separable Banach space. The following hold:
(i) If X,Y : Ω→ E are random variables, α, β ∈ R, then αX + βY is a random variable.
(ii) If Xn : Ω→ E is a sequence of random variables s.t. Xn → X P-a.s., then X is a r.v.
(iii) If X is a E-valued random variable, then ‖X‖ is a real random variable.
Proof. (i) and (ii) follow immediately from Remark 1.2 and the fact that the statement holds
for real random variables; (iii) follows from the fact that ‖ · ‖ : E → R is continuous and so its
composition with a measurable map is still measurable.
Remark 1.4. Part (ii) of the corollary can be weakened by only assuming that Xn ⇀ X P-a.s.
Moreover, we can use the corollary to strengthen the previous remark: in order to show that
X is measurable, it suffices that ϕ(X) is measurable for every ϕ belonging to a linearly dense
subset of E∗.
Lemma 1.5. Let E be a separable Banach space, X and Y two E-valued random variables.
Then X = Y P-a.s. if and only if, for all ϕ ∈ E∗, ϕ(X) = ϕ(Y ) P-a.s.
Proof. It suffices to show that if X is an E-valued random variable such that, for all ϕ ∈ E∗,
ϕ(X) = 0 P-a.s., then X = 0 P-a.s. Let {ϕn} ⊂ E∗ satisfying (1.2), then ϕn(X) = 0 P-a.s. and
so supn |ϕn(X)| = ‖X‖ = 0 P-a.s., which implies the conclusion.
The next result shows that E-valued random variables can be suitably approximated by simple
functions, i.e. functions with a finite image. We state the result in full generality since it doesn’t
hold only for separable Banach spaces.
Lemma 1.6. Let (E, ρ) be a separable metric space and let X be an E-valued random variable.
Then there exists a sequence {Xn}n∈N of simple E-valued random variables such that, for any
ω ∈ Ω, the sequence ρ(X(ω), Xn(ω)) is monotonically decreasing to 0.
Proof. Let {xk}k∈N be a countable dense subset of E. For every n ∈ N, ω ∈ Ω define
ρn(ω) = min{ρ(X(ω), xk), k = 1, . . . , n}
kn(ω) = min{k ≤ n : ρn(ω) = ρ(X(ω), xk)}
Xn(ω) = xkn(ω)
Xn are simple random variables since Xn(ω) ∈ {x1, x2, . . . , xn}. Moreover, by the density of
{xk}k∈N, the sequence {ρn(ω)}n∈N is monotonically decreasing to 0 for arbitrary ω.
Since ρn(ω) = ρ(X(ω), Xn(ω)), the conclusion follows.
The previous lemma allows us to define the integral for an E-valued random variable on (Ω,F ,P),
where E is a separable Banach space. The idea is to first define it for simple random variables,
then extend it to a larger class by approximation and show that the extension does not depend
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on the chosen approximating sequence.
For a simple random variable X,
X =
N∑
i=1
xi1Ai , Ai ∈ F , xi ∈ E,N ∈ N
we set ∫
Ω
X(ω)dP(ω) =
∫
Ω
XdP :=
N∑
i=1
xiP(Ai)
Here 1A denotes the indicator function of A. The definition does not depend on the choice of
the particular representation of X; moreover the usual properties of additivity and linearity of
the integral hold and∥∥∥∥∫
Ω
X(ω)dP(ω)
∥∥∥∥ =
∥∥∥∥∥
N∑
i=1
xiP(Ai)
∥∥∥∥∥ ≤
N∑
i=1
‖xi‖P(Ai) =
∫
Ω
‖X(ω)‖dP(ω) (1.3)
Definition 1.7. A random variable X is said to be Bochner integrable if∫
Ω
‖X(ω)‖dP(ω) <∞ (1.4)
Note that ‖X‖ is a real random variable, so the above integral is defined as usual.
Let X be Bochner integrable; by the previous lemma there exists a sequence {Xn} of simple
random variables such that ‖X(ω)−Xn(ω)‖ ↓ 0 for all ω in Ω. It follows that∥∥∥∥∫
Ω
XndP−
∫
Ω
XmdP
∥∥∥∥ ≤ ∫
Ω
‖Xn −Xm‖dP(ω) ≤
∫
Ω
‖Xn −X‖dP+
∫
Ω
‖X −Xm‖dP→ 0
as m, n→∞, by monotone convergence theorem. Therefore ∫ΩXndP is a Cauchy sequence and
it must admit limit in E; we define the integral of X as∫
Ω
X(ω)dP(ω) := lim
n→∞
∫
Ω
Xn(ω)dP(ω)
The limit does not depend on the sequence Xn. In fact, if Xn, X˜n are sequences of simple random
variables such that
∫
Ω ‖X −Xn‖dP,
∫
Ω ‖X − X˜n‖dP→ 0, then∥∥∥∥∫
Ω
XndP−
∫
Ω
X˜ndP
∥∥∥∥ ≤ ∫
Ω
‖Xn − X˜n‖dP(ω) ≤
∫
Ω
‖Xn −X‖dP+
∫
Ω
‖X − X˜n‖dP→ 0
and so the sequences
∫
ΩXndP,
∫
Ω X˜ndP have the same limit.
Definition 1.8. Given a Bochner integrable random variable X, the quantity
∫
ΩXdP is called
Bochner integral of X and is also denoted by E[X].
Bochner integral enjoys many properties of the Lebesgue integral. In particular it follows by
approximation that linearity and estimate (1.3) hold for all random variables satisfying (1.4).
We use the same notation for both integrals. Here are some other useful properties of the integral;
we omit the proofs as they can be immediately adapted from the standard ones.
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Proposition 1.9. Let X be a random variable in (Ω,F ,P) with values in a measurable space
(G,G) and µ be its law. If ψ is a measurable mapping from (G,G) into (E,B(E)) integrable with
respect to µ, then
E[ψ(X)] =
∫
G
ψ(x)dµ(x)
Theorem 1.10 (Fubini-Tonelli). Let (Ω1,F1,P1), (Ω2,F2,P2) be two probability spaces and
let (Ω1 × Ω2,F1 ⊗ F2,P1 ⊗ P2) be their product space. If E is a separable Banach space and
X : Ω1 × Ω2 → E is a Bochner integrable random variable:∫
Ω1×Ω2
‖X(ω1, ω2)‖d(P1 ⊗ P2)(ω1, ω2) <∞
then, for P1-a.e. ω1, the map ω2 7→ X(ω1, ω2) is measurable and Bochner integrable and∫
Ω1×Ω2
X(ω1, ω2)d(P1 ⊗ P2)(ω1, ω2) =
∫
Ω1
∫
Ω2
X(ω1, ω2)dP2(ω2)dP1(ω1)
Recall that a linear operator A : D(A) → F , where D(A) is a linear subspace of E, is closed
if for any sequence {xn}n∈N ⊂ D(A) such that xn → x in E and Axn → y in F , it holds that
x ∈ D(A) and Ax = y. Equivalently, A is closed if its graph
graph(A) = {(x, y) ∈ E × F : x ∈ D(A), y = Ax}
is closed in the product space E × F . Moreover, D(A) endowed with the graph norm of A,
‖x‖A := ‖x‖E + ‖Ax‖F , is a Banach space.
Theorem 1.11 (Hille). Let E and F be separable Banach spaces and A : D(A) → F be a
closed operator such that its domain D(A) is a Borel subset of E. If X : Ω → E is a random
variable such that X(ω) ∈ D(A) for P-almost every ω, then AX is an F -valued random variable,
and X is a D(A)-valued random variable, where D(A) is endowed with the graph norm of A. If
moreover X is Bochner integrable and∫
Ω
‖AX(ω)‖FdP(ω) <∞ (1.5)
then
A
∫
Ω
X(ω)dP(ω) =
∫
Ω
AX(ω)dP(ω) (1.6)
Proof. We only prove the last statement. By Lemma 1.6, there exists a sequence {Xn}n∈N of
simple D(A)-valued random variables s.t. ‖X −Xn‖D(A) = ‖X −Xn‖E + ‖AX − AXn‖F ↓ 0.
Consequently∫
Ω
‖X(ω)−Xn(ω)‖D(A)dP(ω) =
∫
Ω
‖X(ω)−Xn(ω)‖EdP(ω)+
∫
Ω
‖AX(ω)−AXn(ω)‖FdP(ω)→ 0
as well. Then∫
Ω
Xn(ω)dP(ω)→
∫
Ω
X(ω)dP(ω),
∫
Ω
AXn(ω)dP(ω)→
∫
Ω
AX(ω)dP(ω)
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But ∫
Ω
AXn(ω)dP(ω) = A
∫
Ω
Xn(ω)dP(ω)
from the very definition of the integral, and therefore, by the closedness of A,∫
Ω
AX(ω)dP(ω) = A
∫
Ω
X(ω)dP(ω)
Remark 1.12. It follows immediately that if X is Bochner integrable and ϕ ∈ L(E,F ), then
ϕ
(∫
Ω
XdP
)
=
∫
Ω
ϕ(X)dP
In particular, E[X] is characterized as the unique element x ∈ E such that
ϕ(x) = E[ϕ(X)] ∀ϕ ∈ E∗
Similarly to the real case, we can define Lp spaces on E, usually called Bochner spaces.
We denote by L1(Ω,F ,P;E) the set of all equivalence classes of E-valued integrable random
variables (with respect to the equivalence relation X ∼ Y ⇔ X = Y P-almost surely). It can be
checked that, similarly to the real case, L1(Ω,F ,P;E) equipped with the norm ‖X‖1 = E[‖X‖],
is a Banach space. In the same way one can define Lp(Ω,F ,P;E) for any p > 1, with norm
‖X‖p =
E[‖X‖
p]
1
p if p ∈ (1,+∞)
ess. sup
ω∈Ω
‖X(ω)‖ if p =∞
If (Ω,F) = ((a, b),B(a, b)) and P is the Lebesgue measure on (a, b), we write Lp(a, b;E).
The following result generalizes the one regarding existence and uniqueness of conditional expec-
tation for real random variables.
Theorem 1.13. Let E be a separable Banach space. Let X be a Bochner integrable E-valued
random variable defined on (Ω,F ,P) and let G be a sub-σ-algebra of F . The there exists a unique,
up to a zero measure set, integrable E-valued random variable Z, measurable with respect to G
such that ∫
A
XdP =
∫
A
ZdP ∀A ∈ G (1.7)
The random variable Z will be denoted as E[X|G] and called the conditional expectation of
X given G.
Proof. We first show uniqueness. Assume that there exist two random variables Z and Z˜ with
the required properties. Then for any ϕ ∈ E∗, using Remark 1.12 and property (1.7), we get∫
A
ϕ(Z)dP = ϕ
(∫
A
ZdP
)
= ϕ
(∫
A
XdP
)
=
∫
A
ϕ(X)dP ∀ A ∈ G
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An analogue equation holds for Z˜; so ϕ(Z) = E[ϕ(X)|G] = ϕ(Z˜) P-a.s., because the result is
true for real random variables. But then we conclude that Z = Z˜ P-a.s. by Lemma 1.5.
We now prove existence. If X is a simple r.v., say X =
∑n
j=1 xj1Aj , then one defines
Z =
n∑
j=1
xjP(Aj |G)
where P(Aj |G) represents the classical notion of the conditional expectation of Aj given G.
Z fulfills (1.7) and moreover
E[‖Z‖] ≤
n∑
j=1
E[‖xj‖|P(Aj |G)|] =
n∑
j=1
‖xj‖P(Aj) = E[‖X‖]
For general X, let {Xn} be the sequence defined in Lemma 1.6 and Zn = E[Xn|G]. Then
E[‖Zn − Zm‖] ≤ E[‖Xn −Xm‖]→ 0 as n,m→∞
Therefore {Zn} is a Cauchy sequence in L1 and there exists a G-measurable random variable Z
to which it converges. Moreover, for arbitrary A ∈ G,∫
A
ZndP =
∫
A
XndP ∀n ∈ N
and taking the limit as n→∞ we get (1.7).
Remark 1.14. It follows from the proof that Z = E[X|G] is uniquely characterized by
ϕ(Z) = E[ϕ(X)|G] ∀ϕ ∈ E∗ (1.8)
In particular it suffices to check such relation for a linearly dense subset of E∗. Moreover, as a
consequence of the proof, we have the basic inequality
‖E[X|G]‖ ≤ E[‖X‖|G] (1.9)
The following result regarding conditional expectation will be useful later on.
Proposition 1.15. Let (E1, E1) and (E2, E2) be two measurable spaces and ψ : E1 × E2 → R
a bounded measurable function. Let ξ1, ξ2 be two random variables in (Ω,F ,P) with values
in (E1, E1) and (E2, E2) respectively, and let G ⊂ F be a fixed σ-algebra. Assume that ξ1 is
G-measurable, then there is a bounded E1 ⊗ G-measurable function ψ̂(x1, ω), x1 ∈ E1, ω ∈ Ω
such that
E[ψ(ξ1, ξ2)|G](ω) = ψ̂(ξ1(ω), ω), ω ∈ Ω (1.10)
Moreover if ξ2 is independent of G, then
ψ̂(x1, ω) = ψ̂(x1) = E[ψ(x1, ξ2)], x1 ∈ E1 (1.11)
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Proof. Assume first that ψ(x1, x2) = ψ1(x1)ψ2(x2), where ψi : Ei → R are bounded measurable
functions. Then
E[ψ(ξ1, ξ2)|G] = E[ψ1(ξ1)ψ2(ξ2)|G] = ψ1(ξ1)E[ψ2(x2)|G]
and it is enough to set
ψ̂(x1, ω) = ψ1(x1)E[ψ2(x2)|G](ω)
Denote by G1 the family of all sets Γ ∈ E1 ⊗ E2 such that the representation (1.10) holds for
ψ = 1Γ, and by K the family of all sets Γ = Γ1 × Γ2 where Γ1 ∈ E1, Γ2 ∈ E2. Then K is a pi-
system, G1 is a d-system and K ⊂ G1, therefore by Dynkin’s lemma (1.10) holds for all Γ ∈ E1⊗E2.
Consequently the result is true for all measurable simple functions ψ and by approximation it
can be extended to all bounded measurable ψ. The proof of the representation (1.11) when ξ2 is
independent of G is similar.
Remark 1.16. If X and Y are square integrable random variables on a probability space
(Ω,F ,P) taking values in a separable Hilbert space H, then 〈X,Y 〉 is an integrable real ran-
dom variable, since
E[|〈X,Y 〉|] ≤ E[‖X‖ ‖Y ‖] ≤ E[‖X‖2]1/2 E[‖Y ‖2]1/2 <∞
If Y is G-measurable, G ⊂ F , then
E[〈X,Y 〉|G] = 〈E[X|G], Y 〉 (1.12)
In fact, given an orthonormal basis {en}n of H, it holds
E[〈X,Y 〉|G] = E
[∑
n
〈X, en〉〈Y, en〉
∣∣∣G] = ∑
n
E[〈X, en〉|G]〈Y, en〉
=
∑
n
〈E[X|G], en〉〈Y, en〉 = 〈E[X|G], Y 〉
where the exchange between the series and conditional expectation is legit since the series is
convergent in L1(Ω,F ,P;R) and we used Remark 1.14.
In the case of random variables taking values in a separable Hilbert space H, it’s also possible
to define the covariance operator of X.
Definition 1.17. If X,Y ∈ L2(Ω,F ,P;H), we define the correlation operator of (X,Y ) and
the covariance operator of X respectively as
Cor(X,Y ) = E[(X − E[X])⊗ (Y − E[Y ])]
Cov(X) = Cor(X,X) = E[(X − E[X])⊗ (X − E[X])]
The definition is well posed since for any h1, h2 ∈ H we have
|Cor(X,Y )(h1, h2)| =
∣∣E[〈X − E[X], h1〉〈Y − E[Y ], h2〉]∣∣
≤ ‖h1‖‖h2‖E
[‖X − E[X]‖‖Y − E[Y ]‖]
≤ ‖h1‖‖h2‖E[‖X − E[X]‖2]1/2E[‖Y − E[Y ]‖2]1/2
16 1. Foundations
Therefore Cor(X,Y ) is a continuous bilinear form and by Riesz theorem can be identified with a
linear functional from H to itself; whenever it’s convenient we will use one identification or the
other without specifying. In particular Cov(X) is symmetric and nonnegative:
Cov(X)(h1, h2) = Cov(X)(h2, h1) Cov(X)(h1, h1) ≥ 0 ∀h1, h2 ∈ H
Moreover Cov(X) is a nuclear operator (see the appendix for the definition): given an orthonor-
mal basis {ek}k∈N of H, we have
∞∑
k=1
Cov(X)(ek, ek) =
∞∑
k=1
E[〈X − E[X], ek〉2] = E[‖X − E[X]‖2] <∞
Remark 1.18. If we identify Cor(X,Y ) with the linear operator from H to itself given by
Cor(X,Y )(h) = E[(X − E[X])〈Y − E[Y ], h〉]
so that, with some abuse of notation, we can write
Cor(X,Y )(h1, h2) = 〈h1,Cor(X,Y )h2〉
then for any A ∈ L(H,U), B ∈ L(H,U), where U is another separable Hilbert space, denoting
by B∗ the adjoint operator of B, it holds
Cor(AX,BY ) = ACor(X,Y )B∗ (1.13)
since for any u1, u2 ∈ U we have
〈u1,Cor(AX,BY )u2〉 = E[〈AX −AE[X], u1〉〈BY −BE[Y ], u2〉]
= E[〈X − E[X], A∗u1〉〈Y − E[Y ], B∗u2〉]
= 〈A∗u1,Cor(X,Y )B∗u2〉 = 〈u1, ACor(X,Y )B∗u2〉
1.2 Gaussian measures on Hilbert spaces
In this section we restrict ourselves to che case of a separable Hilbert space H. Before introducing
the concept of Gaussian measure, we need some general concepts on probability distributions.
Definition 1.19. Let µ be a probability measure on (H,B(H)). The characteristic function
of µ is defined as
µˆ(h) = ϕµ(h) =
∫
E
ei〈h,x〉dµ(x), h ∈ H (1.14)
Definition 1.20. A cylindrical set of H is a set of the form
{x ∈ H : (〈h1, x〉, . . . , 〈hn, x〉) ∈ Γ}
for some h1, . . . , hn ∈ H and Γ ∈ B(Rn).
Cylindrical sets form a pi-system and by Proposition 1.1 they generate B(H), so if two measures
coincide on cylindrical sets then by Dynkin’s lemma they are equal.
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Proposition 1.21. Assume that M is a linear subspace of H which generates B(H).
(i) If µ and ν are probability measures such that ϕµ(h) = ϕν(h) for all h ∈M , then µ = ν.
(ii) If X and Y are two H-valued random variables such that L(〈h,X〉) = L(〈h, Y 〉) for all
h ∈M , then L(X) = L(Y ).
Proof. It suffices to show (i). Fix h1, . . . , hn in M , λ1 . . . λn in R. By the hypothesis we have∫
H
ei〈λ1h1+...+λnhn,x〉dµ(x) =
∫
H
ei〈λ1h1+...+λnhn,x〉dν(x)
This implies that the Rn-valued mapping x 7→ (〈h1, x〉, . . . , 〈hn, x〉) maps measures µ and ν
onto measures µ̂ and ν̂ on (Rn,B(Rn)) with identical characteristic functions. So µ̂ = ν̂ by the
analogue finite dimensional result. But then µ and ν are equal on the pi-system of all cylindrical
sets generated by M , so µ = ν on B(H).
Recall that a probability measure µ on R is Gaussian with mean m ∈ R and variance q ≥ 0 if
and only if its characteristic function is given by
ϕµ(λ) = e
iλµ−λ2q
2
Similarly, a probability measure µ on Rn is Gaussian with mean m ∈ Rn and variance Q,
Q ∈ Rn×n being symmetric and nonnegative, if and only if its characteristic function is given by
ϕµ(λ) = e
i〈λ,µ〉− 1
2
〈Qλ,λ〉
Moreover, if µ is a Gaussian measure on Rn, then for any λ ∈ Rn the pushforward measure of
the function x 7→ 〈λ, x〉 is still Gaussian. This motivates the following definition.
Definition 1.22. A probability measure µ on (H,B(H)) is aGaussian measure if for every h ∈
H the map 〈h, ·〉, considered as a real random variable on (E,B(E), µ), is Gaussian distributed.
If in addition every 〈h, ·〉 has symmetric (zero mean) Gaussian distribution, then µ is called a
symmetric Gaussian measure. An H-valued random variable X is a Gaussian random
variable if L(X) is Gaussian; equivalently, X is Gaussian distributed if and only if 〈h,X〉 is a
real Gaussian random variable for all h ∈ H.
Remark 1.23. It follows immediately from the definition that if X and Y are H-valued in-
dependent Gaussian random variables, then X + Y and is Gaussian as well. Moreover, if U is
another separable Hilbert space and T ∈ L(H,U), then T (X) is Gaussian distributed.
If µ is Gaussian, the following functionals are well defined:
h 7→
∫
H
〈h, x〉dµ(x) (h1, h2) 7→
∫
H
〈h1, x〉〈h2, x〉dµ(x)
In order to show that they are continuous we need the following general lemma.
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Lemma 1.24. Let ν be a probability measure on (H,B(H)). Assume that for some k ∈ N∫
H
|〈z, x〉|kdν(x) <∞ ∀z ∈ H
Then there exists a constant C > 0 such that∣∣∣∣∫
H
〈h1, x〉 · · · 〈hk, x〉dν(x)
∣∣∣∣ ≤ C|h1| · · · |hk| ∀h1, . . . , hn ∈ H
Proof. Define for any n ∈ N the set
Un :=
{
z ∈ H :
∫
H
|〈z, x〉|kdν(x) ≤ n
}
By hypothesis H =
⋃
n Un and the Un are closed sets. Therefore by the Baire category theorem
there exists n0 ∈ N such that Un0 has nonempty interior; in particular, there exist z0 ∈ Un0 and
r0 > 0 such that B(z0, r0) ⊂ Un0 . Hence∫
H
|〈z0 + y, x〉|kdν(x) ≤ n0 ∀y ∈ B(0, r0)
By the standard inequality |a+ b|k ≤ 2k−1(|a|k + |b|k), for a, b real numbers, for y ∈ B(0, r0)∫
H
|〈y, x〉|kdν(x) ≤ 2k−1
∫
H
(|〈z0 + y, x〉|k + |〈z0, x〉|k)dν(x) ≤ 2kn0
So for all z 6= 0 we can apply the previous inequality to y = r0z/|z| to obtain∫
H
|〈z, x〉|kdν(x) ≤ 2kn0r−k0 |z|k
By the elementary inequality
|α1 · · ·αk| ≤ |α1|k + . . .+ |αk|k ∀(α1, . . . , αk) ∈ Rk
it follows that the map
(h1, . . . , hk) 7→
∫
H
〈h1, x〉 · · · 〈hk, x〉dν(x)
is continuous; since it’s k-linear, the conclusion follows.
It follows from the lemma and Riesz theorem that if µ is Gaussian, then there exist m ∈ H and
Q ∈ L(H,H) such that∫
H
〈h, x〉dµ(x) = 〈h,m〉
∫
H
〈h1, x−m〉〈h2, x−m〉dµ(x) = 〈Qh1, h2〉
The vector m is the mean and the operator Q is the covariance of µ. It’s clear that Q is
symmetric and nonnegative; by the definition of Gaussian measure, we have
ϕµ(h) = e
i〈h,m〉− 1
2
〈Qh,h〉 ∀h ∈ H
Therefore by Proposition 1.21 the measure µ is uniquely determined by m and Q; it’s denoted
by N (m,Q). µ is a symmetric Gaussian measure if and only if m = 0; without loss of generality
from now on we will always work with symmetric Gaussian measures.
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Proposition 1.25. Let µ ∼ N (0, Q). Then Q has finite trace.
Proof. Consider the characteristic function of µ, ϕ(h) =
∫
H e
i〈h,x〉dµ(x) = e−〈Qh,h〉/2. For arbi-
trary c > 0 we have
1− ϕ(h) =
∫
H
(1− cos〈h, x〉)dµ(x)
≤ 1
2
∫
|x|≤c
〈h, x〉2dµ(x) + 2µ({x ∈ H : |x| > c})
≤ 1
2
〈Qch, h〉+ 2µ({x ∈ H : |x| > c})
where Qc is the continuous linear operator defined by
Qch =
∫
|x|≤c
x〈h, x〉dµ(x)
Qc is symmetric, nonnegative and nuclear since for any {en} orthonormal basis of H we have∑
n
〈Qcen, en〉 =
∑
n
∫
|x|≤c
〈en, x〉2dµ(x) =
∫
|x|≤c
|x|2dµ(x) ≤ c2
To show that Q has finite trace, it suffices to show that there exist β > 0 and c > 0 such that
∀h ∈ H, 〈Qch, h〉 ≤ 1⇒ 〈Qh, h〉 ≤ β (1.15)
In fact, by applying it to h˜ = h〈Qch, h〉−1/2 we obtain 〈Qh, h〉 ≤ β〈Qch, h〉 and so
Tr(Q) ≤ β Tr(Qc) <∞
Recall that we have
1− e− 12 〈Qh,h〉 ≤ 1
2
〈Qch, h〉+ 2µ({x ∈ H : |x| > c})
Therefore, if 〈Qch, h〉 ≤ 1, we obtain
e
1
2
〈Qh,h〉 ≤
(1
2
− 2µ({x ∈ H : |x| > c})
)−1
In particular (1.15) holds once we take c sufficiently big such that µ({x ∈ H : |x| > c}) < 14 and
the proof is concluded.
It follows that if X is an H-valued random variable, X ∼ N (0, Q), then Tr(Q) = E[|X|2] and the
covariance operator Q coincides with the one defined at the end of the previous section. Since
Q is a symmetric, nonnegative nuclear operator (therefore compact), by the spectral theorem
there exists an orthonormal basis {ek}k∈N of eigenvectors of Q, with corresponding nonnegative
eigenvalues {λk}k. Moreover
Tr(Q) =
∞∑
k=1
λk <∞
For any x ∈ H, set xk = 〈x, ek〉; then {xk}k is a sequence of indipendent real random variables,
xk ∼ N (0, λk), since they are jointly Gaussian and uncorrelated by the orthogonality of {ek}.
We can use this information to obtain better estimates on µ, as the next proposition shows.
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Proposition 1.26. Let µ = N (0, Q). If s < (2TrQ)−1, then∫
H
es|x|
2
dµ(x) ≤ 1√
1− 2sTrQ
Proof. Fix s < (2TrQ)−1 and set
In(s) =
∫
H
es
∑n
i=1 x
2
i dµ(x)
Since x1, . . . , xn are independent and xi ∼ N (0, λi) we have
In(s) =
n∏
i=1
∫
H
esx
2
i dµ(x) =
n∏
i=1
1√
2piλi
∫
R
e
− t2
2
(
−2s+ 1
λi
)
dt
=
n∏
i=1
1√
1− 2sλi
=
1√∏n
i=1(1− 2sλi)
Since 2sλi < 1 for all i = 1, . . . , n, we have
n∏
i=1
(1− 2sλi) ≥ 1− 2s
n∑
i=1
λi
The inequality is certainly true for s ≤ 0; if 0 < 2sλi < 1, it follows from an induction argument.
Thus
In(s) ≤ 1√
1− 2s∑ni=1 λi
By letting n→∞ we obtain the conclusion.
Remark 1.27. It follows from the proposition that µ admits moments of any order, namely∫
H
|x|kdµ(x) <∞ ∀k ∈ N
Up to now we have studied properties that Gaussian measures must satisfy, assuming they exist,
but we haven’t addressed the problem of their existence. The following result shows how to
construct Gaussian measures starting from their covariance operator.
Proposition 1.28. Let Q be a positive, symmetric, trace class operator in H and let m ∈ H.
Then there exists a Gaussian measure in H with mean m and covariance Q.
Proof. Let {ξn} be a sequence of independent N (0, 1) real variables. Set
ξ = m+
∞∑
n=1
√
λnξnen (1.16)
The series is convergent in L2 since
E
[( ∞∑
n=1
√
λnξn
)2]
=
∞∑
n=1
λn = Tr(Q) <∞
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Fix h ∈ H, then
E
[
ei〈h,ξ〉
]
= ei〈h,m〉 lim
n→∞E
[
exp
(
i
n∑
j=1
√
λjξj〈h, ej〉
)]
= exp
(
i〈h,m〉 − 1
2
∞∑
j=1
λj〈h, ej〉2
)
= ei〈h,m〉−
1
2
〈Qh,h〉
Thus ξ is Gaussian distributed, E[ξ] = m and
〈Cov(ξ)x, y〉 = E
 ∞∑
j=1
√
λjξj〈ej , x〉
∞∑
k=1
√
λkξk〈ek, y〉
 = ∞∑
j=1
λj〈ej , x〉〈ej , y〉 = 〈Qx, y〉
for all x, y ∈ H. Thus L(ξ) = N (m,Q).
Proposition 1.29. Let µ = N (0, Q), then for every m ∈ N there exists a constant Cm s.t.∫
H
|x|2mdµ(x) ≤ CmTr(Q)m
Proof. Using the same notation from the previous proposition,
∫
H
|x|2mdµ(x) = E
∣∣∣∣ ∞∑
j=1
√
λjξjej
∣∣∣∣2m
 = E
( ∞∑
j=1
λjξ
2
j
)m
=
∞∑
j1,...,jm
λj1 . . . λjmE[ξ2j1 . . . ξ
2
jm ] ≤ C
( ∞∑
j=1
λj
)m
where C := supj1,...,jm E[ξ
2
j1
. . . ξ2jm ] is finite by Cauchy-Schwartz inequality.
1.3 Stochastic processes
In this section we are going to recall some standard results in the theory of stochastic processes,
as well as give some extensions in the Banach-valued case. As before, we consider a separable
Banach space E, its Borel σ-algebra B(E) and a probability space (Ω,F ,P).
Definition 1.30. Let I be an interval of R, An E-valued stochastic process is a family
X = {X(t)}t∈I of E-valued random variables X(t) defined on Ω. We also say that X(t) is a
stochastic process on I. We set X(t, ω) = X(t)(ω) for all t ∈ I and ω ∈ Ω. Functions X(·, ω)
are called the trajectories of X(t). X is continuous if its trajectories X(·, ω) are continuous
for P-a.e. ω; X is α-Holder continuous if its trajectories X(·, ω) are α-Holder continuous for
P-a.e. ω.
Definition 1.31. A stochastic process Y is a modification of X if
P(X(t) 6= Y (t)) = 0 ∀ t ∈ I
An important result on the existence of regular modifications is the following theorem.
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Theorem 1.32 (Kolmogorov Continuity Criterion). Let X(t), t ∈ [0, T ], be a stochastic process
with values in a complete metric space (E, ρ) such that for some constants C > 0, ε > 0, δ > 1
and all t, s ∈ [0, T ],
E[ρ(X(t), X(s))δ] ≤ C|t− s|1+ε
Then there exists a modification ofX which is α-Holder continuous for any α < ε/δ. In particular,
X has a continuous modification.
Proof. Without loss of generality we can assume T = 1. Note that the X is stochastically
uniformly continuous, in the sense that for any β > 0
P(ρ(X(t), X(s)) ≥ β) ≤ β−δE[ρ(X(t), X(s))δ] ≤ Cβ−δ|t− s|1+ε (1.17)
Let 0 < γ < ε/δ. By (1.17), for k = 1, . . . , 2n, n ∈ N,
P(ρ(X(k2−n), X((k − 1)2−n)) ≥ 2−nγ) ≤ C2−n(1+ε−γδ)
and therefore
P
(
max
1≤k≤2n
ρ(X(k2−n), X((k − 1)2−n)) ≥ 2−nγ
)
≤
2n∑
k=1
P(ρ(X(k2−n), X((k − 1)2−n)) ≥ 2−nγ) ≤ C2−n(ε−γδ)
Since
∑
n 2
−n(ε−γδ) < ∞, by Borel-Cantelli lemma there exists a set Ω˜ ∈ F , P(Ω˜) = 1 and a
random variable N˜(ω), ω ∈ Ω, taking values in N, such that for ω ∈ Ω˜ and n ≥ N˜(ω),
max
1≤k≤2n
ρ(X(k2−n), X((k − 1)2−n)) < 2−nγ (1.18)
Let
Dn =
{
k2−n : 0 ≤ k ≤ 2n − 1} , D = ∞⋃
n=1
Dn
Any x = k2−n has a unique representation of the form x =
∑m
j=1 εj2
−j , with εj = 0 or 1.
Now let m > n ≥ N˜(ω) and t = k2−m, s = l2−m, 0 ≤ l ≤ k < 2m be such that t − s < 2−n.
Then
t− s = (k − l)2−m =
m∑
j=n+1
εj2
−j with εj = 0 or 1
Consequently, by (1.18),
ρ(X(s), X(t)) ≤ ρ(X(s), X(s+ ε12−n−1)) + . . .+ ρ((X(s+
m−1∑
j=n+1
εj2
−j), X(t))
≤ 2−γ(n+1) + . . .+ 2−γm ≤ 2−γ(n+1) 1
1− 2−γ
Selecting n such that 2−n−1 ≤ t− s < 2−n one gets
ρ(X(t), X(s)) ≤ (t− s)
γ
1− 2−γ (1.19)
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Therefore X(t, ω), t ∈ D, is a uniformly continuous function on D and has unique extension to
a continuous function X˜(t, ω), t ∈ [0, 1]. Set X˜(t, ω) = 0 for t ∈ [0, 1] and ω /∈ Ω˜. Stochastic
continuity implies that the process X˜ is a modification of X and inequality (1.19) implies that
trajectories of X˜ are γ-Holder continuous.
Let us assume that I = [0, T ] or [0,+∞) and that we are given a filtered probability space
(Ω, {Ft},F ,P). We will always assume to be working with a normal filtration, i.e. complete
and right-continuous. {Ft} is complete if F0 contains all A ∈ F such that P(A) = 0; it’s
right-continuous if Ft = ∩s>tFs for all t ∈ I.
Definition 1.33. An E-valued process X is adapted to the filtration if X(t) is Ft-measurable
for every t ∈ I. X is progressively measurable if for every t ∈ I the mapping [0, t]×Ω→ E,
(s, ω) 7→ X(s, ω), is (B([0, t])⊗Ft)-measurable.
Definition 1.34. An E-valued process X is a martingale if it is integrable, adapted to the
filtration {Ft}t∈I and for any s, t ∈ I, s ≤ t, E[X(t)|Fs] = X(s).
Remark 1.35. It follows from the properties of conditional expectation that X is a martingale
if and only if it is an integrable process and ϕ(X) is a real martingale for all ϕ ∈ E∗.
Proposition 1.36. The following hold.
i) If M(t) is a martingale, then ‖M(t)‖ is a submartingale.
ii) If g is an increasing convex function from [0,+∞) to itself and E[g(‖M(t)‖)] < ∞ for
t ∈ [0, T ], then g(‖M(t)‖) is a submartingale.
Proof. i) By the basic inequality of conditional expectation, see Remark 1.14, we have
‖M(s)‖ = ‖E[M(t)|Fs]‖ ≤ E[‖M(t)‖|Fs] ∀s ≤ t
ii) Using the fact that g is increasing and Jensen inequality, together with the fact that ‖M(t)‖
is a submartingale, we have
g(‖M(s)‖) ≤ g(E[‖M(t)‖|Fs]) ≤ E[g(‖M(t)‖)]
As an immediate consequence of the proposition and the maximal inequalities for real valued
submartingales, we have the following result.
Theorem 1.37 (Doob’s maximal inequalities). The following hold.
i) If M(t), t ∈ I, is an H-valued martingale, I a countable set and p ≥ 1, then for any λ > 0
P
(
sup
t∈I
‖M(t)‖ ≥ λ
)
≤ λ−p sup
t∈I
E[‖M(t)‖p]
ii) If in addition p > 1, then
E
[
sup
t∈I
‖M(t)‖p
]
≤
(
p
p− 1
)p
sup
t∈I
E[‖M(t)‖p]
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iii) The above estimates remain true if the set I is uncountable and the martingale M is
continuous.
We now consider a separable Hilbert space H. Let us fix T > 0 and denote byM2T (H) the space
of all H-valued, continuous, square integrable martingales M such that M(0) = 0. We are going
to show thatM2T (H) is an Hilbert space.
Proposition 1.38. The spaceM2T (H), equipped with the inner product
〈M,N〉M2T (H) = E[〈M(T ), N(T )〉H ] (1.20)
is a Hilbert space.
Proof. It is immediate to check that 〈M,N〉M2T (H) defines an inner product. In particular, if〈M,M〉M2T (H) = 0 then by point (i) of Theorem 1.37 we have sup[0,T ] ‖M(t)‖ = 0 P-a.s. Now
assume that {Mn} is a Cauchy sequence, i.e.
E[‖Mn(T )−Mm(T )‖2]→ 0 as m,n→∞
Then by part (ii) of Theorem 1.37, applied to the martingales Mn −Mm, we must also have
E
[
sup
t∈[0,T ]
‖Mn(t)−Mm(t)‖2
]
→ 0 as m,n→∞
So we can find a subsequence {Mnk} such that
P
(
sup
t∈[0,T ]
‖Mnk+1(t)−Mnk(t)‖ ≥ 2−k
)
≤ 2−k
Then Borel-Cantelli lemma implies that {Mnk} converges uniformly P-a.s. to a process M(t),
t ∈ [0, T ]. So M is a continuous process and M(0) = 0. It’s clear that, for any t, the sequence
{Mnk(t)} converges to M(t) in the mean square. If 0 ≤ s ≤ t ≤ T and k ∈ N then
E[Mnk(t)|Fs] = Mnk(s)
and letting k →∞ we obtain that M is a martingale as well. So M ∈M2T (H) and Mn →M in
M2T (H).
Remark 1.39. Similarly to the case of real, square integrable martingales, using Remark 1.16
it’s immediate to check that for any s ≤ t
E[‖M(t)−M(s)‖2|Fs] = E[‖M(t)‖2|Fs]− ‖M(s)‖2
and in particular
E[‖M(t)−M(s)‖2] = E[‖M(t)‖2 − ‖M(s)‖2]
Recall that if M ∈ M2T (R), then there exists a unique increasing predictable process [M ](t),
starting from 0, called the quadratic variation of M , such that the process
M2(t)− [M ](t), t ∈ [0, T ]
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is a continuous martingale. We are now going to define the quadratic variation process for
M ∈ M2T (H). Denote by L1(H) the space of all nuclear operators on H, equipped with the
nuclear norm. Then L1 = L1(H) is a separable Banach space and for each a, b ∈ H the mapping
T 7→ 〈Ta, b〉 is a continuous functional on L1. An L1-valued process V (·) is said to be increasing
if the operators V (t), t ∈ [0, T ], are nonnegative and V (s) ≤ V (t) if 0 ≤ s ≤ t ≤ T .
Definition 1.40. Let M ∈ M2T (H). An L1-valued continuous, adapted and increasing process
V such that V (0) = 0 is said to be the quadratic variation process of M if for any a, b ∈ H
the process
〈M(t), a〉〈M(t), b〉 − 〈V (t)a, b〉, t ∈ [0, T ]
is an Ft-martingale, or equivalently if and only if the L1-valued process
M(t)⊗M(t)− V (t), t ∈ [0, T ]
is an Ft-martingale.
We now show existence and uniqueness of the process V (·), which will be denoted by [M ](t).
Proposition 1.41. An arbitrary M ∈ M2T (H) has exactly one quadratic variation process.
Moreover, for any t ∈ [0, T ] and for any sequence of subdivisions ∆n[0, t] of the interval [0, t]
such that |∆n[0, t]| → 0, where |∆n[0, t]| = supk=1,...,Nn |tk − tk−1|, the following convergence in
probability takes place in L1:
Nn∑
k=1
(M(tk)−M(tk−1))⊗ (M(tk)−M(tk−1))→ [M ](t) (1.21)
Sketch of proof. The proof is basically an adaptation of the standard one for real valued martin-
gales, which can be found for example in [17], Theorem 5.14 and Exercise 5.15, p. 147. Therefore
we omit the complete proof and we only show how the process [M ] can be represented. Let {ei}
be an orthonormal basis of H. Then the processesMi(t) = 〈M(t), ei〉, are continuous real square
integrable martingales. Note that
E
[ ∞∑
i=1
[Mi](t)
]
= E
[ ∞∑
i=1
〈M(t), ei〉2
]
= E[|M(t)|2] <∞
Consequently the sum is convergent P-a.s. and the formula
[M ](t) =
∞∑
i,j=1
[Mi,Mj ](t) ei ⊗ ej , t ∈ [0, T ] (1.22)
defines an L1(H)-valued adapted process. It is easy to see that, for any a, b ∈ H,
〈M(t), a〉〈M(t), b〉 − 〈[M ](t)a, b〉
is a continuous martingale. Moreover [M ](t) is P-a.s. a nonnegative operator. One can also show
that the constructed process is L1(H)-continuous and that convergence (1.21) takes place.
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Remark 1.42. It follows from the proof that
‖M‖2 − Tr([M ]) =
∞∑
i=1
(
M2i − [Mi]
)
is a martingale as well, i.e. [‖M‖2] = Tr([M ]).
In a similar way, one can define the cross quadratic variation for M ∈M2T (U), N ∈M2T (H)
where U and H are two separable Hilbert spaces. Namely we define
[M,N ](t) :=
∞∑
i,j=1
[Mi, Nj ](t) ei ⊗ fj
where {ei} and {fj} are orthonormal bases in U and H respectively. Taking a sequence of
subdivisions ∆n[0, t] as above, we still have the following convergence in probability in L1(H,U):
Nn∑
k=1
(M(tk)−M(tk−1))⊗ (N(tk)−N(tk−1))→ [M,N ](t)
If M and N take values on the same Hilbert space H, then taking the trace we also obtain that
〈M,N〉 − Tr ([M,N ]) is a martingale, [〈M,N〉] = Tr ([M,N ]).
Remark 1.43. For any fixed t, we can identify the bilinear operator [M,N ](t) with the element
of L(H,U) given by
[M,N ](t)(h) = [M, 〈N,h〉](t)
Similarly to Remark 1.18, it can be shown that for any A ∈ L(U, U˜) and B ∈ L(H, H˜) it holds
[AM,BN ](t) = A [M,N ](t)B∗
The following results are direct generalizations of the analogue statements for real martingales.
Proposition 1.44. The following hold.
i) If M ∈M2T (H), and [M ] ≡ 0 on [0, T ], then P-a.s. M ≡ 0 on [0, T ].
ii) If M1 ∈M2T (H1), M2 ∈M2T (H2) are independent martingales, then [M1,M2] ≡ 0.
Theorem 1.45 (Davis inequality). If M ∈M2T (H), then
E
[
sup
t∈[0,T ]
‖M(t)‖
]
≤ 3E
[
(Tr[M ](T ))1/2
]
Definition 1.46. A function f : [0, T ]→ H is said of bounded variation if
sup
{ n∑
i=1
‖f(ti)− f(ti−1)‖ |n ∈ N, 0 = t0 < t1 < . . . < tn = T
}
<∞
An H-valued process X is said a bounded variation process if its trajectories have bounded
variation P-a.s.
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Definition 1.47. An H-valued process X is a continuous semimartingale if it continuous,
adapted and it can be written as X(t) = M(t)+A(t), whereM ∈M2T (H) and A is a continuous
adapted process of bounded variation.
Remark 1.48. It follows immediately from point i) of Proposition 1.44 that the decomposition
X = M +A is unique.
We can extend the definition of the quadratic variation process to continuous semimartingales
X = M + A by setting [X] = [M ]; in particular, the quadratic variation is still uniquely
determined as the limit in probability of sequences of the form (1.21). Analogue definitions and
statements hold for the cross quadratic variation of two continuous semimartingales.
Definition 1.49. An H-valued stochastic process X is said to be Gaussian if for any n ∈ N
and for any positive numbers t1, . . . , tn, the Hn-valued random variable (X(t1), . . . , X(tn)) is
Gaussian.
Proposition 1.50. Let X be a Gaussian process on H. Assume that E(X(t)) = 0, t ≥ 0, and
that there exist M > 0 and γ ∈ (0, 1] such that
E[|X(t)−X(s)|2] ≤M |t− s|γ ∀ t, s ≥ 0 (1.23)
Then X has an α-Holder continuous modification for any α ∈ (0, γ/2).
Proof. From (1.23) and Proposition 1.29 it follows that
E
[|X(t)−X(s)|2m] ≤ CmE[|X(t)−X(s)|2]m ≤ C˜m|t− s|mγ , ∀ t, s ≥ 0
so, by the Kolmogorov test, X has an αm-Holder continuous modification with αm = mγ−12m .
Taking m→∞ the conclusion follows.
Let X be a Gaussian process in a Hilbert space H. Let
m(t) = E[X(t)], Q(t) = E[(X(t)−m(t))⊗ (X(t)−m(t))] t ≥ 0
and
B(t, s) = E[(X(t)−m(t))⊗ (X(s)−m(s))], t, s ≥ 0
Definition 1.51. The process X is said to be stationary if
E
[
ei
∑n
k=1〈X(tk+r),hk〉
]
= E
[
ei
∑n
k=1〈X(tk),hk〉
]
for all n ∈ N, t1, . . . , tn ∈ [0,+∞), h1, . . . , hn ∈ H, and r ∈ [0,∞).
Proposition 1.52. A Gaussian process X is stationary if and only if
i) m(t+ r) = m(t), for all t, r ≥ 0.
ii) B(t+ r, s+ r) = B(t, s) for all t, s, r ≥ 0.
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Proof. Let n ∈ N, t1, . . . , tn ∈ [0,∞), ξ1, . . . , ξn ∈ H and r > 0. Then (〈X(t1), ξ1〉, . . . , 〈X(tn), ξn〉)
is a Gaussian Rn-valued random variable and
E
[
exp
(
i
n∑
k=1
〈X(tk), ξk〉
)]
= exp
(
i
n∑
k=1
〈m(tk), ξk〉 − 1
2
n∑
k,l=1
〈B(tk, th)ξk, ξh〉
)
The same equation holds for (〈X(t1 + r), ξ1〉, . . . , 〈X(tn + r), ξn〉) and therefore the conclusion
follows.
Remark 1.53. It’s easy to see from the proof that the distribution of a Gaussian process is
uniquely determined by the functions m and B.
Chapter 2
Stochastic Analysis in Hilbert spaces
In this section we introduce Hilbert-valued Wiener processes and we construct the stochastic
integral with respect to them. We also discuss properties of the stochastic integral and we prove
results like Ito formula and Girsanov theorem.
2.1 Wiener processes in Hilbert spaces
Let U be a separable Hilbert space, Q ∈ L(U) a symmetric, positive trace class operator. Then
there exists an orthonormal complete basis {ek} of eigenvectors of Q relative to the eigenvalues
{λk}, λk ≥ 0, Tr Q =
∑
k λk <∞.
Definition 2.1. A U -valued stochastic process W (t), t ≥ 0, is called a Q-Wiener process if
(i) W (0) = 0;
(ii) W has continues trajectories;
(iii) W has independent increments;
(iv) L(W (t)−W (s)) = N (0, (t− s)Q), 0 ≤ s ≤ t.
Remark 2.2. It follows immediately from the definition that, if W is a Q-Wiener process, than
for any u ∈ U the process 〈W (t), u〉 is a real Brownian motion with
E[〈W (t), u〉2] = 〈tQu, u〉 = t|Q1/2u|2
In particular, if u is such that |Q1/2u| = 1, then 〈W (t), u〉 is a standard Brownian motion.
Definition 2.3. An U -valued process W on a filtered probability space (Ω, {Ft},F ,P) is a Q-
Wiener process with respect to {Ft} if W is a Q-Wiener process, it’s adapted to the filtration
and for any s ≤ t, W (t)−W (s) is independent of Fs.
Proposition 2.4. Let W be a Q-Wiener process, then it’s a Gaussian process on U with
E(W (t)) = 0, Cov(W (t)) = tQ
Moreover, for any t ≥ 0, W has the expansion
W (t) =
∞∑
k=1
√
λkβk(t)ek (2.1)
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where
β(t) =
1√
λk
〈W (t), ek〉, k ∈ N (2.2)
are real valued independent Brownian motions on (Ω,F ,P) and the series in (2.2) is convergent
in L2(Ω,F ,P;U).
Proof. Let n ∈ N, 0 < t1 < . . . < tn and u1, . . . , un ∈ U . Let us consider Z defined by
Z =
n∑
k=1
〈W (tk), uk〉 =
n∑
k=1
〈W (t1), uk〉+
n∑
k=2
〈W (t2)−W (t1), uk〉+ . . .+ 〈W (tn)−W (tn−1), un〉
Since W has independent increments, Z is Gaussian for any choice of u1, . . . , un and so W is a
Gaussian process. Let 0 ≤ s ≤ t, then by (2.1) it follows that
E[βi(t)βj(s)] =
1√
λiλj
E[〈W (t), ei〉〈W (s), ej〉]
=
1√
λiλj
E[〈W (s), ei〉〈W (s), ej〉]
=
1√
λiλj
s〈Qei, ej〉 = sδij
and so independence of βi , i ∈ N follows. Observe that, for n ≤ m,
E
[∣∣∣ m∑
k=n
√
λkβk(t)ek
∣∣∣2] = m∑
k=n
λk
where
∑∞
k=1 λk <∞. Therefore the series in (2.1) is a Cauchy sequence in L2(Ω,F ,P;U) which
converges pointwise to W (t), and the conclusion follows.
Proposition 2.5. For any trace class, symmetric, nonnegative operator Q on a separable Hilbert
space U there exists a Q-Wiener process W (t), t ≥ 0.
Proof. The existence of a process W satisfying conditions (i), (iii) and (iv) of Definition 2.1 is a
consequence of the Kolmogorov extension theorem; alternatively, it can be shown constructively
by taking a family {βk}k of real standard independent Brownian motions and defining W as
in (2.1). Proposition 1.50 then guarantees the existence of a modification which is α-Holder
continuous for any α ∈ (0, 12).
Theorem 2.6. Let W be a Q-Wiener process. Then the series (2.1) is P-a.s. uniformly conver-
gent on [0, T ] for arbitrary T > 0.
Proof. Consider the random variables ξk defined by
ξk(t) =
√
λkβk(t)ek, t ∈ [0, T ]
and the sequence Sn(t) =
∑n
k=1 ξn(t). By Doob’s maximal inequality, for any ε > 0
P
(
sup
t≤T
|W (t)− Sn(t)| > ε
)
= P
(
sup
t≤T
∣∣∣∑
k≥n
ξk(t)
∣∣∣ > ε) ≤ 1
ε2
E
[∑
k≥n
|ξk(T )|2
]
=
T
ε2
∑
k≥n
λk
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So, the sequence of C([0, T ];U)-valued random variables Sn converges in probability (w.r.t. to
the norm of C([0, T ];U)) to the Wiener process W . In order to show that it converges uniformly
P-a.s. to W , it suffices to show that the sequence Sn is P-a.s. a Cauchy sequence. In particular,
it’s enough to show that, for any ε > 0,
P
(
sup
k≥n
‖Sk − Sn‖C([0,T ];U) > ε
)
→ 0 as n→∞
Observe that the sequence {Sn} is a C([0, T ];U)-valued martingale w.r.t. the index n. Therefore
by applying again Doob’s maximal inequality we have
P
(
sup
n≤k≤l
‖Sk − Sn‖C([0,T ];U) > ε
)
≤ 1
ε2
E
[
‖Sl − Sn‖2C([0,T ];U)
]
=
1
ε2
E
[
sup
[0,T ]
|Sl(t)− Sn(t)|2
]
≤ 4
ε2
E
[
|Sl(T )− Sn(T )|2
]
=
4
ε2
l∑
k=n
λk
Taking l→∞ we obtain that for any ε > 0
P
(
sup
k≥n
‖Sk − Sn‖C([0,T ];U) > ε
)
≤ 4
ε2
∞∑
k=n
λk
and the conclusion follows.
Note that the quadratic variation of a Q-Wiener process in U is given by [W ](t) = tQ, t ≥ 0.
We have in fact the following generalization of Levy’s one dimensional result.
Theorem 2.7 (Levy’s theorem). A martingale M ∈ M2T (U) is a Q-Wiener process on [0, T ]
with respect to the filtration {Ft} if and only if [M ](t) = tQ.
Proof. We only need to show that, if [M ](t) = tQ, t ≥ 0, then M is a Q-Wiener process with
respect to {Ft}. Note that, for any k ∈ N,the process Mk(t) = 〈M(t), ek〉 belongs to M2T (R)
and [Mk](t) = 〈[M ](t)ek, ek〉 = λkt. So by Levy’s theorem, Mk is a real λk-Wiener process
with respect to the filtration {Ft}. By the same argument, the finite dimensional processes
(M1(t), . . . ,Mn(t)) are Wiener processes with respect to {Ft} with diagonal quadratic variation
Diag(λ1, . . . , λn). Consequently M can be written as
M(t) =
∞∑
k=1
√
λkβk(t)ek
where βk(t) = 1√λkMk(t) are normalized independent Wiener processes with respect to {Ft} and
the conclusion follows.
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Generalized Wiener processes
In this section we consider a fixed filtered probability space (Ω, {Ft},F ,P); without specifying
each time, all Wiener processes considered are with respect to the filtration {Ft}.
Let W (t), t ≥ 0, be a Q-Wiener process on a Hilbert space U . Then for each a ∈ U we can
define a real valued Wiener process Wa(t), t ≥ 0, by the formula
Wa(t) = 〈a,W (t)〉
The transformation a 7→ Wa is linear from U to the space M2T (H), for any T ∈ (0,+∞);
moreover it is continuous, as for any sequence {an} ⊂ U
an → a in U ⇒ E[|Wan(T )−Wa(T )|2]→ 0 (2.3)
This suggests the following extension of the definition of Wiener process.
Definition 2.8. Any linear transformation a 7→ Wa whose values are real valued Wiener pro-
cesses on [0,+∞) satisfying property (2.3) is called a generalized Wiener process.
It follows from the definition that there exists a bilinear form K(a, b), a, b ∈ U , such that
E[Wa(t)Wb(s)] = t ∧ s E[Wa(1)Wb(1)] = t ∧ s K(a, b), t, s ≥ 0, a, b ∈ U (2.4)
Condition (2.3) implies that K is a continuous bilinear form in U and therefore there exists
Q ∈ L(U,U) such that
E[Wa(t)Wb(s)] = t ∧ s 〈Qa, b〉, t, s ≥ 0, a, b ∈ U (2.5)
Observe that Q is symmetric and nonnegative.
Definition 2.9. The operator Q is the covariance of the generalized Wiener process a 7→Wa.
If the covariance Q is the identity operator I, then the generalized Wiener process is called a
cylindrical Wiener process in U . The space U0 := Q1/2(U), with the induced inner product
〈a, b〉0 := 〈Q−1/2a,Q−1/2b〉, is called the reproducing kernel of the generalized Wiener process
a 7→Wa.
Lemma 2.10. For any symmetric and nonnegative operator Q ∈ L(U,U) there exists a gener-
alized Wiener process with covariance Q.
Proof. Since Q is symmetric and nonnegative, it admits square root Q1/2 ∈ L(U ;U) (see [18],
Theorem 9.4-2, p.476). Let {ek} be an orthonormal basis of U , {βk} a sequence of independent
real valued standard Wiener processes. Define
Wa(t) =
∞∑
k=1
〈Q1/2ek, a〉βk(t), t ≥ 0, a ∈ U (2.6)
We claim that Wa has the desired properties. Since
∞∑
k=1
〈Q1/2ek, a〉2 =
∞∑
k=1
〈ek, Q1/2a〉2 = |Q1/2a|2 <∞
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the series defining Wa is convergent inM2T (R) and so Wa is a Wiener process for every a ∈ U .
The same computation also shows that a 7→Wa satisfies (2.3). Finally
E[Wa(t)Wb(s)] = (t ∧ s)
∞∑
k=1
〈Q1/2ek, a〉〈Q1/2b, ek〉 = t ∧ s 〈Q1/2a,Q1/2b〉 = t ∧ s 〈Qa, b〉
and the result follows.
Formula (2.6) seems to imply that we have Wa = 〈W,a〉, with W given by
W (t) =
∞∑
k=1
Q1/2ekβk(t)
which is fairly similar to (2.1). However Q is not a trace class operator and so the series above
is not convergent in L2(Ω,P;U). The next proposition shows that we can still give meaning to
the above expression by suitably enlarging the space U .
Proposition 2.11. Let U1 be a Hilbert space such that U0 = Q1/2(U) is embedded into U1 with
a Hilbert-Schmidt embedding J . Then the formula
W (t) =
∞∑
k=1
Q1/2ekβk(t), t ≥ 0 (2.7)
defines a U1-valued Wiener process, by identifying Q1/2ek ∈ U with J(Q1/2ek) ∈ U1. Moreover,
if Q1 is the covariance of W , then the spaces Q
1/2
1 (U1) and U0 are identical, in the sense that
J : U0 → Q1/21 (U1) gives an isometry between the two reproducing kernels.
Proof. The elements gk = Q1/2ek form an orthonormal basis of U0; since J is Hilbert-Schmidt
∞∑
k=1
|Jgk|2U1 <∞
Consequently the series in (2.7) defines a Wiener process in U1. For a, b ∈ U1 we have
〈Q1a, b〉U1 = E[〈W (1), a〉U1〈W (1), b〉U1 ] =
∞∑
k=1
〈Jgk, a〉U1〈Jgk, b〉U1
=
∞∑
k=1
〈gk, J∗a〉U0〈gk, J∗b〉U0 = 〈J∗a, J∗b〉U0 = 〈JJ∗a, b〉U1
Consequently, Q1 = JJ∗. In particular
|Q1/21 a|2U1 = 〈Q1a, a〉U1 = 〈J∗a, J∗a〉U0 = |J∗a|2U0
Thus by Proposition B.4, applied to the operators Q1/2 : U1 → U1 and J : U0 → U1, we have
Q
1/2
1 (U1) = J(U0) and |Q−1/21 u|U1 = |u|U0 , as required.
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Thus, with some abuse of language we can say that any generalized Wiener process on U is a
classical Wiener process in some larger Hilbert space U1. There is no canonical way to define
the extension U1, but reproducing kernels related to all these extensions are the same, which in
a sense means that such extension is unique.
To complete the picture we will now show that any generalized Wiener process is of the form
(2.7). Without loss of generality, we can assume Q to be nondegenerate; therefore Q1/2(U) is
dense in U : if x ∈ U is such that 〈x,Q1/2u〉 = 0 for every u, then 〈Q1/2x, u〉 = 0 and so x = 0.
Now let {fj} be an orthonormal basis of U and set
V := Span({Q1/2fj})
Then V is a dense subspace of U ; by applying the orthogonalization procedure to {Q1/2fj}, we
can obtain an orthonormal basis {ek} of U . Note that Span({ek}) = V ⊂ Q1/2(U) and
U = Span({Q1/2fj}) = Span({ek})
Proposition 2.12. For every a ∈ U we have
Wa(t) =
∞∑
k=1
〈Q1/2ek, a〉WQ−1/2ej (t), t ≥ 0 (2.8)
Proof. Observe that for any i, j we have
E[WQ−1/2ei(s)WQ−1/2ej (t)] = t ∧ s 〈QQ−1/2ei, Q−1/2ej〉 = t ∧ s δij
therefore WQ−1/2ei , i ∈ N, are indepedent standard brownian motions and so by formula (2.6)
the right-hand side of (2.8), denote it by W˜a, is a generalised Wiener process with covariance Q.
Now fix a = Q−1/2ek, then
W˜a(t) =
∞∑
j=1
〈Q1/2ej , Q−1/2ek〉WQ−1/2ej (t) =
∞∑
j=1
〈ej , ek〉WQ−1/2ej (t) = WQ−1/2ek(t) = Wa(t)
Since the set {Q−1/2ek} is linearly dense in U and the map a 7→ Wa is linear and continuous,
the identity can be extended to all a ∈ U .
2.2 The stochastic integral
In this section we are going to define stochastic integration, first with respect to Q-Wiener
processes and then also with respect to generalised ones. The procedure is basically the same
as in the real case: we first define the stochastic integral for elementary processes and then we
show that this provides an isometry and can be extended to more general predictable processes;
by a localization procedure we then show how the definition can be further extended.
Let (Ω, {Ft},F ,P) be a filtered probability space, {Ft} a normal filtration; consider a Q-Wiener
process W with respect to {Ft}, taking values in U , where Q is a nuclear operator. Then we
know that there exists an orthonormal basis {ek} of Usuch that W can be represented by
W (t) =
∞∑
k=1
√
λkβk(t)ek
We assume for simplicity that Q is non degenerate, i.e. λk > 0 for all k ∈ N.
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Definition 2.13. Let us fix T < ∞. An L = L(U,H)-valued process Φ(t), t ∈ [0, T ], taking
only a finite number of values is said to be elementary if there exists a sequence 0 = t0 < t1 <
. . . < tn = T and a sequence Φ0, . . . ,Φn−1 of L-valued simple random variables such that Φk are
Ftk -measurable and
Φ(t) = Φ01{0} +
n−1∑
k=0
Φk 1(tk,tk+1](t)
For elementary processes Φ we define the stochastic integral by the formula∫ t
0
Φ(s)dW (s) =
n−1∑
k=0
Φk(Wtk+1∧t −Wtk∧t)
and denote it by Φ ·W (t), t ∈ [0, T ].
Recall that the space U0 = Q1/2(U), with scalar product 〈a, b〉0 = 〈Q−1/2a,Q−1/2b〉, is a Hilbert
space with orthonormal complete basis given by gk =
√
λkek. Then the space L02 = L2(U0, H)
of all Hilbert-Schmidt operators from U0 into H is a separable Hilbert space with norm
‖Ψ‖2L02 =
∞∑
i,j=1
〈Ψgi, fj〉2 =
∞∑
i,j=1
λi〈Ψei, fj〉2 = ‖ΨQ1/2‖2L2 = Tr((ΨQ1/2)(ΨQ1/2)∗)
where {fj} is any orthonormal basis of H. Observe that L ⊂ L02 with continuous embedding: in
fact, if Ψ ∈ L, then
‖Ψ‖2L02 =
∞∑
i,j=1
λi|Ψei|2 ≤ ‖Ψ‖2L
∞∑
i=1
λi <∞
In particular, if Ψ ∈ L then we can write
‖Ψ‖2L02 = Tr(ΨQΨ
∗)
However not all operators from L02 can be regarded as restrictions of operators from L. The
space L02 contains genuinely unbounded operators on U .
Let Φ(t), t ∈ [0, T ], be a measurable L02-valued process; we define the norms
‖Ψ‖t = E
[ ∫ t
0
‖Ψ(s)‖2L02ds
]1/2
= E
[ ∫ t
0
Tr
(
(Ψ(s)Q1/2)(Ψ(s)Q1/2)∗
)
ds
]1/2
Proposition 2.14. Let Ψ be an elementary process such that ‖Ψ‖T < ∞, then the process
Ψ ·W is a continuous, square integrable H-valued martingale on [0, T ] and
E[|Ψ ·W (t)|2] = ‖Ψ‖2t ∀ t ∈ [0, T ] (2.9)
Proof. We will check for instance that (2.9) holds for t = tm ≤ T . Define ξk = W (tk+1)−W (tk),
k = 1, . . . ,m− 1. Then
E[|Ψ ·W (t)|2] = E
[∣∣∣m−1∑
i=0
Φ(ti)ξi
∣∣∣2] = m−1∑
i=0
E[|Φ(ti)ξi|2] + 2
∑
i<j
E[〈Φ(ti)ξi,Φ(tj)ξj〉]
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We will show first that
E[|Φ(ti)ξi|2] = (ti+1 − ti)E[‖Φ(ti)‖2L02 ], i = 0, . . . ,m− 1 (2.10)
To this purpose note that the random variable Φ∗(ti)fk is Fti-measurable, and ξi independent
of Fti . Consequently (see Proposition 1.15)
E[|Φ(ti)ξi|2] =
∞∑
k=1
E[〈Φ(ti)ξi, fk〉2] =
∞∑
k=1
E[〈ξi,Φ∗(ti)fk〉2]
= (ti+1 − ti)
∞∑
k=1
E[〈QΦ∗(ti)fk,Φ∗(ti)fk〉]
= (ti+1 − ti)
∞∑
k=1
E[|Q1/2Φ∗(ti)fk|2] = (ti+1 − ti)E[‖Φ(ti)‖2L02 ]
This shows (2.10). Similarly one has
E[〈Φ(ti)ξi,Φ(tj)ξj〉] = 0 if i 6= j
and the conclusion follows.
Remark 2.15. Formula (2.9) implies that the stochastic integral is an isometry from the space
of all elementary processes equipped with the norm ‖ · ‖T into the space M2T (H) of H-valued
martingales.
To extend the definition of the stochastic integral to more general processes, we need to under-
stand what is the closure of the space of elementary processes with respect to the norm ‖ · ‖T .
To do so, it is convenient to introduce the notion of predictable processes.
Definition 2.16. Let PT denote the σ-algebra generated by sets of the form
(s, t]× F, 0 ≤ s < t ≤ T, F ∈ Fs and {0} × F, F ∈ F0 (2.11)
PT is called the predictable σ-algebra and its elements the predictable sets. A measurable
mapping from ([0, T ]× Ω,PT ) into a Banach space (E,B(E)) is called a predictable process.
Clearly predictable processes are always Ft-adapted; elementary processes are always predictable.
We are now going to show that predictable processes form quite a large class.
Proposition 2.17. An adapted process Φ with values in L(U,H) such that for arbitrary u ∈ U
and h ∈ H the process 〈Φ(t)u, h〉, t ≥ 0, has left continuous (respectively right continuous)
trajectories is predictable.
Proof. Let us first show that B(L(U,H)) is generated by the family of continuous linear maps
T 7→ 〈Tu, h〉. In fact, if {un} and {hm} are countable sets respectively dense in {u ∈ U : |u| = 1}
and {h ∈ H : |h| = 1}, then
‖T‖L(U,H) = sup
|u|=1
|Tu| = sup
n,m
〈Tun, hm〉
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and the rest of the proof is analogue to the one of Proposition 1.1.
Therefore, in order to show that Φ is predictable, it suffices to show that the real process X(t) =
〈Φ(t)u, h〉 is predictable for all u ∈ U, h ∈ H. By hypothesis X is adapted and left continuous;
consider the processes
Xm(t, ω) :=
∞∑
k=1
Xm,k(t, ω), t ∈ [0, T ], ω ∈ Ω
where, for any k ∈ N,
Xm,k(t, ω) = X
(k − 1
2m
, ω
)
, for t ∈
(k − 1
2m
,
k
2m
]
, ω ∈ Ω
The processes Xm are predictable and by left continuity of X they converge pointiwise to it,
therefore X is predictable. The proof for the right continuous case is analogue.
Consider now the space ΩT = [0, T ]×Ω endowed with the σ-algebra PT and the product measure
PT = L ⊗ P, where L denotes the Lebesgue measure on [0, T ]. Then it’s easy to see that the
norm ‖ · ‖T defined before corresponds to
‖Ψ‖2T =
∫
ΩT
‖Ψ(t, ω)‖2L02 dPT (t, ω)
and that elementary processes are a subspace of L2(ΩT ,PT ,PT ;L02), where L02 is a separable
Hilbert space on which we can define Bochner integral. We are now going to show that elementary
processes are dense in L2(ΩT ,PT ,PT ;L02).
Proposition 2.18. The following hold.
(i) If a mapping Φ from ΩT into L is L-predictable then Φ is also L02-predictable. In particular,
elementary processes are L20-predictable.
(ii) If Φ is an L20-predictable process such that ‖Φ‖T <∞, then there exists a sequence {Φn}
of elementary processes such that ‖Φ− Φn‖T → 0 as n→∞.
Proof. i) We have seen before that L ⊂ L02 with continuous embedding. Since the continuous
image of a predictable process it’s still predictable, we can conclude.
ii) Since L is densely embedded into L02 (for example because gi ⊗ fj ∈ L for every i, j), by
Lemma 1.6 there exists a sequence {Φn} of L-valued predictable processes on [0, T ] taking only
a finite numbers of values such that
‖Φ(t, ω)− Φn(t, ω)‖L02 ↓ 0
for all (t, ω) ∈ ΩT . Consequently ‖Φ − Φn‖T ↓ 0. It is therefore sufficient to prove that any
A ∈ PT can be arbitrarily aproximated by predictable events, i.e. for any ε > 0 there exists a
finite union Γ of disjoint sets of the form (2.11) such that
PT (A4 Γ) < ε
But predictable events form a pi-system that generates PT , so the conclusion follows by standard
corollaries of Dynkin’s lemma.
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We are now able to extend the definition of stochastic integral to all the elements of L2(ΩT ;L02),
i.e. to all L02-predictable processes Φ such that ‖Φ‖T < ∞. They form a Hilbert space which
will be denoted by N 2W (0, T ;L02), more simply N 2W (0, T ) or N 2W ; by the previous proposition,
elementary processes form a dense set in N 2W (0, T ). By Proposition 2.14 the stochastic integral
Φ ·W is an isometric transformation from that dense set into M2T (H), therefore it can be ex-
tended by density to an isometry from N 2W (0, T ) toM2T (H). In particular (2.9) holds and Φ ·W
is a continuous square integrable martingale for all Φ ∈ N 2W .
As a final step, we extend the definition of stochastic integral to L02-predictable processes satis-
fying an even weaker integrability condition. The extension can be accomplished by means of a
localization procedure.
Definition 2.19. An L02-predictable process Φ is stochastically integrable on [0, T ] if
P
(∫ T
0
‖Φ(s)‖L02ds <∞
)
= 1 (2.12)
Such processes form a linear space denoted by NW (0, T ;L02), more simply NW (0, T ) or NW .
We need the following lemma.
Lemma 2.20. Assume that Φ ∈ N 2W (0, T ;L02) and that τ is an Ft-stopping time such that
P(τ ≤ T ) = 1. Then∫ T
0
1[0,τ ](s)Φ(s)dW (s) = Φ ·W (t ∧ τ), t ∈ [0, T ], P-a.s. (2.13)
Proof. First assume that Φ is elementary and that τ is a simple stopping time, then it’s easy to
see that (2.13) holds. If Φ is elementary and τ is a general stopping time, then there exists a
sequence of simple stopping times {τn} such that τn ↓ τ pointwise. Therefore, by continuity of
Φ ·W , Φ ·W (τn ∧ t)→ Φ ·W (τ ∧ t) P-a.s. On the other hand
‖1[0,τ ] − 1[0,τn]‖T = E
∫ T
0
1[τ,τn](t)‖Φ(t)‖L02dt ↓ 0
and using the fact that the stochastic integral is an isometry we get that 1[0,τn]Φ·W → 1[0,τ ]Φ·W
inM2T , therefore we can conclude that 1[0,τ ]Φ ·W (t) = Φ ·W (τ ∧ t).
If Φ is a general predictable process, let {Φn} be a sequence of elementary processes such that
‖Φ−Φn‖T → 0, then ‖1[0,τ ]Φ− 1[0,τ ]Φn‖T → 0 and 1[0,τ ]Φn ·W → 1[0,τ ]Φ ·W , which allows to
conclude.
Assume that condition (2.12) holds and define
τn = inf
{
t ∈ [0, T ] :
∫ t
0
‖Φ‖2L02(s)ds ≥ n
}
with the convention that the infimum of an empty set is T . Then {τn} is a sequence such that
E
[ ∫ T
0
‖1[0,τn]Φ‖2L02(s)ds
]
<∞ (2.14)
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Consequently stochastic integrals 1[0,τn]Φ ·W are well defined for all n ∈ N.
Moreover, if n < m, then P-a.s.
1[0,τn]Φ ·W (t) = (1[0,τn](1[0,τm]Φ)) ·W (t) = 1[0,τm]Φ ·W (τn ∧ t)
It follows from (2.12) that τn ↑ T P-a.s. Therefore for any t ∈ [0, T ] we can define
Φ ·W (t) = 1[0,τn]Φ ·W (t) (2.15)
for n sufficiently large such that t ≤ τn. Note that if also t ≤ τm and n ≤ m, then
1[0,τn]Φ ·W (t) = 1[0,τm]Φ ·W (τn ∧ t) = 1[0,τm]Φ ·W (t)
and therefore definition (2.15) is consistent. By an analogous reasoning, if {τ˜n} ↑ T is another
sequence satisfying (2.14), then definition (2.15) leads to an indistinguishable stochastic process.
Note that for any n ∈ N, ω ∈ Ω and t ∈ [0, T ],
Φ ·W (τn ∧ t) = 1[0,τn]Φ ·W (τn ∧ t) = Mn(τn ∧ t)
where Mn is a square integrable continuous H-valued martingale. This property will be referred
as the local martingale property of stochastic integral.
Remark 2.21. It follows from the above construction that Lemma 2.20 holds for all Φ ∈ NW .
Stochastic integral for generalized Wiener processes
The construction of the stochastic integral required to assume Q of finite trace; only in that case
the Q-Wiener process takes values in U . We can however extend the definition of the integral to
the case of generalized Wiener processes with a covariance operator Q not necessarily of trace
class.
As before we denote by U0 = Q1/2(U) (with the induced norm |u|0 = |Q−1/2u|) the reproducing
kernel ofW and L02 = L2(U0, H). It is not true anymore that L(U,H) ⊂ L2(U0, H), but {fi⊗ej}
is still a subset of L(U,H) that is densely linear in L2(U0, H). We can exploit such density in
order to show that, given a U -valued random variable Z and an operator R ∈ L02, RZ is still
well defined as a random variable, as the following proposition shows.
Proposition 2.22. Assume that Z is a U -valued random variable with mean 0 and covariance
Q, R ∈ L02. If Rn is a sequence in L(U,H) ∩ L02 such that Rn → R in L02, then there exists a
random variable RZ such that
lim
n→∞E[|RZ −RnZ|
2
L02
] = 0
Moreover, RZ is independent of the approximating sequence {Rn}.
Proof. Observe that for any S ∈ L(U,H) ∩ L02 the following identity holds:
E[|SZ|2] = |S|2L02 = |SQ
1/2|L2(U,H) = Tr(SQS∗)
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In fact,
E[|SZ|2] =
∞∑
j=1
E[〈SZ, fj〉2] =
∞∑
j=1
E[〈Z, S∗fj〉2] =
∞∑
j=1
〈QS∗fj , S∗fj〉
Then, defining Zn = RnZ, we have
E[|Zn − Zm|2] = |Rn −Rm|2L02 → 0 as n,m→∞
Therefore {Zn} is a Cauchy sequence in L2(Ω;H). If {R˜n} is another sequence with all the
required properties, then
E[|Zn − Z˜n|2] = |Rn − R˜n|2L02 → 0 as n→∞
and the result follows.
Now if Wa, a ∈ U , is a generalized Wiener process with covariance Q, then by Proposition 2.11
there exist a sequence {βj} of independent Wiener processes and an orthonormal basis {ej} of
U such that
Wa(t) =
∞∑
j=1
〈a,Q1/2ej〉βj(t), a ∈ U, t ≥ 0
Moreover the formula
W (t) =
∞∑
j=1
Q1/2ejβj(t), t ≥ 0
defines a Wiener process on any Hilbert space U1 such that U0 ⊂ U1 with Hilbert-Schmidt
embedding; by Proposition 2.11, U0 and Q1(U1) coincide. Therefore by applying Proposition
2.22 to the U1-valued random variables W (t), t ≥ 0, ΦW (t) are well defined for any Φ ∈ L20 and
given by the formula
ΦW (t) =
∞∑
j=1
ΦQ1/2ejβj(t), t ≥ 0 (2.16)
Thus the construction of the stochastic integral∫ t
0
Φ(s)dW (s), t ≥ 0
can be done as in the case when Tr Q < ∞. It is enough to take into account that random
variables of the form
Φtj (Wtj+1 −Wtj )
are defined in a unique way provided that Φtj ∈ L02. The basic formula
E
[∣∣∣ ∫ t
0
Φ(s)dW (s)
∣∣∣2] = E[ ∫ t
0
‖Φ(s)‖L02ds
]
, t ≥ 0
remains the same.
Equivalently, one can repeat the definition of the stochastic integral for the U1-valued Wiener
process W determined by Wa, a ∈ U . Again, the space of integrands and previous formula
remain the same.
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Approximation of stochastic integrals
We now describe a way of approximating stochastic integrals which could also serve as a different
way of defining the stochastic integral with respect to a Q-Wiener process (Tr Q ≤ ∞). Let
WN (t) =
N∑
j=1
√
λjβj(t)ej
where {λj , ej} is an eigensequence defined by Q, and let Φ ∈ NW (0, T ). Notice that WN and
WN = W−WN are Wiener processes with covariance operators respectivelyQN =
∑N
j=1 λjej⊗ej
and QN (t) =
∑∞
j=N+1 λjej⊗ej . Observe that Φ·W = Φ·WN+Φ·WN : the identity is immediate
in the case Φ is an elementary process and so by density it must hold for every Φ ∈ NW . Thus
E[|Φ ·W (T )− Φ ·WN (T )|2] = E[|Φ ·WN (T )|2] = E
[ ∫ T
0
‖Φ(s)(QN )1/2‖2L2ds
]
If ‖Φ‖T <∞, then
E
[ ∫ T
0
‖Φ(s)(QN )1/2‖2L2ds
]
→ 0 as N →∞
Then by the martingale property of the stochastic integral
E
[
sup
0≤t≤T
|Φ ·W (t)− Φ ·WN (t)|2
]
→ 0 as N →∞
and consequently one can consider a subsequence {Φ ·WNk} converging P-a.s. and uniformly in
[0, T ]. Thus the stochastic integral with respect to an infinite dimensional Wiener process, also
cylindrical, can be obtained, in the above sense, as a limit of stochastic integrals with respect
to finite dimensional Wiener processes. The sequence Φ ·WN contains a subsequence convergent
P-a.s. uniformly with respect to t ∈ [0, T ]. The limit is independent of the subsequence chosen
and perhaps gives a more intuitive definition of the stochastic integral of a predictable process
Φ such that E
[ ∫ T
0 ‖Φ(s)‖2L02ds
]
<∞. The case of general Φ ∈ NW (0, T ;L02) can be obtained by
localization.
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The following theorem summarizes some results from the previous sections also giving further
information.
Theorem 2.23. For every Φ ∈ N 2W (0, T ), the stochastic integral Φ ·W is a continuous square
integrable martingale with quadratic variation given by
[Φ ·W ](t) =
∫ t
0
QΦ(s)ds =
∫ t
0
(Φ(s)Q1/2)(Φ(s)Q1/2)∗ds (2.17)
If Φ ∈ NW (0, T ), then Φ ·W is a local martingale.
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Proof. We only need to prove formula (2.17); it suffices to show that, for any h ∈ H, the process
〈Φ ·W (t), h〉2H −
∫ t
0
|Q1/2Φ∗(s)h|2U ds
is a martingale. Let us first assume that Φ is a simple process, Φ =
∑n−1
k=0 Φk1(tk,tk+1]. Then we
consider the process
X(t) =
( n−1∑
k=0
〈Wtk+1∧t −Wtk∧t,Φ∗kh〉U
)2 − n−1∑
k=0
(tk+1 ∧ t− tk ∧ t)|Q1/2Φ∗kh|2U
In order to show that X is a martingale, it’s enough to show that E[X(t)|Fs] = X(s) holds for
any s, t ∈ [tm, tm+1], s ≤ t, m ≤ n, since we can then extend the result to any s, t using the tower
property of conditional expectation. But on [tm, tm+1] the process Φ is constant, so without loss
of generality we can assume Φ(t) ≡ Φ. That is, we want to show that
〈W (t),Φ∗h〉2U − t|Q1/2Φ∗h|2U
is a martingale. But this follows immediately from the definition of tQ as the quadratic variation
of W (t). So this concludes the proof when Φ is an elementary process. Now let Φ ∈ N 2W (0, T );
then we can take a sequence Φn of elementary processes such that Φn → Φ pointwise and in
N 2W (0, T ). Thus Φn ·W → Φ ·W inM2T (H) and so, for any h ∈ H, t ∈ [0, T ]
〈Φn ·W (t), h〉2 → 〈Φ ·W (t), h〉2 in L1(Ω;R)
Moreover then map Ψ 7→ |Q1/2Ψ∗h|2U , Ψ ∈ L02 is continuous, so |Q1/2Φ∗nh|2U → |Q1/2Φ∗h|2U
pointwise and
|Q1/2Φ∗nh|2U ≤ |h|2H |Φn|2L02 → |h|
2
H |Φ|2L02
and so we obtain that, for any t ∈ [0, T ],∫ t
0
|Q1/2Φ∗n(s)h|2U →
∫ t
0
|Q1/2Φ∗(s)h|2U in L1(Ω,R)
Since the result holds for Φn, for any 0 ≤ s ≤ t ≤ T
E
[
〈Φn ·W (t), h〉2H −
∫ t
0
|Q1/2Φ∗n(r)h|2U dr
∣∣∣Fs] = 〈Φn ·W (s), h〉2H − ∫ s
0
|Q1/2Φ∗n(r)h|2Udr
Conditional expectation preserves the L1-convergence, therefore taking the limit as n→∞ the
equality holds also for Φ, which implies the conclusion.
In a similar way, the following result can be shown.
Proposition 2.24. Let Φ1,Φ2 ∈ N 2W (0, T ). Then the martingales Φ1 ·W , Φ2 ·W have cross
quadratic variation
[Φ1 ·W,Φ2 ·W ](t) =
∫ t
0
(Φ2(r)Q
1/2)(Φ1(r)Q
1/2)∗dr (2.18)
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We omit the proof as it’s just a variation on the one of Theorem 2.23. We only highlight the
following fact: since Φ1,Φ2 ∈ N 2W (0, T ), Φ2(r)Q1/2 and (Φ1(r)Q1/2)∗ belong to L2(U,H) P-a.s.
and so
‖(Φ2(r)Q1/2)(Φ1(r)Q1/2)∗‖L1(U,U) ≤ ‖Φ2(r)Q1/2‖L2(U,H) ‖(Φ1(r)Q1/2)∗‖L2(H,U)
= ‖Φ1(r)‖L02‖Φ2(r)‖L02
In particular by Cauchy’s inequality we obtain∫ t
0
‖(Φ2(r)Q1/2)(Φ1(r)Q1/2)∗‖L1(U) dr ≤
(∫ t
0
‖Φ1(r)‖2L02 dr
)(∫ t
0
‖Φ2(r)‖2L02 dr
)
≤ ‖Φ1‖2T ‖Φ2‖2T
Therefore the integral in (2.18) is well defined as a Bochner integral.
The two following corollaries follow immediately from the previous results. We state them
separately as they are often useful in calculation.
Corollary 2.25. Assume that Φ1, Φ2 ∈ N 2W (0, T ). Then
E[Φi ·W (t)] = 0 and E[|Φi ·W (t)|2] <∞ ∀ t ∈ [0, T ], i = 1, 2
Moreover the correlation operators V (t, s) = Cor(Φ1 ·W (t),Φ2 ·W (s)) are given by
V (t, s) = E
∫ t∧s
0
(Φ2(r)Q
1/2)(Φ1(r)Q
1/2)∗dr
Corollary 2.26. Assume that Φ1, Φ2 ∈ N 2W (0, T ). Then
E[〈Φ1 ·W (t),Φ2 ·W (s)〉] = E
∫ t∧s
0
Tr[(Φ2(r)Q1/2)(Φ1(r)Q1/2)∗]dr (2.19)
If Φ1 and Φ2 are L(U,H)-valued processes, then formula (2.19) can be written as
E[〈Φ1 ·W (t),Φ2 ·W (s)〉] = E
∫ t∧s
0
Tr[Φ2(r)QΦ1(r)∗]dr
Several results valid for Bochner integral have their counterparts for stochastic integrals. In
particular, an analogue of Theorem 1.11 holds. Let A : D(A) ⊂ H → E be a closed operator,
with the domain D(A) a Borel subset of H and E another separable Hilbert space, and let Φ(t)
be an L02(H) = L2(U0, H)-predictable process.
Proposition 2.27. If Φ(t)(U) ⊂ D(A) P-a.s. for all t ∈ [0, T ] and
P
(∫ T
0
‖Φ(s)‖2L02(H)ds <∞
)
= 1
P
(∫ T
0
‖AΦ(s)‖2L02(E)ds <∞
)
= 1
then
∫ T
0 Φ(s)dW (s) ∈ D(A) P-a.s. and
A
∫ T
0
Φ(s)dW (s) =
∫ T
0
AΦ(s)dW (s) P-a.s. (2.20)
44 2. Stochastic Analysis in Hilbert spaces
Proof. Let us observe the following facts: D(A) is still a separable Hilbert space with inner
product 〈h1, h2〉D(A) = 〈h1, h2〉H + 〈Ah1, Ah2〉E and norm |h|2D(A) = |h|2H + |Ah|2E ; a linear
operator S belongs to L02(D(A)) if and only if S ∈ L02(H) and AS ∈ L02(E), moreover
‖S‖2L02(D(A)) = ‖S‖
2
L02(H)
+ ‖AS‖2L02(E)
In facts, for any orthonormal basis gk of U0 we have
‖S‖2L02(D(A)) =
∞∑
k=1
|Sgk|2D(A) =
∞∑
k=1
|Sgk|2H +
∞∑
k=1
|ASgk|2E = ‖S‖2L02(H) + ‖AS‖
2
L02(E)
In particular, it follows from the hypothesis that
P
(∫ T
0
‖Φ(s)‖2L02(D(A))ds <∞
)
= 1
Then by Theorem 1.11 Φ is an L02(D(A))-valued process and Φ ∈ NW (0, T ;L02(D(A))). The rest
of the proof is similar to the one of Theorem 1.11: by linearity of A equality (2.20) holds whenever
Φ is an elementary process; if Φ ∈ N 2W (0, T ;L02(D(A))), then we can consider a sequence of
elementary processes Φn → Φ pointwise and in N 2W (0, T ;L02(D(A))) and so by closedness of A
the equality must hold. Finally, if Φ ∈ NW (0, T ;L02(D(A))), a localization procedure can be
applied.
We now introduce a useful estimate, which also allows us to show that convergence in probability
is preserved under stochastic integration.
Proposition 2.28. Let Φ ∈ NW (0, T ). Then for any a, b ∈ (0,+∞)
P
(
sup
[0,T ]
|Φ ·W (t)| > a
)
≤ b
a2
+ P
(∫ T
0
‖Φ(t)‖2L02dt > b
)
Proof. Define
τb = inf
{
t ∈ [0, T ] :
∫ t
0
‖Φ(s)‖2L01ds > b
}
Then P(sup[0,T ] |Φ ·W (t)| > a) = I1 + I2, where
I1 = P
(
sup
[0,T ]
|Φ ·W (t)| > a and
∫ T
0
‖Φ(s)‖2L01ds > b
)
I2 = P
(
sup
[0,T ]
|Φ ·W (t)| > a and
∫ T
0
‖Φ(s)‖2L01ds ≤ b
)
But
I2 ≤ P
(
sup
[0,T ]
∣∣∣ ∫ t
0
1[0,τb](s)Φ(s)dW (s)
∣∣∣ > a)
and so by Theorem 1.37 and the definition of τb
I2 ≤ 1
a2
E
∫ T
0
‖1[0,τb](s)Φ(s)‖2L02ds ≤
b
a2
Since I1 ≤ P
( ∫ T
0 ‖Φ(s)‖2L01ds > b
)
, the result follows.
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Corollary 2.29. If Φn,Φ are elements of NW (0, T ) such that Φn → Φ in probability in
L2(0, T ;L02), namely for any ε > 0
P
(∫ T
0
‖Φn(t)− Φ(t)‖L02 dt > ε
)
→ 0 as n→∞
then Φn ·W → Φ ·W in probability in C(0, T ;H).
Proof. Fix ε > 0; by linearity of the integral and Proposition 2.28, for any δ > 0 we have
P
(
sup
[0,T ]
|Φn ·W (t)− Φ ·W (t)| > ε
)
≤ δ
ε2
+ P
(∫ T
0
‖Φn(t)− Φ(t)‖2L02dt > δ
)
and taking the limit as n→∞
lim sup
n→∞
P
(
sup
[0,T ]
|Φn ·W (t)− Φ ·W (t)| > ε
)
≤ δ
ε2
By arbitrariness of δ we can conclude.
We conclude this section with the following basic estimates, which allow to deduce regularity
of the stochastic integral Φ ·W from the integrability of Φ, by means of Kolmogorov continuity
criterion. The proof is omitted and the interested reader is referred to [13], section 4.6.
Theorem 2.30. For every p > 0 there exists cp > 0 such that for every t ≥ 0
E
[
sup
s∈[0,t]
|Φ ·W (s)|p
]
≤ cp E
[(∫ t
0
‖Φ(s)‖2L02 ds
)p/2]
(2.21)
Theorem 2.31. For every p ≥ 2 there exists c′p > 0 such that for every t ≥ 0
E
[
sup
s∈[0,t]
|Φ ·W (s)|p
]
≤ c′p
(∫ t
0
E
[
‖Φ(s)‖p
L02
]2/p
ds
)p/2
(2.22)
Further extensions, Stratonovich integral and examples
In this section for simplicity we only consider the case of Q-Wiener processes, where Q is a trace
class operator. Given an H-valued square integrable martingale M of the form M = Φ ·W ,
where Φ ∈ N 2W (0, T ;L02), we can define the stochastic integral with respect to M by setting∫ t
0
Ψ(s)dM(s) :=
∫ t
0
Ψ(s)Φ(s)dW (s) (2.23)
for any predictable process Ψ such that
P
(∫ T
0
Tr
(
(Ψ(s)Φ(s)Q1/2)(Ψ(s)Φ(s)Q1/2)∗
)
ds <∞
)
= 1
Therefore Ψ ·M is a local martingale with quadratic covariation given by
[Ψ ·M ](t) =
∫ t
0
Ψ(s)QΦ(s)Ψ
∗(s)ds (2.24)
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where
QΦ(s) := (Φ(s)Q
1/2)(Φ(s)Q1/2)∗
and
[M ](t) =
∫ t
0
QΦ(s)ds
All the results of the previous section can be adapted to this extension of the stochastic integral.
The procedure of Section 2.2 can be adapted in order to define stochastic integration with respect
to general martingales M ∈ M2T (H), see [19]. We omit this extension as it’s outside the scope
of this work. Another possible extension is the one with respect to continuous semimartingales
and in particular the so called Ito processes, i.e. processes of the form
X(t) = X(0) +
∫ t
0
Φ(s)dW (s) +
∫ t
0
ϕ(s)ds
where X(0) is an H-valued, F0-measurable random variable, Φ ∈ N 2W (0, T ;H) and ϕ is an
H-valued, predictable process such that
P
(∫ T
0
|ϕ(s)|ds <∞
)
= 1
For X as above we can define Ψ ·X = ∫ ΨdX by∫ t
0
Ψ(s)dX(s) :=
∫ t
0
Ψ(s)Φ(s)dW (s) +
∫ t
0
Ψ(s)ϕ(s)ds
for any predictable process Ψ such that
P
(∫ T
0
Tr
(
Ψ(s)QΦ(s)Ψ(s)
∗)ds+ ∫ T
0
|Ψ(s)ϕ(s)|ds <∞
)
= 1
Another concept of integral which is often useful is the Stratonovich one.
Definition 2.32. Let Φ be a continuous, square integrable semimartingale taking values in L02
and consider a sequence ∆n of subdivisions of [0, T ] whose mesh |∆n| → 0 as n goes to infinity.
We define the Stratonovich integral
∫
Φ ◦ dW as the limit in probability of the processes
Nn∑
i=1
1
2
(
Φ(t ∧ ti+1) + Φ(t ∧ ti)
)
(W (t ∧ ti+1)−W (t ∧ ti))
Similarly to the real case, using the results from Section 1.3 it’s immediate to see that the limit
of the above processes exists and doesn’t depend on the chosen sequence of subdivisions, since
Nn∑
i=1
1
2
(
Φ(t ∧ ti+1) + Φ(t ∧ ti)
)
(W (t ∧ ti+1)−W (t ∧ ti))
=
Nn∑
i=1
Φ(t ∧ ti)(W (t ∧ ti+1)−W (t ∧ ti)) + 1
2
Nn∑
i=1
(
Φ(t ∧ ti+1)− Φ(t ∧ ti)
)
(W (t ∧ ti+1)−W (t ∧ ti))
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which converge in probability respectively to
∫ t
0 Φ(s)dW (s) and [Φ,W ](t). Therefore we obtain
the formula ∫ t
0
Φ(s) ◦ dW (s) =
∫ t
0
Φ(s)dW (s) +
1
2
[Φ,W ](t) (2.25)
We conclude this section by giving some particular examples of stochastic integrals.
Remark 2.33. Let E be a Banach space and let B : E×U → H be a continuous bilinear form,
namely there exists C > 0 such that
|B(e, u)|H ≤ C‖e‖E |u|U ∀ e ∈ E, u ∈ U
then the map from E to L(U,H), e 7→ B(e, ·), is linear and continuous. Therefore if X(t) is
an E-valued predictable process, then B(X(t), ·) is an L(U,H)-valued predictable process and
therefore also an L02-valued one; moreover ‖B(X(t), ·)‖L02 ≤ C˜‖X(t)‖E . In particular, if
P
(∫ T
0
‖X(t)‖2E <∞
)
= 1
then B(X(t), ·) ∈ NW (0, T ) and we can define the process∫ t
0
B(X(s), dW (s)), t ∈ [0, T ]
A similar definition can be given if B is such that the map from E to L02, e 7→ B(e, ·), is
continuous.
Example 2.34. If we take B = 〈·, ·〉U : U ×U → R and X a U -valued process as above, we can
define ∫ t
0
〈X(s), dW (s)〉U (2.26)
Moreover we have
‖〈X(t), ·〉U‖2L02 =
∞∑
k=1
〈X(t), gk〉2 = |Q1/2X(t)|2U
Therefore (2.26) can be defined for any U -valued, predictable process X such that
P
(∫ T
0
|Q1/2X(t)|2U dt <∞
)
= 1
and if Q1/2X ∈ L2(ΩT ,PT ,PT ;U), then it’s a real square integrable martingale with[ ∫ ·
0
〈X(s), dW (s)〉U
]
(t) =
∫ t
0
|Q1/2X(s)|2U ds
Stochastic integrals of the form (2.26) can also provide a different way to define stochastic
integration. In fact it’s easy to check, first for elementary processes and then by approximation,
that the following identity holds: for any Φ ∈ NW (0, T ) and for any h ∈ H,〈∫ t
0
Φ(s)dW (s), h
〉
=
∫ t
0
〈Φ(s)∗h, dW (s)〉
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The identity above uniquely characterizes the process Φ ·W ; observe that, since Φ ∈ NW (0, T ),
Φ∗h is an H-valued predictable process such that
∫ T
0 |Φ∗(s)h|2U <∞ P-a.s.
If instead we consider the linear mapB : U×U0 → R, B(u1, u2) = 〈u1, Q−1/2u2〉U = 〈Q1/2u1, u2〉0,
then similar calculations give that the integral∫ t
0
〈X(t), Q−1/2dW (t)〉U =
∫ t
0
〈Q1/2X(t), dW (t)〉0
is well defined for any U -valued predictable process X such that
P
(∫ T
0
|X(t)|2Udt
)
<∞
Observe that the map X 7→ ∫ ·0〈X,Q−1/2dW 〉U defines an isometry between L2(ΩT ,PT ,PT ;U)
andM2T (R).
Example 2.35. If we take B = 〈·, ·〉0 : U0 × U0 → R and X a U0-valued predictable process,
then ‖〈X, ·〉‖L02 = |X|20 and so under suitable hypothesis we can define∫ t
0
〈X(s), dW (s)〉0
This time the map X 7→ ∫ 〈X, dW 〉0 is an isometry from L2(ΩT ,PT ,PT ;U0) toM2T (R).
Example 2.36. If we consider B = ⊗ : (h, u) 7→ h⊗ u, seen as a map from H ×U to L2(U,H),
then
‖h⊗ ·‖2L02(L2(U,H)) =
∞∑
k=1
‖h⊗ gk‖2L2(U,H) =
∞∑
k=1
|h|2 |gk|2 = |h|2 Tr(Q)
If X is an H-valued predictable process, with suitable integrability conditions, we can then define∫ t
0
X(s)⊗ dW (s)
It can be checked, as usual first for elementary processes and then by approximation, that for
any u ∈ U and h ∈ H it holds〈
h,
(∫ t
0
X(s)⊗ dW (s)
)
u
〉
H
=
∫ t
0
〈X(s), h〉Hd〈W (s), u〉U
where the right hand side is the stochastic integral of the real predictable process 〈X,h〉H with
respect to the real continuous martingales 〈W,u〉U .
The above examples can be extended, under suitable assumption on the process X, also in the
case of stochastic integration w.r.t semimartingales or in the Stratonovich sense. In particular, for
any continuous semimartingales X and Y satisfying suitable assumptions in order for everything
to be well defined, the following product rule holds:
X(t)⊗ Y (t) = X(0)⊗ Y (0) +
∫ t
0
X(s)⊗ dY (s) +
∫ t
0
dX(s)⊗ Y (s) + [X,Y ](t) (2.27)
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which can be also expressed as
d(X ⊗ Y ) = X ⊗ dY + (dX)⊗ Y + d[X,Y ]
In fact, for any subdivision 0 = t0 < t1 < . . . < tn = t of [0, t], we have
X(t)⊗ Y (t) = X(0)⊗ Y (0) +
n−1∑
i=0
[
X(ti+1)⊗ Y (ti+1)−X(ti)⊗ Y (ti)
]
= X(0)⊗ Y (0) +
n−1∑
i=0
X(ti)⊗ (Y (ti+1)− Y (ti)) +
n−1∑
i=0
(X(ti+1)−X(ti))⊗ Y (ti)
+
n−1∑
i=0
(X(ti+1)−X(ti))⊗ (Y (ti+1)− Y (ti))
and taking the limit as the mesh of the subdivision goes to 0 we obtain (2.27). Similarly it can
be shown that
X(t)⊗ Y (t) = X(0)⊗ Y (0) +
∫ t
0
X(s)⊗ ◦dY (s) +
∫ t
0
◦dX(s)⊗ Y (s) (2.28)
Moreover, if X and Y take values on the same space U , taking the trace in (2.27) we find
〈X(t), Y (t)〉U = 〈X(0), Y (0)〉U +
∫ t
0
〈X(s), dY (s)〉U +
∫ t
0
〈Y (s), dX(s)〉U +Tr([X,Y ](t)) (2.29)
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Let Φ be an L02-valued stochastically integrable process on [0, T ], ϕ an H-valued integrable
process on [0, T ] and X(0) an F0-measurable H-valued random variable. Then the process
X(t) = X(0) +
∫ t
0
ϕ(s)ds+
∫ t
0
Φ(s)dW (s), t ∈ [0, T ]
is well defined. Let F : [0, T ]×H → R be a function such that F and its partial derivatives Ft,
Fx, Fxx are uniformly continuous on bounded sets of [0, T ]×H.
Theorem 2.37 (Ito formula). Under the above conditions, P-a.s. for all t ∈ [0, T ]
F (t,X(t)) = F (0, X(0)) +
∫ t
0
〈Fx(s,X(s)),Φ(s)dW (s)〉
+
∫ t
0
{
Ft(s,X(s)) + 〈Fx(s,X(s)), ϕ(s)〉+ 1
2
Tr [Fxx(s,X(s))(Φ(s)Q1/2)(Φ(s)Q1/2)∗]
}
ds
(2.30)
Proof. By localization, we can reduce ourselves to the case in which the process X(t) and the
integrals
∫ T
0 |ϕ(s)|ds,
∫ T
0 ‖Φ(s)‖2L02ds are bounded. In fact, for any C > 0 consider the stopping
time
τC = inf
{
t ∈ [0, T ] : max
(
|X(t)|,
∫ T
0
|ϕ(s)|ds,
∫ T
0
‖Φ(s)‖2L02ds
)
≥ C
}
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with the convention inf ∅ = T . If we define
XC(t) = X(t ∧ τC), ϕC(t) = 1[0,τC ](t)ϕ(t), ΦC(t) = 1[0,τC ](t)Φ(t), t ∈ [0, T ]
then by Lemma 2.20
XC(t) = XC(0) +
∫ t
0
ϕC(s)ds+
∫ t
0
ΦC(s)dW (s), t ∈ [0, T ]
Therefore if formula (2.30) is true for Xc, ϕC ,ΦC for arbitrary C > 0, then again by Lemma 2.20
it holds in the general case. So we can assume
E
∫ T
0
|ϕ(s)|ds <∞, E
∫ T
0
‖Φ(s)‖2ds <∞
By Lemma 1.6 and Proposition 2.18 we can then restrict ourselves to the case in which ϕ and
Φ are elementary processes; then ϕ and Φ are locally constant and so, up to "gluing" together
the intervals, the can assume that ϕ(s) ≡ ϕ0 and Φ(s) ≡ Φ0 are constant processes. So we only
need to prove formula (2.30) for X of the form
X(t) = X(0) + tϕ0 + Φ0W (t) (2.31)
Let the points 0 = t0 < t1 < . . . < tk = t define a partition of [0, t] ⊂ [0, T ]. Then
F (t,X(t))−F (0, X(0)) =
k−1∑
j=0
[F (tj+1, X(tj+1))−F (tj , X(tj+1))]+
k−1∑
j=0
[F (tj , X(tj+1))−F (tj , X(tj))]
Applying Taylor’s formula one gets (random) θ00, θ01, . . . θ0(k−1), θ10, . . . θ1(k−1) ∈ [0, 1] such that
F (t,X(t))− F (0, X(0)) =
k−1∑
j=0
Ft(tj+1, X(tj+1))∆tj
+
k−1∑
j=0
〈Fx(tj , X(tj)),∆Xj〉
+
1
2
k−1∑
j=0
〈Fxx(tj , X(tj)) ·∆Xj ,∆Xj〉
+
k−1∑
j=0
[Ft(t˜j , X(tj+1))− Ft(tj+1, X(tj+1))]∆tj
+
1
2
k−1∑
j=0
〈[Fxx(tj , X˜(tj))− Fxx(tj , X(tj))] ·∆Xj ,∆Xj〉
= I1 + I2 + I3 + I4 + I5
where
∆tj = tj+1 − tj , ∆Xj = X(tj+1)−X(tj)
t˜j = tj + θ0j(tj+1 − tj), X˜j = Xj + θ1j(X(tj+1)−X(tj))
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Taking into account (2.31), when the mesh of the partition goes to 0 we have
I1 →
∫ t
0
Ft(s,X(s))ds P-a.s.
I2 →
∫ t
0
〈Fx(s,X(s)), ϕ0〉ds+
∫ t
0
〈Fx(s,X(s)),Φ0dW (s)〉 P-a.s.
To find the limit of I3 observe that
I3 =
1
2
k−1∑
j=0
〈Φ∗0Fxx(tj , X(tj))Φ0∆Wj ,∆Wj〉+
1
2
k−1∑
j=0
〈Fxx(tj , X(tj))ϕ0, ϕ0〉(∆tj)2
+
k−1∑
j=0
〈Fxx(tj , X(tj))Φ0∆Wj , ϕ0〉∆tj = I31 + I32 + I33
We will first show that for a suitable subsequence
I31 → 1
2
∫ t
0
Tr[Φ∗0Fxx(t,X(t))Φ0Q]ds (2.32)
Denote Yj = Φ∗0Fxx(tj , X(tj))Φ0, then
J := E
[( k−1∑
j=0
〈Φ∗0Fxx(tj , X(tj))Φ0∆Wj ,∆Wj〉 −
k−1∑
j=0
Tr [Φ∗0Fxx(tj , X(tj))Φ0Q∆tj ]
)2]
=
k−1∑
j=0
E[〈Yj∆Wj ,∆Wj〉2 − (Tr [YjQ])2(∆tj)2]
This follows from Proposition 1.15 and the general fact that, if Z0, . . . , Zk−1 are real square
integrable random variables and G0, . . . ,Gk is an increasing sequence of σ-algebras such that Zj
is Gj+1-measurable for every j, then
E
[( k−1∑
j=0
Zj −
k−1∑
j=0
E[Zj |Gj ]
)2]
=
k−1∑
j=0
(
E[Z2j ]− E[E[Zj |Gj ]2]
)
Let M be a constant such that |Yj | ≤M for all j, then
J ≤M2
( k−1∑
j=0
E[|W (tj+1)−W (tj)|4] + (TrQ)2(tj+1 − tj)2 = M2C
k−1∑
j=0
(tj+1 − tj)2
and we see that J → 0. Consequently taking a subsequence we obtain (2.32). From the paths
continuity ofW and boundedness of Fxx(s,X(s)), it follows that I32 → 0 and I33 → 0. It remains
to show that there exist subsequences of I4 and I5 P-a.s. converging to 0. The pointwise conver-
gence to 0 of I4 is a consequence of the uniform continuity of Ft. By the uniform continuity of Fxx
and the fact that the sequence
∑k−1
j=0 |X(tj+1)−X(tj)|2 contains a P-a.s. bounded subsequence
it follows that there is a subsequence of I5 that tends to 0. The proof is complete.
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Remark 2.38. Recalling the definition of stochastic integral w.r.t. X, Ito formula can also be
expressed as follows:
F (t,X(t)) = F (0, X(0)) +
∫ t
0
〈Fx(s,X(s)), dX〉+
∫ t
0
{
Ft(s,X(s)) +
1
2
Tr[Fxx(s,X(s))QΦ(s)]
}
ds
Moreover, similarly to the finite dimensional case, it can be shown that if F is sufficiently regular,
then Stratonovich integral satisfies the chain rule, namely
F (t,X(t)) = F (0, X(0)) +
∫ t
0
〈Fx(s,X(s)), ◦dX〉+
∫ t
0
〈Ft(s,X(s))ds (2.33)
2.5 Girsanov transform
In this section we are going to prove an infinite dimensional version of Girsanov’s theorem;
Girsanov’s transformations are particularly useful, as they allow to construct weak solutions of
stochastic differential equations starting from solutions of other, usually simpler, SDEs. In order
to prove the theorem we need two preliminary lemmas. As before, W is an U -valued Wiener
process with covariance Q and U0 = Q1/2(U) denotes its reproducing kernel; | · |0 = | · |U0 =
|Q−1/2 · |U .
Lemma 2.39. Let Xn, X be complex integrable random variables such that Xn → X in prob-
ability and E[|Xn|]→ E[|X|]. Then E[|X −Xn|]→ 0.
Proof. We can extract a subsequence such that Xnk → X P-a.s. Consider the sequence
Yk = |Xnk | − |X −Xnk |
Then |Yk| ≤ |X| for all k ∈ N and Yk → |X| P-a.s., therefore E[Yk] → E[|X|] by dominated
convergence. But E[|Xnk |] → E[|X|] as well and so E[|X − Xnk |] → 0. Since the reasoning
applies for any subsequence of Xn, we conclude that E[|X −Xn|]→ 0 as well.
Lemma 2.40. Let ψ(t), t ∈ [0, T ] be a U0-valued Ft-predictable process such that
P
(∫ T
0
|ψ(s)|20 ds <∞
)
= 1
Then there exists a real standard Wiener process β(t), t ∈ [0, T ] with respect to Ft such that,
P-a.s., ∫ t
0
|ψ(s)|0dβ(s) =
∫ t
0
〈ψ(s), dW (s)〉0 ∀ t ∈ [0, T ] (2.34)
Proof. Fix a ∈ U0 such that |a|0 = 1 and define a process ψ˜ as follows:
ψ˜(s) =
{
ψ(s)
|ψ(s)|0 if ψ(s) 6= 0
a if ψ(s) = 0
The process ψ˜ is also predictable and |ψ˜(t)|0 = 1 for all t ∈ [0, T ]. Consequently the process
β(t) =
∫ t
0
〈ψ˜(s), dW (s)〉0 (2.35)
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is a square integrable martingale with quadratic variation [β](t) = t. By Levy’s theorem, β(t) is
a standard real Wiener process with respect to Ft. It follows from (2.35) that∫ t
0
|ψ|0dβ(s) =
∫ t
0
|ψ|0〈ψ˜(s), dW (s)〉0 =
∫ t
0
〈ψ(s), dW (s)〉0 t ∈ [0, T ]
as required.
Theorem 2.41 (Girsanov Theorem). Let ψ be a U0-valued Ft-predictable process such that
E
[
e
∫ T
0 〈ψ(s),dW (s)〉0− 12
∫ T
0 |ψ(s)|20 ds
]
= 1 (2.36)
Then the process
Ŵ (t) = W (t)−
∫ t
0
ψ(s)ds, t ∈ [0, T ] (2.37)
is a Q-Wiener process w.r.t. Ft on the probability space (Ω,F , P̂), where
dP̂(ω) = e
∫ T
0 〈ψ(s),dW (s)〉0− 12
∫ T
0 |ψ(s)|20 ds dP(ω) (2.38)
Proof. Assume first that |ψ(t)|0 ≤ C for all t ∈ [0, T ] for some constant C. Let g : [0, T ] → U0
be a bounded Borel measurable function. Then∫ T
0
〈g(t), dŴ (t)〉0 =
∫ T
0
〈g(t), dW (t)〉0 +
∫ T
0
〈g(t), ψ(t)〉0 dt
We now show that
Ê
[
e
∫ T
0 〈g(t),dŴ (t)〉0
]
= e
1
2
∫ T
0 |g(t)|20 dt (2.39)
In fact, by the definition of P̂,
Ê
[
e
∫ T
0 〈g(t),dŴ (t)〉0
]
= E
[
e
∫ T
0 〈ψ(t),dW (t)〉0− 12
∫ T
0 |ψ(t)|20 dt+
∫ T
0 〈g(t),dW (t)〉0−
∫ T
0 〈g(t),ψ(t)〉0 dt
]
= e
1
2
∫ T
0 |g(t)|20 dt E
[
e
∫ T
0 〈g(t)+ψ(t),dW (t)〉0− 12
∫ T
0 |g(t)+ψ(t)|20 dt
] (2.40)
The expectation in the last line is 1: by Lemma 2.40, applied to the bounded process g(t)+ψ(t),
it can be written as
E
[
e
∫ T
0 γ(t)dβ(t)− 12
∫ T
0 γ(t)
2 dt
]
where γ(t) = |g(t) + ψ(t)|0 is a bounded real process, and so the conclusion follows. It follows
from (2.39) that, for any λ ∈ R,
Ê
[
eλ
∫ T
0 〈g(t),dŴ (t)〉0
]
= e
λ2
2
∫ T
0 |g(t)|20 dt (2.41)
For any z ∈ C, define the function
h(z) = Ê
[
ez
∫ T
0 〈g(t),dŴ (t)〉0
]
Since h(z) is finite for all real z, it is well defined for any z ∈ C; it’s also continuously differentiable
with respect to the complex variable z and so analytic on C. Therefore
h(z) = e
z2
2
∫ T
0 |g(t)|20 dt ∀ z ∈ C
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In particular, for any λ ∈ R,
Ê
[
eiλ
∫ T
0 〈g(t),dŴ (t)〉0
]
= e−
λ2
2
∫ T
0 |g(t)|20 dt
Therefore the random variables
∫ T
0 〈g(t), dŴ (t)〉0 are Gaussian with covariance
∫ T
0 |g(t)|20 dt.
Moreover, by applying calculations similar to (2.40) and using the fact that the processes
M(t˜) = e
∫ t˜
t |g(s)+ψ(s)|0dβ(s)− 12
∫ t˜
t |g(s)+ψ(s)|20ds t˜ ≥ t
N(t) = e
∫ t
0 〈ψ(s),dW (s)〉0− 12
∫ t
0 |ψ(s)|20 ds
are P-martingales, we obtain that for any Γ ∈ Ft:
Ê
[
e
∫ T
t 〈g(s),dŴ (s)〉01Γ
]
= e
1
2
∫ T
t |g(s)|20 ds E[M(T )N(t)1Γ] = e
1
2
∫ T
t |g(s)|20 ds P̂(Γ)
where the last equality holds since
E[M(T )N(t)1Γ] = E
[
E[M(T )|Ft]N(t)1Γ
]
= E[N(t)1Γ] = E[E[N(T )|Ft]1Γ] = E[N(T )1Γ]
By the same procedure used previously we obtain that, for any λ ∈ R and Γ ∈ Ft,
Ê
[
eiλ
∫ T
t 〈g(s),dŴ (s)〉01Γ
]
= e−
λ2
2
∫ T
t |g(s)|20 ds P̂(Γ) = Ê
[
eiλ
∫ T
t 〈g(s),dŴ (s)〉0
]
Ê[1Γ] (2.42)
Threfore the random variables
∫ T
t 〈g(s), dŴ (s)〉0 are independent of Ft and so we can conclude.
For a general process ψ not necessarily bounded, consider a sequence of bounded processes ψn
such that
lim
n→∞
∫ T
0
|ψ(t)− ψn(t)|20 dt = 0 P-a.s.
and define processes
Ŵn(t) = W (t)−
∫ t
0
ψn(s) ds, t ∈ [0, T ], n ∈ N
Then by (2.42), for any Γ ∈ Ft
E
[
e
∫ T
0 〈ψn(s),dW (s)〉0− 12
∫ T
0 |ψn(s)|20 dseiλ
∫ T
t 〈g(s),dW (s)〉0−iλ
∫ T
t 〈g(s),ψn(s)〉0 ds
]
= e−
λ2
2
∫ T
t |g(s)|20 dsE
[
e
∫ T
0 〈ψn(s),dW (s)〉0− 12
∫ T
0 |ψn(s)|20 ds1Γ
] (2.43)
Recall that by Corollary 2.29,
∫ T
0 〈ψn(s), dW (s)〉0 →
∫ T
0 〈ψ(s), dW (s)〉0 in probability. Then
using the assumption (2.36) and Lemma 2.39 we can take the limit in both sides of (2.43) and
obtain that (2.42) holds for general ψ.
Lemma 2.40 also allows us to obtain conditions under which (2.36) must hold, similar to the
finite dimensional case.
Proposition 2.42 (Novikov’s criterion). One of the following is sufficient for (2.36) to hold:
i) E
[
e
1
2
∫ T
0 |ψ(t)|20dt
]
<∞
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ii) There exists δ > 0 such that sup[0,T ] E
[
eδ|ψ(t)|20
]
<∞
Proof. By Lemma 2.40, there exists a real Wiener process β such that (2.34) holds. The process
X(t) =
∫ t
0 |ψ(s)|0dβ(s) is a local martingale with [X](t) =
∫ t
0 |ψ(s)|20ds and so equation (2.36)
can be written as
E
[
eX(T )−
1
2
[X](T )
]
= 1
But then i) and ii) follow from the analogue real results applied to the process X(t) (see for
instance [20], Proposition 1.15 p. 332 and Exercise 1.40 p. 338).

Chapter 3
The stochastic Leray-α model
3.1 A general scheme
In this section we outline the general strategy we will follow; the approach here is more heuristic,
since we are more interested in showing the applicability of the method, which can be adapted
also to other models, rather than giving rigorous results.
Several models from inviscid fluid dynamics, such as Euler equations, the Leray-α model associ-
ated and the dyadic model, in absence of external forces can be expressed as
u˙ = B(u, u), u ∈ H (3.1)
where H is a separable Hilbert space and B : H ×D(B)→ H is a bilinear map such that
〈B(u, v), w〉 = −〈B(u,w), v〉 ∀u ∈ H, v,w ∈ D(B) (3.2)
Actually in the next sections we will consider also the presence of external forces, but here for
simplicity we restrict to the homogeneous case; observe that if we added also a linear operator
in the r.h.s. of (3.1), such formulation could also include Navier-Stokes equations and their
variants. It follows immediately from (3.2) that if u is a solution such that u ∈ D(B) for all
times, then energy is preserved:
d
dt
|u|2 = 2〈u˙, u〉 = 2〈B(u, u), u〉 = 0 (3.3)
However in general we do not expect solutions to be regular enough in order for u ∈ D(B) to
hold. We need therefore a concept of weak solution, which can be formulated as follows:
d
dt
〈u, v〉 = −〈B(u, v), u〉 ∀ v ∈ D(B) (3.4)
Observe that if u is a weak solution, then computation (3.3) does not hold and so we cannot
deduce the invariance of |u|2. We summmarize this feature by saying that the energy is for-
mally preserved. We can consider a stochastic version of (3.1) obtained adding a Stratonovich
multiplicative noise, namely
du = B(u dt+ ◦dW, u) = B(u, u)dt+B(◦dW, u) (3.5)
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where the equation has to be understood in integral sense, i.e.
u(t) = u(0) +
∫ t
0
B(u(s), u(s))ds+
∫ t
0
B(◦dW (s), u(s))
As before, in order for the integrals to be well defined, we would need some regularity on u and
should impose a condition like
P
(∫ T
0
‖u(s)‖2D(B)ds <∞
)
= 1
Instead we can define weak solutions of (3.5) by requiring that
〈u(t), v〉 = 〈u(0), v〉 −
∫ t
0
〈B(u(s), v), u(s)〉ds−
∫ t
0
〈B(◦dW (s), v), u(s)〉ds ∀ v ∈ D(B)
Due to (3.2) the energy is still formally invariant:
d|u|2 = 〈◦du, u〉 = 〈B(u, u), u〉dt+ 〈B(◦dW, u), u〉 = 0
The choice of perturbing the equation in such a way is made precisely in order to preserve the
features of the original equation, namely the energy invariance. Other choices, like additive noise,
while having valid physical and mathematical reasons to be introduced, don’t have this property.
Assuming we can apply Girsanov theorem, by defining dŴ = dW +u dt, we can reduce to study
the linear equation
du = B(◦dŴ , u) (3.6)
From now on we will use W instead of Ŵ for simplicity. Assume that {ek} ⊂ D(B) is an
orthonormal basis of H such that W can be written as
W (t) =
∑
k
σkekβk(t)
where {βk} are independent standard real brownian motions and σk ≥ 0 for all k (W can be
a trace class Wiener process or a generalised one). Defined the linear operators Bk = B(ek, ·),
equation (3.6) becomes
du =
∑
k
σkBku ◦ dβk
We can now use the properties of Stratonovich integral in order to obtain the equivalent Ito
formulation:
du =
∑
k
σkBku ◦ dβk
=
∑
k
σkBku dβk +
1
2
∑
k
σkd[Bku, βk]
=
∑
k
σkBku dβk +
1
2
∑
k
σkBkd[u, βk]
=
∑
k
σkBku dβk +
1
2
∑
k
σ2kB
2
ku dt
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If we define (on the domain D(A)) the linear functional
Av =
1
2
∑
k
σ2kB
2
kv (3.7)
then (3.6) in Ito form becomes
du = Audt+B(dW, u) (3.8)
Observe that A does not depend on time; moreover, it’s symmetric and negative definite, since
the map v 7→ B2kv has these properties for any k: by property (3.2), B∗k = −Bk, thus
〈B2kv, v〉 = −〈Bkv,Bkv〉 = −|Bkv|2 ∀ v ∈ D(A) ∩D(B)
〈B2kv, w〉 = −〈Bkv,Bkw〉 = 〈v,B2kw〉 ∀ v, w ∈ D(A) ∩D(B)
With similar calculations, it can be shown that when u is a weak solution, (3.8) still holds, if we
understand it as testing against sufficiently regular functions v.
If A is a closed operator and u is sufficiently regular, then A and expectation commute and so
by (3.8) E[u] must satisfy
d
dt
E[u] = AE[u]
Denoting by etA the semigroup generated by A (which is reasonable to exist since A is symmetric
and negative definite), for any deterministic initial data u(0) we have
E[u(t)] = etAu(0) (3.9)
If we define the process v(t) = e−tAu(t), then it satisfies:
dv = −e−tAAudt+ e−tAdu = e−tAB(dW, u) = e−tAB(dW, etAv) (3.10)
therefore v is a martingale and satisfies a closed equation; observe however that, as etA would
be the semigroup associated to a diffusion, e−tA would be associated to an antidiffusion, so that
v is only defined in a very weak sense, i.e. as a distribution.
We can also obtain a closed equation for the operator E[u⊗ u]: applying formula
d(u⊗ u) = (du)⊗ u+ u⊗ (du) + d[u, u]
and computing
d[u, u] = d
[∫ ·
0
B(dW, u),
∫ ·
0
B(dW, u)
]
=
∑
k,j
σkσjd
[∫ ·
0
Bku dβk,
∫ ·
0
Bju dβj
]
=
∑
k
σ2k (Bku)⊗ (Bku) dt = −
∑
k
σ2k Bk(u⊗ u)Bk dt
and then using the fact that (Au)⊗u = A(u⊗u) and u⊗ (Au) = (u⊗u)A∗ = (u⊗u)A, we find
d(u⊗ u) = B(dW, u)⊗ u+A(u⊗ u)dt+ u⊗B(dW, u) + (u⊗ u)Adt−
∑
k
σ2k Bk(u⊗ u)Bk dt
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Taking expectation we obtain
d
dt
E[u⊗ u] = AE[u⊗ u] + E[u⊗ u]A−
∑
k
σ2k BkE[u⊗ u]Bk (3.11)
Moreover, by the definition of A, equation (3.11) can also be written as
d
dt
E[u⊗ u] = 1
2
∑
k
σ2k
(
B2kE[u⊗ u] + E[u⊗ u]B2k − 2BkE[u⊗ u]Bk
)
Such formulation may seem unnecessarily complicated, but it’s very similar to the one we will
find later making explicit computations. In the case of weak solutions u, equation (3.11) must
be interpreted as the fact that, setting Σ = E[u⊗ u] as the linear operator
〈v,Σw〉 = E[〈u, v〉〈u,w〉]
then for any v, w ∈ D(A) ∩D(B) it holds
d
dt
〈v,Σw〉 = 〈Av,Σw〉+ 〈Σv,Aw〉+
∑
k
σ2k 〈Bkv,ΣBkw〉
Let Q denote the covariance operator of W , so that Q1/2ek = σkek; if we define the operators
B(Q1/2·, v) : w 7→ B(Q1/2w, v), then the above equation can also be written as
d
dt
〈v,Σw〉 = 〈Av,Σw〉+ 〈Σv,Aw〉+ Tr((B(Q1/2·, v))∗ΣB(Q1/2·, w))
We will not make use of this formulation in the calculations, but it’s useful as it does not depend
on the chosen orthonormal basis {ek}. Equation (3.11) can also be written in a corresponding
mild form (which perhaps gives a better understanding in the case u is a weak solution) as
follows. By bringing the terms containing A on the l.h.s. and multiplying by e−tA, (3.11) can be
written as
d
dt
(
e−tAE[u⊗ u]e−tA
)
= −
∑
k
σ2k e
−tABkE[u⊗ u]Bke−tA
so that integrating from 0 to t and multiplying again by etA we obtain
E[u(t)⊗ u(t)] = etAE[u(0)⊗ u(0)]etA −
∑
k
σ2k
∫ t
0
e(t−s)ABkE[u(s)⊗ u(s)]Bke(t−s)Ads (3.12)
The strategy we will follow for the Leray α-model is the following: we first study the linear
system (3.6). Energy formal invariance allows to construct energy controlled weak solutions (the
rigorous definition will be given later) for such equation. Then by formula (3.11) we are able
to show pathwise uniqueness of the solutions, and so by the Yamada-Watanabe theorem we
also obtain uniqueness in law. In particular we will see that for energy controlled solutions
Girsanov transform can be applied successfully and we can construct weak (in the probabilistic
sense) solutions of the nonlinear system (3.5); moreover, as the laws of the solutions of (3.5)
are in correspondence with those of (3.6), we obtain uniqueness in law for the nonlinear system.
Continuous dependence on initial data and external forces is also studied.
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3.2 The deterministic equation and functional setting
The Leray-α model of Euler equations is the following system of differential equations:
∂tv + (u · ∇)v +∇p = f
v = (I − α∆)u
∇ · v = 0
(3.13)
Here v is the velocity field of an inviscid incompressible fluid (incompressibility given by the
condition ∇ · v = 0), p is the scalar pressure field and f is the vector field of the external forces
acting on the system; α is a fixed positive constant and u is a spatial regularization of v. We
might use the superscript vα, uα to stress the dependence of the system on the parameter α, but
when it’s not necessary it will be dropped. In the case α = 0, system (3.13) reduces to Euler
equations for incompressible fluids:{
∂tv + (v · ∇)v +∇p = f
∇ · v = 0
(3.14)
The external force field f is given, while v, u and p are unknown (even if, as we will see, p does
not play a significant role, so that the problem can be simplified to only determining v); suitable
initial conditions at time t = 0 on v, u and p are given as well, so that we obtain a Cauchy
problem associated to (3.13).
We will consider the case in which all functions are defined on a periodic box T = [0, 2pi]3, with
periodic boundary conditions. That is, u, v and f are maps from [0, T ] × T to R3, p is a map
from [0, T ] × T to R and, for any fixed t ∈ [0, T ], u(t, ·), v(t, ·), f(t, ·) and p(t, ·) are periodic on
T. We will assume f to satisfy the condition f ∈ L2(0, T ;L2(T;R3)), namely∫
[0,T ]×T
|f(t, x)|2 dx dt <∞
The condition v = (I − α∆)u can be written as u = (I − α∆)−1v = Gα ∗ v, where Gα is the
Green function associated to the Helmholtz operator I −α∆; we will denote (I −α∆)−1 by Kα.
It is a well known fact from analysis that Kα : L2(T)→ H2(T) is a linear continuous operator;
also observe that, by the Sobolev embeddings, H2(T) ↪→ C(T) with compact embedding. A
more precise description of Kα will be given later in Fourier space. Observe that, if ∇ · v = 0,
then ∇ · u = ∇ · (Kαv) = 0 as well. Then we can use the following equality, which holds for any
smooth functions f , g such that ∇ · f = 0:
∇ · (f ⊗ g) = (f · ∇)g
where the divergence of a matrix A is defined by
(∇ ·A)i =
∑
j
∂jAji
to write system (3.13) in the following divergence form:{
∂tv +∇ ·
(
(Kαv)⊗ v + p I) = f
∇ · v = 0
(3.15)
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where I denotes the identity matrix. If v is a classical solution of (3.15), then using the fact
that divergence terms give no contribution when integrated on T, by the periodic boundary
assumption, it holds
d
dt
∫
T
v(t, x)dx =
∫
T
∂tv(t, x)dx =
∫
T
f(t, x)dx
Therefore
m(t) :=
∫
T
v(t, x)dx =
∫
T
v(0, x)dx+
∫ t
0
∫
T
f(s, x)dxds
If we define
v˜(t, x) = v(t, x+m(t))−m(t), p˜(t, x) = p(t, x+m(t)), f˜(x, t) = f(t, x+m(t))−
∫
T
f(t, x)dx
then they satify
[v˜t + (K
αv˜ · ∇)v˜ +∇p˜](t, x) = [vt +m · ∇v −m′ + (Kαv · ∇)v −m · ∇v +∇p](t, x+m(t))
= f(t, x+m(t))−m′(t) = f˜(t, x)
Therefore (v˜, p˜) is still a solution for f˜ given. Viceversa, if we can solve the system associated
to v˜, p˜, f˜ , then we are able to obtain v and p as well. Hence without loss of generality we can
assume ∫
T
v(t, x)dx = 0 =
∫
T
f(t, x)dx ∀ t ≥ 0
We now briefly discuss properties of the operator (f, g) 7→ (f · ∇)g. Let C∞p (T;R3) denote the
set of all smooth maps from T to R3 which are periodic on T together with all their derivatives.
For any f, g, ϕ ∈ C∞p (T;R3) such that ∇ · f = 0, it holds
〈(f · ∇)g, ϕ〉L2 =
3∑
i=1
∫
T
fi(x)〈∂ig(x), ϕ(x)〉dx =
3∑
i,j=1
∫
T
fi(x)∂igj(x)ϕj(x)dx
= −
3∑
i,j=1
∫
T
gj(x)∂i[fi(x)ϕj(x)]dx = −
3∑
i,j=1
∫
T
fi(x)gj(x)∂iϕj(x)dx
= −〈(f · ∇)ϕ, g〉L2
The above computation can be formulated as the antisymmetry of the bilinear operator (g, h) 7→
〈(f · ∇)g, h〉L2 . Observe that, when we compose with the operator Kα and so we consider the
operator (f, g) 7→ ((Kαf)·∇)g, in order for the last term to be a well defined element of L2(T;R3)
it suffices to to require f ∈ L2(T;R3) and g ∈ H1(T;R3). Indeed by the properties of the operator
Kα, Kαf is an element of L∞(T;R3) and ‖Kαf‖∞ ≤ C|f |L2 , while ∇g ∈ L2(T;R3×3), therefore
|((Kαf) · ∇)g|L2 ≤ C˜|f |L2 |g|H1
In particular, we find that for any f ∈ L2(T;R3) such that ∇ · f = 0 (see later for the general
definition) and for any g, h ∈ H1(T;R3) it holds
〈((Kαf) · ∇)g, h〉L2 = −〈((Kαf) · ∇)h, g〉L2
3.2 The deterministic equation and functional setting 63
This also allows to define ((Kαf) · ∇)g for any f, g ∈ L2(T;R3) as an element of the dual space
of H1(T;R3) by setting(
((Kαf) · ∇)g
)
(h) = −〈((Kαf) · ∇)h, g〉L2 ∀h ∈ H1(T;R3)
The above relations already suggest a possible definition of weak solutions for system (3.13);
before giving the precise definition we need to introduce suitable function spaces.
Definition 3.1. A function f ∈ L2(T;R3) is said to have divergence 0 in the sense of
distributions, or to be divergence-free, and we write ∇ · f = 0, if∫
T
〈f(x),∇ϕ(x)〉 dx = 0 ∀ϕ ∈ C∞p (T) (3.16)
Remark 3.2. It’s easy to see integrating by parts that, if f is a smooth function with divergence
0, then it also has divergence 0 in the sense of distributions. It follows from the definition that
the elements of L2(T;R3) satisfying (3.16) form a closed subspace; moreover, identity (3.16) can
be extended to all ϕ ∈ H1(T;R3), so that it can be interpreted as an orthogonality relation w.r.t.
to the subspace
G :=
{
∇ϕ : ϕ ∈ H1(T;R3) such that
∫
T
ϕ(x)dx = 0
}
which is again a closed subspace of L2(T;R3) by Poincarè inequality.
Definition 3.3. We define H as the closed subspace of L2(T;R3) given by
H :=
{
f ∈ L2(T,R3) : ∇ · f = 0,
∫
T
f(x)dx = 0
}
H is an Hilbert space, endowed with the scalar product of L2(T;R3); we denote by P the projector
from L2(T;R3) to H, called the Leray-Helmholtz projector. We define V := H ∩H1(T;R3),
which is an Hilbert space endowed with the scalar product 〈ϕ,ψ〉V = 〈∇ϕ,∇ψ〉L2 . If we denote
by L20(T;R3) the subspace of L2(T;R3) given by the functions f such that
∫
T f dx = 0, then by
the previous remark we have the orthogonal decomposition
L20(T;R3) = H ⊕G
Let v be a classical solution of (3.13); then since ∇· v = 0 for all t, ∇· ∂tv = 0 as well. Applying
the projector P to both sides (we relabel Pf by f for simplicity) we obtain the following system:{
∂tv + P (((K
αv) · ∇)v) = f
∇ · v = 0
(3.17)
Observe that the pressure p has now disappeared and we have a closed system for v. Moreover,
p is completely determined once v is known: taking the divergence on both sides of (3.13)1, we
obtain
∆p = ∇ · f −∇ · [((Kαv) · ∇)v]
which uniquely determines p once we impose the condition
∫
T p(t, x) dx = 0 for all t ≥ 0. For
this reason from now on we will focus primarily on solving system (3.17) and will only consider
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initial conditions for v, as these imply corresponding initial conditions on u and p. The second
equation of (3.17) can now be formulated as the fact that, for any t, v(t, ·) ∈ H; as for the first
one, if we define
B(v, w) := −P (((Kαv) · ∇)w)
then it can be written as
∂tv = f +B(v, v)
Remark 3.4. In the particular case f ≡ 0 (no external forces acting on the system) the equation
becomes
∂tv = B(v, v)
which has the structure (3.1) by the previous remarks. Here we can take D(B) = H1(T;R3).
We are now ready to give a definition of weak solution for system (3.13).
Definition 3.5. A map v : [0, T ]→ H is a weak solution of the Cauchy problem{
∂tv = B(v, v) + f
v(0) = v0
(3.18)
where v0 ∈ H and f ∈ L2(0, T ;H), if v(t) ⇀ v0 weakly in H as t→ 0 and for any ϕ ∈ V it holds
〈v(t), ϕ〉H − 〈v0, ϕ〉H =
∫ t
0
[
− 〈B(v(s), ϕ), v(s)〉H + 〈f(s), ϕ〉H
]
ds
Equivalently, v as above is a weak solution if and only if, for any ϕ ∈ C∞p (T;R3) such that
∇ · ϕ = 0, it holds∫
T
〈v(t, x), ϕ(x)〉 dx−
∫
T
〈v0(x), ϕ(x)〉 dx =
−
∫ t
0
∫
T
〈[((Kαv)(s, x) · ∇)ϕ(x)], v(s, x)〉 dx ds+
∫ t
0
∫
T
〈f(s, x), ϕ(x)〉 dx ds
(3.19)
We say that v is a strong solution if v is a weak solution, v(t) ∈ V for all t ∈ (0, T ] and
v(t)→ v(0) in H as t→ 0.
If v is a strong solution of (3.18), then
d
dt
|v|2H = 2〈∂tv, v〉H = 2〈B(v, v), v〉H + 2〈f, v〉H = 2〈f, v〉H
which implies that the function
E(t) =
1
2
|v(t)|2H −
∫ t
0
〈v(s), f(s)〉Hds (3.20)
is constant. In particular we have the energy identity
1
2
|v(t)|2H −
∫ t
0
〈v(s), f(s)〉Hds = 1
2
|v0|2H ∀ t ∈ [0, T ] (3.21)
However, if v is a weak solution, then in general B(v, v) is not an element of H and therefore
the computation above does not hold; we need to weaken it to an inequality.
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Definition 3.6. A function v is a Leray weak solution of (3.18) if it is a weak solution and
satisfies the following energy inequality:
1
2
|v(t)|2H −
∫ t
0
〈v(s), f(s)〉Hds ≤ 1
2
|v0|2H ∀ t ∈ [0, T ] (3.22)
If the inequality (3.22) is strict, we say that anomalous dissipation of energy has occurred.
This is due to the fact that no friction terms appear in the equation and therefore there is no
precise physical explanation of why the energy balance is not satisfied. However, if the solution
is sufficiently regular, as for example if v is a strong solution, then the energy identity must
hold; the problem of understanding the precise regularity conditions needed for a weak solution
in order for the energy identity to hold is similar to Onsager’s conjecture for Euler equations.
Remark 3.7. From the energy inequality and the assumption f ∈ L2(0, T ;H) we can obtain a
uniform bound on |v(t)|H : by the basic inequality 2〈a, b〉 ≤ |a|2 + |b|2 it follows that
1
2
|v(t)|2 ≤ 1
2
|v0|2 +
∫ t
0
〈v(s), f(s)〉 ≤ 1
2
[
|v0|2 +
∫ t
0
|f(s)|2 ds+
∫ t
0
|v(s)|2 ds
]
and so by Gronwall’s lemma
|v(t)|2 ≤ |v0|2 + et
∫ t
0
|f(s)|2 ds
In particular, if T <∞, then taking C = eT we obtain the following uniform bound:
sup
t∈[0,T ]
|v(t)|2H ≤ C
(
|v0|2H +
∫ T
0
|f(s)|2H ds
)
(3.23)
which holds for any initial value v0 and external force field f ∈ L2(0, T ;H). In a similar fashion,
using the inequality
1
2
|v(t)|2 ≤ 1
2
|v0|2 +
∫ t
0
|v(s)| |f(s)| ds
and a Gronwall type inequality (see [21], Theorem 5, p. 4), if f ∈ L1(0,+∞;H)∩L2loc(0,+∞;H)
and the energy controlled solution v is defined for all positive times, then
sup
t≥0
|v(t)|H ≤ |v0|H +
∫ ∞
0
|f(s)|H ds (3.24)
In the remaining part of this section we are going to "translate" all the concepts introduced in
Fourier spaces, which is the formulation we will adopt when making explicit calculations. For
more details on the setting we refer to [22].
Recall that any function g ∈ L2(T;R3) can be decomposed as its Fourier series, that is
g(x) =
∑
k∈Z3
gk e
i〈k,x〉, where gk =
1
(2pi)3
∫
T
g(x)e−i〈k,x〉dx for all k ∈ Z3
Here for convenience we consider L2(T;C3) endowed with the rescaled scalar product and norm
〈f, g〉L2 =
1
(2pi)3
∫
T
f(x)g(x) dx, |f |2L2 =
1
(2pi)3
∫
T
|f(x)|2 dx
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So that, defined ek = ei〈k,·〉 for any k ∈ Z3, {ek}k∈Z3 is an orthonormal basis of L2(T;C); in
particular it holds
|g|2L2 =
∑
k∈Z3
|gk|2
A function g belongs to L2(T;R3) if and only if g−k = gk for all k ∈ Z3.
Observe that {ek} gives an orthonormal basis of eingenvalues of (I − α∆):
(I − α∆)ek = (1 + α|k|2)ek ∀ k ∈ Z3
This allows to define, for any α > 0, the operator Kα = (I − α∆)−1 as
g =
∑
k
gk ek 7→ Kαg :=
∑
k
1
1 + α|k|2 gk ek
Kα is a symmetric Hilbert-Schmidt operator, since∑
k∈Z3
|Kαek|2L2 =
∑
k∈Z3
1
(1 + α|k|2)2 <∞
Moreover, for any g ∈ L2(T;C3), Kαg ∈ H2(T;C3), since
|Kαg|2H2 =
∑
k
(1 + |k|+ |k|2)|(Kαg)k|2 =
∑
k
1 + |k|+ |k|2
1 + α|k|2 |gk|
2 ≤ C
∑
k
|gk|2 = C|g|2L2
If g ∈ H1(T;C3), then its divergence has Fourier series
∇ · g =
∑
k
∇ · (gkek) = i
∑
k
〈gk, k〉ek
By the uniqueness of the Fourier expansion it follows that
∇ · g = 0⇔ 〈gk, k〉 = 0 ∀ k ∈ Z3
It’s immediate to check that the above condition can be generalized to g ∈ L2(T;C3) and gives
a characterization of g being a divergence-free vector field. Therefore the space H corresponds
in Fourier series to
H =
{
g = (gk)k∈Z3 :
∑
|gk|2 <∞, g−k = gk, g0 = 0, 〈gk, k〉 = 0
}
while V is given by
V =
{
g = (gk)k∈Z3 :
∑
|k|2 |gk|2 <∞, g−k = gk, g0 = 0, 〈gk, k〉 = 0
}
For any k ∈ Z3, let Pk denote the orthogonal projection on k⊥ (with the convention P0 ≡ 0),
then any g ∈ L20(T;C3) can be decomposed as
g =
∑
k
gkek =
∑
k
Pk(gk)ek +
∑
k
λkk ek
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where the first term is a divergence-free vector field and the λk are complex coefficients such that∑
k
|λk|2 |k|2 ≤
∑
k
|gk|2 <∞
therefore the above is exactly the decomposition of g as a sum of an element of H and one of G
and the Leray-Helmholtz projector P in the Fourier space is given by
g =
∑
k
gk ek 7→ Pg =
∑
k
Pk(gk)ek
We now want to find the equivalent weak formulation of system (3.18) in terms of Fourier coeffi-
cients. Since any ϕ ∈ C∞p (T;R3) can be arbitrarily approximated by trigonometric polynomials,
it suffices to check that (3.19) holds when ϕ = ek; but testing (3.19) agains {ek}k is equivalent to
comparing the Fourier coefficients on both sides of the equation. In this way we find an infinite
system of coupled ODEs for the Fourier coefficients of v. If
v(t, x) =
∑
k∈Z3
vk(t)ek(x) with 〈vk(t), k〉 = 0 ∀ t, k and v0 ≡ 0
then, defined σk = (1 + α|k|2)−1, we have
∂tv =
∑
k
v˙kek, K
αv =
∑
k
σkvkek, ∇v = i
∑
k
(vk ⊗ k) ek
and
B(v, v) = (Kαv · ∇)v =
3∑
i=1
(Kαv)i∂iv = i
∑
k
〈Kαv, k〉vkek = i
∑
k,h
σh〈vh, k〉eh vkek
= i
∑
k,h
σh〈vh, k〉vk ek+h = i
∑
k
(∑
h
σh〈vh, k〉vk−h
)
ek
where in the last passage we have used the substitution k˜ = k+h and 〈vh, k−h〉 = 〈vh, k〉, since
v is divergence-free. Then applying the projector P we obtain
P ((Kαv · ∇)v) = i
∑
k
Pk
(∑
h
σh〈vh, k〉vk−h
)
ek = i
∑
k
(∑
h
σh〈vh, k〉Pk(vk−h)
)
ek
Since f is also of the form
f(t, x) =
∑
k∈Z3
fk(t)ek(x) with 〈fk(t), k〉 = 0 ∀ t, k and f0 ≡ 0
then substituting everything in the equation (3.18) we obtain∑
k
v˙kek + i
∑
k
(∑
h
σh〈vh, k〉vk−h
)
ek =
∑
k
fkek
Comparing the Fourier coefficients we obtain the following infinite dimensional system:
v˙k = fk − i
∑
h∈Z3
σh〈vh, k〉Pk(vk−h) ∀ k 6= 0
v0 ≡ 0, 〈vk, k〉 = 0
v−k = vk
(3.25)
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Observe that the series in the first equation is convergent, since for any fixed k∑
h
σh|〈vh, k〉Pk(vk−h)| ≤ |k|
∑
h
|vh||vk−h| ≤ |k|
(∑
h
|vh|2
)1/2(∑
h
|vk−h|2
)1/2
= |k|
∑
h
|vh|2
Let us show how the formal energy identity (3.21) translates in Fourier components: since
1
2
|v(t)|2L2 =
1
2
∑
k
|vk(t)|2 〈f(t), v(t)〉L2 =
∑
k
〈fk(t), vk(t)〉
we can define the function
E(t) =
1
2
∑
k
〈vk(t), vk(t)〉 −
∫ t
0
∑
k
〈fk(s), vk(s)〉ds (3.26)
and so deriving (assuming everything is regular enough) we obtain
E˙ =
∑
k
<(〈v˙k, vk〉)−
∑
k
〈fk, vk〉
=
∑
k
<(〈fk, vk〉)−
∑
k
〈fk, vk〉+
∑
k,h
<
(
− iσh〈vh, k〉〈Pk(vk−h), vk〉)
)
= −
∑
k
=(〈fk, vk〉) +
∑
k,h
=
(
σh〈vh, k〉〈vk−h, vk〉
)
where we have used the fact that 〈Pk(vk−h), vk〉 = 〈vk−h, Pk(vk)〉 = 〈vk−h, vk〉. Observe that
=〈fk, vk〉 = −=〈f−k, v−k〉, so the first series is 0 as it contains terms that cancel each other. For
the second series we also have mutual cancellation since
σh′〈vh′ , k′〉〈vk′−h′ , vk′〉 = σh〈vh, k〉〈vk−h, vk〉
for the choice h′ = −h, k′ = k − h. Therefore formally E is preserved. The problem with this
reasoning is that it requires the series∑
k,h
σh〈vh, k〉〈vk−h, vk〉
to be absolutely convergent; however the condition∑
k
|vk|2 <∞
corresponding to v ∈ H, is not sufficient to ensure it. Instead if for example v ∈ V , then the
above series is convergent, since∣∣∣∑
k,h
σh〈vh, k − h〉〈vk−h, vk〉
∣∣∣ ≤∑
h
σh|vh|
(∑
k
|k − h| |vk−h| |vk|
)
≤
∑
h
σh|vh|
(∑
k
|k − h|2 |vk−h|2
)1/2(∑
k
|vk|2
)1/2
≤
(∑
h
σ2h
)(∑
k
|vk|2
)(∑
k
|k|2 |vk|2
)1/2
<∞
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In this setting the energy inequality can be formulated as
1
2
∑
k
|vk(t)|2 −
∫ t
0
∑
k
〈fk(s), vk(s)〉ds ≤ 1
2
∑
k
|vk(0)|2 ∀ t ∈ [0, T ] (3.27)
Similarly to Remark 3.7, the above inequality can be used to find uniform estimates on
∑
k |vk(t)|2.
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We are now going to introduce the model we will study, which is a stochastic perturbation of the
deterministic model of the previous section, obtained by adding a Stratonovich multiplicative
noise. Throughout the section we consider a filtered probability space (Ω, {Ft},P) and the
Wiener processes considered are all with respect to Ft. We do not specify for now whether the
space (Ω, {Ft},P) and the drivers are fixed a priori or if we can choose them (namely if we are
considering strong or weak solutions in the probabilistic sense). Such distinction will be made
clear in the next sections.
We want to study the equation
dv = f dt+B(v dt+ ◦dW, v) = [f +B(v, v)]dt+B(◦dW, v) v ∈ H (3.28)
where v is an H-valued process and W is an H-valued cylindrical Wiener process of the form
W (t) =
∑
k
Wk(t)ek
where Wk are a family of C3-valued brownian motions satisfying W−k = W k, W0 ≡ 0 and
〈Wk, k〉 = 0. A more detailed description of the construction of W will be given later. Equiva-
lently equation (3.28) can be written as the system{
dv + [(Kαv · ∇)v +∇p− f ]dt+ ((Kα ◦ dW ) · ∇)v = 0
∇ · v = 0
and it must be interpreted as an integral equation, i.e. v is an H-valued process such that
v(t) = v(0) +
∫ t
0
[
f(s) +B(v(s), v(s))]ds+
∫ t
0
B(◦dW (s), v(s)) ∀ t ∈ [0, T ] (3.29)
Remark 3.8. The term Kα ◦dW appearing in the second formulation could be written as ◦dŴ ,
where Ŵ = KαW is a trace class Wiener process with covariance (Kα)2, so that we could work
with trace class Wiener processes instead of generalised ones. However we prefer to use W as
above as it does not depend on the parameter α chosen and allows to consider multiple systems,
depending on different choices of α, defined on the same probability space.
As before, we can define weak (in the variational sense) solutions of (3.29) by requiring the
relation to hold when we test it against functions in V .
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Definition 3.9. An H-valued process {v(t)}t∈[0,T ] is a weak solution of the Cauchy problem{
dv = f +B(v dt+ ◦dW, v)
v(0) = v0
(3.30)
where v0 is an F0-measurable H-valued random variable and f ∈ L2(0, T ;H) is a deterministic
function, if P-a.s. v(t) ⇀ v0 weakly in H and for any deterministic ϕ ∈ V it holds
d〈v(t), ϕ〉H =
[〈f(t), ϕ〉H − 〈B(v(t), ϕ), v(t)〉H]dt− 〈B(◦dW (t), ϕ), v(t)〉H
With calculations analogue to the deterministic case, it can be checked that E is still formally
preserved, thanks to the properties of Stratonovich integral. Therefore it makes sense to formulate
the energy inequality and the notion of Leray solutions.
Definition 3.10. A process v is a Leray weak solution of the Cauchy problem (3.30) if it’s a
weak solution and satisfies the energy inequality
sup
t∈[0,T ]
[
1
2
|v(t)|2H −
∫ t
0
〈f(s), v(s)〉H ds
]
≤ 1
2
|v(0)|2H P-a.s.
If the energy inequality is satisfied, then the uniform bound (3.23) still holds. Passing to the
formulation in Fourier coefficients, with similar calculations to before we obtain the following
infinite system of SDEs:
dYk(t) = fk(t)dt− i
∑
h σhPk(Yk−h(t))〈Yh(t)dt+ ◦dWh(t), k〉 ∀ k 6= 0
Y0 ≡ 0, 〈Yk(t), k〉 = 0
Y−k(t) = Y k(t)
(3.31)
Observe that 〈◦dWh(t), k〉 = ◦d〈Wh(t), k〉, so that it can be considered as an integration with
respect to a C-valued process. For more details on the conventions we adopted when extending
stochastic integration in the case of complex process, we refer to the appendix.
Let us now show the construction of the generalised Wiener process W . Set
J = {k ∈ Z3 : k1 > 0 or (k1 = 0, k2 > 0) or (k1 = k2 = 0, k3 > 0)}
so that J and −J form a partition of Z3 \ {0}. Let {W˜k}k∈J be a collection of independent
C3-valued standard Brownian motions (a C3-valued standard Brownian motion has the form
B = B(1) + iB(2), where B(1) and B(2) are independent R3-valued standard Brownian motions).
Set
Wk = Pk(W˜k) ∀ k ∈ J, Wk = W−k ∀ k ∈ −J, W0 ≡ 0
Then
W (t) =
∑
k∈Z3
Wk(t)ek
has the desired properties. It can also be written as
W (t) = 2
∑
k∈J
(cos kx<Wk(t) + sin kx=Wk(t))
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Observe that by construction
〈Wh, k〉 = 〈Ph(W˜h), k〉 = 〈W˜h, Ph(k)〉
with the last process being a C-valued Brownian motion with variance |Ph(k)|2. In particular it
can be written as
〈Wh, k〉(t) = |Ph(k)|Bh,k(t)
where {Bh,k} is a family of standard C-valued Brownian motions. By construction Bh,k and
Bh′,k′ are independent whenever h′ 6= ±h, while B−h,k = Bh,k. The equations of system (3.31)
can be written as
dYk(t) = fk(t)dt− i
∑
h
σh〈Yh(t), k〉Pk(Yk−h(t))dt− i
∑
h
σh|Ph(k)|Pk(Yk−h(t))◦dBh,k(t) (3.32)
This formulation is very useful in order to compute the corresponding system of SDEs in Ito
form.
Theorem 3.11. Let {Yk}k∈Z3\{0} be a sequence of continuous and adapted processes defined
on (Ω, {Ft},P) such that
∫ T
0
∑
k |Y (t)|2dt <∞ P-a.s. Then they solve (3.32) if and only if they
solve the following system:
dYk(t) = fk(t)dt− i
∑
h
σh〈Yh(t), k〉Pk(Yk−h(t))dt− i
∑
h
σh|Ph(k)|Pk(Yk−h(t))dBh,k(t)
−
∑
h
σ2h|Ph(k)|2Pk(Pk−h(Yk(t)))dt ∀ k 6= 0
(3.33)
Proof. We are going to show that, if {Yk} solve system (3.32), then they solve system (3.33). The
other implication is analogue and only requires to go through the same calculations backwards.
Recall that, by the properties of Stratonovich integral, we have
Pk(Yk−h(t)) ◦ dBh,k(t) = Pk
(
Yk−h(t) ◦ dBh,k(t)
)
= Pk
(
Yk−h(t)dBh,k(t) +
1
2
d[Yk−h, Bh,k](t)
)
Therefore it suffices to show that, for any h, we have
d[Yk−h, Bh,k](t) = −2iσh|Ph(k)|Pk−h(Yk(t))dt
Using the fact that Yk−h satifies (3.32), we obtain
d[Yk−h, Bh,k] = −i
∑
l
σl|Pl(k − h)|
[ ∫ ·
0
Pk−h(Yk−h−l) ◦ dBl,k−h, Bh,k
]
= −i
∑
l
σl|Pl(k − h)|Pk−h
[ ∫ ·
0
Yk−h−ldBl,k−h, Bh,k
]
= −iσh|Ph(k − h)|Pk−h(Yk−2h)d[Bh,k−h, Bh,k]
− iσ−h|P−h(k − h)|Pk−h(Yk)d[B−h,k−h, Bh,k]
= −iσh|Ph(k)|Pk−h
(
Yk−2hd[Bh,k−h, Bh,k] + Ykd[B−h,k−h, Bh,k]
)
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where we used the fact that Bh,k and Bh′,k′ are independent whenever h′ 6= ±h. Observe that
by construction Bh,k = Bh,k−h for any h; since Bh,k is a standard C-valued Brownian motion,
and B−h,k = Bh,k, we have
[Bh,k−h, Bh,k] = [Bh,k, Bh,k] = 0, [B−h,k−h, Bh,k] = [Bh,k, Bh,k] = 2t
and so we obtain
d[Yk−h, Bh,k](t) = −2iσh|Ph(k)|Pk−h(Yk(t))dt
3.4 The linear system
We are now going to study the following linearized version of system (3.33), together with
an initial condition Y (0) = y. Here y is the representation in Fourier components of a F0-
measurable, square integrable H-valued random variable. Equivalently, it can be thought as a
collection {yk}k∈Z3 of C3-valued, F0-measurable random variables such that y0 ≡ 0, y−k = yk,
〈yk, k〉 = 0 for every k 6= 0 and
E[|y|2H ] =
∑
k
E[|yk|2] <∞
So we are interested in studying the system
dYk = fk dt− i
∑
h σh|Ph(k)|Pk(Yk−h)dBh,k −
∑
h σ
2
h|Ph(k)|2Pk(Pk−h(Yk))dt
Y0 ≡ 0, 〈Yk, k〉 = 0
Y−k = Y k
Yk(0) = yk
(3.34)
In the next sections we will see how Girsanov transform allows to pass from the linear system
to the nonlinear one. Notice that, if
∫ T
0 E[|Y (t)|2H ]dt <∞, then the r.h.s. of equation (3.34)1 is
well defined. Indeed, for the Ito integrals, using the fact that [Bh,k, Bl,k](t) = 2tδh,l, we have
E
[∣∣∣∑
h
σh|Ph(k)|
∫ t
0
Pk(Yk−h)dBh,k
∣∣∣2]
= E
[∑
h,l
σhσl|Ph(k)||Pl(k)|
∫ t
0
〈Pk(Yk−h), Pk(Y k−l)〉d[Bh,k, Bl,k]
]
= 2
∑
h
σ2h|Ph(k)|2
∫ t
0
E[|Pk(Yk−h)|2]dt
≤ 2|k|2
∑
h
∫ T
0
E[|Yk−h|2]dt <∞
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and for the deterministic integrals∣∣∣ ∫ t
0
∑
h
σ2h|Ph(k)|2Pk(Pk−h(Yk)))ds
∣∣∣
≤
∑
h
σ2h|Ph(k)|2
∫ t
0
|Pk(Pk−h(Yk)))|ds
≤ |k|2
(∑
h
σ2h
)∫ T
0
|Yk|ds <∞
In this section we shall deal with solutions of the stochastic system (3.34) that are strong in
the probabilistic sense, i.e. with a filtered probability space (Ω, {Ft}t≥0,P) and the Brownian
motions {W˜k}k∈J given a priori (and Bh,k constructed from {W˜k} as before).
Definition 3.12. Given y initial data as above, an energy controlled solution for the Cauchy
problem associated to system (3.34) is an adapted H-valued stochastic process, or equivalently
a family of continuous and adapted C3-valued stochastic processes {Yk}k∈Z3 , such that for all
t ≥ 0 
Yk(t) = yk +
∫ t
0
fk(s) ds− i
∑
h
σh|Ph(k)|
∫ t
0
Pk(Yk−h(s))dBh,k(s)
−
∑
h
σ2h|Ph(k)|2
∫ t
0
Pk(Pk−h(Yk(s)))ds
Y0 ≡ 0, 〈Yk, k〉 = 0
Y−k = Y k
(3.35)
and such that
sup
t∈[0,T ]
{∑
k
|Yk(t)|2 −
∫ t
0
∑
k
〈fk, Y k〉ds
}
≤
∑
k
|yk|2 P-a.s.
Theorem 3.13. For any F0-measurable initial data such that E[ |y|2H ] < ∞ and deterministic
f ∈ L2(0, T ;H), there exists an energy controlled solution of (3.35).
Proof. We construct the solution by means of a Faedo-Galerkin scheme. That is, we construct a
sequence of solutions of finite dymensional systems associated to (3.35) and we show that they
admit a convergent subsequence, whose limit is an energy controlled solution.
For any N > 0, consider the sets ΓkN = {h ∈ Z3 : 0 < |h| < N, 0 < |h− k| < N} and the system
dYk = fk dt− i
∑
h∈ΓkN
σh|Ph(k)|Pk(Yk−h)dBh,k −
∑
h∈ΓkN
σ2h|Ph(k)|2Pk(Pk−h(Yk))dt
Y0 ≡ 0, 〈Yk, k〉 = 0
Y−k = Y k
Yk(0) = yk
(3.36)
for each k ∈ Z3 such that 0 < |k| < N . We denote by yN the initial data with all components
with |k| > N set to 0. By linearity, the finite dimensional system of SDEs, together with the
74 3. The stochastic Leray-α model
F0-measurable initial data yN , has a unique global strong solution Y N = {Y Nk , 0 < |k| < N};
every component is a continuous and adapted process and the energy identity holds:
sup
t∈[0,T ]
{
|Y N (t)|2H −
∫ t
0
∑
|k|<N
〈fk(s), Y Nk (s)〉ds
}
= |yN |2H ≤ |y|2H P-a.s. (3.37)
Therefore by estimate (3.23) we obtain that for some C > 0, independent of N , P-a.s.
sup
[0,T ]
|Y N (t)|2H ≤ C
(
|yN |2H +
∫ T
0
|f(s)|2Hds
)
≤ C
(
|y|2H +
∫ T
0
|f(s)|2Hds
)
(3.38)
Since y is square integrable, it holds
E
[ ∫ T
0
|Y N (t)|2Hdt
]
≤ CT
(
E[|y|2H ] +
∫ T
0
|f(s)|2Hds
)
(3.39)
This implies that the sequence {Y N} is uniformly bounded in L2(ΩT ,PT ,PT ;H); this space was
introduced in Section 2.2 and from now on will be denoted by L2(ΩT ;H). Since L2(ΩT ;H) is
reflexive (it’s an Hilbert space), there exists a subsequence (not relabelled) Y N and an element
Y such that Y N ⇀ Y weakly in L2(ΩT ;H). In particular, for all k ∈ Z3,
Y Nk ⇀ Yk in L
2(ΩT ;C3) (3.40)
We now consider the convergence of the integrals on the r.h.s. of (3.36)1. Observe that, for any
fixed k, the operator from L2(ΩT ;H) to L2(ΩT ;C3), defined by
Z 7→
∑
h
σh|Ph(k)|
∫ ·
0
Pk(Zk−h(s)) dBh,k(s)
is linear and strongly continuous, since∫ T
0
E
∣∣∣∣∑
h
σh|Ph(k)|
∫ t
0
Pk(Zk−h(s)) dBh,k(s)
∣∣∣∣2dt
= 2
∫ T
0
∑
h
σ2h|Ph(k)|2
∫ t
0
E[|Zk−h(s)|2] ds dt
≤ 2T |k|2
∑
h
∫ T
0
E[|Zk−h(s)|2] ds = 2T |k|2‖Z‖2L2(ΩT ;H)
Therefore it’s also a weakly continuous operator, which implies that, for any k,∑
h∈ΓkN
∫ ·
0
σh|Ph(k)|Pk(Y Nk−h) dBh,k ⇀
∑
h∈Z3
∫ ·
0
σh|Ph(k)|Pk(Yk−h) dBh,k in L2(ΩT ;C3)
For the deterministic integrals, by similar reasonings we have∑
h∈ΓkN
σ2h|Ph(k)|2
∫ ·
0
Pk(Pk−h(Y Nk )) dt ⇀
∑
h∈Z3
σ2h|Ph(k)|2
∫ ·
0
Pk(Pk−h(Yk)) dt
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Since yN → y pointwise in H and ‖yN‖H ≤ ‖y‖H , by dominated convergence yN → y in
L2(Ω;H). Therefore taking the limit on both sides of equation (3.36)1 we find that Y satisfies
(3.35). Moreover, for any k the process∑
h
σh|Ph(k)|
∫ ·
0
Pk(Yk−h(s))dBh,k(s)
is a continuous martingale, since it’s the limit in L2(ΩT ;C3) of the finite series, which are
continuous martingales by the properties of stochastic integral. Therefore Y is such that Yk are
continuous and adapted processes. This shows that Y is a solution; it remains to show that it is
energy controlled. Consider the set
A =
{
Z ∈ L2(ΩT ;H) : |Z(t)|2H −
∫ t
0
〈f(s), Z(s)〉H ds ≤ |y|2H for PT -a.e.(ω, t)
}
It’s easy to check that A is a convex set. It’s also strongly closed: if a sequence Zn → Z in
L2(ΩT ;H), Zn ∈ A, then
∫ ·
0〈f(s), Zn(s)〉Hds →
∫ ·
0〈f(s), Z(s)〉Hds in L2(ΩT ;R) as well and so
we can extract a subsequence such that they both converge pointwise for PT -a.e.(ω, t); since
Zn ∈ A, this implies that Z ∈ A as well. Since A is convex and strongly closed, it’s also weakly
closed; by equation (3.37), Y N ∈ A for all N and therefore Y ∈ A as well. In particular, for P-a.e
ω, the trajectories Yk(·, ω) are continuous and there exists a set Γ(ω) ⊂ [0, T ] of full measure
(thus dense) such that
|Y (t, ω)|2H −
∫ t
0
〈f(s), Y (s, ω)〉Hds ≤ |y|2H ∀ t ∈ Γ(ω) (3.41)
Now let t ∈ [0, T ] \ Γ(ω), then there exists a sequence tn → t, tn ∈ Γ(ω). By Fatou’s lemma,
since the trajectories Yk(·, ω) are continuous,
|Y (t, ω)|2H =
∑
k
|Yk(t, ω)|2 ≤ lim inf
n→∞
∑
k
|Yk(tn, ω)|2 = lim inf
n→∞ |Y (tn, ω)|
2
H
and since the process
∫ ·
0〈f(s), Y (s)〉H ds has continuous trajectories, similarly∫ t
0
〈f(s), Y (s, ω)〉Hds = lim
n→∞
∫ tn
0
〈f(s), Y (s, ω)〉H ds
Therefore by taking the limit as n → ∞, by density of Γ(w) we obtain that inequality (3.41)
extends to all t ∈ [0, T ]. Since the reasoning holds for P-a.e. ω we obtain the conclusion.
Remark 3.14. It follows from the fact that Y is an energy controlled solution that it satisfies
the energy bound
sup
t∈[0,T ]
|Y (t)|2H ≤ C
(
|y|2H +
∫ T
0
|f(s)|2Hds
)
P-a.s.
In particular, if the initial data y ∈ L∞(Ω;H), then Y ∈ L∞(ΩT ;H). Moreover, in this case the
proof of Theorem 3.13 can be carried out taking a sequence Y N that converges weakly-? to Y
in L∞(ΩT ;H).
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Remark 3.15. Since the process Y is such that, for P-a.e. ω, its components Yk are continuous
and the trajectory Y (·, ω) is uniformly bounded in H by Remark 3.14, we can also deduce that
the process Y has P-a.s. weakly continuous trajectories in H.
Before concluding this section, we make a few observations on the structure of system (3.34); for
simplicity we restrict to the case f ≡ 0. Define the matrices
Mk :=
∑
h
σ2h|Ph(k)|2PkPk−hPk
where for any k fixed the series is absolutely convergent since
∑
h σ
2
h < ∞; define the operator
M : D(M)→ H by
g =
∑
k
gk ek 7→Mg =
∑
k
Mkgk ek
For any k, Mk is a symmetric, nonnegative matrix, therefore M is a symmetric and nonnegative
operator as well. Observe that the last term in (3.34)1 corresponds to the action of −M on Y .
Indeed, −M corresponds to the operator A defined by formula (3.7) in the first section. What
is actually interesting and unexpected is the fact that operators Kα and M commute on the
domain of definition, since they share the same eigenspaces. It follows from (3.34) that in the
case f ≡ 0 the functions E[Yk] satisfy
d
dt
E[Yk(t)] = −MkE[Yk(t)]
which implies
E[Yk(t)] = e−tMkE[yk]
which corresponds to equation (3.9). In particular, sinceMk is stricly positive on k⊥, this implies
that E[Yk] is converging to 0 exponentially fast.
3.5 The covariance matrices
In this section we are going to show strong uniqueness (in the probabilistic sense) of the energy
controlled solutions of the linear model, whose existence was just shown. For simiplicity we will
restrict ourselves to the homogeneous case f ≡ 0, since given two solutions Y and Z of the
inhomogeneous system, their difference Y − Z is a solution of the homogeneous one.
In order to show uniqueness of solutions, we will study the evolution in time of the covariance
matrices {Ak}k∈Z3 defined by
Ak(t) = E[<
(
Yk(t)⊗ Y k(t)
)
] = E[<Yk(t)⊗<Yk(t)] + E[=Yk(t)⊗=Yk(t)]
Observe that, for any t ≥ 0, Ak(t) is symmetric and semipositive definite; since 〈Yk(t), k〉 = 0
P-a.s., Ak(t)k = 0, which can also be espressed as PkAk(t) = Ak(t)Pk = Ak(t). Condition
Y−k = Y k implies Ak = A−k; moreover, by definition of Ak, Tr (Ak(t)) = E[|Yk(t)|2]. Therefore
the energy inequality yields ∑
k
Tr(Ak(t)) ≤ E[|y|2H ] ∀ t ≥ 0 (3.42)
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We are now going to show the non trivial fact that the matrices {Ak} fullfill a closed system of
linear differential equations.
Proposition 3.16. For each k 6= 0, Ak satisfies
dAk
dt
(t) =
∑
h
σ2h|Ph(k)|2
(
2PkAk−h(t)Pk − PkPk−hAk(t)−Ak(t)Pk−hPk
)
(3.43)
Remark 3.17. Observe that the r.h.s. of (3.43) is well defined whenever {Ak} is a uniform
bounded sequence, since ‖Ph‖ = 1 and
∑
h σ
2
h < ∞. We know that {Ak} enjoys better prop-
erties given by the inequality (3.42), but the equation would still be well defined without this
assumption.
Proof. We will actually show that the system (3.43) is satisfied by Ak = E[Yk ⊗ Y k]; then the
conclusion follows by taking the real parts on both sides of the system. Recall that the tensor
product ⊗ of Ito processes satisfies the property
Yk(t)⊗ Y k(t) = yk ⊗ yk +
∫ t
0
Yk(s)⊗ dY k(s) +
∫ t
0
dYk(s)⊗ Y k(s) + [Yk, Y k](t)
Using the fact that Y is a solution of (3.35) with f ≡ 0, the identity becomes
Yk(t)⊗ Y k(t) = yk ⊗ yk −
∑
h
σ2h|Ph(k)|2
∫ t
0
Yk(s)⊗ Pk(Pk−h(Y k(s)))ds
−
∑
h
σ2h|Ph(k)|2
∫ t
0
Pk(Pk−h(Yk(s)))⊗ Y k(s)ds+M(t) + [Yk, Y k](t)
where M(t) is a martingale starting from 0, given by a convergent series of stochastic integrals.
Using the property (Au)⊗ (Bv) = A(u⊗ v)BT of the tensor product and taking expectation, we
find
E[Yk(t)⊗ Y k(t)] = E[yk ⊗ yk]−
∑
h
σ2h|Ph(k)|2
(∫ t
0
E[Yk(s)⊗ Y k(s)]ds
)
Pk−hPk
−
∑
h
σ2h|Ph(k)|2PkPk−h
(∫ t
0
E[Yk(s)⊗ Y k(s)]ds
)
+ E
[
[Yk, Y k](t)
]
It remains to compute E
[
[Yk, Y k](t)
]
. Y is a solution of (3.35), therefore
[Yk, Y k](t) =
∑
h,l
σhσl|Ph(k)||Pl(k)|
∫ t
0
Pk(Yk−h(s))⊗ Pk(Y k−l(s))d[Bh,k, Bl,k](s)
= 2
∑
h
σ2h|Pk(h)|2
∫ t
0
Pk(Yk−h(s)⊗ Y k−h(s))Pkds
where we have used again [Bh,k, Bl,k](t) = 2tδh,l and the property (Au) ⊗ (Bv) = A(u ⊗ v)BT .
Taking expectation and substituting in the previous equation we find that Ak = E[Yk ⊗ Y k]
satisfy
Ak(t) = E[yk ⊗ yk] +
∑
h
σ2h|Ph(k)|2
∫ t
0
(
2PkAk−h(s)Pk −Ak(s)Pk−hPk − PkPk−hAk(s)
)
ds
which gives the conclusion.
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Remark 3.18. It can be shown with similar calculations that, defined
Ak,l(t) := E[<(Yk(t)⊗ Y l(t))]
so that Ak = Ak,k, the matrices Ak,l satisfy the following system of ODEs:
dAk,l
dt
= −
∑
h
σ2h|Ph(k)|2PkPk−hAk,l−
∑
h
σ2h|Ph(l)|2Ak,lPl−hPl + 2
∑
h
σ2h〈Ph(k), l〉PkAk−h,l−hPl
Observe the similarity of this equation and (3.43) to formula (3.11) which we found in the first
section; however an unexpected simplification has occurred, since the "diagonal" terms Ak of the
covariance operator E[Y ⊗ Y ] satisfy a closed system in which the non diagonal terms Ak,l with
k 6= l do not appear.
In order to show uniqueness of solution for system (3.35), we are going to show first uniqueness of
solutions for the equations (3.43). This is performed by showing a suitable comparison theorem;
to this aim we need to introduce some notions. Here ρ denotes the spectral radius and A ≥ B
means that the matrix A−B is semipositive definite.
Definition 3.19. A family {Ak}k∈Z3\{0} ⊂ C1([0, T ],R3×3) is admissible if Ak = ATk , Ak k = 0,
A−k = Ak for all k and ∫ T
0
∑
k
ρ(Ak(t))dt <∞
An admissible family is a supersolution of system (3.43) if, for all k,
dAk
dt
(t) ≥
∑
h
σ2h|Ph(k)|2
(
2PkAk−h(t)Pk − PkPk−hAk(t)−Ak(t)Pk−hPk
)
Analogously, an admissible family is is a subsolution of system (3.43) if, for all k,
dAk
dt
(t) ≤
∑
h
σ2h|Ph(k)|2
(
2PkAk−h(t)Pk − PkPk−hAk(t)−Ak(t)Pk−hPk
)
Remark 3.20. It’s clear by linearity of (3.43) that Ak is a supersolution if and only if −Ak is
a subsolution, and it’s a solution if and only if it’s both a supersolution and a subsolution. In
the admissibility condition we’ve used ρ, but we could have used any operator norm, since they
are all equivalent; however we can’t use the trace in general, since we are not requiring Ak to be
semipositive definite.
Theorem 3.21 (Comparison Theorem). Let {Mk} and {Nk} be respectively a supersolution
and a subsolution of (3.43) such that Mk(0) ≥ Nk(0) for all k. Then Mk(t) ≥ Nk(t) for all k
and for all t ∈ [0, T ].
Proof. Define Ak := Mk−Nk, then by linearity Ak is still a supersolution of (3.43) and Ak(0) ≥ 0
for all k; the conclusion is equivalent to showing that Ak(t) ≥ 0 for all k and t ∈ [0, T ]. The
proof is by contradiction: we will assume that there exist k and t ∈ [0, T ] such that Ak(t) has at
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least one negative eigenvalue; we will show that we can then construct inductively a sequence of
indexes {kn} and eigenvectors vn of Akn , with |vn| = 1, such that (x− = max{−x, 0})∫ T
0
∑
n
〈vn, Akn(s)vn〉−ds = +∞
which contradicts the admissibility condition, since∫ T
0
∑
n
〈vn, Akn(s)vn〉−ds ≤
∫ T
0
∑
k∈Z3
ρ(Ak(s))ds <∞
For any v, k and t we introduce the following notations:
ϕk(v, s) := −〈v,Ak(s)v〉−
ψk(v) :=
∫ T
0
ϕk(v, s)ds
Γk(v) := {s ∈ [0, T ] : ϕk(v, s) < 0}
Observe that ϕk(v, ·) is strictly negative on Γk(v) and 0 outside; ψk(v) < 0 if and only if
there exists some t ∈ [0, T ] such that 〈v,Ak(t)v〉 < 0, which implies that Ak(t) has a negative
eigenvalue. By hypothesis ϕk(v, 0) = 0 for all k and v; moreover ϕk(v, T ) ≤ 0, so we can deduce
that ∫
Γk(v)
∂ϕk
∂t
(v, s)ds ≤ 0 (3.44)
Now suppose we have and index k = kn such that ϕk admits negative values and let vn = v be
a unitary vector that minimizes ϕk (among u such that |u| = 1). Since Akk = 0, we can assume
v ∈ k⊥. By applying v to both sides of (3.43) and integrating over Γk(v) we obtain:
0 ≥
∫
Γk(v)
∂ϕk
∂t
(v, s)ds =
∫
Γk(v)
〈
v,
dAk
dt
(s)v
〉
ds
≥
∑
h
σ2h|Ph(k)|2
∫
Γk(v)
(
2〈v, PkAk−h(s)Pkv〉 − 〈v, PkPk−hAk(s)v〉 − 〈v,Ak(s)Pk−hPkv〉
)
ds
= 2
∑
h
σ2h|Ph(k)|2
∫
Γk(v)
(
〈v,Ak−h(s)v〉 − 〈Pk−hv,Ak(s)v〉
)
ds
If we define the matrices
Bh :=
∫
Γk(v)
Ah(s)ds
then by linearity of the integral we obtain∑
h
σ2h|Ph(k)|2
(
〈v,Bk−hv〉 − 〈Pk−hv,Bkv〉
)
≤ 0 (3.45)
Observe that, by the properties of Ah, Bh are such that Bhh = 0, Bh = BTh and∑
h
ρ(Bh) ≤
∑
h
∫
Γh(v)
ρ(Ah(s))ds ≤
∑
h
∫ T
0
ρ(Ah(s))ds <∞
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In particular this implies that Bk−h is infinitesimal as h goes to infinity and so in the series
in equation (3.45) some strictly negative terms must appear. Moreover, we chose v minimizing
ψk(u) and it holds ψk(v) = 〈v,Bkv〉 ≤ ψ(u) ≤ 〈u,Bku〉 for all unitary u, therefore v must be an
eigenvector of Bk, Bkv = λv where λ = λn < 0. Therefore there must exist some index h such
that
〈v,Bk−hv〉 − 〈Pk−hv,Bkv〉 = 〈Pk−hv,Bk−hPk−hv〉 − λ|Pk−hv|2 < 0
where we used the fact that Pk−hBk−hPk−h = Bk−h. Defined kn+1 = k˜ := k−h and v˜ := Pk−hv|Pk−hv| ,
it holds
〈v˜, Bk˜v˜〉 < λ
therefore ψ(v˜) < λ and we can start again the procedure; this way we construct a sequence of
indexes kn and unitary vectors vn such that the sequence∫ T
0
〈vn, Akn(s)vn〉−ds
is strictly decreasing, which gives the desired conclusion.
Corollary 3.22. The following hold:
i) (Positivity) If {Ak} is a supersolution s.t. Ak(0) ≥ 0 for all k, then Ak(t) ≥ 0 for all k, t.
ii) (Uniqueness) For any admissible initial data {ak}, i.e. such that ak = aTk , ak k = 0, a−k =
ak and
∑
k ρ(ak) <∞, there exists at most one solution of (3.43) such that Ak(0) = ak for
all k.
Proof. Part i) is straightforward; for part ii), let Ak and Bk be two solutions starting at ak, then
by applying the Comparison Theorem, first with Ak supersolution and Bk subsolution, then
conversely, we obtain Ak(t) ≥ Bk(t) and Bk(t) ≥ Ak(t) for all k, t, which implies A ≡ B.
We are now able to state a uniqueness result for system (3.35).
Theorem 3.23. There exists at most one energy controlled solution of system (3.35), that is
given a filtered probability space (Ω, {Ft}t≥0,P), a family of Brownian motions {W˜k}k∈J , an
initial data y and a deterministic function f as in Theorem 3.13, then any two energy controlled
strong solutions Y (1) and Y (2) to system (3.35) defined on (Ω, {Ft}t≥0,P) and with same initial
data y are such that, for any t ≥ 0,
Y (1)(t) = Y (2)(t) P-a.s.
In particular, if Y (1) and Y (2) are weakly continuous processes, then they are indistinguishable.
Proof. Define the process Y = Y (1) − Y (2); by linearity Y solves system (3.35) with f ≡ 0 and
initial data 0. Moreover Y (1) and Y (2) both satisfy the energy inequality and therefore bound
(3.39), which implies that ∫ T
0
E[|Y (t)|2H ] dt <∞
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Therefore the covariance matrices Ak associated to Y are an admissible solution to system (3.43)
with initial data 0. The uniqueness result for these solutions implies that Ak ≡ 0 for all k, thus
E[|Y (1)(t)− Y (2)(t)|2H ] = E[|Y (t)|2H ] =
∑
k
Tr(Ak(t)) = 0
and the conclusion follows.
Remark 3.24. For simplicity in the statement of Theorem (3.23) we have only considered
energy controlled solutions, but the proof actually shows that uniqueness holds under the weaker
assumption that Y is a strong solution of (3.35) satisfying the condition Y ∈ L2(ΩT ;H), namely∫ T
0
E[|Y (t)|2H ] dt <∞ (3.46)
This also implies a (simple) regularity result: if Y is a weakly continuous solution such that
Y ∈ L2(ΩT ;H), then it must necessarily satisfy the energy inequality.
We can now put together Theorems 3.13 and 3.23 and state the following comprehensive result.
Theorem 3.25. In the setting of Theorem 3.23, for any initial data y and deterministic function
f satisfying the usual assumptions, there exists a strongly unique energy controlled solution Y
to system (3.35). Moreover, such solution Y has P-a.s. weakly continuous trajectories. The
solutions continuously depend on the initial data y and the function f , namely if Y and Z are
solution of (3.35) respectively w.r.t. functions f and g and initial data y and z, then
sup
t∈[0,T ]
|Y (t)− Z(t)|2H ≤ C
(
|y − z|2H +
∫ T
0
|f(t)− g(t)|2H dt
)
P-a.s. (3.47)
In particular, in the case of the homogeneous system associated to (3.35), i.e. with f ≡ 0, there
is linear continuous dependence on initial data.
Proof. Existence, uniqueness and weak continuity of trajectories have already been shown. If Y
and Z are energy controlled solutions of (3.35), then by linearity W = Y − Z is a solution of
(3.35) with initial data y − z and inhomogeneous term f − g. But W satisfies an energy bound
of the form (3.46) since Y and Z do so, hence by Remark 3.24 it is the solution and so the
energy inequality must hold, which yields (3.47). In the homogeneous case there must be linear
dependence on the initial data, since if Y and Z are solutions starting respectively at y and z,
then by linearity αY + Z is a solution of the homogeneous system with initial data αy + z and
by the previous reasoning it is the unique solution for such initial data.
We can reformulate the previous result by introducing a suitable Banach space; this will also be
useful when discussing convergence in distribution of solutions in Section 3.6. Given a separable
Banach space E, consider the space of all weakly continuous functions:
C([0, T ];Ew) =
{
f : [0, T ]→ E weakly continuous
}
endowed with the norm
‖f‖∞ = sup
t∈[0,T ]
‖f(t)‖E
Observe that, if f ∈ C([0, T ];Ew), then by the Banach-Steinhaus theorem necessarily ‖f‖∞ <∞.
The following holds.
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Lemma 3.26. (C([0, T ];Ew), ‖ · ‖∞) is a Banach space.
Proof. The proof is quite standard, but we give it for the sake of completeness. It’s clear that
‖ · ‖∞ is a norm, so we only need to show completeness. Let {fn} be a Cauchy sequence, then
for any t ∈ [0, T ] {fn(t)} is a Cauchy sequence in E and so it admits limit. So we can define
pointwise the function
f(t) = lim
n→∞ fn(t)
Since {fn} is a Cauchy sequence, for any ε > 0 there exists n such that for any m ≥ n,
‖fm(t)− fn(t)‖E ≤ ε for all t ∈ [0, T ]. Taking the limit as m→∞ we obtain
‖f(t)‖E ≤ ‖f(t)− fn(t)‖E + ‖fn(t)‖E = lim
m→∞ ‖fm(t)− fn(t)‖E + ‖fn(t)‖E ≤ ε+ ‖fn(t)‖E
which shows that sup[0,T ] ‖f(t)‖E <∞. In a similar way it can be shown that
sup
t∈[0,T ]
‖f(t)− fn(t)‖E → 0 as n→∞
In order to show weak continuity of f , it suffices to show that, for any ϕ ∈ E∗, t 7→ ϕ(f(t)) is
weakly continuous. By hypothesis, ϕ ◦ fn are continuous functions, and
sup
t∈[0,T ]
|ϕ(f(t))− ϕ(fn(t))| ≤ ‖ϕ‖E∗ sup
t∈[0,T ]
‖f(t)− fn(t)‖E → 0
and so by the analogue real result we can deduce that ϕ ◦ f is continuous as it’s the uniform
limit of continuous functions; since this holds for any ϕ ∈ E∗, we can conclude.
Since we have shown that, for any initial data y ∈ L2(Ω,F0,P;H) and f ∈ L2(0, T ;H), the solu-
tions Y are pathwise weakly continuous, we can regard them as random variables in C([0, T ];Hw).
Theorem 3.25 and in particular equation (3.47) tell us that the map
L2(Ω,F0,P;H)× L2(0, T ;H)→ L2(C([0, T ];Hw), (y, f) 7→ (Y (t))t∈[0,T ]
that associates to (y, f) the unique energy controlled solution of system (3.35), is linear and
continuous.
In the remaining part of this section we are going to strengthen Theorem 3.21. While this is not
necessary in order to obtain the uniqueness result, it still gives information on the dynamics.
Let us first rewrite the system for the covariance matrices, which is given by
dAk
dt
(t) =
∑
h
σ2h|Ph(k)|2
(
2PkAk−h(t)Pk − PkPk−hAk(t)−Ak(t)Pk−hPk
)
(3.48)
Recall that we defined the symmetric, nonnegative matrices
Mk =
∑
h
σ2h|Ph(k)|2PkPk−hPk
Mk are such that PkMk = MkPk = Mk; using the fact that AkPk = PkAk = Ak, we can write
equation (3.48) as
dAk
dt
(t) = 2
∑
h
σ2h|Ph(k)|2PkAk−h(t)Pk −MkAk(t)−Ak(t)Mk
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By taking all the terms containg Ak on the r.h.s. and multiplying on both sides by etMk we
obtain
etMk
(
MkAk(t) +
dAk
dt
(t) +Ak(t)Mk
)
etMk = 2
∑
h
σ2h|Ph(k)|2etMkPkAk−h(t)PketMk
Using the fact that Pk and etMk commmute since Pk and Mk do so and properties of differenti-
ation, the above equality becomes
d
dt
(
etMkAk(t)e
tMk
)
= 2
∑
h
σ2h|Ph(k)|2PketMkAk−h(t)etMkPk (3.49)
and then integrating and multiplying on both sides by e−tMk it follows that
Ak(t) = e
−tMkAk(0)e−tMk + 2
∑
h
σ2h|Ph(k)|2Pk
(∫ t
0
e(s−t)MkAk−h(s)e(s−t)Mkds
)
Pk (3.50)
This integral formulation of equation (3.48) is useful as there is no dependence on Ak in the
series on the r.h.s.
Remark 3.27. For simplicity we have done all calculation in the case of Ak solution of (3.48),
but equation (3.50) holds (respectively with ≥ and ≤) also for supersolutions and subsolutions.
This is due to the fact that all operations applied in the calculations are order preserving; in
particular, since Mk is symmetric, etMk is symmetric as well, and multiplying on both sides by
a symmetric matrix leaves the order invariant (more generally, if A ≥ B, then for any C it holds
CACT ≥ CBCT ).
Theorem 3.28. Let Ah and Bh be respectively a supersolution and a subsolution of (3.43) such
that Ah(0) ≥ Bh(0) for all h. If there exist t > 0 and k such that Ak(t) = Bk(t), then
Ah(s) = Bh(s) ∀h, ∀ s ∈ [0, t]
Proof. As in the proof of Theorem 3.21, it suffices to show that if Ah is a supersolution such
that Ah(0) ≥ 0 for all h and there exist t > 0 and k such that Ak(t) = 0, then Ah(s) = 0 for all
h and for all s ∈ [0, t]. We already know, by Theorem 3.21, that Ah(s) ≥ 0 for all h and s; then
equation (3.50) applied to Ak(t) gives
0 = e−tMkAk(0)e−tMk + 2
∑
h
σ2h|Ph(k)|2
∫ t
0
e(s−t)MkPkAk−h(s)Pke(s−t)Mkds
Observe that the first term and the integrands on the r.h.s. are both semipositive definite, so in
order for the r.h.s. to be 0 they must be 0; since ecMk is invertible for any c, this implies that
Ak(0) = 0 and PkAk−h(s)Pk = 0 for any h such that |Ph(k)| 6= 0, i.e. for any h /∈ span(k). This
implies, by applying again equation (3.50) to Ak(s) with s < t, that Ak(s) = 0 as well.
We claim that, for any h such that PkAk−h(s)Pk = 0 and k−h /∈ k⊥, that is for any h such that
h /∈ Γk := span(k) ∪ {k + k⊥}
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we must have Ak−h(s) = 0. Indeed, we know that Ak−h(s)(k − h) = 0 and k − h /∈ k⊥;
PkAk−h(s)Pk = 0 implies that Ak−h(k⊥) ⊂ span(k). If Ak−h(k⊥) = {0}, then kerAk−h has
dimension 3 and we can conclude. If Ak−h(k⊥) 6= {0}, then kerAk−h has dimension 2 and
ImAk−h = Ak−h(k⊥) = span(k). Since Ak−h is symmetric, it is diagonalizable and therefore its
image must correspond to the eigenspace relative to the only non zero eigenvalue. But then k
is an eigenvector for Ak−h; since the orthogonal of an eigenspace must be invariant under Ak−h,
this implies that Ak−h(k⊥) ⊂ k⊥. But Ak−h(k⊥) = span(k), absurd.
So we have shown that, for any h /∈ Γk, Ak−h(s) = 0 for all s ∈ [0, t].
By iterating the same reasoning, this time starting from Ak−h(t) = 0, for h as above, we find
the conclusion.
We immediately obtain the following corollary, which shows that equation (3.43) enjoys the
property of infinite speed of signal, that is any component Ak is affected at any time t by the
inital value of any other component Ah(0), no matter how big the distance |k − h|.
Corollary 3.29. Let Ah be a solution of (3.43) with non negative initial value, i.e. Ah(0) ≥ 0
for all h, such that Ak 6= 0 for at least one k. Then Ah(t) 6= 0 for all h and for all t ∈ [0, T ].
Remark 3.30. This implies immediately that a similar property also holds for any Yk solution
to system (3.35) with f ≡ 0, since in this case Ak = E[<(Yk ⊗ Y k)] is a solution of (3.43). That
is, if the initial data y is not identically 0, then at any positive time t there cannot be components
Yk(t) such that Yk(t) = 0 P-a.s.
3.6 Girsanov transform and the nonlinear system
We now consider the nonlinear system in Ito form
dYk = fk dt− i
∑
h
σh〈Yh, k〉Pk(Yk−h)dt− i
∑
h
σh|Ph(k)|Pk(Yk−h)dBh,k
−
∑
h
σ2h|Ph(k)|2Pk(Pk−h(Yk))dt
Y0 ≡ 0, 〈Yk, k〉 = 0
Y−k = Y k
Yk(0) = yk
(3.51)
We shall deal with solutions on any fixed finite time interval [0, T ]; we will need to impose on
the initial data y a condition of the form
EQ[eδ|y|
2
] <∞ for some δ > 0
as this is the easiest condition needed on y in order for Novikov’s test (in its second version) to
be successful, as we will see; observe in particular that deterministic initial data y ∈ H, as well
as uniformly bounded initial data y, trivially satisfy such condition.
Definition 3.31. Given y as above and f ∈ L2(0, T ;H), a weak solution of system (3.51) is a
filtered probability space (Ω, {Ft}t∈[0,T ], Q), an H-valued cylindrical Wiener process W ′ and an
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H-valued stochastic process Y = (Yk)k∈Z3 on (Ω, {Ft}t∈[0,T ], Q), with continuous and adapted
components Yk such that for all t ∈ [0, T ]
Yk(t) = yk +
∫ t
0
fk(s)ds− i
∑
h
σh
∫ t
0
〈Yh(s), k〉Pk(Yk−h(s))ds
− i
∑
h
σh|Ph(k)|
∫ t
0
Pk(Yk−h(s))dB′h,k(s)−
∑
h
σ2h|Ph(k)|2
∫ t
0
Pk(Pk−h(Yk(s)))ds
Y0 ≡ 0, 〈Yk(t), k〉 = 0
Y−k(t) = Y k(t)
where the Brownian motions B′h,k are constructed from W
′ as before. We denote this solution
by ((Ω, {Ft}t∈[0,T ], Q), Y,W ′). Moreover, it is called an energy controlled weak solution if
it satisfies the energy inequality
sup
t∈[0,T ]
{∑
k
|Yk(t)|2 −
∫ t
0
∑
k
〈fk, Y k〉ds
}
≤
∑
k
|yk|2 Q-a.s.
We now apply the Girsanov transform, which was introduced in Chapter 2. Let Y = {Yk}k be
the strong energy controlled solution of (3.35) with respect to Wiener process W . Define the
process
ϕ(t) =
∫ t
0
〈Y (s), dW (s)〉H =
∑
h
∫ t
0
〈Yh(s), dW h(s)〉
Observe that, since Y−h = Y h andW−h = W h, ϕ is a real process; by the properties of stochastic
integral it’s a martingale. Using as before the fact that Wh and Wk are independent whenever
h 6= ±k, [Wk,Wk] = 0 and [Wk,W k](t) = 2tPk, we can compute
[ϕ,ϕ](t) = 2
∫ t
0
∑
k
|Yk(s)|2ds = 2
∫ t
0
|Y (s)|2Hds
We have the following.
Proposition 3.32. Let Y be the strong solution of system (3.35) with respect to a given filtered
probability space (Ω, {Ft}t≥0,P) and Wiener process W . Then
W ′(t) = W (t)−
∫ t
0
Y (s)ds
defines an H-valued cylindrical Wiener process on (Ω, {Ft}t≥0, Q), where the measure Q is
equivalent to P and
dQ
dP
= exp
(
ϕ(T )− 1
2
[ϕ,ϕ](T )
)
= exp
(∫ T
0
〈Y (s), dW (s)〉H ds−
∫ T
0
|Y (s)|2H ds
)
(3.52)
Proof. In order to apply Girsanov transform, it suffices to show that Novikov’s criterion is sat-
isfied. Since Y is an energy controlled solution, we know that
sup
t∈[0,T ]
|Y (t)|2H ≤ |y|2H + C
∫ T
0
|f(s)|2H ds P-a.s.
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where C can be taken as C = eT . Therefore
sup
t∈[0,T ]
EP[eδ|Y (t)|
2
H ] ≤ exp
(
δC
∫ T
0
|f(s)|2 ds
)
EP[eδ|y|
2
H ] <∞
Therefore Novikov’s criterion (in its second version) can be applied and the conclusion follows.
Remark 3.33. Observe that, since eϕ(t)−1/2[ϕ,ϕ](t) is a martingale starting at 1 and y is F0-
measurable, then
EQ
[
eδ|y|
2]
= EP
[
eδ|y|
2
eϕ(T )−1/2[ϕ,ϕ](T )
]
= EP
[
eδ|y|
2]
so that the condition imposed on the initial data y is left invariant by the Girsanov tranform.
Theorem 3.34. For any initial data y and function f as above, system (3.51) has an energy
controlled weak solution. Moreover, this solution is unique in law.
Proof. As far as existence is concerned, system (3.35) has a unique strong energy controlled solu-
tion defined on (Ω, {Ft},P). By applying the Girsanov transform as in the previous proposition,
we obtain a weak solution ((Ω, {Ft}, Q), Y,W ′) of (3.51). Moreover, since P and Q are equiva-
lent, the energy inequality must also hold Q-a.s. and so it’s a weak energy controlled solution.
Regarding uniqueness, if there were two different energy controlled weak solutions of (3.51), then
again by Girsanov transform each of them would give rise to a weak solution of system (3.35) by
Girsanov transform. On the other side, by the Yamada-Watanabe theorem (see the appendix),
pathwise uniqueness for system (3.35) also implies uniqueness in law. By the equivalence of Q
and P given by the density (3.52) we deduce that uniqueness in law must also hold for (3.51).
We can actually strengthen the result, by observing that the law of the solution must depend
continuously on y and f .
Theorem 3.35. Let ((Ω, {Ft}, Qn), Y n, W˜n), be a sequence of weak energy controlled solutions
associated to initial values yn and functions fn ∈ L2(0, T ;H). Assume there exist δ > 0 and
C > 0 such that
EQn
[
eδ|yn|
2
] ≤ C ∀n
and
yn → y in distribution, fn → f in L2(0, T ;H)
Then Y n → Y in distribution in C([0, T ];Hw), where ((Ω, {Ft}, Q), Y, W˜ ) is a weak solution
with initial data y and function f . Moreover, for any t ∈ [0, T ], Y n(t)→ Y (t) in distribution.
Proof. Since yn → y in distribution and H is a Polish space, by Skorokhod’s Theorem we can
consider a sequence {zn}, z of H-valued random variables defined on the same probability space
(Ω′,G,P) such that yn is distributed as zn, y is distributed as z and zn → z P-a.s. It holds
EP
[
eδ|z|
2] ≤ lim inf
n→∞ EP
[
eδ|zn|
2]
= lim inf
n→∞ EQn
[
eδ|yn|
2] ≤ C
Now letW be a cylindrical Wiener process on H, on the probability space (Ω′,G,P), independent
of the sigma algebra G0 generated by the variables yn, and consider {Ht} the augmented filtration
generated by G0 and W . Since EP[|zn|2] < ∞ for all n, we can consider the energy controlled
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solutions Zn of the linearized system with initial data zn, functions fn and driver W ; similarly
for Z with initial data z and function f . By the continuous dependence on the data and the
hypothesis we have that
sup
t∈[0,T ]
|Zn(t)− Z(t)|2H ≤ C
(
|zn − z|2H +
∫ T
0
|fn(s)− f(s)|2Hds
)
→ 0 P-a.s. (3.53)
that is, P-a.s. Zn → Z in C([0, T ];Hw). We can now construct weak energy controlled solutions
of the nonlinear system by applying Girsanov transform to Zn and Z; the associated distributions
are given by
dQ˜n
dP
= exp
(∫ T
0
〈Zn(t), dW (t)〉H −
∫ T
0
|Zn(t)|2Hdt
)
and similarly for Z. By the uniqueness in law, the solutions constructed this way must have the
same distribution as ((Ω, {Ft}, Qn), Y n, W˜n) and so it suffices to show convergence in distribution
for the first sequence. It follows from (3.53) and the fact that the stochastic integral preserves
convergence in probability that
dQ˜n
dP
→ dQ˜
dP
in probability
But then dQ˜n/dP is a sequence of positive random variables such that
EP
[
dQ˜n
dP
]
= 1, EP
[
dQ˜
dP
]
= 1,
dQ′n
dP
→ dQ
′
dP
in probability w.r.t. P
and therefore dQ˜n/dP → dQ˜/dP in L1(Ω′,P). Now let g be any continuous and bounded map
from C([0, T ];Hw) to R, then
EQ˜n [g(Z
n)] = EP
[
g(Zn)
dQ˜n
dP
]
→ EP
[
g(Z)
dQ
dP
]
= EQ˜[g(Z)]
where we have used the facts that g is bounded, Zn → Z P-a.s. and the densities converge in
L1. Therefore we can conclude that Y n → Y in distribution as well.
The last part of the statement follows from the fact that, for any t ∈ [0, T ], the evaluation map
δt : C([0, T ];Hw)→ H f 7→ f(t)
is continuous, and convergence in distribution is preserved by continuous functions.
Remark 3.36. Observe in particular that the hypothesis of the theorem hold when we consider
deterministic initial data yn ∈ H such that yn → y in H.
We conclude this section with the following comprehensive remark; here we are not only referring
to results those of this section but also Sections 3.4 and 3.5. In the Fourier space formulation of
the Leray-α model, the only consequence of the choice of the operator Kα was the appearance
of the constants σh = (1 + α|h|2)−1 which have the key property that∑
h∈Z3
σ2h <∞
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which is equivalent to Kα being a Hilbert-Schmidt operator. This was a fundamental feature in
order for the stochastic integrals to be well defined and the series to be convergent. It’s easy to see
however that all the proofs can be easily generalized to the choice of any other Hilbert-Schmidt
operator K whose eigenvectors are {ek}k. For example we could have considered
Kα = (I − α∆)−β, Kα = (I − α∆β)−1 (3.54)
for any β > 3/4. More generally, given any nonnegative Hilbert-Schmidt operator K as above,
one can define a family {Kα}α>0 of Hilbert-Schmidt operators such that Kα → I as α → 0 by
setting
Kα = (I + αK−1)−1
In fact, if Kek = λkek,
∑
k λ
2
k <∞, then
Kαek =
λk
α+ λk
,
∑
k
(
λk
α+ λk
)2
≤ 1
α2
∑
k
λ2k <∞ ∀α > 0
All the results also easily generalize in other dimensions, once the operators Kα are Hilbert-
Schmidt, which might depend on the dimension of the space. For example, in d = 2, if we chose
Kα as in (3.54), then we would need β > 1/2; more generally in Rd the condition becomes
β > d/4. The only result in which it was explicitly used the fact that we are considering
dimension d = 3 or less, and which would require a new proof in higher dimension, was Theorem
3.28 and the subsequent Corollary 3.29.
Chapter 4
Further results
4.1 Regularity of solutions
In this section we are interested in studying pathwise regularity of the solutions; we consider the
linear system (3.34), but the same results must also hold for the nonlinear one, by the equivalence
of the measures P and Q defined by the Girsanov transform. We already know that the solutions
can be regarded as random variables in C([0, T ];Hw). In order to find better regularity results,
we first need a suitable reformulation of the problem; the only reason this formulation had not
been adopted before, it’s because we were not aware of it when the previous chapters had been
developed. Recall that we have defined the spaces
H =
{
u ∈ L2(T;R3) :
∫
T
u dx = 0,∇ · u = 0
}
V =
{
u ∈ H1(T;R3) :
∫
T
u dx = 0,∇ · u = 0
}
which can be identified in Fourier space as
H =
{
u =
∑
k
uk ek : u−k = uk, u0 = 0, uk · k = 0,
∑
k
|uk|2 <∞
}
V =
{
u =
∑
k
uk ek : u−k = uk, u0 = 0, uk · k = 0,
∑
k
|k|2 |uk|2 <∞
}
More generally, we can define the family of Hilbert spaces
Hα =
{
u =
∑
k
uk ek : u−k = uk, u0 = 0, uk · k = 0,
∑
k
|k|2α |uk|2 <∞
}
with inner product
〈u, v〉Hα =
∑
k
|k|2α〈uk, vk〉
where α is a real parameter. We have H0 = H, H1 = V and for any α < β, Hβ ↪→ Hα with
continuous and compact embedding, see [22] for more details. In particular, for any α > 0,
Hα ↪→ H implies that H∗ ↪→ (Hα)∗ with continuous and compact embedding as well. If we
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identify H with its dual by Riesz theorem, then (Hα)∗ is identified with H−α. In particular
V ∗ =
{
u =
∑
k
uk ek : u−k = uk, u0 = 0, uk · k = 0,
∑
k
|uk|2
|k|2 <∞
}
Recall that the linearized system can be written in abstract form as
dY = f dt+B(◦dW, Y ) = [f +AY ]dt+B(dW, Y )
where the operator B is defined by
B(u, v) = −P [((Kαu) · ∇)v]
In general B(u, v) is not well defined as an element of H if v /∈ V . However we can regard it as
an element of V ∗ by setting
B(u, v)(ϕ) = 〈((Kαu) · ∇)ϕ, v〉H ∀ϕ ∈ V
In particular, for any fixed v ∈ H, the map u 7→ B(u, v), from H to V ∗, is linear and continuous:
sup
|ϕ|V =1
|B(u, v)(ϕ)| = sup
|ϕ|V =1
|〈((Kαu) · ∇)ϕ, v〉H | ≤ sup
|ϕ|V =1
|∇ϕ|L2 |v|H |Kαu|L∞ ≤ C|v|H |u|H
where we used the fact that Kα : H → H2 is linear and continuous and H2 ↪→ C(T;R3) by
the Sobolev embeddings. The above estimate also shows that the map v 7→ B(·, v) is linear and
continuous from H to L(H,V ∗). With a slight abuse of notation, from now on we will denote
by B also the map v 7→ B(v) = B(·, v). We can actually strengthen the previous estimate by
showing that B is a continuous map from H to L2(H,V ∗). Recall that
u =
∑
k
uk ek, v =
∑
k
vk ek ⇒ B(u, v) = −i
∑
k
(∑
h
σh〈uh, k〉Pk(vk−h)
)
ek
Therefore for any fixed u ∈ C3 and for any l ∈ Z3 \ {0},
|B(u el, v)|2V ∗ =
∑
k
σ2l
〈u, k〉2
|k|2 |Pk(vk−l)|
2
If for any l ∈ Z3 we consider two orthonormal vectors ul,1, ul,2 in C3 such that span{ul,1, ul,2} =
l⊥, then summing over l we find
‖B(v)‖2L2(H,V ∗) =
∑
l
2∑
i=1
|B(ul,i el, v)|2V ∗ =
∑
l,k
σ2l
|Pl(k)|2
|k|2 |Pk(vk−l)|
2
≤
∑
l,k
σ2l |vk−l|2 =
(∑
l
σ2l
)
|v|2H = C|v|2H
This fact now allows to give a proper meaning to the stochastic integral in the equation
dY = [f +AY ] dt+B(dW, Y ) = [f +AY ] dt+B(Y ) dW (4.1)
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Indeed, if Y is a predictable H-valued process, then B(Y ) is a predictable L2(H,V ∗)-valued
process and so a sufficient condition for∫ ·
0
B(Y (s)) dW (s) (4.2)
to be a continuous martingale in V ∗ is∫ T
0
E
[‖B(Y (s))‖2L2(H,V ∗)] ds ≤ C ∫ T
0
E
[|Y (s)|2H] ds <∞
and we know that the above condition is satisfied by the energy inequality, which holds for weak
solutions of (4.1). Recall that the operator A is given by
v =
∑
k
vk ek 7→ Av = −
∑
k
Mkvk ek (4.3)
where
Mk =
∑
h
σ2h|Ph(k)|2PkPk−hPk
A is a linear and continuous operator from V to V ∗, and more generally from Hα to Hα−2, since
there exists a constant C such that ‖Mk‖ ≤ C|k|2 and therefore
|Av|2Hα−2 =
∑
k
|k|2α−4 |Mkvk|2 ≤ C2
∑
k
|k|2α |vk|2 = C2|v|2Hα
We can regard A and B as operators A : D(A) → V ∗ and B : D(B) → L2(H,V ∗), where
D(A) = V and D(B) = H are considered as subspaces of V ∗. In this way, the results we have
proved for system (3.34) can be actually formulated as the existence and uniqueness of weak
solutions of system
dY = [f +AY ] dt+B(Y ) dW
with respect to the notion of weak solution considered in [13], namely a V ∗ valued process
satisfying the above equation in a suitable sense and such that Y ∈ D(B) PT -a.s. and
P
(∫ T
0
[|Y (s)|V ∗ + ‖B(Y (s))‖2L2] ds <∞) = 1
Moreover, the solutions of (4.1) are strong, in the sense defined in [13], if an only if in addition
Y ∈ D(A) = V PT -a.s. and
P
(∫ T
0
|AY (s)|V ∗ ds <∞
)
= 1
which would be satisfied if
P
(∫ T
0
|Y (s)|V ds <∞
)
= 1
which is consistent with our intuitive notion of what a strong solution should be, as well as
the corresponding definition in the deterministic setting. In [13], a third notion of solution of
problem (4.1) is considered, the so called mild solution. In order to define it, we first need to
study the semigroup generated by the operator A. We need the following lemma.
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Lemma 4.1. There exists constants 0 < c < C such that, for all k ∈ Z3 \ {0},
c|k|2Pk ≤Mk ≤ C|k|2Pk (4.4)
Proof. We have ∑
h
σ2h|Ph(k)|2Pk−h ≤ |k|2
(∑
h
σ2h
)
I
which implies, by multiplying both sides by Pk, that the inequality on the right of (4.4) holds
for
C =
∑
h
σ2h <∞
Regarding the other inequality, observe that for any fixed h, the matrix PkPk−hPk has eigenvalues
0, 1 and
cos2θk,k−h =
〈 k
|k| ,
k − h
|k − h|
〉2
with the eigenspaces associated to 0 and 1 being generated respectively by k and k ∧ (k − h),
whenever k and k−h are independent. In particular, sinceMk is defined by a series of semipositive
definite matrices, and for each fixed k is always possible to find h such that 0 < cos2θk,k−h < 1,
we can conclude that for fixed k there exists c such that (4.4) holds; the same argument applies
for a finite collection of k. Therefore it suffices to show that there exists c such that (4.4) holds
for all k sufficiently big, i.e. for all k such that |k| > N for some N . Let us fix k and consider
a vector x such that |x| = 3 and 〈x, k〉 = 0. Let h(k) denote (possibly one of) the vector with
integer entries closest to x. Then necessarily |x− h(k)| ≤ 1 and
Mk ≥ σ2h(k)|Ph(k)(k)|2PkPk−h(k)Pk
≥ 1
(1 + α|h(k)|2)2 |k|
2
(
1−
〈 k
|k| ,
h(k)
|h(k)|
〉2)〈 k
|k| ,
k − h(k)
|k − h(k)|
〉2
Pk
≥ 3
4(1 + 16α)2
|k|2
〈 k
|k| ,
k − h(k)
|k − h(k)|
〉2
Pk
where we used the fact that 2 ≤ |h(k)| ≤ 4 and 〈k, h(k)〉 = 〈k, h(k)− x〉 ≤ |k|. Taking the limit
as k goes to infinity we obtain
lim inf
k→∞
(
1
|k|2Mk −
3
4(1 + 16α)2
Pk
)
≥ 0
This implies that, taking c˜ < 3/4(1 + 16α)2, we can find N sufficiently big such that (4.4) holds
with c˜ for all |k| > N . By the above reasoning we can then conclude.
Corollary 4.2. A : D(A) ⊂ Hα → Hα is a closed operator, with D(A) = Hα+2; in particular
there exist constants 0 < c < C <∞ such that
c|v|Hα+2 ≤ |v|D(A) ≤ C|v|Hα+2 ∀v ∈ Hα+2
We now recall a few concepts of semigroup theory, see for instance [23] or appendix A of [13]
and the references therein.
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Definition 4.3. Given a Banach space E, a family {S(t), t ≥ 0} in L(E) is a semigroup if
S(t+ s) = S(t)S(s) ∀ t, s ≥ 0, S(0) = I
It’s a strongly continuous semigroup if in addition, for any x ∈ E, the map t 7→ S(t)x is
continuous. A strongly continuous semigroup is contractive if
‖S(t)‖ ≤ 1 ∀ t ≥ 0
Given a semigroup S, the associated infinitesimal generator A : D(A) ⊂ E → E is given by
Ax := lim
t→0+
S(t)x− x
t
for all x such that the limit exists
We also say that A generates the semigroup S, since the family {S(t), t ≥ 0} is uniquely
determined by A. Moreover, for any x ∈ D(A), the unique solution of the Cauchy problem{
u˙(t) = Au(t), t ≥ 0
u(0) = x
is given by u(t) = S(t)x.
Definition 4.4. Given an operator A : D(A) ⊂ E → E, we denote by ρ(A) its resolvent set and
by R(λ,A) = (λI −A)−1 the associated resolvent operator. We say that A is sectorial if there
exist ω ∈ R, θ ∈ (pi/2, pi) and M > 0 such that
i) ρ(A) ⊃ Sθ,w = {λ ∈ C : λ 6= ω, |arg(λ− ω)| < θ}
ii) ‖R(λ,A)‖ ≤ M|λ−ω| ∀λ ∈ Sθ,ω
Given a strongly continuous semigroup S, we say that it’s an analytical semigroup if its
infinitesimal generator A is sectorial.
Definition 4.5. Let A : D(A) ⊂ X → X be an operator on a (complex) Hilbert space X, with
D(A) dense in X. Then we define the adjoint of A, A∗ : D(A∗) ⊂ X → X, by setting
D(A∗) = {y ∈ X : |〈Ax, y〉| ≤ Cy |x| ∀x ∈ D(A) for some constant Cy}
and A∗y is defined as the unique element z such that 〈Ax, y〉 = 〈x, z〉 for all x ∈ D(A). An
operator A is said to be symmetric if
〈Ax, y〉 = 〈x,Ay〉 ∀x, y ∈ D(A)
A is self-adjoint if it is symmetric and D(A) = D(A∗). A self-adjoint operator A is nonnega-
tive (resp. nonpositive) if 〈Ax, x〉 ≥ 0 for all x ∈ D(A) (resp. ≤ 0).
Definition 4.6. A : D(A) ⊂ X → X is a variational operator on an Hilbert space X if
i) There exists a Hilbert space V densely embedded in X, a continuous bilinear form a :
V × V → R and some constants α > 0, λ0 ≥ 0 such that
−a(v, v) ≥ α|v|2V − λ0|v|2X ∀ v ∈ V (4.5)
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ii) D(A) = {u ∈ V : a(u, ·) si continuous in the topology of X}
iii) a(u, v) = 〈Au, v〉 ∀u ∈ D(A), v ∈ V
We also recall the following fundamental result, whose proof is omitted.
Proposition 4.7. Let A be a variational operator in H such that (4.5) holds. Then A generates
an analytic semigroup S such that ‖S(t)‖ ≤ eλ0t, t ≥ 0. Moreover, if A is symmetric, then A is
self-adjoint.
We are now ready to give a comprehensive statement on the operator A we are interested in.
Proposition 4.8. Consider the operator A : D(A) ⊂ V ∗ → V ∗ defined by (4.3). Then A is a self-
adjoint, nonpositive, variational operator which generates an analytical, contractive semigroup
given by
v =
∑
k
vk ek 7→ S(t)v =
∑
k
e−tMkvk (4.6)
Proof. The expression (4.6) for the semigroup follows immediately from the fact that the equation
v˙(t) = Av(t)
implies that each component vk must satisfy
v˙k(t) = −Mkvk(t)
which gives vk(t) = e−tMkvk(0) and so expression (4.6). The fact that A is symmetric follows
immediately from Mk = MTk for all k and nonpositivity is given by
〈Av, v〉 = −
∑
k
〈Mkvk, vk〉 = −
∑
k
|M1/2k vk|2 ≤ 0
By Proposition 4.7, in order to conclude it suffices to show that A is a variational operator with
λ0 = 0. Recall that H is continuously and densely embedded in V ∗; consider the bilinear form
a : H ×H → R given by
a(u, v) = −
∑
k
1
|k|2 〈Mkuk, vk〉
It’s easy to check that a is bilinear and continuous; by Lemma 4.1
−a(u, u) =
∑
k
1
|k|2 〈Mkuk, uk〉 ≥ c
∑
k
|uk|2 = c |u|2H
It’s also immediate to check that points ii) and iii) of Definition 4.5 are satisfied forD(A) = V .
We can now go back to problem (4.1). Since A generates a strongly continuous semigroup S,
any weak solution of equation (4.1), with initial data y and external forces f given, must also be
a mild solution, namely it must satisfy the fixed point equation
Y (t) = S(t)y +
∫ t
0
S(t− s)f(s) ds+
∫ t
0
S(t− s)B(Y (s)) dW (s) (4.7)
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where the last term on the r.h.s. is a stochastic convolution. We won’t discuss here in detail
properties of stochastic convolutions, for which we refer to [13]. Let us only stress that it’s not
a standard stochastic integral, since the integrand depends on t as well, and in fact the process
Z(t) :=
∫ t
0
S(t− s)B(Y (s)) dW (s)
is not a martingale. However, for fixed t, Z(t) = Z˜(t), where the process Z˜ is given by
Z˜(s) =
∫ s
0
S(t− r)B(Y (r)) dW (r)
and the last term is now a well defined stochastic integral. Indeed, since S(t−r) are deterministic
operators, there is no problem with the predictability of the integrand; by the inequality
‖S(t− s)B(Y (s))‖L2(H,V ∗) ≤ ‖S(t− s)‖L(V ∗)‖B(Y (s))‖L2(H,V ∗) ≤ ‖B(Y (s))‖L2(H,V ∗)
it’s easy to see that the conditions required on the integrand are satisfied. This has the immediate
consequence that E[Z(t)] = 0 and that several properties of stochastic integrals, like Ito isometry
and some basic estimates, still hold for stochastic convolutions. It follows from equation (4.7)
that the solution Y also satisfies
Y (t)− Y (s) = (S(t− s)− I)Y (s) +
∫ t
s
S(t− r)f(r) dr +
∫ t
s
S(t− r)B(Y (r)) dW (r) (4.8)
We can now use this identity, together with Kolmogorov continuity criterion, to obtain regularity
results for the solutions. Observe that, for any v ∈ H, the map t 7→ S(t)v is 1/2-Holder
continuous in the V ∗-topology. In fact, for any s ≤ t and for any v ∈ H,
|S(t)v − S(s)v|2V ∗ ≤ |S(t− s)v − v|2V ∗
=
∑
k
1
|k|2 |(e
−(t−s)Mk − I)vk|2
≤ 2
∑
k
1
|k|2 ‖e
−(t−s)Mk − I‖ |vk|2
≤ 2|t− s|
∑
k
‖Mk‖
|k|2 |vk|
2
≤ 2C|t− s|
∑
k
|vk|2
where we used the fact that, for any nonnegative matrix M , it holds
‖e−tM − I‖ =
∥∥∥∫ t
0
(−M)e−sM ds
∥∥∥ ≤ ‖M‖ t
This implies that we can estimate the first term on the r.h.s. of (4.8) with
|(S(t− s)− I)Y (s)|V ∗ ≤ |t− s|1/2 |Y (s)|H
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Regarding the second term, by hypothesis f ∈ L2(0, T ;H), therefore∣∣∣∣ ∫ t
s
S(t− r)f(r) dr
∣∣∣∣
H
≤ |t− s|1/2
(∫ t
s
|f(r)|2H dr
)1/2
≤ |t− s|1/2 |f |L2
and clearly a similar estimate also holds for the V ∗-norm. For the last term, we can use Theorem
(2.30) to obtain
E
[∣∣∣ ∫ t
s
S(t− r)B(Y (r)) dW (r)
∣∣∣p
V ∗
]
≤ C E
[(∫ t
s
‖S(t− r)B(Y (r))‖2L2 dr
)p/2]
≤ C˜ E
[(∫ t
s
|Y (r)|2H dr
)p/2]
In particular it follows from the energy inequality that, if y ∈ Lp(Ω,F0,P;H), p > 2 then we
have a uniform bound on |Y (r)|2H and so for a suitable constant we obtain
E
[∣∣∣ ∫ t
s
S(t− r)B(Y (r)) dW (r)
∣∣∣p
V ∗
]
≤ C|t− s|p/2
Putting together the previous estimates and the inequality |a+ b+ c|p ≤ 3p−1(|a|p + |b|p + |c|p),
as well as Kolmogorov continuity criterion, we obtain the following result.
Proposition 4.9. Let Y be the energy controlled solution of system (3.34) (respectively (3.51))
with given data y and f . Then for any p ≥ 2, if y ∈ Lp(Ω,F0,P;H), there exists a constant
C = C(p, y, f) such that
E
[|Y (t)− Y (s)|pV ∗] ≤ C|t− s|p/2
In particular, Y is α-Holder continuous in V ∗ for any α < 12 − 1p .
Remark 4.10. If y admits moments of any order, in particular if it’s deterministic, y ∈
L∞(Ω,F0,P;H) or there exists δ > 0 such that E[eδ|y|2H ] < ∞, then we can conclude that
Y ∈ C 12−([0, T ];V ∗). This is actually a very intuitive result, since for the deterministic Leray-α
of Euler equations the existence of weak solutions Lipschitz in V ∗ is known, see [7]. By the
properties of stochastic integral, it’s reasonable to expect the solutions of the stochastic system
to have "half" the regularity of the deterministic ones. Observe however that in the previous
calculations we used quite rough estimates: most of the time we only used contractivity of S,
which however has a very strong regularising effect. Therefore it is not to exclude that better
regularity results can be found, at least for sufficiently regular data y and f . For example, we
are still not able to show that the solutions are pathwise continuous in H.
Remark 4.11. The formulation (4.1) of problem (3.34) introduced in this section allows to have
a clear picture of the reason why introducing the operator Kα and a multiplicative noise ◦dW
works so well in this setting. It is only thanks to the presence of the operator Kα that we can
define the map B : H → L2(H,V ∗), which wouldn’t have this regularity otherwise; passing from
the Stratonovich formulation to the Ito one gives rise to the operator A, which as we’ve seen is
negative definite and generates an analytic semigroup. Indeed, A plays the role of a Laplacian
∆: their domain of definition is the same, their graph norms are equivalent and they have a
common orthonormal basis of eigenvectors. This also implies that the interpolation spaces that
can be defined starting from the associated analytical semigroups (see [23] for details) coincide.
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4.2 Continuity on average and transition probabilities
In the previous section we have studied pathwise regularity of solutions, but we haven’t been able
to determine whether the solutions are pathwise (strongly) continuous in H. Here we provide a
weaker result, namely that the solutions are continuous in L2(Ω,F ,P;H) with respect to time.
In this section, | · | and 〈·, ·〉 denote the norm and scalar product in H. As usual we consider
a fixed filtered probability space L2(Ω, {Ft},F ,P;H) and an Ft-Wiener process W ; for any
y ∈ L2(Ω,F0,P;H) and f ∈ L2(0, T ;H), we denote by {Y (t; y, f), t ∈ [0, T ]} the unique solution
of the linear system (3.34) with initial data y, external forces f and driver W . However, when
there is no ambiguity we will only write Y (t). Recall that for such solution, the energy inequality
holds:
sup
t∈[0,T ]
{
|Y (t; y, f)|2 −
∫ t
0
〈f(s), Y (s; y, f)〉 ds
}
≤ |y|2 P-a.s.
Observe that, for any fixed t, if we define the process Z(s) := Y (t + s; y, f), then Z is again a
solution of system (3.34), this time with respect to the filtration {Gs, s ∈ [0, T − t]} given by
Gs = Ft+s, driver W˜ (s) = W (s + t) − W (t), initial data Y (t; y, f) ∈ G0 and external forces
τ(t)f(·) = f(t + ·) ∈ L2(0, T − t;H). In particular by uniqueness, Z must satisfy the energy
inequality as well, which implies that for any fixed t ∈ [0, T ], P-a.s.
sup
s∈[t,T ]
{
|Y (s; y, f)|2 −
∫ s
0
〈f(r), Y (r; y, f)〉 dr
}
≤ |Y (t; y, f)|2 −
∫ t
0
〈f(r), Y (r; y, f)〉 dr (4.9)
This allows to prove the following lemma.
Lemma 4.12. For any initial data y ∈ L2(Ω,F0,P;H) and for any f ∈ L2(0, T ;H), the energy
function
E(t) = E
[
|Y (t)|2 −
∫ t
0
〈f(r), Y (r)〉 dr
]
is a decreasing, right continuous function.
Proof. The fact that E is decreasing is an immediate consequence of (4.9). In order to show that
a decreasing function is right continuous, it suffices to show that it’s lower semicontinuous. The
function
t 7→ E
[ ∫ t
0
〈f(r), Y (r)〉 dr
]
=
∫ t
0
〈f(r),E[Y (r)]〉 dr
is continuous, since by Cauchy inequality and the energy bound
〈f(·),E[Y (·)]〉 ∈ L1(0, T ;R)
Therefore it’s enough to show lower semicontinuity of t 7→ E[|Y (t; y, f)|2]. Since Y ( · ; y, f) is
pathwise weakly continuous, by properties of weak convergence |Y ( · ; y, f)| is pathwise lower
semicontinuous. Then by Fatou’s lemma
E[|Y (t0)|2] ≤ E
[
lim inf
t→t0
|Y (t)|2
]
≤ lim inf
t→t0
E
[ |Y (t)|2]
which gives the conclusion.
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It follows by properties of decreasing functions that E can have at most countable points of
discontinuity. In particular, since the second term in the definition of E is continuous, it follows
that the map
t 7→ E[ |Y (t)|2]
is right continuous and admits at most countable points of discontinuity. This is a key fact in
the proof of the following result.
Theorem 4.13. Let y ∈ L2(Ω,F0,P;H) and f ∈ L2(0, T ;H) and consider the associated
solution Y (t). Then the map t 7→ Y (t) is continuous from [0, T ] to L2(Ω,F ,P;H).
Proof. We divide the proof in several steps.
Step 1. The map t 7→ Y (t) is weakly continuous from [0, T ] to L2(Ω,F ,P;H). Namely, if t→ t0,
then Y (t) ⇀ Y (t0). This is equivalent to showing that, for any X ∈ L2(Ω,F ,P;H), it holds
lim
t→t0
E[〈X,Y (t)〉] = E[〈X,Y (t0)〉]
Since Y is pathwise lower semicontinuous, 〈X,Y (t)〉 → 〈X,Y (t0)〉 P-a.s.; by the energy bound
|〈X,Y (t)〉| ≤ C|X|(1 + |y|) ∈ L1(Ω,F ,P;R)
and so by dominated convergence we conclude.
Step 2. Recall that for general Hilbert spaces, xn → x if and only if xn ⇀ x and |xn| → |x|.
Therefore in order to show that Y (t)→ Y (t0) in L2(Ω,F ,P;H), by the previous step it suffices
to show that E[|Y (t)|2]→ E[|Y (t0)|2]. Namely we only need to show that the function
t 7→ E[|Y (t)|2] (4.10)
is continuous on [0, T ]. Since we already know that such function is right continuous and admits
at most countable points of discontinuity, we deduce that the same must hold for t 7→ Y (t).
Step 3. We claim that, if t 7→ Y (t) is continuous at t0, then it must be continuous on [t0,+∞).
Let us first show how the claim implies the conclusion: since the map can have at most a
countable number of discontinuities, for any ε > 0 we can find a continuity point in (0, ε) and
therefore by the claim, the map must be continuous on [ε,∞). As the reasoning holds for any
ε > 0, we find continuity on (0,+∞), and continuity at 0 is given by right continuity of the map.
Step 4. It remains to prove the claim. We first give an heuristic idea of the proof and then
formalize it properly. Recall that, for any fixed t, the map (y, f) 7→ Y (t; y, f) is continuous (in
the usual spaces). Now assume that we have continuity at t0, namely Y (t; y, f)→ Y (t0; y, f) as
t→ t0. Then we can apply again the above map, for some s > 0, to find that Y (s;Y (t; y, f), f)→
Y (s;Y (t0, y, f), f) as well. But by uniqueness of the solutions we know that
Y (s;Y (t; y, f), f) = Y (t+ s; y, f)
which implies that Y (t + s; y, f) → Y (t0 + s; y, f), which implies continuity at t0 + s. As the
reasoning holds for any s > 0, we can conclude.
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The main reason why the above argument is incorrect is that the map (y, f) 7→ Y (s; y, f) is
defined only for y ∈ F0 and so it cannot be applied again to Y (t; y, f) as predictability of the
process would fail. In order to make it rigorous, we use a coupling argument. Fix ε > 0 and
consider the filtration Gs = Fs+t0+ε and the Gs-Wiener process W˜s = W (s+ t0 + ε)−W (t0 + ε).
Then, for all t ∈ (t0 − ε, t0 + ε), Y (t; y, f) is G0-measurable and is an admissible initial data for
system (3.34) with respect to the filtered probability space (Ω, {Gs},F ,P) and the driver W˜ . We
can therefore consider the unique solution of system (3.34) with initial data Y (t; y, f) and external
forces τt(f), which we denote by Y˜ ( · ;Y (t; y, f), τt(f)). By hypothesis Y (t; y, f)→ Y (t0; y, f) in
L2(Ω,G0,P;H) and by the properties of translations τt(f)→ τt0(f) as t→ t0, therefore for any
s > 0 it holds
Y˜ (s;Y (t; y, f), τt(f))→ Y˜ (s;Y (t0; y, f), τt0(f))
and in particular
E
[ |Y˜ (s;Y (t; y, f), τt(f))|2]→ E[ |Y˜ (s;Y (t0; y, f), τt0(f))|2]
But by uniqueness in law Y˜ (s;Y (t; y, f), τt(f)) must be distributed as Y (t+s; y, f) and similarly
Y˜ (s;Y (t0; y, f), τt0(f)) as Y (t0 + s; y, f), therefore
E
[ |Y (t+ s; y, f)|2]→ E[ |Y (t0 + s; y, f)|2]
which implies by Step 2 that Y (t + s; y, f) → Y (t0 + s; y, f) as t → t0, namely continuity at
t0 + s. As the reasoning holds for any s > 0, we find the conclusion.
Remark 4.14. It follows from the previous proof that the same result holds for the solutions of
the nonlinear system (3.51), for any initial data y such that E[ eδ|y|2 ] <∞ and f ∈ L2(0, T ;H).
Indeed, since the solutions are still pathwise weakly continuous and the energy bound holds, it
suffices to show that the map t 7→ E[|Y (t)|2] is continuous. Since this is a condition on the law of
the solution, which is unique, we only need to show it for a suitable weak solution of our choice.
In particular, if we construct the solution starting from the one of the linear system and applying
Girsanov transform, since the measures P and Q are equivalent, convergence in probability is
preserved. It follows then from Y (t)→ Y (t0) in L2(Ω,F ,P;H) that Y (t)→ Y (t0) in probability
with respect to Q; then the energy bound allows to apply dominated convergence to find that
Y (t)→ Y (t0) in L2(Ω,F , Q;H) as well.
A simple application of the previous result regards the transition semigroup associated to the
dynamics; for simplicity we only consider it in the linear case. Let us recall that, for any s < t,
the solutions Y satisfy the identity
Y (t) = S(t− s)Y (s) +
∫ t
s
S(t− r)f(r) dr +
∫ t
s
S(t− r)B(Y (r)) dW (r)
Then taking expectation, by the properties of stochastic integral we obtain
E
[
Y (t)
∣∣Fs] = S(t− s)Y (s) + ∫ t
s
S(t− r)f(r) dr = E[Y (t)∣∣Y (s)]
100 4. Further results
which shows that, for any initial data y and external forces f , the solutions {Y (t), t ∈ [0, T ]} are
markovian. We can also consider the maps
Pt : Cb(H)→ Cb(H), (Pt g)(x) = E[g(Y (t;x))] (4.11)
where Cb(H) denotes the space of continuous and bounded functions from H to R, endowed with
the supremum norm, and Y (t;x) is the solution starting at x ∈ H with external forces f ≡ 0.
The family {Pt}t≥0 is called the transition semigroup associated to system (3.34). Let us
actually show that it is a semigroup; first of all, it’s clear that P0 = I. We must now show that,
for any t > 0 and g ∈ Cb(H), Pt g ∈ Cb(H) as well. Indeed, if xn → x, then for any t ≥ 0 we
know that Y (t;xn)→ Y (t;x) in L2(Ω,F ,P;H), thus by dominated convergence (‖g‖∞ <∞)
(Pt g)(xn) = E[g(Y (t;xn))]→ E[g(Y (t;x))] = (Pt g)(x)
which shows that Pt g ∈ Cb(H). Linearity of Pt is immediate and
‖Pt g‖∞ ≤ ‖g‖∞
which shows that Pt ∈ L(Cb(H)) for all t ≥ 0. It remains to show the semigroup property,
namely Pt ◦ Ps = Pt+s. Let us make a quick remark: when defining the semigroup as in (4.11),
in order to construct the solutions Y (t;x) we are choosing a stochastic basis (Ω,Ft,F ,P) and an
Ft-Wiener process; however the definition is independent of such choice, since uniqueness in law
holds and the definition of Pt only relies on the law of the solution Y (t;x). In particular, the
semigroup property is a consequence of uniqueness in law: if we take consider a solution Y (t;x)
and then we construct another solution, starting at Y (t;x), with respect to a Wiener process
independent of Ft, then the obtained process Y˜ (s;Y (t;x)) must be distributed as Y (t+ s;x).
It follows from Theorem 4.13 that, for any fixed g ∈ Cb(H) and x ∈ H, the map
t 7→ (Pt g)(x)
is continuous. Indeed, for any fixed t0, we know that Y (t;x) → Y (t0;x) in L2(Ω,F ,P;H) as
t→ t0, therefore by dominated convergence
(Pt g)(x) = E[g(Y (t;x)]→ E[g(Y (t0;x)] = (Pt0 g)(x) as t→ t0
Together with the fact that Pt g is continuous, this can be summarized as the fact that the map
(t, x) 7→ (Pt g)(x)
is continuous for any fixed g ∈ Cb(H). It can also be shown that the semigroup {Pt} also acts
on Bb(H), where Bb(H) denotes the set of all bounded Borel maps from H to R, endowed with
the ‖ · ‖∞ norm. The proof is standard and is taken from [14].
Lemma 4.15. Pt ϕ ∈ Bb(H) for all ϕ ∈ Bb(H) and t ≥ 0.
Proof. We start with ϕ = 1C , where C is a closed subset of H. For all n ≥ 1 define
Cn = {x ∈ H : d(x,C) ≥ 1/n}, ϕn(x) = d(x,C
n)
d(x,C) + d(x,Cn)
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Then ϕn is a sequence in Cb(H) such that, for fixed x, ϕn(x) ↓ ϕ(x) as n → ∞. Consequently
by monotone convergence it holds
(Pt ϕ
n)(x) ↓ (Pt ϕ)(x) as n→∞ ∀x ∈ H, t ≥ 0
But ϕn ∈ Cb(H), therefore ϕn ∈ Bb(H) and we can conclude that ϕ ∈ Bb(H) as it’s the pointwise
limit of Borel maps. The rest of the proof is based on approximation techiques: we can extend
the result first to ϕ ∈ 1Γ, for any Borel set Γ, then by linearity to any simple function and finally
to any ϕ ∈ Bb(H).
It’s clear that, for any t ≥ 0, Pt is a continuous and linear map also from Bb(H) to itself. The
fact that Pt acts from Cb(H) to itself is usually referred as Feller property. Further properties
of the transition semigroup generated by system (3.34) (and system (3.51)) are yet to be studied
and could provide fundamental information on the long time behaviour of the system, such as
irreducibility and ergodicity. It is not known whether {Pt} satisfies the strong Feller property,
namely Ptϕ ∈ Cb(H) for all t > 0 and ϕ ∈ Bb(H).
4.3 Anomalous dissipation of energy
In this section we consider the linear system (3.34) in the homogeneous case f ≡ 0 and initial
data y ∈ L2(Ω,F0,P;H). As before, 〈·, ·〉 and | · | denote the scalar product and norm in H and
{Y (t; y), t ≥ 0} denotes the solution starting at y. We know that
sup
t≥0
|Y (t; y)| ≤ |y| P-a.s.
This is a consequence of the energy inequality, which was initially introduced as a weakened
version of the energy invariance, which only holds formally, namely if the solutions are regular
enough. It’s therefore natural to investigate whether the energy is actually preserved by the
dynamics or if there exist some initial data y and time t > 0 such that
P
(|Y (t; y)| < |y|) > 0
In this case we say that anomalous dissipation of energy has occurred. This problem was
initially studied for the deterministic Euler equations, where the existence of weak solutions
displaying such phenomenon was found by Shnirelman and later De Lellis, see [24] and [25].
From a physical point of view, anomalous dissipation is actually expected to happen, since the
solutions of Euler equations are believed to be turbulent, i.e. obtained as a vanishing viscosity
limit of the solutions of the corresponding Navier-Stokes equations. Numerical simulations hint
that the rate of dissipation of energy of the solutions of Navier-Stokes does not tend to 0 as the
viscosity does, which suggests that turbulent solutions of Euler equations should have a positive
rate of dissipation as well. Since uniqueness of weak solutions of Euler equations does not hold,
anomalous dissipation could then play the role of a selection principle of physically meaningful
solutions. It also gives important information on the dynamics, since a dissipative solution cannot
be too regular, in particular it can’t be a strong solution for all times; if anomalous dissipation
were to be shown for all initial data, this would imply that regular solutions blow-up in finite
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time. Evidence suggesting that our system should display anomalous dissipation is also given
by [26], where it was shown for a stochastic dyadic model with Stratonovich multiplicative noise
which enjoys properties very similar to our model. An heuristic explanation of dissipation of
energy can be given when looking at the dynamics in Fourier space: the energy is believed to
pass from lower to higher modes, faster and faster, in a cascade mechanism which leads to
some amount of it "escaping at infinity" in finite time; this can be also seen as some kind of weak
convergence which is not also strong and thus creates an energy gap. Anomalous dissipation
of energy could even be the cause behind well-posedness of our system: in models arising from
fluid dynamics, uniqueness may be broken by spontaneous generation of energy, such as the
appearance of vortexes, which could be caused by energy "entering from infinity". The role of
the noise could be preventing this type of phenomena to occur forcing the energy to "go in the
other direction", namely decrease in time.
Even if we haven’t been able to find a full answer for our system, we collect here the partial
results obtained so far.
Definition 4.16. We say that, for a given initial data y, the solution Y ( · , y) is energy pre-
serving if E[ |Y (t; y)|2] = E[ |y|2] for all t ≥ 0. Otherwise, the solution shows anomalous
dissipation of energy.
Remark 4.17. It’s easy to see that such definition is equivalent to the previous one: since
|Y (t; y)| ≤ |y| with probability 1,
E[ |Y (t; y)|2] = E[ |y|2] ⇔ |Y (t; y)| = |y| P-a.s.
However, Definition 4.16 is preferable for several reasons: it’s related to the deterministic function
t 7→ E[ |Y (t; y)|2], which is continuous and decreasing, and can be expressed in function of a
deterministic system, namely the covariance matrices of Section 3.5. Observe that the above
definition only depends on the law of Y ( · , y) and not the particular stochastic basis or Wiener
process considered, so that it’s a well defined property of the initial data y (actually, of its law).
For this reason, even if we will restrict to F0-measurable initial data, the definition could be
extended to any square integrable, H-valued random variable, as it’s always possible to construct
a cylindrical Wiener processW independent of it and then consider the solutions of system (3.34)
starting at y with driver W .
Remark 4.18. Even if for simplicity we consider the linear system (3.34), an initial data y ∈ H
gives rise to an energy preserving solution of (3.34) if and only if it does for the nonlinear system
(3.51). Indeed, even in the nonlinear case the definition only relies on the law of the solution, so
that we can restrict to consider solutions constructed via Girsanov transform; since the measures
P and Q are equivalent,
P(|Y (t; y)| = |y|) = 1 ⇔ Q(|Y (t; y)| = |y|) = 1
which also implies that
EP[ |Y (t; y)|2] = EP[ |y|2] ⇔ EQ[ |Y (t; y)|2] = EQ[ |y|2]
The same holds for any initial data y such that EP[ eδ|y|
2]] <∞ for some δ > 0.
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Since the function t 7→ E[ |Y (t; y)|2] is decreasing, for any y ∈ L2(Ω,F ,P;H) the following
function is well defined:
F : L2(Ω,F0,P;H)→ R, F (y) = lim
t→∞E[ |Y (t; y)|
2]
Moreover, since the solutions depend continuously on the initial data, the same holds for the limit
and F is a continuous map. It’s also locally Lipschitz: if y and z are such that ‖y‖L2 , ‖z‖L2 ≤ N ,
then ∣∣E[ |Y (t; y)|2 − |Y (t; z)|2]∣∣ ≤ E[ |Y (t; y)− Y (t; z)| |Y (t; z) + Y (t; y)|]
≤ E[ |Y (t; y − z)|2 ] 12 E[ |Y (t; y + z)|2 ] 12
≤ E[ |y − z|2 ] 12 E[ |y + z|2 ] 12
≤ 2N ‖y − z‖L2
and the inequality still holds when passing to the limit as t → ∞. By the energy inequality
F (y) ≤ ‖y‖2L2 and by definition, Y (t; y) is energy preserving if and only if F (y) = ‖y‖2L2 . We
can then investigate the properties of some level sets of F .
Proposition 4.19. Consider the subsets of L2(Ω,F0,P;H) given by
Γ :=
{
y : Y ( · ; y) is energy preserving}
Θ :=
{
y : F (y) = 0
}
then Γ and Θ are closed subspaces of L2(Ω,F0,P;H).
Proof. It’s clear that Γ and Θ are closed by continuity of F , we only need to show that they are
subspaces. In the case of Θ, by the basic inequality |a + b|2 ≤ 2|a|2 + 2|b|2 and linearity of the
solutions it follows that
F (αy + βz) ≤ 2(α2F (y) + β2F (z))
which shows that Θ is a subspace. Consider now Γ. Recall that in the proof of Theorem 3.13,
when we constructed the solution Y (t; y) on any finite interval [0, T ], we employed a Galerkin
scheme, constructing a sequence Y N of solutions of finite dimensional problems such that (in the
case f ≡ 0) ∫ T
0
E
[ |Y N (t)|2] dt = T E[ |yN |2]
where yN denotes the projection of y on a finite dimensional space, and Y N ⇀ Y in L2(ΩT ;H).
Since L2(ΩT ;H) is an Hilbert space and Y N ⇀ Y , Y N → Y if and only if the relative norms
converge. But by hypothesis Y ( · ; y) is an energy preserving solution, so that∫ T
0
E[|Y (t; y)|2] dt = T E[|y|2]
and yN → y in L2(ΩT ;H), thus
∫ T
0 E[|Y N (t; y)|2] dt → TE[|y|2] and we can deduce that Y N
converge to Y in L2(ΩT ;H). This gives a characterization of energy preserving solutions: Y ( · ; y)
is energy preserving if and only if it’s the strong limit in L2(ΩT ;H) of the sequence Y N ( · ; y),
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for any T > 0. Since the map y 7→ Y N ( · ; y) is linear for any N , this implies that if Y N ( · ; y)→
Y ( · ; y) and Y N ( · ; z)→ Y ( · ; z), then
Y N ( · ;αy + βz) = αY N ( · ; y) + βY N ( · ; z)→ αY ( · ; y) + βY ( · ; z) = Y ( · ;αy + βz)
which implies that Γ is a linear subspace.
Remark 4.20. If we extended the definition of F also to non F0-measurable initial data, then
F would be invariant under the dynamics: given a solution Y ( · ; y), for any t ≥ 0 the process
Y (t + · ; y) is still a solution, with initial data Y (t; y) and driver W˜ (s) = W (t + s) −W (t), so
that
F (Y (t; y)) = lim
s→∞E[ |Y (t+ s; y)|
2] = F (y)
It follows that, if we extended the definition of Γ and Θ as well, being level sets of F , they
would be invariant under the dynamics as well. The problem with this reasoning is that it’s
unclear, if we considered initial data which are not measurable with respect to the same F0, how
to treat their sum as a random variable; i.e. if we extended the definition of Γ and Θ, it would
be unclear how to treat them as subspaces. Anyway, even restricting to F0-measurable initial
data, the above result is quite surprising, especially in the case of Γ: we are able to deduce, from
properties of the laws of two initial data y1 and y2, that the same property must also hold for
their sum y1 + y2, regardless of their joint distribution.
Remark 4.21. In a similar fashion, we can define the following subsets of H:
Γ̂ :=
{
y ∈ H : Y ( · ; y) is energy preserving}
Θ̂ :=
{
y ∈ H : F (y) = 0}
and by the same proof, Γ̂ and Θ̂ are closed subspaces of H. It’s easy to see that, if y ∈
L2(Ω,F0,P;H) takes values in Γ̂, then y ∈ Γ: it can be checked that it holds for y simple and
then it can be extended to any y as above by approximation. Similarly, if y takes values in Θ̂,
then y ∈ Θ. However, we don’t have a proof of the converse implications.
We can now use the characterization of the energy preserving solutions obtained in the previous
proof to show that they enjoy a form of "stability" with respect to all other solutions.
Proposition 4.22. Let y ∈ Γ. Then for any z ∈ L2(Ω,F0,P;H) and for any T > 0 it holds
E[〈y, z〉] = 1
T
∫ T
0
E
[〈Y (t; y), Y (t; z)〉] dt (4.12)
Proof. We observed initially that the linear system (3.34), if f ≡ 0, formally preserves energy;
this was the starting point for the introduction of the concept of energy controlled solutions. A
closer inspection reveals that the system formally preserves scalar products, that is if Y (t; y) and
Y (t; z) are solutions, then formally 〈Y (t; y), Y (t; z)〉 = 〈y, z〉. In particular, when we consider
the solutions Y N (t; y) of the Galerkin scheme, the previous equality actually holds and so∫ T
0
E[〈Y N (t; y), Y N (t; z)〉] dt = T E[〈yN , zN 〉]
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Since y ∈ Γ, we know that Y N ( · ; y) → Y ( · ; y) in L2(ΩT ;H). Moreover, Y N ( · ; z) ⇀ Y ( · ; z)
and so by properties of weak convergence it follows that
〈Y N ( · ; y), Y N ( · ; z)〉L2(ΩT ;H) → 〈Y ( · ; y), Y ( · ; z)〉L2(ΩT ;H)
that is
lim
N→∞
T E[〈yN , zN 〉] = lim
N→∞
∫ T
0
E[〈Y N (t; y), Y N (t; z)〉] dt =
∫ T
0
E[〈Y (t; y), Y (t; z)〉] dt
Using the fact that yN → y and zN → z in L2(Ω,F0,P;H), the conclusion follows.
Corollary 4.23. For any y ∈ Γ and z ∈ L2(Ω,F0,P;H),
E[〈Y (t; y), Y (t; z)〉] = E[〈y, z〉] ∀ t ≥ 0
In particular, Γ and Θ are orthogonal subspaces of L2(Ω,F0,P;H); similarly, Γ̂ and Θ̂ are
orthogonal subspaces of H.
Proof. Fix t > 0; then by considering as usual W˜ (s) = W (t+ s)−W (t), F˜s = Ft+s, Y (t+ s; y)
and Y (t+s; z) are solutions with driver W˜ and initial data Y (t; y), Y (t; z) ∈ F˜0. Moreover, since
y ∈ Γ, Y (t; y) ∈ Γ˜, which is defined as Γ but with F˜0-measurable initial data. We can therefore
apply (4.12) to Y (t; y) and Y (t; z) to obtain
E
[〈Y (t; y), Y (t; z)〉] = 1
T
∫ T
0
E
[〈Y (t+ s; y), Y (t+ s; z)〉] ds = 1
T
∫ T+t
t
E
[〈Y (s; y)), Y (s; z))〉] ds
and (4.12) also holds for E[〈y, z〉]. But then, observing that for any fixed t > 0
lim
T→∞
1
T
∫ T+t
t
E[〈Y (s; y)), Y (s; z))〉]ds− 1
T
∫ T
0
E[〈Y (s; y)), Y (s; z))〉]ds = 0
the conclusion follows. In particular, if z ∈ Θ (respectively Θ̂) then E[|Y (t; z)|2] → 0, which
implies that
E[〈y, z〉] = lim
t→∞E[〈Y (t; y), Y (t; z)〉] = 0
Up to now, we have treated the problem of anomalous dissipation in a quite abstract way. This
is useful as the results obtained in this way are likely to be true also for similar models, but has
the drawback of not fully exploiting the structure of this particular one. Instead, from now on
we will approach the problem by studying the corresponding covariance matrices, which were
introduced in Section 3.5. Recall that they are defined as Ak = <
(
E[Yk(t; y)⊗ Y k(t; y)]
)
, satisfy
the properties Ak = A−k, Ak = ATk and AkPk = PkAk = Ak and solve the system
dAk
dt
= 2
∑
h
σ2h|Ph(k)|2PkAk−hPk −MkAk −AkMk (4.13)
where
Mk =
∑
h
σ2h|Ph(k)|2PkPk−hPk
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The covariance matrices are a fundamental tool in the study of anomalous dissipation because
the energy function is entirely determined by them, since
E[ |Y (t; y)|2] =
∑
k
Tr(Ak(t)) ∀ t ≥ 0
In Section 3.5 we have already proved several results for system (4.13), in particular two com-
parison principles. We now need the following additional one.
Lemma 4.24. Let {Ah(t)}h be a supersolution of (4.13) with non zero, nonnegative initial data
{Ah(0)}h. If there exist t > 0 and k such that Ak(t) has rank at most one, then
Ah(s) = 0 for all h ∈ Z3 \ 0 and s ∈ [0, t]
Proof. We know by the comparison principle that Ah(s) ≥ 0 for all h and s. In order to obtain
the conclusion, by Corollary 3.29, it suffices to show that Ak(t) = 0. Ak(t) is a symmetric matrix
and Ak(t)k = 0, therefore it has rank at most one if and only if there exists a vector v, |v| = 1,
such that 〈v, k〉 = 0 and Ak(t)v = 0. Recall that, being {Ak}k a supersolution of (4.13), it holds
Ak(t) ≥ e−tMkAk(0)e−tMk +
∑
h
σ2h|Ph(k)|2Pk
(∫ t
0
e−(t−s)MkAk−h(s)e−(t−s)Mk ds
)
Pk (4.14)
Also recall that, for any symmetric semipositive definite matrix B,
Bu = 0⇔ 〈u,Bu〉 = 0
Applying (4.14) to v we obtain
0 ≥ 〈e−tMkv,Ak(0)e−tMkv〉+
∑
h
σ2h|Ph(k)|2
(∫ t
0
〈e−(t−s)Mkv,Ak−h(s)e−(t−s)Mkv〉 ds
)
Using the fact that all the terms are nonnegative and the property mentioned above, as well as
the continuity of t 7→ Ah(t), we obtain:
Ak−h(s)e−(t−s)Mkv = 0 ∀h such that |Ph(k)|2 6= 0 and ∀ s ∈ [0, t]
In particular, Ak−h(t)v = 0 for all h not belonging to span(k). If v /∈ span(k − h), this implies
that Ak−h(t) has rank at most one as well. Observe that if v ∈ span(k−h), i.e. v = α(k−h) for
some α 6= 0, then 0 = 〈v, k〉 = α(|k|2−〈h, k〉), which implies that h belongs to k+k⊥. Therefore
we deduce that Ak−h(t) has rank at most one for all h such that
h /∈ Γk = span(k) ∪ (k + k⊥)
Actually, the above reasoning holds even in the case we do not assume v ⊥ k, with the only
difference that we can conclude that Pk(v) ∈ ker(Ak−h)(t) for all h /∈ Γk. In particular we
can apply again the reasoning above, this time starting from v ∈ ker(Ak−h(t)), to find that
Pk−h(v) ∈ ker(Ak(t)), since
h /∈ Γk ⇒ −h /∈ Γk−h
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If we are able to choose h such that k, v, Pk−h(v) are independent, then since they all belong to the
kernel of Ak(t) we can conclude that Ak(t) = 0. In order to find such h, we give a characterization
of all h such that Pk−h(v) ∈ span(k, v). Recall that, since k and v are orthogonal and |v| = 1, a
vector u belongs to span(k, v) if and only if
u = 〈u, v〉v + 〈u, k〉 k|k|2 (4.15)
and this is also equivalent to
|u|2 = 〈u, v〉2 +
〈
u,
k
|k|
〉2
(4.16)
Also recall that
Pk−hv = v −
〈
v,
k − h
|k − h|
〉 k − h
|k − h| , |Pk−hv|
2 = 1−
〈
v,
k − h
|k − h|
〉2
Therefore Pk−hv belongs to span(k, v) if and only if
|Pk−h(v)|2 = 〈Pk−h(v), v〉2 +
〈
Pk−h(v),
k
|k|
〉2
= |Pk−h(v)|4 +
〈
v,
k − h
|k − h|
〉2 〈 k − h
|k − h| ,
k
|k|
〉2
Explicit calculations then lead to〈
v,
k − h
|k − h|
〉2
=
〈
v,
k − h
|k − h|
〉2(〈
v,
k − h
|k − h|
〉2
+
〈 k − h
|k − h| ,
k
|k|
〉2)
The equation is clearly satisfied if 〈v, k − h〉 = −〈v, h〉 = 0, i.e. if h ⊥ v. Otherwise we can
simplify and obtain
1 =
〈
v,
k − h
|k − h|
〉2
+
〈 k − h
|k − h| ,
k
|k|
〉2
But this is equation (4.16) applied to u = k−h|k−h| , which implies that k − h ∈ span(k, v) and
therefore also h ∈ span(k, v). Therefore we can conclude that
Pk−h(v) ∈ span(k, v) ⇔ h ∈ (v⊥ ∪ span(k, v))
In particular if we take h ∈ Z3 such that
h /∈ Γk ∪ v⊥ ∪ span(k, v)
which is always possible, since the above set is the finite union of affine subspaces of dimension at
most 2, then k, v, Pk−hv are three independent elements of ker(Ak(t)) and we can conclude.
Remark 4.25. It follows immediately that, if y 6= 0, then the corresponding solution Y (t; y) is
such that the associated covariance matrices {Ak(t)} must have rank 2 for all k and t > 0.
We are now ready to prove the following result.
Theorem 4.26. The following hold:
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i) If Θ 6= {0}, then Θ̂ = H.
ii) If Γ 6= {0}, then Γ̂ = H.
Proof. i) Suppose there exists a random initial data y ∈ Θ \ {0}. In order to conclude, it suffices
to show that Θ̂ contains a basis of H. The matrices Ak associated to Y (t; y) must satisfy system
(4.13); by the previous result, we know that rk(Ak(t)) = 2 for all k and t > 0. Since y ∈ Θ, this
implies that
lim
t→∞
∑
k
Tr(Ak(t)) = 0 (4.17)
We can shift the solution Ak by setting A˜k(t) = Ak(t + s) for some s > 0 in order to find a
solution of (4.13) satisfying condition (4.17) and such that its initial data A˜k(0) = Ak(s) is made
entirely of matrices of rank 2. From now on we will denote A˜k by Ak for simplicity. We now
construct a deterministic initial data y ∈ H such that
Ak(0) = <(yk ⊗ yk) = <(yk)⊗<(yk) + =(yk)⊗=(yk) ∀ k ∈ Z \ {0} (4.18)
Since Ak(0) is a nonnegative, symmetric matrix of rank 2, there exists two orthonormal eigen-
vectors v(1)k , v
(2)
k with correspondent eigenvalues λ
(1)
k , λ
(2)
k > 0 such that
Ak(0) = λ
(1)
k v
(1)
k ⊗ v(1)k + λ(2)k v(2)k ⊗ v(2)k
Observe that Ak = A−k, so that we can take v
(i)
k = v
(i)
−k, and v
(1)
k , v
(2)
k form a basis of k
⊥.
Take J ⊂ Z3 such that J and −J form a partition of Z3 \ {0} and define y ∈ H by setting
yk =
√
λ
(1)
k v
(1)
k + i
√
λ
(2)
k v
(2)
k for k ∈ J, yk = y−k for k ∈ −J (4.19)
Then y is a well defined element of H, since∑
k
|yk|2 =
∑
k
(λ
(1)
k + λ
(2)
k ) =
∑
k
Tr(Ak(0)) <∞
and it’s easy to see that (4.18) holds. We now claim that, for any fixed k, the elements
zk =
√
λ
(1)
k (v
(1)
k ek + v
(1)
k e−k), z˜k =
√
λ
(2)
k (iv
(2)
k ek − iv(2)k e−k)
belong to Θ̂. Indeed, it’s immediate to check that the matrices {Bh(t)} and {Ch(t)} associated
to zk and z˜k are such that
Bh(0) ≤ Ah(0), Ch(0) ≤ Ah(0) ∀h
which implies by the comparison principle that the inequality holds for all t ≥ 0 and therefore∑
h
Tr(Bh(t)) ≤
∑
h
Tr(Ah(t))→ 0 as t→∞
and similarly for Ch. This implies that zk, z˜k ∈ Θ̂. The above reasoning also holds for
wk =
√
λ
(2)
k (v
(2)
k ek + v
(2)
k e−k), w˜k =
√
λ
(1)
k (iv
(1)
k ek − iv(1)k e−k) ∈ Θ̂
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and this implies the conclusion, since {zk, z˜k, w, w˜k}k∈Z3\{0} form a basis of H.
ii) Reasoning as in part i), starting from an element of Γ, we can construct y ∈ H of the form
(4.19) such that y ∈ Γ̂. As before, in order to conclude it suffices to show that Γ̂ contains a
basis of H, since we know that it is a closed subspace of H. Now observe that, for fixed k, if
we consider the elements of H given by zk = yk ek + y−ke−k, wk = y − yk then the matrices
{Bh}, {Ch} associated satisfy
Ah(0) = Bh(0) + Ch(0) ∀h ∈ Z3 \ {0}
Linearity of system (4.13) and uniqueness of solutions imply that the above identity must also
hold for all t ≥ 0; taking the traces and summing over h we then obtain that
E[ |Y (t; y)|2] = E[ |Y (t; zk)|2] + E[ |Y (t, wk)|2] ∀ t ≥ 0
In particular, since no dissipation occurs on the l.h.s., neither can occur on the r.h.s., which
implies that zk ∈ Γ̂ for all k. Now observe that we can decompose zk as zk = z(1)k + z(2)k , where
z
(1)
k = <(yk)(ek + e−k), z(2)k = i=(yk)(ek − e−k)
and it still holds that
<(zk ⊗ zk) = <(z(1)k ⊗ z(1)k ) + <(z(2)k ⊗ z(2)k )
which implies, reasoning as before, that necessarily z(1)k , z
(2)
k ∈ Γ̂. Analogously it can be shown
that
w
(1)
k = =(yk)(ek + e−k), w(2)k = i<(yk)(ek − e−k) ∈ Θ̂
which gives the conclusion as {z(1)k , z(2)k , w(1)k , w(2)k }k∈Z3\{0} form a basis of H.
It’s clear that, if Γ̂ = H (resp. Θ̂), then Γ = L2(Ω,F0,P) (resp. Θ). Moreover, reasoning as
before, it’s easy to extend the result to the nonlinear system (3.51). We would be tempted to
conclude that either the energy is truly invariant under the dynamics or 0 is the unique fixed
point, which asymptotically attracts all the solutions. Unfortunately, we are not able to prove
that at least one between Γ and Θ is different from {0}; a priori the system could exhibit a third
behaviour, in which the energy is never preserved but never fully dissipated and solutions only
"dissipate partially". Intuitively this clashes with markovianity of the system - if there were a
positive probability that some fixed amount of energy is dissipated between 0 and T , then by
iterating it on the intervals [nT, (n+ 1)T ] it should follow that the energy goes to 0 as time goes
to infinity; however, we haven’t been able to make this argument rigorous. Still, we can try to
collect information on the system under this third scenario, in the hope that it will lead to a
contradiction in the future. Let us define the bilinear map
T : H ×H → R, T (x, y) := lim
t→∞E[ 〈Y (t;x), Y (t; y)〉]
where the limit is well defined since by linearity
E[ 〈Y (t;x), Y (t; y)〉] = 1
4
(
E[ |Y (t;x+ y)|2]− E[ |Y (t;x− y)|2]
)
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The map T is continuous since∣∣E[ 〈Y (t;x), Y (t; y)〉]∣∣ ≤ E[ |Y (t;x)| |Y (t; y)|] ≤ |x| |y| ∀ t ≥ 0
By Riesz theorem, we can then regard T as a linear map from H to itself, by setting (with a
slight abuse of notation) 〈Tx, y〉 = T (x, y) for all x and y. It’s immediate to check that T is
self-adjoint, positive definite and ‖T‖ ≤ 1. The hypothesis Γ̂ = Θ̂ = {0} implies that
0 < 〈Tx, x〉 < 1 ∀x ∈ H \ {0} (4.20)
We can also show that ‖T‖ = 1. To do so, we employ the following fact, which can be found in
the proof of Theorem 4.26: for any y ∈ L2(Ω,F0,P;H), there exists y˜ ∈ H such that E[ |Y (t; y)|2]
and E[ |Y (t; y˜)|2] coincide for all t ≥ 0. Now let y be any element of H; by continuity of the map
t 7→ E[ |Y (t; y)|2], for any ε > 0 we can find tε such that
E[ |Y (tε; y)|2] = (1 + ε) lim
t→∞E[ |Y (t; y)|
2]
Since Y (tε; y) is the initial data of the solution Y (tε + · ; y) w.r.t. to the usual shifted Wiener
process, there exists y˜ε ∈ H such that
E[ |Y (s; y˜ε)|2] = E[ |Y (tε + s; y)|2] ∀ s ≥ 0
which implies that
〈T y˜ε, y˜ε〉
|y˜ε|2 = lims→∞
E[ |Y (tε + s; y)|2
E[ |Y (tε; y)|2] =
1
1 + ε
and by the arbitrariness of ε we deduce that ‖T‖ = 1. Now let us define the following subspaces
of H:
Vk =
{
vek + ve−k : v ∈ C3, 〈v, k〉 = 0
}
, k ∈ Z3 \ {0}
For each k, Vk is the subspace associated to the Fourier k-th mode; it’s a collection of 4-
dimensional real subspaces which gives an orthogonal decomposition of H. Again looking at
the proof of Theorem 4.26, we can deduce that
〈Tx, y〉 = 0 for all x ∈ Vk and y ∈ Vh, k 6= ±h
which implies that each Vk is invariant under T . T : Vk → Vk is a symmetric, positive definite
map, which is therefore diagonalisable. As this holds for any Vk, it follows that there exists an
orthogonal basis of H made of eigenvectors {en} of T , with associated eigenvalues {λn} ⊂ (0, 1).
Moreover, 1 must be an accumulation point of {λn}, since ‖T‖ = 1. Also observe that, since
Vk are invariant under T , this operator commutes ∆; we do not know however if it commutes
with other operators playing a key role in the dynamics, as for example A. It follows from the
definition of T that the functional x 7→ 〈Tx, x〉 is invariant on average under the dynamics:
E[ 〈T Y (t;x), Y (t;x)〉 ] = lim
s→∞E[ |Y (t+ s;x)|
2] = 〈Tx, x〉 ∀ t ≥ 0
Moreover, 〈T ·, ·〉 can be regarded as an inner product on H and so
‖x‖T :=
√
〈Tx, x〉 = |T 1/2x|
4.4 A vanishing noise limit 111
is a well defined norm on H. However pay attention that we do not know if H is an Hilbert
space, namely if it is complete, w.r.t. ‖ · ‖T . By the open mapping theorem, (H, ‖ · ‖T ) is an
Hilbert space if and only if there exists c > 0 such that ‖x‖T ≥ c|x|, namely if T 1/2 is open
or equivalently if infn λn > 0. Observe that T 1/2 (resp. T ) cannot be compact, since 1 is an
accumulation point of {λn}. In any case, ‖ · ‖2T can be interpreted as some kind of energy. This
means that, under the hypothesis that | · |2 is not preserved and 0 is not attractive, we are still
able to find a suitable energy which is preserved (on average) along the dynamics.
4.4 A vanishing noise limit
In this section, we are going to study what happens to the dynamics of the linear system (3.35)
when we consider a suitable small noise limit. Instead of (3.35), we are now interested in
considering the linear equation in H given by:
dY = f dt+
√
εBα(Y ) ◦ dW
where the index Bα stresses the dependence on the fixed parameter α > 0, which determines
Kα. The above equation in Fourier components becomes the infinite system
dYk = fk dt− i
√
ε
∑
h
σh|Ph(k)|Pk(Yk−h) ◦ dBh,k
and can be written in Ito form as
dYk = fk dt− i
√
ε
∑
h
σh|Ph(k)|Pk(Yk−h)dBh,k − ε
∑
h
σ2h|Ph(k)|2Pk(Pk−h(Yk))dt (4.21)
The components Yk also satisfy the usual conditions Y0 ≡ 0, 〈Yk, k〉 = 0, Y−k = Y k. Here ε is a
positive real parameter and the dependence on α is given by the constants σh = (1 + α|h|2)−1;
system (4.21) would not be well defined for α = 0, since the series∑
h
|Ph(k)|2Pk(Pk−h(Yk)))
is not absolutely convergent. As in Chapter 3, it can be shown that for any initial data y ∈
L2(Ω,F0,P;H) and function f ∈ L2(0, T ;H) there exists a unique energy controlled solution of
system (4.21); as usual, it follows from the energy inequality that
sup
t∈[0,T ]
|Y (t)|2H ≤ C
(
|y|2H +
∫ T
0
|f(s)|2 ds
)
P-a.s. (4.22)
where the constant C does not depend on the parameters ε and α chosen. We denote by Y α,ε
the unique weakly continuous, energy controlled solution of system (4.21) associated to y and
f . As we are not able to define Y 0,ε, we investigate instead the following problem: is there a
suitable definition of ε = ε(α) such that the sequence of solutions Y α = Y α,ε(α) admits a non
trivial limit in some sense as α→ 0+?
Observe that the first term on the r.h.s. of (4.21) doesn’t seem to pose problems, as it is uniformly
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bounded, even without the coefficient
√
ε, thanks to (4.22). Instead for the second term, which
become ill-defined for α = 0, a natural way to make it at least uniformly bounded is setting
ε(α) =
(∑
h
σh(α)
2
)−1
=
(∑
h
1
(1 + α|h|2)2
)−1
(4.23)
as in this way∫ T
0
∣∣∣ ∫ t
0
ε(α)
∑
h
σ2h|Ph(k)|2Pk(Pk−h(Yk(s))) ds
∣∣∣ dt ≤ T |k|2 ∫ T
0
|Yk(s)| ds ≤ C˜|k|2
for a suitable constant C˜ independent of α. Observe that by definition ε(α) → 0 as α → 0+,
so that in the limit we expect the noise to disappear. However, this does not imply that the
sequence {Y α} will converge as α→ 0+ to the solution of (4.21) with α = ε = 0, as we will see
at the end of the section. Let us define
Mαk := ε(α)
∑
h
σ2h|Ph(k)|2PkPk−hPk
so that as usual system (4.21), with the choice ε = ε(α), can be written as
dY α = fk dt− i
√
ε(α)
∑
h
σh|Ph(k)|Pk(Y αk−h)dBh,k −Mαk (Yk)dt
We want to understand if the matrices Mαk admit limit as α→ 0+, namely if
Mk := lim
α→0
Mαk = lim
α→0
(∑
h
σ2h
)−1∑
h
σ2h|Ph(k)|2PkPk−hPk (4.24)
are well defined for all k; we would also like to compute them explicitly. To this end, we need
the following lemma.
Lemma 4.27. The following hold:
i) Let {xn}n be a real sequence such that xn → x ∈ R; consider, for any α > 0, a non
negative sequence {pn(α)}n such that: for fixed α,
∑
n pn(α) = 1; for fixed n, pn(α) → 0
as α→ 0+. Then
lim
α→0+
∑
n
pn(α)xn = x
ii) Let {xn}n≥1 be as in i) and consider a non negative collection {pn(α)}n≥1 such that: for
fixed α,
∑
n pn(α) <∞; for fixed n, pn(α)→ 0 as α→ 0+. Then
lim
α→0+
(∑
n
pn(α)
)−1(∑
n
pn(α)xn
)
= x
iii) Let {pn(α)} be as in ii) and such that, for any fixed α > 0, the sequence {pn(α)}n is
decreasing; let {xn}n be a bounded sequence such that
lim
N→∞
1
N
N∑
n=1
xn = x
Then
lim
α→0+
(∑
n
pn(α)
)−1(∑
n
pn(α)xn
)
= x
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Proof. i) For any ε > 0, let n(ε) be such that, for all n ≥ n(ε), xn ≤ x+ ε. Then
∑
n
pn(α)xn ≤
n(ε)∑
k=1
pk(α)xk + (x+ ε)
∑
n>n(ε)
pn(α) ≤
n(ε)∑
k=1
pk(α)xk + x+ ε
Taking the limit as α→ 0+ we obtain
lim sup
α→0+
∑
n
pn(α)xn ≤ x+ ε
and with the same line of reasoning
lim inf
α→0+
∑
n≥1
pn(α)xn ≥ x− ε
and so by the arbitrariness of ε > 0 we conclude. For part ii), consider
p˜n(α) :=
(∑
k
pk(α)
)−1
pn(α)
It follows from the hypothesis on pn(α) that p˜n(α) satisfies assumptions of part i) and the
conclusion follows. For part iii), consider yn := 1n
∑n
k=1 xk, so that yn → x; define p˜n(α) as in
ii) and
pˆn(α) = n(p˜n(α)− p˜n+1(α))
For fixed α > 0, {pˆn(α)}n≥1 is non negative, since pn(α) is decreasing; for fixed n, pˆn(α)→ 0 as
α→ 0+ since p˜n(α) does. Moreover for fixed α it holds
∞∑
n=1
pˆn(α) =
∞∑
n=1
n(p˜n(α)− p˜n+1(α)) =
∞∑
n=1
n∑
k=1
(p˜n(α)− p˜n+1(α)) =
∑
k
p˜k(α) = 1
Therefore {pˆn(α)} satisfies the assumption of part i). Observe that
∞∑
n=1
ynpˆn(α) =
∞∑
n=1
nyn(p˜n(α)− p˜n+1(α)) =
∞∑
n=1
n∑
k=1
xk(p˜n(α)− p˜n+1(α)) =
∞∑
k=1
xkp˜k(α)
But then it follows from part i) that
lim
α→0+
∞∑
k=1
xkp˜k(α) = lim
α→0+
∞∑
n=1
ynpˆn(α) = x
Now consider the sequence {σh(α)}, with the vectors h ∈ Z3 \ {0} ordered in an increasing way
w.r.t. the norm (i.e. such that n ≥ m implies |hn| ≥ |hm|). Then {σh(α)} with this ordering
satisfies assumption of part iii) of Lemma 4.27; defined Γn = {h ∈ Z3 : 0 < |h| ≤ n}, if we are
able to show that the limits
Nk = lim
n→∞
1
|Γn|
∑
h∈Γn
|Ph(k)|2Pk−h
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exist, for all k, then by Lemma 4.27 we must have
Mk = PkNkPk
(The lemma was stated for real sequences for simplicity, but it can be adapted to matrices by
looking at each component). For any u ∈ R3,
Pk−h(u) = u− 〈u, k − h〉
2
|k − h|2 = u−
〈u, h〉2
|h|2 + o(1) = Ph(u) + o(1) as h→∞
Therefore the limit Nk exists if and only if the following limit exists, and in that case they must
be equal:
Nk = lim
n→∞
1
|Γn|
∑
h∈Γn
|Ph(k)|2Ph
Since Ph is a symmetric matrix, the limit Nk, if it exists, must be symmetric as well; therefore
it is characterized uniquely by the values 〈a,Nka〉, for a varying in R3, and it must hold
〈a,Nka〉 = lim
n→∞
1
|Γn|
∑
h∈Γn
|Ph(k)|2|Ph(a)|2 (4.25)
Observe that, by definition of projection, Ph = Ph/|h|, where h/|h| ∈ S2 = {x ∈ R3 : |x| = 1}.
We now exploit the following general fact.
Theorem 4.28 (Equidistribution on the sphere). The sequence {h/|h|}h∈Z3\{0}, ordered in an
increasing way w.r.t. |h|, is equidistributed on the sphere. Namely, for any continuous f : S2 →
R3 it holds
lim
n→∞
1
Γn
∑
h∈Γn
f
(
h
|h|
)
=
1
4pi
∫
S2
f(x)dσ(x)
Applying Theorem 4.28 we obtain
〈a,Nka〉 = 1
4pi
∫
S2
|Px(k)|2|Px(a)|2dσ(x) (4.26)
Since
|Px(k)|2 = |k|2 − 〈k, x〉2, |Px(a)|2 = |a|2 − 〈a, x〉2
equation (4.26) becomes
〈a,Nka〉 = |k|2|a|2 − |k|
2
4pi
∫
S2
〈a, x〉2dσ(x)− |a|
2
4pi
∫
S2
〈k, x〉2dσ(x) + 1
4pi
∫
S2
〈k, x〉2〈a, x〉2dσ(x)
(4.27)
We can now compute separately the terms appearing in (4.27). Observe that by simmetry
1
4pi
∫
S2
xixj dσ =
1
3
δij
So that
1
4pi
∫
S2
〈a, x〉2dσ(x) = 1
4pi
∑
i,j
aiaj
∫
S2
xixj dσ(x) =
1
3
∑
i
a2i =
|a|2
3
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and similarly
1
4pi
∫
S2
〈k, x〉2dσ(x) = |k|
2
3
It only remains to compute the last term in (4.27). Again by simmetry it holds∫
S2
〈k, x〉2xixj dσ = 0 =
∫
S2
xixjx
2
l dσ ∀ i 6= j
and so
1
4pi
∫
S2
〈x, k〉2〈x, a〉2dσ = 1
4pi
∑
i,j
aiaj
∫
S2
〈x, k〉2xixj dσ = 1
4pi
∑
j
a2j
∫
S2
〈x, k〉2x2j dσ
=
1
4pi
∑
i,j,l
kikla
2
j
∫
S2
xixlx
2
j dσ =
1
4pi
∑
i,j
k2i a
2
j
∫
S2
x2ix
2
j dσ
By symmetry it holds:
1
4pi
∫
S2
x41 dσ =
1
4pi
∫
S2
x42 dσ =
1
4pi
∫
S2
x43 dσ
1
4pi
∫
S2
x21x
2
2 dσ =
1
4pi
∫
S2
x22x
2
3 dσ =
1
4pi
∫
S2
x21x
2
3 dσ
1 =
1
4pi
∫
S2
(x21 + x
2
2 + x
2
3)
2 dσ =
3
4pi
∫
S2
x41 dσ +
6
4pi
∫
S2
x21x
2
2 dσ
Finally by explicit calculations we find
1
4pi
∫
S2
x41 dσ =
1
5
,
1
4pi
∫
S2
x21x
2
2 dσ =
1
15
Therefore
〈a,Nka〉 = 1
3
|k|2|a|2 +
∑
i
(∑
j
k2j
1
4pi
∫
S2
x2ix
2
j dσ
)
a2i
that is, Nk is diagonal with diagonal entries given by
(d1, d2, d3) =
(
1
3
|k|2+ 1
5
k21 +
1
15
k22 +
1
15
k23,
1
3
|k|2+ 1
15
k21 +
1
5
k22 +
1
15
k23,
1
3
|k|2+ 1
15
k21 +
1
15
k22 +
1
5
k23
)
which can be written as
Nk =
2
5
|k|2I + 2
15
k21 0 00 k22 0
0 0 k23
 (4.28)
Therefore we have finally found that
lim
α→0+
(∑
h
σ2h
)−1∑
h
σ2h|Ph(k)|2Pk−h = Nk =
2
5
|k|2I + 2
15
k21 0 00 k22 0
0 0 k23
 (4.29)
and a similar expression holds forMk = PkNkPk. Observe that, since in finite dimensional spaces
all norms are equivalent, we have obtained that, for any k ∈ Z3 \ {0},
lim
α→0+
‖Mαk −Mk‖ = 0
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where by ‖·‖ we are denoting the operator norm for 3×3 matrices. The operatorM : D(M)→ H
defined in Fourier components by
g =
∑
k
gk ek 7→Mg :=
∑
k
Mkgk ek
corresponds to
M = −2
5
∆− 2
15
P (∂21 , ∂
2
2 , ∂
2
3)
where P is the Leray-Helmholtz projector and the last expression must be interpreted as
(∂21 , ∂
2
2 , ∂
2
3)(g1, g2, g3) = (∂
2
1g1, ∂
2
2g2, ∂
2
3g3)
We are now ready to prove the main result of this section.
Theorem 4.29. Let y ∈ L2(Ω,F0,P;H) and f ∈ L2(0, T ;H) and denote by Y α the solution of
system (4.21) with initial data y, external forces f , parameter α and ε(α) given by (4.23). Then
the sequence {Y α}α>0 converges weakly in L2(ΩT ;H) as α→ 0+ to the process Y given by
Yk = e
−tMkyk +
∫ t
0
e(s−t)Mkfkds (4.30)
Proof. The sequence {Y α}α>0 is uniformly bounded in L2(ΩT ;H) thanks to the energy bound
(4.22). Therefore we can extract a subsequence (not relabelled for simplicity) such that Y α ⇀ Y
weakly for some Y ∈ L2(ΩT ;H). Recall that Y α satisfies
Y αk (t) = yk +
∫ t
0
fk(s) ds− i
√
ε(α)
∑
h
σh|Ph(k)|
∫ t
0
Pk(Y
α
k−h(s))dBh,k(s)−
∫ t
0
Mαk (Y
α
k (s)) ds
We now want to study the weak convergence of the terms on the r.h.s. Recall that ε(α)→ 0 as
α→ 0+, while∫ T
0
E
[∣∣∣∑
h
σh|Ph(k)|
∫ t
0
Pk(Y
α
k−h(s))dBh,k(s)
∣∣∣2] dt
= 2
∫ T
0
∫ t
0
∑
h
σ2h|Ph(k)|2E[|Pk(Y αk−h(s))|2] ds dt
≤ 2T |k|2
∫ T
0
∑
h
E[|Y αk−h(s)|2] ds = 2T |k|2‖Y α‖2L2(ΩT ;H) ≤ C
which implies that
i
√
ε(α)
∑
h
σh|Ph(k)|
∫ t
0
Pk(Y
α
k−h(s))dBh,k(s)→ 0 strongly in L2(ΩT ;H) as α→ 0+
Now let us write the last term as∫ t
0
Mαk (Y
α
k (s)) ds =
∫ t
0
Mk(Y
α
k (s)) ds+
∫ t
0
(Mαk −Mk)(Y αk (s)) ds
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Since Y α ⇀ Y , Y αk ⇀ Yk in L
2(ΩT ;C3). The operator from L2(ΩT ;C3) to itself defined by
Zk 7→
∫ ·
0
Mk(Zk(s)) ds
is linear and continuous, since∫ T
0
E
[∣∣∣ ∫ t
0
Mk(Zk(s)) ds
∣∣∣2] dt ≤ T 2‖Mk‖2 ∫ T
0
E[|Zk(s)|2] ds
thus it’s also weakly continuous. Instead for the other term it holds∫ T
0
E
[∣∣∣ ∫ t
0
(Mαk −Mk)(Y αk (s)) ds
∣∣∣2] ≤ T 2‖Mαk −Mk‖2 ∫ T
0
E[|Y αk (s)|2] ds ≤ C‖Mαk −Mk‖2 → 0
which implies that∫ ·
0
Mαk (Y
α
k (s)) ds ⇀
∫ ·
0
Mk(Yk(s)) ds weakly in L2(ΩT ;C3)
Therefore the limit Y must satisfy the system of equation
Yk(t) = y +
∫ t
0
fk(s) ds−
∫ t
0
Mk(Yk(s)) ds (4.31)
whose unique solution is given by (4.30). Since the reasoning holds for any subsequence of
{Y α}α>0, we can conclude that the entire family converges weakly in L2(ΩT ;H) to Y .
Remark 4.30. In the case of a deterministic initial data y ∈ H, the limit Y is a deterministic
function which solves the (uncoupled) system of equations
Y˙k = fk −Mk(Yk)
which correspond in the Fourier space to the partial differential equation
∂tv − 2
5
∆v − 2
15
(∂21 , ∂
2
2 , ∂
2
3)v +∇p = f
Observe that Mk ≥ 25 |k|2I on k⊥, therefore the solution v of the above equation is smooth at all
stricly positive times.
We can give an alternative version of the previous result, which is the following.
Theorem 4.31. Let y, f , {Y α} and Y as above. Then there exists a sequence αn → 0+ s.t.
Y αn ⇀ Y weakly in L2(0, T ;H) P-a.s.
Proof. It follows from the energy bound (4.22) and the computations made in the proof of
Theorem 4.29 that we can consider a sequence αn → 0+ and a set Γ ⊂ Ω such that P(Γ) = 1
and for all ω ∈ Γ it holds√
ε(αn)
∑
h
σh|Ph(k)|
∫ ·
0
Pk(Y
αn
k−h(ω, s))dBh,k(ω, s)→ 0 in L2(0, T ;H) as n→∞
sup
n
sup
t∈[0,T ]
|Y αn(ω, t)|2H ≤ C
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Now let us fix ω ∈ Γ. The second equation implies that the sequence {Y αn(ω, ·)} is bounded in
L2(0, T ;H). Therefore we can extract a subsequence (not relabelled for simplicity) such that it
admits weak limit, say Z ∈ L2(0, T ;H). Recall that, as Y αn are solutions of (4.21), it holds
Y αnk (ω, ·) =y(ω) +
∫ ·
0
fk(s) ds− i
√
ε(αn)
∑
h
σh|Ph(k)|
∫ ·
0
Pk(Y
αn
k−h(ω, s))dBh,k(ω, s)
−
∫ ·
0
Mαnk (Y
αn
k (ω, s)) ds
The first two terms on the r.h.s. do not depend on n, so there is no problem with them when
taking the limit. As for the third term, it goes to 0 as ω ∈ Γ; it remains to study the last term.
As in the previous proof, we write∫ ·
0
Mαk (Y
αn
k (ω, s)) ds =
∫ ·
0
Mk(Y
αn
k (ω, s)) ds+
∫ ·
0
(Mαnk −Mk)(Y αnk (ω, s)) ds (4.32)
Regarding the first term on the r.h.s., since Y αnk (ω, ·) ⇀ Zk weakly in L2(0, T ;C3) and the map
from L2(0, T ;C3) to itself given by
X 7→
∫ ·
0
Mk(X(s)) ds
is linear and strongly continuous, hence weakly continuous, it follows that∫ ·
0
Mk(Y
αn
k (ω, s)) ds ⇀
∫ ·
0
Mk(Z(s)) ds weakly in L2(0, T ;C3)
As for the second term, since ω ∈ Γ,∥∥∥∫ ·
0
(Mαnk −Mk)(Y αnk (ω, s)) ds
∥∥∥2
L2(0,T ;H)
≤ CT 2‖Mαnk −Mk‖2 → 0 as n→∞
Therefore, passing to the limit as n→∞, Z must satisfy
Zk(t) = y(ω) +
∫ t
0
fk(s) ds−
∫ t
0
Mk(Zk(s)) ds t ∈ [0, T ], k ∈ Z3
and so Z = Y (ω, ·). Since the reasoning holds for any subsequence of {Y αn(ω, ·)}, it follows
that Y αn(ω, ·) ⇀ Y (ω, ·) weakly in L2(0, T ;H). As this holds for any ω ∈ Γ, we obtain the
conclusion.
Remark 4.32. It can be shown with similar techniques that, for fixed y and f , the map from
(0,+∞) to L2(ΩT ;H), that associates to α the solution Y α, is weakly continuous. It is then
possible to show, similarly to the last part of the proof of Theorem 3.13, that the following
enhanced version of the energy inequality holds:
sup
α>0
sup
t∈[0,T ]
[1
2
|Y α(t)|2H −
∫ t
0
〈f(s), Y α(s)〉 ds] ≤ 1
2
|y|2H P-a.s.
In particular, if y ∈ L∞(Ω,F0,P;H) (for example if y is deterministic), then there exists a
constant K such that
sup
α>0
‖Y α‖L2(0,T ;H) ≤ K P-a.s. (4.33)
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Recall that B(0,K) := {g ∈ L2(0, T ;H)| ‖g‖L2(0,T ;H) ≤ K}, endowed with the weak topology
τw of L2(0, T ;H), is a metrizable compact space; it will be denoted by H˜. It follows from (4.33)
that we can consider Y α as H˜-valued random variables. Then the last result can be rephrased
as the fact that there exists a sequence αn → 0+ such that Y αn → Y in H˜ P-a.s. Moreover,
it can be shown similarly that any sequence αn → 0+ admits a subsequence with the above
property. We can therefore conclude that the family {Y α}α>0 converges in probability in H˜ to
Y as α→ 0+.
Remark 4.33. In all the computation we have taken σh = (1 + α|h|2)−1 as these are the
coefficients related to the operatorKα. However all the computations above hold for any sequence
{σh(α)}h∈Z3 such that the hypothesis of part iii) of Lemma 4.27 hold, namely such that
• ∑h σ2h(α) <∞ for all α > 0
• For α fixed, the sequence {σh(α)}h is decreasing with respect to its norm
• For α fixed, σh(α)→ 0 as h→∞
• For h fixed, σh(α)→ 1 as α→ 0+
The only difference in the calculations is that ε(α) must be defined accordingly to (4.23), as a
function of the chosen {σh(α)}; instead the limit matrices Mk and the weak convergence to Y
given by (4.30) remain unchanged. This suggest that the limit Y has some kind of universality.
An example of a different choice of σh(α) we could have used is
σh =
1
1 + α|h|2β , β >
3
4
which correspond to the operator K = (I − α∆β)−1, ∆β being the fractional Laplacian.
Remark 4.34. The system considered in this section is fairly simple and the techniques employed
do not allow a generalization of the same results to the nonlinear case; still, it provides an easy
example of a family of systems which are formally energy preserving whose associated solutions
converge to the solution of a PDE in which a clearly dissipative term, namely the operator M ,
appears. As the convergence is weak, we cannot deduce anything about the real behaviour of
the energy of the solutions of systems (4.21) for α small; yet it gives another reason to believe
that anomalous dissipation might occur.

Appendix A
Nuclear and Hilbert-Schmidt operators
Definition A.1. Let E, G be Banach spaces; an element T ∈ L(E,G) is said to be a nuclear
or trace class operator if there exist two sequences {aj} ⊂ G, {ϕj} ⊂ E∗ such that
∞∑
j=1
‖aj‖‖ϕj‖ <∞
and T has representation
Tx =
∞∑
j=1
ajϕj(x) ∀x ∈ E
Remark A.2. The series
∑
j ajϕj is absolutely convergent in the operator norm, so the sequence
Tn =
∑n
j=1 ajϕj converges to T in L(E,G). In particular T is the limit of a sequence of finite
rank operators and so it’s a compact operator.
The spaces of all nuclear operators from E into G, endowed with the norm
‖T‖1 = inf
{∑∞
j=1 ‖aj‖‖ϕj‖ <∞ : Tx =
∑∞
j=1 ajϕj(x)
}
is a Banach space and will be denoted as L1(E,G); L1(E,E) is denoted by L1(E).
Remark A.3. Let K be another Banach space; if T ∈ L1(E,G) and S ∈ L(G,K), then
ST ∈ L1(E,K) and ‖ST‖1 ≤ ‖S‖‖T‖1. In fact, if Tx =
∑
j ajϕj(x) with
∑
j ‖aj‖‖ϕj‖ < ∞,
then STx =
∑
j Sajϕj(x) with∑
j
‖Saj‖‖ϕj‖ ≤
∑
j
‖S‖‖aj‖‖ϕj‖ ≤ ‖S‖
∑
j
‖aj‖‖ϕj‖ <∞
and taking the infimum we obtain ‖ST‖1 ≤ ‖S‖‖T‖1.
Let now H be a separable Hilbert space; by the Riesz representation theorem, T ∈ L1(H) if and
only if there exist two sequences {aj}, {bj} ⊂ H such that Tx =
∑
j aj〈bj , x〉 and
∑
j |aj ||bj | <∞.
Let {ek} be a complete orthonormal system in H; for T ∈ L1(H), we define the trace of T as
TrT =
∞∑
k=1
〈Tek, ek〉
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Proposition A.4. If T ∈ L1(H), then TrT is a well defined number, independent of the choice
of the orthonormal basis {ek}.
Proof. Let {aj}, {bj} ⊂ H be such that Tx =
∑
j aj〈bj , x〉. Then
〈Tek, ek〉 =
∞∑
j=1
〈aj , ek〉〈bj , ek〉
Moreover
∞∑
k=1
|〈Tek, ek〉| =
∞∑
k=1
∣∣∣∣∣∣
∞∑
j=1
〈aj , ek〉〈bj , ek〉
∣∣∣∣∣∣ ≤
∞∑
j=1
∞∑
k=1
|〈aj , ek〉〈bj , ek〉|
≤
∞∑
j=1
( ∞∑
k=1
|〈aj , ek〉|2
)1/2( ∞∑
k=1
|〈bj , ek〉|2
)1/2
=
∞∑
j=1
|aj ||bj | <∞
And so TrT is well defined. Finally
∞∑
k=1
〈Tek, ek〉 =
∞∑
j=1
∞∑
k=1
〈aj , ek〉〈bj , ek〉 =
∞∑
j=1
〈aj , bj〉
therefore TrT does not depend on the choice of {ek}.
Remark A.5. It follows that for all T ∈ L1(H), |TrT | ≤ ‖T‖1: for any {aj}, {bj} such that
Tx =
∑
j aj〈bj , x〉 and
∑
j |aj ||bj | <∞ we have
|TrT | ≤
∞∑
j=1
|〈aj , bj〉| ≤
∞∑
j=1
|aj ||bj |
and taking the infimum we get the conclusion.
Proposition A.6. If T ∈ L1(H) and S ∈ L(H), then TS, ST ∈ L1(H) and TrTS = TrST .
Proof. It suffices to show the equality. If Tx =
∑
j aj〈bj , x〉, then STx =
∑∞
j=1 Saj〈bj , x〉,
TSx =
∑∞
j=1 aj〈bj , Sx〉 =
∑∞
j=1 aj〈S∗bj , x〉 and
TrTS =
∞∑
j=1
〈aj , S∗bj〉 =
∞∑
j=1
〈Saj , bj〉 = TrST
Proposition A.7. A symmetric nonnegative operator T ∈ L(H) is of trace class if and only if
for an orthonormal basis {ek} on H
∞∑
j=1
〈Tej , ej〉 <∞
Moreover in this case TrT = ‖T‖1.
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Proof. We will first show that T is compact. Let T 1/2 denote the nonnegatice square root of T
(any symmetric nonnegative operator on an Hilbert space admits a square root, see for example
[18], Theorem 9.4-2, p.476). Then
T 1/2x =
∞∑
j=1
〈T 1/2x, ej〉ej
and ∣∣∣T 1/2x− N∑
j=1
〈T 1/2x, ej〉ej
∣∣∣2 = ∞∑
k=N+1
|〈T 1/2x, ek〉|2
≤ |x|2
∞∑
k=N+1
|T 1/2ek|2 = |x|2
∞∑
k=N+1
〈Tek, ek〉
So T 1/2 is the limit in the operator norm of a sequence of finite rank operators. Therefore T 1/2
is compact and T = T 1/2T 1/2 is a compact, symmetric operator. Then by the spectral theorem
there exists an orthonormal basis {fk} of eigenvectors of T with eigenvalues λk ≥ 0,
Tx =
∞∑
k=1
λk〈x, fk〉fk (A.1)
Since
〈Tej , ej〉 =
∞∑
k=1
λk〈ej , fk〉2
we have
TrT =
∞∑
j=1
〈Tej , ej〉 =
∞∑
j=1
∞∑
k=1
λk〈ej , fk〉2 =
∞∑
k=1
λk <∞
From this and the expansion (A.1) we conclude that T is nuclear and TrT ≥ |T |1. But then by
Remark A.5 we get the conclusion.
Definition A.8. Let U and H be separable Hilbert spaces with orthonormal bases {ek}, {fj},
respectively. T ∈ L(U,H) is said to be Hilbert-Schmidt if
‖T‖2 :=
∞∑
k=1
|Tek|2 <∞
Remark A.9. Since ∞∑
k=1
|Tek|2 =
∞∑
k=1
∞∑
j=1
〈Tek, fj〉2 =
∞∑
j=1
|T ∗fj |2
the definitions of Hilbert-Schmidt operator and ‖T‖2 are independent of the choice of the basis.
Moreover ‖T‖2 = ‖T ∗‖2.
The set L2(E,F ) of all Hilbert-Schmidt operators from E into F, equipped with the norm
‖T‖2 =
( ∞∑
k=1
|Tek|2
)1/2
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is a separable Hilbert space, with the scalar product
〈S, T 〉2 =
∞∑
k=1
〈Sek, T ek〉
The double sequence of operators {fj ⊗ ek}j,k∈N is a complete orthonormal basis in L2(E,F ).
Proposition A.10. Let E, F , G be separable Hilbert spaces. If T ∈ L2(E,F ) and S ∈ L2(F,G)
then ST ∈ L1(E,G) and
‖ST‖1 ≤ ‖S‖2‖T‖2
Proof. Note that for any x in E we have
STx =
∞∑
j=1
〈Tx, fj〉Sfj
where {Sfj}j ⊂ G and x 7→ 〈Tx, fj〉 = 〈x, T ∗fj〉 is an element of E∗ with operator norm |T ∗fj |.
Thus by the definition of nuclear norm
‖ST‖1 ≤
∞∑
j=1
|T ∗fj ||Sfj | ≤
( ∞∑
j=1
|T ∗fj |2
)1/2( ∞∑
j=1
|Sfj |2
)1/2
Appendix B
Comparison of images of linear
operators
Assume we are given three separable Hilbert spaces E1, E2 and E and two linear bounded
operators A1 : E1 → E, A2 : E2 → E. We will denote by A∗1 : E → E1 and A∗2 : E → E2 their
adjoint operators. For any x ∈ A1(E1), x 6= 0, consider the set
A−11 (x) = {x1 ∈ E1 : A1x1 = x}
Observe that the set is convex, closed and does not contain 0. Therefore there exists a unique
point in A−11 (x) that minimizes the distance from the origin.
Definition B.1. The pseudo-inverse of A1, denoted by A−11 , is defined by
A−11 x =
{
y ∈ A−11 (x) : |y|E1 ≤ |z|E1 ∀ z : A1z = x
}
Remark B.2. Observe that A−11 (E) = {A−11 x : x ∈ E} is the orthogonal subspace to Ker(A1).
Moreover, A−11 is a closed operator: let {xn} ⊂ A1(E) be a sequence such that xn → x and
A−11 xn → y. Then, since A1 is continuous and by definition A1(A−11 xn) = xn, we must have
x = A1y; moreover A−11 xn ⊥ Ker(A1) for each n, so y ⊥ Ker(A1) as well and y = A−11 x.
We need the following lemma.
Lemma B.3. Let E, F , G be Banach spaces, B : D(B) → G with D(B) ⊂ F be a closed
operator and A ∈ L(E,F ) such that A(E) ⊂ D(B). Then B ◦A : E → G is continuous.
Proof. By the closed graph theorem, since B ◦A is defined on the whole space, it suffices to show
that it is a closed operator. Let xn be a sequence in E such that xn → x in E and BAxn → z in
G. By continuity of A, Axn → Ax in F ; but B is closed, therefore we must have z = BAx.
Proposition B.4. The following hold.
i) A1(E1) ⊂ A2(E2) if and only if there exists c > 0 such that |A∗1| ≤ c|A∗2| for all h ∈ E.
ii) If |A∗1h| = |A∗2h| for all h, then A1(E1) = A2(E2) and |A−11 h| = |A−12 h| for all h ∈ A1(E1).
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Proof. i) We first show that A1(E1) ⊂ A2(E2) if and only if there exists c > 0 such that
{A1u : |u| ≤ 1} ⊂ {A2v : |v| ≤ k} (B.1)
The "only if" implication is trivial, let us show the "if" implication. By hypothesis we have
A1(E1) ⊂ D(A−12 ) with A−12 a closed operator, therefore by the previous lemma we have that
A−12 A1 is a continuous operator; then there exists a constant c > 0 such that
|A−12 A1u| ≤ c ∀u ∈ B(0, 1)
and the conclusion follows. Secondly we prove that (B.1) holds if and only if |A∗1h| ≤ c|A∗2h| for
all h ∈ E. In fact if (B.1) holds, then
|A∗1h| = sup
|u|≤1
|〈h,A1u〉| ≤ sup
|v|≤c
|〈h,A2v〉| = c|A∗2h|
Conversely assume |A∗1h| ≤ c|A∗2h| for every h ∈ E and that by contradiction there exists
u0 ∈ E1 such that |u0| ≤ 1 and A1u0 /∈ {A2v : |v| ≤ c}. Observe that by reflexivity of E, the
set {A2v : |v| ≤ c} is closed: if yn is a contained sequence such that yn → y, then let xn be a
corresponding sequence in E2 such that |xn| ≤ c and A2xn = yn. By reflexivity we can extract
a subsequence xnk ⇀ x, |x| ≤ c and so A2xnk ⇀ A2x = y.
So A1u0 /∈ {A2v : |v| ≤ c}, which is convex and closed; by the Hahn-Banach theorem there exists
h ∈ E such that
〈h,A1u0〉 > 1 and 〈h,A2v〉 ≤ 1 ∀v : |v| ≤ c
Thus |A∗1h| > 1 and |A∗2h| ≤ c, contradiction.
ii) The first statement follows immediately from part (i); let us prove the second one. We can
assume KerA1 = KerA2 = 0 (otherwise we can take the restriction on the orthogonal complement
of the respective kernels). We have to show that if e ∈ E is such that e = A1h1 = A2h2, then
|h1| = |h2|. Assume by contradiction that |h1| > |h2|, then
e
|h2| = A2
( h2
|h2|
)
∈ {A2v : |v| ≤ 1} = {A1u : |u| ≤ 1}
But e|h2| = A1
(
h1
|h2|
)
and
∣∣∣ h1|h2| ∣∣∣ > 1, contradiction.
Appendix C
Complex valued martingales
Here we define the notions we have adopted, throughout Chapter 3, regarding complex valued
martingales and complex valued stochastic integration. These may not be the usual ones, since
some of the extensions from the real notions are done by bilinearity instead of sesquilinearity.
If X and Y are C-valued random variable, then their covariance is given by
Cov(X,Y ) = E
[
(X − E[X])(Y − E[Y ])]
The map (X,Y ) 7→ Cov(X,Y ) is sesquilinear and
V ar(X) = Cov(X,X) = E[|X − E[X]|2]
If X is a Cn-valued random variable, then its covariance matrix Cov(X) is given by
Cov(X)ij = Cov(Xi, Xj) ∀ i, j = 1, . . . , n
In particular, for any v, w ∈ Cn it holds
vTCov(X)w =
∑
i,j
viCov(Xi, Xj)wj = Cov(〈X, v〉, 〈X,w〉)
where 〈a, b〉 = ∑i aibi denotes the Rn product extended by bilinearity to Cn (and it’s not their
hermitian product, that would correspond to 〈a, b〉). Observe that, by the above relation, Cov(X)
is an hermitian, semipositive matrix. If we consider ⊗ to be the real tensor product extended by
bilinearity to Cn, that is
a⊗ b = <a⊗<b−=a⊗=b+ i<a⊗=b+ i=a⊗<b
then the covariance matrix can be written shortly as
Cov(X) = E[(X − E[X])⊗ (X − E[X)]
The elements on the diagonal of Cov(X) are real, nonnegative numbers and
<[Cov(X)] = Cov(<X) + Cov(=X)
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A C-valued process is a martingale if and only if, once we identify it with an R2-valued process
by the isometry x+ iy 7→ (x, y), we obtain an R2-valued martingale. Therefore M is a C-valued
martingale if and only if <M and =M are real martingales. Similarly, M is a Cn-valued mar-
tingale if and only if <M and =M are Rn-valued martingales.
Let M and N be continuous, square integrable C-valued martingales, then their real and imagi-
nary parts are still continuous and square integrable and so it makes sense to define their cross
quadratic variation as
[M,N ](t) = [<M,<N ](t)− [=M,=N ](t) + i[<M,=N ](t) + i[=M,<N ](t)
Moreover, since
M(t)N(t) = <M(t)<N(t)−=M(t)=N(t) + i<M(t)=N(t)(t) + i=M(t)<N(t)
if follows immediately form the analogue real results that [M,N ] is the unique predictable process
of bounded variation, starting at 0, such that
MN − [M,N ]
is a C-valued martingale. If M and N are Cn-valued martingales, then their cross quadratic
variation is defined analogously. Observe that, since the extension is bilinear, it’s still true that,
given A and B ∈ Cn×n,
[AM,BN ](t) = A[M,N ](t)BT
Observe that it’s not true anymore that, if [M,M ](t) = 0, then M is almost surely constant on
[0, t]. In fact
[M,M ] = 0⇔
{
[<M,<N ] = [=M,=M ]
[<M,=M ] = 0
which implies that <M and =M must be independent, but not necessarily constant. For example,
if B1 and B2 are Rn-standard independent Browniam motions, B := B1 + iB2, then [B,B] = 0.
However, if M is such that [M,M ] = 0, then M must be almost surely constant. Moreover
|M |2 − [M,M ] is a real martingale.
We now define stochastic integration with respect to C-valued martingales. M is a square
integrable, continuous martingale if and only if the real processes <M and =M have the same
properties; similarly, a C-valued process X is predictable if and only if <X and =X are, and it
satisfies suitable integrability conditions if and only if <X and =X do so. Therefore it makes
sense, under the usual assumptions, to define∫ t
0
XdM :=
∫ t
0
<Xd<M −
∫ t
0
=Xd=M + i
∫ t
0
=Xd<M + i
∫ t
0
<Xd=M
It follows from the definition that the stochastic integral is still a C-valued martingale and it can
still be seen as a sort of Stieltjes integral, i.e. given a sequence of partitions of [0, t] with mesh
∆t tending to 0, then∫ t
0
XdM = lim
n→∞
Nn−1∑
k=0
X(t
(n)
k )(M(t
(n)
k+1)−M(t(n)k )) in probability
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It can be checked, comparing the respective real and imaginary parts, that the Kunita-Watanabe
identity still holds, that is for any M , N continuous, square integrable complex martingales, and
for any X predictable process (statisfying suitable integrability conditions),[ ∫ ·
0
XdM,N
]
(t) =
∫ t
0
X(s)d[M,N ](s)
It follows from the identity that, for any X and M as above,
E
[∣∣∣ ∫ t
0
XdM
∣∣∣2] = ∫ t
0
|X(s)|2d[M,M ](s)
In particular if B is a standard C-valued Brownian motion, then [B,B] = 0, [B,B](t) = 2t and
E
[∣∣∣ ∫ t
0
XdB
∣∣∣2] = 2∫ t
0
|X(s)|2ds
Similarly, if B is a Cn-valued Brownian motion, then [B.B] = 0, [B,B](t) = 2tI.
The definition of the Stratonovich integral
∫ t
0 X ◦dM , as a bilinear extension, and its formulation
as a limit of sums are analogue.

Appendix D
The Yamada-Watanabe Theorem
The aim of this section is to present a suitable version of the Yamada-Watanabe theorem. The
main difficulty, not present in the finite dimensional case, is given by the existence of multiple
notions of solution of a stochastic PDE; for example in [13] a distinction is made between strong,
weak and mild solutions. Instead in [15] the concept of variational solutions is considered. This
implies that different versions of the theorem have to be employed, depending on the notion of
solution adopted. Here we restrict to the variational framework and we follow the exposition
given in [27]; for a proof in the framework of mild solutions, see [28]. We also stress the fact
that, in order to state a fairly general result, we will adopt a slightly different framework from
the one considered in Chapter 3; however the latter can be easily adapted to fit in the following
one. For this reason, the Hilbert spaces V , H, E and U considered in the following are general
spaces and not the ones defined in Chapter 3.
We start with the following preliminary lemma.
Lemma D.1. Let V and H be two separable Hilbert spaces such that V ⊂ H continuously and
densely. Then V ∈ B(H) and B(V ) = B(H) ∩ V .
Proof. In order to show that V ∈ B(H), it suffices to show that
BN := {v ∈ V : |v|V ≤ N}
are closed sets of H; if that’s the case, then V = ∪∞N=1BN is a Borel set of H. Now fix N and
consider a sequence vn in BN such that vn → v in H. Since vn is a bounded sequence in V , we
can consider a subsequence weakly converging to v˜ ∈ V . Since V is continuously embedded in
H, this implies that vn ⇀ v˜ weakly in H as well, thus v˜ = v. Since the reasoning holds for any
subsequence, this implies that vn ⇀ v weakly in V and so, by the properties of weak convergence,
v ∈ BN . This shows that BN is a closed subset of H for every N . For the second statement,
using the fact that V is densely embedded in H, analogously to the proof of Lemma 1.1 we can
find a sequence {vn}n in V such that B(V ) = σ{〈vn, ·〉V , n ∈ N} and B(H) = σ{〈vn, ·〉H , n ∈ N},
which gives the conclusion.
Let us now consider three separable Hilbert spaces V , H, E such that
V ⊂ H ⊂ E
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continuously and densely. By the previous lemma, V ∈ B(H), H ∈ B(E), B(V ) = B(H) ∩ V
and B(H) = B(E) ∩H. Setting |v|V = +∞ for all v ∈ H \ V , we can regard | · |V and a convex,
lower semicontinuous measurable function on H. Hence we can define the following path space:
B :=
{
w ∈ C(R+;H) :
∫ T
0
|w|V dt <∞ for all T ∈ [0,+∞)
}
equipped with the metric
ρ(w1, w2) :=
∞∑
k=1
2−k
[( ∫ k
0
|w1(t)− w2(t)|V dt+ sup
t∈[0,k]
|w1(t)− w2(t)|H
)
∧ 1
]
which makes it a complete metric space. We denote by Bt(B) the σ-algebra generated by the
maps pis : B→ H, s ≤ t, where pis(w) = w(s).
Let U be another separable Hilbert space and let L2(U,H) = L2 denote as usual the space of
Hilbert-Schmidt operators from U to H, with norm ‖ · ‖L2 . Let
b : R+ × B→ E, σ : R+ × B→ L2
be measurable maps (R+×B endowed with the σ-algebra B(R+)⊗B(B)) such that, for all t ≥ 0,
b(t, ·) : (B,Bt(B))→ (E,B(E)), σ(t, ·) : (B,Bt(B))→ (L2,B(L2))
are measurable maps. Let (Ω, {Ft},F ,P) be a stochastic basis, namely a complete probability
space (Ω,F ,P) endowed with a normal filtration {Ft}. LetW be a cylindrical Ft-Wiener process
on U . If we fix an orthonormal basis {ek}k of U , then W can be informally written as
W (t) =
∞∑
k=1
βk(t)ek
where βk, k ∈ N are independent Ft-Brownian motions on (Ω,F ,P).
We consider the following stochastic evolution equation:
dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t), t ∈ [0,+∞) (D.1)
Definition D.2. A pair (X,W ), where X is an Ft-adapted process with paths in B and W is a
cylindrical Wiener process on a stochastic basis (Ω, {Ft},F ,P) is a weak solution of (D.1) if
i) For any t ≥ 0,
P
(∫ t
0
|b(s,X(s))|E ds+
∫ t
0
‖σ(s,X(s))‖2L2 ds <∞
)
= 1
ii) As a stochastic equation on E we have P-a.s.
X(t) = X(0) +
∫ t
0
b(s,X(s)) ds+
∫ t
0
σ(s,X(s)) dW (s) for all t ∈ [0,+∞)
Remark D.3. By the measurability assumptions on b and σ, if X is as in the previous definition,
then both processes b(·, X·) and σ(·, X·) are Ft-adapted.
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Definition D.4. We say that weak uniqueness holds for (D.1) if, whenever (X,W ) and
(X ′,W ′) are two weak solutions with stochastic bases (Ω, {Ft},F ,P) and (Ω′, {F ′t},F ′,P′), such
that
L(X(0)) = L(X ′(0))
as measures on (H,B(H)), then
L(X) = L(X ′)
as measures on (B,B(B)).
Definition D.5. We say that pathwise uniqueness holds for (D.1) if, whenever (X,W ) and
(X ′,W ′) are two weak solutions on the same stochastic basis (Ω, {Ft},F ,P) and with the same
cylindrical Wiener process W , such that X(0) = X ′(0) P-a.s., then P-a.s.
X(t) = X ′(t) for all t ∈ [0,+∞)
Recall that, if J is an Hilbert-Schmidt embedding from U to another Hilbert space U , then W
can be regarded as a Q-Wiener process on U , Q = JJ∗, by setting
W (t) =
∞∑
k=1
βk(t)Jek
and in this case ∫ t
0
σ(s,X(s)) dW (s) =
∫ t
0
σ(s,X(s)) ◦ J−1dW (s)
so that the definition of the stochastic integral is independent of the choice of U and J . Below
we shall fix U and J . We define
W0 = {w ∈ C(R+;U) : w(0) = 0}
endowed with the metric
ρ(w1, w2) :=
∞∑
k=1
2−k
(
sup
t∈[0,k]
|w1(t)− w2(t)|U ∧ 1
)
and the σ-algebra B(W0). For any t ≥ 0, as before Bt(W0) denotes the σ-algebra generated by
pis : W0 → U , s ≤ t, where pis(w) = w(s).
In order to define strong solutions, we need to introduce the following class of maps. Let E denote
the set of all maps F : H ×W0 → B such that for every probability measure µ on (H,B(H))
there exists a measurable map Fµ : H ×W0 → B such that, for µ-a.e. x ∈ H,
F (x,w) = Fµ(x,w) for PQ-a.e. w ∈W0
Here H×W0 is endowed with the completion of B(H)⊗B(W0) with respect to µ⊗PQ, where PQ
denotes the distribution of the Q-Wiener process W on (W0,B(W0)). Fµ is uniquely determined
µ⊗ PQ-a.s.
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Definition D.6. A weak solution (X,W ) to (D.1) on (Ω, {Ft},F ,P) is a strong solution if
there exists F ∈ E such that for any x ∈ H, w 7→ F (x,w) is measurable from Bt(W0)P
Q
to Bt(B)
for every t ≥ 0 and
X = FL(X(0))(X(0),W ) P-a.s.
Definition D.7. We say that strong uniqueness holds for (D.1) if there exists F ∈ E satisfying
the adaptiveness condition in Definition D.6 and such that:
i) For every cylindrical Wiener process W on a stochastic basis (Ω, {Ft},F ,P) and any F0-
measurable H-valued random variable ξ the continuous process
X = FL(ξ)(ξ,W )
is such that (X,W ) is a weak solution to (D.1) and X(0) = ξ P-a.s.
ii) For any weak solution (X,W ) to (D.1) we have
X = FL(X(0))(X(0),W ) P-a.s.
Remark D.8. Since X(0) is P-independent of W ,
L((X(0),W ) = L(X(0))⊗ PQ
therefore strong uniqueness implies weak uniqueness.
In this setting, the Yamada-Watanabe Theorem can be formulated as follows.
Theorem D.9. Let b and σ as above. Then equation (D.1) has a unique strong solution if and
only if the following hold:
i) For every probability measure µ on H there exists a weak solution (X,W ) of (D.1) such
that L(X(0)) = µ.
ii) Pathwise uniqeness holds for (D.1).
We omit the proof, for which we refer to [27].
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