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Stability of Sums of 
Weighted Nonnegative Random Variables* 
N. ETEMADI 
University of Illinois at Chicago 
Communicated by G. Kallianpur 
A stability result for sums of weighted nonnegative random variables is 
established and then it is utilized to obtain, among other things, a slight 
generalization of the Borel-Cantelli lemma and to show that the work of Jamison, 
Orey, and Pruitt (Z. Wahrsch. Verw. Gebiete 4 (1965), 40-44) on almost sure 
convergence of weighted averages of independent random variables remains valid if 
the assumption of independence on the random variables is replaced by pairwise 
independence. 
1. INTRODUCTION 
Let {X,} be a sequence of random variables, assumed throughout this 
article to be nondegenerate, with finite first moment; let {w,} be a sequence 
of positive numbers. Define S, = x:=1 wiXi and W, = x:=1 wi. In this 
paper we study the almost sure convergence of (S, - ESJW, to zero as 
n + co, for the case where the random variables are nonnegative and {w,} 
satisfies 
wrtIW,+ 0 and W,--tcO as n-+m. (1) 
Then we apply the result to obtain, among other things, an analogue of 
“Kolmogorov’s theorem” for the weighted averages of pairwise independent 
random variables. This will ensure that the work of Jamison et al [7] on 
almost sure convergence of weighted averages of independent random 
variables remains valid if the assumption of independence is replaced by 
pairwise independence. For the “necessity” of condition (1) imposed on w,‘s 
and its equivalent version see [7, p. 441. Finally we adapt the result for the 
range of random walk to justify an old result and to obtain a new one. 
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2. RESULTS 
THEOREM 1. . Let {w,,} be a sequence ofpositive numbers satisfying (1); 
let {X,} be a sequence of nonnegative random variables with finite second 
moments such that: 
(a) Sup EXi < coo, 
i>O 
(b) 5 i [WiWjCOV+(xi,Xj)]/B’j < ~0. 
j=1 i=l 
Let S = Cf=, wiXi. Then as n + co. (S, - ESJW,, -+ 0 a.s. 
Proof: Let a > 1 and for each k> 1, set nk = inf{n: W, > ak}. Since 
WnIWPl+l -+ 1 as n -+ co, it follows that Wnk - ak for all large k. Therefore 
for some c > 0 and every i = 1,2,3 ,..., 
{k: nk > i} c {k: W,, > Wi} c {k: cak > Wi}, 
and this is all we need to prove the theorem if we follow the argument given 
in Etemadi [4, Theorem I]. Since the proof is short, for the sake of 
completeness we repeat it here. 
By Chebyshev’s inequality and a change of order of summation we have, 
for every E > 0, 
<b ‘? 
kc1 
+ + wiwjcov+(Xi,Xj) 
,e, ,?I I/ 
azk 
~ wiwjCOV’(Xi,Xj)/Wj’ < 00, 
1% 1 
where b is an unimportant constant which is allowed to change. Thus by the 
Borel-Cantelli lemma 
(S,, - ES,,)/ W,,, -+ 0 a.s. 
Now by using the monotonicity of S, one can easily verify that 
lim sup(lS,, -ES,IIWJ < WgEX,)(a - 11, 
and since a > 1 is arbitrary we are through. 
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COROLLARY 1. Let {X,} be a sequence of nonnegative random variables 
with j?nite second moments and S, = Cy=, Xi such that: 
(a) {EX,} satisfies (l), 
(b) 2 i COV+(Xi, Xj)/(ESj)2 < CO. 
j=l [ i=l 1 
Then as n + co, S,/ES, + 1 a.s. 
Proof: Let Y,, = X,/EX,, and w, = EX,, and use Theorem 1. 
Remark 1. Let {E,} be a sequence of events such that C P(E,) = 00. 
Let X, = I(E,). Then condition (a) of Corollary 1 is satisfied and therefore it 
follows that condition (b) s&ices for P{E, i.o.} to be one which slightly 
generalizes the “hard” part of the Borel-Cantelli lemma. To see this note 
that when the events are pairwise independent condition (b) is also satisfied. 
For 
f var Xj/(ESj)’ < ‘? EXj/(ESj)2 < ‘? lEs’ l/x2 dx 
j=2 ,Fj 72 ES/-, 
= l/EX, < co, 
where we have assumed without loss of generality that P(E,) > 0, i = 1, 2,..., 
(see also Chung [ 1, Theorem 4.2.51). 
COROLLARY 2. Let {w,,} be a sequence of positive numbers satisfying 
(1); let {X,} be a sequence of pairwise independent random variables with 
finite second moments such that: 
(a> fit E [Xi -EXiI < ~0, 
(b) ? w: VarXi/Wf < co. 
iY1 
Let S, = C:=, WiXi. Then as n + 03, (S, - ESJJW, + 0 a.s. 
Proof: Verify the stability of S,* = Cy=, wi(Xi - EX,)+ and its 
“negative” counterpart, say S, **, by using Theorem 1 and the fact that for 
i = 1, 2,..., 
var(X, - EXi)+ < E(X, - EXi)+2 < var Xi, 
and conclude the result by noting that ES,* * -ES,* = 0. 
Remark 2. The case where the random variables are also identically 
distributed (a) in Corollary 2 is always true and (b) together with Remark 1 
are all we need to follow the proof of Theorems 2-4 obtained in Jamison et 
al. [ 7, pp. 41-433, but for pairwise independent random variables. The 
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SLLN established in Etemadi [3] is then the case where the wI)s are iden- 
tically one. 
Finally if one is interested in what is called “logarithmic averages” we 
have 
COROLLARY 3. Let {X,, } be a sequence of nonnegative random variables 
with finite second moments; let S, = jJy=, Xi such that: 
(a) {EX,} satisfies (I), 
(b) -? + 
COV + (Xi 1 Xj) 
,rl ~FY, ESiESj(logESj)’ ’ O”’ 
Then as n -+ 00, 
1 “7 
K Xi/ES,+ 1 
log ES,, i., 
a.s. 
Proof Let Y, = X,/EX, and w, = EX,,/ES,. From (a) it follows that 
wn- log ES,. Now use Theorem 1 to get the desired result. 
Corollary 3 can be used to establish a limit theorem for the range of 
random walk. Namely, let (X,} be a sequence of i.i.d. random variables 
which takes values in d-dimensional integer lattice points. The range of the 
random walk S, = XI=, Xi, denoted by R,, is the cardinality of the set 
IS,, s,,.... S,}. 
THEOREM 2. Let Y,= 1 and Yi=Z {Si#Si-,Si#Si-, ,..., Si#S,), 
i>2. Then as n-r co, 
1 n Y. 
2-1 
log ER, ,;, ER, 
a.s. 
Proof. The sequence of random variables {Y,} clearly satisfies (a) of 
Corollary 3, but as shown in Spitzer [8, p. 371, EY, Yj < EYiEYjpi, j > i, 
and EY,‘s are nonincreasing. Therefore 
+ cov+(Y,, Yj)/ERj< EY, f- -- 
[ 
EYj-i 
j=Zl j=i+ 1 ERj 1 
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for n > 2i. Now by changing the order of summation it is easy to see that the 
series in (b) Corollary 3 is bounded by a convergent series whose general 
term is given by 2EYi/ERi (log ERi)‘. 
Remark 3. Theorem 2 is implicitly contained in Erdiis and Chung [2, 
Theorem 6, p. 161. In particular the observation we made in (2) is basically 
theirs. 
Remark 4. When the random walk is transient, i.e., P(S, # 0, 
S, # O,...) > 0, then a stronger result holds; namely, as n + 03, 
R,,jER.+ 1 a.s. (3) 
See, e.g., Etemadi [4]. This is always the case when d > 3, assuming that d is 
also the genuine dimension of the random walk. When d = 2 and the random 
walk is not transient it is shown, Jain and Pruitt [5, Theorem 4, p. 2801, that 
as n--+co, 
1 + -.L+ 1 
log n iri iEYi 
a-s. 
This follows from Theorem 2. For Lemmas 2.1-2.3 in their work implies 
that ER, - nEY,, with llog EYJ = O(log log n). In a later work, Jain and 
Pruitt [6], they show that (3) is true in general when d = 2 by obtaining a 
delicate estimate for cov+( Yi, Yj). Therefore the result is of some interest 
when d = 1 for which (3) does not hold in general. See Jain and Pruitt [6, 
Theorem 6.1, p. 481. 
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