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Abstract
The classical shooting-method is about finding a suitable initial shoot-
ing positions to hit the desired target. The new approach formulated here,
with the introduction and the analysis of the ‘target map’ at its core, nat-
urally connects the classical shooting-method to the simple and beautiful
topological degree theory.
We apply the new approach, to a motivating example, to derive the ex-
istence of global positive solutions of the Hardy-Littlewood-Sobolev (also
known as Lane-Emden) type system:{
(−△)ku(x) = vp(x), u(x) > 0 in Rn,
(−△)kv(x) = uq(x), v(x) > 0 in Rn, p, q > 0,
in the critical and supercritical cases 1
p+1
+ 1
q+1
≤ n−2k
n
. Here we derive
the existence with the computation of the topological degree of a suitably
defined target map. This and some other results presented in this article
completely solve some long-standing open problems about the existence
or non-existence of positive entire solutions.
Keywords: Elliptic systems, degree theory, shooting method, Hardy-Littlewood-
Sobolev type equations, Lane-Emden equations, global positive solutions, criti-
cal systems, Super-critical systems.
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1 Introduction
The degree theory approach for the shooting method consists of three compo-
nents: (a) defining the target map with the careful choice of the domain of
possible initial shooting positions and the range of all possible targets; (b) an-
alyzing the target map and showing that the map is onto or has fixed points
via the degree theory; (c) proving that the fixed point or the special target ob-
tained in (b) leads to solutions of our partial differential equations or dynamical
systems.
We apply the new approach to show the existence of global positive solutions
to: {
−△ui = fi(u) in R
n, i = 1, . . . , L
ui > 0 in R
n.
(1.1)
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We rewrite the above system in radial coordinate as an initial value problem
and choose a set of suitable initial values as the domain of our target map
and then give a suitable definition of the target map. With the proof of the
continuity of the target map, we apply the degree theory as presented in [14]
and [17] to compute the index of the target map and to show that the target
map is onto. We then prove that this guarantees the existence of some global
positive solutions.
We only need some very mild assumptions on the function: F = (f1, . . . , fL) :
R
L
+ = R+ × R+ . . .× R+︸ ︷︷ ︸
L
→ RL+, where R+ = [0,∞). In this article, we always
assume that F is continuous on RL+ and is Lipschitz in the interior of R
L
+.
Definition 1.1. We say that F , or system (1.1), is non-degenerate or non-
reducible if for any permutation i1, . . . , iL of 1, 2, . . . , L, any 1 ≤ k < L, and
any u ∈ RL+ with ui1 > 0, . . . , uik > 0 and uik+1 = . . . = uiL = 0, we have
fik+1(u) + . . .+ fiL(u) > 0.
A trivial degenerate case is the following:{
−△u1 = u
p
1,
−△u2 = u
p
2
.
The above system can be decoupled to the study of two scalar equations.
The main idea is to associate the existence of solutions to (1.1) with the
non-existence of solutions to the Dirichlet boundary value problem of the same
elliptic system on balls:

−△ui = fi(u) in BR ⊂ R
n, i = 1, . . . , L
ui > 0 in BR
ui = 0 on ∂BR,
(1.2)
BR = BR(0) = {x ∈ R
n||x| < R}.
Theorem 1. Assuming that F is non-degenerate, then system (1.1) admits
a solution if the corresponding system (1.2) admits no solution for any given
R > 0. Furthermore, if we assume that F (u) 6= 0 for u > 0 (we write u > 0 if
all components of u are positive i.e. ui > 0 for i = 1, . . . , L), then (1.1) admits
a solution u(x) such that u(x)→ 0 uniformly as |x| → ∞.
The above theorem is a consequence of the following theorem:
Theorem 2. Assuming that F is non-degenerate, then system (1.1) admits a
radially symmetric solution if system (1.2) admits no radially symmetric solu-
tions. Furthermore, if we assume that F (u) 6= 0 for u > 0 and small, then
(1.1) admits a radially symmetric solution u(r) such that u(r) → 0 uniformly
as r →∞.
A motivating example as well as an important application of Theorem 1 is:
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Theorem 3. The system:

(−△)ku = vp, p > 0 in Rn,
(−△)kv = uq, q > 0 in Rn,
u, v > 0, in Rn,
u(x), v(x)→ 0 uniformly as |x| → ∞,
(1.3)
admits a positive solution in the critical and super-critical cases 1
p+1
+ 1
q+1
≤
n−2k
n
for any 2k < n.
This system can be regarded as the ‘blow up’ equations for a large class
of systems of nonlinear equations arising from geometric analysis and other
physical sciences.
The Lane-Emden conjecture (see [5], [6], [11], [18]-[20]), which was proved in
many cases, states that: in the subcritical cases 1
p+1
+ 1
q+1
> n−2k
n
, system (1.3)
admits no solutions. The complete resolution of the Lane-Emden conjecture and
our result here provide a complete understanding of existence and non-existence
of global positive solutions of (1.3).
For the corresponding scalar case with u = v and p = q, we have the following
result:
Theorem 4. For n > 2k, the problem:{
(−△)ku = up
u > 0, in Rn
(1.4)
admits a solution if and only if p ≥ n+2k
n−2k
. It admits a finite energy solution in
the sense
∫
Rn
up+1 <∞ if and only if p = n+2k
n−2k
.
This complete resolution of the exsitence/nonexistence is very surprising and
is the best indication of the power of the degree theory approach for the shooting
method.
For equations (1.1)-(1.4), we introduce the target map and then apply the
degree theory (property 1.5.5 in [14]) to show that the target map is onto which
guarantees that we can shoot to the desired target. The existence of global
positive solutions follows from this.
We start with some background materials. The existence of (1.4) in the
critical and super-critical cases p ≥ n+2k
n−2k
and the nonexistence in the subcritical
case have been investigated extensively in the last 30 years (see [1]-[4], [8], [9],
[13], [15], [16], and [18]-[20]). When k = 1, one can use the classical shooting
method ([7] and [10]) to show the existence of solutions to:{
−△u = up
u > 0, in Rn
(1.5)
in the critical and super-critical cases p ≥ n+2
n−2
and n ≥ 3.
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In fact, one seeks radially symmetric solutions u(x) = w(|x|) and writes the
above equation as a second order ordinary differential equation in w with initial
value w(0) = α > 0 and w′(0) = 0. In the critical and super-critical case,
with the non-existence of solution of the same equation on a ball with Dirichlet
boundary value, one sees that w(r) > 0 for all r > 0 and w(r)ց 0 as r −→∞.
Basically, the solutions corresponding to different initial values are just a scaling
change of each other.
When k ≥ 2, instead of one dimensional initial value which scales to each
other, we are encountered with multi-dimensional initial value:
α = (α1, α2, · · · , αk−1) ∈ R
k−1
with αi = (−△)
i−1u(0), for i = 1, 2, ...k − 1. Among them, in the critical cases
as well as in many super-critical cases, there is at most one scaling class (one-
dimensional) of initial values from which we can shoot to a global solution. To
show the existence of positive solutions of (1.4), up to a simple scaling, we have
to find the special 1-D initial values. This is the main reason why there are so
many results about (1.5) but very little about (1.4) for a long time period.
One notices that (1.4) has a variational structure. It is then very natural
to seek a critical point and thus find a solution. This is indeed what has been
done in the critical case 1
p+1
+ 1
q+1
= n−2k
n
in [12]. Unfortunately, in both the
super-critical and the subcritical cases, Lei and Li showed in [11] that system
(1.4) or system (1.3) has no solution with finite energy.
The degree theory approach for the shooting method gives a simple solution
to this difficult problem. It can be used to solve a much large class of problems.
We first derive theorems 1 and 2 for the general but simple looking system
(1.1). We then apply the general results in theorems 1 and 2 to the existence of
global positive solutions for the Hardy-Littlewood-Sobolev type systems (1.3)
and (1.4) in theorems 3 and 4.
First, if F (β) = 0 for some β > 0, then u = β is a trivial/stationary/constant/
positive solution of (1.1) and we are done with our proof of theorem 1.
Thus, we may assume that F (β) 6= 0 for β > 0. Later, we can see that we
only need the assumption holds for β small. The key ingredient of this paper is
the definition and the analysis of the ‘target map’ ψ.
For any initial value α = (α1, · · · , αL) with αi > 0, i = 1, 2, ....L, we solve
the following initial value problem and denote the solution as u(r, α):
 u
′′
i (r) +
n− 1
r
u
′
i(r) = −fi(u)
u′i(0) = 0, ui(0) = αi i = 1, 2, . . . , L.
(1.6)
For α > 0, we define the target map with ψ(α) = u(r0, α) where r0 is the
smallest value of r for which ui(r, α) = 0 for some i or when there exists no
such r, we define ψ(α) = limr−→∞ u(r, α). In the later case, one can see that
F (ψ(α)) = 0. This and the assumption that F (β) 6= 0 when β > 0 ensure that
ψ(α) ∈ ∂RL+. With the natural extension of ψ(α) = α for α ∈ ∂R
L
+, we then
show that ψ is continuous from RL+ to ∂R
L
+.
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Applying the degree theory, we show that ψ is onto from Aa to Ba where:

Aa , {α ∈ R
L
+ |
∑
i=1,··· ,L
αi = a},
Ba , {α ∈ ∂R
L
+ |
∑
i=1,··· ,L
αi ≤ a},
(1.7)
for any a > 0. In particular, there exists at least one αa ∈ Aa for every a > 0
such that ψ(αa) = 0.
Shooting from the initial value αa, using the fact that the system (1.2) admits
no radially symmetric solution, we obtain a solution of (1.1). In fact, we get a
solution for every a > 0. We remark that we get infinity many solutions even if
our assumptions on F only hold for u small. In this case, we just employ the
above method for a small.
Obviously, our method can also be employed to study more general dynamic
systems of the form: 

dU
dt
= F (t, U),
U(0) = α ∈ RL+,
and to seek a initial state U(0) = α from which we get a global non-negative
solution: U(t) : [0,∞) −→ RL+.
2 Proofs of theorems 1-4
It is clear that theorem 1 is a consequence of theorem 2.
Proof of theorem 2:
As we have discussed in the previous section, we assume F (β) 6= 0 when
β > 0 and define ψ(α) to be the target map from RL+ to ∂R
L
+.
Lemma 2.1. The map ψ: RL+ → ∂R
L
+ is continuous.
We prove this lemma later. Instead, we apply the degree theory to show
that:
Lemma 2.2. For any a > 0, ψ is an onto map from Aa to Ba and thus there
exists at least one αa ∈ Aa such that ψ(αa) = 0.
Proof of lemma 2.2
Recall that Ba = {α ∈ ∂R
L
+ |
∑
i=1,··· ,L
αi ≤ a}, then as a consequence
of the non-increasing property of the solutions of (1.6), we see that ψ maps
Aa −→ Ba.
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Let φ(α) = α+ 1
L
(a−
∑
i=1,··· ,L
αi)(1, · · · , 1) : Ba −→ Aa, then φ is continuous
with a continuous inverse φ−1(α) = α− ( min
i=1,··· ,L
αi)(1, · · · , 1) : Aa −→ Ba.
The map: G = φ ◦ ψ : Aa −→ Aa is continuous and G(α) = α on the
boundary of Aa. Based on the Heinz-Lax-Nirenberg version of the degree
theory, property 1.5.5 in page 8 of [14], we calculate that deg(G,Aa, α) =
deg(Identity, Aa, α) = 1 for any interior point α ∈ Aa. Consequently, G is
onto which implies that ψ is also onto. This shows that there exists an αa ∈ Aa
such that ψ(αa) = 0 for any a > 0. This completes the proof of lemma 2.2.
Showing the existence of solutions:
First, we show that the solution u(r) of (1.6) with the initial value u(0) = αa
never touches the wall for finite r and thus is defined for all r > 0. Suppose in
the contrary that r0 is the first positive number such that ui(r0) = 0 for some
i. Then by definition u(r0) = ψ(αa) = 0. This implies that u(x) = u(|x|) is a
solution of (1.2) with R = r0. This contradicts with the assumption that system
(1.2) admits no solutions. Consequently, we get ui(r) > 0 for i = 1, · · · , L and
r > 0 and lim
r→∞
u(r) = ψ(αa) = 0.
Clearly, u(x) = u(|x|) is an radially symmetric classical solution of (1.1) with
u(x)→ 0 uniformly as |x| → ∞.
Thus to complete the proof of theorem 2, we only need to establish lemma
2.1: for any α ∈ RL+, ψ is continuous at α.
Proof of lemma 2.1:
There are three cases to be considered:
1. α ∈ ∂RL+.
2. α > 0, and the solution u(r, α) of (1.6) with initial value α touches the wall
at the smallest possible value r0 with ui0(r0, α) = 0, for some 1 ≤ i0 ≤ L.
3. α > 0, and the solution u(r, α) of (1.6) never touches the wall, or ui(r, α) >
0 for i = 1, . . . , L and r ∈ [0,∞).
Case (1):
If α = 0, then |ψ(α)− ψ(α)| = |ψ(α)| ≤ |α| = |α− α| → 0 as α −→ 0 = α.
When α 6= 0, without loss of generality, we assume that α1 = 0, . . . , αj = 0
and αj+1 > 0, . . . , αL > 0, 1 ≤ j < L. We must have f1(α) + · · ·+ fj(α) > 0 by
the assumption that F is non-degenerate. Thus we may assume f1(α) = c > 0.
By continuity, there exists δ1 > 0 such that f1(α) ≥
c
2
if |α− α| ≤ δ1. Classical
ODE theory shows that there exists a δ2 > 0 such that if |α − α| ≤ δ2 and
r < δ2 then |u(r, α) − α| ≤ δ1 before u(r, α) touches the wall. One sees that
as |α − α| −→ 0, u1(rα, α) = 0 for some rα −→ 0. Hence, |ψ(α) − ψ(α)| ≤
6
|u(rα, α)− α|+ |α− α| → 0 as α −→ α.
Case (2):
From the fact that fi ≥ 0, one derives that u
′
i0
(r0, α) < 0. This transversal-
ity condition and the ODE stability imply that ψ is continuous at α.
Case (3):
In this case, we first show that ψ(α) = 0. Classical ODE or Elliptic theory
shows that F (ψ(α)) = 0. Hence ψ(α) ∈ ∂RL+. By our non-degeneracy assump-
tion, we conclude that ψ(α) = 0. In fact, the non-degeneracy condition implies
that F (β) 6= 0 when β ∈ ∂RL+ and β 6= 0.
Then u(r, α) is positive and small for r large. Continuous dependence of
initial values for our ODE implies that for any R large but fixed when α is
close to α, then u(r, α) > 0 for r ∈ [0, R] and u(R,α) is close to u(r, α) and
thus is small. Consequently |ψ(α)| ≤ |u(R,α)| is small. This shows that ψ is
continuous at α.
Theorem 2 is proved.
Proof of theorem 3:
We define wi = (−△)
i−1u, wk+i = (−△)
i−1v, i = 1, . . . , k. Then w satisfies:

−△w1 = w2, · · · − △wk−1 = wk,
−△wk = w
p
k+1,
−△wk+1 = wk+2, · · · − △w2k−1 = w2k,
−△w2k = w
q
1
,
w1 > 0, . . . , w2k > 0, in R
n
(2.1)
with F (w) = (w2, . . . , wk, w
p
1 , wk+1, . . . , w2k, w
q
k+1) : R
2k
+ → R
2k
+ continuous.
F (w) is also Lipschitz for w > 0. It is easy to check that F is non-degenerate
and F (β) 6= 0 when β 6= 0. In [11], Lei and Li have proved that the system:

−△w1 = w2, · · · − △wk−1 = wk,
−△wk = w
p
k+1,
−△wk+1 = wk+2, · · · − △w2k−1 = w2k,
−△w2k = w
q
1 ,
w1 > 0, . . . , w2k > 0, in BR(0)
w1(x) = . . . = w2k(x) = 0 on ∂BR(0)
(2.2)
admits no radially symmetric solution in the critical and super-critical cases
1
p+1
+ 1
q+1
≤ n−2k
n
for any 2k < n. Thus, according to Theorem 1, system
(2.1) admits a positive radial solution wi(x) > 0, x ∈ R
n , i = 1, . . . , 2k.
Consequently, u = w1 and v = wk+1 solves system (1.3).
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It is interesting to point out that, for any solutions to (1.3), except the crit-
ical case where 1
p+1
+ 1
q+1
= n−2k
n
, the ‘energy’ is infinite in the sense that:∫
Rn
uq+1 =
∫
Rn
vp+1 =
∫
Rn
|(−△)
k
2 u|2 =
∫
Rn
|(−△)
k
2 v|2 =∞.
Proof of theorem 4:
The nonexistence in the subcritical case and the classification of solutions in
the critical case have been proved in [6]. The existence follows exactly as the
prove of theorem 3.
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