In interaction and interface design, the representation of continuous processes often uses liquid metaphors, such as dripping or streaming. When an auditory display of such processes is required, an approach to sound-synthesis based on the physics of liquids in motion would be the most convincing, especially when real-time interaction is into play. In order to bridge the complexity of fluid-dynamic simulations with the needs of interactive sonification, we propose a multi-rate sound synthesis of liquid phenomena. Low-rate smoothed-particle hydrodynamics is used to model liquids in motion and to trigger sound-emitting events. Such events, such as solid-liquid collision, or bubble formation, are synthesized at audio rate. The proposed method is applied to the two important cases of liquid falling into a vessel, and of solid object falling into a liquid. Some example applications in interaction design are presented.
and is becoming an important topic in the interaction design discourse [29] . Looking at the physics of sound-generating events and processes is probably the most direct way to approach continuous sonic interactions, although the complexity of physical phenomena or the limitation of computing resources can be hindering factors against such approach. Nevertheless, a number of success cases, recipes, and tools are now available to the sound and interaction designer [11, 28] .
The physically based approach to non-musical sound modeling has recently been developed as part of some EU funded research projects on audio synthesis and sound design (Sounding Objects (SOb), Closing the Loop of Sound Evaluation and Design (CLOSED), Natural Interactive Walking (NIW)), and has led to a sound synthesis framework named Physically-based Sound Design Tools (SDT). The SDT is based on a class of physical models for everyday sounds, which includes low level events (impact, friction, bubbles) and high-level events and processes (bouncing, breaking, rolling, crumpling, splashing) [4, 28] .
Physically-based process modeling has proven to be an effective means for real-time audio synthesis oriented to information sonification, virtual and augmented reality, interaction design, computer graphics and animation [6] . In these applications the problem of mapping sound synthesis parameters to the variables of interest is made much easier when both the parameters and the variables have physical meaning. Many continuous interactions rely on physical or simulated processes that produce contact sounds (e.g., rolling [23] ), but in many other cases a liquid metaphor, such as dripping, pouring, or streaming, is more appropriate.
In this paper we illustrate the acoustic rendering of liquids in motion, as provided in the SDT package, and illustrate some examples of using liquid sounds in sonic interaction design. The sound model is based on physically-based numerical schemes of the underlying fluid dynamics. The topic is particularly interesting for applications based on computer graphics and animation, where realistically animated fluids can substantially improve the perceived quality of rendering and interaction. Even though these models are highly effective for the computation of visually-convincing scenes at common frame rates, their computational load at audio sampling frequencies becomes prohibitive. For haptic interaction with fluids, where a sampling rate close to 100Hz is considered acceptable, full-physical simulation has become practical only recently, as it can take advantage of powerful GPUs [2] .
In this article, we propose and test a multi-rate solution, in which the particles motion is used to control the audio synthesis algorithms used for the elementary sounds, such as the ones due to the formation of bubbles in the liquid or the impacts occurring at the surface. In the design of the algorithms, a "cartoonification" approach is followed, with the intention of emphasizing the prototypical characteristics of the events, instead of targeting the acoustic realism typical of audio sampling [26] . However, the sound models are supported by a qualitative investigation of the physics underlying the events under study.
The multi-rate approach to sound synthesis of liquids is also found in recent works in computer animation [16, 17] . In those works, however the sound emission rely mainly on bubble models, and no attempt is made to reproduce the sound due to liquid-liquid or solid-liquid impacts. A related approach is also found in the literature to treat the rendering of the vortex sound which accompanies air volumes in motion [32] . In that case, computational fluid-dynamics is used to control pre-computed sound textures.
The literature concerning noise emission due to liquids in motion, or to liquid-liquid and liquid-solid interactions, addresses a number of phenomena ranging from the case of a single drop impact event (dripping), to more complex evolutions of large liquid masses. In general, large scale phenomena with complex time evolution are analyzed and modeled by summing a large number of elementary events. One of the most important and acoustically relevant basic phenomena is the formation of air bubbles under the liquid surface, due to drops or solid objects impacting on a liquid surface [15, 19, 22] . In its simplest form, the acoustic emission is principally due to the initial impact and to the pulsation of the bubble. Depending on drop mass, impact angle, velocity, and other factors, the simple dripping event may turn into a variety of slightly different phenomena including liquid drop bouncing, spreading, and splashing (the formation of many secondary droplets at impact time), that have been accurately described and measured [12, 24] . Singledrop splashing is the simplest event which can be characterized by a structured time evolution where the repetition of elementary events can be observed (principal drop impact followed by secondary droplet impacts). Other larger scale phenomena include sloshing, a term used in the literature to indicate the noise associated to a liquid in automotive fuel tanks which undergoes continuous shaking [31] , and breaking waves [14] . Section 2 in this article presents the sound synthesis method, based on sound models for elementary events and low-rate simulation of liquid masses. The method is illustrated through two experimental configurations: The falling of a liquid volume into an underlying rigid container (a benchmark experiment known in the literature as "breaking dam"), provoking a flood wave to fill the basin; the falling of a solid object into a container filled with liquid at rest. Section 3 describes some practical implementations and possible uses of the sound synthesis model. In particular, Sect. 3.1 describes the tuning of the model and reports some observations from real-time interactive manipulation of simulated liquid masses. Finally, Sect. 3.2 points to some applications, and Sect. 3.3 points to the most recent implementation, as part of the SDT package.
Method
Our method for synthesizing sounds of liquids in motion is based on smoothed particle hydrodynamics (SPH), a simulation method which has interested many researchers and practitioners in the fields of computer graphics and animation, due to the visual realism of simulations [10, 18] . The method is also suitable for parallelization and, being gridless, is scalable to fluid masses varying in size and shape. These features, as well as the inherent smoothing of internal forces, make SPH also attractive for interactive applications, also involving haptic manipulation [2] . In SPH, fluids are modeled with particles representing small fluid volumes. Each particle is described by a set of physical quantities (i.e. position, velocity, acceleration, pressure, and density) which are updated at each simulation step based on the interaction with neighbor particles. This interaction is ruled by the Navier-Stokes equations for the conservation of mass and momentum. External forces, such as the ones due to gravity or collisions with solids objects, can be accounted for in the simulation.
To address the reconstruction of the acoustic field due to a system of particles in motion, one should address the computation, at audio rate, of pressure wave radiation at liquid boundaries. However, this would be impractical for realtime rendering, due to the required high temporal and spatial resolutions. Our approach is to adopt commonly used computation rates for particles update (usually 10 to 30 frames per second) and to detect events for which acoustic emission is predictable. When such an event is detected, a corresponding acoustic event is triggered.
A preliminary step of this study concerned the selection of a minimal set of low level models representing basic events responsible for acoustic emission in liquids. In particular, the investigation focused on sounds originating from the formation of single pulsating cavities (bubbles) under the liquid surface (such as in dripping, or pouring), and from surface impacts (such as those occurring between two liquid volumes or between a solid and a liquid surface) [5, 12] .
In the following, we will first discuss the models used for the synthesis of the elementary acoustic events, then the analysis of the particles system and the reconstruction of the sound due to the liquid evolution will be illustrated.
Sound models for elementary acoustic events
The typical sound originating from a liquid drop falling into a liquid at rest is due to the formation, below the surface, of air bubbles with pulsating radius. The pulsation frequency is in the audible range, and rises with time. The law that describes such an event represents the radiated acoustic pressure as a damped sinusoid with rising frequency:
where f (t) is the time-varying pulsation frequency, d is the damping factor, a is the amplitude, and t is time. The simulation of a single bubble relies on the following formulas [5] : initial frequency is f 0 = 3/r (where r is the bubble radius), the damping factor is d = 0.043f 0 + 0.0014f 3/2 0 , and the instantaneous frequency is f (t) = f 0 (1 + σ t) (where σ is the parameter which governs the slope of the frequency). The initial bubble radius, practically ranging between 0.5 mm and 50 mm, is determined by a number of factors, such as the presence of a resting liquid level which permits the formation of the bubble under the surface, and the mass of the impacting solid or liquid. The frequency slope σ , practically ranging between 0.5 s −1 and 50 s −1 , is related to the depth of bubble formation under the liquid surface.
As soon as a falling liquid or solid body impacts the surface, a brief impulsive noise may also be produced, depending on the shape of the impacting surface. This noise is characterized by resonances, well visible in the audio spectrum, due to the cavities that are originated by air trapped between the impacting surfaces. Due to the non-rigid nature of the volumes involved in the impact, the resonances vary in time and give rise to non-stationary "formant" patterns in the spectrogram. Moreover, in the case of solid bodies impacting a resting liquid surface, a large cavity forms in the wake of the impactor, which undergoes a number of shape changes before the final collapse due to hydrostatic pressure [13, 25] . This noise source is modeled by means of a subtractive synthesis, where one or two second-order filters, representing resonant cavities, are excited by a short impulse at the instant of impact. A similar model, based on a LPC analysis/synthesis scheme, was used in [20] to represent the sound of clapping hands, which has very similar perceptual characteristics to the impact noise under discussion. Figure 1 shows the spectrograms of a bubble event and of an impact event, generated with the synthesis algorithm described above.
Analysis and processing of the particles motion
At each frame, the particles analysis and sound generation process involves three main steps:
1. the state of particles is updated through the SPH solver, at low rate; 2. the new particles configuration is analyzed, and events which are known to lead to sound emission are detected and classified; 3. the detected events trigger elementary acoustic events, whose sound synthesis models are run at audio rate with parameter values generated by the low rate simulation.
Detailed descriptions of the technique to solve the equations for the particles motion via the SPH method can be found in the literature [10] . We will discuss here in detail the other two points by describing the simulations of two typical events.
Liquid falling into an empty container
The analysis of the instantaneous fluid configuration has a central role in the whole process. To this purpose, a set of relevant configurations and events, commonly observed in experimental situations involving liquids in motion, are identified. Among the configurations that are considered interesting for the case of filling an empty vessel, two are worth noting: (a) the impact of a falling liquid volume with the empty container, and (b) the impact of liquid volumes with the surface of a resting liquid in the container. In the first case, there is no possibility for bubble formation, and only the impact sound due to the collision of the liquid volume with the solid surface may arise (Fig. 2, panel a) . In the second case, together with the sound from liquid-liquid impact, sound from the formation of cavities under the liquid surface (bubbles) is also generated (Fig. 2, panels b and c) . The system evolution proceeds with particles falling until a terminal quiet state is reached, with some of the particles possibly bouncing a few times.
During the evolution, each particle is monitored and a list of neighbor particles is generated. This allows to obtain interesting information, such as the emergence of clusters of particles proceeding tight together (small volumes), isolated particles (drops), or the formation of noticeable configurations such as liquid-solid and liquid-air interfaces. In the experiment discussed here, the particles analysis evaluates the following features:
-a list of falling and resting particles; -the presence of resting liquid in the container. When the container is not empty, an estimation of the level h of liquid fallen up to the current frame is produced; -the presence of particles undergoing a collision; -the presence of singleton particles in air; -the formation of boundary configurations, i.e. horizontal liquid-air interfaces, at the bottom or top of a liquid volume.
The lists of falling and resting particles include all particles having vertical velocity respectively above and below a velocity threshold; the presence of resting liquid in the container is evaluated by counting the number of resting particles whose position along the vertical axis is below the hight of the container; the list of particles undergoing a collision includes all particles whose vertical acceleration in magnitude is higher than a threshold acceleration; the list of singleton particles includes all particles whose neighbors list is empty; the principal cluster of particles is defined as the set of particles which are not singletons; finally, the horizontal liquid-bottom and liquid-air interfaces are defined as the set of particles of the principal cluster whose distance along the vertical axis is below a given threshold from respectively the bottom of the recipient and the top level of the liquid.
Once completed, the analysis of the particles configuration for the present frame is followed by the generation of control signals for the triggering of audio synthesis. The mapping between the states of the liquid description and the audio events was designed by searching for coherent relations between the parameters of particles motion and the Fig. 2 Three frames of the particles system representing the falling of a liquid into an empty container. (Left) Impact of falling liquid with the empty container, (center) container is filling up, and (right) toward resting conditions. Different colors represent given properties or events of interest: particles with null velocity along the vertical axis are depicted in blue, falling particles are in green, and particles subjected to an abrupt change in the vertical velocity component (collisions) are in pink acoustic parameters of the audio algorithms. Called h the level of liquid at rest in the container, the main rules used for this purpose are the following: -the generation of sounds originated from the formation of air bubbles is dependent on the presence of resting liquid in the container, and is due only if h > 0; -for each collision detected, an impact sound is triggered, and a bubble sound is triggered if h > 0. The trigger instant is randomly chosen, with a uniform statistical distribution, among the audio sampling instants included in the analyzed video frame; -when clusters of collisions are detected, a bubble sound and an impact sound event are triggered, with resonance frequency inversely proportional to the cluster dimension; -for increasing values of h, the parameters controlling the bubble dimension and the bubble frequency slope (bubble collapse) are increased accordingly.
In Fig. 3 , the spectrogram of a sound synthesis resulting from the adoption of the criteria described above is shown. It is possible to observe that when the first collisions occur (at Fig. 3 Result of the triggering of acoustic events based on the analysis of the particles configuration. Upper figure shows the number of particles undergoing a collision. Lower figure shows the spectrogram of the sound resulting from the combination of impact events and bubble-formation events around 0.3 s), only audio impact events are generated, without any bubble sound. After a few frames (at around 0.4 s), when the level of liquid in the container has reached a given threshold, bubble sound events, recognizable from the characteristic rising pitch, are also visible in the spectrogram. It can also be observed how the slope of the bubble pitch is lower at the beginning, for low values of h, and increases as the container fills up.
Solid falling into a liquid-filled container
The experimental setup representing a solid falling into liquid only differs from the already discussed example by the impact of the falling solid on the liquid surface at rest. The rigid body is modeled with the same SPH particles used in the fluid simulation. This "unified particle model" has proved to be efficient and reliable up to haptic rates [2] .
The bubble formation phenomenon occurs already at the early instants of impact, as well as the formation of a main cavity whose size is proportional to the solid volume (Fig. 4 , panels a and b). In the subsequent time intervals, the sound generated by secondary droplets is modeled by means of liquid-liquid impacts and by the formation of bubble cavities under the liquid surface (Fig. 4, panel c) . The system evolution proceeds with particles moving until a final quiet state is reached.
In Fig. 5 , the spectrogram of a simulation resulting from the above scheme is shown. It is possible to observe the main solid-liquid impact, localized in the interval 0-0.3 s, in which the impact sounds prevail, followed by a sequence of secondary droplets events, in which sounds from the bubble model prevail. 
Experiments
The illustrated splashing event was used as a workbench to experiment with several configurations of both the particleconfiguration analysis step and the audio-synthesis step. The simulation of the particles system was based on a software developed by Takashi Amada within a project for the real time animation of liquids. 1 
Non-interactive simulations
In a set of non-interactive experiments, a number of SPH animations were first computed, and the acoustic component was generated offline, by means of Matlab routines implementing the strategies illustrated above. The mean values of the statistical distributions of bubbles control parameters (bubble radius and frequency slope) and of impact resonances, were tuned empirically until the audiovisual results were perceptually in agreement with the average everyday experience of the experiment under study. Based on informal listening tests, we can say that the audio synthesis, even if isolated from the visual rendering, is well recognized and evokes a physical event involving the pouring of liquid into a bowl, and the falling of a solid into liquid at rest. Even if the quality of the audio rendering is far from being as realistic as a sampled sound, the information needed to convey the sensation of the source event is contained in the sound. In the filling container experiment, an important role is attributed to the perception of the increasing level of liquid in the container, rendered by the parametric variations of the sound events, in particular of the bubble events. In the falling solid experiment, the characteristic splashing sound is tightly related to the temporal pattern of the main resonance frequency due to the collapse of the cavity produced by the object entering the liquid. The audiovisual result, that shows clear correspondence between the particles motion and the timbre variations of the acoustic events, is coherent with our perception of the phenomenon. 2 
Interactive manipulations
A second set of experiments, which focused on the user interaction with the particles model, was conducted with a real-time version of the simulation framework. To this aim, the SPH solver and graphic engine were coupled to the audio rendering algorithm, implemented as a custom plug-in for Max/MSP 3 and Pure Data 4 (visual languages and environments dedicated to real-time audio applications). In this case, the user can interact with the particle system through mouse drag movements, and impose shaking-like perturbations to the liquid inside the vessel.
To assess the quality of interaction with respect of the particle system resolution, four different SPH configurations were used, each representing the liquid with a different number of particles (250, 1000, 2000, 3000, respectively). Moreover, during the simulation with a given set of particles, the user could interactively change the rate of the SPH calculations, the number of concurrent bubble events with respect to the time unit, and the size of bubbles.
Experimentations with this interactive setup led to the following observations: -the number of particles used in the simulation does not impact significantly on the visual perception of the volume of the liquid. On the other hand, the perception of volume is mainly affected by the rate of the SPH simulation; -When using few particles in the simulation, a coherent audio-visual perception of a small volume of liquid is effectively reached by using high SPH simulation rates, and a small number of bubble events per time unit. On the other hand, a large liquid volume sensation is achieved by reducing the SPH simulation rate and by rising the number of bubble events per time unit; -Even when using a higher number of particles in the simulation, the sensation of a larger liquid volume is again subjected to the use of reduced SPH simulation rates and of a large number of acoustic events (bubbles) per time unit. The perception of a small liquid volume can be effectively obtained by speeding up the particles motion rate and by reducing the number of bubbles per time unit; -When increasing the number of particles, the upper bound on the SPH frame rate decreases, due to the CPU load, thus limiting the possibility of reproducing the perception of small liquid volumes by a high number of particles. This is obviously a limit imposed by the hardware capabilities and not by the model itself, but should be kept in mind since it affects the perception of liquid volume. Table 1 compares the CPU loads resulting from the simulations with different particles number, on two reference CPUs, when no GPU is used.
Applications
In design for continuous interaction, the display of processes often uses a streaming metaphor, and the direct use of liquid sounds is a frequent choice when prototyping and sketching sonic interaction design [9] . An example is the use of the sound of liquid filling a vessel as a nonvisual monitor for progress in a task [27] . The ability of humans to guess the degree of filling from acoustic cues has been demonstrated and measured [1] .
The use of models of liquid sounds was also explored in the context of an interactive installation called Gamelunch, representing a sonic dining table and based on everyday objects and actions [3, 21] . The components of the installation were an ordinary table, some cutlery, and other dining items. The actions were those of preparing and consuming food and drinks, like pouring, cutting, mixing, and so on. Within this scenario, a balancing task was designed in which a pouring liquid sound is used as an auditory feedback to assist the subject in keeping a tray balanced. The drink-carrying tray is provided with an accelerometer to measure its slope, and during the interactive task the data provided by the sensor are converted into real-time control of a water pouring sound synthesis algorithm, where the virtual mass of the poured liquid is directly proportional to the misalignment of the tray from the horizontal position.
A second interactive task of the Gamelunch was designed with the aim of investigating contradictory sound feedback, in which the user experiences unexpected sonic responses while interacting with the ordinary objects of the sonic table. In this case, a salad dressing action was augmented by sounds of liquid splashes of different intensities, controlled by light fluctuations captured by a photo-resistor at the bottom of the bowl. The liquid sound feedback in the action was found to alter the perceived nature of the material being dressed and of the effort being exerted. This form of feedback has been called facilitatory contradiction [29] . In the Gamelunch implementation of this specific auditory feedback, it was noticed how people were induced to mix the salad by means of a circular movement as if it were liquid, due to the distorted perception of the action. From informal evaluations and interviews to the subjects, it was noted how most of the people who experienced the Gamelunch agreed on the effectiveness of the auditory feedback as an aid to the fulfillment of the task, and on the relevance of the role of sonic feedback in everyday actions.
The bubble-based sound models used in the Gamelunch, and implemented in the SDT toolkit, were close to van den Doel's models [5] and did not take advantage of particlebased simulations. However, the design of interactive objects spurred further research for more realistic and expressive sound models. We first incorporated pre-computed liquid evolutions, and then developed the externals that run and control real-time SPH simulations.
Liquid sounds are also being explored as part of environments for Natural Interactive Walking (NIW-EU FET-Open Project). In particular, walking on ponds implies eliciting sounds of shallow water. Such a scenario has been created 5 in an immersive environment with a responsive floor [30] . In this and similar contexts, an even tighter integration of real-time visual, haptic [2] , and auditory rendering is possible due to a common fluid simulation engine based on SPH, and this will lead to compelling and consistent multisensory experiences.
Tools
The particle-driven sound rendering algorithms have been included in the SDT package as a Max/Pd external module, named particles_sim˜. The external is designed to run the SPH solver, to display the particles motion, and to generate liquid impact and bubble sounds according to the strategies discussed above. The user can run different particles experiments by loading a configuration file in which various parameters are stored, including the type of experiment (e.g., falling liquid in bowl vs falling solid in liquid), the number of particles, and other parameters related to the SPH algorithm. Other parameters, including the SPH computation rate and various sound events parameters, can be changed by the user at run time. The SPH simulation of the liquid motion and the audio rendering algorithm provide the user with an interactive graphical and acoustic representation of the process. Figure 6 shows two screenshots of a Max patch using the external module with different number of particles (250 in the picture on the left, 3000 in the one on the right). The particle simulation externals also give the possibility to save the result of a SPH simulation on file, and to load and use a precomputed SPH simulation to drive the sound generation algorithms.
Conclusions
In this paper we discussed the audiovisual rendering of simple simulated phenomena involving liquids in motion and Fig. 6 Max patch using the particles_sim˜external to run an interactive simulation with 3000 particles based on a physically-based approach. In particular, a numerical model of the fluid-dynamics based on a particle representation was used to represent the falling of a volume of liquid into an underlying empty container, and the falling of a solid into a liquid volume at rest. We then illustrated examples of interactive applications, in which data from motion sensors are converted into liquid sounds in order to provide real-time auditory feedback. The experimental results show that even by using simple models of the basilar acoustic events involved, the control based on physical models contribute to effectively render the phenomenon and to evoke the experience of complex liquid-liquid and solid-liquid interaction.
