The authors tested the hypothesis that with adequate practice, people can execute 2 cognitive operations in working memory simultaneously. In Experiment 1, 6 students practiced updating 2 items in working memory through 2 sequences of operations (1 numerical, 1 spatial). In different blocks, imperative stimuli for the 2 sequences of operations were presented either simultaneously or sequentially. Initially, most participants experienced substantial dual-task costs. After 24 sessions of practice, operation latencies for simultaneous presentation were equal to the maximum of times for the 2 operations in the sequential condition, suggesting perfect timesharing. Experiment 2 showed that a reduction of dual-task costs requires practice on the combination of the 2 updating tasks, not just practice on each individual task. Hence, the reduction of dual-task costs cannot be explained by shortening or automatization of individual operations.
Can people do two things at once? Intuitively, this seems difficult, and numerous studies confirm decrements in performance when a task must be done concurrently with a second task relative to when it is done alone (for reviews, see Damos, 1991; Wickens, 1980) . There are exceptions, however, of (usually well-practiced) individuals who have shown simultaneous execution of relatively complex tasks-such as shadowing spoken language while playing the piano (Allport, Antonis, & Reynolds, 1972) , writing dictated words while reading a novel (Hirst, Spelke, Reaves, Caharack, & Neisser, 1980) , or shadowing text while typewriting (Shaffer, 1975) -with virtually no loss. These feats have led some researchers to suggest that there is no hardwired limit to human dual-task performance. The early evidence documenting virtually perfect timesharing between two tasks has been criticized, however, because there was little experimental control over the precise timing of individual cognitive operations (e.g., Pashler, 1998) . Thus, it cannot be ruled out that people learn to switch back and forth between the two tasks in a sophisticated schedule that emulates simultaneous processing. This would still be compatible with the notion of a rigid limitation on the parallel execution of central cognitive processes.
One particularly influential idea about central processing limitations is the hypothesis that the human cognitive system has a bottleneck for central cognitive processes that does not permit two independent cognitive operations at the same time (Byrne & Anderson, 2001; Pashler, 1994a; Welford, 1952) . This hypothesis is mainly based on phenomena associated with the psychological refractory period (PRP): When people must perform two unrelated reaction time (RT) tasks with stimuli presented in close succession, the RTs to the second task increase with decreasing stimulus onset asynchrony (SOA) separating the two stimuli.
The bottleneck theory makes precise predictions for the effects of difficulty variations at several points in the hypothetical processing sequence, many of which have been tested successfully (Pashler, 1994a) . In addition to corroborating the general idea of a central bottleneck, these experiments helped to narrow down its locus. In the PRP paradigm, most findings suggest that the bottleneck limits response selection-that is, the transformation of stimulus information into a decision for one response. The paradigm has been extended to other central processes, suggesting that the bottleneck also applies to mental rotation (Van Selst & Jolicoeur, 1994 ; but see Heil, Wahl, & Herbst, 1999) , memory retrieval (Carrier & Pashler, 1995; Craik, Govoni, Naveh-Benjamin, & Anderson, 1996; Nino & Rickard, 2003 ; but see Logan & Delheimer, 2001; Logan & Schulkind, 2000) , and consolidation of new information in working memory (Crebolder, Jolicoeur, & McIlwaine, 2002; Jolicoeur & Dell'Acqua, 1998) . Recently, formal models of resource-limited parallel processing have been developed (Navon & Miller, 2002; Tombu & Jolicoeur, 2003) . These models perfectly mimic the predictions of the bottleneck model, which can be treated as a special case in which all resources are always devoted exclusively to one task.
Despite the bottleneck hypothesis's success in predicting results with the PRP paradigm, some experiments have revealed anomalies that are difficult to reconcile with it, at least in its simple form (Meyer et al., 1995) . This led Kieras (1997a, 1997b) to propose a radical alternative to a central bottleneck. They claimed that there are no central limitations to parallel processing built into the cognitive architecture. Decrements in dual-task performance, so they claimed, can be attributed to one or more of three factors: (a) peripheral interference due to common sensory or motor processes of the two tasks, (b) lack of practice in combining the tasks, and (c) instructions that discourage simultaneous processing. With regard to PRP experiments, Meyer and Kieras pointed out that participants typically are instructed to give priority to the first task. This instruction, together with the desire to avoid motor interference, so they argued, leads the cognitive system to deliberately delay the response to the second stimulus at short SOAs.
It follows from this argument that parallel cognitive operations should be possible without interference if there is (a) no sensory or motor overlap, (b) considerable practice in combining the two tasks, and (c) instruction that gives both tasks equal priority. Several studies have tested these conditions either individually or in combination. When both tasks were given equal priority and the order of responses was not restricted, robust dual-task costs were still observed in PRP experiments (Carrier & Pashler, 1995; Pashler, 1994b; Pashler, Carrier, & Hoffman, 1993; Ruthruff, Pashler, & Klaassen, 2001) . Extended practice with a PRP paradigm that combined tasks with minimal sensory and motor overlap did not eliminate the PRP effect (Ruthruff, Johnston, & Van Selst, 2001 ; Van Selst, Ruthruff, & Johnston, 1999) . In these studies, however, participants were instructed to give Task 1 priority. Schumacher et al. (2001) were the first to realize the three conditions together. When stimulus and response overlap were minimized, SOA between the two stimuli was fixed to zero, order of responses was unrestricted, fast responding was rewarded (particularly in the dual-task condition), and participants received about 2,000 trials of practice on each task, dual-task costs in RTs could be eliminated. There remained small but significant dualtask costs in errors, however. Recently, this study was replicated and extended by Hazeltine, Teague, and Ivry (2002) , who reported perfect timesharing with respect to both RTs and errors in some of their experiments. A series of experiments by Levy and Pashler (2001) suggests, however, that the success in eliminating dual-task costs might depend on the particular combination of visual stimuli with manual responses and auditory stimuli with vocal responses: When the assignment of tasks to response modalities was reversed, dual-task costs were larger than in the original combination. In this study, however, participants received only about 1,000 trials of practice, less than what was needed to achieve perfect timesharing even in the auditory-vocal and visual-manual task combinations. In sum, there is evidence that dual-task costs can vanish under certain conditions, but the generality of this finding, and whether it implies that there is no bottleneck in these conditions, is still an open question.
The Memory-Updating Task
In the present study, we tested the bottleneck hypothesis with a working-memory-updating task (Oberauer & Kliegl, 2001; Salthouse, Babcock, & Shaw, 1991) . This task preserves the main advantage of the PRP paradigm, the precise control over the timing of individual cognitive operations. At the same time, it eliminates one of its disadvantages, the need to produce separate responses to each stimulus, which can generate dual-task costs on top of those produced by a bottleneck for central cognitive processes (De Jong, 1993) . Moreover, the continuous-updating paradigm provides a means to study dual-task costs in extended sequences of cognitive operations, thereby providing a bridge between the isolated reactions to stimuli studied in the PRP paradigm and earlier work on dual-task performance that used more complex, continuous tasks.
In our memory-updating task, participants were asked to hold two items (one digit and one spatial position of a dot) in memory and to update both of them several times according to simple operations. Operations were contingent on stimuli (i.e., high and low tones for two numerical operations; arrows for spatial shifts) displayed in a self-paced sequence. In the sequential condition, seven to nine operations of one kind (numerical or spatial) were followed by an equal number of operations of the other kind. In the alternating condition, updates of digit and of dot position alternated. In the simultaneous condition, a tone and an arrow were displayed at the same time, requiring the execution of two operations, after which the participant pressed the space bar once to elicit the next pair of operations.
The sequential condition serves as the baseline for assessing the time demand for single operations. When participants are able to execute two operations in parallel without costs, these operations should be as fast and accurate in the simultaneous condition as in the sequential condition. The alternating condition serves to further assess the costs associated with switching between two objects in working memory and between the two tasks. Previous research with the memory-updating task has shown that a switch of the focus of attention to a new object in working memory increases operation latencies by several hundred milliseconds (Garavan, 1998; Oberauer, 2003) . Bottleneck models assume that in a dualtask condition, the bottleneck switches back and forth between the two tasks. When the tasks require access to different representations in working memory, this switching will generate additional dual-task costs. Comparison of the sequential and alternating conditions serves to assess this component of dual-task costs and its fate over practice.
The updating task was designed to provide optimal conditions for parallel central processing in the simultaneous condition, following the arguments of Meyer and Kieras (1997a) . We minimized the sensory overlap by displaying the stimuli for the numerical task acoustically and the stimuli for the spatial task visually. Responseexecution overlap was eliminated because there was only a single behavioral response (pressing the space bar) that was independent of the outcome of the two operations. For the same reason, the issue of giving overt responses in a particular order did not arise. In addition, we gave participants extensive opportunity to practice all three conditions and incentives to do the task as quickly as possible without sacrificing accuracy.
Predictions From Serial and Parallel Processing Models
Our data can be interpreted in light of two idealized models of performance, graphically illustrated in Figure 1 . These models represent the two extremes of a continuum of assumptions about constraints on parallel processing-a central bottleneck enforcing strict seriality, on the one hand, and a parallel model without any mutual impairment, on the other hand. Many intermediate positions can be taken (e.g., Logan & Gordon, 2001; Navon & Miller, 2002) , but we focus on the two extremes because these models are relatively simple and impose stronger constraints on the data, thereby increasing the chance that at least one of them can be ruled out.
We assume that the mean duration of one updating operation from stimulus onset to the end of the central processes takes n ms. This time consists of a sensory processing component, s, and a central processing component, c. To obtain the measured latencies for an operation cycle (i.e., the time between two hits of the space bar), we add a motor component, m, which is a random variable with a constant mean for all conditions because it reflects the time required to press the space bar. 
The Central Bottleneck Model
The central bottleneck model assumes that central processes must run serially, but sensory processes can run in parallel when 1 In a model assuming optimal performance (with or without a central bottleneck), programming and execution of the motor response could run in parallel with other processes because they do not depend on the result of response selection. Participants could select a pace that allows optimal performance and then execute the motor sequence decoupled from the sequence of response selections. To the degree that performance approached optimal scheduling of processing components, the contribution of m to the measured latencies would therefore approach zero. stimuli are presented simultaneously (Byrne & Anderson, 2001; Nino & Rickard, 2003; Pashler, 1994a) . The latency predicted for each operation cycle for task i in the sequential condition (see Figure 1A ) can be written as
The alternating condition should require an additional cost, c s , for a switch of the focus of attention from one object to the other (Garavan, 1998; Oberauer, 2003) , the switch of the bottleneck to a new task set (Jersild, 1927) , or both. The next cognitive operation cannot begin before the switch has been performed; therefore, the switch adds a second central processing component, c s , to be inserted before the central operation, c i (see Figure 1B) . The predicted time for the alternating condition hence equals s i ϩ c s ϩ c i ϩ m.
In the simultaneous condition, the two sensory processing parts occur simultaneously, but the second central process must wait until the first one is finished. We assume that the cognitive system makes optimal use of the bottleneck, which means that on each trial, the task that finishes sensory processing first will get first and immediate access to the bottleneck. The central process of the other task then has to wait until the first one is done (see Figure  1C) . 2 The expected duration for the simultaneous (sim) condition then equals
In addition, the focus of attention must switch to a new object at least once in each operation cycle. Taking this into account, the predicted time demand is RT sim ϭ min͑s 1 , s 2 ͒ ϩ c 1 ϩ c s ϩ c 2 ϩ m.
(2b)
The Parallel Model
A model allowing all processes to proceed in parallel would apply the same analysis as the bottleneck model to the sequential condition, which thereby can be used as a baseline measure (see Figure 1A ). For the simultaneous condition, the parallel model assumes two parallel, independent operations for the two tasks in each cycle. Because this results in two parallel streams of processing for the two mental objects, there is no need for switching between them. As soon as the results of both operations in a given cycle are in, the next pair of stimuli can be processed (see Figure  1E) . Therefore, the time requirement for the simultaneous condition can be predicted to be the larger of the times for each task in a given cycle:
Because all parameters of the models are random variables, the mean of the maximum of the two finishing times, n 1 and n 2 , will not equal the maximum of their means. Because of random variability in the finishing times of two parallel operations, their mean conjoint finishing time will be larger than the mean of the longer of them performed alone. The size of this difference depends on the variability of n 1 and n 2 as well as their correlation (for discussion, see Ruthruff, Pashler, & Klaassen, 2001 ). We think the most plausible assumption for a model without any interference is that the two parallel operations do not interact in any way, so that their finishing times are uncorrelated. We therefore used Equation 4 (below) as a close approximation of Equation 3, which allowed us to predict the time demand for the simultaneous condition under the parallel model from the distribution of latencies measured in the sequential condition, assuming zero correlation:
This prediction, unfortunately, is only an approximation, because the two motor components enter into the maximum of the measured latencies taken from the sequential condition, whereas in the simultaneous condition, the motor component adds only once to the maximum of the two finishing times. Because the maximum of two motor components is expected to be larger than a single motor component, the prediction in Equation 4 overestimates the expected latency for parallel processing in Equation 3. The degree of this overestimation depends on the variance of m. As we show in the Discussion section of Experiment 1, the degree of overestimation was very likely minimal for the data of our Experiment 1 at the end of the practice period.
Parallel processing might also be possible in the alternating condition: When there is no limit to parallel cognitive processes, there is no reason why participants should wait to perform the next numerical updating operation until the previous spatial operation is finished (or vice versa). The only reason to wait for completion of an earlier operation arises within each sequence of operations applied to the same element, because each operation must wait for the result of the previous one as its input. In the alternating condition, participants could learn to press the space bar as soon as the next to last operation (i.e., the last operation of the same kind) is done, so they could run two processing streams in parallel, as in the simultaneous condition, but with the two streams shifted somewhat in time. Thus, simultaneous and alternating conditions will require the same time for two operations (one numerical, one spatial), but this is measured as one cycle in the simultaneous condition and as two cycles (i.e., pressing the space bar twice) in the alternating condition. The mean cycle duration in the alternating condition is therefore predicted to be half the duration in the simultaneous condition (see Figure 1F ).
Comparing the Models
Under most conditions, the expected latency for the simultaneous condition is larger in case of a bottleneck than in case of parallel processing. This is because the bottleneck forces one central process to wait until the other is completed, thus introducing a slack time (see Figure 1C) . The expected latency for the simultaneous condition can be rewritten under the assumption of a bottleneck. There are two possible cases: The first case (illustrated 2 In addition, we should consider the possibility that participants execute sensory processes on the next stimulus in parallel with response selection to the previous one. They could achieve this by pressing the space bar before response selection for the previous stimulus is completed, anticipating that the bottleneck will be free again when the sensory analysis of the next stimulus is finished. This would essentially shift a constant part of the sensory processing time of each stimulus into the previous cycle, thus reducing the effective contribution of sensory processes, s, to the overall latency by this amount. All predictions are unchanged by this as long as s remains larger than zero.
in the first step of Figure 1C ) is that the slack delays the longer of the two operation times n i . In this case, the predicted latencies from the bottleneck model equal the predictions from the parallel model (Equation 4) plus the slack:
Alternatively, the slack can occur in the shorter of the two operations (illustrated in the second step of Figure 1C ). This means that the central component of the longer operation is done first, and the slack delays the central process of the shorter operation until the longer one has finished. Therefore, after the longer of the two operation times n i , the switch, c s , and the central process of the shorter operation, c k , still have to be done (with k referring to the shorter operation). Thus, the bottleneck model predicts The slack is the difference between the time until the bottleneck becomes free after having worked on the task it served first and the duration of the sensory processes of the other task:
with the subscript 1 referring to the task with the shorter sensory process in a given operation cycle. Figure 1D ) can mimic the pattern predicted by the parallel model because latencies in the simultaneous condition need not be longer than the maximum of the two operations performed alone. Such a constellation is particularly likely after practice because practice is assumed to mainly shorten the response-selection part of choice RTs (Van Selst et al., 1999) . Direct evidence for the emergence of a latent bottleneck in one participant after prolonged practice was reported by Ruthruff et al. (2003) . Latent bottleneck models make specific assumptions that can be tested in the present paradigm. We defer further consideration of latent bottlenecks until the Discussion section of Experiment 1. To summarize, both models-and, in fact, all models that assume no correlation between the time demands of the two operations-predict that latencies in the simultaneous condition will be at least the maximum of two operation latencies as measured in the sequential condition, max(n 1 , n 2 ). The parallel model predicts that no additional slowing will be observed, whereas the bottleneck model predicts additional time costs due to delays of central processes that have to wait for the bottleneck-the only exception being the case of a latent bottleneck. Therefore, we define dualtask costs in this paradigm as the difference between latencies in the simultaneous condition and the maximum of one numerical and one spatial latency in the sequential condition. Experiment 1A tested the predictions of the bottleneck model and the parallel model. Six students practiced the three conditions of the memory-updating task over a total of 24 sessions. We show that for 5 of these participants, dual-task costs vanished at the end of practice. Experiment 1B was a retest of the same participants, investigating the robustness of their performance after practice and comparing the sequential condition with more reduced, single-task conditions. Experiment 2 tested a prediction of a potential latent bottleneck account of our results: Practice on individual tasks separately should reduce dual-task costs as much as practice on the dual-task combination. We show that this is not the case with our paradigm, and this result questions not only the latent bottleneck account of the results from Experiments 1A and 1B but the more general view that automatization of individual tasks enables them to run in parallel without interference.
Experiment 1A
Method
Participants. The participants were 6 high school students from Potsdam, Germany. They received DM 10 (about U.S.$4) for each 45-min session. In addition, they could earn a monetary award of up to DM 50 during the experiment.
Materials and procedure. The experiment consisted of 24 sessions. Within each session, there were 80 trials of the same experimental condition. Conditions varied over sessions in a constant order for each participant; the order was balanced over participants. The order of conditions for each participant can be read from Figures 2 and 3 as the order of conditions within each phase (a phase was formed by 3 consecutive sessions).
Each trial started with the display of a 5 ϫ 5 (18.0 ϫ 18.0 cm) grid in the center of a computer screen. In the central cell of the grid, the numerical starting value, a digit randomly selected from the set 1-9, was displayed in blue. When a participant hit the space bar, the digit disappeared and a red dot with a diameter of 2.0 cm was displayed in a randomly selected cell of the grid as the starting value for the spatial task. When the participant pressed the space bar again, the red dot disappeared, and the first operation (or pair of operations) was immediately presented. Numerical operations were indicated by 50-ms tones, a high tone (800 Hz) requiring addition of 2 and a low tone (200 Hz) subtraction of 1 from the current value of the digit. Spatial operations were indicated by red arrows with a length of 2.5 cm, displayed in the central cell of the grid and pointing in one of eight possible directions horizontally, vertically, or diagonally; they required a mental shift of the dot from its current position in the indicated direction by one cell. Operations were generated at random for each participant and trial, with the restriction that no intermediate or final result surpassed the range of digits 1-9 or the limits of the grid. For the spatial task, immediate repetitions of the same arrow were also avoided because these could be difficult to perceive as new stimuli.
Within each trial, participants worked in self-paced mode through a sequence of seven, eight, or nine operations of each kind; the number of operations was determined at random for each trial so that participants could not anticipate the end of the trial. With each hit of the space bar, the next operation (or pair of operations) was displayed immediately. At the end of a trial, participants were asked the final digit value and the final spatial position in a random order. Participants gave their answers by a mouse click in the correct field in the grid and typing the correct digit on the keyboard; the word right or wrong was displayed as feedback. With another hit on the space bar, the next trial was started.
The sequential condition started with the complete sequence of operations of one kind (either spatial or numerical, selected at random from trial to trial), followed by the same number of successive operations of the other kind. The alternating condition presented the operations in alternating order, starting with one task (numerical or spatial) selected at random. In the simultaneous condition, one numerical and one spatial operation were displayed at the same time; thus, a trial comprised only half as many cycles as it did in the other conditions.
Participants were instructed to work through each trial as quickly as possible without sacrificing accuracy. Summary feedback at the end of the session included mean latency and percentage correct as well as current sum of credit points. Participants earned one credit point for each percentage point of accuracy above 90%; for each percentage point that their accuracy fell below 90%, one point was subtracted. For each time the mean latency in the present session surpassed their corresponding mean latency for the preceding session in the same condition and task, they received five points.
Results
RTs from trials that were not solved completely correctly, as well as those from the first four trials in each session, were discarded. The first numerical and the first spatial RT in each trial were also discarded because they might be associated with a switch effect in the sequential condition. The remaining RTs were aggregated within trials, separately for numerical and spatial operations (except for the simultaneous condition). Trial RTs surpassing the mean by 3 standard deviations within each session (i.e., within each condition in each phase of practice) were trimmed. The analyses focused on the first three sessions, representing the beginning of practice with each condition, and the last three sessions, representing the final level of practice. The alpha level was set to .05.
Figures 2 and 3 show mean RTs and errors in the three conditions for individual participants as they developed over eight phases of practice, each phase consisting of three sessions (one per condition). For the sequential and alternating conditions, we plotted the means of the two tasks. Table 1 summarizes latencies and corresponding accuracy levels for the first and last phases. Dual-task costs. We computed predictions of the parallel model for the simultaneous condition from the data of the sequential condition in the same phase according to Equation 4. For each trial in the sequential condition, we paired the latency for the numerical operation and the latency for the spatial operation at the same position in the sequence, beginning with the second position. Thus, the second numerical operation in each trial was paired with the second spatial operation of the same trial, the third numerical operation was paired with the third spatial operation, and so on through the last operation of each sequence. From each pair, we selected the larger one as a prediction for how long doing both operations in parallel had taken. This yielded a distribution of maximum latencies for the sequential condition, which can be directly compared with the simultaneous condition to test the (210) 630 (76) 1,040 (69) % 9 5 9 7 9 9 9 8 9 9 9 7 Sequential (num) RT 397 (150) 484 (184) 467 (169) 617 (248) 520 (145) 609 (92) % 9 7 9 6 9 9 9 3 9 9 8 4 Sequential (spat) RT 450 (75) 459 (59) 448 (50) 411 (97) 527 (75) (126) 520 (176) 641 (243) 597 (119) 632 (84) % 9 9 9 8 9 9 9 1 9 9 8 9
Note. Sequential (max) indicates the maximum of the numerical-task (num) and spatial-task (spat) RTs at the same serial position in the same trial. Alternating (sum) indicates the sum of the numerical and the spatial RTs at the same serial position in the same trial. Corresponding, percentage correct values are means over numerical and spatial accuracies. Means represent the latencies averaged within trials, but standard deviations are based on the distribution of individual operation times.
parallel model. For the alternating condition, we computed the sum of the paired operations from the sequential condition as a prediction of a model assuming perfect shifted-parallel processing. The means of these predictions, sequential (max) and alternating (sum), can also be found in Table 1 , and the sequential (max) values are plotted together with the times from the simultaneous condition in Figure 4 . The results of Scheffé pairwise comparisons following analyses of variance (ANOVAs) with condition (3: sequential, alternating, simultaneous) as a factor for each participant and practice level are summarized in Table 2 . At the beginning, the simultaneous condition took longer than sequential (max) for 4 out of 6 participants. This contradicts the parallel model but is in accordance with the bottleneck model. The other 2 participants showed latencies in the simultaneous condition that matched the predictions of the parallel model. In the final phase, all participants except 1 fulfilled the criterion for parallel processing: RTs for the simultaneous condition were statistically indistinguishable from the predictions of the parallel model computed from the sequential condition. The one exception, Participant 6, met this criterion in the two preceding phases (as well as Phases 3 and 4). Participant 4 also needed substantially more time in the simultaneous condition than predicted, but the difference was not significant. The accuracies of Participants 1-5 were close to ceiling after practice, and there was no sign of a systematic advantage of the sequential over the simultaneous condition. The only participant showing dual-task costs in accuracies was again Participant 6, and even this effect failed to be statistically significant.
Task-scheduling strategies and individual differences. For 4 participants, the alternating condition took longer than the sequential condition at the beginning of practice, consistent with the assumption that participants switched their focus of attention from one object in working memory to the other and that the switch was associated with a cost. At the end of practice, the order of these conditions was reversed, the alternating condition now showing the shortest latencies for all participants. This is difficult to reconcile with the idea of switching between the two tasks because it assumes that object-switch costs (as well as task-set switch costs) become negligible. We assessed switch costs by the latency difference between the first and the second operations following the switch in the sequential condition. These switch costs were still significantly positive at the end of practice (see Table 3 ), making rapid switching between tasks in the alternating condition unlikely. This is also confirmed by the results of Experiment 2 (reported below), in which object-switch costs were obtained after extended practice.
The performance in the alternating condition after practice is more compatible with the shifted-parallel model (see Figure 1F ). For 2 participants (1 and 4), the sum of the two latencies from the alternating condition did not exceed the latency of the simultaneous condition, as indicated by nonsignificant Scheffé tests. This matches the prediction from a shifted-parallel mode of processing. The other 4 participants did not quite reach this level of performance in the alternating condition.
There seem to be interindividual as well as intraindividual differences in task-scheduling strategies. Some participants (2 and 4) apparently were successful in trying a parallel strategy from the start; others (5 and 6) did so very early in practice. All of them later abandoned parallel scheduling temporarily (e.g., Phases 3 and 4 for Participant 2), perhaps to reduce error rate (e.g., Phases 5 and 6 for Participant 5), but finally seem to have settled on the parallel strategy, mostly with a very low error rate.
The fact that participants practiced the three conditions in different orders could account for some of the individual differences with respect to the relative latencies of the conditions in the first phase. For example, Participants 2 and 5, who showed no initial disadvantage in the alternating condition as compared with the sequential condition, started practicing the alternating condition after the sequential condition, so the additional practice gain could have canceled any genuine disadvantage of the alternating condition. Differential practice, however, cannot explain why Participant 4, who worked on the simultaneous condition before the sequential condition, met the criterion for parallel processing already in the first phase.
Effects of operation difficulty.
In this section, we analyze RTs as a function of potential factors affecting the difficulty of operations. It is well known that the size of the addends and subtrahends contributes to latencies of single-digit computations (e.g., Zbrodoff, 1995) . Moreover, the fact that no intermediate result in our numerical task could be larger than 9 might also have affected the difficulty of computations close to this upper boundary. For the spatial operations, we speculated that diagonal shifts might be more difficult than horizontal and vertical shifts.
The purpose of this analysis was twofold: First, we wanted to investigate whether participants learned to decouple their pacing of the task from the progress of the central processes in each cycle. In principle, there is no reason to wait to trigger the motor command for pressing the space bar until the central process in a cycle is finished. This would imply that the latency for an individual operation cycle does not reflect the processing duration of this operation, so systematic effects of operation difficulty factors should at least be attenuated. Our second goal was to estimate the lower limit of the duration of central processes. Task-difficulty factors like addend size can be assumed to affect central processes. The duration of the longest central processes must be at least as long as the difference between the easiest and the hardest conditions. This places important constraints on the ability of a latent bottleneck model to accommodate our data, as we elaborate in the Discussion section. Figure 5 displays RTs in the simultaneous condition as a function of the size of the current numerical value and the numerical operation performed on it. The same qualitative pattern was observed consistently over all participants in all three conditions, with only few, unsystematic deviations. Adding 2 took longer than subtracting 1, and computations were done more quickly when the current value was close to a border of the range of possible values. The pattern can be interpreted as a combination of the usual problem-size effect in mental arithmetic and of the highest possible value (9) functioning as a second anchor in the representation of the numerical dimension. 3 An alternative explanation for the reduced RTs for large current values could be that the operations for these values are highly predictable. If the current value is 8 or 9, the next operation must be to subtract 1. This cannot explain, however, why the operation of adding 2 is faster when applied to 7 than to smaller current values. Both operations were equally frequent given a current value of 7. The difference in latencies between the easiest and the most difficult numerical conditions was 314 ms at the beginning of practice. There was no sign of this effect vanishing over practice. Although the absolute size of the difference was reduced to 233 ms, when expressed as a proportion of the overall mean latency, it was even larger at the end of practice.
We also analyzed RTs as a function of whether the spatial operation was orthogonal or diagonal. At the beginning of practice, orthogonal operations were performed about 50 ms faster than diagonal operations in each condition. At the end of practice, this effect was reduced to about 10 ms, and it was significant only in the sequential condition.
From these findings, we can conclude that (a) at least some numerical operations still involve a central processing stage of more than 250 ms at the end of practice and (b) the strong numerical task-difficulty effect at the end of practice is incompatible with a large degree of decoupling of central and motor processes.
4 Experiment 1B About 6 months after the completion of Experiment 1A, we invited the same participants again and retested them on the sequential and simultaneous conditions. The purpose of the retest was to validate the ability of our participants to reach the criterion of parallel processing. In addition, we investigated in what respects our baseline measure, the sequential condition, differs from a pure single-task condition (i.e., a memory-updating task with only one memory element and one task).
Method
In the first session, which served as a warming-up session, participants worked on one block of 60 trials in the simultaneous condition and one block of 60 trials in the sequential condition. The order of the two blocks was counterbalanced across participants.
In the second session, two reduced variants of the sequential task were administered. The task-reduced variant involved memorizing both the digit and the dot position but performing a sequence of seven to nine updating operations on only one of them. The other element had to be memorized without updating. Comparison of the sequential condition with the taskreduced variant served to test whether holding two task sets available instead of one affects updating latencies in a state of high practice. The single-task variant additionally eliminated the need to keep two elements in working memory. Only one element-a digit or a spatial position-had to be memorized and updated seven to nine times. In sum, Session 2 consisted of four blocks with 30 trials each. Participants 1, 3, and 5 received the blocks in the following order: single numerical, task-reduced numerical, task-reduced spatial, single spatial. The remaining participants worked through the four blocks in reversed order. The following sessions were identical to Session 1, except that the order of the sequential and the simultaneous blocks was switched for every new session. Starting with the third session, we evaluated for each participant whether he or she met the criterion for parallel processing by comparing their mean latencies in the simultaneous condition with the prediction computed from the sequential condition on the basis of Equation 4. Participants were tested until they met the criterion in one session, up to a maximum of six consecutive sessions of testing in the sequential and the simultaneous condition.
Results
The results of the retest on the sequential and the simultaneous condition are summarized in Table 4 . Two participants met the criterion of parallel processing without repetition, 2 required one repetition, 1 required two repetitions, and 1 (Participant 6) did not meet the criterion of parallelism after six sessions. The failure of Participant 6 confirmed our previous suspicion that this participant was not able to perform the two operations in parallel. It should be noted that 2 participants (2 and 3) had simultaneous RTs that were significantly shorter than predicted from the sequential times. Moreover, where there was a difference in accuracies between the conditions, it was in favor of the simultaneous condition, ruling out the possibility that dual-task costs were shifted from speed to accuracy.
A second set of analyses compared the latencies of the sequential condition in Session 3 and the reduced versions in Session 2. We computed two ANOVAs, one for numerical and one for spatial operation latencies, with condition (3: sequential, task reduced, single) and participant (6) as factors. The main effect of condition was significant for the numerical, F(2, 622) ϭ 13.56, MSE ϭ 10,503, p Ͻ .001, and the spatial latencies, F(2, 613) ϭ 99.06, MSE ϭ 1,519, p Ͻ .001. The mean numerical latencies for the three conditions were 531 ms (sequential), 490 ms (task reduced), and 495 ms (single task). For the spatial latencies, the means were 480 ms (sequential), 442 ms (task reduced), and 437 ms (single task). Post hoc Scheffé tests showed that for both tasks, the sequential version look longer than the two reduced versions, which did not differ from each other. We conclude that keeping two task sets available slowed down individual operations in the sequential condition by about 40 ms. Keeping two instead of only one object in working memory, however, did not affect latencies. This rules out one potential objection against our baselinenamely, that participants had to rehearse the not-updated element in every cycle, thus effectively conducting two operations per cycle even in the sequential condition. If this had been the case, holding two elements in working memory should have slowed down processing relative to holding only one element.
Discussion
We constructed a dual-task situation that fulfilled all of the conditions to minimize dual-task costs articulated in the attention literature and the working-memory literature: Stimulus overlap was minimized, response overlap was avoided, and no task received priority (Meyer & Kieras, 1997a , 1997b . The two tasks were taken from different domains associated with different subsystems in domain-specific models of working memory (Baddeley, 1986) , and the load they placed on working memory was minimal.
At the beginning of practice, 4 out of 6 participants nonetheless showed substantial dual-task costs. This supports models that include constraints on the parallel execution of cognitive operations (Byrne & Anderson, 2001; Navon & Miller, 2002; Nino & Rickard, 2003; Pashler, 1994a; Tombu & Jolicoeur, 2003) . Further support for a seriality constraint comes from the costs of switching between objects/tasks in the alternating condition.
At the end of practice, however, most participants' performance came impressively close to the predictions of a parallel model. The latencies in the simultaneous condition were indistinguishable from the predictions computed from the sequential latencies under the assumption of parallel, uncorrelated processes. Moreover, the costs associated with the alternation between tasks at the beginning of practice reversed, and the alternating condition could be performed fastest at the end, consistent with a shifted-parallel processing mode (see Figure 1F) . These results are difficult to reconcile with the assumption that there still is a bottleneck for the central processes involved in the two tasks, such as selection of (mental) responses to stimuli or retrieval of numerical facts from long-term memory.
There are, however, two loopholes for a bottleneck theory. One is that practice might have resulted in a latent bottleneck (Ruthruff, Johnston, & Van Selst, 2001 ). The second is that Equation 4 overestimates the true expected operation duration of the parallel model as given by Equation 3. We discuss these points in turn below.
We must distinguish two versions of the latent bottleneck model. The constant latent bottleneck assumes that the sensory process of one task is always considerably larger than that of the other task and that the latter task's central component is always small enough to fit into this difference. Thus, the same task is always served first by the bottleneck. The opportunistic latent bottleneck assumes that there are random fluctuations from cycle to cycle as to which sensory process finishes first, but the difference between s 1 and s 2 will be large enough (most of the time) to accommodate the duration of the following central process, which- Note. Sequential (max) represents the maximum of the numerical-task and spatial-task RTs at the same serial position in the same trial. Percentages correct are averaged over numerical and spatial tasks. Session indicates how often a participant ran through the test session until he or she reached the criterion (or, in the case of Participant 6, repetition was discontinued). a t values greater than 2.00 are significant. ever runs through the bottleneck first. Such a model, of course, requires that both sensory processes have relatively large variances and that both central process components be relatively small in mean and variance.
The constant latent bottleneck model makes a prediction that can be tested in the present paradigm. First, as illustrated in Figure  1D , it presumes that the finishing times for the sensory plus central processes of the two operations will differ by at least the amount needed for the central component of the longer one: c 2 Ͻ n 2 Ϫ n 1 (with the subscript 2 designating the longer finishing time). Because the motor component has a constant mean in our paradigm, this difference should also be evident in the measured mean latencies of the sequential condition. The latent bottleneck model thus predicts that this difference will be substantially larger than zero. For three participants (2, 3, and 5), this was not the case. For these participants, the differences between the mean durations of the two tasks at the end of practice lay between 7 and 25 ms, not significantly different from zero and hardly enough for a responseselection stage, even after massive practice. A further argument against a latent bottleneck derives from the substantial switch costs still remaining after practice (see Table 3 and Experiment 2), because the latent bottleneck model assumes negligible switch costs.
To evaluate to what degree our empirical prediction for parallel simultaneous processing, based on Equation 4, overestimated the theoretical times for parallel processing as given by Equation 3, we ran a simulation of the bottleneck model based on Equations 1-3, taking into account two empirical constraints: First, we had one central process vary between 30 and 300 ms (M ϭ 165 ms), thereby approximating the range of difficulties observed in the numerical task, starting from an extremely short time for the fastest operation.
5 Second, the mean duration of the two kinds of operations was set equal, reflecting the close mean latencies in the two tasks observed for 3 participants, as noted above.
The simulation yielded results for Equations 3 and 4, and their difference reflects the degree of overestimation associated with using Equation 4. The degree of overestimation in the simulations is plotted in Figure 6 as a function of its main determinant, the standard deviation of the motor component, and one of the two less influential factors, the standard deviations of s and c (both had equivalent effects).
At the end of practice, most participants generated latencies with standard deviations clearly below 100 ms in some conditions (see Table 1 ). Assuming that the standard deviation of the motor component is the same in all conditions, a conservative estimate is that it will barely exceed 50 ms at the end of practice. As can be seen in Figure 6 , this upper-limit estimate is associated with an overestimation due to Equation 4 of less than 10 ms. Thus, there is not much room for proponents of a bottleneck model to explain away the good fit between predictions of a parallel model based on Equation 4 and the data.
Another result of the simulation, however, was that there exists a small section of the parameter space (in particular where the mean times for the central process that was left free to vary were 130 ms or less) that generates a latent bottleneck even under the empirical constraints discussed above. This implies that an account of our data at the end of practice by a bottleneck model, although implausible, cannot definitely be ruled out. Therefore, we conducted Experiment 2 to test a further prediction of the latent bottleneck model.
Experiment 2
Our simulations show that a version of the bottleneck model can, with appropriate parameter settings, emulate data patterns as predicted from a parallel model without dual-task interference. This theoretical mimicry is achieved through an opportunistic latent bottleneck that emerges through shortening of the two central processing times as a consequence of practice. One prediction that follows from the latent bottleneck model is that the dual-task costs in combining two tasks should vanish to the degree that the two tasks are well practiced, so that their central processes become relatively short as compared with their sensory processes. It should not matter whether the two tasks are practiced in common-that is, in the dual-task combination or separately as single tasks. The latent bottleneck should emerge automatically from the shortening of the central processes of the individual tasks. Our second experiment tested this prediction.
The prediction that two tasks can be combined with little cost whenever they are well-practiced is not specific to a bottleneck model. It is an idea deeply ingrained in what might be called the modal theory of cognitive resources and automaticity. This theory involves three assumptions: (a) Dual-task costs arise from a competition for limited cognitive resources (Navon & Gopher, 1979; Norman & Bobrow, 1975) , (b) tasks require fewer resources the 5 As previously noted, the difference between the means of the fastest and the slowest conditions in the numerical task was 233 ms after practice. This is probably an underestimation of the true range because it is based on means within conditions-the most extreme values will differ even moretherefore the simulation works with a range of 270 ms. The lower bound of the range is set to an extremely small 30 ms because small central processing stages are advantageous for a latent bottleneck to emerge, and we wanted to be conservative in our test of whether a latent bottleneck model can explain our data. We note, however, that it is very implausible that the central processes in the numerical task-translating a tone into a numerical operation and retrieving a fact from long-term memory-can be accomplished in 30 ms. more automatic they are, and (c) tasks become gradually automatized through practice (Shiffrin & Schneider, 1977) . If these three assumptions are true, practicing two tasks individually should result in the same degree of automatization as practicing them in combination and, hence, lead to the same reduction of dual-task costs. Recently, two pairs of authors (Navon & Miller, 2002; Tombu & Jolicoeur, 2003) independently developed resource models for the PRP paradigm. Neither of these two applied their model to practice effects, and they did not commit themselves to the second or third assumptions above, but an extension of their model in that direction seems natural. Such an extension would also lead to the prediction that practice on single tasks reduces dual-task costs to the same degree as practice on a dual-task combination does.
A theory such as EPIC (executive-process interactive control), in contrast, predicts that practice in combining two tasks is particularly helpful in reducing dual-task costs because it induces participants to adopt a more daring strategy of combining the two tasks, allowing overlap of central processes (Schumacher et al., 1999) , and enables them to develop general and task-specific skills of resource allocation and scheduling (Kieras, Meyer, Ballas, & Lauber, 2000) . Practice on the tasks individually is expected to speed up basic processes, but not to help in developing efficient dual-task skills. Therefore, EPIC predicts that single-task practice will not reduce dual-task costs as much as dual-task practice will. The same prediction can be derived from a theory like that proposed by Gopher (1993) , who argued that sharing attention between two tasks is a skill that can be achieved with dual-task practice.
Method
Participants. Eighteen students from the University of Potsdam, Potsdam, Germany, participated. They tested themselves over 12 sessions as part of an experimental lab course. The participants were assigned at random to two groups. One participant discontinued the experiment because of illness, and for another participant, the data of the first session were lost because of computer failure. The failure affected only the data recording, so this participant could proceed with the experiment. Hence, the data of Session 1 are based on 16 participants, and the data of Session 12 are based on 17 participants.
Design, materials, and procedure. The same task as in Experiment 1 was used. In the first session, participants of both groups worked through four blocks of 20 trials each. There were two blocks in the sequential condition and two blocks in the simultaneous condition, scheduled in an ABBA schema. About half of the participants started with a sequential block, and the other half started with a simultaneous block. The same schema of four blocks was repeated in Session 12, except here each block consisted of 30 trials.
The 10 sessions in between implemented different practice schedules for the two groups. The dual-task practice group received alternating sessions of the sequential and the simultaneous conditions, thus closely replicating the practice schema of Experiments 1A (dropping the alternating condition). The single-task practice group received alternating sessions of the sequential condition and of single-task blocks. Simultaneous and sequential sessions each consisted of one block of 80 trials in the respective condition. Single-task sessions consisted of two blocks with 80 trials each, one for the numerical task and one for the spatial task. Each single-task trial began with the presentation of a single start value (a digit or a dot position), followed by seven to nine updating operations and a single recall probe. Two blocks of 80 single-task trials provided the same amount of practice on individual operations as one block of 80 trials in the simultaneous condition.
After a break of about 3 months, 7 of the participants were recruited for a follow-up test. It comprised 14 additional sessions. Sessions 13, 24, and 25 were like Sessions 1 and 12 (i.e., two sequential and two simultaneous blocks, with 30 trials each). Sessions 14 -23 consisted of one block of 80 trials of either the sequential or the simultaneous condition, alternating from session to session. Thus, all participants received dual-task practice in the follow-up test. Session 26 consisted of one block of 120 trials of an alternating condition. In contrast to Experiment 1A, the operations for the numerical and the spatial tasks alternated in a random sequence, switching from one task to the other in 50% of the trials. This made processing in the shifted-parallel mode (see Figure 1F) virtually impossible-instead, participants had to switch back and forth between the two tasks and their respective objects in working memory. The purpose of this session was to investigate whether, under these conditions, object switch costs would still be observed after prolonged practice.
Results
If practicing the individual operations is responsible for shortening their central components, and this in turn is responsible for diminishing dual-task costs, we should observe an equal reduction of dual-task costs in both groups from Session 1 to Session 12. Figure 7 clearly shows that this was not the case. We computed an ANOVA of the latency data in Session 12 with practice group (2) and condition (2: simultaneous, maximum of sequential) as factors. There was a main effect of condition, F(1, 15) ϭ 96.13, MSE ϭ 4,837, p Ͻ .001, and a significant Group ϫ Condition interaction, F(1, 15) ϭ 53.64, MSE ϭ 4,837, p Ͻ .001. The main effect of group was not significant (F Ͻ 1). The group with dual-task practice came very close to the criterion of parallel processing. The average dual-task costs (i.e., the mean difference between simultaneous latencies and the prediction obtained from the maximum of two sequential operations) in this group was 60 ms. The group with single-task practice, in contrast, had a mean dual-task cost of 409 ms.
An analogous ANOVA on the data of Session 1 yielded a main effect of condition, F(1, 14) ϭ 104.10, MSE ϭ 42.401, p Ͻ .001; a main effect of group, F(1, 14) ϭ 9.73, MSE ϭ 203.568, p ϭ .008; and no Group ϫ Condition interaction (F ϭ 1.29). The single-task practice group was faster than the dual-task practice group from the start. Because the assignment of participants to groups was randomized, this difference can only reflect a random sampling error. The group difference affected both conditions equally, as demonstrated by the absence of a Group ϫ Condition interaction in the pretraining session. If anything, the dual-task training group started with larger dual-task costs than the group with single-task practice (825 vs. 660 ms).
Although the dual-task costs were small after 10 sessions of dual-task practice, they were still significant for the group as a whole, t(7) ϭ 4.08, p ϭ .005. Table 5 summarizes the data of individual participants at the end of practice. The dual-task costs of participants in the two practice groups are strikingly differenttheir distributions don't overlap. The smallest dual-task cost of an individual after single-task practice was still more than twice as large as the largest dual-task cost obtained after dual-task practice. Table 5 also summarizes percentages of correct responses in Session 12. The error data mirrored the interaction obtained in the latencies. On average, the single-task training group made more errors in the simultaneous condition (15%) than in the sequential condition (5%). The pattern was reversed for the dual-task group, with 10% errors in the sequential condition and only 6% in the simultaneous condition. This Group ϫ Condition interaction was significant in the group analysis, F(1, 15) ϭ 5.10, MSE ϭ 0.007, p ϭ .039. It should be noted, however, that the error rate of the dual-task group in the sequential condition was inflated by an outlier (Participant 14).
One prerequisite for a latent bottleneck to emerge in both groups was that they show equivalent practice gains in the individual tasks, reflecting equivalent shortage of central processing times. This was the case. In the sequential condition, the single-task practice group improved from a mean of 1,395 ms to 583 ms; the dual-task practice group improved from a mean of 1,810 ms to 794 ms. Numerically, the gain in the dual-task group was slightly larger, but the Session ϫ Group interaction just failed to reach the conventional level of significance, F(1, 15) ϭ 3.6, MSE ϭ 23.171, p ϭ .08. A numerically larger practice gain would be expected from the power law of practice because the dual-task group started with longer latencies. Nonetheless, the single-task group reached shorter operation latencies at the end of practice. Hence, there is no indication that the single-task group was at a disadvantage for establishing a latent bottleneck.
The results of the follow-up test are summarized in Table 6 . In the final sessions (24 and 25), 3 of the 4 participants from the single-task practice group were still far off the criterion for parallel processing, although they had now had 5 sessions of dual-task practice (in addition to the previous test sessions). The 3 participants from the dual-task practice group came reasonably close to this criterion, but for only one of them were the remaining dualtask costs zero. The remaining 2 participants showed significant dual-task costs even after a total of 10 sessions of practice in the simultaneous condition (more than participants in Experiment 1A). These 2 participants (4 and 10) did not reduce their dual-task costs substantially through the follow-up test, suggesting that they reached an asymptote of dual-task practice. This is congruent with the observation that Participant 6 in Experiment 1B could not reach the criterion of parallel processing even after extensive practice. Apparently, there are robust individual differences in the ability to acquire simultaneous processing skill.
Finally, we analyzed RTs from Session 26, testing for costs of a switch between working-memory objects or task sets after prolonged practice. Switch costs were calculated as the difference between mean latencies on operations following a switch and those following no switch. All 7 participants showed switch costs on both numerical and spatial operations, and the means across participants were significantly larger than zero: 104 ms (SD ϭ 70 ms), t(6) ϭ 3.90, p ϭ .008, for numerical operations, and 53 ms (SD ϭ 36 ms), t(6) ϭ 3.92, p ϭ .008, for the spatial operations.
Discussion
The results of this experiment clearly falsify the prediction from the latent bottleneck account: Practice on two tasks separately did not lead to a reduction of dual-task costs similar to that obtained from practice of the dual-task combination of the tasks. In fact, single-task practice seemed not to reduce dual-task costs at all. Although the dual-task costs of the group with single-task training became smaller in absolute terms from Session 1 to Session 12, when expressed as a proportion of single-task latencies, these costs became even larger (47% on average in Session 1 and 67% in Session 12). The dual-task costs in latencies are still an underestimation of the difficulties that participants in this group experienced with combining the two tasks, because the participants also made more errors in the simultaneous than in the sequential condition.
The group with dual-task practice, in contrast, came very close to achieving perfect parallel processing. After only 5 sessions of practice in the simultaneous condition, these participants had no dual-task costs in errors and less than 100 ms in latencies. Because they had less practice than the participants in Experiment 1A, it could not be expected that they would reach the criterion of parallel processing in Session 12. The follow-up test demonstrated that some, but not all, participants who received extensive dualtask practice were able to reach the criterion of parallel processing without interference.
These results unambiguously rule out a straightforward latent bottleneck account of our data. One could probably construct other versions of bottleneck theories that are compatible with the dramatically different effects of our two training schedules in Exper- iment 2. But such models would have to give up a critical feature needed to mimic the data of Experiments 1A and 1B. The success of our simulation of the bottleneck model rests critically on the assumption that whenever a task-relevant stimulus is encoded up to a point at which a central process can begin, it automatically grabs the bottleneck as soon as it is free, without any delay or intervention from executive processes. This implies that an opportunistic latent bottleneck will emerge automatically when the parameters of the individual tasks are appropriate-in particular, when their central processing times become short enough. Table 5 Mean Reaction Times (RTs, in Milliseconds, With Standard Deviations in Parentheses), Percentages Correct (%), and Dual-Task Costs (in Milliseconds) Note. Sequential (max) represents the maximum of the numerical-task and spatial-task RTs at the same serial position in the same trial. RTs and percentages correct are averaged over numerical and spatial tasks. a t values greater than 2.0 are significant. Note. Sequential (max) represents the maximum of the numerical-task and spatial-task RTs at the same serial position in the same trial. Percentages correct are averaged over numerical and spatial tasks. a t values greater than 2.00 are significant.
An alternative version of the bottleneck theory would have to argue that an opportunistic latent bottleneck does not emerge automatically when the process durations of the individual tasks allow for it. This implies that there are other factors in addition to the bottleneck that prevent parallel processing and, hence, generate dual-task costs. Whatever these factors are, introducing them into a bottleneck theory raises the danger of turning the bottleneck into a theoretical soup stone (Navon, 1984 )-a construct that has no explanatory function because the other factors are sufficient to explain dual-task costs.
A further burden for a potential account of our postpractice data in terms of a bottleneck is the finding that the switch between two tasks and objects in working memory, when the operation sequencing enforced serial processing, was still associated with a significant time cost. A bottleneck model would have to assume switching between tasks and objects in the simultaneous condition, and the time for this switch would have to be added to the estimated time of central processes on the tasks themselves. This makes it extremely difficult to make the bottleneck latent (our simulations assumed zero switch costs in order to give the bottleneck model a maximal chance).
Experiment 2 also falsifies the assumption that dual-task costs decrease when the tasks to be combined are increasingly automatized through practice. Extensive practice with two separate tasks, reducing their latencies to less than a half of their initial values, did close to nothing to reduce the dual-task costs when they were combined (for similar results, see Nino & Rickard, 2003) . One could argue that the tasks had not been sufficiently automatized yet. Automaticity, however, is not something that is achieved suddenly in the course of practice as a qualitatively new state (Cohen, Dunbar, & McClelland, 1990; Logan, 1988) . So even a moderate degree of automatization should result in at least a moderate reduction in dual-task costs. Moreover, if the degree of automatization is the key variable determining dual-task costs, the dual-task costs after practice should not differ drastically between the two practice groups in our experiment.
The results of Experiment 2 are much more compatible with the view that practice enables dual-task performance through participants learning to combine two tasks. At present, we must leave open the question of whether what is learned is the combination of two specific tasks, as suggested by Kieras et al.'s (2000, p. 707) concept of customized multitasking, or a general skill of attention allocation, as suggested by Gopher (1993) and Kramer, Larish, and Strayer (1995) . This could be investigated by transfer studies.
Does this mean that automatization of individual tasks does not contribute to improved dual-task performance? There seem to be obvious counterexamples to such a strong claim. For instance, the skilled typist investigated by Shaffer (1975) had a tremendous amount of practice in typing, and probably also in reciting nursery rhymes, but most likely she did not practice them togethernonetheless, she was able to combine them without dual-task costs. This example, as well as many other cases of interference-free dual-task performance after practice on individual tasks, involve tasks in which there is little control over the timing of individual cognitive operations. Therefore, they leave open the possibility that dual-task performance is achieved through rapid switching between tasks. Extensive practice on one or both tasks can shorten the central processes relative to the peripheral ones (e.g., a skilled typist's speed might be limited by the time required for movement execution, whereas he or she would need only a fraction of this time to encode new words and translate them into movement patterns). This leaves more room for interspersing central processes of the other task. In a more controlled paradigm like the memory-updating task, which equates motor processes between single-and dual-task conditions, the limits of dual-task performance even for highly practiced tasks become more apparent.
General Discussion
The experiments reported here yielded three important observations: (a) Without practice, most participants experienced substantial dual-task costs when they executed two cognitive operations in working memory, even though the operations were highly different and were applied to representations from different domains. (b) After considerable practice, most participants were able to perform these cognitive operations in parallel with little or no dual-task costs. (c) The reduction of dual-task costs through practice required practice on the combination of the two tasks; practicing the two tasks separately did not help.
The first observation is the least surprising, in particular from the perspective of the long tradition of work on attention and performance. It is informative, however, for theories of working memory, because it suggests that there are constraints on processing in working memory that go beyond the limited capacity for maintenance. Whereas about four independent chunks can be maintained in working memory at any time (Cowan, 2000; Halford, Wilson, & Phillips, 1998) , manipulating even two of them at the same time is difficult and may be impossible without practice for most people. The seriality constraint on processing seems to hold for operations from different domains, implying that domainspecific subsystems of working memory (Baddeley, 1986) cannot easily operate independently, even on very simple tasks. The concept of a central bottleneck suggests itself as a necessary addition to models of working memory. Recently, Oberauer (2002 Oberauer ( , 2003 proposed a model of working memory in which a small number of chunks are maintained at any time, and a focus of attention selects one of them as the object of a cognitive operation. Since the focus of attention is the gate for inputs to cognitive operations, its limitation to a single mental object implies a constraint on cognitive operations. Only one operation can be performed at any time: manipulating the object that is held in the focus of attention. The dual-task costs at the beginning of practice support this assumption.
Theories assuming a central bottleneck (Byrne & Anderson, 2001; Oberauer, 2002; Pashler, 1994a) , however, have difficulty explaining the second observation. After extensive practice with the dual-task combination, many of our participants were clearly able to execute a numerical operation and a spatial operation at the same time. This suggests that the bottleneck that is apparent early in practice is not a structural feature of the cognitive architecture. Pashler, Johnston, and Ruthruff (2000) have recently argued that the bottleneck need not be structural. Byrne and Anderson (2001) , on the other hand, described the seriality of production execution as a constraint of the cognitive architecture. For a serial architecture like ACT-R/PM (ACT-R/perceptual-motor; Byrne & Anderson, 2001 ), the present data are problematic.
Resource models (Navon & Miller, 2002; Tombu & Jolicoeur, 2003) might appear to be an appealing compromise between our serial model and our independent parallel model. They can explain dual-task costs when two cognitive operations are executed simultaneously, because these operations would have to share resources. At the same time, these models can explain why dual-task costs disappear with practice, because with practice the resource demands of operations will decrease. Such accounts, however, are in conflict with the third observation: Dual-task costs were not reduced through practice on individual tasks in the current experiments. Resource models could certainly be amended with additional assumptions to overcome this difficulty. For instance, automaticity of a process implies not only reduced resource demand but also reduced malleability by top-down executive control. If the combination of two tasks previously practiced separately requires some dual-task coordination, automatization of single tasks could impede efficient dual-task performance, thereby explaining the results of Experiment 2. Once executive processes of dual-task coordination are assumed, however, they might do all the explanatory work, and it is unclear whether the assumption of a limited resource is still necessary.
One alternative account of our results that would be compatible with a bottleneck model would be that practice serves to integrate the two tasks into one. Thus, instead of doing one numerical and one spatial task separately, participants would react to a compound stimulus, consisting of the combination of a tone with an arrow, apply it to a compound working-memory representation of a digit with a spatial position, and execute a compound transformation on this representation that changes its numerical value as well as its spatial position. Learning such compound stimuli and responses is a viable strategy in experiments with few stimulus and response categories, as in Schumacher et al. (2001) . Even for that paradigm, Hazeltine et al. (2002) showed that transfer to new stimulus combinations did not make dual-task costs reappear. In our paradigm, participants would have to learn 3,000 different combinations (8 arrows ϫ 25 dot positions ϫ 15 digit-tone combinations) within 5,120 operation cycles in the simultaneous condition (Experiments 1A: 8 blocks ϫ 80 trials ϫ 8 cycles, on average). This is not a plausible account for the high performance level observed.
We believe that the best explanation for our results taken together is that there is a functional bottleneck for cognitive operations in working memory. By this we mean that there is a strong constraint enforcing serial processing, but one that can be overcome by learning to combine the two tasks efficiently. Thus, the constraint lies not in an immutable cognitive architecture but in the malleable configuration of the cognitive system for scheduling central operations. Logan and Gordon (2001) developed a formal theory of executive control that incorporates a functional bottleneck. According to their theory, the cognitive system has a strong preference for serial processing because this solves the "dual-task binding problem" (Logan & Gordon, 2001, p. 401) : knowing which stimulus goes with which response. Logan and Schulkind (2000) have demonstrated, in a series of experiments with a PRP-like paradigm, that stimuli presented in close succession can have access to a response-selection mechanism at the same time, thereby creating cross talk, but only if both stimuli are suitable objects of the currently established task set. Thus, establishing only one active task set at any time efficiently guards against cross talk from several operations that could be applied to the same object (cf. Mayr & Kliegl, 2000) . Likewise, admitting only one object into the focus of attention protects against cross talk from several objects competing for admission to a task set. The avoidance of cross talk comes at the cost of a functional bottleneck and probably even additional costs for switching between task sets and objects.
A serial scheduling scheme is not needed, however, in a situation in which the two task sets and the representations they manipulate are as nonoverlapping as they are in the present paradigm and consistently so. The dual-task binding problem does not arise because there is no question of applying arrows to digits or numerical operations to dot positions. In such a situation, the cognitive system can set up two task sets in parallel and also set up two foci of attention, one holding the current digit and the other holding the current spatial position, thereby enabling two parallel, independent streams of updating operations in working memory. 6 Why, then, does it take so long for some participants to achieve interference-free parallel processing? Automaticity of the individual operations might, after all, play a role here if automaticity implies that a task set becomes less open to top-down control. Task sets receive input not only from the imperative stimuli triggering them but also from executive control signals biasing them (Cohen et al., 1990) or setting their parameters (Logan & Gordon, 2001) , and cross talk must be avoided also with regard to these control signals. If two task sets are established at the same time, and both are open to control signals (e.g., internal error signals indicating the need to slow down), one of them can easily be affected by the top-down signals designated to the other. To the degree that both task sets become autonomous, they can operate in parallel without being misled by unspecific control signals.
To conclude, we have demonstrated that under especially suitable conditions, people can execute two cognitive operations at the same time. This adds to previous evidence with derivatives of the PRP paradigm (Hazeltine et al., 2002; Schumacher et al., 2001) suggesting that the response-selection bottleneck can be overcome. The memory-updating task introduced here is a suitable paradigm for studying continuous cognitive tasks under tight control of timing and minimal motor output and, thereby, provides a means to investigate under what conditions people can learn to do, or at least to think, two things at once.
