Most classical control charts assume that processes are serially independent, and autocorrelation among variables makes them unreliable. To address this issue, a variety of statistical approaches has been employed to estimate the serial structure of the process. In this paper, we propose a multioutput least squares support vector regression and apply it to construct a residual multivariate cumulative sum control chart for detecting changes in the process mean vector. Numerical studies demonstrate that the proposed multioutput least squares support vector regression based control chart provides more satisfying results in detecting small shifts in the process mean vector.
Introduction
The multivariate process control is known as one of the rapidly expanding statistical process controls, which is very appealing, but to construct a control chart the assumption of the independency of serial data points must be satisfied. The problem is that when that assumption is not satisfied the performance of the chart falls off, that is, breaking the independency assumption affects the average run length of the control charts and results in unreliable interpretations (Harris and Ross, 1991; Noorossana and Vaghefi, 2006) . For monitoring autocorrelated processes, Chan and Li (1994) proposed to improve the multivariate Hotelling's T 2 charts for autocorrelated processes. Hunter (1998) proposed the process adjustment scheme in which the structure of time series is estimated and the residuals term is used to control the process. Orlando et al. (2002) proposed a residual univariate cumulative sum charts for autocorrelated data. Callao and Rius (2003) showed that residual control charts provide better understanding of the system pattern over time and efficient shift detection abilities. Snoussi et al. (2005) showed that residuals control charts have the ability to provide better shift detection than observation control charts.
In many previous studies the parameters and residuals in the time series are estimated by classical statistical methods, but underlying assumptions are not usually satisfied in real data problems. Recently alternative methods (Dooley and Guo, 1992; Jamal et al., 2007; Khediri and Liman, 2008; Khediri et al., 2010) based on the machine learning methods such as artificial neural networks (Lawrence, 1994) and support vector machines (Vapnik, 1995) have been proposed, which are less restrictive to assumptions and more adaptable to real data problems than classical statistical methods. SVM, first developed by Vapnik (1995) and his group at AT&T Bell Laboratories, has been successfully applied to numbers of real world problems related to classification and regression problems. Least squares SVM (LS-SVM) is a least squares version of SVM and was initially introduced by Suykens and Vanderwalle (1999) . LS-SVM has been proved to be a very appealing and promising method. There are some strong points of LS-SVM. One is that LS-SVM uses the linear equation which is simple to solve and good for computational time saving. Another is that LS-SVM makes the model selection easier by using the generalized cross validation function. Introductions and overviews of recent developments of SVM and LS-SVM can be found in Smola and Scholkopf (1998) , Suykens et al. (2001) , Hwang (2014 Hwang ( , 2015 , Seok (2015) , Shim and Hwang (2014) , and Shim and Seok (2014) .
In this paper we propose the multioutput least squares support vector regression (MLS-SVR) which has a different approach from Xu et al. (2013) since we consider the covariance of error terms, and use it for the construction of the residuals control chart. Application of the proposed method is performed by controlling the residuals for a multivariate autoregressive process of order one. The rest of this paper is organized as follows. In Section 2, we briefly review the autoregressive residual multivariate cumulative sum (MCUSUM) control charts. In Section 3 we propose MLS-SVR and apply it constructing a residual MCUSUM control chart. In Section 4 we perform the experimental study of residual control charts with simulated data sets. In Section 5 we give the conclusions.
Autoregressive residual MCUSUM control charts
For the multivariate process which is characterized by autocorrelation in each variable, evaluation and monitoring of the system can be constructed by using autoregressive models, which leads to control residuals as a serially independent multivariate series. Using an autoregressive model to approximate a linear time series system is appropriate due to the physical principles of the process dynamics. For a multivariate autoregressive process of m variables at time t, denote y t = (y t1 , · · · , y tm ) . If these variables contain autocorrelation of order p, we have
where e t is an error vector with zero means.
If we suppose f is linear and µ is a mean vector such that µ = E(y t ) for t = 1, 2, · · · , y t can be reexpressed as
Then the predicted y t and residual vector r t are obtained as follows:
Since µ = E(y t ) for t = 1, 2, · · · , the mean residual vector m r = 0 when the process is in control. MCUSUM scheme cumulates deviations more than k standardized units from the target mean value. Thus, k serves as the reference value of the scheme. Applying Healy's procedure (1987) , the following MCUSUM statistic S t allows to detect a specific shift in the process mean vector:
where
and Σ r is the covariance matrix of r t .
The control scheme signals an out-of-control situation when the value of S t is greater than a predetermined value H.
To evaluate the control chart parameters, the most popular statistics is the average run length which represents the average number of time points that must be less than a time point which indicates an out-of-control condition. Because estimation of large in-control average run lengths requires a long computation time, the value of in-control ARL is mostly set to be small which imply usually a nonacceptable high rate of false alarms (Khediri et al., 2010) . Using the table of Lucas and Crosier (1982) the values of and can be obtained according to predetermined value of average run length.
Multioutput LS-SVR based residual control chart

Multioutput LS-SVR
Denote the training data set by (x, y) = {x i, y ij } n,m i,j=1 , with each input x i ∈ R d and the output y ij ∈ R. We consider the case of nonlinear regression of the form,
where the term b j is a bias term. Here the feature mapping function φ(·) : R d → R d f maps the input space to the higher dimensional feature space where the dimension d f is defined in an implicit way. Using a weighted quadratic loss function we define the optimization problem for estimation of (ω j , b j ) as follows:
jk e ik over {ω j , b j , e ij } subject to equality constraints,
Here C > 0 is a penalty parameter, V is a covariance matrix of (e i1 , · · · , e im ) and V −1 jk
is the (jk)th element of the inverse of V , V −1 . The Lagrangian function can be constructed from the optimization problem above,
where α ij is Lagrange multiplier. The optimality conditions are given by
From the optimality the optimal Lagrange multipliers and the estimate of b j 's can be obtained as the solutions to the linear equations as follows: Thus the optimal regression function for the given x t is obtained as
If y i1 , · · · , y im are assumed to be independent, then the linear equations (3.2) can be expressed as follows:
which leads that ( α .j , b j ) can be obtained by LS-SVR (Suykens and Vanderwalle, 1999) using (x, y .j ) for j = 1, · · · , m.
In fact V jk is not known, ( α ij , b j ) can not be obtained as the solution to the linear equations (3.2) and (3.3). We use the iterative method with the initial V = I m as follows:
(i) Find ( α ij , b j ) from the linear equations (3.2) and (3.3) using the estimate of V jk obtained in the previous step. (ii) Find the estimate of V jk by
(iii) Iterate steps until convergence.
The functional structure of MLS-SVR is characterized by the penalty parameter and the kernel parameter. To determine the optimal values of the hyperparameters, we use a crossvalidation (CV) technique, where the CV function is defined as follows:
where Λ is a set of the penalty parameter and the kernel parameter and f
is the estimated regression function corresponding to y ij , which is obtained without the i th observation (x i , y ij ). Using the leave-out-one lemma (Wahba, 1990 ) and the first order Taylor expansion generalized cross validation function can be obtained as follows:
where H is a hat matrix such that (
Multioutput LS-SVR based control chart
To perform time series estimation for a multivariate process by MLS-SVR, we define each input vector x t as the previous reponses of the series (y t−1 , · · · , y t−p ), where p is the lagged time. We have an autoregressive process with m variables and order p, which can be represented by the function as follows:
Then y tj = f tj (x t ) is obtained by (3.4) and the residual term (r t1 , · · · , r tm ) = (y t1 − y t1 , · · · , y tm − y tm ) would follow time-independent normal distribution with zero means, which is used for the construction of control chart. If a shift is present, the process cannot be represented by f j 's and the residuals would be affected.
To estimate (α .j , b j )'s, it is necessary to train MLS-SVR algorithm on the in-control data set without a shift after model selection, and use the obtained multioutput LS-SVR structure to predict future reponses of the out-of-control data set to obtain the residual vector. For incontrol situation, the mean vector of the residuals must be zero. Whereas, for out-of-control situation, the shift in the mean vector is reflected in the mean of the residual vector. To detect the specific shift in the out-of-control data set, we apply MCUSUM chart to control residuals by performing Healy's procedure of (2.1). Run length is determined as t * where S t obtained from the out-of-control data is less than and equal to the predetermined H for t = 1, · · · , t * and S t * +1 > H.
Numerical studies
In this section we deal with implementation of MCUSUM chart based on MLS-SVR and evaluation of its performance by comparing with the autoregressive process with order 1 (AR(1)) and LS-SVR based control charts. The nonlinear benchmark multivariate autocorrelated process used by Jamal et al. (2007) , Ben Kheirdi and Liman (2008) , Issam and Mohamed (2008) is modeled as follows: To generate the out-of-control data set, we add the shift vectors to the mean vector. We generate the in-control data set of size 300 and obtain the run length of the out-of-control data set with different shift vectors. We repeated this procedure 1000 times to obtain the average run length (ARL) of the out-of-control data set.
For a target of ARL equal to 205, the values of k and H in Healy's procedure (1987) in (2.1) for the three charts, are given 0.75 and 2.5, respectively. Gaussian kernel is utilized in LS-SVR and MLS-SVR, which is given as follows:
Hyperparameters of LS-SVR and MLS-SVR are chosen by generalized cross validation function from the candidate sets of C s and σ 2 s such as (100,200,300,400) and (0.25, 0.5, 0.75,1,1.5, 2).
To find MCUSUM statistic S t , the residual vector r t = (r t1 , r t2 ) is needed. In AR(1) and LS-SVR, r tj is obtained from {y ij } 300 i=1 in the in-control data set and y tj in the out-of-control data set for j = 1, 2. In MLS-SVR, (r t1 , r t2 ) are simultaneously obtained from {y i1 , y i2 } 300 i=1
in the in-control data set and (y t1 , y t2 ) in the out-of-control data set.
Applying the above procedure, by adding a given shift vector to the in-control mean vector, we obtain the run length's by three control charts for the out-of-control data set. In order to compare efficiently the performance of three charts, we use several shift vectors. The in-control ARL of AR(1), LS-SVR and MLS-SVR based control charts are obtained as 203.073, 206.864 and 202.472 , respectively, from 1000 in-control data sets of size 1000. Results including the out-of-control ARL values for AR(1), LS-SVR and MLS-SVR based control charts are presented in Table 4 .1. The boldfaced figure in each column signifies the smallest ARL. From Table 4 .1 and Figure 4 .1, we can see that MLS-SVR based control chart provides the best performance in detecting small changes in the process mean vector. As an example, when the mean vector shifts by [1.5;1], the out-of-control ARL's of AR(1), LS-SVR and MLS-SVR based control charts are 104.652, 46.251 and 38.592, respectively. Whereas the difference between the out-of-control ARL's of the control charts is insignificant for larger shifts. This result can be explained by the fact that the solution of the multioutput LS-SVR assumes that responses at each time are correlated. 
Conclusion
In this paper we proposed a multioutput LS-SVR based residuals MCUSUM control chart to detect changes in the process mean vector when there exist autocorrelations between variables, which is a main advantage over LS-SVR based control chart. And the main advantage of this chart over the autoregressive process based control chart is that it can handle nonlinear relations between the variables.
Results of the three control charts in the numerical studies show that the multioutput LS-SVR based control chart is more effective in detecting small shifts in the mean vector. Whereas for larger shifts, the difference in the performance of three charts is insignificant. This implies that the proposed chart is a promising method since the MCUSUM chart is usually constructed to detect small shifts in the process means..
