Abstract
Introduction
The security of steganography algorithms as well as the benchmark of steganalysis schemes is usually evaluated on the well-known BOSSBase [1] generated following a unique processing pipeline. This setting has indisputable advantages for both steganography -allowing the comparison between steganographic schemes, choosing parameters of embedding scheme to maximize efficiency [16] -and steganalysis -designing of features sets [6, 17] and studying the impact of several parameters on detectability [21] . However, this methodology that uses the same dataset, with limited diversity, and that processes all raw images using exactly the same processing pipeline has several important limitations. Indeed, such an experimental framework seems quite far from a real-life environment where images come from many different camera models with a possible wide range of acquisition setups (e.g. different sensors, different ISO sensitivity or ISO speed, ...) and are subject to different processing pipelines.
This paper shows how these discrepancies impact on the phenomenon of cover-source mismatch (CSM) which can be loosely defined by the fact that if the training and testing sets do not come from the same source, steganalysis then undergoes a strong loss in accuracy.
To the best of our knowledge, very few works (see for instances [2, 14, 11, 12] ) have tried to characterize the sources of the CSM, quantify their impact and address it. Note that those works mostly focus on the image acquisition settings such as the camera model and the ISO sensitivity. A notable prior work, however, is [21] in which the authors show that for spatial domain image steganography, cropping or resizing significantly changes the performance of steganalysis methods. Although CSM has only been studied in a handful of prior works, this problem is fundamental to address the larger problem of real-life scenarios, as already acknowledged in [10] , and will be beneficial both for the steganalyst and the steganographer. The former must understand which acquisition or processing parameters have the largest impacts on classification accuracy, the latter must understand those parameters to choose images for which the hidden message will be harder to detect.
Contents of the Paper
We recall first the outline of the paper:
• Section "Experimental Setup" defines the classification setup and the studied parameter that can possibly impact the mismatch.
• Section "Steganalysis on Real-Life Image Bases" motivates our study by presenting steganalysis results on databases coming from different sensors, at different resolutions, or at different ISO sensitivity.
• Section "Training Design" studies the impact of different parameters such as the JPEG Quality Factor, the camera sensor, the processing software, processing algorithms, ISO Sensitivity or possible color adjustments.
• Section "Co-occurrence Analysis of Different Development Settings" attempts to give a statistical rational on the problem of CSM by looking at the cooccurence of neighboring pixels after distinct development pipelines.
• Finally section "Conclusion" lists the parameters that have either minor or major impacts on the mismatch.
Experimental Setup
Throughout this paper we follow a classic supervised classification setting, composed of training and testing sets where each cover image is paired with its stego-image. Both training and testing set are composed of 5000 random images from their corresponding image base. More specifically we use the low complexity linear classifier defined in [4] with five fold cross-validation to estimate the regularization parameter. We choose this classifier over the wellknown ensemble [13] for its low computational costs which allows us to speed up the classification without -according to the results given in [4, 3] -loosing in terms of steganalysis accuracy. Experiments are conducted on images compressed using the JPEG standard and two well-known embedding schemes have been used, namely NSF5 [7] a rather old non-adaptive steganographic algorithm, and the content-adaptive scheme J-UNIWARD [9] . For feature extraction, the DCTR [8] algorithm has been used.
Measure of Cover-Source Mismatch
To be able to quantify the impact of Cover-Source Mismatch (CSM), one first needs a definition of a source. We will define a priori a source as two sets of parameters used to generate a natural image :
Acquisition parameters This encompasses all parameters fixed during the acquisition of the raw image by a camera, e.g. camera model, ISO, sensor size, etc. . . . Processing parameters This encompasses the whole processing pipeline after the image has been taken, e.g. demosaicing algorithms, resampling, cropping, processing software, JPEG compression, etc. . . .
We will refine those definitions in Section "Training Design" to the sole parameters which have an impact on steganalysis accuracy.
Once a source has been defined, two important properties related to the image bases must be introduced:
• The probability of error given that the training and testing sets both come from the same source, this is defined as the intrinsic difficulty of the image base. The steganographer will for example seek for sources with the highest intrinsic difficulty.
• The probability of error given that the training and testing sets each comes from a different source, this is defined as the inconsistency, or source mismatch, between training and testing sets. A high inconsistency inducing an important mismatch between the two databases, the steganalyst will consequently try to generate a training database providing a low inconsistency with the given testing image. Note that the probability of error is measured using the most used minimal total probability of error under equal
Steganalysis on Real-Life Image Bases
To understand the necessity of a finer characterization of the CSM phenomenon, one must first confront classical steganalysis techniques to real life databases, that is image bases which have the following properties :
1. They contain images with numerous different acquisition parameters (sensors, ISO, exposition, etc. . . . ). 2. Each image has potentially followed a specific processing pipeline (specific compression parameters, processing steps, image editing software, etc. . . . ). 3. The processing history is a priori unknown.
To that end, we used the FlickRBase [20] which contains 1.3 millions images downloaded from FlickR in their original quality (this ensures that no further compression was applied after uploading, which would normalize the image base). Acquisition parameters were associated to each image using their EXIF data 1 . From this image base, we constructed several databases consisting of 10 000 images with one or more fixed acquisition parameters, they are summarized in Table  1 . Images were then losslessly center-cropped to get images of size 512 × 512 using the command jpegtran 2 , to ensure that the 8×8 block structure of jpeg files is preserved. Each base was then classified with the methodology exposed in the previous Section, images being embedded using NSF5 with payload 0.1 bpnzac. Some results obtained with a few fixed parameters are presented in Table 2 . Note that, for readability, only a handful of results are presented here; very similar results were obtained with much more datasets with various sets of fixed parameters (camera model, ISO sensitivity, shutter speed, sensor size, aperture, etc. . . . ).
We can immediately observe that the intrinsic difficulty is far from the BOSSbase baseline 3 despite fixing several acquisition parameters usually associated to the causes 1 Yahoo Flickr Creative Commons 100M (YFCC100M) is available freely at https://webscope.sandbox.yahoo.com; note that this dataset is hosted on the Amazon Web Services platform, which requires a free Amazon Web Services login for access.
2 The command-line program jpegtran is part of libjpeg library which can be found at http://ijg.org.
3 See [8, Fig.6 ] which claims P E of about 20% for a Quality of cover-source mismatch phenomenon (sensor, ISO, original image dimensions). This consequently implies that acquisition parameters are not sufficient to define a source. The fact that images coming from such platforms as FlickR are always heavily processed can, however, lead us to the idea that it is the diversity of processing pipelines that is the main culprit behind the high intrinsic difficulty of such databases. Indeed if each image composing an image base followed a different processing pipeline, then image properties when split between training and testing base will tend to be quite different.
To explore this idea and motivate the next section, we repeat the previous experiment except that instead of cropping the images, we downsample them to a size of 512 × 512 using the Lanczos filter of convert. Intuitively, since we take images in their original sizes, resizing them to 512 × 512 will have a huge impact on the image properties and on pixel distributions such that past processing will be negligible compared to the downsampling. This way, we normalize the processing parameters of each image base. The results in terms of steganalysis accuracy with the same datasets as those used presented in Table 3 using images resizing are summarized in From the significant drop in P E from Table 2 Table 3 we can infer that the processing pipeline has a huge impact.
This section showed that current good practices are far from sufficient to allow accurate steganalysis in a supervised setting. Fixing acquisition parameters such as the sensor, ISO and dimension of the image does not give a satisfying jump in accuracy. However, it is clear from the difference in intrinsic difficulty between cropped and resized images, that the way an image is processed has a far bigger impact on the way the stego noise will be distributed in the Factor (QF) of 75 and slightly below 15% for QF 95 on BOSSbase using DCTR features set.
image. Thus it is not sufficient to define a source as the acquisition parameters ; processing parameters must also be taken into account in this definition.
The following sections will try to demonstrate that not only these processing parameters have an impact, but also that the impact of the acquisition parameters are negligible compared to those of the processing parameters.
Training Design
A supervised classification problem always relies on at least three assumptions regarding the relationship between the training and testing base : In a real life setting of steganalysis with highly diverse content, image processing tools and camera models, none of those assumptions are accurate. To be able to use the classical supervised classification setting in such a steganalysis context one must design a methodology to ensure that, for a set of inspected digital images, an ad-hoc training set is able to verify these conditions. In this work, we will only deal with the first two assumptions which are directly related to the problem of cover-source mismatch. The proposed methodology is based on the fact that the steganalyst can have access to the RAW images that generates the training set. Thus, the steganalyst's problem is then to do training design, i.e. to find a methodology for designing a suitable subset of the training set such as to maximize accuracy of the classification of the testing set given a knowledge of the images properties (sensor, ISO, JPEG QF, etc. . . ) and given partial or total knowledge about the processing pipeline history. In other words, the idea is to split the training base into training sub-bases coming from a fixed source and to associate to each sub-base a training base which would best approximate our two assumptions of interest.
For this method to work, one first needs a definition of a source. A good definition of a source would specify those parameters which are the biggest source of inconsistency (as defined in the Introduction) between training and testing base. The intrinsic difficulty would then define a lower bound on the accuracy given a specific setting (stego-algorithm, classifier, features).
The main hypothesis of this work is that the most effective steganalysis in our setting is achieved by training the classifier on training set which has followed the same processing pipeline as the testing set. Rephrasing using the aforementioned defined assumption on which supervised learning relies, we hypothesize that a source is well approximated by a specific processing pipeline and that the loss in consistency incurred by not specifying the acquisition parameters is negligible.
To test for this hypothesis, we propose the following methodology :
1. A training set with RAW images taken with potentially several different sensors is selected. 2. A testing set with RAW images taken with a unique sensor not present in the training set is selected. 3. From both of these sets, 2N new sets are generated using N different processing pipelines in such a way that each new set follows a single processing pipeline and that each new training set follows the same processing pipeline as another testing set.
For our experiments, the training set will be the BOSSBase with images taken with an M9 Digital Camera removed and the testing set will be the M9Base which contains images taken only with a M9 Digital Camera at fixed ISO. After processing, every image is then converted to JPEG with a quality factor of 99 and, finally, losslessly center cropped with dimensions 512 × 512 using jpegtran. Note that we choose to fix the quality factor, or more precisely the quantization matrix, because this must be available in order to make the file usable. Therefore, since this parameter is known and, though it has an important impact on accuracy of steganalysis, it can hardly be a cause of source mismatch in practice. Similarly, the choice of cropping the images, instead of resizing, is justified from preliminary results on to FlickR base that studied the impact of various parameters on cover source mismatch. Indeed, eventually resizing the image by a important factor (typically to obtain images of size 512 × 512) largely reduces the impact of other processing.
The rest of this section will study the impact of two common acquisition parameters, namely the camera model and the ISO setting, coupled with the impact of processing parameters in an increasing level of detail. Two raw images datasets are used, the well-known BOSSbase which is made of 10 000 images from 7 camera models and an adhoc dataset that contain only images from a single camera model, namely the Leica M9, for which image has been captured fix few different values of ISO sensitivity parameter; this dataset is referred to as the M9Base.
Impact of Processing Softwares
The highest level of choice for processing parameters is the processing software. It will usually define the demosaicing algorithm, the white balance, the gamma correction as well as the JPEG compression parameters (chroma subsampling, quantification matrix, etc.). In addition an image editing software may use specific algorithms for the most common processing tools such as sharpening and denoising. Table 5 provides results obtained using default settings with three different image editing softwares, namely Photoshop Lightroom (LR), a commercial high-end software for raw images editing and developed by Adobe, RawTherapee (RT) an open-source competitor of LR that allows both converting and processing raw images and dcraw (DC) an open source command-line program which provides only basic processing tools. Note that RawTherapee is based on dcraw for raw images conversion only. A fourth dataset is included in Table 5 because LR uses custom JPEG quantization matrix (quality factor); we therefore choose to add a dataset referred to as LRstandardQF which is made of raw images converted to uncompressed TIFF format using LR and then compressed with standard QF using imagemagick convert's tool 4 . 4 The open-source software Imagemagick, including convert command-line tools, can be obtained at www.imagemagick.org.
Train \Test
Before presenting and commenting on the results, it is crucial to note that most steganography algorithms for JPEG compressed images embed a payload measured in bits per non-zero AC coefficients (bpnzac). However, the processing pipeline in general can heavily modifies the content details of a picture and, hence, the resulting number of non-zero AC coefficients. In order to conduct a fair comparison, we have thus chosen not to fix the embedding rate but instead to fix the length of the hidden data and to adjust the payload, in bpnzac, provided to the embedding scheme matches the message length. The payload is set to 10 322 bits or 1.26 Kilo-Bytes for nsF5, this corresponds to the payload of 0.04 bpac (Bits Per AC coefficients). We will report similar results in the final version of this paper for J-UNIWARD with embedded message length of 154 024 bits, or 15.75 Kilo-Bytes, corresponding to 0.6 bpac for J-UNIWARD. However, due to a much higher computation time for J-UNIWARD, the results reported corresponding to a payload of 0.5 bpnzac.
Results provided in Table 5 give two important lessons which can be summarized below:
• The most important parameter defining a source is first and foremost the quantification table used during the JPEG compression. Indeed when training on base with a different quantification than the testing base (e.g. LR/DC) we can see that the P E always deviates by more than 20% from the intrinsic difficulty of the testing base.
• The inconsistency due to mismatched software alone is more subtle as it ranges from 0.4% (training on RT / testing on LR-standardQF) to roughly 5% (training on DC / testing on RT or LR-standardQF). However this amount is rather important as compared to the intrinsic difficulty which ranges from 23.4% (LRstandardQF) to 25.5% (DC).
• Each software has relatively close intrinsic difficulties, even with a non-standard quantification matrix. This means that the choice of software has only a negligible impact on the difficulty of an image when using all default parameters. • The camera model does not seem to be a relevant parameter to characterize a source. Indeed, the absence of the M9 Camera from the training base does not prevent a rather low intrinsic difficulty for any of the image base. In order to confirm the negligible impact of the camera model on the definition of a source, Table 6 shows the difference in terms of steganalysis accuracy when trained on BOSSbase without the image from Leica M9 camera as compared to the results obtained when both training and testing are carried out on images from M9Base with the same ISO sensitivity. The loss of accuracy shows a negligible impact of both camera model and ISO sensitivity since the loss of accuracy with the same QF ranges from −0.8% to +0.5% for some cases in which the accuracy actually improves when trained on BOSSbase (when testing set has been edited with dcraw for instance).
Impact of Common Image Processing Algorithms
The comparison between image editing software only gives a coarse-grain view since, in all softwares, many processing algorithms can be tuned manually (for instance, the most important being the gamma correction, denoising, sharpening, and color adjustment). To study the impact of all those image processing algorithms individually we propose to choose one image editing software and to modify the parameters for the aforementioned various image processing algorithms. For each setting we then measure the intrinsic difficulty as well as the consistency between different datasets. We choose RawTherapee (RT) as the image editing software because it is open source, which means that we exactly know the algorithms used and their parameters, and because it offers a wide range of parameters for each image processing algorithm. In the present paper we only present the results with the most influential and the common image processing tools, namely denoising, sharpening, and color adjustment. To measure the impact of the processing algorithms on both intrinsic difficulty and inconsistency, we present the results obtained by generating 15 different processing pipelines using:
• default settings, here we let the software automatically sets the processing pipeline, referred to as AutoLevels (AL); • Unsharp mask (USM), which is an image sharpening method, with 5 different parameters for "radius" and "amount"; • Richardson-Lucy (RL), a deconvolution image sharpening technique using a Gaussian Point-Spread Function (PSF), with 4 different parameters; • Denoising (DEN), the noise reduction tool based on both wavelet decomposition and median filtering, with 5 different parameters.
The results in terms of steganalysis accuracy for all the image processing algorithms are summarized in Tables 10  -15 . For all those tables, each row corresponds to a specific dataset used for training and each column corresponds to the dataset used for testing. The training set is always obtained using RAW developed BOSSbase images, without the images from the camera model Leica M9, while the testing is always carried using RAW developed images from the M9Base. First, Table 10 presents the results obtained when testing images with ISO sensitivity 160 using nsF5 embedding scheme. We summarize below the most important points that can be concluded from those results:
• It is always optimal (within 1%) to train and test on bases with the same development setting. That is, setting the same processing pipeline for the training and testing bases seems to be a sufficient (but by no means necessary) condition to get the best accuracy given a classification setting.
• Some development settings impact highly the intrinsic difficulty of the base; see for instance Unsharp mask, USM, for which P E ranges from 31.5% to 39%, without source mismatch in Table 10 or Denoising (DEN) for which intrinsic difficulty can be modified by a factor of about 10%.
• However the inconsistency between other datasets subject to the same type of processing is in general rather small. • More generally, the inconsistency between all datasets heavily depends on the type of processing: this can be observed by observing P E obtained when using each dataset for testing (on the column of Tables). While Unsharp mask (USM) and RL deconvolution seem both slightly sensitive to the training set -with standard deviation of P E in the range 4 ∼ 5%-, the denoising may be much more subjected to inconsistency and it seems very sensitive to the training set with standard deviation of P E up to 15%. Table 11 shows the difference in P E when the training is carried out over images from the M9Base with ISO sensitivity 160, the dataset used for testing, as compared to the results obtained when training uses images from BOSSBase, as reported in Table 10 . Once again we see that training on a base which contains the same camera model does not seem to help classification accuracy. Indeed the difference in P E is, on average, −2%, meaning that it is on average more efficient to train on the BOSSBase with M9 image removed in this setting. While this might be due to semantic content differences, we can at least conclude that the camera model has a very weak impact on CSM compared to processing parameters. Note, however, that when there is no source mismatch in terms of processing pipeline, i.e. the diagonal of Tables 10 and 11 , the intrinsic difficulty is slightly reduced by using the same raw images in almost all the cases. This, however, brings a rather small improvement for steganalysis as P E is reduced in average by roughly 0.8% and at most by at most roughly 1.8%.
Next, Tables 12 and 13 present the very same results as those presented in Tables 10 and 11 only using J-UNIWARD with payload 0.5 bpnzac instead of nsF5 at payload 0.04 bpac. Though the embedding payload is much higher, the accuracy of steganalysis is greatly reduced since J-UNIWARD is the current state-of-the-art of adaptive embedding scheme, while on the opposite nsF5 is a non-adaptive scheme based on the F5 algorithm proposed in [18] in 2001. We note from Table 12 that the conclusion drawn from the results using nsF5 remains valid for J-UNIWARD especially on the impact of all the image processing algorithms on both intrinsic difficulty as well as on the inconsistency of datasets generated using different processing methods. Similarly, we note from Table 13 that the conclusion from the comparison of results obtained by training on BOSSBase or on the same M9Base also remains valid ; the fact of picking the same camera model does not impact the inconsistency between image processing operations and only slightly (by at most 1.5%) the intrinsic difficulty.
Impact of ISO Sensitivity
Eventually, we propose to conduct the same experiment but modifying the ISO sensitivity of images used in the testing set from M9Base. The goal is obviously to measure how much the ISO sensitivity improves both intrinsic difficulty and inconsistency between different processing algorithms. Note that the ISO sensitivity corresponds, roughly speaking, to a signal gain; the higher the ISO sensitivity, the higher the noise standard deviation of pixels, and hence, of DCT coefficients. To study the impact of ISO sensitivity, Tables 14 and 15 present the very same results as those presented in Tables 10 and 11 only changing the testing sets by images from the M9Base with ISO set to 1250, instead of 160. The comparison of those tables allows drawing the main following conclusions:
• First, and most important, moving from ISO 160 to ISO 1250 does not seems to have a strong impact neither on the intrinsic difficulty nor on the inconsistency between processing algorithms. Indeed the difference in terms of steganalysis P E is around 0.5%.
• However this general results can vary according to the processing algorithms ; in general, when using Unsharp mask sharpening technique, the difficulty is increased with ISO of about 2 ∼ 4%.
• The source mismatch, or inconsistency, between image processing settings is mostly not impacted by ISO sensitivity. Indeed, almost every inconsistency score differ by less than 1% between the testing on the M9Base-160 and on the M9Base-1250, the only exception being between DEN5 and RL development settings where the difference in inconsistency between ISO can reach 5%.
• The intrinsic difficulty is almost always slightly increased with the ISO; in average by 1.5% and up to 4.5% for the Unsharp mask algorithms. This seems rather natural since using a strong sharpening processing on noisy images tends to increase more the noise present in the image.
Impact of Color Adjustement
Finally, we propose to study the impact of the "color adjustments". More precisely, we refer to color adjustment to denote all the processing operations aiming at improving the visual quality of colors by modifying, pixel-wise, the mapping between pixels value before and after processing ; typical examples of "color adjustments" processing includes highlight reconstruction, contrast enhancements, saturation modification, shadow and high exposition compensation, etc. . . . 5 . We have used the Auto-Level tool throughout the preceding section which tunes the exposure parameters for each image, actually randomizing those parameters. A natural question is whether fixing the color adjustment parameters for an entire base lowers the intrinsic difficulty of the given base while not introducing inconsistency at the same time.
To answer this question we chose 6 different images from the BOSSBase and used RT's Auto-Level tool to get the color adjustment parameters of each specific image. For visualization, those images are presented in Figure 1 . Those images have been manually selected because of their very different luminance histograms resulting in the setting of widely different parameters for color adjustment or color adjustment. We then generated 6 databases by applying the specific color adjustment parameters to the entire BOSSBase, with all the other processing algorithms set to their default values. The Results are summarized in Table 7 . We repeated the experiment by applying the same color adjustment (or color adjustments) parameters but also using the Unsharp mask sharpening method with parameters defined as for USM4 ; this allows to study the effect or color constant color adjustment and randomized adjustments on a more difficult development settings and, hence, to get a better sense of the interplay between two class of processing parameters. The results obtained from this experiment are summarized in Table 8 . The main conclusion on the impact of color adjustments that can be deduced from Table 7 and 8 are summarized below:
• In Table 7 , we can note that fixing the color adjustment parameters may have a noticeable effect on the intrinsic difficulty, with a range of P E of about 5%.
• Fixing the color adjustment parameters does not always lower the intrinsic difficulty, and may in fact increase the difficulty by a non-negligible amount (about 3.5% using settings from image # 16). • Inconsistency is not greatly introduced between bases not sharing the same exposure parameters as the difference from the intrinsic difficulty never exceed 3%.
• Interestingly, we note that some color adjustment settings may have a beneficial effect when used in the training phase (for instance, settings from image # 7483 improves classification with of # 16, # 17, # 18 with regard to their intrinsic difficulties) while having a rather high inconsistency when used as a testing base.
• Generally speaking, a rather small inconsistency is observed when trained on the dataset with toning automatically set by the software.
Thus setting proper color adjustment parameters can be a good strategy to lower the intrinsic difficulty of a difficult image base or, more realistically, to design a training base to classify a specific image.
Co-occurrence Analysis of Different Development Settings
In order to get a better interpretation of the inconsistency between different development settings, we decided to observe from a statistical point of view the impact of the development pipeline on joint distribution of neighboring pixels. By performing such an analysis we try to recast the CSM problem into a more theoretical perspec-tive in order to see if the inconsistencies highlighted in the previous sections can be justified by the fact that the joint-distributions of pixels are very different after different development pipelines.
To do so we generated an artificial raw image in 14 bits coded DNG format, on this image each even column is equal to 8192 and each odd column to 5461. Then, we altered this image by adding Normal noise of standard deviation equal to 8.192 for even column and 5.461 for odd column. The goal here is to challenge both the demosaicing algorithms with fluctuating color components and denoising algorithms with noise distributed as the sensor noise [5, 19] .
We develop the image in 8bits tif (uncompressed) format and compute the gray scale version by averaging the 3 color components. Each time we use the same methodology as in the previous sections, by only modifying one development setting.
We display the empirical co-occurrence between two diagonal neighboring pixels on Figure 2 for the different development settings of RawTherapee used for example in Table 10 . We choose the 2D co-occurrence matrix because it is a good proxy for the SPAM [15] and SRM features [6] , which are features that are very efficient in steganalysis.
It is interesting to notice that, starting with the very same raw image, each development leads to a very specific co-occurrence matrix. For example, the USM1 and USM2 settings present sparse distributions while RL3 and RL4 present dense distributions. Note that the symmetry is due to the fact that the columns alternate between two average values. We have also checked that these discrepancies are also verified for horizontal or vertical neighborhoods.
Another important remark is the fact that developments presenting similar co-occurrence matrices are the most consistent ones (compare distribution shapes and results of Table 10 ), this is the case for for example for the developments (b) to (f) or (k) to (o), that are, respectively, Unsharp Mask (USM) and Denoising (DEN). Similar detection performances also imply similar co-occurrences, see for example distributions (b) and (c) and lines or columns USM1 and USM2 of Table 10 .
Further works are needed using other raw images and by considering other dependencies, but these experiments strengthen the idea that one important part the cover source mismatch is due to the development pipeline and its way to alter the statistical distribution of the image during the development process.
Conclusion
The present work proposes another original look at the Cover Source Mismatch phenomenon. While it has often been assumed that this issue arises because of the difference between camera models, using raw images we show that this effect is largely due to the processing applied between image acquisition and storage. We note that this study does not contradict previous works, each camera model is likely to use specific image processing algorithms, but we refine it. We study the effect of three main types of processing that are both the most widely used and the most influencing in terms of CSM: namely image sharpening, denoising and color adjustments. We show that application of two different image processing algorithms have a great influence on source mismatch; especially compared to the mismatch when using the same algorithm with different parameters. We also show that those processing algorithms can drastically change the difficulty of steganalysis on the generated dataset. Table 9 sums up the principle conclusions of our analysis and try to answer to the difficult question "How to define a Source?" by recalling the impact of each parameter on the Inconsistency or the Difficulty. We can define the parameters defining a source as the set of parameters impacting these two parameters and from the our analysis, the main parameters are the JPEG Quality Factor and the Processing pipeline that have to be first considered, the software and the color adjustment setting can be taken into account if they are not used with their default settings. Finally our experiments suggest that the camera model or the ISO setting are not of prime importance.
To rephrase our conclusion, and contrary to what was proposed in [21] , a general advise to fight again the Cover Source Mismatch should not be 'Toss that BOSSbase, Alice!' but rather 'Keep that BOSSbase(-Raw), Alice, but take care of the development pipeline!'
Future works are necessary to study in more details the Cover Source Mismatch phenomenon and especially to understand why some processing have a large mismatch and some a much lower. Eventually, on steganalysis' side, future works should seek at a method that would prevent suffering the "image processing" mismatch.
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JPEG QF X Camera sensor X Software X Processing X ISO X Color Adjustment X Table 9 . How to define a Source ? : Comparison between the different parameters studied in the paper in term of Inconsistency and Difficulty.
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