We show that the Kullback-Leibler divergence between two densities of potentially different location-scale families can be reduced to the calculation of the Kullback-Leibler divergence between one standard distribution and another location-scale density. In particular, we prove that the Kullback-Leibler divergence between two densities of a scale family depends only on the scale ratio, and report conditions on the standard distribution to get symmetric Kullback-Leibler divergences. We illustrate this symmetric property with the calculation of the Kullback-Leibler divergence between scale Cauchy distributions.
Introduction
Let X ∼ p be a random variable with cumulative distribution function F X and probability density p X (x) on the support X (usually X = R or X = R ++ ). A location-scale random variable Y = l+sX (for location parameter l ∈ X and scale parameter s > 0) has distribution F Y (y) = F X ( x−l s ) and density p Y (y) = p X ( x−l s ). The location-scale group [5] {(l, s) : l ∈ R × R ++ } acts on the densities of a location-scale family [5] : i 0 .p = p with identity element i = (0, 1), group operation e 1 .e 2 = (l 1 + s 1 l 2 , s 1 s 2 ) for e 1 = (l 1 , s 1 ) and e 2 = (l 2 , s 2 ), and inverse element e −1 = (− l s , 1 s ) for e = (l, s).
Consider two location-scale families [5] sharing the same support X :
and
where p(x) = p 0,1 (x) and q(x) = q 0,1 (x) denote the standard distributions of F 1 and F 2 , respectively (also called reduced distributions [9] ). A location family is a subfamily of a location-scale family, with fixed scale s 0 . We denote by p l = p l,s 0 the density of a location family. Similarly, a scale family is a subfamily of a location-scale family with prescribed location l 0 . We denote by p s = p l 0 ,s the density of a scale family.
For example, F 1 can be the Cauchy family with standard distribution p(x) = 1 π(1+x 2 ) and F 2 the normal family with standard distribution q(x) =
2 ), both families with support X = (−∞, ∞). Then p s = p 0,s is the Cauchy scale family and q l = q l,1 is the location normal family with unit variance. Another example, is the family F 1 of half-normal distributions with the family F 2 of exponential distributions, both defined on the support X = [0, ∞).
The cross-entropy [3] h × (p l 1 ,s 1 : q l 2 ,s 2 ) between a density p l 1 ,s 1 of F 1 and a density q l 2 ,s 2 of F 2 is defined by
The differential entropy [3] h is the self cross-entropy:
and the Kullback-Leibler (KL) divergence is the difference between the cross-entropy and the entropy:
Note that the KL divergence between a standard Cauchy distribution and a standard Gaussian distribution is infinite since the integral diverges but the KL divergence between a standard Gaussian distribution and a standard Cauchy distribution is finite. Thus the KL divergence between any two arbitrary location-scale families may be infinite and not admit a closed-form formula using the parameters (l 1 , s 1 ; l 2 , s 2 ).
By making some changes of variable for x in the cross-entropy integral on the right-hand-side of Eq. 1, we establish the following four basic identities:
Proof. Make a change of variable in the integral with y = x λ 1 for λ 1 > 0 (or x = λ 1 y) and dx = λ 1 dy. Then we have
From now on, we skip the other substitution proofs that are similar.
Left location translation.
Right scale multiplication.
Right location translation.
Furthermore, we get the following double-sided scale multiplication identity by a change of variable (can also be obtained by applying the left scale multiplication with parameter λ 1 = √ λ and then the right scale multiplication with parameter λ 2 = √ λ :
and the generic cross-entropy rule by translations:
By using these "parameter rewriting" rules, we get the following properties:
Property 1 (Location-scale entropy). We have
That is, the differential entropy of a density p l,s of a location-scale family is independent of the location and can be calculated from the entropy of the standard distribution p.
Proof. We have h(p l,s ) = h × (p l,s : p l,s ) = h × (p 0,s : p 0,s ) (using either the left/right translation rule) and h × (p 0,s : p 0,s ) = h × (p 0,1 : p 0,1 )+log s = h(p)+log s (using either left/right multiplication rule).
Property 2 (Location-scale cross-entropy). We have
That is, the cross-entropy between two location-scale densities can be reduced to the calculation of the cross-entropy between a standard density and a density of the other location-scale family.
+ log s 2 (right multiplication rule) and
: q (right translation rule).
Property 3 (Location-scale Kullback-Leibler divergence). We have
Proof. We have KL(p l 1 ,s 1 :
. Then we apply Property 2
+ log s 1 and Propery 1 h(p l 1 ,s 1 ) = h(p) + log s 1 to get the result (the terms log s 1 cancel out).
Similarly, we have the following basic identities for the Kullback-Leibler divergence between any two location-scale densities:
We state the following theorem: 
The KL divergence between Cauchy location/scale distributions
In this section, we consider a working example for the scale Cauchy family. Surprisingly, the formula has not been widely reported in the literature (an erratum 1 corrects the formula given in [8] ). Note that the Cauchy scale family can also be interpreted as a q-Gaussian family for q = 2 [1] and a α-stable family [8] for α = 1. Consider the cross-entropy between two Cauchy distributions p 1 and p 2 . Using Property 3, we can assume without loss of generality that the distribution p 2 is the standard Cauchy distribution p, and focus on calculating the following cross-entropy:
with location l = , where
The scale Cauchy distributions form a subfamily with l = 0. We shall use the following result on definite integrals (listed under the logarithmic forms of definite integrals in many handbooks of formulas and tables): 2
We get the cross-entropy between two scale Cauchy distributions p s 1 and p s 2 as follows:
= log πs 2 + s π I(1, s),
The differential entropy is obtained for s 1 = s 2 = s:
in accordance with [4] (p. 68). Thus the Kullback-Leibler between two scale Cauchy distributions is:
= 2 log
Notice that A(s 1 , s 2 ) =
is the arithmetic mean of the scales, and G(s 1 , s 2 ) = √ s 1 s 2 is the geometric mean of the scales. Thus the KL divergence can be rewritten as KL(p s1 : p s 2 ) = 2 log s 2 ) . Since we have the arithmetic-geometric inequality A ≥ G (and
Let us notice that the KL divergence between two Cauchy scale distributions is symmetric: KL(p s 1 : p s 2 ) = KL(p s 2 : p s 1 ). For exponential families [6] , the KL divergence is provably symmetric only for the location (multivariate/elliptical) Gaussian family since the KL divergence amount to a Bregman divergence, and the only symmetric Bregman divergences are the squared Mahalanobis distances [2] . Not all scale families are symmetric: For example, the Rayleigh distributions form a scale family (and also an exponential family [6] ) but the KL divergence between two Rayleigh distributions amount to an Itakura-Saito divergence [6] that is asymmetric. 
for the standard Gaussian distribution is an even function.
Consider now the scale family (with l = 0), then we find the following condition
For example, the Cauchy scale distribution has symmetric KL divergence because the Cauchy standard distribution satisfies Eq. 37:
Concluding remarks
The canonical structure of the densities of the location-scale families make it possible to get various identities for the cross-entropy, and the differential entropy and the Kullback-Leibler divergence derived thereof, by making change of variables in the corresponding integrals. In particular, the Kullback-Leibler divergence between location-scale densities can be reduced to the calculation of the Kullback-Leibler divergence between one standard density and another location-scale density. This proved that the Kullback-Leibler divergence between scale densities depends only on the scale ratio. We illustrated our approach by computing the Kullback-Leibler divergence between scale Cauchy distributions which is symmetric. More generally, we reported a condition on the standard density of a location-scale family which yields symmetric Kullback-Leibler divergences. To conclude, let us mention that we can derive similarly identities for information-theoretic measures from change of variables in integrals for location-dispersion families [7] .
