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Felix M. Lev
Artwork Conversion Software Inc., 1201 Morningside Drive,
Manhattan Beach, CA 90266, USA (E-mail: felixlev@hotmail.com)
Abstract:
As argued in our previous papers, it would be more natural
to modify the standard approach to quantum theory by requiring that
i) one unitary irreducible representation (UIR) of the symmetry alge-
bra should describe a particle and its antiparticle simultaneously. This
would automatically explain the existence of antiparticles and show
that a particle and its antiparticle are different states of the same ob-
ject. If i) is adopted then among the Poincare, so(2,3) and so(1,4)
algebras only the latter is a candidate for constructing elementary par-
ticle theory. We extend our analysis in hep-th/0210144 and prove that:
1) UIRs of the so(1,4) algebra can indeed be interpreted in the frame-
work of i) and cannot be interpreted in the framework of the standard
approach; 2) as a consequence of a new symmetry (called AB one)
between particles and antiparticles for UIRs satisfying i), elementary
particles described by UIRs of the so(1,4) algebra can be only fermions;
3) as a consequence of the AB symmetry, the vacuum condition can be
consistent only for particles with the half-integer spin (in conventional
units) and therefore only such particles can be elementary. In our ap-
proach the well known fact that fermions have imaginary parity is a
consequence of the AB symmetry.
PACS: 11.30Cp, 11.30.Ly
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1 Introduction
1.1 Motivation
The phenomenon of local quantum field theory (LQFT) has no analogs
in the history of science. There is no branch of science where so impres-
sive agreements between theory and experiment have been achieved.
At the same time, the level of mathematical rigor in the LQFT is very
poor and, as a consequence, the LQFT has several well known difficul-
ties and inconsistencies. The absolute majority of physicists believes
that agreement with experiment is much more important than the lack
of mathematical rigor, but not all of them think so. For example, Dirac
wrote in Ref. [1]: ′The agreement with observation is presumably by
coincidence, just like the original calculation of the hydrogen spectrum
with Bohr orbits. Such coincidences are no reason for turning a blind
eye to the faults of the theory. Quantum electrodynamics is rather
like Klein-Gordon equation. It was built up from physical ideas that
were not correctly incorporated into the theory and it has no sound
mathematical foundation.′
One could agree or disagree with this statement, but in any
case, the majority of physicists believes that the LQFT should be
treated [2] ′in the way it is′, but at the same time it is [2] a ′low energy
approximation to a deeper theory that may not even be a field theory,
but something different like a string theory′.
The main problem of course is the choice of strategy for con-
structing a new quantum theory. Since nobody knows for sure what
strategy is the best one, different approaches should be investigated.
Dirac’s advice given in Ref. [1] is as follows: ′I learned to distrust all
physical concepts as a basis for a theory. Instead one should put one’s
trust in a mathematical scheme, even if the scheme does not appear
at first sight to be connected with physics. One should concentrate on
getting an interesting mathematics.′
Typically the LQFT starts from a local Lagrangian for which,
by using the canonical Noether formalism, one can determine a set of
conserving physical observables. After quantizing the local fields in
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question, these observables become quantum operators and the quan-
tum Lagrangian obtained in such a way contains products of local quan-
tum fields at coinciding points. However, interacting field operators can
be treated only as operator valued distributions [3] and therefore their
products at coinciding points are not well defined. Although there ex-
ists a wide literature on this problem, a universal solution has not been
found yet.
There exist two essentially different approaches to quantum
theory — the standard operator approach and the path integral ap-
proach. We accept the operator approach. In this case, to be consis-
tent, we should assume that any physical quantity is described by a
selfadjoint operator in the Hilbert space of states for the system un-
der consideration (we will not discuss the difference between selfadjoint
and Hermitian operators). Then the first question which immediately
arises is that, even in the nonrelativistic quantum mechanics, there is
no operator corresponding to time [4]. It is also well known that when
quantum mechanics is combined with relativity, then there is no oper-
ator satisfying all the properties of the spatial position operator (see
e.g. Ref. [5]) . For these reasons the quantity x in the Lagrangian
density L(x) is not the coordinate but a parameter which becomes the
coordinate in the classical limit.
These facts were well known already in 30th of the 20th cen-
tury. As a result of evolution of these ideas, it was widely believed
in 50th and 60th that spacetime is a rudimentary notion which will
disappear in the ultimate quantum theory. Since that time, no argu-
ments questioning those ideas have been given, but in view of the great
success of gauge theories in 70th and 80th , such ideas became almost
forgotten.
At present, the predictions of the standard model are in agree-
ment with experiment with an unprecedented accuracy. Nevertheless,
the difficulties of the canonical LQFT have not been overcome. For
this reason there exist several approaches, the goal of which is to avoid
the product of interacting quantum fields at the same spacetime point.
In addition to the well known theories (string theory, noncommutative
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quantum theory etc.) we also would like to mention a very interest-
ing approach by Saniga where the classical spacetime is replaced by a
Galois field [6].
In view of this situation, the problem arises of how one should
define the notion of elementary particles.
Although particles are observable and fields are not, in the
spirit of the LQFT, fields are more fundamental than particles, and a
possible definition is as follows [7]: ’It is simply a particle whose field
appears in the Lagrangian. It does not matter if it’s stable, unstable,
heavy, light — if its field appears in the Lagrangian then it’s elementary,
otherwise it’s composite’.
Another approach has been developed by Wigner in his inves-
tigations of unitary irreducible representations (UIRs) of the Poincare
group [8]. In view of this approach, one might postulate that in the
general case, a particle is elementary if the space of its wave functions
is the space of UIR of the symmetry group in the given theory.
In standard well-known theories (QED, electroweak theory
and QCD) the above approaches coincide although the problem arises of
whether the second definition is compatible with confinement. However,
when the symmetry group is not the Poincare one, additional problems
arise. For example, in view of modern approaches to the LQFT in
curved spacetime, the de Sitter group SO(1,4) cannot be the symmetry
group since, from the standpoint of any local observer, the vacuum has
a finite temperature and admits particle destruction and creation (see
e.g. Refs. [9, 10]). We discuss this problem in Sect. 8.
Although the Wigner approach is well defined in the frame-
work of standard mathematics, the following problem arises. The sym-
metry group is usually chosen as the group of motions of some classical
manifold. How does this agree with the above discussion that quantum
theory in the operator formulation should not contain spacetime? A
possible answer is as follows. One can notice that for computing ob-
servables (e.g. the spectrum of the Hamiltonian) we need in fact not a
representation of the group but a representation of its Lie algebra by
Hermitian operators. After such a representation has been constructed,
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we have only operators acting in the Hilbert space and this is all we
need in the operator approach. The representation operators of the
group are needed only if it is necessary to calculate some macroscopic
transformation, e.g. time evolution. In the approximation when classi-
cal time is a good approximate parameter, one can calculate evolution,
but nothing guarantees that this is always the case. Let us also note
that in the stationary formulation of scattering theory, the S-matrix
can be defined without any mentioning of time (see e.g. Ref. [11]).
For these reasons we can assume that on quantum level the symmetry
algebra is more fundamental than the symmetry group (see also the
discussion in Sect. 8).
In other words, instead of saying that some operators satisfy
commutation relations of a Lie algebra A because spacetime X has a
group of motionsG such that A is the Lie algebra ofG, we say that there
exist operators satisfying commutation relations of a Lie algebra A such
that: for some operator functions {O} of them, the classical limit is a
good approximation, a set X of the eigenvalues of the operators {O}
represents a classical manifold with the group of motions G and its Lie
algebra is A (see also Sect. 2). This is not of course in the spirit of
famous Klein’s Erlangen program [12] or LQFT.
Summarizing our discussion, we assume that, by definition,
on quantum level a Lie algebra is the symmetry algebra if there exist
physical observables such that their operators satisfy the commutation
relations characterizing the algebra. Then, a particle is called elemen-
tary if the space of its wave functions is a space of irreducible repre-
sentation of this algebra by Hermitian operators. In the literature such
representations usually also are called UIRs meaning that the represen-
tation of the algebra can be extended to an UIR of the corresponding
Lie group.
The approach we accept is in the spirit of that considered by
Dirac in Ref. [13]. Let us also note that although we treat the de-
scription of quantum systems in terms of representations of algebras as
more fundamental, this does not mean that for investigating properties
of algebra representations we cannot use mathematical results on group
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representations.
In our papers [14], we discussed an approach when quantum
states are described by elements of a linear space over a Galois field,
and the operators of physical quantities — by operators in this space.
It has been argued that such an approach is more natural than the
standard one and the future quantum physics will be based on Galois
fields. However, in the present paper we work in the framework of the
standard quantum theory based on complex numbers.
1.2 Statement of the problem
In standard Poincare or anti de Sitter (AdS) invariant theories, the
field theoretical and Wigner definitions of elementary particles (see the
preceding subsection) do not contradict each other. Therefore, each
elementary particle can be described by using an UIR of the Poincare
or AdS group or algebra. In addition, it also can be described by using
a Poincare or AdS covariant equation. In these theories the existence
of antiparticles is explained as follows. For each values of the mass and
spin, there exist two UIRs - with positive and negative energies, re-
spectively. At the same time, the corresponding covariant equation has
solutions with both positive and negative energies. As noted by Dirac
(see e.g. his Nobel lecture [15]), the existence of the negative energy
solutions represents a difficulty which should be resolved. In the stan-
dard approach, the solution is given in the framework of quantization
such that the creation and annihilation operators for the antiparticle
have the usual meaning but they enter the quantum Lagrangian with
the coefficients representing the negative energy solutions.
Such an approach has lead to impressive success in describing
various experimental data. However, as noted by Weinberg [7], ’this is
our aim in physics, not just to describe nature, but to explain nature’.
From this point of view, it seems unnatural that the covariant equation
describes the particle and antiparticle simultaneously while the UIRs
for them are fully independent of each other. Moreover, the UIRs with
negative energies are not used at all.
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The necessity to have negative energy solutions is related to
the implementation of the idea that the creation or annihilation of an
antiparticle can be treated, respectively, as the annihilation or creation
of the corresponding particle with the negative energy. However, since
negative energies have no direct physical meaning in the standard the-
ory, this idea is implemented implicitly rather than explicitly.
The above program cannot be implemented if the de Sitter
(dS) group SO(1,4) is chosen as the symmetry group or the dS algebra
so(1,4) is chosen as the symmetry algebra. Some of the reasons have
been already indicated in the preceding subsection. Also, it is well
known that in UIRs of the dS algebra, the dS Hamiltonian is not pos-
itive definite and has the spectrum in the interval (−∞,+∞) see e.g.
Refs. [16, 17, 18, 19, 20]). Note also that in contrast to the AdS algebra
so(2,3), the dS one does not have a supersymmetric generalization. For
this and other reasons it was believed that the dS group or algebra were
not suitable for constructing elementary particle theory. Although our
approach considerably differs from that in Refs. [9, 10] and references
therein, we come to the same conclusion (see Sect. 3) that in the stan-
dard approach the dS group cannot be a symmetry group. However, it
is possible to modify the standard approach in such a way (see below)
that theories with the dS symmetry become consistent.
It is well known that the group SO(1,4) is the symmetry group
of the four-dimensional manifold in the five-dimensional space, defined
by the equation
x20 − x
2
1 − x
2
2 − x
2
3 − x
2
4 = −R
2 (1)
where a constant R has the dimension of length. The quantity R2 is
often written as R2 = 3/Λ where Λ is the cosmological constant. The
nomenclature is such that Λ < 0 for the AdS symmetry while Λ > 0 -
for the dS one. The recent astronomical data show that, although Λ is
very small, it is probably positive (see e.g. Ref. [21]). For this reason
the interest to dS theories has increased. Nevertheless, the existing
difficulties have not been overcome (see e.g. Ref. [22]).
As shown in Ref. [14], in quantum theory based on a Galois
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field, Galois field analogs of UIRs of the AdS algebra so(2,3) have a
property that a particle and its antiparticle are described by the same
irreducible representation of the symmetry algebra. This automatically
explains the existence of antiparticles and shows that a particle and its
antiparticle represent different states of the same object. As argued in
Ref. [14], the description of quantum theory in terms of Galois fields
is more natural than the standard description based on the field of
complex numbers. However, in the present paper we consider only the
standard approach based on complex numbers, but with the following
modification. Instead of saying that UIRs describe elementary particles,
we assume that
Supposition 1: Any UIR of the symmetry algebra should de-
scribe a particle and its antiparticle simultaneously.
With such a requirement, among the Poincare, AdS and dS
algebras, only the latter can be a candidate for constructing the ele-
mentary particle theory. As shown in Ref. [23], UIRs of the dS algebra
are indeed compatible with Supposition 1. By quantizing such UIRs
and requiring that the energy should be positive definite in the Poincare
limit, it has been shown that only fermions can be elementary.
In the present paper we analyze UIRs of the so(1,4) algebra
not only in the Poincare limit but in the general case as well. In Sect.
2 we describe well known results on the derivation of explicit expres-
sions for the representation generators of the dS group. In Sect. 3
the Poincare limit is discussed. It is explained why UIRs of the dS
algebra can be treated in the framework of Supposition 1 and cannot
be treated in the framework of the standard approach. In Sect. 4 we
describe in detail a basis of UIRs such that all the quantum numbers
are discrete, and in Sect. 5 the generators are explicitly written down
in the quantized form. In Sect. 6 we discuss the implementation of
Supposition 1 in the case when the dS algebra is the exact symmetry
algebra. In Sect. 7 it is shown that UIRs of the dS algebra possess a
new symmetry between particles and antiparticles. Following Ref. [14],
we call this symmetry the AB one. It is shown that the AB symmetry
is compatible only with the anticommutation relations and therefore
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only fermions can be elementary. As shown in Sect. 8, the vacuum
condition is consistent only for particles with the half-integer spin (in
conventional units), and therefore only such particles can be elemen-
tary. Finally, in Sect. 9 we argue that neutral elementary particles
cannot exist and show that the well known fact that fermions have
imaginary parity follows from the AB symmetry.
2 UIRs of the SO(1,4) group
As already noted, the de Sitter group SO(1,4) is the symmetry group
of the four-dimensional manifold defined by Eq. (1). Elements of a
map of the point (0, 0, 0, 0, R) (or (0, 0, 0, 0,−R)) can be parametrized
by the coordinates (x0, x1, x2, x3). If R is very large then such a map
proceeds to Minkowski space and the action of the dS group on this
map — to the action of the Poincare group.
In the present paper it will be convenient for us to work with
the units h¯/2 = c = 1. Then the spin of any particle is always an
integer. For the normal relation between spin and statistics, the spin
of fermions is odd and the spin of bosons is even. In this system of
units the representation generators of the SO(1,4) group Mab (a, b =
0, 1, 2, 3, 4, Mab = −M ba) should satisfy the commutation relations
[Mab,M cd] = −2i(ηacM bd + ηbdMas − ηadM bc − ηbcMad) (2)
where ηab is the diagonal metric tensor such that η00 = −η11 = −η22 =
−η33 = −η44 = 1.
An important observation is as follows. If we accept that the
symmetry on quantum level means that proper commutation relations
are satisfied (see the preceding section) then Eq. (2) can be treated as
the definition of the dS symmetry on quantum level. In our system of
units, all the operators Mab are dimensionless, in contrast to the sit-
uation with the Poincare algebra, where the representation generators
of the Lorentz group are dimensionless while the momentum operators
have the dimension (length)−1. For this reason it is natural to think
that the dS or AdS symmetries are more fundamental that the Poincare
9
symmetry. Note that such a definition does not involve the cosmolog-
ical constant at all. It appears only if one is interested in interpreting
results in terms of the dS spacetime or in the Poincare limit.
If one assumes that spacetime is fundamental then in the spirit
of General Relativity it is natural to think that the empty space is
flat, i.e. that the cosmological constant is equal to zero. This was
the subject of the well-known dispute between Einstein and de Sitter.
In the modern approach to the LQFT, the cosmological constant is
given by a contribution of vacuum diagrams, and the problem is to
explain why it is so small. On the other hand, if we assume that
symmetry on quantum level in our formulation is more fundamental,
then the problem of the cosmological constant does not exist at all.
Instead we have a problem of why nowadays the Poincare symmetry
is so good approximate symmetry. It seems natural to involve the
anthropic principle for the explanation of this phenomenon (see e.g.
Ref. [24] and references therein).
There exists a wide literature devoted to UIRs of the dS group
and algebra (see e.g. Refs. [25, 26, 27, 28, 29, 17, 18, 16, 30, 31, 19, 20]).
In particular the first complete mathematical classification of the UIRs
has been given in Ref. [25], three well-known realizations of the UIRs
have been first considered in Ref. [26] and their physical context has
been first discussed in Ref. [27].
It is well known that for classification of UIRs of the dS group,
one should, strictly speaking, consider not the group SO(1,4) itself but
its universal covering group. The investigation carried out in Refs.
[25, 26, 27, 28, 18] has shown that this involves only replacement of
the SO(3) group by its universal covering group SU(2). Since this
procedure is well known then for illustrations we will work with the
SO(1,4) group itself and follow a very elegant presentation for physicists
in terms of induced representations, given in the book [17] (see also Refs.
[16, 33, 28]). The elements of the SO(1,4) group can be described in
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the block form
g =
∥∥∥∥∥∥
g00 a
T g04
b r c
g40 d
T g44
∥∥∥∥∥∥ (3)
where
a =
∥∥∥∥∥∥
a1
a2
a3
∥∥∥∥∥∥ b
T =
∥∥ b1 b2 b3 ∥∥ r ∈ SO(3) (4)
(the subscript T means a transposed vector).
UIRs of the SO(1,4) group are induced from UIRs of the sub-
group H defined as follows [28, 17, 16]. Each element of H can be
uniquely represented as a product of elements of the subgroups SO(3),
A and T: h = rτAaT where
τA =
∥∥∥∥∥∥
cosh(τ) 0 sinh(τ)
0 1 0
sinh(τ) 0 cosh(τ)
∥∥∥∥∥∥ aT =
∥∥∥∥∥∥
1 + a2/2 −aT a2/2
−a 1 −a
−a2/2 aT 1− a2/2
∥∥∥∥∥∥
(5)
The subgroup A is one-dimensional and the three-dimensional
group T is the dS analog of the conventional translation group (see e.g.
Ref. [17]). We hope it should not cause misunderstandings when 1 is
used in its usual meaning and when to denote the unit element of the
SO(3) group. It should also be clear when r is a true element of the
SO(3) group or belongs to the SO(3) subgroup of the SO(1,4) group.
Let r → ∆(r; s) be a UIR of the group SO(3) with the spin
s and τA → exp(iµτ) be a one-dimensional UIR of the group A, where
µ is a real parameter. Then UIRs of the group H used for inducing to
the SO(1,4) group, have the form
∆(rτAaT;µ, s) = exp(iµτ)∆(r; s) (6)
We will see below that µ has the meaning of the dS mass and therefore
UIRs of the SO(1,4) group are defined by the mass and spin, by analogy
with UIRs in Poincare invariant theory.
Let G=SO(1,4) and X = G/H be a factor space (or coset
space) of G over H. The notion of the factor space is well known (see
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e.g. Refs. [32, 16, 28, 17, 33]). Each element x ∈ X is a class containing
the elements xGh where h ∈ H, and xG ∈ G is a representative of the
class x. The choice of representatives is not unique since if xG is a
representative of the class x ∈ G/H then xGh0, where h0 is an arbitrary
element from H, also is a representative of the same class. It is well
known that X can be treated as a left G space. This means that if
x ∈ X then the action of the group G on X can be defined as follows: if
g ∈ G then gx is a class containing gxG (it is easy to verify that such an
action is correctly defined). Suppose that the choice of representatives
is somehow fixed. Then gxG = (gx)G(g, x)H where (g, x)H is an element
of H. This element is called a factor.
As noted in the preceding section, although we can use well
known facts about group representations, our final goal is the construc-
tion of the generators. The explicit form of the generatorsMab depends
on the choice of representatives in the space G/H. As explained in sev-
eral papers devoted to UIRs of the SO(1,4) group (see e.g. Ref. [17]),
to obtain the possible closest analogy between UIRs of the SO(1,4)
and Poincare groups, one should proceed as follows. Let vL be a rep-
resentative of the Lorentz group in the factor space SO(1,3)/SO(3)
(strictly speaking, we should consider SL(2, c)/SU(2)). This space can
be represented as the well known velocity hyperboloid with the Lorentz
invariant measure
dρ(v) = d3v/v0 (7)
where v0 = (1 + v
2)1/2. Let I ∈ SO(1, 4) be a matrix which formally
has the same form as the metric tensor η. One can show (see e.g. Ref.
[17] for details) that X = G/H can be represented as a union of three
spaces, X+, X− and X0 such that X+ contains classes vLh, X− contains
classes vLIh and X0 is of no interest for UIRs describing elementary
particles since it has measure zero relative to the spaces X+ and X−.
As a consequence of these results, the space of UIR of the
SO(1,4) algebra can be implemented as follows. If s is the spin of the
particle under consideration, then we use ||...|| to denote the norm in
the space of UIR of the su(2) algebra with the spin s. Then the space of
UIR in question is the space of functions {f1(v), f2(v)} on two Lorentz
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hyperboloids with the range in the space of UIR of the su(2) algebra
with the spin s and such that∫
[||f1(v)||
2 + ||f2(v)||
2]dρ(v) <∞ (8)
We see that, in contrast with UIRs of the Poincare algebra
(and AdS one), where UIRs are implemented on one Lorentz hyper-
boloid, UIRs of the dS algebra can be implemented only on two Lorentz
hyperboloids, X+ and X−. Even this fact (which is well known) is a
strong indication that UIRs of the dS algebra might have a natural
interpretation in the framework of Supposition 1.
In the case of the Poincare and AdS algebras, the positive
energy UIRs are implemented on an analog of X+ and negative energy
UIRs - on an analog of X−. Since the Poincare and AdS groups do not
contain elements transforming these spaces to one another, the positive
and negative energy UIRs are fully independent. At the same time, the
dS group contains such elements (e.g. I [17, 16, 30]) and for this reason
its UIRs cannot be implemented only on one hyperboloid.
In Ref. [23] we have described all the technical details needed
for computing the explicit form of the generators Mab. In our system
of units the results are as follows. The action of the generators on
functions with the supporter in X+ has the form
M(+) = 2l(v) + s, N(+) == −2iv0
∂
∂v
+
s× v
v0 + 1
,
B(+) = µv + 2i[
∂
∂v
+ v(v
∂
∂v
) +
3
2
v] +
s× v
v0 + 1
,
M
(+)
04 = µv0 + 2iv0(v
∂
∂v
+
3
2
) (9)
where M = {M23,M31,M12}, N = {M01,M02,M03}, B =
−{M14,M24,M34}, s is the spin operator, and l(v) = −iv × ∂/∂v.
At the same time, the action of the generators on functions with the
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supporter in X− is given by
M(−) = 2l(v) + s, N(−) == −2iv0
∂
∂v
+
s× v
v0 + 1
,
B(−) = −µv − 2i[
∂
∂v
+ v(v
∂
∂v
) +
3
2
v]−
s× v
v0 + 1
,
M
(−)
04 = −µv0 − 2iv0(v
∂
∂v
+
3
2
) (10)
In view of the fact that SO(1,4)=SO(4)AT and H=SO(3)AT ,
there also exists a choice of representatives which is probably even more
natural than that described above [17, 16, 18]. Namely, we can choose as
representatives the elements from the coset space SO(4)/SO(3). Since
the universal covering group for SO(4) is SU(2)×SU(2) and for SO(3)
— SU(2), we can choose as representatives the elements of the first
multiplier in the product SU(2)×SU(2). Elements of SU(2) can be
represented by the points u = (u, u4) of the three-dimensional sphere
S3 in the four-dimensional space as u4 + iσu where σ are the Pauli
matrices and u4 = ±(1 − u
2)1/2 for the upper and lower hemispheres,
respectively. Then the calculation of the generators is similar to that
described above. Since such a form of generators will be needed only for
illustrative purposes, we will not discuss technical details and describe
only the result.
The Hilbert space for such a choice of representatives is the
space of functions ϕ(u) on S3 with the range in the space of the UIR
of the su(2) algebra with the spin s and such that∫
||ϕ(u)||2du <∞ (11)
where du is the SO(4) invariant volume element on S3. The explicit
calculation shows that the generators for this realization have the form
M = 2l(u) + s, B = 2ıu4
∂
∂u
− s,
N = 2ı[
∂
∂u
− u(u
∂
∂u
)]− (µ+ 3ı)u+ u× s− u4s,
M04 = (µ+ 3ı)u4 + 2ıu4u
∂
∂u
(12)
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Since Eqs. (8-10) on the one hand and Eqs. (11) and (12)
on the other are the different realization of one and the same repre-
sentation, there exists a unitary operator transforming functions f(v)
into ϕ(u) and operators (9,10) into operators (12). For example in the
spinless case the operators (9) and (12) are related to each other by a
unitary transformation
ϕ(u) = exp(−
ı
2
µ lnv0)v
3/2
0 f(v) (13)
where u = −v/v0.
In view of this relation, the sphere S3 is usually interpreted
in the literature as the velocity space (see e.g. Refs. [17, 16, 18, 30]).
As argued in Refs. [19, 20, 34], there also exist reasons to interpret
S3 as the coordinate space. However, the behavior of a particle in the
dS space is rather unusual (see e.g. Refs. [17, 30, 9]). For this reason
the standard physical intuition is expected to work only for elements
of the full Hilbert space which become physical states in the Poincare
limit. Unitary transformations similar to those in Eq. (13) transform
such states in such a way that the standard contraction to the Poincare
group is impossible for them. For these reasons, S3 probably does not
have a universal interpretation (see also Sect. 8).
3 Poincare limit
A general notion of contraction has been developed in Ref. [35]. In
our case it can be performed as follows. Let us assume that µ > 0 and
denote m = µ/2R, P = B/2R and E = M04/2R. Then, as follows
from Eq. (9), in the limit when R→∞, µ→∞ but µ/R is finite, one
obtains a standard representation of the Poincare algebra for a particle
with the mass m such that P = mv is the particle momentum and
E = mv0 is the particle energy. In that case the generators of the
Lorentz algebra have the same form for the Poincare and dS algebras.
Analogously the operators given by Eq. (10) are contracted to ones
describing negative energy UIRs of the Poincare algebra.
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In the standard interpretation of UIRs it is assumed that each
element of the full representation space represents a possible physical
state for the elementary particle in question. It is also well known
(see e.g. Ref. [16, 17, 18, 30]) that the dS group contains elements
(e.g. I) such that the corresponding representation operator transforms
positive energy states to negative energy ones and vice versa. Are these
properties compatible with the fact that in the Poincare limit there exist
states with negative energies?
One might say that the choice of the energy sign is only a
matter of convention. For example, in the standard theory we can de-
fine the energy not as (m2 + p2)1/2 but as −(m2 + p2)1/2. However,
let us consider, for example, a system of two free noninteracting par-
ticles. The fact that they do not interact means mathematically that
the representation describing the system is the tensor product of single-
particle UIRs. The generators of the tensor product are equal to sums
of the corresponding single-particle generators. In the Poincare limit
the energy and momentum can be chosen diagonal. If we assume that
both positive and negative energies are possible then a system of two
free particles with the equal masses can have the same quantum num-
bers as the vacuum (for example, if the first particle has the energy
E and momentum p while the second one has the energy −E and the
momentum −p) what obviously contradicts experiment. For this and
other reasons it is well known that in the Poincare invariant theory all
the particles in question should have the same energy sign.
We conclude that UIRs of the dS algebra cannot be inter-
preted in the standard way since such an interpretation is physically
meaningless even in the Poincare limit. Although our approach consid-
erably differs from that in LQFT in curved spacetime, this conclusion
is in agreement with that in Refs. [9, 10] and references therein (see
Sect. 1).
In the framework of Supposition 1, one could try to interpret
the operators (10) as those describing a particle while the operators (11)
as those describing the corresponding antiparticle. Such a program has
been implemented in Ref. [23]. If one requires that the dS Hamiltonian
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should be positive definite in the Poincare limit, then, as shown in
Ref. [23], the annihilation and creation operators for the particle and
antiparticle in question can satisfy only anticommutation relations, i.e.
the particle and antiparticle can be only fermions.
If one assumes that the dS algebra is the symmetry algebra
in the elementary particle theory then one has to consider not only the
limit when the contraction to the Poincare algebra is possible, but the
general case as well. This is just the goal of the present paper.
Concluding this section, let us note the following. As assumed
by Mensky [17], UIRs of the dS group could be a basis for new ap-
proaches to the CPT theorem. We believe that Supposition 1 is in the
spirit of Mensky’s idea. Indeed, a comparison of Eqs. (9) and (10)
shows that the operators Mab in these expressions not containing the
subscript 4 are the same while those containing this subscript have dif-
ferent signs (the operatorM44 is of no interest since it is identical zero).
If the coordinates xµ (µ = 0, 1, 2, 3) are inversed (i.e. one applies the PT
transformation) then the operators Mµ4 should change their sign while
the other operators remain unchanged. In particular, a positive definite
Hamiltonian becomes negative definite. To avoid such an undesirable
behavior we can relate the new Hamiltonian to antiparticles and quan-
tize it in a proper way. In other words, the PT transformation should
be necessarily accompanied by transition from particles to antiparticles
and vice versa, i.e. the PT transformation should be replaced by the
CPT one.
4 UIRs in the su(2)×su(2) basis
Proceeding from the method of su(2)×su(2) shift operators, developed
by Hughes [36] for constructing UIRs of the group SO(5), and following
Ref. [34], we now give a pure algebraic description of UIRs of the
so(1,4) algebra. It will be convenient for us to deal with the set of
operators (J′,J”, Rij) (i, j = 1, 2) instead of M
ab. Here J′ and J” are
two independent su(2) algebras (i.e. [J′,J”] = 0). In each of them one
chooses as the basis the operators (J+, J−, J3) such that in our system
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of units J1 = J++J−, J2 = −ı(J+−J−) and the commutation relations
have the form
[J3, J+] = 2J+, [J3, J−] = −2J−, [J+, J−] = J3 (14)
The commutation relations of the operators J′ and J” with
Rij have the form
[J ′3, R1j] = R1j, [J
′
3, R2j] = −R2j, [J3”, Ri1] = Ri1,
[J3”, Ri2] = −Ri2, [J
′
+, R2j] = R1j, [J+”, Ri2] = Ri1,
[J ′−, R1j] = R2j, [J−”, Ri1] = Ri2, [J
′
+, R1j] =
[J+”, Ri1] = [J
′
−, R2j] = [J−”, Ri2] = 0,
(15)
and the commutation relations of the operators Rij with each other
have the form
[R11, R12] = 2J
′
+, [R11, R21] = 2J+”,
[R11, R22] = −(J
′
3 + J3”), [R12, R21] = J
′
3 − J3”
[R11, R22] = −2J−”, [R21, R22] = −2J
′
− (16)
The relation between the sets (J′,J”, Rij) andM
ab is given by
M = J′ + J”, B = J′ − J”, M01 = ı(R11 −R22),
M02 = R11 +R22, M03 = −i(R12 + R21),
M04 = R12 −R21 (17)
Then it is easy to see that Eq. (2) follows from Eqs. (15-17) and vice
versa.
Consider the space of maximal su(2)×su(2) vectors, i.e. such
vectors x that J ′+x = J+”x = 0. Then from Eqs. (15) and (16) it
follows that the operators
A++ = R11, A
+− = R12 − J−”R11(J3” + 1)
−1,
A−+ = R21 − J
′
−R11(J
′
3 + 1)
−1,
A−− = −R22 + J−”R21(J3” + 1)
−1 +
J ′−R12(J
′
3 + 1)
−1 − J ′−J−”R11[(J
′
3 + 1)(J3” + 1)]
−1 (18)
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act invariantly on this space. The notations are related to the property
that if xkl (k, l > 0) is the maximal su(2)×su(2) vector and simulta-
neously the eigenvector of operators J ′3 and J3” with the eigenvalues k
and l, respectively, then A++xkl is the eigenvector of the same opera-
tors with the values k + 1 and l+ 1, A+−xkl - the eigenvector with the
values k + 1 and l − 1, A−+xkl - the eigenvector with the values k − 1
and l+1 and A−−xkl - the eigenvector with the values k− 1 and l− 1.
As follows from Eq. (14), the vector xklij = (J
′
−)
i(J−”)
jxkl is
the eigenvector of the operators J ′3 and J3” with the eigenvalues k− 2i
and l − 2j, respectively. Since
J2 = J23 − 2J3 + 4J+J− = J
2
3 + 2J3 + 4J−J+
is the Casimir operator for the J algebra, and the Hermiticity condition
can be written as J∗− = J+, it follows in addition that
J
′2xklij = k(k + 2)x
kl
ij , J
”2xklij = l(l + 2)x
kl
ij (19)
J ′+x
kl
ij = i(k + 1− i)x
kl
i−1,j, J+”x
kl
ij = j(l + 1− j)x
kl
i,j−1 (20)
(xklij , x
kl
ij)) =
i!j!k!l!
(k − i!)(l − j!)
(xkl, xkl) (21)
where (..., ...) is the scalar product in the representation space. From
these formulas it follows that the action of the operators J′ and J” on
xkl generates a space with the dimension (k+1)(l+1) and the basis xklij
(i = 0, 1, ...k, j = 0, 1, ...l). Note that the vectors xklij are orthogonal but
we deliberately do not normalize them to unity since the normalization
(21) will be convenient below.
The Casimir operator of the second order for the algebra (2)
can be written as
I2 = −
1
2
∑
ab
MabM
ab =
4(R22R11 −R21R12 − J
′
3)− 2(J
′2 + J”2) (22)
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A direct calculation shows that for the generators given by Eqs. (9),
(10) and (12), I2 has the numerical value
I2 = w − s(s+ 2) + 9 (23)
where w = µ2. As noted in the preceding section, µ = 2mR where m is
the conventional mass. If m 6= 0 then µ is very big since R is very big.
We conclude that for massive UIRs the quantity I2 is a big positive
number.
The basis in the representation space can be explicitly con-
structed assuming that there exists a vector e0 which is the maximal
su(2)×su(2) vector such that
J ′3e0 = n1e0 J3”e0 = n2e0 (24)
and n1 is the minimum possible eigenvalue of J
′
3 in the space of the
maximal vectors. Then e0 should also satisfy the conditions
A−−e0 = A
−+e0 = 0 (25)
We use I˜ to denote the operator R22R11−R21R12. Then as follows from
Eqs. (15), (16), (18), (22), (24) and (25),
I˜n1e0 = 2n1(n1 + 1)e0.
Therefore, if n1 6= 0 the vector e0 is the eigenvector of the operator I˜
with the eigenvalue 2(n1 + 1) and the eigenvector of the operator I2
with the eigenvalue
−2[(n1 + 2)(n2 − 2) + n2(n2 + 2)].
The latter is obviously incompatible with Eq. (23) for massive UIRs.
Therefore the compatibility can be achieved only if n1 = 0. In that
case we use s to denote n2 since it will be clear soon that the value of
n2 indeed has the meaning of spin. Then, as follows from Eqs. (23)
and (24), the vector e0 should satisfy the conditions
J′e0 = J+”e
0 = 0, J3”e
0 = se0,
I2e
0 = [w − s(s+ 2) + 9]e0 (26)
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where w, s > 0 and s is an integer.
Define the vectors
enr = (A++)n(A+−)re0 (27)
Then a direct calculation taking into account Eqs. (14)-(16), (18), (19),
(22), (25) and (26) gives
A++enr = en+1,r A+−enr =
s− r + 1
n+ s− r + 1
en,r+1 (28)
A−−enr = −
n(n+ s+ 1)[w + (2n+ s+ 1)2]
4(n+ r + 1)(n+ s− r + 1)
en−1,r (29)
A−+enr = −
r(s+ 1− r)[w + (s+ 1− 2r)2]
4(n+ r + 1)(s+ 2− r)
en,r−1 (30)
As follows from Eqs. (29) and (30), the possible values of n are n =
0, 1, 2, ... while r can take only the values of 0, 1, ....s (and therefore s
indeed has the meaning of the particle spin). Since enr is the maximal
su(2) × su(2) vector with the eigenvalues of the operators J′ and J”
equal to n + r and n + s − r, respectively, then as a basis of the rep-
resentation space one can take the vectors enrij = (J
′
−)
i(J−”)
jenr where,
for the given n and s, the quantity i can take the values of 0, 1, ...n+ r
and j - the values of 0, 1, ...n+ s− r.
A direct calculation shows that Norm(i, j, n, r) = (enrij , e
nr
ij )
can be represented as
Norm(i, j, n, r) = G(n, r)F (i, j, n, r) (31)
where
G(n, r) =
(s+ 1− r)r!n!(n+ 1 + s)!(s+ 1− r)!
4(n+r)(s+ 1)(s+ 1)!(n+ r + 1)(n+ s− r + 1)
{1/[w + (s+ 1)2]}
n∏
l=−r
[w + (s+ 1 + 2l)2] (32)
F (i, j, n, r) = i!j!/[n+ r − i)!(n+ s− r − j)!] (33)
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It is obvious that for the allowed values of (ijnr) the norm defined by
Eq. (31) is positive definite.
One can show that the basis discussed in this section is an im-
plementation of the generators (12) but not (9) and (10). In particular,
the elements e0r correspond to functions ϕ(u) not depending on u. If
the elements e0r are interpreted as rest states then S3 could be inter-
preted as the coordinate space since the wave function of the rest space
does not depend on coordinates. However, let us stress again, that the
generators (12) do not allow a direct contraction to the Poincare group,
and the standard intuition does not apply.
5 Quantization of representation generators
In standard approach to quantum theory, the operators of physical
quantities act in the Fock space of the system under consideration.
Suppose that the system consists of free particles and their antiparti-
cles. Strictly speaking, in our approach it is not clear yet what should
be treated as a particle or antiparticle. The considered UIRs of the dS
algebra describe objects such that (ijnr) is the full set of their quantum
numbers. Therefore we can introduce the annihilation and creation op-
erators (a(i, j, n, r), a(i, j, n, r)∗) for these objects. Taking into account
the fact that the elements enrij are not normalized to one (see Eq. (31)),
we require that in the case of anticommutation relations the operators
(a(i, j, n, r), a(i, j, n, r)∗) satisfy the conditions
{a(i, j, n, r), a(i′, j′, n′, r′)∗} = Norm(i, j, n, r)δii′δjj′δnn′δrr′ (34)
while in the case of commutation relations
[a(i, j, n, r), a(i′, j′, n′, r′)∗] = Norm(i, j, n, r)δii′δjj′δnn′δrr′ (35)
In the first case, any two a-operators or any two a∗ operators anticom-
mute with each other while in the second case they commute with each
other.
Eqs. (34) and (35) have a clear physical meaning if a is the
annihilation operator and a∗ is the creation operator. A discussion
whether such an interpretation is consistent will be given in Sect. 8.
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The problem of quantization of representation generators can
now be formulated as follows. One should construct a linear map F
from the Lie algebra of representation generators to a Lie algebra of
operators acting in the Fock space. If F (Mab) is the image of the
operatorMab in the Fock space and F (Mcd) is the image of the operator
Mcd then the image of [Mab,Mcd] should be equal to [F (Mab),F (Mcd)].
In other words, we should have a homomorphism of Lie algebras of
operators acting in the space of UIR and in the Fock space. We can
also require that our map should be compatible with the Hermitian
conjugation in both spaces. In what follows it will be always clear
whether an operator acts in the space of UIR or in the Fock space. For
this reason we will not use the notation F (Mab) and will simply write
Mab instead.
The matrix elements of the operator Mab in the space of UIR
can be defined as
Mabe
nr
ij =
∑
i′j′n′r′
Mab(i
′, j′, n′, r′; i, j, n, r)en
′r′
i′j′ (36)
where the sum is taken over all possible values of (i′j′n′r′) for the UIR
in question. Then one can verify that if the image of the operator Mab
in the Fock space is defined as
Mab =
∑
i′j′n′r′ijnr
Mab(i
′, j′, n′, r′; i, j, n, r)
a(i′, j′, n′, r′)∗a(i, j, n, r)/Norm(i, j, n, r) (37)
then the images of any two representation generators will properly com-
mute with each other if the operators (a(i, j, n, r), a(i, j, n, r)∗) satisfy
either Eq. (34) or Eq. (35).
Our next goal is to write down explicit expressions for Mab in
quantized form.
Since the elements enrij are the eigenvectors of the operators J
′
3
and J”3 with the eigenvalues n+ r−2i and n+ s− r−2j, respectively,
the form of the matrix elements of these operators is obvious. Then, as
follows from Eq. (37), the operators J ′3 and J3” in quantized form can
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be written as
J ′3 =
∑
ijnr
(n+ r − 2i)a(i, j, n, r)∗a(i, j, n, r)/Norm(i, j, n, r) (38)
J3” =
∑
ijnr
(n+ s− r − 2j)a(i, j, n, r)∗a(i, j, n, r)/Norm(i, j, n, r) (39)
Since J ′−e
nr
ij = e
nr
i+1,j and J−”e
nr
ij = e
nr
i,j+1, the quantized form
of the operators J ′− and J−” is as follows
J ′− =
∑
ijnr
a(i+ 1, j, n, r)∗a(i, j, n, r)/Norm(i, j, n, r) (40)
J−” =
∑
ijnr
a(i, j + 1, n, r)∗a(i, j, n, r)/Norm(i, j, n, r) (41)
The quantized form of the operators J ′+ and J+” easily follows
from Eq. (21):
J ′+ =
∑
ijnr
i(n+r+1−i)a(i−1, j, n, r)∗a(i, j, n, r)/Norm(i, j, n, r) (42)
J+” =
∑
ijnr
j(n+s− r+1− j)a(i, j−1, n, r)∗a(i, j, n, r)/Norm(i, j, n, r)
(43)
The expressions for the quantized form of the operators Rαβ
(α, β = 1, 2) can be obtained as follows. First one can use the fact that
enrij = (J
′
−)
i(J−”)
jenr. Therefore, by using the commutation relations
(15) one can express the action of Rαβ on e
nr
ij in terms of the action of
Rαβ on e
nr. Since enr is the maximal su(2)×su(2) vector, then by using
Eq. (18) one can express the action of Rαβ on e
nr in terms of the action
of the A-operators on enr. The final expressions for the matrix elements
can be obtained by using Eqs. (28-30) and then the final expressions in
the quantized form — by using Eq. (37). The result of the calculations
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is as follows.
R11 =
∑
ijnr
{4(n+ r + 1− i)(n+ s− r + 1− j)a(i, j, n+ 1, r)∗ −
4j(s+ 1− r)(n+ r + 1− i)a(i, j − 1, n, r + 1)∗ +
ir(s+ 1− r)(n+ s− r + 1− j)[w + (s+ 1− 2r)2]
a(i− 1, j, n, r − 1)∗/(s+ 2− r) +
ijn(n+ s+ 1)[w + (2n+ s+ 1)2]a(i− 1, j − 1, n− 1, r)∗}
a(i, j, n, r)/[4(n+ r + 1)(n+ s− r + 1)Norm(i, j, n, r)] (44)
R21 =
∑
ijnr
{−jn(n+ s+ 1)[w + (2n+ s+ 1)2]
a(i, j − 1, n− 1, r)∗ − (n+ s− r + 1− j)r(s+ 1− r)
[w + (s+ 1− 2r)2]a(i, j, n, r − 1)∗/(s+ 2− r)−
4j(s+ 1− r)a(i+ 1, j − 1, n, r + 1)∗ +
4(n+ s− r + 1− j)a(i+ 1, j, n+ 1, r)∗}
a(i, j, n, r)/[4(n+ r + 1)(n+ s− r + 1)Norm(i, j, n, r)] (45)
R12 =
∑
ijnr
{−in(n+ s+ 1)[w + (2n+ s+ 1)2]
a(i− 1, j, n− 1, r)∗ + ir(s+ 1− r)[w + (s+ 1− 2r)2]
a(i− 1, j + 1, n, r− 1)∗/(s+ 2− r) +
4(s+ 1− r)(n+ r + 1− i)a(i, j, n, r + 1)∗ +
4(n+ r + 1 + 1− i)a(i, j + 1, n+ 1, r)∗}
a(i, j, n, r)/[4(n+ r + 1)(n+ s− r + 1)Norm(i, j, n, r)] (46)
R22 =
∑
ijnr
{n(n+ s+ 1)[w + (2n+ s+ 1)2]
a(i, j, n− 1, r)∗ − r(s+ 1− r)[w +
(s+ 1− 2r)2]a(i, j + 1, n, r − 1)∗/(s+ 2− r) +
4(s+ 1− r)a(i+ 1, j, n, r + 1)∗ + 4a(i+ 1, j + 1, n+ 1, r)∗}
a(i, j, n, r)/[4(n+ r + 1)(n+ s− r + 1)Norm(i, j, n, r)] (47)
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6 Problem of physical and nonphysical states
Consider now the following question. As noted in Sect. 3, in the
Poincare limit the operator B is such that P = B/2R becomes the
ordinary momentum. In this limit the energy E = M04/2R commutes
with P, and the sign of the energy is a good criterion for distinguishing
physical and nonphysical states. However, if the basis is chosen as in
Eq. (12) or Sect. 4 then the operator B has no longer such a simple
meaning and the standard contraction is impossible. Nevertheless there
should exist conditions when the Poincare algebra is an approximate
symmetry algebra. What are these conditions?
Note that if p is the ordinary momentum and p = |p| then in
the Poincare limit |B| is of order pR, i.e. is much greater than the ordi-
nary angular momentum. We can assume that at the conditions when
the Poincare algebra is the approximate symmetry algebra, the value
of |B| is still very big. As follows from Eq. (17), |B| is much greater
than |M| if J′ and J” have approximately the same magnitude and are
approximately anticollinear. Since in the state enrij the magnitude of J
′
is n + r, the magnitude of J” is n + s − r and r = 0, 1, ...s, then it is
natural to think that in the Poincare limit the quantity n is very big
and much greater than s and r.
Let us calculate the dS energy operatorM04 in the limit when
n is much greater than s and r, and i and j are of order n. It will
be convenient for this purpose to normalize the basis vectors not to
Norm(i, j, n, r), but to one. Accordingly, the operators (a, a∗) should
now satisfy not the condition (34) but
{a(i, j, n, r), a(i′, j′, n′, r′)∗} = δii′δjj′δnn′δrr′ (48)
and analogously in the case of Eq. (35). This can be achieved
if the operators a(i, j, n, r) in Eqs. (38-47) are replaced by
Norm(i, j, n, r)1/2a(i, j, n, r). Then a direct calculation using Eqs. (31-
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33) gives that in the above approximation Eq. (45) becomes
R21 =
∑
ijnr
{[i(n− j)]1/2a(i+ 1, j, n+ 1, r)∗ − [j(n− i)]1/2
a(i, j − 1, n− 1, r)∗}(w + 4n2)1/2a(i, j, n, r)/2n (49)
and Eq. (46) becomes.
R12 =
∑
ijnr
{[j(n− i)]1/2a(i, j + 1, n+ 1, r)∗ − [i(n− j)]1/2
a(i− 1, j, n− 1, r)∗}(w + 4n2)1/2a(i, j, n, r)/2n (50)
Now, as follows from Eqs. (17), (49) and (50), in this approximation
enrij is the eigenvector of the operator M04 with the eigenvalue
E = (w + 4n2)1/2{[j(n− i)]1/2 − [i(n− j)]1/2}/n.
It is obvious that E > 0 if j > i and E < 0 if j < i.
The element enrij is the eigenvector of the operator B
3 = J ′3 −
J3” with the eigenvalueB
3(i, j, r) = 2(r+j−i)−s. In the above approx-
imation B3(i, j, r) = 2(j− i) and therefore the condition B3(i, j, r) > 0
is equivalent to E > 0 and the condition B3(i, j, r) < 0 is equivalent
to E < 0. Note also that if i 6= j then |E| > 2|j − i| if w ≥ 0, by
analogy with the standard case. At the same time, in contrast with the
standard case, the quantities E and 2(j− i) always have the same sign.
Let us recall (see Sect. 4) that the quantity i can take the
values 0, 1, ...N1(n, r) and j can take the values 0, 1, ...N2(n, r) where
N1(n, r) = n+ r and N2 = n+ s− r. The vector e
nr
ij is the eigenvector
of the operator J ′3 with the eigenvalue n + r − 2i and the eigenvector
of the operator J3” with the eigenvalue n+ s− r− 2j. Therefore when
i→ N1(n, r)−i and j → N2(n, r)−j, the eigenvalues change their signs
and B3(i, j, r)→ −B3(i, j, r). In view of this observation, the following
question arises. If enrij is a physical state then is e
nr
N1(n,r)−i,N2(n,r)−j
a
physical state too?
As follows from the above discussion, if n is big, enrij and
enrN1(n,r)−i,N2(n,r)−j are also eigenvectors of the operator M04 with the
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opposite eigenvalues. If the both states are treated as physical, we can
consider a system of two particles with the equal mass and spin, such
that the first particle is in the state enrij and the second one - in the
state enrN1(n,r)−i,N2(n,r)−j . Such a system is the eigenstate of the operators
(J ′3J3”M04) with all the eigenvalues equal to zero.
How can we investigate the system in the general case, when
n is arbitrary? One of the possibilities is to use the theory of decompo-
sition of the tensor product of two induced UIRs into UIRs [32, 37, 33].
As follows from the results of Chapt. 18 in Ref. [33], in the given case
of two equal masses and spins one has to induce the tensor product of
two UIRs ∆(r; s) in SO(1,4) and decompose it into UIRs. The latter
task is not easy from the technical point of view. Another possible
way is as follows. We can use the result of Sect. 5 in Ref. [19] where
the mass operator of a system of two dS particles has been explicitly
calculated assuming that all the states are physical. As a consequence
of this result we have
Statement 1: The decomposition of the state vector of the
system of two free particles with the equal mass and spin, and such
that the first particle is in the state enrij and the second one - in the
state enrN1(n,r)−i,N2(n,r)−j, contains a state with zero values of mass and
spin.
Therefore, we have a situation analogous to that discussed in
Sect. 3 when the state of a system of two particles contains a state with
the same quantum numbers as the vacuum. Since such a situation is un-
acceptable, we should conclude that the states enrij and e
nr
N1(n,r)−i,N2(n,r)−j
cannot be physical simultaneously. This is another proof that UIRs of
the dS group cannot be treated in the standard way.
In the framework of Supposition 1, the problem posed by
Statement 1 can be resolved if we accept
Supposition 2: If enrij is a physical state then e
nr
N1(n,r)−i,N2(n,r)−j
is a nonphysical state and vice versa.
In the general case the operatorM04 does not commute with J
′
3
and J3”, and e
nr
ij is not the eigenvector ofM04. Therefore, the sign of the
dS energy cannot be used for distinguishing physical and nonphysical
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states. However, a reasonable assumption is that the sign of B3(i, j, r)
can be used for this purpose. Indeed, when n is big, this is the case since
the sign of B3(i, j, r) is the same as the sign of M04, and in the general
case B3(i, j, r) satisfies the conditionB3(N1(n, r)−i, N2(n, r)−j, n, r) =
−B3(i, j, n, r).
In what follows we will use only Supposition 2 and no explicit
criterion for distinguishing physical and nonphysical states will be used.
Supposition 2 can be consistent only if the relations i =
N1(n, r) − i and j = N2(n, r) − j cannot be satisfied simultaneously.
This question is discussed in Sect. 8.
7 AB symmetry
In the standard approach, where a particle and its antiparticle are de-
scribed by independent UIRs, Eq. (37) describes either the quantized
field for particles or antiparticles. In the standard theory the nota-
tions are such that the operators a(i, j, n, r) and a(i, j, n, r)∗ are related
to particles while the operators b(i, j, n, r) and b(i, j, n, r)∗ satisfy the
analogous commutation or anticommutation relations and describe the
annihilation and creation of antiparticles. Then the operators of the
quantized particle-antiparticle field are given by
Mabstandard =
∑
i′j′n′r′ijnrM
ab
particle(i
′, j′, n′r′; i, j, n, r)
a(i′, j′, n′, r′)∗a(i, j, n, r)/Norm(i, j, n, r) +∑
i′j′n′r′ijnrM
ab
antiparticle(i
′, j′, n′, r′; i, j, n, r)
b(i′, j′, n′, r′)∗b(i, j, n, r)/Norm(i, j, n, r) (51)
where the quantum numbers in each sum take the values allowable for
the corresponding UIR.
In contrast to the standard approach, Eq. (37) describes the
quantized field for particles and antiparticles simultaneously. More pre-
cisely, it describes the quantized field for some object such that a parti-
cle and its antiparticle are different states of this object. The problem
arises how to interpret Eq. (37) in usual terms, i.e. in terms of particles
and antiparticles.
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As noted in Sect. 3, in the limit when the dS algebra can
be contracted to the Poincare one, we can use the following procedure
(see also Ref. [23]). The states for which the energy is positive can be
treated as physical states describing the particle and for them the (a, a∗)
operators have the usual meaning. On the other hand, the states for
which the energy is negative are nonphysical and for them the operators
(a, a∗) cannot have the usual meaning. In this case we can use the idea
(see Sect. 1) that annihilation of the particle with the negative energy
can be treated as the creation of the antiparticle with the positive
energy, and creation of the particle with the negative energy can be
treated as the annihilation of the antiparticle with the positive energy.
As noted in Sect. 1, in the standard approach this idea is implemented
implicitly while in our approach it can be implemented explicitly.
When the contraction to the Poincare algebra is not pos-
sible, we can use Statement 2 and generalize the approach of Ref.
[23] as follows. If enrij is a physical state then we assume as
usual that a(i, j, n, r) is the operator annihilating this state while
a(i, j, n, r)∗ is the operator creating this state. However, if enrij is
a nonphysical state then it should be related to the antiparticle as
follows. Since the state enrN1(n,r)−i,N2(n,r)−j is now physical, we can
define the antiparticle annihilation and creation operators (b, b∗)
such that b(N1(n, r) − i, N2(n, r) − j, n, r) should be proportional to
a(i, j, n, r)∗ and b(N1(n, r)−i, N2(n, r)−j, n, r)
∗ should be proportional
to a(i, j, n, r).
We define the b-operators as follows.
a(i, j, n, r)∗ = η(i, j, n, r)F (i, j, n, r)
b(N1(n, r)− i, N2(n, r)− j, n, r)
a(i, j, n, r) = η(i, j, n, r)∗F (i, j, n, r)
b(N1(n, r)− i, N2(n, r)− j, n, r)
∗
(52)
where η(i, j, n, r) is some function. We assume that Eq. (52) defines
the (b, b∗) operators regardless of whether the state enrij is physical or
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nonphysical. Then, as follows from the above remarks, the (b, b∗) op-
erators have the usual meaning of antiparticle operators only for such
(ijnr) that enrij is physical.
The (b, b∗) operators should satisfy either
{b(i, j, n, r), b(i′, j′, n′, r′)∗} = Norm(i, j, n, r)δii′δjj′δnn′δrr′ (53)
in the case of anticommutators, and
[b(i, j, n, r), b(i′, j′, n′, r′)∗] = Norm(i, j, n, r)δii′δjj′δnn′δrr′ (54)
in the case of commutators.
As follows from Eq. (33)
F (N1(n, r)− i, N2(n, r)− j, nr)F (i, j, n, r) = 1 (55)
Therefore, as follows from Eq. (31) and (52), Eq. (53) can be satisfied
only if
η(i, j, n, r)η(i, j, n, r)∗ = 1 (56)
i.e. η(i, j, n, r) is a phase factor. At the same time, Eq. (54) obviously
cannot be satisfied for any choice of η(i, j, n, r).
In general, we can conclude that if b is proportional to a∗
and b∗ is proportional to a then the (b, b∗) operators can satisfy only
anticommutation relations.
Consider now the following question. If we take the generators
in the quantized form and replace the (a, a∗) operators in them by the
(b, b∗) operators using Eq. (52) then is it possible that the generators in
terms of (b, b∗) will have the same form as in (a, a∗)? If such a property
is satisfied and the (b, b∗) operators satisfy the same anticommutation
or commutation relations as the (a, a∗) operators then, following Ref.
[14], we will say that the AB symmetry takes place.
For testing the AB symmetry one needs the following property
of the matrix elements:
∑
ijnr
Mab(i, j, n, r; i, j, n, r) = 0 (57)
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i.e. the trace of any generator in the space of UIR is equal to zero.
For the diagonal operators J ′3 and J3” the proof follows from the fact
that the l.h.s. of Eq. (57) for them is the sum of all eigenvalues, and
for any UIR of the su(2) algebra the sum of all eigenvalues is equal
to zero. Therefore for any fixed (nr) the sum of all eigenvalues is
equal to zero. For the remaining nondiagonal operators Eq. (57) also
is satisfied since the nondiagonal operators necessarily change at least
one quantum number (ijnr).
Let us now take Eqs. (38-47) and replace the (a, a∗) operators
by the (b, b∗) operators using Eq. (52). Then a direct calculation using
Eqs (31-33) and (57) shows that the generators in terms of (b, b∗) have
the same form as in terms of (a, a∗) if and only if
η(i, j, n, r) = α(−1)i+j+n+r (58)
where α is a constant such that αα∗ = 1.
Let us note that the AB symmetry has no analog in the stan-
dard theory where the sets (a, a∗) and (b, b∗) are fully independent.
They are defined only on physical states and are related to each other
by the CPT transformation in Schwinger’s formulation (see e.g. Refs.
[38, 2]). On the contrary, Eq. (52) represents not a transformation but
a definition relating the operators in physical and nonphysical states.
8 Vacuum condition
The results of the preceding section are based on the assumption that
the (a, a∗) operators satisfy either Eq. (34) or Eq. (35). This is the case
if a has the meaning of annihilation operator and a∗ has the meaning
of creation operator. Analogously, the (b, b∗) operators satisfy either
Eq. (53) or Eq. (54) if b has the meaning of annihilation operator and
b∗ has the meaning of creation operator. However, no arguments have
been given yet that these operators indeed can be treated in such a
way.
By analogy with the standard approach, one might define the
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vacuum vector Φ0 such that
a(i, j, n, r)Φ0 = b(i, j, n, r)Φ0 = 0 ∀ (i, j, n, r) (59)
Then the elements
Φ+(i, j, n, r) = a(i, j, n, r)
∗Φ0 Φ−(i, j, n, r) = b(i, j, n, r)
∗Φ0 (60)
might be treated as one-particle states for particles and antiparticles,
respectively.
However, if one requires the condition (59) then it is obvious
from Eqs. (52) that the elements defined by Eq. (60) are null vectors.
We can therefore try to modify Eq. (59) as follows. Let S+ be a
set of elements (ijnr) such that enrij is a physical state and S− be a
set of elements (ijnr) such that enrij is a nonphysical state. Then if
Supposition 2 is consistent, S+ and S− do not intersect and each element
(ijnr) belongs either to S+ or S−. Now instead of the condition (59)
we require
a(i, j, n, r)Φ0 = b(i, j, n, r)Φ0 = 0 ∀ (i, j, n, r) ∈ S+ (61)
In that case the elements defined by Eq. (60) will indeed have the
meaning of one-particle states for (i, j, n, r) ∈ S+.
In our approach there is no problem with the stability of the
vacuum, at least in the absence of interactions. At the same time, as
noted in Sect. 1, in modern LQFT in curved spacetime [9] the vacuum
in the SO(1,4) invariant theory is unstable. Let us discuss this question
in greater details. Consider particles described by the operators (9). By
analogy with the nonrelativistic quantum mechanics, one can define the
position operator as i/(m∂v) and time can be defined by the condition
that the dS Hamiltonian is the operator describing evolution. Then one
can show that, in the quasiclassical limit, the motion of the particles is
in agreement with the classical motion in the dS space. The proof is
especially simple for nonrelativistic particles (see e.g. Refs. [19, 20, 34]).
Therefore, in our approach the classical dS space exists only in the
approximation when there are quasiclassical particles. If the system is
in the state described by the vacuum vector Φ0 then, in our approach,
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there are no particles and no classical dS space exists (in the spirit
of Mach’s principle). On the contrary, in the approach of Ref. [9],
the classical dS space always exists and one can consider properties of
quantum states from the standpoint of a geodesic observer. It is well
known that in Copenhagen formulation of quantum theory, the presence
of a classical observer is always assumed. It is not clear whether the
formulation is universal, e.g. whether it applies at the very early stage
of the Universe. We will not dwell on the discussion of this problem
since it has been extensively discussed in the literature.
We now return to the discussion of quantum states in our
approach. Regardless of how the sets S+ and S− are defined, it is clear
that the above construction can be consistent only if there are no such
values of (ijnr) that the equalities i = N1(n, r)− i and j = N2(n, r)−
j are satisfied simultaneously. Indeed, suppose that there exist such
elements (ijnr) that the both equalities are satisfied simultaneously.
Then these elements belong to both S+ and S− (see Sect. 6). Since
b(i, j, n, r) is proportional to a(N1(n, r)− i, N2(n, r)− j, n, r)
∗ then, as
follows from Eq. (52), if i = N1(n, r) − i, j = N2(n, r) − j and Φ0 is
annihilated by both a(i, j, n, r) and b(i, j, n, r), it is also annihilated by
both a(i, j, n, r) and a(i, j, n, r)∗. However this contradicts Eqs. (34)
and (35).
Since N1(n, r) = n+ r and N2(n, r) = n+ s− r, it is obvious
that if s is even then N1(n, k) and N2(n, k) are either both even or
both odd. Therefore in that case we will necessarily have a situation
when for some values of (nr), N1(n, k) and N2(n, k) are both even.
In that case i = N1(n, r) − i and j = N2(n, r) − j necessarily takes
place for i = N1(n, k)/2 and j = N2(n, k)/2. Moreover, since for each
(nr) the number of all possible values of (ijnr) is equal to (N1(n, r) +
1)(N2(n, r) + 1), this number is odd (therefore one cannot divide the
set of all possible values into the equal nonintersecting parts S+ and
S−).
On the other hand, if s is odd then for all the values of (nr)
we will necessarily have a situation when either N1(n, r) is even and
N2(n, r) is odd or N1(n, r) is odd and N2(n, r) is even. Therefore for
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each value of (nr) the case when the equalities i = N1(n, r) − i and
j = N2(n, r) − j are satisfied simultaneously is impossible, and the
number of all possible values of (ijnr) is even.
We conclude that the condition (61) is consistent only if s is
odd, or in other words, if the particle spin in usual units is half-integer.
In Sect. 6 we argued that the sign of B3(i, j, r) is a good
criterion for distinguishing physical and nonphysical states. If i =
N1(n, r) − i and j = N2(n, r) − j are satisfied simultaneously, then it
is obvious that B3(i, j, r) = 0. Therefore Supposition 2 will be always
consistent if B3(i, j, r) = 0 is impossible. This is automatically satisfied
if s is odd, since B3(i, j, r) = 2(r+j−i)−s. Let us stress, however, that
the conclusion of this section that s should be odd, does not depend on
the explicit way of breaking the set of elements (ijnr) into S+ and S−.
9 Neutral particles, AB2 parity and space inver-
sion
Suppose that the particle in question is neutral, i.e. the particle co-
incides with its antiparticle. On the language of the operators (a, a∗)
and (b, b∗) this means that these sets are the same, i.e. a(i, j, n, r) =
b(i, j, n, r) and a(i, j, n, r)∗ = b(i, j, n, r)∗. Then as follows from Eqs.
(55) and (58), Eq. (52) is consistent only if s is even. This means that
in our approach neutral elementary particles with the half-integer spin
(in conventional units) cannot exist. At the same time, as shown in the
preceding section, the integer spin in conventional units is incompatible
with the vacuum condition. For this reason we conclude that in our
approach there can be no neutral elementary particles. As argued in
Ref. [14], this conclusion is natural in view of the following observation.
If one irreducible representation describes a particle and its antiparticle
simultaneously, the energy operator necessarily contains the contribu-
tion of the both parts of the spectrum, corresponding to the particle
and its antiparticle. If a particle were the same as its antiparticle then
the energy operator would contain two equal contributions and thus
the value of the energy would be twice as big as necessary.
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Consider now the following question. In Sect. 7 the AB
symmetry has been formulated as the condition that the (b, b∗) op-
erators satisfy the same anticommutation or commutation relations as
the (a, a∗) operators and the representation generators have the same
form in terms of (a, a∗) and (b, b∗). In that case the operators (b, b∗)
are defined in terms of (a, a∗) by Eqs. (52). A desire to have operators
which can be interpreted as those relating separately to particles and
antiparticles is natural in view of our experience in the standard ap-
proach. However, in the spirit of our approach, there is no need to have
separate operators for particles and antiparticles since they are differ-
ent states of the same object. For this reason the operators (b, b∗) are
stricly speaking redundant. We can therefore reformulate the AB sym-
metry as follows. Instead of Eqs. (52), we consider a transformation
defined as
a(i, j, n, r)∗ → η(i, j, n, r)F (i, j, n, r)
a(N1(n, r)− i, N2(n, r)− j, n, r)
a(i, j, n, r)→ η(i, j, n, r)∗F (i, j, n, r)
a(N1(n, r)− i, N2(n, r)− j, n, r)
∗
(62)
Then the AB symmetry can be formulated as a requirement that the
anticommutation or commutation relations and operators related to
physical quantities should be invariant under this transformation.
The results of Sect. 7 can now be reformulated in such a
way that the representation generators are compatible with this new
formulation of the AB symmetry (strictly speaking, the name ”AB
symmetry” is not appropriate anymore but we retain it for ”backward
compatibility”).
Let us now apply the AB transformation twice. Then, as
follows from Eqs. (55) and (58),
a(i, j, n, r)∗ → (−1)sa(i, j, n, r)∗ a(i, j, n, r)→ (−1)sa(i, j, n, r) (63)
Since only an odd value of s is compatible with the vacuum condition,
we can formulate this result by saying that the AB2 parity of each
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elementary particle is equal to -1. Therefore, as a consequence of the AB
symmetry, any interaction can involve only an even number of creation
and annihilation operators. Since in our approach only fermions with
the half-integer spin (in conventional units) can be elementary, this
result is obvious.
The results of Sect. 8 can be easily reformulated for the case
when only the (a, a∗) operators are used. In this case a(i, j, n, r) can be
treated as annihilation operator when (ijnr) ∈ S+ and as creation one
when (ijnr) ∈ S−. Analogously, a(i, j, n, r)
∗ can be treated as creation
operator when (ijnr) ∈ S+ and as annihilation one when (ijnr) ∈ S−.
The consistency condition is the requirement that there should be no
such (ijnr) that i = N1(n, r)− i and j = N2(i, j)−j. As shown in Sect.
8, this condition can be satisfied only for particles with the half-integer
spin (in conventional units).
Finally, consider the space inversion in our approach. We
define the space inversion as the transformation
a(i, j, n, r)∗ → η∗P (−1)
n[G(r)/G(s− r)]1/2a(j, i, n, s− r)∗
a(i, j, n, r)→ ηP (−1)
n[G(r)/G(s− r)]1/2a(j, i, n, s− r) (64)
where ηP is the spatial parity and
G(r) = [(s+ 1− r)/2r]2
r∏
l=1
[w + (s+ 1− 2l)2] (65)
Then, as follows from Eqs. (31-33), the anticommutation or commuta-
tion relations, (34) or (35), are invariant under the transformation (64)
if |ηP | = 1, i.e. ηP is a phase factor. If we apply the transformation
(64) to Eqs. (38-47) then a direct calculation using Eqs. (17), (31-33)
and (65) shows that M → M, B → −B, N → −N and M04 → M04.
Therefore Eq. (64) indeed has the meaning of the space inversion.
Consider now whether the space inversion is compatible with
the AB symmetry. Let us first apply the transformation (64) to the
second relation in Eq. (62). Taking into account Eq. (58) we obtain
ηPa(j, i, n, s− r)→ (−1)
i+j+n+r(αηP )
∗F (i, j, n, r)
a(n+ s− r − j, n+ r − i, n, s− r) (66)
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On the other hand, by applying the transformation (62) to a(j, i, n, s−
r) we obtain
a(j, i, n, s− r)→ (−1)i+j+n+s−rα∗F (j, i, n, s− r)
a(n+ s− r − j, n+ r − i, n, s− r) (67)
Now, as follows from Eq. (33), Eqs. (66) and (67) are compatible with
each other if and only if
η∗P = (−1)
sηP (68)
We have obtained a well known result (see e.g. Ref. [39]) that particles
with the half-integer spin (in conventional units) have imaginary parity.
In our approach this result is a direct consequence of the AB symmetry.
10 Discussion
In the present paper we have reformulated the standard approach to
quantum theory as follows. Instead of requiring that each elementary
particle is described by its own UIR of the symmetry algebra, we require
that one UIR should describe a particle and its antiparticle simultane-
ously. In that case, among the Poincare, AdS and dS algebras, only the
latter can be a candidate for constructing elementary particle theory.
Although our approach considerably differs from that in
LQFT in curved spacetime, our results confirm the conclusion of Refs.
[9, 10] and references therein that the dS group cannot be a symmetry
group in the standard approach (see Sects. 1 and 3). In contrast with
the standard approach, the space of UIR in our one contains two sets
— physical and nonphysical states. As a consequence, the dS algebra
can be a symmetry algebra if one accepts Supposition 1.
In Ref. [10], which appeared after the original version of the
present paper, problems with the dS spacetime have been discussed in
the framework of the thermofield theory, which was originally invented
in many-body theory (see Ref. [10] for references). The existence of
physical and nonphysical states in our approach looks similar to the
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analogous feature in the thermofield theory, but the interpretation of
such states in our approach fully differs from that in the thermofield
theory. Nevertheless, this example confirms that similar ideas can be
invented in approaches which considerably differ each other.
For the physical states the operators (a, a∗) have the usual
meaning while for nonphysical states a becomes the creation operator
while a∗ - the annihilation one. It is obvious that only anticommutation
relations are consistent with such an interchange. This simple obser-
vation immediately explains why in our approach only fermions can be
elementary (see Sect. 7).
The fact that the vacuum condition is consistent only for par-
ticles with the half-integer spin (in conventional units) has been proved
in Sect. 8. A simple explanation is as follows. Since there should be
equal numbers of physical and nonphysical states and they should not
intersect with each other, the number of states in each su(2)×su(2)
multiplet should be even. These conditions are satisfied only if the spin
is half-integer.
Our results can be summarized as follows. If the de Sitter
algebra so(1,4) is the symmetry algebra in elementary particle theory
then only fermions can be elementary and they can have only the half-
integer spin.
In the standard theory there exists the well-known Pauli spin-
statistics theorem [40] stating that elementary particles with the half-
integer spin are fermions while the particles with the integer spin —
bosons. The proof has been given in the framework of the standard
local quantum field theory. After the original Pauli proof, many authors
investigated more general approaches to the spin-statistics theorem (see
e.g. Ref. [41] and references cited therein). On the other hand, in the
framework of the Skyrme model [42] and its generalizations (see e.g.
Refs. [43]) fermions can be built of bosons.
Our result has been proved only for free particles (as well
as the original proof [40]). It follows only from general properties of
representations of groups and algebras in Hilbert spaces and does not
involve any locality conditions.
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In Ref. [23], where the Poincare limit has been considered, we
have proved that only fermions can be elementary but no restriction on
spin has been obtained. The reason is that in the Poincare limit the
physical and nonphysical states are fully disjoint (they have supporters
on the upper and lower Lorentz hyperboloids, respectively), and the
number of all possible states is always even for any spin. On the other
hand, as noted in Sect. 1, in the Poincare limit, the Wigner approach
to elementary particles is compatible with that in the LQFT.
In our opinion, the very possibility that only fermions with
the half-integer spin can be elementary, is very attractive from the
aesthetic point of view. Indeed, what was the reason for nature to create
elementary fermions and bosons if the latter can be built of the former?
A well known historical analogy is that before the discovery of the Dirac
equation, it was believed that nothing could be simpler than the Klein-
Gordon equation for spinless particles. However, it has turned out that
the spin 1/2 particles are simpler since the covariant equation for them
is of the first order, not the second one as the Klein-Gordon equation.
A very interesting possibility (which has been probably considered first
by Heisenberg) is that only spin 1/2 particles are elementary.
In our recent series of papers [14] it has been argued that quan-
tum theory based on a Galois field (GFQT) is more natural than the
standard one. In the GFQT the property that one IR simultaneously
describes a particle and its antiparticle, is satisfied automatically, and
it was the main reason for the present investigation. In other words,
in the GFQT there are no IRs describing only particles without an-
tiparticles. It has been proved in Ref. [14] that in the GFQT only
a half-integer spin is compatible with the vacuum condition, and the
proof given in Sect. 8 of the present paper is similar. At the same time,
in Ref. [14] we have not succeeded in proving that only fermions are
elementary. Roughly speaking, the reason is that in Galois fields the
quantity αα∗ is not necessary greater than zero when α 6= 0. It has
been also noted that if only fermions are elementary, then the actual
infinity is not present in the theory in any form, and for each sort of
elementary particles their number in the Universe cannot be greater
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than p3 where p is the characteristic of the Galois field.
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