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Abstract
We compare linear and non–linear approximations for linear problems. Let X be a linear space and
Y a normed space. Let S : X → Y and N : X → Rn be linear mappings and consider the worst–case
setting over some balanced convex set F ⊆ X.We compare the minimal error errlin(S,N) achievable
by linear algorithms processingNwith the minimal error err(S,N) achievable by arbitrary algorithms
using N. For bounded linear problems, P. Mathé showed that
inf
N
errlin(S,N)(1+ n1/2) · inf
N
err(S,N),
where the inﬁmum is taken over all bounded linear mappingsN : X → Rn. We generalize this result
as follows: If the target space Y is complete, then for any linear N : X → Rn we have
errlin(S,N, F )(1+ n1/2)err(S,N, F ).
This and some similar results can easily be derived from a general relation of this problem to extension
properties of normed spaces, and the manifold and powerful results available for this problem. This
allows a uniﬁed treatment of the above estimate together with the results of Smolyak and Packel, who
showed that linear algorithms are optimal for someY. The results are also partially extended to noisy
information with uniformly bounded noise.
© 2004 Elsevier Inc. All rights reserved.
∗ Corresponding author.
E-mail addresses: jakob@creutzig.de (J. Creutzig), wojtaszczyk@mimuw.edu.pl (P. Wojtaszczyk).
1 Supported by DFG research Grant CR 142/1-1.
2 Partially supported by KBNGrant 5P03A 03620 located at the Institute ofMathematics of the PolishAcademy
of Sciences. The author thanks the Foundation for the Polish Science for support.
0885-064X/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jco.2004.05.003
808 J. Creutzig, P. Wojtaszczyk / Journal of Complexity 20 (2004) 807–820
1. Linear problems and algorithms
We study the approximation of linear problems. Let X be a linear space and Y a normed
space, and let S : X → Y be a linear operator. Given a balanced and convex subset F ⊆ X,
we measure errors in the worst case setting over F, i.e., for an approximation S˜ we set





This idea is essentially equivalent to study sets F induced by a restriction operator (see
e.g. [16, NR 4.5.1:1]). That is, we may assume that there is a linear mapping T : X → Z
into some normed space Z such that F = {x ∈ X : ‖T (x)‖Z  1}. Consequently, we
assume this and write err(S˜, T ) = err(S˜, F ). The concept of information-based complexity
restricts the allowed approximation methods S˜ by the amount of partial information about
x ∈ X used by the algorithm. We are ﬁrst interested in non-adaptive information retrieval,
i.e., information of the form
N : X → Rn, N(x) = [1(x), . . . , n(x)] ∈ Rn,
where 1, . . . , n : X → R are ﬁxed linear functionals. Given such N and some x ∈ X, we
wish to approximate the solution S(x), using only the information provided by N(x). The
minimal error achievable by such means is
err(S,N, T ) := inf
∈Mn(Y )
err( ◦N),
whereMn(Y ) denotes the set of all mappings : Rn → Y . Since no restrictions are placed
on , a nearly optimal  can be very complicated. Thus, it is interesting to compare this
minimal error with the error achievable by using only linear mappings. Let Ln(Y ) be the
set of all linear mappings  : Rn → Y , and set
errlin(S,N, T ) := inf
∈Ln(Y )
err( ◦N).
In general, no assumptions upon boundedness or measurability are imposed on N or S, and
neither do we assume a priori the completeness of X or Z.
It is well-known that sometimes errlin and err coincide. Namely, results of Smolyak and
Packel [14,12] guarantee:
Theorem 1. Let X, Y, S, T ,N describe a linear problem. If Y = R, or, more generally,
Y = B(K) is the space of all bounded functions over some set K, then errlin(S,N, T ) =
err(S,N, T ).
On the other hand, there are examples of linear problems where linear algorithms are
not optimal. The ﬁrst such example was found by Micchelli (see [16, NR 4.5.5:5]), and the
most spectacular known example was provided byWerschulz andWoz´niakowski [18], (see
also [16, p. 81–84]). The result of [18] can be stated like following.
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Theorem 2. There is a linear problem X, Y, S, T , with X being a pre-Hilbert space such
that, for any ﬁnite-dimensional N we have errlin(S,N, T ) = ∞ while err(S,N, T ) can be
arbitrary small.
On the other hand, upper bounds for errlin against err are known for nice cases. We shall
say that the linear problem is bounded iff
• X and Y are Banach spaces,
• S and N are bounded linear maps,
• F is the closed unit ball BX of X.
Mathé used an argument (originally invented by Pietsch for comparison of s-numbers),
to show the following (see [7,11]):
Theorem 3. For any bounded linear problem, we have
inf
N
errlin(S,N)  (1+ n1/2) · inf
N
err(S,N),
where the inﬁmum is taken over all bounded linear information N : X → Rn.
In the proof of this, Mathé uses a famous result on projections (quoted below as Theorem
6). Reﬁning this technique, we will be able to generalize and reﬁne this result, as well as the
other resultsmentioned above. It turns out that the concept of continuation of linear operators
provides a proper tool for comparing err and errlin. Let us ignore linear problems for a
moment, and consider two normed spaces E,G with unit balls BE,BG. We are interested
in the question howwell we can extend a bounded linear operatorU : M → G, deﬁned on a
(large) subspaceM ⊆ E, to a bounded linear operator U˜ : E → G.Wewill simplymeasure
the quality of this extension by the size of the operator norm U˜ := supx∈BE ‖U˜ (x)‖, relative





∥∥U˜ (x)∥∥ : U˜ : E → G linear, U˜|M = U
}
be the inﬁmum of norms of possible extensions of U to the whole space. Deﬁne
p(M,E,G) := sup{p(U,M,E,G) : U : M → G, sup
x∈BE∩M
∥∥U(x)∥∥1 }
as the largest such increment of norms for norm 1 operators U : M → G, and introduce
pn(E,G) := sup
{
p(M,E,G) : M ⊆ E, codim Mn }.
Thus, pn(E,G) is the smallest number, such that, for any  > 1, any subspace M ⊆ E
with codim Mn and any linear U : M → G, we may ﬁnd a linear U˜ : E → G with
U˜M = U and such that
sup
x∈BE
‖U˜ (x)‖ · pn(E,G) · sup
x∈BE∩M
‖U(x)‖.
We will now introduce a simple relation between pn and the relation of err and errlin.
(The underlying idea is essentially already apparent in Section 2.4 of the monograph [1],
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where the relation of approximation and Gelfand numbers of operators was studied.) For
our considerations, the factor space XT := X/ ker(T ), equipped with the norm
‖x + ker(T )‖XT := ‖T (x)‖Z,
will play an important role. (Note that for a normed space X with T = Id, XT = X.) We
shall study the diameter of information,
diam(N, T ) := sup
x∈F
diam S({ y ∈ F : N(y) = N(x) }).
Since err(S,N, T ) equals the (similarly deﬁned) radius of information, we have
err(S,N, T )diam (N, T )2 err(S,N, T ), (1)
[16, Sections 4.2, 4.5.4]. It is well-known [16, Lemma 4.5.2.1] that
diam (N, T ) = 2 · sup
x∈F∩ker(N)
∥∥S(x)∥∥. (2)





/ ker(T ) ⊆ XT . This need not be a closed subspace, but satisﬁes codim NT n.
The following result generalizes Proposition 2.4.1 of [1].
Proposition 4. Let X, Y, S, T ,N describe a linear problem. Then




NT ,XT , Y




pn(XT , Y ) · diam (N, T )pn(XT , Y ) · err(S,N).
Proof. Let M = ker N , K = ker T , so NT = (M + K)/K ⊆ XT . We assume wlog
that diam (N, T ) < ∞, otherwise there is nothing to show. As can be straightforwardly
checked, this implies that S(M ∩K) = {0}. Consequently, the mapping
ST : NT → Y , ST (x +K) := S(x) .






∥∥S(x)∥∥ = diam (N, T )/2 <∞.
Hence, ST is subject to the extension properties elaborated above, i.e., given some  > 1,








=  · p(NT ,XT , Y ) · diam (N, T )/2.
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Let QT : X → XT denote the algebraic quotient mapping, set U = UT ◦QT : X → Y ,
and ﬁnally R := S − U . Then we derive that
sup
x∈F
∥∥R − S∥∥ = sup
x∈F
∥∥U(x +K)∥∥   p(NT ,XT , Y ) · diam (N, T )/2.
Observe that from the deﬁnition of ST and UT we have ker(N) ⊆ ker(R). We write
N(x) = [1(x), . . . , n(x)] for i : X → R linear. Since we may assume wlog that the
i are linearly independent, we may ﬁnd xi ∈ X such that i (xj ) = i,j . Hence, for the
projectionP(x) :=∑ni=1 i (x)xi it follows thati (x) = i (P (x)), i.e.,x−P(x) ∈ ker(N),
which implies R(x − P(x)) = 0. In other words, R = RP , or R(x) = (N(x)) with




obviously being linear. We thus showed that
errlin(S,N)   p(NT ,XT , Y ) · diam (N, T )/2,
and since  > 1 was arbitrary, we are done. 
We may partially reverse the above statement, showing that we did not lose much in our
reasoning.
Proposition 5. Let X, Y, T ,N be given and M, NT be as above. For any  < 1 there is a
linear problem S : X → Y such that






∈ [pn(XT , Y )/2, pn(XT , Y )],
where the left hand supremum is taken over all linear problems S and all linear information
N : X → Rn. (Here, we set∞/∞ := 0/0 := 0.)
Proof. We may ﬁnd a bounded linear map R : Nt → Y such that
sup
xT ∈BXT ∩NT
‖R(xT )‖ = 1
while for any linear continuation U : XT → Y of R (i.e., U|NT = R) we have
sup
xT ∈BXT
‖U(xT )‖ · p(NT ,XT , Y ).
Consider now an arbitrary linear continuation S˜ : XT → Y of R, and set
S := S˜ ◦QT : X → Y.
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‖S˜(xT )‖ = sup
xT ∈BXT ∩NT
‖R(xT )‖ = 1,
which by virtue of (1) implies err(S,N, T )2. We are done if we can show that
errlin(S,N, T ) ·p(NT ,XT , Y ).Wemay assume that errlin(S,N, T ) <∞, and consider
an arbitrary linear approximation S =  ◦N of S such that err(S, S) <∞. Obviously, this
implies (S − S)| ker T = 0, and hence S − S may be factorized through XT ,
S − S = ST ◦QT .
Furthermore, ST is a continuation of R, since (ST − S˜)(NT ) = S(ker(N)) = ( ◦
N)(ker(N)) = {0}, and we derive
sup
x∈F
‖S(x)− S(x)‖ = sup
xT ∈BXT
‖ST (xT )‖ · p(NT ,XT , Y ).
Thus, errlin(S,N, T ) ≥  · p(NT ,XT , Y ), and the claim follows. 
2. Known results about continuation of linear operators
The question of when and how well one may extend linear operators was extensively
studied in Banach space theory, giving us some powerful estimates of pn ready to use
for our purposes. In the following, we will collect a number of such results. Although we
cite the original references below, we recommend the recent survey article [20], which
provides an excellent overview over the topic. Let us recall the following famous result
found independently by Garling and Gordon [2] and Kadec and Snobar [3], which gives
an upper bound for the minimal norm of projections onto ﬁnite-dimensional and ﬁnite-
codimensional spaces.
Theorem 6. LetM be a closed subspace of the normed space E with codim Mn. Then,
for any ε > 0 there exists a projection P : E → E onto M (i.e., P(E) = M) such that
‖P ‖1+ n1/2 + ε. If instead of the codimension, we have dimMn, then we may ﬁnd a
projection P ontoM with ‖P ‖n1/2.
Actually, the statement of these results in the original articles [2,3] is only made for the
case of a complete (Banach) space E. However, for the ﬁnite-codimensional case, the proof
e.g. of [2] verbally carries over to the case of normed spaces, while the generalization of
the above result in the case of a ﬁnite-dimensional M is trivial. From this result, we may
draw a useful.
Corollary 7. If G is complete and E normed, pn(E,G)1+ n1/2.
Proof. LetM ⊆ E be given andU : M → G bounded with norm 1. SinceG is complete,
we may extendU to the closureM with the same norm, so letU : M → G be the extension
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of U, still with norm 1. For arbitrary ε > 0 and P as in Theorem 6, U˜ := U ◦ P is an
extension of U to the whole space E, and ‖U˜‖‖P ‖1+ n1/2 + ε. 
Remark. We note in passing that this result is semi-constructive in the following sense:
If one knows a priori how to construct a good projection P, then one also knows how to
construct good extensions. In some speciﬁc cases it is easy to give optimal projections,
sometimes of much smaller norm. A canonical example is given by E = C([0, 1]) and
M = { f ∈ E : f (t1) = · · · = f (tn) = 0 }, with (f ) the linear interpolation spline
with knots t1, . . . , tn. Here, the mapping P(f ) := f − (f ) is obviously a projection with
‖P ‖ = 2. Hence, p(M,C([0, 1]),G)2.
What happens if G is not complete? In general, we can say nothing, but if M ⊆ E is
closed, the above argument works.
Proposition 8.
(i) If E,G are normed andM ⊆ E is closed, then p(M,E,G)1+ n1/2.
(ii) If G is not complete, then there are M,E with dim(E/M) = 1 and such that
p(M,E,G) = ∞.
Proof. The proof of the ﬁrst part runs in analogy to the proof of Corollary 7. For the
second part, let E0 be the completion of G and choose E ⊆ E0 such that E = G ⊕ B1,
where B1 is some 1-dimensional subspace. Considering now the identity R = Id : G →
G, we obviously cannot extend it continuously to a mapping R˜ : E → G, and hence,
p(G,E,G) = ∞. 
Let us now return to the case when G is complete. Here, one can improve the factor
1+n1/2 if one knows more about E andG. The ﬁrst idea is to exploit properties of the target
space. The following theorem is an easy consequence of classical results due to Kantorovic˘
[4, Part (i)] and Lindenstrauss [5, Part (ii)]. Here and in the following, C(K) shall be the
Banach space of continuous functions over some compact Hausdorff space K, and Lp()
the classical Lebesgue space over some measure space (,A,).
Theorem 9. Let E be a normed space.
(i) For G ∈ {R, L∞(),B(K) }, we have pn(E,G) = 1 for all n ∈ N.
(ii) IfM ⊆ E and R : M → C(K) is compact (i.e., for a bounded subset L ⊆ M , the set
R(L) ⊆ C(K) is precompact), then p(R,M,E,C(K)) = 1.
The second idea is to exploit properties of E, or of both spaces E and G. We mention two
results, due to Lewis [6, Part (i)] and Maurey [8, Part (ii)].
Theorem 10. Assume that G is a Banach space.
(i) For any p ∈ (1,∞), we have pn(Lp(),G)1+ n|1/2−1/p|. (If E is pre-Hilbert, then
pn(E,G) = 1).
(ii) For q2p, it holds pn(Lp(), Lq())Cp,q , where Cp,q depending only on
p, q.
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Remark. The ﬁrst part of this result can be stated in more generality. In fact, the result [15,
Proposition 27.4] easily yields that if the Banach space E is of type p and of cotype q, it
follows that pn(E,G)Tp(E)Cq(E)(1+n|1/p−1/q|), where Tp(E) and Cq(E) denote the
type and cotype constants ofE. Similarly, the secondpart is also valid (and in fact, formulated
in [8]) in more generality: If E has type 2 and G cotype 2, then pn(E,G)T2(E)C2(G).
We shall not explain the notion of type and cotype here, but rather state that they provide a
description of spaces similar in geometry to Lp spaces, and refer the reader to [19,10] or
[15] for a detailed introduction into this topic.
We may of course extend mappings into ﬁnite-dimensional spaces.
Proposition 11. (i) If dim G = d , the for anyM ⊆ E we have p(M,E,G)d1/2.





2)c · d1/2 for all d . Thus, the estimate from (i) is order optimal.
Proof. Part (i): We may always embed G into some L∞() space, i.e. ﬁnd G˜ isometric
to G and a subspace Z ⊆ L∞() such that
L∞() = G˜⊕ Z
as a topological direct sum. Obviously, pn(E,G) = pn(E, G˜), hence we assume wlog that
G = G˜.Wemay expand any bounded operatorU : M → G to an operator U˜ : E → L∞()
with ‖U˜‖(1 + ε)‖U‖, according to Part (i) of Theorem 9. Theorem 6 applies for the d-
dimensional subspace G, yielding a projection P onto G with ‖P ‖(1 + ε)d1/2, so the
operator Uˆ = P U˜ : E → G is a continuation of U with ‖U‖(1 + ε)2d1/2‖U‖. The
assertion follows.
Part (ii): We shall use the following result of Kashin (see e.g., [p. 20]): There is C1 > 0
such that, for any d ∈ N, there is a d-dimensional subspaceGd ⊆ &2d1 and an isomorphism
Rd : &d2 → Gd such that ‖Rd‖ · ‖R−1d ‖C1. By scaling, we may assume that ‖R−1d ‖ = 1
and ‖Rd‖C1. Let Sd : &2d1 → &d2 be an arbitrary extension of R−1d . We have to show that
necessarily ‖Sd‖c2d1/2, with c2 > 0 independent of d. To see this, let  : Gd → &2d1 ,
be the embedding operator. Then trivially Sd ◦  ◦ Rd = id&d2 , and hence for the dual
operators we ﬁnd R∗d ◦ ∗ ◦ S∗d = id&2d . Hence, R∗d ◦ ∗ and S∗d are two operators providing
a factorisation of identity on &d2 through &2d∞ . However, such operators necessarily have a
large norm; to be more precise, Theorem III.B.5 in conjuction with Corollary III.B.16 of
[19] implies that ‖R∗d ◦ ∗‖ · ‖S∗d‖
√
	/4 · d1/2. Since ‖R∗d ◦ ∗‖C1, we infer ‖Sd‖ =
‖S∗d‖C−11
√
	/4 · d1/2, q.e.d. 
3. Application to our question
Propositions 4, 5 make the results stated in Section 2 available for our purposes;
by simple translation, we can draw a number of corollaries. Let us start with the most
general result:
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Proposition 12. LetX, Y, S, T ,N describe an arbitrary linear problemwithN : X → Rn.
If Y is complete, it follows that
errlin(S,N, T )(1+ n1/2) · err(S,N, T ).
Proof. This follows immediately from Proposition 4 and Corollary 7. 
This result generalizes Theorem 3. As a second consequence, we derive from Theorem
9 and Proposition 4:
Proposition 13. Let X, Y, S, T ,N describe a linear problem.
(i) Assume that Y ∈ {R, L∞(),B(K) }. Then errlin(S,N, T ) = err(S,N, T ).
(ii) If Y = C(K) and S(F ) ⊆ C(K) is precompact, errlin(S,N, T ) = err(S,N, T ).
This includes Theorem 1.
Proof. Part (i) is a trivial consequence of the above results. Part (ii) is easily derived by
noting that, if S(F ) ⊆ C(K) is a precompact subset, then the operator ST introduced in the
proof of Proposition 4 is also compact, and hence p(ST ,NT ,XT , C(K)) = 1 by Part (ii)
of Theorem 9, which entails the assertion. 
Next, we have a look at what Theorem 10 entails in conjunction with Proposition 4:
Proposition 14. Let X, Y, S, T ,N describe a linear problem.
(i) If XT is isometric to some Lp() space, then
errlin(S,N, T )(1+ n|1/2−1/p|) · err(S,N, T ).
If X is pre-Hilbert, this improves to
errlin(S,N, T ) = err(S,N, T ).
(ii) Assume that Y = Lq(), and XT is isometric to Lp() for some q2p. Then
errlin(S,N, T )Cp,qerr(S,N, T )
with Cp,q depending on solely on p, q.
Remark. Following the remarks after Theorem 10, one can also easily generalize the above
statements to spaces of type and cotype 2.
The estimates of Part (i) are order optimal. To see this, consider the classical approxi-
mation problem for the Sobolev spacesWp1 [0, 1] of absolutely continuous functions f such
that f ′ ∈ Lp and f (0) = 0, equipped with the norm ‖f ‖Wp1 = ‖f ′‖Lp . If we consider the
approximation problem on the unit ball ofWp1 inL2, i.e. F = BWp1 , S := App(W
p
1 , L2) :=
Id : Wp1 → L2, we can introduce 3 T : Wp1 → Lp, f → f ′, and are in the situation of
3 If one follows the above remark, one can simply use the fact that Wp1 is of type min{ 2, p } and cotype
max{ 2, p }, and thus skip the workaround of introducing T.
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Part (ii) of Proposition 14. For p ∈ [1, 2] it is well known (see, e.g. [13, p.232]) that for
suitably chosen bounded Nn : X → Rn and cp, Cp ∈ (0,∞) it holds
err(App(Wp1 , L2), Nn)Cpn−1,
while for any bounded information N ′n : X → Rn we have
errlin(S,N ′n)cp · n−1+(1/p−1/2).
Part (ii) of the proposition entails in particular that App(Wp1 , Lq) has order optimal linear
solutions whenever q2p (which is also well known, of course).
Let us turn to the case of an incomplete target space.
Proposition 15. Let X, Y, S, T ,N describe a linear problem.
(i) If X is a normed space with T = IdX and the information N : X → Rn is bounded,
then regardless of Y we have
errlin(S,N, T )(1+ n1/2)err(S,N, T ).
(ii) If Y is not complete, then for any ε > 0 there is a normed space X, T = IdX, an
operator S : X → Y and information N : X → R such that errlin(S,N, T ) = ∞
while err(S,N, T ) = ε.
Proof. We just combine Proposition 8 with Propositions 4 and 5. (Note that, by homo-
geneity, it sufﬁces to consider ε = 1 in the second part.) 
This partially generalizes the statement of Theorem 2; note, however, that in Theorem 2,
the nonlinear error err(S,N, T ), becomes arbitrarily small for a ﬁxed S (and varying N ),
which we cannot guarantee.
Finally, we give a (order optimal) generalization of Smolyak’s theorem to ﬁnite-
dimensional target spaces.
Proposition 16. Let X, Y, S, T ,N describe a linear problem.
(i) If dim Y = d, then
errlin(S,N, T )d1/2 · err(S,N, T ).





for some c > 0, i.e. the above estimate is order optimal in d.
Proof. Here, we apply Proposition 11 together with our main tools, Propositions 4 and 5.

J. Creutzig, P. Wojtaszczyk / Journal of Complexity 20 (2004) 807–820 817
4. Adaptive information and bounded noise
The estimates found easily extend to adaptive information. To be more precise, let Nad
be an adaptive information operator,
Nad(x) = [1(x), 2(x, y1), . . . , n(x)(x, y1, . . . , yn(x)−1)],
where i : X × Ri−1 → R are such that, for ﬁxed tj ∈ R, i (·, t1, . . . , ti−1) are linear,
yi := i (x, y1, . . . , yi−1), and n : X → N. Since we are dealing with linear problems,
adaption does not help much. Namely, the non-adaptive information operator
Nnon(x) := [1(x), 2(x, 0), . . . , n(0)(x, 0, . . . , 0)].
is almost as good as Nad: If we denote err(S,Nad) the minimal error achievable by using
Nad and arbitrary algorithms, then Theorem 5.2.1 of [16] and (1) immediately yield that
d(Nnon)  2 err(S,Nad). (3)
Using this estimate as a substitute for (1), we easily ﬁnd:
Proposition 17. Let X, Y, S, T ,Nad and Nnon be as above, with n(x) the cardinality of
information Nad(x). All statements of Propositions 12–16 also hold if we consider the
adaptive information Nad and replace in the statements
• err(S,N, T ) by err(S,Nad, T ),
• errlin(S,N, T ) by errlin(S,Nnon, T ),
• n by n(0).
Finally we brieﬂy consider noisy information. We restrict ourselves to the case of uni-
formly bounded noise. For simplicity, we consider only non-adaptive information. Assume
that instead of exact informationN(x)we observe some noisy informationN(x)+y, where
y = [y1, . . . , yn] is noise coming from some (unspeciﬁed) source. In the setting of uni-
formly bounded noise one assumes that the noise vector is guaranteed to be not too large,
i.e. for some norm ‖ · ‖ on Rn and some  ≥ 0 we have ‖y‖. In the case  = 0 we are
back to the ‘exact information’ case studied above, hence we assume that  > 0. Denote
by En the Banach space induced by ‖ · ‖ with unit ball Fn. If we consider a linear problem
S : X → Y with T , F as above, the task is to ﬁnd a mapping  : Rn → Y which uses the
noisy information to produce a good approximation of S. If we do not know more about the
noise than boundedness, it is reasonable to use
err(S,, N, T , Fn) := sup
x∈F,‖y‖
‖S(x)− (X(x)+ y)‖
as error measure. We denote by err(S,N, T , Fn) the inﬁmum over all such errors with
arbitrary mappings, and by errlin(S,N, T , Fn) the minimal error achieved by using linear
mappings . Although this seems to be a generalization of the ‘exact information’ setting
above, it can in turn be rewritten as a special ‘exact information’ problem, and by this
we can generalize the above results. Set X¯ := X × Rn, Z¯ := Z × Rn with ‖(z, y)‖ :=
max{ ‖z‖Z, ‖y‖En/ }, and T¯ := T × Id : X¯ → Z.
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Further, let
N¯ : X¯ → Rn, N¯(x, y) := N(x)+ y.
Then for any  : Rn → Y it is well known [9], (see also [16, Section12.2]) that
err(, N, T , Fn) = err( ◦N, T¯ ),
and consequently we have err(S,N, T , Fn) = err(S, N¯, T¯ ) and errlin(S,N, T , Fn) =
errlin(S, N¯, T¯ ). Hence, Proposition 4 allows the upper bound
errlin(S,N, T , Fn)p(N¯T¯ , X¯T¯ , Y ) · err(S,N, T , Fn). (4)
A closer look at the couple (N¯T¯ , X¯T¯ ) is needed now. The space E′n shall be En with the
dilated norm ‖ · ‖E′n = ‖ · ‖En/. First, note that ker T¯ = ker T ×{0}, and this implies that
X¯T¯ is isometrically isomorph toXT ×E′n, with the isometry given by
((x, y)+ker T¯ ) :=
(x + ker T , y). The image of N¯T¯ under this isometry is
N ′T =
{
(x + ker T ,−N(x)) : x ∈ X
}
and thus
p(N¯T¯ , X¯T¯ , Y ) = p(N ′T ,Xt × E′n, Y ). (5)
Furthermore,sinceN¯mapsintoRn, theisomorphictheoremtellsusthatdim(X¯/ ker(N¯))n,
which easily implies that dim(X¯T¯ /N¯T¯ )n, and due to the isomorhpism, dim(XT /N ′T )n.
Consequently, (5) may be continued to
p(N¯T¯ , X¯T¯ , Y )pn(XT × E′n, Y ). (6)
Summing up (4) and (4), we have found
errlin(S,N, T , Fn)pn(XT × E′n, Y )err(S,N, T , Fn). (7)
This estimate is not completely satisfactory, since the spaceE′n is appearing as an additional
factor, compared to Proposition 4. In particular, this forbids the use of speciﬁc properties
of XT . 4 However, (7) together with Propositions 10 and Corollary 7 allows to generalize
Propositions 10 and 13, and also the ﬁrst part of Proposition 16.
Proposition 18. LetS,X, Y, T ,N, Fn, describea linear problemwith uniformly bounded
noise as above, and assume that Y is complete.
(i) We have
errlin(S,N, T , Fn)(1+ n1/2) · err(S,N, T , Fn).
4 In the case of Hilbert noise, i.e.,En being a Hilbert space, one can ﬁx this at the costs of an additional constant,
as is easily seen.
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(ii) If Y ∈ {R,B(K), L∞() }, then
errlin(S,N, T , Fn) = err(S,N, T , Fn).
The same holds if Y = C(K) and S(F ) ⊆ C(k) is precompact.
(iii) If dim Yd, we have
errlin(S,N, T , Fn)d1/2 · err(S,N, T , Fn).
The second part of the proposition is well known at least for Y ∈ {R,B(K) }, see e.g.
[16, p.437]. The rest, however, seems to be new. The results are not as tight as the ones
for exact information; in particular the lower bound (Proposition 5) is not applicable. This
indicates that further study and/or different methods could lead to a better understanding of
our questions in this case, e.g. for the question whether Proposition 14 can be generalized
to the noisy setting.
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