We develop an efficient numerical method for fitting ARTA processes for use as simulation input. ARTA processes are stationary time series with arbitrary marginal distributions and autocorrelations specified through finite lag p. We discuss the software package ARTAFACTS, which implements the numerical method, and the package ARTAGEN, which generates observations from ARTA processes. To demonstrate the use of the software, we present a real-world example.
INTRODUCTION
Many systems contain processes that are inherently dependent.
For instance, the temperatures in an oven of a steel mill, measured over time, are likely to be auto correlated. The sizes of demands on an inventory system are often dependent; for inst ante, a small demand may follow a very large demand. Daily reserve levels in a blood bank are autocorrelated. The prevalence of dependent input processes, as well as the potential error in the simulation output if dependencies are ignored (see, for example, Livny, Melamed, and Tsiolis 1993), motivates the need for simulation input models that represent auto correlated time series.
ARTA (AutoRegressive To Anything), introduced
in Cario and Nelson (1996) , is a transformationoriented approach for modeling and generating a time-series process {Yt; t = 1,2, . . .} with an arbitrary marginal distribution and autocorrelation structure specified through lag p. This approach takes a process with a known autocorrelation structure, the base process {Z~}, and transforms it to achieve the desired marginal distribution for the input process, {~}.
The target autocorrelation structure of {~} is obtained by adjusting the auto correlation structure of the base process. In our model, the base process is a standardized Gaussian autoregressive process of order p (AR(p)).
Thus, the major step in constructing an ARTA process is finding the autocorrelation structure of the AR(p) process that results in the desired auto correlation structure for the ARTA process. We present an efficient numerical procedure for performing this step.
The paper is organized as follows:
Section 2 discusses other methods for generating time-series inputs for simulation.
Section 3 gives a briejf review of ARTA processes. In Section 4 we present a specialized numerical method for finding the required autocorrelation structure of the AR(p) process. We describe ARTAFACTS (ARTA Fitting Algorithm for Constructing Time Series), a Fortran implementation of the numerical procedure, in Section 5. In Section 6 we discuss the software package ARTAGEN (AutoRegressive To Anything GENeration), which generates observations from an ARTA process for uwe as simulation input.
Section 7 provides a real-world application of an ARTA process, Conclusions appear in Section 8.
BACKGROUND
A variety of methods exist for modeling time-series input processes with specified marginal distributions and autocorrelation structures. These met hods differ in their degree of generality and their ease of use.
In Song, Hsiao, and Chen (1996) , the authors use a transformation-oriented approach with an AR(1) base process. However, they attempt to match only the lag-1 auto correlation, and they use simulation to find the lag-1 auto correlation of the base process that gives the desired lag-1 autocorrelation of the input process. This approach becomes computationally prohibitive if extended to more than two cm three au- 
where pr~is the standard bivariate normal probabilityy density function (pdf ) with correlation rh. We are only interested in processes for which this expectation exists.
Observe from Equation (1) that the lag-h autocorrelation of {Yt} is a function only of the lag-h autocorrelation of {Zt }, which appears in the expression for y+.k. We denote this function by p(rh ). Thus, the problem of determining the autocorrelations for {Zt } that give the desired autocorrelations for {Y} reduces to p independent problems: For each lag h=l,2,... , p, find the value rh for which~(rh) = ph.
Cario and Nelson (1996) prove that for each lag h all feasible values of~h are attainable under ARTA processes.
By feasible, we mean that~< p~< 1,
is the minimum feasible bivariate correlation for FY (see Whitt 1976). In general, it is not possible to find the ?'h-values analytically; therefore, we develop an efficient numerical procedure to find the rh-values to within any precision. Cario and Nelson (1996) prove that p(r) is nondecreasing and, under very mild conditions on FY, it is also continuous.
These results guarantee that our numerical procedure will converge.
NUMERICAL PROCEDURE
There are two main considerations in constructing an efficient numerical procedure for finding the autocorrelation structure of{ Zt } which gives the target autocorrelation structure for {Yt }. The first consideration is the choice of a method to integrate Equation (1) numerically.
The second consideration is the development of a numerical search procedure that selects and updates the values of rh in an efficient manner.
Several properties of the integrand make it nontrivial to integrate Equation (1) Piessens et al. (1983) give the abscissae for the interval (-1, 1), but they may easily be mapped onto the range of interest. In our implementation, we truncate each doubly infinite range to the finite range (-10, 10) , and use a linear mapping of the abscissae from (-1, 1) to (-10, 10) . Using the finite range does not decrease the accuracy of the approximation significantly since the value of the bivariate normal p df is effectively zero outside of this range.
We set absolute-error tolerances for the inner and outer integral using the method given on pp. 112-113 of Piessens et al. (1983) .
The absolute error is taken to be the absolute error of the difference between two sums: the Kronrod sum, for wlhich all of the weights are non-zero, and the Gauss sum, for which some of the weights are zero. If either the inner or the outer integral exceeds its absolute-error tolerance on the initial integration range (-10, 10), then the corresponding integration range is bisected and the integral is computed on each half-interval. This procedure is repeated until all of the inner and outer integrals meet the absolute-error tolerances, giving us a bound on the overall integration error as well.
Given a value of r, we may compute the value of p(r) using the Gauss-Kronrod quadrature rule. The remaining step is to construct an efllcient numerical search procedure to find the autocorrelation structure r* = (r~, r~,..., rj) of {Zt }, such that is independent of the distribution parameters.
To increase the efficiency of the search procedure when p(r) is parameterindependent, we access a precomputed table of (r, p(r)) values to find a good starting point for the search. For symmetric distributions, p(-r) = -p(r) (Song, Hsiao, and Chen 1996) ; thus, it is only necessary to compute Equation (1) for positive values of r.
Our numerical search procedure makes use of these results.
When Y~is a discrete random variable with finite support, we use a special-purpose numericalintegration method.
In this case, which includes the empirical calf, it is easy to show that Equation (1) is a finite sum of terms of the form (constant) x (area under the bivariate normal pdf).
In general, the form of Equation (2) leads to additional computational savings.
Observe that in Equation (2), y+, is the only term that is a function of rh. Since for many distributions calculating F; 1 is computationally intensive, we compute Equation (2) for many values of rh simultaneously.
Specifically, at each pair of abscissae (zi, zi ), we calcu-
by $%, (Zi, %j ) for several values of ?%. Then, after multiplying the two terms together, we keep track of the Gauss and the Kronrod sums for each value of rh separately.
The error for each integration interval is taken to be the maximum absolute error over all values of rh, and the interval is bisected if the error does not meet the given tolerance.
In brief, our numerical search procedure selects a grid of rh-values at each iteration. At least initially, these grid points depend upon FY and p.
Then, the Gauss-Kronrod quadrature rule is used to integrate Equation
(1) simultaneously for all of the grid points.
For each aut ocorrelation lag h, the procedure finds the two grid points rj, and rjh+l process, along with the resultant autocorrelation values for the ARTA process, which are within the userspecified relative errors. The output also includes the AR parameters cr= (al, az, . . . . crP).
If necessary, ARTAFACTS can read in time-series data from a file, calculate the sample autocorrelation function of the series and test whether the autocorrelations are significantly different from O. For this option, the user specifies the number of autocorrelation lags to calculate and the name of the file to which the sample autocorrelation structure will be written.
Prior to invoking the numerical search procedure, ARTAFACTS performs several checks on the feasibility of the user input.
For instance, ARTAFACTS checks that the correlation matrix implied by the autocorrelation structure for the input process is posi- Number of ARTA autocorrelation lags to match: 3 Lag Desired Autocorrelation Desired Relative Error *** *********************** ********************** 1 0.7490000000000 0.01000 2 0.4090000000000 0.01000 3 0.1210000000000 0.01000
Minimum feasible bivariate correlation is: -0.98875 ***** ***************************** ********** ARTA PROGRAH OUTPUT ********** A sample input file for ARTAGEN appears in Figure 3 . The first line of the input file specifies the name of the file, veib. gen, to which the generated observations will be written. The second line cent ains the name of the file, weib. sum, to which summary statistics about the generated observations will be written. In this section, we present time-series data for a pressure variable from a continuous-flow polymer process at a manufacturing plant of a large chemical company.
We fit a marginal distribution using the commercially available ARENA input processor and estimated the autocorrelation structure using AflTAFACTS. We then used ARTAFACTS to fit an ARTA process to the data set. Finally, we generated 1000 observations from the ARTA process using ARTAGEN.
To assess the fit of the ARTA process, we compared the properties of the empirical time series with those of the generated time series. We used this Weibull distribution (minus the constant) and pas the input to ARTAFACTS, which is displayed in Figure 1 . Recall from the output file in Figure 2 that the autocorrelation structure for the underlying AR(3) process was r* = (0.752, 0.408, 0.122) and the implied ARTA-process autocorrelation structure was p*= (0.751, 0.407,0.121).
Given r*, we used ARTAGEN to generate an ARTA process with the specified Weibull distribution and autocorrelation structure p* %p.
Recall that the ARTAGEN input file for this process appears in Figure   3 . Figure 5 contains the ARTAGEN summary statistics file.
As indicated in Figure 5 , the sample average for this series is jl = 44.6+ 0.86 = 45.46 and the sample variance is S2 = 0.0387. The sample autocorrelation function through lag 3 is p = (0.739, 0.383, 0.081). The differences between the sample statistics and the theoretical values are due to sampling error-they would converge to the theoretical values as the number of generated observations increased. Figure 6 displays the time-series plot of the observations from the ARTA process that we fit to the pressure variable.
Comparing Figures 4 and 6, observe that the sample paths are qualitatively similar, although the height of the spikes is more variable in the empirical time series, and the ARTA process varies more consistently about its mean than does the empirical time series. The differences between the two time series reflect sampling error as well as the fact that the marginal distribution and autocorrelation structure do not capture all of the characteristics of a time-series process.
The scatterplots of (Yt, Yt+l) for the empirical and ARTA data on the pressure variable appear in Figures  7 and 8 
