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Abstract
We study some properties of positive solutions to the higher order conformally in-
variant equation with a singular set
(−∆)mu = u
n+2m
n−2m in Ω\Λ,
where Ω ⊂ Rn is an open domain, Λ is a closed subset of Rn, 1 ≤ m < n/2 and m
is an integer. We first establish an asymptotic blow up rate estimate for positive solu-
tions near the singular set Λ when Λ ⊂ Ω is a compact set with the upper Minkowski
dimension dimM (Λ) <
n−2m
2 , or is a smooth k-dimensional closed manifold with
k ≤ n−2m2 . We also show the asymptotic symmetry of singular positive solutions
suppose Λ ⊂ Ω is a smooth k-dimensional closed manifold with k ≤ n−2m2 . Finally,
a global symmetry result for solutions is obtained when Ω is the whole space and Λ
is a k-dimensional hyperplane with k ≤ n−2m2 .
Key words: higher order conformally invariant equations, singular set, local behavior,
symmetry, local integral equations.
1 Introduction and main results
In the seminal paper [4], Caffarelli, Gidas and Spruck studied the local behavior of positive solu-
tions to the conformally invariant scalar curvature equation
−∆u = u
n+2
n−2 (1.1)
in the punctured unit ball B1\{0} ⊂ R
n, n ≥ 3, with an isolated singularity at the origin. More
precisely, they proved that every local positive solution u is asymptotically radially symmetric
near 0, that is, u(x) = u¯(|x|)(1 + O(|x|)) as x → 0 where u¯(|x|) is the spherical average of u
on the sphere ∂B|x|(0). Furthermore, they showed that u has a precise asymptotic behavior near
the isolated singularity 0. Subsequent to [4], equation (1.1) and related second-order Yamabe type
equations with isolated singularities have attracted a lot of attention; see, for example, [15, 16,
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23, 25, 26, 32] and references therein. The importance of studying the distributional solutions of
(1.1) and characterizing the singular set of u was indicated in the classical work of Schoen and
Yau [37, 38] on complete locally conformally flat manifolds. Solutions of (1.1) with an isolated
singularity are the simplest examples of those singular distributional solutions. In [6], Chen and
Lin studied a more general case when the singular set is not isolated, which is the equation (1.1) in
B1\Λ with Λ being a higher-dimensional singular set other than a single point. We also refer the
reader to [7, 41] for the local estimates of positive solutions near the singular set of second order
conformal scalar curvature equation.
In this paper, we are interested in the local behavior of positive solutions of the higher order
conformally invariant equation with a singular set Λ:
(−∆)mu = u
n+2m
n−2m in Ω\Λ, (1.2)
where Ω ⊂ Rn is an open domain, Λ is a closed subset of Rn, 1 ≤ m < n/2 and m is an
integer. This equation with the critical Sobolev exponent arises as the Euler-Lagrangian equations
of Sobolev inequalities [8, 27, 30] and also arises in conformal geometry. More precisely, let
|dx|2 be the Euclidean metric and consider a conformal change g := u
4
n−4 |dx|2 for some positive
smooth function u. Then the fourth order Paneitz operator with respect to the metric g satisfies
P g2 = u
−n+4
n−4∆2(u·),
and the Q-curvature of g is given by
Qg =
2
n− 4
P g2 (1) =
2
n− 4
u−
n+4
n−4∆2u.
Hence, each positive solution u of (1.2) with m = 2 induces a conformal metric g = u
4
n−4 |dx|2
which has positive constant Q-curvature in Ω\Λ. For an introduction to the Q-curvature problem
see, for instance, Hang-Yang [17]. See also Gursky-Malchiodi [14] and Hang-Yang [18] for the
recent progresses on the Q-curvature problem on Riemannian manifolds.
When Ω = Rn and Λ = {0} is an isolated singularity, Lin [31] proved that all the singular
positive solutions of (1.2) are radially symmetric about 0 for m = 2. Frank-Ko¨nig [12] classified
all these singular radial solutions, called the Fowler solutions or Delaunay type solutions, using
ODE analysis. Recently, the higher order equation (1.2) in the punctured unit ball B1\{0} was
studied by Jin and Xiong in [20]. In that paper, the authors showed the asymptotic radial symmetry
of singular positive solutions and their sharp blow up rate near 0 under the sign assumptions
(−∆)su ≥ 0 in B1\{0}, s = 1, . . . ,m− 1. (1.3)
In [36], for when m = 2, Ratzkin proved that every local solution u of (1.2) which satisfies (1.3)
has a refined asymptotic behavior near the isolated singularity 0 based on the classification result
of Frank-Ko¨nig [12] and a priori upper estimates of Jin-Xiong [20].
In this paper, we would like to continue the previous study of Jin-Xiong [20] on singular
positive solutions of the higher order equation (1.2) in a more general case, that is, Λ is a singular
set rather than an isolated point. For the case with a higher-dimensional singular set, the behavior
of solutions is expected to be more complicated. To state our first result, we recall the definition
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of the Minkowski dimension (see, e.g., [22, 33]). Suppose E ⊂ Rn is a compact set, the λ-
dimensional Minkowski r-content of E is defined by
Mλr (E) = inf
{
nrλ
∣∣ E ⊂ n⋃
k=1
B(xk, r), xk ∈ E
}
,
and the upper and lower Minkowski dimensions are defined, respectively, as
dimM (E) = inf
{
λ ≥ 0
∣∣ lim sup
r→0
Mλr (E) = 0
}
,
dimM (E) = inf
{
λ ≥ 0
∣∣ lim inf
r→0
Mλr (E) = 0
}
.
If dimM (E) = dimM (E), then the common value, denoted by dimM (E), is the Minkowski
dimension of E. Recall also that for a compact set E ⊂ Rn, we have the relation dimH(E) ≤
dimM (E) ≤ dimM (E), where dimH(E) is the Hausdorff dimension of E.
We will use Br(x) to denote the open ball of radius r in R
n with center x and write Br(0) as
Br for short. From now on, without loss of generality, we take the domain Ω = B2. Firstly, we
derive a local estimate of a singular positive solution u near its singular set Λ of (1.2).
Theorem 1.1. Suppose that 1 ≤ m < n/2 and m is an integer. Let Λ ⊂ B1/2 be a compact set
with the upper Minkowski dimension dimM (Λ) (not necessarily an integer), dimM (Λ) <
n−2m
2 ,
or be a smooth k-dimensional closed manifold with k ≤ n−2m2 . Let u ∈ C
2m(B2\Λ) be a positive
solution of
(−∆)mu = u
n+2m
n−2m in B2\Λ. (1.4)
Suppose
(−∆)su ≥ 0 in B2\Λ, s = 1, . . . ,m− 1. (1.5)
Then there exists a constant C > 0 such that
u(x) ≤ C[d(x,Λ)]−
n−2m
2 (1.6)
for all x ∈ B1\Λ, where d(x,Λ) is the distance between x and Λ.
Assume that Λ ⊂ B1/2 is a smooth k-dimensional closed manifold with k ≤
n−2m
2 . LetN be
a tubular neighborhood of Λ such that any point ofN can be uniquely expressed as the sum x+ v
where x ∈ Λ and v ∈ (TxΛ)
⊥, the orthogonal complement of the tangent space of Λ at x. Denote
Π the orthogonal projection of N onto Λ. For small r > 0 and z ∈ Λ,
Π−1r (z) = {y ∈ N | Π(y) = z, |y − z| = r}. (1.7)
We have the following asymptotic symmetry of solutions near the singular set Λ.
Theorem 1.2. Suppose 1 ≤ m < n/2 and m is an integer. Let u ∈ C2m(B2\Λ) be a positive
solution of (1.4). Suppose that (1.5) holds, and N , Λ and Π are described as above. Then, for
x, x′ ∈ Π−1r (z), we have
u(x) = u(x′)(1 +O(r)) as r → 0+, (1.8)
where O(r) is uniform for all z ∈ Λ.
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Remark that when m = 2, the positivity of the scalar curvature of the metric u
4
n−4 |dx|2
implies that −∆u > 0. We also mention that Gursky-Malchiodi [14] studied the positivity of the
Paneitz operator and its Green’s function under the assumption that the scalar curvature is positive.
Since we do not use any special structure of the open ball, B2 can be replaced by general domains
containing B1/2. Also, both of the above theorems apply to Λ ⊂ B2 being compact. When Λ is a
single point, Theorems 1.1 and 1.2 have been proved in Jin-Xiong [20].
Now, we give a global symmetry result when Ω is the whole Euclidean space and Λ is a lower
dimensional hyperplane. Let Rk be a k-dimensional subspace of Rn with 0 ≤ k ≤ n− 1 being an
integer, where R0 denotes the origin {0}.
Theorem 1.3. Suppose that 1 ≤ m < n/2 and m is an integer. Let 0 ≤ k ≤ n−2m2 and
u ∈ C2m(Rn\Rk) be a nonnegative solution of
(−∆)mu = u
n+2m
n−2m in Rn\Rk. (1.9)
Suppose there exists x0 ∈ R
k such that lim supx→x0 u(x) =∞. Then
u(x′, x′′) = u(x′, x˜′′),
where x′ ∈ Rk and x′′, x˜′′ ∈ Rn−k that |x′′| = |x˜′′|. In particular, If k = 0, i.e., Rk = {0},
and the origin is a non-removable singularity, then u is radially symmetric and monotonically
decreasing about the origin.
When the singular set Rk is removable, i.e., u can be extended as a positive smooth solution
in the whole Rn, the classification of positive solutions of (1.9) was obtained by Caffarelli-Gidas-
Spruck [4] for m = 1, by Lin [31] for m = 2 and by Wei-Xu [39] for m ≥ 3. We may also see
Chen-Li-Ou [8] and Y.Y. Li [27] for the classification of positive smooth solutions of conformally
invariant integral equations. When Rk = {0} and {0} is a non-removable singularity, the radial
symmetry of positive solutions of (1.9) was proved by Caffarelli-Gidas-Spruck [4] form = 1 and
by Lin [31] for m = 2 via the method of moving planes. Our proof is different from the ones
in [4, 31] and in fact, it is easy to derive the following global estimate from our proof.
Corollary 1.4. Suppose that 1 ≤ m < n/2 and m is an integer. Let u ∈ C2m(Rn\{0}) be a
nonnegative solution of
(−∆)mu = u
n+2m
n−2m in Rn\{0}. (1.10)
If the origin is a non-removable singularity, then there exist two positive constants C1 = C1(n,m)
and C2 = C2(n,m, u) such that for all x ∈ R
n\{0},
C2|x|
−n−2m
2 ≤ u(x) ≤ C1|x|
−n−2m
2 . (1.11)
For when m = 2, Corollary 1.4 was proved by Frank-Ko¨nig [12] by ODE analysis, which
plays an important role in their classification of all the singular positive solutions in Rn\{0}.
It is well-known that the equation (1.4) is conformally invariant in the following sense. If u is
a solution of (1.4), then its Kelvin transform
ux,λ(ξ) =
(
λ
|ξ − x|
)n−2m
u
(
x+
λ2(ξ − x)
|ξ − x|2
)
(1.12)
4
is also a solution of (1.4) in the corresponding region. Recall also that in the classification of
smooth positive solutions of (1.4) inRn by Lin [31] and Wei-Xu [39], one crucial ingredient is that
every entire smooth solution of (1.4) satisfies the sign conditions (1.5) in Rn. This indicates that
the sign conditions (1.5) are kept under the Kelvin transform (1.12) for entire solutions. However,
for our local equation (1.4), the sign conditions (1.5) may change under the Kelvin transform
(1.12). This makes it seem very difficult to prove Theorems 1.1 and 1.2 directly using the Kelvin
transform and the moving plane method to the higher order equation (1.4), which is the approach
of Chen-Lin [6] to obtain these results whenm = 1.
We overcome this difficulty along the similar idea developed in Jin-Xiong [20] when Λ = {0},
which is inspired by Jin-Li-Xiong [19]. More specifically, we rewrite the differential equation
(1.4) into the local integral equation (1.13) below and study the singular solutions of this integral
equation. The aim of this paper is to further develop the idea of Jin-Xiong [20] to study the
local behavior of positive solutions to the differential equation (1.4) with a general singular set Λ.
Moreover, we also apply this idea to study the symmetry of global singular solutions of (1.9).
Suppose the dimension n ≥ 1, 0 < σ < n2 is a real number, and Σ is a closed set in R
n. We
consider the local integral equation
u(x) =
∫
B2
u(y)
n+2σ
n−2σ
|x− y|n−2σ
+ h(x), u > 0, x ∈ B2\Σ, (1.13)
where u ∈ L
n+2σ
n−2σ (B2)∩C(B2\Σ) and h ∈ C
1(B2) is a positive function. Under the assumptions
in Theorem 1.1, one can show u ∈ L
n+2σ
n−2σ
loc (B2) and can rewrite the equation (1.4) locally into the
integral equation (1.13) after some scaling (see Theorem 2.4 in Section 2).
Next we state the corresponding results for singular solutions of the integral equation (1.13).
Denote Ln the n-dimensional Lebesgue measure on Rn.
Theorem 1.5. Suppose n ≥ 1, 0 < σ < n/2, and Σ is a closed set in Rn with Ln(Σ) = 0.
Let h ∈ C1(B2) be a positive function and u ∈ L
n+2σ
n−2σ (B2) ∩ C(B2\Σ) be a positive solution of
(1.13). Then there exists a constant C > 0 such that
u(x) ≤ C[d(x,Σ)]−
n−2σ
2 (1.14)
for all x ∈ B1\Σ, where d(x,Σ) is the distance between x and Σ.
When 0 < σ < 1, equation (1.13) is closely related to the fractional Yamabe equation. Frac-
tional Yamabe equations with isolated singularities were considered in [2, 5, 10], while solutions
with a higher dimensional singular set have been studied by Jin-de Queiroz-Sire-Xiong [21], and
by Ao-Chan-DelaTorre-Fontelos-Gonzalez-Wei [1] which develops a Mazzeo-Pacard gluing pro-
gram (see [34]) in the fractional setting. Note that for the singular set Σ of the integral equation
(1.13), we only assume thatΣ has n-dimensional Lebesgue measure 0, which is a weaker condition
than the singular set of Newton capacity 0 studied by Chen-Lin [6] to the second order equation
(1.1) and the singular set of fractional capacity 0 studied by Jin-de Queiroz-Sire-Xiong [21] to the
fractional Yamabe equation.
Further, if Σ is a smooth submanifold of Rn, then we also have the asymptotic symmetry of
singular solutions of (1.13).
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Theorem 1.6. Suppose n ≥ 1, 0 < σ < n/2, Σ ⊂ Rn is a smooth k-dimensional closed manifold
with k ≤ n − 1, N is a tubular neighborhood of Σ and Π is the orthogonal projection of N onto
Σ described as before. Let h ∈ C1(B2) be a positive function and u ∈ L
n+2σ
n−2σ (B2) ∩ C(B2\Σ)
be a positive solution of (1.13). Let A ⊂ B2 be a compact subset of Σ. Then we have, for
x, x′ ∈ Π−1r (z),
u(x) = u(x′)(1 +O(r)) as r→ 0+, (1.15)
where O(r) is uniform for all z ∈ A.
In Theorems 1.5 and 1.6, we allow the singular set Σ to intersect the boundary ∂B2, which is
essential for applying these results to the differential equation (1.4). When Σ = {0} is an isolated
singularity, Theorems 1.5 and 1.6 were proved by Jin-Xiong [20].
Finally, for the global singular solutions of the differential equation (1.9), under the assump-
tions of Theorem 1.3, one can also show that u ∈ L
n+2σ
n−2σ
loc (R
n) and all the singular positive solutions
of (1.9) satisfy the following integral equation (1.16) (see Theorem 2.8 in Section 2). This has been
proved by Chen-Li-Ou [8] to be true for the entire smooth positive solutions of (1.9) in Rn. Their
proof makes use of the sign conditions (1.5) in Rn for smooth solutions proved by Wei-Xu [39],
which is different from ours. Of course, our proof also works for smooth solutions.
LetRk be a k-dimensional subspace ofRn, and let σ be a real number satisfying 0 < σ < n/2.
Consider the integral equation
u(x) =
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ
dy, x ∈ Rn\Rk. (1.16)
Then we have the following
Theorem 1.7. Let 0 ≤ k ≤ n − 1 and u ∈ L
n+2σ
n−2σ
loc (R
n) ∩ C(Rn\Rk) be a positive solution of
(1.16). Suppose there exists x0 ∈ R
k such that lim supx→x0 u(x) =∞. Then
u(x′, x′′) = u(x′, x˜′′),
where x′ ∈ Rk and x′′, x˜′′ ∈ Rn−k that |x′′| = |x˜′′|. In particular, If k = 0, i.e., Rk = {0},
and the origin is a non-removable singularity, then u is radially symmetric and monotonically
decreasing about the origin.
When k = 0, Theorem 1.7 was proved by Chen-Li-Ou [9]. In this case (when k = 0), it is
well-known that c|x|−
n−2σ
2 is a singular solution of (1.16) for a positive constant c depending only
on n and σ, the other singular solutions, e.g., the Fowler solutions, of (1.16) were obtained by
Jin-Xiong [20]. See also [10, 12, 13] for the existence of Fowler solutions of related differential
equations.
Since the integral equations (1.13) and (1.16) are conformally invariant (see Section 3), we
shall prove Theorems 1.5, 1.6 and 1.7 using the method of moving spheres introduced by Li-
Zhu [29] for differential equations and by Li [27] for integral equations. A difference from the
integral equations studied in [8, 27] is that our integral equation (1.13) is locally defined, and we
need some more delicate estimates. Another difference is that we are concerned with the singular
solutions of (1.13) and (1.16). More applications of the method of moving spheres can be found
in [5, 20, 24, 26, 28, 41].
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This paper is organized as follows. In Section 2, we show the integral representations for
singular positive solutions to the differential equations (1.4) and (1.9), respectively. In Section
3, we prove the upper bounds in Theorems 1.5 and 1.1. In Section 4, we show the asymptotic
symmetry of the solutions near the singular set in Theorems 1.6 and 1.2. In Section 5, we show
the symmetry results of global singular solutions in Theorems 1.7 and 1.3, where we also give the
proof of Corollary 1.4.
Acknowledgments. Both authors would like to thank Professor Tianling Jin for many helpful
discussions and encouragement.
2 Integral representations for singular solutions
2.1 Local singular solutions
In this subsection, we show that every singular positive solution of the differential equation (1.4)
satisfies the integral equation (1.13) in some local sense under suitable assumptions. Firstly, we
prove that under the assumptions of Theorem 1.1 ((1.5) is not needed here), then u ∈ L
n+2m
n−2m
loc (B2)
and u is a distributional solution in the entire ball B2.
Proposition 2.1. Suppose that 1 ≤ m < n/2 andm is an integer. Let Λ ⊂ B1/2 be a compact set
with the upper Minkowski dimension dimM (Λ) (not necessarily an integer), dimM (Λ) <
n−2m
2 ,
or be a smooth k-dimensional closed manifold with k ≤ n−2m2 . Let u ∈ C
2m(B2\Λ) be a positive
solution of (1.4). Then u ∈ L
n+2m
n−2m (B2) and u is a distributional solution in the entire ball B2,
i.e., we have ∫
B2
u(−∆)mϕdx =
∫
B2
u
n+2m
n−2mϕdx (2.1)
for every ϕ ∈ C∞c (B2).
Remark 2.2. In a recent paper [3], Ao, Gonza´lez, Hyder and Wei studied removable singularities
and superharmonicity of non-negative solutions to the fractional equation (−∆)γu = u
n+2γ
n−2γ in
R
n\Σ, where 0 < γ < n2 . Among other things, they proved if Σ is a compact set in R
n with the
upper Assouad dimension dimA(Σ) <
n−2γ
2 , and u ∈ Lγ(R
n) ∩ L
n+2γ
n−2γ
loc (R
n\Σ) is a non-negative
solution, then u ∈ L
n+2γ
n−2γ
loc (R
n) and u is a distributional solution in Rn. We also remark that for
any compact set E ⊂ Rn, the relation dimM (E) ≤ dimA(E) holds, see, e.g., [22].
Proof. We first assume that Λ ⊂ B1/2 be a compact set with the upper Minkowski dimension
dimM (Λ) <
n−2m
2 . Let Nr := {x ∈ R
n | dist(x,Λ) < r} be a tubular r-neighborhood of Λ.
We fix a non-negative function ρ ∈ C∞c (B1) satisfying
∫
B1
ρdx = 1. Setting ρε(x) =
1
εnρ(
x
ε ) for
small ε > 0. As in Ao-Gonza´lez-Hyder-Wei [3], we define
ηε(x) := 1−
∫
N2ε
ρε(x− y)dy. (2.2)
Then ηε ∈ C
∞(Rn) is a non-negative function with values in [0, 1], and it satisfies
ηε(x) = 1 on N
c
3ε and ηε(x) = 0 on Nε. (2.3)
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Moreover, we have, for every j = 1, 2, . . . ,
|∇jηε| ≤ Cε
−j. (2.4)
Next we shall use some arguments in Yang [40]. Let ϕε(x) = [ηε(x)]
q with q = n+2m2 . Multiply-
ing both sides of (1.4) by ϕε and using integration by parts, we obtain∫
B2
u
n+2m
n−2mϕεdx = −
∫
∂B2
∂(−∆)m−1u
∂ν
dS +
∫
B2
u(−∆)mϕεdx
≤ C + Cε−2m
∫
N3ε\Nε
u(ηε)
q−2mdx
≤ C + Cε−2m
∫
N3ε\Nε
u(ϕε)
n−2m
n+2m dx
≤ C + Cε−2m
(∫
B2
u
n+2m
n−2mϕεdx
)n−2m
n+2m
(∫
N3ε\Nε
1dx
) 4m
n+2m
.
Now we estimate the integral
∫
N3ε\Nε
1dx. Choosing λ > dimM (Λ) but sufficiently close to
dimM (Λ) such that
4m(n−λ)
n+2m − 2m ≥ 0 (equivalently, λ ≤
n−2m
2 ). By Proposition 5.8 of [22],
there exist two constants C , r0 > 0 such that
Hn−1(∂Nε) ≤ Cε
n−λ−1 for all 0 < ε < r0, (2.5)
whereHn−1 is the (n−1)-dimensional Hausdorff measure on Rn. Note that the distance function
d(x) := dist(x,Λ) is a 1-Lipschitz function. It follows from Rademacher’s theorem that d(x) is
differentiable a.e. with |∇d| = 1. Then by the co-area formula (see, e.g., Evans-Gariepy [11])
and (2.5), we have ∫
N3ε\Nε
1dx ≤ Ln(N3ε) =
∫ 3ε
0
(∫
∂Nr
1dHn−1
)
dr
≤ C
∫ 3ε
0
rn−λ−1dr ≤ Cεn−λ
if ε < r0/3. This together with the above estimate yields
∫
B2
u
n+2m
n−2mϕεdx ≤ C + Cε
4m(n−λ)
n+2m
−2m
(∫
B2
u
n+2m
n−2mϕεdx
)n−2m
n+2m
≤ C + C
(∫
B2
u
n+2m
n−2mϕεdx
)n−2m
n+2m
,
(2.6)
where we have used the fact
4m(n−λ)
n+2m − 2m ≥ 0 due to the choice of λ. Using Young inequality
in the last term in (2.6), we have∫
B2\N3ε
u
n+2m
n−2m dx ≤
∫
B2
u
n+2m
n−2mϕεdx ≤ C.
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Sending ε→ 0, we obtain ∫
B2
u
n+2m
n−2m dx ≤ C.
When Λ is a smooth k-dimensional closed manifold with k ≤ n−2m2 , the proof is very similar
to the above, and we only need to notice that in this case (when Λ is smooth), Ln(N3ε) ≈ ε
n−k
for ε > 0 small.
Next, we show that u is a distributional solution inB2. For any ϕ ∈ C
∞
c (B2), using ψε := ϕηε
as a test function in (1.4) with ηε as before gives∫
B2
u
n+2m
n−2mψεdx =
∫
B2
uηε(−∆)
mϕdx+
∫
B2
uFǫ(x)dx, (2.7)
where each term of Fε(x) involves the derivatives of ηε up to order 2m, so it satisfies
|Fε(x)| ≤ Cε
−2m · χN3ε\Nε(x). (2.8)
Since u
n+2m
n−2m ∈ L1(B2), by the dominated convergence theorem∫
B2
u
n+2m
n−2mψεdx→
∫
B2
u
n+2m
n−2mϕdx and
∫
B2
uηε(−∆)
mϕdx→
∫
B2
u(−∆)mϕdx
as ε→ 0. On the other hand, by Ho¨lder inequality we have
∣∣∣∣
∫
B2
uFǫ(x)dx
∣∣∣∣ ≤ C
(∫
N3ε\Nε
u
n+2m
n−2m dx
)n−2m
n+2m
(∫
N3ε\Nε
|Fε|
n+2m
4m dx
) 4m
n+2m
≤ Cε−2m · Ln(N3ε)
4m
n+2m ·
(∫
N3ε\Nε
u
n+2m
n−2m dx
)n−2m
n+2m
≤ Cε
4m(n−λ)
n+2m
−2m
(∫
N3ε\Nε
u
n+2m
n−2m dx
)n−2m
n+2m
→ 0
as ε→ 0 because of 4m(n−λ)n+2m − 2m ≥ 0 and limε→0L
n(N3ε\Nε) = 0. Thus, u is a distributional
solution in the entire ball B2.
Suppose n > 2m. Let Gm(x, y) be the Green function of (−∆)
m on B2 under the Navier
boundary condition:{
(−∆)mGm(x, ·) = δx in B2,
Gm(x, ·) = −∆Gm(x, ·) = · · · = (−∆)
m−1Gm(x, ·) = 0 on ∂B2,
(2.9)
where δx is the Dirac measure to the point x ∈ B2. Then we have, for any u ∈ C
2m(B1) ∩
C2m−2(B1),
u(x) =
∫
B2
Gm(x, y)(−∆)
mu(y)dy +
m∑
i=1
∫
∂B2
Hi(x, y)(−∆)
i−1u(y)dSy,
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where
Hi(x, y) = −
∂
∂νy
(−∆y)
m−iGm(x, y) for x ∈ B2, y ∈ ∂B2.
By direct computations, we have
Gm(x, y) = cn,m|x− y|
2m−n +Am(x, y), (2.10)
cn,m =
Γ(n
2
−m)
22mπn/2Γ(m)
, Am(x, y) is smooth in B2 ×B2, and
Hi(x, y) ≥ 0, i = 1, . . . ,m. (2.11)
Proposition 2.3. Assume as in Proposition 2.1. Let u ∈ C2m(B2\Λ) be a positive solution of
(1.4). Then
u(x) =
∫
B2
Gm(x, y)u(y)
n+2m
n−2m dy +
m∑
i=1
∫
∂B2
Hi(x, y)(−∆)
i−1u(y)dSy (2.12)
for all x ∈ B2\Λ.
Proof. For any x ∈ B2\Λ, define
v(x) =
∫
B2
Gm(x, y)u(y)
n+2m
n−2m dy +
m∑
i=1
∫
∂B2
Hi(x, y)(−∆)
i−1u(y)dSy .
Since u(y)
n+2m
n−2m ∈ L1(B2) and the Riesz potential |x|
2m−n is weak type
(
1, nn−2m
)
, v ∈ L
n
n−2m
weak (B2)∩
L1(B2). Let w = u− v. Then, by Proposition 2.1, w satisfies
(−∆)mw = 0 in B2
in the distributional sense, i.e., for any ϕ ∈ C∞c (B2),∫
B2
w(−∆)mϕdx = 0.
By the regularity for polyharmonic functions (see, e.g., Mitrea [35]), we know that w ∈ C∞(B2)
is smooth and satisfies (−∆)mw = 0 pointwise in B2. Since w = −∆w = · · · = (−∆)
m−1w =
0 on ∂B2, w ≡ 0 and thus u = v in B2\Λ.
Further, if assume additionally that (1.5) holds, then one can show that u satisfies the integral
equation (1.13) in some local sense. Namely,
Theorem 2.4. Assume as in Theorem 1.1. Then there exists τ > 0 (independent of x ∈ Λ) such
that for any x0 ∈ Λ we have
u(x) = cn,m
∫
Bτ (x0)
u(y)
n+2m
n−2m
|x− y|n−2m
dy + h1(x) for x ∈ Bτ (x0)\Λ, (2.13)
where h1(x) is a positive smooth function in Bτ (x0).
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Proof. Without loss of generality, we can assume that u ∈ C2m(B2\Λ) and u > 0 in B2\Λ.
Otherwise, we just consider the equation in a smaller ball.
It follows from the assumptions on the singular set Λ thatHn−2(Λ) = 0 and hence Cap(Λ) =
0, where Hn−2 is the (n − 2)-dimensional Hausdorff measure on Rn and Cap(Λ) is the Newton
capacity of Λ (see, e.g., [11]). Since u > 0 and −∆u ≥ 0 in B1\Λ, by the maximum principle
(see, e.g., Lemma 2.1 of [6])
u(x) ≥ c1 := inf
∂B2
u > 0 for all x ∈ B2\Λ.
By Proposition 2.1, u
n+2m
n−2m ∈ L1(B2). Hence, there exits 0 < τ <
1
4 independent of z ∈ B1 such
that ∫
Bτ (z)
|Am(x, y)|u(y)
n+2m
n−2m dy <
c1
2
for all x ∈ Bτ (z) ⊂ B3/2,
where Am(x, y) is as in (2.10). By Proposition 2.3, for every x0 ∈ Λ we can write
u(x) = cn,m
∫
Bτ (x0)
u(y)
n+2m
n−2m
|x− y|n−2m
dy + h1(x), for x ∈ Bτ (x0)\Λ,
where
h1(x) =
∫
Bτ (x0)
Am(x, y)u(y)
n+2m
n−2m dy + cn,m
∫
B2\Bτ (x0)
Gm(x, y)u(y)
n+2m
n−2m dy
+
m∑
i=1
∫
∂B2
Hi(x, y)(−∆)
i−1u(y)dSy
≥ −
c1
2
+
∫
∂B2
H1(x, y)u(y)dSy
≥ −
c1
2
+ inf
∂B2
u =
c1
2
> 0 for x ∈ Bτ (x0).
It is easy to check that h1 is a smooth function in Bτ (x0) and satisfies (−∆)
mh1 = 0 in Bτ (x0).
This completes the proof.
2.2 Global singular solutions
In this subsection, we show that if 0 ≤ k ≤ n−2m2 , then every global singular positive solution of
(1.9) satisfies the integral equation (1.16).
Proposition 2.5. Suppose that 1 ≤ m < n/2 and m is an integer. Let 0 ≤ k ≤ n−2m2 and u ∈
C2m(Rn\Rk) be a nonnegative solution of (1.9). Then u ∈ L
n+2m
n−2m
loc (R
n) and u is a distributional
solution in Rn.
Proof. The proof is similar to that of Proposition 2.1, the only difference is that we have to choose
an additional truncation function. Let R > 0 and take ϕ ∈ C∞c (R
n) such that ϕ = 1 on BR/2 and
ϕ = 0 on BcR. Denote Nr := {x ∈ R
n | dist(x,Rk) < r}. For small ε > 0, as in the proof of
Proposition 2.1, consider
ηε(x) := 1−
∫
N2ε
ρε(x− y)dy, (2.14)
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where ρ ∈ C∞c (B1) with
∫
B1
ρdx = 1 and ρε(x) =
1
εnρ(
x
ε ). Then ηε ∈ C
∞(Rn) is a non-
negative function and satisfies (2.3) and (2.4). Let ϕε(x) = [(ϕηε)(x)]
q with q = n+2m2 . Multi-
plying both sides of (1.9) by ϕε and using integration by parts, we obtain
∫
Rn
u
n+2m
n−2mϕεdx =
∫
Rn
u(−∆)mϕεdx
≤ C
∫
BR
u(ϕε)
n−2m
n+2m dx+ Cε−2m
∫
BR∩(N3ε\Nε)
u(ϕε)
n−2m
n+2m dx
≤ C
(
1 + ε
4m(n−k)
n+2m
−2m
)(∫
Rn
u
n+2m
n−2mϕεdx
)n−2m
n+2m
≤ C
(∫
Rn
u
n+2m
n−2mϕεdx
)n−2m
n+2m
,
from which it follows that
∫
BR/2∩N
c
3ε
u
n+2m
n−2m dx ≤
∫
Rn
u
n+2m
n−2mϕεdx ≤ C.
By sending ε→ 0, we obtain ∫
BR/2
u
n+2m
n−2m dx ≤ C.
Thus, u ∈ L
n+2m
n−2m
loc (R
n) since R > 0 is arbitrary. The proof of which u is a distributional solution
in Rn is very similar to that of Proposition 2.1, so we omit the details.
Now we give some growth estimates for solutions of (1.9) at infinity.
Lemma 2.6. Assume as in Proposition 2.5. Let u ∈ C2m(Rn\Rk) be a non-negative solution of
(1.9). Then ∫
Rn
u(x)
1 + |x|γ
dx < +∞ for every γ >
n+ 2m
2
(2.15)
and ∫
Rn
u(x)
n+2m
n−2m
1 + |x|γ
dx < +∞ for every γ >
n− 2m
2
. (2.16)
Proof. The estimate (2.15) follows from Lemma 5.5 in [3]. Next we show (2.16). By the proof of
Lemma 5.5 in [3], we have
∫
BR
u(y)
n+2m
n−2m dy ≤ CRn−
n+2m
2 for every R > 0. (2.17)
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Therefore, for every γ > n−2m2 , using (2.17) we obtain∫
Rn
u(x)
n+2m
n−2m
1 + |x|γ
dx =
∫
B1
u(x)
n+2m
n−2m
1 + |x|γ
dx+
∞∑
i=1
∫
B
2i
\B
2i−1
u(x)
n+2m
n−2m
1 + |x|γ
dx
≤ C
∫
B1
u(x)
n+2m
n−2m dx+
∞∑
i=1
∫
B2i\B2i−1
u(x)
n+2m
n−2m dx · 2−γ(i−1)
≤ C + C
∞∑
i=1
(2i)
n−2m
2
−γ < +∞.
This completes the proof.
Let 0 ≤ k ≤ n−2m2 and u ∈ C
2m(Rn\Rk) be a nonnegative solution of (1.9). Then by Lemma
2.6 the following function
v(x) := cn,m
∫
Rn
u(y)
n+2m
n−2m
|x− y|n−2m
dy (2.18)
is well-defined for every x ∈ Rn\Rk, and it is continuous on Rn\Rk. In addition, for any R > 0,
we write v as v = v1,R + v2,R, where
v1,R(x) =
∫
B2R
u(y)
n+2m
n−2m
|x− y|n−2m
dy and v2,R(x) =
∫
Bc2R
u(y)
n+2m
n−2m
|x− y|n−2m
dy.
Since u
n+2m
n−2m ∈ L1(B2R), we have v1,R ∈ L
1(BR). From Lemma 2.6 we easily know v2,R ∈
L∞(BR). Hence we obtain v ∈ L
1
loc(R
n). Define, for any γ ∈ R,
Lγ(R
n) :=
{
u ∈ L1loc(R
n)
∣∣∣ ∫
Rn
|u(x)|
1 + |x|n+2γ
dx <∞
}
.
Moreover, we have the following property for v.
Lemma 2.7. Assume as in Proposition 2.5 and v is defined by (2.18). Then we have v ∈ L0(R
n).
Proof. By Fubini’s theorem, we have∫
Rn
v(x)
1 + |x|n
dx = cn,m
∫
Rn
u(y)
n+2m
n−2m
(∫
Rn
1
|x− y|n−2m
1
1 + |x|n
dx
)
dy. (2.19)
If |y| ≤ 1, then∫
Rn
1
|x− y|n−2m
1
1 + |x|n
dx ≤
∫
B3
1
|x|n−2m
dx+ C
∫
Bc2
1
|x|n−2m
1
1 + |x|n
dx
≤ C <∞.
If |y| > 1, then ∫
Rn
1
|x− y|n−2m
1
1 + |x|n
dx =:
3∑
i=1
Ii,
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where
I1 =
∫
{|x|≤ |y|
2
}
1
|x− y|n−2m
1
1 + |x|n
dx ≤
C ln(1 + |y|n)
|y|n−2m
,
I2 =
∫
{ |y|
2
<|x|<2|y|}
1
|x− y|n−2m
1
1 + |x|n
dx ≤
C
|y|n
∫
{ |y|
2
<|x|<2|y|}
1
|x− y|n−2m
dx
≤
C
|y|n−2m
,
and
I3 =
∫
{|x|≥2|y|}
1
|x− y|n−2m
1
1 + |x|n
dx ≤ C
∫
{|x|≥2|y|}
1
|x|2n−2m
dx ≤
C
|y|n−2m
.
All of these estimates together with (2.19) and (2.16) give∫
Rn
v(x)
1 + |x|n
dx ≤ C
∫
B1
u(y)
n+2m
n−2m dy + C
∫
Bc1
ln(1 + |y|n)u(y)
n+2m
n−2m
|y|n−2m
dy <∞.
Thus, we obtain v ∈ L0(R
n).
Estimate (2.16) and Lemma 2.7 are an improvement of Lemma 5.4 and Lemma 5.6 in Ao-
Gonza´lez-Hyder-Wei [3], respectively, when the order of the equation in [3] is an integer. Now we
can show the integral representation for global singular solutions of (1.9).
Theorem 2.8. Suppose that 1 ≤ m < n/2 and m is an integer. Let 0 ≤ k ≤ n−2m2 and
u ∈ C2m(Rn\Rk) be a nonnegative solution of (1.9). Then u ∈ L
n+2m
n−2m
loc (R
n) and u satisfies
u(x) = cn,m
∫
Rn
u(y)
n+2m
n−2m
|x− y|n−2m
dy for x ∈ Rn\Rk. (2.20)
Proof. Our proof is inspired by that of Theorem 1.8 in [3], where the superharmonicity property
for the fractional Laplacian equations inRn was showed. Define v as in (2.18). Then v ∈ L1loc(R
n)
and it satisfies
(−∆)mv = u
n+2m
n−2m in Rn (2.21)
in the distributional sense, i.e., for any ϕ ∈ C∞c (R
n),∫
Rn
v(−∆)mϕdx =
∫
Rn
u
n+2m
n−2mϕdx.
Let w = u − v. Then, using Proposition 2.5 we have that (−∆)mw = 0 in Rn in the distri-
butional sense. By the regularity of polyharmonic functions (see, e.g., [35]), w ∈ C∞(Rn) and
(−∆)mw ≡ 0 in the classical sense. On the other hand, from Lemmas 2.6 and 2.7 we know that
both u and v belong to L0(R
n) and hence w ∈ L0(R
n). It follows from a Liouville type theorem
(see, e.g., [3, 35]) that w ≡ 0 in Rn. Thus, we have proved that
u(x) = cn,m
∫
Rn
u(y)
n+2m
n−2m
|x− y|n−2m
dy, for Ln a.e. x ∈ Rn.
Recall that u, v ∈ C(Rn\Rk). Therefore (2.20) holds for any x ∈ Rn\Rk.
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3 Local estimate near a singular set
In this section, we first prove Theorem 1.5 and then use it and the local integral representation in
Subsection 2.1 to show Theorem 1.1.
For x ∈ Rn, λ > 0 and a function u, we denote
ξx,λ = x+
λ2(ξ − x)
|ξ − x|2
for ξ 6= x, Ωx,λ = {ξx,λ, ξ ∈ Ω},
and
ux,λ(ξ) =
(
λ
|ξ − x|
)n−2σ
u(ξx,λ).
Note that (ξx,λ)x,λ = ξ and (ux,λ)x,λ = u. If x = 0, we use the notation uλ = u0,λ.
Suppose u ∈ L
n+2σ
n−2σ (B2)∩C(B2\Σ) is a positive solution of (1.13), and suppose h ∈ C
1(B2)
is a positive function satisfying
|∇ lnh| ≤ C˜ in B3/2
for some constant C˜ > 0. If we extend u to be identically 0 outside B2, then we have
u(x) =
∫
Rn
u(y)
n+2σ
n−2σ
|x− y|n−2σ
dy + h(x) for x ∈ B2\Σ. (3.1)
Recalling the following two identities (see, e.g., [27]),
(
λ
|ξ − x|
)n−2σ ∫
|z−x|≥λ
u(z)
n+2σ
n−2σ
|ξx,λ − z|n−2σ
dz =
∫
|z−x|≤λ
ux,λ(z)
n+2σ
n−2σ
|ξ − z|n−2σ
dz (3.2)
and (
λ
|ξ − x|
)n−2σ ∫
|z−x|≤λ
u(z)
n+2σ
n−2σ
|ξx,λ − z|n−2σ
dz =
∫
|z−x|≥λ
ux,λ(z)
n+2σ
n−2σ
|ξ − z|n−2σ
dz, (3.3)
one has
ux,λ(ξ) =
∫
Rn
ux,λ(z)
n+2σ
n−2σ
|ξ − z|n−2σ
dz + hx,λ(ξ) for ξ ∈ (B2\Σ)
x,λ. (3.4)
Thus, for any x ∈ B1 and λ < 1, we have for any ξ ∈ B2\
(
Σ ∪ Σx,λ ∪Bλ(x)
)
that
u(ξ)− ux,λ(ξ) =
∫
|z−x|≥λ
K(x, λ; ξ, z)
[
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
]
dz + hx,λ(ξ)− h(ξ),
where
K(x, λ; ξ, z) =
1
|ξ − z|n−2σ
−
(
λ
|ξ − x|
)n−2σ 1
|ξx,λ − z|n−2σ
.
It is elementary to check that
K(x, λ; ξ, z) > 0 for all |ξ − x|, |z − x| > λ > 0.
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Next, we shall prove Theorem 1.5 using the method of moving spheres introduced by Li and
Zhu [27, 29] and some blow up arguments developed in Jin-Li-Xiong [19].
Proof of Theorem 1.5. Suppose by contradiction that there exists a sequence {xj}
∞
j=1
⊂ B1\Σ
such that
dj := dist(xj,Σ)→ 0 as j →∞,
but
d
n−2σ
2
j u(xj)→∞ as j →∞.
We may assume, without loss of generality, that 0 ∈ Σ and xj → 0 as j →∞.
Consider
vj(x) :=
(
dj
2
− |x− xj|
)n−2σ
2
u(x), |x− xj| ≤
dj
2
.
Since u is positive and continuous in Bdj/2(xj), we can find a point x¯j ∈ Bdj/2(xj) satisfying
vj(x¯j) = max
|x−xj|≤
dj
2
vj(x) > 0.
Let 2µj :=
dj
2 − |x¯j − xj|. Then
0 < 2µj ≤
dj
2
and
dj
2
− |x− xj| ≥ µj ∀ |x− x¯j | ≤ µj .
By the definition of vj , we have
(2µj)
n−2σ
2 u(x¯j) = vj(x¯j) ≥ vj(x) ≥ µ
n−2σ
2
j u(x) ∀ |x− x¯j | ≤ µj. (3.5)
Hence, we have
2
n−2σ
2 u(x¯j) ≥ u(x) ∀ |x− x¯j| ≤ µj. (3.6)
We also have
(2µj)
n−2σ
2 u(x¯j) = vj(x¯j) ≥ vj(xj) =
(
dj
2
)n−2σ
2
u(xj)→∞ as j →∞. (3.7)
Now, define
wj(y) =
1
u(x¯j)
u
(
x¯j +
y
u(x¯j)
2
n−2σ
)
, hj(y) =
1
u(x¯j)
h
(
x¯j +
y
u(x¯j)
2
n−2σ
)
in Ωj,
where
Ωj =
{
y ∈ Rn : x¯j +
y
u(x¯j)
2
n−2σ
∈ B2\Σ
}
.
We extend wj to be 0 outside of Ωj . Then wj satisfies wj(0) = 1 and
wj(y) =
∫
Rn
wj(z)
n+2σ
n−2σ
|y − z|n−2σ
dz + hj(y) for y ∈ Ωj. (3.8)
Moreover, it follows from (3.6) and (3.7) that
‖hj‖C1(BRj )
→ 0, wj(y) ≤ 2
n−2σ
2 in BRj ,
where
Rj := µju(x¯j)
2
n−2σ →∞ as j →∞.
Claim 1: There exists a function w > 0 such that, after passing to a subsequence, wj → w in
Cαloc(R
n) for some α > 0 and w satisfies
w(y) =
∫
Rn
w(z)
n+2σ
n−2σ
|y − z|n−2σ
dz for y ∈ Rn. (3.9)
Since for any R > 0 we have wj(y) ≤ 2
n−2σ
2 in BR for all large j, by the regularity results in
Section 2.1 of [19] there exists w ≥ 0 such that, after passing to a subsequence if necessary,
wj → w in C
α
loc(R
n)
for some α > 0. Clearly w(0) = 1. To prove that w satisfies the integral equation (3.9), we follow
the argument of Proposition 2.9 in [19]. Write (3.8) as
wj(y) =
∫
BR
wj(z)
n+2σ
n−2σ
|y − z|n−2σ
dz + hj(R, y) for y ∈ Ωj,
where
hj(R, y) =
∫
BcR
wj(z)
n+2σ
n−2σ
|y − z|n−2σ
dz + hj(y).
Then, for y ∈ BR/2 we have
hj(R, y) =
∫
BcR
|z|n−2σ
|y − z|n−2σ
wj(z)
n+2σ
n−2σ
|z|n−2σ
dz + hj(y)
≤ C
∫
BcR
wj(z)
n+2σ
n−2σ
|z|n−2σ
dz + ‖hj‖L∞(BR/2)
≤ Cwj(0) + ‖hj‖L∞(BR/2)
for all large j. Similarly, for y ∈ BR/2,
|∇hj(R, y)| ≤ C(R)wj(0) + ‖∇hj‖L∞(BR/2).
From these we get ‖hj(R, ·)‖C1(BR/2) ≤ C(R) for all j large. Thus, after passing to a subse-
quence, hj(R, ·)→ h(R, ·) in C
1/2(BR/2). Therefore,
h(R, y) = w(y) −
∫
BR
w(z)
n+2σ
n−2σ
|y − z|n−2σ
dz (3.10)
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for y ∈ BR/2. Moreover, h(R, y) is nonnegative and non-increasing in R. Notice that when
R >> |y|,
Rn−2σ
(R+ |y|)n−2σ
(hj(R, 0)− hj(0)) ≤ hj(R, y)− hj(y)
≤
Rn−2σ
(R− |y|)n−2σ
(hj(R, 0) − hj(0)).
Let j tend to∞, we get
Rn−2σ
(R + |y|)n−2σ
h(R, 0) ≤ h(R, y) ≤
Rn−2σ
(R− |y|)n−2σ
h(R, 0),
which implies that limR→∞ h(R, y) = limR→∞ h(R, 0) =: c0 ≥ 0. Let R tend to∞ in (3.10),
from Lebesgue’s monotone convergence theorem,
w(y) =
∫
Rn
w(z)
n+2σ
n−2σ
|y − z|n−2σ
dz + c0 for y ∈ R
n.
We claim that c0 = 0. If not, then w(y) ≥ c0 for all y ∈ R
n and thus
1 = w(0) ≥
∫
Rn
c
n+2σ
n−2σ
0
|z|n−2σ
dz =∞.
This is impossible. Claim 1 is proved.
Since w(0) = 1, by the classification results in [27] or [8], we have
w(y) =
(
1 + µ2|y0|
2
1 + µ2|y − y0|2
)n−2σ
2
(3.11)
for some µ > 0 and some y0 ∈ R
n.
On the other hand, we will show that, for every λ > 0,
wλ(y) ≤ w(y) ∀ |y| ≥ λ. (3.12)
By the proof of Theorem 1.1 in [27], (3.12) implies that w ≡ constant. This contradicts to (3.11).
Let us fix λ0 > 0 arbitrarily. Then for all j large, we have 0 < λ0 <
Rj
10 . Denote
Ξj :=
{
y ∈ Rn : x¯j +
y
u(x¯j)
2
n−2σ
∈ B1\Σ
}
⊂ Ωj .
We are going to show that for all sufficiently large j,
(wj)λ0(y) ≤ wj(y) ∀ |y| ≥ λ0, y ∈ Ξj. (3.13)
Then (3.12) follows from (3.13) by sending j →∞.
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It follows from the same arguments as in Lemma 3.1 of [20] that there exists a constant r¯ > 0
depending only on n, σ, C˜ and λ0 such that for all large j with u(x¯j)
− 2
n−2σ < r¯ there holds
(hj)λ(y) ≤ hj(y) ∀ y ∈ Ξj\Bλ, 0 < λ ≤ λ0 +
1
2
. (3.14)
Claim 2: There exists a real number λ1 > 0 independent of (large) j such that for every
0 < λ < λ1, we have
(wj)λ(y) ≤ wj(y) in Ξj\Bλ.
Since wj → w locally uniformly and w is given in (3.11), we have that wj ≥ c0 > 0 onB1 for
all j sufficiently large. On the other hand, from the equation (3.8) and the regularity results in [19]
we know that |∇wj | ≤ C0 < ∞ on B1 for all j sufficiently large. By the proof of Lemma 3.1
in [20] (see (20) there), there exists a r0 > 0 independent of (large) j such that for all 0 < λ ≤ r0
(wj)λ(y) ≤ wj(y), 0 < λ < |y| ≤ r0. (3.15)
Since wj ≥ c0 > 0 on B1 for all j sufficiently large, we also have
wj(y) ≥ c
n+2σ
n−2σ
0
∫
B1
|y − z|2σ−ndz ≥
1
C
(1 + |y|)2σ−n in Ωj
for some constant C > 0. Therefore, we can find a small 0 < λ1 ≤ r0 independent of (large) j
such that for every 0 < λ < λ1
(wj)λ(y) ≤
(
λ1
|y|
)n−2σ
max
Br0
wj ≤ C
(
λ1
|y|
)n−2σ
≤ wj(y) for all y ∈ Ωj\Br0 .
Together with (3.15), Claim 2 is proved.
We define
λ¯j := sup{0 < µ ≤ λ0 | (wj)λ(y) ≤ wj(y), ∀ |y| ≥ λ, y ∈ Ξj, ∀ 0 < λ < µ},
where λ0 is fixed at the beginning. By Claim 2, λ¯j is well defined and λ¯j ≥ λ1 > 0 for all
sufficiently large j.
Claim 3: λ¯j = λ0 for all sufficiently large j.
By (3.2) and (3.3), we have for any λ¯j ≤ λ ≤ λ¯j +
1
2 and y ∈ Ξj\Bλ that
wj(y)− (wj)λ(y)
=
∫
Bcλ
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz + hj(y)− (hj)λ(y)
≥
∫
Ξj\Bλ
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz + J(λ,wj , y),
(3.16)
where we have used (3.14) and
J(λ,wj , y) =
∫
Rn\Ξj
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
=
∫
Ωj\Ξj
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
−
∫
Ωcj
K(0, λ; y, z)(wj )λ(z)
n+2σ
n−2σ dz.
(3.17)
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Let
Σj :=
{
y ∈ Rn : x¯j +
y
u(x¯j)
2
n−2σ
∈ Σ
}
.
Then Ln(Σj) = 0. For any z ∈ R
n\(Ξj ∪ Σj) and λ¯j ≤ λ ≤ λ¯j + 1, we have |z| ≥
1
2u(x¯j)
2
n−2σ
and thus
(wj)λ(z) ≤
(
λ
|z|
)n−2σ
max
Bλ0+1
wj ≤ Cu(x¯j)
−2.
By the equation (1.13), we have
u(x) ≥ 42σ−n
∫
B2
u(y)
n+2σ
n−2σ dy =: c1 > 0 for all x ∈ B2\Σ, (3.18)
and using the definition of wj , we obtain
wj(y) ≥
c1
u(x¯j)
in Ωj\Ξj . (3.19)
Therefore, for large j,
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ ≥
1
2
wj(z)
n+2σ
n−2σ in Ωj\Ξj .
Now, we claim that
J(λ,wj , y) ≥
1
2
(
c1
u(x¯j)
)n+2σ
n−2σ
∫
Ωj\Ξj
K(0, λ; y, z)dz − C
∫
Ωcj
K(0, λ; y, z)
(
λ
|z|
)n+2σ
dz
≥
{
C(|y| − λ)u(x¯j)
−1, if λ ≤ |y| ≤ λ¯j + 1,
Cu(x¯j)
−1, if |y| > λ¯j + 1, y ∈ Ξj,
(3.20)
where C is a positive constant.
Indeed, since K(0, λ; y, z) = 0 for |y| = λ and
y · ∇yK(0, λ; y, z)
∣∣∣
|y|=λ
= (n− 2σ)|y − z|2σ−n−2(|z|2 − |y|2) > 0
for |z| ≥ λ¯j + 2, and using the positivity and smoothness ofK we obtain
δ1
|y − z|n−2σ
(|y| − λ) ≤ K(0, λ; y, z) ≤
δ2
|y − z|n−2σ
(|y| − λ) (3.21)
for λ¯j ≤ λ ≤ |y| ≤ λ¯j + 1, λ¯j + 2 ≤ |z| ≤ M < ∞, where the positive constants δ1 and δ2 are
independent of (large) j. Moreover, ifM is large, then
0 < c2 ≤ y · ∇y(|y − z|
n−2σK(0, λ; y, z)) ≤ C2 <∞
for all |z| ≥ M , λ¯j ≤ λ ≤ |y| ≤ λ¯j + 1. Hence, (3.21) also holds for λ¯j ≤ λ ≤ |y| ≤ λ¯j + 1,
|z| ≥M . On the other hand, by the definition ofK(0, λ; y, z), we can verify that for |y| ≥ λ¯j +1
and |z| ≥ λ¯j + 2,
δ3
|y − z|n−2σ
≤ K(0, λ; y, z) ≤
1
|y − z|n−2σ
(3.22)
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for some δ3 ∈ (0, 1) independent of (large) j.
Denote τj := u(x¯j)
2
n−2σ . Then for all sufficiently large j, λ ≤ |y| ≤ λ¯j + 1 (recall that
λ ≤ λ¯j +
1
2 ) we have
J(λ,wj , y) ≥
1
2
(
c1
u(x¯j)
)n+2σ
n−2σ
∫
Ωj\Ξj
δ1
|y − z|n−2σ
(|y| − λ)dz
− C
∫
Ωcj
δ2
|y − z|n−2σ
(|y| − λ)
(
λ
|z|
)n+2σ
dz
≥ C(|y| − λ)u(x¯j)
−n+2σ
n−2σ
∫
{ 5
4
τj≤|z|≤
7
4
τj}\Σj
1
|y − z|n−2σ
dz
− C(|y| − λ)
∫
{|z|≥ 7
4
τj}∪Σj
1
|y − z|n−2σ
(
1
|z|
)n+2σ
dz
≥ C(|y| − z)u(x¯j)
−1 − C(|y| − z)u(x¯j)
− 2n
n−2σ
≥ C(|y| − z)u(x¯j)
−1,
where we have used Ln(Σj) = 0 for all j and u(x¯j)→∞ as j →∞. Similarly, for |y| ≥ λ¯j + 1
and y ∈ Ξj , we have
J(λ,wj , y) ≥ Cu(x¯j)
−1 − Cu(x¯j)
− 2n
n−2σ ≥ Cu(x¯j)
−1.
Thus, (3.20) is verified.
By (3.16) and (3.20), there exists ε1(j) ∈ (0,
1
2) such that
wj(y)− (wj)λ¯j (y) ≥ J(λ¯j , wj , y) ≥ Cu(x¯j)
−1 ≥
ε1(j)
|y|n−2σ
for all |y| ≥ λ¯j +1, y ∈ Ξj . This, together with the explicit formula of (wj)λ(y), yields that there
exists 0 < ε2(j) < ε1(j) such that for any λ¯j ≤ λ ≤ λ¯j + ε2(j),
wj(y)− (wj)λ(y) ≥
ε1(j)
|y|n−2σ
+
(
(wj)λ¯j (y)− (wj)λ(y)
)
≥
ε1(j)
2|y|n−2σ
∀ |y| ≥ λ¯j + 1, y ∈ Ξj.
(3.23)
For εj ∈ (0, ε2(j)) which we choose below, by (3.16) and (3.20) we have, for λ¯j ≤ λ ≤ λ¯j + εj
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and for λ ≤ |y| ≤ λ¯j + 1,
wj(y)− (wj)λ(y) ≥
∫
λ≤|z|≤λ¯j+1
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
+
∫
λ¯j+2≤|z|≤λ¯j+3
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
≥ −C
∫
λ≤|z|≤λ+εj
K(0, λ; y, z)(|z| − λ)dz
+
∫
λ+εj≤|z|≤λ¯j+1
K(0, λ; y, z)
(
(wj)λ¯j (z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz
+
∫
λ¯j+2≤|z|≤λ¯j+3
K(0, λ; y, z)
(
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ
)
dz,
where we have used
|wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ | ≤ C(|z| − λ)
in the second inequality. By (3.23) there exists δj > 0 such that
wj(z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ ≥ δj for λ¯j + 2 ≤ |z| ≤ λ¯j + 3.
Since ‖wj‖C1(Bλ0+2) ≤ C (independent of j), there exists some constant C > 0 independent of
both ε and j such that for λ¯j ≤ λ ≤ λ¯j + εj ,
|(wj)λ¯j (z)
n+2σ
n−2σ − (wj)λ(z)
n+2σ
n−2σ | ≤ C(λ− λ¯j) ≤ Cεj ∀ λ ≤ |z| ≤ λ¯j + 1.
For any λ ≤ |y| ≤ λ¯j + 1, one can estimate the integrals of the kernel K (or, see [20]):
∫
λ+εj≤|z|≤λ¯j+1
K(0, λ; y, z)dz ≤
∣∣∣∣∣
∫
λ+εj≤|z|≤λ¯j+1
(
1
|y − z|n−2σ
−
1
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
+
∫
λ+εj≤|z|≤λ¯j+1
∣∣∣∣∣
(
λ
|y|
)n−2σ
− 1
∣∣∣∣∣ 1|y0,λ − z|n−2σ dz
≤ C(ε2σ−1j + | ln εj |+ 1)(|y| − λ)
and
∫
λ≤|z|≤λ+εj
K(0, λ; y, z)(|z| − λ)dz ≤
∣∣∣∣∣
∫
λ≤|z|≤λ+εj
(
|z| − λ
|y − z|n−2σ
−
|z| − λ
|y0,λ − z|n−2σ
)
dz
∣∣∣∣∣
+ εj
∫
λ≤|z|≤λ+εj
∣∣∣∣∣
(
λ
|y|
)n−2σ
− 1
∣∣∣∣∣ 1|y0,λ − z|n−2σ dz
≤ C(|y| − λ)ε
2σ/n
j +Cεj(|y| − λ)
≤ C(|y| − λ)ε
2σ/n
j .
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Therefore, using (3.21) we have for λ < |y| ≤ λ¯j + 1 that
wj(y)− (wj)λ(y)
≥ −Cε
2σ/n
j (|y| − λ) + δ1δj(|y| − λ)
∫
λ¯j+2≤|z|≤λ¯j+3
1
|y − z|
dz
≥
(
δ1δjc− Cε
2σ/n
j
)
(|y| − λ) ≥ 0
if εj is sufficiently small. This and (3.23) contradict to the definition of λ¯j if λ¯j < λ0 for suffi-
ciently large j. Thus, we proved the Claim 3.
It follows that (3.12) holds and the proof of Theorem 1.5 is completed. 
Now we combine Theorem 1.5 with the local integral representation in Theorem 2.4 to give
the proof of Theorem 1.1.
Proof of Theorem 1.1. Let u ∈ C2m(B2\Λ) be a positive solution of (1.4) satisfying (1.5). By
Theorem 2.4 there exists 0 < τ < 1/4 independent of Λ such that for any x0 ∈ Λ, we have (up to
the constant cn,m)
u(x) =
∫
Bτ (x0)
u(y)
n+2m
n−2m
|x− y|n−2m
dy + h1(x) for x ∈ Bτ (x0)\Λ, (3.24)
where h1(x) is a positive smooth function in Bτ (x0). For any x0 ∈ Λ, define
v(x) =
(τ
2
)n−2m
2
u
(τ
2
x+ x0
)
, h(x) =
(τ
2
)n−2m
2
h1
(τ
2
x+ x0
)
in B2\Σ,
where
Σ :=
{
x ∈ Rn :
τ
2
x+ x0 ∈ Λ
}
.
Note that, in general, Σ intersects the boundary ∂B2. Then v ∈ L
n+2m
n−2m (B2) ∩ C(B2\Σ) and
v satisfies (1.13) with σ = m in B2\Σ, and h ∈ C
1(B2) is a positive smooth function. Using
Theorem 1.5 for v, we know that there exists a constant C > 0 such that
v(x) ≤ C[dist(x,Σ)]−
n−2m
2 for all x ∈ B1\Σ.
Rescaling back to u, we have
u(x) ≤ C[dist(x,Λ)]−
n−2m
2 for all x ∈ Bτ (x0)\Λ.
Since Λ is a compact set, the desired estimate (1.6) follows by a finite covering argument. 
4 Asymptotic symmetry for local singular solutions
In this section, we first show the asymptotic symmetry of local singular solutions for the integral
equation (1.13) in Theorem 1.6, and then show the same thing for the differential equation (1.4)
stated in Theorem 1.2 by combining Theorem 1.6 with the integral representation in Theorem 2.4.
We still use the notations introduced at the beginning of Section 3.
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Proof of Theorem 1.6. Without loss of generality, we may assume 0 ∈ Σ. We will show that there
exists a small ε > 0 such that for every x ∈ B1/4\Σ,
ux,λ(y) ≤ u(y) for all y ∈ B3/2\(Bλ(x) ∪ Σ), 0 < λ < dist(x,Σ) ≤ ε. (4.1)
First of all, by Lemma 3.1 in [20], there exists a positive constant 0 < r0 <
1
2 depending only
on n, σ and ‖∇ lnh‖L∞(B3/2) such that for every x ∈ B1 and 0 < λ ≤ r0 there holds
hx,λ(y) ≤ h(y) ∀ |y − x| ≥ λ, y ∈ B3/2. (4.2)
Moreover, from the proof of Lemma 3.1 in [20] (see (20) there) we know that, for every x ∈
B1/4\Σ there exists 0 < rx < dist(x,Σ) such that for all 0 < λ ≤ rx,
ux,λ(y) ≤ u(y), 0 < λ < |y − x| ≤ rx. (4.3)
By the equation (1.13), we have
u(x) ≥ 42σ−n
∫
B2
u(y)
n+2σ
n−2σ dy =: c1 > 0 for all x ∈ B2\Σ, (4.4)
and thus, we can find 0 < λ1 ≪ rx such that for all 0 < λ ≤ λ1,
ux,λ(y) ≤ u(y), y ∈ B3/2\(Brx(x) ∪ Σ). (4.5)
Combining (4.3) with (4.5), we obtain that for every 0 < λ ≤ λ1,
ux,λ(y) ≤ u(y), y ∈ B3/2\(Bλ(x) ∪Σ). (4.6)
Therefore,
λ¯(x) := sup{0 < µ < dist(x,Σ) | ux,λ(y) ≤ u(y),∀ y ∈ B3/2\(Bλ(x) ∪ Σ),
∀ 0 < λ < µ}
is well defined for any x ∈ B1/4\Σ and is positive.
Next we show that there exists a small ε > 0 such that λ¯(x) = dist(x,Σ) for all x ∈ B1/4 and
0 < dist(x,Σ) ≤ ε. For brevity, we denote λ¯ = λ¯(x) in the below.
For any x ∈ B1/4 and λ¯ ≤ λ < dist(x,Σ) ≤ r0, by (4.2), (3.2) and (3.3) we have for y ∈ B3/2
that
u(y)− ux,λ(y) ≥
∫
B1\Bλ(x)
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz + J(λ, u, y),
where
J(λ, u, y) =
∫
B2\B1
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz
−
∫
Bc2
K(x, λ; y, z)ux,λ(z)
n+2σ
n−2σ dz.
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For y ∈ Bc1, x ∈ B1/4 and λ¯ ≤ λ < dist(x,Σ) <
1
10 , we have∣∣∣∣x+ λ2(y − x)|y − x|2 − x
∣∣∣∣ ≤ 43λ2 < 12dist(x,Σ)
and ∣∣∣∣x+ λ2(y − x)|y − x|2
∣∣∣∣ ≤ 12dist(x,Σ) + |x| < 1.
Hence
dist
(
x+
λ2(y − x)
|y − x|2
,Σ
)
≤
∣∣∣∣x+ λ2(y − x)|y − x|2 − x
∣∣∣∣+ dist(x,Σ) ≤ 32dist(x,Σ)
and
dist
(
x+
λ2(y − x)
|y − x|2
,Σ
)
≥ dist(x,Σ)−
∣∣∣∣x+ λ2(y − x)|y − x|2 − x
∣∣∣∣ ≥ 12dist(x,Σ).
It follows from Theorem 1.5 that
u
(
x+
λ2(y − x)
|y − x|2
)
≤ Cdist(x,Σ)−
n−2σ
2 .
Thus, for all y ∈ Bc1,
ux,λ(y) =
(
λ
|y − x|
)n−2σ
u
(
x+
λ2(y − x)
|y − x|2
)
≤ Cλn−2σdist(x,Σ)−
n−2σ
2 ≤ Cdist(x,Σ)
n−2σ
2 ≤ Cε
n−2σ
2
(4.7)
for any x ∈ B1/4 and λ¯ ≤ λ < dist(x,Σ) < ε <
1
10 . By (4.4) we obtain that for any x ∈ B1/4,
ux,λ(y) ≤ Cε
n−2σ
2 ≤
c1
2
< u(y) ∀ y ∈ B2\(B1 ∪ Σ), ∀ λ¯ ≤ λ < dist(x,Σ) ≤ ε (4.8)
if ε is sufficiently small.
For y ∈ B1\(Bλ(x) ∪ Σ), x ∈ B1/4 and λ¯ ≤ λ < dist(x,Σ) < ε, by (4.4) and (4.7), using
the similar arguments as in proving (3.20) and noticing that Ln(Σ) = 0, we have
J(λ, u, y) ≥
∫
B2\B1
K(x, λ; y, z)
(
c
n+2σ
n−2σ
1 − Cε
n+2σ
2
)
dz
− C
∫
Bc2
K(x, λ; y, z)
(
1
|z − x|
)n+2σ
[dist(x,Σ)]
n+2σ
2 dz
≥
1
2
c
n+2σ
n−2σ
1
∫
B2\B1
K(x, λ; y, z)dz − Cε
n+2σ
2
∫
Bc2
K(x, λ; y, z)
1
|z − x|n+2σ
dz
≥
1
2
c
n+2σ
n−2σ
1
∫
B7/4\B5/4
K(0, λ; y − x, z)dz
− Cε
n+2σ
2
∫
Bc
7/4
K(0, λ; y − x, z)
1
|z|n+2σ
dz
≥ C2(|y − x| − λ),
(4.9)
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if we let ε be sufficiently small, where C2 is a positive constant independent of x. If λ¯ <
dist(x,Σ) ≤ ε for some x ∈ B1/4, using (4.8) and (4.9) with the integral estimates techniques as
in the proof of Theorem 1.5, the moving sphere procedure may continue beyond λ¯ where we get a
contradiction. Thus, we obtain λ¯(x) = dist(x,Σ) for x ∈ B1/4 and 0 < dist(x,Σ) ≤ ε, where ε
is sufficiently small. Therefore, (4.1) is proved.
Let r > 0 small (less that ε2), x1, x2 ∈ Π
−1
r (z) with z ∈ B1/8 ∩Σ be such that
u(x1) = max
Π−1r (z)
u(x), u(x2) = min
Π−1r (z)
u(x).
Let e1 = x1 − z, e2 = x2 − z, x3 = x1 +
ε(e1−e2)
4|e1−2|
. Then e1, e2 ∈ (TzΣ)
⊥ and thus, e2 − e1 ∈
(TzΣ)
⊥. Let λ =
√
ε
4(|e1 − e2|+
ε
4). It is easy to check that 0 < λ < |x3−z| = dist(x3,Σ) < ε
and |x3| < 1/4. From (4.1) we obtain
ux3,λ(x2) ≤ u(x2).
On the other hand, the definition of ux3,λ gives
ux3,λ(x2) =
(
λ
|e1 − e2|+ ε/4
)n−2σ
u(x1)
=
(
1
4|e1 − e2|/ε+ 1
)n−2σ
2
u(x1)
≥
(
1
8r/ε+ 1
)n−2σ
2
u(x1).
Thus,
max
Π−1r (z)
u(x) ≤ (8r/ε + 1)
n−2σ
2 min
Π−1r (z)
u(x).
This implies that
u(x) = u(x′)(1 +O(r)) for all x, x′ ∈ Π−1r (z) as r→ 0,
where O(r) is uniform for z ∈ B1/8 ∩ Σ. The proof of Theorem 1.6 is completed. 
Proof of Theorem 1.2. The proof is very similar to that of Theorem 1.1. Using Theorems 1.6 and
2.4, by a rescaling argument and a covering argument, there exists a small real number ε > 0 such
that
max
Π−1r (z)
u(x) ≤ (8r/ε+ 1)
n−2σ
2 min
Π−1r (z)
u(x)
for all z ∈ Λ and small r > 0. Thus, we have
u(x) = u(x′)(1 +O(r)) for all x, x′ ∈ Π−1r (z) as r→ 0,
where O(r) is uniform for z ∈ Λ. Theorem 1.2 is proved. 
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5 Symmetry for global singular solutions
In this section, we prove Theorem 1.7 and then Theorem 1.3 follows immediately by using Theo-
rem 2.8. Finally, we also give the proof of Corollary 1.4.
Proof of Theorem 1.7. Without loss of generality, we assume that
lim sup
x∈Rn\Rk
x→0
u(x) =∞, (5.1)
where Rk is a k-dimensional subspace of Rn with 0 ≤ k ≤ n− 1. Denote Rn−k = (Rk)⊥ as the
orthogonal complement of Rk.
Claim 1. For every x ∈ Rn−k\{0}, there exists a real number λ2 ∈ (0, |x|) such that for any
0 < λ < λ2, we have
ux,λ(y) ≤ u(y) ∀ |y − x| ≥ λ, y ∈ R
n\Rk. (5.2)
The proof of Claim 1 consists of two steps.
Step 1. We show that there exists 0 < λ1 < |x| such that for any 0 < λ < λ1,
ux,λ(y) ≤ u(y) ∀ 0 < λ ≤ |y − x| ≤ λ1. (5.3)
By Theorem 2.5 in [19], we know that u ∈ C1(Rn\Rk). Suppose
|∇ lnu| ≤ C1 in B|x|/2(x)
for some constant C1 > 0. Then we have
d
dr
(r
n−2σ
2 u(x+ rθ)) = r
n−2σ
2
−1u(x+ rθ)
(
n− 2σ
2
− r
∇u · θ
u
)
≥ r
n−2σ
2
−1u(x+ rθ)
(
n− 2σ
2
− C1r
)
> 0
(5.4)
for all 0 < r < λ1 := min{
n−2σ
2C1
, |x|2 } and θ ∈ S
n−1. For any y ∈ Bλ1(x), 0 < λ < |y−x| ≤ λ1,
let θ = y−x|y−x| , r1 = |y − x| and r2 =
λ2r1
|y−x|2 . Using (5.4) we have
r
n−2σ
2
2 u(x+ r2θ) < r
n−2σ
2
1 u(x+ r1θ).
That is,
ux,λ(y) ≤ u(y), 0 < λ ≤ |y − x| ≤ λ1.
Step 2. We show that there exists 0 < λ2 < λ1 < |x| such that (5.2) holds for all 0 < λ < λ2.
By Fatou lemma,
lim inf
x∈Rn\Rk
|x|→∞
|x|n−2σu(x) = lim inf
x∈Rn\Rk
|x|→∞
∫
Rn
|x|n−2σu(y)
n−2σ
n−2σ
|x− y|n−2σ
dy ≥
∫
Rn
u(y)
n−2σ
n−2σ dy > 0.
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Consequently, there exist two constants c1, R1 > 0 such that
u(y) ≥
c1
|y|n−2σ
for all |y| ≥ R1 and y ∈ R
n\Rk. (5.5)
On the other hand, if y ∈ BR1\R
k, then by the equation (1.16) and the positivity of u, we obtain
u(y) ≥
∫
BR1
u(z)
n−2σ
n−2σ
|y − z|n−2σ
dz ≥ (2R1)
2σ−n
∫
BR1
u(z)
n−2σ
n−2σ dz > 0.
This, together with (5.5), implies that there exists C > 0 such that
u(y) ≥
C
|y − x|n−2σ
∀ |y − x| ≥ λ1, y ∈ R
n\Rk.
Thus, for sufficiently small λ2 ∈ (0, λ1) and for any 0 < λ < λ2,
ux,λ(y) =
(
λ
|y − x|
)n−2σ
u
(
x+
λ2(y − x)
|y − x|2
)
≤
(
λ2
|y − x|
)n−2σ
sup
Bλ1 (x)
≤ u(y), ∀ |y − x| ≥ λ1, y ∈ R
n\Rk.
Estimate (5.2) follows from (5.3) and the above. Claim 1 is proved.
Now, we can define
λ¯(x) := sup{0 < µ ≤ |x| | ux,λ(y) ≤ u(y), ∀ |y − x| ≥ λ, y ∈ R
n\Rk,
∀ 0 < λ < µ}.
By Claim 1, λ¯(x) is well defined and λ¯(x) > 0.
Claim 2. λ¯(x) = |x| for all x ∈ Rn−k\{0}.
Suppose λ¯(x) < |x| for some x ∈ Rn−k\{0}. For brevity, we will denote λ¯ = λ¯(x) in the
below. By the definition of λ¯,
ux,λ¯(y) ≤ u(y) for all |y − x| ≥ λ¯, y ∈ R
n\Rk. (5.6)
Because of (5.1), we know that ux,λ¯(y) 6≡ u(y). For any λ¯ ≤ λ < |x|, y ∈ R
n\Rk with
|y − x| ≥ λ, by (3.2) and (3.3), we have
u(y)− ux,λ(y) =
∫
|z−x|≥λ
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz.
It follows from the positivity of the kernel K and Ln(Rk) = 0 that
ux,λ¯(y) < u(y) for all |y − x| ≥ λ¯, y ∈ R
n\Rk.
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Using Fatou lemma again,
lim inf
y∈Rn\Rk
|y|→∞
|y − x|n−2σ(u− ux,λ¯)(y)
= lim inf
y∈Rn\Rk
|y|→∞
∫
|z−x|≥λ¯
|y − x|n−2σK(x, λ¯; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ¯(z)
n+2σ
n−2σ
)
dz
≥
∫
|z−x|≥λ¯
[
1−
(
λ¯
|z − x|
)n−2σ](
u(z)
n+2σ
n−2σ − ux,λ¯(z)
n+2σ
n−2σ
)
dz > 0.
Consequently, there exist two constants c2, R2 > 0 such that
(u− ux,λ¯)(y) ≥
c2
|y − x|n−2σ
for all |y − x| ≥ R2, y ∈ R
n\Rk, (5.7)
and for λ¯+ 1 ≤ |y − x| ≤ R2, y ∈ R
n\Rk, by (3.22) we have
u(y)− ux,λ¯(y) =
∫
|z−x|≥λ¯
K(x, λ¯; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ¯(z)
n+2σ
n−2σ
)
dz
≥
∫
λ¯+2≤|z−x|≤λ¯+8
δ3
|y − z|n−2σ
(
u(z)
n+2σ
n−2σ − ux,λ¯(z)
n+2σ
n−2σ
)
dz
≥ C2
∫
λ¯+2≤|z−x|≤λ¯+8
(
u(z)
n+2σ
n−2σ − ux,λ¯(z)
n+2σ
n−2σ
)
dz > 0
for some C2 > 0. Combining this with (5.7), we obtain that there exists ε1 ∈ (0, 1) such that
(u− ux,λ¯)(y) ≥
ε1
|y − x|n−2σ
for all |y − x| ≥ λ¯+ 1, y ∈ Rn\Rk. (5.8)
By (5.8) and the explicit formula of ux,λ, there exists 0 < ε2 < ε1 such that for all λ¯ ≤ λ ≤
λ¯+ ε2 < |x|,
(u− ux,λ)(y) ≥
ε1
|y − x|n−2σ
+ (ux,λ¯ − ux,λ)(y)
≥
ε1
2|y − x|n−2σ
∀ |y − x| ≥ λ¯+ 1, y ∈ Rn\Rk.
(5.9)
For ε ∈ (0, ε2) which we choose below, we have, for λ¯ ≤ λ ≤ λ¯ + ε and for y ∈ R
n\Rk with
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λ ≤ |y − x| ≤ λ¯+ 1,
u(y)− ux,λ(y) =
∫
|z−x|≥λ
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz
≥
∫
λ≤|z−x|≤λ¯+1
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz
+
∫
λ¯+2≤|z−x|≤λ¯+3
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz
≥ −C
∫
λ≤|z−x|≤λ¯+ε
K(x, λ; y, z)(|z − x| − λ)dz
+
∫
λ+ε<|z−x|≤λ¯+1
K(x, λ; y, z)
(
ux,λ¯(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz
+
∫
λ¯+2≤|z−x|≤λ¯+3
K(x, λ; y, z)
(
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ
)
dz,
where in the second inequality we have used
|u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ | ≤ C(|z − x| − λ).
Because of (5.9), there exists δ > 0 such that for all λ¯ ≤ λ ≤ λ¯+ ε, we have
u(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ > δ ∀ λ¯+ 2 ≤ |z − x| ≤ λ¯+ 3, z ∈ Rn\Rk.
It is also easy to see that there exists C > 0 independent of ε such that for all λ¯ ≤ λ ≤ λ¯+ ε,
|ux,λ¯(z)
n+2σ
n−2σ − ux,λ(z)
n+2σ
n−2σ | ≤ C(λ− λ¯) ≤ Cε ∀ λ¯ ≤ λ ≤ |z − x| ≤ λ¯+ 1.
Now, by a very similar estimate for the kernel K as in the proof of Theorem 1.5, we can obtain
that, for λ¯ ≤ λ ≤ λ¯+ ε and for y ∈ Rn\Rk with λ ≤ |y − x| ≤ λ¯+ 1,
u(y)− ux,λ(y) ≥ (δ1δ2c− Cε
2σ
n )(|y − x| − λ) ≥ 0
if ε > 0 is sufficiently small. This and (5.9) contradict the definition of λ¯. The proof of Claim 2 is
completed. Thus, we have shown that for every x ∈ Rn−k\{0},
ux,λ(y) ≤ u(y) ∀ |y − x| ≥ λ, y ∈ R
n\Rk, ∀ 0 < λ < |x|. (5.10)
For any unit vector e ∈ Rn−k, for any a > 0, for any ξ = (y, z) ∈ Rn with y ∈ Rk and
z ∈ Rn−k satisfying (z − ae) · e < 0, and for any R > a, we have, by (5.10) with x = Re and
λ = R− a,
u(y, z) ≥ ux,λ(y, z) =
(
λ
|ξ − x|
)n−2σ
u
(
x+
λ2(ξ − x)
|ξ − x|2
)
.
Sending R to infinity in the above, we obtain
u(y, z) ≥ u(y, z − 2(z · e− a)e). (5.11)
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Since z ∈ Rn−k and a > 0 are arbitrary, (5.11) gives the radial symmetry of u in the Rn−k-
variables.
In particular, if k = 0, then u is radially symmetric about the origin. Moreover, (5.11) also
gives
u(z) = u(z1, z2, . . . , zn) ≥ ua(z) := u(2a− z1, z2, . . . , zn) ∀ z1 ≤ a, a > 0.
This implies that u is also monotonically decreasing about the origin. Theorem 1.7 is established.

Proof of Theorem 1.3. It follows from Theorem 2.8 and Theorem 1.7. 
Finally, we give the proof of Corollary 1.4.
Proof of Corollary 1.4. The proof is just a combination of Theorem 2.8, Theorem 1.7, Theorem 5
of [9] and Theorem 1.1 of [20]. For the reader’s convenience, we include the details. By Theorems
2.8 and 1.7, we know that u is radially symmetric and monotonically decreasing about the origin
and satisfies
u(x) = cn,m
∫
Rn
u(y)
n+2m
n−2m
|x− y|n−2m
dy for x ∈ Rn\{0}. (5.12)
Hence, for any r > 0 and θ ∈ Sn−1, we have
u(rθ) ≥ cn,m
∫
Br(0)
u(y)
n+2m
n−2m
|rθ − y|n−2m
dy
≥ cn,mu(r)
n+2m
n−2m
∫ r
0
(∫
∂B1(0)
1
|rθ − sω|n−2m
dω
)
sn−1ds
= cn,mr
2mu(r)
n+2m
n−2m
∫ 1
0
(∫
∂B1(0)
1
|θ − tω|n−2m
dω
)
tn−1dt
= C1r
2mu(r)
n+2m
n−2m
for some uniform constant C1 > 0. It follows that
u(r) ≤ C1r
−n−2m
2 for all r > 0.
This proves the upper bound in (1.11). On the other hand, by (5.12) we have for any s =
1, . . . ,m− 1 that
(−∆)su(x) = c(n,m, s)
∫
Rn
u(y)
n+2m
n−2m
|x− y|n−2m+2s
dy ≥ 0 in Rn\{0}. (5.13)
Since 0 is a non-removable singularity, using Theorem 1.1 of [20] we know there exists C2 =
C2(n,m, u) > 0 such that
u(x) ≥ C2|x|
−n−2m
2 for x ∈ Rn\{0}.
This completes the proof of Corollary 1.4. 
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