Abstract. We extend the scale-dependent Gaussian Streaming Model (GSM) to produce analytical predictions for the anisotropic redshift-space correlation function for biased tracers in modified gravity models.
Introduction
Based on the widely considered standard Λ-Cold Dark Matter (ΛCDM) cosmological model, a broad set of cosmological observations can be successfully explained [1] [2] [3] [4] [5] [6] [7] , provided that two components are added to the cosmic energy budget in addition to those in the Standard Model of particle physics. The first of these two "dark" components, cold dark matter, interacts merely gravitationally and plays a vital role in the formation of the inhomogeneous LargeScale Structure (LSS) of the universe, through the process of gravitational instability. The latter, the cosmological constant Λ, serves to drive the expansion of the universe to accelerate, as first observed two decades ago [8, 9] .
The mismatch between the theoretically predicted value for Λ, from high energy physics, and the observationally determined values, the cosmological constant problem [10] , has cast doubt on the foundations of the concordance cosmology. As a consequence, a plethora of theoretical alternatives has been proposed, with the most common one being a minimallycoupled "dark energy" field with negative pressure that evolves over time, but suffers from equally undesirable fine-tuning problems.
Another theoretical avenue towards the explanation of cosmic acceleration, lies in the fact that the above picture assumes a gravitational evolution governed by General Relativity (GR) and entertains the possibility that the observed acceleration is a manifestation of a change in the behavior of gravity at large scales, rather than a new energy component; these are the Modified Gravity (MG) proposals [11] [12] [13] . GR is a very successful, well-tested theory [14] , however, which poses strict restrictions on the magnitude of possible deviations introduced by the non-minimally coupled MG fields. The LIGO/Virgo collaboration has recently observed gravitational waves and electromagnetic counterparts arriving from the same source, almost simultaneously [15] [16] [17] [18] [19] , which has imposed additional limitations [20] [21] [22] [23] [24] [25] on all the possible ways through which MG fields can be combined into a Lagrangian that generates second order equations of motion, the Horndeski Lagrangian [26, 27] .
Subject to these tight restrictions, interesting MG candidates typically employ a restoring, "screening" mechanism [28, 29] , that weakens the magnitude of the deviations in the high-density regime, through self-interaction terms and guarantees their phenomenological viability. The best-studied classes of screening, are arguably the Vainshtein mechanism [30, 31] and the "chameleons" [32, 33] . In the former type, the self-interactions grow large in the highdensity regions, effectively weakening the fifth-force couplings to matter, causing deviations to be highly suppressed away from a source. In the latter class, the chameleons, screening is achieved thanks to a heavy Yukawa suppression of the fifth-force mediated by the scalar fields, which grow very massive in regions of high gravitational potential. Unfortunately, a "no-go" theorem prevents chameleons from self-accelerating [34] , but their very interesting phenomenology renders them perfect candidates to explore cosmological tests of gravity [35] and so we consider them as well in this work. Other types of screening, that we don't consider in this paper, are the symmetrons [36, 37] , which are phenomenologically similar to the chameleons, or the K-Mouflage fields [31, 38] .
We are currently in an era of "precision" cosmology that will continue to be refined with a plethora of upcoming photometric and spectroscopic surveys like e.g. DESI [39] , the LSST [40], WFIRST [5] and Euclid [41] . The LSS of the universe will be mapped out with unparalleled accuracy, allowing the prospect to place tight constraints on the various models of cosmic acceleration. Given, in particular, that the observed lumpy pattern of galaxies has emerged from the primordial density field, under the influence of non-linear gravitational evolution and is thus sensitive to the properties of the underlying gravitational law, the opportunity to test the MG models with modern cosmological surveys is unique [42] . Maximizing the scientific return of such endeavors is a great challenge for the community that manifests itself in both the theoretical and experimental demands.
In the hierarchical picture of structure formation, the tiny perturbations in the primordial dark matter density field grow, under the influence of non-linear gravitational collapse, partly opposed by cosmic expansion, to give rise to the rich cosmic pattern observed today. On the large, linear scales and when GR is assumed, dark matter over-densities evolve as a simple function of time, for all scales, whereas on smaller, non-linear scales, computationally expensive N-body simulations are inevitable. This picture is further complicated by the fact that the galaxies observed by surveys of the LSS, do not perfectly trace the underlying dark matter density field, but are biased tracers of it [43] and, are observed in redshift space [44, 45] , which introduces redshift-space distortions (RSD) to the observed clustering statistics. In the case of MG models, another layer of complexity is added -one needs to account for the presence of the additional degree of freedom that enhances structure formation and interferes with the evolution of dark matter and biased tracers in a non-linear manner. In the intermediate, quasi-linear scales, higher order Perturbation Theory (PT) [46, 47] approaches or hybrid methods [48, 49] , integrating both analytic and numerical simulation approaches, are of great benefit. RSD effects are induced by the peculiar velocity field of galaxies about the Hubble flow, which breaks the isotropy of the two-point correlation function of galaxies detected through spectroscopic means. At large scales, RSD lead to an enhancement of the amplitude of the correlation function, the "Kaiser boost" [44] , that can be modeled analytically, while on the opposite end, the non-linear regime, the Fingers-Of-God (FOG) effect suppresses the correlation function, an effect that is frequently captured through phenomenological "streaming" models [50, 51] . In [52] , the Gaussian Streaming Model (GSM) was introduced, to model the RSD correlation function in the quasi-linear scales. It used a non-perturbative resummation of the linear treatment by [53] that convolves the real-space correlation function of biased tracers with a Gaussian pairwise velocity distribution function [54] . The accuracy of the original approach, that used Eulerian Standard PT (SPT) to model the velocity moments, was further improved in [55] , using the Lagrangian Perturbation Theory (LPT) approach to structure formation [56] [57] [58] [59] [60] [61] [62] [63] [64] with a resummation scheme called Convolution LPT (CLPT) [63] in which the effects of the bulk flows are not expanded in perturbative order. Further advancements included adding higher order velocity moments [65, 66] or small-scale physics effects through corrections from Effective Field Theory (EFT) [67, 68] .
While halo bias and RSD have been studied in tandem for modified gravity in the context of N-body simulations, for example [69] [70] [71] , they have only been studied separately, to date, for perturbative approaches to the clustering statistics [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] . In [81, 83] , CLPT was extended to predict the two-point statistics for biased tracers in MG, based on the LPT framework for MG developed in [84] and also an analytical model for the prediction of the Lagrangian bias factors in MG [83] , extending the Peak-Background Split formalism (PBS) [43, [85] [86] [87] . Applied on the f(R) Hu-Sawicki [88] and the nDGP [89] models, it was shown to perform very well against results obtained by N-body simulations across a wide variety of screening levels and cosmological redshifts. In the work of [78] , the GSM model was employed to model the RSD correlation function in MG models, shown to work very well against data obtained by N-body simulations, but only quantified in the context of pure dark matter considerations and with a local linear bias. Furthermore, [78] used RegPT and also the SPT scheme previously used by [52] , for the perturbative representations of the GSM ingredients, but not LPT, which was used in the GSM implementation by [55] and will be the focus of this work.
Building upon our previous work [81, 83] , in this paper we move forward to expand the scale-dependent GSM, in particular as presented in [55, 68] , so as to make analytical predictions for the anisotropic redshift-space correlation function for biased tracers in MG theories. The underlying density field is evolved using the LPT for scalar-tensor theories presented in [84] , while the effect of bias is captured through a local Lagrangian bias, up to second order, with the corresponding bias values predicted by the ST model for MG that was presented, and found to work well, in [83] . We apply this framework on two widely-considered MG models, the chameleon f(R) Hu-Sawicki [88] and the Vainshtein-screened nDGP [89] braneworld model and compare our results against state-of-the-art N-body simulations. We first make sure that our CLPT predictions for the remaining GSM ingredients, the pairwise velocity and the scale-dependent velocity dispersion, match the simulations sufficiently well, as already done for the real-space 2-point correlation function in [83] , before proceeding to crosscheck the predictions for the monopole and the quadrupole of the RSD 2-point correlation function against the corresponding ones from the simulations. This last step is crucial for confirming the robustness of our analytical predictions, as well as the level of their accuracy, as we enter the era of precision cosmology. Our analytical approach is the first one, to the best of our knowledge, that captures both the effects of halo bias and RSD in the context of MG.
Our paper is structured as follows: in Sec. 2 we introduce the MG scenarios on which we focus and also introduce the N-body simulations used to cross-validate our analytical results. In Sec. 3 we show how the GSM is implemented in scenarios in which gravity deviates from GR. Then, in Sec. 4, we discuss the accuracy of our results through the comparison against the N-body simulations, before concluding in Sec. 5 . The details of the various derivations are laid out in Appendices A and B.
Modified Gravity Scenarios and Simulation Tools
In this section, we briefly introduce the MG models we consider and also present the N-body simulations we used to cross-check our model's validity.
Modified Gravity Scenarios
One of the oldest ways to depart from GR in the literature, proposes adding a function of the Ricci scalar to the standard form of the Einstein-Hilbert action. In particular, if R is the Ricci scalar, these models, the "f(R)" class of theories [90] , are described by an action S of the form:
where in the above expression, modifications to gravity manifest themselves through the nonlinear function f (R). In (2.1) we use L m for the matter sector Lagrangian and G for the gravitational constant. The renewed interest in modifications of this type, is motivated by the possibility that such models can be responsible for the observed accelerated expansion of the universe [91] . In what is probably the best-studied candidate of this class, the f (R) Hu-Sawicki model [88] , the modifying function is of the form:
with m = H 0 √ Ω m0 , H 0 being the Hubble constant, Ω m0 the fractional matter density evaluated today and c 1 , c 2 and n the free parameters of the model. The number of free parameters is further reduced by imposing a background expansion that matches the ΛCDM one in the high curvature limit (R m 2 ), which gives:
where we defined the scalaron,
dR , that is evaluated today in equation (2.3) . Thanks to this expression, this model is usually parametrized with |f R 0 | and n. Its popularity lies in the fact that it realizes the interesting phenomenology of the chameleon screening mechanism [32, 33] , as can be shown through a conformal transformation [92] . As |f R 0 | → 0 and/or n → ∞, the deviations are suppressed and GR is recovered. In our analysis, we always fix n = 1 and consider three variations of |f R 0 | = {10 −6 , 10 −5 , 10 −4 }, that will be referred to from now on as F6, F5 and F4, respectively.
In the case of Vainshtein screening, there is a characteristic scale away from a massive source, the Vainshtein radius, beyond which fifth forces are strongly suppressed, due to the existence of large second derivatives of the gravitational potential. A MG model that exhibits this behavior is the Dvali-Gabadadze-Porrati (DGP) model [89] , in which spacetime is actually 5-dimensional (5D), with an action of the form:
where by R 5 and g 5 we label the 5D equivalent versions of the Ricci scalar and the metric determinant. Gravity does become 4-dimensional, however, below a characteristic scale r c and the usual 4D spacetime corresponds to a brane, on which the Standard Model fields are confined. The DGP model contains a self-accelerating branch (sDGP), which unfortunately has been shown to exhibit undesirable "ghosts" that make it unstable [93] . For this reason, we consider the "normal" branch instead, called the nDGP, that is assumed to co-exist with a dark energy component, so that a ΛCDM homogeneous evolution is matched. We study two instances of the nDGP model, those with n ≡ H 0 r c = 1 and n = 5, that we label and, from now on call, N1 and N5, correspondingly.
N-body Simulations
In this section, we briefly introduce the N-body simulations we will use to assess the performance of our analytical model, which is a crucial step for our analysis. The first set of simulations, that we will refer to from now on as Group I simulations, are the Extended LEnsing PHysics using ANalaytic ray Tracing (ELEPHANT) simulations [94] , that were performed with two modified versions of the GR code (RAMSES): the ECOSMOG module [95, 96] produced snapshots for the F6, F5 and F4 cases at a cosmological redshift of z = 0.5, while ECOSMOG-V [97] [98] [99] was used to produce the nDGP N1 and N5 realizations, also at z = 0.5. 1024 3 dark matter particles were evolved, in a simulation box with a side L box = 1024M pc/h and a cosmology specified by the following parameters:
So as to reduce the effects of cosmic variance, each model is run using 5 different random realizations. Finally, the dark matter halos in each snapshot are identified through the ROCKSTAR halo finder [100] . The second group of simulations available, that we will call Group II, come from the MG lightcone simulation project [101] , that employed the MG code MG-GADGET [102] , to simulate GR and F5 cosmologies at a variety of redshifts; in our work we focus on the z = 1 snapshot. Using 2048 3 dark matter particles in a cubic box with side L box = 1536M pc/h, they are the largest-volume MG simulations performed up-to-date, which allows us to explore our GSM predictions at the Baryon Acoustic Oscillation (BAO) scales [1] . The ΛCDM cosmology in these simulations is given by: The halo catalogues are produced making use of the SUBFIND code [103] and each model is simulated for only one random seed.
Finally, to compute the real-space two-point correlation function, the RSD anisotropic correlation function and also the velocity information from the simulations, we utilize the publicly available code CUTE [104] , using 30 linearly space bins in the range 0 − 140 Mpc/h, both in the real and in the redshift space. For the Group I simulations, all error bars are calculated as the standard deviations over the 5 available realizations, whereas in the Group II case, where only 1 realization is available, we use the Jackknife method, splitting the simulation box into 64 sub-volumes.
As was also done in [83] , for the Group I simulations, we analyze a z = 0.5 snapshot of halos in the mass range (2 − 3.5) × 10 12 M /h, for all models, using only the main halos identified by ROCKSTAR. For the Group II simulations, on the other hand, we focus our predictions on a redshift of z = 1, considering halos in three separate mass bins: a lower mass bin of 9 × 10 11 − 2 × 10 12 M /h, an intermediate bin of 5 × 10 12 − 1 × 10 13 M /h and a higher mass bin, 1.1 × 10 13 − 9 × 10 13 M /h.
Redshift-Space Correlation Function For Biased Tracers In Modified Gravity
In this section, we present our analytical framework for the redshift-space correlation function of biased tracers in modified gravity cosmologies. Before the topic of RSD is addressed, we briefly summarize the LPT framework for structure formation in MG cosmologies, as well as the analytical treatment of Lagrangian bias for dark matter halos in such scenarios.
Lagrangian Perturbation Theory For Dark Matter In Modified Gravity
In the Lagrangian Perturbation Theory framework [56] [57] [58] [59] [60] [61] [62] [63] [64] , the time-dependent growth of dark matter overdensities is traced in a coordinate system that is comoving with matter particles, as they move along their fluid trajectories. In particular, the fundamental element of LPT is a displacement, vector, field Ψ, which in each moment of interest t, maps a particle from an initial "Lagrangian" position q to its final, Eulerian position vector x(q, t), encoded through the following relationship:
Imposing conservation of matter mass between q and x, one gets
2) denoting the fractional matter overdensity and J(q, t) = det(J ij ), the determinant of the Jacobian of the mapping (3.1), given by
Unlike the Eulerian approach, in LPT the expansion parameter is the displacement Ψ, as
Equations (3.1)-(3.3) form a closed system that can be solved, order by order, when combined with the coupled pair of the geodesic and Poisson equations
with ψ(x, t) representing the scalar metric perturbation. Equations (3.5) have been derived perturbing about a Friedmann-Robertson-Walker (FRW) background assuming a GR-like evolution. The first order solution to the system (3.1)-(3.5) is the well-known Zel'dovich approximation [56] , in which 6) where δ (1) (k, t = 0) is the linearized overdensity at early times and D (1) (t) the linear growth factor in GR, which is the growing solution of
with A 0 = 4πGρ m and the differential operatorT = [61] . In the presence of a modification to gravity, the above picture is complicated by the action of the additional degree of freedom, the impact of which should be taken into account by the LPT framework. In the work of [49] , LPT was studied for the MG chameleons and symmetrons, up to second order, in the context of the COLA hybrid approach, which was found to recover results from full N-body simulations with high accuracy. LPT was first expanded to capture MG theories up to third order by [84] (also see [81] [82] [83] ), which is the approach we closely follow and briefly summarize here. For a scalar-tensor theory, equations (3.5) are replaced by the modified version of the perturbed Einstein equations:
combined with the Klein-Gordon (KG) equation
Here, ω BD is a function that depends on the specific theory, and is named in that way because for Brans-Dicke (BD) theories it reduces to the BD parameter. The under-script x is meant to show that the quantities are evaluated in the Eulerian basis. The term I(φ) is the perturbative representation of the screening due to the field φ self-interactions [72] , given by
being mass terms and where we used the con-
where the MG linear growth factor D (1) (k, t) is now obtained througĥ
with
(3.12)
A generic feature of many MG models, for which M 1 = 0, is that, unlike in the GR case (3.7), the linear growth factor is scale-dependent. The 2 nd and 3 rd order LPT solutions in MG contain two additional contributions, compared to the simpler GR case: a screening term, due to the field self-interactions and a, geometric in nature, Frame-Lagging component that arises when transforming the KG equation from an Eulerian to a Lagrangian basis. The expressions for the 2 nd and 3 rd order solutions, as well as for the perturbative mass terms M 1 − M 3 in the f(R) and nDGP cases can be found in [84] and also [81] [82] [83] .
We finally note that a scale dependent linear growth function implies the linear growth rate is also scale dependent,
We find it useful to define the large-scale value, f 0 , as
For MG models with M 1 = 0, f 0 coincides with the standard growth rate in ΛCDM. In models with vanishing mass, such as the nDGP, f (k) = f 0 is scale independent, but its value does not coincide with that of ΛCDM.
Lagrangian Biased Tracers In Modified Gravity
Galaxies do not exactly trace the underlying distribution of dark matter, which in principle biases observable quantities [43] , like the clustering statistics, extracted from such observations. This effect is taken into account by the perturbative theory of galaxy clustering, which has been greatly explored using a variety of analytical approaches; a comprehensive review of this topic can be found in [105] . Given an analytical model for the nonlinear evolution of the underlying dark matter overdensities (for which we choose LPT), the effects of halo or galaxy formation are captured through a set of bias parameters. Building upon our LPT formalism laid out in the previous section 3.1, we employ a local Lagrangian bias to study overdensities of halos, within which the observed galaxies form and reside. Before addressing the biasing scheme in MG scenarios, it is worth mentioning that in the context of GR, approaches in the literature have employed a variety of Lagrangian bias schemes, ranging from a local-inmatter-density Lagrangian bias [62, 63] , to a local Lagrangian bias including curvature and tidal terms [68] , all the way to extensions with a non-local Lagrangian bias [106] .
The two-point statistics of biased tracers in modified gravity models have recently been expressed using a local-in-matter and curvature Lagrangian bias [81] , as well as a local-inmatter density bias [83] . While we will focus on predictions using the latter, we will present the expressions including the curvature bias, which is more general and contains, as we will see below, the local in matter density terms as a limiting case. We make the common assumption that tracers are initially identified in the primordial dark matter density field, at a sufficiently early time t 0 , through a local function F . In particular, if by δ R (q, t 0 ) ≡ δ R (q) we denote the dark matter density field, smoothed out over a spatial scale R, then the initial fractional overdensity of tracers (in our case halos), δ X (q, t 0 ) ≡ δ X (q), will be given by [81] 1 :
When F = 1 in (3.15), we get δ X (q) = 0, recovering thus the dark matter case. Having identified the initially biased tracers through (3.15), their subsequent nonlinear evolution is found after applying the continuity equation between q and x:
where in the above equation δ R (q) is the extrapolated linear density field evaluated at the observation time. Our goal is to model the two-point correlation function for halos, defined by
where the angle brackets indicate an ensemble averaging. Plugging the result (3.16) into (3.17) and after performing a multinomial expansion and several integrations, one gets the two-point correlation function for biased tracers, up to 1-loop order, as [63, 81, 83] :
and where we defined
The Lagrangian correlators (3.20) , as first defined in [63] , are the elementary ingredients of the LPT correlation function (3.18) and contain cumulants of the differential LPT displacement field, ∆ = Ψ 2 − Ψ 1 , where we adopted the shorthand notation Ψ(q 1 ) = Ψ 1 , etc. In (3.18) we also defined A 00 ij ≡ A ij , W 000 ijk ≡ W ijk and U 10 i ≡ U i . These correlators (3.20) differ in GR [63] and MG [81, 83] , because the LPT displacement fields they contain follow a different timeevolution in each of these two cases, as explained in the previous Section 3.1 (this difference manifests itself in the "k-functions" in [63] and [81, 83] ). Finally, we note that in (3.18) only the linear part of A ij is kept exponentiated following [67, 68] , a variant of the Convolution Lagrangian Perturbation Theory (CLPT) resummation scheme [63] that maintains also the loop components in the exponential.
In expression (3.18), we identify the local-in-matter-density bias parameters [62, 106] 
whereF is the Fourier-space representation of the Lagrangian function F . The extension of (3.21) to include the higher-order bias b ∇ 2 δ can be found in [81, 107] . One approach to evaluate biases is the excursion set approach [108] . This does not, however, have an analytical solution for generic MG models, due to the fact that the critical overdensity for gravitational collapse is not a constant at a given cosmological time, as it is in GR. One can then perform brownian-walk simulations in that case, as was done in [81] .
In our analysis here, we will evaluate predictions from (3.18) only with a local-in-matter density Lagrangian bias, which simply corresponds to the limit b ∇ 2 = 0 of this relationship. In the total absence of an analytical method to evaluate the bias parameters b n , they can be treated as free parameters to be fitted over the N-body simulations, a method followed by [52, 63, 68] , for instance. In [83] , an analytical model was developed, for the calculation of the bias parameters in MG models, which is the one we adopt in this work. Based on the PBS formalism [43] , the Lagrangian bias factors of order n are given by [87, 109, 110] :
wheren h (M, 0) is the halo mass function of halos with mass M andn h (M, ∆) is its response, in the presence of a long-wavelength density perturbation ∆. By suitably modelingn h (M, 0) and its response in MG, using the Sheth-Tormen (ST) model [111] with an environmentdependent gravitational collapse, [83] derived the PBS biases in MG models (relationships (78)- (80) in that work). This approach was shown to agree very well with simulations and thus we adopt it in this work as well; readers interested in more details about this implementation, are referred to [83] . The halo bias values b 1 and b 2 , used in this paper, are the ones shown in Table I of [83] , predicted for each gravity model, halo mass range and cosmological time.
Direct Lagrangian Approach to RSD in Modified Gravity
In the previous section 3.2, we discussed how LPT can be used to robustly model the twopoint statistics of halos in both the cases of GR and MG. However, the peculiar velocities of the observed galaxies, sourced by the perturbations in the underlying density field, contribute to the line-of-sight component of the observed recession velocity, contaminating thus the information extracted from spectroscopic means. These "Redshift-Space Distortions", in particular, introduce an anisotropy in the observed clustering pattern [44, 112, 113] . To model their impact on the clustering statistics, and following standard practice, we fix the line-ofsight in the Cartesianẑ direction for all objects, adopting the plane-parallel approximation. This approximation has been shown to work well in the context of modern surveys of the LSS [114, 115] . Having adopted this approach, if x is the real-space position of a tracer with peculiar velocity v(x), then its observed, "redshift-space" position s will be:
with H(a) the Hubble factor at a given scale-factor a. As a consequence, the redshift-space 2-point correlation function for halos
becomes directionally dependent, unlike the real-space expression given by (3.17) .
With the advent of precision cosmology, a great deal of theoretical effort has been put into analytically modeling (3.24) , with the various different approaches summarized in [116] . Within the framework of LPT, the most straightforward approach, called "Direct Lagrangian" in [116] and considered in [63, 67, 117] , takes advantage of the fact that, in LPT, the displacement field simply transforms as:
This can be easily seen if ones combines (3.23) and (3.1) with the fact that the peculiar velocity in LPT is given by v = aΨ. (3.25) can then be further simplified if one notices that, up to order n, the LPT field evolves as
ln a the GR growth rate, thus giving
Then it quickly follows that the Lagrangian correlators (3.20) will also transform accordingly, e.g. U
In the Direct Lagrangian approach, the RSD correlation function is calculated through directly mapping the Lagrangian correlators (3.20) to redshift-space, as in (3.26)-(3.27), and then using (3.18) with the shifted correlators. In MG, however, the situation is a little more complicated, because, as we saw in (3.11), the MG growth factor is scale-dependent. As a result,Ψ cannot be simplified as in GR and (3.26) does not apply. Instead, the LPT displacement field will now transform as 28) where the added shift has to be evaluated numerically. In the Appendix B, we present the details on how the Direct Lagrangian approach is implemented in MG theories with scaledependence. It is worth emphasizing, at this point, that the fact that the RSD shift depends so sensitively on the underlying gravity model, is exactly what makes it such a powerful cosmological probe.
The Gaussian Streaming Model In Modified Gravity
In the previous section, we saw that, despite their success at accurately capturing the realspace clustering statistics for a wide range of models, Lagrangian methods prove to be inadequate at directly predicting the velocity-induced redshift-space anisotropies. This problem can be overcome by employing the Gaussian Streaming Model (GSM), first proposed in [52] , inspired by the the work of [53] . In order to address the discrepancy between the traditional phenomenological "streaming" (or dispersion) models [50, 51] and the linear Kaiser limit [44] , [53] adopted a probabilistic approach to relate the distributions of tracers in the real and redshift space. In particular, if P is the pairwise velocity Probability Density Function (PDF), then the real-space correlation function of tracers, ξ r X (r), will be mapped to the redshift-space one as [53, 54] :
where s ⊥ , s are the perpendicular and parallel to the line-of-sight components of the redshiftspace separation s, with s = s 2 ⊥ + s 2 and r = s 2 ⊥ + y 2 . By taking the linear limit of (3.29), and allowing for the scale-dependence of the pairwise velocity moments, [53] showed that line-of-sight variations of the pairwise velocity and its dispersion drive the correlation function away from isotropy in redshift space. The pairwise velocity PDF P is in principle not Gaussian, even in the case of a Gaussian density field, but can be well approximated by a Gaussian near its peak [54] . Using a non-perturbative resummation of the linearized limit of (3.29) in [53] , [52] proposed the GSM expression:
where µ =r·ẑ = y r , µv 12 (r) the pairwise velocity and σ 2 12 (r, µ) the pairwise velocity dispersion along the line-of-sight. Using CLPT to model the ingredients of the GSM, the accuracy of the initial approach was improved in [55] , which was able to match the redshift-space halo clustering statistics extracted from N-body simulations at the few % level. Further improvements included adding tidal bias and EFT corrections [68] , as well as higher moments in the cumulant expansion [65, 66, 118] , while the GSM was also applied to observational data [119] [120] [121] [122] [123] . In [78] , the GSM was employed to model the anisotropic correlation function for dark matter in MG, using RegPT and the SPT approach in [52] , but not LPT.
Building upon the formalism presented in [55] and having already laid the foundation in Section 3.2, we proceed to expand the GSM (3.30) to predict the anisotropic redshift-space correlation function for biased tracers in MG, modeling its ingredients with CLPT. To do so, we need to express the two velocity moments in CLPT, as we have already done with ξ(r), which is performed below.
Velocity Moments in Modified Gravity
With regards to the calculation of the velocity moments in MG, the main point of divergence from the corresponding approach in GR employed in [55, 68] , lies in the fact that the LPT growth factors are also scale-dependent in this case, as we saw in section 3.1. Keeping this in mind, below we present the main results and summarize how they differ from their GR counterparts, with the details shown in the Appendix A. The relative peculiar velocity between two tracers at Eulerian positions x 2 and x 1 , is
where we made use of the fact that v = aΨ. In GR, one typically uses, as we also saw in section 3.3, the fact that Ψ (n) ∝ D n (a) in the EDS approximation, which givesΨ (n) = nf 0 HΨ (n) , so as to simplify (3.31), which is not the case in MG; here∆ n needs to be evaluated numerically.
Following standard practice, one may then define the velocity generating function [54, 55] 
with ξ X (r) = Z(r, 0) − 1. In the case of a local Lagrangian bias (3.16) and after the usual Fourier transforms (as in [82, 83] ), it can be expressed as:
33) where we defined
, as in [81] . Given a generating functional, the velocity moments of order p can then be straightforwardly evaluated as [55] :
34) where in the last line we defined M p,(i 1 ,.,ip) as the integrand quantity.
The real-space mean pairwise velocity along the pair separation vector,r, is defined as :
The denominator of (3.35) is simply equal to 1 + ξ X (r) from (3.18), whereas the numerator represents the galaxy-number weighted average pairwise velocity. Given the definition (3.34), and using the CLPT scheme for MG discussed in Section 3.2, we have [55] :
(1)
where we definedU
(3.38)
The expressions for the new correlators (3.38) are presented in the Appendix A. Here we briefly stress that, even though these definitions are the same as in the GR case [55, 68] , the functions (3.38) take different values in MG, because of the different evolution of the LPT displacement field (manifesting itself in the ∆ and∆ functions). Similarly, this is also the case for the M 1,n function in (3.37) , that depends on these functions. The quantity entering (3.30) is actually the pairwise velocity along the line-of-sight, rather than the separation vector, which simply accounts to multiplying v 12 from (3.35) by µ. The pairwise velocity dispersion along the line-of-sight is defined aŝ 39) which is commonly decomposed into components parallelσ 2 and perpendicularσ 2 ⊥ to the pair separation vector, r, in which casê
The two components can be calculated after taking projections of the second velocity moment, the pairwise velocity dispersion tensor, given by [55] : 
and where we additionally defined
The expressions for the functions (3.43) are presented in the Appendix A. It is worth adding here, that all b ∇ 2 δ terms identified in σ 2 12,nm , are multiplications of U functions and terms that although are order P L , have a size similar to 1-loop terms [68] , which is why they are dropped and thus absent in (3.42). More importantly, even though we do not generally include EFT corrections in our biasing scheme, we emphasize on the fact that one of the leading EFT counterterms in (3.42) is of the form α σ δ nm [68] , which corresdonds to the correction: 
that leads to a constant shift, α σ , at large scales. This naturally accommodates the need to add a constant shift to the PT prediction for σ 2 12,nm so as to match the values extracted from N-body simulations, as was found in [52, 55, 68] for GR and as we will also show to be the case for MG, in the next section. Having obtainedσ 2 12 , we get the cumulant version σ 2 12,nm =σ 2 12,nm − v 12,n v 12,m [68] , which is then projected as:
The combination of (3.40)-(3.45) gives us σ 2 12 (r, µ) that is the final necessary ingredient to enter eqn (3.30). Finally, as was the case for ξ X (r) in (3.18), we eventually consider the velocity moments v 12 and σ 2 12 with a local in matter density Lagrangian bias (meaning b ∇ 2 δ = 0), the bias factors b 1 and b 2 of which are evaluated using the analytical model discussed in section 3.2.
Results
The objective in this work is to assess and compare configuration-space (redshift-space) predictions coming from our analytical model, against those extracted from the Group I and Group II N-body simulations, that we introduced in section 2.2.
In section 4.1, we first confirm that the velocity information entering the GSM (3.30), the real-space pairwise velocity and the pairwise velocity dispersion for halos, in (3.36) and (3.41), are accurately captured by our CLPT implementation in MG.
In section 4.2, we assess the predictions for the redshift-space 2-point correlation function for halos using both the Direct Langrangian and GSM approaches. Using the PBS formalism for the bias values, the 3 ingredients used as input in the GSM expression (3.30) , are calculated through (3.18), (3.36) and (3.41). The real-space 2-point correlation function for halos in MG has already been cross-checked and confirmed in [83] , using the same CLPT and bias schemes against the same set of simulations.
To perform the various integrations, we use a suitably modified version of the public C++ code released by [68] , to incorporate the modifications to allow deviations from GR. This extends our previous work in [83] , made publicly available in https://github.com/ CornellCosmology/bias_MG_LPT_products. The code accepts as input the linear power spectrum and the LPT growth factors up to 3 rd order, evaluated for each MG model and cosmology. The linear power spectra are calculated using the publicly available code CAMB [124] , while the growth factors are extracted from the MATHEMATICA notebooks released in the above GitHub repository.
Halo Pairwise Velocity Statistics
We begin this section by comparing the CLPT predictions for the real-space pairwise velocity of halos in MG, obtained through (3.35)-(3.37), against the results from the N-body simulations.
In Fig. 1 we compare the analytical CLPT predictions for the real-space pairwise velocity of halos in MG, obtained through (3.35)-(3.37), against the results from the N-body simulations. In the top panels we show comparisons for GR and the F5 MG model for the 3 mass bins in the z = 1 snapshot of the Group II simulations. The F5 CLPT curves are found to trace the shape of the pairwise velocity well, across a wide range of halo masses, achieving the same level of agreement as in the known GR case, down to scales of r ∼ 10 Mpc/h. The 1-loop CLPT result significantly improves upon the accuracy of the linear-theory prediction. These results are consistent with what was observed in the corresponding GR case in [55] .
Performing the same comparison against the F6 and N1 & N5 models of the Group I snapshots at z = 0.5, shown in the bottom panel of Fig. 1 , we again find that CLPT has the same level of agreement as previously, but down to scales of r ∼ 17 Mpc/h for the F6 & N5 models and for r ∼ 20 Mpc/h for the N1 case. Given that this comparison is now performed at a lower redshift than in the Group II case, where the expected scale where nonlinearities become significant (and PT fails) is larger, this result is expected.
The bias parameters we use here, derived by fitting the ST parameters to the simulated halo mass function, are a key factor in achieving accurate predictions for the pairwise velocity, which is a necessary requirement for accurate predictions using the GSM approach. An alternative option is to treat the biases as free parameters, that give the best-fit to the simulations, as for example done in [55, 63, 68] .
We next investigate how well our CLPT framework performs in capturing the halo pairwise velocity dispersion from the simulations, for all MG models we consider. When performing this comparison, in terms of the dispersion components parallel (σ 2 ) and perpendicular (σ 2 ⊥ ) to the pair separation vector, we uncover the existence of a persistent offset between the theoretical curves and the simulated values, manifesting itself in all cases we study. This phenomenon has been observed in the context of GR, both when using Eulerian [52] and Lagrangian [55, 68] PT to model σ 2 and in MG [78] , which we also find to be the case in our CLPT implementation for MG models. This mismatch is attributed to small-scale contributions to the halo velocity dispersion, that are impossible to capture analytically [52, 55] . It was observed that simply adding a constant offset so as to match the two predictions at large scales suffices to get an accurate perturbative representation of σ 2 . We should also note, at this point, that this feature was also discussed by [54] , who noted that nonlinear contributions to the velocity dispersion contribute a constant in the large-scale limit, that cannot be captured by linear theory. In [68] , that considered EFT corrections in the context of the GSM, it was shown that one of the EFT counter-terms contributing to the velocity dispersion is of the form (3.44), which reduces to a constant at large scales and naturally accommodates for the need to correct this offset with a constant free parameter. In our work, and in agreement with the above results, we find the CLPT prediction from (3.41) & (3.42), combined with a constant offset to match the largest simulation bin at r = 137.8 Mpc/h, to be able to capture the shape ofσ 2 andσ 2 ⊥ very well for all the modified gravity models, as well as GR. The values of the constants added for each model are reported in Table 1 .
When looking at Table 1 , one notices that the Zel'dovich result for σ 2 always falls a little short of the simulated value at the largest spatial bin and needs to be corrected by a small positive constant. Trying to correct for this deficit by including the 1-loop contributions, however, always results at a relatively larger overestimate of the large-scale value of the dispersion, which then needs to corrected by adding a negative constant. This behavior is similar to what was observed in [83, 125] for predictions of the dispersion of the LPT displacement field. There, it was shown that 1-loop LPT tends to over-predict the LPT displacement-field dispersion, compared to the simulations, because this quantity depends on zero-lag correlators, that are hard to model perturbatively. Linear theory, on the other hand, was found to give a closer estimate, a little short of the simulated value, as we also see in our case. If we take the large-scale limit of the CLPT expression for the pairwise velocity dispersion (3.41) & (3.42), we find that
withẌ ∞ andẌ 10 ∞ the constant limits of functionsẌ(q) andẌ 10 (q), defined in (A.36,A.38), as q → ∞. As a result of (4.1), we see that the two pairwise velocity dispersion componentsσ 2 andσ 2 ⊥ also involve zero-lag quantities in their large-scale limit, which explains the connection that can be drawn between these two cases. As in [83] , we find this overestimation to be more pronounced in MG, compared to the GR case, getting progressively more pronounced with higher deviations from GR, which explains why the degree of analytical over-estimation in the LPT predictions becomes more severe, as one considers models that are less screened. We also notice that the degree of analytical over-estimation increases with halo mass in the Group II snapshots. This is also explained from (4.1) where we see that the 1-loop correction of the large-scale limit of the velocity dispersion depends on the the linear halo bias, through the third term. Higher halo masses correspond to a larger value for the linear bias b 1 , which in turn makes the third term larger, relative to the lower mass cases, resulting in an overall even larger overestimation in this case. Finally, in Table 1 we notice that 1-loop LPT predicts increasing values for the large-scale limit of the pairwise velocity dispersion, as we move towards higher halo masses, whereas the opposite trend is reflected in the Group II simulations. Even though this is interesting, we cannot certainly say whether this trend is statistically significant, as there is only one available realization and thus we defer this investigation to future work, when more simulations become available.
In the left panel of Fig. 2 , theσ 2 andσ 2 ⊥ CLPT predictions from (3.41) & (3.42) are compared against the simulations for the F6 model at z = 0.5. It is found that the 1-loop result, shifted by a constant, significantly improves upon the (also shifted) Zel'dovich approximation and remains consistent (within 1-σ errorbars) with the simulations down to r ∼ 30 Mpc/h forσ 2 and r ∼ 20 Mpc/h forσ 2 ⊥ . When we shift the 1-loop CLPT result by the EFT counter-term (3.44), the accuracy is further improved and the results remain consistent down to smaller r. If we perform the same comparison for the F5 Group II snapshot at z = 1, however, as done for the high mass bin in the right panel of Fig. 2 , we find that the constant that needs to be added to the 1-loop curve is very large and negative, comparable to the large-scale amplitude of σ 2 . This leads to negative and unphysical values for the dispersion components at low r (e.g. r < 10 Mpc/h forσ 2 ⊥ ). The reason this happened at z = 1 is that, since it is an earlier cosmological time, the velocity dispersion is smaller compared to the z = 0.5 case and comparable to the negative constant that needs to be added in order to adjust the CLPT prediction. To overcome this issue, which manifests itself for all three z = 1 halo mass bins and for both MG and GR scenarios, we can model the dispersion components using the other two approximations, the (shifted by a positive constant) Zel'dovich curve and/or the EFT-shifted 1-loop result, which are both better behaved at all scales of interest, as can be seen in Fig. 2 . In [68] another approach to avoid the issues associated with σ 2 < 0 was proposed, namely to keep the linear part of the dispersion in the exponent and determinant of (3.30) and expand out the higher orders. As we discuss below, we did not find it to be necessary to adopt this approach in order to get accurate quadrupole predictions for the models we considered. Thus we do not consider this approach in our work.
In Fig. 3 , we perform the same comparison between theory and simulations, with respect toσ 2 andσ 2 ⊥ , for the N5 Group I snapshot at z = 0.5 and also for all 3 mass bins of the F5 Group II case at z = 1, finding very similar results as in Fig. 2 . We note that the reason that we only show the shifted Zel'dovich results in the F5 Group II case of the right panel, is because it is this choice that will give the best match with the simulations, with respect to the values of the quadrupole of the redshift-space correlation function, as we will see below. In this work we choose a shift constant value to matchσ 2 at large scales. This gives very good agreement for both components, with only a small mismatch between the large-scale trends of the theory and simulation-derived values ofσ 2 ⊥ in Figs 2 & 3 as was also noted in [52, 55, 68] .
In the following analysis of the correlations functions, we use 1-loop CLPT to model the 3 ingredients entering the GSM expression (3.30), with the pairwise velocity dispersion shifted by a constant to match the simulations at the largest r bin. For the Group I simulations the LPT predicted value is shifted down by a constant. To compare to the Group II simulations, at higher redshift, since the constant shift to the predicted velocity dispersion leads to negative dispersion measurements at small separations, we use the (shifted) Zel'dovich result for the velocity dispersion, together with the 1-loop expressions for ξ(r) and v 12 (r), as inputs into the GSM expressions.
Halo Redshift-Space 2-point Correlation Function
In this section, we present our predictions for the anisotropic redshift-space 2-point correlation function for halos, as obtained from the various analytical approaches considered and compare how well they capture the results from the MG N-body simulations. Given the directional dependence induced by RSD, the correlation function will now not only depend on the redshiftspace separation s = s 2 ⊥ + s 2 , but also on the cosine µ s =ẑ ·ŝ = Table 1 .
be expanded in a basis of Legendre polynomials, P l (µ s ), as
where the multiples of order l can then be obtained from
Our comparison will focus on the first three non-vanishing multipoles, the monopole, the quadrupole and the hexadecapole, for which l = {0, 2, 4} and
Having obtained ξ(s, µ s ), either from an analytical model or the simulations, we integrate (4.3) to get the multipoles. In the case of the Direct LPT and the GSM approaches, we perform a Gauss-Legendre integration scheme for the angular part, and trapezoidal quadrature for the radial part, whereas to extract this information from the simulations we use Simpson's rule. Table 1 .
In section 3.3, we described the Direct Lagrangian approach to the redshift-space correlation function for halos in MG. As is shown in the upper panel of Fig. 4 , we see that this approach, both at the Zel'dovich level and including 1-loop corrections, can capture the monopole reasonably well, down to at least scales of r ∼ 20 Mpc/h for the Group I F6 sample at z = 0.5. When performing the same comparison with respect to the quadrupole, however, and as shown in the bottom panel of Fig. 4 , we find that the Direct approach performs very poorly, failing to follow the simulation trend at scales lower than r < 50 Mpc/h. This result, known in the case of GR [63, 117] and here shown for the first time to also be the case in MG cosmologies, motivates pursuing another avenue towards a precise modeling of redshift-space anisotropies, by means of the scale-dependent GSM approach.
We proceed to evaluate the performance of the GSM approach in MG, given by (3.30). For the comparison, the "GSM" curves are obtained following a constant shift to the LPTpredicted velocity dispersion for the lower redshift, Group I, simulations, and a shift to the Zel'dovich-predicted velocity dispersion for the higher redshift, Group II sims. When the 1--21 - loop result for the velocity dispersion is shifted by the EFT term (3.44), the theoretical curve is labeled as "GSM EFT" in all figures. Finally, we consider the GSM predictions when simply using the Zel'dovich linear (LPT) theory to approximate all 3 ingredients of the model, the Zel'dovich Streaming Model (ZSM) [117] . In Fig. 5 , the GSM prediction is shown to perform very well, across the spectrum of MG models probed in the Group I simulations, in capturing the monopole of the correlation function, down to scales of r ∼ 15 Mpc/h. This is consistent with findings for the realspace monopole in [83] . The differences between the results using the EFT shift and the Zel'dovich approximation are rather small, and for larger scales well within the 1−σ error bars, demonstrating consistency between the monopole predictions from the different approaches.
The same level of consistency is observed when comparing against the z = 1 snapshot of the Group II simulations, as apparent in Fig. 6 , this time across all 3 mass halo bins identified in the sample. The GSM result with the shifted Zel'dovich dispersion remains consistent with the simulated monopole for a wide range of scales, including both the BAO region and also the power-law regime, down to r ∼ 20 Mpc/h. Adding the EFT shift to the 1-loop velocity dispersion causes an almost indistinguishable change to the theoretical prediction, but the Zel'dovich approximation performs considerably better at scales r < 20 Mpc/h. The latter has also been observed when studying the real-space counterpart in [83] .
Moving on to the redshift-space quadrupole and starting with the Group I simulations, as shown in Fig. 7 , we determine that the GSM achieves a significant improvement compared to the Direct Lagrangian approach of the previous section, with the theoretical prediction remaining consistent with the N-body simulations, down to scales of at least r ∼ 17 Mpc/h, for all cases. Adding the EFT shift to the velocity dispersion further improves the accuracy at small scales, with the difference being practically indistinguishable at scales r > 40 Mpc/h. The ZSM result, however, performs much more poorly in this case, for all models, demonstrating the need to include the 1-loop corrections for an accurate prediction of the quadrupole.
As in the monopole case, the same level of consistency is observed when comparing against the Group II simulations, which is done in Fig. 8 , where we see that the 1-loop GSM result with the shifted Zel'dovich dispersion accurately captures the simulated quadrupole, for all mass bins and both in GR and the F5 MG model. Even for the high mass bin, that contains much less halos, and is inevitably noisier, the trend of the simulation data points is clearly traced by our GSM prediction. The GSM prediction obtained using the EFT shift to the velocity dispersion seems to perform noticeably worse, in this snapshot, for all mass bins. Just like in the Group I case of Fig. 7 , the ZSM seems to be inadequate at accurately capturing the quadrupole at quasi-linear scales. Finally, we compare our analytical predictions with respect to the hexadecapole of the anisotropic correlation function for two cases: the F5 low mass bin in the Group II simulations, as well as the N5 model in the Group I snapshot, both of which are shown in Fig. 9 . While the noise increases significantly between the quadrupole and the hexadecapole, so we should take these results only as indicative, we find that the GSM prediction traces the simulated hexadecapole well down to scales of at least r ∼ 17 Mpc/h, but with an offset of a few percent. This offset is for theoretical predictions with bias values obtained with the PBS formalism; an alternative might be to allow biases to vary and fit to the data. These results overall demonstrate that the GSM can serve as an invaluable tool to model the anisotropic correlation function of halos in MG models, extending the success of this approach beyond the previously explored domain of GR cosmologies. It is worth emphasizing, also, that since the Lagrangian bias factors are calculated through our analytical model, the only free parameter needed to get accurate quadrupole predictions has been the constant offset added to the components of the pairwise velocity dispersion of halos, a value that can be easily determined through a single large-scale measurement of σ 2 (either from N-body simulations or observations).
Conclusions
In this work, we expanded the Gaussian Streaming Model to predict the redshift-space anisotropic correlation function for biased tracers in Modified Gravity models. This is the first time, to our knowledge, that the effects of both redshift-space distortions and halo bias have been jointly studied analytically for scenarios that go beyond GR.
We build upon our previous work on the study of biased tracers in MG using LPT [81, 83] , and employ the Convolution LPT resummation scheme, with a local Lagrangian bias, to analytically describe the necessary missing ingredients that enter the GSM for such -25 - models: the real-space halo pairwise velocity and its scale-dependent dispersion. The approach includes analytic determination of the bias parameters using the PBS formalism with fitted Sheth-Tormen parameters. Through cross-checking our analytical predictions across a large suite of state-of-the-art N-body simulations for the f(R) Hu-Sawicki and the nDGP MG models, we find that the 1-loop CLPT prediction for the real-space halo pairwise velocity remains consistent with the simulated data for the scales of interest, a fact that is crucial for the accuracy of the GSM prediction. When performing the same comparison with respect to the halo pairwise velocity dispersion, however, we find that the CLPT approach is able to match the simulated curve only if a constant offset is added to the theoretical dispersion result, to match to the simulated predictions at large-scales. This is consistent with previous work studying the behavior in GR. We discuss the implications of this finding on our results in detail and also explore how such corrections naturally arise within EFT-inspired approaches.
In establishing that the CLPT approach can accurately predict the ingredients that enter the GSM expression, we proceed to evaluate the performance of the model against the N-body simulations, with respect to the redshift-space monopole, the quadrupole and the hexadecapole of the anisotropic correlation function of halos. Unlike direct Lagrangian approaches, which prove to be significantly inaccurate, we find that the 1-loop GSM approach can successfully capture the redshift-space quadrupole for all MG models, remaining consistent with the corresponding results from the simulations down to scales of at least r ∼ 17 Mpc/h and including the BAO peak. In the hexadecapole case, the GSM prediction traces the shape of simulated result down to equally small scales, but with a few percent offset.
Our analysis overall shows that our theoretical analytical predictions using the GSM implementation achieve strong agreement with the non-linear simulated data for a variety of MG models, across different levels of screening and different screening mechanisms, and across a wide range of halo masses. We emphasize the fact that this agreement occurs across all scales down into the mildly non-linear regime, through simply matching a single shift parameter in the halo pairwise velocity dispersion, that can be determined through comparing the theory with a large-scale (linear regime) observed measurement. The predictions come with bias parameters determined by the PBS formalism but an alternative is to consider the bias factors as free parameters, that could be fit with the simulations. The approach is one that has great potential for making accurate clustering predictions for upcoming spectroscopic large scale structure surveys.
The framework developed is flexible and could be easily applied to any scalar-tensor theory of interest. Future lines of improvement include exploring how more general bias schemes, like for example including tidal bias terms, in conjunction with corrections from EFT [68] can serve to further improve the accuracy of the analytical model. It would be also very interesting to see how including higher-order cumulants to the GSM expansion, as in [65] , could yield additional predictive power. Last but not least, our perturbative treatment can be used to disentangle modifications to gravity with estimators beyond the standard 2-point statistics, such as the marked correlation function [126] [127] [128] [129] [130] and higher order statistics. We plan to address these natural extensions in future work.
In this era of precision cosmology, the next-stage cosmological surveys, such as DESI, EUCLID and the LSST, will thoroughly explore the LSS of the universe providing an opportunity to shed light on the dark sector. This highlights the need to compliment such observational endeavors with efficient analytical approaches to characterize the distinctive signatures of theoretical models of the dark sector that the observations can constrain. In this work we have shown that the GSM, previously only explored for GR-based cosmologies, can also serve as a valuable predictive tool to probe cosmic modifications to gravity in redshift-space as well as real-space, to explore modified gravity cosmologies with biased tracers observed through spectroscopic and photometric surveys.
where the "k-function" R 1 is [61]
with L (3) the third order LPT kernel. In the rest of this appendix we will find all the functions given by (3.38) and (3.43) without the use of the above approximation, which is not as accurate in MG models, as it is in ΛCDM.
A.1 LPT kernels
The Lagrangian displacement field is formally expanded as
In Fourier space, the nth order Lagrangian displacement is the weighted convolution of n linear density fields,
The first order kernel is L (1) (k) = k/k 2 , as can be seen from (3.10). Higher perturbative orders are obtained by solving iteratively (3.8) [84] . For L (2) we have
where the A and B functions are obtained by solving second order differential equations, and are given in (2.19) of [81] ; see also [84] . In ΛCDM we have that functions A and B are equal and only time-dependent, while for EdS, or more generally for ΛCDM models with f 2 = Ω m , these functions are exactly 1, and hence the kernels become time independent. Since A| ΛCDM (z = 0) 1.01, this is usually approximated as 1, in what is called the static kernels approximation, yielding subpercent errors at quasilinear scales. In MG, the departure from A, B 1 is larger than the percent level; moreover, the A function carries the non-linear terms responsible for screening mechanisms, such that the use of the static kernels approximation in MG misses this important property of MG. By isotropy we can write A, B(k 1 , k 2 , x =k 1 ·k 2 ) and perform a Legendre expansion on the angle x. Such procedure shows that the monopole of these functions is the dominant term, other multipoles give smaller contributions, and hence the decomposition in (A.5) is not as arbitrary as it may look at first sight. The case of DGP, is even simpler, because B is only time dependent, and A has only a monopole and a small quadrupole, the latter given exclusively by the screening non-linear terms in the Klein-Gordon equation [82] . The expression for the third order kernel L
is quite large and we do not reproduce it here, but we refer the reader to ref. [84] . All these functions are time-dependent, and for compactness we will omit to write it explicitly in the following.
In LPT-RSD models one finds the time derivative of the Lagrangian displacement field. As was discussed in the main text, in ΛCDM, a good approximation is given byΨ (n) (q) nHf Ψ(q), which is no longer possible in MG since the linear growth function D (1) is scaledependent, as was discussed in the main text. A general expression iṡ
with k 1···n = k 1 + · · · + k n , and kernels
where we remind that f (k, t) = d ln D (1) (k, t)/d ln a is the growth factor at a scale k, and f 0 ≡ f (k = 0, t) is the large-scale growth factor, usually coinciding with that of ΛCDM. The last line in the above equation serves to define the scalar kernels Γ f n and a set of numbers C n ; for convenience we choose C 1 = 1, C 2 = 3/7. We can use a weaker version of the static approximation and neglect the second term in the second equality of (A.7); however, we find that L is about the same order as the corrections introduced by MG to the EdS kernels L| EdS . Hence, to be consistent we have to keep both terms in that equation.
Analogously as we introduced Γ f n functions, for the Lagrangian displacements we define 8) and hence these Γ n functions are the kernels of the longitudinal component of the Lagrangian displacement, k · Ψ (n) (k). Since for 1-loop, 2-point statistics, the transverse components project out, one can use the scalar Γ instead of vector L kernels without loss of generality. The first order scalar kernels are Γ 1 (k) = 1 and Γ as given in [84] . Actually, we will not use the value of C 3 at all, so we can let it free. But by defining C 2 = 3/7 we make the notation simpler in the following sections.
We notice that the approximation of static kernels, usually taken in ΛCDM and exact for EdS, corresponds to Γ f n Γ n , (ΛCDM), (A. 13) and therefore, the functions presented in the rest of this appendix can be recasted in their well-known, ΛCDM counterparts by omitting the "f " labels.
A.2 k functions
The Q n (k) and R n (k) scalar functions, introduced first in [61, 62] , are the building blocks of LPT statistics. These are constructed out of N -point functions of linear density fields, Lagrangian displacements and their derivatives, as for example δ L (k 1 )Ψ (n) (k 2 )Ψ (m) (k 3 ) , with (n) and (m) denoting perturbative orders; see [61, 62] . We do not write here the definitions of these polyspectra, but we refer the reader to the above referenced works and to [81, 83] for MG. Here we extend those definitions to include time derivatives of Lagrangian displacements.
The only k-functions involving third order Lagrangian displacements are In ΛCDM R f , Q f R, Q and f (k) = f 0 , hence we obtain the standard resultsU = U (1) + 3U (3) ,U 20 = 2U 20 andU 11 = 2U 11 ; see [55] .
The A functions are decomposed aṡ Now, the W functions have the forṁ
A.4 Tidal bias
In this subsection we introduce tidal bias following [68] . This is achieved by adding s 2 = s ij s ij as an argument to the Lagrangian biasing function F [see (3.15) ], with the shear tensor
Almost all expressions related to tidal bias contain only linear fields, such that in the integrals of Appendix D of [68] , they only need the substitution P L → (f (k)/f )P L for dotted functions and P L → (f (k)/f ) 2 P L for double-dotted functions . The only new, substantially different function, is
This does not reduce to the result of [68] for ΛCDM. Instead, it differs by a 1/2 factor:
.
B Direct Lagrangian approach in MG
In this Appendix section, we explain how the Direct Lagrangian approach to RSD, laid out in section 3.3, will be implemented in MG theories and point out the differences with respect to the GR case. In particular, starting with the simpler GR case, in section 3.3 we explained how the LPT field evolves as Ψ (n) ∝ D n (a), givingΨ (n) = nf 0 HΨ (n) , which allows us to map the LPT field to redshift space, order by order, through where we made use of (3.25) . Equation (B.1) then allows us to easily "Directly" map each of the Lagrangian correlators (3.20) to redshift space. Focusing on the function U i (q) = U (q)q i , as an example, and expanding order by order as U (q) = U (1) (q) + U (3) (q) + .., we get
where U s(n) i denotes the redshift space version of U (n) (q). The above derivation does not hold in MG theories however, because of the scaledependent growth factors that are introduced, which means thatΨ (n) = nf HΨ (n) . In this case, and as explained in detail in the previous appendix section A,Ψ (n) is instead given by (A.6), combined with (A.7), which leads to the mapping is given in (A.34). In the GR limit,U (q) = U (1) (q) + 3U (3) (q) and (B.4) reduces back to the GR expression (B.2). The rest of the correlators (3.20) can be similarly mapped to their redshift space expressions, following the same procedure, combined with the "dot" functions presented in appendix A.
