INTRODUCTION
The challenge of meeting the increasingly sophisticated industrial inspection needs has led to the development of a number of nondestructive evaluation (NDE) methodologies. NDE techniques rely largely on the interaction of some form of energy and the test specimen to provide information relating to the condition of the material. The choice of energy utilized in the inspection process is dictated by the type of material under inspection as well as by the nature and location of the flaw. A variety of energy sources have been employed to interrogate materials. These include acoustic, electromagnetic, optical and x-ray energy sources [1] . Each of these methods brings its own set of advantages and disadvantages and often no single technique offers a full solution to the inspection problem. As an example, ultrasonic imaging techniques offer excellent resolution and sensitivity to both surface breaking as well as subsurface cracks. However, the method is also sensitive to a wide variety of measurement conditions including surface roughness and coupling. In contrast, eddy current techniques do not require contact with the test specimen and are relatively insensitive to surface roughness conditions. The disadvantages associated with the eddy current method lies its insensitivity to defects that lie in the recesses of the material, its poor resolution capabilities, and its sensitivity to variations in liftoff. The energy / material interaction process is also fundamentally different in the two cases. Unlike the ultrasonic method which relies on wave propagation of energy, the eddy current process is essentially diffusive in nature. It can therefore be argued that one could profit from integrating information obtained from the two tests. The challenge lies in isolating components of information that are either complementary or redundant. The complementary segments of information can be utilized to improve the quality of characterization while at the same time using redundant information to improve the signal-to-noise ratio(SNR). This paper presents some new neural network based approaches for combining information obtained using multiple inspection methodologies in a synergistic manner to obtain more comprehensive information about the condition of the test specimen. Two specific application examples, one involving an attempt to fuse eddy current and ultrasonic images, and the other to fuse multifrequency eddy current images are described. Networks that were evaluated for implementing the fusion algorithm include multi-layer perceptrons (MLP) as well as radial basis function (RBF) networks.
DATA FUSION
The subject of data fusion has received significant attention in recent years. The interest in the subject has been fueled by a desire to combine information from multiple sensors. Potential benefits of data fusion include more accurate characterization and often an ability to observe features that are otherwise difficult to perceive with a single sensor [1] . The benefits are closely connected to the notion of redundant and complementary information. We witness redundancy in information when sensors observe the same features from the test specimen. The fusion of such overlapping data improves the SNR and contributes directly to enhancing the characterization accuracy. In contrast, the fusion of complementary information allows features in the specimen to be observed that would otherwise not be seen. If the features observed are from different dimensions (as would be the case if we wish to fuse eddy current and ultrasonic sensor data), the information provided by each sensor constitutes a subset of the features forming the subspace in the feature space. The identification of the appropriate feature space for processing data from multiple sensors represents a major challenge. Another challenge to contend is the task of registration, since the features derived from each complementary sensor are from different dimensions.
Data fusion algorithms can be broadly classified as either Phenomenological or Non-phenomenological. Phenomenological algorithms utilize a knowledge of the underlying physical processes as a basis for deriving the procedure for fusing data. Several investigators are pursuing such approaches [2] . However, such methods are likely to be difficult to derive and cumbersome to implement. Non-phenomenological approaches, in contrast, tend to ignore the physical process and attempt to fuse information either at the signal, pixel, feature or symbol level [3] . As an example, Barniv and Casasent [4] use the correlation coefficient between pixels in the gray level images as a basis for registering images from mUltiple sensors .. Akerman [5] uses the pyramidal technique while Haberstroh and Kadar [6] use multilayer perceptron for multi-spectral data fusion.
In this paper we will describe the use of multi-layer perceptron networks as well as radial basis function networks for fusing NDE images.
IMAGE FUSION USING MULTI-LAYER PERCEPTRON NETWORKS
The first technique involves the use of a multilayer perceptron networks [7, 8] for fusing the images. The use of such networks have been proposed for the analysis of eddy current and ultrasonic NDE signals [9, 10] . MLP networks consist of a set of simple nonlinear processing elements that are arranged in layers and connected via weights. The network is usually trained using an appropriate algorithm ( such as the well known backpropagation algorithm) and a set of exemplars to estimate the interconnection weights.
We implement the data fusion algorithm using a perceptron with a single hidden layer as shown in Fig. 1 . Since a single output image is synthesized from two input images, we have two input nodes and one output node. The network is trained using pixel values in the defect and defect-free regions. 
IMAGE FUSION USING RADIAL BASIS FUNCTION NETWORKS

Output
The radial basis function network implements a mapping from an n-dimensional input space into an m-dimensional output space [11] . where the input x E IJ(,n, c1>0 is the chosen basis function, IHI denotes an appropriate norm specified on IJ(,n, and cj's are the centers of the basis functions representing one ofN prespecified points in IJ(,n, A jk represents the linear expansion coefficients. The network implementation is shown in Fig.2 . The network has two input nodes for the two input images and one output node generating the synthesized image. The number of hidden layer nodes is equal to the number of radial basis function centers. The hidden nodes compute c1>(l l x -C j 10 where the subscript j represents the hidden layer node. The weight associated with the connection linking hidden layer node j and output node k is A jk. A variety of functions can be used as basis functions. In this specific example we use a Gaussian, exp(-2x 2 ). The centers Cj are usually selected by sampling the input space appropriately.
The selection can be made either manually or automatically using clustering approaches such as the K-means algorithm. The training process involves the determination of the coefficients using the training data set.
From the given data, we need to estimate the weight values between the hIdden layer nodes and the output node. Rewriting equation (1) [11] , we have: 2, .. ,N j= hidden layer node number N= number of pixels Using matrix notation:
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(5) A= AMI AM2 AMN f=[11 (6) A =[~:l (7) f=AA (8) Matrix A can easily be calculated since the center vectors and the basis function are known. To determine the value A for a given A, and the desired output value f, we need to solve (8) . If the A matrix is square and non-singular, equation (8) can be solved. (9) In this case, however, the number of input samples is greater than the number of center vectors, resulting in an over-determined system. Under these conditions, a least square estimate can be obtained from:
We use the Singular Value Decomposition (SVD) to solve the least-square problem estimate A [12] .
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EXPERIMENTAL RESULTS
In order to validate the approach, experimental data were obtained using two test specimens. The first specimen was obtained by drilling a 1132" diameter hole in a 6 mm thick aluminum test specimen. The top surface was then partially covered by an adhesive backed 0.005" copper foil as shown in Fig. 3 . An ultrasonic c-scan image, shown in Fig.  4a , was obtained using a scanning acoustic microscope system with a 60 MHz focused transducer. Figure 4b shows the corresponding eddy current image obtained at 8 kHz excitation frequency using a Zetec pancake probe. The ultrasonic image shows artifacts introduced by surface roughness. Although the eddy current system is sensitive to the presence of the hidden hole, the image suffers from poor resolution due to the large diameter of the probe. The eddy current signal is relatively unaffected by the poor surface condition. The eddy current and ultrasonic images were fused using both MLP and RBF networks. Figure 5a shows the results obtained using the MLP. The quality of the image is clearly very poor. An analysis of the weight coefficients indicate that the synthesized image shows a far greater influence of the ultrasonic image relative to the eddy current image. Figure Sb shows the fused image when an RBF network with two manually chosen center vectors was used. Figure Sc was obtained with a RBF network with five center vectors that were chosen using the K-means algorithm. The resulting images offer a higher SNR at the expense of lower resolution relative to the MLP synthesized image.
The second test specimen consisted of an 6 mm thick aluminum block with a O.OOS" diameter S.S mm deep flat bottom hole as shown in Fig. 6 . The test specimen was inspected using an eddy current system. Figures 7a and 7b show eddy current images obtained at excitation frequencies of 6 kHz and 20 kHz respectively. The two eddy current images were fused using a RBF network with S hidden layer nodes that were selected using the K-means clustering algorithm. Figure 7c shows the resulting fused image. The fused image shows the subsurface flaw relatively clearly.
CONCLUSION
We showed that image fusion of ultrasonic image and eddy current image can increase the reliability of the inspection. The multi-layer perceptron based algorithm is sensitive to the choice of exemplars during the training phase, and sometimes generates a result which is biased either toward the ultrasonic or eddy current image. The radial basis function based system fuses the image inputs smoothly reflecting information from both input images. The noise in the ultrasonic image was reduced by the fusion, and output image also has good resolution.
In this work, image quality was compared subjectively. It is necessary to define objective measure ofNDE image quality. As part of future work, we are currently ascertaining if depth information derived from the component images can be used.
