Motivation: Identification of single nucleotide polymorphism (SNP) interactions is an important and challenging topic in genome-wide association studies (GWAS). Many approaches have been applied to detecting whole-genome interactions. However, these approaches to interaction analysis tend to miss causal interaction effects when the individual marginal effects are uncorrelated to trait, while their interaction effects are highly associated with the trait. Results: A grouped variable selection technique, called two-stage grouped sure independence screening (TS-GSIS), is developed to study interactions that may not have marginal effects. The proposed TS-GSIS is shown to be very helpful in identifying not only causal SNP effects that are uncorrelated to trait but also their corresponding SNP-SNP interaction effects. The benefit of TS-GSIS are gaining detection of interaction effects by taking the joint information among the SNPs and determining the size of candidate sets in the model. Simulation studies under various scenarios are performed to compare performance of TS-GSIS and current approaches. We also apply our approach to a real rheumatoid arthritis (RA) dataset. Both the simulation and real data studies show that the TS-GSIS performs very well in detecting SNP-SNP interactions. Availability and implementation: R-package is delivered through CRAN and is available at: https:// cran.r-project.org/web/packages/TSGSIS/index.html.
Introduction
The phrase 'genetic interaction' (also called epistasis) refers to the observation that some deviations from the additive main effect model arise when multiple genotype combination effects are represented on an individual SNP (Cheverud and Routman, 1995) . In statistical studies, SNP-SNP interaction can also represent the nonlinearities in the relationship between genotype combinations and trait (Fang and Chiu, 2012) . Genome-wide SNP-SNP interaction analysis remains an important way to detect genetic components of human complex diseases (Aschard et al., 2012; Ma et al., 2013; Peng et al., 2010; Ueki and Tamiya, 2012; Wang et al., 2012) . Many approaches have been developed to detect genome-wide SNP-SNP interactions and provide new insights into the genetic bases of complex diseases, including extended support vector machines (Extended SVM) (Fang and Chiu, 2012) , two-stage sure independence screening (TS-SIS) (Li et al., 2014) , screen and clean (SC) (Ritchie et al., 2001; Schwarz et al., 2010; Upstill-Goddard et al., 2013; Wan et al., 2010; . These are also called SNP-based approaches because the idea of these approaches is to consider an individual SNP as a functional unit and can only analyze one SNP at a time (Li et al., 2015) .
However, SNP-based approaches are less robust when the SNPs are highly correlated (Li et al., 2009) Original Paper approaches for identifying interaction have much lower power in the case with causal SNPs that may have no marginal effects to the trait but have strong interaction effects with other SNPs (He and Lin, 2011) . In addition, a natural gene that contains many SNPs should be a basic functional unit. Then the SNP-based approaches have limitations and cannot fully interpret in a viewpoint of genegene interactions (Li et al., 2015) .
Faced with these problems, one potential approach is to group SNPs as a functional unit based on biological information, such as gene-based SNP sets or region of interest (Fan and Lv, 2008; Tang and Ferreira, 2012; . For a specific gene, we can detect the cumulative effect of SNPs in the gene to determine whether there is association with a trait (Kang et al., 2013) . For example, Niu et al. (2011) developed a grouped sure independence screening (GSIS) to high-dimensional statistical modeling for GWAS (Niu et al., 2011) . It groups SNPs by gene-based SNP sets, along with their contributions to the trait, by using a forward selection procedure for detection of the important genes. The genebased GSIS is designed for either individual-level or group-level variable model, and for the both mixed model (Ma, 2015) , it has greater power to identify the SNPs that affect the complex trait, because it takes into account the correlations among SNPs within gene-based SNP sets. The GSIS can also select a gene consisting of a number of rare variants whose effects as a group on the trait could be significant.
There are some grouping strategies for forming gene-based SNP sets : (i) Select all SNPs on the basis of their proximity to the known genes as candidates for gene-based SNP sets. In this research, we group SNPs based on this grouping strategy for TS-GSIS modeling. In addition, if one SNP is not covered by the gene-based SNP sets, we then treat this SNP as a singleton of the SNP set. (ii) Group SNPs based on whether they are included in the gene pathway from the Kyoto Encyclopedia of Genes and Genomes (KEGG) or a Gene Ontology (GO) Consortium functional category. (iii) Group all SNPs into the SNP sets via moving window, linkage disequilibrium (LD) block, or hierarchical clustering methods. Please also refer to Supplementary Material for detailed description of the grouping strategies. However, an arbitrary definition of 'gene' may not help in detecting influential SNPs. For example, when two SNPs in a gene that truly jointly associate with the trait, the efficiency of the TS-GSIS is reduced by selecting the two SNPs based on a wrong definition of genes which may lead to the two SNPs being assigned to two different genes.
The two-stage process of GWAS was proposed to improve the performance in testing the gene-gene interaction (Wason and Dudbridge, 2012) . For example, Hao and Zhang (2014) developed two-stage forward-selection based procedure (is called iFOR) to identify interaction effects in a greedy forward fashion (Hao and Zhang, 2014) . They extended SNP candidate set after forward selection of first-stage by including all possible interactions between SNPs and then implement forward selection again on the extensive set while forcing the set to stay in the final model. However, if the number of SNPs is P n , the number of all pair-wise interaction tests P n (P n -1)/2 ¼ O(P 2 n ) increases quickly as P n increases (Wang et al., 2011) . Hence, proper usage of the grouped SNP sets could improve efficiency in selecting causal interaction effects (Li et al., 2011) . In our research, we adopt the GSIS approach to extensively develop a gene-based two-stage GSIS (TS-GSIS) to study SNP-SNP interactions with or without marginal effects. A grouped rate adjusted thresholding estimation (GRATE) is built into the TS-GSIS for screening a small number of candidate genes to reduce false positive rates (FPR) or increase specificity (Li et al., 2014) .
Some features make the TS-GSIS more beneficial than other current SNP-based approaches: When the SNPs are highly correlated, the TS-GSIS can (i) determine whether these SNPs jointly form a candidate model with associations, (ii) determine the size of the candidate model automatically, (iii) discover significant SNP-SNP interactions without individual marginal SNP effects, (iv) make direct inference and easy interpretation on the biologically meaningful gene . In addition, when SNPs are independent of each other, the TS-GSIS (v) will be able to identify these SNPs in a gene when they jointly contribute to the trait y and (vi) can potentially reduce the search space for identification of the interaction effects. As a result, the gene-based TS-GSIS serves as a more reliable model and a better implementation than SNP-based approaches.
Simulation studies with various scenarios are performed to compare performance between the proposed TS-GSIS and the current approaches, including Extended SVM and TS-SIS. Joining different types of intra-/inter-gene correlation, minor allele frequency (MAF) and trait dispersion in the simulation, we demonstrate that the proposed TS-GSIS is substantially more powerful than current approaches in identifying causal interactions with or without marginal effect, while maintaining high specificity. The proposed and original approaches are applied to a real rheumatoid arthritis (RA) dataset for illustration. We show that the TS-GSIS performs very well in detecting SNP-SNP interactions.
Materials and methods
We first generalize the GSIS and GRATE in this section to detect important genetic main effects and then utilize two-stage process to discover important SNP effects and SNP-SNP interactions.
Grouped sure independence screening (GSIS)
Suppose that there is a genotype matrix S with n individuals. Each individual contains P n SNPs, which are grouped in a pre-determined d gene-based SNP sets. We convert the genotype matrix S into a 0, 1, 2 matrix by using minor allele count to denote genotypes AA, Aa, aa, respectively. The matrix S is standardized column-wisely, such that all columns of the matrix S have the same variance. For a quantitative trait y, we calculate grouped screening utility u for each gene, which measures the strength of relationship between SNPs in each gene and the trait y. This is done by fitting a forward stepwise linear regression (FSLR) against the trait y with selecting 5 SNPs at most in each gene and computing the sum of squared residuals divided by the number of degrees of freedom (RSS/df ¼ u) for that gene. This procedure is then repeated for all genes that contain sets of SNPs. The FSLR with selecting 5 SNPs at most to calculate the grouped screening utility when multiple causal SNPs in a gene jointly contribute the trait y (Niu et al., 2011) .
Grouped rate adjusted thresholding estimation (GRATE)
In general, the choice of candidate model size is difficult in SISbased approaches. When the candidate size is large, the regression model would be less efficient due to the data noises from the SNPs. On the other hand, when the candidate size is small, it is likely to miss important SNPs in the screening stage. Therefore, the GRATE is utilized to select the significant gene and gene-gene candidate sets automatically as part of the TS-GSIS methodology.
In GRATE, we bootstrap an auxiliary matrix Z with P n independent SNPs from the original genotype matrix S with size P n by the following process: For the j-th SNP (j ¼ 1,. . ., P n ) in each individual i (i ¼ 1,. . ., n), we randomly assign one value to the Z ij from the pool that contains all the other individual (S 1j ,. . ., S (i-1)j , S (iþ1)j ,. . ., S nj ) without S ij value for the j-th SNP. The same procedure is repeated for the next individual for that SNP j, until all P n SNPs are applied (Li et al., 2014) . Then calculate the bootstrapped grouped screening utility u Ã ¼ RSS Ã =df for each gene in the auxiliary matrix Z by FSLR against the trait y with selecting 5 SNPs at most, where RSS* indicates the bootstrapped sum of squared residuals for the gene. Then set a cutoff threshold:
, namely C Main is minimum of the b u Ã s. The C Main can be used to automatically select gene candidate sets, as well as to remove irrelevant genes, so that we can reduce the dimension of the SNPs -from high to moderate, or even to small -to maintain low FPR or high specificity. In particular, we screen the gene candidate sets c
Our two-stage grouped sure independence screening (TS-GSIS) algorithm
There are two heredity principles for gene-gene interaction: strong heredity and weak heredity principles. Under strong heredity principle, if an interaction effect between the two genes is significant, both genes should be marginally significant. Under the weak heredity principle, only one gene needs to be marginally significant (Li et al., 2014) . Both principles are included in our approach under specific assumptions. For the quantitative trait y, the proposed TS-GSIS algorithm is summarized in Figure 1 and Table 1 . Please also refer to Supplementary Material for detailed implementations of the TS-GSIS algorithm.
In step 1, GSIS is applied to the gene-based SNP set to calculate grouped screening utilities us for all genes. This step can determine potential joint SNPs within a gene containing certain causal SNPs. Next, GRATE method in step 2 is used to automatically determine the size of candidate genes in the models, so that we can reduce the dimension of the data for maintaining low FPR or high specificity.
In step 3, the gene-gene interaction pairs between each candidate gene selected from c M Main and the other remaining d-1 genes are formulated in two-stage procedure. Each pair of gene-gene interaction contains all possible SNP-SNP interaction combinations. Then, the grouped screening utilities us for the interaction pairs are calculated again in step 4 based on the screening threshold C Interaction estimated by GRATE in step 5 to identify the interaction candidate sets c M Interaction . This is defined by Equation (2) and can maintain lower FPR or high specificity of these interactions.
where c M Main is the size of c M Main The further regularized lasso regression is implemented in step 6 to reduce the candidate size of SNP stage and precisely select important SNPs and SNP-SNP interaction effects from a pool of the candidate models ( c M Main and c M Interaction ). In general, when a gene of the SNP set is a candidate gene associated with disease susceptibility, it is of great interest to subsequently identify which of the individual causal SNPs contribute to trait y (Luo et al., 2013; Yee et al., 2013) . Based on this concept we developed lasso regression in the TS-GSIS procedure, that impose a sparsity constraint (few non-zero regression coefficients) to select important SNPs in the candidate genes. k of lasso regression is the tuning parameter, which balances the model complexity and forecasting performance. We adopted the idea of Homrighausen and McDonald and chose optimal k by using leave-one-out cross-validation (LOOCV) procedure (Homrighausen and McDonald, 2014) .
Modeling of disease trait
Many GWAS focus on complex disease rather than quantitative traits (Li et al., 2015) . Therefore, we concentrated on investigating if TS-GSIS could also provide a valid gene-based variable screening while analyzing a disease trait. We simulated data from a quantitative trait model with a disease trait under a liability-threshold model (Tang and Ferreira, 2012) . Assume disease prevalence is m%, i.e. individuals with a quantitative trait value above the (100-m)-th percentile is considered as cases and as controls otherwise. The RSS/df of forward selection logistic regression is applied for evaluation of grouped screening utilities for disease trait analysis.
As for the TS-SIS for disease-trait analysis, suppose that we have n 1 cases and n 2 controls, the procedures of TS-SIS are the same as the TS-SIS for quantitative trait analysis except that the component- Fig. 1 . TS-GSIS procedure. Using G 1 as an example, run Steps 3-6 after carrying out Step 2 to identify the gene-gene candidate set.
Step 1 and Step 2: GSIS and GRATE are applied for measuring the grouped screening utility of each gene and detecting candidate gene models.
Step 3: all pair-wise genegene interactions are formulated.
Step 4 and Step 5: GSIS and GRATE are applied again to the stage of interaction for measuring the grouped screening utility of each gene-gene interaction and detecting candidate interaction models.
Step 6: lasso regression is used to select important SNPs and SNP-SNP interactions Table 1 . Two-stage grouped sure independence screening algorithm Input: Standardized genotype matrix S, trait y, gene-based SNP sets. Output: Important SNPs and SNP-SNP interactions.
Step 1: Apply GSIS to calculate grouped screening utilities us for all d genes.
Step 2: Use GRATE method to determine the candidate gene models c M Main .
Step 3: Formulate gene-gene interaction pairs between each candidate gene selected from the c M Main and the other remaining d-1 genes.
Step 4: Apply GSIS again to calculate grouped screening utilities for the gene-gene interaction pairs.
Step 5: Use GRATE method again to determine the candidate gene-gene interaction models c M Interaction .
Step 6: Apply lasso regression to select important SNPs and SNP-SNP interactions from the pool of candidate sets c M Main and c M Interaction .
wise regression estimator w ¼ S T y in the quantitative trait modeling is replaced by the two-sample t-statistic (Fan and Lv, 2008) .
With respect to Extended SVM (Fang and Chiu, 2012) . this algorithm for disease trait analysis is depicted in Supplementary Figure  S1 of Supplementary Material. In step 1 and step 2, all possible SNPs and pair-wise SNP-SNP interactions are collected from the pool of all SNPs, respectively. In step 3, a hyperplane is built by SVM algorithm for each SNP (or each SNP-SNP interaction) separately for classification modeling. In step 4, RSS/df based on the hyperplane estimated are computed to measures the strength of relationship between each SNP (or each SNP-SNP interaction) and y.
In addition, a rate adjusted thresholding estimation (RATE) method is built into Extended SVM for screening a small number of SNP candidates (or SNP-SNP interactions) models to reduce FPR (Li et al., 2014) . Finally, after carrying out Extended SVM algorithm, the dimensionality of the GWAS model is greatly reduced. In order to precisely determine significant SNPs and SNP-SNP interactions, regularized lasso regression with LOOCV is used for selecting the important SNPs and SNP-SNP interactions from a pool of candidate models.
Results

Simulation studies for quantitative trait
To evaluate the performance and compare the predictability of the proposed TS-GSIS to current approaches, the holdout sampling (with a 7:3 split between training and testing sets) is used for validation of prediction, and is repeated 100 times. We adopted two measures to evaluate prediction performance of the independent testing sets: MSE for quantitative trait and classification accuracy for disease trait.
A total of 500 unrelated individuals (n ¼ 500) are simulated with 100 and 1000 SNPs (P n ¼ 100, 1000) to form a matrix X of n Â P n , in which the X is constructed from a Gaussian distribution with mean zero and d block (gene)-wise correlation matrix that intragene correlation q ¼ 0.8 (high) or 0.2 (low):
where the gene size equal to 10. Correlation corr j;j ¼ 1 for all j ¼ 1; . . . ; P n . The first block R 1 has a special correlation structure, with: corr j;5 ¼q 0.5 for all j 6 ¼ 5, and corr j1;j2 ¼ q if j 1 and j 2 are distinct elements of 1; . . . ; 10= 5 f f . Other blocks R D , D¼ 2,. . ., d have the same correlation structures, with corr j1;j2 ¼ q if j 1 and j 2 are distinct elements of 10 Ã D À 1 ð Þþ 1; . . . ; 10 Ã D À 1 ð Þþ 10 f . In addition, we also construct a case that the intra-gene correlation q ¼ 0.8 between SNPs in the same gene and inter-gene correlation corr j;k ¼q' ¼ 0.4, where j and k are in the different genes. For genotype of SNP j of individual i:
1 r 2 X i;j r 1 ; 0 X i;j < r 2 :
where r 1 and r 2 determine minor allele frequencies (MAFs) of the SNP j by percentile. We consider two cases to form a matrix S:
• Case 1 (c1): Homogeneous MAF: MAF ¼ 0.5 for each SNP.
• Case 2 (c2): Heterogeneous MAF: randomly set to 0.35, 0.2, or 0.1 with equal likelihood.
For trait y, the genetic mechanisms are postulated by following two regression models and descriptions of effect size k are listed in Table 2 .
Model 2 :
where e $ N 0; r 2 À Á ; r 2 ¼ 1 low trait dispersion ð Þ or 3 ðhigh tr ait dispersionÞ.
If the genotype matrix S is standardized column-wisely, under the case of inter-gene correlation q 0 ¼ 0, we can show that SNP 5 is marginally uncorrelated with y, SNP 10 has relatively weak correlation, and SNP 1 has relatively strong correlation to the trait y (The derivations of correlations between y and SNP 1 , SNP 5 and SNP 10 , respectively, are included in the Supplementary Material).
For the quantitative trait, assuming effect size k ¼ 4, simulations of simple model 1 under various scenarios demonstrate that TS-GSIS is substantially more powerful than Extended SVM and TS-SIS in identifying all causal SNP effects and SNP-SNP interactions, while maintaining a high specificity ( Fig. 2A-B) . The results also show the TS-GSIS has satisfactory MSE and its standard error (SE) in testing data. However, TS-SIS performs poorly under all types of simulation settings (Fig. 2C-D) .
Assuming effect size k ¼ 3 in the simulation of complex model 2 ( Supplementary Fig. S2 shows similar results when simulation data with k ¼ 2 is modeled), in general, the results show the sensitivity and specificity of TS-GSIS are better than other two approaches (Fig. 3G) . With regard to identification of causal SNP 5 that has no marginal effect to y and its SNP 5 *SNP 21 interaction, TS-GSIS can successfully identify the causal SNP 5 and further identify the SNP 5 *SNP 21 interaction (Fig. 3C-D) . However, the Extended SVM and TS-SIS pose the limitation of identifying the causal SNP 5 . In addition, the Extended SVM approach can identify the SNP 5 *SNP 21 interaction effect very well because the Extended SVM approach searches all possible pair-wise interactions (Fig. 3D) ; however, this can be time-consuming.
With regard to identification of relatively strong SNP 1 and weak SNP 10 effects, TS-GSIS is substantially more effective than TS-SIS and Extended SVM under all types of simulation settings (Fig. 3A and E) . In addition, TS-GSIS and Extended SVM can exactly identify the causal SNP 1 *SNP 11 and SNP 10 *SNP 31 interaction effects ( Fig. 3B and  F) . TS-GSIS and Extended SVM also have low MSE and its SE (Fig.  3H) . These results suggest the TS-GSIS and Extended SVM perform effectively on the validation datasets. In other words, both approaches are robust for prediction on the new data.
Simulation studies for disease trait
We also investigated if TS-GSIS could provide a valid gene-based screening for the analysis of a disease trait. We simulated data using model 2 from a disease trait under a liability-threshold model, assuming disease prevalence m ¼ 40% and effect size k ¼ 3 ( Supplementary Fig. S3 shows the similar results when simulation data with m ¼ 40% and k ¼ 2 is modeled). In general, the simulations demonstrate that TS-GSIS approach has substantially higher sensitivity than Extended SVM and TS-SIS in identifying causal SNP effects and SNP-SNP interactions (Fig. 4A-G) . In addition, Extended SVM can also identify the SNP 5 *SNP 21 interaction effectively (Fig. 4D) . However, Extended SVM and TS-SIS also have worse sensitivity in identifying the causal SNP 5 that is uncorrelated to y (Fig. 4C) .
Extended SVM maintains higher specificity than TS-SIS and our proposed TS-GSIS (Fig. 4G ). This finding may be due to a violation of the normality assumption required for a measure of RSS in logistic regression of TS-GSIS, and details will be discussed in the Discussions section. Furthermore, the TS-GSIS and Extended SVM based on the regularized lasso regression model produces higher classification accuracy and lower SE in a disease model than TS-SIS (Fig. 4H) . Finally, for the simulation results of a prevalence of 20% The classification accuracy and its SE (is indicated as I) of predicted model for validation. In general, the results show the performance of TS-GSIS is better than other two approaches except for the specificity. The specificity of TS-GSIS is lower than those of Extended SVM with effect size k ¼ 2 and 3, please refer to Supplementary Figures  S4-S5 . However, the performance of simulation with m ¼ 40% is better than with m ¼ 20% because extremely imbalanced disease trait may occur when assuming m ¼ 20%.
Impact of gene size
We investigated the impact of gene size (the number of SNPs in a gene) on the performance of TS-GSIS. Under simulation studies in model 2 with quantitative trait, intra-gene correlation q ¼ 0.2, trait dispersion r 2 ¼ 1, effect size k ¼ 3, and homogeneous MAF. Assume the scenarios that the gene size is varied between three and 50 SNPs in a gene, and each scenario has 20 genes (namely, P n ¼ 60 to 1000). The results show that the sensitivities of the TS-GSIS is similar with increasing gene size, while the specificities decreased slightly (Fig. 5 and Table 3 ). This is because the FSLR in GSIS process selects 5 SNPs (a model selection parameter) at most in each gene, under the model 2 with three main effects in a gene and three SNP-SNP interactions between genes, it has more chances to select non-causal SNPs into the model if the gene size is larger. Thus the non-causal SNPs cannot improve the sensitivity while the specificity may be decreased due to the noises from the non-causal SNPs. We suggest to find the 'optimal group size' in a known gene by applying the model selection parameter (forward regression selects h SNPs at most in a gene) of FSLR. We can choose the optimal parameter h by LOOCV so that the MSE in the testing data is minimized. Incorporating the optimal h SNPs of the gene in the model could capture the SNPs with small causal effects more effectively when these SNPs in the gene jointly contribute to the trait y.
Rheumatoid arthritis dataset
We applied the proposed TS-GSIS to a rheumatoid arthritis (RA) data from the Gene Expression Omnibus (GEO) dataset of the U.S. National Center for Biotechnology Information (GSE39428) (Barrett et al., 2013; Han et al., 2014; Li et al., 2015) . The data contain 266 cases (RA) and 163 healthy controls. Genotyping was performed using a custom-designed Illumina 384-SNP VeraCode microarray (Illumina, San Diego, CA, USA) to determine associations of genes to RA. After pretreatment, we obtained 382 SNPs encoding 17 genes: PADI1, PADI2, PADI4, PADI6, PRKD3, GC, GLRX, CDSN, PSORS1C1, TXNDC5, CA1, BUB3, SORBS1, VDR, SERPINA1, PCSK6 and DNAH9. Previous studies found that these genes could be associated with rheumatoid arthritis (Too et al., 2012; Wang et al., 2013) . The genes and their number of SNPs (which vary from two to 128) are shown in Supplementary  Table S1 . We applied the TS-GSIS proposed in this dataset for detecting SNP-SNP interactions related to RA.
We identified two important gene-gene interactions (GLRX*CDSN and GLRX*BUB3) by the TS-GSIS, including 7 SNP-SNP interactions. The detailed results are presented in Table 4 . Both of the important gene-gene interactions identified are confirmed to relate to RA (Too et al., 2012) . We applied traditional mostsignificant SNP method (MSS) and kernel canonical correlationbased U-statistic model (KCCU) to the RA dataset for evaluation of p-value of the gene-gene interactions identified by TS-GSIS (Larson et al., 2014; Luo et al., 2013) . The number of multiple testing, including all linear and 2 nd order terms, is of size (17 2 þ 3 * 17)/2 ¼ 170,
Thus the multiple-comparison-adjusted significant level is 0.000294. The KCCU is more powerful than the MSS method, the p-values of both interactions computed by KCCU passed the Bonferroni threshold for multiple comparisons (Davis et al., 2016; Nyholt, 2004) .
Discussions
Detecting the pair-wise interactive effects between different genes is a popular topic in bioinformatics field. Identification of potential SNP-SNP interactions in GWAS is an important topic; however, discovering interaction effects in which marginal effects are uncorrelated to trait remains challenging and interesting. In our research, we developed a two-stage grouped sure independence screening (TS-GSIS) approach in which the grouped rate adjusted thresholding estimation (GRATE) is built into the proposed TS-GSIS for screening a small number of gene candidates or groups to reduce FPR or increase specificity. We also adopted the RSS/df from the FSLR as a measure to calculate grouped screening utility when multiple causal SNPs in gene-based SNP sets jointly influence y. A series of simulations are performed to validate the TS-GSIS, which could provide a convenient, robust and powerful statistical procedure, especially for gene-gene interaction analysis, where marginal effects are mostly uncorrelated to trait. Our results suggest that TS-GSIS provides valid variable selection for the analysis of quantitative and disease traits under various types of correlation, MAF and trait dispersion. In addition, we also demonstrated that the lasso regression in the Step 6 of TS-GSIS still has higher sensitivity and specificity than other methods for identifying important SNP effects and SNP-SNP interactions at the SNP-level. Therefore, the lasso stage of TS-GSIS may guarantee the heredity at the SNP-level. However, we would expect changes in sample size to influence all three approaches similarly and therefore not influence the relative comparison of power for the three approaches (Murcray et al., 2008) .
If some non-genetic confounders (such as age, gender and smoking) exist in the model, a modified grouped screening utility (u 0 ) in our algorithm can be implemented to adjust for confounding effects. For selecting gene candidates to form the set c M Main , the FSLR of the trait in GSIS is applied on each single gene G l with these confounders: age, gender and smoking, where l being 1 to d. For example, if a gene G l consists of 10 SNPs, the u 0 is calculated by using FSLR among those SNPs of the gene G l , besides age, gender and smoking. Then we rank these b u 0 s for all the genes. After GRATE, the gene candidates are determined to form the set c M Main . As for forming the interaction candidate set c M Interaction , similar to the modified utility for selecting gene candidates set, the FSLR of the trait in GSIS is applied on each pair-wise gene-gene interaction with the confounders: age, gender and smoking. For example, if a single pair G l1 *G l2 interaction consists of 10*10 SNPs, the u 0 is calculated by using FSLR among those 100 SNP-SNP interactions of the pair G l1 *G l2 , besides age, gender and smoking. Then we rank these b u 0 s for all pair-wise gene-gene interactions. After GRATE, the gene-gene interaction candidates are determined to form the set c M Interaction . In addition, TS-GSIS fail to maintain lower FPR or higher specificity for disease trait (Fig. 4, Supplementary Figs S3-S5 ). This is probably caused by the assumption that the errors of response from the linear regression follow the normal distribution. For example, if the disease trait is in binary scenario, we would expect the RSS from the disease model of the grouped screening utility to violate the assumption. Therefore, another grouped screening utility u 00 in classification is proposed to assume that disease trait y takes values in set {-1, 1}. rather than in set {0, 1}. and then model the disease trait by using a hinge loss function 
The assumptions/rationales behind the bootstrapping scheme is an exchangeability assumption in Theorem 3 of Zhu et al. (2011) that assume the auxiliary matrix Z is independent of both genotype matrix S and trait y, which ensures that each non-causal SNP in the S and the Z is equally likely to be recruited by screening to control the false selection rates (Fan et al., 2009; Li et al., 2014; Zhu et al., 2011) . However, this bootstrapping does not consider to maintain the gene correlations between SNPs, namely, the LD structure between SNPs is not maintained. Although the bootstrapping is not the best method for the reduction of false selection, the TS-GSIS still has higher sensitivity and specificity than other methods in our simulation studies under various scenarios.
In this research, we consider the interaction terms in the TS-GSIS model additive in the linear model. Although the linear model has distinctive advantages in terms of its easy interpretability and often shows good predictive performance, it is still valuable to cautiously consider higher-order interactions in non-linear models. This is beyond the scope of this paper and will be warranted a full investigation in the future study.
Other future studies will adopt a generalized linear model (GLM), coupled with the TS-GSIS approach, for designs such as modeling survival data with Cox regression models (Fan et al., 2010; Zhao and Li, 2012) . Furthermore, analysis of expression quantitative trait loci (eQTL) or DNA methylation on a genome-wide scale is an important topic; it provides meaningful interpretations of transcriptional regulatory relationships (Boca et al., 2014; Davis et al., 2016; Imholte et al., 2013; Michaelson et al., 2009; Namkung et al., 2007; Sul et al., 2015; Zhang et al., 2016) and could be implemented using the TS-GSIS approach. In addition, multiple related trait network learning by the TS-GSIS can be studied in the future (Kim and Xing, 2009 ). We will demonstrate that well-designed TS-GSIS can lead to improved performance in a wide range of genetic applications.
