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UNIQUE CONTINUATION PROPERTIES FOR ONE DIMENSIONAL
HIGHER ORDER SCHRO¨DINGER EQUATIONS
TIANXIAO HUANG, SHANLIN HUANG AND QUAN ZHENG
Abstract. In this paper we study two types of unique continuation properties of solu-
tions of higher order Schro¨dinger equation with potential in spatial dimension one:
i∂tu − D2mx u = V(t, x)u, (t, x) ∈ R2, m ∈ N+.
where Dx = i
−1∂x. First, considering bounded time-independent potentials V(t, x) =
V(x), we prove that if the solution u decays at certain exponential rate at two different
times, then u ≡ 0. In particular, we show by explicit examples that our decay assump-
tion is sharp. The proof combines convexity properties of solutions in some weighted
space and a quantitative L2 Carleman inequality. Second, considering time-dependent
potentials V(t, x) with certain integrability, we prove that the solution u cannot vanish
on any half space of R2t,x without vanishing identically. The main ingredient of the proof
is to establish a type of Lp Carleman inequality for the time-dependent higher order
Schro¨dinger operator i∂t − D2mx , a special case of which is the Strichartz inequality.
1. Introduction
In this paper, we consider two kinds of unique continuation properties of the one
dimensional linear higher order Schro¨dinger equation with potential:
i∂tu − D2mx u = V(t, x)u, (t, x) ∈ R2, (1.1)
where Dx = i
−1∂x and m is any positive integer.
Our first main result concerns quantitative unique continuation for (1.1) with time-
independent potential V(t, x) = V(x). More precisely, we shall prove the following.
Theorem 1.1. Suppose V ∈ L∞(R;R), and u ∈ C([0, 1]; L2(R)) satisfies
u(t) = e−it(D
2m
x +V)u(0), t ∈ [0, 1]. (1.2)
Then there exists a constant γ˜ > 0 which only depends on m, such that γ > γ˜ and
eγ|·|
2m
2m−1
u(0, ·), eγ|·|
2m
2m−1
u(1, ·) ∈ L2(R) (1.3)
imply u ≡ 0 in [0, 1] × R.
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We first point out that Theorem 1.1 is sharp regarding the decay index 2m
2m−1 , which can
be shown in the free case V ≡ 0, even in higher spatial dimensions if a similar result to
Theorem 1.1 holds. Recall that the kernel K(z, x−y) = F−1(e−z|·|2m)(x−y) of the analytic
semigroup {e−z(−∆)m }Re z>0, where ∆ =
∑n
j=1 ∂
2
x j
and F−1 : f (ξ) 7→ (2π)−n
∫
Rn
eix·ξ f (ξ)dξ,
is the inverse Fourier transform, satisfies (e.g. [1, 2])
|K(z, x − y)| ≤ C(Re z)− n2m exp
−c|x − y|
2m
2m−1
(Re z)
1
2m−1
 , Re z > 0, x, y ∈ Rn. (1.4)
In fact, if we choose
u(t, x) = (e−it(−∆)
m
K(1, ·))(x) = K(1 + it, x), t ∈ R, x ∈ Rn, (1.5)
then clearly u , 0, and by (1.4) we have
|u(t, x)| ≤ Ce−c|x|
2m
2m−1
, t ∈ R, x ∈ Rn.
In Remark 2.7, we shall construct another type of nontrivial solutions for the free higher
order Scho¨dinger equation saturating (1.3), and since such constructions work in all di-
mensions, if a similar quantitative unique continuation property holds in higher dimen-
sion, the presumed decay index should be at least 2m
2m−1 . We also mention that u in
Theorem 1.1 is not assumed to have spatial regularity.
A straightforward motivation of studying Theorem 1.1 comes from the second order
case (m = 1), where such type of results has been richly exploited over the recent two
decades. It was first pointed out in [4] that if u is a solution to
i∂t + ∆u = 0, (t, x) ∈ [0, T ] × Rn, (1.6)
which satisfies u(0, x) = O(e−β|x|
2
), u(T, x) = O(e−α|x|
2
) and
√
αβ > 1
4T
, then u ≡ 0; if√
αβ = 1
4T
, then u(0, x) is a constant times e−(β+
i
4T )|x|2 . Since the solution of (1.6) has the
Fourier expression
u(t, x) = (2πit)−n/2ei|x|
2/4t
F
(
ei|·|
2/4tu(0, ·)
) ( x
2t
)
, (1.7)
this property is just rephrasing the famous Hardy’s uncertainty principle which says if
f (x) = O(e−β|x|
2
), (F f )(ξ) = O(e−α|ξ|
2
) and
√
αβ > 1
4
, then f ≡ 0; if √αβ = 1
4
,
then f is a constant multiple of e−β|x|
2
. Just to mention a few, in a series of papers
[4, 6–9], Escauriaza, Kenig, Ponce and Vega extended such result to the case of variable
coefficients where the explicit formula (1.7) fails in general, and the authors combined
abstract methods and Carleman estimates to prove uniqueness. One consults [10] for a
more complete overview on this topic for Schro¨dinger equations including their roots in
elliptic and parabolic equations.
In higher order case, such type of quantitative uniqueness property has not been much
studied yet for dispersive equations. We mention that Dawson [3] and Isaza [17] con-
sidered some higher order KdV type equations and proved that if the difference of two
solutions has certain exponential spatial decay at two different times, then the two solu-
tions coincide.
3For Theorem 1.1, our proof is split into two ingredients. The first is to establish the
convexity of weighted energy, which says that condition (1.3) implies a certain logarith-
mic convexity of the quantity ‖eγ|·|2m/(2m−1)u(t)‖2
L2
. This part actually works in all spatial
dimensions. Such ideas were initiated in [5, 6] in the second order case, where the log-
arithmic convexity of ‖eγ|·|2u(t)‖2
L2
or of similar quantities was deduced by bootstraping
the formal calculation of the second order time derivative; what is somehow different in
higher order case is that, it is way more difficult to only have calculative attempts with
the weight function eγ|x|
2m/(2m−1)
. As it is indicated by the example (1.5), we shall take ad-
vantage of some knowledge from higher order analytic semigroup {e−z((−∆)m+V)}Re z>0 to
approach the higher order Schro¨dinger group {e−it((−∆)m+V)}t∈R in certain manners. Such
treatments also help us avoid regularity assumption on the solution. The second ingre-
dient for proving Theorem 1.1 is to establish a quantitative Carleman inequality as what
most unique continuation problems need. However, in order to fit the weighted energy
estimate, we are only able to prove a reasonable Carleman estimate in one spatial dimen-
sion, and we look forward to future possibilities in higher dimensions.
Our second main result concerns global unique continuation across hyperplanes for
(1.1) with integrable potential V(t, x) over the whole time-space R × R. For any fixed
m ∈ N+ and p ≥ 1, denoted by
W p(R2) =
{
u(t, x) ∈ S ′(R2);F−1
((
(1 + τ2)
1
2 + ξ2m
)
uˆ(τ, ξ)
)
∈ Lp(R2)
}
,
where uˆ = Fu in R2, we shall prove the following.
Theorem 1.2. Suppose V ∈ L 2m+12m (R2), and u ∈ W 4m+24m+1 (R2) solves (1.1). Then u can not
vanish in any half space of R2 without vanishing identically.
We first emphasize that the regularity space W
4m+2
4m+1 (R2) is of importance to our con-
sideration. In fact, if we let V ≡ 0, a classical theorem of Ho¨rmander (e.g. [12, Theorem
8.6.7]) shows, for example, that there exists nontrivial C∞ function with support exactly
equal to {(t, x) ∈ R2; t ≥ 0, x ∈ R} solving the equation (1.1). Then such solution must
not lie in W
4m+2
4m+1 (R2) by Theorem 1.2. Notice that {(t, x) ∈ R2; t = 0, x ∈ R} is a charac-
teristic hyperplane for P = i∂t −D2mx , our result is somehow a positive supplement to the
well known Holmgren’s uniqueness theorem for P, while Ho¨rmander’s result above is a
negative one.
One of our interests for Theorem 1.2 is to include unbounded potentials, but such
result is completely global. For a comparison in the higher order case, we mention that
in the recent work of the first author [14], global unique continuation across hyperplane
for higher order Schro¨dinger equations with bounded lower order terms was proved,
where the hyperplane cannot be characteristic but locality is allowed in the time variable
and one spatial direction. (In particular, this is a local result in one spatial dimension,
also see [16].) Here, Theorem 1.2 allows integrable potentials in L
2m+1
2m (R2), but the
underlying space must be the whole time-space R2.
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In the second order case, Theorem 1.2 was first proved by Kenig and Sogge [19] for
all spatial dimensions n ≥ 1. More recently, Lee and Seo [20] extended it to include po-
tentials in spaces with mixed norms of the type L
p
t L
s
x, and it was further extended in [21]
to Wiener amalgam norms. By establishing suitable weighted L2 Carleman estimates,
Seo [22] also obtained results for time-independent potentials V(x) under integrable con-
ditions, and later in [23] established the link between the problem and the weighted L2
resolvent estimates of (−∆ − z)−1, z ∈ C \ R.
Our key tool for proving Theorem 1.2 is the following Lp Carleman inequality.
Lemma 1.3. There exists a constant C > 0 such that∥∥∥eλ〈(t,x),v〉u∥∥∥
L4m+2t,x (R
2)
≤ C
∥∥∥eλ〈(t,x),v〉(i∂t − D2mx )u∥∥∥
L
4m+2
4m+1
t,x (R
2)
(1.8)
holds for all u ∈ C∞c (R2), λ ∈ R and v ∈ S1.
Here 〈·, ·〉 is the inner product in R2. The main point of the estimate (1.8) is that the
constant C > 0 can be chosen independent of λ ∈ R and v ∈ S1. We first remark that
(1.8) can be seen as some kind of uniform Strichartz inequality, since its special case
λ = 0 can be derived from the following well known restriction estimate originally due
to Strichartz (e.g. [25, p. 369]):∥∥∥∥∥
∫
R
ei〈(t,x),(ξ
2m ,ξ)〉 fˆ (ξ2m, ξ)dξ
∥∥∥∥∥
Lp
′
(R2)
≤ C‖ f ‖Lp(R2).
In the proof of (1.8), we shall follow the frequency localization argument introduced
by Kenig, Ruiz and Sogge [18] (see also [19]) in the case m = 1 (and n ≥ 1), com-
pared with which, the main difficulty for us in higher order setting comes from the treat-
ment for more complicated lower order terms when considering the conjugated operator
eλ〈(t,x),v〉(i∂t − D2mx )e−λ〈(t,x),v〉 . We will first establish the uniform estimate for a ”frozen”
Fourier multiplier (see (3.10)), where an oscillatory integral with polynomial phase that
has lower degree terms varying signs is encountered, for which we must use the van der
Corput lemma to obtain sharp point-wise decay. Then we use Littlewood-Paley theory
to reduce our problem to the study of certain Fourier multipliers associated with high
and low frequencies. After a careful study on the boundedness of these multipliers by
comparing them with some proper frozen ones, we are able to show that they all lead to
estimates uniform in the parameters λ and v that appear in (1.8). We also point out the
difficulty in seeking a higher dimensional version of (1.8) in Remark 3.1.
The rest of this paper is organized as follows. In section 2, we shall prove Theo-
rem 1.1, by first proving an L2 convexity estimate for the weighted solution and then a
quantitative L2 Carleman inequality. Section 3 is devoted to proving the Lp Carleman
inequality (1.8), which implies Theorem 1.2 via a standard method.
Throughout the paper, C denotes a generic positive constant whose value may vary
from line to line. We shall generally use D = i−1∂ for the convenience of using Fourier
transform, whose subscript will be specified when necessary. For f , g ∈ L2, ( f , g) =
5∫
f g¯dx denotes the inner product. S and S ′ respectively denote the Schwartz functions
and temperate distributions. The Fourier transform of f in Rn is defined to be (F f )(ξ) =
fˆ (ξ) =
∫
e−ix·ξ f (x)dx.
2. Proof of Theorem 1.1
Throughout Section 2, we assume m is any positive integer and denote p = 2m
2m−1
for convenience. As mentioned in the Introduction, this section will be divided into three
parts. The first part will prove a logarithmic convexity of weighted energy for (1.2) using
approximation by the higher order analytic semigroup, where results are in any spatial
dimension; the second part will prove a quantitative Carleman inequality in one spatial
dimension; and we will prove Theorem 1.1 in the third part by combining the previous
two estimates.
2.1. Logarithmic convexity of weighted energy. The main estimate we shall prove in
this part is the following proposition.
Proposition 2.1. Let m, n ∈ N+, V ∈ L∞(Rn;R) and suppose u ∈ C([0, 1]; L2(Rn))
satisfies
u(t) = e−it((−∆)
m
+V)u(0), t ∈ [0, 1].
If there exists γ > 0 such that eγ|·|
p
u(0, ·), eγ|·|pu(1, ·) ∈ L2(Rn), then we have∥∥∥eγ|·|pu(t, ·)∥∥∥2
L2(Rn)
≤ Ce t(1−t)2 ||V ||2L∞
∥∥∥eγ|·|pu(0, ·)∥∥∥2(1−t)
L2(Rn)
∥∥∥eγ|·|pu(1, ·)∥∥∥2t
L2(Rn)
, t ∈ [0, 1].
(2.1)
We need some preparation before proving Proposition 2.1. First recall that if K(t, x, y)
is the kernel of the higher order heat semigroup {e−t((−∆)m+V)}t≥0 on L2(Rn) where V ∈
L∞(Rn;R), then there exist C1, C2 > 0 and ω0 ∈ R such that (see [1, 2])
|K(t, x, y)| ≤ C1t−
n
2m exp
{
−C2t−
1
2m−1 |x − y|p + ω0t
}
, t > 0, x, y ∈ Rn.
For the boundedness of V , Zheng and Zhang [26, Theorem 2.1] shows that for some
ω,C, c > 0, the kernel K(z, x, y) of the analytic semigroup {e−z((−∆)m+V)}Re z>0 satisfies
|K(z, x, y)| ≤ C(Rez)− n2m exp
{
−cRe z
( |x − y|
|z|
)p
+ ωRe z
}
, Re z > 0, x, y ∈ Rn. (2.2)
Lemma 2.2. Suppose A > 0, B ∈ R and V ∈ L∞(Rn;R). Then there exist N1,N2, ω > 0
which are independent of A and B, such that∥∥∥eΘA,B(γ)|·|pe−(A+iB)((−∆)m+V) f ∥∥∥
L2(Rn)
≤ N1eωA
(
1 + A−2B2
) n
2
∥∥∥eγ|·|p f ∥∥∥
L2(Rn)
(2.3)
holds for all γ > 0 and f with eγ|·|
p
f ∈ L2(Rn), where
ΘA,B(γ) =
γ
(1 + N2A(1 + A−2B2)mγ2m−1)
1
2m−1
. (2.4)
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Proof. Let z = A + iB, then (2.2) reads
|K(A + iB, x, y)| ≤ Ce
ωA
A
n
2m
exp
{
− cA|x − y|
p
(A2 + B2)
m
2m−1
}
, x, y ∈ Rn,
thus for any a > 0 we have∥∥∥ea|·|pe−(A+iB)((−∆)m+V) f ∥∥∥
L2(Rn)
≤
∥∥∥∥∥
∫
Rn
ea|·|
p |K(A + iB, ·, y)|| f (y)|dy
∥∥∥∥∥
L2(Rn)
≤Ce
ωA
A
n
2m
∥∥∥∥∥
∫
Rn
ea|·|
p−b|·−y|p−γ|y|p |eγ|y|p f (y)|dy
∥∥∥∥∥
L2(Rn)
,
where b = cA/(A2 + B2)
m
2m−1 . If we take
a =
γ(
1 +
(
2γ
b
) 1
p−1
)p−1 ,
by the convexity of | · |p, we have for all x, y ∈ Rn that
a|x|p − b|x − y|p − γ|y|p
=γ
∣∣∣∣∣∣∣ (2γ/b)
1
p−1
1 + (2γ/b)
1
p−1
· (1 + (2γ/b)
1
p−1 )
1
p (x − y)
(2γ/b)
1
p−1
+
(1 + (2γ/b)
1
p−1 )
1
p y
1 + (2γ/b)
1
p−1
∣∣∣∣∣∣∣
p
− γ
1 + (2γ/b)
1
p−1
∣∣∣∣∣∣
(
1 + (2γ/b)
1
p−1
) 1
p
y
∣∣∣∣∣∣
p
− b|x − y|p
≤ γ(2γ/b)
1
p−1
1 + (2γ/b)
1
p−1
∣∣∣∣∣∣∣ (1 + (2γ/b)
1
p−1 )
1
p (x − y)
(2γ/b)
1
p−1
∣∣∣∣∣∣∣
p
− b|x − y|p
= − b
2
|x − y|p.
Using Young’s inequality we derive∥∥∥∥∥
∫
Rn
ea|·|
p−b|·−y|p−γ|·|p |eγ|y|p f (y)|dy
∥∥∥∥∥
L2(Rn)
≤
∥∥∥∥∥
∫
Rn
e−
1
2
b|·−y|p |eγ|y|p f (y)|dy
∥∥∥∥∥
L2(Rn)
≤Cm,n(b/2)−
n
p
∥∥∥eγ|·|p f ∥∥∥
L2(Rn)
,
where Cm,n =
∫
Rn
e−|x|
p
dx. Thus (2.3) is proved with N1 =
Ccm
(c/2)(2m−1)n/2m and N2 =
(2/c)2m−1. 
For u in Proposition 2.1 and any ǫ > 0, we define
uǫ(t) = e
−ǫ((−∆)m+V)u(t) = e−(ǫ+it)((−∆)
m
+V)u(0), t ∈ [0, 1]. (2.5)
By analyticity and ellipticity, we have uǫ ∈ C∞([0, 1];H2m(Rn)) and
∂tuǫ = −i((−∆)m + V)uǫ .
7Lemma 2.3. There exists γǫ > 0 such that∑
|ν|≤2m−1
sup
0≤t≤1
∥∥∥eγǫ |·|p∂νxuǫ(t, ·)∥∥∥L2(Rn) + sup
0≤t≤1
∥∥∥eγǫ |·|p(−∆)muǫ(t, ·)∥∥∥L2(Rn) < ∞. (2.6)
Proof. Applying Lemma 2.2 with A = ǫ and B = t, we have, with
γ(0) = γ(1 + N2ǫ(1 + ǫ
−2)mγ2m−1)−
1
2m−1 ,
that
sup
0≤t≤1
∥∥∥∥eγ(0) |·|puǫ (t, ·)∥∥∥∥
L2(Rn)
< ∞. (2.7)
If k ≤ 2m − 2 and ∑
|ν|=k
sup
0≤t≤1
‖eγ(k) |·|p∂νxuǫ (t, ·)‖L2(Rn) < ∞,
then for any j = 1, · · · , n, by taking γ(k+1) < γ(k)
2
we have∥∥∥∥eγ(k+1) |·|p∂x j∂νxuǫ(t, ·)∥∥∥∥2
L2(Rn)
= −
∫
Rn
e2γ
(k+1)|x|p∂νxuǫ∂
2
x j∂
ν
xuǫdx − 2pγ(k+1)
∫
Rn
|x|p−2x je2γ
(k+1)|x|p∂νxuǫ∂x j∂
ν
xuǫdx
≤C sup
0≤t≤1
(
‖uǫ(t, ·)‖H2m(Rn)
∥∥∥∥eγ(k) |·|p∂νxuǫ(t, ·)∥∥∥∥
L2(Rn)
)
,
(2.8)
which inductively implies∑
|ν|≤2m−1
sup
0≤t≤1
∥∥∥∥eγ(2m−1)|·|p∂νxuǫ(t, ·)∥∥∥∥
L2(Rn)
< ∞. (2.9)
Finally we take γǫ <
γ(2m−1)
2
, and by (2.7) we have
2
∥∥∥eγǫ |·|p(−∆)muǫ∥∥∥2L2(Rn)
≤
∥∥∥eγǫ |·|p((−∆)m + V)uǫ∥∥∥2L2(Rn) +C
=
∫
Rn
e2γǫ |x|
p
(−∆)muǫ((−∆)m + V)uǫdx +
∫
Rn
e2γǫ |x|
p
Vuǫ((−∆)m + V)uǫdx +C,
thus similar to (2.8), we integrate by parts, use (2.9) and the regularity of uǫ to obtain
(2.6). 
The following abstract lemma for logarithmic convexity discussion was proved in
[5, 6].
Lemma 2.4. Suppose S andA are symmetric and anti-symmetric differential operators
in Rn with time-independent smooth bounded coefficients. Then
∂t
(Sg, g)
||g||2 ≥
(Sg,Ag) + (Ag,Sg) − 1
2
||∂tg −Ag − Sg||2
||g||2 , t ∈ (0, 1),
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holds for all g ∈ C∞([0, 1];S (Rn)) such that g(t) , 0 for all t ∈ [0, 1], where ‖ · ‖ =
‖ · ‖L2(Rn).
Now we are ready to prove Proposition 2.1.
Proof of Proposition 2.1. We first take θ ∈ C∞(R; [0, 1]) such that θ(s) = 1 when s ≤ 1
and θ(s) = 0 when s ≥ 2. Define ϕR(x1) =
∫ x1
0
θ(s/R)ds for R > 1, we have ϕR(x1) ↑ x1
when R → +∞. Next, for any ǫ ∈ (0, 1) and λ ∈ R, we let
fǫ,λ,R(t, x) = e
λϕR(x1)uǫ(t, x),
where uǫ is defined by (2.5). Since ϕR and all its derivatives are bounded, we know that
fǫ,λ,R ∈ C∞([0, 1];H2m(Rn)), and if we employ the notations fR = fǫ,λ,R, P(Dx) = (−∆)m
for convenience where P(ξ) = |ξ|2m, we have
∂t fR = −i(P(Dx + iλθR(x1)e1) + V) fR = SR fR +AR fR − iV fR, t ∈ (0, 1), (2.10)
where θR(x1) = θ(x1/R), e1 is the first unit vector in R
n, andSR =
1
2i
(P(Dx + iλθR(x1)e1) − P(Dx − iλθR(x1)e1)),
AR = 12i (P(Dx + iλθR(x1)e1) + P(Dx − iλθR(x1)e1)) = i−1(−∆)m + L.O.T..
Here SR is symmetric with order 2m − 1, AR is anti-symmetric with order 2m, and
they both have time-independent smooth bounded coefficients. From now on we assume
fR(t) , 0 for (t,R) ∈ [0, 1] × (1,+∞), otherwise it is easy to see that u ≡ 0. We may also
assume that
inf
(t,R)∈[0,1]×(1,+∞)
‖ fR(t)‖L2(Rn) = M ≥ 1, (2.11)
otherwise consider M−1uǫ . Now apply Lemma 2.4 with S = SR, A = AR, g = g j ∈
C∞([0, 1];S (Rn)) with g j → fR in L1([0, 1];H2m(Rn)), we have by (2.10) that for all
φ ∈ C∞c ((0, 1);R+),
−
∫ 1
0
(SR fR, fR)
‖ fR‖2L2
∂tφdt ≥
∫ 1
0
(SR fR,AR fR) + (AR fR,SR fR) − 12‖V fR‖2L2
‖ fR‖2L2
φdt
≥
∫ 1
0
(SR fR,AR fR) + (AR fR,SR fR)
‖ fR‖2L2
φdt − ‖V‖
2
L∞
2
∫ 1
0
φdt.
(2.12)
Notice that V is real valued, it follows from (2.10) that
∂t log ‖ fR‖2L2 =
2(SR fR, fR)
‖ fR‖2L2
,
therefore (2.12) reads∫ 1
0
log ‖ fR‖2L2∂2t φdt ≥
∫ 1
0
(SR fR,AR fR) + (AR fR,SR fR)
‖ fR‖2L2
φdt − ‖V‖2L∞
∫ 1
0
φdt. (2.13)
9In order to consider sending R → +∞ in (2.13), we first notice thatP(Dx + iλθR(x1)e1) fR = e
λϕR(x1)P(Dx)uǫ ,
P(Dx − iλθR(x1)e1) fR = e−λϕR(x1)P(Dx)e2λϕR(x1)uǫ = eλϕR(x1)P(Dx − 2iλθR(x1)e1)uǫ .
Since θR and all its derivatives are bounded uniformly in R, we have
|SR fR| ≤Cλ
∑
|ν|≤2m−1
e|λx1 ||∂νxuǫ |,
|AR fR| ≤Cλ
e|λx1 ||(−∆)muǫ | + ∑
|ν|≤2m−1
e|λx1 ||∂νxuǫ |

≤Cλe|λx1 ||((−∆)m + V)uǫ | +Cλ,V
∑
|ν|≤2m−1
e|λx1 ||∂νxuǫ |.
(2.14)
On the other hand, we have the almost everywhere convergence as R → +∞:SR fR →
1
2i
(P(Dx + iλe1) − P(Dx − iλe1)) fǫ,λ,
AR fR → 12i (P(Dx + iλe1) + P(Dx − iλe1)) fǫ,λ,
(2.15)
where fǫ,λ = e
λx1uǫ . By Lemma 2.3, (2.14), (2.15), dominated convergence theorem and
basic property of Fourier transform, we let R → +∞ in (2.13). Recall the assumption
(2.11), we have∫ 1
0
log ‖ fǫ,λ‖2L2∂2t φdt ≥ −‖V‖2L∞
∫ 1
0
φdt =
‖V‖2
L∞
2
∫ 1
0
t(1 − t)∂2t φdt
for all φ ∈ C∞c ((0, 1);R+). This just means that the distribution
t 7→ log ‖ fǫ,λ(t)‖2L2 − ‖V‖2L∞
t(1 − t)
2
is convex on [0, 1]. In the other words,∥∥∥eλx1uǫ (t)∥∥∥2L2 ≤ e t(1−t)2 ‖V‖2L∞ ∥∥∥eλx1uǫ (0)∥∥∥2(1−t)L2 ∥∥∥eλx1uǫ (1)∥∥∥2tL2 , t ∈ [0, 1], λ ∈ R.
For the rotation symmetry of (−∆)m, we also have∥∥∥eλ·xuǫ(t)∥∥∥2L2 ≤ e t(1−t)2 ‖V‖2L∞ ∥∥∥eλ·xuǫ(0)∥∥∥2(1−t)L2 ∥∥∥eλ·xuǫ(1)∥∥∥2tL2 , t ∈ [0, 1], λ ∈ Rn, (2.16)
where we have abused the dimensionality of λ.
Recall that the following subordination inequality was proved in [7]:
c−1n,pe
|x|p/p ≤
∫
Rn
eλ·x−|λ|
q/q|λ| n(q−2)2 dλ ≤ cn,pe|x|
p/p, x ∈ Rn, p−1 + q−1 = 1. (2.17)
If we replace x by (2pΘǫ,0(γ))
1
p x in (2.17), replace λ by 1
2
(2pΘǫ,0(γ))
1
pλ in (2.16), mul-
tiply both sides of (2.16) by e−|λ|
q/q|λ|n(q−2)/2 and integrate over Rn with respect to λ, we
have by Ho¨lder’s inequality that∥∥∥eΘǫ,0 |·|puǫ (t)∥∥∥2L2 ≤e t(1−t)2 ‖V‖2L∞ ∥∥∥eΘǫ,0(γ)|·|puǫ (0)∥∥∥2(1−t)L2 ∥∥∥eΘǫ,0(γ)|·|puǫ(1)∥∥∥2tL2
≤Ce t(1−t)2 ‖V‖2L∞
∥∥∥eγ|·|pu(0)∥∥∥2(1−t)
L2
∥∥∥eγ|·|pu(1)∥∥∥2t
L2
, t ∈ [0, 1],
(2.18)
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where the last line comes from that uǫ (0) = e
−ǫ((−∆)m+V)u(0), uǫ (1) = e−ǫ((−∆)
m
+V)u(1) and
Lemma 2.2. Finally, if we truncate uǫ(t, x) in the left hand side of (2.18) by χR(x) where
supp χR is contained in a ball with radius R, by first letting ǫ → 0 and then R → +∞,
(2.1) is proved. 
2.2. Quantitative Carleman inequality in dimension one. Our main tool to prove
the Carleman inequality in Lemma 2.6 below is the Tre`ves identity (e.g. [13, Lemma
17.2.2]), and the following is the special case in dimension one for real polynomial.
Lemma 2.5. Let Q(x) = ax+ b
2
x2+c be a real quadratic function on R, P be a polynomial
on R with real constant coefficients. Then for all u ∈ C∞c (R), denoted by v = eQ/2u, we
have ∫
R
eQ|P(D)u|2dx =
∫
R
|P(D − DQ/2)v|2dx
=
∑
k≥0
bk
k!
∫
R
|P(k)(D + DQ/2)v|2dx,
where P(k) is the k-th derivative of P and the summation above is obviously finite.
Lemma 2.6. Given φ ∈ C∞([0, 1];R), and define Q(t, x) = 2γRp( x
R
+φ(t))2 where γ,R >
0, (t, x) ∈ [0, 1] × R. Consider all u ∈ C∞c ((0, 1) × R) such that 0 < d1 ≤ | xR + φ(t)| ≤ d2
holds in supp u for some fixed d1 and d2, then there exist γ0,R0,C > 0 such that when
γ ≥ γ0 and R ≥ R0 we have"
eQ|Dtu + D2mx u|2dxdt ≥ Cγ4m−1Rp
"
eQ|u|2dxdt.
Proof. Denoted by α = γRp and v = eQ/2u,"
eQ
∣∣∣Dtu + D2mx u∣∣∣2 dxdt =
" ∣∣∣(Dt − DtQ/2)v + (Dx − DxQ/2)2mv∣∣∣2 dxdt
=I + II + III,
(2.19)
where
I =
" ∣∣∣(Dx − DxQ/2)2mv∣∣∣2 dxdt, II =" |(Dt − DtQ/2)v|2 dxdt,
III = 2Re
"
(Dt − DtQ/2)v(Dx − DxQ/2)2mvdxdt.
To treat I, notice that Q =
4αφ(t)
R
x +
4α/R2
2
x2 + 2α(φ(t))2, we apply Lemma 2.5 in the
spatial integral to have
I =
2m∑
k=0
(4α/R2)k
k!
" ∣∣∣∣∣ (2m)!(2m − k)! (Dx + DxQ/2)2m−kv
∣∣∣∣∣2 dxdt
≥
" ∣∣∣(Dx + DxQ/2)2mv∣∣∣2 dxdt + 2C1 α
R2
" ∣∣∣(Dx + DxQ/2)2m−1v∣∣∣2 dxdt.
(2.20)
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To treat II, notice that the commutator
[Dt + DtQ/2,Dt − DtQ/2] = ∂2t Q = 4α(φ′(t))2 + 4αφ′′(t)
(
x
R
+ φ(t)
)
,
using | x
R
+ φ(t)| ≤ d2 in supp v, we have from integration by parts that
II ≥
"
|(Dt + DtQ/2)v|2 dxdt −C2α
"
|v|2dxdt. (2.21)
To treat III, notice that [Dx + DxQ/2,Dt − DtQ/2] = ∂x∂tQ = 4αR φ′(t), and therefore
[(Dx + DxQ/2)
2m,Dt − DtQ/2]
=
2m−1∑
k=0
(Dx + DxQ/2)
2m−1−k[Dx + DxQ/2,Dt − DtQ/2](Dx + DxQ/2)k
=
8mαφ′(t)
R
(Dx + DxQ/2)
2m−1,
then integration by parts and Cauchy-Schwarz inequality give
III =2Re
"
(Dx + DxQ/2)
2mv(Dt + DtQ/2)vdxdt
+ 16m
α
R
"
(Dx + DxQ/2)
2m−1vφ′(t)vdxdt
≥2Re
"
(Dx + DxQ/2)
2mv(Dt + DtQ/2)vdxdt
−C1
α
R2
" ∣∣∣(Dx + DxQ/2)2m−1v∣∣∣2 dxdt −C3α
"
|v|2dxdt.
(2.22)
Combine (2.19), (2.20), (2.21) and (2.22) gives
"
eQ
∣∣∣Dtu + D2mx u∣∣∣2 dxdt ≥
" ∣∣∣(Dt + DtQ/2)v + (Dx + DxQ/2)2mv∣∣∣2 dxdt
+C1
α
R2
" ∣∣∣(Dx + DxQ/2)2m−1v∣∣∣2 dxdt
− (C2 +C3)α
"
|v|2dxdt.
(2.23)
Next we study the lower bound of the second line on the right hand side of (2.23). Notice
that
(Dx − DxQ/2)(Dx + DxQ/2) = D2x +
4α2
R2
(
x
R
+ φ(t)
)2
− 2α
R2
,
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if γ0 is known and R0 = (d
2
1
γ0)
− 1
p , recall that | x
R
+ φ(t)| ≥ d1 in supp v, we have when
γ ≥ γ0 and R ≥ R0 that 2d21α − 1 ≥ d21α, and thus" ∣∣∣(Dx + DxQ/2)2m−1v∣∣∣2 dxdt
=
" ∣∣∣Dx(Dx + DxQ/2)2m−2v∣∣∣2 dxdt + 4α2
R2
" (
x
R
+ φ(t)
)2 ∣∣∣(Dx + DxQ/2)2m−2v∣∣∣2 dxdt
− 2α
R2
" ∣∣∣(Dx + DxQ/2)2m−2v∣∣∣2 dxdt
≥2d
2
1
α2
R2
" ∣∣∣(Dx + DxQ/2)2m−2v∣∣∣2 dxdt
≥
2d21α2
R2

2m−1"
|v|2dxdt.
(2.24)
Combining (2.23), (2.24), and the facts that α = γRp, p = 2m
2m−1 , we have"
eQ
∣∣∣Dtu + D2mx u∣∣∣2 dxdt ≥ (C1(2d21)2m−1γ4m−2 −C2 −C3) γRp
"
eQ|u|2dxdt.
Now we can choose γ0 large enough to complete the proof. 
2.3. Proof of uniqueness.
Proof of Theorem 1.1. Since (2.1) holds, we can define uǫ,γ(t) = e
−ǫγ−(2m−1)(D2mx +V)u(t)
for ǫ ∈ (0, 1), and apply Lemma 2.2 with A = ǫγ−(2m−1) , B = 0 and f = u(t). Then
uǫ,γ ∈ C∞([0, 1];H2m(R)),
∂tuǫ,γ = −i(D2mx + V)uǫ,γ, t ∈ (0, 1),
sup
0≤t≤1
2m−1∑
k=0
∥∥∥∥e γ8m(1+N2) |·|p∂kxuǫ,γ(t)∥∥∥∥
L2(R)
< ∞,
(2.25)
where the second line above comes from the fact (see (2.4)) that
Θǫγ−(2m−1),0(γ) =
γ
(1 + N2ǫ)
1
2m−1
≥ γ
1 + N2
,
and from the proof of Lemma 2.3. If γ˜ is found independent of ǫ such that when γ > γ˜
we can prove uǫ,γ ≡ 0 by (2.25), then we can let ǫ → 0 to complete the proof. Therefore
we may just assume without loss of generality, that for some γ > 0,
u ∈ C∞([0, 1];H2m(R)),
∂tu = −i(D2mx + V)u, t ∈ (0, 1),
sup
0≤t≤1
2m−1∑
k=0
∥∥∥eγ|·|p∂kxu(t)∥∥∥L2(R) < ∞.
(2.26)
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Next, we take η ∈ C∞c ((0, 1); [0, 1]) such that η ≡ 1 on [14 , 34 ]; and take θ ∈ C∞c (R; [0, 1])
such that θ(x) = 1 when |x| < 1
2
, θ(x) = 0 when |x| > 1. Denoted by θR(·) = θR( ·R ), we
define UR(t, x) = η(t)θR(x)u(t, x), then UR ∈ C∞([0, 1];H2m(R)) satisfying
DtUR + D
2m
x UR = −VUR − i∂tηθRu + η
2m−1∑
k=0
Ck∂
2m−k
x θR∂
k
xu.
To apply Lemma 2.6 to UR with φ(t) = −4(t − 12 )2 + 94 , notice when (t, x) ∈ suppUR it
follows that
1
4
≤
∣∣∣∣∣ xR + φ(t)
∣∣∣∣∣ ≤ 134 ,
then there exist γ0, R0 and C > 0 such that when R ≥ R0 we have
Cγ4m−10 R
p
"
eQ|UR|2dxdt ≤
"
eQ
∣∣∣DtUR + D2mx UR∣∣∣2 dxdt
≤2‖V‖2L∞(R)
"
eQ|UR|2dxdt + 2
"
supp ∂tη×supp θR
eQ|u|2dxdt
+ 2
2m−1∑
k=0
C2kR
−2
"
supp η×supp ∂2m−kx θR
eQ|∂kxu|2dxdt,
(2.27)
where Q = 2γ0R
p( x
R
+φ(t))2. When R is large, the potential term on the right hand side of
(2.27) is absorbed into the left hand side. Then we can restrict the domain of integration
on the left hand side to (t, x) ∈ [ 7
16
, 9
16
] × B( R
64
), where UR ≡ u and
Q ≥ 2γ0Rp ·
(
− 1
64
+
9
4
− 1
64
)2
= 2γ0R
p ·
(
9
4
− 1
32
)2
,
therefore
CRpe2γ0R
p·( 94− 132 )
2
"
[ 7
16
, 9
16
]×B( R
64
)
|u|2dxdt
≤
"
supp ∂tη×supp θR
eQ|u|2dxdt + R−2
2m−1∑
k=0
"
supp η×supp ∂2m−kx θR
eQ|∂kxu|2dxdt.
(2.28)
In supp ∂tη× supp θR it follows that (t, x) ∈ [0, 14 ]∪ [34 , 1]× B(R), so if we take σ such
that (9
4
− 1
4
)2(1 + σ) = (9
4
− 1
32
)2, we have
Q ≤2γ0Rp ·
(∣∣∣∣∣ xR
∣∣∣∣∣ + 94 − 14
)2
≤2γ0Rp
(
x
R
)2 (
1 +
1
σ
)
+ 2γ0R
p ·
(
9
4
− 1
4
)2
(1 + σ)
≤2γ0
(
1 +
1
σ
)
|x|p + 2γ0Rp ·
(
9
4
− 1
32
)2
.
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Therefor, if
γ ≥
(
1 +
1
σ
)
γ0, (2.29)
we have "
supp ∂tη×supp θR
eQ|u|2dxdt ≤ e2γ0Rp·( 94− 132 )
2
sup
0≤t≤1
∥∥∥eγ|·|pu(t)∥∥∥2
L2(R)
. (2.30)
In supp η × supp ∂2m−kx θR it follows that (t, x) ∈ [0, 1] × (B(R) \ B(R/2)), then
Q ≤2γ0Rp ·
(
1 +
9
4
)2
=2γ|x|p −
2γ|x|p − 2γ0Rp ·
(
13
4
)2
≤2γ|x|p − 2
 γ2p −
(
13
4
)2
γ0
Rp,
thus when
γ > 2p ·
(
13
4
)2
γ0, (2.31)
we have
R−2
2m−1∑
k=0
"
supp η×supp ∂2m−kx θR
eQ|∂kxu|2dxdt ≤ CR−2 sup
0≤t≤1
2m−1∑
k=0
∥∥∥eγ|·|p∂kxu∥∥∥2L2(R) . (2.32)
Combining (2.28), (2.30) and (2.32), using the assumption (2.26), we let R → +∞ to
conclude that u ≡ 0 on [ 7
16
, 9
16
]×R and thus on [0, 1] ×R by the isometry of e−it((−∆)m+V)
on L2(R). The choices for the largeness of γ in (2.29) and (2.31), as well as the discussion
from (2.25) to (2.26), show that γ˜ is found and the proof is complete. 
Remark 2.7. As mentioned in the introduction, we shall now show the sharpness of
Theorem 1.1 by constructing a nontrivial solution to the free higher order Schro¨dinger
equation which is different to (1.5). Let n,m ∈ N+ and f (x) = e−|x|p , x ∈ Rn. Then we
can apply Lemma 2.2 with A = 1, B = 0, to have∥∥∥∥eΘ1,0( 12 )|·|pe−(−∆)m f ∥∥∥∥
L2(Rn)
≤ C
∥∥∥∥e 12 |·|p f ∥∥∥∥
L2(Rn)
< ∞,
while e−(−∆)
m
f , 0 by Fourier transform. Ifu(t) = e
−it(−∆)mu(0), t ∈ R,
u(0) = e−(−∆)
m
f ,
we can also apply Lemma 2.2 with A = 1, B = t, to have∥∥∥∥eΘ1,t( 12 )|·|pu(t)∥∥∥∥
L2(Rn)
=
∥∥∥∥eΘ1,t( 12 )|·|pe−(1+it)(−∆)m f ∥∥∥∥
L2(Rn)
≤ Ct
∥∥∥∥e 12 |·|p f ∥∥∥∥
L2(Rn)
< ∞.
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A similar construction was earlier found in the second order case in [6, Remark 1],
where similar to Lemma 2.2, a parabolic decay estimate considering Gaussian weight
can be proved by a more standard energy method.
3. Proof of Theorem 1.2
In the rest of the paper, we shall denote by p = 4m+2
4m+1
and its dual index p′ = 4m + 2
which appear in Lemma 1.3. The main effort of this section is made for proving Lemma
1.3, but we first show how it implies Theorem 1.2 in a standard way for the sake of
completeness.
Proof of Theorem 1.2. By translation invariance, we may assume that u = 0 in the half
space
{(t, x) ∈ R2; 〈(t, x), v〉 > 0} (3.1)
for some v ∈ S1, and then it suffices to prove the vanishing of u in the strip
S v, ρ , {(t, x) ∈ R2; −ρ ≤ 〈(t, x), v〉 ≤ 0}
for some ρ > 0. For this sake, we first take ψ ∈ C∞c (R2) such that 0 ≤ ψ ≤ 1, suppψ ⊂
{(t, x) ∈ R2; |(t, x)| ≤ 1}, and
∫
R2
ψdxdt = 1. For 0 < ǫ < 1 and R > 1, denoted by
ψǫ(t, x) = ǫ−2ψ(t/ǫ, x/ǫ) and ψR(t, x) = ψ(t/R, x/R), we set uǫ = u ∗ ψǫ and uǫ,R = ψRuǫ .
Then uǫ,R ∈ C∞c (R2) and it follows from assumption (3.1) that
supp uǫ ⊂ Γv, ǫ , {(t, x) ∈ R2; 〈(t, x), v〉 ≤ ǫ}.
Now applying the Carleman inequality (1.8) to the function uǫ,R yields∥∥∥eλ〈(t,x),v〉uǫ,R∥∥∥Lp′ (Γv, ǫ ) ≤ C ∥∥∥eλ〈(t,x),v〉(i∂t − D2mx )uǫ,R∥∥∥Lp(Γv, ǫ ) , λ ∈ R. (3.2)
Consider λ > 0 and observe that
eλ〈(t,x),v〉
∣∣∣(i∂t − D2mx )uǫ,R − ψR(i∂t − D2mx )uǫ ∣∣∣ ≤ CeλǫR
∑
j<2m
|D jxu|, (t, x) ∈ Γv, ǫ ,
then by the regularity assumption u ∈ W p and Fourier multiplier theorem (e.g. [24,
Theorem 1.2]), we can let R → ∞ in (3.2) to have∥∥∥eλ〈(t,x),v〉uǫ∥∥∥Lp′ (Γv, ǫ ) ≤ C ∥∥∥eλ〈(t,x),v〉(i∂t − D2mx )uǫ∥∥∥Lp(Γv, ǫ ) , λ > 0. (3.3)
The boundedness of eλ〈(t,x),v〉 in Γv, ǫ and the regularity of u also guarantee dominated
convergence of (3.3) when ǫ → 0, thus we can use equation (1.1) and the support as-
sumption (3.1) to have∥∥∥eλ〈(t,x),v〉u∥∥∥
Lp
′
(S v, ρ)
≤C
∥∥∥eλ〈(t,x),v〉(i∂t − D2mx )u∥∥∥Lp(S v, ρ) +C ∥∥∥eλ〈(t,x),v〉(i∂t − D2mx )u∥∥∥Lp(〈(t,x),v〉≤−ρ)
≤C‖V‖
L
2m+1
2m (S v, ρ)
∥∥∥eλ〈(t,x),v〉u∥∥∥
Lp
′
(S v, ρ)
+Ce−λρ
∥∥∥(i∂t − D2mx )u∥∥∥Lp(R2) ,
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where the last line comes from Ho¨lder’s inequality and the fact that 1
p
=
2m
2m+1
+
1
p′ . If we
choose ρ > 0 to be so small that the first term on the last line above is absorbed into the
left hand side, we have∥∥∥eλ(〈(t,x),v〉+ρ)u∥∥∥
Lp
′
(S v, ρ)
≤ C
∥∥∥(i∂t − D2mx )u∥∥∥Lp(R2) . (3.4)
By shrinking the left hand side of (3.4) to integration on S v, ρ−ǫ for any small ǫ > 0 where
eλ(〈(t,x),v〉+ρ) is lower bounded by eλǫ , we can send λ → +∞ to obtain u = 0 in the strip
S v, ρ, which completes the proof. 
Now we turn back to the proof of Carleman inequality (1.8).
Proof of Lemma 1.3. If v = (v1, v2) in (1.8), by scaling (t, x) → ((λv2)2mt, λv2x) and our
choice of indices p and p′, one checks that (1.8) is equivalent to∥∥∥e〈(t,x),(b,1)〉u∥∥∥
Lp
′
(R2)
≤ C
∥∥∥e〈(t,x),(b,1)〉(i∂t − D2mx )u∥∥∥Lp(R2) , u ∈ C∞c , b ∈ R,
We may set f = e〈(t,x),(b,1)〉u and instead prove its conjugated form
‖ f ‖Lp′ (R2) ≤ C‖(i∂t − (Dx + i)2m − ib) f ‖Lp(R2), f ∈ C∞c , b ∈ R. (3.5)
Denote a multiplier by
Mb(τ, ξ) =
1
τ + (ξ + i)2m + ib
,
then (3.5) is implied by the Fourier multiplier estimate:∥∥∥F−1(Mb(τ, ξ) fˆ (τ, ξ))∥∥∥Lp′ (R2) ≤ C‖ f ‖Lp(R2), b ∈ R, (3.6)
for all f ∈ S (R2) whose Fourier transform fˆ (τ, ξ) is supported away from the one di-
mensional manifold {(τ, ξ) ∈ R2; Mb(τ, ξ)−1 = 0}, which form a dense subset of Lp(R2).
First observe that
(ξ + i)2m + ib = P(ξ) + iQb(ξ) (3.7)
where the real polynomials P(ξ) and Qb(ξ) are of degrees 2m and 2m − 1 respectively,
we may write
Qb(ξ) = 2m
2m−1∏
j=1
(ξ − ξb, j), ξ ∈ R, b ∈ R. (3.8)
Denoted by a j = Re ξb, j, we assume without loss of generality that
a1 ≤ · · · ≤ a2m−1. (3.9)
The proof of (3.6) shall be split into four steps.
Step 1. We first establish a uniform Lp − Lp′ Fourier multiplier estimate:∥∥∥∥∥∥F−1
(
fˆ (τ, ξ)
τ + P(ξ) + z
)∥∥∥∥∥∥
Lp
′
(R2)
≤ C‖ f ‖Lp(R2), f ∈ Lp, z ∈ C±. (3.10)
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If we replace f by e−itRe z f (t, x), one checks that the proof of (3.10) is reduced to the
special parallel cases z = iβ, β ∈ R \ {0}, and let’s just consider β > 0 in the following.
Let
(T f )(t, x) =
∫
R2
ei〈(t,x),(τ,ξ)〉 fˆ (τ, ξ)
τ + P(ξ) + iβ
dτdξ.
If f˜ (t, ·) denotes the Fourier transform of f in the spatial variable, then
(T f )(t, x) =
∫
R
eixξ
∫
R
e−isP(ξ) f˜ (t − s, ξ)a(s)dsdξ,
where a(s) =
∫
R
eiτs
τ+iβ
dτ = −2πiH(−s)eβs and H is the Heaviside function. Clearly we
have
‖a‖L∞ ≤ 2π. (3.11)
On the other hand, notice that P(ξ) in (3.7) is real and of degree 2m, we can apply van
der Corput lemma (see e.g. [25]) to have the following pointwise estimate in the sense
of oscillatory integral:∣∣∣∣∣
∫
R
e−isP(ξ)+ixξdξ
∣∣∣∣∣ ≤ C|s|− 12m , s ∈ R \ {0}, x ∈ R. (3.12)
This and the fact that ‖e−isP(Dx)‖L2−L2 = 1 imply the interpolation∥∥∥e−isP(Dx)∥∥∥
Lp(R)−Lp′ (R) ≤ C|s|
− 1
2m
( 1
p
− 1
p′ ), s ∈ R \ {0}. (3.13)
Thus we use (3.11), (3.13) and Minkowski’s inequality to obtain
‖(T f )(t, ·)‖Lp′ (R) ≤
∫
R
∥∥∥∥∥
∫
R
eixξ−isP(ξ) f˜ (t − s, ξ)dξ
∥∥∥∥∥
Lp
′
(R)
ds
≤C
∫
R
|s|− 12m ( 1p− 1p′ )‖ f (t − s, ·)‖Lp(R)ds,
(3.14)
and (3.10) follows by applying the one dimensional Hardy-Littlewood-Sobolev inequal-
ity to (3.14) with the fact that 1 + 1
p′ =
1
p
+
1
2m
( 1
p
− 1
p′ ).
Step 2. Let χ0 be the characteristic function of interval (a1 − |a1 |2 , a2m−1 + |a2m−1 |2 ], χ+
be the characteristic function of (1, 2], χ− be the characteristic function of (−2,−1], and
define
χ+k (ξ) = χ
+
(
ξ − a2m−1
2k−2 |a2m−1|
)
, χ−k (ξ) = χ
−
(
ξ − a1
2k−2 |a1|
)
, k ≥ 1,
we have χ0 + Σk≥1χ+k + Σk≥1χ
−
k
≡ 1. As earlier observed in [18, p. 336] for the second
order case, we conclude that (3.6) is a consequence of the following localized estimates:
there is some constant C > 0 independent of k and b such that∥∥∥F−1(χ0(ξ)Mb(τ, ξ) fˆ (τ, ξ))∥∥∥Lp′ (R2) ≤ C‖χ0(Dx) f ‖Lp(R2), (3.15)
and ∥∥∥F−1(χ±k (ξ)Mb(τ, ξ) fˆ (τ, ξ))∥∥∥Lp′ (R2) ≤ C‖χ±k (Dx) f ‖Lp(R2), k ≥ 1, (3.16)
where (χ±
k
(Dx) f )(t, x) = (2π)
−1 ∫
R
eixξχ±
k
(ξ) f˜ (t, ξ) dξ and similarly with χ0(Dx) f .
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By one dimensional Littlewood-Paley theorem associated with non-smooth dyadic
sums (see [11, p. 349]), Minkowski’s inequality with the fact that p < 2 < p′, (3.15) and
(3.16), we obtain∥∥∥F−1(Mb(τ, ξ) fˆ (τ, ξ))∥∥∥Lp′ (R2)
≤
∥∥∥F−1(χ0(ξ)Mb(τ, ξ) fˆ (τ, ξ))∥∥∥Lp′ (R2) +C
∥∥∥∥∥∥∥∥∥

∞∑
k=1
∣∣∣F−1(χ+k (ξ)Mb(τ, ξ) fˆ (τ, ξ))∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp
′
(R2)
+C
∥∥∥∥∥∥∥∥∥

∞∑
k=1
∣∣∣F−1(χ−k (ξ)Mb(τ, ξ) fˆ (τ, ξ))∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp
′
(R2)
≤C
‖χ0(Dx) f ‖Lp(R2) +

∞∑
k=1
‖χ+k (Dx) f ‖2Lp(R2)

1
2
+

∞∑
k=1
‖χ−k (Dx) f ‖2Lp(R2)

1
2

≤C
‖χ0(Dx) f ‖Lp(R2) +
∥∥∥∥∥∥∥∥∥

∞∑
k=1
|χ+k (Dx) f |2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R2)
+
∥∥∥∥∥∥∥∥∥

∞∑
k=1
|χ−k (Dx) f |2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R2)

≤C‖ f ‖Lp(R2).
(3.17)
We remark that χ±
k
has translation and scaling factors depending on b, but such op-
erations for frequency cut-offs in Littlewood-Paley theorem leave the same equivalence
constants, thus the constant C in (3.17) is universal.
Now we are left to prove (3.16) and (3.15).
Step 3. We only show (3.16) in the ”+” case. By uniform estimate (3.10), there is a
constant C > 0 independent of k and b such that∥∥∥∥∥∥∥F−1
 χ+k (ξ) fˆ (τ, ξ)τ + P(ξ) + iQb(a2m−1,k)

∥∥∥∥∥∥∥
Lp
′
(R2)
≤ C‖χ+k (Dx) f ‖Lp(R2), k ≥ 1,
where a2m−1,k = a2m−1 + 2k−2|a2m−1 |. This and the difference
1
τ + (ξ + i)2m + ib
− 1
τ + P(ξ) + iQb(a2m−1,k)
=
i(Qb(a2m−1,k) − Qb(ξ))
(τ + P(ξ) + iQb(ξ))(τ + P(ξ) + iQb(a2m−1,k))
indicate that (3.16) follows if one can prove the following uniform estimates∥∥∥∥∥∥∥F−1
 (Qb(a2m−1,k) − Qb(ξ))χ+k (ξ) fˆ (τ, ξ)(τ + P(ξ) + Qb(ξ))(τ + P(ξ) + iQb(a2m−1,k))

∥∥∥∥∥∥∥
Lp
′
(R2)
≤ C‖χ+k (Dx) f ‖Lp(R2)
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for k ≥ 1 and b ∈ R. For such purpose, we write
F
−1
 (Qb(a2m−1,k) − Qb(ξ))χ+k (ξ) fˆ (τ, ξ)(τ + P(ξ) + Qb(ξ))(τ + P(ξ) + iQb(a2m−1,k))
 (t, x)
=
∫
R
∫
R
∫
R
(2π)−1ei((t−s)τ+xξ)(Qb(a2m−1,k) − Qb(ξ))χ+k (ξ) f˜ (s, ξ)
(τ + P(ξ) + Qb(ξ))(τ + P(ξ) + iQb(a2m−1,k))
dsdξdτ
=
∫
R
eitτdτ
∫
R
e−isτds
∫
R
(2π)−1eixξ(Qb(a2m−1,k) − Qb(ξ))χ+k (ξ) f˜ (s, ξ)
(τ + P(ξ) + Qb(ξ))(τ + P(ξ) + iQb(a2m−1,k))
dξ
=
∫
R
eitρdρ
∫
R
e−isρds
∫
R
(2π)−1e−i(t−s)P(ξ)eixξ(Qb(a2m−1,k) − Qb(ξ))χ+k (ξ) f˜ (s, ξ)
(ρ + iQb(ξ))(ρ + iQb(a2m−1,k))
dξ
=
∫
R
eitρdρ
∫
R
e−isρ
(
e−i(t−s)P(Dx)Fb,k,ρ(s, ·)
)
(x)ds, (3.18)
where in the third equality we change the variable ρ = τ + P(ξ), and in the last equality
Fb,k,ρ(s, ·) is the inverse spatial Fourier transform of
F˜b,k,ρ(s, ξ) =
(Qb(a2m−1,k) − Qb(ξ))χ+k (ξ) f˜ (s, ξ)
(ρ + iQb(ξ))(ρ + iQb(a2m−1,k))
. (3.19)
Notice that decay estimate (3.13) and the Hardy-Littlewood-Sobolev inequality imply
the following Strichartz estimate∥∥∥∥∥
∫
R
e−isρ
(
e−i(t−s)P(Dx )Fb,k,ρ(s, ·)
)
(x)ds
∥∥∥∥∥
L
p′
t,x(R
2)
≤ C‖Fb,k,ρ‖Lp(R2),
it then follows from Minkowski’s inequality that∥∥∥∥∥
∫
R
eitρdρ
∫
R
e−isρ
(
e−i(t−s)P(Dx )Fb,k,ρ(s, ·)
)
(x)ds
∥∥∥∥∥
L
p′
t,x(R
2)
≤ C
∫
R
‖Fb,k,ρ‖Lp(R2)dρ. (3.20)
Now we are left to study the Lp − Lp bound associated with Fourier multiplier in
(3.19). Recall that supp χ+
k
⊂ [a2m−1 + 2k−2|a2m−1 |, a2m−1 + 2k−1 |a2m−1|], thus if we take
φ+ ∈ C∞c ((12 , 52 )) such that 0 ≤ φ+ ≤ 1 and φ+ ≡ 1 on [1, 2], denoted by
φ+k (ξ) = φ
+
(
ξ − a2m−1
2k−2 |a2m−1|
)
, (3.21)
we have φ+
k
≡ 1 on supp χ+
k
. Then it suffices to show the Lp − Lp bound associated with
M+b,k,ρ(ξ) =
(Qb(a2m−1,k) − Qb(ξ))φ+k (ξ)
(ρ + iQb(ξ))(ρ + iQb(a2m−1,k))
.
When ξ ∈ suppM+
b,k,ρ
⊂ [a2m−1 + 2k−3 |a2m−1|, a2m−1 + 5 · 2k−3|a2m−1 |], recall (3.9), we
have for 1 ≤ j ≤ 2m − 1 and k ≥ 1 that
1
2
≤ ξ − a j
a2m−1,k − a j
=
ξ − a j
a2m−1 + 2k−2 |a2m−1| − a j
≤ 5
2
,
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and consequently
1
2
≤
∣∣∣∣∣∣ ξ − ξb, ja2m−1,k − ξb, j
∣∣∣∣∣∣ =
√
(ξ − a j)2 + (Im ξb, j)2
(a2m−1,k − a j)2 + (Im ξb, j)2
≤ 5
2
. (3.22)
Here we have used an elementary fact: if x, y, z > 0 and there exist C1,C2 ≥ 1 such that
C−1
1
≤ x
y
≤ C2, then C−11 ≤ x+zy+z ≤ C2. Now (3.22) implies
C−1|Qb(a2m−1,k)| ≤ |Qb(ξ)| ≤ C|Qb(a2m−1,k)|, ξ ∈ suppM+b,k,ρ, (3.23)
where C = (5
2
)2m−1. Also notice that when ξ ∈ suppM+
b,k,ρ
we have
|ξ|
a2m−1,k − a j
≤ |ξ|
2k−2 |a2m−1|
≤ |a2m−1| + 5 · 2
k−3 |a2m−1|
2k−2|a2m−1 |
≤ 9
2
, (3.24)
which implies
|ξ∂ξQb(ξ)| ≤ C|Qb(a2m−1,k)| and |ξ∂ξφ+k (ξ)| ≤ C, ξ ∈ suppM+b,k,ρ. (3.25)
Thus by (3.23) and (3.25) we have
|M+b,k,ρ(ξ)| + |ξ∂ξM+b,k,ρ| ≤
C|Qb(a2m−1,k)|
ρ2 + |Qb(a2m−1,k)|2
.
Then we apply the Mihlin multiplier theorem on R (see e.g. [11]) to obtain
‖Fb,k,ρ‖Lp(R2) ≤
C|Qb(a2m−1,k)|
ρ2 + |Qb(a2m−1,k)|2
‖χ+k (Dx) f ‖Lp(R2), (3.26)
and thus ∫
R
‖Fb,k,ρ‖Lp(R2)dρ ≤C‖χ+k (Dx) f ‖Lp(R2)
∫
R
|Qb(a2m−1,k)|
ρ2 + |Qb(a2m−1,k)|2
dρ
≤C‖χ+k (Dx) f ‖Lp(R2).
(3.27)
In view of (3.18), (3.20) and (3.27), we have finished the proof of (3.16).
Step 4. Arguments for (3.15) are similar to those in Step 3. Let χ0,ν be the characteristic
function of (
aν−1+aν
2
,
aν+aν+1
2
] for 1 ≤ ν ≤ 2m − 1, where a0 = a1 − |a1| and a2m =
a2m−1+ |a2m−1 |, we have χ0 =
∑2m−1
ν=1 χ0,ν. (If aν = aν−1 = aν+1, we define χ0,ν ≡ 0.) With
χ± defined at the beginning of Step 2, we also set
χ+0,ν,k(ξ) = χ
+
(
ξ − aν
2k−1(aν+1 − aν)
)
, χ−0,ν,k(ξ) = χ
−
(
ξ − aν
2k−1(aν − aν−1)
)
, k ≤ −1,
whenever aν+1 > aν or aν > aν−1. They are supported in supp χ0,ν, and
−1∑
k=−∞
(
χ+0,ν,k(ξ) + χ
−
0,ν,k(ξ)
)
= 1, ξ ∈ supp χ0,ν \ {aν}.
With an argument similar to Step 2, we only have to focus on proving∥∥∥F−1(χ+0,ν,k(ξ)Mb(τ, ξ) fˆ (τ, ξ))∥∥∥Lp′ (R2) ≤ C‖χ+0,ν,k(Dx) f ‖Lp(R2), (3.28)
where χ+
0,ν,k
is non-trivial and C > 0 is uniform in ν, k, b.
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Denoted by
a0,ν,k = 5 · 2k−2(aν+1 − aν), Qb,ν(ξ) = Qb(ξ + aν) = 2m
2m−1∏
j=1
(ξ + aν − ξb, j).
and notice that Qb,ν(a0,ν,k) , 0, by Step 1 we have∥∥∥∥∥∥∥F−1
 χ
+
0,ν,k
(ξ) fˆ (τ, ξ)
τ + P(ξ) + iQb,ν(a0,ν,k)

∥∥∥∥∥∥∥
Lp
′
(R2)
≤ C‖χ+0,ν,k(Dx) f ‖Lp(R2).
Using the same arguments in Step 3, it suffices to consider the Lp − Lp bound associated
with the following Fourier multiplier
M+b,ν,k,ρ(ξ) =
(Qb,ν(a0,ν,k) − Qb(ξ))φ+0,ν,k(ξ)
(ρ + iQb(ξ))(ρ + iQb,ν(a0,ν,k))
,
where similar to (3.21) we are here using
φ+0,ν,k(ξ) = φ
+
(
ξ − aν
2k−1(aν+1 − aν)
)
.
Since Lp − Lp bound is translation invariant for Fourier multiplier, we may instead con-
sider M˜+
b,ν,k,ρ
(ξ) = M+
b,ν,k,ρ
(ξ + aν).
When ξ ∈ supp M˜+
b,ν,k,ρ
⊂ [2k−2(aν+1 − aν), 5 · 2k−2(aν+1 − aν)] and k ≤ −1, one checks
that 1 ≤
ξ+aν−a j
a0,ν,k+aν−a j ≤
7
3
, ν < j ≤ 2m − 1,
1
5
≤ ξ+aν−a j
a0,ν,k+aν−a j ≤ 1, 1 ≤ j ≤ ν,
and 
|ξ|
|a0,ν,k+aν−a j | ≤
5
3
, 1 ≤ j ≤ 2m − 1,
|ξ|
2k−1(aν+1−aν) ≤
5
2
.
A discussion parallel to (3.22)-(3.25) leads to
|M˜+b,ν,k,ρ(ξ)| + |ξ∂ξM˜+b,ν,k,ρ| ≤
C|Qb,ν(a0,ν,k)|
ρ2 + |Qb,ν(a0,ν,k)|2
.
In the view of (3.26) and (3.27), we have proved (3.28) and thus (3.15). Now the proof
of Lemma 1.3 is complete. 
Remark 3.1. We finally point out to careful readers that, our failure for proving a version
of (1.8) in higher dimension mainly comes from (3.12), where we have to obtain a sharp
decay estimate for the oscillatory integral with polynomial phase function P that has
lower degree terms varying signs, and we are indebted to the van der Corput lemma
here. In dimension n > 1, it seems that |s|− n2m should be the correct decay rate to obtain
which will lead to a result that is compatible with Strichartz type restriction estimates
as mentioned in the Introduction, but such decay does not look true for (3.12) since the
oscillatory integral is degenerate. (We mention that for P with positive lower degree
terms, such decay is true, see [15].) Moreover, the frequency decomposition is also
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way more delicate, for Qb in (3.8) has both radial and non-radial behaviors in higher
dimension, and we do not over-exaggerate the issues here.
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