In a crossing-symmetric Regge theory with several coupled two-particle channels, there are many-particle absorptive effects due to crossed two-particle processes. Also, some of the partial-wave amplitudes have overlapping left-hand and right-hand cuts in the s-plane, To enforce unitarity in such a theory, one needs a coupled-channel N/D method allowing arbitrary absorption parameters and overlapping cuts. These requirements lead to a nonlinear marginally singular N/D equation, which is proposed as part of a scheme to construct a coupled-channel Regge theo~y with exact crossing symmetry.
The aim of the present work is to treat the uni tari +.y problem that arises in such a coupled-channel scheme. In the example mentioned there are transitions between channel 1 (1T1T) and channel 2 (KK), as well as absorption from these channels due to many~particle states.
A further complication is th~t the partial-wave amplitude for KK + KK has overlapping left-hand and right-hand cuts. Consequently, the partial~wave unitarity condition for the 2 x 2 transition matrix T of channels 1 and 2 in a definite isospin state has the form (T -T )/2i = T pT + F + A_T
where F is the absorption matrix (sometimes called the overlap matrix 2 ) , ~T is the discontinuity of T over the intruding lefthand cut, and p is a diagonal phase-space matrix. The notation is defined more exactly in Section 2. Stated schematically, r ; T . p T .
+1n n ~nJ n>2 (1.2) where the sum actually includes integrations if many-particle states are involved, and Pn is an appropriate phase-space factor.
Since T satisfies thP reality condition [ T ( s) * *
= T (s )]
and is symmetric, the matrix F is Hermitian, but in general not real. Since (T+ -T )/2i and ~T are real, the imaginary part of F must satisfy the constraint ImF = -Im(T pT )
+ -(1.3)
In the coupled-channel generalization of the scheme of Ref. l, both F and B 1 (the latter being the part of T due to its left-hand cut) are given as non-linear functionals of the set of coupled amplitudes (continued to complex angular momentum) and the set of central spectral functions. That F is so expressed is a reflection of the fact that crossed two-particle processes give inelastic contributions of multiperipheral type, Thus, the dynamical problem may be considered as the problem of solving partial-wave dispersion relations of the form 00 T(9-,s)
at physical squared-energy s and complex angular momentum 9,, One is to solve for the amplitude T, tak.ing into account that B 1 and F depend on the continued ~ransition amplitudes themselves,
In the single-channel theory of Ref, l, an essential but relatively easy step in the solution of the full non-linear system is to solve an equation like (1.4) for T when B 1 and F are regarded as given functions of ~ and s, temporarily disregarding the fact that they actually depend on T itself. The analogous problem for the many-channel case is the subject of this paper.
In the single-channel case, F is real and is related to the elasticity parameter n hy
The solution of (1. is not a suitable functi0n to choose as the unknown to be determined by the crossing-unitarity equations, because of its resonance poles.
One seeks (and finds)smocther unknowns associated with the N/D
method. I suggest a much simpler approach proposed by Stelbovics and Stingl'.
In place of F the input is a matrix generalization of the function R 8 of Chew and Mandelstam , the ratio of total and elastic cross-sections.
In a forthcoming paper I discuss the matrix R method, considering its possible role in Regge +.heory, its extension to the case of over- The phase-space matrix p(s) ( 2 ,l) where e(x) is the unit step function, The unitarity condition has the form ( 2, 2) where ( 2 '5) and (2.2) may be written'as ( 2, 6) In general F is not real, and
ImF ~ Im(T pT ).
For simplicity F is assumed to be zero for s 1 , : ; ; ; s ~ s 1 , where the threshold of channels coupled to the two explicit ch8nnels may bE' less than s2 and even less than SL' as it is in the case of the 1T1T ~ KK system for which (2.8) If F were to be non-zero down to a technique like that of Ref. 6, Sect. 4 could be used.
It is useful to note the implication of the unitarity condition on the S-matrix, ( 2. 9) From (2.2) it follows that (2.10) Because of the step function in (2,1) and the form of (2.4), ~LT does not appear in the unitarity condition on S, The matrix H ~ SSt is Hermitian and also non-negative, in the sense that its eigenvalues are non-negqtive, are also non-negative. Hence 2 015) From (2, 14) and (2, 15) it is seen that S admits a polar decomposition 
THE INTEGRAL EQUATION AS A NECESSARY CONDITION ON ImD WHEN T IS A PROPER AMPLITUDE
Suppose that
is given and satisfies (1.4),
with BL analytic in a domain ~ as described in Section 2. Hence it satisfies the unitarity condition (2.2). Suppose also that H = SSt is positive, so that the S matrix (2.10) has the polar form Here the coefficients involving T may all be expressed in terms of The extended definitions of matrices (J,l) and (3.9) are reqiTtrcd,
The principle of the definition is that the matrices should obey relations which they do obey for s > s 2 , and which are well-defined for s < s 2 . For instance, from (2.10), (2.11) , and (3.1) it follows that 2 n 1 ~ 4pF. ( 3.12) Since n 2 is zero below its diagonal for s < s 2 , it is easy to compute n in that region by substituting a general super-diagonal form in (3.12) . The result is n = sl ~ s . . ::: s2' (J .13) ( 3.14)
Having determined n, one can then define M in accord with (3.2) as This definition is satisfactory if and only if M~l = M* holds.
In fact, M~l = M* follows from the unitarity condition on T, as may be proved through a computation aided by the following identity:
ImF . The curly brackets in the left-hand side of (3.19) will be retained as a reminder that separate factors within the bra&ets are not defined.
With the above definitions all matrices are continuous at s = s 2 , The procedure is first to find the value of A implied by the expressions (3.7) and (3.1) for ImN+, and then to take the real part of (3.24) on the cut, When the representation (3. 22) is introduced., the result is an integral equation for n(s), By (1.4) the difference T-B is analytic except for a cut at s ~ s 1
, and therefore the same may be said of A,
With the goal of writing A as a Cauchy integral over its cut, ImA is + evaluated for s > s 2 by means of (3.7) and (3.23): ( 3 '26) This is equal to (ImB+ReD+)lj , however, so that 0 ' (3.27) With account taken of (3.10) the second row of Im~+ is given by I~+ 2 j ~ ImT+ 2 l ReD+lj + ImT+ 22 ReD+ 2 j ~ ReT+ 21 p 1 n 1 j
The Cauchy representation of ~ is then [{~p-
Now in taking the real part of (3.24) on the cut to get the integral equation, one takes for the first row and for the second, since the second row of the unknown n(s) is defined and integrated only in the region s > s 2 . In evaluating the first row, (3.8) is used; it is easy to check by (3.17) and (3.13) that 
The expression (J.Jl) cancels a part of the integral in B(l) of (3.23) wherever the latter appears in the integra] equation. Alternatively, it cancels a part of B ( 2 ) The integral equation, including CDD terms which will be derived presently, has the following form for s > s 2 :
c. (3.42) and (3.43 ) constitute a non-linear system of integral equations obeyed by the matrix n( s) when the associated amplitude T satisfies the unitarity condition and is properly analytic and symmetric. The functions a and b which appear in C, and c which appears in the last term of (3.42) , are non-linear functions of n and F given by (3.37)-(3.39) and (3.35) .
The origin of the CDD terms is seen by observing that CDD poles in the D matrix (3.22) produce poles in A of (3.24) , so that the following term must be added to the expression (3.29) 
Correspondingly, for s > s 1 the real part of the right-hand side of (3.24) acquires the new term
The ent]re change in tbQ integral equation is then to add to the right-hand side a term equal to the difference of (3.44) and (3.45) , as shovm in (3.42) and (3.43) .
The derivation involved certain divisions by F 11 which must be justified by slightly stronger assumptions an F than thcse made heretofore.
The ratio appears in the 22 element of the matrix of (J,l9) and also in (J,Jg), It must then be assumed that (3.46) At the inelastic threshold s = s 1 where F + 0, this is a reasonable assumption.
In order that the integral equation have decent properties the inverse of the coeffiCient of n on the left-hand side must exist.
Otherwise, the equation is an 11 integral equation of the third kindn which requires special treatment. 14 Accordingly, it will be assumed that det Ren ( s ) + 0, (3.47) The requirements (3.47) and (J,4g) Can the integral equation (3.42) , (3.43) be used to construct a satisfactory amplitude T ?
A candidate for T is obtained by solving (3.24) for T:
Here n is a solution of (3, 42) , (3.43) , D is given by (3 .22)' by ( 3. 23), and A by (3. 24) (the latter with the term (3. 44) added if there ere CDD poles). The functions T+ 2 l and ImT+ 22 that appear in B and A are expressed in terms of n by (3.34) and (3.36) . A tilde will be temporarily affixed to the functions of Further it will be assumed that det D(s) + 0 (4.3) in the cut plane, including points on the cut. This is the condition of nno ghost poles 11 • The following properties of T given by (4.1) will be established:
where F'(s) is an Hermitian matrix with F'(s 1 ) = 0.
(iii) The expressions for F' in terms of are as follows:
(a) For s > s 2 , Property (iv) above is just a re-statement of (4.4) and (4.6) :
assemble ReN+ and iimN+
The property T = TT The residue matrix vanishes because C. is singular and R~ -R. has l l l the skew-symmetric form given in (e). Since X vanishes at infinity, it must then be identically zero if ImX = 0, s > s 1 . A short calculation based on (4.4) and (4.6) shows that ImX = 0 for S > s 2'
J5
A longer calculation using (4.4v-(4.6) It is now possible to make the identification (4.9) This follows from the first row of (iv), the definition (J.l3) of n, and symmetry of T.
Knowing that T is symmetric and has the representation described in (iv), one can investigate unitarity, which is to say look at the value of the matrix F 1 defined by
Clearly F' is Hermitian, since all other terms in (4.10) are.
Expression (iiia) for F' in the region s > s 2 follows directly from (4.10), (iv), and the symmetry of T:
"' sst ( P (4.11) the first term in the last line in integrals, the singularity of n 2 j does not propagate to appear 
