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ABSTRACT
We explore the ability of gravitational-wave detectors to extract the redshift distribution of binary black hole
(BBH) mergers. The evolution of the merger rate across redshifts 0< z. 1 is directly tied to the formation and
evolutionary processes, providing insight regarding the progenitor formation rate together with the distribution
of time delays between formation and merger. Because the limiting distance to which BBHs are detected
depends on the masses of the binary, the redshift distribution of detected binaries depends on their underlying
mass distribution. We therefore consider the mass and redshift distributions simultaneously, and fit the merger
rate density, dN/dm1 dm2 dz. Our constraints on the mass distribution agree with previously published results,
including evidence for an upper mass cutoff at ∼ 40 M. Additionally, we show that the current set of six
BBH detections are consistent with a merger rate density that is uniform in comoving volume. Although our
constraints on the redshift distribution are not yet tight enough to distinguish between BBH formation channels,
we show that it will be possible to distinguish between different astrophysically motivated models of the merger
rate evolution with ∼ 100–300 LIGO-Virgo detections (to be expected within 2–5 years). Specifically, we will
be able to infer whether the formation rate peaks at higher or lower redshifts than the star formation rate, or
the typical time delay between formation and merger. Meanwhile, with ∼ 100 detections, the inferred redshift
distribution will place constraints on more exotic scenarios such as modified gravity.
1. INTRODUCTION
The redshift dependence of the binary black hole (BBH)
merger rate carries information about the processes by which
BBHs evolve and merge, including the environments in which
they form, the star formation rate (SFR), and the time-
delay distribution. By measuring the luminosity distance1
to detected sources, the current generation of ground-based
gravitational-wave (GW) detectors will be able to measure
the redshift distribution of BBH mergers up to redshifts z∼ 1
(Abbott et al. 2016a, 2018). The inferred redshift distribu-
tion will provide important clues regarding the BBH forma-
tion channel. For example, in the classical isolated binary
evolution channel, the redshift evolution follows the SFR con-
volved with a distribution of time delays between formation
and merger (Dominik et al. 2015; Abbott et al. 2016a; Bel-
czynski et al. 2016a). Meanwhile, in the dynamical forma-
tion channel, the evolution of BBH mergers is tied to the
evolution of globular clusters (Chatterjee et al. 2017; Ro-
driguez et al. 2018). If BBHs are primordial, they are ex-
1 Throughout we fix the cosmological parameters to their Planck 2015 val-
ues (Ade et al. 2016) to convert between the GW-measured luminosity dis-
tance and the cosmological redshift of the source. Changes to these param-
eters within the current range of uncertainties will not have any qualitative
impact on our conclusions.
pected to largely follow the dark matter distribution (Mandic
et al. 2016; Koushiappas & Loeb 2017). Furthermore, several
exotic scenarios, such as gravitational leakage (Dvali et al.
2000; Deffayet & Menou 2007; Pardo et al. 2018) or a signif-
icant population of strongly lensed BBH systems (Broadhurst
et al. 2018; Smith et al. 2018), would leave an imprint on the
inferred redshift distribution.
In this work we consider the BBH merger rate density as a
function of the component masses, m1 and m2, and redshift, z.
The mass and redshift distributions must be fit simultaneously,
because the detection efficiency of GW detectors depends on
the component masses as well as the distance to the source,
as discussed in §2. We parametrize the mass distribution as a
power law with a variable upper mass cutoff, as in Fishbach
& Holz (2017). For the redshift distribution, we consider two
parametrizations. The first parametrization is motivated by
the low-redshift SFR, and assumes that the BBH merger rate
follows the comoving volume to zeroth order in redshift. This
model can fit astrophysically motivated redshift distributions,
including metallicity-weighted SFRs convolved with various
time-delay distributions. The second model allows for much
more extreme deviations from a uniform in comoving volume
merger rate, even at low redshifts, making it less suitable for
distinguishing between different formation channels but more
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2sensitive to the exotic scenarios discussed above, including
modified gravity. These two models are described in §3.
In §4.1 we fit a joint mass-redshift distribution to the
first six BBH detections announced by the LIGO-Virgo
Collaboration (LVC): GW150914, LVT151012, GW151226,
GW170104, GW170814, and GW170608 (Abbott et al.
2016d,c; Abbott et al. 2016; Abbott et al. 2017a,c,b). For sim-
plicity we treat LVT151012, which has an 87% probability of
having astrophysical origin, as a full detection (Abbott et al.
2016b). Although it has recently been suggested otherwise
(Broadhurst et al. 2018), we find that this set of detections
is entirely consistent with a redshift distribution that is uni-
form in comoving volume. We show how future detections
will improve the measurement of the BBH merger rate as a
function of component masses and redshift in §4.2. We pre-
dict that with a few hundred BBH detections by LIGO-Virgo
operating at design sensitivity, the measurement of the BBH
redshift distribution will be precise enough to distinguish be-
tween different formation channels.
2. DETECTED REDSHIFT DISTRIBUTION
The distribution of redshifts among detected BBHs depends
on the underlying mass distribution of the black holes. As-
suming that the true BBH merger rate is constant in comoving
volume, the redshifts of detected BBHs follow the cumula-
tive probability distributions shown in Figure 1, depending on
their component masses. We assume detected BBHs are those
that produce a signal-to-noise ratio (SNR) ρ > 8 in a single
detector (see §4 for more details). Within the relevant mass
range for stellar-mass BBHs, the GW signal from more mas-
sive BBH mergers is intrinsically stronger (“louder”) and can
be detected at greater distances. This means that the average
redshift among detected heavy BBHs is higher than the aver-
age redshift among detected light BBHs. This can be seen in
Figure 1, as the cumulative probability curves shift to the right
with increasing BBH mass. Equivalently, the mass distribu-
tion of detected black holes is different from the true under-
lying mass distribution, with a preference for more massive
black holes over less massive ones. Furthermore, as the sen-
sitivity of the GW detector improves, the average redshift of
the detected BBHs will increase. This is seen in the difference
between the dashed curves, which assume a noise level appro-
priate to advanced LIGO’s (aLIGO’s) second observing run,
and the solid curves, which assume the noise level for aLIGO
at design sensitivity (respectively, the “Early High Sensitiv-
ity" scenario and “Design Sensitivity” noise curves from Ab-
bott et al. 2018).
It is clear from Figure 1 that it is impossible to infer the un-
derlying BBH redshift distribution independently of the BBH
mass distribution. If the BBH merger rate density (rate per
comoving volume) increases with increasing redshift, all of
the cumulative probability curves in Figure 1 would shift to
the right. However, increasing the relative number of massive
BBH mergers in the population also increases the proportion
of sources detected at high redshift. In other words, the mea-
sured redshift distribution alone cannot distinguish between
a merger rate that increases with redshift and a population
with a high fraction of massive BBHs (see also Bai et al.
2018). Likewise, the detected mass distribution is sensitive
to the underlying redshift distribution; a greater fraction of
detected BBHs will be high mass if the merger rate density
increases with redshift, because only the high-mass BBHs are
detectable at high redshift. In the following, we jointly exam-
ine the mass and redshift distribution of merging BBHs.
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Figure 1. Cumulative probability distribution of the redshifts of detected
BBHs of given masses, assuming that the underlying redshift distribution is
uniform in comoving volume. The solid (dashed) lines show the expected dis-
tributions for aLIGO at design (O2) sensitivity. If the merger rate evolves pos-
itively (negatively) with redshift, these curves would shift to the right (left).
3. JOINT MASS-REDSHIFT MODEL
We consider the differential mass-redshift distribution of
BBHs:
dN
dm1dm2dz
≡ R p(m1,m2,z), (1)
where R is the total number of BBHs across all masses and
redshifts, so that:∫
dN
dm1dm2dz
dm1dm2dz = R, (2)
and p(m1,m2,z) integrates to unity.
Given dNdm1dm2dz , we can solve for the usual merger rate den-
sity, dNdVcdtm , where tm is the source-frame time. The merger
rate density as a function of redshift is given by:
dN
dVcdtm
(z) =
dN
dz
(z)
[
dVc
dz
(z)
]−1 1+ z
Tobs
, (3)
where:
dN
dz
=
∫
dN
dm1dm2dz
dm1dm2, (4)
Tobs is the total observing time of the GW detector network as
measured in the detector frame, and the (1+ z) factor converts
detector-frame time to source-frame time.
As a first step, we assume that the underlying mass distri-
bution does not vary across cosmic time, so that we can factor
the joint mass-redshift distribution as:
p(m1,m2,z) = p(m1,m2)p(z). (5)
This assumption may break down over a large range of red-
shifts, as many formation scenarios predict some dependence
of the mass distribution on the merger redshift. However,
aLIGO is only sensitive to redshifts z . 1.5 (see Figure 1),
where Equation 5 is likely a good approximation, particularly
if the distribution of delay times is broad (see, for example,
Figure 3 in Mapelli et al. 2017; Chatterjee et al. 2017). For the
mass distribution, we use the two-parameter model from Fish-
bach & Holz (2017), which is an extension to the power-law
model employed by the LVC to fit the BBH mass distribution
3to the first four detections (Abbott et al. 2016b, 2017a) incor-
porating the possibility of a mass gap above & 40M due to
pair-instability supernovae (Fowler & Hoyle 1964; Heger &
Woosley 2002; Belczynski et al. 2016b). We assume that the
mass distribution takes the form:
p(m1,m2 | α,Mmax)∝ m
−α
1
m1 −5 M
H(Mmax −m1), (6)
where H is the Heaviside step function. We fix the distri-
bution of secondary masses, m2, to be uniform between the
minimum BH mass and m1, and fix the minimum BH mass,
Mmin = 5 M.
3.1. Redshift Model A
For our first redshift model, we choose the following
parametrization:
p(z | λ)∝ dVc
dz
1
1+ z
(1+ z)λ, (7)
so that λ = 0 reduces to a merger rate density that is uniform
in comoving volume and source-frame time. The extra fac-
tor of (1+ z)−1 converts from detector-frame to source-frame
time. Note that for very small z, Equation 7 reduces to a con-
stant in comoving volume and source-frame time merger rate
regardless of the value of λ.
If the rate density follows the specific SFR, we would ex-
pect:
p(z)∝ dVc
dz
1
1+ z
ψ(z), (8)
where ψ(z) is the specific SFR (Madau & Dickinson 2014):
ψ(z) = 0.015
(1+ z)2.7
1+
[
(1+ z)/2.9
]5.6 M yr−1 Mpc−3. (9)
Other models for the SFR, such as Vangioni et al. (2015) or
Strigari et al. (2005), agree with the Madau-Dickinson SFR
at the low redshifts relevant to aLIGO, z < 1.5. We note that
Equation 7 with λ = 2.7 approximates Equation 8 for z 1,
whereas λ = 2.4 provides a very good approximation to Equa-
tion 8 for 0.1. z. 1. Alternatively, because BBH formation
is more efficient at low metallicities, we might expect that the
rate density follows the low-metallicity SFR, ψ(z) fZ(z), where
fZ(z) is the fraction of star formation occurring at metallicity
≤ Z at redshift z (Belczynski et al. 2010; Mapelli et al. 2013;
Spera et al. 2015; Abbott et al. 2016a; Mandel & de Mink
2016). For example, Langer & Norman (2006) give the fit:
fZ(z) = Γˆ
(
0.84,
Z
Z
2
100.3z
)
, (10)
where Γˆ is the incomplete gamma function (see also Man-
del & de Mink 2016). As the average metallicity decreases
with increasing redshift, the low-metallicity SFR rises more
steeply with increasing redshift, and peaks at higher redshift.
We find that a rate density that follows the low-metallicity
(Z ≤ 0.3Z) SFR:
p(z)∝ dVc
dz
1
1+ z
ψ(z) fZ=0.3Z (z), (11)
leads to a redshift distribution, p(z), that is well approximated
by Equation 7 with λ = 3.3. It has also been proposed that the
progenitors of BBHs are Population III stars formed at zero
metallicity, in which case we might expect an even steeper in-
crease of the merger rate with increasing redshift (Belczynski
et al. 2004; Kinugawa et al. 2014).
More realistically, the rate density follows the SFR con-
volved with a time-delay distribution. Different formation
channels predict different time-delay distributions. If typi-
cal time delays are very long (∼4–11 Gyr), as in the chem-
ically homogeneous formation channel, the rate density will
peak at very low redshifts (z ∼ 0.4) well within the aLIGO
horizon (Mandel & de Mink 2016). Under the parametriza-
tion of Equation 7, this corresponds to λ < 0; in the range
z ≤ 1, the best fits to such redshift distributions are given by
−6≤ λ≤ −4. In the classical field formation scenario, typical
time delays are much shorter (∼10–300 Myr) (Dominik et al.
2012, 2013). In this field formation channel, the time delay is
expected to follow a distribution:
τ ∝ τ−1 τmin < τ < τmax, (12)
where typically τmin ∼ 50 Myr and τmax is a Hubble time. In
the redshift range of interest to aLIGO, this corresponds to a
merger density that increases with increasing redshift (λ> 0),
but is less steep than the SFR. For example, if the forma-
tion rate of BBHs follows the Madau-Dickinson SFR, and
the time-delay between formation and merger follows Equa-
tion 12, the merger rate at z . 1 can be described by Equa-
tion 7 with λ∼ 1.3. A measurement of λ> 1.3 for the merger
rate would indicate that the BBH formation rate density peaks
at higher redshift than the SFR (possibly because of metallic-
ity evolution), or that there is a stronger preference for very
short time delays.
If the time-delay distribution is in fact restricted to very
short time delays (for example, a flat distribution between
τmin = 50 Myr and τmax = 1 Gyr), the BBH merger rate den-
sity will be nearly identical to their formation rate density at
z. 1. This may be the case for mergers that take place inside
globular clusters. On the other hand, binaries that form dy-
namically inside clusters but are ejected prior to merger tend
to have much longer time delays, on the order of ∼ 10 Gyr
(Rodriguez et al. 2016), corresponding to λ∼ −10.
3.2. Redshift Model B
For our second redshift model, we assume that the merger
rate distribution is uniform in V γ/3c = Dγc and source-frame
time, so that γ = 3 implies that the distribution is uniform in
comoving volume. In other words, the redshift distribution
takes the form:
p(z | γ)∝ 1
1+ z
Dγ−1c
E(z)
, (13)
where Dc is the comoving distance and dDc ∝ dzE(z) (Hogg
1999). This redshift model is more flexible than Model A
in the local universe, as it allows for large deviations from
a constant in volume merger rate at low redshifts, whereas
Model A always reduces to a constant in volume merger rate
in the limit z→ 0. Model B can constrain scenarios that would
cause extreme variations in the slope of the redshift distri-
bution locally, such as a significant population of strongly
lensed sources that appear closer than they are (Broadhurst
et al. 2018), leading us to infer γ < 3, or GW leakage caus-
ing sources to appear farther than they are, leading us to infer
γ > 3 (Deffayet & Menou 2007). Previous studies have ex-
plored such scenarios through their effects on the SNR distri-
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Figure 2. Expected redshift distributions among the detected BBHs for
LIGO-Virgo operating at design sensitivity, for different choices of the un-
derlying redshift distribution parametrized by λ (Model A) or γ (Model B).
The detected redshift distributions depend on the underlying mass distribu-
tion, which we parametrize with a power-law slope, α, and an upper mass
cutoff, Mmax.
bution (Chen & Holz 2014; García-Bellido et al. 2016; Cal-
abrese et al. 2016) or GW standard siren measurements (Pardo
et al. 2018). However, such effects on the redshift distribution
(and likewise, the SNR distribution) will most likely be diffi-
cult to disentangle from the astrophysical processes that con-
trol the redshift and mass distributions. For example, in Fig-
ure 2, the dotted pink curve, corresponding to Redshift Model
B, γ = 4, and the solid green curve, corresponding to Redshift
Model A, λ = 3, are very similar.
Figure 2 shows the expected redshift probability density
function (PDF) for sources detected by aLIGO at design sen-
sitivity, assuming that the true mass-redshift distribution is de-
scribed by the models discussed in this section. The solid,
dashed, and dashed-dotted blue curves assume the same un-
derlying redshift distribution (corresponding to a constant
merger rate density), but different mass distributions. Mean-
while, the solid blue, orange, and green curves show how the
detected redshift PDF varies with different underlying redshift
distributions parametrized by λ, for a fixed mass distribution.
The dotted pink curve assumes the same mass distribution,
but takes the underlying redshift distribution to follow Model
B with γ = 4. If the merger rate increases with redshift (for ex-
ample, the solid green compared to the solid blue curve), the
detected distribution will skew to high redshifts. However,
the effects of changing the mass distribution can be equally, if
not more, significant (for example, the difference between the
dashed, dashed-dotted and solid blue curves). As we shall see
in the following section when we infer the parameters of the
mass-redshift model, this leads to a degeneracy between the
mass parameters and the redshift evolution parameter.
4. FITTING THE MASS-REDSHIFT DISTRIBUTION
In this section, we fit our parametrized model for the dif-
ferential mass-redshift distribution, dNdm1dm2dz , to real and sim-
ulated LIGO-Virgo detections. Our goal is to extract the four
population parameters of the model from GW measurements
of the masses and luminosity distances of detected sources.
We assume a fixed ΛCDM cosmology determined by the 2015
Planck cosmological parameters (Ade et al. 2016), so that the
measured luminosity distance is a direct measurement of the
redshift. The shape of the mass-redshift distribution is gov-
erned by three parameters, θ. For Model A of the redshift evo-
lution, θ = {α,Mmax,λ} and for Model B, θ = {α,Mmax,γ}.
The fourth parameter, R, corresponds to the total number of
detected BBH systems and gives the overall normalization ac-
cording to Equation 2, allowing us to solve for the physical
merger rate of BBHs (Equation 3).
We model the rate density dNdm1dm2dz as a Poisson point pro-
cess (Loredo 2004; Farr et al. 2014; Wysocki et al. 2018). The
likelihood for the GW data {di}Nobsi=1 from Nobs observations,
given population parameters {θ,R} is given by:
p({di} | θ,R) =
[
Nobs∏
i=1
∫
p(di | m1,m2,z) dNdm1dm2dz
(
m1,m2,z | θ,R
)
dm1dm2dz
]
e−β(θ,R) (14)
=
[
Nobs∏
i=1
〈
1
pi(zi,mi1,m
i
2)
dN
dm1dm2dz
(
mi1,m
i
2,z
i | θ,R)〉
{zi,mi1,mi2}
]
e−β(θ,R), (15)
where 〈· · · 〉 denotes an average over {zi,mi1,mi2} posterior
samples from the ith event and pi(zi,mi1,m
i
2) denotes the in-
terim prior used in the analysis of individual events. The stan-
dard priors used in the LIGO analysis of individual events are
uniform in component masses and “volumetric” in distance
(Veitch et al. 2015):
pi(z,m1,m2)∝ dL(z)2. (16)
It is interesting to note that the redshift distribution described
by Equation 16 matches Model A with λ = 3 (as opposed to
λ= 0, which corresponds to a constant rate density), and so the
simplifying assumption that the universe follows a Euclidean
geometry implies a redshift distribution that mimics the SFR.
Meanwhile, β(θ,R) is given by:
β(θ,R) =
∫
dN
dm1dm2dz
(
m1,m2,z | θ,R
)
Pdet(m1,m2,z)dm1dm2dz
(17)
where Pdet(z,m1,m2) is the fraction of binary sources at a
given redshift and of given component masses that are de-
tectable by the GW detector network. We assume that sources
are isotropically distributed on the sky, and the binary incli-
nation is uniformly distributed on the sphere (i.e., uniform
in cos(inclination)). We also fix all BH spins to zero in our
analysis. Alternatively, we could allow the spins to vary and
5marginalize over the spin distribution when measuring the
mass-redshift distribution (Wysocki et al. 2018). However,
incorporating the spin distribution will not affect our analy-
sis significantly, considering that BBHs seem to have small
aligned-spin components (Farr et al. 2017, 2018).
Given the component masses and spins, sky position, in-
clination, and distance (or equivalently, redshift) of the BBH
source relative to a GW detector, together with a power spec-
tral density (PSD) that characterizes the noise of the detector,
we can calculate the single-detector SNR (Finn & Chernoff
1993; Dominik et al. 2015). We consider a single-detector
SNR threshold ρth = 8 for detection (corresponding to a net-
work SNR threshold of 12), and assume that for O1 and O2,
the noise follows the PSD given by the aLIGO “Early High
Sensitivity" scenario (Abbott et al. 2018). For this calcula-
tion we ignore the distinction between the true and measured
SNR, which, with only six events, does not significantly im-
pact our results. The probability of detection, Pdet(z,m1,m2),
is therefore the fraction of sources that produce a true SNR of
ρ = 8 in a single detector.
We are interested in the posterior probability of the popu-
lation parameters {θ,R}, which is related to the likelihood in
Equation 14 by a prior:
p(θ,R | {di})∝ p({di} | θ,R)p(θ,R). (18)
We choose broad, uninformative priors. We take a flat prior
for the parameters that make up θ (the power-law slope,
maximum component mass, and redshift evolution param-
eter). Our default prior ranges are α ∈ [−4,5], Mmax ∈
[31 M,100 M], λ ∈ [−50,30] and γ ∈ [0,8]. For the
rate parameter R, we take a flat-in-log prior over the range
R ∈ [10,1012]. Recall that R is the total number of mergers
between redshift z = 0 and the maximum redshift at which the
detectors are sensitive—roughly z = 0.6 for O1 and O2 (Ab-
bott et al. 2016a; Kissel et al. 2016). The combined prior is
then:
p(θ,R)∝ 1
R
. (19)
With this prior choice, the posterior marginalized over R re-
duces to:
p(θ | {di})∝
Nobs∏
i=1
∫
p(di | m1,m2,z)p
(
m1,m2,z | θ
)
dm1dm2dz
ξ (θ)
p(θ),
(20)
where:
ξ (θ) =
∫
p
(
m1,m2,z | θ
)
Pdet(m1,m2,z)dm1dm2dz (21)
= β(θ,R)/R, (22)
and p
(
m1,m2,z | θ
)
is related to dNdm1dm2dz (m1,m2,z, | θ,R) by
Equation 1. Equation 20 follows because Equation 18 can be
written as:
p(θ,R | {di})∝ p
(
θ | {di}
)
[ξ (θ)]Nobs RNobs−1e−Rξ(θ), (23)
which when marginalized over R, yields (Nobs −
1)! p
(
θ | {di}
)
. Equation 20 is identical to the form of
the posterior derived in Mandel et al. (2016) and used in
previous population analyses of GW events (Abbott et al.
2016e; Fishbach & Holz 2017).
4.1. LIGO-Virgo detections
We fit our mass-redshift model to the first six announced
BBH detections. We caution that at the time of writing, the
analysis of LIGO’s second observing run is still ongoing, and
the sample of detections is not guaranteed to be complete. In
order to avoid introducing any unmodeled selection biases,
proper analysis should wait until the release of the final sam-
ple; nevertheless, our analysis illustrates the types of con-
straints we expect from six BBHs.
From each of these six events, we approximate the mass
and redshift posterior PDFs using the published central val-
ues and 90% credible bounds. Specifically, we approximate
the detector-frame chirp mass posterior PDFs by Gaussian
distributions with a mean and standard deviation that match
the published medians and 90% credible widths (Abbott et al.
2016b, 2017a,c,b). The detector-frame masses differ from the
source-frame masses by a factor of (1+ z) (Krolak & Schutz
1987; Holz & Hughes 2005). Similarly, we use the published
medians and 90% credible bounds on the mass ratio, q = m2m1 ,
to find the median and 90% credible bounds on the symmetric
mass ratio:
η ≡ q
(1+q)2
. (24)
We then approximate the symmetric mass-ratio posteriors by
Gaussian distributions with means and standard deviations
that match these medians and 90% credible intervals. We
use these approximate posteriors on chirp mass and symmet-
ric mass ratio to approximate the detector-frame component
mass posterior distributions for each event. Lastly, we ap-
proximate the redshift posterior for each event by a Gaussian
distribution matching the published median and 90% credi-
ble intervals. We therefore generate posterior samples for the
detector-frame masses and redshifts following these approx-
imate distributions. To get posterior samples for the source-
frame masses, m1 and m2, we divide the posterior samples for
the detector-frame masses by (1+z), where the redshifts, z, are
drawn from the redshift posterior distribution. This captures
the correlations between redshift and source-frame masses in
the posterior PDF for an individual event, p(m1,m2,z | di).
Figure 3 shows the resulting posterior PDF on the power-
law slope, α, and the redshift evolution parameter, λ or γ,
marginalized over Mmax and R:
p(λ,α | {di}) =
∫
p(λ,α,Mmax,R | {di})dMmaxdR. (25)
Under Model A, we infer λ = −10+15−21, α = 0.7± 2.0, and
under Model B, we infer γ = 2.7+1.8−1.3, α = 1.1
+2.1
−2.5. All credi-
ble intervals are quoted as the median and symmetric (equal-
tailed) 90% range. Meanwhile, from the marginal posterior
PDF on Mmax, we infer that the maximum component BH
mass is 39+30−6 M (Model A) or 39
+28
−6 M (Model B); the
95% upper limit of ∼ 69 M is tighter than the 95% upper
limit of ∼ 77 M found in Fishbach & Holz (2017) with the
additional two detections analyzed here.
There is a positive correlation between the mass power-
law slope and the redshift evolution parameter in the two-
dimensional posterior, because a mass distribution that fa-
vors low masses (large α) is compatible with the data only
if the merger rate increases with redshift (large λ or γ) and
vice versa; otherwise, more high-redshift and more low-mass
objects would have been detected. The inferred rate param-
eter, R, is also positively correlated with these parameters,
large α and/or λ (equivalently, γ) imply that there are many
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Figure 3. Posterior PDF of the the power-law slope, α, and the redshift evolution parameter from Model A (λ) and Model B (γ) from the first six announced
BBH detections. The top right (bottom left) panel shows the two-dimensional posterior on α and λ (γ), calculated from the full posterior p(θ,R | d) marginalized
over Mmax and R. The contours show increasing probability in 10% steps. The top left panel shows the posterior on α marginalized over all other parameters,
for both Model A (dashed blue curve) and Model B (solid green curve) of the redshift evolution. The bottom right panel shows the posterior PDF for the redshift
evolution parameters for the two models. The first six announced LIGO-Virgo detections are consistent with a uniform rate density (λ = 0 or γ = 3; dotted black
line in bottom right panel) within the 68% credible interval, at the 56% (34%) credible level enclosing the maximum a posteriori value for Model A (Model B).
more high-redshift low-mass sources that contribute to the to-
tal number of mergers R, but not to the detected number, Nobs
(see also Wysocki et al. 2018).
It has recently been suggested that there are statistically too
many nearby BBH detections (or equivalently, too many high-
SNR detections) compared to the expected constant in comov-
ing volume distribution (Broadhurst et al. 2018). Although
our analysis shows a slight preference for a merger rate den-
sity that declines with increasing redshift, we find that for both
models A and B of the redshift evolution, the current data is
consistent with a uniform in comoving volume rate density
(λ = 0 or γ = 3) within 1σ (68% credibility). Furthermore, it
is possible that the set of published LIGO-Virgo detections is
incomplete at this time. If loud events are published first, it is
possible that an incomplete set would be biased toward low-
redshift events, and our analysis would be artificially biased
to small values of λ and γ. A more complete analysis can take
place once the results from LIGO’s second observing run are
finalized.
Finally, we can calculate a posterior PDF on the merger rate
density as a function of redshift according to Equation 3. As
an illustration of the method, we assume that the total observ-
ing time from aLIGO’s first and second observing runs is 94
days. This assumption is not based on the true observing time,
which is not yet known as analysis on O2 is ongoing. Instead,
it is chosen to match the most recently published merger rate
estimate from LIGO in Abbott et al. (2017a), which is in the
range [12, 213] Gpc−3 yr−1 for a BBH population with a uni-
form in comoving volume merger rate and a mass distribution
with power-law slope 1≤α≤ 2.35. With six published detec-
tions, an observing time of 94 days yields a mean merger rate
of 100 Gpc−3 yr−1 for the “power-law” (α = 2.35) population
considered in Abbott et al. (2017a). (Note that this “power-
law” mass distribution from Abbott et al. (2017a) fixes the
maximum component BH mass to Mmax = 95 M, the mini-
mum component BH mass to Mmin = 5 M, and the maximum
total binary mass to Mtot,max = 100 M.) With this assumption
of the observing time, Figure 4 shows the inferred rate density
(marginalized over all population parameters) as a function of
redshift for Model A (left panel) and Model B (right panel)
of the redshift evolution. While previously published merger
rate estimates are valid only for a fixed redshift distribution,
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Figure 4. Merger rate density as a function of redshift for Model A (left) and Model B (right) of the redshift evolution, assuming that the six published LIGO-
Virgo detections form a complete sample, and were detected during a 94-day observing period. The solid line shows the median rate density as a function of
redshift, and the light and dark shaded regions show equal-tail 68% and 95% credible levels, respectively. Our inferred merger rate is consistent (at the 68%
credible level) with being uniform in comoving volume and source frame time, tm, which corresponds to a flat horizontal line on this plot (dashed black line).
Our analysis shows a preference for a merger rate density that decreases with increasing redshift; however, this may be due to a false assumption that the six
published BBHs form a complete sample from O1 and O2, as discussed in the text. Proper analysis, using the final sample and correct observing time, should
wait for the analysis of O2 data to officially conclude.
this method allows us to infer the merger rate simultaneously
with the mass and redshift distributions. Once again, we see
that our results are consistent with a non-evolving merger rate,
which would correspond to a flat horizontal line in Figure 4.
From Figure 4, we see that the merger rate is well-
constrained at redshifts 0.05 . z . 0.15. Meanwhile, there
is too little volume at z . 0.05 to constrain the merger rate
well, and the detectors are not sensitive enough at high red-
shifts. The uncertainties on the merger rate become especially
large at high redshifts for Model A, because the parameter for
this model, λ, is hard to constrain with low-redshift observa-
tions (where the merger rate always approaches a constant in
comoving volume rate) but has a significant effect on the high-
redshift rate. Meanwhile, varying the parameter, γ, in Model
B causes a large variation in the low-redshift rate. This means
that γ is easier to measure with low-redshift observations than
λ, and so assuming Model B, the merger rate is relatively well
constrained at high redshifts where the sensitivity of the GW
detectors approaches zero.
4.2. Future detections
In this section, we simulate detections from a mock popu-
lation of BBHs and apply our method to infer the underlying
mass and redshift distribution parameters. Our goal is to es-
timate how many LIGO-Virgo detections will be required to
correctly infer a deviation from a uniform in comoving vol-
ume merger rate, or alternatively, how many detections will
be required to confidently rule out strong deviations from a
uniform in comoving volume merger rate. We consider two
simulated populations. Both populations follow the same dis-
tribution for the BBH masses (Equation 6), with a minimum
component mass of 5 M, a maximum component mass of
40 M, and a power-law slope α = 1. We assume that the
mass distribution for both populations is independent of the
redshift distribution (Equation 5). The redshift distribution of
the first population follows Model A (Equation 7) with λ = 3,
as might be expected if the merger rate followed the low-
metallicity SFR convolved with a time-delay distribution that
favored short time delays. Meanwhile, the second population
has a uniform in comoving volume merger rate, correspond-
ing to λ = 0 in Model A or γ = 3 in Model B.
For each mock population we generate BBHs with compo-
nent masses and redshifts following the assigned underlying
distribution. Only a subset of BBHs are detected, and their
measured masses and redshifts take the form of (marginal-
ized) posterior PDFs. In order to generate realistic mass
and redshift measurements, we construct a synthetic detec-
tion model. The synthetic detection model enables us to self-
consistently and realistically capture the correlations between
the measured SNR, which determines the detectability of an
event and its measured redshift. We verify that the model
closely approximates the detectability of a BBH with given
masses and redshift by aLIGO at design sensitivity.
Synthetic BBHs are generated as follows. Each BBH sys-
tem is characterized by four parameters: the source-frame
chirp mass M, the symmetric mass ratio η, the luminosity
distance dL, and an angular factor Θ. Each system also has
an associated true SNR, ρ, which depends on these four pa-
rameters. Note thatM and η allow us to directly infer m1 and
m2, and dL allows us to infer z. Here, Θ plays the combined
role of the sky location, inclination, and polarization on the
measured GW amplitude. We tune the width of the Θ distribu-
tion to control the uncertainty of the measured signal strength,
which in turn controls the uncertainty on the measured lumi-
nosity distance. This allows us to capture the correlations be-
tween the measured signal strength and the measured redshift,
which is necessary in order to model the selection effects con-
sistently between the detection model and the calculation of
Pdet (Equation 17).
We set the “typical” SNR, ρ0, of a BBH system with pa-
rametersM and dL to:
ρ0 ≡ 8
(M (1+ z)
M8
)5/6 dL,8
dL
, (26)
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The top panels show the joint posterior PDF on the power-law slope and redshift evolution parameter, marginalized over the rate and maximum mass parameters.
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100 detections to constrain γ to a 90% credible interval of . 1.
where we fix M8 = 10 M and dL,8 = 1 Gpc. This scaling
approximates the amplitude of an inspiral GW signal to first
order, and we chose M8 and dL,8 to roughly match the typ-
ical distances of detected sources by aLIGO at design sen-
sitivity (Chen et al. 2017).2 The true SNR, ρ, in our model
depends on the angular factor Θ, and is given by:
ρ = ρ0Θ, (27)
similar to relationship between the true SNR and the “optimal
SNR” via the projection factor Θ (Finn & Chernoff 1993) or
w (Dominik et al. 2015; Chen et al. 2017), although Θ in our
case is simply a random variable with a log-normal distribu-
tion. As the uncertainty on Θ controls the uncertainty on dL,
we pick the variability of Θ in order to get realistic measure-
ment uncertainties on dL. We find that realistic measurement
2 It should be noted that this scaling breaks down for high-mass sources,
where a significant fraction of the SNR comes from the merger and ringdown
components of the signal, rather than the inspiral. However, the heaviest
BBHs in our simulated population are 40–40 M in the source frame, and so
our synthetic model provides a good approximation to their detectability.
uncertainties on dL are achieved when Θ has a typical width
of 15%, and so we pick:
logΘ∼ N
(
0,
0.3
1+ ρ08
)
. (28)
From the true parametersM, η, dL and Θ, we assume that
the measurement process measures three parameters: the ob-
served SNR, ρobs, the observed chirp mass, Mobs, and the
observed symmetric mass ratio, ηobs. These are given by:
ρobs = ρ+N(0,1), (29)
logMobs = log(M(1+ z))+N
(
0,8
σM
ρobs
)
, (30)
ηobs = η +N
(
0,8
ση
ρobs
)
, (31)
where we assume that the observed SNR is normally dis-
tributed about the true SNR, ρ, with a standard deviation of
1 (due to different realizations of Gaussian noise), and the un-
9certainties on the mass parameters scale inversely with the ob-
served SNR (Veitch et al. 2015). We fix a threshold of ρobs≥ 8
for detection. To match the expected measurement uncertain-
ties, we fix σM = 0.04 and ση = 0.03, so that the relative 90%
credible interval uncertainty for the recovered detector-frame
primary (secondary) mass is typically 40% (50%) (Ghosh
et al. 2016; Vitale et al. 2017). Meanwhile, the luminosity dis-
tance is measured from ρobs via Equations 26–28. The typical
relative 90% confidence interval uncertainty for the recovered
luminosity distance is ∼ 50%, which is also a realistic expec-
tation (Vitale et al. 2017). As discussed earlier in this section,
this process of recovering the measured luminosity distance
from the measured signal strength is necessary in order to
incorporate selection effects consistently, and ensure that we
generate single-event posteriors, p(m1,m2,z) that are compat-
ible with the assumed detection probability, Pdet(m1,m2,z).
Under this synthetic (yet realistic) detection model, we gen-
erate 500 detected BBH systems for each of the two popula-
tions. The projected constraints on the power-law slope and
redshift evolution parameter are shown in Figure 5. Note that
the maximum mass parameter will be already tightly mea-
sured with a few tens of detections (Fishbach & Holz 2017).
We find that after 100 detections by LIGO-Virgo (which may
happen as early as the next observing run, starting in late
2018) it may be possible to detect deviations from a uniform
in comoving volume merger rate if the true redshift distribu-
tion evolves as steeply as the low-metallicity SFR (λ ∼ 3).
(This is expected from formation channels where the typical
time delay between formation and merger is short.) Addi-
tionally, we expect to distinguish between a merger rate den-
sity that increases with increasing redshift and a merger rate
density that decreases with redshift (as expected from forma-
tion channels with very long time delays). If the true devia-
tion from a uniform merger rate density is small (0 < λ < 1,
where λ = 0 implies a uniform merger rate density), it may
take ∼ 500 detections to confidently exclude λ = 0. This will
require a few years of aLIGO operating at design sensitivity
(starting in 2020+ Abbott et al. 2018). Meanwhile, extreme
deviations from a constant merger rate density (γ 6= 3 in Red-
shift Model B) can be ruled out in 100 detections, as γ will be
constrained to a 90% credible interval width of . 1.
In summary, we expect that with N detections by LIGO-
Virgo operating at design sensitivity, we will be able to con-
strain λ from Model A to a 90% credible interval of width
∼ 31/√N and γ from Model B to a 90% credible interval
of width ∼ 8.5/√N, although the exact rate of convergence
depends on the true values of these parameters. If the lo-
cal BBH merger rate is 100 Gpc−3 yr−1, the mass distribu-
tion follows a power law with α = 1 and Mmax = 40 M, and
the redshift distribution is constant in comoving volume in
source-frame time, we expect ∼ 300 detections in one year
of LIGO/Virgo operating at design sensitivity (assuming that
each detector has a duty cycle of 80%, and that a confident
detection requires at least two detectors in observing mode).
Fixing this mass distribution, but assuming instead that the
redshift distribution follows the Madau-Dickinson SFR, the
expected number of detections increases to ∼ 680. On the
other hand, if the overall merger rate is the same, but the BBH
mass distribution follows a steeper power law with α = 2.35
(fixing Mmax = 40 M), we expect ∼ 140 detections in a year
of LIGO/Virgo operating at design sensitivity if the merger
rate density is independent of redshift, and ∼ 280 detections
if the merger rate density follows the SFR. (For O3 sen-
sitivity, the expected number of detections is smaller by a
factor of 4–5.) With 100–700 detections per year, we ex-
pect to detect deviations from a constant merger rate den-
sity, or severely constrain such deviations, within the first 1–3
years of LIGO/Virgo operating at design sensitivity (starting
∼ 2020).
5. DISCUSSION
We have explored the ability of the LIGO-Virgo network
to measure the redshift evolution of the BBH population. We
have applied a simple four-parameter model to constrain the
BBH merger rate density, dNdm1dm2dz , as a function of compo-
nent masses and redshift. Our model allows us to simultane-
ously constrain the slope and maximum mass of the distribu-
tion of primary BH masses, the slope of the redshift distribu-
tion, and the merger rate. We note that our method can also be
applied to the binary neutron star (BNS) population, although
such sources will only be detectable up to redshifts z < 0.1
with the current generation of GW detectors. However, the
mass distribution of such sources may already be well con-
strained from the galactic population (Özel et al. 2012). If we
adopt this mass distribution as a prior, the analysis on BNS
would simplify to a one-parameter redshift evolution model.
Recall that a measurement of the merger redshift distribu-
tion constrains a combination of the formation rate as a func-
tion of redshift and the time-delay distribution. If we can con-
strain the redshift evolution parameter to λ & 2.4, we may
infer that the BBH formation rate density peaks at higher red-
shift than the SFR, regardless of the time-delay distribution.
If we assume that the time-delay distribution follows Equa-
tion 12 with τmin = 50 Myr and τmax = 14 Gyr, a measure-
ment of λ & 1.3 implies that the BBH formation rate den-
sity peaks at higher redshift than the SFR. Alternatively, if
we assume that the formation rate density follows the low-
metallicity SFR in Equation 11, measuring λ& 1.9 (λ. 1.9)
would allow us to infer that the time-delay distribution is more
skewed towards short (long) time delays than Equation 12.
Because our focus is on extracting the redshift evolution of
the merger rate, we have simplified our treatment of the mass
distribution. For example, our parametrization assumes that
the BBH mass distribution does not evolve with redshift, and
does not allow the distribution of mass-ratios or the minimum
BH mass to vary. We have verified that adding two free pa-
rameters, β and Mmin, to describe the mass-ratio distribution
and the minimum mass according to:
p(m1,m2 | α,β,Mmax,Mmin)∝ m
α
1 m
β
2
m1 −Mmin
H (Mmax −m1) ,
(32)
does not significantly affect our results for the six BBH de-
tections. Taking uniform priors on these additional param-
eters, −4 < β < 4, 3 < Mmin < 9 M 3, causes the posteri-
ors on the remaining four parameters to widen only slightly.
Furthermore, the constraints on the additional two param-
eters, β and Mmin, are not informative with only six de-
tections, and are consistent with our default values, β = 0,
Mmin = 5 M, although we find a slight preference for equal
mass ratios (β > 0 at ∼ 70% credibility; consistent with the
results of Roulet & Zaldarriaga 2018) and a larger minimum
mass (Mmin > 3.9 M at 95% credibility). These results hold
for both Models A and B of the redshift evolution. It will
3 The minimum BH mass is constrained to be no larger than ∼ 9 M, the
95% upper bound on the secondary mass of GW170608 (Abbott et al. 2017b).
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likely take O(100) detections to measure Mmin sufficiently
well and resolve the putative gap between the neutron star
and BH mass spectrum (Littenberg et al. 2015; Mandel et al.
2017; Kovetz et al. 2017).
With sufficient detections, our four-parameter model will
likely break down, and we should include more degrees of
freedom in the mass-redshift (and possibly also spin) distri-
bution to avoid introducing systematic biases in the inferred
parameters (Talbot & Thrane 2018; Wysocki et al. 2018). For
example, if the mass distribution varies with redshift, possibly
favoring larger masses at high redshifts due to the lower aver-
age metallicity, our simple model will misinterpret this as an
evolution in the merger rate. Therefore, a more complicated
model should allow for correlations between the mass and
redshift distribution, either through the addition of one to two
parameters (e.g. a copula model), or a many-parameter model
that fits the mass distribution separately in different redshift
bins. It may also be possible to introduce a multi-component
mixture model to determine whether there are multiple pop-
ulations of BBHs following different mass-redshift distribu-
tions. Furthermore, a more sophisticated model would in-
clude at least two additional parameters to fit the peak, zpeak,
and the high-redshift slope of the merger rate density. For ex-
ample, we can consider the following parametrization of the
merger rate density inspired by the Madau-Dickinson SFR:
p(z | a,b,zpeak)∝ 11+ z
dVc
dz
(1+ z)a
1+
( a
b−a
)[ 1+z
1+zpeak
]b . (33)
This parametrization provides an excellent fit to all of the as-
trophysical redshift distributions discussed in Section 3 up to
redshifts z ∼ 4, whereas our one-parameter model of Equa-
tion 7 starts to break down at z ∼ 1. However, it is un-
likely that we will have tight constraints on zpeak and b with
second-generation GW detectors, because zpeak will likely lie
beyond the sensitivity of these detectors, unless the time de-
lays between formation and merger are typically extremely
long (greater than a few Gyr). For example, if the BBH for-
mation rate follows the Madau-Dickinson SFR and the time-
delay distribution in Equation 12, the peak of the merger rate
density would be at zpeak = 1.4, where we expect to have very
few detections (see Figures 1 and 2). If the BBH formation
rate peaks later than the Madau-Dickinson SFR, following the
low-metallicity SFR in Equation 11 for example, the peak of
the merger rate density would be even farther out of reach, at
zpeak = 2.1, assuming the same time-delay distribution. How-
ever, by the time we have O(1000) detections, it may be pos-
sible to get some measurement of zpeak, which would allow
us to infer the peak of the formation rate density for an as-
sumed time-delay distribution (this peak would be at z = 1.8
if BBH formation followed the Madau-Dickinson SFR, and
z = 2.7 if the formation followed the low-metallicity SFR of
Equation 11). We look forward to a time where our single
redshift-evolution parameter is sufficiently well measured that
we must include these additional parameters in our model;
we anticipate that this will take over 500 detections. We note
that with third-generation GW detectors, it will be possible
to accurately infer the entire formation rate history of BBHs
together with the time-delay distribution from the observed
redshift evolution of the merger rate (Vitale & Farr 2018).
In addition to the limitations of our parametrized model, an-
other much less significant source of systematic uncertainty
in our analysis comes from GW measurements of the lumi-
nosity distance (and therefore, the redshift) to a source. Ex-
tracting the luminosity distance from a GW signal depends
on measuring its amplitude, which is affected by detector cal-
ibration uncertainties. The calibration uncertainty is only a
few percent (Karki et al. 2016), which is negligible compared
to the expected uncertainty on the redshift evolution parame-
ter. Another subdominant source of uncertainty comes from
the effect of weak lensing on the GW amplitude, which con-
tributes at the sub-percent level and is therefore negligible for
our analysis (Holz & Wald 1998; Holz & Linder 2005).
6. CONCLUSION
By fitting a four-parameter mass-redshift distribution to the
first six announced BBH mergers, we have placed the first
constraints on the redshift evolution of the BBH merger rate.
We show that because of strong correlations between the
masses and redshifts of detected BBHs, the mass and red-
shift distribution must be fit simultaneously. We consider two
parametrizations of the redshift evolution: Model A fixes the
slope of the redshift distribution to match the differential co-
moving volume locally (as z→ 0), as is expected from most
astrophysical formation channels, while Model B allows for
large deviations, even at low redshift. Our constraints from six
events are too weak to distinguish between any astrophysical
formation scenarios: for example, we measure −31<λ< 5 at
90% credibility for Model A, whereas typical formation chan-
nels predict between −4 . λ . 3). However, we can already
constrain extreme deviations from a uniform in comoving vol-
ume merger rate, finding γ = 2.7+1.8−1.3 for Model B (γ = 3 corre-
sponds to a uniform merger rate). Furthermore, while previ-
ous analyses have calculated the BBH merger rate under the
assumption of a uniform in comoving volume redshift distri-
bution, we demonstrate how to infer the merger rate density
as a function of redshift.
We project that with 100–500 detections by LIGO-Virgo,
the inferred redshift evolution of the BBH merger rate will
allow us to distinguish between proposed formation channels
(for example, those that favor long versus short time delays
between progenitor formation and BBH merger). Meanwhile,
the overall merger rate and mass distribution will also pro-
vide important clues regarding the formation channel (Do-
minik et al. 2015; Stevenson et al. 2015; Zevin et al. 2017;
Barrett et al. 2018). In 5–10 years, the constraints on the red-
shift evolution parameter alone will allow us to infer the peak
of the formation rate of BBH progenitors and/or the typical
time delay between formation and merger.
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