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Summary 
This thesis is tomposed of three independent chapters and an appendix. In 
the first two chapters we deal with Kleinian groups and in the third one we 
concentrate on Fuchsian groups. In chapters 1 and 2, we study the action of 
a Kleinian group on points in hyperbolic space of three dimensions and on 
points on its boundary. All Kleinian groups we study have the property that 
their action on points in the hyperbolic 3-space has a fundamental polyhedron 
with the property that the union of the images of its faces under the group 
elements contains each geodesic plane that contains one of the faces. This is 
the so called even corners property. Using this property we prove in Chapter 
one the existence of an expanding Markov type mapping on the Riemann 
sphere. The main application is to give a shorter proof that the Selberg zeta 
function associated to the Kleinian group has a meromorphic extension to Co 
In chapter two, we assume the existence of a Kleinian group with the even 
corner property and define its deformation space. We then prove that the 
--
Hausdorff dimension of the limit set of groups in the deformation space varies 
real analytically as we vary the points in the deformation space. We prove 
that Klein's combination Theorem quasi-preserves the even corners property 
in the sense that, if a group r is formed by other two via Klein's theorem 
and these last two are quasi-conformal deformations of groups with the even 
corners property, then r is a deformation of a Kleinian group with the even 
corners property. In particular, the result about the Hausdorff dimension is 
valid for all geometrically finite purely loxodromic function groups. 
In chapter three we construct an automatic structure for parabolic free 
Fuchsian groups based on the symbolic coding of points in their limit sets. We 
then provide a proof, based on their symbolic dynamics, that these groups are 
.. automatic. We explicitly determine an automatic structure for the groups. 
Chapter 1 
Markov partitions and zeta functions 
l' 
We prove the existence of a piecewise analytic expanding map associated to cer-
tain Kleinian groups without parabolics acting on points in the 3-dimensional 
hyperbolic space. These groups have a fundamental domain n with the the 
property that the geodesic planes containing each face are part of the tessela-
tion. We use this map together with the methods of thermodynamic formal-
ism to give another proof that the Selberg zeta function for such groups has a 
meromorphic extension to <C 
1.1. Introduction 
The aim of this chapter is to show the existence of a piecewise analytic ex-
panding map defined on the limit set of a Kleinian group having a fu~damental 
domain n with the so called even corners property. This is a condition on the 
geodesic planes that contain each face of n. Following the work of C. Series as 
described in [Ser9I], we use the face pairing identifications to define a Markov 
type transformation associated to a partition of the limit set of the group. If 
the Kleinian group has no parabolics, we prove that this map is (eventually) 
expanding. In line with the works of Ruelle [Rue76], Pollicott [PoI9I] and 
Mayer [May9Ib] we use this mapping to define Ruelle type operators, and 
using Grothendieck's theory of nuclear operators, see [Gr056], we express a 
specific Ruelle zeta function in terms of the determinants of these operators. 
The objective of these steps is to relate the Ruelle zeta function, which we 
know to have a meromorphic extension to the whole complex plane, to the 
.. Selberg zeta function for the Kleinian group. We then are able to provide a 
short proof that the Selberg zeta function for such groups has a meromorphic 
extension to <C. 
1.2. Definitions and preliminary results 8 
1.2. Definitions and preliminary results 
A Kleinian group is a discrete subgroup of the group of orientation preserving 
isometries of the three dimensional hyperbolic space JHf3. We use the Poincare 
ball model to realize hyperbolic space in three dimensions. Recall that this 
model consists of the unit ball in ]R3 
with the (hyperbolic) metric 
2dr 
ds = 1 _ Ir12· 
Let f be a finitely generated non-elementary Kleinian group acting on JHf3. 
The limit set A of f is the set of limit points of the orbit under f of any point 
" 
x E JHf3. Because f acts discontinuously, clearly we have that A C 8 2 • 
The elements of f belong to the subgroup of all Mobius transformations 
that preserve B3 , which is in turn a subgroup of the full Mobius group Mob3 , 
see [AhI81]. The elements of Mob3 are real analytic bijective maps in a suit-
able open set in ]R3 which we will deal with later. 
We assume that f has no parabolic elements. 
Definition 1.2.1 (Even corners property). A fundamental domain n for 
r is said to have the even corners property if 
U ,(an) 
')'Er 
is a union of planes. 
We assume that n is a fundamental polyhedron for f with the above property 
and such that 0 E n. 
Let fR be the set of face pairing transformations for n. Using Poincare's 
Theorem, we get a presentation < r R I RR > for the group r, such that f R is 
a symmetric system of generators and RR is the set of r~lations we get from 
each vertex and face cycles, see [Mas88]. We use the elements in r R to label 
the faces of n as follows. Use the label e on a face of n if the element e E f 
pairs it to some other face. Write e inside nand e on the outside, where e 
denotes e-1 E f R . 
Following Bourdon [Bou93], we have for each word eioei1 ... ein written 
in the generators in fR a family of planes P(eio),P(eioeiJ, ... ,P(eio ... ein ) 
," 
1.2. Definitions and preliminary results 9 
defined as : P( eio ) is the plane containing the face nneio n and for k = 1, ... ,n 
P( eio ei1 ••• eik) is the plane containing eio ... eik_1 n n eio ... eik n. 
Proposition 1.2.2. The following statements are equivalent: 
(a) The word eio ... ein is shortest in r n 
(b) For k = 0, ... ,n the planes P( eio ... eik) are pairwise distinct. 
( c) For every k E {O, ... , n}, and for every I satisfying k :::; 1 :::; n, the plane 
P( eio ... ei,,) separates n from eio ... ei! n. 
Proof of 1.2.2. 
This is in Bourdon [Bou93], §3.3. In fact he proved this result for any 
dimension. 11.2.21 
We introduce a few more definitions and prove a theorem that we will use 
later. Let H (d) be the half-space in 1ffi3 whose intersection with n is the face 
whose exterior label is e. It is clear that {H( ei) : ei E f n } and R have union 
1ffi3. Since H (ei) contains a face of n, we could use the associated face pairing 
to define a map f that sends a point x in H( ei) to ei1x if i is the least element 
of {j : X E H(ej)} and f(x) = x if x E n. We define: 
Theorem 1.2.3. 
B(ei) = {x E H(ei): f(x) = e;lx}, 
I( ei) = S2 n B( ei), 
B( eo, ... , en) = n;=of- r B( er ), 
I(eo, ... , en) = S2 n B(eo ,"" en) 
= n~=of-r I(er). 
(a) Int B(eo, .. ·,en ) f. 0 {:} Int I(eo· .. en ) f. 0. 
(b) Int B(eo· .. en) =1= 0 =* eo· .. en is shortest. 
(c) If f(g· n) = h· n, then Ihl = Igl- 1 ( I· 1 denotes the word length norm 
with respect to the generating set r n ). 
<0 (d) If Int B(eo,"', en) =I- 0, then diamI(eo'" en) --+ ° as n --+ 00. 
Proof of 1.2.3. 
The proof of this theorem for the two dimensional case is due to C. Series, 
and can be found in [SergI]. Proposition 1 .. 2.2 allows us to extend her proof 
1.2. Definitions and preliminary results 10 
of (a), (b), ( c) to the present case. We prove that (d) is also true in the present 
context. Observe that B( eoel) = B( eo) n eoB( el), and then 
j 21 -1 -1 B(eoed = e1 eo . 
Use induction to get 
and now it is easy to see that 
( B( eo' .. en) = eo' .. en-lB( en) n B( eo· .. en-d· 
From this last equality we have B( eOel ... en) C eOel ... en-lH( en) and then 
1.2.4. 
If x, Y E Ja3, then denote their hyperbolic and Euclidean distance by 
dH(x,y) and dE(x,y), respectively. Recall two important estimates relating 
the hyperbolic distance and the word metric: 
(i) If r has no parabolics, then there exists a constant a > 0 such that if 
9 E r - {id} then dH(O,gO) > algi. 
(ii) If r has parabolics, then there exist constants k, no E N such that if 
9 E r - {id} then dH(O,gO) > 2 log Igl- k if Igl > no. 
Proofs of these inequalities can be found in [Fl080]. Let hEr - {id} be such 
that dH(O, hO) > L, for some L > O. If BH(hO, r) is a hyperbolic ball with 
centre hO and hyperbolic radius ~, L > 7', then it is well known that 
1.2.5. 
where BE(hO,c) is an Euclidean ball of radius c with centre hO and Euclidean 
radius 
c = ~7'cosh-2 ((L - r)) < eoe-L 2 2 - , 
where eo is a constant which does not depend on L, but does depend on r. 
Let W = WI W2 ... W N and v = VI V2 ... V M, M > N with WI = Vb ... ,Wn = 
Vn for some n :::; N, and such that B(VIV2'" VM) and. B(WIW2'" WN) are 
non-empty. Let r = max{ dH(O, eO) : e Ern}. If r has no parabolics, then 
N-l 
.. 1.2.6. 
1.2.7. 
dE(wO, vO) :::; L dE(Wl'" Wn+i O, WI'" Wn+i+l0) 
i=O 
M-l 
+ L dE( VI' .. Vn+iO, VI' .• Vn+i+1 0). 
i=O 
1.2. Definitions and preliminary results 11 
Using (i) above, 
and therefore 
We can obtain a similar relation for v, and then it follows that 
dE( wO, vO) ::; I exp( -an). 
If r has pa,rabolics, then the same argument works with (b) instead of (a), 
it then follows that 
1.2.8. 
00 1 
dE(wO,vO) ::;2c~ ( y' ~ n+t 
1=0 
These estimates were proved by C. Series in [Ser81]. Consider the sequence 
{giO}~o where gi = eOel'" ei with B(eoe} ... ei) f= 0 for all i = 0,1, .... This 
sequence converges to a point in the limit set A of r. Now two observations 
to finish our argument. Clearly goO E H( eo) and for each i ~ 1 we have 
giO E eOe} ... ei-lH( ei), also the half-spaces H( eo), eoH( el), ... form a nested 
sequence of sets, that is to say 
Recall that each of these half-spaces is a complete union of copies of the fun-
damental domain n due to the fact that n is even cornered. Combining these 
conclusions together with estimates 1.2.6 and 1.2.8 we have that 
1.2.9. 
otherwise points in the planes P( eo ... en) which bound each half-space 
would accumulate and this contradicts the discreteness of r. 
1.3. A subshift of finite type 12 
1.3. A subshift of finite type 
Consider the set Sf) of all planes in r . an that intersect n in either a face, an 
edge or a vertex. The intersection of each plane in Sf) with S2 is a circle, and 
the closures of the components of the complement of the union of these circles 
cover S2. Although these regions can intersect their interiors are disjoint. This 
gives us either a finite or countable partition 91 = {Rd~l of S2 minus a set 
of Lebesgue measure zero. 
The map j was defined from Ja3 to itself using the half-spaces H ( ei) and it 
is not difficult to see that it extends to S2 in the same way it was defined. We 
would like to use the partition 91 to prove the Markov property for f, that is 
to say, the image under f of any element Ri E 91 is a union of ~lements in 91. 
To do so, we assume that 91 partitions the entire S2 and then we have that 
Proposition 1.3.1. The map f has the Markov property with respect to the 
partition 91 = {Ri}~l' 
Proof of 1.3.1. 
Let Ri E 91. The boundary of Ri is a union of arcs belonging to circles 
which are the intersection of planes in s,p- with S2. From the definition of 
the half-spaces H{ei), it follows that Ri is contained in H{ej)' some j such 
that fiR; = ejl. Suppose that ejl pairs the face Fj to the face Fij' Observe 
that et sends the planes in Sf) intersecting Fj to similar ones inters~cting Fir 
Therefore, the circles containing the arcs of the boundary of Ri are sent to 
circles which are the intersections of the images of the planes passing through 
Fj with S2. Therefore, the boundary of the image of Ri is a union of arcs in 
distinct circles, this implies that the region ~ is mapped under ejl to a union 
of regions in 91. 11.3.11 
Following the standard procedures of symbolic dynamics we now introduce a 
subshift of finite type on the space 
by u : L,j -t L,j, u{r'k)f:o = {rk+1)f:o' We refer the reader to [PP90] for the 
.. , general theory of subshifts of finite type. 
Consider the following set 
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Clearly the sets L,f and n are related. Indeed, for each rk define 1jJ(rk) = e E rn 
if flRk = e- l . The Markov property of f guarantees that the map 
1jJ : L,f -+ n 
defined by 1jJ((rk)k:o) = (1jJ(rk))k:O is well defined. This map allows us to 
define a mapping from the shift spa~e L, f to the limit set A' of r. Using the 
fact that 
I( eOel ... en) 2 I( eOel ... en+d 
and diam I(eOel'" en) -+ 0 as n -+ 00 then, clearly if r. = (ro, rl,"') E L,j, 
00 
7I"(r.) = n I(1jJ(ro)1jJ(rt)·· .1jJ(rk)) 
k=O 
is a single poi:o.t in I(1jJ(ro)) n A. Observe that points on the boundary of each 
Rk can have more than one f -expansion, and therefore the map 71" : L, f -+ A 
possibly fails to be a bijection precisely at these points. Therefore we have 
Theorem 1.3.2. There is a continuous map 71" between the subshift of finite 
type L,f and the limit set A ofr which is bijective, except in a subset L,' c L,j, 
which is mapped under 71" in a set of zero Lebesgue measure. 
Observe that f7l"(r.) = 7I"(0"(r.)). 
1.4. An expanding map 
From this section onwards, the group r will be considered without parabolics. 
We review some basics facts about Mobius transformations in ]R3 as described 
in Ahlfors [Ahl81]. 
Definition 1.4.1 (similarities and reflection in 3 2). The group of sim-
ilarities are all mappings x 1-+ mx + b where b E ]R3, m = >"k, >.. > 0 and 
k E 0(3), in words, m is a conformal matrix. Reflection, or inversion, with 
respect to the unit sphere is defined by x 1-+ x* = ~, where x = (Xl, X2, X3) 
and Ixl = Jx~ + x~ + x5 . 
Definition 1.4.2 (Mobius group). The full Mobius group Mob3 is the 
<0, group generated by all similarities together with the inversion in the unit 
sphere. The Mobius group Mobj is the subgroup whose elements are products 
of an even number of inversions in the unit sphere and similarities which 
preserve orientation. 
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We are interested in those Mobius transformations in Moht which preserve 
Ja3, and since Mobius mappings are bijective the unit sphere S2 and the exterior 
of Ja3 are also preserved. Needless to say that the elements of r are in this 
class. We call Isom(Ja3) the subgroup of Moht which keeps Ja3 invariant. 
In order to get a more explicit description of those transformations in 
Isom(Ja3), we quote some formulae .for , E Isom(Ja3) and 'its derivative as 
well. Once again, proofs for these formulae can be found in Ahlfors [AhI81]. 
Given a E Ja3 let Ta be the following Mobius transformation 
where [x, a] = Ixllx* - al = lallx - a*1 and [x, a]2 = 1 + Ixl21al2 -:- 2x· a, where 
x . a denotes the inner product of a and x. 
The norm Of the derivative of a differentiable map f from lRn to lRm , which 
we denote by IIDxfll, is the supremum norm of the Jacobian matrix (f'(X)ij) 
where f'(x)·· = aJ;. 
I) aXj 
Proposition 1.4.3. Let, E Isom(Ja3). Then it can be written uniquely as 
1.4.4. 
where k E 0(3) and a = ,-10. The norm of the derivative of, written as 
above is 
1.4.5. 
We call 1.4.4 the canonical representation of, E Isom(Ja3) 
Proof of 1.4.3. 
Again, see Ahlfors [AhI81] 
Remark 1.4.6. It is worthwhile to mention that the above transformation Ta 
is not defined at the point a* if we are not considering the one point compact-
ification of lR 3. A more important fact for us is that from 'expression 1.4.5, we 
see that the derivative of , is always non-zero. 
". We assume that from now on every element in r is expressed in its canonical 
representation. The immediate conclusion is that every element in the Kleinian 
group r is a real analytic mapping. It is this important fact that is behind 
the ideas in what follows next. 
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Theorem 1.4.7. The map f is (eventually) expanding. 
Proof of 1.4.7. 
We use some of C. Series' ideas exposed in [SerS1]. For each n 2: 0 define 
the following subset of E f 
where A is the Lebesgue measure on S2. For (rOrl'" rn) E En define 
R(rOrl ... rn) ~ ni:of-i(RrJ. Let T: R(rOrl ... rn) -+ R(rn) be given by 
1.4.8. 
Note that T is a bijection and also a Mobius transformation.' Use Proposi-
tion 1.4.3 to ~rite T in its canonical form T = kTan , where an = T-10 = 
'IjJ(ro) ... 'IjJ(rn-l)O. Still from Proposition 1.4.3 we obtain 
1.4.9. 
for x, y E R(ro ... rn). We want to show that 1.4.9 is bounded by a constant 
which does not depend on x, y and also is independent of the number of iter-
ations taken in the definition of T, see 1.4.S. Recall that the boundary of the 
half-space 'IjJ(r'o)'" 'IjJ(r'n-t}H('IjJ(rn)) is the plane 'IjJ(ro)'" 'IjJ(rn-l)P('IjJ(rn)), 
and this last one is the intersection of a sphere perpendicular to S~_ with $3. 
Denote by S( 'IjJ(ro) ... 'IjJ(rn)) the intersection of 'IjJ( ro) ... 'IjJ( rn-l )P( 'IjJ( rn)) with 
S2 and let Nn be the point in this plane which is equidistant, with respect to 
the Euclidean metric in ~3, to the points in S('IjJ(ro)'" 'IjJ(rn)), see figure 1. It 
is clear that S('IjJ(ro) ... 'IjJ(rn)) is a circle which divides S2 in two regions, call 
C(ro' .. rn) the one containing R(ro ... rn). For n = 1,2, ... define 
Cn = sup {:: = ::1 : x, Y E C(ro ... rn)} . 
Since C(ro ... rn) is compact Cn = IXn - anl/lYn - ani. for some Xn, Yn E 
C(ro ... rn), and moreover, using elementary Euclidean geometry it is not hard 
to see that Xn E S('IjJ(ro) ... 'IjJ(rn)) and that Yo is the intersection of the line 
-'. joining 0 to an with C(ro .. . rn), see figure 1 below. 
In order to get a better understanding of the claims we _ are about to 
make and prove, we refer the reader to Figure 1. Let x~ be the point in 
S('IjJ(ro) ... 'IjJ(rn)) opposite to Xn. We denote by anxn, x~xn and Nnxn the 
1.4. An expanding map 16 
Figure 1.1. The typical situation 
segments connecting an to Xn, X~ to Xn and Nn to Xn respectively. Let f3n be 
the angle between x~xn and Nnxn and an the one between anxn and x~xn' 
Let dH( an, Nn) denote the hyperbolic distance between the points an and Nn 
defined above. We have that 
Lemma 1.4.10. dH(an,Nn ):::; C, where C is a constant which does not de-
pend on n. 
Proof of 1.4.10. 
The argument given here to prove the Lemma was suggested to me by Dr. 
Martin Bridson. 
Since the group r is geometrically finite and has no parabolics, we have 
that the embedding of its Cayley graph in 1Hf3 is a quasi-isometry. A proof 
of this fact can be found in [Fl080] or in [Can84]. It then follows that there 
exists a constant C, which depends only on the generator set rn, such that a 
geodesic in the Cayley graph is C-close with respect to the hyperbolic metric 
, to the geodesic in JH[3 with the same end points. 
Let An be the geodesic in 1Hf3 connecting 0 to Nn. Observe that an lies in 
a geodesic in the Cayley graph connecting 0 to the end point of An lying in 
1.4. An expanding map 17 
C(ro ... 1'n) because this end point is coded in the shift '£j as (rOrl'" rn" .). 
Then we can say that the two geodesics are at most C hyperbolic distance 
apart using what was said in the last paragraph, The Lemma now follows. 
11.4,101 
U sing the above lemma we are able to say that as n goes to infinity we 
must have limn->oo Ian - f3n I = O. We have already proved that the diame-
ter of S( 'ljJ(ro) .. ,'ljJ(rn)) goes to zero as n increases. This result and the fact 
that the planes 'ljJ(ro) .. , 'ljJ(rn-dP('ljJ(rn)) are perpendicular to S2 imply that 
liIDn-+oo lf3n - ~ I = O. Thus, for some no we have that 
for all n ~ no, Let 
'Jr 
a >-
n 6 
k ,{,'Jr, , } 'I = mIn SIn 6' SIn at",,) SIn ano-l ' 
Consider the triangle ~ with vertices at X n) a~ and an, where a~ 
IS the orthogonal projection of the point an onto the plane containing 
S('ljJ(ro), .. 'ljJ(rn)), see Figure 2. 
Figure 1.2. The triangle ~ with vertices at xn,a~ and an 
1.50 Application: The Selberg Zeta Function 18 
We have 
la - aPI . n n 
sIn an = I I' an - Xn 
Since Ian - a~1 < Ian - Ynl we get IYn - ani> k1lXn - ani for all n = 1,2, .... 
It is not difficult to see that 
Finally, we obtain 
1.4.11. 
for all x, y E R(ro, . .. rn). 
The change of variable formula gives us 
A(R(rn)) = JR(rorlo.orn ) I det DxTldx 
:s; k2M(diamR(rOrl" .rn))2, 
where k2 is a constant and 
Using 1.4.11 and this last inequality we get 
k3 IIDxTl1 ~ (dO ( ))2' 
'tam R T"Orl ••• rn 
with k3 another constant. Thus, choosing n such that diam R(rOrl-; .. rn)) < 
~ proves the result. 
1.5. Application: The Selberg Zeta Function 
In line with the results of Pollicott [PoI91] for zeta function associated to com-
pact Riemann surfaces, we apply here some of the methods in thermodynamic 
formalism to give a short proof that the Selberg zeta function for the groups 
we consider in this work has a meromorphic extension too the whole complex 
plane <C. 
In this section we realize hyperbolic space in three dimensions using the 
'-, upper-half space model which is defined as the set 1Hf3 = {(x, y, t) E ]R8 : t > O} 
equipped with the metric 
1.5. Application: The Selberg Zeta Function 19 
This model will prove to be more convenient for the purposes of this section. 
Recall that the boundary at infinity of JHf3 is C, the one point compactification 
of the complex plane Co We get a conformal homeomorphism from S2 to C 
using stereographic projection q : S2 -+ Co 
The group of orientation preserving isometries of IHf3 is P S L(2, C). This 
group acts on points belonging to 8~ via fractional linear transformations. 
In this context, a Kleinian group is a discrete subgroup of PSL(2, C). Let r 
be a Kleinian group acting freely in JHf3. The quotient space M (r) = JHf3 Ir is a 
hyperbolic 3-manifold and the natural projection 7r : JHf3 -+ M(r) is a covering 
map. Recall that an element of PSL(2, C) is called loxodromic if it has two 
fixed points on Co The axis of a loxodromic element is the geodesic in IHf3 
whose end points are the two fixed points. Every closed geodesic "( E M(r) is 
the projection under 7r of the axis of a loxodromic element in r. The length 
" l(-y) of"( is the displacement distance of the loxodromic element whose image 
under 7r is "(. The set of all closed geodesics is countable. 
Any loxodromic element can be conjugated to one which fixes 0 and 00, 
that is to say, to an element whose action on z E C is given by z 1-+ ).ei(J z, 
). > O. The magnification factor). and the angle () are conjugacy invariants 
associated to the geodesic "(. 
The Selberg zeta function of r is defined as, see [Fri86] 
00 
1.5.1. ZSelberg(S) = II II (1 - e-i(Jke(s+k)I(-y)) (1 - ei(Jke(s+k)I(-y)) • 
'Y k=O 
where,,( runs through all closed oriented geodesics of prime period, includ-
ing their reverse. The product converges for ~(s) > 2. 
We want to prove that ZSelberg( s) has a meromorphic extension to C using 
the methods developed by Ruelle in [Rue76]. The first step in this direction 
was to construct the expanding map f defined in last section. We want to 
define a partition and a mapping with the same properties but this time we 
work on Co We get a Markov partition for C by mapping .each element in the 
partition we defined for S2 via the stereographic projection q. We denote this 
partition of C by 9t In order to get a Markov map on C we use the mapping 
", f as defined in the last section. Conjugate it by q to get the map q 0 f 0 q-l 
which we still denote by f. It follows from Theorem 1.4.7 that f is expanding. 
Note that f is now given by a fractional linear transformation on each element 
of the partition. 
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If X is a fixed point of f n , n ~ 1, then x must be the end point of a 
geodesic in IHf3 which projects to a closed geodesic in IHf3 If. Conversely, the 
f-expansion of an end point x of a closed geodesic in IHf3 If (we mean the end 
point of one of its lift) must be periodic, and therefore fn(x) = x, for some n . 
Thus, there is a one-to-one correspondence between closed geodesics in IHf3 If 
and fixed points of f n , n ~ 1. It is straightforward to verify that 
1.5.2. lh) + iB = log l(Jn),(x)1 + iarg((Jn),(x)). 
Indeed, suppose that we have fn(x) = x for some n ~ 1. From what we 
said in the last paragraph, fn is a fractional linear transformation 9 given by 
g(z) = ~:t~, a, b, c, dEC and ad - bc = 1. Observe that 
g'(x) = 1 2 
(trace(g)-(tr
2
ace2 (g)-4)! ) 
and since trace(g) = e>./2+i9/2 + e->./2-i9/2, we get the the formula given in 1.5.2 
We now follow the approach adopted in [Po194] and in [May91b]. Consider 
the partition 9t as defined above. Because f has no parabolics, the partition 
9t has only finitely many elements. In order to fix our notation, let 9t = 
{RI, ... , Rm} be the elements of the partition. For each Ri E 9t we define an 
open convex neighbourhood Ui :2 Ri, such that fiR. extends to a real analytic 
function in Ui ( we can assume for int Hi ~ int Rj we have f-lUj ~_.ui). 
Denote by D = U;:l Ui the disjoint union of the Ui'S. Following Ru-
elle [Rue76], we define Bo(D) as the Banach space of those analytic function 
in D with a continuous extension to the closure Vi of each Vi, where Vi ~ (;2 
is an open neighbourhood of Ui . Denote the extension by f. Since flu, is a 
fractional linear transformation, each of its local inverses fi belongs to Bo(D). 
Also, let Bl (D) and B2(D) be the spaces of real analytic exterior forms of 
order 1 and 2 respectively, whose coefficients have a continuous extension to 
the closure of each Vi, 
Motivated by formula 1.5.2, we define for each integer- k ~ 0 and for fixed' 
8 E C the operator L~~J : Bo(D) -t Bo(D) by 
(L~~Jh)(z) = exp( -8 log Ifj(z)1 + ik arg(Jj(z)))h(Jj(z)), 
{j:ZEV; andf(Vj)2V,} 
z E C2. Likewise, we define the operators L~~l : Bl(D) -t B1(D) and L~~J 
B2(D) -t B2(D). 
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We remind the reader of the definition of nuclear operator. Let B be a 
Banach space. An operator T : B ~ B is called nuclear, if for all x E B 
we can write Tx = 2:~=o anb~(x)bn' where bn E B, b~ E B* are such that 
Ilbnll = IIb~11 = 1 for all n ~ 0 and (an):=o E 11 . The reader should consult 
Grothendieck [Gr056] for full proofs of the results on nuclear operators that 
we use from now on. 
Once we know the operators L ~~i, L ~~1 and L ~~J are nuclear of order zero, 
we can calculate their traces. These traces are related to the partition function 
Zn(J, As,k) = L expAs,k(Jn(X)), 
xEFixfn 
where As,k (x) = -s log If' (x) I + ik arg(J' (x)) and s is a fixed complex number 
and k ~ 0 is an integer. The relation is given by 
Theorem 1.5.3. The partition function Zn(J, As,k) can be expressed as 
2 
Zn(J, As,k) = L( -l)jTr(L~~]t. 
j=o 
Proof of 1.5.3. 
This follows from Lemma 2 of [Rue76] taking cP equal to Zn(J, As,k)' 11.5.31 
Another important consequence of the fact that the operators L ~~J, i = 0, 1,2 
are nuclear is that their Fredholm determinants det(l - zL~~J) are e~tire func-
tions and satisfy 
1.5.4. det(l - zL~~J) = exp trace log(l - zL~~J). 
For each k ~ 0, the function 
1.5.5. 
is well defined for Izi < limn--++oo ~ log Zn(J, As,k), and it is not difficult to 
see that (k(Z, s) is analytic for such values of z. Recall th·at each (k(Z, s) is a' 
particular example of a Ruelle zeta function as introduced by Ruelle in [Rue76]. 
Using 1.5.4 we can write (dz, s) as 
2 
(k(Z, s) = II (det(l - zL~~J))(-l)i+l. 
i=O 
Thus, we proved 
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Lemma 1.5.6. (k(Z, s) has a meromorphic extension to <C x <C. 
Now we are able to give a short proof that the Selberg zeta function has a 
meromorphic extension to <C, as we promised in the introduction. 
Theorem 1.5.7. The Selberg zeta/unction defined in 1.5.1 has a meromorphic 
extension to <C. 
Proo/0/1.5.7. 
For Re( s) > 2 we have that 
00 
ZSelberg(S) = IT IT (1 - e-iOke(s+k}I(-y}) IT (1 - eiOke(s+k}I(-y}) 
'and 
k=O ~ ~ 
= ~ exp ( - ~ ~ ~ e-m(-;,+(.+')l(,))) 
exp (- L f ~ e-m'(iO+(S+k)I(~}}) 
~ m'=l 
00 00 -1 00 1 
= II exp L - L - L e-s log I(JP)'(x)l-ikarg«(JP)'(x»m 
k=O m=l m p=l p { / } 
00 1 00 1 
exp '"' =- '"' -L..t m' L..t q 
m'=1 q=l { 
Px = x 
p least 
L e-slog l(r}'(x)i+ikarg«(Jq)'(x»m' 
rx = x } 
q least 
= IT exp f -1 L e-slogl(JP)'(x)l-ikarg«(JP)'(x» 
k=o p=1 p fP(x}=x 
exp f -1 L e -s log I(r)'(x)i+ik arg«r)'(x» 
q=1 q fq(x}=x 
00 
= IT (k 1(1,s + k)(k 1(1,s + k). 
k=O 
where (k and (k are given by 1.5.5 with partition functions 
As,k(X) = exp( -s log 1f'(x)1 + ik arg(J'(x ))) 
It,k(X) = exp( -8 log 1f'(x)1 - ik arg(J'(x))) 
respectively, we then use Lemma 1.5.6 to finish our claim. 
Chapter 2 
Markov partition and deformation 
spaces of Kleinian groups 
In this chapter we define the deformation of a Kleinian group and consider 
the question of regularity of the Hausdorff dimension of the limit set of ge-
ometrically finite purely loxodromic Kleinian groups having the even corners 
property. For each point in the deformation space of these groups we prove 
that under real analytic pertubation, the Hausdorff dimension varies real an-
alytic in a neighbourhood of the given point. Based on the work of Maskit, 
Marden and others we prove that this result is valid for a large class of Kleinian 
groups. 
2.1. Introduction 
The purpose of this chapter is to investigate the question of when the Hausdorff 
dimension of the limit set is an analytic function on the deformation space of 
a Kleinian group. We restrict ourselves to purely loxodromic, geometrically 
finite Kleinian groups. 
The argument consists of three steps. The first involves showing that, if 
a (geometrically finite) Kleinian group (without parabolics) has an expanding 
Markov map, then Hausdorff dimension of the limit set is an analytic function 
on its deformation space. This is accomplished using the machinery of ther-
modynamic formalism and ergodic theory following the ideas described in the' 
paper [KKPW89]. The aim is to build an appropriate set up in order to use 
Bowen's characterization of the Hausdorff dimension of the limit set. 
The second step is to develop a condition which implies that a Kleinian 
group has an expanding Markov mapping. This condition is related to the 
existence of a fundamental polyhedron with the property that the extension 
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of any geodesic plane containing a side is an integral part of the tesselation. 
This is the so called even corners property. 
Theorem 2.1.1. Let r be a purely loxodromic, geometrically finite Kleinian 
group. Suppose there exists a quasiconformal deformation rO of r which has 
the even corners property. Then, the Hausdorff dimension of the limit set is 
an analytic function on T(r). 
The third step. is to understand when this condition can be realized. We 
show that it is preserved under Klein combination, and hence needs only to 
be checked for groups with connected limit set, as it is obviously true for 
loxodromic cyclic groups. For quasifuchsian groups, one can get similar results 
from the work of Bowen. Hence, we need to demonstrate that it holds for web 
and extended quasifuchsian groups. 
Theorem 2.1.2. Let r be a purely loxodromic, geometrically finite Kleinian 
group which is formed from r 1 and r 2 by Klein combination. Suppose that each 
r j is quasiconformally conjugate to a group rJ, where rJ has the even corners 
property. Then, r is quasiconformally conjugate to a purely loxodromic, geo-
metrically finite Kleinian group ro with the even corners property. 
In particular, we have that Hausdorff dimension is an analytic function of the 
deformation space of a geometrically finite, purely loxodromic function group. 
History 
Rufus Bowen in [Bow79] was the first one to ask whether the Hausdorff di-
mension varies continuously over the deformation space of the group. Sullivan 
posed a harder question when in [SuI83] he asked if the Hausdorff dimension 
varies real analytically on the deformation space. Later, Ruelle in [Rue76] 
proved the result for the case of Fuchsian groups without elliptics or parabol-
ics. His proof is based on zeta functions and how their coefficients vary under 
real analytic perturbation of a parameter. 
One can see the problem from a dynamical systems point of view if one 
uses the work of Sullivan published in [SuI84]. In this paper, he proved that for 
<0 geometrically finite Kleinian groups without cusps, the Hausdorff dimension of 
the limit set is equal to the topological entropy of the geodesic flow, restricted 
to those geodesics whose end points are in the limit set. Katok, Knieper, Polli-
cott and Weiss studied CW (real analytic) perturbations of Anosov and geodesic 
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flows on closed Riemannian manifolds. They showed that the topological en-
tropy varies as smoothly as the perturbations. Therefore, one could try to 
extend their results to the case of Axiom A flows and use Sullivan's charac-
terization to prove that the Hausdorff dimension varies real a~alytically under 
CW perturbations. We based our methods on techniques which are rooted 
in the original work of Bowen. Our methods give a geometrical approach to 
the problem, and also we construct a "canonical" Markov map associated to 
the group. Moreover, using this geometrical approach we produced important 
results related to Kleinian group theory aspects of the problem. 
More recently, the result was proved to be false for infinitely generated 
Fuchsian groups, see [AZ94]. 
2.2. Markov partitions 
In this section, we generalize a construction originally given by R. Bowen 
and C. Series [BS79] in their work on Markov partitions for Fuchsian groups. 
They show, among other results, the existence of an expanding Markov map 
associated to a finitely generated Fuchsian group acting on the Poincare disc 
JH[2. They consider a finitely generated Fuchsian group cI> having a fundamental 
polygon D in JHI2 with the even corners property, that is, r(8D) is a union of 
lines. Note that the fundamental group of any compact surface of gehus g 2: 2 
has a Fuchsian realization having a fundamental polygon with this property 
[BS79]. 
We wish to generalize this construction to Kleinian groups acting on JHf3. 
We begin with a few definitions. By a polyhedron in JHf3, we mean the intersec-
tion of a locally finite collection of closed half spaces; in particular, polyhedra 
are convex. A fundamental polyhedron P for a Kleinian group f is a polyhe-
dron in JHf3 so that every point of IHrJ is a translate of a point of P, the interior 
int(P) of P is disjoint from all its translates, and the sides of P are paired. 
by elements of r. By this last condition, we mean that, for every side s of P, 
there is a side s' of P and an element IS E r \ {id} with IS(S) = s'. We call 's 
., , a face pairing transformation. An example of a fundamental polyhedron for f 
is the Dirichlet polyhedron Do(r) centered at a point 0 E JHf3, given by 
Do(f) = {x E 1HPI d(O,x)::; d(,(O),x) for all IE f \ {id}}. 
We may also consider the action of r on <C. The action of r partitions C 
into two sets. The ordinary set !1(f) is the largest open subset of C on which 
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r acts properly discontinuously. The limit set A(r) is the smallest non-empty 
closed subset of C which is invariant under the action of r, and is the home 
of much of the interesting dynamical behavior of f. 
From now on we assume that !1(r) "I- 0. 
A Kleinian group is geometrically finite if there exists a finite sided fun-
damental polyhedron for its action on JHf3. It is a consequence of the Poincare 
Polyhedron Theorem [Mas71a] that a geometrically finite Kleinian group is 
generated by its face pairing transformations; in particular, geometrically fi-
nite Kleinian groups are finitely generated. 
In the language of Sullivan, Kleinian groups which are pure.ly loxodromic 
and geometrically finite are expanding, in the sense that, for every x E A(r), 
there is some ,"E r so that It' (x) I ~ 1. 
A Kleinian group r acting on JHf3 has the even corners property if there is 
a fundamental polyhedron P for r so that 
r(oP) = U ,(oP) 
-yEr 
is a union of geodesic planes. We sometimes refer to a fundamental polyhedron 
P satisfying this condition as an even cornered fundamental polyhedron for r. 
Let f be a purely loxodromic, geometrically finite Kleinian group which 
satisfies the even corners property. Recall that a Kleinian group 1 is purely 
loxodromic if every non-trivial element is loxodromic. We will show that. we 
can define an expanding Markov map f on A(f) for such r. This allows us to 
study the action of r on A(r), which can be quite complicated, via a single 
map f which is significantly easier to analyse. 
A Markov partition for the action of r on C is a finite collection P = {Vi} ~1 
of non-empty closed subsets of C and a map f : C -+ C such that 
(a) U~l Vi = C, 
(b) for i "I- j, the interior of Vi is disjoint from the interim of Vi, and 
(c) the image under f of any element in the partition is a union of elements 
of the partition; that is, f(Vi) = Vi! U ... U Vin' 
We say that such an f has the Markov property with respect to the partition 
P. 
Given an even cornered fundamental polyhedron n for a Kleinian group r, 
we use the planes in r( an) to construct a partition of C, and use a generating 
set for f which comes from n to construct the map f. 
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Let R be a fundamental polyhedron for f, and set 
fn = {, E f \ {.id} : ,(R) n R is a face of R}. 
This is a finite subset of f and is symmetric, in the sense that fn is closed 
under inverses. Since rn consists of the face pairing transformations for r, it 
is a generating set for f (though perhaps not minimal). 
We use the elements in rn to label the faces of R as follows. Use the label 
e on a face of R if the element e E fn pairs it to some other face. Write e 
inside Rand e on the outside, where e denotes e-1 E f n . Let H(e) be the 
half-space in ]R3 whose intersection with R is the face whose exterior label is e. 
It is clear that .{ H ( ei) : ei E f n} and R have union ]R3. Since H ( ei) contains 
a face of R, we could use the associated face pairing to define a map f that 
sends a point x in H (ei) to ei l x if i is the least element of {j : x E H (ej)} 
and f(x) = x if x E R. 
Consider now the set of all planes in f(8R) that intersect R in either a 
face, an edge or a vertex. The intersection of each plane in this collection with 
C is a circle, and the closures of the components of the complement of the 
union of these circles covers C, giving us a measurable partition P = {Ri} of 
C. 
0" 
Since the group r has no parabolics, this partition is finite. It is immediate 
to verify that the map f defined in the last paragraph can be extended to C 
in the same way it was defined. This fact together with the hypothesis that 
R is even cornered allowed us to prove the following. 
Proposition 2.2.1 ([Roc]). The map f : C --+ C has the Markov property 
with respect to the partition P. 
We will usually restrict our attention to a Markov partition on A(f), which 
we obtain by intersecting each element of the partition P y,rith A(f) and then· 
restricting the action of f. Restricting f caused no difficulty; since f is defined 
in terms of elements of r, it preserves A(f). 
One of the basic objects in thermodynamic formalism is the notion of a 
. 
shift of finite type, defined as follows. Given k > 1, let A be an aperiodic 
k x k matrix whose entries are either 0 or 1; recall that A is aperiodic if all the 
entries of An are positive for some n 2: J. 
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Consider the space EA of all sequences in the alphabet {I, ... , k} such that 
the letter i is followed by the letter j if and only if Aij = 1. In other words, 
EA = {x = (x n ) E IT{1, ... ,k}: AXnXn+l = I}. 
n=O 
Give {I, ... ,k} the discrete topology, so that EA with the product topology 
is a compact space. The (one sided) shift of finite type a = aA : EA ~ EA is 
defined by (ax)i = Xi+l. For each () in the interval (0,1), there exists a metric 
p = P9 on EA defined by p(x, y) = ()N, where N = sup{n : Xi = Yi for 0 :::; i :::; 
n}. Furthermore, the aperiodicity of A implies that a is mixing, that is, given 
any two open sets U, V C EA , there is n ~ 0 such that an(U) n V =f. 0. 
Following t~e standard procedures of symbolic dynamics, we introduce a 
subshift of finite type Ej having as alphabet the elements in the partition P. 
More explicitly, let P = {Rdi=l and set 
r:,f = {r = (c,) E IT {I, ... , n} : f(R,..) 2 R,..+. } 
and define the shift map a : 'f-f ~ 'f-f by (O"r)k = rk+!. 
A finite sequence ro . .. rn is called admissible if f(Rrk ) ;2 Rrk+1 for 0 :::; 
k :::; n - 1. If 7"0 ... rn is admissible, define 
n 
R(7"o ... rn) = n f-i(RrJ. 
i=O 
Lemma 2.2.2 ([Roc]). diam(R(ro ... rn)) ~ O. 
Notation: diam(R(7"o ... rn)) stands for the Euclidean diameter of the set 
R(ro ... rn). 
The combination of Lemma 2.2.2 with the even corner condition on n 
allows us to prove that f is eventually expanding. 
Proposition 2.2.3 ([Roc)). There exists a jJ > 0 and N .so that I(fN),(x)1 ~. 
f3 > 1 for all x E R(ro, ... , rN). 
We will later need to consider open neighbourhoods of each Ri E P, which are 
'defined as follows. Let Si be a small neighbourhood in C of Ri. We choose Si 
small enough in order to guarantee that we still have 
2.2.4. 1 (fN)'(x )1 ~ jJ' > 1 for all x, E S(ro . .. rN), 
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2.3. Deformation spaces and expanding maps 
In this section, we give a brief description of the deformation space T(f) of a 
finitely generated Kleinian group f, and review some basic facts which we will 
make use of later. Much of the background material relating to this section 
can be found in Bers [Ber70] and Maskit [Mas71 b]. 
I 
Let M be the complex Banach space of all complex valued measurable 
functions on C, with the norm 1If.L1I = ess sup(If.LI). Given a Kleinian group f, 
set 
M(f) = {f.L E M 1 f.L(-y(z)) ·,'(z) = f.L(z) ·,'(z) for all, E f, a.e.z E n(f)}, 
" 
and note that M (r) is again a complex Banach space, as it is a closed subspace 
ofM. 
For each f.L E M(f) with 11f.L11 < 1, let w = wJl. be the unique solution of 
the Beltrami equation 
2.3.1. Wz = f.L' Wz 
fixing 0, 1, and 00; the Theorem demonstrating the existence of such a solution 
is often referred to as the measurable Riemann mapping theorem, and a proof 
can be found in [AB60]. Note that the condition on the elements ofM(r) is 
exactly the condition needed to assert that w 0,0 w-1 is again an element of 
PSL2(C), 
Hence, the group fJl. = wJl.f(WJl.)-l is again a Kleinian group, which we call 
a deformation or quasi conformal deformation of f. The deformation space of 
f will be the set of equivalence classes of a certain equivalence relation on 
M(r). 
Define an element (J" E M(f) to be trivial if wO' 0,0 (wO't1 = , for all 
, E f. Note that, if (J" is trivial, then wO' is the identity when restricted to. 
A(r), as wO' fixes the fixed points of all elements of f and these fixed points 
are dense in A(r). 
Say that two elements f.L and T of M (r) are equivalent if there is a trivial 
(J" E M (f) so that 
In particular, if f.L and T are equivalent, thenwJl.IA(r) =w'TIA(r). 
Denote the equivalence class of f.L E M(r) by [f.L]. The quotient of M(r) 
by this equivalence relation is the deformation space T(f) of f. Using the 
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complex structure which comes from the canonical projection M(r) --+ T(r), 
T(r) is a complex manifold (see, for example, [Ber70]). 
It is also possible to see this complex structure by embedding T(r) as 
an open set in a complex manifold. Given fl- E M(r), consider the discrete, 
faithful representation pIJ- : r --+ PSL2 (C) given by pIJ-( 1) = wIJ- 010 (WIJ-tl. 
Note that the representation depends only on the equivalence class of fl-, as 
trivial elements of M (r) induce the identity representation. With the choice 
of a generating set lb"" 1k for f, this gives a holomorphic embedding of 
T(r) as a complex submanifold of X = PSL2(C))\ given by 
We now have the necessary material to construct Markov maps associated 
to groups in the deformation space T(r) of r. We use wIJ- to transport the 
Markov partition for r to a Markov partition for rIJ-. Recall that we determined 
a Markov partition for the whole of the sphere at infinity. We can get a 
partition of the limit set A(f) of r with the same properties by intersecting 
each element of P with A(r) and restricting the action of f. By a slight abuse 
of language, we denote this partition by P and its elements by RI, . .. ,Rn. 
Given [fl-] E T(r), define fIJ- = wIJ- 0 f 0 (WIJ-)-l and pIJ- = {Rf =.WIJ-(Ri) : 
Ri E P}; this gives a Markov partition for the action of rIJ- on its limit set. 
Note that, if we choose T equivalent to j1, then w". and wIJ- are equal when 
restricted to A(r), and so fIJ- = f". and pIJ- = p".. Therefore, the shifts on '2:,f,.. 
and EfT are topologically the same, and so either one of them is an appropriate 
shift to describe the dynamics occurring on A(rIJ-). 
So, choose a representative fl- for [fl-] E T(r). Define Sf = WIJ-(Si) of each 
Rf, where the Si are the neighborhoods for Ri chosen above. 
Proposition 2.3.2. The map fIJ- is (eventually) expanding. 
Proof of 2.3.2. Define 
and 
SIJ-(ro ... rn) = wIJ-(S(ro ... rn)). 
Let T : SIJ-(ro ... rn) --+ SIJ-(ro' .. rn) be given by 
2.3.3. 
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From this point on we follow the argument used to prove Lemma 3 of 
Bowen [Bow79]. We can assume, without loss of generality, that 00 E n(r). 
Let in be a .closed curve bounding a region which contains R~ and interior to 
S~. Given y E R~ we then have 
for some constant C. Using 2.3.3 we have that T(S~) = wJL(S(ro ... rn». Since 
wf.L is a homeomorphism and diam(S(ro ... rn» ~ 0, then for some N we 
have 
.' I U:),(x) I 2:: (sup{IT'(y)1 : y E RN } t 1 > 1. 
2.4. The Hausdorff dimension of the limit set 
The purpose of this section is to give a proof of Theorem 2.1.1. The proof 
is a re-interpretation of the results obtained by Katok, Knieper, Pollicott 
and Weiss on the analyticity of the topological entropy for Anosov flows, 
see [KKPW89], to the present case together with a characterization of the 
Hausdorff dimension of the limit set of groups in T(f) which is due to Bowen, 
see [Bow79]. 
We begin with some definitions, using the notation of the previous section. 
Let C(EA) be the space of complex valued continuous functions on EA. 
Given f E C(E A ), define 
varn(f) = sup{lf(x) - f(y)1 : Xi = Yi,O:::; i:::; n} 
and 
If I varn(f) o = sup () . 
n2:0 n 
Set Fo = {f E C(EA ) : Iflo < oo}. For f E Fo, define 
IIflle = Ilflloo + Ifle. 
Then, II . 110 is a norm on Fo and with respect to this norm Fo is a Banach 
space. 
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Definition 2.4.1 (Ruelle operator). For a given function f E C(~A)' define 
the Ruelle operator £j : C(~A) -+ C(~A) by 
(£j g)(x) = L ej(Y}g(y). 
'<1(Y)=X 
Let £j denote the adjoint of £ j. 
\ 
Theorem 2.4.2 (Ruelle-Perron-Frobenius see [PP90D. For each real 
valued function f E F(), there is a simple maximal positive eigenvalue >'j of £j 
with a corresponding strictly positive eigenfunction h E :F(). The remainder of 
the spectrum of I:-f : F(} -+ F(} (excluding >.f) is contained in a disc of radius 
smaller than >"j centered at the origin. There is a unique Borel probability 
measure J1 such'that LjJ1 = AjJ1 (that is to say, J LjvdJ1 = AI J vdJ1) for all 
v E C(L:A)' If the eigenvector h satisfies J h d"" = 1, then 
;j£jV -+ h J v dJ1 
uniformly for all v E C(L:A). 
Given a real valued u E :Fo, define P( u) = log >'1£ to be the pressure function. 
Theorem 2.4.3 (Variational principle see [Bow75D. For any real valued 
uEF(), 
2.4.4. 
P(u) = sup{h(ft,O') + J udft: ft is a O'-invariant probability measure},' 
where h(ft, (J) is the measure theoretic entropy of (J with respect to ft. There 
exists a unique probability measure"" such that P( u) = h(ft, 0') + J u dft. This 
measure is called the equilibrium state. 
We now analyse the dependence of s,.. with respect to parameters as [""] varies 
in T(f). More specifically, we want to study the dependence of s,.. when given 
[fl] E T(f) we choose c > 0 small enough so that we can define a real analytic' 
perturbation [ft]t, t E (-6,6), of [ft] = [",,]0. Let 8 H(X) be the Hausdorff 
dimension of X C C. 
Proposition 2.4.5. (see [Rue82]) Define 
<p,..(x) = -log If~(x)l. 
Then, 
8 mA(f"')) = s,.., 
where s,.. is the unique real number such that P(s"'<P/.L) = o. 
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Consider the function 
S: T(f) -t IR 
[Jl] H SH(A(fll»). 
Theorem 2.4.6. Let f be a purely loxodromic, geometrically finite J(leinian 
group 'Which has the even corners property. Suppose there exists a quasicon-
formal deformation fO of f 'Which has the even corners property. Then, the 
function SH is a real analytic function on T(r). 
Proof of 2.4.6. Let [Jl] be a point in T(f). Recall that we get a Kleinian 
group flL if we conjugate all the elements in f by the solution of the Beltrami 
equation given in 2.3.1. In the context that follows, we consider these groups 
as being subgroups of PSL2 (C) 
We can use the results described in the last section to define a decompo-
sition pll = {Rn of A(fIL) and a Markov map fll' We use the partition pll 
and fll to construct a symbolic coding for the points in A(fll), that is to say 
we construct the shift of finite type .E f~' We remind the reader that ill is an 
expanding mapping, as shown in Proposition 2.3.2. It is important to mention 
that the N for eventually expandig in Proposition 2.3.2 is independent of the 
point taken in the deformation space of the group f. This is due to the fact 
that the symbolic coding is the same for all fll in (r). 
Let IS > 0 be sufficiently small so that for t E (-c, c), we have a real 
analytic pertubation Jlt of Jl = Jlo. For each fill, with t fixed, consider the 
function dt(s) = l/(t(s), where 
2.4.7. 
From the results proved by Pollicott in [Po186]' it follows that dt ( s) is analytic 
for ~(s) > slI--{)' for some 0 < {) < SIl' where Sil is defined in Proposition 2.4.5. 
There are no zeros for ~(s) > S IL and there is only a single simple zero on 
~( s) = S II- and this zero is located at s = s w 
We now pass to the proof that dt(s) is real analytic in t for ?R(s) sufficiently 
large. The objective is to show that the coefficients of dt ( s), which are functions 
of the fixed points of r::., depend real analytically on t E (-e, e) and then 
extend each of them to a neighbourhood Vee which is independent of the 
particular coefficient. 
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Once the groups we are considering are purely loxodomic, we have that 
f:t is a loxodromic transformation II-'t' Given a fixed point of f:t we can 
calculate the displacement distance Ibl-'t)' We say that II-'tis primitive if it 
is not conjugate in rl-'t to a power of any element in rl-'t (including its own 
inverse). We have that 
2.4.8. dt(s) = II (1 - e-s1h'1-'1)) , 
'YI-'t i.p. 
where the product runs over all non-conjugate primitive elements. Given a 
loxodromic element I belonging to the unperturbed group rl-', we know that 
for each t E (:-6,6) there is a unique loxodromic element It E rl-'t which 
corresponds to I' This is a consequence of the way we construct the defor-
mation space in section 2.3. Consider the function t 1--+ ltb), where ltb) is 
the displacement distance of the loxodromic element It E rl-'I. The proof of 
the following crucial Lemma is an adaptation to our case of the proof given to 
Proposition 1.1 of [KKPW89]. 
Lemma 2.4.9. Let I be a fixed element in rl-', then the function t 1--+ ltb) zs 
real analytic in (-6,6) and it extends to a holomorphic function in V C CC, 
such that V does not depend on the choice of I' 
Proof of 2.4.9. Once /It depends real analytically on t, it follows from the 
measurable Riemann mapping theorem that the traces of all elements in each 
rl-'I depend real analytically on /It. Since ltb) can be expressed as a real 
analytic function of tracebt), the first part of the Lemma follows. Still by 
the measurable Riemann mapping theorem, we have that fl-" depends real 
analytically on /It because it is defined in terms of the generators of rl-'t. Due 
to the fact that both It and fl-'t are real analytic function on (-6,6), we can 
extend them to a complex open neighbourhood of (-6,6). We denote these 
extensions by It and fl-'t respectively. 
Let P = {Ri\ ... , R~} be the Markov partition for the unperturbed group 
<0 rl-', and fl-' the respective expanding Markov map. For each Rf choose a 
neighbourhood fir such that int( fin ~ Rr. Let Rf Rj be a pair of admissible 
symbols, see end of section 2.2. We have arrange that int(jl-'fin 2 fij. Choose 
Vii C CC, such that Vii ~ (-6,6) and for t E Vii we still have this configuration, 
i.;. int(jl-',iif) 2 iij if t E Vij. Define for each t E Vij the function Pt : iij -t 
Rf given by P~j = f;:/. We can assume that P~j is a contraction, if not we just 
have to take some iterate of f;:/. If x is a fixed point for f:, n 2: 1,then it 
------------------------- ---
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is the end point of the axis of a loxodromic element in fJ.L. It is then easy to 
see that x has a periodic fJ.L-expansion with period, say, rOrl ... rn-l such that 
f J.L (R~.) :::> R~ . It is important to note that the coding of such a point 
• - .+l(mod n) .' 
is the same no matter which value of -J.L we are considering. Define 
v = n "'ij. 
il-'(Ri)2RJ 
Given a periodic sequence rOrl ... rn-l as above we choose t E V in order to 
get a composition of contraction maps 
.' We now use the contraction mapping theorem to guarantee the existence of a 
unique fixed point Xt in R~o for the above composition. Therefore we can say 
that (fl-f.t)n has a fixed point in Ii~o. Once V :::> (-6,6), we apply the implicit 
function theorem to conclude that the function V ~ Ii~o given by t t--t Xt is 
holomorphic. 
Recall that for t E (-6, 6), each (fJ.Lt)n is a fractional linear transformation 
gJ.Lt (x) = :~:t~t. Given a fixed point Xt of (fJ.Lt)n, the displacement distance 
distance It{gJ.L) = It {gJ.Lt ) of gl-f.t is given by 
2.4.10. 
Since It{gl-f.) extends to a holomorphic function defined in V, we use (2.4.10) 
to finish the claim. 12.4.91 
We now return to the proof that dt{s) has a holomorphic extension to V C 
C, where V is the neighbourhood obtained from Lemma 2.4.9. After some 
elementary manipulation we have that 
Observe that from the above the analyticity of dt ( s) in t E V follows if we 
prove that the series" . le-slt(-rl-')nl converges uniformly t E V. This follows L...J'YI-' t.p. 
because we can find a neighbourhood V' C V of ( -6,6) such that for T 2:: 1 
where c is a constant independent of t E V', then if ~(s) is sufficiently large 
we have dt{s) is holomorphic in t in a neighbourhood V' of (-6,6). 
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We summarize the conclusion we obtained so far. We have that for ~(s) 
sufficiently large dt ( s) is a bi-analytic function in s and in t. From Pollicott's 
result, stated above, we also know that for fixed t, dt (s) has an .. analytic exten-
sion to the larger half plane ?R( s) > s /-' ~ 8, and from the last paragraph we saw 
that dt(s) is holomorphic in t for ?R(s) large enough. We want to show that 
dt(s) is also bi-analytic in the larger half-plane ?R(s) > s/-' - 8. This follows 
from the analysis carried out in [KKPW89] which was based on the following 
theorem. 
Theorem 2.4.11 ([Shi89]). Let f : (-1,1) x D.2 ~ C, where D.2 = {z E C: 
Izl < 2}, and let 0 < a < 2 be such that 
• for every x E (-I, 1), f(x,') is holomorphic in D.2 , 
• for every z E D.a , f(', z) is CW on (-1,1). 
Then for r < 2, there exists an open set U C C such that Un IR = (-1,1), 
and a holomorphic function J on U x D.T such that J(-l,l)XAr = f. 
Once we now know that dt(s) is bi-analytic in (s, t) and that its zeros S/-'t are 
simple, we then prove the result claimed using the Implicit function Theorem. 
12.4.61 
2.5. Even corners and Klein combination 
Up to this point, we have been concerned with showing that the even corners 
property is sufficient to guarantee that the Hausdorff dimension of the limit 
set is an analytic function on the deformation space of a purely loxodromic, 
geometrically finite Kleinian group (Theorem 2.4.6). In this section, we begin 
the discussion of which of these groups have the even corners property. 
More specifically, we show that the even corners property is preserved by 
Klein combination, in the following weak sense. If f is formed from f 1 and 
f 2 by Klein combination, and if f 1 and f 2 are quasiconformally conjugate 
to groups which have the even corners property, then f is quasiconformally 
conjugate to a group with the even corners property. This, when combined 
with an inductive argument due originally to Abikoff and Maskit, proves that 
it suffices to demonstrate that purely loxodromic, geometrically finite Kleinian 
groups with connected limit set have the even corners property. 
We begin with a description of the operation of Klein combination. Let 
fl and f2 be Kleinian groups and let Sj = n(fj)jfj be the (possibly discon-
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nected) quotient surface associated to r j. Klein combination is the formaliza-
tion, at the level of Kleinian groups, of the following two operations. First, 
take a small disc Bj on 8j, cut it out to get a surface whose boundary is a 
circle, and glue 81 - Bl to 82 - B2 along the boundary circles. Second, take two 
small discs Bl and B2 on 82 , cut them out to again get a surface whose bound-
ary is two circles, and glue the two boundary components of 82 - (Bl U B2) 
together. 
Recall that a fundamental domain for the action of a Kleinian group r 
on its ordinary set n(r) is an open set D C n(r) so that distinct translates 
of D are disjoint and every point of n(r) is equivalent under the action of r 
to a point of D; We may always assume, without loss of generality, that the 
intersection of D with each component of n(r) is connected; further, in the 
case that r is finitely generated, we may assume that the boundary of D is a 
finite collection of analytic arcs. 
Theorem 2.5.1. (see [Mas88]) Let r 1 and r 2 be Kleinian groups. 8uppose 
there exist fundamental domains D j for the action of r j on n(r j) so that Dl 
contains the complement of D2 in C and D2 contains the complement of Dl 
in C. Then, the group r = (rl, r 2 ) is a Kleinian group isomorphic to r 1 * r 2 , 
and D = Dl n D2 is a fundamental domain for the action of r on n{r). 
We remark that the operation of Klein combination preserves the properties of 
a Kleinian group being purely loxodromic and geometrically finite. That is, if 
r is formed from r 1 and r 2 by Klein combination, then r is purely loxodromic 
and geometrically finite if and only if both r 1 and r 2 are purely loxodromic 
and geometrically finite. 
Theorem 2.5.2. Let r be a purely loxodromic, geometrically finite Kleinian 
group which is formed from r 1 and r 2 by Klein combination. 8uppose that . 
each r j is quasiconformally conjugate to a Kleinian group rJ, where rJ has 
the even corners property. Then, r is quasiconformally conjugate to a purely 
loxodromic, geometrically finite Kleinian group rO with the even corners prop-
erty. 
Proof of 2.5.2. Suppose that r is formed from r 1 and r 2 from Klein com-
bination, where the rj are quasiconformally conjugate to Kleinian groups rJ 
which ~ave the even corners property. Let Pj be an even cornered fundamen-
tal polyhedron in hyperbolic 3-space for rJ, and let Dj be the interior of the 
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boundary at infinity of Pj. Note that Dj is then a fundamental domain for 
the action of rJ on n(rJ). 
Conjugating by Mobius transformations, we may assume that the disc 
{\z\ > 1} lies in D~ and that the disc {\z - 10\ > 1} lies in D~. Then, the 
complement of D~ lies in {Izl < I}, which is contained in D~; similarly, the 
complement oiD; lies in {Iz - 101 < I}, which is contained in D~. 
The Klein combination theorem yields that rO = (r~, rg) is a purely lox-
odromic, geometrically finite Kleinial1 group. which is a quasiconformal de-
formation of r, as proved in the Appendix. Poincare's Polyheqron Theorem 
[Mas71a] yields that pI = P~ n p~ is a fundamental polyhedron in IHf3 for the 
action of r a, and pI is even cornered by construction. 12.5.21 
It is a result of Abikoff and Maskit [AM77] that, if r is a purely loxodromic, 
geometrically finite Kleinian group, then there exist finitely many subgroups 
r}, ... , rp of r, where each rj is either loxodromic cyclic, quasifuchsian, ex-
tended quasifuchsian, or web, so that r is constructed from the r j by finitely 
many applications of the Klein combination theorem. 
Each loxodromic cyclic Kleinian group (,) has the even corners property; 
let H be any hyperplane in JH[J which is orthogonal to the axis of, and consider 
the polyhedron whose sides are H and ,(H). As noted by Bowen·[Bow79]' 
every quasifuchsian group is quasi conform ally conjugate to a Fuchsian group 
which has the even corners property. 
One immediate consequence of this is the following Corollary. 
Corollary 2.5.3. Let r be a purely loxodromic, geometrically finite function 
group. Then, r is quasiconformally conjugate to a Kleinian group with an even 
cornered fundamental polyhedron. In particular, S H is an analytic function 
on T(r). 
Proof of 2.5.3. Every purely loxodromic, geometrically finite function group 
can be constructed from finitely many loxodromic cyclic and quasifuchsian 
groups using the Klein combination theorem. Apply Theorem 2.5.2 finitely 
<0 many times to see that r is quasiconformally conjugate to a group with the 
even corners property, and then apply Theorem 2.4.6. 12.5.31 
Conjecture 2.5.4. Every extended quasifuchsian group is quasiconformally 
conjugate to an even-cornered group. 
ConjeCture 2.5.5. Every purely loxodromic, geometrically finite web group 
r is quasiconformally conjugate to an even-cornered group. 
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One possible approach to Conjecture 2.5.5 is to look at the 'most regular' fun-
damental polyhedron for each point in T(f), and to try and use a variational 
approach to find the most regular over the whole deformation space. 
2.6. Examples 
The purpose of this last section is to describe an example of a group for which 
Theorem 2.4.6 holds. 
Example 2.6.1 (A web group). This is an example constructed by Maskit 
which is described in [Mas88]. 
Consider the set of six circles C1 , ••• , C6 given by Iz - y2e211'im/61 = 1, 
m = 1, ... ,6 .. It is not hard to see that any Ci intersects only two others 
Cj,Ck , i i- j i- k, at 90 degrees and that they all intersect the unit circle 
orthogonally. We get six more circles C~, ... , C~ applying the map z ~ (y2 + 
v'3)ell'i/6 to each of the six initial ones. The result is shown in picture below. 
Observe that either we have Ci intersecting Cf orthogonally or they are disjoint. 
Let rm denote reflection with respect to Cm and let r~ denote reflection in 
C:n . The hyperbolic polyhedron R in hyperbolic 3-space formed by the planes 
whose intersection with the Riemann sphere are the circles we described is 
a fundamental polyhedron for the group r generated by rI,"" r6, r~, .. . ,.r~. 
Note that since R has no vertices on the sphere at infinity, the group G contains 
no parabolics. We get a Kleinian group r taking the subgroup of index two 
formed by the elements in G which preserve orientation. The components of 
f are the translates of the unit disc and of the disc Izl ~ V2 + J3 U {oo}. 
Therefore, the limit set A(r) of r is a circle packing in which all circles are 
disjoint. 
2.6. Examples 
Figure 2.1. A web group. Each circle span a hyperbolic plane in 1Hf3 to form 
a twelve sided polyhedron with all dihedral angles equal to 7r /2 
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Chapter 3 
Markov partitions and automatic 
structures 
In this chapter we deal with Fuchsian groups, symbolic coding of points in 
their limit set and the word problem. Our aim is to show that this coding 
allows us to construct an automaton which accepts shortest representatives 
of elements in the group, and moreover the natural map from the language 
to the group is a bijection. Following that, we show that these groups have 
the fellow traveler property, more explicit we show that two fellow travelers 
can be at most distance one apart. This is done using a very geometrical 
approach. We therefore provide a new proof that the groups we consider are 
automatic. The automatic structure we provide has a very strong connection 
with the ergodicity of the geodesic flow. All the results we prove are based on 
the works of Series and Birman-Series. 
3.1. Introduction 
Max Dehn was probably the first one to use a geometrical approach to the 
solution of the word problem for Fuchsian groups. We can find geometrical 
motivations of the same sort in the work of several other mathematicians 
not only when considering the solution of the word problem, but also in the 
construction of a symbolic coding for geodesics in surfaces of constant negative 
curvature. This is particularly present in the works of Koebe and Morse. 
More recently, a large class of finitely generated groups which has a solvable 
word problem was determined. The groups in this class are called automatic 
groups. Examples of groups in this class, to quote a few, are the free groups, 
free abelian groups and Gromov's word hype~bolic groups. The definition of 
an automatic group was invented by W. Thurston as a reinterpretation of the 
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results of J. Cannon described in [Can84]. For the purpose of this introduction, 
it is enough to think of an automatic group as an object that has a finite 
recursive structure which we will call an automatic structure. The reference 
for the theory of automatic groups is David Epstein et aI's [ECH+92]. 
Although it was hinted that the methods created in the spirit of Dehn's 
ideas and the theory on automatic groups are related, this connection was 
never fully explored and explained. It is our purpose to describe this relation. 
More specifically, we will construct an automatic structure for a large class 
of Fuchsian groups based on the results of C. Series' [Ser91], [Ser81], [Ser86] 
works and on the Birman-Series paper [BS87]. 
We will be able to explicitly describe this automatic structure and to deter-
mine important aspects of its complexity. One more interesting aspect of this 
automatic structure is its relation with the symbolic dynamics of the geodesic 
flow and the fact that this is an ergodic flow. One can consider these automatic 
structures as finite directed graphs with a precise specification of the labelling 
of its edges. Because our construction is based on the symbolic dynamics of 
a certain subshift of finite type which models the geodesic flow, this graph is, 
apart from one vertex, strongly connected. This property was for instance re-
quired in the work of Pollicott and Sharp [PS94] on their study of me~omorphic 
extensions of Poincare series associated to the groups we consider. 
3.2. Preliminaries 
We realize hyperbolic space in two dimensions using the Poincare disc model 
llJ> which is the open unit disc in ]R2 with the (hyperbolic) metric 
3.2.1. 
Geodesics in llJ> are Euclidean circles orthogonal to allJ> == SI. The group of 
conformal maps of llJ> onto itself is denoted by Aut(llJ», and it consists of all 
fractional linear transformations of the form 
(z) = az + c 9 +_' cz a 
The elements in the orientation preserving isometries group, with respect 
to the metric given in 3.2.1, are precisely the maps in Aut (llJ». A Fuchsian 
group is a discrete subgroup of Aut(llJ». Let r be a Fuchsian group. This 
group acts on the unit disc isometrically and discontinuously, therefore the 
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orbit of any point z accumulates on aD. We then define the limit set A of f 
as the closure on aD of the set of accumulation points of f . z. 
Let n be a convex geodesic polygon with a finite number of sides which 
is a fundamental domain for the action of a Fuchsian group r. For each side 
of n there exists a unique element in f which pairs this side to another side 
of n, we call this element a side pairing transformation. Let f n be the set 
of side pairing transformations. Poincare's theorem gives us a presentation 
(fnIRn) for f with fn as a symmetric system of generators and Rn as the 
set of relations we get from the vertex cycles. 
We label each side of n using the elements in fn as follows. Label each 
side n by the generator, say g, which pairs it by writing the label 9 inside n 
and 9 on the outside, where 9 E rn denotes the inverse of g. Let N be the 
images of the boundary of n, which we denote by an, under all elements in 
f. We can label each oriented side in N following the same rules we used to 
label the sides of n. Therefore, if g, h E f and 9 . n intersects h . n along a 
side s, then e = g-1 h is an element belonging to the generator set fn and the 
side of s which is interior to g. n is labelled e and the side of s interior to h· n 
is labelled e. 
It is not a restriction to assume that the origin 0 belongs to n.and that 
no element in f fixes it. Therefore, we can assume that nand f satisfy these 
hypotheses. We construct now the Cayley graph N* of f with respect to f n . 
Actually, the procedure we are just about to describe is an embedding of the 
Cayley graph in D, but this is enough for the purposes we proposed to get in 
the introduction. Define 
f . 0 = {z ED: z = gO, for some 9 E f}. 
Given two points gO, hO E f . 0, we join them by a geodesic segment if g-1 h E 
rn. Then label the edge from gO to hO by g-lh. Carrying out this to all points 
in f . 0 we get a directed graph N* which is dual to N. Note that a path in 
.. N* corresponds to an element in the group written in the generators in fn. 
If we define the length of a path as the number of edges it contains, then we 
can regard N* as a path metric space where the distance between two points 
is the least long path that connects the two e;iven points. We denote Igl the 
distance between the origin 0 and the point gO, this is also known as the word 
metric'of 9 with regard to the generating setfn 
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The idea of assigning a label to each side of R makes it possible to code 
oriented geodesic arcs, in ll) which do not intersect a vertex of R. Indeed, if, 
is such an arc, then it intersects adjacent copies of R, say glR,g2R, ... ,gnR , 
and then we can associate to it the element el'" en-l E r, where ei = g;lgi+1' 
We call this element the cutting sequence of ,. If ,* is a path in the Cayley 
graph N* such' that it corresponds to the cutting sequence of some geodesic 
arc" then we call ,* a geodesic path .. 
Figure 3.1. Cutting sequence. As the geodesic arc 'Y cuts the copies of n. 
we form its cutting sequence reading off the sequence of labels corresponding 
to each side it intersects 
The topics we have been exposing so far are certainly true for any finitely 
generated Fuchsian group. We now start to impose some restrictions on the 
groups we deal with in order to guarantee the validity of·the results we will 
state. From now on we assume that there exists a fundamental domain for 
r with at least five sides and having the property that the net N of images 
.. of aR is a complete union of geodesics. In other words, r has a fundamental 
domain with the so called even corners property, see Definition 1.2.1. 
Example 3.2.2 (Surface groups). If r is the fundamental group of a closed 
surface of genus 9 ~ 2, then it is possible to determine a fundamental domain 
R for r with the even corners property. Choose 2g-geodesic loops as in the 
picture below. 
3.2. Preliminaries 
Figure 3.2. Surface of genus 2. Cutting this surface along the indicated 
loops renders an even cornered fundamental domain 
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If we cut the surface along these loops, we get a fundamental domain with 
8g-4 sides. Observe that the extension of any two geodesics having a common 
intersection point is still a side of n, therefore n is even cornered. 
The even corners property is a crucial hypotheses in order to prove the veracity 
of the two following lemmas. 
Lemma 3.2.3. A geodesic lying in N intersects a geodesic path in N* at most 
once. 
Proof of 3.2.3. 
This is Lemma 2.2, [BS87] 
Lemma 3.2.4. Let sand s' be two non-adjacent sides of a fundamental poly-
gon n with the even corners property. Then provided that n is not a triangle, 
the geodesics which extends sand s' do not intersect. 
Proof of 3.2.4. 
This is Lemma 2.2, [BS79] 
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3.3. Markov partitions and the word problem 
The purpose of this section is two-fold. The first is to describe a construction 
which originally appeared in the work of Bowen and Series [BS79]. Their main 
result was to get a Markov partition for the limit set of Fuch~ian groups and 
an expanding map associated to this partition. The even corners condition on 
the fundamental polygon first appeared in this work. Via their construction, it 
was possible to transfer important aspects of the action of the group on points 
in the limit set to the framework of symbolic dynamics and ergodic theory. 
The second objective of this section is to further explore the connections 
of the the results in [BS79] and results established by C. Series in her works 
about the word problem for Fuchsian groups, see [Ser8I], [Ser86f and [Ser9I]. 
It is this interaction of the symbolic dynamics and the word problem that we 
will analyse and put it in the modern language of automatic groups. 
We now develop the symbolic coding mentioned in last two paragraphs. 
The idea is to partition lIJ) into sets whose interiors are disjoint, then use 
the side pairing transformations to define a mapping on each element of the 
partition. Let H( e) be the half-space in lIJ) not meeting int R such that its 
geodesic boundary contains the side of R whose exterior label is e. We use 
these half-spaces to define a transformation J : lIJ) ~ lIJ) as follows. Any 
point in lIJ) belongs to at most two of the half-planes H (e) at the same time, 
this is a consequence of Lemma 3.2.4. Therefore, if z E H( ei) and z also 
belongs to another half-plane, say H (ej), then choose ek E {ei' ej} and define 
J(z) = e;;lz for these points and for those points not lying in the intersection, 
define J (z) = ei 1 z. Define J (z) = z if zEn. The transformation defined in 
the last paragraph can certainly be extended to points on alIJ) = Sl. Indeed, 
prolong every geodesic in the net N which intersects n in either a vertex or a 
side until it hits the boundary at infinity, ie. Sl. Let E be the set of all end 
points of these geodesics. Given two points 6 and 6 in E, we say that they are 
adjacent if the open interval (6,6) in Sl does not intersect any point in the 
set E. Clearly the set M of all closed intervals in Sl whose end points are in 
E and are adjacent is a covering for Sl, and apart from end points we can say 
that M is a partition for Sl. Any interval in M belongs to the intersection 
of some half-plane H( ei), ei E fn, with Sl. We then use the same procedure 
we followed in the definition of J in order to get a function on Sl, which we 
still denote by J. One of the key properties of this function is that the image 
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of an interval in M is a union of intervals which also belong to the partition 
M. This is known as the Markov property with respect to the partition M. 
Figure 3.3. A Markov partition. In this example the Markov partition has 24 
elements. The partition is obtained from the fundamental domain. Doing the 
indicated identifications we get a surface of genus 2. See also example 3.2.2. 
We call the reader's attention to the fact that the set M is finite if n 
has no vertices on 3 1 , which is the same as the group r having no parabolic 
elements. If n has a vertex on 3 1 , then there exists a countable number of 
intervals in the partition M. 
The connection between the Markov transformation we.have just defined 
and the word problem is given by a theorem due to C. Series. Before we state 
the theorem we need more notation. 
Consider the following sets: 
• B(e) = {z Ell): J(z) = e-1z} 
• I ( e) = B ( e) n all) = B ( e) n 3 1 
• B( eo· .. en) = n~=oJ-r B( er) 
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In the theorem that follows, we denote the interior of the set B( eo· .. en) by 
Int B( eo· .. en). Also, the Euclidean diameter of the interval I( eo'" en) is 
written as diam I( eo· .. en). 
Theorem 3.3.1. 
(a) Int B(eo,"",en) i- 0 {::} Int I(eo .. ·en) i- 0. 
(b) Int B(eo'" en) i- 0 =? eo··· en is shortest. 
(c) If f(g· R) = h· R, then Ihl = Igl- 1 ( I· I denotes the word length norm 
with respect to the generating set fn ). 
(d) Each g E f has a unique representation of the form g = eo· .. en, for some 
eo··· en with"Int B(eo'" en) i- 0. 
(e) diamI(eo .. ;en) ~ 0 as n ~ 00. 
Proof of 3.3.1. 
This is Theorem 5.10 of [Ser91] 
From now on, we shall concentrate our analysis on Fuchsian groups without 
~ cusps, that is to say, no parabolics. As we already mentioned, the Markov 
partition we get from the fundamental domain of these groups has -a finite 
number of elements. Let M = {Ml , ... , Mk } be this partition. 
Consider the subshift of finite type 
L.f = {x = (xn)~=o E II {Ml, ... , Md : f Xn 2 Xn+I for all n 2: O} 
n~O 
with shift map 
The reader should consult [PP90] for the theory of shifts of finite type. 
'" , A finite sequence written in the symbols {Ml , ... , M k } which is a block 
of a sequence in the shift L. f is called an admissible sequence. Given an 
admissible sequence MioMil ... Min we can associate to it a word eioei1 ... ein in 
the group using the map w : M ~ fn defined by W(Mi) = e where Mi ~ I(e). 
Observe that the words we get are in the form given by Theorem 3.3.1 (d). 
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Indeed, suppose that Mio Mil Mi2 is an admissible sequence, such that w( Mik ) = 
eik' k = 0,1,2,. The condition of being admissible translates as 
We then have that 
and therefore 
Mio ~ eioMil 
Mil ~ eil M i 2 
I( eio) ~ eio eil Mi2 
eio I ( eil ) ~ eio eil Mi2 
eio ei l I ( ei2) ~ eio eil Mi2 
which implies that Int I(eioeilei2) i- 0, and finally Theorem 3.3.1(a),(d) 
guarantees that 9 = eioeil ei2 E r is such that Igl = 3 and it is written in the 
unique form provided by the Theorem. 
The natural next step to take is to ask ourselves if we can determine a 
procedure to list all the possible admissible sequences. If so, then we will have 
a very efficient way of writing elements in the group. This is the main objective 
of the next section 
3.4. Automatic structures and shifts of finite type 
Our aim in this section is to interpret the results stated in the previous section 
within the language of automatic groups theory. More precisely, we will pro-
vide a proof that the groups we are dealing with are automatic using the shift of 
finite type we described. We now introduce notation and definitions concern-
ing the idea of a finite state automaton. The reader should consult [ECH+92] 
for the relevant aspects of automata theory related to automatic groups. 
A set A with finitely many elements is called an alphabet and the elements 
in A are called letters. A word is an integer n ~ 0 and a map {I, ... , n} ~ A. 
For the sake of simplicity, we write a word putting the images of the function 
one after the other starting with the image of 1 and ending with the image of 
n. The integer n is termed the length of the word. We denote by A * the set 
of all words. The juxtaposition operation makes the set A* a free monoid. A 
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language is a subset of A *. The languages we shall be interested in are the 
ones called regular languages. These can be defined in terms of finite state 
automata. 
Definition 3.4.1 (Finite state automaton). A finite state automaton A 
is a quintuple (S, Y, A, J.l, so) such that' 
( a) S is a finite set of states, 
(b) Y is a subset of S, called the set of accept states, 
(c) A is a finite set, the alphabet, whose elements are called letters, 
( d) J.l: S x A -t S is a function called the transition junction, 
( e) So E S is called the initial state or start state. 
A finite state automaton A can be thought as a machine which reads a tape 
from left to right. The tape is divided into a finite number of squares, such 
that in each square there is a letter from the alphabet A. The machine is 
initially in the state So and it reads the first letter in the tape, then it goes to 
another state which is determined by the transition function J.l and the letter 
it just read. After the last letter is read the machine is in a state s E S. If s 
belongs to the set of accept states, then we say that the word written in the 
tape is accepted by A. Otherwise, the word is rejected. 
The language L(A) accepted by A is the set of all words accepted by A. 
Definition 3.4.2 (Regular language). A language L is called regular if it 
is accepted by a finite state automaton. 
We now have all the necessary information to define an automatic group. We 
will use the definition given by Cannon in his work [Cangl]. This is not the 
standard definition. This last one can be found in [ECH+92], and the former 
one usually is given as a result which follows from the standard definition. 
More precisely, Cannon's definition appears as Lemma 2.32(l~pschitz property) 
in [ECH+92]. 
Definition 3.4.3 (Automatic group). Let r be a group and let A denote 
a finite set of semigroup generators for r. Let A be a finite state automaton 
with alphabet A and suppose that the natural map 7r : L(A) -t r which 
takes each word to the element it represents is surjective. Then we say that 
A defines an automatic structure on r if the following condition is satisfied. 
There exists a number J{ with the property that whenever two words WI and 
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W2 accepted by A differ from one another by multiplication on the right by a 
single element of A, then the corresponding paths in the Cayley graph N* are 
a uniform distance less than K apart. 
Our objective from now on is to construct an automaton AM' with the same 
properties as the one which is used iri the first part of Definition 3.4.3. As 
promised in the introduction, we will base our approach on the results regard-
ing the symbolic dynamics we discussed in the last section. 
Recall that f is a finitely generated Fuchsian group without parabolics. We 
assume the existence of an even corners fundamental domain R for f, and we 
use the side pairing transformations to get a symmetric system of generators 
f'R. We showed in section 3.3 how to construct a partition M = {Mb ... , Md 
of SI and a transformation J : SI -7 SI with the Markov property. Bearing in 
mind Definition 3.4.1, we define an automaton A as follows. The set of states 
S consists of all elements in the partition M, an additional state F, which 
denotes failure, and one more state * which denotes the start state. In short 
terms 
S = {MI, ... ,Mk , F, *}. 
The alphabet A is the generating set f R . The transition function I" 
.. S x A -7 S is defined as 
(M -1) {Mi if JIM. =aandJMi 2Mj I" j,a = F 1 ot lerwise. 
For all a E A we set I"(F, a) = F. We allow the map I" to be multivalued 
at the start state *, namely 1"(*, a-I) = Mill'''' Mil if w( Mi~) = w( Mi2 ) = 
... = w( Mil) = a-I. We justify this assumption in the remark that follows. 
As the set Y of accept states we take the elements in the partition M plus 
the start state. 
Remark 3.4.4 (start state). It is quite clear from the way we define the 
image of the transition function on the elements of the partition M that we 
want to produce admissible sequences in the shift '2:.f. If we do not allow I" to 
have many values at the start state *, then we would not allow the occurence 
of certain admissible sequences, and therefore we might not get a surjection 
from the language accepted by the automaton to group elements. The reader 
can see this immediately in the Markov partition given in Figure 1.3. If we 
set J restricted to Ml equal to J restricted to'M24' then there exists an ad-
missible .sequence in two digits which starts with the symbol M24 but if we 
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substitute this last one by the symbol M1 , this sequence is no longer admissi-
ble. Therefore, if we have chosen for each generator a unique element of the 
partition, such that the map f restricted to it is the given generator, we would 
miss some group elements when performing the operation which associates to 
an admissible sequence an element in f, as shown at the end of the previous 
section. 
The language accepted by the automaton AM is the set of all words in the 
inverses of the generators which are shortest representatives of elements in 
the group, and no two words are mapped under the natural map to the 
same element. Indeed, suppose that w = e11e;-1 ... e~l is an accepted word. 
Let us say that as the automaton "reads" w it goes from the start state * 
to states Mil, M i2 , ... , Min. This means that in the shift I: J we have that 
MinMin_l ... Mil is an admissible sequence, therefore en· .. el is a group ele-
ment written in its unique form given by Theorem 3.3.1(d). 
As we said before, Definition 3.4.3 has its roots in J. Cannon's ideas which 
are described in his paper [Can84]. He considered discrete groups G of isome-
tries of hyperbolic n-dimensional space W acting discretely and cocompactly 
on W. The key point in his work, which relates our discussion here, is the 
introduction of cone types. This made possible the construction of an automa-
ton whose properties later appeared in the definition of an automatic group. 
Suppose that Go is a set of semi group generators for G. Given a vertex x ~n 
the Cay ley graph N* of G with respect to Go, denote by C (x) the set of all 
vertices y in N* which have a geodesic from the the identity vertex to y passing 
through x. Cannon called C(x) the cone at x. Given two cones C(x), C(y) 
one defines an equivalence relation C(x) '" C(y) if yx-1C(x) = C(y). An 
equivalence class [C(x)] is called a cone type. The striking result proved by 
Cannon is that there are only finitely many cone types. One very important 
consequence of this fact is that all hyperbolic groups in the sense of Gromov 
are automatic, see [Gr087]. 
Cannon's result on the number of cone types alows us to say that there 
exists a finite procedure to describe the behaviour of geodesics in the Cayley 
graph as they go from the origin to infinity. Indeed, we can define a finite 
state automaton C = (8', A', Il', Y', s~) based on these observation. The set of 
states 8' is the set of cone types of G plus an additional state F interpreted 
as failure, the alphabet A' is the set of generators Go. The transition function 
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j.l' : 5' X A' -+ 5' is defined as follows 
j.l'([C(x)],a) = { F[C(xa)] if xa E C(x) 
otherwise 
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and j.l' (F, a) = F for all a E A'. The elements in the set of accepted states y' 
are all cone types and the initial state js the cone type of the identity element 
in G. The language accepted by this automaton is the set of all words in Go 
which are shortest representatives of elements in the group G. 
Unfortunately this automaton is very hard to construct in practice due 
to the dificulty in finding the set of all cone types. On the other hand, the 
automaton we get using the subshift of finite type 'EJ definitely has an ex-
plicit description. This is certainly the case for surface groups.· We saw in 
Example 3.2.2 t~at these groups have a fundamental polygon with all internal 
angles equal to 7r /2 and with 8g - 4 sides, where 9 :::: 2 is the genus of the 
surface. It is immediate to see that the Markov partition we get has 16g - 8 
intervals. If we use the regular 4g-gon fundamental domain, we get a Markov 
partition with (4g - 2)4g elements. So, in the case of a surface group it is 
possible to determine the number of states the automaton AM has and this 
is certainly a good feature of our construction. We must also say that an-
other good characteristic of AM is that the natural map 7r : £(AM) -+ r is a 
" bijection. 
Observe.that Definition 3.4.3 has two parts. We showed that the groups 
we are considering satisfy the first one, now we prove that they also satisfy 
the second one. Our approach will follow closely the ideas of J. Birman and 
C. Series in their joint work [BS87]. We now set ourselves to prove 
Proposition 3.4.5. Let WI and W2 be two shortest paths in N* wit~ the same 
initial points and such that their end points are at unit distance apart. Then 
the distance between WI and W2 is at most 1. 
This proposition finalises our proof that the group r is automatic. 
Proof of 3.4.5. 
We argue by contradiction. If the distance between the two paths is greater 
than one, then there must be a copy n of the fundamental domain n lying 
strictly in between WI and W2. 
Claim 3.4.6. There exists a geodesic in 
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which intersects WI or W2 twice. 
Proof of 3.4.6. Suppose that the claim is not true. Define 
\lJ = {1/7 EN: 1/7 contains a side of n}. 
Let 1/71 be the geodesic in \lJ which intersects WI closest to its initial point and 
let 1/72 E \lJ be the geodesic which intersects WI closest to its end point. Denote 
by 81 and S2 the sides of n that 1/71 and 1/72 contains respectively. It follows 
that 81 n 82 is not empty, that is to say, they meet at a vertex of n. To verify 
this last assertion first recall that n has at least five sides. Observe that if 81 
and 82 do not intersect then, with only one exception, any side not adjacent to 
81 and 82 must cut either one of these sides twice due to the choice we made 
,-
for SI and 82. See picture below. 
Figure 3.4. A situation which we will prove to be impossible. The sides 
81 and 82 must inteserct 
To finish the claim, use Lemma 3.2.4 to conclude that any side not adjacent 
to 81 and 82 must intersect WI or W2 twice. 
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Let 'I/J be a geodesic in N such that it intersects WI twice with the property that 
the segment it determines in Wl has minimal length among all the geodesics 
which satisfy the same condition. Denote by W the path contained in WI such 
that, apart from the end points, it has its vertices between the intersection 
points of 'I/J with WI. 
Claim 3.4.7. Apart from its end points, the vertices of ware all the images 
gO of 0 such that gR intersects 'I/J on the same side that W is situated. 
Proof of 3.4.7. 
Any copy gR of the fundamental domain R which intersects 'I/J in between 
these two intersection points and on the same side that W lies with respect to 
'I/J, must have gO ,as a vertex of W otherwise any geodesic in N which contains 
a side of gR and does not intesect 'I/J would cut WI in two points which would 
determine a segment shorter than wand this is impossible by the choice we 
made for it. 
Let hO be a vertex of W such that hR does intersect 'I/J. Take a vertex 
v of hR which is in the region bounded by wand 'IjJ. The extension of the 
two sides of hR whose intersection is v must cut wand 'I/J, this implies that 
we have a geodesic triangle in N which is impossible since R has at least five 
sides. 13.4.71 
Finally, Claim 3.4.7 implies that WI intersects twice a geodesic in N and then 
it can not possibly be a shortest path by means of Lemma 3.2.3. We therefore 
reach a contradiction. 
Appendix 
The purpose of the appendix is to give a proof of the following theorem. 
Theorem .0.8. Let r be a purely loxodromic, geometrically finite [(leinian 
group which is formed from r l and r 2 by [(lein combination. Suppose that 
each r j is quasifonformally conjugate to a [(leinian group r~, where r~ has 
the even corners property. Then, r is quasiconformally conjugate to a purely 
loxodromic, geometrically finite [(leinian group ro with the even corners prop-
erty. 
We remind the reader Klein's combination theorem. 
Theorem .0.9. (see [Mas88]) Let r l and r 2 be [(leinian groups. Suppose 
there exist fundamental domains Dj for the action of rj on o(rj) so that DI 
contains the complement of D2 in C and D2 contains the complement of DI 
in C. Then, the group r = (rI, r 2 ) is a [(leinian group isomorphic toTI * r 2 , 
and D = DI n D2 is a fundamental domain for the action of r on o(r). 
One way in which this result is used is the following argument, given in [AM77]. 
Let r be a purely loxodromic, finitely generated Kleinian group, and suppose 
that O(r) contains a component ~ which is not simply connected. ,Then, the 
planarity theorem [Mas88] implies that there exists a simple closed geodesic 
c in ~ which is precisely invariant under the identity in r. Recall that a set 
X C C is precisely invariant under a subgroup <P of r if every element of <P 
keeps X invariant and if ,(X) is disjoint from X for all, E· r - <P. 
Let PI and P2 be the components of C - r(c) which contain c in their 
boundaries; the Pj are well defined, as the spherical translates of any sequence 
of distinct translates of c must go to zero. Let rj = str(Pj). There are two 
cases. 
First, it may be that PI and P2 are inequivalent under r, which we refer 
to as the separating case. Let Bj be the closed disc determined by c which is 
disjoint from Pj; then, Bj is precisely invariant under the identity in rj. Let 
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Dj be a fundamental domain for fj which contains Bj, and note that each Dj 
contains the complement of the other. The Klein combination theorem gives 
that (fl' f 2) is a Kleinian group isomorphic to fl * f2' and that D = DI n D2 
is a fundamental domain for f. It is an easy inductive argument (see the proof 
of Lemma 2 of [AM77] that f = (fl' f2). 
In this case, we can describe somewhat explicitly the ordinary set of f. Let 
llj be the component of O(fj) containing B j • Any component of O(fj) which is 
a not translate of llj will be a component of f. The other components of O(r) 
are obtained as follows. Let ct> j = str) (llj), and let Xj be the complement of 
ct> j ( int( B j )) in II j. Then, the open set II which is the union of all.translates of 
Xl UX2 by elements of ct> = (ct>I, ct>2) is a component of f, whose stabilizer in f 
in exactly ct>. Herlce, every component of f is either a translate of an unmarked 
component of one of the f j or is a translate of a component constructed from 
the two marked components. 
The other case is that there exists some e E f so that e(PI ) = P2 , so 
that both c and e( c) lie in the boundary of P2 ; we refer to this case as the 
nonseparating case. Let f2 = str(P2) and fl = (e). Let BI be the closed disc 
determined by c which is disjoint from P2, let B2 be the closed disc determined 
by e(c) which is disjoint from P2, and let A be the complement of the interiors 
of Bl and B2 in Co Let D2 be a fundamental domain for f2 which (ontains 
both Bl and B2, and let Dl be a fundamental domain for fl which contains A. 
Then, Klein combination implies that (f I, f 2) is a Kleinian group isomorphic 
to f I * f 2, and that D = Dl n D2 is a fundamental domain for f. It is an easy 
inductive argument (see the proof of Lemma 3 of [AM77]) that f = (rI,f2). 
Here again, we have a moderately explicit description of the cQmponents 
of O(r). Let llj be the component of O(r2) containing B j , and note that III 
and ll2 need not be distinct components of r 2. Any component of O(r) which 
is not a translate of either III or ll2 will be a component of O(f). For the 
other components of O(r), we give a description for the case that III = ll2; the 
description in the case that they are distinct is similar. Let ct>2 = str2(ll2), 
and let Y be the complement of ct>2( int(BI) U int(B2)) in ll2. Then, the open 
set II which is the union of the translates of Y by elements of ct> = (ct>2' e) is a 
component of f, whose stabilizer in f is exactly ct>. Hence, every component 
of r is either a translate of an unmarked component of r 2 or is a translate of 
a component constructed from the marked component(s) of r 2. 
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In either case, the choice of the curve c marks components of r 1 and r 2 · 
In the separating case, the marked component of rj is the component ~j 
containing Bj • In the nonseparating case, the marked components of r 2 are 
the components ~1 and ~2 containing Bl and B2 , respectively; note that, in 
this case, ~1 and ~2 need not be distj"nct. 
We now show that it is possible to construct- quasi conformal deformations 
of r by starting 'with quasi conformal deformations r~ of rj and a knowledge 
of which components of rj are marked. Let Wj : C ~ C be the quasiconfor-
mal map inducing the deformation rJ of r j. Conjugation by Wj induces an 
isomorphism pj: rj ~ rJ, where pj(-y) = Wj·'Y· (Wj)-I. 
The main tools we use is the following results of Marden and of Maskit. 
Theorem .0.10 (Marden [Mar74]). Let rand r a be purely loxodromic, 
geometrically finite J(leinian groups. Suppose there exists an orientation pre-
serving, quasiconformal homeomorphism h : n(r) ~ n(ra) which induces an 
isomorphism p : r ~ ra. Then, h has a quasiconformal extension to C. 
Recall that a function group is a finitely generated Kleinian group <1> whose 
ordinary set contains a component ~ which is invariant under the action of <1>. 
H r is a finitely generated Kleinian group and ~ is any component of n(r), 
then <1> = str(~) is a function group with invariant component ~; ~his is a 
good example to keep in mind. 
Theorem .0.11 (Maskit [Mas77]). Let <1> and <1>' be purely loxodromic, ge-
ometrically finite function groups with invariant components ~ and ~', re-
spectively, and let p : <1> ~ <1>' be an isomorphism. Then, there exists an 
orientation preserving, quasiconformal homeomorphism f : ~ ~ !J..' so that 
p( <fJ) = f· <fJ. f- 1 for all <fJ E <1>. 
Using these two results, it suffices to show that there exists an isomorphism 
between rand r a which preserves component subgroups. 
Consider first the separating case. Let ~j be the marked component of 
n(rj) and let ~j = Wj(~j). Suppose there exists a simple closed curve c' in C 
so that the closed discs B~ and B~ determined by c' are contained in ~~ and 
i~ respectively, and so that Bj is precisely invariant under the identity in rJ. 
Let Dj be a fundamental domain containing Bj. 
Klein combination yields that r a = (r~, rg) is a Kleinian group isomorphic 
to r~ * rg and D' = D~ n D~ is a fundamental domain for ra. Define an 
isomorphism p : r ~ r a by p(-y) = pj(-y) if'Y E rj, and then extending to 
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all of f. Let b. be a component of f; then, b. is either a translate of an 
unmarked component of f j (that is, not a translate of b.j ) or is a translate of 
a component constructed from the two marked components. 
Suppose b. is a translate of an unmarked component of one of the b. j , and 
let <I> = str(b.). Then, a conjugate of '<I> stabilizes an unmarked component of 
one of the b. j , and so a conjugate of p( <1» stabilizes an unmarked component 
of one of the fJ, and so p( <1» stabilizes a component of fO. 
Suppose, on the other hand, that b. is a translate of a component con-
structed from the two marked components, and let <I> = str(b.). Then, <I> 
is conjugate to a component constructed from the two marked, components 
of the f j, and so a conjugate of p( <1» is the stabilizer of a component of fO 
constructed fron~l the two marked components of the fJ, and so p( <1» is the 
stabilizer of a translate of a component of fO. 
So, p preserves component subgroups. Combining the Theorems of Marden 
and Maskit above, we see that p is induced by a quasi conformal homeomor-
phism of C, and we are done. 
Similarly, in the nonseparating case we have that the isomorphism p : f -t 
rO constructed from the deformation of r 2 is induced by a quasi conformal 
homeomorphism of C. 
We collect the above argument in the following Theorem. 
Theorem .0.12. Let f be a purely loxodromic, geometrically finite Kleinian 
group which is formed from r 1 and r 2 by Klein combination. Suppose that rJ 
is a quasiconformal deformation of r j, and that ra is formed from r~ and rg 
by Klein combination in a way which preserves the marked components. Then, 
fa is a quasiconformal deformation of f. 
As an application of Theorem 2.1.2, we have a proof of Theorem .O.B. 
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