Abstract-The problem of identifying the parameters of the constituent local linear models of Takagi-Sugeno fuzzy models is considered. In order to address the tradeoff between global model accuracy and interpretability of the local models as linearizations of a nonlinear system, two multiobjective identification algorithms are studied. Particular attention is paid to the analysis of conflicts between objectives, and we show that such information can be easily computed from the solution of the multiobjective optimization. This information is useful to diagnose the model and tune the weighting/priorities of the multiobjective optimization. Moreover, the result of the conflict analysis can be used as a constructive tool to modify the fuzzy model structure (including membership functions) in order to meet the multiple objectives. Simple illustrative examples as well as experimental results show the usefulness of the method.
I. INTRODUCTION
W E CONSIDER the problem of identifying the parameters of the constituent local linear models of Takagi-Sugeno (T-S) fuzzy models [23] . It is well known that several tradeoffs are involved in this problem.
• Models identified by minimizing the global prediction error need not have constituent local linear models which are interpretable as valid linearizations of the underlying nonlinear system [1] , [13] , [16] , [21] , [24] .
• When identifying the local linear models by minimizing individual locally weighted prediction error criteria, the identified local linear models have locally valid interpretations as linearizations, under assumptions on identifiability and persistence of excitation [1] , [13] , [16] , [21] , [24] . On the other hand, the global prediction performance is typically inferior to what can be achieved with a global performance criterion.
• The use of constraints and regularization are useful to identify interpretable local models, especially when the assumptions on persistence of excitation or identifiability are not strongly satisfied [2] , [8] , [9] , [13] , [17] . For dynamic systems, this is typically the case for local models associated with transient operating regimes [13] , [21] .
• The lack of local interpretability with global identification is also closely linked to poor identifiability and/or the choice of fuzzy membership functions. This is partly due to the interaction between the local models, or the "degree of orthogonality" among them, which is related to the degree of overlap between their associated membership functions and the degree of smoothness of the model [16] .
In other words, with a global identification approach there is a tradeoff between local interpretability and smoothness. However, as shown in [16] it is possible to optimize the individual membership function parameters to address this tradeoff. This paper is organized as follows. In Section II we review the T-S model and the common local and global least squares algorithms. With a simple example, we illustrate the tradeoff between local model interpretability and global model accuracy. Two multiobjective identification algorithms are described in Sections III and IV together with a conflict/sensitivity analysis. Using the same simple example as above, it is illustrated how these algorithms can be applied to address the tradeoff. A theoretical result on the relationship between the two algorithms is provided in Section V, and in Sections VI and VII we provide application examples before concluding in Section VIII.
II. PRELIMINARIES

A. T-S Fuzzy Model
The framework presented here is the identification of dynamic T-S fuzzy input-output models of the form (1) where is the input, is the output, accounts for un-modeled phenomena.
is the number of rules/local models, and define the dynamic order, and is a vector of premise variables derived from the information vector (2) 1063-6706/03$17.00 © 2003 IEEE Fuzzy models of the form (1) result from fuzzy inference on a set of fuzzy rules (3) where the premise is defined by a fuzzy set and the consequent is a local linear dynamic model. The function is defined by the membership functions of (4) see [23] for details. The only assumption we make on the set of fuzzy rules is that it is complete in the sense that for some for all , such that (4) is well defined. Equation (1) can be reformulated into a form that is more convenient for system identification by introducing the definitions (5) (6) where is the information vector augmented with a constant element, and are the possibly unknown parameters associated with the local linear model of the th rule. With these definitions 
the linear regression form follows:
For the purpose of system identification, assume that a data set , is available. In the remainder of this section we briefly review the well known global and locally weighted identification methods and present a simple example that illustrates some of the problems associated with these simple methods; see [16] for further details. This serves as a background for the remaining parts of this paper, where alternative algorithms and tools are proposed.
B. Global Identification Algorithm
The objective of this algorithm is to identify the local model parameters that give a global model with the best prediction performance [23] . Consider the global least squares prediction error criterion (10) subject to equality and inequality constraints on the parameters (11) where and are affine functions of . The usefulness of such constraints in order to improve the accuracy and robustness of the estimate is shown in, e.g., [2] and [13] and the references therein. Solving this problem is a convex quadratic program for which efficient standard methods and software exist [15] .
C. Locally Weighted Identification Algorithm
The objective of this algorithm is to identify local model parameters that give local models which are close local approximations to the underlying nonlinear system [11] . Consider a locally weighted least squares prediction error criterion associated with each local model (12) subject to the constraints (11) . The weighting factor ensures that the parameters are influenced only by the data points within the fuzzy set that defines the region of validity of the th local model. Again, solving this problem is a convex quadratic program.
D. Example
The purpose of this example is to illustrate the possible pitfalls of these basic algorithms; see also [1] , [13] , [16] , [21] , and [24] . The same example will be used in later sections to illustrate the properties of the suggested algorithms and tools. Consider the simple static nonlinear system (13) where . Consider a T-S fuzzy model with affine local models of the form (14) where and are the local model parameters. The T-S fuzzy model consists of 5 local models, weighted according to the smooth weighting functions (defined by Gaussian membership functions for the fuzzy sets ) shown in Fig. 1 .
For this system we generate a data set consisting of 201 equally spaced inputs in the interval and the corresponding noise-free outputs defined by (13) . The global and local identification criteria give results as shown in Figs. 2 and 3 . We observe that the constituent local models of the fuzzy model identified with the global criterion are far from being local linearizations of the nonlinear system (13). On the other hand, the globally identified model achieves a root-mean-squared prediction error of 0.013 659 while the global model identified with local criteria achieves a root-mean-squared prediction error of 0.054 824, which is considerably larger.
III. MULTIOBJECTIVE IDENTIFICATION ALGORITHM I
A. Algorithm
It was suggested in [24] to minimize the weighted sum of the global and local identification criteria (10) and (12) . Here, we apply a slight extension, including the constraints (11) and individual weighting parameters for each of the individual local models. The algorithm solves the optimization problem (15) subject to (11) . The solution can be computed by solving a convex quadratic program, which in the unconstrained case reduces to simple matrix manipulations. The weighting parameters parameterize the set of Pareto-optimal solutions of the underlying multiobjective optimization problem, and essentially determine the tradeoff between the possibly conflicting objectives of global model accuracy and local model interpretability.
B. Conflict Analysis
The selection in the multiobjective criterion (15) will in general give a fairly balanced tradeoff, due to the use of (which forms a partition of unity) for weighting in (12) . It is still of interest to study in detail how the choice of influences the tradeoff. This problem is not discussed in [24] . In particular, it is of interest to analyze the degree of conflict between the different objectives in (15) for a given data sequence and different values of . This will provide the user with information that can be used to validate the model and data as well as improving the model, not only by selecting a better value of but possibly also by modifying the model structure or membership functions, or adding/removing constraints.
In this section, let the minimum of (15) be denoted for a given data sequence and a vector of weights . The minimum of (15) satisfies the Karush-Kuhn-Tucker (KKT) conditions (16) where and are the Lagrange multipliers (vectors) associated with the estimate of the local model parameter vector. If there are no conflicts among the objectives and constraints, i.e., minimizes all of the individual objectives simultaneously and none of the inequality constraints are active, then each of the terms in (16) will be zero. If there are conflicts, on the other hand, the directions and lengths of each of the (vector) terms of (16) will indicate the degree of conflict and which constraints and objectives are actually in conflict with each other.
For the unconstrained case, considering the parameter vector of the th local models, (16) leads to (17) Next, define the following sensitivity measures associated with each parameter , which is the th parameter in the th local model:
which can easily be computed from the data/regressor matrices. The quantity can be interpreted as the small decrease in the global identification criterion that can be achieved by a small increase in . Likewise, the quantity can be interpreted as the small decrease in the local identification criterion that can be achieved by a small increase in . Hence, large values of and indicate conflicts between global and local performance. Notice that due to (17) (20) An analysis of and can provide the user with significant information about the model and data, as illustrated in the example that follows.
C. Example (Continued)
Consider the system and data introduced in Section II-D. Assume since there is no indication to discriminate between the different local models. Models were identified with the multiobjective identification algorithm for the four different cases . The four models and their associated sensitivity measures and are illustrated in Fig. 4 , and the values of the cost function are tabulated in Table I . From the sensitivity measures and the cost function values for these four cases we can make the following observation (without any knowledge of the true system or the curves in the left column of Fig. 4 ): As decreases, the global performance is improved at the cost of reduced local interpretability in the regions and , i.e., the regions of validity of the local models with indexes 3-5. The reasoning behind this observation is as follows: It can be seen from Table I that the global performance indeed increases as decreases. From Fig. 4 we observe at low values of that the sensitivities and are significant only for . In other words, there is much stronger conflict between local and global performance in the regions The observation that the conflicts between local and global performance are related to the local models with indexes 3-5 can be used in several ways to improve the model. For example, in order to improve the global performance without any decrease in local performance the membership functions might be tuned toward a finer partition of the area and a correspondingly coarser partition in the area , or more local models should be introduced in this area. Thus, the conflict analysis points at specific regions and local models that need further consideration. Note that the selected four values of are nothing more than first guesses that are not expected to lead to an optimal choice, and therefore need further refinement
IV. MULTIOBJECTIVE IDENTIFICATION ALGORITHM II
A. Algorithm
The idea is to first compute the locally weighted estimates as described in Section II-C. In the second step of the algorithm the global least squares prediction error is minimized subject to small deviations of the relevant parameters from the locally identified parameters, i.e., (21) subject to (11) and (22) for . The allowed deviation from the locally identified parameters might be specified by the user and/or might be generated from some uncertainty estimate (e.g., standard deviation) of the locally weighted estimate . Hence, it is guaranteed that the local model parameters retain their interpretability as local linearizations (within a user-specified tolerance) when they are tuned for global model performance in the second step of the algorithm. Notice that the interpretability of the local model parameters as linearizations may or may not involve the offset parameters . Hence, depending on the application, the offset parameters may in some cases be allowed to vary freely in the global optimization (21) . As before, the optimization problems involved are convex quadratic programs, and the estimate can be computed efficiently.
B. Conflict Analysis
Also, with this algorithm, a study of the KKT conditions contains information on conflicts between the objectives. In particular, it is useful to study the Lagrange multipliers associated with the deviation constraints (22) . A zero Lagrange multiplier associated with some constraint (or ) means that the global prediction performance cannot be improved by increasing the allowed deviation alone since the Lagrange multipliers have the following sensitivity interpretation [15] : On the other hand, the nonnegative value of the Lagrange multiplier tells us how much the global prediction error criterion might be reduced by a small increase in the allowed deviation . Thus, it is straightforward to determine those local model parameters that contribute to the conflict between objectives; they have nonzero Lagrange multipliers for some associated constraint. This information can be applied in several ways either to reformulate the model (for example by refining the model structure or membership functions) or reconsider the allowed deviation.
C. Example (Continued)
Consider the system and data introduced in Sections II-D. Assume for simplicity for all . Models were identified with the multiobjective identification algorithm for the three different cases . The three models and their associated sensitivities are shown in Fig. 5 . We use the convention that if the upper bound is active if the lower bound is active if no bound is active.
(24) Table II .
From the sensitivity measures and cost function values for these four cases we can make the following observation (without any knowledge of the true system or the leftmost curves in Fig. 5 
): As the allowed tolerance on deviation from the locally identified parameters is increased, the global prediction performance improves and for sufficiently large the improvement in global prediction performance is limited by the constraints on the parameter
. Again, the conflict analysis points at a certain parameter in a certain local model, indicating that higher tolerance on deviation from locally interpretable parameter value or tuning of the membership functions associated with is required. This is not unexpected, since is the largest fuzzy set. Note that the three values of where selected by trial and error to give a large variety of solutions, and further refinement might be needed to get the best final model
V. LIMITING SENSITIVITY MEASURES
The sensitivity measures associated with the two different multiobjective identification algorithms have exactly the same interpretation in a limiting case.
Theorem 1: If there are no constraints (11), the sensitivity measures (18) and (23) satisfy (25) Proof: In the limit (i.e., all elements of the vector go to infinity) (26) where is the minimum of (12). It follows from (18) Equation (25) follows from (27) and (33). The cases and are similar. This result shows that the sensitivity measures associated with the two algorithms have a common interpretation in the limiting case. Consequently, the sensitivities might be compared directly without any scaling or normalization.
VI. EXPERIMENTAL RESULTS: ESTIMATION OF LUNGS RESPIRATION DYNAMICS
In order to further illustrate the suggested methods, we consider the problem of estimation of respiration dynamics parameters described in [4] . This is important for monitoring respiratory mechanics in patients on ventilatory support, for example to assess patients' pulmonary conditions (for which the interpretability of the local model parameters is of vital importance) and to automatically control or optimize the ventilator settings (for which the global model accuracy may be more important).
A. Model Structure
Consider the following dynamic relationship [4] , [14] , [19] : (34) where is the lungs volume, is the flow rate through the ventilation tube, and is the pressure. We consider identification of the three parameters of this equation, namely the respiratory elestance , the resistance and the elastic recoil pressure . This problem is viewed as a regression problem where T-S fuzzy models consisting of multiple linear models of the form (35) are identified. In other words, the models predict as a function of and .
Consider three different T-S fuzzy model structures, each with four local models of the form (35), and Gaussian membership functions as shown in Fig. 6 . • Model Structure A: A fuzzy model where the membership functions are identified using the algorithm described in [12] (this algorithm is similar to [22] ). • Model Structure B: A fuzzy model where the membership function are selected "manually" to be consistent with the experiments using fuzzy clustering reported in [4] .
• Model Structure C: Similar to Model Structure B, with with somewhat different membership functions. In the continuation we assume the membership function of these three model structures are fixed, and consider identification of the consequent parameters.
B. Data and Identification
A single cycle from a typical data sequence is shown in Fig. 7 . The respiration cycle consists of three phases; i) inspiration phase (forced inlet flow), ii) respiration pause (no flow), and iii) expiration phase (free outlet flow). Fig. 8 illustrates the fuzzy partition of the three model structures under consideration, with the identification data sequence projected onto the plane described by . The identification data sequence consists of measurements from ten respiration cycles for a single patient. Notice that patients may have different respiration dynamics, so it is generally desirable to identify a model for each patient [4] .
C. Results
For each of the model structures A, B, and C we identified the local model parameters using i) locally weighted least squares, ii) least squares, iii) multiobjective algorithm I with , and iv) multiobjective algorithm II with . The results Fig. 7 . Subset of a typical data sequence with respiratory data. Tables III-V . The average root-mean-square residuals for these cases are given in Table VI , and the sensitivity measures associated with the multiobjective identification algorithms are shown in Fig. 9 . 
D. Discussion of the Results
There are large differences between the locally and globally identified local model parameters, especially with model structure A and C. In many cases, the globally identified local model parameter estimates of and are in conflict with their physical interpretation (e.g., when they are negative). Both multiobjective identification algorithms can be used to address this tradeoff. The selection of the tuning parameters ( and ) should take into account the actual application of the model. A discussion of this is beyond the scope of the present paper, so we just make the observation that these parameters offers useful degrees of freedom to address conflicts and tradeoffs.
When comparing the sensitivities of the conflict analysis for model structures A and B we observe that the sensitivities with model structure A are up to one order of magnitude larger than the sensitivities with model structure B. This indicates that the use of model structure A leads to a significant conflict between local model interpretability and global prediction accuracy, compared to model structure B. Certainly, model structure A leads to a smaller global prediction error than model structure B when the models are identified using global least squares. However, model structure B admits a more intuitive and appealing interpretation of its membership functions as the partitioning of the input domain is closely related to the different phases of the respiration cycle; region B1 corresponds to the first part of the inspiration phase, region B2 corresponds to the final part of the inspiration phase, region B3 includes the respiration pause, while region B4 contains the expiration phase. This is to be expected, since model structure B was derived using a combination of experimental data and prior knowledge about the application, while model structure A is the result of a structural identification algorithm.
Perhaps more interestingly, we observe that the sensitivities with model structure C are also up to one order of magnitude larger than the sensitivities with model structure B. This large difference points out a major conflict in model structure C, especially since Figs. 6 and 8 show that the structure (membership functions) are only slightly different. The only difference is that the fuzzy sets B1 and B4 (in model structure B) are slightly shifted and resized versions of C1 and C4 (in model structure C). The other two fuzzy sets are exactly the same in both model structures. Hence, the conflict analysis for model structure C points out a structural problem, namely that there will be a conflict between global prediction performance and local interpretability due to an unfortunate interaction between the membership functions for the fuzzy sets C1 and C4. As "proved" by model structure B, this conflict can be resolved by a small modification of these fuzzy sets.
As expected, a high level of sensitivity (or conflict) seems to be correlated with a high dependence of the residuals on which parameter identification criterion is being used; cf. Fig. 6 . Especially for model structures A and C, there is a large difference between locally weighted least squares and the global least squares algorithms, while this difference is small for model structure B.
In summary, it is clear that model structure B is better than A and C, even though this is not evident from only inspecting the residuals in Table VI . The conflict analysis can be used as a constructive tool to assist modification of the model structure (including membership functions).
VII. EXPERIMENTAL RESULTS: FERMENTER PRESSURE DYNAMICS
This section describes identification of the highly nonlinear pressure dynamics in a laboratory fermenter [3] . Both global accuracy and local interpretability may be of interest if the model is to be used in a model-based controller.
The fermenter under consideration consists of a 40 l tank containing 25 l of water. At the bottom of the tank, air is fed into the water at a specified constant flow rate. The air pressure above the water level, (bar), is controlled by an outlet valve (% closed). Nonlinearities are both due to the valve characteristics and the air compression curve. The two concatenated data sequences used for identification are shown in Fig. 10 .
We consider two model structures, each with three local models of the affine form (36)
• Model structure 1. A fuzzy model where the membership functions are identified using the algorithm described in [12] . • Model structure 2: A fuzzy model where the membership functions were originally found by clustering [3] and then modified to have diagonal covariance matrices.
The membership functions of the fuzzy sets defining these two T-S fuzzy models are shown in Fig. 11 and a projection of the data into the regions are shown in Fig. 12 .
The local model parameters of both these model structures were identified using i) locally weighted least squares, ii) global least squares, iii) the multiobjective algorithm I with , and iv) the multiobjective algorithm II with . The root mean squared residuals are shown in Table VII , and the sensitivity measures are shown in Fig. 13 . From Table VIII, it is clear that model structure 1 with global least squares achieves the smallest average value of the residuals. However, the conflict analysis based on the sensitivity measures shows that this is achieved at the cost of lack of local interpretability, since model structure 2 leads to less conflicts than model structure 1. This can be verified by examining the actual parameter estimates where it can be seen that there are unreasonable variations between regions with model structure 1. Again, the multiobjective algorithms can be applied to address the tradeoffs. In particular, it can be observed from the sensitivity measures that the conflicts between global accuracy and local interpretability are mainly associated with the high-pressure regions, where it is known that the nonlinearities are strongest. This indicates that these regions should have their membership functions tuned for less interaction, or that more fuzzy rules should be introduced. The conclusion that model structure 2 is in general better than model structure 1 is confirmed by validation on a separate data set consisting of 281 samples. The root mean squared prediction errors are tabulated in Table VIII . The application of the proposed algorithms have correctly pointed out conflicts between interpretability and accuracy and suggested how to improve model structure 1.
VIII. CONCLUSION
The T-S model is a generic nonlinear model representation that has been studied extensively over the last years. One of the reason for its success might be that this is a model that admits a useful (local) interpretation. Hence, it is not surprising that the (not well studied) tradeoff between model interpretability and accuracy in system identification is particularly relevant in the identification of T-S fuzzy models.
A multiobjective optimization formulation of the identification problem arises naturally due to the two conflicting objectives. In this paper, we have studied two multiobjective formulations (one of them was proposed in [24] ) and suggested algorithms for their solution and tools for analysis of the solution in terms of conflicts and sensitivity. As shown by the examples, this conflict/sensitivity analysis provides useful information not only about the local model parameter estimates, but also about the adequateness of the model structure and membership functions. Hence, we believe multiobjective optimization is a useful tool for T-S fuzzy identification. Further improvements can be made by combining the suggested methods with other tools for selecting the weighting coefficients, such as [5] where an interactive procedure for tuning the weighting coefficients is provided through a linguistic fuzzy rule-base.
Another application example is given in [25] . 
