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Abstract
Item response theory (IRT) is a popular modeling paradigm for measuring subject
latent traits and item properties according to discrete responses in tests or question-
naires. There are very limited discussions on heterogeneity pattern detection for both
items and individuals. In this paper, we introduce a nonparametric Bayesian approach
for clustering items and individuals simultaneously under the Rasch model. Specifi-
cally, our proposed method is based on the mixture of finite mixtures (MFM) model.
MFM obtains the number of clusters and the clustering configurations for both items
and individuals simultaneously. The performance of parameters estimation and pa-
rameters clustering under the MFM Rasch model is evaluated by simulation studies,
and a real date set is applied to illustrate the MFM Rasch modeling.
Keywords: Bayesian Inference, Heterogeneity Pursuit, Mixture of Finite Mix-
tures, Nonparametric Bayesian IRT, Rasch Model
1 Introduction
In psychometrics, item response theory (IRT) is a popular modeling paradigm for measuring
subject latent traits and item properties according to discrete responses in tests or question-
naires. In IRT models, the discrete responses are explained as a function of respondents’
latent traits and item properties. The Rasch model (Rasch, 1980), one of the most widely
used IRT models, can be used to infer the latent abilities of the test-takers as well as the
item difficulties. Generally, an assumption of most IRT models including the Rasch model is
measurement invariance, which means all items measure the latent trait in the same way for
all subjects, that is, the item response function for an item is invariant across all subjects.
However, this assumption may be violated in some cases by poorly-constructed items or
items with varying difficulty levels for different subgroups of persons.
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Heterogeneity in IRT analysis is typically addressed by latent class analysis (LCA) ap-
proaches and mixture IRT models. The LCA model assumes that the sample of respondents
is drawn from a population divided into several latent classes, with individuals in the same
class sharing the same distribution of the response variables (Lazarsfeld and Henry, 1968).
LCA model attempts to identify distinct classes of individuals and classify the test-takers.
For an overview of LCA methods and applications, see e.g. Hagenaars and McCutcheon
(2002). The mixture IRT models are regarded as a combination of IRT models and LCA
approaches, whose basic idea is that the same IRT model holds within subjects in the same
class, whereas different IRT models hold among different classes (Gnaldi et al., 2016). Thus,
with mixture IRT models, it is possible to identify distinct subpopulations within a larger
population, each of which responds differently to a set of items (Rost, 1990; Rost and Lange-
heine, 1997).
Under both the LCA and mixture IRT frameworks, however, the number of clusters
should be pre-specified by the user before obtaining the estimates. In some applications,
the number of clusters is chosen by prior knowledge, which is not always available. Another
approach for selecting the number of clusters is based on information criteria such as the
Akaike information criterion (AIC; Akaike, 1998; Bartolucci, 2007), and Bayesian information
criterion (BIC; Schwarz, 1978), which are computationally ineffective and time consuming
(Pan and Huang, 2014). Moreover, the two-stage approach that inferences conditional on
the specification of the number of clusters ignores the uncertainty in the selection process
(Yang et al., 2011).
This problem is circumvented by nonparametric Bayesian approaches. Nonparametric
Bayesian approaches allow joint inferences on the clustering information, which includes both
the number of clusters, clustering configurations, and parameters on individuals and items
simultaneously. For example, Miyazaki and Hoshino (2009) proposed a Bayesian nonpara-
metric mixture IRT model using a Dirichlet process prior. Liu (2019) developed a Bayesian
nonparametric ordered latent class model with a modified Chinese restaurant process prior.
Although Bartolucci et al. (2017) used a Bayesian nonparametric method on IRT model with
a LCA formulation, the number of clusters was still determined via model selection criteria.
Research on Bayesian nonparametric approaches for dealing with clustering in IRT models
are still limited, and the existing approaches mainly focus on Dirichlet process prior.
The aim of this paper is to propose a new hierarchical Rasch model for simultane-
ously clustering items and individuals under a Bayesian framework. Bayesian nonparamet-
ric approaches offer choices to allow uncertainty in the number of clusters, and provides an
integrated probabilistic framework under which the number of clusters, the clustering con-
figuration, subject latent abilities and item difficulties are simultaneously estimated. For the
clustering problem, Bayesian inference provides a probabilistic framework for simultaneous
inference of the number of clusters and the clustering configurations based on a Dirichlet
process mixture model (DPM; Ferguson, 1973). Miller and Harrison (2013) points out that
DPM will produce extremely small clusters and make the estimation for number of clusters
inconsistent. The mixture of finite mixtures (MFM) model proposed by Miller and Harrison
(2018) provides a remedy to over-clustering problem for Bayesian nonparametric methods.
MFM is widely applied in different areas such as regional economics (Hu et al., 2020), social
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science (Geng et al., 2019a) and environmental science (Geng et al., 2019b). Thus, our key
idea is to formulate the basic Rasch model into a hierarchical form, and assign the MFM
priors for the latent ability and item difficulty parameters. By assigning the MFM priors,
our proposed approach allows for the uncertainty in the number of clusters, and through
a Bayesian framework, estimation is obtained for both the number of clusters, clustering
configurations and parameters in terms of person latent traits and item difficulty parame-
ters. Hence, the proposed method can be effectively used to identify item and individual
clustering. Test developers may use the clustering results of item difficulties for their test
construction. In addition, the information on the clustering of subject latent abilities could
be useful when grouping of individuals is needed for placement or other diagnostic assessment
purposes.
The remainder of the paper is organized as follows. In Section 2, we present the proposed
hierarchical Rasch model with MFM. In Section 3, the Bayesian inference procedure including
prior and posterior distributions and model comparison criterion are discussed. Simulation
studies and the results are described in Section 4. For the purpose of illustration, our
proposed methodology is applied to an English test data in Section 5. Finally, we conclude
this paper with a discussion in Section 6.
2 Methodology
2.1 Item Response Model
Suppose there are a total of N subjects and J items, and yi = (yi1, · · · , yiJ)′ represents the
binary response vector for the ith individual at J items. yij = 1 means correct answer at the
jth item for individual i, while yij = 0 represents wrong answer. Denoting P (yij = 1|θi) =
pij, the Rasch model (Rasch, 1980) is given as
pij =
exp(θi − bj)
1 + exp(θi − bj) , (1)
for i = 1, · · · , N , j = 1, · · · , J , where θ = (θ1, · · · , θN) is the vector of latent abilities, and
b = (b1, · · · , bJ) denotes the vector of item difficulty parameters.
Under a Bayesian framework, the Rasch model in (1) is written as
yij ∼ Bernoulli(pij),
log(pij/(1− pij)) = logit(pij) = θi − bj.
(2)
By giving the prior distributions of the unknown parameters and through the Markov
chain Mote Carlo (MCMC) sampling algorithm, the posterior estimates of parameters for
i = 1, · · · , N , j = 1, · · · , J can be obtained.
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2.2 Dirichlet Process
Next, we introduce nonparametric Bayesian methods for clustering the individuals and items.
Dirichlet process (DP) is an universally used Bayesian nonparametric method for capturing
heterogeneity effects of the data. DP is applied to Rasch model for capturing heterogeneity
on both item difficulties and person abilities. In this part for simplicity, we discuss the
grouping methods for abilities θ1, · · · , θN . Assume we have Rasch model as (1), the prior
distribution for θi, i = 1, · · · , N is the Dirichlet process with concentration parameter α and
base distribution G0 as below:
θi ∼ G
G ∼ DP(α,G0).
(3)
Since the DP yields distributions G that are almost surely discrete (Ferguson, 1973), the
distinguished values among θ1, · · · , θN induce a grouping among the abilities. The observa-
tions i and i′ are in the same group when θi = θi′ . For observation i, we have its grouping
allocation label zi ∈ {1, · · · , K}, and the ability of observation i is denoted by θzi , where K
is the total number of groups. In this way, we have an equivalent model as
zi|pi ∼ Discrete(pi1, · · · , piK),
θk ∼ G0, k = 1, · · · , K,
pi ∼ Dirichlet(α/K, · · · , α/K),
(4)
where pi = (pi1, · · · , piK), K →∞ (Ishwaran and James, 2001).
The distribution of zi is marginally given by a stick-breaking construction (Sethuraman,
1991) of DP as
zi ∼
∞∑
h=1
pihδh,
pih = νh
∏
`≤h
(1− ν`),
νh ∼ Beta(1, α),
(5)
where δh is the Dirac function with mass at h. Based on the stick-breaking construction of
DP, a MCMC algorithm (Ishwaran and James, 2001) can be used for parameter estimation.
However, DP results in producing extraneous clusters in the posterior, leading to inconsistent
estimation on K, the number of clusters, even when the sample size goes to infinity.
2.3 Mixture of Finite Mixtures Model
Miller and Harrison (2013) showed that the posterior distribution on the number of clusters
does not converge to the true number of components under DP. Miller and Harrison (2018)
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proposed a modification of the Chinese restaurant process (CRP) (Pitman, 1995), called a
mixture of finite mixtures (MFM) model, to circumvent this issue:
K ∼ p(·),
(pi1, . . . , piK) | K ∼ Dirichlet(γ, . . . , γ),
zi | K,pi ∼
K∑
k=1
pikδk, i = 1, . . . , N,
(6)
where p(·) is a proper probability mass function (p.m.f) on {1, 2, . . . ,+∞} and δk is a point-
mass at k. A default choice of p(·) is a Poisson(1) distribution truncated to be positive
(Miller and Harrison, 2018), which is assumed through the rest of the paper. Like the stick-
breaking representation in (5) of Dirichlet process, the MFM also has a similar construction.
If we choose (K − 1) ∼ Poisson(λ) and γ = 1 in (6), the mixture weights pi1, · · · , piK can be
constructed as follows:
1. Generate η1, η2, · · · iid∼ Exp(λ),
2. K = min{j : ∑jk=1 ηk ≥ 1},
3. pik = ηk, for k = 1, · · · , K − 1,
4. piK = 1−
∑K−1
k=1 pik.
The Gibbs samplers are easily constructed in stick-breaking framework (Ishwaran and James,
2001) for MFM. For ease of exposition, we refer MFM as MFM(γ, λ) with default choice of
p(·) being Poisson(λ).
2.4 Hierarchical Rasch Model with MFM
In order to allow for simultaneously heterogeneity detection of person and item parameters,
the MFM process in Section 2.3 is introduced for the parameters b and θ in the item response
model. The hierarchical Rasch model with MFM is given as follows, for i = 1, · · · , N ,
j = 1, · · · , J :
yij ∼ Bernoulli(pij),
log(pij/(1− pij)) = logit(pij) = θzi − bgj ,
bgj ∼ N(0, ψ−1b ),
θzi ∼ N(0, ψ−1θ ),
ψθ ∼ Gamma(100, 1),
gj|Kb, pib, λb ∼ MFM(γ, λb),
zi|Kθ, piθ, λθ ∼ MFM(γ, λθ),
(7)
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where ψ−1b = 0.01, g = (g1, · · · , gJ) and z = (z1, · · · , zN) denote the vectors of cluster
configurations of parameters b and θ, respectively. The value of ψb and the prior for ψθ
are set for mean controlling purpose. MFM denotes the clustering method introduced in
Section 2.3.
3 Bayesian Inference
3.1 Prior Specification and Posterior Distribution
For the hierarchical Rasch model with MFM introduced in Section 2.4, the set of parameters
is denoted as Θ = {(θzi , bgj , Kb, Kθ, pib, piθ, λb, λθ) : i = 1, · · · , N, j = 1, · · · , J}. Priors for
the hyperparameters are λb ∼ Log-Normal(0, 1) and λθ ∼ Log-Normal(0, 1). With the prior
distributions specified above, the posterior distribution of these parameters based on the
data D = {(yij) : i = 1, · · · , N, j = 1, · · · , J} is given by
pi(Θ|D) ∝ L(Θ|D)pi(Θ)
n∏
i=1
J∏
j=1
f(yij|bgj , θzi)f(bgj)f(θzi)f(gj)f(zi)pi(Θ).
The analytical form of the posterior distribution of Θ is unavailable. Therefore, we carry out
the posterior inference using the MCMC sampling algorithm to sample from the posterior
distribution and then obtain the posterior estimates of the unknown parameters. The esti-
mated clustering allocations gj’s and zi’s are obtained from the posterior modes of the MCMC
samples, while the other parameter estimations are obtained through posterior means of the
MCMC samples. Computation is facilitated by the nimble(de Valpine et al., 2017) package
in R (R Core Team, 2013), which uses syntax similar to WinBUGS (Lunn et al., 2000) and
JAGS(Plummer et al., 2003), but generates C++ code for faster computation.
3.2 Bayesian Model Comparison
In the hierarchical Rasch model with MFM, the prior distributions of λb and λθ have several
choices, including the Gamma distribution, Uniform distribution and Log-normal distribu-
tion. In order to choose the most suitable priors for these parameters, model comparison
criteria under the Bayesian framework are used. One of the most commonly used criterion
is the Deviance Information Criteria (DIC; Spiegelhalter et al., 2002), which measures the
fitness as well as the complexity of the model. The DIC is defined as
DIC = Dev(Θ¯) + 2pD, (8)
where Dev(Θ¯) is the deviance function, pD = Dev(Θ) − Dev(Θ¯) is the effective number
of model parameters, Θ¯ is the posterior mean of Θ, and Dev(Θ) is the posterior mean of
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Dev(Θ). A model with a smaller DIC indicates a preferred model.
Another model comparison criterion is the logarithm of the pseudo-Marginal likelihood
(LPML; Ibrahim et al., 2013), which is obtained through the conditional predictive ordinate
(CPO) values. With y∗(−i) = (y1, . . . ,yi−1,yi+1, . . . ,yN) denoting the binary response vector
with the ith subject response deleted, CPO is regarded as leave-one-out-cross-validation
under Bayesian framework, and it estimates the probability of observing yi in the future
after having already observed y∗(−i). The CPO for the ith subject is calculated as:
CPOi =
∫
f(yi|b,θ)pi(b,θ|y∗(−i))d(b,θ), (9)
where
pi(b,θ|y∗(−i)) =
∏
q 6=i f(yq|b,θ)pi(b,θ|y∗(−i))
c
(
y∗(−i)
) ,
and c
(
y∗(−i)
)
is the normalizing constant. Within the Bayesian framework, a Monte Carlo
estimate of the CPO is obtained as:
ĈPO
−1
i =
1
M
M∑
t=1
1
f(yi|bt,θt) , (10)
An estimate of the LPML subsequently is calculated as:
L̂PML =
n∑
i=1
log(ĈPOi). (11)
A model with a larger LPML value will be selected.
In addition, the effective number of parameters pD is applied to compare the Rasch
model and the proposed one from a model complexity point of view. A larger number of pD
indicates higher complexity of the model. Besides, the area under the curve (AUC) value
is calculated to measure the prediction precision of the model, which is computed via the R
package pROC (Robin et al., 2011). A higher AUC value indicates the better performance
under the prediction.
4 Simulation
In order to evaluate the performance of the proposed method for clustering and parameter
estimation, simulation studies are conducted in this section. Two situations with different
number of items and subjects were considered, and under each situation, two designs were
set up. For both designs, 100 datasets were generated with N subjects and J items in each
dataset. The binary response yij with the probability pij was generated according to (1).
Three clusters were assumed for both the subject parameters θi(i = 1, · · · , N) and the item
parameters bj(j = 1, · · · , J). In the first simulation design, the values of bj(j = 1, · · · , J)
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and θi(i = 1, · · · , N) were both randomly chosen from {−2, 0, 2}. Take bj’s for an example.
The jth difficulty parameter was randomly assigned one of the values of {−2, 0, 2} as its
true value, through which, three clusters for the difficulty parameters were formed. In the
second simulation design, errors following a normal distribution N(0, 0.52) were added to the
values of bj(j = 1, · · · , J) and θi(i = 1, · · · , N). Note that the second condition is a more
challenging situation because some disturbance of the clustering of items and persons are
added in the data by the error N(0, 0.52).
The performance of the posterior estimates were evaluated by the mean absolute bias
(MAB), the mean standard deviation (MSD) and the mean of mean squared error (MMSE)
in the following ways, take θi as an example:
MAB =
1
100
100∑
r=1
1
N
N∑
i=1
∣∣∣θˆir − θi∣∣∣ ,
MSD =
√√√√ 1
100
100∑
r=1
1
N
N∑
i=1
(
θˆir − ¯ˆθi
)2
,
MMSE =
1
100
100∑
r=1
1
N
N∑
i=1
(
θˆir − θi
)2
.
To evaluate the accuracy of clustering, apart from showing the frequency of cluster
numbers in the simulations, the Precision, Recall and Rand Index (RI; Rand, 1971) were
also applied. Let TP , FP , TN and FN denote the true positive, false positive, true negative
and false negative scores, respectively. The Precision was calculated via TP/(TP +FP ), the
Recall was calculated via TP/(TP + FN), and the RI was obtained by (TP + TN)/(TP +
FP +TN+FN) (Ma et al., 2019). The average RI (MRI) was calculated as the mean of RIs
of the 100 simulations, and similarly the average Precision (MP) and average Recall (MR).
For both these three measures, a higher value represents higher accuracy of clustering. In
addition, the average effective number (MpD), the average AUC (MAUC), and the average
computation time in seconds (MTime) were also calculated to compare the complexity of the
Bayesian Rasch model and the proposed model. Under different settings, with a thinning
interval of 2, 10000 samples were kept for calculating the posterior estimates after a burn-in
of 20000 samples. Convergence was checked via the traceplots and autocorrelation plots of
the chains.
We firstly consider a situation with N = 200 subjects and J = 60 items. The MpD,
MAUC and MTime values of the two models under two designs are shown in Table 1.
From Table 1, we see that under two different designs with N = 200 and J = 60,
the MpD values of the Bayesian Rasch model are larger than those of the proposed model,
meaning that the Bayesian Rasch model has greater complexity and has more parameters to
be estimated than the proposed model. On model prediction performance, the MAUC values
of the two models are merely the same, which indicates that the prediction precision of the
two models under different simulation designs are similar. On the average computation time,
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Table 1: Model performance results of the proposed model and the Bayesian Rasch model
under two designs with N = 200 and J = 60
Design
The proposed model Bayesian Rasch model
MpD MAUC MTime MpD MAUC MTime
The first design 27.698 0.831 4126.742 243.029 0.839 507.783
The second design 85.518 0.834 4225.178 242.823 0.852 515.304
the proposed model requires much more time than the Bayesian Rasch model.
The frequencies of the number of clusters for θ and b under these two designs with
N = 200 and J = 60 are shown in Figure 1. Under design 1, the percentages of clustering
the θi’s and the bj’s into 3 clusters are nearly 60% and 100%, respectively. These results mean
that for θi’s, about 60 out of 100 replicates, the number of clusters is correctly inferenced,
and for bj’s, the proportion is 100%. In addition, the MRI values in Table 2 show the good
performance of clustering allocation, which reach to 0.961 and 1.000 for these parameters.
The MRI values indicate that about 96% and 100% of the time, any two persons or items that
are in the same cluster are correctly grouped together. The MP and MR values are consistent
with the MRI values, which verify our conclusions. Under design 2, the percentages of correct
clustering and both the MRI, MP and MR values of the two parameters are lower compared
to design 1, but the most frequently chosen cluster numbers are also 3 clusters and the MRI
values are both larger than 0.85, meaning that when the true values of θi’s and bj’s are
generated with errors, the precision of clustering are still high.
The results of posterior estimates under two designs with N = 200 and J = 60 are also
shown in Table 2. The MABs and MMSEs of the parameters are both within a reasonable
range. In general, performance of posterior estimates under design 1 is better than those
under design 2.
Table 2: Simulation results of the proposed model in two simulation designs with N = 200
and J = 60
Design Parameter MAB MSD MMSE MRI MP MR
The first design
θ 0.582 0.046 0.490 0.961 0.960 0.922
b 0.590 0.041 0.509 1.000 1.000 1.000
The second design
θ 0.729 0.047 0.767 0.862 0.787 0.803
b 0.723 0.060 0.778 0.899 0.862 0.833
Another situation with N = 200 subjects and J = 100 items are considered. Similarly,
the MpD, MAUC and MTime values of these two models under two designs are shown in
Table 3. It is shown that the MpD values of the proposed model under two different settings
are much lower than those of the Bayesian Rasch model, especially under the first design. The
similar MAUC values show that these two models have merely the same prediction precision,
and the proposed model still has high precision in addition to clustering. However, the
proposed model spends longer time for computation than the Bayesian Rasch model. These
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(d) Number of clusters of b under design 2
Figure 1: Frequency of number of clusters of θ and b under different designs with N = 200
and J = 60
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conclusions are similar to those when N = 200 and J = 60.
Table 3: Model performance results of the proposed model and the Bayesian Rasch model
under two designs with N = 200 and J = 100
Design
The proposed model Bayesian Rasch model
MpD MAUC MTime MpD MAUC MTime
The first design 30.819 0.832 7158.913 289.058 0.840 999.524
The second design 90.807 0.834 7487.103 288.721 0.853 971.540
Figure 2 shows that frequency of number of clusters under two designs with N = 200
and J = 100. Under the first design, nearly 75% and 100% of the parameters θi’s and
bj’s are grouped into three clusters. Comparing these results with the results under design
1 with J = 60, we see that the clustering performance of parameters θi’s improves, and
the percentage of clustering into 3 clusters increases from nearly 60% to 75%. The higher
MP, MR and MRI values shown in Table 4 also verifies this conclusion. Under the second
design, the percentages of clustering the parameters θi’s and bj’s into 3 clusters are 66% and
63%, respectively. Comparing with the results in Figure 1, the clustering performance of
θi’s improves while the clustering performance of bj’s degenerates. This may due to the fact
that a greater number of items increase the difficulty of clustering bj’s. The MRI values in
Table 4 are both larger than 0.88, meaning that the precision of clustering allocation under
this design is high.
In Table 4, the results of posterior estimates under two designs with N = 200 and
J = 100 are also shown. Comparing with the results in Table 2, posterior estimation
performance under the first setting with a smaller number of items are relatively better than
those under the one with J = 100. However, the MABs and MMSEs of the parameters are
both within a reasonable range and in general, performance of posterior estimates under
design 1 is better than that under design 2.
Table 4: Simulation results of the proposed model in two simulation designs with N = 200
and J = 100
Design Parameter MAB MSD MMSE MRI MP MR
The first design
θ 0.591 0.033 0.522 0.989 0.995 0.974
b 0.613 0.030 0.548 0.999 1.000 1.000
The second design
θ 0.739 0.036 0.804 0.882 0.822 0.824
b 0.741 0.046 0.817 0.897 0.857 0.832
11
025
50
75
100
2 3 4 5 6
Fr
eq
ue
nc
y
(a) Number of clusters of θ under design 1
0
25
50
75
100
2 3 4 5 6
Fr
eq
ue
nc
y
(b) Number of clusters of b under design 1
0
25
50
75
100
2 3 4 5 6
Fr
eq
ue
nc
y
(c) Number of clusters of θ under design 2
0
25
50
75
100
2 3 4 5 6
Fr
eq
ue
nc
y
(d) Number of clusters of b under design 2
Figure 2: Frequency of number of clusters of θ and b under different designs with N = 200
and J = 100
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5 Application to English Test Data
5.1 Data Description and Preliminary Analysis
The dataset we analyzed is collected from the English exam results of the 2017-2018 academic
year from a public middle school in China. This dataset was previously analyzed in Liu
et al. (2019). This exam is a midterm English exam for grade 8 students in fall 2017. In our
analysis, the total number of students is 78 and the total number of items is 50. We used
this dataset to illustrate the MFM Rasch model estimation. For each student, the average
number of items of correct response is 23.09, while for each item, the average number of
students that answer correctly is 36.02, so the average proportion of correct answer is 0.46.
The boxplot of the proportions of correct answer for the items and the students are shown
in Figure 3.
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Figure 3: Boxplot of the proportions of correct answer for the items and the students in the
English test data.
From Figure 3, we observe that the correct response proportions vary from different
items as well as different students, indicating that the items are of different difficulty lev-
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els and the students are of different ability levels. The Bayesian Rasch model in (1) was
applied to analyze the data. For the unknown parameters bj and θi, the prior distribu-
tions were normal distributions, i.e., bj ∼ N(0, 1) and θi ∼ N(0, ψ−1) with hyperprior
ψ ∼ Gamma(0.001, 0.001), for i = 1, · · · , 78, j = 1, · · · , 50. With a thinning interval of
2, 10000 samples were kept for calculating the posterior estimates after a burn-in of 20000
samples. The effective number of parameters pD of this model was also calculated and turned
out to be 107.676. The AUC value was 0.739. Posterior estimates as well as the 68% highest
posterior density (HPD) intervals of the parameters b and θ are shown in Figure 4.
−1
0
1
2
0 20 40 60 80
student
θ
(a) Posterior estimates of θ
−3
−2
−1
0
1
2
0 10 20 30 40 50
item
b
(b) Posterior estimates of b
Figure 4: Posterior estimates and 68% HPD intervals of parameters in the Rasch model.
From Figure 4, we see that for the items’ difficulties and individuals’ abilities, the
posterior means may be roughly divided into several groups. Take parameter θ’s as an
example. Students with the posterior means which are above 0.5 can be grouped together,
indicating that the latent abilities of students belonging to this group are close to each other
and may be nearly the same. For the ones whose posterior means are smaller than 0 may
also be grouped together. Due to the patterns we observed, the parameters of different
items/individuals may be clustered into different groups. A Rasch model with clustering
items and individuals simultaneously would capture the heterogeneity patterns shown in the
data.
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5.2 MFM Rasch Clustering Analysis
In order to detect the clusters within the parameters, the proposed methodology was applied
to the English test data. We firstly applied the model comparison criteria to select the
most suitable priors for the parameters λb and λθ. Three priors were compared, including
Gamma(1, 1), Unif(0, 1) and Log-Normal(0, 1). The results of the model selection criteria
are shown in Table 5.
Table 5: DIC and LPML values for different priors for λb and λθ in the proposed model
Gamma(1, 1) Unif(0, 1) Log-Normal(0, 1)
DIC 4673.480 4681.919 4675.817
LPML -2279.155 -2282.574 -2280.213
From Table 5, we find that the DIC and LPML criteria both prefer the prior Gamma(1, 1).
Thus, we used this prior for λb and λθ in our final analysis. With this prior, the effective
number of parameters was calculated and the value is 57.414. By comparing this value with
that of the Bayesian Rasch model (107.676), we see that the complexity of our proposed
model is lower and it fits less parameters compared to the Rasch model. In addition, the
AUC value of the proposed model is 0.738, which is very close to that of the Bayesian Rasch
model (0.739). This indicates that the proposed model can not only cluster the parameters,
but also has a similar prediction performance with the Rasch model.
Finally, for the latent ability parameters θi’s, two clusters are identified, indicating that
these 78 students are classified into 2 groups according to different levels of latent ability.
For the difficulty parameter bj’s, three clusters are identified, meaning that the 50 questions
have 3 levels of difficulty. The clustering and estimation results are shown in Table 6. The
clustering allocations are shown in Figure 5, where the x-axis represents student index and
item number, respectively, in (a) and (b).
Table 6: The clustering and estimation results for the real data analysis using the proposed
model
Parameter θ b
Cluster 1
Count 22 18
Estimate 0.612 (0.448, 0.788) 0.643 (0.508, 0.775)
Cluster 2
Count 56 16
Estimate -0.519 (-0.669, -0.390) 0.005 (-0.144, 0.154)
Cluster 3
Count - 16
Estimate - -0.728 (-0.857, -0.592)
From Table 6 and Figure 5, we see that for latent ability, students are clustered into
2 groups, and 56 among the 78 students (71.795% of the students) are in Cluster 2, whose
latent abilities are relatively lower. For the students in Cluster 1, their latent abilities are
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Figure 5: Clustering allocations of individual abilities and item difficulties in the proposed
model
higher. In order to decide if these results are consistent to the original data, we calculated
the average proportion of correct answer of students within these two clusters respectively.
The results are shown in Table 7.
Table 7: Average proportion of correct answer in different clusters of latent ability
Cluster Cluster 1 Cluster 2 All
Proportion of correct answer 68.45% 37.43% 46.18%
From Table 7, we notice that students in Cluster 1 have a proportion of correct answer
that is above the average level, while the ones in Cluster 2 have a lower proportion of correct
answer, which is consistent with the clustering results of latent ability.
For item difficulties, three clusters are identified. There are 18 items (36% of the test
length) are grouped into Cluster 1, while for Cluster 2 and Cluster 3, there are 16 items
(32% of the test length) in each cluster. It is shown that questions belonging to Cluster 1
are the most difficult, while the ones in Cluster 3 are the easiest. Similarly, we calculated
the proportion of correctly answer the questions in different clusters to see whether the
estimation results are consistent to the real data. The average proportions of correct answer
in three clusters of items are shown in Table 8.
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Table 8: Average proportion of correct answer in different clusters of difficulty
Cluster Cluster 1 Cluster 2 Cluster 3 All
Proportion of correct answer 26.64% 45.59% 68.75% 46.18%
From Table 8 we see that students have the highest proportion of correct answer to
items in Cluster 3, but the lowest proportion in Cluster 1, indicating that items in Cluster
1 are the most difficult while items in Cluster 3 are relatively easier. The difficulty level of
items in Cluster 2 are at an average level since the proportion of correct answer in Cluster 2
is similar to the average proportion of correct answer of all the items. These results are also
consistent with the conclusions we made according to the clustering and estimation results.
The item characteristic curves using the item parameter estimates of the three clusters
from the proposed model are shown in Figure 6. Since the item difficulty parameters are
clustered into three groups, we have three item characteristic curves for the proposed IRT
model. For the three curves with different item difficulty levels, the locations of the curves
along the ability scale are different, meaning that the difficulty of the items within different
groups vary. The curve of items within cluster 3 is at the left-hand side, representing items
in this cluster are the easiest since the probability of correct response is high for low-ability
students and approaches 1 for high-ability students. Curve of cluster 2 is in the middle,
meaning that items within this cluster are of medium difficulty. The curve for items in
cluster 1 is the right-hand curve, representing the items in this cluster are hard items.
6 Summary and Discussion
In the regular Rasch model, items are treated as invariant across test-takers, thus an item’s
difficulty is the same across all test-takers. Also, test-takers are assumed to be from a ho-
mogeneous group. This homogeneity of item and person parameters is not always feasible in
reality. LCA or mixture IRT model has been a major tool to investigate the heterogeneity
or the violation of the homogeneity assumption of item and person parameters. LCA could
detect heterogeneity in persons, permitting person clustering. Mixture IRT modeling al-
lows person and item heterogeneity, detecting different subgroups of test-takers which have
different constellations of item parameters. As pointed out, these LCA and mixture IRT
modeling requires a pre-specification of the number of clusters by users before estimation.
Also, a two-stage procedure, where several models are estimated and compared to pick the
most appropriate model, is not efficient and disregards the uncertainties which take place in
the selection procedure.
In this paper, we proposed a Bayesian nonparametric model for capturing the het-
erogeneity of items and individuals simultaneously under the Rasch model. Our proposed
model, MFM Rasch model, simultaneously estimate the number of clusters and clustering
configurations for both items and individuals. It does not require a priori specification of
the number of clusters by users. Because of the simultaneous clustering of both the item
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Figure 6: Item characteristic curves of the hierarchical Rasch model with MFM
and person parameters, it avoids the problem of ignoring the uncertainties in the two-stage
procedure used in LA and mixture IRT modeling. A practical side of the MFM Rasch mod-
eling could include situations where users of the model are interested in identifying clusters
of items and persons, so that the information of clusters may be used for their assessment
purposes. For example, information on item clusters may be useful in the test construction
stage and information on person clusters may also be utilized for student-placement purposes
or diagnostic purposes.
Our simulation results and real data analysis indicated that the MFM Rasch estimation
could achieve both accurate estimation and clustering performance although the scope of
the simulation is limited and the real data set may not be the most typical application
scenario regarding the sample size and test length. Future endeavor should include more
systematic studies through wider scope of simulations (e.g., varying the number of clusters,
sample sizes, and test lengths) to provide a complete picture of the performance of the MFM
Rasch model. In addition, at least three topics beyond the scope of this paper could be
worth further investigation. First, extending the MFM Rasch model into the 2-parameter or
3-parameter item response theory model seems to be an interesting future work. Second, our
proposed computing algorithm is based on stick-breaking construction. Incorporating Po´lya
urn scheme in posterior sample (Neal, 2000) will speed up the MCMC algorithm. Third,
extending the current model to consider auxiliary information of individuals such as previous
18
exam performance for clustering detection may be pursued in future research.
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