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1. Introduction 
 
Random walk can be used in various disciplines: in medicine and biology where absorbing 
barriers give a natural model for a wide variety of phenomena, in physics as a simplified model of 
Brownian motion, in ecology to describe individual animal movements and population dynamics. 
Random walks have been studied for decades on regular structures such as lattices. Percus (1985) 
considers an asymmetric random walk, with one or two boundaries, on a one-dimensional lattice. 
At the boundaries, the walker is either absorbed or reflected back to the system. Using generating 
functions the probability distribution of being at position m after n steps is obtained, as well as the 
mean number of steps before absorption. El-Shehawey (2000)  obtains absorption probabilities at 
the boundaries for a random walk between one or two partially absorbing boundaries as well as 
the conditional mean for the number of steps before stopping given the absorption at a specified 
barrier, using conditional probabilities. In this paper we obtain expected number of arrivals, 
absorption probabilities and expected time before absorption for a discrete random walk on the  
integers with an infinite set of equidistant multiple function barriers. A multiple function barrier 
(mfb) is a state that can absorb, reflect, let through or hold for a moment. In each mfb we have 
probabilities 0 0 0 0, , ,p q r s  for moving forward and  backward , staying for a moment in the mfb 
and absorption in the mfb, where  0 0 0 0 0 0 01, 0p q r s p q s+ + + = > .Mfb’s of type 0000 srqp  are 
defined in each barrier kN (k∈Z,N>1). 
The random walk outside the mfb’s is of pqr type, where p is the one-step forward probability, q 
one-step backward and r=1-p-q the probability to stay for a moment in the same position   
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2. Expected number of arrivals 
 
Theorem 1 
Considering  the random walk on the subset of equidistant  mfb’s, the expected number of visits 
is described by the difference equations: 
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where  20 0 0 0 0 1 2( ) 0, ( 1, 2), 1 0i iq p q Ns p iξ ξ ξ ξ− + + + = = > > >  
Proof 
Case 1:ρ ≠  
The random walk on the interval (0,N)  can be described by the difference equations: 
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Characteristic equation: 
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A general solution of (1) is: 
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We define:  
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By focussing on states 1 and N-1 we find: 
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Focussing on state 0: 
 0 1 1 0 0X pzX qzX r zX−= + +  
  
We now use the same techniques on (-N,0) and we get after some calculation: 
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 Again using the same techniques, now on (N,2N) we obtain:  
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For all other intervals we have: 
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We get the result of theorem 1 by taking z=1 and noting that: 
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Using the same method as in case 1, but now with x instead of X  we find  
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Theorem 2 
The expected number of visits outside the equidistant  mfb’s is: 
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Proof: 
Along the same lines as in Theorem 1. 
 
 
Remark 2: The probability of  reaching state j when starting in state i can now directly be derived 
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3. Mean absorption time 
 
3.1 Mean time before absorption in any mfb 
 
Theorem 3 
For the mean absorption time in any mfb we have: 
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Remark 3: The result in case 1ρ = can also be obtained by applying de l’Hospitals rule 
twice in the 1ρ ≠  case. 
 
3.2 Mean time before absorption in a specific mfb kN ( )k ∈Z  
 
We define: 
km0 = mean time before absorption in mfb kN ( )k ∈Z , when starting in 0 
 
Theorem 4 
For the mean absorption time in mfb kN ( )k ∈Z  , when starting in 0, we have: 
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where i=1 is valid for 0≤k and i=2 for 0≥k and:  
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Proof: 
We use results obtained in the proof of theorem 1. 
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Where  1 2max(1, ); min(1, )λ ρ λ ρ= =  
 
 
Remark 4: We didn’t obtain explicit results in the case 1ρ =  in theorem 4. 
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