Abstract. In this paper, we will show a new characterization of operator monotone functions by a matrix reverse Cauchy inequality.
Introduction
Let M n be the space of n × n complex matrices, M h n the self-adjoint part of M n . For A, B ∈ M h n , the notation A ≤ B means that B − A ∈ M + n . The spectrum of a matrix A ∈ M n is denoted by σ(A). For a realvalued function f of a real variable and a matrix A ∈ M h n , the value f (A) is understood by means of the functional calculus for Hermitian matrices.
Taking an axiomatic approach, Kubo and Ando introduced the notions of connection and mean. A binary operation σ defined on the set of positive definite matrices is called a connection if (i) A ≤ C, B ≤ D imply AσB ≤ BσD;
(ii) C * (AσB)C ≤ (C * AC)σ(C * BC); (iii) A n ↓ A and B n ↓ B imply A n σB n ↓ AσB. If IσI = I, then σ is called a mean.
For A, B > 0, the geometric mean A♯B is defined by
The harmonic A!B and arithmetic A∇B means are defined A!B = 2(A −1 +B −1 ) −1 and A∇B = A + B 2 , respectively. A mean σ is called to be symmetric if AσB = BσA for any pair of positive definite matrices A, B.
It is well-known that the arithmetic mean ∇ is the biggest among symmetric means. From the general theory of symmetric matrix means we know that ∇ ≥ σ and τ ≥!.
For positive real numbers a, b, the arithmetic-geometric mean inequality (AGM) says that
Hences, for a monotone increasing function f on [0, ∞), we have
It is natural to ask that if inequality (1) holds for any pair of positive number a, b will the function f be monotone increasing on [0, ∞)? The answer is positive, and follows from the elementary fact that for any positive numbers a ≤ b there exist positive number x, y such that a is arithmetic mean and b is geometric mean of x, y. The matrix version of above fact was investigated by Prof. T.Ando and Prof. F.Hiai [3] . They showed that the Cauchy inequality characterizes operator monotone functions, that means, if the following inequality holds
whenever positive definite matrices A, B, then the function f is an operator monotone. An interesting and useful reverse Cauchy inequality is as follows: for any positive number x, y,
The matrix case of (3) is the Powers-Størmer inequality which gives an upper bound of quantum Chernoff bound in quantum hypothesis testing theory [4] . A generalized version of the Powers-Størmer inequality was studied by the author and H.Osaka and Ho M. Toan [5] .
We have a scalar characterization of monotone functions as follows.
is monotone increasing if and only if the following inequality
holds for any pair of positive numbers x, y.
Proof. Firstly, we show that for 0 ≤ a ≤ b ≤ √ 2a there exist positive numbers x, y such that
We can assume that x ≤ a. It is easy to see that for 0
has a positive solution. Consequently, if we have (4), then
For arbitrary a ≤ b, it is obvious that there exist numbers a 1 , a 2 , · · · , a m such that
Apply above arguments, we can get
In [6] it was shown a characterization of operator monotonicity by the trace Powers-Størmer's inequality in an infinite-dimensional Hilbert space. To continue this topic and partially motivated by above mentioned result of F.Hiai and T.Ando, in this paper we will study the matrix case of Proposition 1.1. More precisely, it will be shown that for a nonnegative function f on [0, ∞) if
for any pair of positive definite matrices A, B, then f is operator monotone on [0, ∞).
Main results
Theorem 2.1. Let f be an operator monotone function on [0, ∞), and σ f the operator mean (in sense of Kubo-Ando's theory) corresponding to f . Then for any pair of positive matrices A, B,
where ∇ is the arithmetic mean.
Proof. Since f is an operator monotone function on [0, ∞), then it is well-known that min{1, t} ≤ f (t) (t ≥ 0) or min{a, b} ≤ af (b/a) (a, b > 0) Hence, by the Spectral Theorem, for any positive matrix Q,
For any positive matrices B, C, we substitute Q = C * −1 BC −1 into (6), and after multiplying on C * on the left hand side and C on the right hand side, we get
Since A is positive, we can take A = C 1/2 , then we get
In We also give a counterexample for inequality (9) if the condition (10) does not hold. If the mean σ f in Theorem 2.2 is symmetric, then without the condition (10) inequality (9) holds for any positive matrices A, B iff σ f is arithmetic. The proof of the following theorem is adapted from [3] . Consequently, from (12) we get
So, the inequality (11) becomes
Let us consider the following orthogonal projections (see [3] )
For such operators, let's compare the (1, 1)-entries of both sides of (13) we get
Tending θ to zero, we get that α ≥ 1. This shows that µ = 0 in (12), and hence σ = ∇.
Now, we will prove the main result of this paper, that is to prove that inequality (2.1) characterizes the operator monotonicity.
We need two lemmas.
Then there exist positive matrices X, Y such that
Proof. To prove Lemma, we need to show that there exists a positive matrix X such that
for the given positive matrix A. We can assume that X ≤ I. And so, we should show that for any positive matrix I ≤ A ≤ I √ 2 we can find a matrix 0 ≤ X ≤ I such that
It is easy to see that the function h(t) = √ 2t − t 2 + 1 − t will be strictly increasing on [0,
] and take values in interval [1, √ 2] . So, for a such matrix A, we can find a matrix X such that X = h −1 (A).
Proof. From the assumption we have
. From the proof of Lemma 2.4, there exist positive matrices X 0 , Y 0
Consequently,
In the other hand, from the proof of Lemma 2.4 we have that
Theorem 2.6. Let f be a nonnegative function on [0, ∞), and let the following inequality
holds whenever positive definite matrices X, Y . Then the function f is operator monotone on [0, ∞). On account of the assumption, we have
In general, let A ≤ B, hence I ≤ A −1/2 BA −1/2 . It is obvious that we can find matrices I = Z 1 ≤ Z 2 ≤ · · · ≤ Z k = A −1/2 BA −1/2 such that
From the above arguments, we have
That means, the function f is operator monotone.
