It is not excluded that m or n should be zero.
In particular, we can obtain by substitution the functions o(J n \Xij ' ' ' , Xn), Oo(J n \Xi, ' ' * , X n ), * • • , that is, all constant functions. Also, if we put 0 m for B, and any functions of n variables for Ai, • • • , A m , then F is the function 0 W . Thus it was not necessary to assume all the zero functions as initial functions; we could in fact have taken just OQ, Furthermore, using the identity functions, any desired permutation of variables, or introduction of extra variables, may be accomplished. For example, given a function B of two variables, suppose it is required to define a function F of three variables, such that
F(x, y, z) = B(z, x).
This is seen to be included in our substitution rule when written in the form F(x, y, z) = B(IM (X, y, z) , J 3 i(#, y, «)).
Finally, we must tell what is meant by recursion. If A is a known function of v variables, and B a known function of n + 2 variables, then a function F of n+1 variables may be defined by the recursion scheme Familiar examples of recursive definitions with one parameter are those of u+x, ux, and u x , which must be made in this order. The definitions are:
u-\-x: u-\-0 = Uj u+Sx-S(u+x);
that is, Au~u, B (u, x, that is, Au = 0, B(u> x, x : u°=ly u Sx =u*'U; that is, Au=l, B (u, x, y) ~yu.
We shall make much use of the function 0*, and also of sgn x = 0°*. We shall also use predecessor and difference, defined by Px:
u -x: u ~ 0 = u, u -*-Sx = P(w -x).
Notice that u-x -0 if u<x. We also use the absolute difference | u -x | = (w -x) + (x -*-u).
The notation w-#, without dot or vertical bars, will always be used in an ambiguous sense, to stand for any recursive function F (u, x) which is equal to u -x for u^x t regardless of its value when u<x. Any such function will be called a difference function. In particular, u -x and \u-x\ are difference functions. The functions Dx and Tx y giving the remainders when x is divided by 2 or by 3, are defined by
Tx:
We may also describe D as the characteristic function of odd numbers. Two further recursive definitions are
In the last definition, FSx is obtained from Fx by adding 1 when the next square after x is the next number after x, but adding 0 when the next square is larger than the next number. We may now obtain by substitution the excess over a square, and the characteristic function of squares :
All of the symbols defined in this section will be used with the same meaning throughout the paper. The letters /, K, L will have a special meaning defined in § §3 and 4. On the other hand, the symbols A, B, F will be reserved for general functions, and may have a different meaning each time they are used.
2. Statement of principal results. We shall consider certain more special recursion schemes than the one which occurs in the definition of recursive functions. One restriction is to limit the number of parameters. Another restriction is to suppose that B does not depend on all of its variables. If 5(«i, •••,#,>,#, y) does not depend on the parameters #i, «2 • • • , w«, we shall call the recursion scheme iteration. (If w = 0, this is no restriction.) If B(u\ t • • • y) does not depend on x, we shall speak of pure recursion, and if it depends only on y, of pure iteration. Thus with one parameter, we have the four recursion schemes :
Recursion: (u, x,F{u, x) ).
Pure Recursion: F(u, x) ). F(u, x) ).
Iteration:
Pure Iteration:
It should be noticed, here and below, that the more special schemes are always actually included in the more general ones, since (by using the identity functions) a function of certain variables may always be considered as a function of more variables.
The last two schemes are no less general, if taken in the form:
Iteration: (x,F(u, x) ).
For it is easily seen that if F(u, x) is defined in this way, then the previously defined function is simply F(Au, x). The function F(u, x) obtained by the last scheme (pure iteration) is simply the result of applying the function B x times to u. Hence we write
For example, u+x = S x u. With no parameter, we have but two recursion schemes, since there is no distinction between recursion and iteration. These are: (x, Fx) .
Since w = 0, the function A(ui, • • • , u n ) is replaced by the number a. The pure recursion scheme defines the function Fx = B x a. Unlike B x u above, this is a function of the one variable x, since a is a given number. We also consider the somewhat more special schemes where only the value 0 is allowed for a :
Pure Recursion:
Even the last and most special recursion scheme, Fx = B x 0, will be seen to be adequate to define all recursive functions, if two functions are adjoined to the initial functions.
For each degree of specialization of the recursion scheme, we shall ask what recursive functions need to be adjoined to the initial functions, in order that all recursive functions can be denned. It is understood that we always keep the identity, zero, and successor functions as initial functions, and that the substitution rule is unchanged. It will be shown that the functions given in the following table are sufficient to adjoin to the initial functions. In the table, the word mixed is used as the opposite of pure, and indicates that B may depend on x. The dash in the cases of (mixed) recursion and (mixed) iteration indicates that no adjunctions are necessary. Two alternatives are given in the cases with no parameter. They are both valid even in the special case a = 0. It is undersood that u+x in the table indicates that we are to adjoin to the initial functions that function F of two variables for which F(u, x) =u+x, and similarly for |w-#|.
Rózsa Péter has shown that recursion with one parameter is adequate.
2 She has also shown that recursion with no parameter is sufficient to define all recursive functions, if three recursive functions (u x , the #th prime p z , and the exponent of the highest power of p x which divides u) are adjoined to the initial functions. 8 We extend these results by showing that even iteration with one parameter is adequate, that simpler adjunctions can be made in the case of recursion with no parameter, and by discussing the various types of pure recursion.
Whether all the adjunctions made are actually necessary, I do not know. However, it is shown in §8 that in the case of recursion with no parameter, some function of more than one variable must be adjoined. In the case of pure recursion with no parameter, more ex-tensive results are obtained, which show in particular that u+x and Q would not be sufficient to adjoin.
In §3, we shall make the reduction to the various schemes with one parameter, and in §4 to schemes with no parameter, by making certain adjunctions to the initial functions. The lemma of §5 makes an essential reduction in the number of functions adjoined ; but some of the more difficult definitions are reserved for §6, where the proof of the results given in the above table is completed. In §7, it is shown how all recursive functions of one variable may be defined without introducing functions of more than one variable. The necessity of the given adjunctions is discussed in §8.
3. Reduction to schemes with one parameter. All of the reductions make use of the idea of associating an ordered pair of numbers with a single number. We must establish a one-to-one correspondence between all pairs of numbers and some numbers. This requires three functions J (u, v) , Kx, Lx, satisfying the equations
If we have in addition
then a one-to-one correspondence is established between all pairs of numbers and all numbers. However, this condition is not needed, and we shall not assume it. We shall assume that some suitable functions J, K, L are adjoined to the initial functions. A possible set of functions is
These functions are all expressible in terms of
where u-x denotes any difference function. Thus it would be sufficient to adjoin these functions to the initial functions. As a first reduction in the recursion scheme, we show that the number of parameters can be reduced to one. It is sufficient to show how to reduce the number of parameters by one, when there are two or more to begin with. In fact, it is sufficient to show how to reduce the number of parameters from two to one, since additional parameters could be carried through unchanged.
The given scheme has the form (u, v, x, F(u, v, x) ).
It is seen that the function
is defined by the recursion scheme with one parameter (u, x, F'(u, x) ), Ku, Lu, x, y) .
Finally, we may put
Thus we have shown that recursion with one parameter,
is adequate. It remains to show how the u and x may be eliminated from B (u, x, y) . Let us first eliminate the u. (The opposite order could equally well be used.) We see that the function
is defined by the iteration with one parameter Ky, B(Ky, x, Ly) ).
Finally,

F(u, x) = LF'(u, x).
Thus iteration with one parameter,
is also sufficient. Now the function
may be defined by
where SKy, B(Ky, Ly) ).
Finally,
F(u, x) = LF'(u, x).
Hence pure iteration with one parameter,
is sufficient to define all recursive functions. The further reduction of replacing Au by u was discussed in §2.
Elimination of the last parameter.
We shall now show how to eliminate the last parameter. For this purpose, we shall suppose that the pairing functions which we have adjoined to the initial functions have certain additional properties, namely: 
as is easily verified. These functions can be defined in terms of
as was the case for the functions J, K, L mentioned in §3. We now discuss the meaning of the conditions imposed. If we think of all pairs (u, v) arranged in a table, where u denotes the column number and v denotes the row number, then the pair (Kx> Lx) traverses the table in such a way that it starts at the top of column 0 and descends a certain number of steps; then it starts at the top of another column and descends a certain number of steps; and this process is repeated. Since we have pairing functions, every position in the table is traversed at some time. It is clear in fact that the equations Kx = u, Lx = v have infinitely many solutions for x, one of which is called J (u, v) , A more precise description of the way the table is traced out for the particular K and L mentioned above could easily be given.
We showed in §3 that iteration with one parameter is adequate to define all recursive functions. This may be taken in the form (x 9 F(u, x) ).
The still more reduced scheme of pure iteration might be used, but there would be no advantage in this. We see that In obtaining this result, we have taken account of the special assumptions concerning the pairing functions made at the beginning of this section. If we had not imposed these conditions, we should not have an expression for F'Sx in terms of x and F'x, but should have obtained a generalized type of recursion (with no parameter), which would require a further reduction. This less direct method was followed by R. Péter. We have finally 
Finally,
Fx = LF'x.
Thus we have reached the very simplest recursion scheme, pure recursion with no parameter, starting from 0, that is, PROOF. It will be sufficient to show that the functions listed at the end of §4 can be defined in all cases.
u+x. This function is given in the cases with no parameter. Otherwise, we may define u+x = S x u by pure iteration. u-x. A difference function is given in the cases with no parameter. Otherwise, P is given in the pure cases, and may be defined by P0 =0, PSx*=x in the mixed cases; hence we may define the two difference functions we see that
[ PROOF. This theorem may be reduced to the lemma of §5, by making the definitions (l)-(S) below. In carrying out the proof, definitions given in the proof of the lemma are referred to when they are applicable.
(1) Define Q in terms of P by pure recursion with one parameter. We may use the definitions of u+x, \ u-x\, and 0* from §5. Now define ux by the pure recursion
and put X !C= XX» We next define a function F{u, x) by the pure recursion (u, F(u, x) 
(2) Define P in terms of Q by pure iteration with one parameter. We may define u+x and x 2 as in §5. Next define u>0* = B*u with£;y = 0; Thus the function B has trie effect of increasing any number by 2, except for an odd square, which is replaced by 0. Now consider the function Fx = B x (x 2 + x + 1).
If x is even and positive, then x/2 additions of 2 are carried out to reach the next odd square # 2 +2#+l. The next application of B gives 0, and the remaining (ÜC/2) -1 steps produce x -2. Thus
if # is even and positive.
It is now easy to define Px. We have in fact
The first term can evidently be obtained by repeated substitution in u • 0 V , and the second term can be obtained by substituting u = FSx and v = 0 Dx . The correctness of the formula is easily checked by considering separately the cases # = 0, x even and positive, and x odd.
(3) Define u-x and Q in terms of u+x and E by pure recursion with no parameter.
We first define sgn x = B x 0 with By -l, and then put
We may then define x 2 as in §5. Now
since the preceding square is (w+#) 2 +2w+2x + l. We have thus defined both Q and a difference function.
(4) Define u -x in terms of w+# and Q by recursion with no parameter.
Again define sgn x=B*0 with By = l, and then put 0* = QS sgn x, Dx = £*0 with By = (K We may define x 2 as in §5 ; the simpler definition for the mixed cases may now be used. Define We have
(5) Define w+# in terms of |w-x\ by pure recursion with no parameter. (Using this in place of (3) and (4) gives the second alternative of the table in §2 for both types of recursion with no parameter.)
Since
for any function F with F(u, x) ^u+x, we have only to define some such function. We first define
2* -1 = B*0 with By = 2;y + 1, 2* = S(2* -1).
We may then obtain the function
Since the first factor is not 0, and the second factor is more than u+x, we have
7. Recursive functions of one variable. It is easy to see that all recursive functions of more than one variable can be obtained from recursive functions of one variable, the function u-\-x, and the various identity functions, by substitution alone. To see this, we shall make use of the pairing functions of §3,
Suppose now that the recursive function F(u y v) is given. If we let
then F'x is a recursive function of one variable. But
Thus F(u, v) is obtained by substitution from the four functions
of which the first two are recursive functions of one variable. Thus the proof is complete so far as functions of two variables are concerned. In the case of a function of more variables, a similar argument serves to reduce the number of variables by one, so that repeated use of the argument leads to the desired result. The interest of this result is considerably enhanced by the fact that it is possible to define all recursive functions of one variable without making use of functions of more than one variable in the process. The third theorem below shows that this is the case. PROOF. Let us call the functions thus obtainable from the given initial functions when substitution is used only for defining functions of one variable recursivej, and functions obtainable by recursion and unrestricted substitution recursive 2 . It will be sufficient to consider the class of functions obtainable by unrestricted substitution from recursivei functions, and to show:
(1) All functions of one variable so obtained are recursivei.
(2) All recursive 2 functions are obtained. PROOF OF (1). In defining a function of one variable by successive substitutions, if the "innermost" substitutions are madç first, only functions of one variable need be defined by substitution in the process. But a function of one variable defined by substitution from recursivei functions is recursivei.
PROOF OF (2). Our family of functions includes all the initial functions and is closed with respect to substitution. Also, recursion of the form Fx~B x a is allowed if B is recursivei, and hence by (1) PROOF. The identity and zero functions of one variable can be defined by
Thus by Theorem 2, we can obtain all the functions of one variable which we could get by substitution and recursion Fx=*B x 0 from all the identity and zero functions, u+x, S, and E. But by the theorem of §6, all recursive functions can be so obtained.
Remarks. We could also prove a theorem similar to Theorem 2, with \u-x\ in place of u+x, and \Ax-BX\ in place of Ax+Bx. Using this, a theorem analogous to Theorem 3 could be proved, with Q in place of E, and |.4#-Bx\ in place of Ax+Bx.
Possibility of further improvements.
Were all the adjunctions made in the Theorem of §6 necessary? For example, in the case of pure recursion with one parameter, we adjoined P to the initial functions. This adjunction is necessary if and only if P itself cannot be defined. We are thus led to the interesting but apparently un-
PRIMITIVE RECURSIVE FUNCTIONS 941 solved problem: Can predecessor be defined by substitution and pure recursion from the identity, zero, and successor functions! In a similar way, we may ask whether Q can be defined by pure iteration. In the case of recursion with no parameter, with or without a = 0, some adjunction to the initial functions is necessary. Indeed, some function of more than one variable must be adjoined. For otherwise, each of the initial functions would depend on at most one of its variables, since the only functions of more than one variable which are given are the identity and zero functions. Now substitution applied to functions, each depending on at most one of its variables, can lead only to such a function; and our recursion scheme leads to a function of one variable. Thus no function depending on more than one variable can be defined; in particular, u+x cannot be defined.
There remains the possibility that all recursive functions of one variable might be definable with no adjunctions. Finally, if it were possible to define Q by adjoining only u+x, then the adjunction of u+x would be sufficient for the definition of all recursive functions.
We come now to the simplest recursion scheme, pure recursion with no parameter, with or without a = 0. We know that it is sufficient to adjoin u+x and E, or | u -x\ and Q, to the initial functions. We shall show that it is not sufficient to adjoin u+x and Q, and in particular that P could not then be defined. This result is included in the more general theorem : 
