Concentration of measure is a principle that informally states that in some spaces any Lipschitz function is essentially constant on a set of almost full measure. From a geometric point of view, it is very important to find some structured subsets on which this phenomenon occurs. In this paper, I generalize a well-known result on the sphere due to Milman to a class of Riemannian manifolds. I prove that any Lipschitz function on a compact, positively curved, homogeneous space is almost constant on a high dimensional submanifold.
Introduction
The celebrated Lévy's concentration of measure inequality for the sphere, together with the work of V. Milman on the asymptotic behavior of Banach spaces, put forward the concentration of measure phenomenon in high dimensional spaces. Among the several results achieved in this field, let me mention the work on Banach spaces ( [11] , [13] ), infinite-dimensional groups ( [20] ), Riemannian manifolds ( [9] , [11] ) or even general metric measure spaces ( [2] , [7] ). The fundamental idea underlying these results is that a Lipschitz function tends to asymptotically concentrate near a single value. This type of results is usually stated in the sense of the measure, meaning that the probability of the subset where the function is almost constant tends to 1 when the dimension of the space approaches infinity. Nevertheless, especially from the geometric point of view, it is important to find more structured subsets on which the function is concentrated. A well-known result in this direction, due to Milman ([14] ), roughly states that every Lipschitz function on S n is almost constant on a sufficiently high-dimensional sphere S k ⊂ S n . In this note I generalize this result for a class of positively curved Riemannian manifolds. I want to highlight that recently, Faifman, Klartag, and Milman ( [5] ) have found out that a similar result also holds on the torus, where the strong concentration property is not available due to the flatness of the space. I also want to mention two others papers of Milman ([15] , [16] ), in which he extends the idea of concentration to some homogeneous structure like Stiefel and Grassmann manifolds of an infinite dimensional Hilbert space. Some very clever applications of these results are proved by Gromov and Milman in ([8] ) and ( [17] ).
I now briefly recall some elementary facts from Riemannian geometry. In the course of this paper I will use the overline notation for a quantity defined on the ambient manifold. The same quantity intrisically defined on a submanifold will not have the bar.
A Riemannian manifold (M ,ḡ) is a real, smooth manifoldM with a symmetric, positive definite (0, 2) tensorḡ. I always assume thatM is connected. Given a 2-plane P spanned by (v, w) on the tangent space T xM , the sectional curvature at the point x is defined by
Suppose now L is a m-plane section of T xM and v a unit vector in L. Take an orthonormal basis {e 1 , ..., e m } of L such that e 1 = v. The m-Ricci curvature of the subspace L ⊂ T xM and the vector v at the point x is given by the formula
where P 1j denotes the 2-plane spanned by e 1 , e j . The n-Ricci curvature of the vector v, n = dim(M ), does not depend on the subspace and it is simply indicated by Ric x (v). It coincides with the usual notion of Ricci curvature.
By writing Sec(M ) ≥ K I mean that Sec x (P ) ≥ K for every x ∈M and every 2-plane P of T xM .
By writing m-
In view of the inductive identity
Recall that a median for a random variable T :
To state the main result, let (M ,ḡ) be a compact, n-dimensional homogeneous space with m-Ricci curvature m-Ric(M ) ≥ (m−1)K > 0 for a sufficiently high m ≤ n. Let r be the maximal dimension of the totally geodesic submanifolds ofM . AssumeM is equipped with the geodesic distance dḡ and the normalized Riemannian measureμ. Remark 2. Basically every bound in this paper, included the one in theorem 2, is not sharp at all. I simply try to provide the correct order of the terms. Specifically, if we assume that the constant K does not depend on the dimension of the manifold, the order of the dimension of the submanifold S is the same achieved by Milman in the case of the sphere ( [13] , theorem 2.4).
This paper is organized as follows: firstly I introduce the notions of Riemannian distance and measure, and I state the standard concentration result on Riemannian manifold. Secondly, in section 2, I show how to put "the right" measure on the isometry group of a homogeneous space. After that in section 3 I prove theorem 1 and I make some remarks about the statement and the proof (following once again [13] , remarks 2.8 and 2.9). In section 4 I present a class of manifolds with sufficiently high dimension totally geodesic submanifolds: the symmetric spaces. Finally, in the last section, I give some explicit examples of spaces where the result can be applied.
1 Riemannian manifold as a metric measure space and the standard concentration theorem
Let (M ,ḡ) be a Riemannian manifold and let γ : [a, b] →M be a smooth curve inM . I define the lenght of γ as
Every Riemannian manifold (M ,ḡ) is equipped with a Riemannian distance
It can be seen that the Riemannian distance induces the same topology of the manifold.
Furthermore, every Riemannian manifold has a Riemannian measureν. It is a Borel measure and ifM is compact, it has finite volume V =ν(M ) < ∞ and the probability measureμ =ν V is called the normalizied Riemannian measure.
We are now ready to state the standard concentration theorem for Riemannian manifold:
Theorem 2. (Levy-Gromov) Let (M ,ḡ) be a compact, connected Riemannian manifold equipped with the Riemannian distance dḡ and the normalized Riemannian measureμ. Suppose that Ric(M ) ≥ K > 0. Then, given a 1-Lipschitz function T , it exists m T such that, for every ǫ > 0
2 Isometry group, homogeneous spaces and Haar measure.
Let (M ,ḡ) be a Riemannian manifold. I denote with Iso(M ) the isometry group ofM , i.e. the set of the maps f :
for every vector fields X, Y , togheter with the operation of composition. Every isometry is a metric isometry in respect to the geodesic distance. In 1938, Myers and Steenrod proved that Iso(M ) is a Lie group ( [12] ). Iso(M ) acts naturally onM via the map f · x = f (x). If this action is transitive,M is called an homogeneous space.
In caseM is compact, Iso(M ) is a compact Lie group and we can equipped it with the unique bi-invariant Haar probability measure θ. We can transport this measure onM with a classical construction: let x be a point inM , I denote with
for any Borel set A. Therefore, it seems there are several measures on a compact, homogeneus spacē M :μ x for any x ∈M andμ, the normalized Riemannian measure. Theorem 1.3 in [13] shows us they are the same measure: to see this, note thatμ andμ x are probability measure invariant by the action of the isometry group onM .
To sum up I state the next lemma:
Lemma 1. LetM be a compact homogeneous space and let µ be the normalized Riemannian measure. Then, for any x ∈M and for any Borel set A, we havē
where θ is the unique Haar probability measure on the compact Lie group Iso(M ).
Totally geodesic submanifolds
Let (M ,ḡ) be a smooth Riemannian manifold. Let M be a Riemannian submanifold ofM , i.e. a submanifold endowed with the first fundamental form g = i * ḡ . M is called a totally geodesic submanifold if any geodesic on M is also a geodesic on (M ,ḡ). I write∇ and ∇ for the Levi-Civita connenction onM and M , respectively. I recall that the second fundamental form is the symmetric tensor field defined by
where X, Y are vector fields on the submanifold M .
M is totally geodesic if and only if the second fundamental form II vanishes, i.e∇
From (1) follows that the Riemannian curvature tensorsR and R agree on the domain of R. In particular, it is easy to note that Ric TxM x (v) = Ric x (v) (see [1] for a more general result).
Proof of the theorem 1
Let's first state a lemma on an upper bound on the cardinality of a δ-net in a totally geodesic submanifold. and let M be an m-dimensional, totally geodesic submanifold ofM . Then it exists a constant C such that we can find on M a δ-net, in respect to the extrinsic distance, of cardinality less than (
Proof. Recall that a subset {y j } N j=1 of points in M is a δ-net for (M, d g ) (where d g is the Riemannian intrinsic distance on M ) if, for every y ∈ M , it exists a j ∈ {1, ..., N } such that d g (y, y j ) < δ. Note that a δ-net for the intrinsic distance d g is also a δ-net for the extrinsic distance dḡ, thanks to the obvious inequality dḡ ≤ d g .
Let {y j } N j=1 be a maximal set of points in M such that d g (y i , y j ) ≥ δ for every i = j. It is easy to see that {y j } N j=1 is a δ-net. I denote by B(x, r) the geodesic ball centered in x of radius r and by µ the normalized Riemannian measure on M . The measure of the ball µ(B(x, r)) doesn't depend on x because M is homogeneus. Moreover B(y i , δ/2)∩B(y j , δ/2) = ∅, which implies that
We know that Ric(M ) ≥ (m − 1)K because M is a totally geodesic submanifold of a positively curved manifold, so we can apply the Bishop-Gromov theorem (theorem 4.19 in [6] ) and we obtain that
is a non-increasing function in (0, +∞), where B K (r) is the ball of radius r in the simply connected m-dimensional space of costant sectional curvature K.
Let D = diam(M ) be the diameter of the submanifold, it follows that
From Myers theorem (theorem 3.85 in [6] ), it follows that D ≤ π √ k , so we can have an upper bound on N that depends only on K, m and δ. In particular, we see that
where we use the inequality t 2 < sin(t) to bound the denominator. We are now ready to prove the main theorem:
Proof. (Main theorem)
Let T :M → R be a 1-Lipschitz function. By Levy-Gromov theorem we know that it exists m T such that, for every ǫ > 0, we havē
Let M be a totally geodesic submanifold with an extrinsic δ-net {y j } N j=1 . Lemma 1 implies that
, it exists at least one f such that the function T is almost constant on z j := f (y j ) for every j. I highlight the fact that {z j } N j=1
is an extrinsic δ-net on the submanifold S := f (M ), simply because f is an isometry.
From the Lipschitz condition of T it follows that this function is almost constant for every point z in the submanifold S. To see this let z be a point on S; we know that an index j exists such that dḡ(z, z j ) < δ and
for every z in S as claimed. Put δ = ǫ 2 to conclude. The condition (⋆), thanks to lemma 2, is certainly satisfied if s, the dimension of the submanifold, satisfies
.
Remark 3. Note that, taking a slightly smaller s, the theorem 1 is still true for two different Lipschitz functions on the same submanifold. 
whereμ is the normalized Riemannian measure onM and µ M is the normalized Riemannian measure on M (see [21] , section 2). Let I A ǫ be the indicator function of the set
Use now the equation (2) with u = I A ǫ (obviously u is not continuous, but it is bounded and measurable, so it is a bounded pointwise limit of continuos functions) and the theorem 2 to obtain that there exists a submanifold M such that
Note also that, arguing as in the proof of lemma 2,
Finally impose that
in order to get a bound on s such that any ball of radius
Symmetric spaces
An isometry f :M →M is called involutive if f • f = Id, the identity isometry. M is a symmetric space if, for each point x ∈M , there exists an involutive isometry f x such that x is an isolated fixed point of f x .
A symmetric space is a particular homogeneous space ( [10] , pag. 223).
A lot is known about totally geodesic submanifolds in symmetric spaces (see [4] for an excellent exposition). For the purpose of this paper I need two facts that I state in a lemma:
• A complete totally geodesic submanifold of a symmetric space is a symmetric space.
• LetM be a symmetric space, dim(M ) ≥ 2, then there exists a complete totally geodesic submanifold M whose dimension satisfies:
The first assertion is a standard result, which can be found in [10] . The second statement was proven for the first time by Chen and Nagano in [3] . Now, it is easy to deduce from lemma 3 that the submanifolds S, whose existence is stated in theorem 1, can be choosen so that dim(S) ∼ ǫ 2 K(n−1) 8 ln(
6 Examples: the sphere and the projective spaces
The standard sphere S n is a compact n−dimensional symmetric space with constant sectional curvature equal to 1. S r ⊂ S n is a totally geodesic submanifold for every 1 ≤ r ≤ n, so theorem 1 applies with s ∼ . The real projective space RP n is a compact n−dimensional manifold. As a quotient of S n , it is a symmetric space of constant sectional curvature equal to 1. RP r ⊂ RP n is a totally geodesic submanifold for every 1 ≤ r ≤ n, so theorem 1 applies with s ∼ .
The complex projective space CP n is a compact 2n−dimensional manifold. Equipped with the Fubini-Study metric, it is a symmetric space with sectional curvature Sec(CP n ) ≥ . The quaternionic projective space HP n is a compact 4n− dimensional manifold. Equipped with the Fubini-Study metric, it is a symmetric space with sectional curvature Sec(HP n ) ≥ .
