Naranan's important Theorem [Nature 227,[631][632] states that, if the number of journals grows exponentially and if the number of articles in each journal grows exponentially (at the same rate for each journal), then the system satisfies Lotka's law and a formula for the Lotka's exponent is given in function of the growth rates of the journals and the articles. This brief communication reproves this result by showing that the system satisfies Zipf's law, which is equivalent with Lotka's law. The proof is short and algebraic and does not use infinitesimal arguments. 1 Permanent address
I. Introduction
) can be formulated as follows (here we replace "journal" by "source" and "article" by "item" to have the general framework of information production processes (IPPs)). 
fj is the density of the sources with item density j (density in the sense of probability densities in probability theory (continuous distributions)).
The relation between Lotka's exponent  and the growth rates 1 a and 2 a is given by (4) 
The proof can be found in Naranan (1970) but also in Egghe (2005a,b) where more details are given (but where the argument, essentially, is the same as in Naranan). The proof uses infinitesimal arguments (i.e. arguments using derivatives and integrals).
The proof presented here is different in nature. First, we do not use infinitesimal arguments.
We also do not prove Lotka's law but its equivalent Zipf's law:
is the item density in source density r . The equivalence of Lotka's law (3) and the one of Zipf (5) is stated exactly as in Theorem I.2
below (see also Egghe (2005a) , Exercise II.2.2.6 or Egghe and Rousseau (2006) where a proof is given in the Appendix).
Theorem I.2: The following assertions are equivalent (i) Lotka's law as in (3) (ii) Zipf's law as in (5) Moreover the parameters  and  relate as in (6) 1 1
So we will prove Theorem I.1 by using Theorem I.2. Zipf's law is a power law. Power laws are characterized by the well-known scale-free property: see Egghe (2005a) or Luce (1959) , Roberts (1979) .
Theorem I.3: The following assertions are equivalent for a function : R R g   (i) g is continuous and scale-free, i.e. for every positive constant D there is a positive
In the next section, Naranan's theorem will be proved by proving that (under the assumptions of Naranan) the rank-frequency function   gr (the item density of the source on rank density r ) is scale-free, hence, by Theorem I.3, a power law. We will also see that it decreases. This, with Theorem I.2 yields Lotka's law and the proof of Naranan's theorem.
The paper ends with a remark on an extension of Zipf's law. 
II. New, short, algebraic proof of the Theorem of Naranan
Since 1 a and 2 a are fixed, we have that E only depends on D and hence, g is scale-free. By Theorem I.3 and the fact that g decreases strictly we have that   gr has the form (5). Hence, by Theorem I.2 we have Lotka's law (3). There only remains to prove (4).
By (5) and similar for 2 a ). This, together with (6) yields (4) and hence Naranan's theorem. □ Remark: Formula (9) is remarkable, summarizing "in one line" that exponential growth in sources and items yields a Zipfian function   gr, hence also the Lotkaian function   fj . Naranan's theorem cannot be over-estimated: Lotka's law is a natural consequence of two exponential growths (which is maybe the most important function for natural growth). Now the present paper gives a simple (almost trivial) proof for this non-trivial phenomenon, where everything is summarized in formula (9).
We end with an open problem. Many data sets do not show a convexly decreasing rankfrequency function g but a decreasing S-shaped function g , first convex then concave (see Mansilla et al. (2007) , Martinez-Mekler et al. (2009 ), Lavalette (1996 , Campanario (2009) and Egghe and Waltman (2010) ). A function that can have both shapes (convexly decreasing or decreasing, first convex, then concave) appears in Mansilla et al. (2007) , Martinez-Mekler et al. (2009) and Campanario (2009) and is given in (13) (13) for ab  is called Lavalette's function (see Lavalette (1996) ).
It is shown that this function fits very well practical rank-frequency data. In Egghe and Waltman (2010) we could show that g strictly decreases, that it is convex if and only if 0 b  or 1 b  (the case 0 b  corresponding to Zipf's law (5)) and that g has an S-shape, first convex then concave if and only if 01 b .
How can this function be "explained" in the sense of Naranan ? Or how can its proof be adapted to yield another general size-or rank-frequency function as described above ?
