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Abstract-The present paper provides an estimate of the expected number of crossings of a random 
polynomiaIy=g~ cosz+m cos2z+*.. + g,, cosnz with the line y = mz, where m is any constant 
independentofzandgY(~=1,2,..., n) is a sequence of independent normahy distributed random 
variables with mathematical expectation eero and variance one. There are many known asymptotic 
estimates for the case m = 0. It is shown that the results are still vahd even when m + co as long 
as n = o(A). 
1. INTRODUCTION 
Let 
T(t) E T,(z,w) = &.(w) cosvz (II) 
UC1 
where a(w), n(w), . . . , sn(w) is a sequence of independent random variables defined on a proba- 
bility space (R,d, P), each normally distributed with mathematical expectation zero and variance 
one. The set of equations y = T(t) represents a family of curves in the zy-plane. We know from 
the work of Dunnage [l] that the number of times all, save a certain exceptional set of these 
curves, crosses the z-axis in the interval 0 5 z < 27r is 2n/fi+ 0 { n11/13 (log r~)~/l~}. The mea- 
sure of his exceptional set does not exceed (log n) -l. The later works have centered on different 
classes of distribution for the coefficients gV (V = 1,2,. . . , n). Sambandham [2] and Farahmand 
[3] studied the cases when the coefficients are dependent or have non-zero means. Both showed 
that the expected number of c-axis crossings is asymptotic to 2n/& This asymptotic number of 
crossings persists in the work of Farahmand [4,5], w h o considered the number of K-level crossings 
for any constant I< such that (1c2/ n -+ 0 as n + 00. These results show a markedly different ) 
behaviour between this type of polynomial and the random algebraic polynomial, Ci=i gV z”, 
for which Ibragimov and Maslova [6], Sambandham [7], and Farahmand [3] all obtained a con- 
siderable reduction in the number of crossings, by as much as half, for the cases of non-zero 
mean, dependent coefficients, and I<-level crossings, respectively. It is pertinent to add that a 
great deal more information is known about the behaviour of the algebraic polynomial than the 
trigonometric one. This probably arises from complications in handling the approximation for 
the trigonometric sums. Earlier contributions to this problem are reviewed in the recent book by 
Bharucha-Reid and Sambandham [8], h h w ic constitutes the most complete reference. 
In this work, we study the expected number of times that T(z) crosses a line which is not 
necessarily parallel to the z-axis. The coefficients gy(v = 1,2, . . . , n) are assumed independent 
standard normal random variables. Denote by N,,,(cx, /3) G N(a, p) the number of real roots of 
the equation T(z) = mx in the interval (cx,~), where m, E m is a constant independent of x, 
and multiple roots are counted only once. We prove the following theorem. 
THEOREM. For any sequence of constants m, such that (m2/n) tends to zero as n tends to 
infinity, the mathematical expectation of the number of real roots of the equation T(t) = mx 
satisfies 
EN(O,2n) N (2/a) n. 
Typeset by A@-‘I)$ 
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2. A FORMULA FOR THE EXPECTED NUMBER OF CROSSINGS 
Let 
O(t) = (2n)-‘/z lmexp (-f> dy and 
4(t) = O’(t) = (2s)-‘I’ exp . 
Then by using the expected number of level crossings developed by Cramer and Leadbetter 
[9, p. 2851 for our equation T(z) - mz = 0, we obtain 
EN(d) = /” ($) (1 -Pi)‘% (a> [24(17) +r){=‘(rl) - Wx, 
a 
(2.1) 
where 
A2 = var{T(t) - mx}, B2 = var{P(z) - m}, 
p = (AB)-’ cov[{T(x) - mz), {Z”(x) - m}], A = E{T(x) - mx}, 
7 = E{T’(z) - m}, 
rl = (I_ p2)--1/2 (7 - “B” VA). 
Since the coefficients of T(z) are independent normal standard random variables, we can easily 
show that 
A= -mx, 7 = -m, 
A2= n 
c cos” V2, 
B2 ~2 y2 sin2 ~2, 
v=l v=l 
C=$ 
u sin ux cos Vx, 
c 
p -- = AB’ = 
?I =- 
m(A2+Cx) 
AA ’ 
and A2=A2B2-C=. 
Hence, from (2.1) and since a(t) = l/2+ 17-li2 erf(t/fi), we have the extension of the Kac-Rice 
formula [lo], 
ENb,B)=/’ [-$exp{-m2(A2+~~~+B2x2} 
(1 
+ * jm(A2 +Cx)]exp (-$) erf { ‘m(f2$x)‘}]dx 
TA3 
(2 2) 
= J ‘{Id + 12(x)) dx, say. 0 
3. PROOF OF THE THEOREM 
We partition (0, 2~) into two groups of intervals. First, (0, c), (x - e, r+ c), and (2s - c, 2x), 
and secondly, (c, A - c) and (x + c, 2x - c). For the first group, by modification of Dunnage’s [l] 
approach based on an application of Jensen’s theorem [ll, p. 1251 or [12, p. 3321, we can show 
that the expected number of real roots is O(m), ss n + co. For the second group, we use the 
Kac-Rice formula (2.2). We will show c = n -iI4 is a convenient choice in order to make the error 
term obtained in both groups of intervals small. As far as description of the proof goes, there 
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is a similarity between our method and the one used for the algebraic polynomial in [13]. The 
details, however, differ considerably. First, by expanding sin z (1 + 2 ~~=I cos 2v), we can show 
n 
c cos rJvx _ 1 + sin@n + 1)2 2 2sinz * 
LJ=l 
Let c 5 z 5 ?r - 6; then since Isin(2n + 1) z/sin zI < l/sin c = o(c-‘) from (3.1), we have 
A2 = f e(1 + cos2vc) = ; + O(C-‘). 
v=l 
Also differentiating (3.1) twice with a little algebra, we can show 
2 v2 (2sin2 vz - 1) = 0 
( > 
;+; , 
v=l 
from which we obtain 
B2=~~uZ+~~v2(2sin2~z--1)=~+0 
( > 
;+; # 
VZl v=l 
(3.1) 
(3.2) 
P-3) 
From (3.1) and (3.2), we have 
C = ; $(A2) = cosec z cos(2n + 1) 2 - sin(2n + 1) z cos c 
2 sin2 x 
(3.4) 
= 0 (3). 
Also, from (3.2)-(3.4), we can show 
A2 +o q . 
( > 
(3.5) 
Now we calculate the expected number of real roots of T(x) - rnx = 0 in the interval (c, ?r - c) 
and (x + c, 27r - 6). Since 
T(z + 7r) = &qV gV COSVX, 
VZl 
and gV and -gV both have the same distribution function, we only consider the first interval. 
From (2.2) and (3.3)-(3.5), we have 
I 
T--L 
L 
Il(z)dx= {-&+O($)}O [exp{-m’(--&+i)}] and (3.6) 
I 
x--c 
12(x) dx = 
L 
{~++k)}o{-+~>>* (3.7) 
Next, we show that the expected number of real roots in the intervals (0, e), (x - c, ?r + c), and 
(27r - c, 27r) is negligible. The period of T(z) is 2a and so the number of zeros in (0,~) and 
(27r - 6,2x) is the same as the number in (-6, 6). We shall, therefore, confine ourselves to this 
last interval; the interval (x - c, a + 6) can be treated in exactly the same way to give the same 
result. We consider the random integral function of the complex variable z, 
T(z, w) - mz = 2 g”(w) cos v.2 - mz. 
v=l 
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We are seeking an upper bound to the number of real roots in the segment of the real axis joining 
the points, fc, and this certainly does not exceed the number of real roots of T(z,w) - mz = 0 
in ]z] < c. By Jensen’s theorem [ll, p. 1251 or [12, p. 3321, 
J 
2c 
J 
2c ar 
r-'N(r) dr 5 r-l N(r) dr = (2x)-’ 
c 0 J I log (T(2c e’“, w) - 2~ c e’“} T(0) dz , 0
assuming that T(0) # 0, from which 
2r 
N(c) log2 5 (274-l J I log {T(2ce’“, w) - 2mce’“) dz 0 T(O) (3.3) 
Now 
IT(2ce’“)l= f:gv cos(2~ce’~) 5 2n exp(2nc)max]g,], 
v=l 
(3.9) 
where the maximum is taken over 1 5 v 5 n. The distribution function of lgyl is 
and so, for any positive j and all sufficiently large n, 
Prob(max IgV I > n ej) 5 n Prob(]gr I > n ei) 
= n$~~exp(-r) dt 
4 
hl -exp 
T ( 
_ j_i!n2e2j . 
> 
(3.10) 
Therefore, from (3.9) and (3.10), except for sample functions in an w-set of measure not exceeding 
exp (-j - +n2e2j) , 
T(2c eiZ) 5 2n2 exp(2n c + j). (3.11) 
Also, since the distribution function of T(0, w) = CEzl g”(w) is 
G(x) = (2sn)-l/2 J= exp (-$) dt, 
--oo 
we can see that for any positive j, 
Prob (-e-j 5 T(0) s e-j) = (2an)-‘/2 J_:::wp (-g) dt < (-$-)1’2 e-j. (3.12) 
Hence, from (3.11) and (3.12), and since for 0 5 x 5 2r and n sufficiently large 
12n2 exp(2n e + j) - 2me ei”l < 2n2 exp(2n c + j), 
we have 
(T(2c ei2, w) - mz} 
T(0, w) 
< 2n2 exp(2n c + 2j), (3.13) 
except for sample functions in an w-set of measure not exceeding 
2 ( > 
112 
- 
fin 
e-j + exp 
( 
1 
-j--n2e2j 
2 > 
. 
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Therefore, from (3.8) and (3.13), we can show that outside the exceptional set 
N(c) < (log2+2logn+2nc+%) 
log 2 
Now we choose c = n- Ii4 then from (3.14) and for all sufficiently large n, we have , 
Prob {N(c) > 3nc + 2j) < 
112 
,-j +exp 1 -j-_n2e2j 
2 
. 
(3.14) 
(3.15) 
Let n’ = [3 n3i4] be the greatest integer less than or equal to 3 n3j4; then from (3.15) and for all 
sufficiently large n, we obtain 
EN (6) = xProb{N(c) 1 V} = c Prob{N(c) > V) + c Prob{N(c) > n’ + v) 
v>o O<v<n’ V>l 
112 
Ce-‘/‘+Cexp 
V>l V>l 
= O(n314). 
Finally, from (2.2), (3.6), (3.7), and (3.15), we have 
WO, 4 = a L + 0(n314), 
which completes the proof of the theorem. 
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