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Micro mechanical oscillators can serve as probes in precision measurements, as trans-
ducers to mediate photon-phonon interactions, and when functionalized with mag-
netic material, as tools to manipulate spins in quantum systems. This dissertation
includes two projects where the interactions between cold atoms and mechanical os-
cillators are studied.
In one of the experiments, we have manipulated the Zeeman state of magnetically
trapped Rubidium atoms with a magnetic micro cantilever [1]. The results show a
spatially localized effect produced by the cantilever that agrees with Landau-Zener
theory. In the future, such a scalable system with highly localized interactions and
the potential for single-spin sensitivity could be useful for applications in quantum
information science or quantum simulation.
In a second experiment, work is in progress to couple a sample of optically trapped
Rubidium atoms to a levitated nanosphere via an optical lattice [2]. This coupling
enables the cooling of the center-of-mass motion of the nanosphere by laser cooling
the atoms. In this system, the atoms are trapped in the optical lattice while the
sphere is levitated in a separate vacuum chamber by a single-beam optical tweezer.
Theoretical analysis of such a system has determined that cooling the center-of-mass
motion of the sphere to its quantum ground state is possible, even when starting at
room temperature, due to the excellent environmental decoupling achievable in this
setup. Nanospheres cooled to the quantum regime can provide new tests of quantum
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to the University of Costa Rica, and we remained friends during college; together
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to Reno for grad school, I had a farewell party at the bar we frequented. Little
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probably because we both forgot about it. For some reason though, during my time
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learning physics so I could explain that obscure theory to my friend came to mind.
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iv
and by the time he was a senior I talked him into changing his name to Jose ”Master
of collimation” Valencia. Having him around the lab was great, I could count on
him to help me with anything from laser alignment to taking a coffee break. Apryl
Witherspoon worked closely with me during the design stage of the bead experiment.
Together we figured out the procedure for polishing the drive masses for the gravity
project, and later she took charge of all of the polishing. This is how she got the
royal title: Queen of polishing. Apryl, along with labmembers Isabella Rodriguez,
and Chloe Lohmeyer provided me with great emotional support during my last months
as a grad student. I consider myself lucky to have them as friends.
During the last years, I often had to mix two-part epoxy for which I needed
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I’d also like to acknowledge the work of Joel Desormeau who trained me and
assisted me with the use of the SEM. Wade Cline and Carl Davison, their machining
experience was very important throughout the development of these experiments.
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for physics with me, and the members of my committee for agreeing to all the work
that comes with being in a PhD committee.
A large portion of this dissertation was written during late nights at Starbucks.
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via text message whenever I had the urge of some outside contact, the smiles she
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Classical mechanics, the field that studies the motion of objects in the macroscopic
world, has been widely studied for hundreds of years. In the last century, quantum
mechanics has been studied on objects at the atomic and molecular scale, yet a
question to be determined is what occurs at the boundary between these two regimes,
the so called mesoscopic domain. At what point do the quantum mechanical effects
takeover the classical mechanics effects? [3, 4, 5, 6, 7], and viceversa. Because of their
simplicity, mechanical oscillators have been studied to understand both classical and
quantum mechanics [8, 9, 10], which makes them a promising candidate to study the
boundary between the two [11]. Cooling mechanical oscillators enables the study of
quantum mechanical phenomena at large scales. Recently, oscillators cooled to their
lowest energy state, or ground state, was demonstrated [12, 13, 14]. This important
milestone represent the first step towards using these devices in fields like quantum
metrology.
As a tool for probing and manipulating mechanical oscillators, the force from
radiation pressure can be used. Although radiation pressure has been a subject of
study since it was first predicted by Maxwell, since the construction of the first laser
by Maiman in 1960 [15], and the subsequent advent of laser technology, research
involving radiation pressure has rapidly increased. In 1970, Ashkin [16] proposed
using radiation pressure to hold and manipulate micron-sized particles. This lead
to the demonstration of optical tweezers, and eventually to the optical atom trap in
1986 [17], which along with the observation of magnetically trapped neutral atoms
[18], started the field of laser cooling. In 1997, the Nobel prize was awarded to Chu,
Cohen-Tannoudji, and Phillips ”for development of methods to cool and trap atoms
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with laser light” [19]. Laser cooling enabled the creation of Bose-Einstein condensates
[20] which also led to a Nobel prize in 2001 to Cornell, Ketterle, and Wieman. Many
more applications have been possible thanks to laser cooling, microwave [21] and
optical [22] atomic clocks probably being the most well known.
Recently, the field of optomechanics has emerged to probe and study the in-
teraction between light and mechanical motion. In particular, manipulation of the
center-of-mass motion of mechanical oscillators through radiation pressure [9] and
cooling these oscillators to their ground state, has become one of the goals of the
field. Observation of photon shot noise, which causes a random backaction force on
optical measurements has also become a major goal in the field [23], and it has been
recently observed in a membrane resonator in a cavity [24]. The study of quantum
superposition in mesoscopic objects, for applications in information science and pre-
cision metrology, has become more relevant as these mechanical oscillators are cooled
to their quantum mechanical ground state [4].
The first approaches to single-phonon control have been made possible through
cryogenic cooling [12] and cavity optomechanics, a field that pairs mechanical oscilla-
tors to optical or microwave cavities [25]. Development of gravitational wave antennas
at the Laser Interferometer Gravitational Wave Detector Observatory (LIGO) in the
1980’s led to the understanding of cavity optomechanical systems. These gravitational
wave detectors are kilometer-long interferometers with mirrors of several kilograms of
mass on the ends, forming an optical cavity. Precise measurements of the changes in
the position of these mirrors was predicted to be needed to detect gravitational waves
[26]. An other approach studied was to precisely measure the end-to-end vibrations
of a massive cylinder inside a microwave cavity [27]. Both of these approaches cre-
ated the challenge of manipulating macroscopic objects at their quantum limit using
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electromagnetic radiation [25] and raised the question of the role of quantum noise in
these measurements [28, 29].
Experimentally, many aspects of cavity optomechanics and optomechanical cou-
pling have been demonstrated recently. For example, optical feedback cooling was
first demonstrated in 1999 by cooling the Brownian motion of a mirror on a mechan-
ical oscillator on a high-finesse optical cavity via the radiation pressure of a laser
reflected on the mirror [30]; in 2007 the fundamental mode of a cantilever was cooled
to its base temperature of 2.9 mK starting at cryogenic temperatures by active feed-
back produced by reflecting a laser from the tip of the cantilever into an optical
interferometer [31]; in 2006 Kawamura and Kanegae, reported cooling a cantilever
to the minimum vibration amplitude by feedback cooling, using a Michelson inter-
ferometer starting at room temperature [32]. In 2005, radiation pressure instability
[33] was observed in a micro-toroidal cavity where the optical modes of a cavity were
coupled to the mechanical modes of a mirror [34, 35]. This phenomena occurs when
an optical cavity is driven out of resonance due to the forces from circulating radia-
tion [36]. Cooling of micromirrors has since been observed using this effect [37, 38].
In 2013, observation of radiation pressure shot noise and optomechanical squeezing
of light was reported [24].
With advancing technology in nanofabrication, optomechanical coupling has been
proposed and demonstrated through a wide range of mechanical oscillators [25], in-
cluding membranes inside of a cavity [40, 41, 42], where the resonance frequency of
the cavity is modulated by the membrane’s position, and membranes coupled to a
nearby cloud of atoms via Casimir-Polder forces [43]; nanorods inside an optical cav-
ity [44]; nano-oscillators coupled to a microdisk cavity in which flexural oscillations of
the nano-oscillator are monitored by studying the intensity modulations it causes on
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Figure 1.1: (Figure reproduced from ref. [39].) Illustrations of various optome-
chanical devices. Pictures from: N. Mavalvala, A. Heidmann, M. Aspelmeyer, D.
Bouwmeester, J. Harris, P. Treutlein, T. J. Kippenberg, I. Favero, M. Lipson, T.
J. Kippenberg/E. Weig/J. Kotthaus, H. Tang, K. Vahala/T. Carmon, J. Teufel/K.
Lehnert, I. Robert, O. Painter, O. Painter, I. Favero/E. Weig/K. Karrai, and D.
Stamper-Kurn.
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the nearby cavity [45]; cantilevers coupled to a microdisk, where the displacements in
the cantilever are transducted to frequency changes in the optical microdisk [46, 47];
cantilevers coupled to a Bose-Einstein condensate, where oscillations of the cantilever
are coupled to mechanical modes of the BEC [48]; toroidal resonators that support
optical whispering-gallery modes, which are closed circular waves trapped inside a
dielectric by total internal reflection [49], and whispering-gallery modes coupled to
the mechanical radial modes of a toroid [50]; levitated particles, where a levitated
silica sphere is cavity cooled [51], laser feedback cooled silica spheres used to develop
precise sensors [52], and levitated nanodiamonds with nitrogen-vacancy centers (NV
center) to study quantum superpositions of the center-of-mass motion, using induced
spin-optomechanical coupling [53].
As mentioned previously, ground state cooling of mechanical modes of oscilla-
tors has been possible via laser cooling [14], sideband cooling [13], and cryogenically
through dilution refrigeration [12]. Alternative methods, such as sympathetic cooling
[40], are currently under study as they may offer advantages over other methods.
The long coherence times of cold atoms has made coupling them to mechanical
oscillators an attractive research avenue. Optomechanical systems can be coupled to
both the external and the internal degrees of freedom of atoms, which might enable
ground-state cooling outside the resolved sideband regime [54, 55], and establishing
Einstein-Podolsky-Rosen entanglement [56]. Cold atoms optically coupled to a me-
chanical oscillator has been proposed to develop a quantum force sensor that beats
the standard quantum limit [57], and magnetically coupling of atoms to a resonator
has been performed with possible applications in high resolution microscopy [58].
Also, coupling the two systems enables the study of both; for example, the oscillator
can be used to probe the atoms and the atoms can be used to cool the center of mass
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motions of the oscillator, as in ref. [59].
In this dissertation two projects involving coupling of cold atoms to mechanical
oscillators are discussed. In the first project, cold atoms where magnetically coupled
to a micro-fabricated cantilever. In the second ongoing project, the cold atoms will
be optically coupled to a levitated silica nanosphere.
1.1 Experiment 1: Magnetic Coupling
Microcantilevers have high spatial resolution [58] and can even have single spin force
sensitivity [10]. This makes them a promising candidate to probe and manipulate
atomic spin states for applications in quantum computing.
In our experiment, we trap a sample of Rubidium 87 atoms with the magnetic
field produced by an atom chip. The cloud of atoms is transported near the tip of
a cantilever which has a magnet on its tip. The oscillatory magnetic field produced
by the magnet induces Zeeman state transitions in the atoms causing them to fall
out of the trap. The effect of the cantilever is therefore observed as the trapped
atom population decays when the cantilever is driven on resonance with the Larmor
precession frequency of the atoms.
1.2 Experiment 2: Optical Coupling
Ground state cooling of a mechanical oscillator can enable the study of quantum
mechanical properties in larger objects, and of coupling mechanical oscillators to
other quantum mechanical systems, which allows quantum control of the system [12].
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In our setup, a nanosphere acts as a mechanical oscillator. This nanosphere is
optically levitated by a tightly focused beam forming an optical tweezer. In a separate
chamber, a sample of Rubidium atoms is trapped in an optical lattice. The optical
lattice that traps the atoms is formed by a laser beam that strikes the atoms, then
strikes the nanosphere and is then reflected back onto itself by the back mirror of an
optical cavity in which the sphere is located. The lattice provides the coupling between
the sphere and the atoms. As the atoms move away from the equilibrium position, a
redistribution of photons produces a change in the intensity of the laser striking the
sphere, therefore applying a force on the sphere. As the sphere moves away from its
equilibrium position, the phase of the laser exiting the cavity changes, which in turn
shifts the equilibrium position of the atoms. The coupling of the nanosphere to the
atoms allows the cooling of the center of mass motion of the sphere when the atoms
are cooled with well known techniques like molasses cooling. Moreover, if the atom
cooling is turned off, the dynamics of the warming bead can be studied. Calculations
predict that this experimental setup can be used to cool the vibrational mode of the
sphere down to its quantum ground state, a goal that has been recently achieved




TRAPPING AND COOLING OF ATOMS
In both of the projects discussed in this dissertation, a sample of cold Rubidium
atoms is used. Two simultaneous processes must be done to produce the sample:
trapping and cooling of the atoms.
2.1 Cooling of Atoms
The first observation of acceleration due to the forces of radiation pressure from
a laser, were reported in 1970 [16]. In his paper, Ashkin proposes extending the
idea to atoms and molecules, to accelerate, trap or separate them with the use of
lasers. Photons carries momentum ℏk, where k is the wavenumber. When an atom
absorbs a photon, it receives a momentum impulse. If the atom is moving against the
radiation, this momentum impulse slows the atom. The energy gained from absorbing
the photon is stored by going to an excited state [60]. When the radiation scattering
force is velocity dependent, repeated absorptions of photons can be used to reduce
the kinetic energy of atoms [61, 62].
Reducing the kinetic energy of atoms through radiation pressure is possible via
Doppler cooling. In this technique, a pair of counter-propagating laser beams strike
the atoms. The laser is slightly red detuned from the the atomic resonance. Due to
the Doppler effect, from the reference frame of the atoms, photons traveling opposite
to the atoms are perceived on resonance (figure 2.1). Photons traveling in the same
direction as the atoms are perceived as further red detuned. The atoms will prefer-
entially absorb photons traveling in the direction opposing their movement, receiving
a change in momentum, ∆p = h/λ for every photon scattered, where λ is the laser’s
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Figure 2.1: Doppler cooling of atoms in a 2-level system. A red-detuned laser is seen
on resonance by the atom when traveling opposite to the direction of propagation of
the laser, while a laser traveling on the same direction as the atom is seen further
red-detuned, in the reference frame of the atom.
wavelength, and p the momentum of the atom. A second momentum kick is received
when the atom re-emits the photon, but since this occurs in random directions, the
effect averages to zero.
In practice, atoms in a gas move in all directions; to reduce their temperature,
laser cooling must be performed in all three dimensions. Three orthogonal pairs of
counter-propagating beams are needed, all slightly red detuned from resonance. The
net effect is a viscous damping force at the intersection of all the beams, given by
F⃗ = −αv⃗, (2.1)
where α is the damping parameter [63]. This technique is called optical molasses.
Following Foot [64], we can derive the exact viscous force produced by molasses
cooling for a 2-level atom. First, we must consider the force imparted by a laser beam
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1 + I/Isat + 4δ2/Γ2
, (2.2)
where k=ω/c is the laser’s wavenumber, Γ is the spontaneous decay rate of the atoms,
I is the laser intensity, Isat is the saturation intensity, and δ is the laser’s frequency
detuning from resonance in the atom’s reference frame
δ = ω − ω0 + kv, (2.3)
where ω0 is the atomic resonance frequency, and the term kv is included to take into
account the Doppler shift.
From equation 2.2, we can deduce the force on an atom due to a pair of counter-
propagating beams, as in the case of optical molasses cooling
Fmolasses = Fscatt(ω − ω0 − kv) − Fscatt(ω − ω0 + kv). (2.4)







Comparing to equation 2.1, the damping coefficient is





To damp the atoms, α must be positive. Therefore, the detuning must be negative
(δ < 0). This agrees with the previous statement that the laser frequency must be
red-detuned.
2.1.1 Doppler Cooling Limit
Fluctuations in the direction of the recoil kicks due to spontaneous emission, and
fluctuations in the number of photons absorbed over a given time period, cause a
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Figure 2.2: (Figure reproduced from ref. [67].) Polarization gradient cooling. A pair
of counter-propagating beams with polarization σ+ and σ− create a standing wave
with a resulting linear polarization vector that rotates along the axis of propagation.
random walk in the velocity of the atoms. These fluctuations set the lowest tempera-
ture expected from molasses cooling. The Doppler cooling limit is reached when the





For the D2 line of 87Rb, Γ = 38.11 × 106 s−1 [66], so TD = 146 µK.
2.1.2 Polarization Gradient Cooling
A standing wave formed by two counter-propagating laser beams with orthogonal
polarization, result in a variation, along the standing wave axis, of the total electric
field polarization vector (Figure 2.2). If the two laser beams are circularly polarized,
the total polarization will be linear and will rotate over about the propagation axis
[67] thorough an angle of 2π over one optical wavelength [60]. In this configuration,
commonly called σ+ − σ−, only π transitions (∆mF = 0) occur between magnetic
sublevels. In the presence of a light field, an atom will experience a shift in its energy
sublevels. These energy shifts depend on the polarization of the laser and on the
orientation of the dipole moment of the atom.
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Consider a sample of atoms with 2 mF levels on the ground state. As the atoms
travel along the laser beam, they will experience a rotation on the quantization axis
corresponding to the rotation of the laser polarization, this means the light shift will
vary with position along the standing wave. For cooling to occur, the atoms must
absorb photons with low frequency, and emit photons with higher frequency. If the
laser is red-detuned, the ground state energy sublevel closest to resonance is the one
shifted towards higher energy, and therefore the atoms in this sublevel are more likely
to absorb a photon. The atoms will decay back to the ground state by re-emitting a
photon via spontaneous emission. The atom will decay to the ground state to either
the same mF sublevel it started at, in which case, there is no net effect; or to the
other mF sublevel which is at a lower energy than its original mF level, in this case,
the emitted photon has a higher frequency than the absorbed photon.
When the loss in energy per cycle is the same as the recoil energy acquired in
spontaneous emission, the limit of polarization gradient cooling is reached. This limit





For 87Rb, Tr = 392 nK. Typical optical molasses setups can reach temperatures an
order of magnitude above Tr [64].
2.2 Trapping of Atoms
To confine the atoms in a particular volume, inhomogeneous magnetic fields are used.
The potential energy of a magnetic dipole µ⃗ in a field B⃗ is given by
U = −µ⃗ · B⃗. (2.9)
13
The force field derived from a potential is given by
F⃗ = − ▽ U. (2.10)
Therefore, the magnetic force exerted on the magnetic dipole is
F⃗ = ▽(µ⃗ · B⃗). (2.11)
For an atom in the state |IJFmF >, equation 2.9 corresponds to a Zeemam energy
[64]:
U = gFµBmF B, (2.12)
where gF is the landé factor, and µB is the Bohr magneton. From equation 2.11 and





As can be seen in equation 2.12 and 2.13, the atoms with gFmF > 0 will experience
a lower potential energy as they move towards lower magnetic field region. These low-
seeking state atoms will remain in the local magnetic field minima.
The magnetic field from a pair of coils in an Anti-Helmholtz configuration, as seen
in figure 2.3 produces a quadrupole field that cancels at the center point of the two
coils and increases toward the coils
B = A
√
ρ2 + 4z2, (2.14)
where ρ2 = x2 + y2, and A is the constant field gradient [60].
The low-field-seeking atoms will find their equilibrium position at the center of the
coils and a restoring force will act on them as they move away from their equilibrium.
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Figure 2.3: (Figure reproduced from ref. [60].) Diagram of an Anti-Helmholtz coil
configuration, which produce a quadrupole trap.
2.3 Magneto-Optical Traps
Magneto-Optical traps, also called MOTs, are widely used to trap and cool atoms
since they were first demonstrated in 1987 [68]. To understand the basic principle
of atom trapping, consider an atom with spin J=0 (mJ = 0) ground state, and J=1
(mJ = −1, 0,+1) excited state. The atoms are subjected to a magnetic field which
Zeeman splits the energy levels by
∆E = µmJ B. (2.15)
If the magnetic field varies linearly (B(z) = bz), like in the case of a quadrupole
configuration, the excited state mJ = +1 is shifted up for B > 0, while for B < 0,
mJ = −1 is shifted up, as illustrated in figure 2.4. A pair of counter-propagating
red-detuned laser beams is directed to the trap. A left-handed circularly polarized
(σ−) beam is propagated in the −ẑ direction, and a right-handed circularly polarized
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Figure 2.4: Zeeman energy splitting of an atom in a linearly inhomogeneous magnetic
field. The dashed line represents the laser frequency seen by an atom at rest.
(σ+) laser is propagated in the +ẑ direction. For atoms located at z < 0 in figure 2.4;
the level mJ = 1 is closer to resonance and will therefore preferentially absorb the σ+
beam, which pushes the atoms to the center of the trap [60]. This technique enables
a position dependent force on the atoms similar to how molasses cooling provides a
velocity dependent force.
2.4 Atom Chips
In 1995, Weinstein and Libbrecht [69], published a description of a planar geometry for
magnetically trapping neutral atoms near the surface of a chip containing embedded
wires. The wires produce high magnetic field gradients and curvatures needed for
trapping atoms. The surface in which the wires are embedded serve as a heat sink
allowing higher currents to be run through the wires, enabling the production of
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high magnetic fields [70]. Recently, atom chips have been developed as a way of
integrating trapping and manipulation of cold matter in a single compact device [71],
they are popular in the BEC community [72, 73, 74], and present great potential
for use in quantum computing applications [75, 76]. Atom chips have enabled the
study of phenomena like Johnson noise [74], Casimir-Polder potential [74, 77, 78],
and degenerate Bose gases [79, 80, 81, 82].
The principle of operation of an atom chip is to provide highly localized magnetic
field gradients for atom trapping and manipulating. Some atom chip architectures are
self-sufficient, while others are used in combination with external magnetic fields. For
trapping of neutral atoms, quadrupole traps are typically desired. A 2-dimensional
quadrupole trap can be created by superimposing the magnetic field produced by a
conducting wire with a constant magnetic field perpendicular to the wire axis [83].
As seen on figure 2.5, the circular magnetic field of the wire is canceled out by the








where Iw is the wire’s current, and Bb is the bias magnetic field [84]. This configura-
tion, allows trapping low field seeking atoms along the wire at a very close distance to
the surface. Similar traps can be created by designing the appropriate combinations
of wires and external magnetic fields.
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Figure 2.5: (Figure adapted from ref. [83].) Magnetic field produced by a wire, bias
homogeneous magnetic field, and superposition of the two fields.
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CHAPTER 3
MAGNETIC COUPLING OF ATOMIC ZEEMAN STATE TO CANTILEVER
Cantilevers present very high sensitivity and their effect is highly localized, which
makes them a strong candidate to be used in quantum simulators involving ultra-cold
atoms where single lattice site addressing is required [85]. This chapter covers the
details of an experiment coupling a cantilever to a sample of Rubidium atoms.
3.1 Rubidium
Alkali atoms have been widely studied for cooling and trapping as they have a simple
hydrogen-like electronic structure. Rubidium is an alkali atom that presents two nat-
urally occurring isotopes: 85Rb which is stable, and 87Rb, which is slightly radioactive
with a half-life of 48.8 billion years decaying to 87S r [86]. In our experiment, we use
87Rb. For optical Doppler cooling, a transition where the atoms decay back to the
state they were excited from is needed. This is called a closed cycling transition or
cooling transition. Rudidium is widely used for cooling, as its electronic structure
contains a cooling transition.
3.1.1 Energy Levels
The total electron angular momentum J⃗, which is a result of the coupling between
the orbital angular momentum L⃗ of an electron with its spin angular momentum S⃗
is given by,
J⃗ = L⃗ + S⃗ , (3.1)
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where
|L − S | ≤ J ≤ L + S . (3.2)
As discussed by Steck [66], in the case of 87Rb at the ground state, L = 0, S =
1/2. At the first excited state, L = 1, S = 1/2. Therefore, from 3.2 we conclude that
for the ground state, J=1/2; and for the excited state, J = 1/2 or J = 3/2. This
fine structure transition is called the D line. In particular, the transition from L =
0, J = 1/2 to L = 1, J = 1/2 is called the D1 line, also labeled 52S 1/2 −→ 52P1/2.
The transition from L = 0, J = 1/2 to L = 1, J = 3/2 is called the D2 line, or
52S 1/2 −→ 52P3/2. In the experiment described in this dissertation, we use the D2
transition line.
The total electron angular momentum couples with the total nuclear angular mo-
mentum I⃗, this results in the total atomic angular momentum F⃗, given by,
F⃗ = J⃗ + I⃗, (3.3)
where
|J − I| ≤ F ≤ J + I (3.4)
and mFℏ is the eigenvalue of Fz.
For 87Rb, I = 3/2. Therefore from 3.4, in the ground state: F = 1, or F = 2. For
the excited state of the D2 line: F = 0, 1, or 2. An energy diagram of the hyperfine
structure of 87Rb D2 line is presented on figure 3.1.
Optical dipole transitions between energy states are allowed, provided they follow
the transition rules [64]:



















Figure 3.1: (Adapted from ref. [66].) Hyperfine structure of 87Rb D2 transition. The
cooling and imaging beams are tuned to the F = 2 −→ F’ = 3 transition. The repump
beams are tuned to the F = 1 −→ F’ = 2 transition.
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∆MF = 0,±1 (3.6)
if ∆ F = 0, and MF = 0, then:
∆MF , 0. (3.7)
The cooling laser’s frequency is tuned to match the F = 2 −→ F’ = 3 cooling
transition. According to the transition rule 3.5, atoms in the F’ = 3 excited state will
decay back to the F = 2 state, but off-resonance excitation into the F’ = 2 state is
possible. In this case, the atoms can either decay to F = 2, or to F = 1. A repump
beam is used to pump the atoms on the F = 1 state back to the F = 2 −→ F’ = 3
transition. This repump laser is tuned to the F = 1 −→ F’ = 2 transition. That way,
according to 3.5, the atoms will decay to F = 2 which is what we want, or to F = 1,
in which case they will again be pumped to F’ = 2. The D2 transition line of 87Rb
has a natural linewidth of 2π × 6.065 MHz
3.2 Laser System
Two lasers are used in our experiment: a master laser and a repump laser. The master
laser is used to produce the MOT beams, imaging beams, and optical pumping beams.
The repump laser is used to optically pump the atoms to the desired hyperfine energy
level. The master laser is a 780 nm Littrow configuration, extended cavity diode laser
(MOGlabs: ECD-003) with an output power of 60 mW and a linewidth of about
200 kHz. This laser is seeded into a fiber-coupled tapered amplifier (Newport: TA-
7613-H) which amplifies the input power to about 700 mW. The repump is a 780 nm
distributed Bragg reflector (DBR) laser (Vescent photonics: D2-100) with an output
22










































































Figure 3.2: Photodetector signal from a 87Rb vapor cell. The laser’s frequency is
scanned as a function of time. (Left) Signal from probe beam crossing vapor cell
with no pump beam. (Right) Doppler-free spectra from probe beam when counter-
propagating pump beam is used.
power of 100 mW, and a linewidth of 1 MHz. Each of the lasers are locked to a
specific frequency. Once locked, the frequency of each laser can be shifted by using
an Acousto-Optical Modulator.
3.2.1 Saturated Absorption Spectroscopy
To address the specific energy transitions we desire, the lasers must be tuned to the
specific frequencies we care about and remain locked at the chosen frequency. To
solve this issue, spectroscopy on a sample of Rubidium atoms in a vapor cell is done.
The basic idea is to lock the laser’s frequency to an absorption peak. The issue with
this method is the atoms present a distribution of velocities in the vapor cell; because
of the Doppler effect, a broad range of laser frequencies will produce absorption in
the cell.
Saturated absorption spectroscopy is a Doppler-free approach used to resolve hy-
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Figure 3.3: Saturated spectroscopy optical layout. The cooling laser is split after an
optical isolator. The majority of the laser power is sent to a fiber input that seeds the
tapered amplifier. A sample of the laser is further split into 3 beams: the pump beam
(red), which is the one with highest power, a probe beam (green), and a reference
beam (orange). All 3 beams are ran through a Rubidium vapor cell. The pump beam
and the probe beam are overlapped, while the reference beam freely crosses the vapor
cell.
perfine absorption peaks. In this method, two counter-propagating laser beams of the
same frequency are sent through a sample of atoms. The power of one of the beams,
the pump beam, is higher than that of the second one, the probe beam. Due to the





where ω is the frequency of the pump and probe beams, ω0 is the resonance frequency
of the atoms, and k is the wavenumber. When close to resonance, both the pump
and probe will interact with the same atoms: those with a velocity near 0 (or with
its velocity direction perpendicular to the laser beam). The high power pump beam
will then excite the atoms to the point of saturation. The low power probe beam
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will induce stimulated emission. When on resonance, the probe beam will show a dip
in its absorption peak at the atomic transitions, as can be seen on figure 3.2. The
optical layout of the saturated spectroscopy in our setup is shown in figure 3.3.
Cross-over Resonances
In a saturated absorption spectra, peaks that correspond to each allowed energy
transition are present, but peaks also appear midway between the allowed energy
transitions. These cross-over resonance peaks occur because absorption from one
transition reduces the absorption for the other transition [64]. These cross-over peaks
only occur when the separation between energy levels is less than the Doppler width.
By resolving the hyperfine transitions of 87Rb, both lasers can be locked to the
desired frequencies. In our system, the cooling laser is locked to the F’= 1-3 cross-
over peak, which is located half way between the F’ = 1 and the F’ = 3 transitions,
therefore the laser’s frequency must be shifted by 211.80 MHz to be tuned to the F =
2 −→ F’ = 3 transition. The repump laser is locked to the F’ = 1-2 cross-over peak,
so it must be shifted by half the energy difference between the F’ = 1 and the F’ =
2 transitions (78.48 MHz) to be tuned to the F = 1 −→ F’ = 2 transition.
Acousto-Optical Modulators
For both of the lasers, an Acousto-Optical Modulator (AOM) (Gooch & Housego
46080-1-LTD) is used to shift the laser frequencies. An AOM consists of a crystal
through which acoustic waves are propagated. Photons crossing through the crystal
can exchange momentum with the crystal’s phonons, therefore the incoming light’s
frequency can be modulated by varying the frequency of the acoustic waves traveling
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Figure 3.4: (Top) F = 1 transition spectra of 87Rb D2 line. Absorption peaks: a) F’
= 0. b) F’ = 0-1 cross-over. c) F’ = 1. d) F’ = 0-2. e) F’ = 1-2 cross-over. f) F’ = 2.
(Bottom) F = 2 transition spectra of 87Rb D2 line. Absorption peaks: a) F’ = 3. b)
F’ = 2-3 cross-over. c) F’ = 1-3. d) F’ = 2. e) F’ = 1-2 cross-over. f) F’ = 1. In both
graphs, the black trace represents the error signal which is used to lock the laser. The
red curve is the Doppler-free absorption spectra taken from the photodetector.
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through the crystal.
The cooling laser’s frequency is shifted by passing twice through an AOM, where
on each pass, the frequency gets shifted by 105.9 MHz. This method not only enables
the large detuning to be achieved, but by passing through the AOM twice, any beam
deflection occurring when the laser’s frequency is changed is canceled out.
3.2.2 Optical Layout
The optical table (TMC: 784-759-02R) used in our experiment is designed to damp
external vibrations. It is also floating on Nitrogen for maximum vibration isolation.
Describing the totality of the optical elements on the table would be an overwhelming
task. For convenience, the layout of the optical elements can be divided into several
sections, although the sections might be intertwined with each other, a more didactic
approach might be to study each section individually.
Master Laser
The master laser shown on figure 3.3 is first run through an anamorphic prism pair to
transform the elliptical profile of the laser into a circular profile. An optical isolator
prevents back-reflections from reaching the laser, which could cause a number of
instabilities in the laser. The optical isolator is located in the center of a beam-
resizing telescope consisting of a lens with a focal length of 125 mm and a second lens
with a focal length of 100 mm, resulting in a magnification of 0.8x. The beam is then
split into two by a beam sampler. One of the beams is coupled into the input fiber
of the tapered amplifier, previously going through a λ/2 waveplate to align the laser
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Figure 3.5: Repump laser optical layout. The repump laser is run through an AOM
to allow tuning of the laser’s frequency before it is coupled into an optical fiber.
polarization with the fiber’s polarization axis. The second beam is used to create a
saturated absorption spectroscopy signal (see section 3.2.1).
Repump Laser
To lock the repump laser, we use a commercial saturated absorption spectroscopy
module (Vescent: D2-110 Rubidium). The compact architecture of this spectroscopy
module allows to reduce the footprint of the spectroscopy setup from 640 cm2 to 100
cm2. After the spectroscopy module, an optical isolator is used to prevent feedback
in the laser. The beam is then resized for optimal coupling into a polarization main-
taining optical fiber with two lenses of focal lengths 175 mm and 200 mm (see figure
3.5); this results in a magnification of 1.14x. In the middle of the telescope, when the
beam is small, an acousto-optical modulator is placed to allow tuning of the laser’s
frequency (see section 3.2.1). Also, before the optical fiber input, a λ/2 waveplate is
used to align the polarization of the laser with the fiber’s polarization axis.
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Figure 3.6: Acousto-optical modulator double-pass layout. An AOM is used to allow
tuning of the master laser’s frequency. By going through the AOM twice, a broader
tuning range is achieved, as well as also canceling out beam deflections.
Double-Pass AOM
As can be seen in figure 3.6 the tapered amplifier, which is set to output about 700
mW of power, is followed by an optical isolator that prevents back-reflections from
returning into the amplifier. A λ/2 waveplate is used to control the polarization
axis of the laser. The AOM is located in the middle of a telescope consisting of two
lenses with focal lengths 300 mm and 150 mm. The double-pass AOM provides a
large tunability range and cancels out beam deflections caused when changing the
frequency of the laser (see section 3.2.1). A λ/4 waveplate alters the polarization of
the beam from linear to circular. After the beam is reflected back by a mirror, the
polarization is converted back to linear such that at the polarizing-beam-splitter cube,
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Figure 3.7: The master laser is split into two: the cooling beam and the imaging and
optical pumping beams. The repump and cooling beams are individually resized and
then combined using a beam splitter cube.
the laser gets reflected rather than transmitted. Before entering the fiber input, the
laser goes through a λ/2 waveplate to ensure the polarization of the laser is aligned
with the fiber’s polarization axis.
Beam Preparation
Although about 40% of the power is lost when coupling the lasers into a fiber, the
laser’s profile is ”cleaned” by coupling it into the fiber: the beam is expected to
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have a Gaussian profile out of the fiber. As can be seen on figure 3.7, the repump
beam is resized by a telescope with two lenses of focal lengths 25 mm and 200 mm,
for a magnification of 8x, resulting in a beam diameter of about 2.3 cm, and 6 mW
of power. A λ/2 waveplate is placed before a beam splitter cube to control the
polarization axis of the repump laser. Out of the fiber, the master laser is split into
two by a beam splitter cube. One of the beams is used for imaging and for optical
pumping, while the other beam is the cooling beam. The cooling beam is resized
using a lens of focal length 35 mm and a second lens with focal length 200 mm for a
5.7x magnification, resulting in a beam diameter of about 2 cm. In the middle of this
telescope, a mechanical shutter (Uniblitz electronics: LS3ZM2) is placed to provide
on/off control of the cooling beam, the shutters used in our experiment take about 2
ms to fully open or close. After the repump and the cooling beams are resized, they
are combined by a beam splitter cube and will remain overlapped.
Imaging and Optical Pumping Beams
The imaging and optical pumping beams shown in figure 3.8 (which come from figure
3.7), are split into two using a beam-splitter cube. Both of these beams are inde-
pendently expanded by 5x. The optical pumping beam is resized using lenses with
focal lengths 35 mm and 175 mm, while the imaging beam is resized with lenses of
focal length 300 mm and 60 mm, resulting in a beam diameter of 1.1 cm. A mechan-
ical shutter (Uniblitz electronics: Optical pumping shutter: LS6T2. Imaging shutter:
LS3T2) is placed between the lenses, near the focus, to provide the ability of inde-
pendently switching on or off, the imaging beam and/or the optical pumping beam.
The imaging beam is split into two: the front imaging beam, and the side imaging
beam, which gets combined with the optical pumping beam by a beam splitter cube.
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Figure 3.8: The imaging and optical pumping beams are each resized and ran through
a mechanical shutter to allow individual on/off control of these beams.
Chamber Vicinity Layout
As shown in figure 3.9, the combined repump and cooling beams from figure 3.7 are
split into two by a beam-splitter cube. Each of the two beams are then split again
into two by using a second beam-splitter cube. The resulting 4 beams are the east,
west, north and up beams. The up beam will be reflected on the mirror mounted
on the top of the atom chip layer to create a ”south” beam, while the north beam
will create a ”down” beam by reflecting on the mirror. This way, close to the mirror
surface, 3 pairs of counter-propagating beams are crossing each other. Each of the 4
beams are ran through a λ/4 waveplate to modify the laser’s polarization from linear
to circular before entering the vacuum chamber.
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Figure 3.9: The repump and cooling beams are split into 4 and are directed to the
chamber.
Figure 3.10: The side imaging and optical pumping beam are directed from west to
east parallel to the mirror surface. The front imaging beam is directed upwards and
reflected onto the mirror surface, exiting on the north side of the chamber.
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Figure 3.11: Method for imaging atoms. (Top) Side imaging. (Bottom) Front imag-
ing.
Imaging Beams on Chamber
To image the atoms, we use two beams. As shown on figure 3.10, the side imaging and
optical pumping beam are directed from west to east parallel to the mirror surface.
The front imaging beam is directed upwards and reflected onto the mirror surface,
exiting on the north side of the chamber.
3.3 Imaging
To detect the atoms in our system, we use two 12 bit CCD cameras (pco.pixelfly qe)
each with a pixel size of 6.45 µm. The cameras are connected to a computer from
which they can be triggered using Labview. One camera is pointed at the side of
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the copper block that holds the atom chip. With the side camera we can study the
atom cloud’s width on the vertical axis and on the north-south axis. Also, we can
study the cloud’s optical density on the east-west axis. The second camera is pointed
directly towards the atom chip. As can be seen on figure 3.11, because the atoms
are very close to the mirror surface, the front camera produces a double image of the
atoms. One of the images is produced when the laser strikes the atoms and then gets
reflected on the mirror. This image can be used to study the optical density on the
vertical axis. The second image is created when the laser first hits the mirror, then
the atoms. This image can be used to study the optical density on the north-south
axis. In addition, the two images from the front camera can be used to study the
cloud’s width on all three axis.
To image the atoms, a single lens system is used. The lens and the camera are










where f is the focal length of the lens, o is the distance from the atoms to the lens,
and i is the distance from the lens to the camera.
3.3.1 Fluorescence Imaging
The MOT can be easily imaged by collecting the light emitted by the atoms as they
absorb and re-emit photons from the MOT-forming laser beams. The advantage of
this method of imaging is that it can be used to watch the MOT ”live”. A disadvantage
is that the signal is weak because the atoms scatter light in all directions, but only a
small solid angle reaches the camera.
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Figure 3.12: Fluorescence image of MOT containing 108 atoms. The red area in the
center of the cloud represents the most optically dense region, while the yellow and
green areas represent less dense regions.
3.3.2 Absorption Imaging
When shinning a near-resonance laser onto the atoms, a portion of the photons, which
depends on the cloud’s optical density, will be absorbed by the atoms. By collecting
the laser’s light on a CCD camera, the shadow cast by the atoms is imaged. To reduce
background noise from the images, a picture with no atoms present is taken. Dividing
the image with atoms by the image with no atoms eliminates the background, and
results in an image of the transmitted light only. A transmission of 1 means all the
light from the laser was collected on the camera, and a transmission of 0 means all of
the laser light was blocked during the image taken with atoms. Two methods have
been used to take the image with no atoms. The first method is to turn the lasers and
magnetic fields off so that the atoms fall and get dispersed. After waiting a period
of time, the image is recorded with the atoms gone. If mechanical vibrations on the
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Figure 3.13: Absorption image of molasses cooled atoms. Two images are taken with
a CCD camera. One with atoms present, and a background image with no atoms.
The two images are divided to calculate the transmission. The dark blue region in
the picture on the right is the area with most atoms. The atom cloud in this picture
has a radius of about 1 mm.
table occur faster than the time period between the first and second image is recorded,
motional shifts between the two images might occur. To minimize this effect, the wait
time between the two images must be reduced. To reduce this time, the atoms must
be quickly moved out of the interest region, or they can be pumped to a state that is
dark to the imaging beam. This second method is achieved in our setup, by pulsing a
hyperfine depump beam that optically pumps the atoms into the F = 1 state. Using
this depump method, the period between the two images is reduced from 80 ms to
0.1 ms.
3.4 Magnetic Coils
To produce the magnetic fields required to trap Rubidium 87 atoms, 3 pairs of coils
are used. Attached to these coils there is a hollow copper block through which we run
water circulated by a commercial chiller (Optitemp: OTI-10WL-03-116-SC1-M1L).
This prevents the coils from overheating as high currents are ran through the coils.
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Figure 3.14: Anti-Helmholtz coils used in our experiment. Each coil is bolted to a
water-cooled copper block to prevent overheating of the coils.
We have labeled each pair of coils according to their orientation with respect to
the lab frame. On figure 3.14, the east-west coils are the smaller, inner coils; the
vertical coils are the medium-sized ones, and the diagonal coils are the biggest ones.
The diagonal coils, although not strictly orthogonal to the other two pairs of coils,
do have an orthogonal component. The diagonal orientation is chosen to match the
orientation of the atom chip in the chamber, which will need external fields in that
direction later in the experiment. The construction details of each coil are described
in table 3.1.
East-west Vertical Diagonal
Diameter (cm) 10 15 20
Coil separation (cm) 9.5 9.5 10
Table 3.1: Coil construction details
Each pair of coils is wound with 16 AWG square wires around an anodized alu-
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minum holder. Two pairs of coils contain two layers of wires. One set of wires
is connected in a Helmholtz configuration to create a constant bias magnetic field,
while the second set is connected in an anti-Helmholtz configuration. The bias fields
can be used to cancel external magnetic fields, for example from the ion pump. Also,
the bias fields are used to fine tune the position of the cloud of atoms when they are
magnetically trapped by the atom chip. The details of the bias coils are on listed
on table 3.2. Table 3.3 shows the details of the second set of wires, which create a
gradient magnetic field by connecting the coils in an Anti-Helmholtz configuration.
East-West Vertical Diagonal
Turns 30 19 29
Bias magnetic field 2.67 G/A 1.83 G/A 2.61 G/A
Table 3.2: Magnetic bias coils
Vertical Diagonal
Turns 57 91
Magnetic gradient 1.02 G/(A cm) 0.98 G/(A cm)
Table 3.3: Anti-Helmholtz coils
3.5 Atom Chip
As previously discussed in section 2.4, atom chips can be used to magnetically trap
and manipulate atoms at very close proximity to a surface. This can be done with or
without external magnetic fields, depending on the atom chip architecture. One of the
advantages of atom chips is that they can be stacked, this way several configurations
can be used. In our experiment, we have used a 3-layer atom chip fabricated at
NIST. The 3 layers are stacked behind a copper mirror, which is used to produce a
mirror-MOT. The mirror was fabricated by depositing copper onto pyrex. Copper
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Figure 3.15: (Figure reproduced from ref. [87].) Atom chip’s wire fabrication. a)
Trenches are etched on a silicon wafer, the wafer is coated with photoresist except for
the bottom of the trenches. b) A seed layer of gold is evaporated onto the wafer. c)
After removing the photoresist + gold from the top of the wafer, gold is electroplated
to fill the trenches and create the square wires. d) Excess gold is removed by polishing
the surface.
was chosen over gold as it is less reactive with Rubidium.
The embedded wires in the atom chips were fabricated by etching 15-25 µm deep
trenches on a silicon wafer. A seed layer of titanium is evaporated onto the wafer to
improve the adhesion of the following evaporated gold layer. By performing a pho-
toresist liftoff, the evaporated gold is removed from the wafer except for the bottom
of the trenches. Gold is electroplated on top of the gold seed layer to fill the trenches
and form the wires. At the JILA workshop, the surface was then polished flat to
remove any excess gold. Because the wires are surrounded by silicon on 3 out of their
4 sides, heat removal into the silicon surface is maximized, allowing higher currents
through the wires. Additionally, the atom chip stack is mounted on a water-cooled
copper block to ensure heat removal from the atom chip surface.
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Figure 3.16: (Figure reproduced from ref. [87].) Cantilever layer assembly. The
cantilevers are made of Silicon with a gold coating on the bottom. A magnet is
epoxied to the tip of the cantilever beam.
3.5.1 Cantilever Layer
The first layer contains 3 cantilevers. Each cantilever is 130 µm long, 60 µm wide, and
25 µm thick. On this experiment, we only use one of the cantilevers. The other two
cantilevers were built in anticipation of future experiments. Gold is evaporated onto
the bottom of each cantilever to make them electrically conductive. The cantilever
assembly sits on 9 µm thick gold rails which elevate the cantilever to provide a gap
between the bottom of the cantilever and it’s counter electrode. The counter electrode
is 700 nm thick and made of gold. Finally, an electroplated CoNiMnP magnet [88] is
epoxied to the tip of the cantilever. The magnet is 60 µm wide, 85 µm long, and 9 µm
thick with a total magnetic moment of approximately 2 × 10−9 J/T directed outward
from the cantilever.
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Figure 3.17: (Figure reproduced from ref. [89].) Diagram for calculating magnetic
field from a current loop at a distant point.
Magnetic Field from Cantilever
The magnetic vector potential in magnetostatics obeys the following equation
B⃗ = ▽ × A⃗, (3.10)
where B⃗ is the magnetic field. Using the above equation, Amperes law can be ex-
pressed as
▽2A⃗ = −µ0 J⃗, (3.11)
where J⃗ is the current density and µ0 is the vacuum permeability. For line currents







A multipole expansion of the 1/r term can be performed to approximate the
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where Pn(cosθ) are the Legendre polynomials, r, r, and r′ are defined in figure 3.17.
Using the multipole expansion on equation 3.12, and taking only the second term









(r̂ · r⃗′) dl⃗. (3.14)
Following the algebraic steps from ref. [89], the magnetic vector potential for a

















where m⃗ is the magnetic dipole moment. If the magnetic moment m is at the origin,





where ϕ and θ are the radial and azimuthal angles respectively. The magnetic field is
then given by
B⃗ = ▽⃗ × A⃗ = µ0m
4πr3
(2cosθ r̂ + sinθ θ̂). (3.17)
In our experiment, the atoms will be at θ = 0, so the magnetic field when the





The amplitude of oscillation of the magnetic field gradient due to the magnet






Figure 3.18: Scanning electron microscope image of cantilever. The silicon cantilever
has a 60 × 85 × 9µm CoNiMnP magnet glued to it’s tip.
where δz is the cantilever tip displacement and r is the distance from the tip of
the cantilever. This expression is a good approximation at large distances. For a
more realistic estimate of the field closer to the tip of the cantilever, we numerically
integrated over the magnet geometry assuming a single domain [90] (see appendix
C).
Capacitive Driving of Cantilever
As can be seen on figure 3.16, the gold coated side of the cantilever is grounded
through the gold rails. Directly below the cantilever there is a gap, followed by a gold
counter electrode. The cantilever can be capacitively driven by applying a dc + ac
voltage between the electrodes, given by
v = vdc + vaccos(ω0t), (3.20)






where mc is the mass of the cantilever, and M is the mass of the magnet, and κ is the










where E is the Young’s modulus, and w, h, and l are the cantilever’s width, height,
and length, respectively. In our setup, w = 60 µm, l = 85 µm, h = 9 µm, and E =
190 × 109 Nm−2, so κ = 3 × 103 N/m.








where A is the area of the plates, d is the distance between the electrodes, ϵ0 is the
electric permitivity, and Q is the mechanical quality factor.
Cantilever Frequency Measurement
To measure the frequency, quality factor, and displacement of our cantilever, a
Helium-Neon gas laser (Thorlabs: HNL020L-JP) with a wavelength of 632.8 nm and
a power of 2 mW was used. The laser is bounced on the tip of the cantilever, onto a
quadrant photodetector with a bandwidth of 1 MHz (see figure 3.19). The photodiode
(Hamamatsu: s4349) on this photodetector is segmented onto 4 different quadrants
which allow position sensing, as the laser beam is deflected by the cantilever [91].
The signal from the quadrant photodetector is then processed through an rf lock-in
amplifier (Stanford Research Systems: SR844) which is tuned to extract and amplify
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Figure 3.19: Layout of cantilever measurement system. A HeNe laser is reflected from
the tip of the cantilever into a quadrant photodetector to measure the tip displace-
ment.
the component of the signal that matches the frequency and phase of the AC signal
used to drive the cantilever. The signal from the lock-in amplifier is shown in figure
3.20. A Lorentzian fit to the X quadrature of the lock-in amplifier yields a center
(resonance) frequency of 1057.7 kHz and a Lorentzian width (mechanical linewidth)





where fr is the resonance frequency, and ∆ f is the mechanical linewidth. For the
cantilever used in our experiment, the measured quality factor is 1.6× 103. Using the
measured quality factor, vdc = 40 v, vac = 10 v, and d = 9 µm on equation 3.23, the
calculated tip displacement is δz = 40 nm.
Cantilever Tip Displacement Measurement
The tip displacement was measured by positioning the quadrant photodetector on a 2-
dimensional micrometer stage and measuring the displacement on the photodetector
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Figure 3.20: (Figure reproduced from [1].) Cantilever resonance. The black and red
curve represent the X and Y quadratures of a lock-in amplifier signal.
needed to vary the signal on the photodetector by the same amount that it varies
when the cantilever is resonantly driven. As can be seen on figure 3.21, the laser is
focused onto the tip of the cantilever, and resized with a telescope before striking
the photodetector. Using the matrix optics method, based on our measurements, we
calculated a tip displacement of δz = 34 nm ± 13 nm, which agrees with our theoretical
estimation of 40 nm. The uncertainty in this measurement could be reduced if the
laser were to be focused to a tighter waist size at the cantilever tip.
Thermoelastic Dissipation
It has been demonstrated that thermoelastic internal friction is a fundamental damp-
ing mechanism in silicon cantilevers with thicknesses in the order of 10 µm [92].
Thermoelastic internal friction is a damping mechanism that occurs when a mate-
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Figure 3.21: Cantilever tip displacement measurement layout. When the cantilever is
at rest, the beam retro-reflects and strikes the photodetector at a different spot than
when the cantilever is at its maximum displacement position. By measuring the dis-
placement on the photodetector, the cantilever’s tip displacement can be determined.
rial is subjected to tensile and compressive stress. As a material is mechanically
deformed, the work is transformed into elastic potential energy and thermal energy.
The temperature of the regions undergoing tensile stress decreases; while on the
regions undergoing compressive stress, the temperature increases. When the tem-
perature equilibrates among these regions, the thermal gradient is lost and can’t be
elastically recovered [92].
Following the work done by Yasumura, et al [93], the thermoelastic-limited me-
chanical quality factor, QT E can be expressed in terms of its material dependencies





where α is the coefficient of thermal expansion, T is the cantilever temperature, E is
the modulus of elasticity, ρ is the mass density, and Cp is the specific heat.
The other determining factor is the cantilever’s characteristics
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Ω( f ) =
2 f/F0
1 + ( f/F0)2
, (3.26)






where κ is the thermal conductivity of the material, and t is the thickness of the
cantilever beam. The thermo-elastic quality factor is then given by
QT E =
1
2Γ(T )Ω( f )
. (3.28)
In our setup, from equation 3.27, and table 3.4, the characteristic damping fre-
quency at room temperature is F0 = 231 kHz, meaning that the effects of thermo-
elastic dissipation are expected in cantilevers with resonance frequencies in the hun-
dreds of kilohertz. From equation 3.28, the thermo-elastic-limited quality factor for
a cantilever like ours is 2× 104. Similar mechanical quality factors were measured for
our cantilever before adding the magnet and coating the cantilever with gold. These
two processes reduced the quality factor below 104. Also, as the cantilever ages, a
decrease in the quality factor has been observed, the reasons for this have not been
studied by our research group.
3.5.2 U-trap Layer
Underneath the copper mirror, the first of our atom chip layers is located. This layer
contains wires with a ’U’ and a ’Z’ shape. In this experiment, only the ’U’ shaped
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Figure 3.22: Atom chip. (Left) Guiding / P-trap layer. (Right) U-trap layer.
Figure 3.23: Atom chip architectures used in our experiment. a) Guiding trap. An
external magnetic field perpendicular to the wire, creates a trap parallel to the wire.
Note the trap has no bounds on the ends of the wire. b) U-trap. Similar to the
guiding trap, the trap is created parallel to the wire. The field from the two sides
of the ’U’ put bounds on the long side of the trap. c) and d) P-Trap. Depending
on where the external bias field points, the cloud of atoms can be trapped in some
region of the curved part of the ’P’ shaped wire.
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Parameter Silicon Units
α 2.6 × 10−6 K1
E 190 × 109 Nm−2
ρ 2.33 × 103 kgm−3
Cp 0.7 × 103 Jkg−1K−1
κ 1.5 × 102 Wm−1K−1
Table 3.4: (Adapted from ref. [93].) Thermoelastic constants for single-crystal silicon.
























Figure 3.24: U-trap. (Left) Representation of U-trap location on the chip. (Right)
Side view absorption image of U-trap, where the dark blue region shows the most
optically dense area of the atom cloud.
wire is used. The wires in this layer are 25 µm deep and 300 µm wide.
The diagonal coils can produce an external bias magnetic field, which in combina-
tion with the magnetic field produced by running 8 A of current through the silicon
embedded U-shaped gold wire, produces a trapping site at the base of the U-wire (see
figure 3.23b). This magnetic trap is tapered on the ends by the field produced by the
two side-wires that form the ’U’, and by the bias field. This results in a cigar-shaped
cloud of atoms, trapped very close to the copper mirror surface. The distance from
the cloud to the chip is set by the external bias field.
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Figure 3.25: P-trap rotation. As the external bias field’s direction is changed, the
cloud rotates along the curved part of the ’P’. (Top) Front view absorption images
of P-cloud. (Middle) Absorption lineouts of atom cloud. (Bottom) Representation of
P-trap location on the chip.
3.5.3 Guiding / P-trap Layer
The second layer on the atom chip is designed to be used in 3 different configurations
which can be seen on figure 3.22: a ’Z’ shaped configuration which is not used in this
experiment, a ’P’ shaped wire is used to rotate the atom cloud by 90◦, and a straight
wire is used to guide the cloud parallel to the wire. All of the wires on this layer are
15 µm deep and 150 µm wide.
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P-trap
The P-wire sits directly below the U-wire. To transfer the atoms from the U-wire to
the P-wire, the magnetic fields of both traps must be matched. After the atoms are
transfered to the P-trap, the external magnetic field is slowly rotated, the cloud of
atoms follow this rotation along the curved part of the ’P’ (see figure 3.23c, 3.23d,
and 3.25). If the rotation is done quickly, the atoms will gain momentum and escape
the trap. If it’s done slowly, the cloud’s population will decrease due to background
gas collisions. To maximize the preservation of atoms in the trap, the rotation speed
must match the atoms rms velocity. The purpose of this rotation is to align the
cigar-shaped cloud of atoms with the guiding wire (see figure 3.22).
Guiding-trap
The guiding trap is used to transport the atoms from the center of the chip to the
edge of the chip, about 0.8 cm away, where the cantilever is located. The guiding
wire, in combination with an external bias magnetic field perpendicular to the wire
creates a trap directly above the wire with no axial bounds. An external gradient
field is used to confine the atoms on the long side of the wire. Without this gradient
field, the atoms would spread along the whole wire and therefore, the optical density
would get reduced, making it harder to image the cloud of atoms, and eventually
losing atoms on the edges of the wire (figure 3.26). The gradient field is produced by
running 20 A of current on the anti-Helmholtz diagonal coils.
At first, the gradient field is used to confine the atoms along the wire at the same
location where the rotated P-trap is. To do this, the magnetic field minimum must
be located where the atoms are. By changing the bias field, the field minimum is
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Figure 3.26: Time progression of the guiding trap when no trapping bounds are added
to the long side of the trap. The density of the cloud decreases as the atoms spread
along the wire. The top left picture was taken after 1 ms of turning the guiding trap
on, while the bottom right picture 20 ms after turning the guiding trap on.
shifted. This allows the atoms to move along the wire as the field minimum location
is moved. The whole magnetic transport of the atoms occurs in about 200 ms.
3.6 Diagnostics
To study the effectiveness of the various traps throughout the experiment, a few
diagnostics methods are utilized. Calculating the MOT temperature is important
when determining the trap depth of further traps. Monitoring the population of
trapped atoms is needed to optimize each stage of the experiment as a large number
of trapped atoms is desirable. Finally, knowing the decay rate of our magnetic trap
allows determining if the atom number is decaying due to an external effect.
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Figure 3.27: Cloud transport along guiding wire by changing bias field.
3.6.1 MOT Temperature
To calculate the temperature of the atoms trapped by the MOT we use a cloud
expansion method. After molasses cooling the atoms, the cooling laser, as well as
the trapping magnetic fields are switched off for a variable period of time, then the
cloud is imaged. The process is repeated for several different wait periods. When the
cooling is turned off, the cloud of atoms will expand as they are no longer confined.
The expansion rate will occur at the average velocity of the molasses-cooled atoms.
From the equipartition theorem, we know that the average kinetic energy per





where kB is Boltzmann’s constant and T is the atom’s temperature.
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Figure 3.28: After a variable time with the cooling off, the cloud’s width is measured,
the expansion rate of the cloud is computed to calculate the temperature. Differences
in velocities along different axis are due to the fact that the atoms have not fully
thermalized when their temperature is measured.
The kinetic energy can also be computed by knowing the velocity, or expansion





where m is the atomic mass of Rubidium (1.44 × 10−25 kg [66]).





where v represents the atom’s rms velocity.
As seen on figure 3.28, in our experiment, we have measured velocities below 5
cm/s, corresponding to temperatures below 10 µK, which is expected for molasses
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cooled Rb atoms. Differences in velocities along different axis are due to the fact that
the atoms have not fully thermalized when their temperature is measured because of
the low collision rates.
3.6.2 MOT Population
The population of atoms trapped can be calculated by measuring the cloud width
and its optical depth. The optical depth measures how much light gets absorbed as
it travels through a material, and it is given by
OD = nσl, (3.32)
where n is the cloud’s atom density, l is the cloud’s width along the optical axis, and
σ is the scattering cross section given by [66]
σ =
σ0
1 + 4(∆/Γ)2 + I/Isat
. (3.33)
Here ∆ = ω−ω0 is the laser detuning, Γ is the decay rate (for the D2 transition of
87Rb, Γ = 38.117 × 106 s−1 [66]), I is the imaging laser intensity, Isat is the saturation
intensity (for 87Rb |F = 2,mF = ±2 >−→ |F′ = 3,m′F = ±3 >, Isat = 1.669 mW/cm2






where ω is the laser frequency.
The optical depth can be obtained experimentally by studying the light transmit-







Figure 3.29: Atom cloud lineout on North-South axis. In this example, the cloud’s
optical depth is 0.128. The cloud’s width (1/e2radius) is 1.85 mm.
Parameter Symbol Experimental measurement Units
Cloud width l 1.85 mm
Optical density OD 0.128 -
Laser intensity I 0.025 mW/cm2
Imaging laser detuning ∆ 0 −
Table 3.5: Experimental measurements of cloud after molasses cooling.
From the data on table 3.5, the MOT in our experiment has an atom density of
2 × 108 atoms/cm3. The total number of trapped atoms is given by
N = nV, (3.36)
where V is the volume of the atom cloud, which in our case is about 27 mm3. There-
fore, there are about 6 × 106 atoms in the cloud after molasses cooling.
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Additional Approximation to MOT Population
A better estimate of the number of atoms can be done by studying in detail the
transmission on a single image. For the purposes of this dissertation, a precise esti-
mation of the number of atoms is not needed, but a more precise approximation will
nevertheless be explained. Consider a small region of an image of a cloud of atoms,
for example a single pixel at location x, y in the picture. The transmission is not
uniform within the picture. In a given pixel, the measured transmission is a result of





where σ is the scattering cross-section, Ax,y is the area of the pixel, and ODx,y is the
optical depth at pixel x, y. The total number of atoms is the sum of the number of









where the sum is performed over all the pixels in the image.
3.6.3 Magnetic Trap Lifetime
The lifetime of the P-trap was studied by measuring the optical density in absorption
images of the P-trap as a function of time. In figure 3.30, it can be seen how the P-
trap absorption decays with time, this is expected as atoms fall off the trap primarily
because of background gas collisions. An exponential fit to the data yields a decay
time of 157 ms ± 31 ms. Similar decay rates are be expected for the other magnetic
traps in our experiment.
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Decay time: 157 ± 31 ms
Figure 3.30: P-trap lifetime. Using absorption imaging to monitor the optical density
of the P-trap as a function of time, we determined a magnetic lifetime of 157 ms ±
31 ms.
3.7 Landau-Zener Theory
A system whose eigenstates cross depending on a variable in its Hamiltonian, can
have the degeneracy of these two states broken by a perturbation that couples the
two levels [94]. A transition between the levels is then possible and can be analyzed
using the Landau-Zener theory [95]. The probability of transitioning between the two
states, for a time-dependent perturbation is given by [94]








where E is the difference between the eigenenergies and V12 is the matrix element of
the perturbation that couples the two states.
Using equations 3.39 and 3.40, we can calculate the probability of an atom, in the
presence of a magnetic field B, to transition from the Zeeman state mF = 2 to mF =
1 when a perturbation couples the two states such that V12 = ℏΩ. Each state has an
energy given by equation 2.12, the energy difference between the states is
E = E2 − E1 = 2gFµBB(x) − gFµBB(x). (3.41)
The landé factor is gF = 2, so












where v is the rate at which the energy changes, which in our example is the velocity
of the atom.
Using equations 3.39, 3.40, and 3.43, we obtain
P = 1 − e−(πℏΩ2)/(µBvB′), (3.44)
where B’ is the gradient of the magnetic field.
3.8 Magnetic Coupling of Atoms to Cantilever
The goal of this experiment is to induce Zeeman-state transitions in magnetically






Figure 3.31: A cantilever with a magnet on its tip oscillates near a sample of magnet-
ically trapped 87Rb atoms. The RF magnetic field produced by the cantilever induces
Zeeman-state transitions in the atoms.
3.8.1 Zeeman-State Transitions
The atoms are subjected to an external magnetic field and to the magnetic field
produced by the tip of the cantilever. Atoms with a Larmor frequency that matches
the cantilever’s oscillating frequency will have their spin undergo a precession about
the net magnetic field direction, resulting in a Zeeman-state transition. The Larmor
frequency is given by
ωL = −γBT (3.45)
where γ is the gyromagnetic ratio, which for 87Rb is 0.7 MHz/G; and BT is the total
magnetic field. Notice that the Larmor frequency depends on the total magnetic field
which varies with position.
The spin transitions will occur at the Rabi frequency
ΩR = γB⊥. (3.46)
Here B⊥ is the component of the oscillating magnetic field perpendicular to the static
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Figure 3.32: Energy diagram of mF magnetic sublevels in 87Rb ground state. The
atoms are trapped in the F = 2, mF = 2 sublevel.





The Rabi frequency must be comparable to the trap frequency for maximum efficiency.
Equation 3.44, can then be updated with the Rabi frequency:
P = 1 − e−(πℏΩ2R)/(µBvB′). (3.48)
Notice the strong dependence on r, the distance from the tip of the cantilever; as well
as from δz, the cantilever tip displacement.
3.8.2 Zeeman-State Transition Detection
The atoms are magnetically trapped in the F = 2 ground state of 87Rb (see figure
3.1). In this hyperfine level, there are 5 sublevels: mF = 2, 1, 0, -1, -2 (see figure
3.32). As discussed in section 2.2, the atoms on the sublevels mF = 2 and mF = 1,
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are low field seeking atoms. The force on atoms on this sublevel attracts them to
the local magnetic field minima, i.e. the center of our magnetic trap; these magnetic
states are therefore called trapped states. The atoms in the sublevels mF = -2 and
mF = -1 are high field seeking atoms. These atoms are repelled from the trap center;
these magnetic states are called anti-trapped states. The mF = 0 state is called an
untrapped state since atoms here are neither pulled to the trap center nor are they
pushed away from it.
We trap our atoms in the mF = 2 level. Driving transitions towards the lower mF
levels will cause the atoms to escape the magnetic trap when they reach the mF = -1
and mF = -2 anti-trapped levels. Detecting successful Zeeman-state transitions of the
atoms can be done by monitoring the population of the cloud of atoms. A decrease in
population is expected when the atoms transition to the untrapped and anti-trapped
states.
3.9 Results
Rubidium is released into the vacuum chamber by evaporating atoms in a dispenser.
The atoms are heated with DC current, so the rate of evaporation can be controlled
at will. The atoms are collected in a mirror-MOT at approximately 2.5 mm above
the chip surface (see figure 3.12). The MOT is then transfered closer to the chip by
creating a U-MOT, where the gradient is created by the U-shaped wire in the atom
chip instead of the Anti-Helmholtz coils. Following this stage, the atom cloud is com-
pressed by reducing the repump laser intensity. Further cooling to 7 µK is achieved
by polarization gradient cooling. Next, the cloud of atoms is optically pumped to the


















Atoms moved about 




Atoms trapped at 100 µm 
from cantilever
Temperature: 100 µK
Cloud contains 104 atoms
Figure 3.33: Atom preparation flow chart.
After the atoms are pumped to the mF = 2 state, they are transfered to a magnetic
quadrupole trap created by the U-shaped wire on the atom chip and external magnetic
fields as discussed in section 3.5.2. The atoms are further transfered to the trap
created by the P-shaped wire which allows rotation of the trap axis, such that it is
aligned with the guiding wire (see section 3.5.3). The guiding wire, in combination
with an external magnetic gradient field produced by the diagonal anti-Helmholtz
coils, produces a trap along the guiding wire with a trap center set by an external
bias field. Varying this bias field enables the transport of the atoms along the guiding
wire and towards the cantilever, located about 0.8 cm from the cloud’s initial position.
Finally, the atoms are transfered to a magnetic trap created by external fields and the
field produced by the magnet located on the tip of the cantilever. At this point, the
atom temperature has increased to about 100 µK and the atom number has decreased
to about 104.
As discussed in section 3.8.2, we expect a decrease in the trap population when
65
Figure 3.34: (Figure reproduced from ref. [1].) Trap population after interacting with
cantilever for 11 ms. A decrease in the trap population is observed when the atoms
are 100 µm from the tip of the cantilever and the cantilever is driven on resonance.
When the atoms are at 1 mm from the cantilever tip, no significant effect on the trap
population is observed.
Zeeman-state transitions are induced in the atoms. Also, from equation 3.44, we
expect a large dependence on the distance from the tip of the cantilever to the atoms.
As a baseline, we first determined the trap population when the atoms are at 100 µm
and at 1 mm from the tip of the cantilever, with the cantilever off. In both cases,
the population was measured after the atoms had been at the desired distance from
the cantilever for 11 ms. As can be seen on figure 3.34, these two measurements
are within error from each other, as expected. Next, the effect of the cantilever was
studied when the atoms are at 1 mm from the tip of the cantilever. Because the
cantilever effect has a 1/r4 dependence, at 1 mm we expect the effect to be negligible.
The atom population was studied as the cantilever was driven at various frequencies,
no significant effect was observed at driving frequencies between 1054 and 1062 kHz,
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Figure 3.35: (Figure reproduced from ref. [1].) Trap population after varying time of
interaction with the cantilever, for different cantilever tip displacement. The dotted
lines represent the expected theoretical 1-D Landau-Zener model.
as the population remained comparable to the previously measured population with
the cantilever off. The final test was performed by studying the trap population at
100 µm from the tip of the cantilever. As expected, the trap population dropped to
about half when the cantilever was driven on-resonance. A Lorentzian fit to this data
yields a peak centered at 1057.85 kHz, and a width of 0.73 kHz.
In figure 3.34, the atoms interacted with the cantilever for 11 ms at various can-
tilever driving frequencies. In figure 3.35, the interaction time is varied while the
driving frequency was kept on-resonance. As can be seen from equation 3.44, the
probability of inducing a hyperfine transition in the atoms depends on the ampli-
tude of oscillation of the cantilever tip δz. From equation 3.23, it can be deduced
that varying the voltage used to drive the cantilever will result in a change in the tip
displacement. The DC voltage was kept constant at VDC = 40 V, while the trap popu-
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lation was studied at VAC = 0, 8, and 10 V. At VAC = 0 V, the cantilever tip will not be
displaced. The population decay rate in this case, is caused primarily by background
gas collisions. An exponential decay fit to this data yields a time constant of 184 ms
± 66 ms, in agreement with the magnetic trap lifetime. When the cantilever is driven
at VAC = 8 V and 10 V, the population decays much faster and agrees, within a factor
of 2, with the theoretical calculations from the 1-D Landau-Zener theory, represented
in figure 3.35 by dotted lines. As the actual atomic motion in the trap occurs in three
dimensions and can be quite complex, we do not expect exact quantitative agreement
for the 1-D calculation. In this calculation, the magnetic gradient was calculated by
numerically integrating over the magnet as a single domain. At VAC = 8 V, the fitted
decay rate is 34 ms ± 3.6 ms, while at VAC = 10 V, the fitted decay rate is 21 ms ±
3.1 ms.
3.10 Conclusions and Future Directions
In this experiment, Zeeman-state transitions on magnetically trapped 87Rb atoms
were induced by use of a micro-cantilever with a magnet on its tip. These results agree,
within error, with the Landau-Zener theory. A similar complimentary experiment
could be performed where the cantilever is used to detect Zeeman-state transitions
rather than inducing them. To achieve this, the force induced by the atoms must be
larger than the thermal-noise limited sensitivity of the cantilever. Thermal noise sets






where k is the spring constant, T is the effective temperature of the mode in con-
sideration, b is the bandwidth of the measurement, ωc is the cantilever’s natural
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frequency, and Q is the mechanical quality factor. Table 3.6 shows example values
for a cantilever with a minimum detectable force of 28 aN/
√
Hz. Further improve-
ment can be achieved by cryogenically cooling the cantilever to 2 K, as a result, we
expect the quality factor to increase by about a factor of 3. For these conditions,
the force sensitivity becomes 1.3 aN/
√
Hz, allowing single-electron spin detection at
1.1 µm separation from the tip of the cantilever, as seen on figure 3.36. These ex-
periments should take place in an optical trap, to prevent loss of atoms experiencing
state changes. Work is in progress to develop an optical trap near the cantilever.
Parameter Symbol Value Units
Spring constant k 3 × 10−3 N/m
Temperature T 300 K
Bandwidth b 0.1 Hz
Resonance frequency ωc 2π× 70 kHz
Mechanical quality factor Q 105 -
Force sensitivity Fmin 28 aN/
√
Hz
Table 3.6: Example values for highly sensitive cantilever
Cooling mechanical oscillators to their quantum ground state [12, 13, 14] could
enable nonclassical states of the atomic degrees of freedom to be transferred to the
motional states of the resonators and vice versa, with applications in quantum in-
formation science [40, 85, 96]. In these setups, mechanical oscillators can provide
coupling between photons, spins, and charges via phonons [50, 97, 98, 99, 100]. Such
transducers could be useful for quantum networks by allowing coupling between dif-
ferent types of quantum systems, each with different advantages.
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Figure 3.36: (Figure reproduced from ref. [1].) Thermal-noise limited force sensitivity
of proposed cantilever as a function of distance from the tip of the cantilever. The
solid line represents the force due to 1000 atoms, while the dashed line represents the
force due to 1 atom spin. The dashed horizontal lines represent the minimum force




In the second experiment discussed in this dissertation, atoms are optically trapped.
Also, a silica sphere is optically levitated. These optical traps work because of the
force exerted by light, or radiation pressure force. First deduced by Maxwell in 1873
[101], and observed by Nichols and Hull in 1903 [102], radiation pressure can be
understood from the conservation of momentum: if an object absorbs radiation, its
momentum changes. The force imparted by the absorption of radiation on a surface





where I is the intensity of the light, and c the speed of light.
4.1 Gaussian Optics
In our setup, the optical traps are created by focusing the fundamental, or TEM00,
mode of a laser beam. In this mode, the magnetic and electrical field amplitude
profiles are described by a Gaussian function. The intensity profile is also described
by the Gaussian function [103], and is given by








where I0 is the intensity at the center of the beam, z is the distance from the focus,
w is the spot size, and w0 is the minimum spot size, or waist, of the beam.
The Rayleigh range, is defined as the distance, along the beam propagation di-
rection, from the waist to the place where the area of the cross section is doubled
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where λ is the wavelength of the laser. The Rayleigh range is a parameter that char-
acterizes the rate at which the spot size grows. Alternatively, the confocal parameter
is also used, which is exactly twice the Rayleigh range. At a distance z from the
waist, the spot size is given by
w(z) = w0
√
1 + z2/z2R. (4.4)









Consider a beam with a width w = d, focused by a lens of focal length f, the




















Figure 4.2: (figure adapted from ref. [103].) Spot size of a Gaussian beam.
Using equations 4.5 and 4.6, we conclude that the diffraction limited waist produced






In 1986, Ashkin, et al [105], reported results that demonstrated the existence of nega-
tive radiation pressure due to an axial intensity gradient in a laser beam. This results
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Figure 4.3: (Figure reproduced from ref. [109].) Ray optics diagram of scattering
and gradient forces.
were further explored to create optical tweezers to trap atoms [17], and in biological
applications to trap and manipulate cells, internal parts of cells and molecules [106],
viruses and bacteria [107], and even to study the swimming forces of sperm cells [108].
Optical tweezers are created when a trap is formed by a tightly focused laser beam.
Depending on its index of refraction, dielectric objects can be trapped using optical
tweezers.
4.2.1 Ray Optics Visualization
Ray optics can be used to describe the scattering force and momentum transfer on
an object by a single-beam. This approach is valid on the Mie size regime, where
the size of the scattering particle is comparable to the wavelength of the light. As
seen on figure 4.3, a sphere displaced from the axis of a TEM00 mode of a focused
laser beam, refracts two typical rays (a and b on the figure) symmetrically about the
sphere’s axis. The ray closer to the beam axis has a higher intensity than the beam
further from the axis, therefore the force due to refraction on the first ray (Fa) is
74
stronger than the force due to the second ray (Fb). The net force can be studied in
two components, an axial component pointed in the direction of the incident light
called the scattering force, and a radial component called the gradient force [109].
If the index of refraction of the object is higher than the index of refraction of the
medium, the gradient force is directed towards the region of highest intensity of the
beam. If the index of refraction of the object is lower than the index of refraction of
the medium, the gradient force is directed away from the region of highest intensity
of the beam, pushing the object away from the beam. This case does not work for
trapping.
4.2.2 Dipole Force Theory
In the presence of an electric field E⃗, like that of a laser beam, a dipole moment p⃗ is




< p⃗ · E⃗ >, (4.8)
where the dipole moment, depends on the electric polarizability α of the object,
p⃗ = αE⃗. (4.9)









α ▽ (E2). (4.11)
Since E2 is proportional to I, the intensity of the light field, this equation shows
the dipole force depends on the gradient of the intensity. The gradient force is a
conservative force.
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4.2.3 Dipole Force for Dielectric Spheres
For a dielectric sphere of radius a, index of refraction ns, in a medium with index of
refraction nm, illuminated by a linearly polarized Gaussian laser beam of intensity I
and wavelength λ, the scattering force is given by [110]










where m=ns/nm. The gradient force is







▽ I(⃗r, z⃗). (4.13)
As can be seen, the scattering force linearly depends on the intensity of the laser,
while the dipole force depends on the gradient of the intensity.
To optically trap a microsphere, the total force on it must be negative, hence
F⃗scatt(⃗r) + F⃗grad (⃗r) < 0. (4.14)
On figure 4.4, the scattering force, gradient force, and total net force are plotted
for different laser intensities. As can be seen, the waist size greatly impacts the
trap escape potential. Generally, the trap depth should be at least 10 times the
temperature of the particle or of the cloud of atoms. This allows the kinetic energy
to have a large standard deviation while preserving the trap conditions.
Using equation 2.10, we can deduce the trapping potential from equation 4.13 to
be








In terms of the volume of the sphere V, equation 4.15 turns into































Escape potential: 2000 K
Power: 150 mW
Waist: 2 microns
































Escape potential: 200 K
















Escape potential: 3100 K
Power: 250 mW
Waist: 2 microns



















Escape potential: 700 K
Power: 250 mW
Waist: 3 microns












Figure 4.4: Scattering and gradient forces on axial direction for different intensities
of a 1596 nm laser beam.
Figure 4.5 shows the bead trap potential for different beam waist, laser power,
and bead diameter. As can be seen, the trap potential increases for larger beads, but
from equations 4.12 and 4.13, it can be deducted that the scattering force increases
due to the sphere radius more rapidly than the gradient force, limiting the trap depth.
The trap frequency can be described in terms of the component along the direction
of propagation of the laser beam, or axial direction; and the component perpendicular
to the direction of propagation or radial direction. To derive the expressions for the
77
































































Figure 4.5: Bead trap potential for different beam waist, laser power, and bead
diameter. The traps on all plots are formed by a focused 1596 nm laser beam.
trap frequency, we first need to find the components of the gradient force in each of
these directions. Using equation 2.10 on equation 4.16 we find the radial component










































r + O(r2) (4.19)








z + O(z2). (4.20)
Comparing equations 4.19 and 4.20 with Hooke’s law: F=-kx, we can deduce the

















Finally, we can write the expressions for the trap frequency by using ω =
√
k/m, where



























where Udepth is the trap potential depth defined as Ugrad(0, 0) from equation 4.16.
The values of the parameters we typically use in our setup are listed in table 4.1.
The calculated radial frequency is 32 kHz, while the axial frequency is 7 kHz, with a
trap potential depth of 4200 K, enough to trap spheres at room temperature.
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Parameter Symbol Value Units
Laser power P 250 mW
Laser wavelength λ 1596 nm
Waist w0 1.7 µm
Sphere’s index of refraction ns 1.44963 -
Sphere’s radius a 85 nm
Sphere’s density ρ 2300 kg/m3
Radial frequency ωr 32.4 kHz
Axial frequency ωz 6.8 kHz
Trap depth Udepth 4200 K
Table 4.1: Typical parameters in our experiment.
4.2.4 Dipole Force for Atoms
In the case of atoms illuminated by a focused Gaussian beam with intensity I, the
forces acting on the atoms depend on the atom decay rate Γ, the laser’s frequency















For atoms, just like for dielectric spheres, the scattering force scales with the
intensity, while the dipole force scales with the gradient of the laser intensity. When
the laser is on resonance, the gradient force on equation 4.26 is zero. Therefore
to optically trap atoms, the laser must be detuned from resonance. Also, for the
gradient force to be negative, a requirement for trapping, δ > 0, i.e. the laser must









Generally, the scattering rate in a trap must be kept low to reduce heating. Following
a similar procedure as in section 4.2.3, the trap potential for atoms can be determined
80
Figure 4.6: Representation of a 1-dimensional optical lattice. Two counter-























where k is the laser wave number, and m is the mass of the atoms.
4.3 Optical Lattice
As can be seen in equations 4.13 and 4.26, the dipole force is stronger when there is
a strong intensity gradient. If a standing wave is created by the interference of two
overlapping counter-propagating beams, regions of high intensity and low intensity
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are separated by a distance of λ/2. This gives rise to very high intensity gradients
which makes the trap potential in an optical lattice deeper than in a single dipole
trap, given the same intensity and waist. In our experiment, only the atoms will be
trapped in an optical lattice, while the microsphere will be trapped in a single dipole







From equations 4.23 and 4.24, it can be seen that increasing the potential depth
of a trap will result in an increase in the trap frequency. When comparing an optical
lattice with a single beam dipole trap, the trap depth along the axis of beam prop-
agation (axial), is deeper in the optical lattice, which results in a higher axial trap
frequency for the optical lattice.
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CHAPTER 5
SYMPATHETIC COOLING OF NANOSPHERES WITH ATOMS
Research on cooling the modes of vibration of mesoscopic objects to their ground
state has flourished in recent years [12, 31, 37, 42, 113, 114, 115, 116]. Such re-
search is important for testing the limits of quantum mechanics in macroscopic objects
as it enables the study of decoherence in superpositions of macroscopic observables
[117, 118]. These mechanical oscillators could be used as transducers in quantum
networks [119, 120, 121], by providing coupling between photons, spins, and charges
via phonons [50, 97, 98, 99, 100].
Recently, Jökel, et al [40] demonstrated sympathetic cooling of the vibrations of
a nanomembrane by using cold atoms, coupled by laser light. They reported cooling
the membrane from room temperature to 650 ± 230 mK, and anticipate reaching
the vibrational ground state by cryogenically pre-cooling the membrane to 4 K. Pre-
cooling the membrane would reduce the thermalization rate, which represents the





where Q is the mechanical factor of the oscillator, kB is the Boltzmann constant, and
T is the initial temperature of the oscillator. It can be seen from equation 5.1, that
increasing the mechanical quality factor of the oscillator would also be beneficial,
this can be achieved by reducing the coupling of the oscillator to the environment.
Because levitated mechanical systems do not have a clamping mechanism, they are
highly decoupled from the environment [123] and their quality factors are predicted
to reach > 1012 [124], limited by background gas collisions. Experimentally, these
high mechanical quality factors have not been seen yet, but quality factors of 107
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Figure 5.1: (Figure reproduced from ref. [2].) Experimental setup. The vacuum
chamber on the left contains an optical cavity where a nanosphere is trapped using
an optical tweezer. On the vacuum chamber on the right, atoms are trapped in
an optical lattice which runs across both vacuum chambers providing the coupling
between the two systems. The atoms are cooled through molasses cooling which
sympathetically cools the center of mass motion of the levitated sphere.
at a pressure of 10−5 mbar have been reported for levitated 70 nm radius particles
[125], and recently a quality factor of 1011 was reported at room temperature at a
few millibars of pressure for a levitated nanorod [126]. This in comparison with the
membrane in [40], which had a mechanical quality factor of 104.
5.1 Proposed/Ongoing Experiment
A sample of 87Rb atoms are trapped in a one-dimensional optical lattice formed by
a laser with a wavelength of about 780.74 nm, which is retro-reflected on the back
mirror of a medium-finesse concentric optical cavity located in a separate vacuum
chamber. A second laser of wavelength 1596 nm propagating perpendicular to the
cavity axis is tightly focused, creating an optical tweezer inside the cavity. The optical
tweezer is used to trap a silica sphere with a diameter of 170 nm, positioned at a node
of the optical lattice (figure 5.2).
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Figure 5.2: Representation of a nanosphere positioned in a node of an optical lattice.
The black curve represents the intensity profile of the optical lattice.
5.1.1 Atoms-Bead Coupling
The two systems are coupled through the optical lattice, and the coupling is enhanced
by the optical cavity. While the atoms are optically trapped by the one-dimensional
lattice; the sphere is levitated by a 1596 nm wavelength optical tweezer, and the
lattice only exerts a force on it along the cavity axis.
Force Imparted by the Atoms on the Sphere
The atoms absorb and re-emit photons incident from both directions of the optical
lattice. As the atoms move away from their trap minima, they will absorb more
photons traveling in the direction that restores them to their equilibrium position.
This causes the intensity of the light striking the sphere to change accordingly, which
means the force imparted on the sphere from the lattice is modulated as the atoms
move about their equilibrium position [127].
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Force Imparted by the Sphere on the Atoms
The sphere is positioned at the location of maximal slope of the intensity of the
standing wave. The sphere is small in comparison to the wavelength of the optical
lattice: while the sphere’s diameter is 170 nm, the lattice wavelength is about 780 nm.
As a result, the phase of the light reflecting from the cavity, depends on the position
of the sphere within the standing wave; for example, if the sphere was at a ”dark
region” of the lattice, where the two beams are destructively interfering, the phase
of the outgoing light would not be shifted. This sphere-position dependent phase
shift means when the sphere moves, the lattice gets shifted, changing the atom’s trap
minima position.
5.2 Coupling to the Lattice
The atoms and the sphere are coupled via a standing wave of frequency ωL. The
coupling of each system to the lattice must first be studied to determine the coupling
between the two systems. The momentum transfer of photons between the optical
lattice and the atoms, and between the optical lattice and the sphere provides the
coupling mechanism [39].
5.2.1 Atom-Light Coupling
The Hamiltonian that describes the laser field interaction with the dipole moment
of the atoms is derived in detail by Vogell, et al in ref. [122]. In this paper, the
atoms are modeled as a two-level system, and the atom-laser interaction is modeled
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as an AC Stark shift for the atoms in the ground state. The atoms are trapped by
an optical lattice of frequency ωL, far detuned from the transition frequency. The
Hamiltonian describing the atom-light interaction, in a frame rotating at the laser






(bw + b†w)(aat + a
†
at)sin[∆w z̄/c +∆φw], (5.2)
where bw and b†w are the field mode operators, aat and a†at are the atom center-of-mass
mode operators, ∆φ is the phase by which the standing wave is shifted, φw is the







where ωat is the atom trapping frequency given by equations 4.29 and 4.30, Nat is the
number of atoms, kL = ωL/c is the wavenumber of the lattice laser, and ℓat is the






where mat is the mass of the atoms. On equation 5.3, α is a parameter related to the





From equation 5.3 it can be seen that the more atoms are trapped in the optical
lattice, the better the coupling of the atoms to the lattice.
5.2.2 Sphere-Light Coupling
The sphere is levitated inside an optical cavity which enhances the coupling. There-
fore, the coupling of the sphere to the optical lattice depends on the characteristics
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where ∆ω is the free spectral range of the cavity, and δω is the mechanical linewidth.





where w is the cavity mode waist.












where V is the volume of the sphere, ϵ is the dielectric constant of the sphere, ℓs =√
ℏ/(2ωsms) is the harmonic oscillator length of the sphere which depends on the sphere
trap frequency, ωs, given by equations 4.23 and 4.24, and the mass of the sphere ms.
The effective optomechanical coupling rate between the sphere and the atoms is given
by














In the adiabatic limit, where the atom-cooling rate exceeds the atom-sphere coupling









where γcoolat is the atomic-cooling rate which in our case is set by the molasses beams.
∆ = ωs − ωat is the difference between the bead trap frequency and the atom trap
frequency. For optimal sympathetic cooling, the mechanical trap frequency of the
two systems must therefore match.
5.4 Heating Terms
The scattering of trap photons by the atoms and by the sphere leads to heating. This
causes fluctuations in the radiation force due the randomness of the scattering [129].
5.4.1 Momentum Diffusion of the Atoms








where γse is the spontaneous emission decay rate of the atom, U is the lattice potential
depth given by equation 4.31, and δ is the lattice laser detuning from the Rb F=2
hyperfine component of the ground state [129].
5.4.2 Momentum Diffusion of the Sphere
The sphere will scatter light from both the lattice beam, and the trap beam. The












where I is the intensity, λ the wavelength, and ω the frequency of the laser beam; and
U is the trap potential depth.























where k is the wavenumber of the laser, and ms the mass of the sphere. ωtraprec is the
tweezer recoil frequency, while ωlatrec is the lattice recoil frequency.
An other source of heating of the sphere comes from radiation pressure
γdi f fs = 2G
2
s , (5.16)
where Gs is the lattice-sphere coupling, defined by equation 5.9.
The sphere is coupled to its environment through collisions with background gas,





where P is the gas pressure, ν̄ is the gas mean speed, ρ is the sphere’s density, and
a the sphere’s radius. The role of the gas pressure surrounding the sphere is seen on
this equation, as lower pressures will yield a weaker coupling to the environment.
The initial temperature bath T determines the mean thermal occupation number






From equations 5.17 and 5.18 we can define the thermal dissipation rate as
Γth = γgn̄s. (5.19)
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Figure 5.3: (Figure reproduced from ref.[2].) Steady-state phonon number of the
sphere assuming a cavity finesse of 400. Higher number of atoms coupled to the
sphere reduce the phonon number as it improves the coupling.
5.5 Steady State
Following [39], the steady-state phonon number of the sphere is given by the ratio of



















Figure 5.3 shows the steady state phonon number of the sphere for the values listed
on table 5.1. It can be seen that for spheres with a radius smaller than 100 nm, single
phonon level can be achieved if a minimum of 107 atoms are coupled to the sphere




























Radius of the sphere (nm)
Figure 5.4: (Figure reproduced from ref. [2].) Ratio of coupling strength to the sum
of the dissipation terms. Strong coupling dynamics are observed when the ratio is
above 1.
Strong Coupling Regime
When the effective coupling of the sphere and the atoms (equation 5.10) is larger
than the dissipative effects, i.e. the coherent effects dominate the decoherent effects,
normal mode splitting can be observed [130], evidence of reaching the strong coupling
regime [131]. This regime is a state of reversible exchange of energy between the sys-
tems [132], a requirement for controlled quantum experiments of massive mechanical
oscillators, as well as for using mechanical oscillators as quantum transducers for
quantum information processing [131]. In our system, the strong coupling regime can
be achieved by turning off the atom cooling and observing the evolution of the sphere
by probing it with a weakly coupled laser to read its position in the cavity.
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s + Γth + Γsc
> 1 (5.21)
As can be seen from equation 5.10, the effective optomechanical coupling rate depends
on the characteristics of the trapped sphere which sets the conditions for observing
the strong coupling dynamics. Figure 5.4 illustrates the dependence of the number of
trapped atoms and the sphere size in reaching the strong coupling regime for a given
cavity mode volume.
Parameter Symbol Value Units
Lattice wavelength λL 780.74 nm
Lattice power PL 62 µW
Lattice waist wL 30 µm
Tweezer beam wavelength λt 1550 nm
Tweezer beam power Pt 460 mW
Tweezer beam waist w0 2 µm
Cavity length L 5 cm
Cavity finesse F 400 -
Cavity mode waist w 2 µm
Sphere’s dielectric constant ϵ 2 -
Density of the sphere ρ 2300 kg/m3
Mass of Rb atom mat 1.44 × 10−25 kg
Spontaneous decay rate of Rb Γat 38.11 × 106 s−1
Saturation intensity Isat 1.7 mW/cm2
Pressure P 10−10 torr
Table 5.1: Parameters for sympathetic cooling of sphere.
5.6 Advantages of Sympathetic Cooling
Ground state cooling of levitated spheres might also be done via cavity cooling in the
resolved sideband regime [113] (where the mechanical oscillator frequency is much
larger than the cavity decay rate [39]). Cavity cooling requires a very high-finesse
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cavity and a high mechanical oscillator frequency, both of which are difficult to ob-
tain for levitated spheres [2]: heating from optical absorption limits the mechanical
frequency of the spheres at high vacuum [133], and deposition of nanospheres onto
the cavity mirrors degrades the cavity finesse [2]. Optical feedback cooling can also be
used to reach the ground state, even in the bad cavity limit, if the position measure-
ment of the sphere is done very precisely. This is not a requirement for sympathetic
cooling, giving this method an advantage when position readout is not practical [2].
A combined approach (when possible) of feedback cooling and sympathetic cooling
has been calculated to outperform each individual method [134].
5.7 Projected Results
Parameter Symbol a=150 nm sphere a=50 nm sphere
Optomechanical coupling rate g 2π(5.9 × 103Hz) 2π(1.1 × 103Hz)
Atom cooling rate γcoolat 2π(6.5 × 103Hz) 2π(1.2 × 103Hz)
Momentum diffusion rate γdi f fs 2π(4.5 × 103Hz) 2π(1.7 × 102Hz)
of the sphere
Scattering diffusion rate γscs 2π(6.6 × 103Hz) 2π(2.4 × 102Hz)
of the sphere
Momentum diffusion rate γdi f fat 2π(0.27Hz) 2π(0.27Hz)
of the atoms
Trap frequency ωat, ωs 2π(4.5 × 104Hz) 2π(4.5 × 104Hz)
Sympathetic cooling rate Γcool 2π(2.1 × 104Hz) 2π(4.1 × 103Hz)
Thermal dissipation rate Γth 2π(9Hz) 2π(28Hz)
Background gas collision rate γg 2π(6.6 × 10−8Hz) 2π(1.9 × 10−7Hz)
Steady state phonon number nss 0.41 0.09
Table 5.2: Derived parameters for sympathetic cooling of sphere.
Using the experimentally viable parameters listed on table 5.1, we have calculated
the parameters on table 5.2 for a sphere of radius 50 nm and 150 nm. The results
suggest it is possible to cool the center of mass motion of the sphere to the ground
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Figure 5.5: U-MOT temperature measured after various molasses cooling times.
state starting with a thermal bath at room temperature using a medium finesse cavity
at a pressure of 10−10 Torr.
The molasses cooling rate was calculated by studying the temperature of the U-
MOT cloud after turning the molasses beams on for a variable time, as illustrated in
figure 5.5, the cloud’s temperature decreases exponentially with time. An exponential
fit to this data yields the following function
T = 7.27 + 43.7e−0.39t (5.22)
where T is the cloud temperature in µK, and t is the time the molasses cooling was
on for, in units of ms. By taking the inverse of the exponential term, we conclude
that the cooling rate is 2.5 kHz. If we update table 5.1 with the experimentally
measured parameters from our setup, listed on table 5.3 we can expect, as listed on
table 5.4, a phonon number of 146, this corresponds to a temperature of 7.2 mK, as
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calculated using equation 5.18. Although our current setup will not cool the sphere
to the ground state, a significant reduction in the sphere’s center of mass motion can
be achieved, enough to proof the viability of such a setup.
Parameter Symbol Value Units
Lattice wavelength λL 781.3 nm
Lattice power PL 200 mW
Lattice waist wL 50 µm
Tweezer beam wavelength λt 1596 nm
Tweezer beam power Pt 250 mW
Tweezer beam waist w0 1.7 µm
Bead radius a 85 nm
Number of atoms in lattice Nat 104
Atom cooling rate γcoolat 2.5 kHz
Table 5.3: Experimentally measured parameters for current sympathetic cooling
setup.
Parameter Symbol Value
Optomechanical coupling g 2π(201Hz)
Momentum diffusion rate of the sphere γdi f fs 2π(7.0 × 103Hz)
Scattering diffusion rate of the sphere γscs 2π(6.0 × 103Hz)
Momentum diffusion rate of the atoms γdi f fat 2π(3.0Hz)
Trap frequency ωat, ωs 2π(1.6 × 106Hz)
Sympathetic cooling rate Γcool 2π(65Hz)
Thermal dissipation rate Γth 2π(0.7Hz)
Background gas collision rate γg 2π(1.2 × 10−7Hz)
Cavity linewidth κ 2π(7.5 × 106Hz)
Steady state phonon number nss 146





The sympathetic cooling of beads with atoms experiment is divided into two
parts: the cold atom part and the levitated bead part. The hardware for the cold
atom portion has already been built as it is the same setup used in the cold atoms
coupled to a cantilever experiment. The bead portion of the experiment has all been
designed and built in house.
6.1 Trapped Atoms in an Optical Lattice
For this experiment, the atoms will not be magnetically trapped but optically trapped
in a one-dimensional optical lattice. To create this optical lattice, we use a home-
built 780 nm external-cavity diode-laser. An anti-reflection coated Fabry-Perot laser,
tunable from 770 nm to 790 nm, was used for this purpose (Eagleyard photonics:
EYP-RWE-0790-04000-0750-SOT01-0000). Construction was done following the de-
sign discussed by Cook, et al [135] which is freely available and thoroughly docu-
mented online at http://atomoptics-nas.uoregon.edu/unilaser/. This laser is seeded
into a homebuilt optical amplifier constructed using a design provided by Dr. David
Weld with a commercial tapered amplifier chip (Eagleyard: EYP-TPA-0780-01000-
3006-CMT03-0000).
6.1.1 Optical Layout
As seen on figure 6.1, a 780 nm homebuilt laser with an output power of about 15 mW
is ran through an optical isolator to prevent back-reflections. The beam is split into
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Figure 6.1: Optical layout of lattice beam. A 780 nm laser seeds a tapered amplifier
which is coupled into a fiber to optimize the beam profile on its output. The beam is
then resized before being tightly focused.
two by a beam sampler; while most of the power continues straight through the beam
sampler, a portion of the beam is reflected and split again into 2 beams by a 50/50
beam splitter cube. The beam that gets reflected is coupled into a Fabry-Pérot cavity
(Thorlabs: SA200 -5B) which is used to lock the laser to a single mode of the laser.
The beam that gets transmitted through the cube is coupled into an optical fiber
which is connected to a wavemeter (Bristol instruments: 521), this allows monitoring
of the homebuilt laser’s frequency, which has been determined to remain stable. The
beam that gets transmitted through the beam sampler is seeded into a homebuilt
tapered amplifier which outputs about 700 mW. A cylindrical lens of focal length
50 mm is used to collimate one of the axis of the beam which is then ran through
an optical isolator to prevent back-reflections into the amplifier. A second cylindrical
lens of focal length 75 mm is then used to collimate the other axis of the beam. Before
coupling the beam into an optical fiber, a λ/2 waveplate is used to manipulate the
polarization axis. The purpose of the optical fiber is to ”clean” the beam profile as
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the input beam is elongated on one of the axes. This affects the coupling into the fiber
which is why only about 30 % of the input power is coupled into the optical fiber. On
the output side of the fiber, the beam has a Gaussian profile which is desired when
focusing the beam down to a tight waist. A 150 mm and a 200 mm lens magnify
the beam by 1.3x. In between these lenses a mechanical shutter (Uniblitz electronics:
LS3T2) controls the beam on or off. A second telescope magnifies the beam by 1.6
x. This telescope is made with lenses of focal length 125 mm and 200 mm. Finally,
an aspheric lens of focal length 250 mm, focuses the beam into the vacuum chamber,
parallel to the chip surface, where the waist is aligned with the center of the MOT.
On the output side of the vacuum chamber, the beam is collimated and sent to the
bead chamber.
6.1.2 Trapped Atoms Characterization
In the final experiment, the optical lattice will be produced by retro-reflecting the
laser on the back mirror of an optical cavity in the bead chamber. Although the
cavity has not been installed into the vacuum chamber yet, an optical lattice has
been created by retro-reflecting the beam on a mirror located near the position where
the cavity will be installed. Doing this has allowed characterization of the optical
trap and of the cloud of trapped atoms. Figure 6.2 contains a front image of the
atoms, taken using the method illustrated in fig. 3.11. As expected, the trap is long
in one direction, corresponding to the axis along the laser propagation. Radially, we
expect the trap to be narrow because of the strong radial gradient, this is seen on 6.3
which is a radial cross-section of the cloud. Plotting the trap profile from the images
horizontally and vertically, and subsequently fitting a Gaussian function to the data,
yields information on the width and the optical density along each axis, this data is
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Figure 6.2: Front image of optical lattice. Top right: East-west profile of lattice.
Bottom right: Vertical profile of lattice.
summarized on table 6.1. Using the equations on section 3.6.2 and the data on table
6.1, a density of 109 atoms/cm3, and a total atom population of 104 atoms is obtained.
Although 104 atoms is not enough to reach the ground state, improvements in the
optical lattice trap depth, and initial MOT population and temperature can increase
the total number of atoms trapped. Furthermore, 104 atoms is enough to observe
some level of cooling of the sphere, this would provide proof of the functioning of this
method of cooling.
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Figure 6.3: Side image of optical lattice. Top right: North-south profile of lattice.
Bottom right: Vertical profile of lattice.




Table 6.1: Optical lattice atom trap characterization.
6.2 Vacuum Chamber
Custom design of a vacuum chamber for the levitated bead portion of the experiment
was done by Apryl Witherspoon, an undergraduate student in our research group.
As seen on figures 6.4 and 6.5, two large windows with anti-reflective coating provide
optical access to the chamber, the top of the chamber also contains a window used
for imaging with a CCD camera. The inside of the chamber holds a 5” × 5” optical
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Figure 6.4: (Adapted from ref. [136].) Solid Works rendering of bead vacuum cham-
ber. (Left) Top view of chamber. The lasers enter and exit the chamber through the
two big windows on the top left and bottom right of the picture. The square tube on
the left houses the diving board. (Right) Bottom view of chamber. A small window
on the bottom provides optical access for imaging.
breadboard where the optical components are mounted.
6.2.1 V-Block
The dipole trap in which the beads are levitated is done by focusing a 1596 nm laser
beam with a 1/e2 radius of 3.4 mm by use of a aspheric lens with a numerical aperture
of 0.5 and a focal length of 8 mm. An identical lens is used to collimate the outgoing
beam. To maintain the height of the two lenses from the optical breadboard equal, a
monolithic block of aluminum containing two ’v’-shaped channels was built to hold
the two lenses (figure 6.6). The two lenses are mounted inside an aluminum cylinder.
The lens holders are glued to the V-block with a vacuum compatible epoxy (Epo-TEK
353ND).
To finely tune the location of the trap waist, before striking the first lens, the beam
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Figure 6.5: Bead vacuum chamber. A top window provides optical access to a CCD
camera. Two side windows provide optical access for the lasers in the experiment.
Figure 6.6: V-block holder for the trap lenses.
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Figure 6.7: Optical layout inside bead chamber. A 1596 nm laser beam enters from
the right and bounces on a piezo-controlled mirror before going through a focusing
lens which creates the optical trap and a collimating lens. The beam exits the chamber
through the left window by bouncing on a mirror.
is reflected on a mirror attached to a piezo-controlled mount (figure 6.7). Directly
below the lenses, the optical breadboard has an opening providing optical access from
a bottom window on the vacuum chamber.
Beam Waist
Using equation 4.7, for a wavelength of 1596 nm, a focal length lens of 8 mm, and an
input beam with diameter 3.4 mm, we calculate a diffraction limited waist of 1.2 µm.
To measure the actual waist, the sharp edge of a razor blade mounted on a micrometer
stage was used to systematically block the laser near the focus. A power meter located
after the collimating lens is used to record the laser power that is not being blocked
by the razor blade. As observed on figure 6.8, performing a mathematical derivation
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Figure 6.8: Beam width measurement done using a razor blade to systematically
block the laser while monitoring the power.
of the laser power as a function of micrometer position yields a Gaussian curve that
describes the laser’s cross-section profile at the location where the razor blade was
positioned. As seen on figure 6.9, recording the 1/e2 radius (w(z) as defined by
equation 4.4) of the beam’s profile in a few locations before and after the focal spot
allows the study of the beam’s spot size evolution, which should match equation 4.4.
From this data, the beam waist can be easily deducted. In our setup, the measured
beam waist is 1.4 µm, which is very close the diffraction limited waist of 1.2 µm,
calculated using equation 4.7.
6.2.2 Optical Cavity
Although it has not been installed yet, the optical cavity has been built from mono-
lithic Invar, which is a nickel-iron alloy with a very low coefficient of thermal expan-
sion, this is particularly useful in an optical cavity because its temperature doesn’t
need to be controlled to achieve high stability. Figure 6.10 shows the optical cav-
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Figure 6.9: Beam width measurements near waist used to deduce a beam waist of 1.4
µm.
Figure 6.10: Invar optical cavity and V-block. The lenses on the V-block and the
mirrors on each side of the cavity are not shown in the picture.
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ity with the V-block integrated onto it. This design allows positioning the bead trap
along the optical cavity’s axis by sliding the V-block along the cavity. Horizontal vari-
ations in the bead’s trap position perpendicularly to the cavity axis can be achieved
by varying the collimation of the beam before striking the lens. Finally, small varia-
tions in the vertical plane along the cavity axis can be done by adjusting the input
beam’s angle with the piezo-controlled mirror.
Cavity Dimensions
As can be seen on figure 6.11, the distance between the cavity walls before adding the
mirrors is 66.50 mm. The thickness of the cavity mirrors is 6.35 mm, but because they
are concave, the front face on the center of the mirror is receded 0.040 mm, so the
net thickness at the center of the mirror is 6.31 mm. One of the mirrors is glued on
a 2 mm thick piezoelectric transducer. Additionally, we must take into consideration
the thickness of the epoxy used to attach the piezo to the cavity, the mirror to the
piezo, and the second mirror to the cavity. Each layer of epoxy is about 25 µm thick,
for a total epoxy thickness of 75 µm. Adding all these components, and subtracting
from the distance between the cavity walls gives the cavity length
lcavity = dwalls − (tpiezo + 2tmirror + 3tepoxy) (6.1)
lcavity = 51.81mm. (6.2)
Bead Chamber Optical Layout
Two laser beams will go through the cavity. To trap the beads, a 1596 nm beam











Figure 6.11: Optical cavity diagram. We assume a 25 µm layer of epoxy between the
piezo and the cavity wall, as well as between the mirror and the piezo and between
the second mirror and the cavity wall.
A 780 nm beam, coupled into the cavity, travels along the cavity axis and strikes the
bead to provide the coupling between the bead and the atoms. The 780 nm beam
gets retro-reflected by the back mirror of the cavity to produce the optical lattice in
which the atoms are trapped in.
6.3 Bead Launching
To levitate a bead in our optical trap, the sphere first needs to be released into the
vacuum chamber. Adhesion forces act on the spheres and keep the spheres attached
to the substrate they are in. These adhesion forces are the Van der Waals force, the
electrostatic force, and the capillary force [137]. All of these forces depend on the
separation distance between the sphere and the substrate, and on the sphere diameter.
The capillary force, the strongest of all 3 in our setup, can be reduced by heating
the substrate and spheres, this causes the moisture to evaporate. The electrostatic
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force is also not very relevant in our experiment as most of the beads have a neutral
charge [138]. Therefore, the Van der Waals force is the predominant force keeping
the spheres attached to the substrate.
6.3.1 Van der Waals Force
The Van der Waals force is a result of repulsive and attractive forces between atoms












where δ is the distance between the sphere and the surface, r is the roughness of the
surface, H is the Lifshitz-Van der Waals constant, d is the sphere’s diameter, and ρ
is the radius of the adhesion surface area.
As can be seen from equation 6.3, there is a linear dependence on the radius of the
sphere and the Van der Waals force. The acceleration required to remove the sphere












where ρs is the density of the sphere. Considering we use 170 nm spheres, we require
an acceleration of approximately 109 m/s2 [139], much larger than the acceleration
due to gravity, which explains why the spheres remain attached to the substrate.
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Figure 6.12: Diving board assembly diagram. A glass slide containing spheres on its
tip is placed on top of a piezoelectric ring, both of which are clamped between two
plates. As the piezoelectric material vibrates, the glass slide acts like a diving board
providing enough acceleration to release the spheres.
6.3.2 Diving Board Launcher
Bead Preparation
In our setup, we use non-porous silica (S iO2) spheres with a diameter of 170 nm
(Bangs Laboratories: SS02000). A glass slide is used to transfer the spheres from the
aqueous solution in which they are purchased, to the chamber. A few drops of the
bead-containing solution are placed on a glass slide which is then heated on a hot
plate for 1 hour at 150 ◦C to evaporate the solution and turn it into a powder. A
portion of the bead powder is then scraped using a tungsten probe tip onto a second
slide which is heated on a hot plate for 20 minutes at 150 ◦C to eliminate moisture.
To avoid ambient moisture from re-accumulating around the spheres, the slide must




The glass slide containing beads on its tip is placed on top of a piezoelectric trans-
ducer ring (APC international: 70-2221). This piezoelectric transducer is manufac-
tured from PZT ceramic (Pb: lead, Zr: zirconium, Ti: titanium).The glass slide
and the piezoelectric ring are both clamped between two plates. The bottom plate
is electrically connected to the bottom side of the piezoelectric transducer which is
connected to ground. The top plate is made of Techtron, a plastic with very low
electrical conductivity. The insulating properties of Techtron prevent electrical arch-
ing between the top plate and the grounded bottom plate [140]. The top side of the
piezoelectric transducer is connected to a variable voltage which causes the material
to expand and contract, this produces the tip of the glass slide to act as a diving
board providing enough force to release the beads into the air. The piezoelectric ring
has many ultrasonic vibrational modes, but greater accelerations can be achieved at
higher frequencies [139]. Typically, in our setup we use the resonance frequency of
141 kHz.
Diving Board Driver
To achieve the high power needed to drive the piezoelectric ring, a large current is
required due to the low resonance impedance [139]. A high power pulse generator has
been built for this purpose, using the design on figure 6.13. A function generator drives
a power MOSFET which controls the high current pulses sent to the piezoelectric
transducer.
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Figure 6.13: (Adapted from ref. [139].) Circuit diagram of diving board launcher
driver. A function generator drives a MOSFET which controls high power pulses
across the piezoelectric transducer.
6.3.3 Trapping of Beads
When the piezoelectric transducer is driven on resonance, the tip of the glass slide,
which contains beads on the bottom side, oscillates like a diving board providing
enough force to shake the beads off the glass slide. Each pulse is only done for a
period of 0.3 to 1.5 s followed by a rest period of about 50 s. Once the beads are
airborne, they will fall due to gravity. If the rest period is too short, a bead might
get trapped but knocked out of the trap by other airborne spheres. The launching of
beads is done at a pressure of about 7 Torr. At this pressure, there is enough air in
the chamber to provide damping which will reduce the sphere’s velocity, this makes it
easier to catch beads. On the other hand, if the pressure is too high, air instabilities
might knock beads out of the trap.
Bead Clumps
On every pulse, many beads are released to increase the chances of one bead falling
at the trapping region. As can be seen on figure 6.14, the potential energy required
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Laser power: 250 mW
Wavelength: 1596 nm
Figure 6.14: Trap escape potential on axial direction as a function of bead size for
1596 nm laser with a power of 250 mW and a waist of 1.7 µm.
Figure 6.15: SEM images of launched spheres. (Left) Single spheres and clumps of
spheres are launched with the diving board method. (Right) Two launched single
spheres of slightly different sizes.
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to escape the trap on the axial direction, sharply decreases for beads larger than 200
nm. This effect is a result of the scattering force increasing more rapidly than the
gradient force as the former scales as a6, while the latter as a3, where a is the radius
of the sphere. As the beads are released from the glass slide, they occasionally fall
adhered to each other in groups, or clumps. Due to the fact that in our setup, big
spheres can’t be trapped, we don’t need to worry about trapping these clumps of
beads. However, if a majority of the launched beads are released in clumps, the flux
of launched beads might look good, but none would be trapped. A solution to reduce
clumps is spin coating the slide on a centrifuge, this produces a mono-layer of beads
[140].
To determine whether clumps of spheres would be an issue, a microscope slide
was placed directly under the diving board from which the beads are launched. After
several pulses of the diving board, the slide was removed and taken to a scanning
electron microscope (SEM) to study how frequently clumps are launched vs single
spheres. Figure 6.15 shows two SEM images depicting launched beads. The image
on the left shows both, single beads and clumps of beads, suggesting we do in fact
launch singles and there is no need to spin coat the slides. The image on the right
shows two different beads with diameters 165 nm and 133 nm. This variation in
size is surprising as the sphere’s manufacturer reports a 10% variation in diameter.
Nevertheless, a 20% variation in size can be tolerated in our setup, since spheres 20%
larger or smaller can still be trapped, as can be deducted from figure 6.14.
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Figure 6.16: CCD image taken with an InGaAs camera of a 170 nm bead trapped at
7 Torr with a 1596 nm laser focused to a waist of 1.7 µm.
6.4 Bead Imaging
The trapped spheres are imaged in two different ways: using a camera to see the
sphere live, and using photodetectors to study the motion of the sphere.
6.4.1 Live Imaging
InGaAs Camera
A CCD InGaAs camera (Hamamatsu: C14041-10U) is used to look at the trap live.
This camera is highly sensitive to light with a wavelength from 950 nm to 1700 nm,
with a pixel size of 20 µm. The camera is pointed at the trap, when the spheres
pass through the laser, light is scattered from them, which can be seen on the CCD
camera, because we use a 1596 nm laser to trap the spheres. Figure 6.16 shows a 170
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Figure 6.17: CCD image of trapped sphere, taken using Si camera sensitive to 632
nm light. On the left side of the picture the two lenses can be seen, in between them
the trapped sphere. Near the center of the image, from the top to the bottom of
the picture, the glass slide with beads on it is captured. (Inset) Zoomed in image of
trapped 170 nm sphere.
nm trapped sphere, on this image, the laser enters from the top, the bright region
on the bottom of the image is light scattered from the collimating lens. Having a
live image of the trap when launching the spheres is used to gauge the flux of beads
as the diving board is shaken. Typically when the flux is low, the slide needs to be
changed. Also, this live image is used to determine when a bead gets caught in the
trap. Although the trapping rate varies, with a power of 250 mW, and a fresh slide




Before using the InGaAs camera, live imaging was performed using a Si CCD camera
(Chameleon: CMLN-13S2M). This camera is sensitive to light of wavelength 300 nm
to 900 nm, therefore it is not sensitive to the scattered trap light. A HeNe laser
(Melles Griot: 25-LHP-151) with a power of 5 mW and a wavelength of 632.8 nm was
aligned collinear to the trapping 1596 nm laser with the purpose of imaging the light
scattered from this laser, rather than from the trapping laser. Although, as seen on
figure 6.17, we successfully imaged spheres using this method, we encountered two
main issues: low laser power and difficulty aligning the two focal spots.
The HeNe laser only outputs 5 mW of power, so the image from the light scat-
tered from the sphere isn’t very bright on the camera. In fact, the brightness of
the sphere was comparable with the intensity fluctuations of the pixels surrounding
the sphere. To distinguish the sphere from surrounding fluctuations, several pictures
were taken and averaged. This process was slow and inefficient. The second problem
we encountered was the focal spots of both, the 1596 nm laser and the HeNe laser,
must overlap to successfully image the trap. Chromatic aberrations made this task
difficult: if both laser beams strike the trap lens collimated, the focal spots will occur
at different distances from the lens. From table 6.2, it can be noted that the waist
of the HeNe laser will occur about 267 µm before the 1596 nm laser’s waist. To push
the focal spot further from the lens, the input beam collimation can be deliberately
modified such that the beam is diverging. Although possible, in practice, getting the
HeNe beam to focus 8 mm away from the lens is difficult, as a small change in the
distance between the two resizing lenses that produce the diverging beam moves the
focal spot by a significant amount.
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Table 6.2: Focal length of Thorlabs A240-C aspheric lens for various wavelengths
[141].
Figure 6.18: Segmented photodiode diagram. Light incident on each active area is
processed individually, allowing measurement of beam displacement along the pho-
todiode.
6.4.2 Bead Spectra
After verifying that the bead is trapped, the spectra of the sphere is studied to
determine its frequency. This is done by imaging the transmitted light or the scattered
light onto a photodetector.
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Quadrant Photodetector
A photodiode is a device that converts light into an electrical current proportional
to the intensity of the input beam. A photodiode in combination with an electronic
circuit that turns the photocurrent into a voltage readable by an oscilloscope is called
a photodetector [91]. A quadrant photodetector is composed by a segmented photo-
diode (figure 6.18) containing 4 active areas. The displacement of a beam relative to
the center of these 4 areas is easily obtained in such a setup, this makes quadrant
photodetectors ideal for applications regarding beam displacement, or displacement
of a portion of a beam.
Each active area produces a voltage proportional to the intensity incident on it.
To measure beam displacement along the X-axis on figure 6.18, the voltages from
sections A and C must be added and subtracted from the addition of sections B and
D. Similarly, to measure the displacement along the Y-axis, sections C and D are
subtracted from sections A and B.
The quadrant photodetector used in our setup was homebuilt using a commercial
InGaAs photodiode (Hamamatsu: G6849-01) with a peak sensitivity at 1550 nm.
Figure 6.19 shows the circuit diagram used. The photocurrent from each section of
the photodiode is amplified and converted into a voltage using a trans-impedance
amplifier configuration. The amplified signal is then sent to a processing circuit with
three outputs: a sum and 2 difference signals, corresponding to the horizontal and



























































Figure 6.20: Imaging of light scattered by bead. A lens collects a portion of the
scattered light and collimates it, to be sent to the photodetector.
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Imaging using Scattered Light
A trapped bead will scatter light in all directions, this scattered light contains infor-
mation on the sphere’s motion as it spatially varies with the sphere’s movement. A
lens with a focal length of 25 mm is placed 25 mm away from the trap site. This way,
the scattered light that makes its way to the lens, exits the lens collimated. After
collimating the scattered light, the beam is directed to a photodetector for processing.
An issue with this method is that only a portion of the scattered light is collected,
so the signal is very weak. Proper amplification of the signal must be done on the
photodetector which limits the detectors bandwidth.
In our setup, the lens has a diameter of 12.5 mm, so its area is 123 mm2. The lens
is positioned 25 mm away from the trap site, so the lens only covers a small portion
of the light sphere. The total light sphere area for a radius of 25 mm is 7853mm2, so
the lens only collects about 1.5% of the scattered light. For the parameters on our
setup we expect a total scattered power of about 4 mW. The total power on the lens
would then be about 60 µW.
A quadrant photodetector is used to image the bead using the scattered light. To
image the sphere onto the photodetector, a lens with a focal length of 150 mm is used.
To achieve the sensitivity required, the transimpedance amplifiers on figure 6.19 were
adjusted to have the desired gain by changing the resistors from 5 kΩ to 667 kΩ. At
this gain, we have determined an output voltage to input laser power of 7.5 V/µW.
As discussed on section 4.2.3, the expected bead frequency is 7 kHz and 32 kHz.
To make sure the photodetector can sense these frequencies, an LED was flashed at
various frequencies, while the output signal from the photodetector was monitored.
A bandwidth of 190 kHz was measured, which is enough for our frequencies.
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Figure 6.21: Bead spectra at a pressure of 10−4 Torr. The data was obtained by
imaging the light scattered by the trapped sphere onto a quadrant photodetector.
Results
A Fast-Fourier Transform (FFT) of the signal from the light scattered by the sphere
(figure 6.21) shows two frequency peaks corresponding to the axial and the trans-
verse center of mass motions of the sphere. An axial frequency of 6 kHz, and a
transverse frequency of 36 kHz were measured which agree with our expected values.
Calculations of the mechanical quality factor could not be performed from this data
because of insufficient data points due to a slow sampling rate. Future work includes
measuring the mechanical quality factor as a function of the pressure in the vacuum
chamber. It is expected that as the pressure decreases, the gas damping also decreases
and therefore the quality factor increases. The damping coefficient can be calculated
by experimental measurements of the trap frequency, ω0; and the mechanical quality
factor, Q with the following equation: Γ0 = ω0/Q. Theoretically, the gas damping
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(1 + ck), (6.6)
where η is the viscosity coefficient, R is the radius of the sphere, m is the mass of the
sphere. ck is given by
ck =
0.31Kn
0.785 + 1.152Kn + K2n
. (6.7)





where l is the mean free path of the gas molecules.
6.5 Current State of the Experiment and Next Steps
At the time of writing this dissertation, 170 nm diameter spheres can be trapped in
an optical tweezer created with a 1596 nm laser. The frequencies of the center of
mass motion of the sphere can be monitored, and the pressure in the chamber can
be decreased to 10−5 Torr before losing the sphere. Next, the optical cavity must be
installed in the vacuum chamber, and the 780 nm laser coupled to it. By coupling
the 780 nm laser to the cavity, the beam is retro-reflected and the optical lattice is
created. Pre-cooling of the sphere’s motion is needed to maintain the sphere trapped
at high vacuum pressures, this can be achieved using parametric feedback cooling.
6.5.1 Parametric Feedback Cooling
Parametric feedback cooling is a mechanism that allows cooling of the center of mass
motion of a sphere in a dipole trap using a single laser beam. This cooling is achieved
123
Figure 6.22: (Figure reproduced from ref. [140].) Parametric feedback cooling works
by varying the trap depth depending on the sphere’s position.
by modulating the optical trap’s stiffness at twice the trap frequency: increasing it
whenever the sphere moves away from the trap center, and reducing it as the sphere
moves back to the center (figure 6.22) [125]. As can be seen from equations 4.21 and
4.22, the trap stiffness can be modulated by changing the trap laser’s intensity, this
can be done using an Electro-Optical Modulator (EOM) which is a device that uses the
electro-optical effect for this purpose: applying an electric field to a nonlinear crystal,
modifies its refractive index, which can be used to control the phase, polarization or
power of a laser going through the crystal. Figure 6.23 shows a simplified diagram of


































Figure 6.23: (Adapted from ref. [143].) Parametric feedback cooling diagram. Quad-
rant photodetectors produce a velocity dependent signal. Each of the signals from
the protodetectors is processed through a derivative circuit, a multiplier circuit and
a phase shifting circuit. All 3 processed signals are summed and fed to an EOM to




In the field of precision sensing, cooled levitated spheres have been proposed for
studying gravitational waves [144], where a cooled levitated particle inside a medium-
finesse cavity is used for detection at the 50-300 kHz frequency range which is not
limited to photon shot noise. The levitated particle’s isolation from the thermal
bath, robust decoupling from internal vibrations, and lack of clamping mechanism
result in a very high mechanical quality factor [145]. This allows levitated particles
to be used as a sensing tool for short range forces. Measurement times of 105 s, and
force sensitivity of 10−21 N have been reported when using levitated silica spheres,
which could be used for measurement of gravitational forces [52], and Coulomb forces
[124]. Geraci and Goldman [146] recently proposed that by using ground-state cooled
levitated spheres, acceleration sensing at the 10−8m/s2 level is possible. In their
proposed matter-wave interference setup, illustrated in figure 7.1, the cooled sphere
interacts with a mass as it is dropped nearby. By recording the position of the sphere
after it falls in repeated experiments, an interference pattern is created which will
vary if the density of the test mass is changed, as this will change the gravitational
acceleration between the mass and the sphere. Such an experiment could be used to
perform searches for Yukawa type potentials at the 5 µm level scale.
As a way of improving sensitivity, recent research has been devoted to squeezing
of mechanical oscillators [147, 148], where the oscillator is at the limit of the Heisen-
berg uncertainty principle; i.e., ∆x∆p = ℏ/2. A classical analog of this effect was
first reported by Rugar and Grüter in 1991 [149] where the thermal noise (Brown-
ian motion) of a cantilever was reduced below the usual thermal equilibrium value.
Quantum squeezing of mechanical oscillators has already been achieved [150, 151],
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Figure 7.1: (Figure reproduced from ref. [146].) Illustration of matter-wave inter-
ference experiment proposed by Geraci and Goldman for short range sensing. A
ground-state cooled levitated nanosphere is dropped near a mass. After some time, a
light grating is applied. Measurements of the sphere’s final position reveal an inter-
ference pattern dependent on the acceleration due to gravitational interaction with
the nearby mass.
and a squeezing technique has been demonstrated which could be used in pre-cooled
levitated optomechanics [152].
Coupling the sphere to internal states of atoms [54] could allow projecting the
atoms-sphere system into an Einstein-Podolsky-Rosen (EPR) entangled state, which
could be used for teleportation of collective spin states of the atom to the sphere [56].
To realize experiments of this kind, cooling of beads to the ground state must
first be repeatably demonstrated. Sympathetic cooling via cold atoms expands the
possible ways of reaching this, and because the sphere does not need to be pre-cooled,
this setup is beneficial when cryogenic operation is not practical. An other practical
advantage is the requirement of a medium-finesse cavity for this kind of experiment,
as opposed to high-finesse cavities needed in cavity cooling. Sympathetic cooling also
enables the possibility of ground state cooling of smaller spheres than cavity cooling,
which is limited to spheres with a diameter of 1 µm or larger [153]. Thermal contact
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with the environment limits the isolation of the mechanical motion of an oscillator;
levitated particles provide an improvement over other mechanical systems as they are
mechanically isolated from the environment, providing long coherence times [154].
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APPENDIX A
LABVIEW PROGRAM USED IN MAGNETIC COUPLING EXPERIMENT
To control the analog and digital signals on both the magnetic and the optical
coupling experiments, a Labview virtual instrument (VI) is used. This program con-
trols a sequence of events, each event lasting a different length of time. The program
therefore has three parts: a state table that controls the analog outputs, a voltage
table that controls the digital outputs, and a time table that sets the times for each
event. In this appendix, a description of the sequence VI for the atoms magnetically
coupled to a cantilever is provided.
A.1 State Table
The state table has the ability to control 16 analog outputs, but only the first 8 are
used in our experiment:
1. MOT anti-helmholtz coils
2. (Not used)
3. Imaging shutter
4. Cooling beam shutter
5. Hyperfine depump beam shutter
6. Optical pumping shutter
7. Camera trigger
8. Analog output board trigger
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A.2 Time Table
The time table sets the duration of each event in milliseconds, with a precision of 0.1
ms.
A.3 Voltage Table
15 digital signals are controlled with the voltage table. Each line on the voltage table
corresponds to an event on the state table and time table. The outputs controlled
are the following:
1. Detuning of the cooling beam (controlled via an AOM)
2. Detuning of the repump laser (controlled via an AOM)
3. Current on the P-wire
4. Current on the U-wire
5. Diagonal bias field
6. East-west bias field
7. Vertical bias field
8. South anti-helmholtz coil
9. Guide wire
10. Guide wire
11. North anti-helmholtz coil
12. Detuning of the hyperfine depump beam (controlled via an AOM)
13. Amplitude of the hyperfine depump beam (controlled via an AOM)
14. (Not used)
15. Amplitude of the cooling beam (controlled via an AOM)
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Figure A.1: Sequence state table and time table. Each column corresponds to a
different analog output.
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Figure A.2: Sequence state table and time table. Each column corresponds to a
different analog output.
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Figure A.3: Sequence voltage table. Each column corresponds to a different digital
output. Each line on the voltage table corresponds to a line in the sequence table.
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APPENDIX B
MINIMUM DETECTABLE FORCE OF A HARMONIC OSCILLATOR
A mechanical oscillator in a thermal bath will receive random collisions from the
surrounding gas. When the mechanical oscillator is used as a force sensor, these
thermal fluctuations limit its sensitivity.
B.0.1 Cantilever Response
The equation of motion for a cantilever with mass m, and spring constant k is given
by




where F(t) is the force applied on the cantilever, and γ is the damping coefficient, and
ω0 =
√
k/m is the mechanical resonance frequency of the cantilever. For a harmonic
driving force: F(t) = f0e−iωt, the above equation can be rewritten as




The cantilever’s response is then
x(t) = x0e−iωt (B.3)
substituting equation B.3 into B.2, we obtain

















(ω20 − ω2)2 + ω2ω20/Q
(B.6)
where the substitution γ = ω0/Q was performed, and Q is the mechanical quality
factor of the cantilever.
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B.0.2 Thermal Noise Limitation














|χ( f )|2S F( f )d f (B.7)
where S x( f ) and S F( f ) are the displacement and force spectral density, respectively.
























where kB is Boltzmann’s constant. Substituting equation B.9 into B.10, and using
















As expected, this force is limited by the temperature, and the mechanical quality
factor of the cantilever.
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APPENDIX C
MATHEMATICA CODE USED TO NUMERICALLY CALCULATE FIELD
FROM MAGNET
In section 3.5.1, the field produced by a magnet was derived by approximating the
field as a dipole. This approximation is only valid at large distances compared to the
size of the magnet. For a more realistic estimate, we numerically integrated over the


























NANOFABRICATION OF CANTILEVER AND DRIVE MASS FOR GRAVITY
EXPERIMENT
Experimental progress has been made to measure short-range forces using cooled
optically levitated micro-spheres. As illustrated on E.1, in the ongoing experiment
in our lab, a mass source, with periodical gold lines embedded in silicon is used.
Near this surface, a silica micro-sphere is optically trapped. Gravity-like forces on
the sphere due to the source mass can then be studied when the sphere is mostly
interacting with the silicon or with the gold structure [145]. In this section, the
fabrication of a cantilever and a drive mass for this short-range force experiment
is discussed. Although it does not have an impact on the two projects discussed
in this dissertation, this gravity experiment provides an example of an application
of levitated spheres, and the fabrication steps are very similar to the ones used to
fabricate the cantilever and the atom chip previously discussed.
E.1 Cantilever Fabrication
The drive mass will be oscillated by gluing it onto a capacitively driven cantilever at
a resonance frequency determined by the physical dimensions of the cantilever. The
cantilevers are made of silicon; to fabricate them we use silicon-on-insulator (SOI)
wafers which have a layer of silicon dioxide buried in the wafer, the top layer of the
SOI wafers set the height of the cantilever, the bottom layer sets the height of the
handle. A layer of gold is evaporated onto the top of the finished cantilever to make
its surface electrically conducting.
The fabrication of the cantilevers is divided into two processes: the front side of
the wafer and the back side of the wafer, both processes are very similar and the
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Figure E.1: (Adapted from ref. [145].) Geometry for a short-range force measurement
experiment.
Figure E.2: The cantilevers are etched from a silicon-on-insulator substrate (Top
left). (Bottom left) top view of cantilever coated with a layer of gold. (Bottom right)
Bottom view of cantilever.
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procedure is summarized as follows.
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E.1.1 Cantilever fabrication steps
Front Side
Step Tool Description
1 Wbclean Clean wafers on SC1 and SC2 baths to
eliminate organics and metals
2 YES oven Dehydrates wafers and primes them to
allow better adhesion between oxides and resist
3 SVGcoat Coat front of wafer with 3 microns of SPR-220-3 resist.
Let wafer sit on litho room for 12 hours
before continuing
4 KarlSuss Pattern wafers using front side mask
5 SVGDev Develop patterned wafers
6 110 ◦ C Oven Bake developed wafers for 30 minutes
7 STSetch Etch front side of wafer until the front silicon
is gone and the oxide is exposed
8 Gasonics Remove resist from front side of wafer
9 Wbclean Piranha clean wafers to remove resist residue
followed by dump rinse and spin dry
10 Wbclean Clean wafers on SC1 and SC2 baths to eliminate
organics and metals
11 Tylanbpsg Deposit oxide to protect front side of wafers
from scratches during back side
fabrication/manipulation




12 AMTetch Etch oxide from the back side of the wafer
(but leave oxide on front)
13 YES oven Dehydrates wafers and primes them to
allow better adhesion between oxides and resist
14 SVGcoat Coat back of wafer with 10 microns of SPR-220-7 resist.
Most 10 micron coating recipes only bake wafer
on hotplate for 100 s, if so bake wafer on hotplate for
an additional 4 minutes. Let wafer sit on
litho room for 24 hours before continuing
15 KarlSuss Pattern wafers using back side mask
16 SVGDev Develop patterned wafers
17 110 ◦ C Oven Bake developed wafers for 30 minutes
18 STSetch Etch back side of wafer until the back silicon is gone
and the oxide is exposed
19 Wbclean Etch oxide by dipping wafers into 6:1 BOE, followed
by dump rinse. Dry wafers manually to prevent
the cantilevers from falling off on the spin drier
20 Wbsolvent Clean resist off cantilevers with acetone by
individually spraying them, manually
air dry cantilevers
Table E.2: Fabrication steps for the back side of the cantilever.
Front Side
Step Tool Description
21 Innotec Evaporate a binding layer of titanium onto front of
cantilevers followed by a layer of gold
Table E.3: Final cantilever fabrication step.
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E.2 Drive Mass Fabrication
The drive mass is also fabricated on a silicon-on-insulator substrate where several
masses are etched on a single wafer. The top silicon layer is 5 µm thick which defines
the depth of the gold pits, the bottom silicon layer is 500 µm thick, and will be
polished down to a few microns after the pits are filled with gold.
E.2.1 Drive Mass Fabrication steps
Front Side
Step Tool Description
1 Wbclean Clean wafers on SC1 and SC2 baths to eliminate
organics and metals
2 Thermconitride Coat wafers with silicon nitride
to insulate the top of the trenches
3 YES oven Dehydrates wafers and primes them to
allow better adhesion between oxides and resist
4 SVGcoat Coat front of wafer with 3 microns of
SPR-220-3 resist. Let wafer sit on litho room
for 12 hours before continuing
5 KarlSuss Pattern wafers using front side mask
6 SVGDev Develop patterned wafers
7 110 ◦ C Oven Bake developed wafers for 30 minutes
8 Drytek2 Etch front side of silicon nitride until silicon is exposed
9 STSetch Etch front side of wafer until the front silicon
is gone and the oxide is exposed




10 SVGcoat Coat back of wafer with 10 microns of
SPR-220-7 resist. Do not bake on hotplate because
the front side of the wafer still has resist
11 110 ◦ C Oven Bake wafers for 1.5 hours in a
cassette with resist side up, wafers must be horizontal
so the resist doesn’t fall out. Let wafer sit on litho room
for 24 hours before continuing
12 KarlSuss Pattern wafers using back side mask, soft contact
13 SVGDev Develop patterned wafers
14 110 ◦ C Oven Bake developed wafers for 30 minutes
15 Drytek2 Etch back side of silicon nitride until silicon is exposed
16 STSetch Etch back side of wafer until the back silicon is gone
and the oxide is exposed
Table E.5: Fabrication steps for the back side of drive mass.
Front Side
Step Tool Description
17 Innotec Evaporate a binding layer of titanium onto front of wafers
followed by a layer of gold
18 Wbsolvent Clean resist off masses by soaking wafer in acetone
overnight, rinse with methanol
Table E.6: Final mass fabrication steps.
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Figure E.3: Drive mass before gold coat. The red line represents the silicon dioxide
buried layer. (Left) Front view of drive mass. (Right) Bottom view of drive mass.




ELECTROPLATING AND POLISHING OF DRIVE MASS
The masses for the gravity experiment are are done at Stanford Nanofabrication
Facility as described in section E.2. The last step of the process done at Stanford is
evaporating a seed layer of gold on a titanium binding layer. The wafers are then
transported to our lab where sections of it are scribed and gold is electroplated on
them to fill the 5 micron trenches previously etched. After filling the trenches with
gold, a polishing step must also be performed to obtain the desired mass thickness.
F.1 Electroplating
To electroplate gold, we use a cyanide-free gold plating solution (Technic Inc.: Elevate
gold 7990). The process must be done under a fume hood and proper eye and skin
protection must be worn.
F.1.1 Preparing the Samples
The wafers must be scribed into pieces with an area of about 5 cm2. The top of the
trenches have a layer of photoresist on them when the gold is evaporated; this allows
removal of the gold everywhere, except for the bottom of the trenches, by soaking the
wafer in acetone overnight. To remove any gold from the top of the trenches that did
not get taken out during the acetone dip (figure F.1), the wafers must be sonicated
for 10 minutes in acetone. If the top of the trenches have gold on them, gold will be
electroplated at a faster rate near the top corner than at the bottom of the trenches.
This will produce the trench to close prematurely leaving a void in the trenches as
can be observed on figure F.1.
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Figure F.1: SEM images of drive mass. (Left) Cross section of electroplated mass
presenting voids inside the trenches. (Right) Mass before electroplating with leftover
gold peeling from the top of the trenches, which is removed by sonicating the mass.
F.1.2 Deposition Time Calculation
The gold solution we use, Elevate gold 7990, has a deposition rate of 122 mg/(A
min). We usually run 0.004 A/cm2, following the recommended current density of
0.1-0.8 ASD (Amperes per square decimeter). From experience, we have learned that
a slower current density yields a smoother finish. To calculate the deposition time,
we first need to estimate the area of the sample to be gold coated, and then calculate
the deposition current I
I = Ja (F.1)
where I is the deposition current in amperes (A), J is the current density in A/cm2
(usually, 0.004 A/cm2), and a is the sample area in cm2.
The mass deposition rate is given by
km = ksI (F.2)
where the mass deposition rate has units of mg/min, and the solution’s deposition
rate, ks is in mg/(A min) (for our solution ks = 122mg/(Amin)). The thickness
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where ρ is the density of gold (19.32 g/cm3), and the thickness deposition rate, kt has
units of cm/min.
F.1.3 Materials
1. Gold solution Elevate 7990
2. Platinum anode




7. 2.5 V power supply






14. Lab safety goggles
15. Gloves
16. Watch
17. Chemical waste bucket
151
Figure F.2: Typical electroplating setup. A resistor is used to measure the voltage
and monitor the current across it.
18. Kim wipes
19. Microscope glass slide
20. Kapton tape
21. Alligator clip wires
F.1.4 Procedure
Make sure to wear a lab coat, safety goggles and gloves at all time. Also, closed-toe
shoes should be worn while electroplating. The gold solution leaves a black stain on
fabrics. Make sure the connections have the right polarity; otherwise the gold might
be stripped off the sample instead of deposited onto it. The following steps must be
done under a fume hood.
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1. With DI-water, rinse beakers, thermometer, anode, magnetic stirrer, plastic
block, and microscope slide.
2. Use kapton tape to attach sample to a microscope glass slide.
3. Use vise to clamp anode to one side of plastic block and the glass slide on the
opposite side of the block.
4. Place plastic block/anode/sample assembly on one of the beakers. Attach a
wire to the top of the gold coated portion of the sample. Connect the other end
of the wire to a (46 Ohm) resistor.
5. Connect a wire from the resistor to the negative output of the power supply.
6. Use an alligator clip to connect the anode to the positive terminal of the power
supply.
7. Use a voltmeter to monitor the voltage drop across the (46 ohm) resistor.
8. Fill a beaker with 450 ml of gold solution. Put the beaker on a hot plate.
9. Put thermometer in the gold solution.
10. Turn the magnetic stirrer on (on the corning hotplate, we set the stirring to 6)
11. Slowly raise and monitor the temperature of the solution until 60 ◦C is reached
(we start with the knob at the “3.5” mark). This step takes about 50 minutes.
12. When the temperature has stabilized to 60 ◦C, set the voltage on the power
supply to about 1.0 V. Turn power supply on.
13. Insert anode/sample assembly into gold solution. Adjust the voltage on the
power supply to match the desired current by monitoring the voltage drop
across the resistor.
14. Monitor and adjust, if necessary, the solution’s temperature, it should remain
around 60 ◦C.
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15. After deposition, remove assembly from solution and place it on a beaker. Turn
power supply off.
16. Turn off hotplate and stirrer.
17. Wait for solution to cool down to less than 30 ◦C. Return excess solution back
into bottle.
18. Use DI water to rinse on a beaker all of the equipment that came in contact
with gold solution including the sample.
19. Dump the water used to rinse the equipment into the chemical waste bucket.
20. Rinse equipment with isopropanol and wrap it in aluminum foil to keep it clean.
F.2 Polishing of Drive Mass
The final mass has a thickness of 500 µm of silicon, 5 µm of silicon/gold pattern, and
additional electroplated gold, as illustrated in figure F.3.
To obtain a 1-3 µm smooth layer of silicon above the gold/silicon trenches, the
underlaying silicon is polished. After polishing, the silicon must be coated with gold








Figure F.3: Representation of drive mass. From left to right: Drive mass before
polishing, polished drive mass with glass attached to it for structural support, polished








1. Using a diamond scribe, cut 5 “pieces”, each containing one gold coated source
mass. These pieces must be smaller than 1 cm × 1 cm.
2. Using an indicator with an accuracy of 2.5 µm, measure the height of the silicon
piece (silicon + gold).
3. Using indicator, measure the height of a previously cut 1 cm × 1 cm glass
square. The glass squares are obtained by cutting a 500 microns thick quartz
wafer using a wafer saw.
4. Epoxy gold-side of the piece to glass square using 353ND epoxy.
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5. Using indicator, measure silicon + epoxy + glass.
6. Using indicator, measure the polishing puck’s height at the different spots where
the pieces will be placed.
7. Use wax to attach glass side of pieces to polishing puck. Attach a piece of
Kapton tape to puck before waxing; take tape out after wax has hardened to
keep an area of the puck without wax. Measure height of clean area, then “zero”
the indicator at clean area.
8. Using indicator, measure silicon + epoxy + glass + wax + puck combo. Each
piece should have its own combo measurement.
9. Subtract clean height from combo measurement since all of the following mea-
surements will be done referenced from this height. Subtract silicon height too,
this is the background for each piece = epoxy + glass + wax + (puck - clean
height). To find out height of silicon, measure the height from clean area to top
of silicon and subtract background. Each piece should have its own background.
10. Use a diamond file to bevel the edges of each piece, this will prevent chipping
of the silicon. There is no need (and in practice it is too difficult!) to file the
edges of the mass itself or the frame around the mass.
Polishing
To perform the polishing, we have purchased pads from www.metallographic.com.
The pads we have used are Polypad (Catalog number: PP-6008) for the 9 µm sus-
pension and Goldpad (Catalog number: GP-4008) for 6 and 3 µm and for the colloidal
silica.
The polishing solution we have used (purchased from www.buehler.com) is a di-
amond suspension MetaDi Ultra sold in a spray bottle. We have used 9 µm (Part
156
number: 406533), 6 µm (Part number: 406532), and 3 µm (Part number: 406531)
solutions.
1. Attach appropriate polishing pad to polishing plate.
2. Use deionized water to lubricate polishing pad.
3. Spray some polishing solution to pad.
4. Mount polishing puck onto spinning arm and lower it to pad.
5. Start polisher at lowest speed.
6. Periodically stop the polisher to measure how much silicon has been removed.
Before and after measuring, rinse the pieces with DI water. Check the pieces for
chipping or cracking and bevel the edges with a diamond file if needed. Rinse
with DI water after beveling.
7. Take a note of the polishing speed. We have experienced speeds of about 64
µm/hour with the 9 µm solution and 30 µm/hour with the 6 µm solution. The
3 µm solution is too slow and varies too much to determinate the polishing
speed. Use the 9 µm solution until about 50 µm of silicon (omitting the gold
layer and trenches which are usually 10 microns tall) are left or until pieces
start cracking or breaking, whatever happens first. Use 6 µm solution until
about 20 µm of silicon are left. The 3 µm solution removes material slowly, stop
frequently and measure until target height is reached. Sometimes, when using
3 µm solution, very little silicon is removed so we can’t determine, with the
indicator, how much silicon is being removed. However, if the mass is looked
at under a microscope differences can be noticed after each polishing run. In
this case, polish the piece until the desired height using the 6 µm solution. Use
the 3 µm solution to polish out the surface imperfections. Continue polishing
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and periodically looking at mass under a microscope until polishing does not
improve surface smoothness.
Polishing pad must be changed every time the diamond solution is changed. If
an air bubble is left between the polishing plate and the pad, the pad might
rip, avoid this by flattening the pad out with a piece of glass (we used a blank
window) If pad tears, it must be changed.
8. Polish until about 50 µm of silicon is left.
9. Unwax pieces from the polishing puck.
10. Look at mass in a scanning electron microscope at a 45 degree angle and de-
termine how much silicon is left by measuring the height of one sidewall of the
mass (multiply that measurement by
√
2 to account for the angle). Before load-
ing the mass onto the SEM, it must be sputter coated with gold or carbon to
electrically ground all parts of it.
11. Wax piece back onto polishing puck.
12. Measure silicon + epoxy + glass + wax + (puck - clean height) and subtract
remaining silicon as measured on SEM, this is the new calibrated background
for this piece.
13. Continue polishing until desired height is reached. In most cases, each piece
gets polished at different speeds, so while one piece might be at desired height,
another one might not; stop when first piece is ready.
14. When 10 µm of silicon is left, the pieces must be cut with a focused ion beam to
study the cross section of the masses.This is a much more accurate measurement
of the silicon left.
15. Continue polishing until 1-3 µm of silicon is left.
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Figure F.4: Scanning electron microscope image of drive mass. (Left) Drive mass
before being polished. (Right) Carved cross-section of the mass, where 2 µm of
silicon remain above the gold trenches.
16. Change pad to a Goldpad and use colloidal silica to finish smoothing the surface,
this should only take about 10 minutes.
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