Estimation of the hyperparameters for the mean-expressiondependent variance model
To estimate the gene-group specific hyperparameters, α g and β g , we applied Metropolis Hastings algorithm. As described in Section 2.6 in the main text, let us denote the expression level of the r th replicate of the j th gene in the g th group by y (r) g,j , and the mean expression level by µ g,j . Assuming that there are J genes in each gene group, we can combine the expression levels of the genes which belong to the g th group and their means in the vectors y g and µ g respectively. Then the posterior distribution of the hyperparameters can be formulated as following:
Let
Then,
where the integral equals to:
Finally,
To simulate a sample θ g = {α g , β g } from p(α g , β g | y g ), we run a Metropolis Hastings algorithm. Firstly, we set some initial values θ 0 g for the parameters; and then, we produce a new sample from a proposal distribution kernel q(θ t g , θ t+1 g ) and with acceptance probability
we keep the new sample. Otherwise, we set θ t+1 g = θ t g . As iterating these steps, we expect that the probability density for θ t g will converge to p(θ g | y g ).
In [1] , it was shown that the optimal proposal kernel can be computed as (2.38) 2 Σ d , where Σ is the empirical estimate of the covariance structure of the target distribution p(θ g | y g ) and d is the dimension of the parameter vector θ g , in our case is 2. Let H be the Hessian of the negated loglikelihood, − log p(θ g | y g ) at the maximum a posteriori estimate. Then, inverse of the Hessian matrix H can be used as as an estimate for Σ.
). Since this proposal density will generate samples centered around the current state with variance (2.38) 2 H −1 d , q(θ t+1 g , θ t g ) will be equal to q(θ t g , θ t+1 g ). Therefore, the acceptance probability will not depend on the proposal distribution kernel q. So, we can decide whether to keep the new sample or not, only by looking at the likelihood function value for the new generated θ t+1 g . If it has a larger likelihood than θ t g , we decide to keep it, otherwise, we decide to keep it with the probability α(θ t g , θ t+1 g ), and we continue generating new samples. We can formulate the log likelihood as follows:
(αg ln(βg) − ln(Γ(αg)) + ln(Γ(αg + R 2 ))
where ψ(x) = ∂ ∂x ln(Γ(x)) is the digamma function and ψ 1 (x) = ∂ 2 ∂x 2 ln(Γ(x)) is the trigamma function.
Then the Hessian matrix can be computed by:
We applied Metropolis Hastings algorithm for each MCMC sample corresponding to the replicates of all the genes in a group. Out of t = 1000 iterations, we recorded the last 100 iterations, and estimated α g and β g by taking the means of the samples generated by Metropolis Hastings algorithm. Figure 1 : Precision-recall curves for the GPs with bitseq variances under different overdispersion parameters (φ) when the relative transcript expression levels are transformed by IRT (isometric ratio transformation, shown in red), by ILRT (isometric log ratio transformation, shown in cyan), and when no transformation is applied (untrans, shown in blue).
