We provide an existence result of radially symmetric, positive, classical solutions for a nonlinear Schrödinger equation driven by the infinitesimal generator of a rotationally invariant Lévy process.
Introduction
The purpose of this paper is to provide an existence result of radially symmetric, positive, classical solutions for the following problem, A basic motivation for the study of the problem (1.1) is the well known nonlinear Schrödinger equation driven by the infinitesimal generator of a Brownian motion,
Many authors investigated Equation (1.2) (see [2-4, 9, 10] etc.). Note that the Brownian motion is a special rotationally invariant stable Lévy process. It is natural to consider the following equation,
where 0 < α ≤ 2, since −(−∆) α/2 is the infinitesimal generator of a rotationally invariant stable Lévy process with index α. Equation (1.3) has been studied by many authors (see [5] [6] [7] [8] etc.). Naturally, we consider the following (nonlocal) Schrödinger equation,
where A is the infinitesimal generator of a rotationally invariant Lévy process. In the present paper, we assume that the Lévy process is of N dimensions, where 2 ≤ N ≤ 6, with nondegenerate diffusion terms and a finite Lévy measure. Equation (1.4) also arises from looking for the standing waves of the following Schrödinger equation,
Before stating the main result of the present paper, let us make some comments on the operators −(−∆) α/2 and A. If 0 < α < 2, then the Lévy processes generated by −(−∆)
are pure jump processes; in other words, these processes do not contain any diffusion term. In fact, the corresponding characteristics of them are given by (0, 0, µ) with
Consequently, the Lévy measure µ is not finite. For the operator A, the corresponding characteristics are given by (0, aI, ν) for some positive number a and some finite rotationally invariant Lévy measure ν. Therefore, −(−∆) α/2 does not cover operators of type A and vice versa; besides, Equation (1.4) is an extension of Equation (1.2). Now we state the the main result as follows. The rest of the paper is organized as follows. In Section 2, we present some preliminaries. The proof of Theorem 1.2 will be given in Section 3.
Some Preliminaries
This section serves as a preparation for the proof of Theorem 1.2. First, we state a compact embedding result. Second, a regularity result will be proved. Finally, we investigate the sign of solutions for a modified version of Equation (1.4) .
Define
Then we have the following lemma.
Lemma 2.2. If u is a weak solution of the equation
Proof. 1. Note that the symbol σ A of A is given by
where a is a positive number and ν is a finite O(N)-invariant Lévy measure (see [1, p. 
and A 0 be the operator with the symbol
Then we have
where " " denotes the Fourier transformation.
is a bounded operator thanks to (2.1). 
is a nontrivial solution of the equation
Proof. 1. First we have
where we have used
∪ {x : u(x) < 0} × {y : u(y) ≥ 0} ∪ {x : u(x) < 0} × {y : u(y) < 0}
for the inequality. Then it follows that
Therefore, in light of (
L 2 = 0, we have u − = 0, which implies u ≥ 0.
Rewrite the equation −2Au
Then we find that
It follows from the strong maximum principle that u > 0.
is a nontrivial solution of the equation 
So the inequality u(x 0 ) ≥ λ 1 p−2 holds.
Proof of Theorem 1.2
In this section, we provide a proof of Theorem 1.2 via the mountain pass theorem. Observe that the operator −A is positively self-adjoint (see [1, p. 178, Theorem 3.4.10 and p.190, Theorem 3.6.1]). We define a new inner product on
and denote the induced norm of it by · . Since the operator −A 0 is also positively self-adjoint, it follows from A = A 2 + A 0 and (2.1) that the norm · is equivalent to · H 1 .
Then it follows from [13, p.11, Corollary 1.13] that E ∈ C 2 (H 1 (R N ), R). In addition, the critical points of the functional E are weak solutions of the equation −2Au
, and vice versa.
Proof. We only need to prove that the norm · is O(N)-invariant. Note that the symbol σ A of A is given by 
which implies that the norm · is O(N)-invariant.
We need the following Lemma 3.2 in the verification of the PS condition for the functional 
Proof. The proof is the same as that of [13, p. 15, Lemma 1.20]. 1. For n large enough, we have
It follows that {u n } n∈N is bounded in
2. Without loss of generality, we assume that
. Consequently, by Lemma 3.2, we have (u
Note that
For the first term of the right hand side of the above equality, we see that
since E ′ (u n ) → 0 as n → ∞ and {u n } n∈N is bounded in H And for the second term, it follows from Hölder inequality that
Therefore, u n → u in H 
