In many data analysis tasks, one is often confronted with very high dimensional data. Feature selection is an effective method to solve the problem with high dimensional data. The aim of feature selection is to reduce the number of features used in classification or recognition. This reduction is expected to improve the performance of classification and clustering algorithms in terms of speed, accuracy and simplicity. This paper proposes a new unsupervised feature selection algorithm which is based on K-nearest neighbor approach. The proposed algorithm evaluates the whole features according to the each sample in the dataset by the K-nearest neighbor approach. After that, the overall assessment is given based on the assessment of features for each sample. We evaluate the performance of the proposed unsupervised feature selection algorithm using the well-known UCI machine learning datasets , and the results illustrates the proposed algorithm is comparable with the traditional feature selection algorithm.
Introduction
Feature selection is a well-known pattern recognition problem, which is usually viewed as a data mining enhancement technique. This technique aims to reduce the number of features(variables) to be used, i.e., to reduce the entire feature space to a highly predictive subset of the space. This reduction may improve the performance of data mining algorithms to be used, in terms of speed, accuracy, and simplicity. In addition, because of this reduction, the identification of features which do not need to be stored, collected or bought, may bring financial savings [1] .
The studies on feature selection can be classified two kinds: unsupervised feature selection method (such as the typical principle component analysis (PCA) method [2] ) and supervised feature selection method (such as the classical linear discriminant analysis (LDA) method [3] , neuro-fuzzy approaches based on an overall feature evaluation index [4] ).
In the unsupervised learning, it is a nontrivial task to perform the feature selection in the absence of the ground-truth labels that could guide the assessment of the relevance and redundancy for each feature. Thus, the unsupervised feature selection problem becomes even more challenging than the supervised feature selection problem [5] .
The studies on unsupervised feature selection can be further classified two kinds: finding the optimal feature subset and making some new features. Making some new features method will lose the original meaning of the dataset. Such as, PCA is concerned with summarizing the variance-covariance structure using a few linear combinations of the original set of variables (features) [2] . Thus, the study on unsupervised feature selection by finding the optimal feature subset is particularly important.
In the literature, there have been several representative methods that address the issue of the feature selection by finding the optimal feature subset. S. Tabakhi et al. presented an unsupervised feature selection method based on ant colony optimization (UFSACO), the method seeks to find the optimal feature subset through several iterations without using any learning algorithms [5] . Pabitra Mitra et al. described an unsupervised feature selection algorithm suitable for datasets, large in both dimension and size [6] , the method is based on measuring similarity between features.
A fast feature selection algorithm for unsupervised massive datasets was proposed based on the incremental absolute reduction algorithm in traditional rough set theory in [7] . De Wang et al. proposed a new feature selection framework to globally minimize the feature redundancy with maximizing the given feature ranking scores [8] . Clustering-guided sparse structural learning (CGSSL) is proposed by integrating cluster analysis and sparse structural analysis into a joint framework and experimentally evaluated for the unsupervised feature selection problem [9] . M. A. Ambusaidi et al. proposed an unsupervised feature selection algorithm, which is an enhancement over Laplacian score method [10] .
However, the existing study on unsupervised feature selection by finding the optimal feature subset rank features by optimizing certain feature ranking criterions on the whole dataset. In this case, the selected features may be not suitable for some samples. Therefore, this paper proposes a new unsupervised feature selection by finding the optimal feature subset. Meanwhile, the proposed method can judge the selected features are propitious to which subset of data.
This paper is organized as follows: Section II proposes our unsupervised feature subset selection algorithm. Section III presents the experimental details and results. Finally, we conclude this paper by summarizing the work and future work in Section IV.
The Proposed Unsupervised Feature Subset Selection Algorithm
The data can be represented in the form [] ij Xx  being an nm  matrix. Each column of X corresponds to a given feature (variable), and each row corresponds to a sample(pattern, data point). Let
and 2) || 
Experimental Studies
In this section, we test the proposed method to the data coming from the UCI Repository of machine learning [11] .The detail information of data is as follows.
1) Iris dataset: This is a well-known benchmark dataset which is widely used to test a learning algorithm in the field of machine learning. This dataset has 150 examples which are classified into three classes, i.e., Setosa, Versicolor and Virginical. Each example is characterized by four numerical features which are sepal length (SL), sepal width (SW), petal length (PL), and petal width (PW).
2 In the whole experimental studies, the class labels are neglected.
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