We demonstrate an iterative adaptive photon-counting compressive imaging system. The low-resolution image obtained from the previous sampling are used to calculate the wavelet coefficients. A method based on multiple micro-mirrors combination is proposed to conduct iterative adaptive sampling on the imaging regions corresponding to important children wavelet coefficients at all levels. In order to reconstruct a better quality image directly with appropriate compression ratio and time and avoid speculative selection of thresholds, an automatic threshold acquisition method based on wavelet entropy is proposed, which can automatically follows the change of the object image to obtain the threshold. The iterative adaptive compressive sensing measurement method based on wavelet entropy automatic threshold acquisition is applied to photon-counting compressive imaging system. Experimental results show that a high resolution image can be reconstructed with low compression ratio and short time in extremely low light environment, the quality of reconstructed images of iterative adaptive compressive sensing measurement is better than that of adaptive basis scan.
Introduction
Single photon detector combined with photon-counting technology can realize photon-counting imaging under extremely weak light environment [1] - [4] , which has been widely used in the fields of biomedical imaging, fluorescence lifetime microscopic imaging, multi-spectral imaging [5] - [8] , etc. However, the performance of photon-counting imaging is limited by single photon detector. The commonly used electron multiplying charge coupled device (EMCCD) array detector introduces additional noise in the random electron multiplication process, and its serial readout mode limits the readout speed. Multi-anode photomultipliers and single-photon avalanche diode (APD) array detectors are still in the research stage, which are expensive and difficult to obtain high resolution images [9] , [10] . Single photon point detector can also obtain high spatial resolution images by point scanning [11] , [12] , but there are some problems, such as long scanning time, low signal-to-noise ratio and low photon collection efficiency.
In recent years, single-pixel imaging based on compressive sensing (CS) provides a new idea for photon-counting imaging [13] - [16] . The pseudo-random code is loaded onto the digital micromirror device (DMD) to spatially modulate the image of object. Combined with CS theory, the two-dimensional object can be imaged with only a point detector. The point detector receives the total light intensity of multiple pixels, the value of which is much higher than the light flux per pixel by point scanning and array detectors. The imaging sensitivity of the system is no longer limited by the detection sensitivity of single photon point detector, and the signal-to-noise ratio is improved greatly [17] .
However, single pixel imaging has some drawbacks, especially high-resolution imaging, which requires a large number of measurements and takes a lot of time for image reconstruction. So the method of adaptive measurement by mining the prior knowledge of the image is proposed. S. Dekel proposed to sample the important regions of object image, calculated the wavelet coefficients, and then determined the wavelet coefficients to be sampled at the next stage based on the wavelet coefficient tree structure, and finally performed the inverse wavelet transform to reconstruct the image [18] . In order to improve the quality of reconstructed images, a prediction method based on correlation of wavelet coefficients is proposed to discriminate important wavelet coefficients [19] . Dai introduced the sibling relationship on the basis of parent-children relationship to predict important children wavelet coefficients [20] . Aßmann and Bayer proposed a scheme called compression adaptive computational ghost imaging [21] . F. Rousset predicted important wavelet coefficients based on fast cubic interpolation in the image domain and quantized them to use any kind of wavelet [22] . Wen-Kai Yu et al. proposed an adaptive compressive ghost imaging method, in which the regions corresponding to important wavelet coefficients are regards as a whole and imaged by applying CS instead of point scanning, and the experimental results show that the number of measurements can be reduced greatly [23] . From all the above papers, the selection of threshold is usually obtained by experience in the method of judging the importance of wavelet coefficient.
In this paper, we propose a method based on multiple micro-mirrors combination to conduct iterative adaptive compressive imaging. In order to reconstruct a better quality image directly with appropriate compression ratio and time, avoid speculative selection of thresholds, we propose an automatic threshold acquisition method based on wavelet entropy. The iterative adaptive compressive sensing measurement method (IACSM) based on wavelet entropy automatic threshold acquisition is applied to photon-counting compressive imaging system.
Principle and Implementation of Experimental System
The schematic diagram of system is shown in Fig. 1 . The light emitted from the LED becomes into extremely weak parallel light after passing through the collimator, the attenuator, and the diaphragm. The tested object illuminated by the light, forms an inverted and clear image on the DMD via an imaging lens. The image x can be expressed as one-dimensional column vector N × 1. DMD (0.7 XGA DDR DMD) consists of 768 × 1024 rotatable micro-mirrors, each with a size of 13.68 um × 13.68 um, the "0" or "1" stored in the RAM of DMD control module can control the corresponding micro-mirrors to deflect −12°or +12°respectively. Each row of measurement matrix φ is downloaded to the RAM frame by frame, and the image on the DMD is modulated by micro-mirror deflection. The reflected light after +12°deflection of micro-mirror converges into a point via a lens and is collected by a photon counting photomultiplier tube (Hamamatsu Photonics H10682-110 PMT) with an effective photosensitive area of 8 mm. The system control logic is developed based on FPGA. The DMD is controlled to perform spatial light modulation of image for each measurement, and the single photon pulse outputted by the PMT is counted synchronously. The photon count value of each measurement is the measured value y i , which is the inner product of the i line of measurement matrix φ and the image x. After M modulations, M measured values y are obtained, and the inner product of the measurement matrix φ and the image x can be expressed as y = φx. If noise e of system is considered, the observation process can be expressed as follows:
Then, the counting values y is transmitted to the computer, and the image is reconstructed by solving the above equation by the CS algorithm. Thereby, the wavelet coefficients are calculated according to the image reconstructed from a small number of measurements, and then the important regions of the children coefficients are found and the corresponding adaptive measurement matrix is generated. As before, the value of the important regions is measured by the CS algorithm again, and the above steps are recycled until the final level of sampling is completed, and then an image with expected size is reconstructed by inverse wavelet transform. We refer to this system as iterative adaptive photon-counting compressive imaging system.
Iterative Adaptive Compressive Sensing Measurement Method Based on Wavelet Entropy With Automatic Threshold Acquisition
S. Dekel discovers which regions of the image require to be sampled in the next stage adaptively based on the wavelet tree structure, and gets the wavelet coefficients directly by measuring these regions with point scanning [18] , which avoids complex calculation, while there are some problems, such as too long scanning time and low signal-to-noise ratio. In fact, the number of important regions is small relatively. If the measurement is performed by CS, the image can be reconstructed quickly, meanwhile the signal-to-noise ratio of the system is improved greatly.
Dai [20] derives a simple formula for calculating wavelet coefficients based on [18] :
Where
indicates the wavelet coefficients of region of the image (k 1 , k 2 ) at the j-th wavelet decomposition, i = A, H, V, D represent the approximation, horizontal, vertical and diagonal coefficients, respectively. a, b, c, d are expressed as follows:
Where the function f (x 1 , x 2 ) represents an image. So the wavelet coefficients can be calculated by four small regions divided by their corresponding regions.
The prediction process depends on the correlation between wavelet coefficients of different scales and directions. In addition, threshold plays an important role in predicting important subcoefficients, and determines which children coefficients are important. The larger the threshold is, the fewer important children coefficients are selected. Conversely, the smaller the threshold, the more important children coefficients are selected. The more important children coefficients are sampled, the better the quality of the reconstructed image is, while with a longer measurement time and reconstruction time. Therefore, this paper proposes an automatic threshold acquisition method based on wavelet entropy, which reduces the guesswork of threshold selection to a certain extent. Next, we will give a detailed introduction.
Representation of Image in the Wavelet Domain
The concept of multilevel wavelet decomposition is explained by taking the three-level wavelet decomposition of Cameraman image with 256 × 256 pixels as an example. Cameraman's original image is shown in Fig. 2(a) . Firstly, the image is decomposed by first-level wavelet decomposition to obtain high-frequency horizontal, vertical and diagonal coefficients, corresponding to the upper right, lower left and lower right sector of Fig. 2(b) , respectively. Then wavelet decomposition is performed on the low-frequency approximation coefficient of the upper stage to obtain the wavelet coefficients of second-level and third-level in turn, which corresponding to the sub-sector in the upper left corner of Fig. 2(b) . Finally, these coefficients are used to perform inverse wavelet transform and reconstruct the original image. The top left corner of Fig. 2(b) is the low-frequency approximate wavelet coefficient obtained by the last decomposition, which represents the average intensity of the image and approximates the original image after normalization.
The structure described above is usually referred to as the wavelet tree structure [24] , [25] . It is obvious that Fig. 2(b) represents all the wavelet coefficients obtained by wavelet decomposition. In fact, only the wavelet coefficients with larger values can be used to reconstruct the image, so the wavelet transform is widely used in image processing [26] - [28] . The IACSM is its inverse process actually. When the wavelet coefficient value of the low-resolution image is larger than the automatically acquired threshold, the corresponding region is called an important region, thereby predicting the important region of the next-level wavelet coefficient, and then sampling the next level of the region to get the important children wavelet coefficient. Fig. 2(c) shows that the important wavelet coefficients sampled after threshold comparison are almost all near the edge. The total compression ratio (TCR) under automatic threshold acquisition is 32% and the peak signal-to-noise ratio (PSNR) is 30.88 dB.
Iterative Adaptive Compressive Sensing Measurement Method
In order to introduce IACSM method clearly and simply, assume that the final imaging resolution of object is 64 × 64, and the initial scale J is 2. In our experimental system, the entire DMD work region is used for the image plane of the object. If each micro-mirror is defined as one pixel, the imaging resolution of the whole DMD work area is 1024 × 768 pixel. In order to obtain a low resolution image of 32 × 32 pixels as a priori information before adaptive measurement, a multiple micro-mirrors combination imaging method is adopted [29] . As shown in Fig. 3(a) , the whole DMD work region is divided into 32 × 32 combined pixels and each combined pixel is comprised of 32 × 24 micro-mirrors array. As shown in Fig. 3(b) , a 1024 × 1024 binary random matrix is specially designed to conduct sampling with sampling rate 100%. Each row of the binary random matrix is loaded into the DMD when conducting one measurement. The white and black small squares in Fig. 3(b) represent the combined pixels that load "1" and "0", respectively. All micro-mirrors in a combined pixel are simultaneously controlled to turn to the same direction to realize modulation of light in each measurement. A 32 × 32 pixels rough image shown in Fig. 3(c) is reconstructed by CS algorithm.
The wavelet coefficients of Fig. 3(c) can be calculated as shown in Fig. 3(d) . The absolute value of the wavelet coefficient is compared with the automatically acquired threshold, and the important children coefficient is predicted and corresponding spatial regions are marked as shown in Fig. 3(e) . Then the DMD is divided into 64 × 64 pixels after the next level of subdivision. At this time, each combined pixel composed of 16 × 12 micro-mirrors, and the four sub-regions divided by the important children coefficient regions are recorded as a, b, c, d as shown in Fig. 3(f) . Then these important regions a, b, c, d are extracted together to form a column, denoted as X N , and in this example, the total number of important sub-regions is 668. In order to conduct iterative sampling on these important regions, as shown in Fig. 3(g) , a 668 × 668 binary random matrix is specially designed to load into the DMD to conduct sampling with sampling rate 100%. The important regions are loaded with random code and the non-important regions is directly loaded with "0". The values of the important sub-regions a, b, c, d are obtained by CS algorithm, and then the values are put back to the corresponding spatial regions to get 64 × 64 pixels image as shown in Fig. 3(h) . Since only the important regions are measured twice, the non-important regions in the image are displayed in black with a value of "0". According to Eqs. (2)- (5), the wavelet coefficients of Fig. 3(h) are calculated as shown in Fig. 3(i) . The inverse wavelet transform is performed by the wavelet coefficient of Figs. 3(d) and 3(i) to obtain the final 64 × 64 pixels image, as shown in Fig. 3(j) . General steps are shown in Table 1. In the above process, we use CS algorithm to reconstruct the low-resolution image and the values of the important regions selected later with full sampling. Compared with adaptive basis method (ABS), the IACSM can improve the signal-to-noise ratio of the system greatly and reduce the requirements of detector sensitivity. We will make a detailed comparison and explanation in the experimental part. On the other hand, the compressive sampling will lead to inaccurate reconstruction value, which will affect the prediction accuracy of next level wavelet coefficient. Although full sampling are performed to the important regions, the TCR of the entire process is (1024 + 668)/4096 × 100% = 41.3%. The latter experimental data also indicate that larger images can be reconstructed at lower compression ratio.
We apply orthogonal matching pursuit (OMP) algorithm and total variation minimization by augmented lagrangian and alternating direction algorithms (TVAL3) to reconstruct the image measured by the IACSM based on wavelet entropy with automatic threshold acquisition [30] , [31] . At this time we did not assume noise, and the simulation results are shown in Fig. 4 . Lemmon image with size of 64 × 64 and 256 × 256 are reconstructed respectively. The TCR under the automatic threshold are 42% and 30% respectively. For comparison, the non-adaptive CS simulation is performed at the same compression ratio.
As shown in Fig. 4 , the PSNR of reconstructed image is improved greatly, the visual effect is improved obviously, and the reconstruction time is reduced greatly as OMP algorithm is applied to IACSM. When TVAL3 is used in IACSM, the PSNR of reconstructed image is reduced slightly, but the reconstructed time is greatly reduced, and a large-size image can be reconstructed quickly, which has great application value. In order to verify the superiority of this method, we adjust the threshold to change the TCR gradually, and obtain the PSNR and the core reconstruction time curve with the TCR, as shown in Figs. 5(a)-5(b) .
It can be found that the PSNR of reconstructed image by TVAL3 is a little higher than that of TVAL3-IACSM when there is no noise. However, we need to consider the existence of noise in actual situations, so we discussed the influence of Gaussian white noise and Poisson noise on the two methods with a fixed TCR. Take Lemmon image of 256 pixels by 256 pixels again, we obtained the curve graph of PSNR and SSIM with standard deviation of gaussian noise and mean of Poisson noise, as shown in Figs. 5(c)-5(f) . With the increase of standard deviation of gaussian noise, the PSNR and SSIM of TVAL3-IACSM was gradually better than that of TVAL3, which was because adaptive sampling only carried out fine sampling for important regions, thus reducing the impact of noise on reconstruction results. We will do a system experiment to verify this later. In the case of Poisson noise, the PSNR and SSIM of TVAL3-IACSM are better than TVAL3. In addition, Figs. 5(e)-(f) show that PSNR and SSIM increase with the increasing mean of Poisson noise. This is because the simulation of Poisson noise adopts Monte Carlo simulation instead of numerical simulation. And the magnitude of Poisson noise is equal to sqrt(N), where N is the photon number [29] . As the mean of Poisson noise increases, the number of photons must be increased. In this way, the signal-to-noise ratio becomes higher, thus improving PSNR.
Automatic Threshold Acquisition Method Based on Wavelet Entropy
As we know, different images contain different information and complexity. Usually, it is necessary to try to find a suitable sampling rate or threshold continually so that the reconstructed image can be displayed clearly. Paper [20] selects the threshold based on experience, and paper [23] selects the value of a wavelet coefficient as the threshold, and still takes many experiments to find the appropriate threshold. The wavelet entropy threshold based on high-frequency coefficients is often used in the denoising algorithm [32] , [33] . In this paper, we obtain the threshold of each prediction process based on the wavelet entropy of low-frequency coefficients, which can directly reconstruct the visible image and avoid the guessing of threshold selection. The threshold selection method based on wavelet entropy is given below.
The low-frequency coefficients of wavelet transform represent the average intensity of image, so the following processing is performed on the low-frequency coefficient. The total energy of signal for the three-level wavelet transform can be expressed as:
The wavelet energy of the j-level wavelet decomposition is
Assuming that the number of sampling points of the j-th wavelet decomposition is N j × N j , dividing the low-frequency coefficients into n regions, then the energy of the i-th sub-region is
Where i = 1, 2, . . . n. So the probability that the energy of the i-th sub-region accounts for the total energy at the j-th wavelet decomposition is
Then the wavelet entropy of the i-th sub-region on the j-th scale conversion is defined as:
The sub-region corresponding to the maximum wavelet entropy is recorded as:
The average value of the low-frequency coefficients of this sub-region can be expressed as:
So the threshold for each level of wavelet decomposition is given by the following formula: The values of wavelet coefficients at different levels differ greatly, so a coefficient related to j is introduced to obtain the final threshold. The following pictures selected from the gallery of MATLAB are converted into 256 × 256 pixels images for simulation. TVAL3-IACSM algorithm is used for reconstruction. As can be seen from Table 2 , the thresholds of each prediction process can be acquired based on wavelet entropy theory to predict important wavelet coefficients for the different images. After adaptive sampling, a high quality image can be reconstructed directly in a short time. We select the Lena, Lemmon, and Cell images to obtain the PSNR, SSIM and the reconstruction time curve with the total sampling rate. As shown in Fig. 6 , the quality of the reconstructed image increases with the increase of TCR, while the core reconstruction time and acquisition time and resources also increases, so the choice of threshold is a trade-off between reconstructing image quality, time consuming and sampling resources. The position marked by the hexagonal star in Fig. 6(a) is the PSNR of the reconstructed image based on the automatic threshold acquisition. The threshold acquisition method proposed in this paper changes automatically with the image, and reconstructs a better quality image directly with the appropriate compression ratio and short time. It can reconstruct any image directly with appropriate compression ratio without selection of any uncertain value.
Experimental Results Analysis
In order to investigate the feasibility of the IACSM method, we took an experiment with a resolution plate printed with flower and cat graphics on a photon-counting compressive imaging system. The OMP algorithm is used in IACSM method to reconstruct the flower and cat graphics with 64 × 64 pixels, and the TCR under the automatic threshold is 44.92% and 36.82%, respectively. While the TVAL3 algorithm is used to reconstruct the flower and cat graphics with 256 × 256 pixel, where the TCR under the automatic threshold is 15.61% and 13.36%, respectively. Then experiments based on non-adaptive and point scanning method at the same compression ratio were conducted for comparison. All of them are carried out under the condition that the flip frequency of DMD is set to 32 Hz and the same illumination level. The reconstructed images are shown in Fig. 7 . Comparing Figs. 7(a)-(d) with Figs. 7(e)-(h) respectively, we discover that the image reconstructed by OMP algorithm and TVAL3 algorithm based on IACSM are more clearer than the non-adaptive CS method under the automatic threshold.
Take the cat image with 256 × 256 pixels measured by IACSM as show in Fig. 7(d) for an example, the flip frequency of DMD is 32 Hz. The first 64 × 64 pixels reconstructed image was sampled 4096 times, and the total number of photons used to recover the image was about 2549259. Since there is only 40% of the luminous flux each measurement, the number of photons for per pixel of each measurement (combination of 12 × 16 micro-mirrors) is approximately 2549259/(4096 × 64 × 64 × 0.4) = 0.3799. The total number of important regions in the second reconstruction was 1780, and 1780 samples were taken. The total number of photons used to restore these important regions was about 741996, and each measure the number of photons for per pixel of image (combination of 6 × 8 micro-mirrors) is approximately 741996/(1780 × 1780 × 0.4) = 0.5855. Similarly, the total number of important regions values for the third reconstruction was 2880, and 2880 samples are performed. The total number of photons used to recover these important regions was about 524821, and the number of photons for per pixel of image (combination of 3 × 4 micro-mirrors) is nearly 524821/(2880 × 2880 × 0.4) = 0.1582 every measurement. In summary, the iterative adaptive compressive sensing measurement method based on wavelet entropy automatic threshold can reconstruct a high resolution image with low compression ratio in extremely weak light environment.
Comparing Figs. 7(a)-(d) with Figs. 7(i)-(l) respectively, we can also draw a conclusion that the quality of reconstructed images of IACSM method is better than that of point scanning, and the larger the image is reconstructed by the point scan, the worse the effect is. The reason is that the measurement matrix controls the flip of multiple combined pixels of DMD in the iterative adaptive sampling method, and the detector receives light reflected by multiple combined pixels and system noise, which improves the signal-to-noise ratio of the system greatly. In the point scanning method, only one combination pixel flips in each measure, and the signal-to-noise ratio is greatly reduced. What's worse, the true value will be obliterated when the system noise is larger than the reflected light of a single composite pixel. Similarly, when the reconstructed image is larger, the number of micro-mirrors of the combined pixels is smaller, and the signal-to-noise ratio of the point scanning method is further reduced, so the reconstructed image quality is worse. Therefore, when IACSM is used to reconstruct high-resolution images, the quality of reconstructed images is much better than that of point scanning, and the advantages are highlighted.
Conclusion
We have demonstrated a photon-counting compressive imaging system. On this basis, a method based on multiple micro-mirrors combination to conduct iterative adaptive compressive imaging is proposed. Compared to point scanning, this method can improve the signal-to-noise ratio of each measurement greatly. In order to reconstruct a better quality image directly with appropriate compression ratio and time, avoid speculative selection of thresholds, an automatic threshold acquisition method based on wavelet entropy is proposed. The simulation results show that the effect of reconstructed image is improved obviously, and the reconstruction time is reduced greatly when OMP algorithm is applied to IACSM method, while applying TVAL3 algorithm to IACSM method can reconstruct high quality large-scale images in a shorter time. The experimental results verify that this method can reconstruct a high-resolution image with low compression ratio in extremely weak light level. The larger the reconstructed image, the more prominent the effect of reconstructed image.
