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Abstract—This paper addresses the problem of 3D hand pose
estimation from a monocular RGB image. We are the first to pro-
pose a graph-based generative adversarial learning framework
regularized by a hand model, aiming at realistic 3D hand pose
estimation. Our model consists of a 3D hand pose generator and a
multi-source discriminator. Taking one monocular RGB image as
the input, the generator is essentially a residual graph convolution
module with a parametric deformable hand model as prior for
pose refinement. Further, we design a multi-source discriminator
with hand poses, bones and the input image as input to capture
intrinsic features, which distinguishes the predicted 3D hand pose
from the ground-truth and leads to anthropomorphically valid
hand poses. In addition, we propose two novel bone-constrained
loss functions, which characterize the morphable structure of
hand poses explicitly. Extensive experiments demonstrate that
our model sets new state-of-the-art performances in 3D hand pose
estimation from a monocular image on standard benchmarks.
I. INTRODUCTION
3D human hand pose estimation is a long-standing problem
in computer vision, which is critical for applications such as
virtual reality and augmented reality [17; 30]. Previous works
attempt to estimate hand pose from depth images [13; 42;
52; 12] or in multi-view setups [29; 49]. However, due to
the diversity and complexity of hand shape, pose, gesture,
occlusion, etc., it still remains a challenging problem despite
years of studies [31; 46; 47; 16].
Given that RGB cameras are more widely accessible than
depth sensors, recent works focus mostly on 3D hand pose
estimation from a monocular RGB image [14; 4; 3; 5;
53]. Moreover, [14; 4] resort to extra datasets for network
pretraining, which lead to state-of-the-art performance. Never-
theless, there still remain many challenges. Firstly, compared
to the depth input, this task has increased depth and scale
ambiguities. Secondly, unlike bodies and faces that have obvi-
ous local characteristics such as eyes on a face, hands exhibit
almost uniform appearance. Further, the input RGB image
usually contains external occlusion and self-occlusion due to
motion. Consequently, estimated hand poses from existing
methods are sometimes unrealistic.
To this end, we propose a hand-model regularized graph
convolutional network trained under a generative adversarial
learning framework (GraphPoseGAN), which aims to estimate
the real distribution of 3D hand poses. Adversarial learning
has shown its efficiency in 3D human pose estimation and
Fig. 1. The proposed GraphPoseGAN estimates 3D hand pose from a
monocular image. Firstly a hand model generates a prior pose, which is
then fed into a GCN refinement module for pose refinement with adversarial
training approach, leading to state-of-the-art hand pose estimation.
generation [45; 8; 40]. Inspired by such works, we present
a novel paradigm of generative adversarial networks with
a hand-model prior to estimate realistic hand poses. Taking
a monocular image as the input, our generator consists of
a Graph Convolutional Network (GCN) refinement module
regularized by a parametric hand model that serves as a good
starting point. This hand model generates a template 3D hand
pose, which resides on irregular grids. Hence, we represent
the template 3D hand pose naturally on graphs and refine it
via a GCN. In particular, motivated by recent advances in
GCNs [20; 41; 51; 6; 21], we present a refinement module
leveraging on the recently proposed ResGCN [21], which
efficiently exploits the structural relationship among nodes in
the constructed graph.
Further, we design a multi-source discriminator, which
employs hand poses, hand bones computed from poses as well
as the input image to distinguish the predicted 3D hand pose
from the ground-truth, leading to anthropomorphically valid
hand pose. The input poses and bones go through a GCN
and a fully-connected layer respectively to learn structural
features of 3D hand pose, while the input image goes through a
CNN to extract 2D hand pose features. These features are then
concatenated and fed into a fully-connected layer to acquire
the final score. Moreover, while most existing works [4;
14; 5] deploy 3D Euclidean distance between joints as the
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loss function for 3D annotation, we propose two novel loss
functions constraining the bones connected by joints to pre-
serve hand structure explicitly, which are referred to as bone-
constrained loss functions. Experimental results demonstrate
that our model outperforms state-of-the-art approaches on
standard benchmarks.
To summarize, our main contributions include
• We propose a graph-convolutional generative adversarial
learning paradigm for 3D hand pose estimation from a
monocular image, where a parametric hand model serves
as a superior prior for pose refinement.
• We are the first to estimate 3D hand pose via adversarial
training in literature, which is able to learn a real distri-
bution of 3D hand poses.
• We introduce two novel bone-constrained loss functions,
which take the structural relationship between joints into
consideration explicitly.
II. RELATED WORK
According to the input modalities, 3D hand pose estimation
methods can be classified into three categories: 1) 3D hand
pose estimation from depth images; 2) 3D hand pose estima-
tion from multiple RGB images; 3) 3D hand pose estimation
from a monocular RGB image.
3D hand pose estimation from depth images. Depth
images contain rich 3D information [37] for hand pose es-
timation, which has shown promising accuracy [48]. There is
a rich literature on 3D hand pose estimation with depth images
as input [12; 13; 11; 9; 10; 19; 43; 23; 26]. Among them, some
works [10; 19] are based on a deformable hand model with
an iterative optimization training approach. A recent work [23]
leverages CNN to learn the shape and pose parameters for a
proposed model (LBS hand model).
3D hand pose estimation from multiple images. Multiple
RGB images taken from different views also contain rich 3D
information. Therefore, some works take multiple images as
input [7; 28; 35] to alleviate the occlusion problem. Campos
et al. [7] propose a regression-based approach for hand pose
estimation, where they utilize multi-view images to overcome
the occlusion issue. Sridhar et al. [35] contribute a funda-
mentally extended generative tracking algorithm based on an
augmented implicit shape representation with multiple images
as input.
3D hand pose estimation from a monocular RGB im-
age. Compared with the aforementioned two categories, a
monocular RGB image is more accessible. Early works [2;
32; 36] propose complex model-fitting approaches, which
are always based on dynamics and multiple hypotheses and
depend on restricted requirements. These model-fitting ap-
proaches have proposed many hand models, based on assem-
bled geometric primitives [27] or sphere meshes [38], etc.
Our work deploys the MANO hand model [33] as our prior,
which models both hand shape and pose as well as generates
meshes. Nevertheless, these sophisticated approaches suffer
from low estimation accuracy. With the advance of deep
learning, many recent works estimate 3D hand pose from a
monocular RGB image using neural networks [14; 4; 3; 5;
53; 44]. Among them, [5] proposes an end-to-end learning-
based 3D hand pose estimation model for weakly-supervised
adaptation from fully-annotated synthetic images to weakly-
labeled real-world images. Ge et al. [14] propose to estimate
vertices of 3D meshes from GCNs [20] in order to learn
nonlinear hand shape variations.
III. OVERVIEW OF THE PROPOSED APPROACH
We propose a regularized Generative Adversarial Network
(GAN) paradigm, which consists of a generator G and a
discriminator D, as illustrated in Fig. 2.
Given a monocular RGB image I as the input, the generator
G includes two modules:
1) The first module—hand model module—generates a
template 3D hand pose as a prior for the subsequent
module, which consists of an encoder and a parametric
hand model. The encoder extracts the latent code z from
the input image I as the parameters of the hand model.
Subsequently, the hand model generates the template 3D
hand pose P˜ from the latent code.
2) The second module—GCN refinement module—aims at
pose refinement. Taking P˜ and I as the input, the GCN
refinement module outputs the deformation of the 3D
hand pose, leading to the refined pose Pˆ. Alternately,
since the hand model module also generates a template
3D hand mesh M˜, we can choose M˜ as the input to the
GCN refinement module, and estimate the refined hand
pose Pˆ.
The multi-source discriminator D distinguishes the ground-
truth 3D poses from the predicted ones. In this module, we
employ three input sources: 1) the 3D hand pose Pˆ; 2) the
original image I; and 3) the hand bone matrix, which is
generated from the 3D hand pose.
Having designed G and D, we adopt the framework of
SNGAN [24] for the adversarial training of the entire network
with good convergence. Our training process is divided into
three stages. Firstly, we only train the hand model module on
the dataset and save model parameters. Thereafter, we load
the parameters and train the entire generator on the dataset.
Finally, we go through the adversarial training stage.
IV. THE PROPOSED GENERATOR G
A. The hand model module
Given an input monocular image, this module aims to
generate a template 3D hand pose P˜, which serves as prior for
the subsequent hand pose refinement. The hand model module
consists of an encoder and a parametric hand model, which
will be discussed in detail.
1) Encoder: The goal of the encoder is to predict parame-
ters of the hand model. Specifically, as illustrated in Fig. 3, we
employ ResNet-50 [15] as the encoder to efficiently estimate
model parameters. The input is a monocular RGB image,
which is cropped and resized to a saliency region of the hand
Fig. 2. Architecture of the proposed graph-based generative adversarial networks for 3D hand pose estimation.
Fig. 3. Architecture of the encoder in Generator Module I. Taking a
monocular RGB image as the input, the encoder adopts a ResNet-50 [15]
network to learn the latent code z.
in the image. The cropped image is then fed into the ResNet-
50 network, which extracts features for the construction of the
latent code z, i.e., parameters of the hand model.
2) Parametric Hand Model: A hand model is able to
represent both hand shape and pose with a few parameters,
which is a suitable prior for hand pose estimation. In particular,
we employ a modified MANO hand model [33], which is
based on the SMPL model [22] for human bodies. The MANO
hand model is a deformable hand mesh model with two vectors
θ and β contained in the latent code z as the input, which
control the pose and shape of the generated hand respectively.
The output of the original MANO includes a hand mesh
M(θ, β) and pose P(θ, β).
In the original MANO, θ is a 6-dimensional vector which
represents the PCA subspace for computational efficiency.
However, the limited dimension of θ is unable to represent
some poses. Hence, we skip the PCA process and employ the
initial 45-dimensional vector θ.
Besides, we need three additional parameters to position the
mesh in a camera coordinate system so that we can get the
3D coordinates of each point in the hand mesh and pose: 1)
3D rotation parameter cr ∈ R3; 2) 3D translation parameter
ct ∈ R3; and 3) scale parameter cs ∈ R.
The above three parameters represent the camera coordinate
Fig. 4. Architecture of the GCN refinement module in our generator.
system. Hence, we formulate the complete hand model as:
M˜(θ, β, cr, ct, cs) = cs ∗R(M(θ, β), cr) + ct, (1)
where R is a rotation function. The original MANO model
regresses the 3D hand pose from the 3D hand mesh based
on a set of parameters Jr. Thus, the pose regressor in our
complete hand model is defined as
P˜ = Jr · M˜, (2)
where Jr ∈ R21×778 is the set of parameters derived from the
MANO hand model.
B. The GCN Refinement Module
Having acquired a template 3D hand pose P˜ as a prior,
the GCN refinement module aims to refine the hand pose in a
supervised fashion. Since key points in 3D hand pose P˜ reside
on irregular grids, it is natural to represent them on a graph
and employ GCN [20] for pose refinement. In particular, this
module consists of two steps: 2D image feature extraction and
residual graph convolution.
2D Image Feature Extraction Since the input RGB image
I contains prominent information about the hand pose, we
first extract features from I. Specifically, we employ a typical
Fig. 5. Architecture of the multi-source discriminator. The discriminator
contains three sources: 1) the original image; 2) the refined hand pose; 3)
the hand bone matrix computed from pose. The three sources are separately
embedded and then concatenated to distinguish a fake hand pose from the
ground truth.
image-based CNN following the ResNet-50 architecture [15]
to extract 2D features f from I.
Residual Graph Convolution We represent the irregular
template hand pose on unweighted graphs, where each key
point on the hand is treated as a node in the graph and nodes
are connected according to the human hand structure. Then
we refine the hand pose using residual graph convolution.
Specifically, we leverage the design of the Bottleneck resid-
ual block [15] and the recent ResGCN [21], which has shown
that graph residual learning makes graph convolution networks
deeper and perform better. Thus, we stack Graph Res-block
in our network, as shown in Fig. 4.
Instead of directly generating a new hand pose, we take the
template pose P˜ generated by the hand model module as a
prior, and learn the deformation from P˜ as follows:
Pˆ = P˜+ GCN(P˜⊕ f). (3)
where Pˆ denotes the refined pose, ⊕ denotes the concatena-
tion operation, and f denotes the 2D image feature vector.
GCN(P˜ ⊕ f) represents the deformation between the prior
P˜ and the estimate Pˆ. Supervised with ground truth hand
pose, the GCN refinement module essentially learns the pose
deformation and thus refines the prior pose.
V. THE PROPOSED DISCRIMINATOR D
In the adversarial training stage, while the generator is
learned to generate predicted hand poses which are indistin-
guishable for the discriminator, the discriminator attempts to
distinguish real samples from fake ones, i.e., the predicted
hand poses.
While a simple architecture of a discriminator is a fully-
connected network with the hand pose as input, it has two
shortcomings: 1) the relationship between the RGB image and
refined hand pose is neglected; 2) structural properties of the
hand pose are not taken into account explicitly.
To this end, inspired by the multi-source architecture in
[45], we design a multi-source discriminator with three data
modalities as input to address the aforementioned issues. As
illustrated in Fig. 5, the input modalities include: 1) features
of the input monocular image; 2) features of the refined hand
pose; 3) features of bones computed from the refined hand
pose (via the KCS layer as in [39]). The bone features contain
Fig. 6. Illustration of the residual between the ground truth hand pose
(marked in green) and the predicted one (marked in red). Each hand pose
has 21 key joints. We denote a bone vector connecting two key joints i and
j by bi,j , such as b5,6 in the figure.
prominent structural information such as bone length and
direction, thus characterizing the hand structure accurately. In
particular, we employ a CNN to extract the features of the
input monocular image, a GCN to learn the representation of
the refined hand pose and one fully-connected layer to capture
the features of bone structures computed from the refined hand
pose.
Besides, the architecture of our multi-source discriminator
is based on SNGAN [24] with spectral normalization layers.
The loss of the discriminator is a Wasserstein loss function as
in [1].
VI. THE PROPOSED LOSS FUNCTIONS
The loss function in previous hand pose estimation methods
measures the average distance in joints of 3D hand pose and
that of projected 2D hand pose [4; 14; 5], which we refer to
as Lpose and Lproj respectively.
In addition, in order to capture the structural properties
of hand pose, we propose two novel bone-constrained loss
functions to characterize the length and direction of each bone,
which are denoted as Llen and Ldir.
In particular, Llen quantifies the distance in bone length
between the ground truth hand and its estimate, which we
define as
Llen =
∑
i,j
∣∣∣||bi,j ||2 − ||bˆi,j ||2∣∣∣ , (4)
where bi,j and bˆi,j are the bone vectors connecting joints
i and j of the ground truth and the predicted 3D bone
respectively. Specifically, as illustrated in Fig. 6, bi,j denotes
a bone vector between joint i and j:
bi,j = ji − jj , (5)
where ji, jj ∈ R3×1 are the coordinates of joint i and j
respectively.
Moreover, we define Ldir to measure loss in the direction
of bones:
Ldir =
∑
i,j
∣∣∣∣∣∣bi,j/||bi,j ||2 − bˆi,j/||bˆi,j ||2∣∣∣∣∣∣
2
. (6)
This is motivated by the fact that small loss in joints sometimes
may not reflect large distortion in hand pose. Take joints j5 and
j6 in Fig. 6 as an example, the distance between the ground
truth joints and predicted ones is trivial. However, it is obvious
that the orientation of the predicted bone bˆ5,6 significantly
deviates from the ground truth b5,6. This distortion in hand
structure is well captured by our proposed loss in bone
direction Ldir.
Besides, because we adopt the framework of GANs, we also
introduce the Wasserstein loss LWass into the loss function for
adversarial training.
Hence, the overall loss function L is
L = Lpose + λprojLproj + λlenLlen + λdirLdir + λWassLWass, (7)
where λproj, λlen, λdir and λWass are hyperparameters for the
trade-off among these losses.
VII. EXPERIMENTAL RESULTS
A. Datasets and Metrics
Datasets We evaluate our approach on two publicly avail-
able datasets: Stereo Hand Pose Tracking Benchmark (STB)
[50] and the Rendered Hand Pose Dataset (RHD) [54] .
STB is a real-world dataset with image resolution of 640×
320. STB contains two subsets: one subset is captured by a
Point Grey Bumblebee2 stereo camera (STB-BB) and the other
is captured by an active depth camera (STB-SK). Following
the setting in previous works [5], we only use the STB-SK
subset which contains 18,000 images with the ground truth of
21 hand joint locations. Following [54], we split the 18,000
images into 15,000 training samples and 3,000 test samples.
During training, we crop and resize the images into 224 ×
224. Besides, to make the joint definition consistent with our
settings and RHD dataset, we move the location of the root
joint from palm center to wrist following [14].
RHD is a synthetic dataset with image resolution of 320×
320, which is built upon 20 different characters performing
39 actions and is composed of 41,258 images for training and
2,728 images for testing. All samples are annotated with 2D
and 3D key point locations. Compared to STB, RHD is more
challenging due to the large variations in viewpoints. We also
crop and resize the images into 224× 224 during training.
Metrics We evaluate the 3D hand pose estimation perfor-
mance with two metrics: (i) Pose error: the average error
in Euclidean space between the estimated 3D joints and
the ground truth joints; (ii) percentage of correct key points
(PCK): the percentage of correct key points whose Euclidean
error distance is below a threshold.
Stage I Stage II Stage IIImesh pose mesh pose
Batch Normalization 96.5268 16.6879 16.5744 16.4026 15.3232
Group Normalization 83.3669 14.5440 15.8356 12.9770 12.4036
TABLE I
3D EUCLIDEAN DISTANCE (MM) ON THE RHD DATASET
Stage I Stage II Stage IIImesh pose mesh pose
Batch Normalization 24.1534 8.6444 5.1153 4.2410 3.9664
Group Normalization 26.4234 12.0623 11.6627 5.3062 4.2305
TABLE II
3D EUCLIDEAN DISTANCE (MM) ON THE STB DATASET
B. Implementation Details
The input of our network is a monocular RGB image, which
is cropped and resized to 224×224. For the hyperparameters,
we set λlen = 0.01, λdir = 0.1, λproj = 0.1, λWass = 0.01 in
our implementation. In our preliminary experiments, we found
the end-to-end training of the entire network from scratch
does not lead to good results. The difficulty of training is
due to the complex dependencies among different modules
of our network and the highly non-linear property of each
module. We speculate that a good initialization would ease
the difficulty of training. Thus, we propose a stage-by-stage
training paradigm, which consists of three stages.
Stage I. In the first stage, the hand model module is
randomly initialized and is trained for 100 epochs using
the Adam optimizer with learning rate 0.001. After training,
the encoder of the hand model module predicts reasonable
parameters for a given hand image, from which a coarse hand
pose is regressed from the MANO hand model.
Stage II. In the second stage, the entire generator is trained
with 100 epochs using the Adam optimizer with learning rate
0.0001. The hand model module is initialized with the trained
model in the first stage and the GCN refinement module is
randomly initialized. The finally predicted hand pose is much
finer than that of stage I after training the entire generator.
Stage III. In the third stage, we fine-tune the entire gener-
ator along with the discriminator to minimize the adversarial
loss. We initialize the entire generator using the trained model
in the second stage and fine-tune the model with 100 epochs
using the Adam optimizer with learning rate 0.00001.
C. Ablation Studies
We study the performance of our model with different
normalizations and loss functions under different stages. Also,
as described in Section III, we can employ the template pose
or the template mesh as the prior of the subsequent GCN
refinement module. We thus evaluate the performance using
both priors.
(a) Our results on STB (using mesh GCN) (b) Our results on STB (using pose GCN)
(c) Our results on RHD (using mesh GCN) (d) Our results on RHD (using pose GCN)
Fig. 7. Self-comparisons of 3D hand pose estimation on the STB dataset and RHD dataset. We evaluate the three stages in our training process as well
as normalization methods (Batch Normalization (BN) or Group Normalization (GN)).
Note that, similar to the template pose as prior, when taking
the template mesh as input to the GCN refinement module, the
GCN learns the deformation from the template mesh M˜ and
estimates the refined mesh as:
Mˆ = M˜+ GCN(M˜⊕ f). (8)
The pose regressor in (2) is then employed to compute the
refined pose Pˆ from the refined mesh Mˆ. Note that, because
Mˆ shares the same number of nodes and similar structure
with M˜ generated from the MANO hand model, we reuse the
MANO hand model in the first module of the generator for
pose regression.
1) Ablation studies on different stages: In Tab. I and Tab. II,
we compare the results of three training stages in average
3D Euclidean distance, where (1) Batch Normalization /
Group Normalization denote the type of normalizations in
our model; (2) mesh / pose denote the type of the template
prior. In Fig. 7, we present the 3D PCK results of our proposed
method.
As presented in Tab. I, Tab. II and Fig. 7, the performance of
Stage II (mesh or pose) is superior to that of Stage I, which
indicates our proposed GCN refinement module is beneficial
to 3D hand pose estimation and plays the most critical role
in our model. The adversarial training approach (Stage III)
further improves the result, by learning a real distribution of
the 3D hand pose.
In addition, we see that the template pose leads to better
performance than the template mesh, due to the lack of
3D hand mesh supervision. Besides, the two normalization
strategies perform differently on STB and RHD dataset: batch
normalization performs better on STB dataset while group
normalization performs better on RHD dataset.
2) Ablation studies on loss functions: We also evaluate
the proposed bone-constrained loss functions. Taking the ar-
Fig. 8. Ablation studies on the proposed bone-constrained loss functions
at three stages.
Fig. 9. Qualitative results for the evaluation of the proposed bone-
constrained loss functions.
chitecture of mesh+Group Normalization as an example,
we train the network with our proposed loss functions and
without them on the STB dataset respectively. As illustrated in
Fig. 8, the network trained with our proposed bone-constrained
loss functions performs better in all three stages. This gives
credits to the bone constraints that take structural properties of
human hands into consideration. Further, we show the visual
comparison of estimated poses with and without bone losses in
Fig. 9. We observe that the estimated pose may have unnatural
distortion in bone directions when the bone-constrained loss
functions are not applied, e.g., the little finger in the first row
and the thumb in the second row. In contrast, our results have
natural structure in the orientation of bones with the proposed
bone constraints enforced.
D. Experimental Results and Qualitative Results
We compare our method with competitive 3D hand pose
estimation approaches on RHD and STB datasets, as presented
in Fig. 10. On the STB dataset, as shown in Fig. 10(a),
we compare with latest methods [5; 18; 4; 14; 25; 53]. Our
paradigm achieves comparable performance with the state-of-
the-art [14], which closely reaches the upper bound 1.0 of
3D PCK at all the error thresholds. This is because the STB
dataset is relatively simple. On the RHD dataset, as presented
in Fig. 10(b), we compare with recent approaches [14; 5; 34;
53], and significantly outperform the state-of-the-art [14] by
3% on average over all the error thresholds, validating the
superiority of our method even on such challenging dataset.
Moreover, we present some qualitative results of our 3D
hand pose estimation in Fig. 11. The generated poses are
accurate and natural even in case of severe self-occlusions,
as shown in the first three columns of Fig. 11. This validates
the effectiveness of the proposed pose prior and generative
adversarial learning framework. We also show visual results
of our method at different stages in Fig. 12. We see that
Stage I estimates a coarse hand pose from the MANO hand
model as a starting point, while Stage II refines the initial pose
greatly. Finally, Stage III generates more realistic hand poses
via adversarial learning.
VIII. CONCLUSION
In this paper, we propose a hand-model regularized graph
convolution network under an adversarial training framework.
To the best of our knowledge, we are the first to exploit a
hand model to compensate for the lack of prior knowledge in
literature. Further, we present a novel three-stage adversarial
training paradigm to generate a real distribution of the 3D
hand pose, and propose bone-constrained loss functions to
enforce natural hand structures. Experiments demonstrate that
we set the new state-of-the-art performances, validating the
superiority of the pose prior and adversarial training paradigm.
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