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ABSTRACT
Analog audio effects and synthesizers often owe their distinct
sound to circuit nonlinearities. Faithfully modeling such sig-
nificant aspect of the original sound in virtual analog software
can prove challenging. The current work proposes a generic
data-driven approach to virtual analog modeling and applies it
to the Fender Bassman 56F-A vacuum-tube amplifier. Specif-
ically, a feedforward variant of the WaveNet deep neural net-
work is trained to carry out a regression on audio waveform
samples from input to output of a SPICE model of the tube
amplifier. The output signals are pre-emphasized to assist the
model at learning the high-frequency content. The results of
a listening test suggest that the proposed model accurately
emulates the reference device. In particular, the model re-
sponds to user control changes, and faithfully restitutes the
range of sonic characteristics found across the configurations
of the original device.
Index Terms— Audio systems, feedforward neural net-
works, music, nonlinear systems, supervised learning.
1. INTRODUCTION
Digital modeling of analog audio circuits has become an ac-
tive research topic in recent years [1, 2, 3]. Such virtual
analog models are essential, when music technology is com-
puterized and there is a need to produce all musical sounds
by means of software. The distinct sonic characteristics of
many musical devices, such as those of vacuum-tube ampli-
fiers and distortion effects used by guitar and bass players,
arise from their nonlinear behavior [4, 5]. Digital models of
such systems should emulate these nonlinear characteristics
accurately in order to produce a pleasing and realistic sound.
There are two main approaches to virtual analog mod-
eling: “black-box” and “white-box” modeling. White-box
modeling is based on circuit analysis and simulation, such
as wave digital filters (WDF) [1, 6]. Such models exhibit a
high degree of accuracy, but require detailed knowledge of
the circuit and its nonlinear components. Additionally, these
models often implement nonlinear solvers, which increases
the computational load.
Black-box modeling is based on input-output measure-
ments of the device under study. In virtual analog modeling,
black-box modeling approaches include dynamical convolu-
tion [7, 8], the Volterra series [9, 10], as well as its special
cases, the Hammerstein and Wiener models [11]. Black-box
modeling is appealing for its generality. In principle, a black-
box model can be used to emulate different nonlinear systems,
but it typically fails to emulate the system as accurately as a
white-box model, leading to an audible difference between
the model and the device under study. Furthermore, black-
box models of nonlinear systems typically do not include user
controls, and instead a separate model has to be estimated for
each different configuration of the device under study.
In this work, these limitations of conventional black-box
modeling methods are addressed using a deep neural network.
A feedforward variant of the WaveNet architecture [12] is
trained for modeling of the vacuum-tube guitar preamplifier.
Neural networks have been applied recently for tube amplifier
modeling by several authors [13, 14, 15]. However, the previ-
ous models have not incorporated user controls, and are lim-
ited to a single setting of the amplifier. The WaveNet model
proposed in this study can be conditioned with user control
settings, allowing a single model to represent all settings. Fur-
thermore, this paper presents results of a listening test show-
ing that the proposed WaveNet model provides a better sub-
jective quality than other methods tested.
The rest of this paper is structured as follows. Sec. 2 dis-
cusses the modeled preamplifier circuit. Sec. 3 details the
proposed neural network architecture for black-box modeling
of nonlinear audio circuits. In Sec. 4, the proposed approach
is evaluated and compared against other methods using an ob-
jective metric and a listening test. Sec. 5 concludes the paper.
2. DEVICE UNDER STUDY
The device modeled in this study is the preamplifier circuit
from the Fender Bassman 56F-A vacuum-tube amplifier. The
Fender Bassman was originally developed as a bass ampli-
fier but found, including its many derivatives—such as the
Marshall JTM 45—significant use among guitarists as well.
The Bassman family of preamplifiers has been studied earlier
in [6] where a WDF-based white-box model is developed.
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Fig. 1. (Top) The circuit’s response to a 50-Hz pure tone
(solid) and the estimated steady-state response (dashed). The
length of the transient response (bottom) is used to determine
the required input length for the neural network.
The circuit contains four vacuum tube triodes in a complex
topology that is challenging for white-box modeling. A more
thorough circuit analysis is given in [6].
An important factor when modeling with a feedforward
neural network lies in the duration of the original device’s
response to different stimuli. This gives an estimate for the
number of past input samples to be shown the model for mak-
ing an accurate prediction about the output, i.e. the feedfor-
ward model order. For a linear circuit, this is determined di-
rectly from the impulse response. However, in the case of a
nonlinear circuit, the estimation of the required order is not
straightforward as it depends on the input signal.
In practice, we used several pure tone probe signals with
various frequencies and amplitudes and extracted the corre-
sponding transient responses by subtracting the steady-state
response observed at t  1 s from the measured output. The
output signal, estimated steady-state and transient responses
are shown in Fig. 1 for a 50-Hz pure tone probe signal with a
peak-to-peak amplitude of 0.5 V. As suggested in this exam-
ple, the transient response of the system becomes insignificant
after about 80 ms, such that the neural network should be able
to accurately predict the next output sample, given a sliding
window of the past input samples this long.
3. PROPOSED MODEL
The proposed model is a variant of the WaveNet convolutional
neural network [12]. The WaveNet architecture has two main
parts: a stack of dilated causal convolution layers and a fully-
connected post-processing module. The convolutional layers
form a nonlinear filter bank. The output of each convolutional
layer is fed as input to the post-processing module, which is
a fully-connected neural network. In the original WaveNet
CONV1×1 x[n]
1×1 c[n]
. . .
POST­PROCESSING MODULE
ŷ[n]
CONV  CONV
. . .
. . .
Conditioning (user controls)
Input signal
Output signal
z1[n] z2[n] zK[n]
Fig. 2. Proposed deep neural network architecture.
model, the post-processing module had a softmax output layer
for representing the probability distribution of the next sample
value in the sequence.
In this work, we adapt the original WaveNet model for a
regression task. The architecture is shown in Fig. 2. A simi-
lar architecture has been proposed for speech denoising [16].
Instead of modeling a conditional probability over the next se-
quence value, the model is trained to predict the current output
sample value, given a certain number of past input samples
and the current input sample:
yˆ[n,θ] = f(x[n], . . . , x[n−N ],θ), (1)
where N is called the receptive field of the model, f(·) is
a nonlinear transformation learned by the model, and θ are
the learned network parameters. In this work, the output yˆ[n]
corresponds to the audio signal processed through the model
of the audio circuit, and x[n] is the unprocessed input signal.
Conditioning is included in the model, allowing it to adapt
according to user control adjustments. In case of the Fender
Bassman preamp, the user can adjust the gain in the voltage
amp stage by adjusting a potentiometer. To incorporate user
controls to the model, the local conditioning procedure pre-
sented in the original WaveNet paper is used [12]. The condi-
tioning is realized in the convolutional layers, which use the
following gated activation:
z = tanh(Wf ∗ x+ Vf ∗ c) σ(Wg ∗ x+ Vg ∗ c), (2)
where ∗ and  denote the convolution and the element-wise
multiplication operations, respectively, Wf and Wg are the
filter and gate convolution kernels, respectively, x is the input,
and σ(·) is the logistic sigmoid function. The convolutions
with the conditioning kernels, Vf ∗ c and Vg ∗ c, where c is a
sequence representing the user control values, are 1×1 convo-
lutions, which means that each filter in Vf and Vg has length 1.
The convolutional layers include residual connections so the
input to the next convolutional layer is xk+1 = xk+Wk ∗zk,
whereWk ∗zk is a 1×1 convolution, and k is the layer index.
The inputs to the fully-connected post-processing module
are the outputs zk of the convolutional layers. The first layer
of the post-processing module uses the gated activation func-
tion. The second layer has a hyperbolic tangent activation.
Finally, a linear layer outputs the predicted sample value.
3.1. Loss function
The model parameters are learned by minimizing the “error-
to-signal ratio” (ESR), which is the squared error divided by
the energy of the target signal:
E =
∑∞
n=−∞ |y[n]− yˆ[n,θ]|2∑∞
n=−∞ |y[n]|2
. (3)
Additionally, a pre-emphasis filter is applied to the target
and predicted signal before computing the error in (3). This
work has chosen to use the high-pass pre-emphasis filter
H(z) = 1− 0.95z−1, which gives more weight to the error
at high frequencies. According to our tests, without the pre-
emphasis filtering, the model struggles at high frequencies.
3.2. Training
The training data was generated by processing audio signals
with a SPICE circuit model of the Fender Bassman preampli-
fier. In virtual analog literature, a SPICE model is commonly
used as the “ground truth”, as it is a convenient way of provid-
ing training signals, which are very similar to the data mea-
sured from a physical device. In this work, the SPICE model
was implemented according to the circuit diagram presented
in [6], using the 12AX7 triode model proposed in [17].
The clean signals used as input to the SPICE model
were obtained from an audio database released for a general-
purpose audio tagging challenge [18]. We randomly chose
subsets of 4.0 h for training and 20 min for validation. To
generate the training and validation data, the unprocessed
audio signals in the database were further split into 100-ms
segments. A uniformly sampled random gain value between
−15 and 15 dB was applied to each input segment to in-
crease the dynamic range of the signals in the data. This was
important, as the output signal sounds very different for dif-
ferent input levels. Each segment was then fed to the SPICE
model to obtain the target data set. For each segment, the
gain setting in the preamplifier was also sampled uniformly
and stored alongside the input/target pair. The models were
trained using the Adam optimizer [19] with early stopping
based on the validation error computed after each epoch.
4. EVALUATION
For evaluation of the proposed model, it is compared with two
other black-box models: a multilayer perceptron (MLP) and
the block-oriented model proposed by Eichas and Zo¨lzer [20].
The MLP is included as a neural network baseline, and the
block-oriented model is included as it represents the current
state-of-the-art in black-box modeling of nonlinear audio sys-
tems. The inputs to the MLP are the current input sample and
past N samples, where N is set equal with the receptive field
of the WaveNets. In the hidden layers, the MLP uses hyper-
bolic tangent activations and the same additive conditioning
procedure as the WaveNet:
z = tanh(Wx+ V c). (4)
The block-oriented model [20] consists of a linear filter
followed by a parametric nonlinearity. It was used for mod-
eling the Bassman preamp in [21]. Here, the linear filters and
the parameters of the nonlinearity are optimized jointly with
the Adam optimizer, using a generated dataset consisting of
sinusoids processed with the SPICE model. As the model
does not support user control adjustments, separate models
were trained for the two preamplifier gain settings tested.
4.1. Model configuration
The WaveNet model has several hyperparameters which af-
fect the performance of the model. In this work, it was de-
cided to use ten convolutional layers with a filter width of
three and the dilation pattern dk = {1, 2, 4, . . . , 512}. Us-
ing this configuration, the model has a receptive field of N =
2046, which corresponds to about 46 ms at the 44.1-kHz sam-
ple rate. The model response presented in Sec. 2 suggests that
a longer receptive field is needed for accurate predictions.
However, experiments showed that increasing the receptive
field did not significantly improve the performance with the
validation data.
Two WaveNet models were selected for further evalua-
tion. The small WaveNet (WaveNet1) uses 2 channels in the
convolutional and post-processing layers whereas the other
(WaveNet2) uses 16. These correspond to approximately 600
and 30,000 trainable parameters for the two models, respec-
tively. WaveNets with more layers and channels were found
to perform slightly better than the largest selected model, but
due to the nature of the application, it was decided to keep the
models to a reasonable size.
Different parameter combinations were also tested for the
MLP, and the best one was selected for further evaluation.
The chosen MLP has 8 hidden layers with 16 units each.
The input layer size is set equal to the receptive field of the
WaveNets. The total number of parameters is about 37,000.
4.2. Objective evaluation
For objective evaluation, the ESR of the models was com-
puted for a test set of unseen electric guitar and bass input
signals. The unprocessed test set signals were obtained from
Freesound, an online audio database [22]. The ESR was com-
puted for four conditions given by the combinations of low
or high input level, and medium or high amplifier gain. The
input level refers to the voltage of the signal fed to the ampli-
fier whereas the gain refers to the potentiometer setting in the
preamplifier (medium: 50%; high: 100%).
The results are shown in Table 1. In the 50% gain setting
conditions, the preamplifier’s response is weakly nonlinear,
and it can be seen that all models have a relatively small ESR.
Table 1. Error-to-signal ratio E for two gain settings and two
input signal levels. The smallest errors are highlighted.
Amp. gain 50% 100%
Input level Low High Low High
Block [20] 3.4% 2.0% 15% 12%
MLP 0.38% 1.1% 1.9% 17%
WaveNet1 1.3% 1.8% 2.3% 11%
WaveNet2 0.32% 0.49% 0.67% 2.0%
Table 2. Processing speed of the models on a CPU.
Model Block MLP WaveNet1 WaveNet2
Speed (× RT) 45 4.9 6.1 3.0
In the 100% gain conditions, in which the preamplifier be-
haves more nonlinearly, ESR becomes larger. It can be seen
that WaveNet2 significantly outperforms the other models in
the high level and 100% gain condition. This model also has
the lowest ESR in all other conditions. Each model produced
similar scores with guitar and bass signals such that only the
combined results are shown in Table 1.
The offline processing speeds of the models are reported
in Table 2. Working with the 44.1-kHz sample rate, the Ten-
sorflow implementations of the models run faster than real
time (RT) on a 2.8-GHz Intel Core i5 CPU. This suggests the
models could be applicable for real-time processing.
When algorithm delay needs to be minimized for low-
latency applications, the WaveNet can be run sample-by-
sample, and in this case it becomes increasingly important to
use fast inference algorithms. These algorithms exploit the
dilated nature of the filters and use queues to avoid calculating
same values multiple times [23, 24]. The study of a buffered
block-wise implementation of such a solution, applicable for
low-latency processing, is left for future work.
4.3. Listening test
To assess the perceptual similarity between the models and
the SPICE reference, a multiple stimuli with hidden reference
and anchor (MUSHRA) listening test was conducted [25].
On each MUSHRA trial, the subjects were presented with
a sound processed through the SPICE reference, and several
test items which they were asked to rank based on how accu-
rately they approximate the timbre of the reference.
The listening test items consisted of the models included
in the objective evaluation. Additionally, a hidden reference,
and an anchor obtained by processing the sounds through a
hard clipper, were included on each trial. Five different input
sounds were used: four bass guitar sounds and one electric
guitar sound. The sounds were a subset of the samples used
for the objective evaluation. The listening test focused on bass
guitar sounds since they seemed to bring out the differences
between the models most clearly. The reason may be that
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Fig. 3. Mean results of the MUSHRA listening test.
the bass sounds are monophonic and have a low fundamental
frequency, so the harmonic distortion is well audible. Each of
the five input sounds were processed with two settings: high
input level and 50% gain, and high input level and 100% gain.
This led to a total of ten trials for the MUSHRA test.
A total of 14 subjects participated in the test. The sub-
jects were guitar and bass players with experience in criti-
cal listening. The test was conducted in sound-proof booths
using Sennheiser HD-650 headphones. In post-screening, 4
subjects were excluded from the final analysis due to giving
the hidden reference less than 90 points in two or more trials.
The results of the listening test are shown in Fig. 3. The
black circles indicate the mean score for each method over all
test items, and the error bars indicate the 95% confidence in-
terval. The transparent circles present the individual answers.
There are significant differences between the subjective qual-
ity of the models. Overall, WaveNet2 performed best out of
all the models. Related audio files are available online [26].
5. CONCLUSIONS
This work has discussed the use of deep learning for the emu-
lation of nonlinear audio circuits with adjustable parameters.
Pre-emphasis filtering has been necessary for successful train-
ing. Our tests suggest that the deep neural network can be run
in real time at a typical audio sample rate. Our listening test
results show that the proposed deep convolutional architec-
ture outperforms a state-of-the-art black-box model. Future
work will apply the proposed method to other devices, such
as effect pedals with real training data.
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