Inferring population structure from genetic data sampled from some number of individuals is a formidable statistical problem. One widely used approach considers the number of populations to be fixed and calculates the posterior probability of assigning individuals to each population. More recently, the assignment of individuals to populations and the number of populations have both been considered random variables that follow a Dirichlet process prior. We examined the statistical behavior of assignment of individuals to populations under a Dirichlet process prior. First, we examined a best-case scenario, in which all of the assumptions of the Dirichlet process prior were satisfied, by generating data under a Dirichlet process prior. Second, we examined the performance of the method when the genetic data were generated under a population genetics model with symmetric migration between populations. We examined the accuracy of population assignment using a distance on partitions. The method can be quite accurate with a moderate number of loci. As expected, inferences on the number of populations are more accurate when u ¼ 4N e u is large and when the migration rate (4N e m) is low. We also examined the sensitivity of inferences of population structure to choice of the parameter of the Dirichlet process model. Although inferences could be sensitive to the choice of the prior on the number of populations, this sensitivity occurred when the number of loci sampled was small; inferences are more robust to the prior on the number of populations when the number of sampled loci is large. Finally, we discuss several methods for summarizing the results of a Bayesian Markov chain Monte Carlo (MCMC) analysis of population structure. We develop the notion of the mean population partition, which is the partition of individuals to populations that minimizes the squared partition distance to the partitions sampled by the MCMC algorithm.
M
OST natural populations display some degree of population subdivision, either because they occupy a large geographic area and cannot act as a single randomly mating population or because geographical barriers reduce migration between different areas. The consequence is that subpopulations from different geographic regions occupied by a species show different allele frequencies. Population subdivision has profoundly important effects on the dynamics of alleles in populations and also on the statistical tests we might apply to genetic data sampled from individuals. It is well known that population subdivision affects the dynamics of alleles in a population under the influence of mutation, drift, and selection; hence, the eventual fate of an allele is affected by population subdivision (Wright 1940 (Wright , 1943 . Moreover, undetected population subdivision has an important (and usually negative) effect on statistical tests that are commonly applied to genetic data sampled from populations. For example, statistical tests of the presence of natural selection are adversely affected by undetected population subdivision, often having an inflated incidence of false positives (Andolfatto and Przeworski 2000; Nielsen 2001; Przeworski 2002; Hammer et al. 2003) .
How can one identify the presence of population structure on the basis of genetic data sampled from some number of individuals? This is a long-standing problem in population genetics and has inspired a variety of approaches. One approach-F-statistics, developed by Wright (1951) and Malécot (1948) attempts to characterize the effect of population subdivision by its inbreeding-like effect on excess homozygosity. These approaches can be quite sophisticated (e.g., Holsinger et al. 2002) , but ultimately attempt to characterize the potentially complex pattern of population subdivision with a single statistic; F ST provides a rather blunt tool for exploring population subdivision, with many different patterns of population subdivision, for example, producing a similar (positive) F ST . Moreover, these approaches rely on preexisting labels; the assignment of individuals to populations is considered to be known before the analysis of the genetic data begins.
More recently, several authors have developed methods that do not rely upon a known assignment of 1 individuals to populations, instead inferring the population structure. Perhaps the most widely used method is a Bayesian one developed by Pritchard et al. (2000) . In its simplest form, the method of Pritchard et al. (2000) considers a fixed number of populations and, assuming linkage equilibrium and Hardy-Weinberg equilibrium of the alleles at the sampled loci, calculates the probability of assigning individuals to each of the populations. In its more fully developed form, the method has been modified to allow for admixture of individuals and linkage of the loci (Pritchard et al. 2000; Falush et al. 2003) . Pritchard et al. (2000) use a variant of Markov chain Monte Carlo (MCMC) to approximate the probabilities of assigning individuals to populations. The Bayesian method of Pritchard et al. (2000) has the advantage that the uncertainty in the assignment of individuals to populations is easy to characterize. The method has also been of great practical importance, with uses in conservation genetics (Moodley and Harley 2005; Small et al. 2006) , epidemiology (Leo et al. 2005; Michel et al. 2005; Nejsum et al. 2005; Ochsenreither et al. 2006) , and studies of population demography (e.g., Rosenberg et al. 2002) , and is often used as a first step in a genetic association study (Song and Elston 2006; Tsai et al. 2006; Yu et al. 2006) .
The first step in many analyses of population structure is to decide how many populations are needed to explain the observations. Statistically, this is viewed as a clustering problem; the goal is to cluster individuals into populations. The number of mixture components in the clustering algorithm is usually considered fixed. The approach of Pritchard et al. (2000) , for example, clusters individuals into one of a fixed number of populations. Pritchard et al. (2000) suggest a method based upon marginal likelihoods to determine the number of populations needed to explain the observations. Specifically, the method is applied several times to the data, with a varying number of populations for each treatment (say, one, two, three, etc., populations) . The marginal likelihood can be calculated as the harmonic mean of the likelihoods sampled from the output of the MCMC method used to approximate the probability of assigning individuals to populations (Newton and Raftery 1994) . Evanno et al. (2005) performed a simulation study investigating how well the method based on marginal likelihoods can identify the true number of populations. They found that the method performed poorly and suggested another statistic based upon the rate of change in the log probability of the data between successive analyses with increasing numbers of populations; this ad hoc statistic did a better job of correctly identifying the uppermost number of populations necessary to explain the data. Corander et al. (2003 Corander et al. ( , 2004 ) take a different approach to clustering individuals into populations and allow the number of populations to vary to some degree. They start with the individuals assigned to prospective populations. For example, consider 100 individuals that were evenly sampled from 10 prospective populations. With the method of Corander et al. (2003 Corander et al. ( , 2004 , the minimum number of populations, in this example, is one (all of the prospective populations are merged together into one, sharing a common set of allele frequencies) and the maximum number of populations is 10 (none of the 10 prospective populations are merged). The method uses MCMC (see Green 1995) to explore possible patterns of merged and split prospective populations and has the advantage that the number of populations is allowed to vary within a limited range. However, with the method of Corander et al. (2003) , it is impossible to escape the initial decision to place individuals together into the same prospective population.
More recently, Pella and Masuda (2006) applied a Dirichlet process prior to the problem of identifying population structure. Importantly, the Dirichlet process prior allows both the assignment of individuals to populations and the number of populations to be random variables; the number of populations, then, can in principle be estimated. The method of Pella and Masuda (2006) is similar to one proposed by Dawson and Belkhir (2001) . Dawson and Belkhir (2001) propose both a maximum-likelihood and a Bayesian approach to infer the assignments of individuals to populations. Importantly, they also estimate the number of populations. Their method mostly differs in the prior that they place on the population assignments. Here, we examine the statistical behavior of the Dirichlet process prior as applied to the problem of inferring population structure. Besides performing simulations that probe the performance of the method, we describe a new way to summarize the results of a Bayesian MCMC analysis of population structure by using the mean partition.
MATERIALS AND METHODS
Our goal is to infer the assignment of individuals to populations on the basis of allele information for each individual. In this section, we describe a method for doing this, first described by Pella and Masuda (2006) that allows the number of populations to be a random variable. Specifically, the number of populations and the assignment of individuals to populations are treated as random variables with a Dirichlet process prior distribution (Ferguson 1973; Antoniak 1974) . The description of the method entails considerable notation, and in Table 1 we provide a complete list of all the variables we consider.
Data: We assume that we have sampled the alleles for n individuals at L loci. At locus l, we observe J l unique alleles. The number of copies of allele j at locus l in individual i is denoted x ilj . Similarly, the number of copies of all alleles observed at locus l in individual i is denoted x il ¼ P Jl j¼1 x ilj . The allelic information for individual i at locus l is contained in the vector, x il ¼ ðx il 1 ; x il 2 ; . . . ; x ilJl Þ. For example, the information for individual i might look like x i1 ¼ ð0; 0; 0; 1; 0; 0; 0; 1; 0; 0Þ x i2 ¼ ð0; 2; 0; 0; 0; 0Þ x i3 ¼ ð0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 1; 0Þ x i4 ¼ ð0; 0; 2Þ x i5 ¼ ð1; 0; 0; 0; 1; 0; 0; 0Þ; where there are L ¼ 5 loci with the loci having J 1 ¼ 10, J 2 ¼ 6, J 3 ¼ 14, J 4 ¼ 3, J 5 ¼ 8 observed alleles. This example individual is homozygous at the second and fourth loci and heterozygous at the others. We denote the complete information for the ith individual as X i ¼ (x i1 , x i2 , . . . , x iL ). Similarly, we denote the information for all of the n individuals as X ¼ (X 1 , X 2 , . . ., X n ).
The combinatorics of assigning individuals to populations: The n individuals are assigned to one of K populations. The information on the assignment of individuals to populations is contained in an assignment vector, z. Specifically, the assignment of individual i to population k is denoted z i ¼ k, where z i 2 (1, . . . , K). An example of an assignment vector for n ¼ 5 individuals might look like z ¼ ð2; 1; 1; 1; 3Þ:
Here there are K ¼ 3 populations with individuals 2, 3, and 4 being assigned to the same population. The number of individuals that are assigned to the ith population is denoted h i .
The number of ways to assign n individuals to one of k populations is given by the Stirling numbers of the second kind,
For our example of n ¼ 5 individuals and K ¼ 3 populations, there are a total of S(5, 3) ¼ 25 ways to partition the individuals among populations. The total number of ways to partition n individuals among populations is given by the Bell numbers (Bell 1934) . The Bell numbers, B n , are calculated as the sum
Sðn; iÞ:
For example, n ¼ 5 individuals can be partitioned among 1, 2, 3, 4, or 5 populations. The total number of ways to assign individuals to populations, then, is P 5 i¼0 Sð5; iÞ ¼ 0 1 1 1 15 1 25 1 10 1 1 ¼ 52:
We label possible partitions of the individuals into populations using the restricted growth function notation of No. of alleles observed for some locus l in individuals assigned to population k, excluding information for individual i p klj
Frequency of allele j at locus l in population k p kl Vector containing the allele frequencies for locus l in population k l j Dirichlet parameter for frequency of allele j l 0 Sum of the Dirichlet parameters for some locus and population
Allocation vector containing the assignments of the n individuals to populations [i.e., z
Parameter of the Dirichlet process prior model that controls the ''clumpiness'' of the process S(n, k) Stirling no. of the second kind (no. of ways to partition n individuals into k populations) B n Bell nos. (total no. of ways to assign n individuals to populations) n a k Stirling nos. of the first kind
Indicator function, equaling 0 or 1 Stanton and White (1986) , where elements are sequentially numbered with the constraint that the index numbers for two individuals are the same if they are found in the same population. For example, the allocation vector z ¼ (2, 1, 1, 1, 3) is described using the restricted growth function notation as 1, 2, 2, 2, 3. Assigning individuals to populations when K is fixed: Pritchard et al. (2000) examined the case where the number of populations, K, is considered to be fixed, but the allocation vector, z, is treated as a random variable. They treated the problem in a Bayesian context. In a Bayesian framework, inferences are based upon the posterior probability of a parameter. For the problem of assigning individuals to populations, ideally one would calculate the posterior probability of an assignment vector f(z j X, K ), which can be calculated using Bayes' theorem as
Probabilities of assignment vectors, however, are rarely calculated. The posterior probability of an assignment vector cannot be calculated analytically and must instead be approximated using a numerical technique such as MCMC. When the number of individuals is large, there are a vast number of possible assignment vectors and the posterior probability for even the most probable can be quite small and difficult to approximate accurately. For example, when n ¼ 200 and K ¼ 5 there are a total of S(200, 5) ¼ 5.186 3 10 137 possible ways to partition individuals among populations; in this case, even the best partitioning scheme might have a tiny probability that is difficult or impossible to approximate using a method like MCMC.
Instead of calculating the probability of an assignment vector, the more practical solution is to calculate the marginal posterior probability of assigning individual i to population k,
where f(X j z i ¼ k, K ) is the likelihood (the probability of the observations when individual i is assigned to population k) and f(z i ¼ k j K ) is the prior probability of assigning individual i to population k. This is the approach taken by Pritchard et al. (2000) . They assume a uniform prior on populations, so that
For their model without admixture and assuming that the allele frequencies for each population are in linkage equilibrium and in Hardy-Weinberg equilibrium, the probability of the information for individual i is
Here p klj is the frequency of allele j at locus l in population k; the vector p kl contains the allele frequencies for locus l in population k. The probability of the observations on all of the individuals is the product of the likelihoods for the individuals. Pritchard et al. (2000) , following the lead of Balding and Nichols (1995) and Rannala and Mountain (1997) , assume that the allele frequencies have a flat Dirichlet prior probability distribution. The Dirichlet distribution has probability density
where l 0 ¼ P Jl j¼1 l j and G(Á) is the Gamma function. The flat Dirichlet distribution has all l j ¼ 1. Pritchard et al. (2000) do not condition upon any particular combination of allele frequencies when calculating the likelihood, instead integrating the likelihood over all possible combinations of allele frequencies, each combination being weighted by its probability under a flat Dirichlet prior. They then approximate the posterior probability using MCMC. Specifically, the program Structure-a program that implements the method outlined above-uses Gibbs sampling to first sample allele frequencies for each locus conditioned on the assignment of individuals to populations. They then use another Gibbs sampling step to assign individuals to populations (assuming that the allele frequencies are fixed). Repetition of these two Gibbs sampling steps allows the program Structure to integrate over allele frequencies and assignment vectors. If one is interested in the marginal posterior probability that individual i is assigned to population k, one simply records the fraction of the time that the individual was assigned to that population; the fraction of the time the Markov chain has individual i in population k is a valid approximation of the probability that the individual is assigned to the population (Tierney 1996) .
For the simple problem of assigning individuals to populations without admixture, one does not need to use this twostep Gibbs procedure; one can perform Gibbs sampling on the assignment of individuals to populations while analytically integrating over the possible allele frequencies (a point also made by Pella and Masuda 2006) . The Gibbs sampling procedure works like this: Pick an individual denoted i. Reassign this individual to population k with probability
The likelihood, f(X i j z i ¼ k), is calculated by integrating over all possible combinations of allele frequencies:
When individual i is placed into population k, the allele frequencies may not follow the prior probability distribution (e.g., a flat Dirichlet distribution) because other individuals may also be included in that population, thus modifying the probability density of different allele frequency combinations. Instead, the allele frequencies are drawn from the posterior probability distribution of allele frequencies for that population with individual i excluded. The notation X Ài is read ''all of the observations, excluding the observations made on individual i.'' The likelihood is then
Here, y klj is the number of copies of allele j at locus l in individuals that are assigned to population k and is calculated as
where I(z i ) is an indicator function that equals one if individual i is assigned to population k (i.e., z i ¼ k) and zero otherwise. The summation of y klj over all alleles is denoted y kl ¼ P Jl j¼1 y klj . Finally, the superscript ''(Ài)'' indicates that the count excludes individual i.
The integral in Equation 2 can be solved analytically. Remembering that
This means that
This result was first derived by Rannala and Mountain (1997) and can be used to perform Gibbs sampling only with respect to the assignment of individuals to populations. Assigning individuals to populations when K is a random variable: Our goal is to assign individuals to populations while allowing both the allocation vector (z) and the number of populations (K ) to both be random variables. To do this we assume that the joint prior probability of the allocation vector and the number of populations follows a Dirichlet process prior (Ferguson 1973; Antoniak 1974; Pella and Masuda 2006) . Specifically, under the Dirichlet process prior the joint probability of z and K is
The parameter a is a concentration parameter that determines the degree to which individuals are grouped together into the same population. In fact, the prior probability that two randomly chosen individuals (i and j ) are grouped together in the same population is
Clearly, when a is small, the prior probability of two individuals finding themselves in the same population is high. Moreover, the probability of having K populations is obtained by summing over all possible partitions for K populations,
where n a k is the absolute value of the Stirling numbers of the first kind. Finally, the expected number of populations is
The Dirichlet process prior model, then, can be understood by considering the following procedure: First, randomly draw the number of populations (K ) and the allocation vector (z) from the probability distribution described by Equation 5; then, for each population randomly draw the allele frequencies from the Dirichlet probability distribution prior (in this study, we use a flat Dirichlet). We use the word ''Dirichlet'' in two different senses: first, to describe the prior probability distribution on allele frequencies (this is the ''Dirichlet probability distribution'') and, second, to describe the prior probability distribution on the allocation vector and on the number of populations (this is the ''Dirichlet process prior''). Keep in mind that the Dirichlet probability distribution and the Dirichlet process prior are two different probability distributions.
We use Algorithm 3 from Neal (2000) to perform the numerical integration over the possible allocation vectors and number of populations. Neal (2000) describes a Gibbs sampling scheme for MCMC that works as follows. First, pick an individual, i, and remove it from the allocation vector z. If the individual was alone in a population, then the population is removed from computer memory, and the total number of populations is decreased by one. Otherwise, the count of the number of individuals in the population, h, is decreased by one. Place individual i into population k with probability
) and into a new population k (all by itself) with probability
where f(p kl ) is the Dirichlet prior density distribution on allele frequencies and b is a normalizing constant.
Computer program: The methods described in this article have been implemented in a computer program called Structurama. The program, written in C11, implements a Gibbs MCMC sampling strategy for assigning individuals to populations when K is fixed and the strategy described by Neal (2000) when the number of populations is treated as a random variable with a Dirichlet process prior. The program is available for free download from http:/ /www.structurama.org. Each MCMC cycle of the program involves a Gibbs scan of all of the individuals; hence, the total number of MCMC cycles for the analyses of this study is the product of the reported number of MCMC cycles and the number of individuals in the analysis.
The ability of the MCMC algorithm we implemented to work on any particular data set is, of course, unknown. However, we have found that the MCMC appears to work well for some problems that involve up to 1000 individuals. The MCMC we implement needs only to integrate over the placement of individuals into populations; unlike other implementations, we analytically integrate over allele frequencies. Moreover, we implemented (though did not use in this article) a variant of MCMC called Metropolis-coupled Markov chain Monte Carlo [MCMCMC or (MC) 3 (Geyer 1991) ]. This variant of MCMC better allows a Markov chain to explore the parameter space. We recommend not only that MCMCMC be used on difficult problems (those involving, say, $1000 individuals), but also that the results be checked carefully by comparing the inferences from multiple chains on the same data.
Summarizing the results of a MCMC analysis of population structure: Considerable attention has been paid to the problem of how to summarize the results of a Bayesian analysis of population structure. The output of a Markov chain can be used to calculate the probabilities of assigning individuals to populations. For example, consider the following (arbitrarily constructed) output from a MCMC analysis of population structure:
Here N is the sample number and K is the number of populations. There are a number of ways to describe the current state of the Markov chain. One way is to simply assign each population an index. The column labeled ''Arbitrary indexing'' shows this strategy. In fact, this is the strategy taken in the program Structure. The last column shows the labeling of the population partition using the restricted growth function (RGF) notation of Stanton and White (1986) . The main problem with the arbitrary indexing scheme is that the labels are just that, arbitrary. In fact, if the Markov chain mixes properly, then it should be able to explore other, equivalent, indexing schemes for the partition. For example, the first and fifth samples shown in the example MCMC output, above, are equivalent in that they specify the same partition of individuals to populations. (Note that the first and fifth samples have the same description using the restricted growth function notation.) When there are K populations, there are K ! equivalent arbitrary indexing schemes that can be applied to describe the same partition of individuals among populations. In other words, if the Markov chain mixes well (i.e., properly explores the parameter space), then the following six indexing schemes for the same partition should be visited by the Markov chain equally often: (1 1 1 2 2 2 3 3 3), (1 1 1 3 3 3 2 2 2), (2 2 2 1 1 1 3 3 3), (2 2 2 3 3 3 1 1 1), (3 3 3 1 1 1 2 2 2), (3 3 3 2 2 2 1 1 1). This problem was noted by Pritchard et al. (2000) and Stephens (2000) , but their method for summarizing the results of the output of a MCMC analysis relies on the fact that in practice, only one of the equivalent labeling schemes for a partition is visited.
Here, we explore a number of different ways to summarize the results of a Bayesian MCMC analysis of population structure. The first method we explore simply summarizes the probability that each of the ð n 2 Þ pairs of individuals are in the same population. The approximation of the probability that individual i and individual j are in the same population is simply the fraction of the time they were placed into the same population during the MCMC analysis and does not depend upon the labeling scheme for the partitions. The prior probability of any two individuals falling into the same population under the Dirichlet process prior is 1/ (1 1 a) . This means that the Bayes factor in favor of individuals i and j being in the same population is
Lavine and Schervish (1999) argue that Bayes' factors should be interpreted as the degree by which an investigator changes his or her mind about a hypothesis after making some observations. In the context of inferring population structure, the Bayes factor would indicate how strongly two individuals are grouped into the same population. Another strategy we explore for summarizing the results of a Bayesian analysis of population structure relies on a distance on partitions, described by Gusfield (2002) . The basic idea is to find a partitioning of the individuals among populations that minimizes the squared distance to the partitions sampled by the MCMC algorithm (Figure 1) . Here, we rely on the interpretation of the mean as minimizing the squared distance to a sample. For example, consider the usual interpretation of the mean of n real numbers,
then the value of m that minimizes P n i¼1 dðx i ; mÞ 2 is m ¼ x. We consider the partition distance, dðz i ; z j Þ, and define the mean partition to be the partition, z, that minimizes P N i¼1 dðz i ; zÞ 2 , where the summation is over all N of the partitions sampled by the MCMC algorithm. The partition distance, dðz i ; z j Þ, is the minimum number of individuals that must be deleted from both z i and z j to make the two induced partitions the same. Equivalently, the partition distance of Gusfield (2002) can be thought of as the minimum number of elements that must be moved between populations in one of the partitions to make it identical to the other partition. We search for the mean partition using the following algorithm. First, we start with an arbitrarily chosen partition. Here, we start with one of the partitions sampled by the Markov chain. We then attempt to place each element (individual) of the mean partition into each of the other clusters (populations) and also into a cluster all by itself. At each step, we keep track of the mean squared distance to all of the sampled partitions and move to partitions that result in a smaller mean squared distance. The algorithm stops when a partition is found in which perturbation does not result in a smaller mean squared distance to sampled partitions. Our experience is that this algorithm works well in finding the mean partition, even when the starting partition is distant from the sampled partitions. 
Analysis of real data: We explored the method of Pella and Masuda (2006) on three empirical data sets:
1. The first data set we explored is of n ¼ 216 Impala (Aepyceros melampus) individuals sampled at L ¼ 8 microsatellite loci (Lorenzen et al. 2004 (Lorenzen et al. , 2006 . 2. We also examined a data set of n ¼ 155 Taita thrush (Galbusera et al. 2000) . Each bird was sampled at L ¼ 7 microsatellite loci. The thrush data were also analyzed by Pritchard et al. (2000) . 3. Finally, we examined Orth et al.' s (1998) data on n ¼ 74
Mus musculus individuals sampled from Lake Casitas, California. The Mus data have L ¼ 7 loci.
We performed 11 analyses for each of the three data sets (Impala, thrush, and Mus). Specifically, we ran analyses in which the number of populations was fixed (K ¼ 1, . . . , 7) and in which the number of populations follows a Dirichlet process prior with a prior mean of E(K ) ¼ 2, E(K ) ¼ 5, E(K ) ¼ 10, and E(K ) ¼ 20. All MCMC analyses were run for a total of 1 million cycles.
Computer simulations: We used computer simulation to explore the statistical behavior of population assignment under the Dirichlet process prior. Specifically, we explored two different models for generating genetic data. First, we simulated data under the Dirichlet process prior. We simulated up to 1000 data sets, each consisting of n ¼ 100 individuals under the Dirichlet process with E(K) ¼ 5. This means that each simulated data set might differ in the number of populations (and almost certainly differed in the allocation vector), but that the average number of populations over the replicates was close to five. We explored two scenarios here. First, we varied the number of loci. This allows us to investigate the effect of the number of observations on the performance of the method. We also explored the robustness of the method to misspecification of the ''clumpiness'' parameter (a) of the Dirichlet process prior. We did this by generating data with a prior mean of E(K) ¼ 5, but analyzing the data with the prior mean set to E(K) ¼ 5, E(K) ¼ 10, or E(K) ¼ 20. We designed the simulations to also allow us to check the validity of our implementation of the Dirichlet process prior. For example, when data are generated under the Dirichlet process prior and analyzed under the same model conditions [e.g., when we simulated and analyzed data with the prior mean of the number of populations set to E(K) ¼ 5], a 95% credible set of the number of populations should contain the true number of populations with probability 0.95.
We also simulated data under a neutral coalescent model using the program ms (Hudson 2002) . The model assumes an infinite-sites mutation model and no recombination so that each new mutation results in an unique allele (haplotype). To evaluate the type I error of the Dirichlet process prior method we simulated a single panmictic population with u ¼ 4N e u ¼ (0.5, 1, 2, 4), where N e is the effective population size and u is the mutation rate per generation. Our analyses of these simulations with Structurama suggest that the Dirichlet process prior method has low type I error (i.e., #5%) in the absence of population structure (see Table 3 ). While a full exploration of possible demographic models is beyond the scope of this study, a wide range of demographic models is straightforward to implement using the program ms (see the program documentation, http:/ /home.uchicago.edu/rhudson1/source/ mksamples.html). As a first-pass evaluation of Structurama's ability to detect population structure, we modeled a symmetric equilibrium island model with 2, 4, and 10 demes of equal size where u ¼ 4N e u ¼ (0.5, 1.0, 2.0, 4.0), M ¼ 4N e m ¼ (0.5, 1.0, 2.0, 4.0), and m is the migration rate per generation. In each case, 100 diploid individuals were sampled in total, with equal numbers of individuals being sampled from each deme. Clearly, this demographic model and sampling scheme are highly simplistic and are intended only to be illustrative. The ms command lines we implemented are listed in the appendix. A perl script that digests the ms output into Structurama input is available on request to P. Andolfatto.
For each simulated data set, we ran a single Markov chain for a total of 100,000 cycles. We thinned the Markov chains by sampling every 25th sample and discarded samples taken during the first 12,500 cycles as the burn-in of the chain. The program Structurama, which can work in a batch-processing mode, was used for analysis of all simulated data.
RESULTS AND DISCUSSION
Figures 2-4 show the results of the analyses of the real data. Each figure shows the mean partition summarizing the MCMC samples for a particular analysis. Individuals are arrayed along columns, and each row represents a different analysis. Individuals sharing a color are grouped together into the same population. As expected, the partitions differ when the fixed number 
or in which the number of populations was a random variable with a Dirichlet process prior
The assignment of individuals (boxes) is indicated by color. of populations varies. Interestingly, the mean partition is rather insensitive to the choice of the clumpiness parameter, a, when a Dirichlet process prior probability distribution is applied to the assignment vector and the number of populations; note that the same mean partition results when the prior mean of the number of populations is varied from E(K) ¼ 5 to E(K) ¼ 20.
The problem of summarizing the results of an MCMC analysis of population structure is a difficult one, because the object of estimation-a partition representing the population structure-is not a standard statistical parameter. There is no natural way to order partitions, for example. In many ways, the problem of summarizing a collection of partitions (sampled, from say, a Markov chain) has parallels in the phylogenetics literature, where the object of inference is a phylogenetic tree. Trees, like partitions, cannot be naturally ordered. In the phylogenetics literature, a number of solutions have been considered, including consensus trees. Several methods have been suggested for summarizing the results of a MCMC analysis of population structure. As mentioned earlier, one solution is to arbitrarily assign indexes to populations. Although other choices of indexes will result in the same partition of individuals to populations, in practice the MCMC may fail to visit these alternative labeling schemes; the summary of the population index to which each individual is assigned, then, may be useful. Dawson and Belkhir (2001) suggest a clustering method for summarizing the results of an MCMC analysis of population structure. Their method applies a hierarchical clustering algorithm to identify well-supported clusters of individuals. Stephens (2000) , on the other hand, takes a decision theoretic approach and attempts to find a partition that minimizes the posterior expected loss. Our method of constructing a mean partition best fits the decision theoretic approach, with a loss function that is the squared distance between a sampled partition and the true partition. The weakness of our approach is that it relies upon a distance on partitions (one described by Gusfield 2002) , which is itself arbitrary. Unfortunately, only the Gusfield (2002) metric on partitions exists; other metrics on partitions are surely possible and could be usefully applied to the problem of summarizing the results of a MCMC analysis of population structure. Figure 5 shows an alternative method for summarizing the results of the MCMC analysis of population structure. These plots-dubbed ''plaid plots'' by one of us-show the probabilities of all possible pairs of individuals being grouped together into the same population. (Galbusera et al. 2000) . Analyses were performed in which the number of populations was fixed (
or in which the number of populations was a random variable with a Dirichlet process prior (Orth et al. 1998) . Analyses were performed in which the number of populations was fixed (
The assignment of individuals (boxes) is indicated by color.
The plots are rather complicated to read, at least on a first pass. The top left corner of each triangle shows the probability of individuals 1 and 2 being grouped into the same population. The top right corner of each graph shows the probability of individuals 1 and n finding themselves in the same population. Finally, the bottom right corner of each plot shows the probability of individuals n and n À 1 being grouped together in the same population. The color red indicates a probability .0.9 of two individuals being in the same population. One finds blocks of individuals all of whom share a high probability of being grouped together in the same population, but a low probability of being grouped with any other individuals (this is indicated by the ''stair case''-like pattern of red coloration in the plots). Figure 5 also shows the Bayes factors for all pairs of individuals being grouped together in the same population. The Bayes factor measures the strength of the evidence grouping individuals together. Formally, it measures the degree by which an individual changes his or her mind about the grouping of a pair of individuals after observing the genetic data. Generally speaking, Bayes' factors .10 are considered ''positive'' or ''strong'' evidence in favor of a hypothesis ( Jeffreys 1961) , in this case the hypothesis being that individuals i and j are in the same population. Similarly, a Bayes factor ,$ 1 10 can be considered strong evidence against two individuals being in the same population. One advantage of the plaid plots is that they are invariant to the labeling of populations; all that is considered is whether two individuals are assigned to the same population or to different populations.
How many populations are required to explain the data? Figure 6 shows the approximate marginal likelihoods for varying numbers of populations for the three empirical data sets. The marginal likelihoods were calculated by taking the harmonic mean of the likelihoods for samples taken by the MCMC algorithm The top left corner of a triangle shows the probability/Bayes' factor for individuals 1 and 2, the top right corner of the triangle shows the probability/Bayes' factor for individuals 1 and n, and the bottom corner of the triangle shows the probability/Bayes' factor for individuals n À 1 and n. Generally speaking, Bayes' factors .10 are strong evidence for two individuals being grouped together in the same population whereas Bayes' factors , 1 10 are strong evidence against grouping two individuals into the same population. All analyses were run assuming a Dirichlet process prior on the number of populations and a prior mean for the number of populations of E(K ) ¼ 5. (Newton and Raftery 1994) when the number of populations is considered fixed. Note that it is difficult to explain the data with only a few populations (e.g., one or two), but that the marginal likelihoods are similar for larger numbers of populations. Typically, one picks the number of populations that is a compromise between the ability to explain the data (i.e., picking K such that the marginal likelihood is high) and parsimony (i.e., picking K as small as possible). One can do this using, for example, the Akaike information criterion (Akaike 1973) in which the marginal likelihood is penalized by the number of parameters (populations). Our approach involves sampling only assignments of individuals to populations and analytically integrates over uncertainty in allele frequencies; it is likely that our estimates of the marginal likelihood are more accurate than approaches that use MCMC to integrate over uncertainty in allele frequencies. Even so, Raftery et al. (2006) point out that while the harmonic mean is an unbiased estimator, it can have an infinite variance and is generally an unstable estimate of the marginal likelihood.
Inference of the number of populations is automatic to the procedure when the number of populations and the assignment of individuals to populations are both considered random variables that follow a Dirichlet process prior. Figure 7 shows the prior and posterior probability distributions for K for four analyses of the Impala data set. The maximum posterior probability (MAP) estimate of the number of populations is K ¼ 4 for three of the four analyses. When the prior mean of the number of populations is E(K ) ¼ 2, E(K ) ¼ 5, or E(K ) ¼ 10, most of the posterior probability is on K ¼ 4. Only when the prior mean is E(K ) ¼ 20 does the MAP estimate of the number of populations shift to K ¼ 5. In this study, we assumed a fixed value for the concentration parameter, a. For ease of interpretation, we set a using the prior mean on the number of populations; that is, we first chose a prior mean for K and then found the a that gives the desired prior mean. In some Bayesian analyses under a Dirichlet prior process, however, a probability distribution is put on the concentration parameter, a. Typically, a Gamma hyperprior is placed on a. We implemented the Gamma hyperprior in Structurama, but did not explore the effect of this approach on the inferences.
How well can we expect to assign individuals to populations under the Dirichlet process model? We used simulation to explore the statistical behavior of the method. Table 2 summarizes the results for our first set of simulations. The first set of simulations was designed to explore the behavior of the method in a best-case scenario, in which all of the assumptions of the method are satisfied. We simulated data under a Dirichlet process prior in which E(K ) ¼ 5. We then analyzed the data under precisely the same model [i.e., with E(K ) ¼ 5] and under situations in which the prior is misspecified [i.e., with E(K ) ¼ 10 and E(K ) ¼ 20]. In the simulations, we varied the number of loci from L ¼ 10 to L ¼ 100. Note that the average distance of the partitions sampled by the MCMC algorithm to the true partition (z T ) decreases as the number of loci increases. This result is to be expected; as the number of observations increases, inferences about the population assignment become more accurate. Here, we use the partition distance to measure the distance of the sampled partitions to the true partition in each simulation (Gusfield 2002) . Also, as expected, inferences are less accurate when the concentration parameter, a, is misspecified. However, the effect of number of loci is much stronger than the effect of prior misspecification. We also noted the coverage probability for all the simulations. For each MCMC analysis of the simulated data, we constructed a 95% credible set for the number of populations. If the method is behaving correctly, a 95% credible set should contain the true number of populations 95% of the time. One can see that when the prior for a is not misspecified, the coverage (probability that the 95% credible set contains the true number of populations) is $0.95. However, when the prior model is misspecified, the 95% credible set contains the true number of populations with a probability ,0.95. For example, in one of the simulations of L ¼ 10 loci, data Figure 7 .-The prior, Pr(K), and posterior, Pr(K j X), probability distributions for the number of populations for the Impala data set when the prior mean of the number of populations varies.
TABLE 2
Results of simulations under the Dirichlet process prior with were simulated with a prior mean of 5, but analyzed assuming a prior mean for the number of populations of 20. In this set of simulations, the 95% credible set contained the true number of populations only 53% of the time. Importantly, the simulations suggest that misspecification of the prior on the number of populations becomes less important when the data have many loci. For instance, the coverage probability for the Results of simulations under a population genetics model when there is one population and the prior mean of the number of populations is 5, 10, or 20 Results of simulations under a population genetics model when there are two populations and the prior mean of the number of populations is 5, 10, or 20 number of populations did not appear to be affected for the simulations of L ¼ 100 loci. Finally, the bias in the estimates of the number of populations appears to be moderate in the simulations under the Dirichlet process prior. We measured bias as the difference between the average of the number of populations sampled by the MCMC algorithm and the true number of populations
. Generally, the number of populations was slightly overestimated when the prior mean chosen for the analysis was larger than the prior mean used to simulate the data. In our second set of simulations, we simulated data under a model completely different from the Dirichlet process prior model under which the data were analyzed. Specifically, we simulated data under a population genetics model with K ¼ 1, K ¼ 2, K ¼ 4, or K ¼ 10 populations. We allowed u ¼ 4Nu to vary and also assumed a symmetric migration model between populations with varying migration rates (M ¼ 4Nm). Tables 3-6 summarize the results of these simulations. Again, we measured the accuracy of the method as the average distance of the sampled partitions to the true partition. We also noted the bias (the degree by which the number of populations is over-or underestimated) and the coverage probability (the probability that a 95% credible set contains the true number of populations). Because there were only 100 simulations for each combination of parameter values, one should take the values for the coverage probabilities with a grain of salt; it is difficult to accurately determine coverage probabilities with only 100 replicates. Generally speaking, the simulations show that inferences of population structure are more accurate when (1) more loci are used, (2) migration rates are low, and (3) u is large.
Generally speaking, the results of the simulation study are in accord with what intuition would suggest: (1) Increasing the number of loci improves the ability of the method to correctly identify the partition, (2) estimation can suffer when the parameter of the Dirichlet process model, a, is misspecified, and (3) inference of Results of simulations under a population genetics model when there are four populations and the prior mean of the number of populations is 5, 10, or 20 population structure is more reliable when u is large and M (migration rates) are low. The main result of the simulations, however, is not intuitive: One can accurately infer the number of populations in a sample using genetic data under a Dirichlet process model. Importantly, the number of loci necessary to accurately infer the number of populations is moderate in size and in the range of many published studies of population structure. Also, one can accurately infer the number of populations even when the parameter of the Dirichlet process model is misspecified (as long as the number of loci is moderately large). Demographic models that are relevant to real populations are likely to be much more complex than the simple symmetric island model we have explored. In addition, markers used to infer population structure are often ascertained in a smaller sample of individuals and geographic sampling schemes can vary widely from study to study. Fortunately, Structurama is easy to use in conjunction with programs like ms (Hudson 2002 ; see materials and methods) and it is straightforward to evaluate the program's performance under virtually any arbitrary sampling scheme and demographic model. Future work could concentrate on the relative performance of different methods for inferring population structure. This work might benefit from consideration of the methods we devised in this article to measure the accuracy of population structure methods (such as the application of a distance on partitions). Results of simulations under a population genetics model when there are 10 populations and the prior mean of the number of populations is 5, 10, or 20 ./ms 200 10000 -t 0.5 -I 2 100 100 0.5 .ms.t0.5_p2_m0.5 ./ms 200 10000 -t 0.5 -I 2 100 100 1 .ms.t0.5_p2_m1 ./ms 200 10000 -t 0.5 -I 2 100 100 2 .ms.t0.5_p2_m2 ./ms 200 10000 -t 0.5 -I 2 100 100 4 .ms.t0.5_p2_m4 ./ms 200 10000 -t 1 -I 2 100 100 0.5 .ms.t1_p2_m0.5 ./ms 200 10000 -t 1 -I 2 100 100 1 .ms.t1_p2_m1 ./ms 200 10000 -t 1 -I 2 100 100 2 .ms.t1_p2_m2 ./ms 200 10000 -t 1 -I 2 100 100 4 .ms.t1_p2_m4 ./ms 200 10000 -t 2 -I 2 100 100 0.5 .ms.t2_p2_m0.5 ./ms 200 10000 -t 2 -I 2 100 100 1 .ms.t2_p2_m1 ./ms 200 10000 -t 2 -I 2 100 100 2 .ms.t2_p2_m2 ./ms 200 10000 -t 2 -I 2 100 100 4 .ms.t2_p2_m4 ./ms 200 10000 -t 4 -I 2 100 100 0.5 .ms.t4_p2_m0.5 ./ms 200 10000 -t 4 -I 2 100 100 1 .ms.t4_p2_m1 ./ms 200 10000 -t 4 -I 2 100 100 2 .ms.t4_p2_m2 ./ms 200 10000 -t 4 -I 2 100 100 4 .ms.t4_p2_m4 
