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Abstract
Given a discrete group and a unitary representation on a Hilbert space
H, we prove that the notions of operator Bracket map and Gramian co-
incide on a dense set of H. As a consequence, combining this result with
known frame theory, we can recover in a simple way all previous Bracket
characterizations of Riesz and frame sequences generated by a single ele-
ment under a unitary representation.
Keywords: Riesz and frame sequences; group von Neumann algebras;
Bracket map; Gramian operator.
1 Introduction
Riesz and frame sequences in a separable Hilbert space H are key objects in
approximation theory. The following definitions are standard and can be found
e.g. in [9, 13, 18, 22]. For a countable set of indices I consider the family
Ψ = {ψj}j∈I ⊂ H and call HΨ = span(Ψ)H. The system Ψ is said to be a
Riesz sequence with Riesz bounds 0 < A ≤ B <∞ if it satisfies
A‖c‖2ℓ2(I) ≤ ‖
∑
j∈I
cjψj‖2H ≤ B‖c‖2ℓ2(I) (1)
for all finite sequence c = {cj}j∈I ∈ ℓ0(I). Since finite sequences are dense in
ℓ2(I), this condition is equivalent to say that (1) holds for all c ∈ ℓ2(I). Recall
that a Riesz sequence is a Riesz basis for HΨ.
The system Ψ is said to be a frame sequence with frame bounds 0 < A ≤
B <∞ if it satisfies
A‖ϕ‖2H ≤
∑
j∈I
|〈ϕ, ψj〉H|2 ≤ B‖ϕ‖2H, for all ϕ ∈ HΨ. (2)
Recall that a frame sequence is a frame for HΨ.
Particular systems, that play an important role in the construction of wavelets
from a Multiresolution Analysis, in the study of Gabor systems, and in approx-
imation theory, are formed by translations of a single function ψ ∈ L2(Rd). For
k ∈ Zd denote by Tkψ(x) = ψ(x− k) the translation of ψ by the integer d-tuple
k.
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When does {Tkψ : k ∈ Zn} constitute a Riesz sequence in L2(Rd)? When
does {Tkψ : k ∈ Zn} constitute a frame sequence in L2(Rd)?
A crucial object to answer this questions is the Bracket map, that is the
sesquilinear map from L2(Rn)× L2(Rn) to L1([0, 1]) that reads
[ϕ, ψ](ξ) =
∑
j∈Zn
ϕ̂(ξ + j)ψ̂(ξ + j), (3)
where ϕ̂ denotes the Fourier transform of ϕ. In terms of this Bracket map the
answers to this questions is the following:
Proposition 1. Let ψ ∈ L2(Rd) and fix constants 0 < A ≤ B < +∞.
i. The collection {Tkψ : k ∈ Z} is a Riesz sequence with bounds 0 < A ≤
B <∞ if and only if A ≤ [ψ, ψ](ξ) ≤ B a.e. ξ ∈ [0, 1].
ii. The collection {Tkψ : k ∈ Z} is a frame sequence with bounds 0 < A ≤
B <∞ if and only if A ≤ [ψ, ψ](ξ) ≤ B a.e. ξ ∈ supp [ψ, ψ].
The proof of part i. of Proposition 1 can be found in classical books on
wavelets such as [13, 22] and in [8]. As for the proof of part ii. it can be found
in [3, 4, 5, 8].
Dilations by dyadic integers, modulations and shear transformations (see
[2] for definitions) are other examples for which a similar result to the one
contained in Proposition 1 can be given. All these are examples of unitary
group representations. A unitary representation of a group Γ is a continuous
group homomorphism Π : Γ −→ U(H), where U(H) denotes the set of unitary
operators of the Hilbert space H.
Given a unitary representation Π of a discrete group Γ, and a nonzero ψ ∈ H,
two natural questions are then the following. When does {Π(γ)ψ : γ ∈ Γ}
constitute a Riesz sequence in H? When does {Π(γ)ψ : γ ∈ Γ} constitute a
frame sequence in H? The answer to these questions is given for the abelian
case in [17] and for the nonabelian case in [1]. The answers are formally different,
but it is expressed in both cases in terms of an important object that generalizes
the Bracket map (3). We review now the abelian case.
Suppose that Γ is an abelian discrete and countable group. Let Γ̂ be the dual
group of Γ, that is, the group of all characters of Γ defined as the continuous
maps α : Γ −→ C for which |α(γ)| = 1 for all γ ∈ Γ and α(γ1γ2) = α(γ1)α(γ2)
for all γ1, γ2 ∈ Γ. Since Γ is discrete, Γ̂ is compact. Denote by dα the normalized
Haar measure on Γ̂. A unitary representation Π : Γ −→ U(H) is said to be dual
integrable if there exists a sesquilinear map
[·, ·] : H×H → L1(Γ̂, dα)
such that
〈
ϕ,Π(γ)ψ
〉
H
=
∫
Γ̂
[ϕ, ψ](α)α(γ)dα ∀ ϕ, ψ ∈ H ∀ γ ∈ Γ. (4)
Let us illustrate this definition with two basic examples. In the case of integer
translations, the Bracket is given by equation (3) (see [4, 6, 7]). For the case
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of the Gabor representation of the group (Zd × Zd,+) on L2(Rd) given by
MlTkψ(x) = e
−2πil·xψ(x − k), the Bracket is [ϕ, ψ](x, ξ) = Zϕ(x, ξ)Zψ(x, ξ),
where x, ξ ∈ Td, ϕ, ψ ∈ L2(Rd) and
Zψ(x, ξ) =
∑
k∈Zd
ψ(k + x) e−2πik·ξ (5)
is the Zak transform of the function ψ ∈ L2(Rd) (see for instance [16]).
For a dual integrable representation the answer to the above questions is
similar to the one contained in Proposition 1.
Proposition 2. ([17]) Let Π be a dual integrable representation of a discrete
and countable abelian group Γ on a Hilbert space H. Let ψ ∈ H and fix constants
0 < A ≤ B < +∞.
i. The collection is a Riesz sequence in H with bounds 0 < A ≤ B < ∞ if
and only if A ≤ [ψ, ψ](α) ≤ B a.e. α ∈ Γ̂.
ii. The collection {Π(γ)ψ : γ ∈ Γ} is a frame sequence in H with bounds
0 < A ≤ B <∞ if and only if A ≤ [ψ, ψ](α) ≤ B a.e. α ∈ supp [ψ, ψ].
The nonabelian case requires more machinery that was introduced in ([1])
and will be reviewed in Section 2. In this paper we will show that this Bracket
notion for the nonabelian case coincides with the well-known Gramian, that
can be defined for any countable family {ψj}j∈I satisfying some weak square
integrability conditions as the closed and densely defined operator on ℓ2(I)
whose matrix coefficients are the inner products 〈ψj , ψi〉.
In order to do so, we will start recalling in Section 2 the notion of operator
Bracket map introduced in [1] in terms of the group von Neumann algebra. In
Section 2.2 the Gramian is defined for a countable family under the weakest
possible conditions. In Section 3 we provide a simple argument for the char-
acterization of general frame sequences (see Corollary 7), as a consequence of
Proposition 6. The main result of the paper is contained in Section 4, where we
show that the operator Bracket map introduced in [1] for any discrete groups
coincides with the Gramian. In Section 5 we then show that, for abelian groups,
operator Bracket map and the Bracket map (4) are related by Pontryagin du-
ality. As corollaries we obtain all known characterizations of Riesz and frame
sequences for principal invariant subspaces; this gives simple proofs of these re-
sults, hence avoiding the - as the authors term them - “surprisingly intricate”
arguments invoked in [4] and still present in all subsequent works.
2 Preliminaries
2.1 The nonconmutative setting and the Bracket map
In this section, we will describe the setting where we will work in and recall the
notion of our main object of study: the operator Bracket map, introduced in
[1].
Given Γ a discrete and countable group we will need to deal with Fourier
analysis over the von Neumann algebra associated to Γ which we briefly recall
3
here (for details see [10, 12, 19, 20, 24, 26] and the discussion in [1]). In this
case, we shall consider the right von Neumann algebra of Γ, defined as follows.
Let ρ : Γ → U(ℓ2(Γ)) be the right regular representation, which acts on the
canonical basis {δγ}γ∈Γ as ρ(γ)δγ′ = δγ′γ−1 , and let us call trigonometric poly-
nomials the operators obtained by finite linear combinations of {ρ(γ)}γ∈Γ. The
right von Neumann algebra can be defined as the weak operator closure of such
trigonometric polynomials
R(Γ) = span{ρ(γ)}γ∈ΓWOT.
Given F ∈ R(Γ), we will denote by τ the standard trace
τ(F ) = 〈Fδe, δe〉ℓ2(Γ)
where e denotes the identity element of Γ. Then, τ defines a normal, finite and
faithful tracial linear functional.
For F ∈ R(Γ), the Fourier coefficients of F , {F̂ (γ)}γ∈Γ ∈ ℓ2(Γ), are given
by
F̂ (γ) = τ(Fρ(γ)), (6)
and F has a Fourier series F =
∑
γ∈Γ F̂ (γ)ρ(γ)
∗ , which converges in the weak
operator topology.
Any F ∈ R(Γ) is a bounded right convolution operator by F̂ : given u ∈ ℓ2(Γ)
Fu(γ) =
∑
γ′∈Γ
F̂ (γ′)ρ(γ′)∗u(γ) =
∑
γ′∈Γ
F̂ (γ′)u(γγ′−1) = u ∗ F̂ (γ)
where ∗ stands for the Γ-group convolution
u ∗ v(γ) =
∑
γ′∈Γ
u(γγ′−1)v(γ′) =
∑
γ′∈Γ
u(γ′)v(γ′−1γ).
For any 1 ≤ p <∞ let ‖ · ‖p be the norm over R(Γ) given by
‖F‖p = τ(|F |p)
1
p
where the absolute value is the selfadjoint operator defined as |F | =
√
F ∗F and
the p-th power is defined by functional calculus of |F |. Following [1, 23, 24], we
define the noncommutative Lp(R(Γ)) spaces for 1 ≤ p <∞ as
Lp(R(Γ)) = span{ρ(γ)}γ∈Γ‖·‖p
while for p =∞ we set L∞(R(Γ)) = R(Γ) endowed with the operator norm.
When p <∞, the elements of Lp(R(Γ)) are the linear operators on ℓ2(Γ) that
are affiliated to R(Γ), i.e. the densely defined closed operators that commute
with all unitary elements of L (Γ), whose ‖ · ‖p norm is finite (see also [27]).
Here, L (Γ) denotes the left von Neumann algebra of ℓ2(Γ), that is generated
by the left regular representation λ : Γ→ U(ℓ2(Γ)), defined by λ(γ)δγ′ = δγγ′.
In particular, Lp(R(Γ)) elements for p < ∞ are not necessarily bounded,
while a bounded operator that is affiliated to R(Γ) automatically belongs to
R(Γ) as a consequence of von Neumann’s Double Commutant Theorem (see
also [20, Th. 4.1.7]). For p = 2 one obtains a separable Hilbert space with
scalar product
〈F1, F2〉2 = τ(F ∗2 F1)
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for which the monomials {ρ(γ)}γ∈Γ form an orthonormal basis. For these spaces
the usual statement of Ho¨lder inequality still holds, so that in particular for any
F ∈ Lp(R(Γ)) with 1 ≤ p ≤ ∞ its Fourier coefficients are well defined, and
the finiteness of the trace implies that Lp(R(Γ)) ⊂ Lq(R(Γ)) whenever q < p.
Moreover, fundamental results of Fourier analysis such as L1(R(Γ)) Uniqueness
Theorem, Plancherel Theorem between L2(R(Γ)) and ℓ2(Γ), and Hausdorff-
Young inequality still hold in the present setting (see e.g. [1, §2.2]).
A relevant class of operators in R(Γ) are the orthogonal projections onto
closed subspaces W of ℓ2(Γ) satisfying λ(Γ)W ⊂ W , for all γ ∈ Γ. A special
case is the spectral projection over the set R\{0}, that is called the support of F .
It is the minimal orthogonal projection sF of ℓ2(Γ) such that F = FsF = sFF ,
and reads explicitly
sF = P(Ker(F ))⊥ = PRan(F ). (7)
Let us now recall the following definition from [1, 17] which is essential in
this paper.
Definition 3. Let Π be a unitary representation of a discrete and coutable
group Γ on a separable Hilbert space H. We say that Π is dual integrable if
there exists a sesquilinear map [·, ·] : H×H → L1(R(Γ)), called operator Bracket
map, satisfying
〈ϕ,Π(γ)ψ〉H = τ([ϕ, ψ]ρ(γ)) ∀ϕ, ψ ∈ H , ∀ γ ∈ Γ.
In such a case we will call (Γ,Π,H) a dual integrable triple.
Note that [ϕ, ψ] is the object in L1(R(Γ)) which Fourier coefficites are
{〈ϕ,Π(γ)ψ〉H
}
γ∈Γ
.
According to [1, Th. 4.1], Π is dual integrable if and only if it is square
integrable, in the sense that there exists a dense subspace D of H such that{〈ϕ,Π(γ)ψ〉H}γ∈Γ ∈ ℓ2(Γ) ∀ϕ ∈ H , ∀ψ ∈ D.
2.2 Gramian and frame operators
In this subsection we will provide some fundamental definitions and results
concerning the key operators involved in the study of Riesz bases and frames.
For Ψ = {ψj}j∈I ⊂ H, the synthesis operator of Ψ is the densely defined
operator from ℓ2(I) to H which, on finite sequences, reads
TΨ : ℓ0(I) → span(Ψ) ⊂ H
c 7→
∑
j∈I
cjψj .
Its adjoint operator T∗Ψ (see e.g. [11, Chapter X, §1]) is called the analysis
operator of Ψ. It is the closed operator defined on Dom(T∗Ψ) = {ϕ ∈ H : c 7→
〈Tψc, ϕ〉H is a bounded linear functional on Dom(TΨ) = ℓ0(I)}, as
〈c,T∗Ψϕ〉ℓ2(I) = 〈TΨc, ϕ〉H = 〈
∑
j∈I
cjψj , ϕ〉H =
∑
j∈I
cj〈ψj , ϕ〉H
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c ∈ ℓ0(I) and reads explicitly
T∗Ψ : Dom(T
∗
Ψ) → ℓ2(I)
ϕ 7→ {〈ϕ, ψj〉H}j∈I .
Lemma 4. Let Ψ = {ψj}j∈I ⊂ H be a countable family. The analysis operator
T∗Ψ maps span(Ψ) to ℓ2(I) if and only if the family Ψ = {ψj}j∈I satisfies the
following square integrability condition:
tj =
∑
k∈I
|〈ψj , ψk〉H|2 is finite for all j ∈ I. (8)
Proof. Let us first assume (8). We have to show the inclusion span(Ψ) ⊂
Dom(T∗Ψ). Since Dom(T
∗
Ψ) is a linear subspace of H it is enough to show
that ψk belongs to Dom(T
∗
Ψ) for all k ∈ I. For c ∈ ℓ0(I) the computation
|〈TΨc, ψk〉H| = |〈
∑
j∈I
cjψj , ψk〉H| ≤
∑
j∈I
|cj ||〈ψj , ψk〉H|
≤ (
∑
j∈I
|cj |2)1/2 (
∑
j∈I
|〈ψj , ψk〉H|2)1/2 = ‖c‖ℓ2(I)t
1
2
k ,
shows that the map c 7→ 〈T∗Ψc, ψk〉H is a bounded linear functional onDom(TΨ) =
ℓ0(I). Hence ψk ∈ Dom(T∗Ψ).
Conversely, since T∗Ψ : span(Ψ)→ ℓ2(I), then in particular
‖T∗Ψψj‖2ℓ2(I) = tj <∞ ∀ j ∈ I.
Assuming (8), by composition of analysis and synthesis operators one obtains
theGramian associated to Ψ as a densely defined operator on ℓ2(I) that on ℓ0(I)
reads
GΨ = T
∗
ΨTΨ : ℓ0(I) → ℓ2(I)
c 7→
{
〈
∑
j∈I
cjψj , ψk〉H
}
k∈I
.
Its name is motivated by the observation that(
GΨc
)
k
=
∑
j∈I
cj〈ψj , ψk〉H =
∑
j∈I
Gk,jΨ cj , k ∈ I
where GΨ = (Gk,jΨ ) = (〈ψj , ψk〉H) is the Gram matrix of Ψ (note the ordering of
indices).
Corollary 5. Let Ψ = {ψj}j∈I ⊂ H be a countable family for which (8) holds.
Then, the Gramian is a closable densely defined operator on ℓ2(I) whose domain
contains finite sequences, i.e. GΨ : ℓ0(I)→ ℓ2(I).
Proof. GΨ is densely defined in ℓ2(I) by Lemma 4. Moreover, since T∗Ψ is
densely defined on HΨ, then TΨ is closable, and its closure is given by T∗∗Ψ (see
e.g. [11, Chapter X, §1]). To see that alsoGΨ is closable, let {fn}n∈N ⊂ ℓ0(I) be
a sequence converging to f ∈ ℓ2(I) such that {GΨfn}n∈N converges to g ∈ ℓ2(I).
This implies that {TΨfn}n∈N ⊂ H is convergent, because
‖TΨfn − TΨfm‖2H = 〈fn − fm,GΨ(fn − fm)〉ℓ2(I)
≤ ‖fn − fm‖ℓ2(I)‖GΨ(fn − fm)‖ℓ2(I).
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Since TΨ is closable, then there exists ϕ ∈ H such that T∗∗Ψ f = ϕ, while the
closedness of T∗Ψ implies that T
∗
Ψϕ = g, so the extension of the Gramian defined
by T∗ΨT
∗∗
Ψ is closed.
Since GΨ is closable, we will always consider its closed extension and denote it
with the same symbol.
As we have seen, without any assumption on Ψ the synthesis operator TΨ is
densely defined in ℓ2(I). It is well known (see e.g. [9]) that for TΨ to be a well
defined operator from ℓ2(I) to H one needs to assume that
the series
∑
i∈I
ciψi converges in H for all c ∈ ℓ2(I). (9)
In this case, by the uniform boundedness principle, TΨ is a bounded operator
from ℓ2(I) to HΨ. Its adjoint operator T∗Ψ : H → ℓ2(I) is then also bounded
and this is equivalent to say that Ψ satisfies the Bessel condition, that is, there
exists a constant B > 0 such that∑
j∈I
|〈ϕ, ψj〉H|2 ≤ B‖ϕ‖2H, for all ϕ ∈ H.
Since assuming Ψ to a Bessel sequence implies that TΨ is bounded, one then
has that condition (9) is equivalent to the Bessel condition.
Assuming (9), one can then define the frame operator as the bounded positive
selfadjoint operator
FΨ = TΨT
∗
Ψ : H → HΨ
ϕ 7→
∑
i∈I
〈ϕ, ψi〉Hψi
and under this hypothesis one also has that GΨ : ℓ2(I) → ℓ2(I) is a bounded
positive selfadjoint operator.
3 Riesz and Frame sequences: The Gramian.
3.1 Riesz sequences: The Gramian
When Ψ = {ψj}j∈I ⊂ H is a Riesz sequence with Riesz bounds A and B, the
synthesis operator TΨ is bounded from ℓ2(I) to H with norm not exceeding√
B, and then so is T∗Ψ : HΨ → ℓ2(I).
Since the central term in the definition of Riesz sequence (1) reads
‖
∑
j∈I
cjψj‖2H =
∑
j,k∈I
cjck〈ψj , ψk〉H = 〈GΨc, c〉ℓ2(I)
it follows that Ψ = {ψj}j∈I ⊂ H a Riesz sequence with Riesz bounds A and B
if and only if
AIℓ2(I) ≤ GΨ ≤ BIℓ2(I) . (10)
This result can be found in e.g. ([22, §2.3 Lem. 2] or [9, Th. 3.6.6]).
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Recall that a bounded linear operator T in a Hilbert space H is called posi-
tive, and written T ≥ 0, if 〈Tx, x〉 ≥ 0 for all x ∈ H. For T and S two bounded
linear operators in a Hilbert space H the notation T ≥ S means T − S ≥ 0. It
is well known (see e.g [25, Th. 12.32]) that a bounded linear operator T in a
Hilbert space H is positive if and only if T is self adjoint and σ(T ;H) ⊂ [0,∞).
Here σ(T ;H) denotes the spectrum of T in H. Using this result, it follows from
(10) that Ψ = {ψj}j∈I ⊂ H a Riesz sequence with Riesz bounds A and B if
and only if
σ(GΨ; ℓ2(I)) ⊂ [A,B]. (11)
3.2 Frame sequences: The Frame Operator
When Ψ = {ψj}j∈I ⊂ H is a frame sequence with frame bounds A and B the
right hand side inequality in (2), that is the Bessel condition, implies that the
analysis operator T∗Ψ is bounded from HΨ into ℓ2(I) with norm not exceeding√
B, and can be extended linearly toH, with the same norm, by setting T∗Ψ(ϕ) =
0 for ϕ ∈ (HΨ)⊥. Therefore, the frame operator FΨ = TΨT∗Ψ is bounded from
H into HΨ and its norm does not exceed B. Since the central term in the
definition of frame sequence (2) reads∑
j∈I
|〈ϕ, ψj〉H|2 =
∑
j∈I
〈ϕ, ψj〉H〈ψj , ϕ〉H = 〈FΨϕ, ϕ〉H
it follows that a Bessel sequence Ψ = {ψj}j∈I ⊂ H is a frame sequence if and
only if
APHΨ ≤ FΨ ≤ BPHΨ (12)
where PHΨ is the orthogonal projection of H onto HΨ. This result can be
found in e.g. [13, §3.2], [18, §8.1]. As argued at the end of Section 3.1, (12) is
equivalent to
σ(FΨ;HΨ) ⊂ [A,B]. (13)
3.3 Frame sequences: The Gramian
In this subsection we derive a classical characterization of frame sequences in
terms of the Gramian as a consequence of the following basic result.
Proposition 6. Let H1 and H2 be separable Hilbert spaces, let K : H1 → H2 be
a bounded linear operator and denote with K∗ : H2 → H1 its adjoint. Let us call
G = |K|2 = K∗K, and F = |K∗|2 = KK∗. Then for fixed 0 < A ≤ B < +∞
the following are equivalent
i. APRan(K) ≤ F ≤ BPRan(K) in H2.
ii. AG ≤ G2 ≤ BG in H1.
iii. σ(G;H1) ⊂ {0} ∪ [A,B]
iv. APRan(K∗) ≤ G ≤ BPRan(K∗) in H1.
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Proof. i.⇔ ii. Observe that i. is equivalent to
A〈ϕ, ϕ〉H2 ≤ 〈Fϕ, ϕ〉H2 ≤ B〈ϕ, ϕ〉H2 for all ϕ ∈ Ran(K) ⊂ H2 ,
and that ii. is equivalent to
A〈Gc, c〉H1 ≤ 〈G2c, c〉H1 ≤ B〈Gc, c〉H1 for all c ∈ H1 .
The desired equivalence follows from
〈G2c, c〉H1 = 〈K∗KK∗Kc, c〉H1 = 〈FKc,Kc〉H2 ,
and
〈Gc, c〉H1 = 〈K∗Kc, c〉H1 = 〈Kc,Kc〉H2 .
ii. ⇒ iii. The right hand side of ii. means that G2 − AG ≥ 0 in H1. By
[25, Th. 12.32], σ(G2 −AG;H1) ⊂ [0,∞). But σ(G2 −AG;H1) = σ(G;H1)2 −
Aσ(G;H1) (see e.g. [15, §33, Th. 1]). Since G ≥ 0, σ(G;H1) ⊂ [0,∞). Thus, if
λ ∈ σ(G;H1), λ ≥ 0 and λ(λ−A) = λ2−Aλ ≥ 0. This implies λ = 0 or λ ≥ A.
Arguing similarly with the left hand side inequality of (b) one obtains λ = 0 or
λ ≤ B. This proves the result.
iii. ⇒ iv. It is enough to prove σ(G; Ran(K∗)) ⊂ [A,B], since this inclu-
sion is equivalent to AIRan(K∗) ≤ G|Ran(K∗) ≤ BIRan(K∗) (see, e.g. the argu-
ment of the equivalence between (10) and (11)), and this is also equivalent to
APRan(K∗) ≤ G ≤ BPRan(K∗) because Ker(G) = Ker(K).
Since σ(G; Ran(K∗)) ⊂ σ(G;H1), condition iii. implies that
σ(G; Ran(K∗)) ⊂ {0} ∪ [A,B]. If λ = 0 belongs to σ(G; Ran(K∗)), sinceG|Ran(K∗)
is self-adjoint and λ = 0 is an isolated point of its spectrum, λ = 0 is an eigen-
value ofG|Ran(K∗) (see e.g. [21, Problem 6.28]). This implies that Ker(G|Ran(K∗)) 6=
{0}. On the other hand,
Ker(G|Ran(K∗)) ⊂ Ran(K∗) ∩Ker(K) = Ker(K)⊥ ∩Ker(K) = {0},
and we have a contradiction. Thus, 0 /∈ σ(G; Ran(K∗)) and iv. follows. iv. ⇒
ii.. Since G and PRan(K∗) are positive operators that commute, hypothesis ii.
implies,
APRan(K∗)G ≤ G2 ≤ BPRan(K∗)G .
But PRan(K∗)G = G because Ran(G) = Ran(K
∗).
A direct consequence of the above result is the following well known charac-
terization of frame sequences.
Corollary 7. Let Ψ = {ψj}j∈I ⊂ H be a collection of elements on a Hilbert
space H and define VΨ = Ran(T∗Ψ) = Ker(TΨ)⊥. For fixed 0 < A ≤ B < ∞,
the following statements are equivalent:
i. Ψ is a frame sequence with frame bound A and B .
ii. The Gramian GΨ is well defined on ℓ2(I) and σ(GΨ; ℓ2(I)) ⊂ {0}∪[A,B].
iii. The Gramian GΨ is well defined on ℓ2(I) and APVΨ ≤ GΨ ≤ BPVΨ .
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Proof. With K = TΨ, statement i. of Proposition 6 is the frame sequence con-
dition (12). The equivalences in the Corollary are, precisely, the equivalences of
i., iii. and iv. in Proposition 6.
Another proof of the equivalence i.⇔ ii. can be found in [9, Lem. 5.5.4].
It is now easy to show that Riesz sequences are frame sequences. Indeed,
by (10), Ψ is a Riesz sequence if and only if σ(GΨ; ℓ2(I)) ⊂ [A,B]; therefore
σ(GΨ; ℓ2(I)) ⊂ [A,B] ∪ {0} and ii.⇒ i. of Corollary 7 gives that Ψ is a frame
sequence.
4 Bracket map, the Gramian and cyclic systems
In this section we will prove the main result of the paper. It says that when
(Γ,Π,H) is a dual integrable triple, the operator Bracket map coincides with
the Gramian on a dense set of H. Once this is established, we show how it
allows to easily deduce the known characterizations of frame and Riesz bases on
cyclic systems in terms of the operator Bracket map.
4.1 Bracket map and the Gramian
Consider a family Ψ that is an orbit OΓ(ψ) of a single vector ψ ∈ H under a uni-
tary representation Π of a discrete countable group Γ, i.e. OΓ(ψ) = {Π(γ)ψ}γ∈Γ,
and denote its linearly generated space by 〈ψ〉Γ = spanOΓ(ψ)H.
The associated Gram matrix reads
Gγ′,γOΓ(ψ) = 〈Π(γ)ψ,Π(γ
′)ψ〉H = gOΓ(ψ)(γ
−1γ′) , γ, γ′ ∈ Γ
where we have introduced the notation
g
OΓ(ψ)
(γ) = 〈ψ,Π(γ)ψ〉H.
The function g
OΓ(ψ)
∈ ℓ∞(Γ) is the prototype of a function of positive type (see
e.g. [14, §3.3]), and GOΓ(ψ) is the associated positive definite kernel.
If we assume thatOΓ(ψ) satisfies condition (8), the Gramian operatorGOΓ(ψ)
is then a densely defined right convolution operator on ℓ2(Γ). Indeed, if f =
{f(γ)}γ∈Γ ∈ ℓ0(Γ)
GOΓ(ψ)f(γ
′) =
∑
γ∈Γ
f(γ)〈ψ,Π(γ−1γ′)ψ〉H = f ∗ gOΓ(ψ)(γ
′).
We can then prove the main theorem of this section.
Theorem 8. Let (Γ,Π,H) be a dual integrable triple.
i. If ψ is such that GOΓ(ψ) is a closed and densely defined operator on ℓ2(I),
then
[ψ, ψ] = GOΓ(ψ).
ii. If ψ is such that [ψ, ψ] ∈ L2(R(Γ)), then GOΓ(ψ) is a closed and densely
defined operator on ℓ2(I).
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Proof. To prove i., let us first see that GOΓ(ψ) ∈ L1(R(Γ)). As a right convo-
lution operator, it is affiliated with R(Γ). So, since it is a positive operator, it
suffices to check that its trace is finite. This is true because
τ(GOΓ(ψ)) = 〈T∗OΓ(ψ)TOΓ(ψ)δe, δe〉ℓ2(Γ) = ‖TOΓ(ψ)δe‖2H = ‖ψ‖2H.
In order to see the desired claim, by L1(R(Γ)) uniqueness of Fourier coefficients
(see e.g. [1, Lem. 2.1]) we need only to prove that
〈ψ,Π(γ)ψ〉H = τ(GOΓ(ψ)ρ(γ)) ∀ψ ∈ H , ∀ γ ∈ Γ.
Since GOΓ(ψ)δe(γ) = 〈ψ,Π(γ)ψ〉H, using the traciality of τ we have indeed
τ(GOΓ(ψ)ρ(γ)) = τ(ρ(γ)GOΓ(ψ)) = 〈GOΓ(ψ)δe, δγ〉ℓ2(Γ) = 〈ψ,Π(γ)ψ〉H.
To prove ii. observe that, by Plancherel Theorem (see e.g. [1, Lem. 2.2]),
[ψ, ψ] ∈ L2(R(Γ)) implies that∑γ∈Γ |τ([ψ, ψ]ρ(γ))|2 <∞. By definition of dual
integrability, this is equivalent to
∑
γ∈Γ |〈ψ,Π(γ)ψ〉H|2 < ∞, which coincides
with condition (8), so the conclusion follows by Corollary 5.
Remark 9. Note that the above theorem says exactly that the Bracket map and
the Gramian agree on a dense set of H. Indeed, by [1, Th. 4.1] and Plancherel
theorem the set of ψ ∈ H such that [ψ, ψ] ∈ L2(R(Γ)) is a dense set in H.
4.2 Characterizations of Riesz and frame cyclic systems
We show here how to obtain the characterization results of Riesz and frame
cyclic systems in terms of the operator Bracket map, by combining the results
of Sections 3 and 4.1. This will provide simpler proofs for known results that
were previously proven using sophisticated techniques.
Proposition 10. Let (Γ,Π,H) be a dual integrable triple with associated Bracket
map [·, ·]. Then, the orbit OΓ(ψ) is
i. a frame sequence with frame bounds 0 < A ≤ B if and only if
AP(Ker[ψ,ψ])⊥ ≤ [ψ, ψ] ≤ BP(Ker[ψ,ψ])⊥ . (14)
ii. a Riesz sequence with Riesz bounds 0 < A ≤ B if and only if
AIℓ2(Γ) ≤ [ψ, ψ] ≤ BIℓ2(Γ).
Proof. To prove i. let us first assume that OΓ(ψ) is a frame sequence. Then
GOΓ(ψ) is bounded, and by Corollary 7 we have that AP(Ker(GOΓ(ψ)))
⊥ ≤ GOΓ(ψ) ≤
BP(Ker(GOΓ(ψ)))⊥
, where we have used that Ker(GOΓ(ψ)) = Ker(TOΓ(ψ)). Fur-
thermore, since in particular GOΓ(ψ) belongs to R(Γ) ⊂ L2(R(Γ)), by Theorem
8 we know that [ψ, ψ] = GOΓ(ψ), and then (14) follows.
Reciprocally, if (14) holds, then [ψ, ψ] ∈ R(Γ) ⊂ L2(R(Γ)) and by Theorem
8 [ψ, ψ] = GOΓ(ψ). Thus, Corollary 7 implies that OΓ(ψ) is a frame sequence.
To see ii. simply observe that Riesz sequences is equivalent to (10) and that
[ψ, ψ] = GOΓ(ψ) by Theorem 8.
Remark 11. Observe that the above result recovers those of [1, Th. A].
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5 Abelian groups
In this section we show the relationship between the abelian Bracket map and
the operator Bracket map. More precisely, we show that for abelian groups the
Bracket map (4) is the Fourier multiplier of the operator Bracket of Definition
3. As a consequence, it is possible to obtain an explicit proof that in abelian
settings the condition on the Brackets in Proposition 10 is equivalent to that of
Proposition 2.
Let Γ be a discrete and countable abelian group, let us denote with Γ̂ its
dual group of characters, and let FΓ : ℓ2(Γ)→ L2(Γ̂) be the Fourier transform
FΓu =
∑
γ∈Γ
u(γ)Xγ , u ∈ ℓ2(Γ),
where Xγ : Γ̂ → C are the continuous characteres of Γ̂, that are Xγ(α) = α(γ)
for α ∈ Γ̂. Let S(Γ) = span{ρ(γ)}γ∈Γ ⊂ R(Γ) and let P (Γ̂) = span{Xγ}γ∈Γ ⊂
L∞(Γ̂) denote respectively the sets of noncommutative and commutative trigono-
metric polynomials. Define then the map Λ : S(Γ)→ P (Γ̂) as
Λ : F =
∑
γ∈∆F
F̂ (γ)ρ(γ)∗ 7→ Λ(F ) =
∑
γ∈∆F
F̂ (γ)Xγ (15)
where ∆F ⊂ Γ is a finite set. This map is the usual multiplier map, that
turns a convolution operator into the multiplier by the Fourier transform of the
convolution kernel, i.e. it satisfies
FΓFu = Λ(F )FΓu, F ∈ S(Γ), u ∈ ℓ2(Γ). (16)
As such, it extends by density to a bounded map from R(Γ) to L∞(Γ̂), also
denoted by Λ, which is an isometry and obviously preserves equation (16) on
R(Γ). Indeed, if F ∈ R(Γ) then it is a bounded operator on ℓ2(Γ) and, by
definition, ‖F‖L∞(R(Γ)) = ‖F‖op, where ‖ · ‖op denotes the operator norm. So,
we have
‖F‖L∞(R(Γ)) = ‖FΓFF−1Γ ‖op = ess sup
α∈Γ̂
|Λ(F )(α)| = ‖Λ(F )‖L∞(Γ̂),
where we have used the known fact that the operator norm of a multiplier
operator is the L∞-norm of the multiplication kernel, which in our case is Λ(F ).
For the sake of completeness we recall the following well-known result.
Proposition 12. The map Λ : R(Γ)→ L∞(Γ̂) defined by density as in (15) is
an isometric ∗-homomorphism satisfying∫
Γ̂
Λ(F )(α)α(γ)dα = F̂ (γ) , ∀ γ ∈ Γ. (17)
Proof. It is easy to see that Λ is a linear bijective map, and we have already
seen that ‖F‖L∞(R(Γ)) = ‖Λ(F )‖L∞(Γ̂). Moreover, it follows immediately by
the definition that Λ is an algebra homomorphism, i.e.
Λ(F1F2) = Λ(F1)Λ(F2) , F1, F2 ∈ R(Γ),
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and that Λ preserves the natural involutions given by operator adjoint in R(Γ)
and complex conjugation in L∞(Γ̂), i.e.
Λ(F ∗) = Λ(F ).
Finally, identities (17) can be obtained by (16) since, for all u ∈ ℓ2(Γ)
(F̂ ∗ u)(γ) = Fu(γ) = F−1Γ (Λ(F )FΓu)(γ) = (F−1Γ Λ(F ) ∗ u)(γ)
so (17) results by choosing u = δe.
This result can actually be extended to all noncommutative Lp spaces over
R(Γ), as follows.
Theorem 13. Let 1 ≤ p ≤ ∞. The multiplier map Λ extends to an isometric
isomorphism from Lp(R(Γ)) onto Lp(Γ̂) satisfying (17) and such that
Λ(F1F2) = Λ(F1)Λ(F2), (18)
for all F1 ∈ Lp(R(Γ)), F2 ∈ Lq(R(Γ)), with 1 ≤ p, q ≤ ∞ such that 1p + 1q = 1.
Proof. Let us first prove that Λ maps L1(R(Γ)) isometrically into L1(Γ̂), i.e.
‖F‖L1(R(Γ)) = ‖Λ(F )‖L1(Γ̂).
It suffices to prove it in S(Γ), and extend the result by density, which also
immediately provides surjectivity. For F ∈ S(Γ), let RF = ‖Λ(F )‖L∞(Γ̂) < ∞.
Since |z| is a continuous function in C, by Weierstrass Approximation Theorem,
given ǫ > 0 there exist a polynomial Qǫ(z) =
N∑
k=1
bkz
k such that ||z|−Qǫ(z)| ≤ ǫ
on the ball of radius RF . Using that |Λ(F )(α)| ≤ RF for all α ∈ Γ̂ and that dα
is the normalized Haar measure on the compact measure space Γ̂ we deduce:∣∣∣ ∫
Γ̂
|Λ(F )(α)|dα −
∫
Γ̂
Qǫ(Λ(F )(α))dα
∣∣∣ ≤ ǫ ∫
Γ̂
dα = ǫ .
By (17) with γ = e and the homomorphism property of Λ we obtain
∫
Γ̂
Qǫ(Λ(F )(α))dα =
N∑
k=1
bkτ(F
k) = τ(Qǫ(F )) .
Since the operator Qǫ(F )− |F | is an operator with spectral radius less than or
equal ǫ we obtain
|τ(Qǫ(F ))− τ(|F |)| ≤ τ(|Qǫ(F )− |F ||) ≤ ǫτ(I) = ǫ .
Then, since ǫ is arbitrary we deduce,
‖Λ(F )‖L1(Γ̂) = τ(|F |) = ‖F‖1 .
Now, using that we already proved the isometry property of Λ for p = ∞, the
result for all 1 < p <∞ follows by interpolation.
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What is left is to prove (18). For this, observe first that F1F2 ∈ L1(R(Γ)) by
Ho¨lder’s inequality. Thus, it is enough to show that Λ(F1F2) and Λ(F1)Λ(F2)
coincide as functions in L1(Γ̂). Given ǫ > 0, choose P1, P2 ∈ S(Γ) such that
‖F1 − P1‖p ≤ ǫ, and ‖F2 − P2‖q ≤ ǫ .
By the linearity of Λ and the homomorphism property,
Λ(F1F2) = Λ((F1 − P1)F2) + Λ(P1(F2 − P2)) + Λ(P1)Λ(P2).
We also have,
Λ(F1)Λ(F2) = (Λ(F1)− Λ(P1))Λ(F2) + Λ(P1)(Λ(F2)− Λ(P2)) + Λ(P1)Λ(P2).
Therefore,
‖Λ(F1F2)− Λ(F1)Λ(F2)‖L1(Γ̂) ≤ ‖Λ((F1 − P1)F2)‖L1(Γ̂) + ‖Λ(P1(F2 − P2))‖L1(Γ̂)
+ ‖(Λ(F1)− Λ(P1))Λ(F2)‖L1(Γ̂) + ‖Λ(P1)(Λ(F2)− Λ(P2))‖L1(Γ̂).
(19)
To bound the right hand side of (19) apply the isometry property of Λ and
Ho¨lder’s inequality to obtain
‖Λ((F1 − P1)F2)‖L1(Γ̂) ≤ ǫ‖F2‖q,
‖Λ(P1(F2 − P2))‖L1(Γ̂) ≤ ǫ‖P1‖p ≤ ǫ(‖F1‖p + ǫ),
‖(Λ(F1)− Λ(P1))Λ(F2)‖L1(Γ̂) ≤ ǫ‖F2‖q,
and
‖Λ(P1)(Λ(F2)− Λ(P2))‖L1(Γ̂) ≤ ǫ‖P1‖p ≤ ǫ(‖F1‖p + ǫ).
The result follows from these inequalities since ǫ is arbitrary.
Recall that by [17, Corollary 3.4] and [1, Theorem 4.1] we have that, for
abelian groups, the two notions of dual integrability coincide since they are
both equivalent to the square integrability of the representation. However, for
a discrete abelian group we have two definitions of a Bracket map of different
nature: the one given in [1] (see Definition 3), which is operator valued, that
we will denote by [ , ]op in this subsection, and the one defined in [17] (see
(4)), whose values are functions, and denoted by [ , ] in this subsection. Then,
we now prove the main result of this section which establishes the relationship
between [ , ]op and [ , ].
Theorem 14. Let (Γ,Π,H) be a dual integrable triple and suppose that Γ is
abelian. If ψ1, ψ2 ∈ H, then
Λ([ψ1, ψ2]
op) = [ψ1, ψ2] (20)
as elements of L1(Γ̂).
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Proof. Observe first that, by definition of operator Bracket map, we have
̂[ψ1, ψ2]op(γ) = 〈ψ1,Π(γ)ψ2〉H.
Now, by Theorem 13, we can apply the identity (17) to obtain∫
Γ̂
Λ([ψ1, ψ2]
op)(α)α(γ) dα = ̂[ψ1, ψ2]op(γ) = 〈ψ1,Π(γ)ψ2〉H.
Again by Theorem 13, Λ([ψ1, ψ2]
op) ∈ L1(Γ̂). Then, the desired claim follows
by uniqueness of Fourier coefficients (see (4)).
Finally, we observe that the equivalence of the conditions obtained in [17]
and the ones obtained in [1] for a dual integrable unitary orbit of a discrete
abelian group to form an ortonormal, Riesz or frame systems, in terms of the
Bracket maps can be checked directly in terms of the multiplier map Λ as follows.
Proposition 15. Let (Γ,Π,H) be a dual integrable triple and suppose that Γ
is abelian. Given ψ ∈ H, ψ 6= 0, let χΩψ = {α ∈ Γ̂ : [ψ, ψ](α) > 0}. For
0 < A ≤ B <∞, the following are equivalent:
i. As[ψ,ψ]op ≤ [ψ, ψ]op ≤ Bs[ψ,ψ]op
ii. AχΩψ (α) ≤ [ψ, ψ](α) ≤ BχΩψ (α) , a.e. α ∈ Γ̂ .
Here s[ψ,ψ]op is the support of the operator [ψ, ψ]
op, as defined in (7).
In order to prove Proposition 15, observe first that, as a consequence of (16)
and of Plancherel Theorem, for all u ∈ ℓ2(Γ) and all F ∈ R(Γ) we have
〈Fu, u〉ℓ2(Γ) = 〈FΓFu,FΓu〉L2(Γ̂) = 〈Λ(F )FΓu,FΓu〉L2(Γ̂)
=
∫
Γ̂
Λ(F )(α)|FΓu(α)|2dα.
This provides a simple argument for the proof of the following useful lemma,
which could be seen actually as a consequence of the Spectral Theorem.
Lemma 16. Let Γ be a discrete and countable abelian group. If F ∈ R(Γ) is a
selfadjoint operator on ℓ2(Γ), then
F ≥ 0 ⇐⇒ Λ(F )(α) ≥ 0 a.e. α ∈ Γ̂.
A second general fact that is needed is that Λ maps the support of a self-
adjoint operator in L1(R(Γ)) to a characteristic function.
Lemma 17. Let Γ be a discrete and countable abelian group and suppose that F
is a self-adjoint positive operator in L1(R(Γ)). Let ΩF = {α ∈ Γ̂ : Λ(F )(α) > 0}.
Then
Λ(sF )(α) = χΩF (α) , a.e. α ∈ Γ̂.
Proof. Since χΩF ∈ L∞(Γ̂) we can choose q ∈ R(Γ) such that Λ(q) = χΩF .
Using the properties of Λ, it is easy to show that q2 = q and q∗ = q; thus q is a
projection. Moreover Λ(Fq) = Λ(F )Λ(q) = Λ(F )χΩF = Λ(F ), as functions in
L1(Γ̂). Since sF is the support of F , we deduce sF ≤ q. Hence, q−sF is a positive
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self-adjoint operator in R(Γ), and by Lemma 16, Λ(sF )(α) ≤ Λ(q)(α) = χΩF (α)
a.e. α ∈ Γ̂.
On the other hand, by definition of support, we have Λ(F ) = Λ(FsF ) =
Λ(F )Λ(sF ), so that Λ(F )(α)[Λ(sF )(α)−1] = 0 a.e. α ∈ Γ̂. Thus, Λ(sF )(α)−1 =
0 when Λ(F )(α) > 0.This implies Λ(sF )(α) ≥ χΩF (α) a.e. α ∈ Γ̂ since, by
Lemma 16, we know that Λ(sF ) ≥ 0 a.e. α ∈ Γ̂.
Proof of Proposition 15. Assuming i., the operators [ψ, ψ]op − As[ψ,ψ]op and
Bs[ψ,ψ]op − [ψ, ψ]op are self-adjoint and positive elements of R(Γ). By Lemma
16 we then have
AΛ(s[ψ,ψ]op)(α) ≤ Λ([ψ, ψ]op)(α) ≤ B Λ(s[ψ,ψ]op)(α) , a.e. α ∈ Γ̂ .
By (20) and Lemma 17, this is equivalent to
AχΩ[ψ,ψ]op (α) ≤ [ψ, ψ](α) ≤ B χΩ[ψ,ψ]op (α) , a.e. α ∈ Γ̂ .
But, by Lemma 17 again, we have Ω[ψ,ψ]op = Ωψ, which proves ii.. An easy
adaptation of this same argument allows to prove that ii.⇒ i..
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