We consider multigrid (MG) cycles based on the recursive use of a two-grid method, in which the coarsegrid system is solved by 1 steps of a Krylov subspace iterative method. The approach is further extended by allowing such inner iterations only at the levels of given multiplicity, whereas V-cycle formulation is used at all other levels. For symmetric positive definite systems and symmetric MG schemes, we consider a flexible (or generalized) conjugate gradient method as Krylov subspace solver for both inner and outer iterations. Then, based on some algebraic (block matrix) properties of the V-cycle MG viewed as a preconditioner, we show that the method can have optimal convergence properties if is chosen to be sufficiently large. We also formulate conditions that guarantee both, optimal complexity and convergence, bounded independently of the number of levels. Our analysis shows that the method is, at least, as effective as the standard W-cycle, whereas numerical results illustrate that it can be much faster than the latter, and actually more robust than predicted by the theory.
INTRODUCTION
We consider the iterative solution of large sparse linear systems
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Y. NOTAY AND P. S. VASSILEVSKI by multigrid (MG) methods [1, 2] . These methods are being used in increasingly complex situations. They were initially designed as stand-alone solvers, and they are quite successful as such in many applications, for which one may refer to the so-called 'multigrid textbook efficiency' [2] . However, MG methods, especially their algebraic variants (AMG) originated in [3] , see also [4] and more recently ( [5] [6] [7] [8] , etc.), and are nowadays used in applications for which such efficiency is yet to be achieved. One common way to somewhat improve their robustness is to use them as preconditioners in a Krylov subspace iterative method [9, 10] , for instance, in the conjugate gradient (CG) method if the system matrix is symmetric positive definite (SPD). Now, this still may not be sufficient to provide fast convergence if the two-grid convergence factor is too large to allow convergence properties independent of the number of levels with standard V-or W-cycles. Moreover, in real-life problems, it is often impossible to predict if such a situation will occur or not, and the type of cycle that would be optimal. This motivates us to consider Krylov-based MG-cycles (or K-cycle, for short). With these cycles, the MG method is still based on the recursive use of a two-grid method, but the needed coarse-grid solve is defined by a few steps of a Krylov subspace iterative method with the already defined (by recursion) MG method on the previous (coarser) level as preconditioner. If inner iterations are performed at each level, we have more specifically a K -cycle preconditioner. Such an idea is not new; it has been used, also in a multilevel setting, for the so-called AMLI methods (cf. [11] ). The latter can be viewed as stabilized versions of the hierarchical basis (HB) methods. The stabilization comes from more than one recursive calls of the preconditioner defined (by recursion) at a given level.
Observe that the MG preconditioner defined in this way becomes a nonlinear operator and thus the analysis of such techniques is not as straightforward. For this reason, we restrict ourselves to the simpler SPD case. That is, we assume that matrix A in (1) is SPD, and that both inner and outer iterations are carried out with a CG-type method, properly generalized to cope with nonlinear preconditioning (see [12] or Section 3). Moreover, we focus on MG schemes that preserve symmetry (see Section 2 for details). Nevertheless, we stress that in practice the approach is applicable to nonsymmetric problems as well, using as a Krylov subspace iterative method, for instance, the variants of GMRES from [13] or from [14] .
THE K-CYCLE MG
We first introduce some notation and give the general setting of this study.
We consider an MG method with + 1 levels; is the index of the finest level and 0 the index of the coarsest level; n k , k = 0, . . . , is the number of unknowns at level k (with n = n), and P k , k = 1, . . . , is the n k × n k−1 matrix used to interpolate a vector from n k−1 onto n k ; because we confine ourselves to symmetric schemes, the restriction is assumed to be the transpose of the interpolation.
The kth level n k × n k matrix A k , k = 0, . . . , − 1 is assumed to be SPD. Note that we do not need any additional assumption. For example, our analysis is not restricted to Galerkin coarse-grid matrices, i.e. we do not assume that A k−1 = P T k A k A k . For convenience, we set A = A. We assume that the kth level smoother M k , k = 1, . . . , is an n k × n k nonsingular matrix such that it provides a convergent method in A k -norm. That is, we assume that
This assumption, as is easily seen (cf., e.g. [15, 16] ), is equivalent to the statement,
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The number of pre-and post-smoothing steps is denoted by k . The smoother may be nonsymmetric, but we assume that pre-and post-smoothing are applied in a symmetric way. That is, pre-smoothing is performed with M k and post-smoothing with M T k . With these definitions, the action of a two-or MG preconditioner at level k on a given vector r k is computed according to the following algorithm.
Algorithm 2.1 (MG as preconditioner at level k (k 1)) Input: r k ; output: z k :
If an exact solution is computed at step 4, Algorithm 2.1 computes the action z k = B −1 k r k of the two-grid preconditioner B k satisfying the relation
Note that our general assumptions imply that B k is SPD (see Section 4 for a proof). Now, in practice, an exact solution is typically computed at step 4 only for k = 1 (that is, only matrix A 0 on the coarsest grid is inverted exactly). For k>1, the MG preconditioner at level k computes y k−1 approximately using the MG preconditioner at level k − 1. The way this is done defines the so-called cycling strategy. Standard cycles are V-and W-cycles; V-cycles use only one action of the preconditioner on the coarser level, whereas W-cycles perform two stationary iterations, see, e.g. [2] for algorithms and more details.
Here, we define the K -cycle MG preconditioner as the preconditioner implemented by Algorithm 2.1 when the coarse-grid system at step 4 is solved by iterations of a Krylov subspace iterative method using the K -cycle preconditioner on the coarser level, until level k = 1 where the two-grid preconditioner B 1 is used. At level k, we denote this preconditioner K (k) . In general, this is a nonlinear operator, thus for the vector computed by Algorithm 2.1 we write
In some cases, it is better to allow inner iterations only at levels of given multiplicity k 0 >1, that is, at levels − k 0 , − 2k 0 , . . . . At other levels, inner iterations are skipped and a simple V-cycle formulation is used. The
is then defined as follows.
For k = 1, this is as above the two-grid preconditioner:
is recursively defined as the preconditioner implemented by Algorithm 2.1 at level k with, at step 4:
with iterations of a Krylov subspace iterative method using preconditioner
• Otherwise, we let
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Note that with k 0 = 1 one recovers the previous definition:
. Also, note that these definitions allow any Krylov subspace iterative method for the sake of generality. Since we focus on symmetric MG schemes for SPD matrices, in the following sections we restrict ourselves to the flexible (or generalized) CG method from [12] whose algorithm and convergence properties are summarized in the next section.
Finally, observe that, for k = −k 0 , −2k 0 , . . . and k>k 0 , the K (k,k 0 , ) -cycle MG preconditioner approximates the V-cycle preconditioner at level k with exact coarse-grid solve at level k − k 0 . For future reference, we then define B k → j , the V-cycle preconditioner at level k with exact coarse-grid solve at level j (k> j) : B j+1 → j = B j+1 (the two-grid preconditioner defined by (3)) and, for k = j + 2, j + 3, . . . , B k → j is recursively defined as the preconditioner implemented by Algorithm 2.1 at level k with, at step 4,
FLEXIBLE (OR GENERALIZED) CG
Here, we consider the version of the CG method suitable for nonlinear preconditioning that first appeared in [12] . Its analysis has then been improved in several papers [17] [18] [19] . We give below the algorithm to solve a linear system Ax = b with preconditioner action denoted w = B(r). In the context of a K-cycle MG preconditioner, this algorithm will be invoked at step 4 of Algorithm 2.1 with
, and the computed solution x i+1 at step 3 of the final iteration will give the needed y k−1 . This algorithm will then also be helpful as outer solver for the main system (1), since the top-level preconditioner K ( ,k 0 , ) is also nonlinear. For the sake of simplicity, we assume that the initial approximation is always the zero vector. 
In this algorithm, the m i s are given parameters. Setting m i = 0 for all i gives the steepest descent method. If m i = 1 for all i and if the preconditioner B corresponds to a SPD matrix, then Algorithm 3.1 reduces to the CG method, in an implementation that is slightly more costly than the standard method (one more inner product to compute per iteration; there is also one more vector to store).
In case of variable or nonlinear preconditioning, the following optimality property is still satisfied:
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Hence using larger m i helps to maintain global optimality, at the price of increasing cost and storage. In practice, however, when B is close to a SPD matrix B −1 such that B −1 A has no small or large isolated eigenvalues, the convergence is often not improved setting m i larger than 1 [19] ; m i = 1 is then the most cost effective. In our numerical experiments, we always set m i = 1 except when we want to assess the steepest descent variant (m i = 0). Note, however, that in the context of inner iterations for the K-cycle MG preconditioner, at most few iterations are allowed (typically 2 or 3), so that m i = i would not affect significantly the cost of the algorithm. Taking the best from the estimates in [17, 19] , the proved convergence properties of Algorithm 3.1 can be stated as follows. If, for a given SPD matrix B, one has
for some <1, then
where
is the ratio of the extremal eigenvalues of B −1 A. This is a 'local' convergence rate valid for any m i , including m i = 0. It is therefore, likely to be pessimistic for larger m i . The analysis in [18] takes into account the global behaviour of the algorithm, but the resulting bound is smaller than 1 only for very small , and is therefore not helpful in the context of the present study.
Note that for approaching zero, the first term in the right-hand side of (6) (the bound from [19] ) gives the standard bound for the convergence of the steepest descent method. The second term (the bound from [17] ) overestimates the error for small but is on the other hand fairly insensitive to .
The fact that we are not able to develop a specific analysis for m i 1 may be seen as a shortcoming inherent in nonlinearities, since, in the linear case (corresponding to = 0), it is known that the CG method is significantly faster than the steepest descent method.
MG AS BLOCK FACTORIZATION
In order to be able to analyse the K-cycle MG preconditioner, we recall some linear algebra properties of the two-grid method seen as a preconditioner. More details can be found in the monograph [20] .
In the present section, for simplicity, we omit the subscripts. That is, we write A as A l and B as B l . Then, A c refers to A l−1 and similarly B c refers to B l−1 . We also omit subscripts for vectors, smoother, interpolation, etc. The first useful fact is that the two-grid preconditioner can be represented as certain block factorization of the original matrix. To this end, we introduce the block-factored matrix
where B c may be any SPD approximation to A c . Note that B is a (n + n c ) × (n + n c ) matrix, whereas A is n × n and A c is n c × n c . It is clear that B is SPD if M + M T − A is SPD, which in fact follows from the assumption (2), and proved, e.g. in [15, 16] ). Next, consider the following n × n matrix:
Then the following identity holds (which can be verified by straightforward computation, see for example, [21] ):
That is, the SPD matrix B defined from (8) 
Here, 
Proof
We have, from the representation of B −1 v in (9) and the fact that M −1 is SPD, that (letting
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Similarly to (9), the following expression holds for B[v], i.e.
Then, using Cauchy-Schwarz inequality, (10), the assumption on B c [·] and once again (10), we arrive at the desired result:
Then, the following corollary holds.
Corollary 4.1
Consider the V-cycle preconditioner B k → j as defined in Section 2, for some k, j such that k> j. Let B j [·] be an approximate inverse to A j , and let B k → j be the V-cycle preconditioner from level k to j in which the exact solve at level j is replaced by the action of B j . That is, for i = j + 1, . . . , k, B i → j is the preconditioner implemented by Algorithm 2.1 at level i with, at step 4,
Then, the following deviation estimate holds:
provided that at the initial coarse level j, A −1
for a given tolerance . 
and that the result also holds for k + 1. 
ANALYSIS OF K CYCLE MG
The convergence properties of the K MG now easily follow from Corollary 4.1 based on the convergence rate estimates (as in (6)) for the flexible (generalized) preconditioned CG method given by Algorithm 3.1 (with 1 iterations). For the sake of simplicity, we formulate a convergence result for K -cycle MG, that is, for Algorithm 2.1 with flexible CG iterations at every level but the coarsest one. The more general case of a K (k,k 0 , ) -cycle MG (with k 0 >1) is analysed similarly, see the comments below.
Theorem 5.1
Consider a K -cycle MG preconditioner as defined in Section 2, with coarse-grid systems at step 4 of Algorithm 2.1 solved by Algorithm 3.1 (with 1 iterations). Let k , k = 1, . . . , be the condition number of A k preconditioned by the two-grid method:
where B k is defined from (3). Let k be defined by
where 0 = 0. Then, each iteration of Algorithm 3.1 to solve system (1) with this K -cycle MG preconditioner is such that
If, in addition,
and for any such ,
independently of . Moreover, the smallest such is not larger than the only positive root of (11) follows straightforwardly from the recursive application of (6) and Corollary 4.1. Because the right-hand side of (11) is an increasing function of both k and k−1 , one further sees that (15) holds for any satisfying (14) . In particular, the latter inequality is satisfied when = 1 − (1 − 2 )/ , that is, when
which amounts to (16) . Finally, the polynomial on the left-hand side of (16) is monotonically increasing for >0 and takes value 1 − 0 for = 0, showing that there is a unique positive root; moreover, because the polynomial takes value − >0 for = 1, this root has to be smaller than 1. 
An application to second-order elliptic problems:
In practice, we are interested in the complexity of the multilevel methods. More specifically, we want to have one action of the multilevel preconditioner be of optimal complexity, i.e. proportional to the total number of degrees of freedom (at the finest level). In a typical geometrical MG situation, the degrees of freedom at level l grow like n l n 0 2 dl , where d = 2 or d = 3 is the dimension of the geometrical domain and 2 stands for the refinement factor of the respective mesh size. It is straightforward to estimate that the cost of flexible CG iteration with K (k,k 0 , ) -cycle MG preconditioner:
The above relations imply that
That is, in order to have an optimal complexity method, we need that
The latter is a very mild restriction on if we choose k 0 1 sufficiently large. The condition on to have an optimal convergence (see (13)) is as follows:
Thus, the conditions to have an optimal order method (i.e. both optimal complexity and optimal level-independent bound of the convergence factor) are as follows:
Recall that k 0 stands for a uniform bound of the level V-cycle preconditioner B k →k−k 0 with respect to A k for k = , − k 0 . . . . For the case of matrices {A l } coming from model second-order self-adjoint elliptic PDEs discretized on uniformly refined meshes with coefficients that may have 482 Y. NOTAY AND P. S. VASSILEVSKI large jumps across element boundaries on the coarsest level (l = 0) only, the following estimate is known:
The constant in the O-factor is independent of the coefficient jumps. This result is based on the HB method. Based on the last asymptotic behaviour of k 0 , it is clear that for k 0 sufficiently large (but fixed) we can choose 1 (in both cases d = 2 and 3) such that conditions (17) for an optimal order multilevel method are met. This result can be viewed as an extension of the HB-based AMLI method with flexible (generalized) CG inner iterations which originated in [11] , see also [22] , now in the case of K-cycle MG.
NUMERICAL ILLUSTRATION
We first illustrate the behaviour of the estimates in Theorem 5.1. Here, we want to include a comparison with the case where, instead of a Krylov subspace method, one uses stationary iterations to solve the coarse-grid systems, thus giving the standard W-cycle for = 2 (as defined in, e.g. [2] ), and generalized W-cycle for >2, which we call W -cycle in short. For such cycles, if one assumes in addition that max (B −1 k A k ) = 1 (as occurs when using Galerkin coarse-grid matrices, that is when A k−1 = P T k A k P k ), the convergence factor k of the MG method at level k can be recursively estimated from [23, Equation (3.2)]
for k = 1, 2, . . . , with 0 = 0. With outer steepest descent or CG iterations, one has then
(Here, we take into account that, for A preconditioned by W -cycle MG, the largest eigenvalues is equal to 1, hence = (1 − ) −1 , whereas the convergence rate for the steepest descent method is ( − 1)/( + 1).) In Figure 1 , we illustrate these estimates for typical values of . One sees that, from the theoretical viewpoint, neither the K-cycle nor the W-cycle has a decisive advantage. However, we generally observed that the above analysis of W-cycle MG is relatively sharper, whereas the K-cycle MG often behaves better than that predicted by theory, especially when k is larger than , so that quickly grows to 1 as the number of levels increases. This may be related to the fact that K-cycles lead to nonlinear operators, whose analysis is harder. As an example of its shortcoming, Theorem 5.1 is based on estimates (6) for flexible CG that do not take into account the further optimality property (4) for m i 1.
To illustrate this, we consider the following model experiment, in fact a one-dimensional problem, where one selects either AG2 (simple aggregation with two nodes in each aggregate) or AG4 from (11) (K-cycle) or (18), (19) (W-cycle) as a function of (with k = in (11), (18)); for the K-cycle, ∞ is also the smallest satisfying (14) .
(the same with four nodes in each aggregate):
This problem is artificial, but, because all matrices are tridiagonal, we are able to compute k at each level and check that it remains approximately constant from k = 1 to with sufficiently large. Moreover, it is also possible to compute the energy norm of the error at each step.
We then proceed as follows. We select two right-hand sides: the vector of all ones, and a vector with random entries uniformly distributed in [0, 1]. For each of these, we performed 100 steepest descent (outer) iterations (Algorithm 3.1 with m i = 0) and pick up m as the worst ratio:
from all these iterations. This quantity is then compared in Table I with the bound obtained from either Theorem 5.1 (K -cycle) or from (18) and (19) (W -cycle). In addition, we also report for both right-hand sides, the actual number of iterations needed to reduce the relative residual error below 10 −12 when using the flexible CG method (Algorithm 3.1 with m i = 1 for all i). Note that for inner iterations in K -cycle MG, we always use Algorithm 3.1 with m i = 1. For the sake of completeness, we also report the results obtained with V-cycle MG.
One sees that for W-cycles, the bound gives a relatively sharp prediction of the actual convergence, whereas it is by far too pessimistic for K-cycle MG. As a consequence, the K -cycle preconditioner appears to be more effective than the W -cycle preconditioner for the same value of , that is, for about the same computational complexity. In some cases, m is slightly smaller for K 2 than for K 3 , which we explain by the fact that the reported m is only an approximation (from below) to m = sup x−x i x − x i+1 A / x − x i A . On the other hand, K -cycle MG appears fairly robust in this example. Even the relatively cheap variant K 2 is able to deliver practically grid-independent convergence for k up to 5, whereas the performances appear to depend only mildly on the number of levels for k up to 7.
We next consider a more realistic problem model, namely the five-point finite-difference approximation of − u = 1 on the unit square with homogeneous Dirichlet boundary conditions everywhere and a uniform mesh size h = 1/(m + 1) in both directions, so that the order of the matrix is n = m 2 . We consider a pure boxwise aggregation scheme with four nodes in each aggregate which is the natural extension to two dimensions of the AG2 scheme used above, see [24] for details. In the latter reference, it is proven that the two-grid condition number is between 2 and 4, hence too large for optimal convergence of the W-cycle.
Here, we use symmetric Gauss-Seidel smoothing with k = 1 for all k, and the number of levels is in all cases such that the coarsest grid has exactly 256 nodes. We report in Table II the number of FCG iterations needed to reduce the relative residual error below 10 −6 . Besides the standard K 2 and W cycles with inner iterations at each level, we also illustrate the possibility of doing inner iterations only at level of given multiplicity, setting k 0 = 2. The results confirm our previous conclusions: the K 2 -cycle with k 0 = 1 appears optimal and for k 0 = 2 it tends to stabilize the condition number, whereas the W-cycle fails to do so.
CONCLUSIONS
We have introduced K-cycle MG and developed its analysis. According to this analysis, K-cycle and W-cycle MG should have similar convergence properties (see Figure 1) . However, numerical experiments reveal that for difficult problems, for which V-cycle is slow, K-cycle MG can be much more effective than W-cycle MG. This phenomenon can be explained as follows. The W-cycle theory is based on a linear analysis which is relatively sharp. Numerical evidence shows that it is unlikely for the W-cycle theory to be too pessimistic in practical examples. On the other hand, there are shortcomings in the analysis of the K-cycle, which are inherent to the nonlinearity of the method (see the end of Section 3). This gives rise to pessimistic bounds and numerical experiments 486 Y. NOTAY AND P. S. VASSILEVSKI where K-cycle MG is much more effective than W-cycle MG correspond actually to cases where K-cycle MG is also much more effective than that predicted by theory.
Therefore, K-cycle MG appears more robust than W-cycle MG. It can exhibit convergence properties independent of the number of levels even when the condition number for the underlying two-grid method is relatively large. Using K-cycles may thus enhance the robustness of a MG method, in particular that of AMG schemes for real-life problems. This enhanced robustness is obtained nearly for free since the K-cycle has roughly the same computational complexity as the W-cycle.
Finally, sometimes the number of unknowns does not decrease sufficiently fast from one level to the next to allow inner iterations at each level as foreseen with standard K-or W-cycles. To cope with such cases, we introduced a variant of K-cycle MG that allows inner iterations only at levels of given multiplicity k 0 >1, whereas a V-cycle formulation is used at other levels. We showed that the analysis of the standard K-cycle carries over this case. The K-cycling strategy can be implemented in virtually any MG method selecting the length k 0 of the underlying V-cycle in such a way that n k−k 0 /n k is sufficiently small thus keeping the complexity of one such recursive cycle under control.
