Abstract. We introduce binomial edge ideals attached to a simple graph G and study their algebraic properties. We characterize those graphs for which the quadratic generators form a Gröbner basis in a lexicographic order induced by a vertex labeling. Such graphs are chordal and claw-free. We give a reduced squarefree Gröbner basis for general G. It follows that all binomial edge ideals are radical ideals. Their minimal primes can be characterized by particular subsets of the vertices of G. We provide sufficient conditions for Cohen-Macaulayness for closed and nonclosed graphs.
Introduction
Let G be a simple graph on the vertex set [n] = {1, . . . , n}, that is to say, G has no loops and no multiple edges. Furthermore let K be a field and S = K[x 1 , . . . , x n , y 1 , . . . , y n ] be the polynomial ring in 2n variables. For i < j we set f ij = x i y j − x j y i . We define the binomial edge ideal J G ⊂ S of G as the ideal generated by the binomials f ij = x i y j − x j y i such that i < j and {i, j} is an edge of G. Note that if G has an isolated vertex i, and G ′ is the restriction of G to the vertex set [n] \ {i}, then J G = J G ′ .
The class of binomial edge ideals is a natural generalization of the ideal of 2-minors of a 2 × n-matrix of indeterminates. Indeed, the ideal of 2-minors of a 2 × n-matrix may be interpreted as the binomial edge ideal of a complete graph on [n] . Related to binomial edge ideals are the ideals of adjacent minors considered by Hoşten and Sullivant [9] . In the case of a line graph our binomial edge ideal may be interpreted as an ideal of adjacent minors. This particular class of binomial edge ideals has also been considered by Diaconis, Eisenbud and Sturmfels in [4] where they compute the primary decomposition of this ideal.
Binomial edge ideals, as they are defined in this paper, also arise in the study of conditional independence statements [5] . They generalize a class which has been studied by Fink [7] .
Classically one studies edge ideals of a graph G which are generated by the monomials x i x j where {i, j} is an edge of G. The edge ideal of a graph has been introduced by Villarreal [12] where he studied the Cohen-Macaulay property of such ideals. The purpose of this paper is to study the algebraic properties of binomial edge ideals in terms of properties of the underlying graph. In Section 1 we consider the Gröbner basis of J G with respect to the lexicographic order induced by x 1 > x 2 > · · · > x n > y 1 > y 2 > · · · > y n . We show in Theorem 1.1 that J G has a quadratic Gröbner basis if G is closed with respect to the given labeling. Being closed can be characterized by the associated acyclic directed graph G * with arrows (i, j) whenever {i, j} is an edge of G and i < j. We show in Proposition 1.4 that G is closed if and only if for any two distinct vertices i and j of G * , all shortest paths from i to j are directed. In Proposition 1.6 we give a sufficient condition for a closed graph to have a Cohen-Macaulay binomial edge ideal. In Theorem 2.1 we compute explicitly the reduced Gröbner basis of J G for any simple graph G. This is one of the main results of this paper. As a consequence we see that the initial ideal of J G is squarefree which in turn implies that J G is a reduced ideal. Of course, Theorem 1.1 is a simple consequence of Theorem 2.1. But as the proof of Theorem 1.1 is quite simple and as it leads to the concept of closed graphs, we decided to present Theorem 1.1 independent from Theorem 1.1.
Section 3 is devoted to the study of the minimal prime ideals of J G . In Theorem 3.2 we write J G as a finite intersection of prime ideals which allows us to compute the dimension of S/J G . It turns out that if S/J G is Cohen-Macaulay, then dim S/J G = |V (G)|+ c, where c is the number of connected components of G. As a simple consequence of this, one sees that a circle of length n is unmixed or Cohen-Macaulay, if and only if n = 3. As a last result of Section 3 we identify in Corollary3.9 the minimal prime ideals of J G . They are related to the cut-points of certain subgraphs of G.
In the last section we discuss applications to the study of conditional independence ideals. For a class of conditional independence statements, suitable to model a notion of robustness, the results in the prior sections show that the corresponding ideal is a radical ideal. Furthermore, the primary decomposition can be computed, which yields a classification and parametrization of the set of probability distributions which satisfy these statements.
Terai informed the authors that M. Ohtani [10] independently obtained similar results for this class of ideals.
Edge ideals with quadratic Gröbner bases and closed graphs
We first study the question when J G has a quadratic Gröbner basis. Theorem 1.1. Let G be a simple graph on the vertex set [n], and let < be the lexicographic order on S = K[x 1 , . . . , x n , y 1 , . . . , y n ] induced by x 1 > x 2 > · · · > x n > y 1 > y 2 > · · · > y n . Then the following conditions are equivalent:
(a) The generators f ij of J G form a quadratic Gröbner basis; (b) For all edges {i, j} and {k, l} with i < j and k < l one has {j, l} ∈ E(G) if i = k, and {i, k} ∈ E(G) if j = l.
Proof. (a) ⇒ (b): Suppose (b) is violated, say, {i, j} and {i, k} are edges with i < j < k, but {j, k} is not an edge. Then S(f ik , f ij ) = y i f jk belongs to J G , but none of the initial monomials of the quadratic generators of
We apply Buchberger's criterion and show that all S-pairs S(f ij , f kl ) reduce to 0. If i = k and j = l, then in < (f ij ) and in < (f kl ) have no common factor. It is well known that in this case S(f ij , f kl ) reduces to zero. On the other hand, if i = k, we may assume that l < j. Then S(f ij , f il ) = y i f lj is the standard expression of S(f ij , f il ). Similarly, if j = l, we may assume that i < k.
is the standard expression of S(f ij , f kj ). In both cases the S-pair reduces to 0.
Condition (b) of Theorem 1.1 does not only depend on the isomorphism type of the graph, but also on the labeling of its vertices. For example the graph G with edges {1, 2}, {2, 3}, and the graph G ′ with edges {1, 2}, {1, 3} are isomorphic, but G satisfies condition (b), while G ′ does not.
In fact, condition (b) is a condition of the associated directed graph G * of G which is defined as follows: the ordered pair (i, j) is an arrow of G * if {i, j} is an edge of G with i < j. The directed graph G * is acyclic, that is, it has no directed cycles. Therefore we call G * also the associated acyclic directed graph of G.
An acyclic directed graph is also called an acyclic digraph or simply a DAG. Acyclic directed graphs constitute an important class of directed graphs and play an important role in the modeling of information flows in networks. Any acyclic directed graph arises in the same way as we obtained G * from G. Indeed, one of the fundamental results on acyclic directed graphs G is that they admit an acyclic ordering of its vertices, that is, the vertices of G can be ordered v 1 , . . . , v r such that for every arrow (v i , v j ) of G we have i < j, see for example [2, Proposition 1.4.3 ]. An acyclic directed graph usually has many different acyclic orderings. In [11, Corollary 1.3] Stanley expressed the number of possible acyclic orderings in terms of the chromatic polynomial of G.
We say that a graph G on [n] is closed with respect to the given labeling of the vertices, if G satisfies condition (b) of Theorem 1.1, and we say that a graph G with vertex set V (G) = {v 1 , . . . , v n } is closed, if its vertices can be labeled by the integer 1, 2, . . . , n such that for this labeling G is closed. Proposition 1.2. If G is closed, then G is chordal and has no induced subgraph consisting of three different edges e 1 , e 2 , e 3 with e 1 ∩ e 2 ∩ e 3 = ∅.
Proof. Suppose G is not chordal, then G contains a cycle C of length > 3 with no chord. Let i be the vertex of C with i < j for all j ∈ V (C), and let {i, j} and {i, k} be the edges of C containing i. Then i < j and i < k, but {j, k} ∈ E(G).
Since G is closed, any induced subgraph is closed as well. Suppose there exists an induced subgraph H with three different edges e 1 , e 2 , e 3 such that three different edges e 1 , e 2 , e 3 with e 1 ∩ e 2 ∩ e 3 = ∅. Then there exists i such that e 1 ∩ e 2 ∩ e 3 = {i}. Say, e 1 = {i, j}, e 2 = {i, k} and e 3 = {i, l}. Then i = min{i, j, k, l}, otherwise H is not closed. If j < i, then k > i and l > i, since H is closed. But then {k, j} must be an edge of H, a contradiction.
A graph with three different edges e 1 , e 2 , e 3 such that e 1 ∩ e 2 ∩ e 3 = ∅ is called a claw. Hence Proposition 1.2 says that a closed graph is a claw-free chordal graph. Proof. A bipartite graph has no odd cycles. Since a closed graph is chordal, and since a chordal graph has an odd cycle, unless it is a tree, a closed bipartite graph must be a tree. If the tree is not a line, then there exists an induced subgraph which is a claw. Thus a closed bipartite graph must be a line.
Conversely, if G is a line of length l, then G is closed for the labeling of the vertices such that {1, 2}, {2, 3}, . . . , {l, l + 1} are the edges of G.
The conditions for being a closed graph formulated in Proposition 1.2 are only sufficient. For example the graph with edges {a, b}, {b, c}, {a, c}, {a, x},{b, y} and {c, z} is chordal without a claw, but is not closed.
In the following we give a characterization of graphs which are closed with respect to a given labeling. Let G be a graph, and let v and w be vertices of G. A path π from v to w is a sequence of vertices v = v 0 , v 1 , . . . , v l = w such that each {v i , v i+1 } is an edge of the underlying graph. If G is directed, then the path π is called directed, if either (v i , v i+1 ) is an arrow for all i, or (v i+1 , v i ) is an arrow for all i. Proof. Suppose all shortest paths from i to j in G * are directed. Let (i, j) and (i, k) be two arrow with j < k. Then {j, i}, {i, k} is a path from j to k which is not directed. So it cannot be the shortest path. Hence there exists the arrow (j, k). Similarly it follows that if (i, k) and (j, k) are arrows of G * with i < j, then there must exist the arrow (i, j) in G * . This shows that G * is closed.
Conversely, assume that G is closed. Then there exists a labeling such that G * is closed. Let i and j be two distinct vertices and let P be path of shortest length from i to j. Suppose P is not directed. Then there there exists a subpath r, s, t of P such that (r, s), (t, s), or (s, r), s(s, t) in G * . In both cases we may assume that r < t. Then, since G * is closed, it follows that (r, t) is an arrow in G * . Replacing the subpath r, s, t by r, t, we obtain a shorter path from i to j, a contradiction.
In Proposition 1.4 it is important to require that all paths of shortest length from i to j are directed in order to conclude that G * is closed. Indeed, consider the graph G with edges {1, 2}, {2, 3}, {3, 4} and {1, 4}. Then the path 2, 3, 4 is directed, while 2, 1, 4 is not directed. But both paths are shortest paths between 2 and 4. Proposition 1.5. Let G be a simple graph on [n]. Then there exists a unique minimal (with respect to inclusion of edges) graphḠ on [n] whose associated acyclic graph is closed with respect to the given labeling and such that G is a subgraph ofḠ.
Proof. Consider the set C of graphs on [n] containing G and whose associated acyclic graph is closed. This set is not empty, because the complete graph on [n] belongs to this set. Since the intersection of any two graphs in C belongs again to C, the assertion follows, as desired.
The unique minimal closed graphḠ containing G is called the closure of G.
One basic question is which of the binomial edge ideals are Cohen-Macaulay. For a graph G, this is the case if and only the binomial edge of each component is CohenMacaulay. Thus it is enough to consider connected graphs. A partial answer on the Cohen-Macaulayness of binomial edge ideals is given in Proposition 1.6. Let G be a connected graph on [n] which is closed with respect to the given labeling. Suppose further that G satisfies the condition that whenever {i, j + 1} with i < j and {j, k + 1} with j < k are edges of G, then {i, k + 1} is an edge of G. Then S/J G is Cohen-Macaulay.
Proof. We will show that S/ in < (J G ) is Cohen-Macaulay. This will then imply that S/J G is Cohen-Macaulay as well.
Since the associated acyclic directed graph is closed, it follows from Theorem 1.1 that in < (J G ) is generated by the monomials x i y j with {i, j} ∈ E(G) and i < j. Applying the automorphism ϕ : S → S which maps each x i to x i , and y j to y j−1 for j > 1 and y 1 to y n , in < (J G ) is mapped to the ideal generated by all monomials x i y j with {i, j + 1} ∈ E(G). This ideal has all its generators in S ′ = K[x 1 , . . . , x n−1 , y 1 , . . . , y n−1 ]. Let I ⊂ S ′ be the ideal generated by these monomials. Then S/ in < (J G ) is Cohen-Macaulay if and only if S ′ /I is Cohen-Macaulay. Note that I is the edge ideal of the bipartite graph Γ on the vertex set {x 1 , . . . , x n−1 , y 1 , . . . , y n−1 }, and with {x i , y j } ∈ E(Γ) if and only if {i, j +1} ∈ E(G). In [8] the Cohen-Macaulay bipartite graphs are characterized as follows: Suppose the edges of the bipartite graph can be labeled such that (i) {x i , y i } are edges for i = 1, . . . , n; (ii) if {x i , y j } is an edge, then i ≤ j; (iii) if {x i , y j } and {x j , y k } are edges, then {x i , y k } is an edge.
Then the corresponding edge ideal is Cohen-Macaulay.
We are going to verify these conditions for our edge ideal. Condition (ii) is trivially satisfied, and condition (iii) is a consequence of our assumption that whenever {i, j + 1} with i < j and {j, k + 1} with j < k are edges of G, then {i, k + 1} is an edge of G.
For condition (i) we have to show that {i, i + 1} ∈ E(G) for all i. But this follows from Proposition 1.4 which says that all shortest paths from i to i + 1 are oriented paths. If i, i + 1 would not be a path, then a shortest path from i to i + 1 could not be oriented. Thus i, i + 1 is a path in G, and hence {i, i + 1} ∈ E(G). Examples 1.7. (a) Any complete graph satisfies the conditions of Proposition 1.6, so that S/J G is Cohen-Macaulay. But of course this is well known because in this case J G is the ideal of 2-minors of a generic 2 × n-matrix.
(b) Any line graph with the natural order of the vertices satisfies conditions of Proposition 1.6. Actually J G is a complete intersection in this case.
(c) There are many more graphs satisfying the conditions of Proposition 1.6. For example the graph with edges {1, 2}, {2, 3} {1, 3} and {3, 4}.
(d) Not all closed graphs satisfy the conditions of Proposition 1.6. Such an example is the graph with edges {1, 2}, {1, 3}, {2, 3}, {1, 4} and {3, 4}. For this graph we have that in < (J G ) and J G are not Cohen-Macaulay.
(e) A graph G need not be closed for S/J G being Cohen-Macaulay. The graph given after Corollary 1.3 is such an example.
The reduced Gröbner basis of a binomial edge ideal
We now come to the main result of this paper. For this we need to introduce the following concept: let G be a simple graph on [n], and let i and j be two vertices of G with i < j. A path i = i 0 , i 1 , . . . , i r = j from i to j is called admissible, if
(ii) for each k = 1, . . . , r − 1 one has either i k < i or i k > j; (iii) for any proper subset {j 1 , . . . , j s } of {i 1 , . . . , i r−1 }, the sequence i, j 1 , . . . , j s , j is not a path.
Given an admissible path
. . , i r = j from i to j, where i < j, we associate the monomial
Theorem 2.1. Let G be a simple graph on [n]. Let < be the monomial order introduced in Theorem 1.1. Then the set of binomials
π is an admissible path from i to j } is a reduced Gröbner basis of J G .
Proof. We organize this proof as follows: In First
Step, we prove that G ⊂ J G . Then, since G is a system of generators, in Second
Step, we show that G is a Gröbner basis of J G by using Buchberger's criterion. Finally, in Third Step, it is proved that G is reduced.
First
Step. We show that, for each admissible path π from i to j, where i < j, the binomial u π f ij belongs J G . Let π : i = i 0 , i 1 , . . . , i r−1 , i r = j be an admissible path in G.
We proceed with induction on r. Clearly the assertion is true if r = 1. Let r > 1 and
Suppose A = ∅. It then follows that each of the paths π 1 :
When B = ∅, the same argument as in the case A = ∅ is valid.
Second
Step. It will be proven that the set of those binomials u π f ij , where π is an admissible path from i to j, forms a Gröbner basis of J G . In order to show this we apply Buchberger's criterion, that is, we show that all S-pairs S(u π f ij , u σ f kℓ ), where i < j and k < ℓ, reduce to zero. For this we will consider different cases. In the case that i = k and j = ℓ, one has S(u π f ij , u σ f kℓ ) = 0. In the case that {i, j} ∩ {k, ℓ} = ∅, or i = ℓ, or k = j, the initial monomials in < (f ij ) and in < (f kℓ ) form a regular sequence. Hence the S-pair S(u π f ij , u σ f kℓ ) reduce to zero, because of the following more general fact: let f, g ∈ S such that in < (f ) and in < (g) form a regular sequence and let u and v be any monomials. Then S(uf, vg) reduces to zero.
It remains to consider the cases that either i = k and j = ℓ or i = k and j = ℓ. Suppose we are in the first case. (The second case can be proved similarly.) We must show that S(u π f ij , u σ f iℓ ) reduces to zero. We may assume that j < ℓ, and must find a standard expression for S(u π f ij , u σ f iℓ ) whose remainder is equal to zero.
Let π : i = i 0 , i 1 , . . . , i r = j and σ :
Consider the path
To simplify the notation we write this path as
Continuing these procedures yield the integers 0 = t(0) < t(1) < · · · < t(q − 1) < t(q) = t.
It then follows that j = j t(0) < j t(1) < · · · < j t(q)−1 < j t(q) = ℓ and, for each 1 ≤ c ≤ t, the path
is admissible. The highlight of the proof is to show that
is a standard expression of S(u π f ij , u σ f iℓ ) whose remainder is equal to 0, where each v τc is the monomial defined as follows:
;
.
Our work is to show that
is a standard expression of wf jℓ with remainder 0. In other words, we must prove that
is a standard expression of w(x j y ℓ − x ℓ y j ) with remainder 0. Since
it follows that, if the equality (♯) holds, then (♯) turns out to be a standard expression of w(x j y ℓ − x ℓ y j ) with remainder 0. If we rewrite (♯) as
then clearly the equality holds.
Third
Step. Finally, we show that the Gröbner basis G is reduced. Let u π f ij and u σ f kℓ , where i < j and k < ℓ, belong to G with u π f ij = u σ f kℓ . Let π : i = i 0 , i 1 , . . . , i r = j and
Let i = k and j = ℓ. Then {i 1 , . . . , i r−1 } is a proper subset of {k 0 , k 1 , . . . , k s } and k, i 1 , . . . , i r−1 , ℓ is an admissible path. This contradicts the fact that σ is an admissible path.
Let i = k and j = ℓ. Then y j divide u σ . Hence j < k. This contradicts i < j. Let {i, j} ∩ {k, ℓ} = ∅. Then x i y j divide u σ . Hence i > ℓ and j < k. This contradicts i < j.
Corollary 2.2. J G is a radical ideal.
Proof. The assertion follows from Theorem 2.1 and the following general fact: let I ⊂ S be a graded ideal with the property that in < (I) is squarefree for some monomial order <. As a consequence of Theorem 2.1 we see that all admissible paths of a graph G can be determined by computing the reduced Gröbner basis of J G .
Then I is a radical ideal. Indeed, there exists an idealĨ ⊂ S[t] in the polynomial ring S[t] such that t is a nonzerodivisor on S[t]/Ĩ with (S[t]/Ĩ)/(tS[t]/Ĩ) ∼ = S/ in
On the other hand, it is not the case that for each edge {i, j} in the closure of G there exists an admissible path from i to j. For example, for the graph G with edges {2, 3}, {1, 3} and {1, 4}, the edge {2, 4} belongs to the closure of G, but the only path 2, 3, 1, 4 from 2 to 4 is not admissible. Thus the reduced Gröbner basis of J G does not give the closure of G.
The minimal prime ideals of a binomial edge ideal
Let G be a simple graph on [n]. For each subset S ⊂ [n] we define a prime ideal P S . Let T = [n] \ S, and let G 1 , . . . , G c(S) be the connected component of G T . Here G T is the restriction of G to T whose edges are exactly those edges {i, j} of G for which i, j ∈ T . For each G i we denote byG i the complete graph on the vertex set V (G i ). We set
. , JG c(S)
).
Obviously, P S (G) is a prime ideal. In fact, each JG i is the ideal of 2-minors of a generic 2 × n j -matrix with n j = |V (G j )|. Since all the prime ideals JG j , as well as the prime ideal ( i∈S {x i , y i }) are prime ideals in pairwise different sets of variables, P S (G) is a prime ideal, too.
Lemma 3.1. With the notation introduced we have height P S (G) = |S| + (n − c(S)).
Proof. We have
as required.
In [6] Eisenbud and Sturmfels showed that all associated prime ideals of a binomial ideal are binomial ideals. In our particular case we have Proof. It is obvious that each of the prime ideals P S (G) contains J G . We will show by induction on n that each minimal prime ideal containing J G is of the form P S (G) for some S ⊂ [n]. Since by Corollary 2.2, J G is a radical ideal, and since a radical ideal is the intersection of its minimal prime ideals, the assertion of the theorem will follow.
We may assume that G is connected. Because if G 1 , . . . , G r are the connected components of G, then each minimal prime ideal P of J G is of the form P 1 + . . . + P r where each P i is a minimal prime ideal of J G i . Thus if each P i has the expected form, then so does P . So now let G be connected and let P be a minimal prime ideal of J G . Let T be the maximal subset of {x 1 , . . . , x n } with the property that T ⊂ P and that x i ∈ T implies y i ∈ P . We will show that T = ∅. This will then imply that if x i ∈ P , then y i ∈ P , as well.
We first observe that T = {x 1 , . . . , x n }. Because otherwise we would have J G ⊂ JG (x 1 , . . . , x n ) ⊂ P , and P would not be a minimal prime ideal of J G .
Suppose that T = ∅. Since T = {x 1 , . . . , x n }, and since G is connected there exists {i, j} ∈ E(G) such that x i ∈ T but x j ∈ T . Since x i y j − x j y i ∈ J G ⊂ P , and since x i ∈ P it follows that x j y i ∈ P . Hence since P is a prime ideal, we have x j ∈ P or y i ∈ P . By the definition of T the second case cannot happen, and so x j ∈ P . Since x j ∈ T , it follows that y j ∈ P .
Let G ′ be the restriction of G to the vertex set to [n] \ {j}. Then
ThusP = P/(x j , y j ) is a minimal prime ideal of J G ′ with x i ∈P but y i ∈P for all x i ∈ T ⊂P . By induction hypothesis,P is of the form P S (G ′ ) for some subset S ⊂ [n]\{j}. This contradicts the fact that T = ∅. By what we have shown it follows that there exists a subset S ⊂ [n] such that P = ( i∈S {x i , y i },P ) whereP is a prime ideal containing no variables. Let G ′ be the graph G [n]\S . Then reduction modulo the ideal ( i∈S {x i , y i }) shows thatP is a monomial prime ideal J G ′ which contains no variables. Let G 1 , . . . , G c be the connected components of G ′ . We will show thatP = (JG Let i = i 0 , i 1 , . . . , i r = j a path in G k from i to j. We proceed by induction on r to show that f ij ∈ P . The assertion is trivial for r = 1. Suppose now that r > 1. Our induction hypothesis says that f i 1 j ∈ P . On the other hand, one has
Since P is a prime ideal and since x i 1 ∈ P , we see that f ij ∈ P . In particular, dim S/J G ≥ n + c, where c is the number of connected components of G.
In general, this inequality is strict. For example, for our claw G with edges {1, 2}, {1, 3} and {1, 4} we have dim S/J G = 6. Proof. Since P ∅ (G) does not contain any monomials, it follows that P S (G) P ∅ (G) for any nonempty subset S ⊂ [n]. Thus Theorem 3.2 implies that P ∅ (G) is a minimal prime ideal of J G . Since dim S/P ∅ (G) = n + c and since S/J G is equidimensional, the assertion follows.
Example 3.5. Consider the line graph G with n vertices. Then, as observed in Example 1.7, S/J G is Cohen-Macaulay. It follows from Corollary 3.4 that dim S/P = n + 1 for all minimal prime ideals of J G . Let S be any subset of [n]. Then Theorem 3.2 and Corollary 3.3 imply that the minimal prime ideals of J G are exactly those prime ideals Thus c(S) = |S| + 1 if and only if a 1 = 1, b r = n and a i = b i for all i. In other words, the minimal prime ideals of G are those P S (G) for which S is a subset of [n] of the form {a 1 , a 2 , . . . , a r } with 1 < a 1 < a 2 < . . . < a r < n. This is exactly the result of Diaconis, Eisenbud and Sturmfels [4, Theorem 4.3].
The question of when J G is a prime ideal is easy to answer. 
Corollary 3.7. Let G be a cycle of length n. Then the following conditions are equivalent:
Proof. Due to Proposition 3.6 the equivalence of (a) and (b) is clear, since a cycle of length n is a complete graph if and only if n = 3. It also follows from Proposition 3.6 that whenever J G is a prime ideal, then J G is Cohen-Macaulay, because if each of the components of G is a complete graph, then the binomial edge ideal of each component is the ideal of 2-minors of a 2 × k-matrix for some k, and these ideals are known to be Cohen-Macaulay. Since J G is unmixed if S/I G is Cohen-Macaulay, all implications follow once it is shown that (c) implies (b). One of the minimal prime ideals of G is P ∅ (G) and dim S/P ∅ (G) = n + 1. Now let S ⊂ [n] with S = ∅. We may assume that we have labeled the edges of the cycle counterclockwise, and that
Then c(S) = r, and dim
is the only minimal prime ideal of J G , and hence since J G is reduced it follows that J G is a prime ideal, as required. Now let G be an arbitrary simple graph. Which of the ideals P S (G) are minimal prime ideals of J G ? The following result helps to find them. 
with ε(x i ) = x i for all i and ε(y i ) = x i z j for i ∈ B j and j = 1, . . . , t. Then
Now fix one of the sets A i and let k ∈ A i . Then k ∈ B j for some k. We claim that A i ⊂ B j . Indeed, let ℓ ∈ A i with ℓ = k and suppose that ℓ ∈ B r with r = j. Since
Let G 1 , . . . , G r be the connect components of G. Once we know the minimal prime ideals of J G i for each i the minimal prime ideals of J G are known, Indeed, since the ideals J G i are ideals in different sets of variables, it follows that the minimal prime ideals of J G are exactly the ideals r i=t P i where each P i is a minimal prime ideal of J G i . The next results detects the minimal prime ideals of J G when G is connected. In the terminology of graph theory, the corollary says that if G is a connected graph, then P S (G) is a minimal prime ideal of J G , if and only if each i ∈ S is a cut-point of the graph
Proof of 3.9. Assume that P S (G) is a minimal prime ideal of J G . Let G 1 , . . . , G r be the connected components of G [n]\S . We distinguish several cases.
Suppose that there is no edge {i, j} of G such that j ∈ G k for some k. Set T = S \ {i}. Then the connected components of G [n]\T are G 1 , . . . , G r , {i}. Thus c(T ) = c(S) + 1. However this case cannot happen, since Proposition 3.8 would imply that P T (G) ⊂ P S (G).
Next suppose that there exists exactly one G k , say G 1 , for which there exists j ∈ G 1 such that {i, j} is an edge of G. Then the connected components of
Thus c(T ) = c(S). Again, this case cannot happen since Proposition 3.8 would imply that P T (G) ⊂ P S (G).
It remains the case that there are at least two components, say G 1 , . . . , G k , k ≥ 2, and j ℓ ∈ G ℓ for ℓ = 1, . . . , k such that {i, j ℓ } is an edge of G. Then the connected components of
Conversely, suppose that c(S \ {i}) < c(S) for all i ∈ S. We want to show that P S (G). Suppose this is not the case. Then there exists a proper subset T ⊂ S with P T (G) ⊂ P S (G). We choose i ∈ S \ T . By assumption, we have c(S \ {i}) < c(S). The discussion of the three cases above show that we may assume that
∪ {i} and where k ≥ 2. It follows that G [n]\T has one connected component H which contains G ′ 1 Then V (H) \ S contains the subsets V (G 1 ) and V (G 2 ). Hence V (H) \ S is not contained in any V (G i ). According to Proposition 3.8, this contradicts the assumption that P T (G) ⊂ P S (G).
As an example of Corollary 3.9 consider again the cycle G of length n. Then, besides of the prime ideal P ∅ (G) which is of height n − 1, the only other minimal prime ideals are the ideals P S (G) where |S| > 1 and and no two elements i, j ∈ S belong to the same edge of G. Each of these prime ideals has height n. probabilistic computation [1] . Because of this interpretation we introduce the following notation: Now fix a robustness specification C. Owing to Theorem 3.2, each minimal prime is given by a subset S ⊆ X [N ] which satisfies the conditions of Corollary 3.9. Such a subset S defines events with zero probability:
In the language of statistical modeling, S is a set of structural zeros.
Corollary 4.5. Let I be the CI-ideal of a robustness specification. Each minimal prime P of I is characterized by a set S of structural zeros in the distribution of X [N ] which is common to all probability distributions lying in the component corresponding to P . The possible sets S are characterized by Corollary 3.9.
The binomial generators JG 
This means: If we know S, then the knowledge in which component of G [N ]\S the random vector X [N ] lies contains all the relevant information about X 0 . Once we know this component, the conditional probability distribution of X 0 is independent of any further information we may obtain. In other words, if we know G and S, then we can define a random variable C which maps every outcome of X with nonzero probability to the corresponding component in [c(S)]. We then have X 0 ⊥ ⊥ X [N ] C , a fact which can be depicted by the following Markov chain
This corresponds to the classical result that each irreducible component of a binomial ideal is essentially a toric variety [6] , and in particular each irreducible component has a rational parametrization. The most natural such parametrization in the statistical setting is the following: p factors as a product of a distribution on the connected components G 1 , . . . , G c(S) and a distribution of X 0 for each of the connected components. This should be compared to the dimension n − |S| + c(S) in Lemma 3.3.
Each binomial ideal I ⊂ C[p x : x ∈ X ] has the toric ideal I : ( x∈X p x ) ∞ as a minimal prime. It corresponds to S = ∅, and all distributions with full support (p(x) > 0 for all x ∈ X ) satisfying the robustness specification are contained in the toric variety. We obtain the following Corollary 4.6. Let p be a probability distribution satisfying the robustness specification C = { X 0 ⊥ ⊥ X S i |X T i : i = 1, . . . , r}. If p has full support (i.e., p x > 0 for all x ∈ X ), then
In particular, if ∪ i S i = [N ] then X 0 ⊥ ⊥ X [N ] and X 0 is unconditionally independent of the input.
Remark 4.7. It is easy to prove this corollary directly using the intersection axiom [5] .
This result is not surprising: If any combination of inputs in X [N ] is possible, then we can't deduce any missing information. Any distribution where X 0 is robust against perturbation of the inputs must make use of features of the input statistics. X 0 ⊥ ⊥ X 1 |X 2 and X 0 ⊥ ⊥ X 2 |X 1 .
These statements have been studied by A. Fink [7] . In this case the minimal primes can be seen to correspond to bipartite graphs Γ such that every connected component is a complete bipartite graph. The two groups of vertices in these graphs are , and the components of G T satisfy V (G i ) = I 1,j × · · · × I N,j . We leave the verification of these results as an exercise to the reader. Unfortunately, the nice form of the connected components of G T does not generalize for k < N − 1.
