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Uvod
U ovom nam je radu cilj predstaviti ortonormirane valic´e. Za funkciju ψ ∈ L2(R) rec´i c´emo
da je ortonormirani valic´ ako sistem {ψ j,k : j, k ∈ Z} cˇini ortonormiranu bazu za prostor
L2(R), gdje je
ψ j,k(x) = 2
j
2ψ(2 jx − k), za sve j, k ∈ Z.
Uz valic´e c´emo vezati i skup potprostora prostora L2(R), koje c´emo, ako zadovoljavaju
odredena svojstva, nazivati multirezolucijskom analizom. Pokazat c´e se da c´e nam upravo
multirezolucijska analiza biti koristan alat prilikom generiranja valic´a. Spomenimo kako
se valic´i mogu promatrati i na Rn, no mi c´emo se u ovom radu zadrzˇati u jednoj dimenziji.
Pokazuje se da su valic´i baza mnogim algoritmima korisˇtenim u raznim granama, poput
obrade signala ili analize i kompresije slika. Glavna prednost, s racˇunalskog aspekta, lezˇi u
jednostavnosti ”pamc´enja” takvog sistema. Naime, dovoljno je znati ponasˇanje funkcije ψ
kako bi smo znali ponasˇanje svih funkcija ψ j,k. Takoder, pokazuje se da valic´i imaju i dobra
rekonstrukcijska svojstva. Primjerice, prilikom kompresije slike, lako se iz komprimiranih
podataka dobije originalna slika.
Rad je podijeljen u 4 poglavlja. U pocˇetnom poglavlju navodimo nekoliko potrebnih re-
zultata iz funkcionalne analize, koje c´emo koristiti kroz cˇitav rad. U drugom poglavlju for-
malno uvodimo multirezolucijsku analizu te pokazujemo kako iz nje dobiti ortonormirani
valic´. Trec´e je poglavlje posvec´eno karakterizaciji valic´a i multirezolucijske analize, dok u
cˇetvrtom poglavlju uvodimo diskretnu valic´nu transformaciju te algoritme za dekomponi-
ranje i rekonstruiranje podataka. Na samom kraju poglavlja, predstavljamo valic´ne pakete,
koji sluzˇe poboljsˇavanju odredenih svojstava valic´ne transformacije, ponajvisˇe lokalizaciji
frekvencije.
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Poglavlje 1
Kratki pregled teorijskih cˇinjenica
Kroz cˇitav rad bavit c´emo se ortonormiranim sistemima i bazama u Hilbertovim prosto-
rima. Jedni od glavnih alata bit c´e nam razvoj u Fourierov red te Fourierova transformacija.
Stoga, u ovom pocˇetnom poglavlju, navest c´emo osnovne definicije i rezultate, koje c´emo
kasnije koristiti. Rezultate navodimo bez dokaza.
Za dani ortonormirani sistem { fk : k ∈ Z} i funkciju f ∈ H, gdje je H Hilbertov prostor,
definiramo Fourierov koeficijente funkcije f s
ck = 〈 f , fk〉, k ∈ Z.
Od interesa je proucˇavati kada je i kako zadovoljena jednakost
f =
∑
k∈Z
ck fk. (1.1)
Kada (1.1) vrijedi za svaki f ∈ H, s konvergencijom reda u normi prostora H, onda sistem
{ fk : k ∈ Z} zovemo ortonormiranom bazom prostora H. Tipicˇan primjer je H = L2(T),
gdje je T jednodimenzionalni torus koji po potrebi identificiramo s [0, 1〉 ili [−12 , 12〉, te
fk(x) = eikx. U tom slucˇaju, govorimo o razvoju u Fourierov red.
Na prostoru L2(R) mozˇemo, uz standardne ortonormirane baze, promatrati i druge ko-
risne alate. Definiramo Fourierovu transformaciju, koja, isprva, funkciji f ∈ L1(R)∩ L2(R)
pridruzˇuje funkciju fˆ po formuli
fˆ (ξ) =
∫ ∞
−∞
f (x)e−iξxdx.
Ponekad c´emo varijablu x zvati vremenskom, a varijablu ξ frekvencijskom varijablom.
Lako se pokazˇe da je fˆ ∈ L2(R), te da vrijedi Plancherelov teorem (vidi [3]), koji kazˇe
〈 f , g〉 = 1
2pi
〈 fˆ , gˆ〉. (1.2)
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Time je zapravo definiran ogranicˇen operator koji po neprekidnosti mozˇemo prosˇiriti na
L2(R), obzirom da je L1(R) ∩ L2(R) gust potprostor prostora L2(R). Tada je operator f 7→
1√
2pi
fˆ unitaran operator, te se mozˇe pokazati da je i surjektivan.
Inverzna Fourierova transformacija dana je formulom
gˇ(x) =
∫ ∞
−∞
g(ξ)eiξxdξ.
Ako primijenimo inverznu transformaciju na g = fˆ , dobijemo ( fˆ )ˇ = f .
Kod ortonormiranih valic´a, cˇesto c´emo spominjati operatore translacije i diletacije. Za
h ∈ R, definiramo operator τh : L2(R) → L2(R) formulom (τh f )(x) = f (x − h), te operator
ρh : L2(R) → L2(R) formulom (ρh f )(x) = f (hx). Od interesa c´e nam biti cjelobrojne
translacije, te diletacije potencijom broja 2. Stoga, definiramo posebne operatore Tk i D j,
za k, j ∈ Z, formulama
(Tk f )(x) = f (x − k),
(D j f )(x) = 2
j
2 f (2 jx),
za f ∈ L2(R). Oba su operatora unitarna, sˇto c´e nam biti od iznimne vazˇnosti.
Fourierova se transformacija dobro ponasˇa u kompoziciji s ovim operatorima, jer vri-
jedi
T̂k f (ξ) = e−ikξ fˆ (ξ)
D̂ j f (ξ) = 2−
j
2 fˆ (2− jξ).
Poglavlje 2
Multirezolucijska analiza i konstrukcija
valic´a
U ovom poglavlju predstavit c´emo metodu konstruiranja ortonormiranih valic´a baziranu na
postojanju familije potprostora prostora L2(R), koja zadovoljava odredena svojstva. Takvu
c´emo familiju nazivati multirezolucijskom analizom, ili, skrac´eno, MRA. U sekciji 2.1 de-
finirat c´emo MRA preko standardnih pet svojstava, ali i pokazati da ta svojstva nisu ne-
zavisna. Samu konstrukciju valic´a na temelju MRA pokazat c´emo u sekciji 2.2, te usput
prikazati neke od najpoznatijih primjera.
2.1 Multirezolucijska analiza
Multirezolucijska analiza sastoji se od niza zatvorenih potprostora V j, j ∈ Z, prostora L2(R)
koji zadovoljavaju
V j ⊂ V j+1,∀ j ∈ Z, (2.1)
f ∈ V j ⇐⇒ f (2(·)) ∈ V j+1,∀ j ∈ Z, (2.2)⋂
j∈Z
V j = {0}, (2.3)⋃
j∈Z
V j = L2(R), (2.4)
postoji funkcija ϕ ∈ V0, takva da je skup
{ϕ(· − k) : k ∈ Z} ortonormirana baza za V0.
}
(2.5)
Funkcija ϕ iz (2.5) zove se skalirajuc´a funkcija dane MRA.
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Ponekad se uvjet (2.5) relaksira pretpostavljajuc´i da je skup {ϕ(· − k) : k ∈ Z} Rieszova
baza za V0, tj. da za svaki f ∈ V0 postoji jedinstveni niz {αk}k∈Z ∈ l2(Z) tako da vrijedi
f (x) =
∑
k∈Z
αkϕ(x − k),
gdje red konvergira u L2(R), i
A
∑
k∈Z
|αk|2 ≤
∥∥∥∥∥∥∥∑k∈Z αkϕ(x − k)
∥∥∥∥∥∥∥
2
2
≤ B
∑
k∈Z
|αk|2 ,
gdje su 0 < A ≤ B < ∞ konstante neovisne o f . Takvu c´emo MRA nazivati MRA s
Rieszovom bazom. Na kraju sekcije pokazat c´emo da je ovaj naoko slabiji zahtjev od (2.5)
zapravo ekvivalentan. Primijetimo da (2.5) implicira da je {ϕ(· − k) : k ∈ Z} Rieszova baza
za V0, s konstantama A = B = 1.
Neka je ϕ j,k(x) = 2
j
2ϕ(2 jx − k). Iz uvjeta (2.2) proizlazi da je, za fiksni j ∈ Z, skup
{ϕ j,k : k ∈ Z} ortonormirana baza za prostor V j. Naime, neka je f ∈ V j. Tada imamo (uz
oznaku f0 = 2
− j
2 f (2− j(·)) ∈ V0)
‖ f −
n∑
k=−n
〈 f , ϕ j,k〉ϕ j,k‖22 = ‖ f0 −
n∑
k=−n
〈 f0, ϕ0,k〉ϕ0,k‖22 → 0, kako n→ ∞,
gdje smo iskoristili unitarnost operatora D j, te invarijantnost skalarnog produkta na isti.
Vec´ smo spomenuli kako svojstva (2.1)-(2.5) nisu nezavisna. Konkretno, vrijede sljedec´a
dva teorema:
Teorem 2.1.1. Uvjeti (2.1), (2.2) i (2.5) impliciraju (2.3). To vrijedi cˇak i ako u (2.5)
pretpostavimo da je rijecˇ samo o Rieszovoj bazi.
Dokaz. Pretpostavimo da postoji 0 , f ∈ ⋂ j∈Z V j, bez smanjenja opc´enitosti ‖ f ‖2 = 1.
Posebno, f ∈ V− j,∀ j ∈ Z, pa mozˇemo definirati funkcije f j(x) = 2 j2 f (2 jx) tako da je
f j ∈ V0, po svojstvu (2.2). Vrijedi i da je ‖ f j‖2 = ‖ f ‖2 = 1. Posˇto je {ϕ(· − k) : k ∈ Z}
Rieszova baza, mozˇemo pisati f j(x) =
∑
k∈Z α
j
kϕ(x − k) te vrijedi A
∑
k∈Z
∣∣∣α jk∣∣∣2 ≤ ‖ f j‖22 = 1.
Primijenjujuc´i Fourierovu transformaciju, mozˇemo pisati
2−
j
2 fˆ (2− jξ) = fˆ j(ξ) =
∑
k∈Z
α
j
ke
−ikξϕˆ(ξ) = m j(ξ)ϕˆ(ξ),
gdje je
m j(ξ) =
∑
k∈Z
α
j
ke
−ikξ
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Primijetimo da je m j 2pi-periodicˇna funkcija koja se nalazi u L2(T) s normom ≤
√
2pi
A . Iz
svega navedenog vidimo da je fˆ j(ξ) = 2
j
2 m j(2 jξ)ϕˆ(2 jξ), te za j ≥ 1 raspisujemo:∫ 4pi
2pi
| fˆ (ξ)|dξ ≤ 2 j2
(∫ 4pi
2pi
|ϕˆ(2 jξ)|2dξ
) 1
2
(∫ 4pi
2pi
|m j(2 jξ)|2dξ
) 1
2
= 2−
j
2
∫ 2 j+2pi
2 j+1pi
|ϕˆ(µ)|2dµ

1
2
∫ 2 j+2pi
2 j+1pi
|m j(µ)|2dµ

1
2
≤
(∫ ∞
2 j+1pi
|ϕˆ(µ)|2dµ
) 1
2
 12 j
∫ 2 j+2pi
2 j+1pi
|m j(µ)|2dµ

1
2
=
(∫ ∞
2 j+1pi
|ϕˆ(µ)|2dµ
) 1
2
 12 j
2 j−1∑
l=0
∫ 2 j+2pi+2(l+1)pi
2 j+1pi+2lpi
|m j(µ)|2dµ

1
2
≤
(∫ ∞
2 j+1pi
|ϕˆ(µ)|2dµ
) 1
2
(
2pi
A
) 1
2
.
Dakle, pusˇtajuc´i j→ ∞, zakljucˇujemo da je ∫ 4pi
2pi
| fˆ (ξ)|dξ = 0, pa je fˆ (ξ) = 0 skoro svuda na
[2pi, 4pi]. Isti racˇun mozˇemo primijeniti na funkciju 2
l
2 fˆ (2lξ), l ∈ Z, te zakljucˇiti da je fˆ (ξ) =
0 skoro svuda na 2l[2pi, 4pi]. To nam daje da je fˆ (ξ) = 0 skoro svuda na 〈0,∞〉. Ponavljajuc´i
cˇitav ovaj postupak s intervalom [−4pi,−2pi] u ulozi intervala [2pi, 4pi], zakljucˇujemo da je
fˆ (ξ) = 0 skoro svuda. To je u kontradikciji s pocˇetnom pretpostavkom da je f , 0, cˇime je
dokaz gotov. 
Teorem 2.1.2. Neka je {V j : j ∈ Z} niz zatvorenih potprostora u L2(R) koji zadovoljavaju
(2.1), (2.2) i (2.5), te da je funkcija ϕ iz (2.5) takva da je |ϕˆ| neprekidna u nuli. Tada je
ekvivalentno:
i) ϕˆ(0) , 0,
ii)
⋃
j∈Z V j = L2(R).
Tada je |ϕˆ(0)| = 1.
Dokaz. Pretpostavimo da je ϕˆ(0) , 0. Prvo tvrdimo da je skup
W :=
⋃
j∈Z
V j
invarijantan na translacije. Da bismo to dokazali, prvo c´emo pokazati da je W invarijantan
na dijadske translacije τ2−lm, l,m ∈ Z. Uzmimo f ∈ W. Za dani ε > 0 postoje j0 ∈ Z i
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h ∈ V j0 takvi da je ‖ f − h‖2 < ε. Iz (2.1) zakljucˇujemo da je h ∈ V j,∀ j ≥ j0, a zbog (2.2) i
(2.5) mozˇemo pisati
h(x) =
∑
k∈Z
c jkϕ(2
jx − k).
Stoga je
(τ2−lmh) (x) = h(x − 2−lm) =
∑
k∈Z
c jkϕ
(
2 j(x − 2−lm) − k
)
.
Ako je j ≥ l, onda je 2 j−lm ∈ Z, pa je ϕ(2 j(x−2−lm)−k) = ϕ(2 j−2 j−lm−k) element prostora
V j. Kako je W zatvoren, to je τ2−lmh ∈ W. Jer je ε bio proizvoljan, a ‖τ2−lm f − τ2−lmh‖2 =
‖ f − h‖2 < ε, zakljucˇujemo da je i τ2−lm f ∈ W. Opc´enito, za x ∈ R mozˇemo nac´i l,m ∈ Z
tako da je 2−lm proizvoljno blizu x. Tada je i ‖τ2−lm f − τx f ‖2 po volji malo, pa je W
invarijantan na sve translacije.
Posˇto je ϕˆ(0) , 0 i |ϕˆ| neprekidna u nuli, postoji µ > 0 takav da je ϕˆ(ξ) , 0 na 〈−µ, µ〉.
Pretpostavimo sada da postoji g ∈ W⊥. Jer je, po upravo dokazanom, W invarijantan na
translacije, vrijedi
0 =
∫
R
f (x + t)g(t)dt,
za svaki x ∈ R i f ∈ W. Zbog (τ−x f )ˆ(ξ) = eiξx fˆ (ξ), posljednja jednakost i Plancherelova
formula daju
0 =
∫ ∞
−∞
eiξx fˆ (ξ)gˆ(ξ)dξ,
za svaki x ∈ R. Kako je fˆ gˆ ∈ L1(R), slijedi da je fˆ gˆ = 0 za skoro svaki ξ ∈ R. Posebno,
neka je f (x) = 2 jϕ(2 jx) tako da je f ∈ V j ⊂ W i fˆ (ξ) = ϕˆ(2− jξ). Dakle, ϕˆ(2− jξ)gˆ(ξ) = 0 za
skoro svaki ξ ∈ R. No, ϕˆ(2− jξ) , 0 za ξ ∈ 〈−2 jµ, 2 jµ〉, pa mora vrijediti gˆ(ξ) = 0 za skoro
svaki ξ ∈ 〈−2 jµ, 2 jµ〉. Pusˇtajuc´i j → ∞, vidimo da je gˆ = 0 skoro svuda, pa je i g = 0
skoro svuda. Dakle, W = L2(R).
Pretpostavimo sada da je W = L2(R) i neka je f takva da je fˆ = χ[−1,1]. Tada je ‖ f ‖22 =
1
2pi‖ fˆ ‖22 = 1pi . Oznacˇimo s P j ortogonalni projektor na V j. Po (2.1) i nasˇoj pretpostavci
imamo da ‖ f − P j f ‖2 → 0, kako j → ∞, a time i ‖P j f ‖2 → ‖ f ‖2. Oznacˇimo li ϕ j,k(x) =
2
j
2ϕ(2 jx − k), imamo
‖P j f ‖22 = ‖
∑
k∈Z
〈 f , ϕ j,k〉ϕ j,k‖22 →
1
pi
,
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kako j → ∞ (jer iz (2.2) i (2.5) slijedi da je {ϕ j,k : k ∈ Z} ortonormirana baza za V j).
Zamjena varijabli i Plancherelov teorem daju nam∑
k∈Z
∣∣∣〈 f , ϕ j,−k〉∣∣∣2 =
=
1
4pi2
∑
k∈Z
∣∣∣∣∣∫
R
fˆ (ξ)(ϕ j,−k )ˆ(ξ)dξ
∣∣∣∣∣2 =
=
1
4pi2
∑
k∈Z
∣∣∣∣∣∫
R
fˆ (ξ)2
− j
2 e−i2
− jkξϕˆ(2− jξ)dξ
∣∣∣∣∣2 =
= 2 j
∑
k∈Z
∣∣∣∣∣∣∣ 12pi
∫ 2− j
−2− j
ϕˆ(µ)e−ikµdµ
∣∣∣∣∣∣∣
2
.
Za dovoljno veliki j vrijedi [−2− j, 2− j] ⊂ [−pi, pi], pa je zadnji izraz pod sumom kvadrat
norme k-tog Fourierovog koeficijenta funkcije χ[−2− j,2− j]ϕˆ. Ponovnom primjenom Planche-
relove formule za Fourierove redove, dobivamo
lim
j→∞
2 j
2pi
∫ 2− j
−2− j
|ϕˆ(µ)|2dµ = 1
pi
.
Medutim, iz neprekidnosti funkcije |ϕˆ| u nuli zakljucˇujemo da isti taj izraz konvergira k
1
pi
|ϕˆ(0)|2. Dakle, |ϕˆ(0)| = 1 , 0. 
Iz dokaza prethodnog teorema vidimo da se (2.4) mozˇe zakljucˇiti ako pretpostavimo
(2.1), (2.2), (2.5) te da postoji µ > 0 takav da je ϕˆ(ξ) , 0 na 〈−µ, µ〉. Nadalje, ako je
{V j : j ∈ Z}MRA, dokaz teorema pokazuje da mora vrijediti
lim
j→∞
1
2− j+1
∫ 2− j
−2− j
|ϕˆ(µ)|2dµ = 1.
Za kraj, pokazat c´emo cˇinjenicu koju smo spomenuli na pocˇetku, da je uvjet (2.5)
ekvivalentan zahtjevu da je skup {ϕ(· − k) : k ∈ Z} Rieszova baza za V0, tj. da ako je skup
{ϕ(· − k) : k ∈ Z} Rieszova baza za V0, tada mozˇemo nac´i funkciju γ ∈ V0 takvu da je skup
{γ(· − k) : k ∈ Z} ortonormirana baza za V0. Ta je cˇinjenica lagana posljedica sljedec´e leme:
Lema 2.1.3. Pretpostavimo da je ϕ ∈ L2(R) takva da skup {ϕ(· − k) : k ∈ Z} cˇini Rie-
szovu bazu za span{ϕ(· − k) : k ∈ Z}, tj. da postoje konstante 0 < A ≤ B < ∞ takve da
∀c = {ck}k∈Z ∈ l2(Z) vrijedi
A
∑
k∈Z
|ck|2 ≤
∥∥∥∥∥∥∥∑k∈Z ckϕ(· − k)
∥∥∥∥∥∥∥
2
L2(R)
≤ B
∑
k∈Z
|ck|2 (2.6)
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Neka je
σϕ(ξ) :=
∑
k∈Z
|ϕˆ(ξ + 2kpi)|2

1
2
. (2.7)
Tada je
√
A ≤ σϕ(ξ) ≤
√
B za skoro svaki ξ ∈ R.
Prije samog dokaza, pogledajmo kako iz leme slijedi nasˇa cˇinjenica. Definiramo γ tako
da stavimo γˆ = ϕˆ/σϕ. Po lemi, 1/σϕ je ogranicˇena funkcija, tako da γˆ, a time i γ pripadaju
prostoru L2(R). Dodatno, zbog 2pi-periodicˇnosti funkcije σϕ, mozˇemo nac´i nizove {αk}k∈Z
i {βk}k∈Z iz l2(Z) tako da vrijedi
1
σϕ(ξ)
=
∑
k∈Z
αke−ikpi i σϕ(ξ) =
∑
k∈Z
βke−ikpi,
s konvergencijom u L2(T) (a cˇak i skoro svuda na T). Stoga mozˇemo pisati
γˆ(ξ) = ϕˆ(ξ)
∑
k∈Z
αke−ikpi i ϕˆ(ξ) = γˆ(ξ)
∑
k∈Z
βke−ikpi.
Djelujuc´i Fourierovom transformacijom na gornje jednakosti, dobivamo
γ(x) =
∑
k∈Z
αkϕ0,k(x) i ϕ(x) =
∑
k∈Z
βkγ0,k(x),
s konvergencijom u L2(R). Iz toga slijedi
γ ∈ span{ϕ0,k : k ∈ Z} i ϕ ∈ span{γ0,k : k ∈ Z}.
Nadalje, iz definicije funkcije γˆ i 2pi-periodicˇnosti funkcije σϕ jasno je da vrijedi∑
k∈Z
|γˆ(ξ + 2kpi)|2 = 1
σ2ϕ(ξ)
∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 = 1, za skoro svaki ξ ∈ R.
Konacˇni korak u rezoniranju daje sljedec´a propozicija o karakterizaciji ortonormiranih si-
stema:
Propozicija 2.1.4. Ako je g ∈ L2(R), tada je skup {g(· − k) : k ∈ Z} ortonormirani sistem
ako i samo ako vrijedi ∑
k∈Z
|gˆ(ξ + 2kpi)|2 = 1, za skoro svaki ξ ∈ R.
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Dokaz. Dokaz se svodi na primjenu Plancherelove formule i periodizacije funkcije. Ras-
pisujemo:
〈g(·), g(· − k)〉 =
∫
R
g(x)g(x − k)dx = 1
2pi
∫
R
|gˆ(ξ)|2eikξdξ
=
1
2pi
∞∑
l=−∞
∫ 2(l+1)pi
2lpi
|gˆ(ξ)|2eikξdξ
=
1
2pi
∞∑
l=−∞
∫ 2pi
0
|gˆ(µ + 2lpi)|2eikµdµ
=
1
2pi
∫ 2pi
0
 ∞∑
l=−∞
|gˆ(µ + 2lpi)|2
 eikµdµ
=
 ∞∑
l=−∞
|gˆ(µ + 2lpi)|2
ˆ(−k).
Ako je sistem ortonormiran, onda je lijeva strana jednaka δ0,k, pa funkcija
(∑∞
l=−∞|gˆ(µ + 2lpi)|2
)
ima samo nulti Fourierov koeficijent razlicˇit od nule, te je stoga jednaka konstanti skoro
svuda, u ovom slucˇaju 1. Obratno, ako je funkcija
(∑∞
l=−∞|gˆ(µ + 2lpi)|2
)
skoro svuda jednaka
1, onda je desna strana jednaka δ0,k, pa je sistem ortonormiran. 
Dokaz leme 2.1.3. Za c = {ck}k∈Z ∈ l2(Z) definiramo S c = ∑k∈Z ckϕ0,k. Tada vrijedi
Ŝ c(ξ) =
∑
k∈Z
e−ikξϕˆ(ξ) =: ϑc(ξ)ϕˆ(ξ),
gdje je ϑc(ξ) =
∑
k∈Z cke−ikξ funkcija iz L2(T). Sˇtovisˇe,∥∥∥∥Ŝ c∥∥∥∥2
L2(R)
=
∫
R
|ϑc(ξ)ϕˆ(ξ)|2dξ =
∑
k∈Z
∫ 2(k+1)pi
2kpi
|ϑc(ξ)ϕˆ(ξ)|2dξ
=
∫
T
|ϑc(ξ)|2
∑
k∈Z
|ϕˆ(ξ + 2kpi)|2dξ =
∫
T
|ϑc(ξ)σϕ(ξ)|2dξ.
Plancherelov teorem nam zajedno s gornjim racˇunom daje
‖S c‖2L2(R) =
1
2pi
∫
T
|ϑc(ξ)σϕ(ξ)|2dξ.
Ovim racˇunom mozˇemo reformulirati uvjet (2.6) u oblik
A‖ϑc‖2L2(T) ≤ ‖ϑcσϕ‖2L2(T) ≤ B‖ϑc‖2L2(T). (2.8)
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Fiksirajmo η ∈ T i izaberimo c tako da je ϑc(ξ) = 12mpi
m−1∑
k=0
eik(ξ−η). Tada dobivamo
|ϑc(ξ)|2 = 12mpi
sin m(ξ−η)2sin ξ−η2
2 = Km(η − ξ),
gdje je Km m-ta Feje´rova jezgra. Posˇto vrijedi ‖ϑc‖L2(T) = 1, (2.8) postaje
A ≤ (Km ∗ σ2ϕ)(η) ≤ B, za skoro svaki η ∈ T. (2.9)
Konacˇno, funkcija σ2ϕ je iz prostora L
1(T), pa parcijalne sume Fourierovog reda u smislu
Cesa`ra konvergiraju prema funkciji skoro svuda. Dakle, pusˇtajuc´i m→ ∞ u (2.9) dolazimo
do trazˇenih nejednakosti. 
Napomena 2.1.5. Primijetimo da je funkcija σϕ iz leme 2.1.3 uvijek dobro definirana, cˇim
je ϕ ∈ L2(R). Naime∫
T
|σϕ(ξ)|2dξ =
∑
k∈Z
∫ 2(k+1)pi
2kpi
|ϕˆ(ξ)|2dξ =
∫
R
|ϕˆ(ξ)|2dξ = 2pi‖ϕ‖2L2(R).
2.2 Konstrukcija valic´a na temelju MRA
Sada prelazimo na konstrukciju valic´a iz dane MRA. Neka je W0 ortognalni komplement
prostora V0 u V1, tj. V1 = V0 ⊕W0. Ako diletiramo elemente prostora W0 s 2 j, dobivamo
zatvoreni potprostor W j prostora V j+1 tako da vrijedi
V j+1 = V j ⊕W j,∀ j ∈ Z.
Kako je V j ⊂ V j+1 i ⋂ j∈Z V j = {0}, vrijedi
V j+1 = V j ⊕W j =
j⊕
l=−∞
Wl,∀ j ∈ Z
S druge strane, kako je
⋃
j∈Z V j = L2(R), to je
L2(R) =
∞⊕
j=−∞
W j. (2.10)
Kako bismo dobili ortonormirani valic´, jedino sˇto nam preostaje je pronac´i funkciju
ψ ∈ W0 takvu da je {ψ(· − k) : k ∈ Z} ortonormirana baza za W0. Zapravo, kada to nademo,
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zbog definicije prostora W j i svojstva (2.2) imamo da je {2 j2ψ(2 j ·−k) : k ∈ Z} ortonormirana
baza za W j. Stoga, {ψ j,k : j, k ∈ Z} je ortonormirana baza za L2(R), sˇto pokazuje da je ψ
ortonormirani valic´ na R.
Pokusˇajmo sada pronac´i takvu funkciju ψ. Promotrimo V0 = W−1⊕V−1 i primijetimo da
je 12ϕ(
·
2 ) ∈ V−1 ⊂ V0. Po (2.5), mozˇemo tu funkciju zapisati u bazi prostora V0 {ϕ(·+k) : k ∈
Z} cˇime dobivamo
1
2ϕ(
1
2 x) =
∑
k∈Z
αkϕ(x + k), (2.11)
gdje je αk = 12
∫
R
ϕ( 12 x)ϕ(x + k)dx, red u (2.11) konvergira u L
2(R) te {αk}k∈Z ∈ l2(Z).
Uzimajuc´i Fourierovu transformaciju, dobivamo
ϕˆ(2ξ) = ϕˆ(ξ)
∑
k∈Z
αkeikξ =: ϕˆ(ξ)m0(ξ), (2.12)
gdje je m0 2pi-periodicˇna funkcija u L2(T). Funkcija m0 naziva se niskopropusni filter po-
vezan sa skalirajuc´om funkcijom ϕ.
Za pocˇetak, dokazˇimo jednostavnu posljedicu propozicije 2.1.4:
Korolar 2.2.1. Ako je g ∈ L2(R) takva da je {g(· − k) : k ∈ Z} ortonormirani sistem, tada je
|supp(gˆ)| ≥ 2pi. Jednakost vrijedi ako i samo ako je |gˆ| = χK , za neki izmjeriv skup K ⊂ R
za koji vrijedi |K| = 2pi.
Dokaz. Iz propozicije 2.1.4 slijedi da je |gˆ(ξ)| ≤ 1 skoro svuda naR. Koristec´i Plancherelov
teorem racˇunamo,
|supp(gˆ)| =
∫
supp(gˆ)
1dξ ≥
∫
R
|gˆ(ξ)|2dξ = 2pi
∫
R
|g(x)|2dx = 2pi.
Ako je |supp(gˆ)| = 2pi i 0 < g < 1 na skupu E pozitivne mjere, dolazimo do kontradikcije.
Naime,
2pi = ‖gˆ‖22 =
∫
supp(gˆ)
|gˆ(ξ)|2dξ < |supp(gˆ)\E| + |E| = |supp(gˆ)| = 2pi.
Stoga, |gˆ(ξ)| = 1 na nosacˇu funkcije gˆ. Obratno, ako je |gˆ| = χK za |K| = 2pi, onda je ocˇito
|supp(gˆ)| = 2pi. 
Nastavljamo s konstrukcijom ortonormiranih valic´a ψ povezanih sa skalirajuc´om funk-
cijom ϕ. Vazˇno svojstvo niskopropusnog filtera je
|m0(ξ)|2 + |m0(ξ + pi)|2 = 1, za skoro svaki ξ ∈ R. (2.13)
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Kako bismo to dokazali, koristimo propoziciju 2.1.4 primijenjenu na ϕ te dobijamo∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 = 1, za skoro svaki ξ ∈ R.
Iz (2.12) slijedi da je gornje ekvivalentno s∑
k∈Z
|ϕˆ(ξ + kpi)|2|m0(ξ + kpi)|2 = 1, za skoro svaki ξ ∈ R.
Sumu na lijevoj strani rastavimo na sumu po parnim i sumu po neparnim cijelim brojevima
te koristec´i propoziciju 2.1.4 i 2pi-periodicˇnost funkcije m0, dobijamo
1 = |m0(ξ)|2
∑
l∈Z
|ϕˆ(ξ + 2lpi)|2 + |m0(ξ + pi)|2
∑
l∈Z
|ϕˆ(ξ + pi + 2lpi)|2
= |m0(ξ)|2 · 1 + |m0(ξ + pi)|2 · 1,
cˇime smo dokazali (2.13).
Da bismo nasˇli ψ promatramo W−1, i to iz perspektive Fourierove transformacije.
Lema 2.2.2. Ako je ϕ skalirajuc´a funkcija MRA {V j} j∈Z i m0 pridruzˇeni niskopropusni filter,
tada
V−1 = { f : fˆ (ξ) = m(2ξ)m0(ξ)ϕˆ(ξ), za neku 2pi-periodicˇnu m ∈ L2(T)};
V0 = { f : fˆ (ξ) = l(ξ)ϕˆ(ξ), za neku 2pi-periodicˇnu l ∈ L2(T)}.
Dokaz. Ako je f ∈ V−1, tada je f (x) = 1√2
∑
k∈Z ckϕ(12 x − k), za neki {ck}k∈Z ∈ l2(Z). Stoga,
koristec´i (2.12), imamo
fˆ (ξ) =
√
2ϕˆ(2ξ)
∑
k∈Z
cke−i2kξ = m(2ξ)ϕˆ(2ξ) = m(2ξ)m0(ξ)ϕˆ(ξ),
gdje smo uveli m(ξ) =
√
2
∑
k∈Z cke−ikξ, koja je iz L2(T).
Obratno, ako je m ∈ L2(T)2pi-periodicˇna, mozˇemo obrnuti gornji postupak te vidjeti
da funkcija f , definirana s fˆ (ξ) = m(2ξ)m0(ξ)ϕˆ(ξ), pripada prostoru V−1. Jedino moramo
pokazati da je m(2ξ)m0(ξ)ϕˆ(ξ) funkcija iz prostora L2(R). Opc´enito, za h ∈ L2(T)2pi-
periodicˇnu, zbog ortogonalnosti sistema {ϕ(· − k) : k ∈ Z} po propoziciji 2.1.4 vrijedi:∫
R
|h(ξ)|2|ϕˆ(ξ)|2dξ =
∑
k∈Z
∫ 2pi
0
|h(µ)|2|ϕˆ(µ + 2kpi)|2dµ = ‖h‖2L2(T).
Kako je m0 ogranicˇena, a m ∈ L2(T), to h(ξ) := m(2ξ)m0(ξ) pripada L2(T).
Ako je g ∈ V0, tada je g(x) = ∑k∈Z dkϕ(x − k), za neki {dk}k∈Z ∈ l2(Z). Tada vrijedi
gˆ(ξ) = ϕˆ(ξ)
∑
k∈Z
dke−ikξ =: l(ξ)ϕˆ(ξ),
gdje je l 2pi-periodicˇna funkcija iz L2(T). Obrat slijedi istim racˇunom kao za V−1. 
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Nastavimo s konstrukcijom valic´a ψ. Neka je U : V0 → L2(T) definiran formulom
U( f ) = l, gdje je l kao u lemi 2.2.2. U je ocˇito linearan, sˇtovisˇe, U zadovoljava
‖U f ‖2L2(T) = ‖l‖2L2(T) = 2pi
∑
k∈Z
|dk|2 = 2pi‖ f ‖2L2(R).
Polarizacijske nam formule daju
〈 f , g〉L2(R) = 12pi〈U f ,Ug〉L2(T)∀ f , g ∈ V0.
Ako je f okomita na V−1, zadnja jednakost i lema 2.2.2 govore nam da je l okomita na
m(2·)m0(·), za sve 2pi-periodicˇne m ∈ L2(T). Stoga,
0 =
∫ 2pi
0
l(ξ)m(2ξ)m0(ξ)dξ
=
∫ pi
0
m(2ξ){l(ξ)m0(ξ) + l(ξ + pi)m0(ξ + pi)}dξ,
za sve 2pi-periodicˇne m ∈ L2(T). To jest, pi-periodicˇna funkcija u viticˇastim zagradama
je okomita na sve pi-periodicˇne kvadratno integrabilne funkcije, pa je l(ξ)m0(ξ) + l(ξ +
pi)m0(ξ + pi) = 0 za skoro svaki ξ ∈ T. Dakle, mora vrijediti
(l(ξ), l(ξ + pi) = −λ(ξ + pi)(m0(ξ + pi),−m0(ξ)) (2.14)
za skoro svaki ξ i prikladnu λ(ξ). Ako stavimo ξ = µ + pi, dobivamo
(l(µ + pi), l(µ) = −λ(ξ + 2pi)(m0(µ),−m0(µ + pi)),
zbog 2pi-periodicˇnosti funkcija m0 i l. No, ova je jednakost ekvivalentna jednakosti
(l(ξ), l(ξ + pi) = λ(ξ + 2pi)(m0(ξ + pi),−m0(ξ)) (2.15)
za skoro svaki ξ. Iz (2.13) znamo da vektor
(m0(ξ + pi),−m0(ξ))
ima normu 1 za skoro svaki ξ. Ova cˇinjenica, skupa s jednakostima (2.14) i (2.15), implicira
λ(ξ + pi) = −λ(ξ + 2pi), tj. λ(ξ) = −λ(ξ + pi) za skoro svaki ξ. Dakle, λ je 2pi-periodicˇna
funkcija iz L2(T) koja zadovoljava
λ(ξ) = −λ(ξ + pi), za skoro svaki ξ ∈ T. (2.16)
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Ovo znacˇi da je λ(ξ) = eiξs(2ξ), gdje je s 2pi-periodicˇna funkcija iz L2(T) (dovoljno je
definirati s(ξ) = e−i
ξ
2λ( 12ξ)).
Iz (2.14) i (2.16) dobivamo
l(ξ) = eiξs(2ξ)m0(ξ + pi), (2.17)
gdje je s 2pi-periodicˇna iz L2(T). Lagano se pokazˇe da je potprostor prostora L2(R) koji
sadrzˇi sve funkcije f za koje je fˆ (ξ) = l(ξ)ϕˆ(ξ), l kao u (2.17), ortogonalni komplement
potprostora V−1 u V0. Ovo nam daje karakterizaciju prostora W−1:
W−1 = { f : fˆ (ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) za neku 2pi-periodicˇnu funkciju s ∈ L2(T)},
sˇto daje sljedec´u karakterizaciju prostora W0:
Lema 2.2.3. Ako je ϕ skalirajuc´a funkcija MRA {V j} j∈Z i m0 pridruzˇeni niskopropusni filter,
tada
W0 = { f : fˆ (2ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) za neku 2pi-periodicˇnu funkciju s ∈ L2(T)}.
Iz ove leme slijedi da je W0 invarijantan na integralne translacije. Slicˇno, imamo
W j = { f : fˆ (2 j+1ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) za neku 2pi-periodicˇnu funkciju s ∈ L2(T)}.
Ako definiramo ψ sa
ψˆ(2ξ) = eiξm0(ξ + pi)ϕˆ(ξ) (2.18)
(tj. s ≡ 1 u (2.17)), tvrdimo da smo nasˇli ortonormirani valic´ koji smo trazˇili. Dapacˇe, svi
ortonormirani valic´i u W0 mogu se karakterizirati na sljedec´i nacˇin:
Propozicija 2.2.4. Neka je ϕ skalirajuc´a funkcija MRA {V j} j∈Z i m0 pridruzˇeni niskopro-
pusni filter, tada je funkcija ψ ∈ W0 = V1 ∩ V⊥0 ortonormirani valic´ za L2(R) ako i samo
ako vrijedi
ψˆ(2ξ) = eiξν(2ξ)m0(ξ + pi)ϕˆ(ξ) (2.19)
skoro svuda na R, za neku 2pi-periodicˇnu izmjerivu funkciju ν tako da je
|ν(ξ)| = 1 skoro svuda na T.
Dokaz. Za pocˇetak, ocˇito je ψ ∈ W0, jer zadnja jednakost osigurava ν ∈ L2(T). Sada, za
bilo koji g ∈ W0, po karakterizaciji iz leme 2.2.3, postoji 2pi-periodicˇna funkcija s ∈ L2(T)
takva da je gˆ(2ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ). Ovo nam daje
gˆ(ξ) =
s(ξ)
ν(ξ)
ei
ξ
2 ν(ξ)m0(12ξ + pi)ϕˆ(
1
2ξ) =
s(ξ)
ν(ξ)
ψˆ(ξ) = s(ξ)ν(ξ)ψˆ(ξ).
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Posˇto je sν ∈ L2(T), mozˇemo pisati s(ξ)ν(ξ) = ∑k∈Z cke−ikξ, za neki {ck}k∈Z ∈ l2(Z), i dobiti
g(x) =
∑
k∈Z
ckψ(x − k),
sˇto dokazuje da {ψ(· − k) : k ∈ Z} razapinje W0. Ortonormiranost ovog sistema mozˇemo
dokazati preko propozicije 2.1.4:∑
k∈Z
|ψˆ(ξ + 2kpi)|2 =
∑
k∈Z
|ϕˆ(12ξ + kpi)|2|m0(12ξ + kpi + pi)|2
=
∑
l∈Z
|ϕˆ(12ξ + 2lpi)|2|m0( 12ξ + 2lpi + pi)|2
+
∑
l∈Z
|ϕˆ( 12ξ + 2lpi + pi)|2|m0( 12ξ + 2lpi + 2pi)|2
= |m0( 12ξ + pi)|2 + |m0(12ξ)|2 = 1,
gdje smo prvo sumu razdvojili na sumiranje po parnim i neparnim cijelim brojevima, is-
koristili 2pi-periodicˇnost funkcije m0, propoziciju 2.1.4 za funkciju ϕ i jednakost (2.13) za
m0.
Vec´ smo komentirali kako iz cˇinjenice da je {ψ(· − k) : k ∈ Z} ortonormirana baza za
W0 slijedi da je {2 j2ψ(2 j · −k) : k ∈ Z} ortonormirana baza za W j. Stoga, pomoc´u jednakosti
(2.10), dobivamo da je ψ ortonormirani valic´ za L2(R).
Preostaje nam pokazati da su svi ortonormirani valic´i ψ ∈ W0 opisani jednakosti (2.19).
Za bilo koji ψ ∈ W0, po lemi 2.2.3, postoji 2pi-periodicˇna funkcija ν ∈ L2(T) tako da vrijedi
ψˆ(ξ) = ei
ξ
2 ν(ξ)m0( 12ξ + pi)ϕˆ(
1
2ξ).
Ako je ψ ortonormirani valic´, onda nam ortonormiranost sistema {ψ(· − k) : k ∈ Z} daje
1 =
∑
k∈Z
|ψˆ(ξ + 2kpi)|2 =
∑
k∈Z
|ν(ξ)|2|ϕˆ( 12ξ + kpi)|2|m0( 12ξ + kpi + pi)|2
= |ν(ξ)|2
(∑
l∈Z
|ϕˆ(12ξ + 2lpi)|2|m0(12ξ + pi)|2
+
∑
l∈Z
|ϕˆ(12ξ + 2lpi + pi)|2|m0(12ξ)|2
)
= |ν(ξ)|2
(
|m0(12ξ + pi)|2 + |m0( 12ξ)|2
)
= |ν(ξ)|2 za skoro svaki ξ ∈ T,
cˇime je dokaz gotov. 
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Ovom smo propozicijom upotpunili konstrukciju valic´a iz MRA.
Proucˇimo josˇ malo valic´ ψ dan relacijom (2.18). Posˇto je ψ iz V1, mozˇemo ju prikazati
kao (prebrojivu) linearnu kombinaciju translata funkcije ϕ(2x). Zapravo, postoji nacˇin da
koeficijenti u tom prikazu budu povezani s koeficijentima αk koji su definirali m0. Iz (2.18)
i (2.12) dobivamo
ψˆ(2ξ) =
∑
k∈Z
(−1)kαke−i(k−1)ξ)
 ϕˆ(ξ),
to jest
ψˆ(ξ) =
∑
k∈Z
(−1)kαke−i(k−1)
1
2 ξ)
 ϕˆ( 12ξ),
Primijenjujuc´i inverznu Fourierovu transformaciju, dolazimo do
ψ(x) =
∑
k∈Z
(−1)kαkϕ(2x − (k − 1)). (2.20)
Pogledajmo jedan od najpoznatijih primjera valic´a, Haarov valic´.
Primjer 2.2.5. Haarov valic´ konstruira se, do na translaciju, iz MRA generirane skali-
rajuc´om funkcijom ϕ = χ[−1,0〉. Lako vidimo da za takvu ϕ vrijedi da je V j prostor svih
funkcija koje su konstante na intervalima oblika [2− jk, 2− j(k + 1)], k ∈ Z. Posˇto je
1
2ϕ(
1
2 x) =
1
2χ[−2,0〉(x) =
1
2ϕ(x) +
1
2ϕ(x + 1),
mozˇemo iskoristiti (2.20) kako bismo dobili
ψ(x) = ϕ(2x + 1) − ϕ(2x) = χ
[−1,−12 〉
− χ
[− 12 ,0〉
.
Ovaj se rezultat mogao dobiti i direktno. Naime,
1
2ϕ(
1
2 x) =
1
2ϕ(x) +
1
2ϕ(x + 1),
pa je niskopropusni filter za Haarov valic´ funkcija m0(ξ) = 12 (1 + e
iξ). Jer je
ϕˆ(ξ) =
1 − eiξ
−iξ = e
i ξ2
sin(ξ/2)
(ξ/2)
,
dobivamo
ψˆ(2ξ) = eiξ
1 + e−i(ξ+pi)
2
eiξ − 1
iξ
= eiξ
(1 − e−iξ)(eiξ − 1)
2iξ
.
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Dakle,
ψˆ(ξ) = ei
ξ
2
ei
ξ
2 − 2 + e−i ξ2
iξ
= iei
ξ
2
sin2(ξ/4)
(ξ/4)
.
Lako se vidi da je Fourierova transformacija funkcije χ
[−1,−12 〉
−χ
[− 12 ,0〉
upravo gore dobivena
funkcija.
Prije daljnjih primjera, pokazat c´emo kako dobiti |ϕˆ| iz |ψˆ|. Iz (2.12), (2.18) i (2.13)
dobivamo
|ϕˆ(2ξ)|2 + |ψˆ(2ξ)|2 = |ϕˆ(ξ)|2{|m0(ξ)|2 + |m0(ξ + pi)|2} = |ϕˆ(ξ)|2.
Iterirajuc´i ovaj izraz, dolazimo do
|ϕˆ(ξ)|2 = |ϕˆ(2Nξ)|2 +
N∑
j=1
|ψˆ(2 jξ)|2.
Posˇto je |ϕˆ(ξ)| ≤ 1, niz {∑Nj=1|ψˆ(2 jξ)|2 : N = 2, 3, · · · } je rastuc´i niz realnih brojeva
ogranicˇen s 1 pa imam limes. Zbog toga postoji i limes limN→∞|ϕˆ(2Nξ)|2. Sˇtovisˇe,∫
R
|ϕˆ(2Nξ)|2dξ = 1
2N
∫
R
|ϕˆ(ξ)|2dξ → 0, kako N → ∞
pa po Fatouovoj lemi imamo∫
R
lim
N→∞|ϕˆ(2
Nξ)|2dξ ≤ lim
N→∞
∫
R
|ϕˆ(2Nξ)|2dξ = 0.
Ovo pokazuje da je
lim
N→∞|ϕˆ(2
Nξ)|2 = 0.
Time smo dokazali formulu
|ϕˆ(ξ)|2 =
N∑
j=1
|ψˆ(2 jξ)|2, za skoro svaki ξ ∈ R, (2.21)
cˇime je |ϕˆ| izrazˇena preko Fourierove transformacije valic´a.
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Primjer 2.2.6. Funkcija ψ cˇija Fourierova transformacija zadovoljava
ψˆ(ξ) = ei
ξ
2χI(ξ), gdje je I = [−2pi,−pi〉 ∪ 〈pi, 2pi],
zove se Shannonov valic´. Da bismo dokazali da je ovo valic´, koristimo (2.21) da dobijemo
skalirajuc´u funkciju MRA koja c´e dati ovaj valic´. Imamo ψˆ(2 jξ) = ei2
j−1ξχI j(ξ), gdje je
I j = [−2− j+1pi,− − 2− jpi〉 ∪ 〈2− jpi, 2− j+1pi].
Posˇto su I j disjunktni, a njihova unija, po j ≥ 1 je [−pi, pi]\{0}, mozˇemo uzeti ϕˆ = χ[−pi,pi].
Po propoziciji 2.1.4, {ϕ(· − k) : k ∈ Z} je ortonormirani sistem u L2(R). Izaberemo V j kao
zatvorenu linearnu ljusku skupa {ϕ j,k(x) = 2 j2ϕ(2 jx − k) : k ∈ Z}, za sve j ∈ Z. Tada je
{V j : j ∈ Z} multirezolucijska analiza ako pokazˇemo da je 12ϕ(12 x) element prostora V0,
sˇto je ekvivalentno pronalasku niskopropusnog filtera m0 koji zadovoljava (2.12). Posˇto m0
mora biti 2pi-periodicˇna funkcija u L2(T), jednakost (2.12) nam daje
m0(ξ) =
{
1 ako − pi2 ≤ ξ < pi2 ,
0 ako − pi ≤ ξ < −pi2 ili pi2 ≤ ξ < pi,
sˇto se zatim prosˇiri po periodicˇnosti naR. Iz (2.18) mozˇemo zakljucˇiti da je ψˆ(ξ) = ei
ξ
2χI(ξ).
Za Haarov valic´ imali smo
ϕˆ(ξ) = ei
ξ
2
sin(ξ/2)
(ξ/2)
i ψˆ(ξ) = iei
ξ
2
sin2(ξ/4)
(ξ/4)
.
Dakle, skalirajuc´a funkcija zadovoljavala je ϕˆ(2kpi) = 0, za sve k , 0, k ∈ Z, a valic´ je
zadovoljavao ψˆ(4kpi) = 0, za sve k ∈ Z. Opc´enito, imamo sljedec´i rezultat:
Propozicija 2.2.7. Ako je ϕ skalirajuc´a funkcija MRA i |ϕˆ| neprekidna, onda je
ϕˆ(2kpi) = 0, za sve k , 0, k ∈ Z.
Dodatno, ako je ψ valic´ konstruiran iz ove skalirajuc´e funkcije pomoc´u propozicije 2.2.4
te su |m0| i |ν| neprekidne, onda vrijedi
ψˆ(4kpi) = 0, za sve k ∈ Z.
Dokaz. Pretpostavimo suprotno, tj. ϕˆ(2k0pi) , 0, za neki k0 ∈ Z, k0 , 0. Oznacˇimo
|ϕˆ(2k0pi)| = a. Tada mora vrijediti
|ϕˆ(ξ)|2 + |ϕˆ(ξ + 2k0pi)|2 > 1 + 12a2, kada je ξ ∈ [−ε, ε],
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za neki ε > 0, zbog neprekidnosti |ϕˆ| i teorema 2.1.2. No, ovo je u kontradikciji s propozi-
cijom 2.1.4.
Da bismo pokazali drugi dio, iz (2.19) zakljucˇujemo da je
|ψˆ(2ξ)| = |m0(ξ + pi)ϕˆ(ξ)| na R,
zbog neprekidnosti |ϕˆ|, |m0| i |ν| pa je |ψˆ(4kpi)| = |m0(pi)ϕˆ(2kpi)|, za sve k ∈ Z. Medutim,
iz (2.12), (2.13) te neprekidnosti funkcija |ϕˆ| i m0 dobivamo da je m0(pi) = 0. Dakle,
|ψˆ(4kpi)| = 0, za sve k ∈ Z. 
Postoje primjeri valic´a koji nisu produkt multirezolucijske analize. Prvi je primjer dao
J.L. Journe´ i sastoji se od funkcije ψ koja zadovoljava |ψˆ| = χK , gdje je
K = [−327 pi,−4pi〉 ∪ [−pi,−47pi〉 ∪ 〈 47pi, pi] ∪ 〈4pi, 327 pi].
U kasnijim c´emo poglavljima pokazati uvjete iz kojih c´e proizac´i da je ovako definirana ψ
zaista valic´. Zasada c´emo samo prihvatiti da to vrijedi, te pogledati zasˇto ne mozˇe postojati
MRA iz koje bi proizasˇao ovaj valic´. Naime, u tom bi slucˇaju skalirajuc´a funkcija ϕmorala
zadovoljavati (2.21). Iz toga bi slijedilo
|ϕˆ(ξ)| =
{
1 ako 0 < ξ ≤ 47pi ili pi ≤ |ξ| ≤ 87pi ili 2pi ≤ |ξ| ≤ 167 pi,
0 inace.
Kada bi ϕ bila skalirajuc´a funkcija neke MRA, zadovoljavala bi propoziciju 2.1.4. No, ako
oznacˇimo I = 〈0, 27pi〉, tada je |ϕˆ(ξ)| = 1 na I. Sˇtovisˇe, za ξ ∈ I je 2pi < ξ + 2pi < 167 pi, pa je i|ϕˆ(ξ + 2kpi)| = 1. Tada bi vrijedilo∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 ≥ |ϕˆ(ξ)|2 + |ϕˆ(ξ + 2pi)|2 = 2 za ξ ∈ I,
sˇto je u kontradikciji s propozicijom 2.1.4.
Veoma jednostavan uvjet koji karakterizira valic´e proizasˇle iz MRA jest∑
k∈Z
∞∑
j=1
|ψˆ(2 j(ξ + 2kpi))|2 = 1, za skoro svaki ξ ∈ R. (2.22)
Iz (2.21) i propozicije 2.1.4 odmah vidimo da je ovaj uvjet nuzˇan. Da je uvjet (2.22) i
dovoljan da bi valic´ ψ proizasˇao iz MRA je malo tezˇe pokazati, te dokaz odgadamo za
sljedec´e poglavlje.
Znamo kako dobiti niskopropusni filter m0 iz skalirajuc´e funkcije ϕ (vidjeti (2.11) i
(2.12)). No, u nekim je slucˇajevima moguc´e je pronac´i skalirajuc´u funkciju ako znamo
filter. Za sada c´emo pokazati poseban slucˇaj, dok c´emo podrobniju analizu dati u poglavlju
2.
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Za danu funkciju ϕ definiramo njenu radijalnu (ili parnu) majorantu Rϕ s
Rϕ(x) = ess sup
|t|≥|x|
|ϕ(t)|. (2.23)
Pretpostavimo da radijalna majoranta pripada L1(R). Na primjer, za Haarov valic´ to je
ocˇito ispunjeno. S druge strane, nije ispunjeno za Shannonov valic´, jer je tamo |ϕ| ∼ 1|x| u
beskonacˇnosti. Zbog jednostavnosti, uzmimo ϕ ∈ L∞(R).
Primijetimo da je Rϕ radijalna, padajuc´a na [0,∞〉, i |ϕ(x)| ≤ Rϕ(x) za skoro svaki x ∈ R.
Za k , 0 imamo
|αk| = 12
∣∣∣∣∣∫
R
ϕ( 12 x)ϕ(x + k)dx
∣∣∣∣∣
= 12
∣∣∣∣∣∣
∫
|x|< |k|2
ϕ(12 x)ϕ(x + k)dx +
∫
|x|≥ |k|2
ϕ( 12 x)ϕ(x + k)dx
∣∣∣∣∣∣ .
Ako je |x| < 12 |k|, onda je |x + k| > 12 |k| pa je |ϕ(x + k)| ≤ Rϕ( 12 |k|). Za |x| ≥ 12 |k| vrijedi|ϕ( 12 x)| ≤ Rϕ( 14 |k|). Stoga, jer je ϕ ∈ L1(R) (sˇto proizlazi iz Rϕ ∈ L1(R)), imamo
|αk| ≤ 12Rϕ( 12 |k|)
∫
|x|< |k|2
ϕ( 12 x)dx +
1
2Rϕ(
1
4 |k|)
∫
|x|≥ |k|2
|ϕ(x + k)|dx
≤ c(ϕ)Rϕ( 14 |k|).
Posljedicˇno, imamo∑
k∈Z
|αk| ≤ c(ϕ)
∑
k∈Z
Rϕ( 14 |k|) ≤ 2c(ϕ)
∞∑
k=1
∫ k
k−1
Rϕ( 14 x)dx < ∞.
Kako je m0(ξ) =
∑
k∈Z αkeikξ, gornjim smo raspisom dobili sljedec´i rezultat:
Propozicija 2.2.8. Ako je ϕ skalirajuc´a funkcija za MRA koja je ogranicˇena te njena radi-
jalna majoranta, definirana s (2.23), pripada prostoru L1(R), tada pripadni niskopropusni
filter m0 pripada prostoru C(T).
Iterirajuc´i ϕˆ(ξ) = m0( 12ξ)ϕˆ(
1
2ξ) dobivamo
ϕˆ(ξ) = ϕˆ(2−Nξ)
N∏
j=1
m0(2− jξ), za sve cijele brojeve N ≥ 1.
Pretpostavimo da je ϕ integrabilna. Tada je ϕˆ neprekidna pa je po teoremu 2.1.2 |ϕˆ(0)| = 1.
Stoga,
m0(0) = lim
ξ→0
ϕˆ(2ξ)
ϕˆ(ξ)
= 1.
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Iz gornjeg slijedi da vrijedi
lim
N→∞
N∏
j=1
m0(2− jξ) = lim
N→∞
ϕˆ(ξ)
ϕˆ(2−Nξ)
=
ϕˆ(ξ)
ϕˆ(0)
.
Uvijek mozˇemo pretpostaviti da je ϕˆ(0) = 1, sˇto c´emo i ucˇiniti. Tada imamo sljedec´i
rezultat:
Propozicija 2.2.9. Ako je ϕ ogranicˇena skalirajuc´a funkcija za MRA, a pripadajuc´a radi-
jalna majoranta Rϕ pripada L1(R), ϕˆ(0) = 1, tada vrijedi
ϕˆ(ξ) =
∞∏
j=1
m0(2− jξ).
Niskopropusni filter visˇeg stupnja regularnosti mozˇemo dobiti ako pretpostavimo jacˇe
uvjete na ϕ. Jedan od takvih uvjeta je da pretpostavimo da postoji pozitivan broj m takav
da ∫ ∞
−∞
(1 + |x|2)m|ϕ(x)|2dx =: cm < ∞. (2.24)
Iz ovog uvjeta slijedi da vrijedi∫
|x|≥A
|ϕ(x)|2dx ≤ cm
(1 + A2)m
, (2.25)
za sve A > 0. Tada, koristec´i Cauchy-Schwarzovu nejednakost i cˇinjenicu da je ‖ϕ‖2 = 1,
dobivamo
|αk| = 12
∣∣∣∣∣∫ ∞−∞ ϕ( 12 x)ϕ(x + k)dx
∣∣∣∣∣
= 12
∣∣∣∣∣∣
∫
|x|< |k|2
ϕ(12 x)ϕ(x + k)dx +
∫
|x|≥ |k|2
ϕ( 12 x)ϕ(x + k)dx
∣∣∣∣∣∣
≤ 12
√
2
∫
|x|< |k|2
|ϕ(x + k)|2dx
 12 + 121 ∫|x|≥ |k|2 |ϕ( 12 x)|2
12 .
Zamjenom varijabli x + k = y u prvom te 12 x = y u drugom integralu lako se vidi da je
|αk| ≤ c
′
m
(1 + |k|2) m2
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Ako je m cijeli broj, m > 2, ova nejednakost implicira da niskopropusni filter m0 pripada
prostoru Cm−2(T).
Za kraj ovog poglavlja, spomenimo jedan rezultat koji se ticˇe funkcija koje imaju poli-
nomijalan pad. Kazˇemo da funkcija ϕ ima polinomijalan pad u L2(R) ako je (2.24) zado-
voljeno za svaki nenegativni cijeli broj m. Za skalirajuc´e funkcije s tim svojstvom vrijedi
sljedec´i rezultat, kojeg navodimo bez dokaza:
Propozicija 2.2.10. Ako skalirajuc´a funkcija ϕ za MRA polinomijalno pada, tada nisko-
propusni filter m0 pripada prostoru C∞(T). Ako je josˇ i ϕˆ(0) = 1, tada vrijedi
ϕˆ(ξ) =
∞∏
j=1
m0(2− jξ).
Poglavlje 3
Karakterizacije u teoriji valic´a
U ovom c´emo se poglavlju baviti karakterizacijama ortonormiranih valic´a. Naime, umjesto
direktne provjere je li neka funkcija ψ ∈ L2(R) valic´ (dakle, cˇine li njene cjelobrojne tran-
slacije i diletacije ortonormiranu bazu za L2(R)), ponekad je jednostavnije provjeriti neka
druga svojstva. Tako c´emo u sekciji 3.1 pokazati nuzˇne i dovoljne uvjete da bi funkcija
ψ bila valic´. U sekciji 3.2 bavimo se uvjetima u kojima je ta funkcija MRA valic´, dok u
sekciji 3.3 karakteriziramo skalirajuc´e funkcije za MRA.
3.1 Osnovne jednakosti
Kako smo spomenuli u uvodu, postoje dvije jednakosti koje karakteriziraju sve ortonormi-
rane valic´e na L2(R). Dokazat c´emo sljedec´i rezultat:
Teorem 3.1.1. Funkcija ψ ∈ L2(R), gdje je ‖ψ‖2 = 1, je ortonormirani valic´ ako i samo
ako vrijedi ∑
j∈Z
|ψˆ(2 jξ)|2 = 1, za skoro svaki ξ ∈ R (3.1)
i
∞∑
j=0
ψˆ(2 jξ)ψˆ(2 j(ξ + 2mpi)) = 0, za skoro svaki ξ ∈ R,m ∈ 2Z + 1. (3.2)
Napomena 3.1.2. Sistem {ψ j,k : j, k ∈ Z}, gdje je ψ j,k(x) = 2 j2ψ(2 jx − k), je ortonormiran
ako i samo ako vrijedi ∑
j∈Z
|ψˆ(ξ + 2kpi)|2 = 1, za skoro svaki ξ ∈ R (3.3)
24
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i ∑
k∈Z
ψˆ(2 j(ξ + 2kpi))ψˆ(ξ + 2kpi) = 0, za skoro svaki ξ ∈ R, j ≥ 1. (3.4)
Dokaz ove tvrdnje je krajnje elementaran, a mozˇe se nac´i u [2, poglavlje 3.1].
Pretpostavka ‖ψ‖2 = 1 u teoremu 3.1.1 je sasvim prirodna, jer inacˇe sistem {ψ j,k :
j, k ∈ Z} ne bi bio normiran. No, vazˇno je napomenuti kako jednakosti (3.1) i (3.2) bez
pretpostavke o normiranosti karakteriziraju sisteme koji nisu nuzˇno ortonormirane baze
za L2(R), ali zadovoljavaju osnovna ”analiticˇka” i ”rekonstrukcijska” svojstva ovih baza.
Pokazat c´emo, zapravo, sljedec´i rezultat:
Teorem 3.1.3. Ako je ψ ∈ L2(R), sljedec´e je ekvivalentno:
(A)
∑
j,k∈Z
|〈 f , ψ j,k〉|2 = ‖ f ‖2,∀ f ∈ L2(R),
(B) f =
∑
j,k∈Z
〈 f , ψ j,k〉ψ j,k, s konvergencijom u L2(R), ∀ f ∈ L2(R),
(C) ψ zadovoljava jednakosti (3.1) i (3.2).
Prije dokaza teorema proc´i c´emo kroz nekoliko napomena i opaski.
Rezultati koje c´emo pokazati apstraktne su cˇinjenice o opc´enitom Hilbertovom prostoru
H, poput ekvivalencije (A) i (B) dijela teorema 3.1.3. Jednostavnosti radi, neka je {e j : j =
1, 2, · · · } familija vektora u H. Tada ekvivalenciju (A) i (B) mozˇemo zapisati na sljedec´i
nacˇin:
Teorem 3.1.4. Neka je H Hilbertov prostor i {e j : j = 1, 2, · · · } familija vektora u H. Tada
je ekvivalentno
(i) ‖ f ‖2 =
∞∑
j=1
|〈 f , e j〉|2,∀ f ∈ H,
(ii) f =
∞∑
j=1
〈 f , e j〉e j, s konvergencijom u H, ∀ f ∈ H,
Prije samog dokaza, vazˇno je primijetiti kako u teoremu 3.1.3 imamo enumeraciju
po skupu Z × Z, dok u teoremu 3.1.4 po skupu N. Naime, opc´enito se familija vektora
{e j : j = 1, 2, · · · } koja ima svojstvo (i) teorema 3.1.4 naziva Parsevalov bazni okvir,
ili Parsevalov frame (vidi [1]. Medutim, red u (i) konvergira apsolutno, pa i bezuvjetno.
Stoga, poredak vektora e j nije vazˇan, tako da mozˇemo enumerirati po bilo kojem prebro-
jivom skupu. Dakle, teorem 3.1.4 doista jest apstraktan zapis tvrdnji (A) i (B) teorema
3.1.3.
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Dokaz. Lako vidimo da (ii) povlacˇi (i). Kako bismo pokazali da (i) povlacˇi (ii) prvo
uocˇimo da je
{S N} =
 N∑
j=1
〈 f , e j〉e j
 ,N = 1, 2, · · · ,
Cauchyev niz. Naime, ako uzmemo 1 ≤ M ≤ N, tada je
‖
N∑
j=M
〈 f , e j〉e j‖ = sup
|g|≤1
|〈
N∑
j=M
〈 f , e j〉e j, g〉|
≤ sup
|g|≤1
N∑
j=M
|〈 f , e j〉| · |〈g, e j〉| ≤
 N∑
j=M
|〈 f , e j〉|2

1
2
,
jer je po (i)
N∑
j=M
|〈g, e j〉|2 ≤ ‖g‖2 ≤ 1.
Posˇto je red u (i) konvergentan, njegove parcijalne sume cˇine Cauchyjev niz. Zbog toga je i
niz {S N} Cauchyjev, a iz potpunosti prostora H, slijedi da je i konvergentan. Dakle, postoji
element h ∈ H tako da je
h =
∞∑
j=1
〈 f , e j〉e j.
Primjenom poralizacijskih formula na jednakost u (i), dobivamo
〈 f , g〉 =
∞∑
j=1
〈 f , e j〉〈e j, g〉,∀ f , g ∈ H.
Konacˇno, koristec´i zadnju jednakost
〈h, g〉 = 〈
∞∑
j=1
〈 f , e j〉e j, g〉 =
∞∑
j=1
〈 f , e j〉〈e j, g〉 = 〈 f , g〉,∀g ∈ H.
Iz toga slijedi da je h = f , pa smo dobili (ii). 
Sljedec´i nam rezultat govori kako je teorem 3.1.1 direktna posljedica teorema 3.1.3.
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Teorem 3.1.5. Pretpostavimo da je {e j : j = 1, 2, · · · } sistem vektora u Hilbertovom pros-
toru H koji zadovoljava uvjet (i) teorema 3.1.4. Ako je
‖e j‖ ≥ 1,∀ j = 1, 2, · · · ,
tada je {e j : j = 1, 2, · · · } ortonormirana baza za H.
Dokaz. Ako primijenimo jednakost (i) teorema 3.1.4 na f = e j0 , dobivamo
‖e j0‖2 = |〈e j0 , e j0〉|2 +
∑
j, j0
|〈e j0 , e j〉|2.
To jest
‖e j0‖2
(
1 − ‖e j0‖2
)
=
∑
j, j0
|〈e j0 , e j〉|2.
Posˇto je ‖e j0‖2 ≥ 1, lijeva je strana gornje jednakosti nepozitivna. No, desna je strana
nenegativna, tako da su obje strane jednake nuli. Zakljucˇujemo da je ‖e j0‖2 = 1, te da je
e j0 okomit na ostale e j. Proizvoljnost indeksa j0 pokazuje nam da je da je cˇitav sistem
ortonormiran. Uvjet (i) teorema 3.1.4 nam pak govori kako je rijecˇ o bazi prostora H, tako
da je nasˇ sistem zapravo ortonormirana baza. 
Sada c´emo dati primjer funkcije ψ ∈ L2(R) koja zadovoljava (3.1) i (3.2) ali sistem
{ψ j,k : j, k ∈ Z} nije ortonormirana baza za L2(R). Neka je b nenegativna parna funkcija
takva da je {t ≥ 0 : b(t) > 0} ⊆ [14pi, pi] i
b2(t) + b2( 12 t) = 1, t ∈ [ 12pi, pi]. (3.5)
Na primjer, mozˇemo izabrati b da bude proizvoljno glatka funkcija na R+ (kao u [2, strana
37]). Nosacˇ funkcije b sadrzˇan je u skupu E = [−pi,−14pi] ∪ [ 14pi, pi]. Ako translatiramo
E za 2 jqpi, dobiveni skup lezˇi u potpunosti desno (lijevo) od skupa E, ako je q pozitivan
(negativan) neparan cijeli broj, a j ≥ 0. Dakle, ako definiramo ψ preko |ψˆ| = b, uvjet
(3.2) je zadovoljen. Jednakost (3.5) nam daje uvjet (3.1). S druge strane, zbog korolara
2.2.1, sistem {ψ(· − k) : k ∈ Z} ne mozˇe biti ortonormiran, jer mjera nosacˇa funkcije ψˆ ne
prelazi |E| = 32pi < 2pi. No, po teoremu 3.1.3, funkcija ψ ima osnovna svojstva (A) i (B)
ortnormiranog valic´a.
Vratimo se sada na teorem 3.1.3. Po teoremu 3.1.4, dovoljno je pokazati ekvivalenciju
(A) i (C) uvjeta. Sljedec´a nam lema govori da uvjet (A) mozˇemo i oslabiti:
Lema 3.1.6. Pretpostavimo da je {e j : j = 1, 2, · · · } sistem vektora u Hilbertovom prostoru
H koji zadovoljava uvjet (i) teorema 3.1.4 za sve f iz nekog gustog skupa D ⊆ H. Tada je
taj uvjet zadovoljen i za sve f ∈ H.
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Dokaz. Uzmimo f ∈ H i niz { fn} u D koji konvergira k f . Tada, za fiksni prirodni broj N,
imamo
N∑
j=1
|〈 f , e j〉|2 = lim
n→∞
N∑
j=1
|〈 fn, e j〉|2 ≤ lim
n→∞
∞∑
j=1
|〈 fn, e j〉|2
= lim
n→∞‖ f n‖
2 = ‖ f ‖2.
Posˇto je N bio proizvoljan, vidimo da je
∞∑
j=1
|〈 f , e j〉|2 ≤ ‖ f ‖2. (3.6)
Kako bismo dobili obratnu nejednakost, uzmimo ε > 0 i g ∈ D tako da je ‖ f − g‖ < ε.
Tada, po nejednakosti Minkowskog u l2, iz (3.6) i cˇinjenice da je ‖ f ‖ ≤ ‖g‖ + ε proizlazi
‖ f ‖ − 2ε ≤ ‖g‖ − ε ≤ ‖g‖ − ‖g − f ‖ =
 ∞∑
j=1
|〈g, e j〉|2

1
2
− ‖g − f ‖
≤
 ∞∑
j=1
|〈g, e j〉|2

1
2
−
 ∞∑
j=1
|〈g − f , e j〉|2

1
2
≤
 ∞∑
j=1
|〈 f , e j〉|2

1
2
.
Jer je ε bio proizvoljan, slijedi tvrdnja. 
Ostatak dokaza teorema 3.1.1 je tehnicˇki, te ga izostavljamo. Mozˇe se pronac´i u [2,
sekcija 7.1].
3.2 Karakterizacija MRA valic´a
U ovoj c´emo sekciji pokazati nuzˇne i dovoljne uvjete da bi valic´ ψ bio povezan s MRA. Za
pocˇetak, objasnimo sˇto znaci da je valic´ povezan s MRA.
Neka je ψ ortonormirani valic´. Za j ∈ Z definiramo W j kao zatvaracˇ u L2(R) linearne
ljuske skupa {ψ j,k : k ∈ Z}. Buduc´i da je ψ ortonormirani valic´, vrijedi
L2(R) =
⊕
j∈Z
W j.
Definiramo
V j =
j−1⊕
l=−∞
, j ∈ Z.
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Niz potprostora {V j : j ∈ Z} ocˇito zadovoljava svojstva (2.1), (2.2), (2.3) i (2.4) iz definicije
MRA. Stoga, {V j : j ∈ Z} c´e biti MRA ako postoji funkcija ϕ ∈ L2(R) takva da je sistem
{ϕ(· − k : k ∈ Z} ortonormirana baza za V0. U tom slucˇaju kazˇemo da je valic´ ψ povezan s
MRA, ili, jednostavnije, da je ψ MRA valic´.
Za dani valic´ ψ proucˇavat c´emo svojstva funkcije Dψ, koju definiramo kako slijedi
Dψ(ξ) :=
∞∑
j=1
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2. (3.7)
Da je Dψ dobro definiriano za skoro svaki ξ, lagano proizlazi iz 2pi-periodicˇnosti i sljedec´eg
racˇuna ∫ 2pi
0
Dψ(ξ)dξ =
∞∑
j=1
∑
k∈Z
∫ 2pi
0
|ψˆ(2 j(ξ + 2kpi))|2dξ
=
∞∑
j=1
∑
k∈Z
∫ 2(k+1)pi
2kpi
|ψˆ(2 j(ξ))|2dξ
=
∞∑
j=1
∫ ∞
−∞
|ψˆ(2 j(ξ))|2dξ
=
∞∑
j=1
2− j
∫ ∞
−∞
|ψˆ(ξ)|2dξ
= ‖ψˆ‖22 = 2pi‖ψ‖22 = 2pi.
Glavni rezultat ove sekcije je sljedec´i teorem:
Teorem 3.2.1. Valic´ ψ ∈ L2(R) je MRA valic´ ako i samo ako je Dψ(ξ) = 1, za skoro svaki
ξ ∈ R.
Jedan smjer odmah proizlazi iz propozicije 2.1.4 i jednakosti (2.21). Naime,
Dψ(ξ) =
∞∑
j=1
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2 =
∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 = 1.
Dakle, da bismo dovrsˇili dokaz teorema 3.2.1 moramo pokazati da ako je Dψ(ξ) = 1 skoro
svuda, tada je ψ MRA valic´. Dokaz te tvrdnje razdvajamo u nekoliko lema.
Lema 3.2.2. Ako je ψ ortonormirani valic´, tada vrijedi
ψˆ(2nξ) =
∞∑
j=1
∑
k∈Z
ψˆ(2n(ξ + 2kpi))ψˆ(2 j(ξ + 2kpi))ψˆ(2 jξ) skoro svuda, (3.8)
za sve n ∈ N.
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Dokaz. Pokazˇimo prvo da je red u (3.8) dobro definiran. Koristec´i Cauchy-Schwartzovu
nejednakost i (3.3) dobivamo∑
k∈Z
|ψˆ(2n(ξ + 2kpi))ψˆ(2 j(ξ + 2kpi))|
≤
∑
k∈Z
|ψˆ(2n(ξ + 2kpi))|2

1
2
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2
≤
∑
l∈Z
|ψˆ(2nξ + 2lpi)|2

1
2
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2
= 1
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2
.
Sumirajuc´i po svim j ∈ N te koristec´i Cauchy-Schwartzovu nejednakost i (3.1), zakljucˇujemo
∞∑
j=1
∑
k∈Z
|ψˆ(2n(ξ + 2kpi))ψˆ(2 j(ξ + 2kpi))ψˆ(2 jξ)|
≤
∞∑
j=1
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2
|ψˆ(2 jξ)|
≤
 ∞∑
j=1
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2 ∞∑
j=1
(
|ψˆ(2 jξ)|
) 1
2
≤
 ∞∑
j=1
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2
· 1 = √Dψ(ξ)
Gornje su (ne)jednakosti istinite za skoro svaki ξ ∈ R. Dakle, red u (3.8) je dobro definiran
skoro svuda. Neka je Gn(ξ) desna strana u (3.8). Da bismo pokazali da je Gn(ξ) = ψˆ(2nξ)
skoro svuda, prvo c´emo pokazati da je Gn(ξ) = Gn−1(2ξ), a potom da je G1(ξ) = ψˆ(2ξ).
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Koristec´i (3.4), s indeksom n na mjestu indeksa j, imamo
Gn(ξ) =
∑
k∈Z
ψˆ(2n(ξ + 2kpi))
∞∑
j=1
ψˆ(2 j(ξ + 2kpi))ψˆ(2 jξ)
=
∑
k∈Z
ψˆ(2n(ξ + 2kpi))ψˆ(ξ + 2kpi)ψˆ(ξ)
+
∑
k∈Z
ψˆ(2n(ξ + 2kpi))ψˆ(ξ + 2kpi)ψˆ(ξ)
=
∑
k∈Z
ψˆ(2n(ξ + 2kpi))
∞∑
j=0
ψˆ(2 j(ξ + 2kpi))ψˆ(2 jξ)
Po (3.2), unutarnja je suma skoro svuda jednaka nuli, cˇim je k neparan. S tim u vidu,
supstituiramo k sa 2l te zakljucˇujemo
Gn(ξ) =
∑
l∈Z
ψˆ(2n(ξ + 4lpi))
∞∑
j=0
ψˆ(2 j(ξ + 4lpi))ψˆ(2 jξ)
=
∑
l∈Z
ψˆ(2n+1( ξ2 + 2lpi))
∞∑
j=0
ψˆ(2 j+1( ξ2 + 2lpi))ψˆ(2
j+1 ξ
2 )
=
∑
l∈Z
ψˆ(2n+1( ξ2 + 2lpi))
∞∑
j=1
ψˆ(2 j( ξ2 + 2lpi))ψˆ(2
j ξ
2 ) = Gn+1(
ξ
2 ).
Sada racˇunamo G1(ξ). Promjenom varijabli u sumi po j dobivamo
G1(ξ) =
∑
k∈Z
ψˆ(2(ξ + 2kpi))
∞∑
j=1
ψˆ(2 j(ξ + 2kpi))ψˆ(2 jξ)
=
∑
k∈Z
ψˆ(2ξ + 4kpi)
∞∑
j=0
ψˆ(2 j(2ξ + 4kpi))ψˆ(2 j2ξ).
Sumi po k dodamo odgovarajuc´e sumande, sa 2k + 1 umjesto 2k, koji su jednaki nuli po
(3.2). To nam daje
G1(ξ) =
∑
k∈Z
ψˆ(2ξ + 2kpi)
∞∑
j=0
ψˆ(2 j(2ξ + 2kpi))ψˆ(2 j2ξ).
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Mijenjanjuc´i poredak sumacije te koristec´i (3.4) za j ≥ 1 i (3.3) za j = 0, dobivamo
G1(ξ) = ψˆ(2ξ). 
Promotrimo sada l2(Z). Ako je ψ ortonormirani valic´, tada definiramo vektor
Ψ j(ξ) = {ψˆ(2 j(ξ + 2kpi)) : k ∈ Z}, j ≥ 1.
Za skoro svaki ξ ovaj vektor pripada prostoru l2(Z), jer iz (3.3) slijedi
‖Ψ j(ξ)‖l2 =
∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2

1
2
≤
∑
l∈Z
|ψˆ(2 jξ + 2lpi)|2

1
2
= 1, za skoro svaki ξ ∈ R.
Neka je Fψ(ξ) zatvaracˇ linearne ljuske skupa vektora {Ψ j(ξ) : j ≥ 1}, sˇto je dobro definiran
potprostor prostora l2(Z), za skoro svaki ξ. Jednakost (3.8) tada mozˇemo zapisati koristec´i
novouvedene oznake:
ψˆ(2nξ) =
∞∑
j=1
〈Ψn(ξ),Ψ j(ξ)〉l2ψˆ(2 jξ), za skoro svaki ξ ∈ R.
Supstituirajuc´i ξ sa ξ + 2lpi, dobivamo
ψˆ(2n(ξ + 2lpi)) =
∞∑
j=1
〈Ψn(ξ),Ψ j(ξ)〉l2ψˆ(2 j(ξ + 2lpi)), za skoro svaki ξ ∈ R,
jer je 〈Ψn(ξ),Ψ j(ξ)〉l2 2pi-periodicˇno. Zapisano vektorski, vrijedi
Ψn(ξ) =
∞∑
j=1
〈Ψn(ξ),Ψ j(ξ)〉l2Ψ j(ξ). (3.9)
Primijetimo da se i Dψ(ξ) mozˇe izraziti preko Ψ
Dψ(ξ) =
∞∑
j=1
‖Ψ j(ξ)‖2l2 . (3.10)
Za daljnja razmatranja, potrebna nam je sljedec´a lema:
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Lema 3.2.3. Neka je {v j : j ≥ 1} familija vektora u Hilbertovom prostoru H takva da
vrijedi
(1)
∑∞
j=1‖v j‖2 = C < ∞ i
(2) vn =
∑∞
k=1〈v j, vk〉vk, za sve j ≥ 1.
Neka je F = span{v j : j ≥ 1}. Tada je dimF = ∑∞j=1‖v j‖2 = C
Dokaz. Pokazˇimo prvo da je T : H→ H, definiran formulom
Tv =
∞∑
k=1
〈v, vk〉vk,
dobro definiran linearan operator. Neka su N,M ∈ N takvi da je M < N. Tada imamo∥∥∥∥∥∥∥
N∑
k=M
〈v, vk〉vk
∥∥∥∥∥∥∥ ≤
N∑
k=M
‖〈v, vk〉vk‖ ≤ ‖v‖
N∑
k=M
‖vk‖2.
Po (1), posljednja suma tezi k nuli, kako M,N → ∞. Kako je H potpun, Tv je dobro
definiran element prostora H. Linearnost operatora T je ocˇita. Sˇtovisˇe, T je ogranicˇen
operator zbog
‖Tv‖ ≤
∞∑
k=1
|〈v, vk〉| · ‖vk‖ ≤
∞∑
k=1
‖v‖ · ‖vk‖2 = C‖v‖.
Tvrdimo da je F = Ker(T − I) = Im(T ). Uistinu, F ⊆ Ker(T − I) slijedi iz uvjeta (2) i
neprekidnosti operatora T , Ker(T − I) ⊆ Im(T ) vrijedi za svaki linearni operator, a Im(T ) ⊆
F slijedi iz definicije operatora T i prostora F.
Neka je {ek} ortnormirana baza za F. Jer je ek ∈ Ker(T − I), imamo
C =
∑
j
‖v j‖2 =
∑
j
∑
k
|〈v j, ek〉|2 =
∑
j
∑
k
〈v j, ek〉〈ek, v j〉
=
∑
k
〈∑
j
〈ek, v j〉v j, ek
〉
=
∑
k
〈Tek, ek〉 =
∑
k
〈ek, ek〉 =
∑
k
1.
Ovo pokazuje da je broj elemenata baze za F jednak C, sˇto smo i htjeli pokazati. 
Neka je S ⊆ T na kojem je Dψ(ξ) < ∞ i vrijedi (3.9). Tada su vektori Ψ j(ξ), j ≥ 1,
dobro definirani na S te, uz v j = Ψ j(ξ), vrijede pretpostavke leme 3.2.3. To nam daje
dimFψ(ξ) = Dψ(ξ) na S . (3.11)
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Sada smo spremni dokazati dovoljnost u teoremu 3.2.1. Dakle, neka je ψ ∈ L2(R) valic´
za koji je Dψ(ξ) = 1 skoro svuda na R. Po (3.11), za svaki ξ ∈ S , Fψ(ξ) je jednodimenziona-
lan potprostor prostora l2(Z). Neka je U(ξ) jedinicˇni vektor koji razapinje Fψ(ξ), izabran
na sljedec´i nacˇin. Za j ≥ 1 neka je
E j = {ξ ∈ S : Ψ j(ξ) , ~0 i Ψm(ξ) = ~0 za sve m < j}.
Skupovi E j su medusobno disjunktni i skupa s
E0 = {ξ ∈ T : Dψ(ξ) = 0},
cˇine particiju skupa S. Stoga, za svaki ξ ∈ S \E0 postoji jedinstveni j ≥ 1 takav da je ξ ∈ E j.
Jer skup E0 ima mjeru nula, skoro svuda na S dobro je definiran jedinicˇni vektor
U(ξ) =
1
‖Ψ j(ξ)‖l2 Ψ j(ξ), ξ ∈ E j, za neki j ≥ 1.
Pisˇimo U(ξ) = {uk(ξ) : k ∈ Z}. S obzirom na ono sˇto zˇelimo dobiti, prirodno je nadati se
da je uk(ξ) = ϕˆ(ξ + 2kpi), ako nademo skalirajuc´u funkciju ϕ koju trazˇimo. Stoga, neka je
ϕˆ(ξ) = uk(ξ − 2kpi), ako je ξ ∈ T + 2kpi, za neki k ∈ Z.
Time smo definirali ϕˆ na R. Tvrdimo da je ϕˆ ∈ L2(R):
‖ϕˆ‖22 =
∑
k∈Z
∫
T
|ϕˆ(ξ + 2kpi)|2dξ =
∑
k∈Z
∫
T
|uk(ξ)|2dξ
=
∫
T
‖U(ξ)‖2l2dξ = 2pi,
posˇto je U(ξ) jedinicˇni vektor. Vrijedi i∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 =
∑
k∈Z
|uk(ξ)|2 = ‖U(ξ)‖2l2 = 1, za skoro svaki ξ ∈ R, (3.12)
sˇto je ekvivalentno cˇinjenici da je {ϕ(· − k) : k ∈ Z} ortonormiran sistem u L2(R), po
propoziciji 2.1.4. Definiramo V]0 kao zatvoreni potprostor prostora L
2(R) razapet sistemom
{ϕ(· − k) : k ∈ Z}. Tvrdimo da je
V]0 = V0 =
⊕
j<0
W j. (3.13)
Iz ovog c´e slijediti da je {V j : j ∈ Z} trazˇena MRA.
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Za svaki j ≥ 1 postoji izmjeriva funkcija ν j, definirana na T, takva da je Ψ j = ν jU,
skoro svuda na T. Komponentno,
ψˆ(2 j(ξ + 2kpi)) = ν j(ξ)ϕˆ(ξ + 2kpi), za skoro svaki ξ ∈ T i svaki k ∈ Z.
Stoga, po (3.12), za skoro svaki ξ ∈ T vrijedi∑
k∈Z
|ψˆ(2 j(ξ + 2kpi))|2 =
∑
k∈Z
|ν j(ξ)|2|ϕˆ(ξ + 2kpi)|2 = |ν j(ξ)|2, (3.14)
sˇto pokazuje da je ν j ∈ L2(T) s normom ‖ν j‖2L2(T) = 2− j(2pi). Zapisˇimo Fourierov red
funkcije ν j kao
ν j(ξ) =
∑
k∈Z
a jke
−ikξ, za skoro svaki ξ ∈ T,
s konvergencijom u L2(T) i {a jk}k∈Z ∈ l2(Z). Prosˇirimo li ν j po 2pi-periodicˇnosti na R,
dobivamo
ψˆ(2 jξ) = ν j(ξ)ϕˆ(ξ), za skoro svaki ξ ∈ T i svaki j ≥ 1. (3.15)
Djelujuc´i inverznom Fourierovom transformacijom na gornju jednakost, imamo
ψ− j,0(x) = 2−
j
2ψ(2− jx) = 2
j
2
∑
k∈Z
a jkϕ(x − k), j ≥ 1.
Stoga je ψ− j,0 ∈ V]0, za j ≥ 1. Kako je V]0 invarijantan na cjelobrojne translacije, to je
ψ− j,k ∈ V]0, za sve k ∈ Z i j ≥ 1. Dakle, W− j ⊆ V]0 za sve j ≥ 1, pa je i V0 ⊆ V]0.
Preostaje nam pokazati V]0 ⊆ V0. Dovoljno je pokazati da je ϕ okomita na W j, za
sve j ≥ 0. Naime, posˇto je W j invarijantan na cjelobrojne translacije, zamjenom varijabli
lagano dobivamo da su i ϕ(· − k) okomite na W j, za svaki k ∈ Z. Iz toga slijedi da je i cˇitav
V]0 okomit na sve W j, j ≥ 0, pa je V]0 ⊆ V0.
Za j ≥ 0 i l ∈ Z, koristec´i Plancherelov teroem, zamjenu varijabli i periodizaciju,
pisˇemo
2pi〈ϕ, ψ j,l〉 = 〈ϕˆ, (ψ j,l)ˆ〉 = 2− j2
∫
R
ϕˆ(ξ)ψˆ(2− jξ)ei2
− jlξdξ
= 2
j
2
∫
R
ϕˆ(2 jξ)ψˆ(ξ)eilξdξ (3.16)
= 2
j
2
∫
T
∑
k∈Z
ϕˆ(2 j(ξ + 2kpi))ψˆ(ξ + 2kpi)
 eilξdξ.
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Iz (3.14) i pretpostavke da je Dψ(ξ) = 1 skoro svuda, dobivamo
∞∑
j=1
|ν j(ξ)|2 =
∞∑
j=1
|ψˆ(2 j(ξ + 2kpi))|2 = 1, za skoro svaki ξ ∈ R.
Dakle, za takve ξ i za svaki j ≥ 0 postoji j0 = j0(2 jξ) takav da je ν j0(2 jξ) , 0. Ovo,
zajedno s (3.15) daju, za takve ξ,
ϕˆ(2 j(ξ + 2kpi)) =
1
ν j0(2 jξ)
ψˆ(2 j+ j0(ξ + 2kpi)), k ∈ Z.
Sada iskoristimo (3.4) kako bismo dobili∑
k∈Z
ϕˆ(2 j(ξ + 2kpi))ψˆ(ξ + 2kpi)
=
1
ν j0(2 jξ)
∑
k∈Z
ψˆ(2 j+ j0(ξ + 2kpi))ψˆ(ξ + 2kpi) = 0,
za skoro svaki ξ ∈ T i sve j ≥ 0. Uvrstimo li dobiveno u (3.16), te koristec´i neprekidnost
skalarnog produkta, dobivamo trazˇenu ortogonalnost.
Propozicija 3.2.4. Neka je ψ ortonormirani valic´ na L2(R). Tada su sljedec´e tvrdnje ekvi-
valentne:
(1) ψ je MRA valic´,
(2) Dψ(ξ) = 1 za skoro svaki ξ ∈ T,
(3) Dψ(ξ) > 0 za skoro svaki ξ ∈ T,
(4) dimFψ(ξ) = 1, za skoro svaki ξ ∈ T.
Dokaz. Ekvivalenciju medu tvrdnjama (1), (2) i (4) vec´ imamo. Kako iz (2) ocˇito slijedi
(3), dovoljno je samo pokazati da (3) povlacˇi (2). Kako Dψ(ξ) poprima samo cjelobrojne
vrijednosti te je nenegativna skoro svuda i 2pi-periodicˇna, iz
∫ 2pi
0
Dψ(ξ)dξ = 2pi, sˇto smo
pokazali na pocˇetku sekcije, zakljucˇujemo da je Dψ(ξ) = 1 skoro svuda. 
Navedimo i rezultat o aproksimaciji valic´a MRA valic´ima:
Teorem 3.2.5. Pretpostavimo da niz MRA valic´a {ψ(n) : n = 1, 2, · · · } konvergira k ψ u
L2(R). Ako je i ψ valic´, tada je ψ MRA valic´.
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Dokaz. Raspis kao na pocˇetku ove sekcije nam daje∫
T
Dψ(n)−ψ(ξ)dξ = 2pi‖ψ(n) − ψ‖22.
Kako, prema pretpostavci teorema, desna strana ove jednakosti tezi k nuli, kada n → ∞,
po Fatouovoj lemi imamo
lim inf
n→∞ Dψ
(n)−ψ(ξ) = 0, za skoro svaki ξ ∈ T.
Iz (3.10) vidimo da za
√
Dψ(ξ) vrijedi svojevrsna nejednakost trokuta, pa imamo√
Dψ(ξ) ≤
√
Dψ(n)−ψ(ξ) +
√
Dψ(n)(ξ).
Kako je ψ(n) MRA valic´, imamo√
Dψ(ξ) ≤
√
Dψ(n)−ψ(ξ) + 1.
Uzimajuc´i lim infn→∞, vidimo da je
√
Dψ(ξ) ≤ 1. No, kako Dψ(ψ) poprima samo nene-
gativne cjelobrojne vrijednosti, te je
∫
T
Dψ(ξ)dξ = 0, zakljucˇujemo da je Dψ(ξ) = 1 skoro
svuda na T. Preostaje primijeniti propoziciju 3.2.4. 
3.3 Karakterizacija skalirajuc´ih funkcija
Karakterizirali smo sve ortonormirane valic´e s dvije osnovne jednakosti (3.1) i (3.2) u
sekciji 3.1, dok smo u sekciji 3.2 prikazali karakterizaciju svih valic´a koji proizlaze iz
MRA (teorem 3.2.1). Prirodno je postaviti pitanje kako karakterizirati one funkcije koje su
skalirajuc´e funkcije neke MRA.
Trebamo jasno naznaciti sˇto mislimo kad kazemo da je funkcija skalirajuc´a funkcija
neke MRA. Za danu ϕ ∈ L2(R), definiramo zatvorene potprostore V j, j ∈ Z, kao
V j =
{
span{ϕ(· − k) : k ∈ Z}, ako je j = 0,
{ f : f (2− j·) ∈ V0}, ako je j , 0. (3.17)
Kazˇemo da je ϕ ∈ L2(R) skalirajuc´a funkcija za MRA ako niz zatvorenih potprostora
{V j : j ∈ Z} danih u (3.17) cˇini MRA za L2(R), te je {ϕ(· − k) : k ∈ Z} ortonormirana baza
za V0.
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Teorem 3.3.1. Funkcija ϕ je skalirajuc´a funkcija za MRA ako i samo ako vrijedi∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 = 1, za skoro svaki ξ ∈ T, (3.18)
lim
j→∞|ϕˆ(2
− jξ)| = 1, za skoro svaki ξ ∈ R, (3.19)
postoji 2pi-periodicˇna funkcija m0 takva da je
ϕˆ(2ξ) = m0(ξ)ϕˆ(ξ), za skoro svaki ξ ∈ R.
}
(3.20)
Dokaz. Pretpostavimo da je ϕ skalirajuc´a funkcija za MRA kako je definirano u sekciji
2.1. Tada je {ϕ(· − k) : k ∈ Z} ortonormiran sistem u L2(R), pa (3.18) vrijedi po propoziciji
2.1.4. Uvjet (3.20) je zapravo jednakost (2.12) poglavlja 2. Buduc´i je {V j : j ∈ Z}MRA za
L2(R), mora vrijediti zakljucˇak koji smo dobili nakon dokaza teorema 2.1.2, koji glasi
lim
j→∞
1
2− j+1
∫ 2− j
−2− j
|ϕˆ(µ)|2dµ = 1.
Zamjena varijabli µ = 2− jξ pokazuje da vrijedi
lim
j→∞
1
2
∫ 1
−1
|ϕˆ(2− jξ)|2dξ = 1.
Jer je |m0(ξ)| ≤ 1 za skoro svaki ξ ∈ R (po (2.13) u poglavlju 2), iz jednakosti ϕˆ(2ξ) =
m0(ξ)ϕˆ(ξ) zakljucˇujemo da |ϕˆ(2− jξ)| ne pada kako j→ ∞, za skoro svaki ξ ∈ R. Neka je
g(ξ) = lim
j→∞|ϕˆ(2
− jξ)|.
Cˇinjenica da je |ϕˆ(ξ)| ≤ 1 skoro svuda (kao posljedica (3.18)) nam, zajedno s Lebesgu-
eovim teoremom o dominiranoj konvergenciji, daje
1
2
∫ 1
−1
g(ξ)dξ = 1,
pa (3.19) slijedi, jer je 0 ≤ g(ξ) ≤ 1 za skoro svaki ξ ∈ R.
Pretpostavimo sada da vrijede (3.18), (3.19) i (3.20). Ortonormiranost sistema {ϕ(· −
k) : k ∈ Z} slijedi direktno iz (3.18) i propozicije 2.1.4. To nam, zajedno s definicijom
potprostora V0 iz (3.17), daje (2.5) iz poglavlja 2 u definiciji MRA.
Definicija potprostora V j dana u (3.17) ocˇito pokazuje da je ispunjen i uvjet (2.2) po-
glavlja 2. Dodatno, tvrdimo da za svaki j ∈ Z vrijedi
V j = { f : fˆ (2 jξ) = µ j(ξ)ϕˆ(ξ), za neku 2pi-periodicˇnu funkciju µ j ∈ L2(T)}. (3.21)
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Ta se tvrdnja lagano dobije tako da izrazimo f (2− j·) ∈ V0 kao linearnu kombinaciju funk-
cija ϕ(· − k), k ∈ Z, te primijenimo Fourierovu transformaciju. Koristec´i (3.20), (3.18) i
2pi-periodicˇnost funkcije m0, imamo
1 =
∑
k∈Z
|ϕˆ(2ξ + 2kpi)|2 =
∑
k∈Z
|m0(ξ + kpi)|2|ϕˆ(ξ + kpi)|2
= |m0(ξ)|2
∑
l∈Z
|ϕˆ(ξ + 2lpi)|2 + |m0(ξ + pi)|2
∑
l∈Z
|ϕˆ(ξ + 2(l + 1)pi)|2
= |m0(ξ)|2 + |m0(ξ + pi)|2, za skoro svaki ξ ∈ T.
Posebno, ovo pokazuje da je |m0(ξ)| ≥ 1 skoro svuda na T. Svojstvo (2.1) iz poglavlja 2
slijedit c´e cˇim pokazˇemo da je V0 ⊂ V1. Po (3.21), za dani f ∈ V0 postoji 2pi-periodicˇna
funkcija µ0 ∈ L2(T) takva da je fˆ (ξ) = µ0(ξ)ϕˆ(ξ). Stoga, koristec´i (3.20), vrijedi
fˆ (2ξ) = µ0(2ξ)ϕˆ(2ξ) = µ0(2ξ)m0(ξ)ϕˆ(ξ).
Jer je m0 ogranicˇena na T i 2pi-periodicˇna, ocˇito je µ0(2ξ)m0(ξ) 2pi-periodicˇna funkcija iz
prostora L2(T). Ponovno koristec´i (3.21), imamo f ∈ V1.
Teorem 2.1.1 nam kazˇe da svojstvo (2.3) poglavlja 2 slijedi iz svojstava (2.1), (2.2) i
(2.5). Preostaje nam pokazati da vrijedi svojstvo (2.4) iz definicije MRA, tj. da vrijedi
L2(R) =
⋃
j∈Z
V j. (3.22)
Neka je P j ortogonalni projektor na V j. Kako je {V j} j∈Z sistem rastuc´ih potprostora, do-
voljno je pokazati da za svaku f ∈ L2(R) vrijedi
‖P j f − f ‖22 = ‖ f ‖22 − ‖P j f ‖22 → 0, kako j→ ∞.
Dodatno, mozˇemo pretpostaviti da je f takva da fˆ ima kompaktan nosacˇ, jer je funkcije s
kompaktnim nosacˇem cˇine gust podskup prostora L2(R), a operator f 7→ 1√
2pi
fˆ je unitaran.
Tada funkcije f , za koje fˆ ima kompaktan nosacˇ, cˇine gust potprostor prostora L2(R), pa
je tvrdnju dovoljno pokazati samo za takve funkcije f . Kako je {2 j2ϕ(2 j · −k) : k ∈ Z}
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ortonormirana baza za V j i, za velike j fˆ (2 j·) ima nosacˇ sadrzˇan u [−pi, pi], to je
‖P j f ‖22 = 2− j
∑
k∈Z
∣∣∣∣∣∫
R
f (t)ϕ(2 jt − k)2 jdt
∣∣∣∣∣2
= 2− j
∑
k∈Z
∣∣∣∣∣∫
R
f (2− jt)ϕ(t − k)dt
∣∣∣∣∣2
= 2 j
∑
k∈Z
∣∣∣∣∣ 12pi
∫ pi
−pi
fˆ (2 jξ)ϕˆ(ξ)eikξdξ
∣∣∣∣∣2
=
2 j
2pi
∫ pi
−pi
| fˆ (2 jξ)ϕˆ(ξ)|2dξ = 1
2pi
∫ 2 jpi
−2 jpi
| fˆ (η)ϕˆ(2− jη)|2dη.
Ali,
1
2pi
∫ 2 jpi
−2 jpi
| fˆ (η)|2|ϕˆ(2− jη)|2dη→ 1
2pi
∫ ∞
−∞
| fˆ (η)|2dη = ‖ f ‖22, (3.23)
kako j→ ∞, po Lebesgueovom teoremu o dominiranoj konvergenciji i (3.19). 
Napomena 3.3.2. Karakterizacija dana u teoremu 3.3.1 nam govori da ako je ϕ skalirajuc´a
funkcija za MRA, onda je i ϕ], definirana preko ϕ̂](ξ) = |ϕˆ(ξ)|, takoder skalirajuc´a funkcija
za MRA u L2(R).
Za kraj, pokazˇimo na primjeru Shannonovog valic´a kako nam teorem 3.3.1 mozˇe biti
od velike koristi. Naime, za funkciju
ϕ(x) =
sin(pix)
pix
znamo da vrijedi ϕˆ(ξ) = χ[−pi,pi](ξ). Provjera uvjeta teorema 3.3.1 je trivijalna.
Poglavlje 4
Diskretne transformacije
U prosˇlim smo poglavljima proucˇavali funkcije definirane na cˇitavom skupu R. No, u
proucˇavanju signala (i mnogih drugih problema), cˇesto se susrec´emo samo s podacima re-
prezentiranima samo s konacˇno mnogo vrijednosti. Stoga je vazˇno proucˇiti kako primijeniti
razvijenu teoriju na te ”diskretne funkcije”. Opisat c´emo algoritme za dekompoziciju i re-
konstrukciju podataka bazirane na valic´ima. Konacˇno, u sekciji 4.2 spomenut c´emo nacˇine
dobivanja novih, boljih baza za L2(R) koje su dobivene korisˇtenjem tzv. ”valic´nih paketa”.
4.1 Valic´ni algoritmi za dekompoziciju i rekonstrukciju
MRA metoda mozˇe se lagano primijeniti na analizu slika. Prostore V j mozˇemo shvatiti
kao prostore u kojima imamo aproksimaciju slike na j-tom nivou. Aproksimacija daje
zamuc´enu sliku kada je j malen, a sve cˇisˇc´u kako j raste. Dodatno, ”detalji” aproksimacije
iz prostora V j, koji nisu u V j−1, ”spremljeni” su u prostorima W j−1 koji zadovoljavaju jedna-
kost V j = V j−1⊕W j−1. Struktura prostora V j, vezana uz diletacije i translacije, naslijedena je
i u prostorima W j. Ovo dovodi do efikasnih algoritama za dekompoziciju i rekonstrukciju,
koje c´emo podrobnije opisati u jednodimenzionalnom slucˇaju.
Neka je f funkcija definirana na R (koju mozˇemo smatrati npr. zvucˇnim signalom).
Izaberemo MRA sa skalirajuc´om funkcijom ϕ i valic´em ψ, danim propozicijom 2.2.4, s
ν ≡ 1. Ortogonalni projektori P j : L2(R)→ V j, j ∈ Z, dani su formulom
P j f (x) =
∑
k∈Z
〈 f , ϕ j,k〉ϕ j,k(x).
Obzirom da lim j→∞ P j f = f , u L2(R) normi, mozˇemo izabrati J tako da P j f dovoljno
dobro aproksimira f (ovaj c´e izbor, naravno, ovisiti o konkretnoj primjeni i odabranoj
MRA). Dakle, imamo koeficijente
c j,k = 〈 f , ϕ j,k〉, j, k ∈ Z,
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te ono sˇto zˇelimo napraviti je dekomponirati niz
c j = {c j,k : k ∈ Z}, (4.1)
koji pripada prostoru l2(Z), na aproksimaciju iz prostora nizˇe rezolucije V j−1 i detalje iz
prostora W j−1.
Prije nastavka opisa dekompozicijskog algoritma, spomenimo kako nacˇin na koji se
koeficijenti vektora c j racˇunaju nije dio algoritma. S druge strane, u numericˇkim primje-
nama funkcija f vec´ je dana kao (konacˇan) niz uzoraka. U tom se slucˇaju uzorci mogu
shvatiti kao koeficijenti projekcije na prostor V j povezan s MRA, prikladnom za konkretnu
primjenu. Skica algoritma za biranje najbolje baze bit c´e dana u sekciji 4.2.
Nastavimo sada s dekompozicijskim algoritmom. Koristimo filtere m0(ξ) i m1(ξ) =
eiξm0(ξ + pi) uvedene u sekciji 2.1. Prisjetimo se da je 12ϕ(
(·)
2 ) ∈ V−1 ⊂ V0, pa vrijedi
1
2ϕ(
1
2 x) =
∑
n∈Z
αnϕ(x + n), (4.2)
gdje je
αn =
1
2
∫
R
ϕ( 12 x)ϕ(x + n)dx, (4.3)
te
m0(ξ) =
∑
n∈Z
αneinξ. (4.4)
Jednakost (4.2) lako poopc´avamo s V−1 i V0 na V j−1 i V j, j ∈ Z:
ϕ j−1,k(x) = 2
1
2 ( j−1)ϕ(2 j−1x − k) = 2 12 ( j+1)ϕ(12 (2 jx − 2k))
= 2
1
2 ( j+1)
∑
n∈Z
αnϕ(2 jx − 2k + n).
To jest,
ϕ j−1,k(x) =
√
2
∑
n∈Z
αnϕ j,2k−n(x), j, k ∈ Z. (4.5)
Slicˇno, 12ψ(
(·)
2 ) ∈ W−1 ⊂ V0 pa vrijedi
1
2ψ(
1
2 x) =
∑
n∈Z
βnϕ(x + n), (4.6)
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i
ψ j−1,k(x) =
√
2
∑
n∈Z
βnϕ j,2k−n(x), j, k ∈ Z. (4.7)
Sˇtovisˇe, koeficijenti βn povezani su s koeficijentima αn. Uzimajuc´i Fourierovu transforma-
ciju u jednakosti (4.6), dobivamo ψˆ(2ξ) = m1(ξ)ϕˆ(ξ), gdje je
m1(ξ) =
∑
n∈Z
βneinξ,
a izbor valic´a ψ nam daje
m1(ξ) = eiξm0(ξ + pi)
(po propoziciji 2.2.4). Iz toga slijedi∑
n∈Z
βneinξ = m1(ξ) = eiξm0(ξ + pi) = eiξ
∑
n∈Z
αne−in(ξ+pi)
=
∑
n∈Z
αn(−1)nei(1−n)ξ =
∑
n∈Z
(−1)n+1α1−neinξ.
Dakle,
βn = (−1)n+1α1−n, (4.8)
pa koeficijenti βn ne zahtijevaju dodatno racˇunanje.
Uvrstimo sada (4.5) u definiciju koeficijenta c j−1,k kako bismo dobili
c j−1,k = 〈 f , ϕ j−1,k〉 =
〈
f ,
√
2
∑
n∈Z
αnϕ j,2k−n
〉
=
√
2
∑
n∈Z
αnc j,2k−n. (4.9)
Ovo pokazuje da se koeficijenti c j−1,k nizˇe rezolucije V j−1 mogu dobiti preko koeficijenata
c j,l visˇe rezolucije V j i niskopropusnog filtera. Za fiksni j, desna je strana u (4.9) konvolu-
cija nizova
α˜n =
√
2αn i c˜n = c j,n,
ali zadrzˇavajuc´i samo parne indekse. Stoga, ako bi postojalo N znacˇajnih komponenti niza
c j, (4.9) nam kazˇe kako da izracˇunamo zamuc´enu rezoluciju sa priblizˇno 12 N komponenti.
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Ostatak komponenti, u kojima su sadrzˇani detalji prelaska s v j−1 na V j, nalaze se u W j−1.
Preciznije,
D j f (x) := P j f (x) − P j−1 f (x) =
∑
n∈Z
d j−1,kψ j−1,k(x),
gdje je d j−1,k = 〈 f , ψ j−1,k〉. Koristec´i (4.7), dobivamo
d j−1,k =
〈
f ,
√
2
∑
n∈Z
βnϕ j,2k−n
〉
=
√
2
∑
n∈Z
βnc j,2k−n. (4.10)
Kao i prije, zadnji je izraz konvolucija, prac´ena zadrzˇavanjem samo parnih indeksa. Dakle,
dekomponirali smo niz c j na nizove c j−1 i d j−1. Proces mozˇemo nastaviti s nizom c j−1 i tako
dobivamo dekomponirajuc´i algoritam. Algoritam staje nakon M koraka, kada komponente
niza c j−M padnu u neki unaprijed odredeni raspon.
Ako uzmemo u obzir samo N komponenti pocˇetnog niza c j, tada dobivamo priblizˇno
1
2 N komponenti u d
j−1, 14 N komponenti u d
j−2 itd. Konacˇno, u c j−M nam ostaje 2−MN kom-
ponenti, nakon M koraka. Vidimo da je kolicˇina podataka koju imamo na kraju algoritma
jednaka pocˇetnoj (N
2
+
N
4
+ · · · + N
2M
)
+
N
2M
= N.
Primjer 4.1.1. Pogledajmo sada kako opisani algoritam radi s Haarovim valic´em. Uz-
mimo
ψ(x) = χ[−1,− 12 〉(x) − χ[− 12 ,0〉(x) i ϕ(x) = χ[−1,0〉(x),
kako bismo bili konzistentni s primjerom 2.2.5. Tada vrijedi
1
2ϕ(
1
2 x) =
1
2ϕ(x) +
1
2ϕ(x + 1),
i
1
2ψ(
1
2 x) =
1
2ϕ(x + 1) − 12ϕ(x).
Dakle,
αn =
{ 1
2 , ako je n ∈ {0, 1},
0 inace,
i
βn =

−12 , ako je n = 0,
1
2 , ako je n = 1,
0 inace.
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Iz (4.9) vidimo da vrijedi
c j−1,k =
√
2
{c j,2k + c j,2k−1
2
}
,
a iz (4.10)
d j−1,k =
√
2
{c j,2k−1 − c j,2k
2
}
.
Dakle, do na faktor
√
2, koeficijenti c j−1,k su aritmeticˇke sredine susjednih dviju komponenti
niza c j, a detalji d j−1,k su polovice razlika susjednih dviju komponenti niza c j.
Analizirajmo sada problem rekonstruiranja niza c j iz nizova d j−1,d j−2, · · · ,d j−M i c j−M.
Za pocˇetak, razmotrimo rekonstrukciju niza c j iz nizova d j−1 i c j−1. Kako je
P j f = P j−1 f + D j−1 f ,
koristimo (4.5) i (4.7) kako bismo dobili∑
l∈Z
c j,lϕ j,l(x) =
∑
k∈Z
c j−1,kϕ j−1,k(x) +
∑
k∈Z
d j−1,kψ j−1,k(x)
=
∑
k∈Z
c j−1,k
∑
n∈Z
√
2αnϕ j,2k−n(k)

+
∑
k∈Z
d j−1,k
∑
n∈Z
√
2βnϕ j,2k−n(k)

=
∑
l∈Z
∑
k∈Z
[√
2c j−1,kα2k−l +
√
2d j−1,kβ2k−l
]ϕ j,l(x).
Dakle, vrijedi formula
c j,l =
√
2
∑
k∈Z
[
c j−1,kα2k−l + d j−1,kβ2k−l
]
. (4.11)
Na temelju toga, lako dobijemo algoritam koji iz koeficijenata c j−M i detalja d j−M,d j−M+1, · · · ,d j−1
rekonstruira niz c j. Naime, po gore opisanom principu, samo s j − M + 1 u ulozi j, re-
konstruiramo c j−M+1 iz c j−M i d j−M. Dalje nastavljamo induktivno. Primijetimo da je svaki
pribrojnik u (4.11) konvolucija. Da to pokazˇemo, za fiksni j pogledajmo nizove
c˜n =
{
c j−1, n2 , ako je n paran,
0 inace,
POGLAVLJE 4. DISKRETNE TRANSFORMACIJE 46
i α˜n =
√
2α−n. Tada je
(c˜ ∗ α˜)l =
∑
n∈Z
c˜nα˜l−n =
∑
k∈Z
c˜2kα˜l−2k =
∑
k∈Z
c j−1,k
√
2α2k−l.
Dakle, svaki korak algoritma zahtijeva prosˇirivanje nizova c i d nulama, te njihovu konvo-
luciju s koeficijentima filtera α i β.
Proucˇimo sada slozˇenost algoritam dekomponiranja, slozˇenost algoritma rekonstruira-
nja dobije se slicˇno. Pretpostavimo da niz {αk : k ∈ Z} ima samo K ne-nul elemenata. Po
(4.8), isto vrijedi i za niz {βk : k ∈ Z}. U tom slucˇaju, filtere nazivamo konacˇnim impulsno-
responzivnim filterima. Ako c j ima N ne-nul komponenti, onda c j−1 ima priblizˇno 12 N
ne-nul komponenti, pa po (4.9) trebamo obaviti 12 KN mnozˇenja. Slicˇno, iz (4.8) i (4.10)
slijedi da nam za d j−1 takoder treba priblizˇno 12 KN mnozˇenja. Nastavljajuc´i algoritam,
dobivamo (
K
N
2
+ K
N
4
+ K
N
8
+ · · · + K N
2M
)
+ K
N
2M
= KN.
Dakle, slozˇenost algoritma dekomponiranja je, u ovom slucˇaju, linearna po N.
Tipicˇan primjer konacˇnog impulsno-responzivnog filtera je Haarov niskopropusni filter,
koji ima samo dva ne-nul koeficijenta. S druge strane, Shannonov ih niskopasni filter ima
beskonacˇno mnogo, sˇto je pak primjer beskonacˇnog impulsno-responzivnog filtera. U tom
se slucˇaju filter mora skratiti do konacˇnog, a gresˇka u skrac´ivanju mora biti izracˇunata a
priori.
Na prvi pogled, algoritam dekomponiranja ne izgleda kao da ima dobra numericka
svojstva. Iako je rekonstrukcija egzaktna, algoritam pretvori N brojeva u priblizˇno N bro-
jeva, cime ne cini nikakvu vidljivu kompresiju. Ali ako proucˇimo detaljnije, vidimo da
mnogi od detalja
dl,k, l = j − 1, · · · , j − M, k ∈ Z,
mogu biti nula, ili dovoljno mali da padnu ispod nekog fiksiranog praga. Dakle, mozˇemo
izostaviti te male detalje, i dalje postizˇuc´i dobru rekonstrukciju.
4.2 Valic´ni paketi
Valic´ne baze koje smo razvili u prethodnim poglavljima imaju lokalizaciju frekvencije
proporcionalnu 2 j na rezolucijskom nivou j. Stoga, takve baze imaju slabu lokalizaciju
frekvencije kada je j velik. Za neke primjene, poput analize govora, pogodnije je imati
baze koje imaju bolju lokalizaciju. To c´e nam dati valic´ni paketi, koji su dobiveni iz valic´a
povezanih s MRA.
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Ako je ψ ortonormirani valic´ generiran nekom MRA, tada W j, j ∈ Z oznacˇava zatvaracˇ,
u L2(R), vektorskog potprostora razapetog skupom {ψ j,k : k ∈ Z}. Stoga, kako bismo
smanjili lokalizaciju frekvencije elemenata prostora W j trebamo zapisati W j kao direktnu
sumu dva potprostora razapeta elementima s boljom lokalizacijom. Postupak mozˇemo
nastaviti sa svakim od ta dva potprostora, dok ne dobijemo zadovoljavajuc´u lokalizaciju.
Sami proces nije specificˇan za L2(R), mozˇe biti opisan za bilo koji beskonacˇnodimenzi-
onalan separabilan Hilbertov prostor H. Nakon opc´enitog pristupa, dobit c´emo valic´ne
pakete primijenjujuc´i dobivene rezultate na potprostore prostora L2(R).
Neka je {ek : k ∈ Z} ortonormirani sistem za beskonacˇnodimenzionalan separabilan
Hilbertov prostor H. Trivijalan nacˇin kako razdvojiti sistem na dva nova ortonormirana
sistema je podjela po parnim i neparnim indeksima. Zanimljivija podjela je sljedec´a{
1√
2
[e2k−1 + e2k] : k ∈ Z
}
i
{
1√
2
[e2k−1 − e2k] : k ∈ Z
}
.
Opc´enito, uzmimo dva niza {αk : k ∈ Z} i {βk : k ∈ Z} iz l2(Z). Definiramo elemente
fk ∈ H preko {
f2k =
√
2
∑
l∈Z α2k−lel,
f2k+1 =
√
2
∑
l∈Z β2k−lel.
(4.12)
(Primijetimo slicˇnost gornjih formula s dekompozicijskim formulama (4.9) i (4.10).) Za-
nima nas karakterizacija nizova {αk : k ∈ Z} i {βk : k ∈ Z} za koje je skup { fk : k ∈ Z}
ortonormirani sistem. Promotrimo dva filtra:{
m0(ξ) =
∑
k∈Z αkeikξ,
m1(ξ) =
∑
k∈Z βkeikξ,
ξ ∈ R. (4.13)
Takoder, promotrimo matricu
M(ξ) =
(
m0(ξ) m0(ξ + pi)
m1(ξ) m1(ξ + pi)
)
, ξ ∈ R. (4.14)
Pokazat c´emo da je { fk : k ∈ Z} ortonormirani sistem ako i samo ako je matrica M(ξ)
unitarna. Prije samog dokaza, pronadimo ekvivalentne uvjete da bi M(ξ) bila unitarna.
Lako se vidi da je M(ξ) unitarna ako i samo ako vrijedi
a) |m0(ξ)|2 + |m0(ξ + pi)|2 = 1,
b) |m1(ξ)|2 + |m1(ξ + pi)|2 = 1,
c) m0(ξ)m1(ξ) + m0(ξ + pi)m1(ξ + pi) = 0.
(4.15)
POGLAVLJE 4. DISKRETNE TRANSFORMACIJE 48
Uvrsˇtavajuc´i (4.13) u a) dio (4.15), dobivamo
1 =
∑
k∈Z
αkeikξ
 ∑
l∈Z
αle−ilξ
 + ∑
k∈Z
αk(−1)keikξ
 ∑
l∈Z
αl(−1)le−ilξ

=
∑
k∈Z
αk
∑
l∈Z
αle−i(l−k)ξ +
∑
l∈Z
αl(−1)l+ke−i(l−k)ξ


=
∑
m∈Z
∑
l∈Z
αl−mαl[1 + (−1)m]
 e−imξ
=
∑
k∈Z
2 ∑
l∈Z
αl−2kαk
 e−i2kξ.
Dakle, dio a) u (4.15) ekvivalentan je s
2
∑
l∈Z
αl−2kαk = δk,0, za sve k ∈ Z.
Slicˇni argumenti dokazuju ostatak sljedec´e propozicije
Propozicija 4.2.1. Matrica M(ξ), dana relacijama (4.14) i (4.13), unitarna je ako i samo
ako vrijedi
a)
∑
l∈Z
αl−2kαl = 12δk,0, za sve k ∈ Z,
b)
∑
l∈Z
βl−2kβl = 12δk,0, za sve k ∈ Z, i (4.16)
c)
∑
l∈Z
αl−2kβl = 0, za sve k ∈ Z.
Teorem 4.2.2. Neka je {ek : k ∈ Z} ortonormirani sistem u Hilbertovom prostoru H. Skup
{ fk : k ∈ Z}, dan relacijom (4.12), ortonormiran je sistem u H ako i samo ako je matrica
M(ξ), dana s (4.14) i (4.13), unitarna za svaki ξ ∈ R.
Dokaz. Pretpostavimo da je M(ξ) unitarna. Po a) dijelu u (4.16), vrijedi
〈 f2k, f2s〉 =
〈√
2
∑
l∈Z
α2k−lel,
√
2
∑
l∈Z
α2s−lel
〉
= 2
∑
l∈Z
α2k−lα2s−l = 2
∑
p∈Z
αp−2(s−k)αp = δs−k,0 = δs,k.
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Slicˇno, 〈 f2k+1, f2s+1〉 = δs,k po b) dijelu u (4.16). Konacˇno, po (4.16) c), imamo
〈 f2k, f2s+1〉 =
〈√
2
∑
l∈Z
α2k−lel,
√
2
∑
l∈Z
β2k−lel
〉
= 2
∑
l∈Z
α2k−lβ2s−l = 2
∑
p∈Z
αp−2(s−k)βp = 0.
Ovo pokazuje da je { fk : k ∈ Z} ortonormirani sistem. Drugi se smjer dobije obrtanjem
gornjeg postupka. 
Napomena 4.2.3. Cˇinjenica da je M(ξ) unitarna govori nam da su m0 i m1 povezani.
Zapravo, pocˇevsˇi s c) dijelom (4.15) te argumentirajuc´i kao u (2.14), (2.15) i (2.16) po-
glavlja (2) (koristec´i pritom (4.15) a) i b)), zakljucˇujemo da vrijedi
m1(ξ) = eiξs(2ξ)m0(ξ + pi), (4.17)
gdje je s ∈ L2(T), 2pi-periodicˇna i |s(ξ)| = 1 za svaki ξ ∈ R. Ovo je nuzˇan i dovoljan uvjet,
jer se lako provjeri da ako vrijedi (4.17), tada je M(ξ) unitarna.
Sada c´emo pokazati kako rastaviti Hilbertov prostor na direktnu sumu potprostora ko-
ristec´i (4.12).
Teorem 4.2.4. Neka je {ek : k ∈ Z} ortonormirana baza za Hilbertov prostor H, skup
{ fk : k ∈ Z} i matrica M(ξ) dani relacijama (4.12), (4.13) i (4.14). Tada je ekvivalentno:
i) skup { fk : k ∈ Z} je ortonormirani sistem u H,
ii) skup { fk : k ∈ Z} je ortonormirana baza za H,
iii) matrica M(ξ) je unitarna.
Dokaz. Po teoremu 4.2.2, i) i iii) su ekvivalentni. Buduc´i da ocˇito ii) povlacˇi i), treba
pokazati da ako pretpostavimo i), vrijedi ii). To lagano slijedi iz sljedec´eg racuna
el =
∑
k∈Z
√
2α2k−l f2k +
∑
k∈Z
√
2β2k−l f2k+1 (4.18)

Jasno je sada kako za dani Hilbertov prostor H s ortonormiranom bazom {ek : k ∈ Z},
te dva niza {αk : k ∈ Z} i {βk : k ∈ Z} iz l2(Z) koji zadovoljavaju uvjete propozicije 4.2.1,
imamo
H = H0 ⊕ H1, (4.19)
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gdje su H0 i H1 zatvaracˇi u H potprostora razapetih s { f2k : k ∈ Z} i { f2k+1 : k ∈ Z},
definiranima s (4.12).
Sada smo spremni definirati valic´ne pakete povezane sa skalirajuc´om funkcijom. Raz-
motrimo MRA, zadanu kao u sekciji 2.1, sa sklalirajuc´om funkcijom ϕ za koju je ϕˆ(0) = 1.
Neka je
m0(ξ) =
∑
k∈Z
αkeikξ
niskopropusni filter povezan s ϕ tako da vrijedi
ϕˆ(2ξ) = m0(ξ)ϕˆ(ξ). (4.20)
Takoder, uzmimo m1(ξ) = eiξm0(ξ + pi) tako da vrijedi
m1(ξ) =
∑
k∈Z
βkeikξ, gdje je βk = (−1)k+1α1−k.
S ovim izborom m0 i m1, napomena 4.2.3 pokazuje da je matrica M(ξ) unitarna.
Neka je ω0 = ϕ. Osnovni valic´ni paketi ωn(x), n = 0, 1, 2, · · · , povezani sa skalirajuc´om
funkcijom ϕ definirani su rekurzivno s
ω2n(x) = 2
∑
k∈Z
αkωn(2x + k) (4.21)
i
ω2n+1(x) = 2
∑
k∈Z
βkωn(2x + k). (4.22)
Kada je n = 0 u (4.21), dobivamo
ϕ(x) = 2
∑
k∈Z
αkϕ(2x + k),
za sˇto se lako vidi da je ekvivalentno relaciji (4.20) (primjenom Fourierove transformacije).
Kada je n = 0 u (4.22), zakljucˇujemo da je
ω1 = 2
∑
k∈Z
αkϕ(2x + k).
Djelujuc´i Fourierovom transformacijom, dobivamo
ω̂1(ξ) = m1( 12ξ)ϕˆ(
1
2ξ). (4.23)
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Jer je m1(ξ) = eiξm0(ξ + pi), propozicija 2.2.4 pokazuje da je ω1 = ψ ortnormirani valic´
povezan s danom MRA.
Iz (4.20) i pretpostavke da je ϕˆ(0) = 1 zakljucˇujemo
ϕˆ(ξ) =
∞∏
j=1
m0(2− jξ) = m0( 12ξ)ϕˆ(
1
2ξ). (4.24)
Slicˇno, iz (4.23) dobivamo
ψˆ(ξ) = ω̂1(ξ) = m1( 12ξ)
∞∏
j=1
m0(2− jξ) = m1( 12ξ)ϕˆ(
1
2ξ). (4.25)
Kako bismo poopc´ili ove rezultate promotrimo dijadski zapis nenegativnog cijelog broja
n, to jest
n =
∞∑
j=1
ε j2 j−1, ε j ∈ {0, 1}. (4.26)
Primijetimo da je gornja suma uvijek konacˇna, te da je dijadski zapis uvijek jedinstven.
Propozicija 4.2.5. Neka je n nenegativan cijeli broj s dijadskim zapisom danim u (4.26).
Tada Fourierova transformacija osnovnih valic´nih paketa, zadanih s (4.21) i (4.22), zado-
voljava
ω̂n(ξ) =
∞∏
j=1
mε j(2
− jξ) =
 k∏
j=1
mε j(2
− jξ)
 ϕˆ(2−kξ), (4.27)
gdje je k = max{ j : ε j = 1}.
Dokaz. Relacije (4.24) i (4.25) pokazuju da tvrdnja vrijedi za n = 0 i n = 1. Nastavljamo
indukcijom po n. Neka je n = 2l paran i (4.27) vrijedi za sve nenegativne cijele brojeve
m < n. Po (4.21) imamo
ω̂2l(ξ) =
∑
k∈Z
αkeik
ξ
2 ω̂l(12ξ) = m0(
1
2ξ)ω̂l(
1
2ξ).
Ako je l =
∑∞
j=1 ε j2
j−1 dijadski zapis broja l, onda je dijadski zapis broja n = 2l
n = 0 + 2ε1 + 22ε2 + · · · + 2 jε j + · · · =
∞∑
j=1
ε j−12 j−1,
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s ε0 = 0. Stoga,
ω̂n(ξ) = ω̂2l(ξ) = m0( 12ξ)
∞∏
j=1
mε j(2
− j 1
2ξ) = m0(
1
2ξ)
∞∏
j=2
mε j−1(2
− jξ),
sˇto pokazuje trazˇeni rezultat za parni n. Za slucˇaj kad je n = 2l + 1 neparan, raspisujemo
sasvim analogno, koristec´i (4.22) i definiciju m1(ξ), te dijadski zapis broja n preko zapisa
l =
∑∞
j=1 ε j2
j−1
n = 2l + 1 =
∞∑
j=1
ε j−12 j−1,
gdje je ε0 = 1. 
Koristec´i svu dosad razvijenu teoriju lako je nac´i nove ortonormirane baze za L2(R)
bazirane na osnovnim valic´nim paketima.
Teorem 4.2.6. Neka je {ωn : n ∈ Z} osnovni valic´ni paket, definiran s (4.21) i (4.22),
povezan sa skalirajuc´om funkcijom ϕ za MRA {V j} j∈Z. Tada
a) za svaki j = 0, 1, 2, · · · , skup {ωn(· − k) : k ∈ Z, 0 ≤ n < 2 j} je ortonormirana baza za
V j,
b) skup {ωn(· − k) : k ∈ Z, n = 0, 1, 2, · · · } je ortonormirana baza za L2(R).
Dokaz. Slucˇaj j = 0 u a) dijelu slijedi iz definicije MRA i cˇinjenice da je ω0 = ϕ. Nastav-
ljamo indukcijom po j. Pretpostavimo da je
{ωn(· − k) : k ∈ Z, 0 ≤ n < 2 j−1}
ortonormirana baza za V j−1. Tada je
{ √2ωn(2(·) − k) : k ∈ Z, 0 ≤ n < 2 j}
ortonormirana baza za V j po (2.2) u definiciji MRA. No, koristec´i (4.21) i (4.22), mozˇemo
pisati
ω2n(x − m) =
√
2
∑
k∈Z
αk[
√
2ωn(2x − 2m + k)]
=
√
2
∑
l∈Z
α2m−l[
√
2ωn(2x − l)]
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i
ω2n+1(x − m) =
√
2
∑
l∈Z
β2m−l[
√
2ωn(2x − l)],
pokazujuc´i da imamo transformaciju oblika (4.12). Kako je ϕ skalirajuc´a funkcija za MRA,
M(ξ) je unitarna (uz izbor βk = (−1)k+1αk). Dakle, po teoremu 4.2.4, skup {ωn(· − k) : k ∈
Z, 0 ≤ n < 2 j} je ortonormirana baza za V j. Time je a) dio dokazan.
Da bismo dokazali b), dovoljno je iskoristiti cˇinjenicu da je
L2(R) =
∞⋃
j=0
V j
i V j ⊂ V j+1, za svaki j. 
Za skalirajuc´u funkciju ϕ i povezani valic´ ψ konstruirali smo odgovarajuce valic´ne
pakete dane relacijama (4.21) i (4.22). Skup
{2 j2ωn(2 j · −k) : j, k ∈ Z, n = 0, 1, 2, · · · }
sadrzˇi, mozˇemo rec´i, previsˇe elemenata. Naime, ovaj skup sadrzˇi valic´nu bazu {2 j2ψ(2 j ·
−k) : j, k ∈ Z} (za n = 1) i valic´ne pakete
{ωn(· − k) : k ∈ Z, n = 0, 1, 2, · · · }
(za j = 0). Mnoge druge potkolekcije daju ortonormirane baze za L2(R).
Za familiju valic´nih paketa {ωn} koji odgovaraju nekoj ortonormiranoj skalirajuc´oj
funkciji ϕ = ω0 definiramo familiju potprostora prostora L2(R) danu s
Unj = span{ωn(2 j · −k) : k ∈ Z}, j ∈ Z, n = 0, 1, 2, · · · . (4.28)
Primijetimo da je {
U0j = V j,
U1j = W j,
j ∈ Z,
pa ortogonalnu dekompoziciju V j+1 = V j ⊕W j mozˇemo pisati kao
U0j+1 = U
0
j ⊕ U1j , j ∈ Z.
Ovaj rezultat mozˇemo generalizirati za sve n.
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Propozicija 4.2.7. Za n = 0, 1, 2, · · · imamo
Unj+1 = U
2n
j ⊕ U2n+1j , j ∈ Z,
gdje je Unj definiran kao u (4.28).
Dokaz. Iz (4.21) slijedi da je U2nj potprostor od U
n
j+1. Slicˇno, iz (4.22) imamo da je U
2n+1
j
potprostor od Unj+1. Skup
{El(x) = 2 j+12 ωn(2 j+1x − l) : l ∈ Z}
je ortonormirana baza za Unj+1. Stoga, ako Fk(x) zadamo s (4.12) (gdje uloge el preuzimaju
El(x)), teorem 4.2.4 pokazuje da vrijedi
Unj+1 = H0 ⊕ H1,
gdje su {
H0 = span{F2k(·) : k ∈ Z},
H1 = span{F2k+1(·) : k ∈ Z}.
Ali,
F2k(x) =
√
2
∑
l∈Z
α2k−lEl(x) = sqrt2
∑
l∈Z
α2k−l2
j+1
2 ωn(2 j+1x − l)
= 2
∑
l∈Z
α2k−l2
j
2ωn(2 jx − l)
= 2
∑
m∈Z
αm2
j
2ωn(2(2 jx − k) + m)
= 2
j
2ω2n(2 jx − k),
gdje zadnja jednakost slijedi iz (4.21). Dakle, H0 = U2nj . Slicˇno, uz pomoc´ relacije (4.22),
dobivamo H1 = U2n+1j . 
Teorem 4.2.8. Za svaki j = 1, 2, 3, · · · vrijedi
W j = U2j−1 ⊕ U3j−1,
W j = U4j−2 ⊕ U5j−2 ⊕ U6j−2 ⊕ U7j−2,
...
W j = U2
k
j−k ⊕ U2
k+1
j−k ⊕ · · · ⊕ U2
k+1−1
j−k ,
...
W j = U2
j
0 ⊕ U2
j+1
0 ⊕ · · · ⊕ U2
j+1−1
0 ,
(4.29)
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gdje su Unj definirani kao u (4.28). Nadalje, za svaki j = 1, 2, · · · , k = 1, 2, · · · , j i m =
0, 1, · · · , 2k − 1 skup
{2 j−k2 ω2k+m(2 j−k · −l : l ∈ Z} (4.30)
je ortonormirana baza za U2
k+m
j−k .
Dokaz. Kako je U1j = W j, mozˇemo primjenjivati propoziciju 4.2.7 iterativno kako bismo
dobili (4.29). Definicija prostora U2
k+m
j−k i ortonormiranost skupa {ω2k+m(2 j−k · −l : l ∈ Z}
(po teoremu 4.2.6) pokazuju da je (4.30) ortonormirana baza za U2
k+m
j−k . 
Prethodni nam teorem govori kako mozˇemo dobiti mnogo ortonormiranih baza za za
L2(R). Kako je
L2(R) = V0 ⊕W0 ⊕W1 ⊕W2 ⊕ · · · ,
mozˇemo izabrati koji c´emo od prostora W j dalje rastaviti, i kako, koristec´i relaciju (4.29).
Ako odlucˇimo da nec´emo rastaviti nijedan W j, tada dobivamo valic´ni rastav prostora L2(R).
Ako izaberemo zadnju formulu u (4.29) za svaki W j, tada dobivamo valic´ne pakete. Izmedu
ove dvije opcije, postoji prebrojivo beskonacˇno nacˇina kako rastaviti L2(R), i pritom svaki
daje novu ortonormiranu bazu za L2(R). Takva je fleksibilnost jako pogodna za primjenu,
gdje mozˇemo izabrati hoc´emo li rastaviti ili ne prostor W j, ovisno o podacima koje imamo.
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Sazˇetak
U ovom smo radu izlozˇili osnove teorije ortonormiranih valic´a u jednoj dimenziji. Prikazali
smo kako konstruirati valic´e na temelju multirezolucijske analize, no vazˇno je napomenuti
kako to nisu ni blizu svi ortonormirani valic´i u L2(R). Nakon same konstukcije, vazˇno
je bilo uvesti jednostavnije karakterizacije kako ortonormiranih valic´a, tako i multirezo-
lucijske analize i pripadne skalirajuc´e funkcije. U zadnjem smo poglavlju prikazali neke
primjene ortonormiranih valic´a. Uveli smo algoritme za kompresiju i rekonstrukciju po-
dataka bazirane na valic´ima koji se koriste, primjerice, u kompresiji slika. Kroz valic´ne
pakete, koji se koriste u analizi signala, pokazali smo kako dobiti bolju lokalizaciju frek-
vencije, ako nam originalna valic´na nije dostatna.
Summary
In this thesis we have introduced basic theory of orthonormal wavelets in one dimension.
We have shown how to construct wavelets from multiresolutional analysis; however, it is
important to emphasise that there are wavelets that do not arise from a multiresolutional
analysis on L2(R). After construction, it was important to indroduce simpler characteriza-
tions of orthonormal wavelets, multiresolutional analysis and associated scaling function.
In the last chapter we have shown some applications of orthonormal wavelets. We intro-
duced algortihms for data compression and data reconstruction based on wavelets, which
are used, for instance, in image compression. Using wavelet packets, which are one of the
tools for signal processing, we have shown how to achieve better frequency localization, if
the original wavelet frequency localization was not enough.
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