For two positive definite adjointable operators M and N , and an adjointable operator A acting on a Hilbert C * -module, some properties of the weighted Moore-Penrose inverse A † MN are established. If A = (A ij ) is 1×2 or 2×2 partitioned, then general representations for A † MN in terms of the individual blocks of A ij are studied. In the case when A is 1 × 2 partitioned, a unified representation for A † MN is presented. In the 2 × 2 partitioned case, an approach to the construction of the Moore-Penrose inverse from the non-weighted case to the weighted case is provided. Some results known for matrices are extended to the general setting of operators on Hilbert C * -modules.
which is also a Hilbert A-module whose A-valued inner product is given by x 1 y 1 , x 2 y 2 = x 1 , x 2 + y 1 , y 2 , for any x i ∈ H 1 and y i ∈ H 2 , i = 1, 2.
If both H 1 and H 2 are submodules of a Hilbert A-module H such that H 1 ∩ H 2 = {0}, then we define H 1 ∔ H 2 = {h 1 + h 2 h i ∈ H i , i = 1, 2} ⊆ H. R(A), R(A * ), R(AA * ), R(A * A). > 0, then by (1.3) we can get
Furthermore, if R(A) is closed, then R(A)
which means that · and · M are equivalent norms on K. Since K is assumed to be complete with respect to the original norm · , the completeness of K with respect to the induced norm · M follows.
Remark 1.1. We use the notation K M to denote the Hilbert A-module with the inner-product given by (1.2), and call K M the weighted space (with respect to M ). Following the notation, for any positive definite element N of L(H), T ∈ L(H, K), x ∈ H and y ∈ K, we have T x, y M = T x, M y = x, T * M y = x, N −1 T * M y N .
So if we regard T as an element of L(H
where
In view of (1.4), we know that (1.6) can be rewritten as
M N AX = AX, the equivalence of (1.7) and (1.8) follows. 
If condition (i) is satisfied, then for any positive definite element N ∈ L(H), X has the form
(1.9)
Proof. (1) Let N be any positive definite element of L(H). By (1.4) we know that conditions (i) and (ii) can be rephrased respectively as
Suppose that (1.10) is satisfied. Then
Conversely, if (1.11) is satisfied, then it is easy to show that (AXA − A) # (AXA − A) = 0, so AXA = A. Furthermore,
(2) Suppose that X ∈ L(K, H) is given such that (1.11) is satisfied. Then
2 Relationship between weighted Moore-Penrose inverses Throughout this section, H and K are two Hilbert A-modules, M ∈ L(K) and N 1 , N 2 ∈ L(H) are three positive definite operators. The purpose of this section is to generalize [12, Lemma 2.4 ] from the finite-dimensional case to the Hilbert C * -module case. For any A ∈ L(H, K), if R(A) is closed, then as in [12] we define
First, we prove that S| H 1 ∈ L(H 1 ) is invertible. By the last condition in (1.5) we get
As P is idempotent, we have N (S) = N (N 1 S) = N (I H − P ) = R(P ), which means that
2 (I H − P ) is closed, we may apply Lemma 1.1 to (2.2) to conclude that
This completes the proof of the invertibility of S| H 1 . Next, let
, where
To simplify the notation, we define
A) = 0, by (2.1) and (2.3) we have
A is the oblique projector of
A), in view of (2.4) and (2.5) we conclude that I H − A † M N 2 A = X. Furthermore, by (2.3) and (2.1) we have
It follows that
is the oblique projector of
from the right on both sides of (2.7), then we may obtain
Remark 2.1. With the notation of Lemma 2.2, by (2.6) we obtain
3 Unified representations for weighted Moore-Penrose inverses of 1 × 2 partitioned operators
are two positive definite operators, where
Section 5] we know that both N 1 and S(N ) are positive definite, where S(N ) is the Schur complement of N defined by
Although the technique lemma in [1] ([1, Lemma 0.2]) is no longer true in the infinitedimensional case, we can still provide a formula for (A, C) † M N by following the line in [1] together with some modifications. (3.2) , and suppose that R(A), R(C) and R(A, C) are all closed. Then
A is a projection on the weighted space (H 1 ) N 1 , so for any ξ ∈ H 2 , we have
, which means that the operator S defined by (3.4) is positive definite. Note also that
, by Proposition 1.4 we know that
Combining the above two conditions with (3.6), we may apply Lemma 3.1 to conclude that
M N if and only if the following four equations hold:
By (1.9) we have
12)
. It follows from (3.10) and (3.12) that
Combining the above equality with (3.12) we get
14)
It follows from (3.11), (3.14) and (3.4) that
By (3.13) we have
So, if we let N 3 = S, then by the above equality we get
The expression for U given by (3.5) follows from (3.13), (3.17) and (3.15) by letting N 3 = S.
The conclusion then follows from (3.14).
Theorem 3.3 below was proved in [1, 6, 10] for matrices by using different methods. In the context of Hilbert C * -module operators, we can give a general proof as follows:
. Under the conditions of Theorem 3.2 we have
(A, B) † M N = A † M N 1 − D + (I H 1 − A † M N 1 A)N −1 1 L U U ,(3.
18)
In view of (3.2) and (3.19), we have 
It follows from (1.6) that
By the definition of D we get (
In view of (3.4), if we replace
then by Theorem 3.2 we conclude that
26)
, (3.21) and (3.18) then follow from (3.26) and (3.27).
Now we are ready to give a unified representation for (A, B)
, where N 3 ∈ L(H 2 ) can be an arbitrary positive definite operator.
Theorem 3.4. Under the conditions of Theorem 3.2 we have
where N 3 ∈ L(H 2 ) is arbitrary positive definite, D and S are defined by (3.19) and (3.20) respectively, and
. Furthermore, by (2.8) we can get
The conclusion then follows from (3.18) and (3.21).
In the special case of the preceding theorem where N 3 = S(N ), we regain the main technique result of [11] as follows: 
30)
where C and D are defined by (3.2) and (3.19 ) respectively, and
Proof. Let S be given by (3.20) and define
By definition we have
. Therefore,
By the definition of D, we have A † M N 1 AD = D, so by (3.35) and (3.31) we have
Finally, by the definitions of D and Σ we get
Expression (3.33) for Ω follows from (3.29), (3.38) and (3.36). Formula (3.30) for (A, B) † M N then follows from (3.28) and (3.31).
4 Representations for weighted Moore-Penrose inverses of 2 × 2 partitioned operators
Non weighted case
Following the line initiated in [7] , in this section we study the representations for the (non-weighted) Moore-Penrose inverse A † of a general 2 × 2 partitioned operator matrix
In the case when A 11 has a closed range, let S(A) be the Schur complement of A defined by 
Furthermore, the following equalities hold:
Proof. By definition we have
A 21 A † 11 * , which is invertible, hence by Proposition 1.6 we have
It follows from (4.4) and (4.5) that
The proof of (i) is similar. 
where F 1 (A) and F 2 (A) are defined by (4.3) and (4.4) respectively, and
Proof. It follows from (4.1), (4.3), (4.4) and (4.6) that
and To simplify the notation, let
Then by (ii) of Lemma 4.1 we have
(4.14)
Furthermore, by the first equality in (4.11) we get
(4.15)
Now let Z be the right side of (4.7). Then by the first equality in (4.12), (4.14) and (4.15), we get
which means that (AZ) * = AZ, since by the definitions of S(A) g and λ 2 (A) we have
As λ 2 (A) 0, S(A) = 0, we may combine (4.16) with the second equality in (4.11) to get
Similarly, as
we can prove that
with (ZA) * = ZA and ZAZ = Z, therefore Z = A † .
Corollary 4.3. Let
where F 1 (A) is defined by (4.3) , S(A) g , X L (A) and X R (A) are given respectively as (4.8) , (4.9) and (4.10) by letting F 2 (A) be replaced with F 1 (A) * . In addition, a {1, 3}-inverse of A can be given by 3) is a {1, 3}-inverse of A.
General case
Let . Let S(E) = E 22 −E * 12 E † 11 E 12 be the Schur complement of E. Assuming further that both A and S(E) have closed ranges, then for any {1, 3}-inverse E (1,3) of E, we have A † = A * E (1, 3) . In particular, by (4.18) we have
The weighted case
Following the line initiated in [11] for 1 × 2 partitioned operators, in this subsection we provide an approach to the construction of Moore-Penrose inverses of 2 × 2 partitioned operators from the non-weighted case to the weighted case. A detailed description of our idea can be illustrated as follows.
For any Hilbert A-module X, and any projection P of L(X), let X 1 = P X and X 2 = (I X − P )X, and define λ X : X → X 1 ⊕ X 2 by λ X (x) = P x x − P x , for any x ∈ X. (4.25)
Then λ X is a unitary operator with λ * X = λ −1
X , where λ −1
Now let H 1 and H 2 be two Hilbert A-modules,
be a positive definite operator, where
11 N 12 be the Schur complement of N . Define
Then P 2 = P and N P = P * N , so P # = N −1 P * N = P , which means that P ∈ L(X) is a projection of L(X), where X is the weighted space define by (4.27) whose inner-product is given by
for any x i ∈ H 1 and y i ∈ H 2 , i = 1, 2. By (4.27) we have
With the inner products inherited from X, both X 1 and X 2 are Hilbert A-modules. Let j H 1 : (H 1 ) N 11 → X 1 and j H 2 : (H 2 ) S(N ) → X 2 be defined by
It is easy to verify that both j H 1 and j H 2 are unitary operators with
. Now suppose that K 1 and K 2 are two additional Hilbert A-modules, and
is a positive definite operator, where
11 M 12 be the Schur complement of M , and define
With the notation as above and suppose further that
where A 11 ∈ L(H 1 , K 1 ), A 12 ∈ L(H 2 , K 1 ), A 21 ∈ L(H 1 , K 2 ) and A 22 ∈ L(H 2 , K 2 ). Then we have the following commutative diagram: Note that the matrix B = (B ij ) 1≤i,j≤2 , regarded as an element of 
