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This paper presents a method for obtaining closed form solutions to serial and 
nonserial dynamic programming problems with quadratic stage returns and linear 
transitions. Global parametric optimum solutions can be obtained regardless of the 
convexity of the stage returns. The closed form solutions are developed for linear. 
convex, and nonconvex quadratic returns. as well as the procedure for recursively 
solving each stage of the problem. Dynamic programming is a mathematical 
optimization technique which is especially powerful for certain types of problems. 
This paper presents a procedure for obtaining analytical solutions to a class of 
dynamic programming problems. In addition, the procedure has been programmed 
on the computer to facilitate the solution of large problems. 
Dynamic programming is a frequently utilized technique for solving 
certain mathematical programming problems. When the necessary structural 
form is satisfied, the procedure is generally an efficient method. This result 
comes about for multistage problems by the decomposition of a constrained 
multiple variable problem into a series of serially or nonserially connected 
problems, each with fewer variables than the original formulation (Bellman 
and Dryfus [ 3 ]: Nemhauser [ 71). 
One aspect of dynamic programming, which is common to the field of 
mathematical programming, is the lack of closed form solutions. For serial 
problems, linear returns with linear transformation functions can be solved in 
closed form (Crisp and Beightler [ 51). For the same problem class, certain 
nonserial branching problems attacked via the superposition principle 
(Beightler er al. 121) also yield closed form solutions. Bagwell et al. [ 11 
obtain closed form solutions to a certain class of problems with convex 
returns. 
This paper presents a method for obtaining closed form solutions to the 
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general serial or nonserial continuous quadratic return problem with linear 
transitions and single decision variables in each stage. The optimum return 
at each stage is a quadratic function of the state variable. The method has 
been computerized and the program generates the closed form optimum 
solution for each stage of the problem. For the quadratic return problem 
class, the global optimum to the nonconvex program is obtained in 
parametric form. 
The solution procedure requires the parametric solution to a general single 
variable quadratic problem with a parameter in both the objective function 
and in any bounding constraints on the variables. The stagewise optimization 
is separated into three cases based on the form of each stage return function: 
(1) linear, (2) nonconvex quadratic, and (3) convex quadratic. A set of 
mutually exclusive and exhaustive parametric solutions for these three forms 
are derived and presented in a series of seven tables analyzing the various 
possible cases for each functional form. The paper addresses the structural 
form arising at each stage for general quadratic and linear return functions. 
Closed form solutions are generated for both the nonconvex and convex 
quadratic problems. A method is derived which incorporates previous stage 
returns, and recursively solves serial dynamic programs of each form. The 
paper is concluded with example problems illustrating branch optimization 
and the three forms of stagewise returns within the overall procedure. 
2. STAG; DECOMPOSITION 
The problem under consideration has the multistage structure depicted in 
Fig. 1. The problem is serial when the output from stage n is the input to 
stage II - 1 for all n. The solution scheme is the typical dynamic 
programming recursion (n = 1, 2,.... N) 
subject to 
where a, /3 are arbitrary constants, S,-, is related to S, and d, by the stage 
transform S, _ r = Wn74J and .LEl[S,-,l is the optimal (n - 1) stage 
return for a given input state S, _, . For the initial state, f,* [S,] = 0 for all 
S,. For the problems under consideration, the return function r,, is quadratic 
and the transition function t, is linear in the state variable S, and the 
decision variable d,. Thus, at each stage, after the incorporation of the 
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% d, 
FIG. 1. Serial multistage system. 
previous stage optimal return, a quadratic programming problem is obtained 
with the general form, for the nth stage, 
max{adi + (b + cS,) d, + eS, + gSf, + k}, 
O<d<uS,+/3. 
(2) 
with the stage parameter S such that S < S, < ,?. The function in (2) may be 
convex (a > 0), concave (a < 0), or linear (a = 0) in the decision variable d,, . 
The various values of the coefficients a. 6, c, and the state S, give rise to 
different optimal decisions d,*. The bounds on S, are obtained from the 
range of validity for the previous stage optimal return functions. This range 
always defines the upper and lower bound on the stage input state S,. The 
optimal decision is a function of the input state value S,. and thus we say 
that dz is a parametric function of S,. The relative values of the coefftcients 
in (2) determine the specific values of dz. The sign of a determines the 
nature of the solution. The linear form (a = 0) is studied first. 
Consider the following general problem (the subscripts are omitted for 
simplicity): 
subject to 
max{ (b + cS) d + eS + gS’ + k). (3) 
O<d<aS+/?. 
At each stage, the optimal decision for a given (known) value of S is deter- 
mined over the range of validity of S, S < S < g Hence, the coefficient of d 
is the term (b + cS). When (b + cS) > 0, the function is monotone increasing 
in d and thus d* = aS + /3. This solution is optimal for S > -b/c when 
c > 0. When S < -b/c, the function is monotone decreasing and d* = 0. If 
-b/c is in the range of the state variable validity, S < S <g, then the 
optimal decision for d* will be 0 over a segment of this interval and have the 
value aS + p over the remainder of the interval. Table I is a complete listing 
of all the cases for the linear return form. The optimal solutions charac- 
terized in Table I will be subsequently used to iteratively develop the 
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TABLE I 
Parametric Solutions for Linear Within-Stage Optimizations 
for S<S<S 
Lower 
bound 
on S 
Upper 
bound 
on S 
Optimal 
decision 
ci* 
Optimal 
return 
c>o s 
R 
A 
s 
0 
uStP 
s *co) 
f*(as + P) 
c=O,b>O s 
c=O,b<O 
cto 
3 
s 
R 
3 
CfStB 
0 
USfB 
0 
f*(crs + 8) 
f *to) 
f*(as + 8) 
s *to) 
Notes. R =min(%max(.% -b/c)};f*(O) = gS2 +eStk;f*(uS +,!I) = (catg)S' + 
(bu+c/3+e)Stb/ltk. 
analytical optimal solution to more general dynamic programming problems. 
The case in Table I, where c = 0, has been analyzed by Crisp and Beightler 
[5 1. They show that under certain conditions, b > 0 in every stage and d* 
equals the upper bound in each stage. They also give closed form solutions 
for the total return of a series of stages with linear returns and the same coef- 
ficients in the returns and transitions at each stage. 
3. CONVEX AND NONCONVEX QUADRATIC RETURNS 
The stage return function depends upon the nature of the quadratic form. 
Consider first the nonconvex problem, which is the maximization of a 
convex quadratic form (a > 0). In this case, the maximum return is always 
obtained at a boundary point of the decision variable; either d* = 0 or d* = 
aS + /3. The specification of the optimal boundary depends on the relative 
values of a, 6, c, and the state parameter S. 
The problem of determining the optimal boundary for a specified set of 
return function coefficients has two cases. The minimum of the convex return 
occurs at d = -(b + cS)/2a. When a < 0 the return function is monotone 
increasing over [0, US + /I] and d* = US + /3. When d > aS + p, the function 
is monotone decreasing over [0, aS + ,8] and thus d* = 0. When d falls 
within the region [0, aS +/3], the optimal solution can occur at either 
boundary, depending on the relative values of the return function coefficients. 
These results are summarized in Tables II-IV. 
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TABLE II 
Parametric Solutions for Nonconvex Quadratic Within-State Optimizations 
(a>O.c=O)withS<SQ~ 
Lower 
bound 
on S 
bper 
bound 
on S 
Optimal 
drcision 
lf* 
Optimal 
return 
d<O s s CfS +p f*(aS + PI 
d>O. cI#O s R’ 0 f*(O) 
R’ s CfS+B S’(aS + P) 
O<B</3,,=0 s 3 B J’*uI, 
ptd,a=o 3 f 0 s *co) 
Noles. R’ = min{% max(s. -(b + u/?)/aa)):f*(P) = gs’ t (cp + e) s + & + bb f k: 
f*(O) = gS’ + eS t k;f*(cfS +/3) = ( aa’ + ca t g) S’ + (24? + ba t CD + e) S + a/l’ + 
pb + k: d = -(b + cS)/Za. 
TABLE III 
Parametric Solutions for Nonconvex Quadratic Within-Stage Optimizations 
(a>O,c#O,u#O)with~<S<S 
Lower 
bound 
on S 
Upper 
bound 
on S 
Optimal 
decision 
d* 
Optimal 
return 
c>o,ciso R 
c>O.d>O s 
R’ 
c<O.d<O s 
c < 0, d > 0, (na + c) 1 0 R 
R ‘I 
c < 0. d > 0. (au t c) < 0 R 
R ” 
C < 0. d > 0, -(b + UP) Q 0, R 
(an + c) = 0, -(b + afi) > 0 R 
s 
R’ 
R 
R 
R ” 
s 
R ” 
b 
3 
s 
as+/? 
0 
CfstII 
as+p 
0 
as+/3 
aS+B 
0 
aS+P 
0 
f*(us +/a 
f*(o) 
.t-*tus + P) 
S*(aS + 8) 
f *co) 
f*(as +/I) 
s*tus + Ir) 
f *w 
f*(as + B) 
f *Ku 
Nores. R = min{s max(S,-b/c)}; R’ = min(R, max($ -(a/l+ b)/(an +c))l; R” = 
min { .% -(ap + b)/(aa + c)) 1: d = -(b + cS)/Za. 
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TABLE IV 
Parametric Solutions for Nonconvex Quadratic Within-Stage Optimizations 
(a > 0, c # 0, a = 0) with 3 & S < g 
c>O,d&O 
c>o.a>o 
Lower 
bound 
on S 
R 
s 
R’ 
Upper 
bound 
on S 
s 
R’ 
R 
Optimal 
decision 
d* 
B 
; 
Optimal 
return 
J-*un 
f*(o) 
.f *Ga) 
s R P f*(D) 
R R " b f*w 
R I' s 0 f *w 
Notes. R = min{ s. max(S. -b/c)}; d = -(b + cS)/Za: R’ = min(R. max(S^. 
-(ap+ b)/c)J; R" = min{.?, max(R. -(aP + b)/c)). 
There are several cases to consider for this problem. For the purpose of 
finding the maximum of f(S) on [0, aS + p], the constant term, 
eS + gS* + k, in (2) can be neglected. This results in a new return function 
4(d) which passes through the origin at d = 0 and d = 26 (see Fig. 2). Since 
the upper bound on the decision variable aS + ,f3 changes as a function of the 
state parameter S, the three cases where US + ,8 is less than, equal to, and 
greater than the 2a zero point of the function 4 must be considered 
separately. These cases are depicted in Fig. 2 by the labeled vertical lines. If 
aS +p < 2a (line 1, Fig. 2), then the maximum of the function 4, and thus& 
over [0, US + /3] occurs at the lower bound; hence, d* = 0. 
When aS + p > 2d (line 3, Fig. 2), then the maximum return is obtained 
at d* = aS + j3. When aS +/I = 2a then both boundaries of d are optimal 
and either value may be selected. The value of S for which aS + p = 2d is 
labeled R’, and has the value R’ = -(a/3 + b)/(aa + c). Hence, if the value of 
R ’ lies in the region [S, S], then R’ is the point where d* changes from 0 to 
FIG. 2. The three upper bound locations which yield different solution cases. 
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aS +p. In this case, the optimal return will be f*(O) over the interval 
IS, R’l; f*(aS +P) over [R’, S]; or visa versa. If R’ does not lie in the 
region [S, S], then either f*(O) or f*(aS +/3) is optimal over all of [S. .!?I. 
Tables II-IV give the closed form optimal solutions and the interval of the 
state variable to which they apply. 
In a recent paper Falk and Hoffman [6 ] characterize the minimization of 
a concave function over a linear constraint set as a linear programming 
problem. This nonconvex minimization problem has the same solution as the 
minimization of the convex envelope of the original function over the same 
constraint set. Since the convex envelope of a quadratic function with upper 
and lower bounds is merely the linear function passing through the points 
where the function intersects these bounds, it appears that the convex 
quadratic case. or for that matter a general convex function. reduces to the 
simpler linear case previously developed. However. the function in (2) can be 
either convex or concave over different segments within a stage optimization. 
This will be demonstrated in a example later in this paper. Thus. if nonlinear 
terms of the state variables or interproducts of state and decision variables 
are allowed in the stage returns, then the convexity of the returns cannot be 
guaranteed and the linear analysis is not applicable for the entire problem. If 
these cases are not al owed, then the closed form maximization of convex 
stage returns appears to be tractable, via the linear case. The more general 
formulation warrants further research. Even for the quadratic case. the 
linearized convex envelope method is not deemed to be computationally 
advantageous. 
The convex program is the maximization of a concave quadratic return 
function within some state. This occurs when a < 0 in (2). Again. different 
values of the coefficients a, b, and c and the state parameter S produce a 
number of cases. The analysis is somewhat simplified in that the solution 
cannot jump from one boundary to another as was the case with the 
nonconvex form. Conversely, the solution is no longer restricted to boundary 
points, but can take each value within the feasible range 10, aS + PI. It may 
be necessary to translate the decision variable to achieve a lower bound of 
zero, and translate back again after the solution is obtained. 
Again letting d represent the stationary point of the quadratic return given 
in (2), d is the maximum and d = -(b + cS)/2a. Thus. the maximum stage 
return is obtained as 
d*=o, for d < 0, 
= 6, for O<d<uS+/?. 
=aS+P, for d>aS+p. 
The various combinations of the problem coefficients and the resulting 
optimal solutions and returns are given in Tables V-VII. 
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TABLE V 
Parametric Solutions for Convex Within-Stage Optimizations - 
(a < 0. c = 0) with S ,< S < S 
Lower 
bound 
on S 
Upper 
bound 
on S 
Optimal 
decision 
d” 
Optimal 
return 
d<O s 
d>O.a+O s 
R’ 
O<d<p,cf=O s 
p<c?.a=o s 
s 0 f “10) 
R’ cd-t/l f*(as + B) 
s a f*(d) 
s d f *ka 
s P s*co, 
Notes. R’ = min(S, max(S, -(2r@+ b)/2aa)): d = -(b + cs)/2a = -b/20: f*(d) = 
f(-b/2a) = gS’ + eS + k - b’/4a. 
TABLE VI 
Parametric Solutions for Convex Within-Stage Optimizations 
(a < 0, c # 0. a # 0) with S < S < S 
c>O.aGO 
c>O.d>O. (2aa+c)>O 
c>O.d>O. (2aa+c)<O 
c > 0. d > 0, -(b + 2aj3) > 0 
(2aa + c) = 0. -(b + 2a/?) < 0 
c<O.d<O 
c<o, A>0 
Lower 
bound 
on S 
Upper 
bound 
on S 
Optimal 
decision 
d’ 
Optimal 
return 
s 
R 
R ” 
R 
R ” 
R 
R 
R 
s 
R’ 
R 0 
R ” d 
s us+p 
R ” as+,8 
s d 
s B 
s uSt/l 
s 0 
R’ as+p 
R d 
f *to) 
f*(d) 
f *(as +p, 
f *(us +p, 
f *ha 
f *d 
f *(us +P) 
.f *to) 
f *.KP * 
Notes. R = min(.?, max(S. -b/c)}; R’ = min(R, max(S. -(2@ + b)/(2au + cl)): R” = 
min{.?, max(R, -(2@ + b)/(2aa + c))); d = -(b + cS)/Za; f*(d) = f(-(b + cS)/Zal = 
(-c2/4a + g) ST + (-be/2a + e) S - b’/4a + k. 
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TABLE VII 
Parametric Solutions for Convex Within-Stage Optimizations 
(a < 0. c # 0. a = 0) with 3 < S < ?? 
Lower 
bound 
on S 
c>O,d<O s 
c>O.d>O R 
R ‘I 
c<O.d<O R 
c<O.d>O s 
R’ 
Upper 
bound 
on S 
R 
Optimal 
decision 
ci* 
0 
R ” 
s 
s 
R’ 
R 
d 
P 
0 
B 
d 
Optimal 
return 
f*(o) 
f *ha 
fVJ 
f “(0) 
f*(P) 
.f *ha 
Notes. R = min{.% max($ -b/c)}; d = -(b +cS)/Za: R’ = min(R. max(S. 
42ap t b)/c)}: R” = min{.?. max(R, -(243 + b)/c)}. 
4. RECURSIVE OPTIMIZATION 
The previous discussion was concerned with closed form solutions to the 
single variable maximization problems which occur within each stage of the 
dynamic programming procedure. The method of proceeding from stage to 
stage utilizing the previous stage’s optimal return is complicated by the 
occurrence of different optimal return functions over different regions of the 
state variable. If the (n - I)st stage has m optimal return segments, with the 
optimal return at each stage segment represented by fj-, ) then Eq. (1) 
becomes 
(4) 
subject to 
where dj and Dj are functions of S, and define the range of d, for which the 
jth segment of the previous stage return f’,‘-, is valid. The method of 
obtaining the subproblems of type (4) is best illustrated by an example. 
Consider a problem with two return segements in the (n - 1)st stage: 
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with transition function S, _, = S, - d, and 0 < d, < S,. The relative values 
of S, and d, in stage n determine the segment of fj, _, which must be used in 
(4). The various cases are considered as follows: 
For 0 <S, <A. Since 0 <d, < S, then for 0 <S,, <A, the value of 
S “-, = S, - d, must always be such that 0 < S,-, <A and, thus, f h-, is 
always valid. 
For l<S,,<a~. If S, - A < d, < S,. then the constraints yield 0 < 
S, -d, <A. Thus, O<S no, < A and f A-, is the valid segement from the 
(n - 1)st stage. If 0 <d, < s, - 1, then since S, > A the value of S,-, = 
S, - d, > A and segment f i-, is valid for stage n - 1. 
Thus, there is one subproblem for states in the first region and two 
subproblems for the second region. If there are m return segments in stage 
(n - l), then stage n will have a return from one subproblem over the first 
state region, returns from two subproblems over the second state region, 
three returns over the third region, etc. The solution of any given 
subproblem, using the tables, may in fact yield up to three return segments 
over its state region. Hence, the solution of the subproblems may possibly 
yield a multitude of return segments, with multiple optimal returns for some 
states. 
The multiple returns over the regions of the state space must be reduced to 
the best return for each possible value of the state variable. For the quadratic 
and linear forms under consideration, the pairwise comparison is readily 
accomplished by solving for the points in the state space where the different 
returns are equal. If no points exist, then one of the functions dominates over 
the entire region. In this manner, the number of regions could be reduced or 
expanded depending on the characteristics of the specific problem under 
consideration. To complete our discussion of recursion through the stages, 
we now consider certain nonserial forms. 
5. NONSERIAL PROBLEMS 
Frequently multistage decision problems have a nonserial structure. The 
three structures displayed in Fig. 3 are the basic forms from which more 
complex nonserial structures may be analyzed (feed-back loops are excluded 
from this discussion). In fact, the feed-forward loop, Fig. 312, is typically 
analyzed as a combination of converging (Fig. 3a) and diverging (Fig. 3b) 
branch methods. The traditional solution methods for these structures are 
discussed in the texts by Wilde and Beightler [8 ] and Nemhauser [7 1. 
However, to obtain closed form solutions similar to those obtained for serial 
systems, a simpler method for converging branch systems than the two-point 
boundary value (initial-final) method is necessary. The simplified converging 
638 POPE. CURRY. AND PHILL.tPS 
lal CONVERGING BRANCH Ibl DIVERGING BRANCH 
ICI FEED-FORWARD LOOP 
FIG. 3. Nonserial problem structures. 
branch technique of Brown 141 was used. As in the serial procedrlre. the 
method for computing closed form solutions for nonserial dynamic 
programming problems with quadratic returns and linear stage transfor- 
mations is amenable to computer solution. The methods utilize the 
parametric solution tables previously developed and hence only the solution 
scheme is outlined. 
Ditlerging Branch 
For diverging branch structures (Fig. 3b). the solution method is to recur- 
sively solve each of the n diverging branches by the serial recursion method 
described in the last section. Denoting by s the output of the last serial stage 
before the branching, the input state for each branch i is 0,s. where 
v Bi = 1. Hence each branch has an optimal closed form return function 
which is expressed in terms of OjS. Adding the return functions from each 
branch for all state variable values 3 allows the recursive solution of the 
remaining stages. 
In diverging branch and feed-forward loop problems. it may be necessary 
to determine the division of the state variable in order to optimize the sum of 
the returns of the branches. This problem takes the form 
f*[S] = max(f~[iYIS] +fz[t9,s’] + ... +fc[O,,S]} 
subject to 
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and 
ei > 0 for all i. 
To obtain closed form parametric solutions to this problem, it is recursively 
solved as a series of single variable problems (two-branch systems) as 
depicted in Fig. 4. An analysis of a typical two-branch problem is included 
in the example problems. After the series of two-branch problems has been 
solved, the weights for the original problem (Fig. 4a) are obtained as 
and 
Having obtained the closed form solutions to the branch optimization, the 
optimal return f*[s] is thus available. The problem is then completed by 
normal backward recursion. 
Converging Branch 
A solution for converging branch structures can be readily obtained using 
a procedure based on that of Brown [4]. A converging branch structure is 
depicted in Fig. 5. The solution proceeds as follows: 
0) solve stages 1 to j by the proposed closed form backward serial 
recursion procedure obtaining f? [S,], 
Jzg:g &z 
&.“““..+ qq+ +-+ 
Ial Ibl 
FIG. 4. Representation of a diverging branch system with undetermined weights (a) as a 
series of two-branch systems (b). 
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-“>...* 
FIG. 5. Converging branch structure and notation. 
(ii) proceed in a serial manner through the upper branch obtaining 
fj*,k[Sk, S,, ,I, recognizing that Si = Si+, + S,, , , 
(iii) complete the solution by serial backward recursion on the lower 
branch starting withf,?+k[Sk. S,, ,I and yieldingf,?+,+ v[Sk, S,$]. 
The final solution is a function of the two input states S, and S,,. and can be 
obtained in closed form as f,?+k+,vISk. S,.] for quadratic returns. The method 
is not programmable except for problems where j-7 [S,] can be written as a 
separable function of Sj+ , and S,, , . 
Feed-Forward Loop 
The feed-forward loop is solved in closed form using the combined 
methods of the converging and diverging branches. The solution procedure 
proceeds by recursively solving through each branch as in a converging 
branch analysis. Then adding the returns from the individual branches as in 
the diverging branch analysis, the analysis is completed by solving the 
remaining stages in a serial manner. If the branch allocations (0,‘s) are not 
specified, then the recursive two-branch optimization method can be used to 
develop the closed form solutions. 
The procedure for solving serial and nonserial dynamic programming 
problems with linear and quadratic returns and linear transitions is now 
complete. The solutions generated are analytic expressions of the answers in 
terms of the technological coefficients as opposed to the typical numerical 
solutions. The utilization of the tables and proposed procedures in a 
computer program facilitates the solution of this class of problems. It is not 
necessary for all of the stage returns to exhibit the same form. Indeed each 
stage may be characterized by a different set of technological coefficients. 
The paper is concluded with example problems illustrating each type of 
return, the recursion through the stages, and a branch optimization. 
6. EXAMPLE PROBLEMS 
Consider the branch optimization problem in a two-way diverging branch 
problem (Fig. 4a with two branches). Let the returns from one branch be the 
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following: 
f,*[si] =si, for 0,<Si<2, 
= 0.5s;) for 2<Si< Co. 
Let the returns from the other branch be 
fj*[S,] = 0.25s, + 1, for 0 < Sj < 4, 
= s; - 14. for 4<Sj< co. 
It is necessary to divide the state S before the branch into Si and Sj (Fig. 4a) 
in such a manner so as to maximize the sum of the branch returns with 
Si = BS and Sj = (1 - 0) S, 
There are four cases, or combinations of returns to consider: 
Case 1: o<os<2 and O<(l -S)S<4. 
Case 2: o<es<2 and 4<(1 -0)s < co, 
Case 3: 2GBS < co and O<(l -S)S<4, 
Case 4: 2<8S<co and 4<(1-0)S<co. 
It is helpful to represent hese cases graphically (see Fig. 6). The numbered 
regions correspond to the four cases. 
Case 1. The constraints for Case 1 are satisfied in region 1 of Fig. 6 
and this region’s state variable bounds are 0 < S < 6. 
M,“x {SS + 0.25( 1 - 0) S + 1 } = M,“x (0.750s + 0.25s + 1 }, 
and 0* equals its upper bound across region 1. Thus, 
and 
0” = 1, f*[s] = s + 1, o<s<2, 
e* = 2/s, f*[S] = 0.25s + 2.5, 2<S<6. 
0 2 4 6 S 
FIG. 6. Representation of regions for cases of the branch optimization problem. 
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Case 2. 
M,"x {OS + [(l - ,9) S]’ - 14) = M,“x {6S + (1 - 28 f @)S’ - 141, 
and 8* equals its lower limit in region 2. Thus. 
o*=o, f*[s] = sz - 14. 4<s<co. 
Case 3. 
M,“x {0.5(&S)’ + 0.25( 1 - 19) S + 1 }. 
and 8* equals its upper limit in region 3. Hence, 
e*= 1, f*[S] = 0.5s’ + 1, 2<s<oo. 
Case 4. 
M,“x (O.S(SS)’ + [(l - 0) S]’ - 14) = M,“x (1.5B2S2 - 20S2 + S’ - 14). 
and 19* must be on the boundary. Comparing f*[S] at upper bound 8 = 
(S -4)/S and at lower bound 0 = 2/S shows 0* equals the lower bound. 
Thus, 
%* = 2/s, f*[S]=S’-4S-8, 6<S<c0. 
The solutions from these four cases overlay one another. In the regions of 
overlap, the returns are compared and the maximum return selected for each 
region. Then .the procedure continues with the next stage of the problem. 
Now consider a two-stage maximization problem with additive returns. 
The example problem is to be solved for any initial input state 0 < SZ < co. 
Problem ?a,” (r, + rZ }. 
II 2 
Returns r, = 3d, - 2S, d, + S,, 
rz=2dI--dz. 
Transitions S, _, = tJS,, , d, 1 = S, - 2d,, n= 1.2. 
Bounds 0 < S, = S, - 2d,. thus 0 < d, < S,/2, 
O<S,=S?-2dz. rhus 0 < d, < S,/2. 
o<sz<m. 
Note that a nonconvex optimization occurs at stage 2. This may occur in 
any problem where there is an Sd or S2 term in the return function. Thus, to 
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solve general quadratic programs by dynamic programming, one must be 
able to solve both convex and nonconvex problems within the stages. 
Stage 1 
ff[S,] = max{3d, - 2S,d, + S, I. 
0 <d, < S,/2. 
Thus. the parameter values are 
a = 0, b= 3, c=-2, e= 1. 
The value of the switching point R is 
R = min(-oo. max(O, i)} = i. 
Thus. from Table I we have 
d: = SJ2, ff[S,] =-sf +2x,. o<s, <$, 
d:=O. .f~lS~l =S,, gs, < co. 
Stage 2 
S”(Szl=max(2di-dz+f~(Sz-2dz]). 
0 < dz < Sz/ 2. 
The resulting problems based on the regions of validity for f T [S, 1 are: 
o<s<; 
ff[SJ = max(2d: -d? - (Sz - 2d2)’ + 2.5(S2 - 2d,)}. 
0 < dz < SJ2, 
;<Sz<oO 
(5) 
fT[S,] = max(2d: - dz - (Sz - 2d2)l + 2.5(S2 - 2dz)}. 
0.5(S, - 5) < dz < SJ2. - 
(f-5) 
and 
ff[S,] = max(2di - dz + (Sz - 2d2)). 
0 < d, < 0.5(Sz - $ j. 
(7) 
Problem (5) reduces to parameter values: a = -2, b = -6. c = 4. g = -1. 
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e = 2.5, a = 0.5. p = 0, S = 0, S= 1.5. This is a convex problem: hence 
using Table VI one obtains the following parametric solution: 
d" =O. ff[S,] =-S; + 2.X?,, 0 <S, < 1.5. 
Problem (6) reduces to parameter values: a = -2. b = -3. c = 2. g = 2.5, 
e = -2, k = %, a = 0. /I = 0.75. S = 1.5. S= co. This is also a convex 
problem and using Table VII yields 
d: = Sz - 1.5. jy[ S? 1 = s; - 3.5s2 + 4.5. 1.5 ,< s: < 3, 
df = 0.5Sz, f”[Sz 1 = 0.5s; - 0.5sz, 3<sz<co. 
Problem (7) reduces to parameter values: a = 2. b = -3. c = 0, e = 1. 
a=0.5. /?= -0.75. .I!? = 1.5, S= co. This is a nonconvex problem; thus 
using Table II yields 
d* = 0. fz*[Sz] = s,, 1.5 < s, < 4.5. 
d* = 0.5Sz - 0.75. f; [ S2 1 = 0.5s; - 1.5Sz + 2.63, 4.5 < sz < al. 
FIG. 7. Computer output for the solution of a two-stage quadratic maximization problem. 
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Comparing the return functions in overlapping stage regions gives the final 
optimal solution: 
d; =O, fgqS2]=-S:+ 2.5s2. 0 < sz < 1.5. 
df =O, ff[S,] = sz. 1.5 < sz < 3, 
d; =OSS,, fF[S>] = 0.5s; - o.5s2. 3<S?<aJ. 
It is obvious that a problem with several stages is not easy to solve. In order 
to facilitate the solution of larger problems, a FORTRAN program has been 
developed, which computes general closed form solutions. The program is 
available from the authors upon request. The program output for the above 
example is given in Fig. 7. A nonserial problem, such as the one shown in 
Fig. 3c, can also be solved by this program. A problem was formulated with 
this structure, with the stages numbered from left to right in the order of the 
backward recursion. This feed-forward loop problem formulation and 
solution are given in Fig. 8. 
FIG. 8a. Part I of the computer output for the solution of a feed-forward branch problem 
similar to Fig. 3c. 
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FIG. 8b. Part II of the computer output for the solution of a feed-forward branch problem 
similar to Fig. 3c. 
7. CONCLUSIONS 
It has been shown how to develop closed form parametric solutions for the 
class of dynamic programming problems with general quadratic returns. The 
solutions for the convex and nonconvex within stage optimizations were 
given in tabular form. The recursion through the stages and possible branch 
optimization was discussed for nonserial problems. Finally, the procedure 
described can be programmed, to make the solution of such problems 
feasible. 
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