Abstract-Recognition from body movement is a challenging domain of research that lies at an intersection of machine learning, biometric security and cognitive functions domain. It can be highly beneficial for expert systems, lie detectors, border control, medical emergencies, as well as search and rescue operations. This paper describes a first prototype of a real-time system capable of recognizing four gestures that correlate to human emotions based on the arm movements. Features extracted from the 3D skeleton using Kinect v2 sensor are classified using an SVM method. The system is tested in real-time on a Kinect database with the embedded system using an optimized algorithm for skeleton extraction in real-time.
I. INTRODUCTION
Gesture recognition from body movement is a challenging domain of research that can be highly beneficial in expert systems, lie detectors, border control, computer animations, medical emergencies, as well as during search and rescue operations. It can help to quickly identify people in distress or to interpret other key cognitive states (agitated, friendly, confused etc) from observations of body movements and/or gestures. The research presented in this article introduces for the first time the embedded algorithm for fast and efficient emotional state prediction from Kinect sensor body motions (specifically, arm gestures) in real-time. It utilizes machine learning for gesture classification and optimizes skeleton extraction and processing tasks for real-time recognition performance. Human emotion and gesture recognition from body dynamics is one of the challenging new frontiers to concur in a research domain [10] . Only very recently researchers started to question whether computer systems can identify human emotions, actions or intent from body cues [2, 11, 13, 15] . This critical information could be used in a situation awareness systems to determine a proper response to an emergency or to identify a possible risk to alert the operator. This paper presents a first prototype of a Kinect-based motion sensor system capable of recognize four gestures of a person: friendly, in distress, annoyed and neutral. The arm movement is tracked using a real-time machine learning system, which relies on the body skeleton extracted by Kinect sensor. This paper makes two important contributions to the body of literature. First of all, it develops a new framework for using Kinect gait sensor to identify a gesture and thus predict an emotional state of a person from a body movement, by relying on Support Vector Machine (SVM) supervised machine-learning method trained with the labelled body joints dataset. Secondly, this paper proposes an optimized way to extract skeleton joints from embedded system in real-time and realizes this algorithm on a proprietary embedded hardware. The experiments conducted in real-time demonstrate a high recognition performance.
II. LITERATURE REVIEW
Machine-learning methods for motion detection has been successfully applied to various intelligent systems, in the fields of security, robotics, knowledge representation, learning, medicine and virtual reality, to name a few [10, 11] . A release of Kinect sensor has created new opportunities to address the problems related to the real-time motion analysis, leading to a spike in the interest in gait recognition using Kinect [2, 13] . In addition to different data streams that can be obtained from Kinect (RGB, depth, audio, etc), it can also construct a 3D virtual skeleton from a human body and track it in real-time, rendering the traditional video pre-processing tasks, such as background modeling and silhouette extraction, unnecessary. Although skeletal data tracked by Kinect sensor is noisier than the traditional MOCAP data, the computationally inexpensive tracking of real-time skeleton contributed to high interest in the action recognition methods for Kinect sensor. One of the first works in this direction appeared in 2012, when Xia et al. utilized histograms of 3D joints and trained them using Hidden Markov Model (HMM) to create a posture representation for Kinect action recognition [4] . Soon after, a motion representation based on EigenJoints was suggested by Yang and Tian [5] , who combined the static posture with the dynamic motion and also utilized a Naïve Bayes Nearest Neighbor (NBNN) for the action classification. An approach recommended in [6] was successful in focusing on skeletal data dissimilarities, and then by using SVM. More recently, new features based on Joint-Relative Angle (JRA) and JoinRelative Distance (JRD) were introduced and trained using three different classifiers -SVM, Decision trees, and KNN [2] [12].
As it can be observed from the above discussion, many activity recognition approaches rely on machine learning for feature classification tasks. However, almost no research looked at using Kinect in real-time for tasks beyond gait and activity recognition. While there has been a surge in a number of action recognition systems developed based on Kinect sensor technology, recognizing emotion or performing observation based on the body movements or gestures has been rarely considered [7] [8] . It have been noted that human body carries messages in the form of motions of the body joints [7] . Thus, researchers have considered stylized dance movements to recognize human emotion, where anger has been identified as an easily distinguished emotion [8] [9] . In 2017, the first embedded hardware device to monitor the number of people inside a confined space using Kinect was developed [1] . This paper is one of the first studies on the potential use of Kinect to provide additional cues on human cognitive and emotional state through real-time observation and classification of gestures. First of all, we develop a new framework for using Kinect gait sensor to identify a person in distress, in a friendly state, annoyed or neutral, through observation of a person's upper body arm movement. Secondly, we present a framework and develop a hardware to integrate Kinect based gesture recognition method with a real-time embedded system.
III. METHODOLOGY

A. Skeleton Tracking on Embedded System
FThe embedded system was developed on the Odroid-XU4 using Linux to identify the gestures in real-time. On this platform, the sensor was connected with the Kinect driver and the tracking library, BodySkeletonTracker (BST), is used with OpenNI2 framework, which provides structured frames. The BodySkeletonTracker obtains the body joints corresponding to hand, elbow, shoulder (left and right), head and shoulder center, as shown in Figure 1 . The KEReco Python library was developed for this purpose. In order to match the data from the BodySkeletonTracker, the tracking reference point has to be changed. The BST origin is show in Figure 2 . The coordinate transformations have to be made: a translation from the top right to the middle of the camera field of view and two symmetry transformations on XZ and YZ axis. A convesion from pixels to meters also has to be performed in order to match the data origin. Figure 3 shows the pixel to meter converstion which depends on the depth, Z coordinate. 
B. Skeleton Tracking Optimization for Embedded System
The BodySkeletonTracker algorithm had to be optimized for speed on embedded system for the real-time gesture recognition. Thus, a parrallelised optimization was utlized in order to capture joint information from all frames (see Figure  5 ). The grabber process obtains every depth frame from Kinect and stores them in a temporary buffer. When a new frame is saved in the first buffer, any decoding thread can pick a depth frame. Then this thread will decode the depth frame and return the tracked joints. These joints are stored in the second buffer which will be resynchronized if a recent frame is decoded faster than an older. Finally after resynchronization all joints are send to the application with a callback.
C. Feature Extraction
In the developed system, gestures are recognized based on the arm movement. With only the top body joints, extracted features are sufficient to identify the gesture. Extracted features (see Table 1 Figure 6 shows a space of four gestures: friendly wave (labelled as wave), annoyed, in distress and neutral, for the two extracted features which are angle head-shoulder-hand and angle head-shoulder-elbow. As it can be observed from Figure  6 , the distress gesture is well separated from others, while the three remaining gestures overlap. Figure 7 shows the covariance features graph for the first 21 extracted features. The blue colors demonstrates a very low correlation among features, while the dark red color found on the diagonal and in a few other areas shows a high correlation among features. This figure indicates that quite a few of the extracted features are independent, including majority of position and angles features, which is an indication that a classifier algorithm trained on them can perform very well. In order to recognize gestures, Support Vector Machine classifier (SVM) is trained on a dataset by using different subjects with all four gestures collected. The best configuration to use within the SVM classifier was determined experimentally and used 75 features from 15 frames. Figure 8 depicts the frame buffer. This buffer holds at most 75 features before a new prediction made by the classifier. After the classifier prediction, the buffer removes an oldest frame, which has five features. The extracted features from the next frame will be added to the buffer and a new prediction will be made. 
IV. EXPERIMENTAL RESULTS
A dataset for eight subjects with four gestures was collected using Kinect v2. The training set contained four gestures recorded at two distances: at two and four meters away. The experiments were run using two-fold cross-validation. This dataset was used to train the SVM classifier in order to predict confidence rate in a given gesture over other gestures. The embedded system with the developed BodySkeletonTracker algorithm was tested for gesture recognition. The main experiment was based on recognizing a sequence of the following gestures: neutral, friendly, neutral, distress, neutral, annoyed in real-time. The neutral state was held for 5 sec while others gestures for 10 sec. Figure 9 demonstrates the process of continues gesture recognition. In order to avoid the transition effect when gestures changed a threshold for gesture to be stable for 30 frames was set, which mitigated the issue. Another observation is that friendly and annoyed were the two the closest gestures, while all other gestures were easily distinguished. SVM confidence was above 85% for each gesture, computed according to the distance from the hyperplane. Figure 10 shows a sequence of gestures, correctly recognized in 100% of cases in real-time for each frame.
We also extracted the AuC data and the Confusion Matrix and compared method performance for PC and ES (Embedded System). The results demonstrate that both could predict the correct emotion with up to 97.7%. For neutral emotion, the recognition rate is the same for both PC and ES. For dynamic emotions, the BodySkeletonTracker (BTS) performs slightly worse than the Microsoft SDK. This means that the joints extraction process on embedded system is not as accurate as the PC system due to real-time tracking process implemented on the hardware.
We also noted that the Microsoft skeleton is more stable when an emotion is kept over time, the BST skeleton is less stable during transition. The BST system has to compute a lot of changing joints when an emotion changes, this is related to the movement which is completely different joints positions. But the BST solution provides an integrated solution on an embedded board in real time and can be used in multiple realworld scenarios. The overall deviation of the embedded system prediction from the PC version is about 9.11%, which can be tolerated because the emotions recognition still remains correct.
V. CONCLUSIONS
This paper presented a first prototype of a real-time system capable of recognizing four gestures that correlate to human emotions based on the arm movements. It develops a new framework for using Kinect gait sensor to identify a gesture and thus predict an emotional state of a person from a body movement, by relying on Support Vector Machine (SVM) supervised machine-learning method trained with the labelled body joints dataset. It also proposes an optimized way to extract skeleton joints from embedded system in real-time and realizes this algorithm on a proprietary embedded hardware. The system is tested in real-time on a Kinect database with the embedded system using an optimized algorithm for skeleton extraction in real-time. All gestures were identified correctly, which makes the method suitable for future integration with rescue operations. Future work will involve including other gestures for recognition udner various scenarious, from varied distnace, and under less than perfect conditions. Extending test dataset and implementing other machine learning methods is also planned. Finally, integrating the system in a real-world scenario such as search and rescue operation could be an interesting new direction. 
