Abstract -The separability of a resistor-inductorcapacitor-mutual inductance (RLCM) network is defined in this paper. Some separability, reducibility and controllability (observability) criteria of RLCM networks over ( ) F z are derived. Two illustrative examples are given.
I. INTRODUCTION
In order to study the structural properties of systems/electrical networks, many authors proposed various matrices. Lin [1] introduced the concepts of structured matrix (SM). Conceptually, an SM is composed of fixed zero entries and free nonzero entries where nonzero entries are regarded as independent parameters. The matrices whose entries are one-degree polynomials in independent parameters were defined in [2] [3] [4] . A matrix is called a column-structured matrix (CSM) if the different entries in a column of the matrix contain the same parameter factor but the factors in different columns are independent of each other [5] . A matrix of the form M=T+G is said to be a mixed matrix if the nonzero entries of T are algebraically independent over the field to which the entries of G belong [6] [7] [8] . The rational function matrices in independent parameters were used to investigate some structural properties [9] .
Let z 1 ,..., z q denote q independent parameters (or variables), which are not constants or numerical values. Let z=(z 1 ,..., z q ). The domain of z is R q and R q is also said to be the parameter space. Let F(z) denote the field of all rational functions with real coefficients in z 1 ,..., z q . Let F(z) [s] denote the ring of all F(z)-coefficient polynomials in s. A matrix is called a rational function matrix (RFM) or a matrix over F(z) if each entry of the matrix is a member of F(z). A linear system is a rational function system (RFS) or a system over F(z) if all coefficient matrices of the system are RFMs. For example, if all physical parameters (resistances, capacitances, inductances and mutual inductances) of an RLCM network are considered to be independent parameters, then all coefficient matrices of the network are RFMs and the network is an RFS or an RLCM network over F(z).
The reference [9] discussed the reducibility condition of a class of RFMs and pointed out that such the matrices can describe RLC networks over ( ) F z . On the basis of the results of [9] , the reference [10] derived the separability and reducibility criteria of RLC networks over ( ) F z , and the reference [11] investigated the controllability and observability of RLC networks over ( ) F z . The reference [12] explored the existence condition of state equations of active networks over ( ) F z . Different from them, this paper shows that the matrices introduced by [9] can describe any RLCM network over ( ) F z , and defines its separability. Some separability, reducibility and controllability criteria of RLCM networks over F(z) are derived. The results of [10] and [11] are special case of this paper. Part of results of this paper was presented in the 2005 IEEE International Symposium on Circuits and Systems [13] , and the paper was cited by [14] . So, this paper is submitted to this journal for possible publication this time.
After this section, an RLCM network over F(z) is often written as an RLCM network for simplicity.
II. PRELIMINARIES
According to References [15] [16] , the state equation of an RLCM network can be written as (most of the notations in Table 2 on p.295 of [15] are adopted here) 
where X is an n-dimensional state vector, e is an independent source vector, and X e   are respectively derivative of X and e, If 0 e = , the network (1) takes the form
where
A2 contains only resistances, , , and
, CC Q is a submatrix (with the respect to capacitors) of fundamental cut-set (f-cut-set) matrix, CC Q′ is the transposed matrix of
Q is a submatrix (with respect to inductors) of f-cutset matrix,
LL

Q′
is the transposed matrix of and C are the rational function matrices in the q parameters and it is an RLCM network over ( ) F z .
III. SEPARABILITY Definition 3.1 An RLCM network is said to be separable or hinged if there exists at least one subnetwork which has at most one node in common with its complement subnetwork and there is no mutual coupling between the two subnetworks; otherwise it is unhinged. A subnetwork in a hinged RLCM network is called an unhinged subnetwork if it has at most one node in common with its complement subnetwork, there is no mutual coupling between the two subnetworks and itself is unhinged. Clearly, there are k unhinged subnetworks in a hinged network, k≥2. As an example, the network as shown in Fig.1 (a) is hinged and has two unhinged subnetworks {E, C1, L1, L2, m, R1, R2} and {C2, L3, R3}, where E denotes the voltage source, but the one in Fig.1 (b) is unhinged. Definition 3.
2. An RLC network is separable or hinged if there exists at least one subnetwork which has at most one node in common with its complement subnetwork; otherwise it is unhinged (see [10] ).
Remark 3.1. Let all mutual inductances of an RLCM network be zero (M=0). Then the network changes into an RLC network (which is called the RLC one of the RLCM network). Obviously, the RLC network of a hinged RLCM must be separable such as the network shown in Fig.1 (a) ; but it is possible that the RLC network of an unhinged RLCM is hinged such as the network in Fig.1 (b) .
. .
It is known from the electrical network theory [15] that the f-cut-set matrix of an RLCM and its RLC is the same. The only difference is their parameter matrices in L . The matrix
The RLCM network (2) can be written as 1 According to the electrical network theory [15] , the v i − relationship of inductor branches is
Suppose that the RLC network of the RLCM (2) 
denote the set of all inductor in the subnetwork (its complement subnetwork), that is, (3) is a nonzero matrix. Proof. Clearly, the nonzero entries of
are one-degree polynomials without nonzero constant term in the independent parameters (inductances and mutual inductances) 1 
are independent of each other. Thus if some entry of one of the three matrices is nonzero, then the corresponding entry of L is nonzero also.
1. If there is mutual coupling between
submatrix of ll L has nonzero entry. 2. Suppose that there is mutual coupling between inductor links and twigs. Assume that there exists the mutual inductance ( )
Obviously, the entry with the j-th row and k-th column of LL Q is a nonzero constant 1 ± . One can know by calculation that the entry with the i-th row and k-th column of lt LL L Q is a nonzero element containing the mutual inductance 
submatrix of L is a nonzero matrix. Similarly, one can prove that the lemma still holds when there exists mutual coupling between some twigs in LS and some links in LC.
3. If there are mutual inductances between inductor twigs, one can suppose that there is the mutual inductance ( )
+ and the nonzero entries of ( )
One can know by calculation that in t LL M Q the two entries with the j-th (g-th) row and i-th ( (2) is hinged iff there exists some permutation matrix P such that 1 2
11
A and 11 A  are two 11 11 n n × matrices, 11 1 n n ≤ < . Proof. The necessity is obvious. It is only necessary to prove sufficiency. We'll prove that if the network (2) is unhinged, then (6) and (7) do not hold.
1. Suppose that both the network (2) and its RLC network are unhinged. If (6) and (7) 
which contradict that the RLC network is unhinged (see Theorem 3.1 of [10] ). This means that (6) and (7) do not hold if both an RLCM and its RLC are unhinged.
2. Suppose that the network (2) is unhinged but its RLC network is hinged. If (6) and (7) cannot be true by Lemma 3.1 (see (3), (4) and (13) of [10] ). Therefore, (6) and (7) can not hold if the RLCM network (2) is unhinged.  Corollary 3.1. The network (2) is hinged and has k unhinged subnetworks iff there exists some permutation matrix P such that Remark 3.2. Corollary 3.1 means that if the network (2) is hinged and has k unhinged subnetworks, then there exists some permutation P such that
(1) (2),
,…,k, k ≥2; if the network is unhinged, i.e., k=1, then A is irreducible under permutation transform PAP′ .
When the network (2) is hinged, it is easy to find P: From X PX = (X is known by (2)), one can find P such that
is the state vector of the i-th unhinged subnetwork, i=1,…,k.
IV. REDUCIBILITY
The matrix 1 A of (2) can be denoted as
The matrix 2 A of (2) contains only resistance parameters. So 12 A and 2 A do not contain the parameters (1), , ( ), (1), , ( )
Therefore, the coefficient matrix
A A A − = of the RLCM network (2) can be described by (2.1) in [9] and the results obtained in [9] can be applied to RLCM networks. Let P(s) be an n-degree polynomial in 
where M i is an n i ×n i matrix, i=1, 2, 1≤n 1 ＜n; otherwise M is irreducible. M is said to be reducible under permutation transform PMP′ if there exists some permutation matrix P such that
where Mi is an ni×ni matrix, i=1, 2, 1≤n1＜n; otherwise M is irreducible under PMP′ . The following theorems are obvious by Theorem 3 and Corollary 3 in [9] , and Theorem 3. (2) (2) has full rank iff the network (2) has no all-inductor loops or all-capacitor cutsets.
Proof. The matrix 2 A does not contain any mutual inductances by the electrical network theory. This implies that Proof. Sufficiency is obvious. Necessity. Conversely, suppose that the network (2) has all-inductor loops and/or all-capacitor cut-sets but it is unhinged. Then 2 A has no full rank by Lemma 4.1, A has zero eigenvalue and det ( ) sI A − is reducible. Suppose that the network (2) has no all-inductor loops or all-capacitor cut-sets but it is hinged. Then 2 A has full rank by Lemma 4.1. Since it is hinged, det ( ) sI A − is reducible by Theorem 4.3. Theorem 4.5. Suppose that the network (2) has no allcapacitor cut-sets or all-inductor loops. The network (2) is hinged and has k unhinged subnetworks iff its
Ai (2) are two coefficient matrices of the i-th unhinged subnetwork in the hinged network (2), i=1, … , k, k≥2,
V. CONTROLLABILITY AND OBSERVABILITY
On the basis of the results of Sections 3 and 4, we will study the controllability and observability of RLCM networks in this section.
Theorem 5.1. Suppose that the RLCM network (1) has no all-voltage source/capacitor loops or all-current source/inductor cut-sets, its network (2) without sources has no all-capacitor cut-sets or all-inductor loops, and the network (2) is unhinged. Then, (i) the network (1) 
If the network (2) of (9) is hinged, it is known by Corollary 3.1 and Remark 3.2 that there exists some permutation matrix P such that ( , , ) ,
, Ci is a p×ni matrix; i=1,…, k, k≥2.
Theorem 5.2. Assume that the network (2) of (9) has no all-capacitor cut-set or all-inductor loops. Then 1) for the network (9), (A, B1) is controllable over F(z) iff in
We know that the controllability of (A, B1) is equivalent to that of ( , A B ) and the observability of (A, C′) is equivalent to that of ( , A C′  ). 1). One can know that the characteristic polynomial det( sI A − )=det( sI A − ) has no nonzero multiple factors (Property 1) by corollary 4 of [9] . Since the network (2) of (9) has no all-capacitor cut-sets or all-inductor loops, A2 has full rank. So A has full rank and A has no zero eigenvalues, that is, A has no zero eigenvalues. Thus det(ˆi sI A − ) and det(ˆj sI A − ) are relatively prime, 1≤ i,
is controllable over F(z), from Corollary 1 or Theorem 6 of [17] , i=1,…,k. Moreover since ˆi A is the coefficient matrix of the i-th unhinged subnetwork in the network (2) that has no all-capacitor cut-sets or all-inductor loops,
The sufficiency is proven. Thenecessity is obvious [18] [19] .
2). Since the controllability and observability are coupled, (A, C′) is observable over F(z) iff Ci≠0, i=1,…, k, k≥2.
Remark 5.2. Assume that a physical RLCM network is hinged and has k physical unhinged subnetworks. Then Result 5.1 holds for every physical subnetwork. This implies that 1) the equivalent network of the physical network can not have any all-voltage source and capacitor loops or all-current source and inductor cut-sets (let (9) describe the equivalent network. One can arbitrarily change the order of state variables in the state vector. So there must exist some permutation matrix P such that in ( ) X X PX = the state variables of each unhinged subnetwork are put together. Then (10) is obtained); 2 the equivalent network without sources has no all-inductor loops or all-capacitor cut-sets and it has k unhinged subnetworks in which ˆi A is the coefficient matrix of the i-th unhinged subnetwork (when (10) describes the equivalent network), 1 Example 1. Consider the network (over F(z)) shown in Fig.1(a) , where z=(z1,…, z9)=(C1, L1, L2, m, R1, R2,C2, L3, R3). It is a hinged network and has two unhinged subnetworks S1 and S2, where S1={E, C1, L1, L2, m, R1, R2} and S2={C2, L3, R3}. It has no all-voltage source and capacitor loops or all-current source and inductor cutsets, and its network without sources (let the voltage source be short-circuited) has no all-capacitor cut-sets or all-inductor loops. Since S1 contains a voltage source, 1 0 B ≠ . So the subnetwork S1 is controllable over F(z) by Theorem 5.1. But S2 has no sources and so 2 0 B = .Then S2 is uncontrollable over F(z). Thus the hinged network is not completely controllable over F(z) by Theorem 5.2. The technique is straightforward. Now, let us show this problem by calculation. We can find the state equation of the network as described in (9), where 
Obviously, det A and A have full rank, which shows the network without sources has no allinductor loops or all-capacitor cut-sets. Indeed it is true by observing Fig.1(a) A B is not completely controllable over F(z). This method is laborious.
Example 2. Consider the network in Fig.1(b) . It is an unhinged network. Since its network without sources has no all-inductor loops or all-capacitor cut-sets, its characteristic polynomial det( sI A − ) is an irreducible one in F(z)[s] by Theorem 4.4, So its coefficient matrix A is irreducible. It contains a voltage source and so 1 0 B ≠ . Thus it is controllable over F(z) by Theorem 5.1. But its RLC network (let m=0) is hinged, which contains two unhinged subnetworks S1={E,
, , C L R } and S2={ 2 2 2 , , C L R }. Obviously, S1 is controllable over F(z) but S2 is uncontrollable over F(z) for S2 does not contain any sources. Thus the RLC network is not completely controllable over F(z).
