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Introduction
The limited availability of fossil resources and more importantly their contribution to climate change have driven the deployment of sustainable electricity generation technologies.
Numerous countries have rolled out policies to encourage the use of renewable energies (REN21 2017) . Germany was among the first countries to introduce a feed-in tariff (FIT) for photovoltaic panels (PV) by the Renewable Energy Sources Act (EEG). As a result, Germany became a pioneer for PV and still has the highest installed PV capacity per capita worldwide (REN21 2017), despite solar radiation being rather low compared to other countries. The share of German electricity demand covered by solar energy systems has risen from below 1% in the year 2008 to around 6% in the year 2016. A distinctive feature of PV panels is their scalability, making them attractive at the utility, commercial and residential scale. Residential customers, who are in the focus of this study, can easily install roof mounted PV panels and become small-scale producers (Groote et al. 2016) . From a households' perspective, PV systems bundle both investment opportunities (the net present value of the generated electricity) and an apparent support of renewable energies (the common knowledge a house becomes "greener") (Dastrup et al. 2012) . From a political perspective, these characteristics may considerably contribute to the social acceptance of renewable energy and induce a commitment of private households (Schaffer and Brun 2015) . In Germany, small-scale PV installations (below 10 kWp) account for about 5.4 GW as of December 2015, representing 14% of total capacity. Own illustration and calculation based on data from German TSOs (2016) and IEA (2016) Besides guaranteed FIT, decreasing PV system prices enhance their popularity among households, leading to a growing capacity over the years (c.f. Figure 1) . However, only about 2.4% of Germany's 38 million households have installed PV panels. Mainzer et al. (2014) estimate the total technical residential building roof potential in Germany to be above 200 GW. 0 1,000 2,000 3,000 4,000 5,000 6,000 7,000 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 Capacity [MW] System Prices [EUR/kW] Considering this huge potential for small-scale roof mounted PV installations, the maturing PV sector and the ambitious renewable energy targets, two related questions arise: How do residential PV systems spread over space and what drives the regional uptake?
A variety of studies has discussed barriers and drivers for the adoption or non-adoption of residential PV. They use qualitative methods, such as interviews (Schelly 2014) and case studies (Braito et al. 2017) or quantitative methods, including (log-)linear regression analysis (Groote et al. 2016 ) based on data from large surveys (Rai et al. 2016) or publicly available data. From an economic perspective, a household will invest in a PV system, if it is profitable meaning it has e.g. a positive net present value (Klein and Deissenroth 2017) . Ceteris paribus, higher solar irradiation increases yields making it more likely to invest in PV panels in locations with high irradiation (Schaffer and Brun 2015) . However, findings indicate that beyond solar irradiation and economic motives, the built environment (Graziano and Gillingham 2015) , knowledge of grants and costs (Vasseur and Kemp 2015) , administrative burdens (Palm 2018), regional policies (Zhang et al. 2011) , ecological attitudes (Braito et al. 2017) , peer effects (Palm 2017) , and the influence of installers (Rai et al. 2016 ) determine the decisions to install roof mounted PV panels.
Investigating accumulated PV uptake at a regional level, different degrees of PV adoption in, at first glance, similar regions are obvious und clusters in adjacent regions become apparent.
Spatial clusters might be induced by different forces, such as peer effects (Palm 2017) or the concentrated know-how of craftsmen or regional solar initiatives (Schaffer and Brun 2015) . As the presence of solar panels on rooftops is conspicuous, others in the same region know PV adopters and this community level re-enforcement may further spread the uptake of PV panels (Dastrup et al. 2012) . Notably it is relevant whether social imitation effects or rather economic or ecological considerations essentially drive PV expansion. In the former case, regional disparities are likely to be self-reinforcing, at least in the mid-term. This has obvious implications for regional policy initiatives, business strategies as well as grid planning. Here, the identification of the underlying issues for PV uptake are important to foresee potential problem situations. The accumulation of decentral PV systems in specific regions, can cause bidirectional flows in the distribution grid, which can for instance cause voltage problems (Balta-Ozkan et al. 2015) . This issue was often not accounted for when designing the (rather old) grid infrastructure and has to be met with either reinforcements or some flexibility options.
A recent strategy in German energy policy is to favour self-consumption by funding battery storage systems (Wittenberg and Matthies 2016) . However, with increasing electricity generation coming from decentral PV, to preserve grid stability in certain regions becomes more challenging.
Previous studies have failed to cover the spatially dependent nature of PV diffusion. They ignore potential neighbourhood effects in line with spatial proximity. Addressing this issue, an arising stream of literature (Dharshing 2017; Balta-Ozkan et al. 2015; Schaffer and Brun 2015) considers potential spatial relations, invoking Tobler's first law of geography: "everything is related to everything else, but near things are more related than distant things" (Tobler 1970, p. 236) . In this context, our paper focusses on the underlying processes for PV diffusion over space, while controlling for regional differences in adopter characteristics and settlement structure. We extend previous findings on the regional diffusion of roof mounted PV systems in Germany not only by including additional explanatory variables but also by considering multiple forms of cross-regional spillover using spatial econometric models. The analysed PV sample comprises all installations with a capacity up to 10 kWp erected by the end of 2015. By normalizing the entire dataset to households, a coherent specification and interpretation of model results is achieved. Another advance of our study is the consideration and comparison of various spatial model specifications to select the model, which performs best to fit the data and to capture the underlying spatial process. Further, we differentiate between direct and indirect effects (LeSage and Pace 2009), which has no precedent in the literature regarding PV adoption analysis with spatial econometric models. We thus contribute to the literature by deepening the interpretation of spatial model estimations in the context of residential PV diffusion research, by providing new results including unprecedented variables as well as aligning our results with previous findings. Our results indicate that solar irradiation, electricity demand, detached housing and inverse population density positively relate to the uptake of residential PV systems. The impact of environmental attitude and income seem to be negligible. Significant spatial parameter estimates indicate spatial dependence is a relevant determinant for explaining regional clusters of adoption.
The remainder of this paper is structured as follows: Section 2 outlines the relevant literature.
Section 3 describes the methodological approach for the spatial regression analysis including the identification of direct and indirect effects. Section 4 provides data and descriptive statistics.
Estimation and test results of the spatial econometric analysis are described in section 5. The final chapter concludes.
Related Literature
The here mentioned articles share the use of spatial econometric models (c.f. section 3) to identity determinants for residential PV adoption (c.f. Table 1 ). They agree that spatial spillover is a major determinant for explaining residential PV uptake. Another common driver is solar irradiation. Higher irradiation entails higher electricity generation and consequently greater PV expansion. 1 Further, the built environment and settlement structure has a strong influence on residential PV adoption. Building density (residential buildings per sqm) is identified as a positive influence by Schaffer and Brun (2015) . They argue that for rooftop installations, roof space is a prerequisite and hence greater building density induces higher PV adoption. 2 Graziano and Gillingham (2015) and Balta-Ozkan et al. (2015) find that adoptions decrease with population density, implying multi-storey buildings with limited roof space. Density measures do not capture building features, which usually supplement the analysis. Balta-Ozkan et al. (2015) embraces the share of detached houses as a predictor for PV adoption and finds a positive influence. Compared to terraced houses, detached houses offer better access to possibly larger rooftops, which simplifies construction work. Dharshing (2017) presumes that owners of single-family houses are often the target for PV marketing and more likely to install PV systems. 3 However, the author does not discover a significant effect.
Similarly, researchers anticipate PV adoption to increase with the share of owner-occupied buildings. Owner-occupiers might be financially well off and have savings to invest in PV systems. In addition, the planning and installation process is easier to manage as owneroccupiers can decide freely whether to install PV. They might show a higher willingness to invest in building technologies as they directly profit from anticipated yields. In contrast renters may not have permission to install PV panels (Graziano and Gillingham 2015) and the presence of the user/investor-dilemma hampers PV uptake. 4 Schaffer and Brun (2015) ascertain a positive impact of owner-occupied buildings and similarly Graziano and Gillingham (2015) (2015) find that households' PV adoption increases with a higher electricity demand. This might build on incentives to reduce electricity costs, to reduce the environmental impact of a high electricity demand or the desire to become more self-sufficient.  Significant cross-regional spatial spillover
Methodology: Spatial Econometric Models
Either a specific-to-general or vice versa a general-to-specific approach can be chosen to arrive at a suitable model to capture spatial interaction effects (Florax et al. 2003; Mur and Angulo 2009; Elhorst 2010) . The latter approach starts the analysis with a non-spatial linear regression 5 , the standard approach in empirical work. It presumes that the manifestation of the dependent variable in a region is independent from the manifestation of the dependent variable in regions nearby. The approach proceeds by testing whether or not the model specification needs to be extended with spatial interactions effects (Elhorst 2010) . Omitting possible spatial dependence may lead to biased and inconsistent parameter estimates (Anselin, Bera 1998) .
The former approach means to start with a general spatial model that contains a series of simpler models representing all the alternative economic hypotheses worth considering.
According to Manski (1993) Thereby denotes a × 1 vector of observations on the dependent variable and is a × matrix of observations on the explanatory variables with an associated × 1 vector of regression coefficients . The variable denotes endogenous interactions among the dependent variable, associated with , the spatial autoregressive parameter. It measures the effect of spatial lag in the dependent variable. captures exogenous interactions among independent variables, with the × 1 vector representing spatial lag in the predictor variables. denotes interactions among the residuals of spatial units, associated with , the spatial autocorrelation parameter. represents an independently and identically distributed error term with zero mean and constant variance 2 . is a × matrix (spatial weights matrix) reflecting the spatial structure of the units in the sample. There are different options to define the spatial weights matrix based on concepts of contiguity and distance or a combination of both (Anselin and Bera 1998) . In the "queen contiguity" the matrix elements are set to one, if spatial units are neighbours 6 and zero otherwise (Eq. 2a). In distance-based approaches, the matrix elements are commonly defined as the inverse distances of the spatial units (Eq. 2b). By convention, the diagonal elements of the weights matrix ( , ) are set to zero as no spatial unit is viewed as its own neighbour and row elements are standardized such that they sum to one. Additionally, a cut-off point * can be introduced to limit spatial units as neighbours to a given distance (Eq. 2c)
In this study, a queen contiguity matrix is used and its spatial structure for German NUTS3 region is presented in Figure 3 . Since the selection of the spatial weights matrix is to some extent arbitrary, it has become a common practice to examine whether the results are robust to the specification (Elhorst 2010) . Thus, we have also specified the inverse distance weights matrix and have estimated the same spatial models. We use the NUTS3 centres to calculate the distances. As we expect the effect of spatial units on the entity of interest to decrease with distance and eventually vanish, we introduce a cut-off distance at 65 km. Thereby we ensure that each region has at least one neighbour. As results have shown no significant differences, 6 Neighbour means an entity that shares a common side or vertex with the region of interest (Le Sage 1999, p. 12).
we just provide graphical illustration of the used weights matrices (c.f. Figure 3) . 7 When only direct neighbours are considered, the number of neighbours is rather small. If instead neighbours are defined based on distance, urban areas have multiple neighbours, which gets obvious in the meshed structure. Figure 3 : Neighbourhood structure of queen contiguity spatial weights matrix (left) and inverse distance spatial weights matrix with cut-off distance at 65 km (right) of German NUTS3 regions
Following the suggestion of Florax et al. (2003) and Elhorst (2010) , we start our analysis with an OLS regression and then expand the model with a spatially lagged dependent variable, leading to the spatial lag or spatial autoregressive model (SAR) (c.f. Figure 2) . Then we specify the spatial error model (SEM), incorporating a spatial autoregressive process in the error term.
Under most circumstances, LeSage and Pace (2009) propose using a spatial Durbin (SDM) model, since spatial dependence among the dependent and independent variables is considered. The advantage of this model over others is the capacity to generate unbiased parameter estimates, regardless of the underlying spatial process (Elhorst 2010; LeSage and Pace 2009; Botzen 2016) . Further, estimating a SDM model is still appropriate if spatially correlated variables are omitted (Bowen and Lacombe 2017) . As the underlying spatial process is usually unclear, another approach is to employ an even more general model combining all three spatial effects (Manski-Model). However, Elhorst (2010) proves that one of the components has to be excluded in order to distinguish between spatial coefficients from each other and to interpret the results. Hence, we exclude the lag of predictor variables and estimate the Kelejian-Prucha (Keleijan and Prucha 1989) or general spatial model (GSM), controlling for both a spatially lagged dependent variable and a spatial autoregressive process in the error term.
To support the interpretation of the coefficients in spatial econometric models, associated measures are necessary (Bivand and Piras 2015) . LeSage and Pace (2009) In an OLS and SEM, the coefficients are similar to direct effects, and indirect effects are zero (Elhorst 2010 The average household PV capacity in NUTS3 regions shows significant differences ranging from 0.01 kW to 0.68 kW. The spatial pattern of households' PV uptake shows a downward gradient from south to north. A divide between East and West Germany, with lower capacity levels in the East is also visible. Cities show rather low adoption levels as well, presumably related due to the high denominator, the number of households. High capacity levels occur especially in South Germany revealing spatial clusters, e.g. in Bavaria. As FIT defined by the EEG are applicable in every NUTS3 region, the differences in regional distribution are due to other determinants (c.f. Section 4.2).
Explanatory Variables -Determinants for PV Adoption
First, a region's cumulated installed capacity is expected to increase with solar irradiation. We capture solar radiation using the sum of global solar irradiation at NUTS3 region centres. The data are retrieved from the German Weather Service (DWD 2015) . To characterise adopters of PV systems, we include share of Green voters, share of welfare recipients, household electricity demand and disposable household income. Following previous approaches, we use the share of voters for the Green party (labelled "Green voters" subsequently) in the 2013 federal election to capture environmental attitude and expect a positive impact on PV uptake.
As no official electricity consumption data is available for NUTS3 regions, electricity demand has not been analysed as a predictor variable for PV uptake in Germany before. We use information from a comparison portal that evaluated 200.000 electricity contracts in 2014 and provides the annual per capita electricity consumption for 120 German cities (c.f.
preisvergleich.de (2015)). Several cities correspond directly to NUTS3 regions, hence 120 of 402 data points are available. The missing data is approximated: For each state, the weighted average per capita electricity consumption is calculated based on the data within that state.
We estimate the missing NUTS3 data points for electricity demand by multiplying the percapita consumption within that state with the NUTS3 population. It could be argued that households who already adopted PV have a lower electricity demand, as more electricity is produced locally and not purchased. This would lead to an endogeneity problem. However, electricity generation from PV rooftop installations is measured by a second meter (under the EEG) and thus does not interfere with household electricity demand. Hence, there should not be a problem using the data. Disposable household income in NUTS3 regions of the year 2014 is retrieved from regional account data provided by the German Federal Statistical Office. As not only income, but also financial assets in general, determine the possibility to purchase PV systems, we try to capture the effect of prosperity. In general, it is difficult to find proxies for wealth, since data is hardly available. As one indicator, we use the share of owner-occupied dwellings, as home-ownership generally indicates a higher financial status. Data bases on the 2011 census. As income from capital shows a clear divide between East and West Germany (Federal and State Statistical Offices 2014), we add an east-west dummy. Data on the income from capital might be a better indicator for financial assets than owner-occupied dwellings.
Unfortunately, this data could not be obtained. In addition, the east-west dummy controls for differences in East and West Germany beyond income, e.g. possible different mind-sets.
Achtnicht and Madlener (2014) find differences of East and West German households regarding energy efficient retrofits, indicating more price sensitive households in East
Germany. Accordingly, we expect a negative impact of East German regions on PV uptake.
As a (negative) control variable for prosperity in a region, the share of welfare recipients is included, containing beneficiaries of unemployment benefits as well as other social benefits.
The sensitive financial situation might not offer the possibility to purchase the PV technology.
Data is retrieved from the German Federal Statistical Office for the year 2014. To control for settlement structure we include the share of detached houses, share of single-family houses and the share of owner-occupied dwellings and presume positive impacts on PV uptake. The data bases on the 2011 census. As correlation between these variables may be high, it is tested for in the analysis. As we normalize to the number of households, we do not consider household size or population density. However, we include the county area, which normalized to the number of households yields the inverse of the household density. We expect the area per household to have a positive impact on cumulated installed capacity in a region.
Descriptive statistics for all variables are presented in Table 1 . Other influences, such as age or education variables are omitted in this study, as we do not want to overload the analysis and presume that the main drivers for PV adoption are covered. Yet, previous studies capture the effect of population age and find a negative impact for the share of population under 20 years (Dharshing 2017 (2017) suggest a positive impact of education on the regional PV uptake. 
Model Specification
To investigate the determinants of PV adoption across the 402 German NUTS3 regions ( ) the following model is applied:
The dependent variable in Equation (1) 
Estimation Results and Discussion
As single-family houses are often detached and occupied by the owner, the use of all variables leads to collinearity problems. 13 Collinearity causes instability in parameter estimation and must be avoided. We exclude the share of single-family houses as a regressor. 14 Standardized coefficient estimates of the OLS model are presented in the first column of Table 3 . Results reveal that solar radiation, electricity demand, share of detached houses and area per household have a positive impact on the regional uptake of PV installations. Available income, welfare recipients, green voters and the east dummy variable turn out to affect negatively the adoption of PV. Ownership seems to be negligible. The negative impacts of available income and green voters are rather surprising and rise questions on the validity of the specification although the obtained R 2 of 0.75 indicates a rather good model fit. To test for spatial correlation, we calculate Moran's I (Moran, 1950) and carry out Lagrange multiplier (LM) tests. Moran's I test statistic is a global indicator of spatial association. 15 The positive values (c.f. Table 2) indicate spatial dependence of PV capacity as well as OLS residuals. Also, Moran's scatter plots in Figure 5 and Figure 6 show positive spatial correlation between neighbouring regions. 13 We use the the variance of inflation factor (VIF) to detect collinearity. The VIF is based on the square of the multiple correlation coefficients resulting from regressing a predictor variable against all other predictor variables. A VIF greater than 10 signals a collinearity problem in the model. We also excluded detached houses or single-family houses, which lead to a smaller R2 and justifies the omission of the owner-occupier rate. 14 Results including single-family houses are provided upon request. 15 Moran's I: =
We use a row standardized queen contiguity weights matrix for the tests and the subsequent spatial models. LMerror and LMlag tests, in addition to their robust versions, test the null hypothesis of no spatial dependence against alternatives of spatial error and spatial lag dependence respectively (Anselin, 1988; Florax et al., 2003) . 16 LM tests (c.f. Table 2) indicate that the null hypothesis of no spatial dependence should be dismissed. OLS regression seems inappropriate and may result in biased estimates, as spatial forces driving PV adoption are not confined by NUTS3 borders but are likely to spill over to proximate regions. Given the positive and significant values of LMerror and LMlag tests and their robust versions, the OLS model is rejected in favour of both the SAR and the SEM. Hence, also the SDM should be estimated (Elhorst 2010) . In addition, we employ a GSM, incorporating both spatial lag and error correlation, but neglecting spatial dependence in explanatory variables. Table 3 provides estimation results. In addition, Table 5 shows impact measures of the SDM and GSM. (1)) that = 0; tests for spatial autocorrelation of the error (LM error) test whether = 0. RLM error tests for error dependence in the possible presence of a missing lagged dependent variable. RLM lag tests for a missing spatial lagged dependent variable in the possible presence of spatial error dependence. Regarding the estimates, a difference between the OLS and spatial models are the generally smaller coefficients in the spatial models. This implies that their direct influence is less pronounced than estimated earlier, and partly attributable to spatial association. In this vein, the east dummy is insignificant in spatial models. As expected solar radiation maintains a positive influence on PV uptake in the spatial models. 18 Yet in our analysis solar radiation is not the predominant factor, as other variables show higher coefficients. Contrary to expectations, ecological attitude has a negative influence on PV uptake (OLS) or is insignificant (SAR, SEM und GSM). In the SDM the estimate is positive whereas the lag estimate is negative. This finding is supported by the impact analysis (c.f. Table 5 ). It suggests that a high share of Green voters in a region negatively influences PV adoption in adjacent regions, which has no plausible interpretation. Yet, by visualising the share of Green voters in NUTS3 regions, it becomes obvious, that the share of Green voters is especially high in cities. Here, the PV capacity per household is rather low, which might entail a negative relation. In less densely populated suburbs, meaning regions adjacent to cities, the PV uptake under consideration is rather high, which again might explain the negative spatial lag impact. Admittedly, the use of other indicators for environmental awareness than Green party voters might involve different results, in particular that environmental motivation favours PV uptake. E.g. Wittenberg and Matthies (2016) finds that the use of green electricity tariffs and energy efficient appliances is higher for PV adopters, indicating higher environmental awareness than average households.
A major predictor for PV uptake is household electricity demand. It has the highest positive coefficient estimates. Simiarly, Wittenberg and Matthies (2016) find that electricity consumption of PV adopters is medium to high compared to the German average. A household's comparatively higher demand may entail higher environmental concerns and lead to a the desire to compensate the higher demand by green electricity production (Balta-Ozkan et al. 2015) . The decision could also be motivated by the financial consideration to reduce the household's comparatively higher electricity costs or the wish to become self-sufficient.
A negative impact of household income on cumulated PV capacity is suggested by spatial estimation results suggest and supported by the impact analysis (c.f. Table 5 ). This implies that high income is no precondition for meeting the upfront costs of PV systems. For high-income households, the potentially profitable purchase of a PV system may not be a concern, as saving money (or energy costs) is not an issue. Also, higher incomes are potentially paid in densely populated areas, where limited roof potentials hinder the growth of installed capacity per household. Obviously, there is an indirect effect of income on PV uptake through the increased probability for living in a detached and owner-occupied house. However, the positive impact of homeownership is only significant in the SAR specification and insignificant in the remaining models. We assume the reason to be the high correlation of detached and owneroccupied dwellings. If detached houses are excluded as a regressor, the impact of owneroccupied dwellings is positive in all models. Similarly, including single-family houses instead of detached or owner-occupied dwellings, a positive impact is found. Hence, detached houses in our data (building on the German 2011 census) are to some extent congruent with owneroccupied dwellings as well as single-family houses. However, the explanatory power of detached houses is the highest. They are a main driver for PV adoption indicated by high estimates in all models. In addition, county area per household essentially favours PV uptake. 19
This again hints at a positive impact of rural areas with larger properties and higher shares of detached single-or double-family houses. Detached houses improves solar exploitation of PV panels, since they usually encounter no shadowing and have larger roofs (Dharshing 2017) .
Further, construction work is easier compared to terraced houses (Balta-Ozkan et al. 2015) .
The share of welfare recipients mitigates regional PV uptake, hence capturing a positive relationship between socio-economic status and PV uptake, which could not be obtained from the income variable. In this vein, initial investment costs seem to detain socially deprived households (who are also more likely to rent) from adopting PV systems. Although FIT offer or increase profitability of PV systems, they do not reduce the high capital costs. Balta-Ozkan et al. (2015) use the findings of Graziano, Gillingham (2015) on the importance of accumulated capital for PV uptake and suggest that the early adopters of PV panels seem to be post-family householders capable to cover the high upfront costs. Notably, in older post family households (two-person, retired), electricity demand is rather high as more time is spent at home (Wittenberg and Matthies 2016) . These households again are likely to characterize affluent regions, live in detached houses and entail enough capital savings to invest in PV panels. 20 The coefficients of the SDM, representing spatial lags of the independent variables, are only statistically significant for county area and green voters. Similarly, indirect impact measures of the SDM and GSM are only significant for Green voters and detached houses (c.f. Table 5 ). 21
This implies that spatial lag of independent variables and indirect impacts do not offer meaningful explanations of PV adoption. Hence, most effects are local, as mostly direct impacts are significant and outgun indirect impacts. Consequently, PV uptake in a region depends on its own adopter-characteristics and settlement structure, and less so on those of its neighbours. In addition, positive direct (or total) impact measures of the SDM and GSM confirm that solar irradiation detached houses, electricity demand and county area favour PV uptake. Negative influences of income and welfare recipients are also substantiated.
To conclude, it is clear from the results that the data exhibits significant spatial dependence independently of the chosen specification. In the context of this study, we do not prefer a single model, but rather build implications on all model results. However, from coefficient estimates and test results the SEM performs best to interpret the impact of PV uptake within a region.
This indicates that although spatial lag is present, spatial dependence in the residuals has higher explanatory power. Hence, we suppose that spatial spillover is not mainly driven by social imitation but by other regional characteristics not included in our model.
Detached houses in spacious regions offer favourable conditions for PV adoptions. Also, households living in (their own) detached buildings might have financial savings to invest in PV systems. The share of welfare recipients seem to be a suitable negative proxy for wealth, having an impeding influence on a regions PV uptake. We hence suggest that is not income but rather prosperity i.e. accumulated capital, which contributes to regional differences in PV uptake. Further, households with higher electricity demand are inclined to adopt PV panels.
Neither disposable income nor ecological attitude qualify to explain higher levels of PV adoption and rather show an opposing impact. A supposed East German mind-set impeding PV adoption could also not be supported.
The availability and choice of data as well as the configuration of the spatial weights matrix (Mur and Angulo 2009 ) are crucial for the regression results and their interpretation. We have tested an inverse distance matrix and results are robust across this alternative specification.
Conclusion
Considering the finite nature of fossil resources and their effect on climate change as well as the huge potential for small-scale roof mounted PV installations and the support mechanisms in place, more small-scale PV installations are likely to emerge. This article studies the drivers and barriers influencing the diffusion of small-scale solar PV systems across space. We use cross-sectional data on PV installations in Germany, along with adopter characteristics, settlement structure and radiation data to find key determinants for accumulated capacity of small-scale PV systems in NUTS3 regions.
Spatial dependence is a significant explanatory factor for residential PV diffusion, implying positive spillover to adjacent regions and the manifestation of PV clusters in certain regions.
Recurrent visual perception, intensified social interactions and peer-effects might explain spatial autocorrelation as potential adopters follow decisions by actors in the proximity. Another reason for spatial dependence might be a concentration of craft skills or solar initiatives, which leads to an accelerated diffusion in a region and its surroundings. Whereas the first explanation corresponds to the specification of a spatial lag model (SAR) the latter is in line with a spatial error specification (SEM). When considering both spatial processes in a generalized spatial model (GSM), we find that although spatial lag is present, spatial dependence in the residuals has higher explanatory power. We suppose that spatial spillover is not mainly driven by social imitation but by rather on regional characteristics beyond the included predictor variables.
Notably, high values for solar radiation, shares of detached houses, electricity demand and inverse population density of a region favour PV uptake. German" mind set (or differing economic conditions) beyond the general spatial interdependences and economic factors.
The drivers for the regional distribution of PV installations are important for political and scientific discussions regarding the increasing share of PV generation in Germany. As 62% of German residential buildings are detached, there is further rooftop PV potential to be exploited.
Potential new business models such as solar leasing or tenant (sub-) metering might grow and make rooftop PV accessible to a broader market. One implication pointed at by Dharshing (2017) is that regional differences lead to variations in the local benefits of policy measures. A better understanding of the regional impacts of policies can help to improve remuneration schemes and adjust national policies. In addition, the installation of PV systems in a region creates local jobs and revitalises artisanship, which might be important factors for urban development and planning.
Our findings deepen the understanding on the regional diffusion of small-scale PV but research is still needed, as spatial dependence in residuals hints at unobserved drivers for regional uptake. E.g. editing data on local solar initiatives in NUTS3 regions and taking it as a predictor variable might account for some of the spatial error correlation. Shortcomings of our research which could be addressed include the following: Notably we do not account for innovation diffusion effects over time, as proposed by Rogers (2003) . Hence, a temporal dimension could be integrated in the analysis leading to a spatial-temporal model. Klein and Deissenroth (2017) analyse when household's invest in PV systems and find that not only profitability, but also the change in profitability compared to the status quo determines the uptake. Yet a precondition for including time effects is the availability of the data. However, we do not want to capture effects over time (e.g. cost decreases) but rather (nearly) time invariant features of different regions and thus employed cross-sectional data instead of panel data. Time invariant variables are incorporated in the fixed effects (FE) of standard FE panel models, which complicates evaluation of these variables. Rode and Weber (2016) find that imitation in household PV adoption is highly localised, but influence decreases over distance. Richter (2013) also notices stronger social effects of domestic solar PV for smaller spatial units. In light of these findings, our spatial units seem to be rather big to investigate social interaction between households.
Considering smaller spatial units such as zip codes in the analysis may hence improve our findings on spillover effects. However, data availability at a zip code level for the predictor variables used in this study has limited the spatial disaggregation. Schaffer and Brun (2015) . ⁎⁎⁎ Significance level at 0.1% ⁎⁎ Significance level at 1%. ⁎ Significance level at 5% . Significance level at 10%
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