Abstract-In the past few decades, the localization literature has seen many models attempting to characterize the non-lineof-sight (NLOS) bias error commonly experienced in range measurements. These models have either been based on specific measurement data or chosen due to attractive features of a particular distribution, yet to date, none have been backed by rigorous analysis. Leveraging tools from stochastic geometry, this paper attempts to fill this void by providing the first analytical backing for an NLOS bias error model. Using a Boolean model to statistically characterize the random locations, orientations, and sizes of reflectors, and assuming first-order (i.e., single-bounce) reflections, the distance traversed by the first-arriving NLOS path is characterized. Under these assumptions, this analysis reveals that NLOS bias exhibits an exponential form and can in fact be well approximated by an exponential distribution -a result consistent with previous NLOS bias error models in the literature. This analytically derived distribution is then compared to a common exponential model from the literature, revealing this distribution to be a close match in some cases and a lower bound in others. Lastly, the assumptions under which these results were derived suggest this model is aptly suited to characterize NLOS bias in 5G millimeter wave systems as well.
I. INTRODUCTION
Localization techniques utilizing range measurements, e.g., time-of-arrival (TOA) or time-difference-of-arrival (TDOA), commonly rely on LOS assumptions for best performance. However, the ranging signal is frequently subjected to channel effects, such as reflections or diffraction, which leads to range measurements that are erroneously larger than the true distance between the transmitter and receiver. Thus, in addition to noise, a positive bias term needs to be accounted for in the measurement. The approach to dealing with this term has been the subject of much research over the years in the localization literature [1, Sec. VII], [2] .
While there are many aspects to the NLOS bias problem, such as algorithmic considerations [2] and localization performance modeling [3] , one fundamental issue that arises is how to statistically characterize the NLOS bias. In 2007, [4] summarized the state of the NLOS bias research: "At the present time, very little is known about the statistics of the NLOS variables [bias] in realistic propagation environments, and there are no established models." Since then, there have been many proposed NLOS bias distributions such as a skew t [5] , a half-Gaussian [4] , a Rayleigh [6] , a shifted Gaussian [6] , and a positive uniform [7] . Prior to these, a gamma distribution was also proposed [8] and an exponential distribution was, and still is, a commonly used model [9] , [10] , [11] . There have also been previous attempts to use measurements to generate purely empirical NLOS bias distributions [12] . However, all of these bias distributions were chosen solely due to their tractability, desirable features, e.g. a positive support, or their close fit to empirical measurements in specific scenarios. To date, none have been theoretically verified.
In an effort to finally bring an analytical backing to the NLOS bias problem, it is helpful to utilize tools from stochastic geometry; in particular, the Boolean model [13] . This model places distributions on the random positions, orientations, and sizes of buildings in a network. The seminal work utilizing this model to study propagation in cellular networks was conducted in [14] , where the model was used to derive metrics such as connectivity and coverage probability.
The most relevant aspect of the Boolean model, in terms of addressing the NLOS bias problem, is its ability to handle reflections. With the recent push towards 5G cellular and its use of millimeter wave (mm-wave) frequencies, diffraction effects become negligible while reflections begin to dominate propagation [15] . Thus, the Boolean model becomes an attractive analytical tool. In [16] , the model was used to generate a power delay profile (PDP) under first-order reflections, independent blocking, and under the condition that all buildings have the same orientation per a channel realization. The work in [17] and [18] extend that of [16] by considering buildings with random orientations and equipping the transmitter and receiver with directional antennas. For this more general model, channel characteristics such as the PDP, the average number of reflections, etc., were derived under first-order reflections and independent blocking. Lastly, in an effort to determine coverage probability, [19] derives the distribution of the shortest reflected path. This was derived by considering a PPP of base stations, with the mobile at the origin, and considering the closest reflector to the mobile (with reflectors modeled as line segments). Then, the distribution of the shortest path among the eligible base stations, through this single reflector, to the mobile was derived.
In terms of the NLOS bias problem however, the aforementioned works either don't offer the results we need or don't utilize the assumptions we desire in addressing the NLOS bias problem. That is, while [16] Similarly, [17] and [18] also do not derive a distribution for the shortest NLOS path length, and furthermore, the underlying model (of having the directional antennas at the transmitter and receiver pointed in fixed directions) makes it difficult to determine whether a shorter NLOS path may be available in another direction. Lastly, although the work in [19] does address finding the shortest NLOS path, the model does not apply to the NLOS bias problem, since a range measurement is between a mobile and a single base station, not between a mobile and multiple base stations.
A. Contributions
The goal of this paper is to provide the first theoretical justification for a choice of an NLOS bias model. This is achieved by considering a single transmitter-receiver pair, whose LOS path is assumed to be blocked, and which is surrounded by buildings (i.e., reflectors) distributed according to a Boolean model. For this range measurement setup, we derive a distribution for the path length of the first-arriving NLOS signal under first-order reflections. 1 In achieving this goal, the paper makes the following contributions:
1) The reflection region is defined and derived. This region characterizes all of the possible placements of a given reflector which produce a first-order reflection between the transmitter and receiver. This region is a simple, elegant generalization of the 'feasible region' in [17] for omni-directional links, and is derived through a simple appeal to polar coordinates. 2) The distribution of the first-arriving NLOS path length is analytically derived and yields a form similar to an exponential. This offers an analytical backing for the exponentially distributed NLOS bias models commonly assumed in the localization literature, e.g. [9] , [10] , [11] . Additionally, we comment on the Boolean model properties which give rise to this exponential form. 3) To highlight the close connection with an exponential distribution, we show that this NLOS distribution can be approximated by a true exponential distribution. 4) Lastly, we compare the analytically derived distribution of the NLOS bias, and its exponential distribution approximation, against that generated from a simulated link under a Boolean model and against a common exponential NLOS bias model from the literature [10] .
II. NETWORK MODEL This section outlines important definitions as well as our assumptions and gives a brief description of our setup. For the remainder of the paper, it is assumed we work in R 2 . Definition 1. (Minkowski Sum [13, Ch. 1] ) Let A, B ⊂ R 2 be compact. Then, the Minkowski sum is defined as
Remark. Intuitively, the Minkowski sum of A with B is an "enlargement, translation, and deformation" of the set A [13] . Definition 2. (Boolean Model [13, Ch. 3] ) Let R be any set of compact, non-empty objects in R 2 . Then, a Boolean model, B ⊂ R 2 , is a random set with the following properties:
• The placement of all of the object centers is defined by a homogeneous PPP,
, to be placed at the points in Φ are identically sampled from R, independently of each other and of Φ. With these properties, B is formally given by
Remark. The sampled objects are considered to be placed with their center points at the origin before then being translated to their PPP center points, c i , via the Minkowski sum. Assumption 1. Reflectors present within the network are randomly distributed according to the Boolean model B. For this model, we further assume:
• Φ has intensity λ;
• R represents the set of all compact, non-empty, squares in R 2 with arbitrary orientation; and • For a given square in the sequence,
∼f W,Θ , where f W,Θ (w, θ) is a bivariate, discrete distribution with W representing the square's side-width and
Next, since we aim to study a single arbitrary link, we have: Remark. This assumption stems from the fact that reflections tend to dominate NLOS propagation in mm-wave networks [15] . Additionally, the effect of higher-order reflections is assumed to be minimal due to increased pathloss and reflection losses, e.g., [16] , [17] . Although we place a particular emphasis on 5G networks, we note however that our model can roughly capture diffraction effects (although not ideal), since we can assume that a point of diffraction can be replaced by a properly positioned reflector. Thus, our model is approximately applicable at lower frequencies as well, i.e., 3G/4G networks. 4 Assumption 3. We assume that the base station and mobile are omni-directional, that is, either the base station and mobile are both equipped with isotropic antennas, or either the base station, mobile, or both are equipped with directional antennas that perform 360 degree scans of the environment. Thus, all possible reflection paths are illuminated. Assumption 4. Blocking effects on NLOS paths are ignored. Remark. Modeling correlated blocking, i.e., the true blocking scenario where an object may block more than one reflected path at a time, still remains a difficult open problem in the literature [20] . To compensate, most works assume independent blocking, i.e., blocking on each NLOS path is independent. However, this approximation consequently leads to results that are approximations. Thus, to keep our mathematical treatment rigorous, we ignore blockages, which then provides a lower bound on the path length of the first-arriving NLOS signal. 5 Furthermore, there are regimes in which Assumption 4 leads to an accurate NLOS bias distribution despite still being a bound, e.g., low blockage density regimes. A demonstration of one such instance is given in Section V.
Lastly, as we are studying NLOS bias, we implicitly assume that the LOS path is blocked throughout this work.
III. A GEOMETRIC CHARACTERIZATION OF FIRST-ORDER
REFLECTION POSITIONS Section III-A derives the reflection hyperbola, i.e., the set of points where first-order reflections can occur for a particular reflector of fixed orientation but arbitrary position. Then, this set is used to construct the reflection region, which is described in detail in Section III-B and is the key to deriving the distribution of the first-arriving NLOS path length in Section IV. To facilitate these derivations, we begin with three important definitions.
Definition 4. (Test Reflector (TR))
The test reflector, r w,θ , is defined to be a reflector with fixed width w, fixed orientation θ, and arbitrary center point c ∈ R 2 . Remark. This definition allows us to choose a specific reflector and "move it around" R 2 in search of potential first-order reflection points; which brings us to our next two definitions. Definition 5. (Reflecting Edge) Consider a TR r w,θ under the TL setup from Definition 3. We define the reflecting edge, e i for i ∈ {I, II, III, IV}, to be the edge of r w,θ that facilitates reflections in quadrant i, Q i . (See Fig. 2. ) 4 If at lower frequencies a more accurate model is introduced, which accounts for diffraction effects by placing diffractors according to a Boolean model, we would argue that the form of our results would not change, i.e., the exponential form of the distribution of the first-arriving NLOS path length should remain the same. The reason why will become clear in Sec. IV. 5 Adding independent blocking in our setting is trivial if an approximation of NLOS bias is desired, rather than a lower bound. Remark. As a visual example, examining the reflections for the three different reflectors in Fig. 1 , we see that reflecting edge e I is responsible for first-order reflections between the base station and the mobile in Q I , e II in Q II , and so on. Definition 6. (Potential Reflection Point (PRP)) Consider a TR r w,θ . A potential reflection point is defined to be any point x ∈ R 2 such that an edge of r w,θ can intersect x to produce a first-order reflection between the base station and mobile. This implies the Specular Reflection Law holds at this point.
A. Derivation of the Reflection Hyperbola
Using our new terminology, we wish to find the set of all the PRPs for TR r w,θ . This is given by the following lemma: Lemma 1. Let θ ∈ (0, π/2) and consider the TL setup. Then, the set of all PRPs for TR r w,θ , denoted by H θ , is given by
Proof. To simplify the proof, we transform the TL setup by shifting the base station and mobile to the right by d/2 and then consider a polar coordinate system (see Fig. 3 ). Let H θ be the set of PRPs in this transformed space. Next, we convert the r.h.s. of (1) into this transformed space. Shifting to the right by d/2 yields:
Using cot(2θ) = cos(2θ)/ sin(2θ), simplifying, and rearranging gives:
Next, consider the polar coordinates ≥ 0 and α ∈ [0, 2π) and the polar conversion equations x = cos(α) and y = sin(α). Substituting these equations in for x and y above, after much simplification, yields the condition in the following set, which is the 'translated-polar version' of (1):
W.l.o.g., establishing (2) will establish the claim.
T is a PRP, hence the Specular Reflection Law must hold at this point. From Fig.  3 , ϕ = θ − β 1 and β 2 = π − β 1 − 2ϕ =⇒ β 2 = π + β 1 − 2θ. Applying the Law of Sines gives: d sin(2ϕ) = r sin(π + β 1 − 2θ), and substituting in for ϕ, simplifying, and solving for r yields: r = d sin( β 1 − 2θ) sin(2 β 1 − 2θ) =⇒ [r, β 1 ] T is in the r.h.s. of (2), as desired.
(⊃): Reverse containment follows by applying the Law of Sines to the condition in the r.h.s. of (2) and then verifying that the angle of incidence equals the angle of reflection. Remark. Note the following: 1) H θ Ø, i.e., there always exists a PRP for any reflector; 2) r w,θ can produce a firstorder reflection if and only if r w,θ intersects H θ (with, of course, the correct reflecting edge); 3) the set condition in (1) is a hyperbola and thus we refer to the set of PRPs, H θ , as the reflection hyperbola; 4) the reflector orientation, θ, is only present in the "xy" term of the hyperbola equation, which implies that changing the orientation of the reflector results in a rotation of this hyperbola about the origin; and 5) b and m are not the foci of this hyperbola, but rather lie on the hyperbola itself. See Fig. 4 for an example of H θ .
B. The Reflection Region and its Lebesgue Measure
First, consider the TL setup, which we will work under for the remainder of this section. Then, informally, we define the reflection region to be all of the points in R 2 where TR r w,θ may lie such that a first-order reflection between the base station and mobile is produced whose total path length is less than or equal to some distance, s, where s > d. This section is devoted to the formal mathematical construction of this region, along with the derivation of its Lebesgue measure.
First, as we wish to restrict our attention to first-order reflections of distance ≤ s, we present the following definition: Definition 7. (Boundary Ellipse) Let E s be the set
where u 2 = s 2 /4 and v 2 = (s 2 − d 2 )/4. We define the boundary ellipse to be ∂E s , i.e., the set of all boundary points of E s .
Remark. Note, ∂E s forms an ellipse with foci at b and m, see Fig. 4 . An important consequence of this definition is that if r w,θ has PRPs in E s then these PRPs are associated with first-order reflections of total reflected path length ≤ s. Next, since the PRPs of r w,θ on the boundary, ∂E s , are associated with the NLOS path length s, i.e., the largest NLOS path length that is still within our reflection region, then these points will help define the outer edges of the reflection region. Lemma 2. For TR r w,θ , there are four PRPs in H θ ∩ ∂E s . We denote these boundary intersection points by γ i = [x i , y i ] T , for i ∈ {I, II, III, IV}, where the subscript corresponds to the quadrant in which the PRP resides. These are given by Proof. Solve the system of two equations generated by H θ and ∂E s . (An alternate derivation of γ II is given in [16] .) Lastly, if we have a PRP for TR r w,θ in Q i , then to produce a first-order reflection at this PRP, any point along the reflecting edge e i will suffice. Hence, we may finally construct the reflection region for TR r w,θ and s as follows: Definition 8. (Reflection Region) Consider r w,θ 's four reflecting edges, e I to e IV , as four separate line segments and place the center of each one at the origin, preserving their respective orientations. Further, let H θ {p, q} denote the portion of H θ ∩ E s between (and including) the points p, q and define the sets
Then, the reflection region for r w,θ and s is defined as
Remark. To clarify, Ω I = H θ {m, γ I } ⊕ e I , for example, is the region where the center of the reflecting edge, e I , may lie in order to produce a first-order reflection. Then, to have this region represent all of the points where r w,θ 's center may lie, instead of e I 's center, we simply need to shift this region by the displacement between e I 's center and c; hence, the addition of the ω i s in the definition. For visual clarity, Fig. 4 illustrates the Q I portion of the reflection region in terms of e I 's center, not the reflector's center, c. That is, Ω I is depicted, not Ω I +ω I .
Remark. The four quadrant portions of the reflection region intersect at most on a set of measure zero. In order to calculate the Lebesgue measure of the reflection region, we must calculate Lebesgue measures of regions generated by Minkowski sums; a difficult task in general. However, in our specific case here, the next lemma reveals that this is relatively straightforward. Fig. 5 for an illustration. ) Proof. We have the following
Theorem 4. The Lebesgue measure of the reflection region is given by
Proof. We begin by noting that
where ( Hence, we must find μ 2 Ω I and μ 2 Ω IV . We start with μ 2 Ω I . First, consider rotating the coordinate system counterclockwise by θ (see Fig. 4 for a visual -rotate the coordinate axis while keeping the reflection region stationary). Next, in this new coordinate system, e I is now a vertical line segment of height w and the set H θ {m, γ I } can now be regarded as a μ 1 -measurable function on x m θ , x γ I θ , where x m θ and x γ I θ are the corresponding x-coordinates of m and γ I in this rotated coordinate system. They are given by x m θ = (d/2) cos θ and x γ I θ = x I cos θ + y I sin θ, where these were obtained by multiplying m and γ I by the rotation matrix cos θ sin θ − sin θ cos θ . Hence, we may now use Lemma 3 to compute μ 2 (Ω I ):
where (a) follows by definition, (b) by the use of Lemma 3 in the rotated coordinated system, and (c) by substituting in for x m θ and x γ I θ , using Lemma 2 for x I and y I , and simplifying. Note, μ 2 Ω IV can be obtained similarly and yields:
Substituting (5) and (6) into (4) 
where λ, n w , n θ , and f W,Θ (w, θ) are given in Assumption 1, μ 2 Ω(w, θ, s) is given in Theorem 4, and supp(F S ) = (d, ∞).
Proof. We have:
where (a) follows from the fact that for each w i and θ j we have independently thinned PPPs and (b) follows from the void probabilities of these thinned PPPs, with thinning density λ f W,Θ (w i , θ j ). Simplifying yields (7), as desired.
Remark. Note that the shortest NLOS path length, s, appears in the argument of the exponentials in (b) above. Thus, the exponential form of the shortest NLOS path length distribution arises from the void probability of a PPP.
Remark. Let B be the random variable denoting the NLOS bias distance. Then, the distribution of B is obtained through the simple relationship: B = S − d.
Although not obvious, the argument of the exponent in (7) is nearly linear in s, and thus, close to a true exponential distribution. We now digress from the rigor to give a true exponential distribution approximation to (7). Approximation 1. Under the same assumptions as Theorem 5, the distribution of the shortest NLOS path, S, can be approximated by the exponential distribution
Proof. We present a heuristic derivation based on asymptotics. First, if X is an exponential random variable, then in its distribution, the exponential argument is linear in x. Thus, if we set g(s) equal to the exponential argument in (7), then we wish to find a linear approx. h(s) = ps + q, where h(s) ≈ g(s).
To find p, consider the slope of g(s) for s d, i.e.,
Since we desire our approximation to have the same support as the original, we set V. NUMERICAL RESULTS This section compares the theoretical NLOS bias distribution, Theorem 5, along with its exponential distribution approximation, Approx. 1, against that obtained from a simulated network of reflectors/buildings and against a common exponential NLOS bias model from the literature [10] .
From Fig. 6 , we can see that Theorem 5 matches that of simulation, verifying the derivation. Further, Approx. 1 also provides a close match to Theorem 5. Examining the exponential bias model in [10] , which was generated, in part, from measurement data at 900MHz, we see that our Approx. 1 provides a close fit, despite our model being an approximation at lower frequencies (Assumption 2). Note that the close fit is partially due to the rural setting chosen, since this minimizes the effect of blockages, which we do not consider (Assumption 4). As the density of blockages increases, e.g., to suburban/urban settings, Assumption 4 becomes less applicable, and consequently, our model offers a lower bound on the NLOS bias in these scenarios. Lastly, in addition to our distribution providing an analytical backing for older exponential bias models at lower frequencies, we postulate that our model will offer an even better characterization of NLOS bias in 5G networks. This stems from the fact that our results were derived under the assumption that NLOS propagation is predominately due to reflections -a defining feature of 5G mm-wave channels.
VI. CONCLUSION
Under first-order reflections and a setup of reflectors with random orientations, sizes, and placements, this paper set out to analytically explore the bias experienced on an NLOS range measurement for a typical anchor-target link. Out of the subsequent analysis arose an NLOS bias distribution that exhibited an exponential form and that could be closely approximated by an exponential distribution. This result is not only consistent with the exponential model for NLOS bias seen in the localization literature, e.g. [9] , [11] , but it was further shown to closely match a commonly used exponential model in environments with low blockage density [10] . As blockage density increases, our distribution provides a lower bound on the NLOS bias. Finally, although further analysis is warranted, these initial results suggest that out of the many range measurement NLOS bias models that exist in the localization literature, an exponentially distributed model may now be the first with a rigorous analytical backing.
