Abstract: In this paper we consider a discrete time inventory system with demands occur according to a Markovian Arrival process.
Introduction
Inventory models have been considered under continuous review as well as periodic review. In the recent past discrete time models have started receiving attention of researchers in the areas of queueing and telecommunications [2] , [5] , [1] , [6] , [3] . In discrete time setting, it is assumed that the time axis is calibrated into epochs by small units and that all the events are deemed to occur only at these epochs. With the advent of fast computing devices and efficient transaction reporting facilities, such epochs with small gaps can be conveniently assumed so that events can occur at these epochs.
Notation.
[A] ij : entry at (i, j) th position of A, 0: zero vector, I n : identity matrix of order n, e: a column vector of 1's with appropriate dimension and δ i,j : Kronecker delta function.
Assumptions
The inventory is replenished according to an (s, S) policy. The lead times are assumed to follow a geometric distribution. The demand that occur during stock out period enter into the orbit. The retrial group is assumed to be of finite size. The arrival of demands at the time of empty stock with full retrial orbit are assumed to be lost. Let M denote the maximum number of simultaneous pending demand in which the probability for the demand to be lost is negligible. If more than one repeated demand retries at the same slot, any one of them is randomly selected and the others must go back to the retrial group.
The time between two successive repeated attempts is geometrically distributed with probability
, where r 1 , r 2 ∈ [0, 1], and r 1 r 2 = 1 given that there are k demands in the orbit and this type of retrial policy is called the multiplicative retrial policy. If r 2 = 1, the retrial policy becomes the constant retrial policy, while r 1 = 1, gives the classical retrial policy.In this model there is a possibility that, multiple events such as demand, supply and retrial from the orbit may occur between epochs n and n + 1, n = 0, 1, 2, . . . . Hence, it is assumed that the supply is received first and then the demand occurs and finally retrial from the orbit takes place.
Markovian Arrival Process
The demands arrive according to a Markovian arrival process in discrete time If π is the invariant probability vector of the Markov chain described by D satisfying πD = π and πe = 1, then the customer arrival rate can be given by λ = πD 1 e, where e is the column vector of ones of appropriate dimension. The simplest MAP is the Bernoulli process for which the matrices D 0 and D 1 are, respectively the scalars 1 − p and p where p is the probability of success in the Bernoulli random variable.
Let O n denote the number of customers waiting at the orbit, L n denote the inventory level and Z ′ n denote the phase of the arrival at time n. From the assumptions it can be shown that the stochastic process
is a Discrete Time Markov Chain with state space given by
The transition probability function is defined as for
The transition probability matrix P of this process,
Then the transition probability matrix P can be viewed as,
All the matrices A 0 , B k and C k are square matrix of order (S + 1)m.
Limiting Probabilities
The structure of P given above reveals that the homogeneous Markov chain {(O n , L n , Z ′ n ), n ≥ 0} with the state space E is ergodic. Let π (i,j,k) be the steady state probability for the state (i, j, k). The limiting probability distribution
exists and is independent of the initial state (i ′ , j ′ , k ′ ). Let Π be the steady state limiting probability vector of P . Therefore ΠP = Π and Πe = 1,
where, n ≥ 0,
The elements of R matrix gives the expected number of visits. In particular, (i, j) th element of the matrix R gives the expected number of visits to state j starting at i. The procedure to calculate the limiting probabilities by using R matrix, given below.
The steady-state probability vector Π for the finite level dependent transition probability matrix P satisfies the relationship
The family of matrices {R k } are the minimal non-negative solutions to the systems of equations
Note that Π <0> is obtained by solving Π <0> (B 0 + R 0 C 1 ) = Π <0> , subject to the normalizing condition Πe = 1.
System Performance Measures
Here we provide expressions for few system performance measures.
The mean inventory level X i is given by
Since a drop occurs from s + 1 with primary demand and/or the retrial demand and a drop from s + 2 with both primary demand and a retrial demand, we get
The expected number of demands X o in the orbit is given by
The successful rate of retrial The overall rate of retrial
5. The probability X b for the demand lost is defined by
6. The long-run total expected cost for this model is defined to be
Numerical Illustration
We discuss about the total cost function and some system performance measure numerically.
• First we fix the maximum orbit size as (M =)500 in which the probability for the demand loss is negligible.
• We assume that the arrival process is a discrete time Markov arrival process with representation (D 0 , D 1 ) and is given by • The lead time follows the geometric distribution with success probability 0.04
We have studied the effect of varying the cost and other system parameters on the optimal values and the results agree with the expected one.
• A typical 3-dimensional plot of T C(s, S) is presented in Figure 1 with three type of policies. From the figure we observe that the total cost function is a convex function also we can use multiplicative retrial policy instead of the previous policies.
• In Figure 2 , we present the 2-dimensional plot for X b versus M . Also, we observe that the probability for the demand to be lost closer to zero when the orbit size becomes large.
• The table 2 gives the effect of T C(s, S) vary the set-up cost, holding cost, waiting cost and the cost for demand lost.We conclude that the total expected cost increases, when c s , c h , c l and c w increase.
• The table 1 we have calculated the fraction of successful rate of retrial by varying the retrial probabilities r 1 and r 2 . We conclude that the fraction of successful rate of retrial increases when the retrial probability decreases. 
