Motivation: Recent advances in co-evolution techniques have made possible the accurate prediction of protein structures in the absence of a template. Here, we provide a general approach that further utilizes co-evolution constraints to generate better fragment libraries for fragment-based protein structure prediction. Results: We have compared five different fragment library generation programmes on three different datasets encompassing over 400 unique protein folds. We show that considering the secondary structure of the fragments when assembling these libraries provides a critical way to assess their usefulness to structure prediction. We then use co-evolution constraints to improve the fragment libraries by enriching them with fragments that satisfy constraints and discarding those that do not. These improved libraries have better precision and lead to consistently better modelling results. Availability and implementation: Data is available for download from: http://opig.stats.ox.ac.uk/re sources. Flib-Coevo is available for download from: https:/
Introduction
The quality of protein structure prediction from sequence in the absence of a template is determined by the quality of its inputs (Moult et al., 2016) . The most successful approaches for template-free prediction use a library of fragments from known protein structures to restrict the conformational search space (Moult et al., 2016; Raman et al., 2009) . When building this input library, it is possible to exclude near-native conformations from the search space altogether by selecting an incorrect set of fragments. If the input fragment libraries contain no near-native conformations, modelling is likely to fail. This is the case regardless of the efficiency of the search heuristics or the quality of the scoring functions used during modelling. Even with the accurate contact predictions now available (Jones et al., 2015; Ovchinnikov et al., 2017) , modelling is unlikely to succeed in the presence of sufficiently accurate predicted contacts if the input fragments cannot represent near-native conformations correctly.
One potential concern when using a library of fragments to model a protein structure is that the target structure may have unique local conformations not observed in any other structure or fold. However, a test on a non-redundant set of 1261 proteins showed that it was possible to correctly reconstruct >99% of cases (<1Å to native) using 4-16 residue-long fragments extracted from non-homologous protein structures (Baeten et al., 2008) .
In order to perform protein structure prediction, a set of fragments is selected to comprise the library based on the target sequence and its derived descriptors (e.g. predicted secondary structure, predicted torsion angles). Short fragments with the same sequence can have different structures (Zhou et al., 2000) and local sequence similarity has been shown to have little to no correlation to local structure similarity (de Oliveira et al., 2015) . Therefore, methods that generate fragment libraries often struggle to identify structurally similar fragments and a large set of fragments is usually V C The Author(s) 2018. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com chosen to represent each target position. There does not appear to be a consensus as to the optimal number of fragments to be considered, but libraries usually contain tens to hundreds of fragments per target position (de Oliveira et al., 2015; Gront et al., 2011; Wang et al., 2017) .
Library quality can be assessed by the proportion of target residues that are correctly represented by at least one fragment (coverage). While a coverage of 100% is often seen as required for modelling success, it is not sufficient to guarantee accurate modelling. Although each fragment may be considered correct, the sum of small errors of each fragment can still lead to the exclusion of nearnative conformations. Furthermore, the combinatorial problem persists; if certain target positions are only correctly represented by a single fragment, then it is unlikely that near-native conformations will be sampled. As a way to ensure that a sufficient number of correct fragments is available for most positions, fragment library generators are also trained in terms of their precision, the proportion of correct fragments in the library. When methods output a varying number of fragments per position, this metric can give a misleading indication of performance. A previous study has shown that a-helical and, to a lesser extent, b-strand fragments present lower structural variability and, therefore, tend to be easier to predict (de Oliveira et al., 2015) . It is, therefore, possible to enhance the precision of a fragment library by outputting a large number of fragments for a-helical or b-sheet positions and a lower number of fragments for regions whose modelling is harder (e.g. loops).
Several fragment library generators have been published recently (Bhattacharya et al., 2016; de Oliveira et al., 2015; Shen et al., 2013; Trevizani et al., 2017; Wang et al., 2017) . Given the impact that fragment libraries have on the output of template-free structure prediction, we performed a large-scale comparison considering five of these methods, NNMake (Gront et al., 2011) , Flib (de Oliveira et al., 2015) , LRFragLib (Wang et al., 2017) , Profrager (Trevizani et al., 2017) and FRAGSION (Bhattacharya et al., 2016) . Each programme was assessed in terms of their precision and coverage for three comprehensive datasets containing proteins with unique folds. Our findings show that considering the precision of fragments based on their predominant secondary structure is critical for achieving high quality libraries. The method LRFragLib showed the highest overall precision, but we found this was caused by its tendency to predict far more fragments in a-helical regions and far fewer in the harder to predict loop segments.
We also show that co-evolution can be used to enrich fragment libraries, thus improving the chances of modelling success. We compared the quality of fragments that satisfy satisfy co-evolution constraints (Jones et al., 2015) to those that do not and show that bad-quality fragments can be excluded from the libraries in this fashion. We present a new protocol, Flib-Coevo for enriching fragment libraries with high quality co-evolution fragments in areas that are difficult to model. These fragments are then incorporated into existing fragment libraries leading to consistently better templatefree modelling results.
Materials and methods

Data sets
Unique fold dataset
We selected all the unique fold proteins at 40% sequence identity from the 2.06 build of Astral (Fox et al., 2014) . A unique fold protein is defined as a case for which there is no other protein in the set in the same family, superfamily or fold according to the SCOPe classification (Fox et al., 2014) . We further reduced this set by considering only the proteins whose PDB_SEQRES is a perfect match to the fasta sequence described in the Astral database, resulting in a final set of 274 proteins (Supplementary Table S1 ).
Multi-domain dataset
We selected all proteins shorter than 150 residues and with exactly two domains according to their annotation in CATH (Orengo et al., 1997) . To avoid redundancy, we removed homologous sequences from this set using BLASTp (Altschul et al., 1990) with standard parameters using a 30% sequence identity cut-off. In total, this multi-domain dataset contains 111 non-homologous proteins (Supplementary Table S2 ).
Modelling dataset
We selected all proteins from the unique fold dataset for which a multiple sequence alignment (MSA) with at least 500 sequences could be built. This smaller set contains 87 proteins (see Supplementary Table S1 ).
CASP12 modelling set
We selected 37 targets from CASP12 for which structures and adequate sequence information were available (Supplementary Table  S3 ). A smaller threshold of 50 sequences in the MSA was used to ensure that a sufficient number of targets was considered and to guarantee that an output for contact prediction was generated.
Fragment library generation
The methods Flib (de Oliveira et al., 2015) , LRFragLib (Wang et al., 2017) , Profrager (Trevizani et al., 2017) and NNMake (Gront et al., 2011) require secondary structure and torsion angle predictions to generate fragment libraries. We predicted secondary structure for the 274 proteins of the unique fold set using PSIPRED V4.0 (McGuffin et al., 2000) with standard parameters. Identical secondary structure prediction was used as input for each method.
We used SPIDER2 (Heffernan et al., 2015) with standard parameters to produce torsion angle predictions for the methods Flib, LRFragLib and Profrager. For the software NNMake, we used torsion angle predictions as output by SPINE-X (Faraggi et al., 2012) with standard parameters, as recommended by NNMake. The software FRAGSION (Bhattacharya et al., 2016) does not require secondary structure prediction or torsion angle prediction as input.
The following versions of the software were used: Flib v1.02, LRFragLib v1.0, Profrager v1.2.0, NNMake (from Rosetta build 3.8) and FRAGSION v1.0. Standard parameters were used, as reported in (de Oliveira et al., 2015; Wang et al., 2017; Trevizani et al., 2017; Gront et al., 2011; Bhattacharya et al., 2016) .
Homologues were removed by each method before fragment library generation using appropriate input options. After fragment libraries were generated, we checked the output and removed any remaining homologues. Homologues were detected by BLASTþ version 2.5.0 (Altschul et al., 1990) using an e-value cutoff of 0.05. Given that our dataset had proteins with unique fold from the Astral database, this protocol is likely to identify all homologues.
Validation and definitions
Fragments have been validated by computing their Root Mean Square Deviation to the native structure (RMSD). We have used a varying cutoff to ascertain whether a fragment correctly models the targetar local structure. Fragment libraries were compared in terms of the following properties: 2.3.1 Average fragment length The average length of the fragments in the library. We used the default setting of nine residues for NNMake. For Profrager and FRAGSION, we chose to output fragments of length six given that shorter fragments present lower RMSD and this was the minimum fragment length output across all methods.
Average number of fragments per position
The total number of fragments in a library divided by the targetar length.
Predicted predominant secondary structure
We classify fragments according to their predicted predominant secondary structure. For the rest of this manuscript, when we refer to predominant secondary structure, we actually refer to the predicted secondary structure of the target. A predominant a or predominant b fragment is predicted to be comprised by at least 50% of a-helical or b-strand residues, respectively. A predominant loop residue is comprised by at least 50% residues that are neither part of an a-helix or a b-strand. The Other category describes fragments that do not have a predicted predominant secondary structure.
Proportion of fragments per secondary structure class
The proportion of fragments output for each of the four predicted secondary structure classes described above. This is calculated by dividing the number of fragments of a predicted predominant secondary structure class by the total number of fragments.
Precision
The number of good fragments (fragments with an RMSD below our varying cutoff) divided by the total number of fragments in a library.
Coverage
The percentage of target residues represented by at least one good fragment in the fragment library.
Co-evolution fragment library enrichment
For the 87 proteins in our modelling dataset, we have used metaPSICOV v1.04 (Jones et al., 2015) to predict contacts following the procedure described in (de Oliveira et al., 2017a) . Precision of predicted contacts are shown in Supplementary Table S2 . A contact is defined as two residues whose C-bs (C-as in the case of Glycine) are <8Å apart. Analogously, a fragment that satisfies a predicted contact is defined as a fragment that contains a pair of residues predicted to be in contact and whose C-bs (C-as in the case of Glycine) are <8Å apart. If the C-bs are >8Å apart, the fragment is said not to satisfy a contact predicted to occur within it.
For our co-evolution based protocol, Flib Co-evo, we removed a fragment if it had a predicted contact within it which was not satisfied. We then enriched the library by adding new fragments that satisfy predicted contacts (co-evolution fragments). No >30 fragments per position are added in this fashion. Many positions remain unchanged as there are no predicted contacts for their fragments.
Model generation and assessment
We have used our sequential approach to template-free structure prediction, SAINT2 (de Oliveira et al., 2017b) , to produce 1000 decoys for the 87 targets in our modelling set using the fragment libraries output by Flib, LRFragLib and by Flib-Coevo.
To assess model quality, we have calculated the TM-Score (Zhang and Skolnick, 2007 ) of the best model produced using each fragment library. Here, the best model is defined as the model with the highest TM-Score when compared to the native structure. Models were considering as having the correct topology if the TMScore of the best model was >0.5 (Xu and Zhang, 2010) .
Results
Comparing fragment library generation software
Several protocols have been developed to generate fragment libraries for a target sequence for use in structure prediction (e.g. Gront et al., 2011; Kalev and Habeck, 2011; Shen et al., 2013; de Oliveira et al., 2015; Wang et al., 2017; Trevizani et al., 2017; Bhattacharya et al., 2016) . Given the impact that the quality of fragment libraries has on the success rate of template-free modelling, it is important to determine which method produces the most useful libraries. We have compared five fragment library generators on a set of 274 unique fold proteins.
When considering the average number of fragments output per position for our unique fold dataset (Fig. 1) , the method Flib outputs fewer fragments per position than all of the methods considered ($29 6 0.7) and the method LRFragLib outputs the most fragments per target position ($249 6 119). For the methods where the number of fragments per target position is defined at input, default settings were used. Our results also show that most methods tend to produce a relatively similar number of fragments across all target positions, presenting a standard deviation of less than one fragment per position (Fig. 1) . The only method that outputs a highly varying number of fragments per position is LRFragLib, with a standard deviation of $119 fragments per position.
Our results for the proportion of fragments output according to their predicted secondary structure class show that most methods present proportions similar to the predicted secondary structure of the targets. The method LRFragLib outputs >50% of its fragments for positions that were predicted to be predominantly a-helical (Fig. 1) , even though fewer than 25% of positions were predicted to be helical. This constitutes a problem since a-helical fragments are easier to predict and therefore often of good quality (de Oliveira et al., 2015) . In contrast, LRFragLib outputs fewer fragments for the more difficult to predict Loop and Other positions (de Oliveira et al., 2015) .
There is no consensus as to the optimal fragment length, but it has been suggested that including fragments of varying length may be beneficial for modelling (Handl et al., 2012) . We have, therefore, assessed the average fragment length output by each method (Supplementary Fig. S1 ). Only two of the protocols produce fragments of varying length, Flib and LRFragLib, these are on average $6.8 and $7.1 residues long, respectively.
We have also compared the methods in terms of their run time. All of the protocols considered present linear complexity, proportional to the length of the target. The methods FRAGSION and Profrager both operate under a minute per protein per core, whereas the other three methods take significantly longer to run. As an example, for the 100 residues-long protein 1BM8 (refer to Supplementary Table S1), Flib, LRFragLib and NNMake took approximately 3 h, 10 h and 12 h per core, respectively, to produce an output. For the longest protein in our set (1M1C-652 residues long), Flib, LRFragLib and NNMake took approximately 14 h, 82 h and 63 h per core, respectively, to produce an output. Although Flib can produce an output faster than NNMake and LRFragLib on a single core, unlike the other methods it currently does not have any parallelization capabilities. Two commonly used metrics to assess the quality of fragment library are precision and coverage (see Materials and methods for more details). We calculated the average precision and coverage obtained by each protocol across all proteins in the unique fold dataset. LRFragLib achieves the highest precision (at 1 Å , $0.64 6 0.27). This is not surprising given that it outputs a significantly higher number of a-helical fragments when compared to other methods, which may lead to its precision being overestimated. Loop and Other fragments are inherently harder to predict accurately when compared to a-helical and, to a lesser extent, b-strand fragments (de Oliveira et al., 2015) . When a varying number of fragments is output per target position, precision can be overestimated if a larger number of fragments is output for regions that have less structural variability. Given this limitation, it has been suggested that a better way to assess fragment library quality is to consider the precision according to the predicted predominant secondary structure of the fragments (de Oliveira et al., 2015) . We have compared the precision across each of four predicted predominant secondary structure types for the 274 proteins in our unique fold dataset (Fig. 2) . LRFragLib obtained the highest precision for predominantly a-helical fragments, whereas Flib presented the highest precision for predominantly b-strand, predominantly Loop, and Other fragments. Therefore, LRFragLibRF global precision is inflated by the higher number of fragments for a-helical regions that it outputs. Amongst the methods that output a close-to-native proportion of fragments of each secondary structure type, Flib presents the highest overall precision (at 1 Å , $0.46 6 0.18).
To strengthen our comparison, we have also assessed the performance of each predictor for a multi-domain set of 111 nonhomologous two domain proteins (Supplementary Figs S2 and S3) . For this set, Flib presented, on average, the lowest number of fragments per position ($29 6 1.5) and LRFragLib presented the highest number of fragments per position ($239 6 136). Similar to the results produced for the previous set, all but one method produced a near-native proportion of fragments according to each secondary structure type (Supplementary Fig. S2 ). LRFragLib output a higher number of fragments for a-helical positions in this set, once again suggesting that its precision is overestimated. When considering the precision according to the predominant secondary structure of the fragments ( Supplementary Fig. S3 ), LRFragLib presented the highest precision of a-helical fragments and Flib presented the highest precision for b-strand and loop fragments. For the fragments with no predominant secondary structure (Other), the precision of Flib and LRFragLib was comparable.
We carried out a third comparison for a set of 37 targets from CASP12 ( Supplementary Figs S4 and S5 ). For the CASP12 set, Flib also presented the lowest number of fragments per position ($29 6 1.0) and LRFragLib the highest ($170 6 124). LRFragLib presented the highest overall precision (at 1 Å , $0.60 6 0.31), yet it output a disproportionately high number of a-helical fragments ( Supplementary Fig. S4 ), as also shown for the other datasets. When considering the methods that output a close-to-native proportion of fragments of each secondary structure type, Flib presented the highest overall precision (at 1 Å , $0.48 6 0.07). When considering the precision according to the predominant predicted secondary structure of the fragments ( Supplementary Fig. S5 ), LRFragLib presented the highest precision for a-helical fragments and Flib presented the highest precision for b-strand, other and loop fragments. For this set, LRFragLib presented a lower precision for other and loop fragments when compared to other methods.
When considering the coverage obtained by each predictor, the method FRAGSION obtained the highest coverage across all datasets (at 1 Å , $0.99 6 0.03). The other methods present similar coverages ranging from 0.85 (Profrager) to 0.90 (Flib), at 1 Å .
A direct relationship between the quality of a fragment library as assessed in terms of precision and that of the final model is expected. However, there may be deviations. To check for this, we compared the two most successful fragment library generators, Flib and LRFragLib, in terms of the quality of the models produced using their fragment libraries ( Supplementary Fig. S6 ). Models were generated using our fragment-based sequential protein structure prediction protocol, SAINT2 (de Oliveira et al., 2017b) . We produced two pools of 1000 models for each of the 87 targets in the unique fold set that had enough sequence information for accurate contact prediction (>500 sequences in the MSA). Flib fragment libraries led to correct models (TM-Score > 0.5) being produced for 44 cases and LRFragLib led to correct models being produced for 40 cases. When considering the best model, Flib models were better than LRFragLibRF for 30 of the 45 cases where a correct answer was produced.
We also performed a second comparison using our CASP12 set ( Supplementary Fig. S7 ). Two pools of 1000 models were generated using Flib and LRFragLib fragment libraries and our modelling protocol SAINT2. For this set, Flib fragment libraries produced correct answers for 14 cases and LRFragLib for 9 cases. The best model produced using Flib libraries was of better quality than the best model generated using LRFragLib libraries for 30 out of 37 cases (12 out of the 14 cases with a correct answer).
Our results confirm previous findings that predominantly a-helical and, to a lesser extent, predominantly b-strand fragments are easier to predict. With the exception of Profrager, all the predictors achieve at least 50% precision for predominantly a-helical fragments and only Flib achieves close to 50% precision for predominantly b-strand fragments at a 1Å RMSD cutoff. Precision for predominantly loop fragments and fragments with no predominant secondary structure (other) continue to pose a prediction challenge. For predominantly loop fragments, Flib libraries were twice as precise when compared to the second best predictor (LRFragLib). Overall, these findings suggest that Flib is better suited for usage in template-free modelling. However, even Flib obtained a precision for predominantly loop fragments below 25%, suggesting that modelling remains challenging in these regions.
Assessing the quality of fragments that satisfy co-evolution constraints
Co-evolution can be used to accurately predict protein contacts based on a target sequence (Jones et al., 2015; Ovchinnikov et al., 2017) . This provides a new set of structural descriptors that are derived from sequence and could be used during fragment library generation. In particular, predicted contacts could be used to improve the precision of fragments that are harder to predict (predominantly loop and other SS classes).
Here, we investigated if predicted contacts can be used to identify good fragments and further improve fragment libraries. We used metaPSICOV to generate contact predictions for the subset of targets in our unique fold dataset for which a sufficient number of homologue sequences was available (>500 sequences). In total, 87 proteins were used for this comparison. We used the fragment libraries produced by Flib to assess the quality of the fragments that satisfied the predicted contacts against the ones that did not (Fig. 3) . For this assessment, we only considered the fragments for which at least one contact was predicted (where both residues predicted to be in contact fell within the fragment). Our results show that the RMSD of fragments that satisfy the predicted contacts is significantly lower than the ones that do not (P value < 2:2e À16 ). We have repeated these calculations using fragment libraries output by the other fragment library generators and obtained similar results ( Supplementary  Fig. S8 ). We have also assessed this relationship in terms of the sequence separation between the residues predicted to be in contact ( Supplementary Fig. S9 ). Contacts predicted between residues that are <12 residues apart are classified as short-range. Remaining predicted contacts are classified as medium-range. Our results show that fragments that satisfy predicted contacts tend to be of better quality regardless of the sequence separation between the residues, though the effect seems to be more pronounced for short-range contacts.
When considering the distribution of the fragments according to their secondary structure type ( Supplementary Fig. S10 ), $60% of the fragments that satisfy contacts are within 1Å of the native structure regardless of the secondary structure of the fragment. This proportion increases to 80% when considering a more lenient cutoff of 2 Å . We observe distinct behaviours in terms of secondary structure for the fragments that do not satisfy the predicted contacts, with a-helical fragments presenting a lower RMSD when compared to the other secondary structure types (P value < 2:2e À16 ). Our results also show that >80% of predominantly b-strand fragments and Other fragments that do not satisfy predicted contacts are of poor quality (RMSD > 1 Å ), suggesting these fragments should not be included in the fragment libraries. Removing these fragments from the libraries had no noticeable effect on fragment library coverage ( Supplementary Fig. S11 ). Our results show that predicted contacts can be used to ascertain whether fragments are of good quality. Predicated on this finding, we altered the Flib protocol to use co-evolution to enrich final libraries with good quality fragments.
We considered the top 100 fragments per position as output by Flib and selected the fragments that satisfied at least one predicted contact (co-evolution fragments). The co-evolution fragments are on average longer ($8.7 6 0.8 residues) than the fragments Flib previously selected ($8.3 6 0.7 residues). The proportion of co-evolution fragments in each predicted secondary structure class is similar to the predicted secondary structure for the positions considered ( Supplementary Fig. S12 ).
For our final protocol, we removed fragments from Flib libraries that did not satisfy contacts predicted to occur within them. We then added to these libraries the co-evolution fragments described in the previous paragraph, obtaining a final fragment library (FlibCoevo) . No >30 co-evolution fragments were added per target position. We then compared the original fragment libraries produced by Flib against the ones produced by our new protocol, Flib-Coevo, for the 87 proteins in our unique fold data subset. Only fragments and positions that contained at least one predicted contact were considered. We find that the co-evolution-enriched libraries show higher precision and coverage when compared to the original Flib libraries (Supplementary Fig. S13 ). When considering the precision Fig. 3 . Assessment of the RMSD of fragments that do or do not satisfy metaPSICOV predicted contacts for the 87 proteins in our unique Fold dataset. Only fragments output by Flib which contain a predicted contact are shown according to the predominant secondary structure class of the fragments (Fig. 4) , Flib-Coevo obtained a higher precision for all secondary structure classes, although the effect was less pronounced for predominantly loop fragments. These findings show that co-evolution can be used to enrich the precision of fragment libraries at no loss of coverage. Similar results were observed when comparing the precision of Flib-Coevo against Flib for the 37 proteins in our CASP12 set ( Supplementary Fig. S14 ).
In order to assess the impact of the co-evolution-enriched fragment libraries on model generation, we used our fragment-based sequential protein structure prediction protocol, SAINT2 (de Oliveira et al., 2017b) , to produce 1000 decoys for each of the 87 targets in the unique fold set that had enough sequence information for accurate contact prediction (>500 sequences in the MSA). We compared the models produced using the original Flib fragment libraries against the co-evolution enriched fragment libraries output by FlibCoevo ( Supplementary Fig. S15 ). Our results show that enriching fragment libraries leads to consistent modelling improvements for a large number of cases. To assess statistical significance of this finding, we compared the distributions of TM-Scores produced using Flib and Flib-Coevo for each target in our modelling set using a Kolmogorov-Smirnov test. The test supports that the null hypothesis (distribution of TM-Scores obtained by Flib-Coevo not greater than the distribution of TM-Scores obtained by Flib) should be rejected for approximately 40% of the cases (P value < 0.001). For a list of all P values, refer to Supplementary Table S4 .
Discussion
Fragment-based protein structure prediction has shown consistent improvements over the last few years (Moult et al., 2016) . One of its limitations however is that modelling success is still determined by the quality of its inputs. In particular, the quality of the fragment libraries used for modelling has a significant impact on the accuracy of the models produced and modelling fails when near-native conformations are not well represented by the fragments in the library. A number of protocols have been developed to produce libraries for the purpose of template-free protein structure prediction. Given the impact such libraries can have on the outcome of fragment-based modelling, it is imperative to determine which fragment library generators are more likely to lead to successful modelling. We present here an unbiased comparison of five different fragment library generators for a dataset comprised of 274 unique fold proteins and conclude that the method Flib produced the most useful libraries for template-free protein structure prediction.
Our unique fold dataset was chosen to ensure that methods do not benefit from the presence of remote homologues in the structural database from which fragments are extracted. This is important to promote a more realistic template-free structure prediction scenario. To corroborate results for this set, we have extended our comparison to two additional datasets, one comprised of 111 multi-domain proteins and a second set containing 37 targets from CASP12. Overall, our results encompass over 400 distinct protein folds.
The number of fragments chosen to represent each target position varies across most methods and there is no consensus as to the ideal number of fragments that should be used (de Oliveira et al., 2015; Gront et al., 2011; Wang et al., 2017) . Using too many fragments may be detrimental as the combinatorics become unfavourable. On the other hand, while using fewer fragments leads to a reduced search space, near-native conformations may end up being excluded from the library. A compromise can be made by using as few fragments as possible while maintaining a near-complete coverage (the proportion of target residues represented by at least one good fragment). Despite presenting the lowest number of fragments per position, the method Flib obtained the second highest coverage across our unique fold dataset. This suggests that near-native conformations are not being excluded from its output despite the low number of fragments output.
One potential pitfall of both precision and coverage, commonly used metrics to assess fragment library quality, is that they depend on fragment RMSD from native, which in turn is length-dependent. Therefore, these quality measures are inherently biased towards shorter fragments. It has been shown previously that there is a slight loss of precision and coverage as fragment length increases (de Oliveira et al., 2015) . To ensure that the comparisons presented here are not biased by fragment length, we calculated the RMSD distribution of different methods at different fragment lengths ( Supplementary Fig. S16 ) and shown that the methods that are more precise tend to output fragments of lower RMSD regardless of the length of the fragment being considered.
While most methods output a similar number of fragments per target position across all residues, the method LRFragLib outputs a significantly larger number of fragments for a-helical regions. This is particularly problematic given that a-helices present lower structural variability and are therefore easier to predict. By increasing the number of fragments output for these regions in comparison to more variable protein regions (e.g. protein loops), the overall precision for LRFragLib is inflated.
When considering the precision depending on the predominant secondary structure of the fragments, the method Flib presented higher precision for three out of four secondary structure types. LRFragLib presents higher precision for a-helical fragments. Our modelling results comparing Flib and LRFragLib corroborate the relationship between the precision according to predominant secondary structure and final model quality, where Flib led to correct models being produced for more cases in both our modelling and CASP12 datasets and to better models being produced in general. The method FRAGSION presents rapid run speeds and the best coverage across all methods. FRAGSION could be used to generate fragment libraries for very large datasets.
We have shown that co-evolution can be used to improve the quality of fragment libraries. Fragments that satisfy the predicted contacts tend to be of good quality even when considering a stringent cutoff of 1 Å . Interestingly, this is the case even though some of the predicted contacts are incorrect. More importantly, predicted contacts can be used to discard fragments without any impact on library quality. This finding is method-independent and, therefore, this exclusion could be incorporated into all existing fragment library generation software.
The number of targets for which this protocol can be used and the coverage of the co-evolution fragments are limited by the nonredundant sequence information available and, conversely, by the number of contact predictions considered (Jones et al., 2015; Ovchinnikov et al., 2017) . For our analyses, we only considered targets with at least 500 non-redundant sequences present in their multiple sequence alignment, a cutoff that was suggested in (Jones et al., 2015) . It is likely that a more lenient cutoff for the number of nonredundant sequences could increase the number of targets for which our protocol leads to improvements. Given that we only consider predicted contacts with an estimated PPV > 0.5, we expect fewer predicted contacts to be output as the number of non-redundant sequences considered decreases. As co-evolution methods for contact prediction become more precise and the number of available sequences increases, the applicability of this protocol and the coverage of the co-evolution fragments are likely to increase.
It has been previously suggested that fragment libraries should be customised according to the targetar secondary structure type (Abbass and Nebel, 2015; de Oliveira et al., 2015) . Our results show that the average precision of fragment library generators differs between each of the four main SCOP classes ( Supplementary  Fig. S17 ). This suggests that such a customisation may improve results further and could be explored in conjunction with the use of co-evolution information.
When enriching fragment libraries by identifying novel fragments that satisfy predicted contacts, we also observed an increase in the overall precision at no loss of coverage. We have used these findings to develop a new protocol, Flib-Coevo, which selects fragments that satisfy predicted contacts. This protocol can work in a method-independent fashion and can be used to supplement fragment libraries generated by other fragment library protocols. Our modelling results further corroborate that enriching fragment libraries in this fashion leads to better models being produced. However, the automatic selection of the best model is still an active field of research and, in practice, a sub-optimal model is likely to be selected. Improving modelling by use of co-evolution fragments does not guarantee that a better model will be selected. Even so, incremental improvements in the overall quality of models produced are likely to facilitate the selection of a good enough model, thus supporting the incorporation of co-evolution into fragment library generation as a viable technique to improve template-free modelling.
