Abstract: Image splicing is a common operation in image forgery. Different techniques of image splicing detection have been utilized to regain people's trust. This study introduces a texture enhancement technique involving the use of fractional differential masks based on the Machado entropy. The masks slide over the tampered image, and each pixel of the tampered image is convolved with the fractional mask weight window on eight directions. Consequently, the fractional differential texture descriptors are extracted using the gray-level co-occurrence matrix for image splicing detection. The support vector machine is used as a classifier that distinguishes between authentic and spliced images. Results prove that the achieved improvements of the proposed algorithm are compatible with other splicing detection methods.
Introduction
The detection of possible image manipulation is an important challenge in digital image forensics. Digital image forensics primarily aims to detect and analyze facts concealed behind a digital image. Image manipulation or tampering may be performed through image splicing, retouching, healing, copying-moving, and blurring. Image splicing refers to the creation of a new image by combining two or more parts of a number of photographs. The spliced images can deceive human eyes and can be used for malicious purposes [1] . In general, image forensic approaches can be categorized into two main groups: active and passive (blind) [2] . In active approaches, additional information is inserted into the image before it is distributed. Digital watermarking is a prevalent active detection method [3] . Meanwhile, passive approaches modify the statistical features of images during image tampering [2] . Many passive approaches have been proposed for image tampering [4] . One of the proposals involve establishing a natural image model for splicing detection by applying statistical feature extraction methods, including moments of characteristic functions of wavelet sub-bands and the Markov transition probabilities of the difference between 2D arrays and 2D arrays of multi-size block discrete cosine transform (MBDCT). Their results presented a promising improvement on image splicing detection accuracy. The approach achieved 91.8% detection accuracy on the dataset presented in [5] . In [6] , a splicing detection method was developed by merging Markov features applied in [7] and discrete-cosine transform (DCT) features. Their detection method achieved an accuracy rate of 91.5% with the use of the 109-D feature vector. Moghaddasi et al. [8] proposed an approach based on statistical features obtained from the run-length method and on image edge statistics from the blind image splicing detection method. This approach achieved 88.28% detection accuracy on CASIA and DVMM image datasets. He et al. [9] developed a detection algorithm based on the approximate run length. Their results showed a moderate detection accuracy rate (75% vs. 69%) but with a shorter time than that of the original algorithm (6-D vs. 12-D). These studies suggest that the types of features extracted from images serve an important function in detecting and classifying authentic and spliced images. In this study, we developed a new fractional differential approach for texture feature descriptors by focusing on the types of texture parameters used for detection.
Fractional calculus is widely applied in physical and engineering sciences. Fractional differentiation is also excellent in describing the general properties of various materials and processes. Studies over the past 50 years have developed various operators of fractional calculus, such as Grünwald-Letnikov, Erdélyi-Kober, Caputo, Weyl-Riesz, and Riemann-Liouville [10] [11] [12] . Fractional calculus has received significant attention in image processing, particularly texture enhancement and denoising [13] [14] [15] [16] [17] [18] . Texture is an important feature of natural images, and texture parameters are simply mathematical representations of image features, which can be classified as smooth, rough, or grainy [19] . The fractional approach preserves low-frequency features in smooth areas and enhances texture details in areas where gray level does not clearly change [17] . Texture features represent high-level information that can be used to describe the objects and structure of images.
In this study, we develop new fractional differential texture descriptors based on the Machado entropy. The descriptors are extracted using the gray-level co-occurrence matrix (GLCM) for image splicing detection.
The remainder of this paper is organized as follows. Section 2 presents fractional entropy. Section 3 shows the theoretical analysis for the construction of fractional masks. Section 4 exhibits the dimension reduction method. Section 5 reports the obtained experimental results. Section 6 presents our conclusion.
Fractional Entropy
Information theory, which was established by Claude Shannon in 1948, has been employed in numerous scientific fields and has been utilized in signal and image processing.
At present, information theory is generalized in view of fractional calculus and has gained new applications in engineering and physics [19] [20] [21] [22] [23] . Machado has recently introduced a novel formula for entropy by utilizing fractional calculus as follows [23] :
where Pi is the probability of occurrence, and Γ(.) and ψ(.) refer to the gamma and digamma functions, respectively.
In this study, we use the Machado entropy for texture enhancement to increase the quality of images before feature extraction. Accordingly, Pi is the probability distribution of the image pixel's intensity.
Construction of Fractional Masks
We build the generalized fractional mask (ф) by using the following generalized fractional differential operator [24] :
is an analytic function. We can compute the value of the fractional differential operator (1) through a numerical calculation that references the discreet form. We assume that the interval ] [0, x is divided into n equal parts. In addition, we derive the following approximation:
where μ = 0 (2) is reduced to the Riemann-Liouville differential operator. However, in the context of image processing, Equation (2) is applied uniformly in the entire digital image. Therefore, the equation should be in two directions of x and y.
The non-zero fractional differential coefficients ( ) are: ϕ with Sα (Pi), we obtain
Texture Feature Extraction
The 2D fractional mask coefficients of all images can be obtained in the following eight directions: 0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315°. This algorithm primarily aims to split the image into nonoverlapping blocks and to apply (4) with optimal different values of α and µ to extract the texture features. The pseudo-code for the proposed algorithm is shown in Algorithm 1. 2. Split output image into blocks equal to fractional mask window size.
3. For each block, compute the output image's block in which each pixel of the image's block is convolved with the fractional masks on eight directions.
4. For each output block, compute the gray-level co-occurrence matrix: Contrast; Homogeneity; Energy, and Entropy [25] .
Save the texture features vector T for all image blocks as the final texture features.
The logic behind texture enhancement based on fractional differential operators is that the nonlinearity of fractional differential operators maintains high-frequency marginal features in areas where gray-level changes are considerable and enhances low-frequency details in areas where gray-level changes are insignificant. However, image frequencies determine the changes in gray values with distance. Thus, we utilize fractional calculus to enhance image texture.
In this study, we applied the GLCM to extract the texture features from each image block after using fractional texture enhancement based on fractional differential masks. GLCM is a statistical method used to calculate the image textural characteristics by modeling the texture as a 2D gray-level variation [17] .
Dimension Reduction Method
Dimension reduction decreases feature dimensionality by eliminating redundant features and maintaining important dimensions in the feature vector. Humans and machine learning methods cannot easily interpret high-dimensional data. A specific instance of an object is represented by rows in a feature matrix, and the number of features exponentially increases the computational time. Thus, decreasing information enhances method analysis and improves the training and testing phases during classification [26] . Given that high correlations are found among the extracted features, kernel principal component analysis (PCA) is applied to reduce the correlations by eliminating information redundancies from the features. Figure 1 shows the standard deviation distribution of the features extracted from gray-scale images before and after applying kernel PCA. The standard deviation quantifies the dispersion of data from the mean. In this case, a high standard deviation implies a high correlation between the features. Figure 1 shows that the original features highly correlated and that their standard deviations were distributed over a wide range in 1764-D. By contrast, the standard deviations were greatly reduced after applying kernel PCA on the original features. The features were highly uncorrelated after applying kernel PCA. 
Experimental Results and Discussion
This section demonstrates that the proposed algorithm using fractional masks has better capability than traditional approaches for texture feature descriptors. Performance tests for the proposed algorithm were implemented using MATLAB 2013b on Windows 7.
The performance of the proposed approach was studied using the image dataset provided by DVMM, Columbia University [27] . The dataset was designed to evaluate the blind image splicing detection system. A total of 1845 gray scale images (933 authentic and 912 spliced images) with sizes of 128 pixels × 128 pixels were obtained. Some examples of DVMM image dataset are shown in Figure 2 . The fractional differential masks are considered to operate using 3 × 3 processing window masks. The two fractional parameters in our algorithm are α and µ. We applied the commonly used 10-fold cross validation to display the pattern of splicing detection rate with respect to different values of α. The features for all images within the dataset were randomly partitioned into 10 equal-sized groups. A single group was used for testing, and the remaining nine groups were used for training. After training and testing, the average detection accuracy was reported for each value of α. Figure 3 displays the pattern of splicing detection rate depending on the values of α, ranging from 0.1 to 1, when µ = 1 on the basis of DVMM image dataset. A small α value indicates a small detection rate of the tampered images, whereas a large α value corresponds to a dramatic decrease in detection rate. Therefore, we selected the optimal value of α = 0.20 ( Figure 3) . 
Classification
The Support Vector Machine (SVM) was the classifier applied in this study. SVM is a well-known supervised machine learning applied in different methods, including pattern recognition. MATLAB codes for SVM are accessible in [28] . LIBSVM is a known library that implements SVM. In this paper, LIBSVM was used under the following conditions:
• Radial basis function is used as a kernel function • Grid search method is applied to obtain the best value for c and γ parameters so that the SVM classifier can accurately predict unknown data.
For satisfactory results, kernel PCA was applied to reduce feature dimensionality by eliminating redundant features and maintaining important dimensions in the feature vector. To evaluate the effect of kernel PCA on the detection performance of the trained SVM classifier, the dimensionality D of the reduced feature vector was set to different values (10, 20, 30 … 100, 150, 200-D) . Detailed results are provided in Tables 1 and 2 . True positive and true negative represent the detection rate of the authentic and spliced images, respectively. Accuracy represents the average detection rate. Table 1 illustrates the results from the original dimension of the extracted feature method with 1764-D obtained from the DVMM image dataset. A detection accuracy of 70.33% was achieved, proving that a high correlation exists among the features (Figure 1) . Table 2 demonstrates the detection accuracy of the trained SVM classifier after applying PCA to reduce feature vector dimensionality. The features from 10-D to 200-D had considerably higher detection accuracy than those from the original (50.65%-91.88% vs. 70.33%). These results were anticipated from Figure 1 , which indicated a low correlation among the features after kernel PCA application. Moreover, the highest detection rate of 91.88% was obtained from the features with 40-D. The number of dimensions in this study was selected experimentally. The main objective was to improve accuracy with reduced dimensionality. The accuracy was higher in dimensions lower than 100-D than high-dimensional feature vector. Therefore, the focus was on dimensions between 10 and 100.
The best results were obtained when the extracted features were combined with kernel PCA in 40-D, verifying the nonlinear nature of the extracted features. Figure 4 demonstrates the receiver operating characteristic curves for the image dataset. The features extracted from the original method in 1764-D were compared with those extracted from the merged one with kernel PCA dimension reduction methods. Figure 4 indicates the best effect of kernel PCA on the extracted features. 
Comparison with Other Methods
State-of-the-art image splicing detection methods were compared to comprehensively evaluate the entire algorithm. Table 3 shows the comparison between different methods with different dimensionalities and the proposed algorithm for the DVMM image dataset. Table 3 shows that the accuracy rates exhibited different trends. The best result was obtained using the expanded DCT Markov + DWT Markov [29] , which reduced to 100-D by applying Support Vector Machine Recursive Feature Extraction (SVM-RFE) (93.55%). The next highest accuracy rate was achieved using the proposed method (91.88%) with 40-D. Thus, the proposed algorithm performed better than the presented methods in the least dimension of 40-D.
Conclusions
New fractional differential texture descriptors based on the Machado entropy are proposed to detect spliced and tampered images. The standard DVMM image dataset was used to demonstrate the better performance of the proposed algorithm compared with other methods for image splicing detection. With our proposed algorithm, the characteristic of the image descriptors can be altered only by changing the fractional power value α of the proposed mask. The proposed algorithm achieved the highest accuracy rate of 91.88% with 40-D. Compared with the other presented methods, the proposed method had the least dimension of 40 with a high accuracy rate. The results demonstrated the efficacy of applying information theory represented by the Machado entropy in view of fractional calculus. Future work can compare other dimension reduction methods with the proposed algorithm.
