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Abstract 
Thanks to improvements of the last decades in the robotic field, small Unmanned Aerial Vehicle (sUAV) have become efficient 
remote sensors for infantrymen on the battlefield. Their increasing mobility and autonomy allow acquiring essential strategic 
information in a constantly evolving environment. However, due to the hostile nature of the battlefield, a soldier cannot focus on 
screen-based interfaces currently in use. Although being robust, touch screen interfaces induce physical and cognitive loads that 
can affect mobility, efficiency and safety. In this context, symbolic gestural interaction (SGI) seems a good alternative. It uses a 
Gestural Vocabulary (GV) that associates exactly one gesture per functionality. Gestures can be executed almost at any time 
without material preparation. Moreover, and contrary to touchscreens, gestures require no visual feedback since they benefit from 
the proprioception. This can lead us to believe that better environment awareness for the operator is possible. However SGI 
requires that semantic items are learnt and recalled on time to be correctly used. This may impose a cognitive load that could 
counterbalance the benefit of not having to look at a screen. As there has been no evidence so far, a comparative evaluation has 
been conducted. In a dual-task experiment, 20 volunteers were requested to carry out a primary task (detect and signal visual 
targets) and simultaneously to command a virtual sUAV on demand, either using SGI or a touchscreen. Results indicated that 
SGI disturbs less the visual attention as the reaction time (RT) in the primary task was significantly shorter. Thus, this study 
suggests that SGI is a well-suited alternative to standard HMI for infantrymen on the battlefield. 
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Fig 1. Infantryman controlling a sUAV with a “standard” touchscreen interface. 
1. Introduction 
1.1. Use case 
Modern net-centric soldier can interact with many peripheral systems that may disturb his focus on mission 
objectives. Examples are carrier vehicles, robots, command and control systems, but small Unmanned Aerial 
Vehicles (sUAV) is the most versatile platform to acquire tactical information. See Figure 1 for an example of 
sUAV. 
Small UAV must be able to perform their mission autonomously while reporting the critical information in due 
course to the dismounted team. In such use case, the soldier can only be an optional operator and must not focus on 
"traditional" screen or joystick-based interfaces. During a mission, only few flight plan updates can be provided on-
line by the soldier without cognitive overload. 
Our proposed interface introduces gestural commands coupled with an audio feedback to manage a sUAV system 
over a predefined navigation plan. The following use case will be taken as a running example for the paper. A pre-
defined route, composed of a totally ordered set of waypoints and a back-up point, named “base” is predefined by 
the user, before the mission. Observations can be performed on navigation points by the sUAV imager, but videos 
are analyzed after sUAV recovery. However, sUAV status provides results of detections (humans, vehicles) in 
addition to platform velocity, remaining energy, signal strength, and waypoint fly-by. The following commands can 
be sent at any point in time by the soldier, using either a symbolic gestural interface or a touchscreen interface: (1) 
take-off, (2) land, (3) reach the next waypoint, (4) reach the previous waypoint, (5) return directly to the base, and 
(6) stop the current execution. To avoid any unexpected functionality activation, a security mechanism is required. 
Command requests have to be confirmed by using one of the two added commands: (7) validate and (8) cancel. The 
set of audio feedbacks are: (1) request for command validation, (2) command acknowledgement, and (3) system 
status. 
1.2. Symbolic gestures 
To interact with their environment, humans use different modalities: seeing, speaking gesticulating and 
manipulating [1]. Among them, gestures as “communicative movements” [2], are of special interest.  
For a gestural command of a sUAV by an infantryman, two approaches may be considered: (1) the direct 
manipulation that allows for controlling precisely and in real time sUAV’s behavior as a puppet master [3], and (2) 
symbolic interaction that enables activating functionalities (as shortcuts on computers) [4,5].  
Comparing the two approaches, it has been noted [6] that manipulation directly acts on objects using physical and 
spatial everyday world metaphors that everyone has experienced since childhood (ie. naïve physics), while symbolic 
gestures indirectly tell the system what to do by means of artificial cultural, task and user dependant linguistic items 
that have to be specifically learnt. That is the main reason why, for everyday applications, to always consider using 
manipulation before symbolic gestural languages is preferred.  
Nevertheless, in the specific context of infantrymen on the battlefield, manipulation may cost too much time and 
impose high physical and cognitive loads when symbolic gestures take advantage of sUAV autonomy to limit 
interaction to the minimal information exchanges. Moreover, in this context, a specific gestural language learning 
1062   Florent Taralle et al. /  Procedia Manufacturing  3 ( 2015 )  1060 – 1065 
and usage are acceptable. In the light of these considerations, symbolic gestures are proposed as a viable alternative 
to standard touchscreen interfaces for infantrymen on the battlefield. 
1.3. Visual attention 
“Attention”: a generic word borrowed from the ordinary language is widely used with many meanings in the 
literature [7, 8]. This is why its use requires to be clarified. In this document, visual attention is defined as the 
capacity to detect and react rapidly to visual stimuli in the surrounding environment.  
In the context of infantrymen on the battlefield, to ensure safety, the act of continuously observing the 
surrounding environment is critical. Indeed, in hostile and unpredictable environments, any threat has to be detected 
and properly managed. However, during a mission, when using a sUAV is required, soldier’s visual attention is 
strongly disturbed. Evidently, this significantly impacts safety and is thus unacceptable.  
In the process of commanding a sUAV, standard touchscreen interfaces currently in use obviously imposes a shift 
in visual attention when focusing the screen. On the contrary, symbolic gestures, that require no visual feedback 
since they benefit from the proprioception (i.e. the sense that a person has of the spatial configuration of his own 
body), seem a convenient alternative but still remain untested.  
However gestures, as specific semantic items, have to be learnt and recalled on time to be correctly executed. 
This may impose a cognitive load that could counterbalance the benefit of not having to look at a screen. As there 
has been no evidence so far, a comparative study seemed required. 
Thus, a laboratory study comparing impacts on the visual attention of a symbolic gestural interface and a tactile 
interface, has been conducted. The remainder of this article describes the experiment in section 2, results in section 3 
and a conclusion in section 4. 
2. Method  
2.1. Overview 
Participants were involved in a laboratory study of the visual attention. They were requested to command a 
virtual sUAV (secondary task), while prioritizing their attention on a visual detection task (primary task). This 
primary task was designed to be representative of a sustained attention task to sudden visual events that soldiers 
require on the battlefield. To command a virtual sUAV in the the secondary task, two modalities were compared: (1) 
a tactile push-button interface, and (2) a symbolic gestural interface. 
Testees participated individually to two sessions identically organized: one for the touchscreen condition and one 
for the SGI condition. To avoid a potential order effect, half the participants started with the touchscreen condition 
and others with the SGI condition. Figure 2 presents the synopsis of sessions: (1) the context of the study, the sUAV 
and the two tasks were introduced; (2) the modality used in the present session to command the virtual sUAV in the 
secondary task was presented and participants were trained to use it; (3) for 5 minutes, participants carried out the 
single task condition (primary task: target detection); (4) for 5 minutes, participants carried out the dual task 
condition (primary task: target detection and secondary task: virtual sUAV command); (5) participants filled a post-
session questionnaire.  
2.2. Participants 
A total of 20 volunteers (mean age=28.9, S.D.=9.6) were recruited for this study. They were students, researchers 
or staff at Mines-ParisTech. 
Fig. 2. Session synopsis. 
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Fig. 3. Experimental apparatus: (a) touchscreen session apparatus, (b) SGI session apparatus, (c) the touchscreen interface. 
2.3. Apparatus 
Figure 3 presents the experimental apparatus. A testee was standing in front of a back-projected screen (size: 
3.1x1.74m, resolution: 1920x1080, framerate: 60Hz). A tester and a Wizard of Oz (WoZ), simulating the gesture 
recognition system by pressing buttons according to participant actions, were standing near the participant in a way 
they were able to see testee’s actions but out of his field of view. Participant was equipped with a wireless 
microphone that was able to generate events on voice activation. Also, a Samsung Galaxy Tab (7-inch, 380g) was 
provided to the participant or to the WoZ, depending on the session. On this pad the 8 commands were reachable by 
means of tactile iconic buttons. Both the microphone and the pad were connected wirelessly to a computer running a 
Unity3D software. This software, according to the session synopsis, was sequentially (1) presenting instructions to 
the participant with slide shows and (2) generating the different conditions by enabling the primary and secondary 
tasks at the proper time. 
2.4. Training 
The training phase was accomplished in three steps: (1) For all sUAV commands, the associated actions (buttons 
for touchscreen sessions and gestures for the SGI sessions) were presented; (2) The participant was asked to learn 
and practice freely every action; (3) A slide show presented individually the 8 sUAV command names in a random 
order. For each, the participant was asked to accomplish the proper memorized action or to pass if the action could 
not be recalled. After a complete cycle of 8 commands, if the participant failed or passed at least one time, the 
training returned to step 1. The training phase was accomplished when the participant fully succeeded in 3 cycles in 
a row. 
2.5. Primary task: target detection 
The primary task was a visual target detection task. Targets were appearing, one at a time, at a random position 
on the screen. Participant was asked to detect and signal as soon as possible every target after they appeared. To 
signal a target, participant had to say clearly the word “Vu” (the French word for “seen”) that was automatically 
detected by the microphone the participant was equipped with. When a target was signaled, it was instantaneously 
removed and a new target was generated after a random break of 3 to 5 seconds. Every target apparition and 
detection events were automatically time-stamped and logged into a file. 
Based on this file, average reaction times (RT), as the time taken to signal a target since its apparition, were 
computed per participant and for each condition. Thus 4 RT were computed per participant: 
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x RTt0 and RTt1 for the tactile sessions and respectively for the single task and dual task conditions.  
x RTg0 and RTg1 for the gesture sessions and respectively for the single task and dual task conditions. 
 
Then, average distraction times (DT) were computed, per participant and per modality, as the difference between 
RT in dual task condition and in single task condition of the same session: respectively DTt and DTg for tactile and 
gesture conditions. DT were representative of the cost of the secondary task (commanding the sUAV) on the 
primary task (detecting targets) and free of static system latency and between session intra-subject attention 
variations. 
2.6. Secondary task: virtual sUAV command 
The secondary task was to command a virtual sUAV in a 3D scene according to displayed instructions. 
Participant was asked to use the actions learnt in the training phase (buttons or gestures), as fast as possible when a 
command name appeared. A virtual sUAV was standing at the middle of the screen and was reacting to the 
participant commands. Command name appeared, one at a time, as clear textual labels under the sUAV. When the 
action corresponding to the label was achieved by the participant, the command name was instantaneously removed 
and the sUAV executed the corresponding function. When the sUAV achieved the last function, a new command 
name, compatible with the actual sUAV state, was generated and printed. Every command name apparition, wrong 
and correct participant actions were automatically time-stamped and logged into a file to allow latter analysis.  
2.7. Post-session questionnaire 
At the end of every session, the participant was asked to respond to Likert questionnaire. He indicated his 
agreement or disagreement level with a 5-points scale to the 3 following sentences: 
 
x “Concerning only the modality you just used to command the sUAV, you found it easy to use.” 
x “Concerning only the modality you just used to command the sUAV, you found it enjoyable.” 
x “Concerning only the modality you just used to command the sUAV, you found it exhausting.” 
 
After the second session, when the participant had used both modalities (buttons and gestures), a fourth sentence 
was proposed to the participant: 
 
x “Comparing the two modalities you have used to command the sUAV, you preferred gestures.” 
3. Results 
Overall RT are presented in Figure 4.a: In the single task condition RT were: RTt0=1032mS and RTg0=1032mS. 
In the dual task condition, RT were: RTt1=1304mS and RTg1=1122mS. Based on this RT, computed DT were: 
DTt=276mS and DTg=90mS. A mixed-design analysis of variance revealed a significant effect (F=8.27, p=0.006) 
of the modality (tactile vs gestures) on the average distraction time.  
Questionnaire results are summarized in Figure 4.b. Participants generally found symbolic gestures a little less 
stressful, more enjoyable but also a bit harder to use than a standard touchscreen interface. Finally, participants 
preferred gestures over the tactile interface. 
4. Conclusion and future work 
This article presented a laboratory study of the visual attention of 20 participants requested to command a virtual 
sUAV (secondary task), while prioritizing their attention on a visual detection task (primary task). This primary task  
was designed to be representative of a sustained attention task to sudden visual events that soldiers require on the 
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Fig. 4. Results: (a) Average reaction times in milliseconds as a function of the different conditions, (b) Average agreement or disagreement levels 
of participants with the proposed sentences of the post-session questionnaires. 
battlefield. To command a virtual sUAV in the the secondary task, two modalities were compared: (1) a tactile push-
button interface, and (2) a symbolic gestural interface. 
Average reaction times measured in the primary task revealed that when using gestures, visual attention is 
significantly improved compared to when using a touchscreen.  This result suggests that even if symbolic gestures 
may impose a cognitive load to the user, they are a viable improvement to standard tactile interfaces currently in 
use. 
Since this result is encouraging, only 8 well defined symbolic gestures were used in this experiment. Thus it may 
not be valid for a larger number of functions if we suppose that it would increase the cognitive load imposed by the 
gestural vocabulary when the cost of using a touchscreen shouldn’t be impacted. 
Moreover, a Wizard of Oz has been used in this laboratory experiment to compare two modalities with a perfect 
accuracy level. Nevertheless, real systems are not perfect and this may impact the real usability of a SGI. It is 
assumed that SGI is little less robust and suffer of a higher latency than a tactile interface. Thus, a new study 
comparing two real systems may be required. 
Finally, visual attention is one of many skills required by soldiers on the battlefield, but not the only one. 
Abilities to move and manipulate objects are of equivalent importance in soldier’s everyday mission and regarding 
those skills, the question of the impact of using symbolic gestures should be addressed. 
Now, in the light of these considerations, a software and hardware platform coupled with a real sUAV, is being 
developed to detect and recognize gestures in real time. It will allow studying the usability of a symbolic gestural 
interface for infantrymen on the battlefield, regarding many operational skills as displacement and objects 
manipulation. 
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