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ON THE STABILITY OF CERTAIN SPIN MODELS IN 2 + 1
DIMENSIONS
I. BEJENARU, A. D. IONESCU, AND C. E. KENIG
Abstract. In this paper we prove large-data local stability theorems for several
spin-field models in two dimensions, both in the focusing case (spherical target)
and the defocusing case (hyperbolic target).
Contents
1. Introduction 1
2. The modified spin system 6
3. Regularity and stability of the modified spin system 11
3.1. Linear and nonlinear estimates 12
3.2. Proof of Proposition 3.1 and Proposition 3.2 18
4. Proof of Theorem 1.1 22
4.1. Construction of the maximal solution (I(f), s) 25
5. Proof of Theorem 1.2 28
6. Reduction to the Davey–Stewartson II equation 31
Appendix A. Proof of Proposition 2.1 33
References 36
1. Introduction
In this paper we consider several 2-dimensional spin models. One of these models
is the hyperbolic-elliptic Ishimori system
∂ts = s× (∂
2
xs− ∂
2
ys) + ∂xs · ∂yζ + ∂ys · ∂xζ, ∆ζ = 2s · (∂xs× ∂ys),
where the spin s is defined in an open set of R2 × R and takes values into the
2-dimensional sphere S2. The Ishimori system, proposed by Ishimori [7], is an inte-
grable topological spin field model. The local and the global regularity properties of
the Cauchy problem associated to the Ishimori system have been studied extensively,
see for example [6], [8], [12] and [16].
I. B. was supported in part by NSF grant DMS0738442. A. I. was supported in part by a
Packard Fellowship. C. K. was supported in part by NSF grant DMS0456583.
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2 I. BEJENARU, A. D. IONESCU, AND C. E. KENIG
We consider in this paper both focusing and defocusing spin systems. To ana-
lyze them in a unified, geometric framework we define, for µ = ±1, the connected
Riemannian manifolds Sµ,
S1 = S
2 = {y = (y0, y1, y2) ∈ R
3 : y20 + y
2
1 + y
2
2 = 1};
S−1 = H
2 = {y = (y0, y1, y2) ∈ R
3 : y20 − y
2
1 − y
2
2 = 1, y0 > 0},
(1.1)
with the Riemannian structures induced by the Euclidean metric g1 = dy
2
0+dy
2
1+dy
2
2
on S1, respectively the Minkowski metric g−1 = −dy20 + dy
2
1 + dy
2
2 on S−1. Thus
S1 is the 2-dimensional sphere S
2, while S−1 is the 2-dimensional hyperbolic space
H
2. Given µ = ±1 and two vectors v = t(v0, v1, v2) and w =
t(w0, w1, w2) in R
3, we
define their inner product
v ·µ w = gµ(v, w) =
tv · ηµ · w = µv0w0 + v1w1 + v2w2, (1.2)
where ηµ = diag(µ, 1, 1). We define also the cross product
v ×µ w := ηµ · (v × w), (1.3)
where v×w denotes the usual vector product of vectors in R3. Simple computations
show that, for µ = ±1 and v, w ∈ R3
v ·µ (v ×µ w) = w ·µ (v ×µ w) = 0,
(v ×µ w) ·µ (v ×µ w) = µ(v ·µ v)(w ·µ w)− µ(v ·µ w)
2.
(1.4)
In this paper we consider the spin-field models on R2 × I
∂ts = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1, ∆ζ = 2µs ·µ (s1 ×µ s2), (1.5)
where ǫ, µ ∈ {−1, 1} and I ⊆ R is an open interval. The functions s : R2 × I → Sµ
and ζ : R2 × I → R in (1.5) are assumed to be sufficiently smooth functions, and
s1 = ∂xs, s2 = ∂ys, s11 = ∂
2
xs, s22 = ∂
2
ys, ζ1 = ∂xζ , ζ2 = ∂yζ , and ∆ζ = (∂
2
x + ∂
2
y)ζ .
Spin-field models of this type have been studied in the literature. The pair
(ǫ, µ) = (−1, 1) corresponds to the hyperbolic-elliptic Ishimori system introduced
in [7]. The defocusing case µ = −1, when the target is the hyperbolic plane H2,
has been introduced and studied in [9]. The pair (ǫ, µ) = (1, 1) corresponds to the
incompressible spin fluid system, see [9]. In this case the spin model (1.5) becomes
∂ts = s×∆s + s1ζ2 − s2ζ1, ∆ζ = 2s · (s1 × s2), (1.6)
which is a correction of the classical Heisenberg model (Schro¨dinger map equation)
∂ts = s×∆s. (1.7)
This correction was proposed by Volovik [19] on physical grounds, for restoration of
the correct linear momentum density of the ferromagnets. We emphasize that the
mathematical analysis of the Cauchy problem associated to the corrected system
(1.6) is much simpler than the analysis of the Cauchy problem associated to the
Heisenberg model (1.7). The algebraic effect of the correction s1ζ2 − s2ζ1 in the
right-hand side of (1.6) is to cancel the magnetic components of the nonlinearities of
ON THE STABILITY OF CERTAIN SPIN MODELS IN 2 + 1 DIMENSIONS 3
the corresponding modified spin system, see section 2 for details, which significantly
simplifies the analysis of these nonlinearities. This algebraic cancellation is a key
feature of all the systems we consider in this paper.
We consider “classical” solutions of the spin-field models (1.5). For σ ≥ 1 we
define the spaces of functions
H˜σ = H˜σµ = {f ∈ C
1
b (R
2 : Sµ) : ∂1f, ∂2f ∈ H
σ−1}, (1.8)
where C1b (R
2 : Sµ) denotes the space of bounded C
1 functions f : R2 → Sµ. For
f, g ∈ H˜σ we define
dσ(f, g) = ‖f − g‖L∞ +
2∑
m=1
‖∂m(f − g)‖Hσ−1, (1.9)
and observe that (H˜σ, dσ) is a metric space.
We fix, say, σ0 = 10, and consider solutions s ∈ C(I : H˜σ0) of (1.5), where I ⊆ R
is an open interval. Given such a solution s, the function ζ in (1.5) can be defined
as follows: we use the equation ∆ζ = 2µs ·µ (s1 ×µ s2) ∈ C(I : L1 ∩ L∞) to define
ζ1 = −R1∇
−1[2µs ·µ (s1 ×µ s2)], ζ2 = −R2∇
−1[2µs ·µ (s1 ×µ s2)], (1.10)
where the operators ∇−1, R1, and R2 are defined by the Fourier multipliers |ξ|−1,
iξ1/|ξ|, and iξ2/|ξ| respectively. The functions ζ1 and ζ2 are continuous functions
on R2× I and ζ1, ζ2 ∈ C(I : Lp(R2)) for any p > 2. The function ζ is defined as the
unique C1 function on R2 × I satisfying
∂1ζ = ζ1, ∂2ζ = ζ2, ζ(0, 0, t) = 0. (1.11)
Thus ζ ∈ C1(R2 × I : R) is determined uniquely by s using (1.10) and (1.11). In
other words, at least for classical solutions s ∈ C(I : H˜σ0) the spin model (1.5) is
equivalent to the evolution equation
∂ts = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1, ζm = −Rm∇
−1[2µs ·µ (s1 ×µ s2)].
For q = 0, 1, 2, 3 let
Cq(I : H˜σ0) = {s ∈C(I : H˜σ0) ∩ Cq(R2 × I : Sµ) :
∂q
′
t s ∈ C(I : H
σ0−2q′), q′ = 0, . . . , q}.
Let
P = {(I, g) : I ⊆ R is an open interval and g ∈ C3(I : H˜σ0)}
with the natural partial order
(I, g) ≤ (I ′, g′) if I ⊆ I ′ and g′(t) = g(t) for any t ∈ I.
Our first theorem is a large-data local regularity result.
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Theorem 1.1. (a) Assume σ0 = 10, µ, ǫ ∈ {−1, 1}, and f ∈ H˜σ0. Then there is a
unique maximal solution (I(f), s) of the initial-value problem{
∂ts = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1, ζm = −Rm∇−1[2µs ·µ (s1 ×µ s2)],
s(0) = f,
(1.12)
where I(f) ⊆ R is an open interval and s ∈ C3(I(f) : H˜σ0).
(b) Let I+(f) = I(f) ∩ [0,∞) and I−(f) = I(f) ∩ (−∞, 0]. Then
if I+(f) bounded then ‖|Ds|‖L4x,t(R2×I+(f)) =∞,
if I−(f) bounded then ‖|Ds|‖L4x,t(R2×I−(f)) =∞,
where
|Ds| :=
[ 2∑
m=1
∂ms ·µ ∂ms
]1/2
.
In other words, we prove that any classical data admits a unique maximal classical
extension as the solution of the spin system (1.12). This solution extends as long as
the critical space-time scattering norm ‖|Ds|‖L4 stays bounded, where |Ds| is the
covariant gradient1 of s as defined above. This is similar to well-known theorems on
scalar equations, such as the 2-dimensional L2-critical NLS
(i∂t +∆x)φ = ±|φ|
2φ, φ(0) = φ0 ∈ L
2.
We prove also a stability result. For this we need semidistance functions2 d˙1 :
H˜σ0 × H˜σ0 → [0,∞) and ρ˙1I : C
3(I : H˜σ0)× C3(I : H˜σ0) → [0,∞), defined for any
open interval I ⊆ R, which satisfy
d˙1(g, cQ) = ‖|Dg|‖L2, ρ˙
1
I(g, cQ) = ‖|Dg|‖L∞t L2x(R2×I) + ‖|Dg|‖L4x,t(R2×I),
sup
t∈I
d˙1(g(t), g′(t)) ≤ ρ˙1I(g, g
′) for any g, g′ ∈ C3(I : H˜σ0),
(1.13)
where, for any Q ∈ Sµ, cQ denotes the constant function cQ(.) = Q. We define these
semidistance functions precisely in section 5, and prove some of their properties in
Proposition 5.1. Intuitively, one could think of d˙1(f, f ′) and ρ˙1(f, f ′) as nonlinear
ways to measure the ”distance” between the functions f, f ′, at a critical level (com-
pare with (1.13)), in our geometric setting in which the usual ”difference” f ′ − f is
not geometrically relevant. Semidistance functions of this type have been used in
recent work of Tao [18] on global regularity of wave maps.
Our stability result is the following:
1The norm |Ds| is well defined since v ·µ v ≥ 0 for any vector v tangent to Sµ at some p ∈ Sµ.
2A function ρ : X × X → [0,∞) is a semidistance function on X if ρ(f, g) = ρ(g, f) and
ρ(f, h) ≤ ρ(f, g) + ρ(g, h) for any f, g, h ∈ X .
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Theorem 1.2. Assume that f ∈ H˜σ0 and define the maximal solution (I(f), s) as
in Theorem 1.1. Assume that J ⊆ I(f), 0 ∈ J , is an open interval such that
N(f, J) := ‖|Df |‖L2(R2) + ‖|Ds|‖L4(R2×J) <∞.
Then there is δ = δ(N(f, J)) > 0 with the following property: if
f ′ ∈ H˜σ0 and d˙1(f, f ′) ≤ δ
then
J ⊆ I(f ′), and ρ˙1J(s, s
′) .N(f,J) d˙
1(f, f ′).
The identities in (1.13) and Theorem 1.2 (with f = cQ) can be combined to prove
the following small-data global well-posedness result.
Corollary 1.3. There is δ0 > 0 such that if f ∈ H˜σ0 and ‖|Df |‖L2 ≤ δ0 then the
initial-value problem (1.12) admits a unique global solution s ∈ C(R : H˜σ0) and
‖|Ds|‖L∞t L2x(R2×R) + ‖|Ds|‖L4x,t(R2×R) . ‖|Df |‖L2.
In addition, if f, f ′ ∈ H˜σ0, ‖|Df |‖L2, ‖|Df
′|‖L2 ∈ [0, δ0], and s, s
′ ∈ C(R : H˜σ0) are
the corresponding solutions, then
ρ˙1
R
(s, s′) . d˙1(f, f ′).
The global regularity part of Corollary 1.3 has been proved by Chang and Pashaev
[4], at least in the case ǫ = µ = 1. The proof in [4] relies on perturbative analysis
of the “modified spin system” (which is derived using the generalized Hasimoto
transform) and the key cancellation of the magnetic terms of the nonlinearities of
the modified spin system discussed in the paragraph following (1.6) and (1.7). These
are two of the main ideas we use in this paper as well. See also [12], [6], [16] for
other small-data global regularity results for spin models.
The rest of the paper is organized as follows: in section 2 we derive the modified
spin system, by taking derivatives ∂ms of the spin s, and decomposing these deriva-
tives in a suitable Coulomb gauge. The idea of using geometric gauges to analyze
spin models appears to have been used for the first time in [3], in the context of
the Schro¨dinger map equation (1.7). This idea was also used in [8], [10], and by
the authors in [1] and [2]. The entire construction is geometric and can be written
invariantly. We prefer however to use an elementary extrinsic point of view in this
paper, as in [1] and [2], in which we exploit the fact that the targets S1 and S−1 are
isometrically imbedded into the Euclidean space (R3, g1) and the Minkowski space
(R3, g−1) respectively. The point of the construction is to link geometric equations,
such as the spin model (1.12), to systems of nonlinear scalar equations, such as the
modified spin system in Proposition 2.2.
In section 3 we analyze the modified spin system and prove regularity and sta-
bility results for this system, see Propositions 3.1 and 3.2. Our analysis is based
on Strichartz estimates, as well as estimates for the nonlinearities of the modified
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equations, both at the critical level and the smooth level. These nonlinear estimates
are much easier than the corresponding nonlinear estimates in the Schro¨dinger map
model, proved in [1] and [2], due to the absence of magnetic terms in the nonlinear-
ities of the modified spin system.
In section 4 we prove Theorem 1.1: we start from the maximal solution of the
modified spin system constructed in Proposition (3.1) and construct the maximal
solution of the spin system (1.12), as well as a suitable Coulomb frame, by solving
several linear ODE’s.
In section 5 we prove Theorem 1.2: we define first the critical semidistance func-
tions d˙1 and ρ˙1I , by taking suitable critical norms of differences of the fields ψm con-
structed using the Coulomb gauge. A nonlinear construction of this type was used re-
cently by Tao [18], in the setting of wave maps (using the caloric gauge instead of the
Coulomb gauge, which is more suitable for the study of wave maps in 2 dimensions).
Then we use the stability result Proposition 3.2 on the differentiated fields ψm to
prove Theorem 1.2. We prove also several additional properties of the semidistance
function d˙1 in Proposition 5.1: invariance under dilations and translations of the
domain R2, invariance under the action of isometries of the target Sµ, continuity on
H˜σ0× H˜σ0 , and a precise description of the set {(f, f ′) ∈ H˜σ0× H˜σ0 : d˙1(f, f ′) = 0}.
In section 6 we derive the connection between the Ishimori systems, which corre-
spond to ǫ = −1, and the Davey-Stewartson equations, starting from our modified
spin systems. This connection is well known, see for example [6], [9], [11], or [16],
at least in the focusing case µ = 1. The analysis in this paper can then be com-
bined with the global analysis of the defocusing Davey-Stewartson II equation, see
[13]–[15], to give global solutions of the defocusing Ishimori system in the case of
large classical data, constant outside a compact set (see Theorem 6.1). It would
be desirable, of course, to prove such a large data global regularity result in the
defocusing non-integrable case (ǫ, µ) = (1,−1).
In appendix A we give a simple self-contained proof of the existence and unique-
ness (up to the choice of the frame at one point) of a global Coulomb gauge, suitably
synchronized in time. This construction is well known, see for example [3] or [10].
2. The modified spin system
In this section we derive the modified spin system, using a Coulomb gauge. As-
sume in this section that µ ∈ {−1, 1}, I ⊆ R is an open interval, t0 ∈ I, and
s ∈ C3(I : H˜σ0). For any point p ∈ R2 × I, we fix a small open set Up in R2 × I,
p ∈ Up, and a C
3 orthonormal frame in TsSµ, i.e. two functions v, w ∈ C
3(Up : R
3)
such that
v ·µ v = 1, v ·µ s = 0, w = s×µ v in Up. (2.1)
Easy computations, using also s ·µ s = µ and (1.4), show that, in Up
w ·µ v = w ·µ s = 0, w ·µ w = 1, v ×µ w = µs, w ×µ s = v. (2.2)
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We define the differentiated variables ψm : Up → C,
ψm = v ·µ ∂ms+ iw ·µ ∂ms, m = 0, 1, 2, (2.3)
where ∂0 = ∂t, and the real connection coefficients Am : Up → R,
Am = w ·µ ∂mv, m = 0, 1, 2. (2.4)
Clearly s ·µ ∂ms = v ·µ ∂mv = w ·µ ∂mw = 0, for m = 0, 1, 2. Since the vectors
s(p′), v(p′), w(p′) form an orthonormal basis for (R3, gµ), for every p
′ ∈ Up, it follows
that 
∂ms = vℜ(ψm) + wℑ(ψm);
∂mv = −sµℜ(ψm) + wAm;
∂mw = −sµℑ(ψm)− vAm.
(2.5)
Using (2.5) it is easy to verify that ψm, Am satisfy the curl type relations
(∂l + iAl)ψm = (∂m + iAm)ψl, m, l = 0, 1, 2. (2.6)
Thus with the notation Dm = ∂m + iAm we can rewrite this as
Dlψm = Dmψl, m, l = 0, 1, 2. (2.7)
Direct computations using the definitions and (2.5) show that
∂lAm − ∂mAl = µℑ(ψlψm) := qlm, m, l = 0, 1, 2. (2.8)
Thus the curvature of the connection is given by
DlDm −DmDl = iqlm, m, l = 0, 1, 2. (2.9)
If, in addition, the frame (v, w) can be defined such that the Coulomb condition
∂1A1 + ∂2A2 = 0
is satisfied in Up, then the identities (2.8) show that
∆Am =
2∑
l=1
∂lqlm, m = 0, 1, 2.
We will show first that there is indeed a global C3 frame (v, w), unique up to the
choice of v(0, 0, t0), such that the identities above can be formally inverted, in the
sense that ψlψm ∈ C(I : L1 ∩ L∞), l, m = 0, 1, 2, and
Am = −
2∑
l=1
∇−1Rl[µℑ(ψlψm)], m = 0, 1, 2.
The construction of such global Coulomb frames is, of course, well known, see for
example [3] or [10]. We provide all the details here for the sake of completeness.
We start with the following simple observation: while the fields ψm depend on the
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choice of v, the functions ψlψm, l, m = 0, 1, 2 do not depend on this choice. Indeed,
if (v′, w′) is another frame around the point p then
v′ = v cosχ+ w sinχ, w′ = −v sinχ + w cosχ,
for some real-valued function χ, which gives ψ′m = e
−iχψm. Therefore, given s ∈
C3(I : H˜σ0) we can define 9 canonical functions ψlψm, m, l = 0, 1, 2.
Since s(t) is bounded for any t ∈ I, the functions v(., ., t), w(., ., t) : R2 → R3 are
bounded for any t ∈ I, thus ψlψm ∈ C(I : L1∩L∞). Moreover, if we work only with
local C3 frames v, w with derivatives bounded uniformly on compact subintervals
J ⊆ I, we deduce that ∂n(ψlψm) ∈ C(I : L1 ∩ L∞), n,m, l = 0, 1, 2. To summarize,
ψlψm ∈ C
2(R2 × I), ψlψm, ∂n(ψlψm) ∈ C(I : L
1 ∩ L∞), n,m, l = 0, 1, 2. (2.10)
Thus, we can define C1 functions A˜0, A˜1, A˜2 : R
2 × I → R by the formulas
A˜m = −
2∑
l=1
∇−1Rl[µℑ(ψlψm)]. (2.11)
We show now that there are global C3 Coulomb frames (v, w) on R2 × I such that
the coefficients Am = w ·µ ∂mv, m = 0, 1, 2 (see (2.4)) agree with the coefficients A˜m
defined in (2.11). More precisely:
Proposition 2.1. Assume I ⊆ R is an open interval, t0 ∈ I, and s ∈ C3(I : H˜σ0).
Assume Q ∈ R3, Q ·µ s(0, 0, t0) = 0, Q ·µ Q = 1. Then there are unique functions
v, w ∈ C3(R2 × I : R3) with the properties
v ·µ s = 0, v ·µ v = 1, w = s×µ v, v(0, 0, t0) = Q, (2.12)
and
A˜m = w ·µ ∂mv, m = 0, 1, 2. (2.13)
In addition, if ψm = v ·µ ∂ms+ iw ·µ ∂ms, m = 0, 1, 2, then ψm ∈ C(I : H4) and
(∂l + iA˜l)ψm = (∂m + iA˜m)ψl, m, l = 0, 1, 2. (2.14)
and, for m = 0, 1, 2, 
∂ms = vℜ(ψm) + wℑ(ψm);
∂mv = −sµℜ(ψm) + wA˜m;
∂mw = −sµℑ(ψm)− vA˜m.
(2.15)
We provide a complete proof of Proposition 2.1 in the appendix.
We convert now the spin system (1.12) into a system of equations involving the
fields ψm. Assume I ⊆ R is an open set and s ∈ C(I : H˜σ0) satisfies the equation
∂0s = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1, ζm = −Rm∇
−1[2µs ·µ (s1 ×µ s2)]. (2.16)
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We fix a global Coulomb frame (v, w) as in Proposition 2.1 and define the fields
ψm and the connection coefficients Am = A˜m, m = 0, 1, 2, such that the identities
(2.1)-(2.9) and (2.11) hold in R2 × I. Using (2.5) we have
2µs ·µ (s1 ×µ s2) = 2µs ·µ [(vℜ(ψ1) + wℑ(ψ1))×µ (vℜ(ψ2) + wℑ(ψ2))]
= 2µ(ℜ(ψ1)ℑ(ψ2)− ℑ(ψ1)ℜ(ψ2))
= −2q12.
It follows that
ζ1 = 2R1∇
−1(q12), ζ2 = 2R2∇
−1(q12). (2.17)
Using (2.3) and (2.5) into the first equation in (2.16) we compute
∂0s = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1
= s×µ
[
v(∂1ℜ(ψ1)− A1ℑ(ψ1)) + w(∂1ℑ(ψ1) + A1ℜ(ψ1))− µs|ψ1|
2
]
+ ǫs×µ
[
v(∂2ℜ(ψ2)−A2ℑ(ψ2)) + w(∂2ℑ(ψ2) + A2ℜ(ψ2))− µs|ψ2|
2
]
+ (vℜ(ψ1) + wℑ(ψ1))ζ2 − ǫ(vℜ(ψ2) + wℑ(ψ2))ζ1
= v
[
− ∂1ℑ(ψ1)− ǫ∂2ℑ(ψ2)−A1ℜ(ψ1)− ǫA2ℜ(ψ2) + ζ2ℜ(ψ1)− ǫζ1ℜ(ψ2)
]
+ w
[
∂1ℜ(ψ1) + ǫ∂2ℜ(ψ2)−A1ℑ(ψ1)− ǫA2ℑ(ψ2) + ζ2ℑ(ψ1)− ǫζ1ℑ(ψ2)
]
.
Thus
ψ0 = v ·µ ∂ts+ iw ·µ ∂ts = i(D1ψ1 + ǫD2ψ2) + ζ2ψ1 − ǫζ1ψ2. (2.18)
Using the (2.7) and (2.9), for m = 1, 2 we derive
D0ψm = Dmψ0 = iDm(D1ψ1 + ǫD2ψ2) +Dm(ζ2ψ1 − ǫζ1ψ2)
= i(D21 + ǫD
2
2)ψm − qm1ψ1 − ǫqm2ψ2 + ζ2D1ψm − ǫζ1D2ψm + ψ1∂mζ2 − ǫψ2∂mζ1.
(2.19)
By direct computation
i(D21 + ǫD
2
2)ψ
= i(∂21 + ǫ∂
2
2)ψ − 2A1∂1ψ − 2ǫA2∂2ψ − ψ∂1A1 − ǫψ∂2A2 − i(A
2
1 + ǫA
2
2)ψ.
Hence, the equations for ψm, m = 1, 2, are
∂0ψm − i(∂
2
1 + ǫ∂
2
2)ψm = (ζ2 − 2A1)∂1ψm − ǫ(ζ1 + 2A2)∂2ψm − qm1ψ1 − ǫqm2ψ2
+ ψ1∂mζ2 − ǫψ2∂mζ1 + ψm(−∂1A1 − ǫ∂2A2 − iA
2
1 − iǫA
2
2 + iζ2A1 − iǫζ1A2 − iA0).
(2.20)
Using now the identities (2.11) (recall Am = A˜m) and (2.17), we notice that the
magnetic terms (ζ2 − 2A1)∂1ψm and −ǫ(ζ1 + 2A2)∂2ψm in the right-hand side of
(2.20) vanish. This cancellation, which is due to the correction terms in the spin
field models (1.5), is the main reason for the simplicity of these models compared
to the Heisenberg model.
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To finish our computation, we observe that we have formulas, in terms of the func-
tions ψ1, ψ2, of all the functions in the right-hand side of (2.20), with the exception
of A0. To compute A0, using (2.11),
A0 = −µ
2∑
l=1
∇−1Rlℑ(ψlψ0). (2.21)
Using (2.6), (2.18) (with ζ1 = −2A2, ζ2 = 2A1), and the identity ψl · Dmψm =
∂m(ψlψm)− ψm ·Dmψl, we derive
ℑ(ψlψ0) = −ℜ(ψl · (D1ψ1 + ǫD2ψ2))−ℑ(ψl(2A1ψ1 + 2ǫA2ψ2))
= −∂1ℜ(ψlψ1)− ǫ∂2ℜ(ψlψ2) + ℜ(ψ1D1ψl) + ǫℜ(ψ2D2ψl)− 2ℑ(ψl(A1ψ1 + ǫA2ψ2))
= −∂1ℜ(ψlψ1)− ǫ∂2ℜ(ψlψ2) +
1
2
∂l
(
|ψ1|
2 + ǫ|ψ2|
2
)
− 2ℑ(ψl(A1ψ1 + ǫA2ψ2)).
Thus
A0 = µ
2∑
m,l=1
ǫm+1RlRm
(
ℜ(ψlψm)
)
+
µ
2
(|ψ1|
2 + ǫ|ψ2|
2
)
+ 2µ
2∑
m,l=1
ǫm+1|∇|−1Rlℑ(Amψmψl).
(2.22)
We summarize our results so far in the following proposition:
Proposition 2.2. Assume s ∈ C(I : H˜σ0) is a solution of the equation (2.16).
Assume that v, w is a Coulomb frame on R2 × I as in Proposition 2.1, and let
ψm = v ·µ ∂ms+ iw ·µ ∂ms, Am = w ·µ ∂mv,
qlm = ∂lAm − ∂mAl = µℑ(ψlψm),
(2.23)
for m, l = 0, 1, 2. Then ψ1, ψ2 ∈ C(I : H4) and
A2 = −∇
−1R1(q12), A1 = ∇
−1R2(q12),
A0 = µ
2∑
m,l=1
ǫm+1
[
RlRm
(
ℜ(ψlψm)
)
+ 2|∇|−1Rlℑ(Amψmψl)
]
+
µ
2
2∑
m=1
ǫm+1|ψm|
2.
(2.24)
In addition, the fields ψm, m = 0, 1, 2, satisfy the equations
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm,
Nm = −iA0ψm +
2∑
l=1
ǫl+1
[
ψl(−qml + 2∂mAl) + ψm(−∂lAl + iA
2
l )
]
.
(2.25)
and
ψ0 = i∂1ψ1 + iǫ∂2ψ2 + A1ψ1 + ǫA2ψ2. (2.26)
ON THE STABILITY OF CERTAIN SPIN MODELS IN 2 + 1 DIMENSIONS 11
3. Regularity and stability of the modified spin system
In this section we analyze the modified spin system constructed in Proposition
2.2. We will prove first a large-data local regularity result.
Proposition 3.1. Assume φ = (φ1, φ2) ∈ Hσ0−1 ×Hσ0−1.
(a) There is a unique maximal open interval I(φ), 0 ∈ I(φ), and a unique solution
ψ = (ψ1, ψ2) ∈ C(I(φ) : Hσ0−1)× C(I(φ) : Hσ0−1) of the system of equations
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm, ψm(0) = φm, (3.1)
where
Nm = −iA0ψm +
2∑
l=1
ǫl+1
[
ψl(∂lAm + ∂mAl) + ψm(−∂lAl + iA
2
l )
]
,
q12 = µℑ(ψ1ψ2), A2 = −∇
−1R1(q12), A1 = ∇
−1R2(q12),
A0 = µ
2∑
m,l=1
ǫm+1
[
RlRm
(
ℜ(ψlψm)
)
+ 2|∇|−1Rlℑ(Amψmψl)
]
+
µ
2
2∑
m=1
ǫm+1|ψm|
2.
(3.2)
(b) Let I+(φ) = I(φ) ∩ [0,∞), I−(φ) = I(φ) ∩ (−∞, 0]. Then
if I+(φ) bounded then
2∑
m=1
‖ψm‖L4x,t(R2×I+(φ)) =∞,
if I−(φ) bounded then
2∑
m=1
‖ψm‖L4x,t(R2×I−(φ)) =∞.
(c) Assume, in addition, that the compatibility condition
(∂1 + iA1)ψ2 = (∂2 + iA2)ψ1 (3.3)
holds on R2 × {0}. Then the identities (compare with (2.7) and (2.9))
Dlψm = Dmψl, ∂lAm − ∂mAl = µℑ(ψlψm), m, l = 0, 1, 2, (3.4)
hold in R2 × I(φ), where Dm = ∂m + iAm and
ψ0 = i(D1ψ1 + ǫD2ψ2) + 2A1ψ1 + 2ǫA2ψ2.
We will also prove a stability result.
Proposition 3.2. Assume φ ∈ Hσ0−1×Hσ0−1 and construct the maximal extension
(I(φ), ψ) as in Proposition 3.1. Assume J ⊆ I(φ) is a compact interval, 0 ∈ J . Let
Nψ,J = ‖|ψ|‖L4x,t(R2×J) + ‖|φ|‖L2, |ψ|
2 = |ψ1|
2 + |ψ2|
2, |φ|2 = |φ1|
2 + |φ2|
2.
Then there is δ0 = δ0(Nψ,J) with the following property: if φ
′ ∈ Hσ0−1 ×Hσ0−1 and
‖|φ′ − φ|‖L2(R2) = δ ≤ δ0
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then
J ⊆ I(φ′) and
2∑
m=1
‖N ′m −Nm‖(L1tL2x+L
4/3
x,t )(R
2×J)
.Nψ,J δ.
3.1. Linear and nonlinear estimates. The linear evolution associated to the
modified spin system is
i∂tu+ (∂
2
1 + ǫ∂
2
2)u = g. (3.5)
It was established in [5] that this linear evolution enjoys dispersive properties similar
to those of the Schro¨dinger evolution, in the sense that the standard Strichartz
estimates hold.
Lemma 3.3. If (p, p′) and (q, q′) are dual pairs, 1
p
+ 1
q
= 1
2
, 2 < p ≤ ∞, I ⊆ R is
an open interval and t0 ∈ I, then for any solution of (3.5) on R2 × I,
‖u‖(L∞t L2x∩L
p
tL
q
x)(R2×I) .p ‖u(t0)‖L2 + ‖g‖(L1tL2x+L
p′
t L
q′
x )(R2×I)
. (3.6)
To control higher regularity norms it is convenient to use Littlewood-Paley de-
compositions. Given an open interval I ⊆ R we define the Banach spaces Xσ(I),
σ ≥ 0,
Xσ(I) = {φ ∈ C(I : Hσ) :
‖φ‖Xσ(I) =
(∑
k∈Z
(1 + 22σk)‖Pkφ‖
2
(L∞t L
2
x∩L
4
x,t)(R
2×I)
)1/2
<∞}, (3.7)
where Pk denote smooth Littlewood-Paley projections.
3 We will measure the non-
linearities Nm in the normed spaces Y σT defined by the norm
‖φ‖Y σ(I) =
(∑
k∈Z
(1 + 22σk)‖Pkφ‖
2
L1tL
2
x+L
4/3
x,t (R
2×I)
)1/2
. (3.8)
It follows from (3.6) that if I ⊆ R is an open interval, t0 ∈ I, and i∂tu+(∂21+ǫ∂
2
2)u =
g on R2 × I, then
‖u‖(L∞t L2x∩L4x,t)(R2×I) . ‖u(t0)‖L2 + ‖g‖(L1tL2x+L
4/3
x,t )(R
2×I)
,
‖u‖XσI . ‖u(t0)‖Hσ + ‖g‖Y σI , for any σ ∈ [0, σ0 − 1].
(3.9)
Using the Littlewood-Paley square function estimate we notice that
‖φ‖(L∞t L2x∩L4x,t)(R2×I) . ‖φ‖X0(I),
‖φ‖Y 0(I) . ‖φ‖(L1tL2x+L
4/3
x,t )(R
2×I)
.
(3.10)
We estimate now the nonlinearities Nm.
3More precisely, the operators Pk, k ∈ Z, are defined by the Fourier multipliers ξ → χk(|ξ|),
where χk(µ) = η0(µ/2
k)− η0(µ/2k−1) and η0 : R→ [0, 1] is an even smooth function supported in
the interval [−8/5, 8/5] and equal to 1 in the interval [−5/4, 5/4].
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Proposition 3.4. Assume that I ⊆ R is an open interval, ψm ∈ C(I : H4), m =
1, 2, and define Nm as in (3.2). Assume also that
2∑
m=1
‖ψm‖(L4x,t∩L12t L
12/5
x )(R2×I)
≤ a ≤ 1. (3.11)
Then
2∑
m=1
‖Nm‖(L1tL2x+L
4/3
x,t )(R
2×I)
. a3, (3.12)
and, if ψm ∈ Xσ0−1(I), m = 1, 2, then
2∑
m=1
‖Nm‖Y σ0−1(I) . a
2
2∑
m=1
‖ψm‖Xσ0−1(I). (3.13)
Assume, in addition, that ψ′m ∈ C(I : H
4), m = 1, 2, also satisfy (3.11), N ′m are
defined as in (3.2), and let
b =
2∑
m=1
‖ψ′m − ψm‖(L12t L
12/5
x ∩L4x,t)(R
2×I)
≤ 2a.
Then
2∑
m=1
‖N ′m −Nm‖(L1tL2x+L
4/3
x,t )(R
2×I)
. a2b, (3.14)
and, if ψ′m ∈ X
σ0−1(I), m = 1, 2, then
2∑
m=1
‖N ′m −Nm‖Y σ0−1(I) . a
2
2∑
m=1
‖ψ′m − ψm‖Xσ0−1(I)
+ ab
2∑
m=1
(‖ψm‖Xσ0−1(I) + ‖ψ
′
m‖Xσ0−1(I)).
(3.15)
The rest of this subsection is concerned with the proof of Proposition 3.4. The
bounds (3.12) and (3.13) clearly follow from (3.14) and (3.15) with ψ′m = 0. For
simplicity of notation, let LptL
q
x = L
p
tL
q
x(R
2 × I) in the rest of the proof. To prove
the bound (3.15) we work with frequency envelopes. For σ = σ0 − 1 we define, for
any k ∈ Z,
ak(σ) =
2∑
m=1
[sup
k′∈Z
2−|k−k
′|/202σk
′
(‖Pk′ψm‖L∞t L2x∩L4x,t + ‖Pk′ψ
′
m‖L∞t L2x∩L4x,t)], (3.16)
and
bk(σ) =
2∑
m=1
[sup
k′∈Z
2−|k−k
′|/202σk
′
‖Pk′(ψ
′
m − ψm)‖L∞t L2x∩L4x,t ]. (3.17)
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The envelope coefficients satisfy the inequalities∑
k∈Z
ak(σ)
2 .
2∑
m=1
(‖ψm‖
2
Xσ(I) + ‖ψ
′
m‖
2
Xσ(I)),
∑
k∈Z
bk(σ)
2 .
2∑
m=1
‖ψ′m − ψm‖
2
Xσ(I),
(3.18)
ak′(σ) ≤ 2
|k−k′|/20ak(σ), bk′(σ) ≤ 2
|k−k′|/20bk(σ), (3.19)
and
‖Pkψm‖L∞t L2x∩L4x,t + ‖Pkψ
′
m‖L∞t L2x∩L4x,t . 2
−σkak(σ),
‖Pk(ψ
′
m − ψm)‖L∞t L2x∩L4x,t . 2
−σkbk(σ),
(3.20)
for m = 1, 2 and k, k′ ∈ Z. The following simple lemma will be used several times
in this section.
Lemma 3.5. Assume f, g ∈ C(I : L2) and pi, qi ∈ [1,∞], i = 1, 2, 3, satisfy
1/p1 + 1/p2 = 1/p3 and 1/q1 + 1/q2 = 1/q3. For k ∈ Z let
ρk =
∑
|k′−k|≤20
‖Pk′f‖Lp1t L
q1
x
, νk =
∑
|k′−k|≤20
‖Pk′g‖Lp2t L
q2
x
.
Let
ρ = ‖f‖Lp1t L
q1
x
, ν = ‖g‖Lp2t L
q2
x
.
Then, for any k ∈ Z,
‖Pk(fg)‖Lp3t L
q3
x
. ρ
∑
k′≥k
νk′ + ν
∑
k′≥k
ρk′. (3.21)
Proof of Lemma 3.5. We decompose
Pk(fg) = Pk(P≤k−4f · P[k−3,k+3]g) + Pk(P[k−3,k+3]f · P≤k−4g)
+
∑
k1,k2≥k−3,|k1−k2|≤8
Pk(Pk1f · Pk2g),
(3.22)
where, for any interval J ⊆ R, PJ =
∑
j∈J Pj and P≤j = P(−∞,j]. The bound (3.21)
follows since ‖P≤jf‖Lp1t L
q1
x
. ρ and ‖P≤jg‖Lp2t L
q2
x
. ν for any j ∈ Z. 
We analyze now the coefficients of ψm in the nonlinearities Nm. Recall the for-
mulas, see Proposition 2.2,
q12 = µℑ(ψ1ψ2), A2 = −∇
−1R1(q12), A1 = ∇
−1R2(q12),
A0 = µ
2∑
m,l=1
ǫm+1
[
RlRm
(
ℜ(ψlψm)
)
+ 2|∇|−1Rlℑ(Amψmψl)
]
+
µ
2
2∑
m=1
ǫm+1|ψm|
2.
(3.23)
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Lemma 3.6. Assume ψm, ψ
′
m, m = 1, 2, are as in Proposition 3.4, and define
Am, A
′
m, m = 0, 1, 2, as in (3.23). Assume
(G,G′) ∈ {(A0, A
′
0), (A
2
l , A
′
l
2
), (∂mAl, ∂mA
′
l), (ψmψl, ψ
′
mψ
′
l) : m, l = 1, 2}.
Then
‖G‖
L
3/2
t L
3
x+L
2
x,t
+ ‖G′‖
L
3/2
t L
3
x+L
2
x,t
. a2. (3.24)
and, for any k ∈ Z,
‖PkG‖L3/2t L3x+L2x,t
+ ‖PkG
′‖
L
3/2
t L
3
x+L
2
x,t
. a2−σkak(σ), σ = σ0 − 1. (3.25)
Moreover,
‖G′ −G‖
L
3/2
t L
3
x+L
2
x,t
. ab, (3.26)
and, for any k ∈ Z,
‖Pk(G
′ −G)‖
L
3/2
t L
3
x+L
2
x,t
. a2−σkbk(σ) + b2
−σkak(σ). (3.27)
Proof of Lemma 3.6. We observe that the bounds (3.24) and (3.25) are implied by
(3.26) and (3.27) respectively. We prove first the bound (3.26). Using the bounded-
ness of the Riesz transforms on Lp(R2), p ∈ (1,∞), it is clear that
‖G′ −G‖L2x,t . a
2∑
m=1
‖ψ′m − ψm‖L4x,t
if (G,G′) ∈ {(∂mAl, ∂mA′l), (ψmψl, ψ
′
mψ
′
l) : m, l = 1, 2}. In addition, using the
Sobolev embedding it follows that
2∑
m=1
‖A′m −Am‖L3tL6x . ‖q12 − q
′
12‖L3tL
3/2
x
. a
2∑
m=1
‖ψ′m − ψm‖L4x,t. (3.28)
In particular,
2∑
m=1
[‖Am‖L3tL6x + ‖A
′
m‖L3tL6x ] . a
2, (3.29)
thus
2∑
l=1
‖A′l
2
−A2l ‖L3/2t L3x
. a3
2∑
m=1
‖ψ′m − ψm‖L4x,t,
as desired. Finally, assume that (G,G′) = (A0, A
′
0). For the quadratic terms in
the right-hand side of (3.23) we use the bound (3.26) for (G,G′) = (ψmψl, ψ
′
mψ
′
l),
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m, l ∈ {1, 2}, which is already proved, and the boundedness of the Riesz transforms.
For the remaining cubic terms we estimate using (3.28), for m, l = 1, 2,
‖∇−1Rlℑ(A
′
mψ
′
mψ
′
l − Amψmψl)‖L3/2t L3x
. ‖A′mψ
′
mψ
′
l − Amψmψl‖L3/2t L
6/5
x
. ‖A′m − Am‖L3tL6x‖ψmψl‖L3tL
3/2
x
+ ‖A′m‖L3tL6x‖ψ
′
mψ
′
l − ψmψl‖L3tL
3/2
x
. a3b.
This completes the proof of the bounds (3.26) and (3.24).
It remains to prove the bound (3.27). If (G,G′) ∈ {(∂mAl, ∂mA
′
l), (ψmψl, ψ
′
mψ
′
l) :
m, l = 1, 2} then, using (3.21) and (3.18)–(3.20), we estimate
‖Pk(G
′ −G)‖L2x,t . a
∑
k′≥k
2−σk
′
bk′(σ) + b
∑
k′≥k
2−σk
′
ak′(σ) . a2
−σkbk(σ) + b2
−σkak(σ),
as desired. Using again the bounds (3.21) and (3.18)–(3.20) we estimate, form = 1, 2
and k ∈ Z,
‖Pk(A
′
m − Am)‖L3tL6x . ‖Pk(ψ
′
1ψ
′
2 − ψ1ψ2)‖L3tL
3/2
x
. a
∑
k′≥k
2−σk
′
bk′(σ) + b
∑
k′≥k
2−σk
′
ak′(σ)
. a2−σkbk(σ) + b2
−σkak(σ).
(3.30)
In particular,
‖Pk(Am)‖L3tL6x + ‖Pk(A
′
m)‖L3tL6x . a2
−σkak(σ). (3.31)
Recall also the bounds (3.28) and (3.29). Using again (3.21) and (3.18)–(3.20),
‖Pk(A
′
m
2
− A2m)‖L3/2t L3x
. a2b2−σkak(σ) + a
32−σkbk(σ),
as desired. Finally, assume (G,G′) = (A0, A
′
0). For the quadratic terms in the right-
hand side of (3.23) we use the bound (3.27) for (G,G′) = (ψmψl, ψ
′
mψ
′
l), which was
proved earlier. For the remaining cubic terms we use first (3.18)–(3.20) and (3.21)
to conclude that
‖Pk(ψ
′
mψ
′
l − ψmψl)‖L3tL
3/2
x
. b2−σkak(σ) + a2
−σkbk(σ),
for k ∈ Z and m, l = 1, 2. In particular
‖Pk(ψ
′
mψ
′
l)‖L3tL
3/2
x
+ ‖Pk(ψmψl)‖L3tL
3/2
x
. a2−σkak(σ).
Also,
‖ψ′mψ
′
l − ψmψl‖L3tL
3/2
x
. ab, ‖ψ′mψ
′
l‖L3tL
3/2
x
+ ‖ψmψl‖L3tL
3/2
x
. a2.
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Recall also the bounds (3.28), (3.29), (3.30), (3.31) for the coefficients Am, m = 1, 2,
‖A′m − Am‖L3tL6x . ab, ‖Am‖L3tL6x + ‖A
′
m‖L3tL6x . a
2,
‖Pk(A
′
m − Am)‖L3tL6x . a2
−σkbk(σ) + b2
−σkak(σ),
‖Pk(Am)‖L3tL6x + ‖Pk(A
′
m)‖L3tL6x . a2
−σkak(σ).
Combining these bounds with (3.21) leads to
‖Pk[∇
−1Rlℑ(A
′
mψ
′
mψ
′
l)−∇
−1Rlℑ(Amψmψl)]‖L3/2t L3x
. ‖Pk(A
′
mψ
′
mψ
′
l −Amψmψl)‖L3/2t L
6/5
x
. a32−σkbk(σ) + a
2b2−σkak(σ).
This completes the proof of the lemma. 
We complete now the proof of Proposition 3.4. Recall the formula
Nm = −iA0ψm +
2∑
l=1
ǫl+1
[
ψl(∂lAm + ∂mAl) + ψm(−∂lAl + iA
2
l )
]
.
The bound (3.14) follows from this formula and the bounds (3.24) and (3.26). The
bound (3.12) follows from (3.14) with ψ′m = 0.
To prove (3.15) we use the bounds (3.24)–(3.27), as well as the bounds
‖ψm‖L4x,t + ‖ψ
′
m‖L4x,t . a, ‖ψ
′
m − ψm‖L4x,t . b,
‖Pk(ψm)‖L4x,t + ‖Pk(ψ
′
m)‖L4x,t . 2
−σkak(σ), ‖Pk(ψ
′
m − ψm)‖L4x,t . 2
−σkbk(σ),
for m = 1, 2. Using (3.21) it follows that for any k ∈ Z
2∑
m=1
‖Pk(N
′
m −Nm)‖L1tL2x+L
4/3
x,t
. ab2−σkak(σ) + a
22−σkbk(σ).
Thus, using (3.18)∑
k∈Z
22σk‖Pk(N
′
m −Nm)‖
2
L1tL
2
x+L
4/3
x,t
. a4
2∑
m=1
‖ψ′m − ψm‖
2
Xσ(I) + a
2b2
2∑
m=1
(‖ψ′m‖
2
Xσ(I) + ‖ψm‖
2
Xσ(I)).
Using the second inequality in (3.10) and (3.14)∑
k∈Z
‖Pk(N
′
m −Nm)‖
2
L1tL
2
x+L
4/3
x,t
. a4
2∑
m=1
‖ψ′m − ψm‖
2
L4x,t∩L
12
t L
12/5
x
.
The bound (3.15) follows from the last two estimates and the first bound in (3.10).
This completes the proof of Proposition 3.4.
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3.2. Proof of Proposition 3.1 and Proposition 3.2.
Proof of Proposition 3.1 (a). Given (φ1, φ2) ∈ Hσ0−1 ×Hσ0−1, it follows from (3.9)
that for any ε > 0 there is Tε = Tε(‖φ1‖Hσ0−1 + ‖φ2‖Hσ0−1) > 0 such that
‖eit(∂
2
1+ε∂
2
2 )φi‖(L4x,t∩L12t L
12/5
x )(R2×Iε)
≤ ε, i = 1, 2,
where Iε = (−Tε, Tε). A standard fixed-point argument, combining the linear es-
timates (3.9) and the nonlinear estimates in Proposition 3.4, shows that there is
ε > 0 sufficiently small and a unique solution (ψ1, ψ2) ∈ Xσ0−1(Iε) of the system
(3.1)-(3.2).
In addition, it is easy to combine the nonlinear estimate (3.14) and the linear
estimate (3.6) to prove the following uniqueness statement: assume I ⊆ R is an
open interval and ψ = (ψ1, ψ2), ψ
′ = (ψ′1, ψ
′
2) ∈ C(I : H
4)× C(I : H4) are solutions
of the equations
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm, i∂tψ
′
m + (∂
2
1 + ǫ∂
2
2)ψ
′
m = iN
′
m,
on R2 × I for m = 1, 2, where Nm,N ′m are defined as in (3.2). If, in addition,
ψ(t0) = ψ
′(t0) for some t0 ∈ I then ψ = ψ
′ on I.
The existence and uniqueness of the maximal extension (I(φ), ψ) follows by a
simple argument using Zorn’s lemma. 
Proof of Proposition 3.1 (b). It is enough to prove the claim for I+(φ). We do this
by contradiction. Assume that I+(φ) = [0, T+) is bounded and
2∑
m=1
‖fm‖L2x +
2∑
m=1
‖ψm‖L4x,t(R2×I+(φ)) ≤ A ∈ [1,∞). (3.32)
It follows from (3.1) and (3.2) that
∂t(ψmψm) = iψm(∂
2
1 + ǫ∂
2
2)ψm − iψm(∂
2
1 + ǫ∂
2
2)ψm +Nmψm +Nmψm.
Thus
d
dt
∫
R2
|ψm|
2 dx =
∫
R2
(Nmψm +Nmψm) dx
=
∫
R2
[
− 2ψmψm(∂1A1 + ǫ∂2A2) + 2
2∑
l=1
ǫl+1(∂lAm + ∂mAl)ℜ(ψmψl)
]
dx.
Using (3.32) and the definition of A1, A2, it follows that
2∑
m=1
‖ψm‖(L∞t L2x∩L4x,t)(R2×I+(φ)) . A
2. (3.33)
ON THE STABILITY OF CERTAIN SPIN MODELS IN 2 + 1 DIMENSIONS 19
Thus, for any ε > 0 there is M = M(ε, A) and a partition I+(φ) = I1 ∪ . . . ∪ IM ,
Il = [Tl−1, Tl), T0 = 0, TM = T+, with the property that
2∑
m=1
‖ψm‖(L12t L
12/5
x ∩L4x,t)(R
2×Il)
≤ ε, l = 1, . . . ,M. (3.34)
The nonlinear bound (3.13) and the second linear bound in (3.9) show that, for any
l = 1, . . . ,M
sup
t∈Il
2∑
m=1
‖ψm(t)‖Hσ0−1 .
2∑
m=1
‖ψm(Tl−1)‖Hσ0−1 .
As a consequence
sup
t∈I+(φ)
2∑
m=1
‖ψm(t)‖Hσ0−1 .A
2∑
m=1
‖fm‖Hσ0−1 . (3.35)
Moreover, the functions t→ (ψ1(t), ψ2(t)) converge in Hσ0−1×Hσ0−1 as t→ T+, in
contradiction with the maximality of I+(φ). 
Proof of Proposition 3.1 (c). We need to prove that Dm are covariant derivatives
in the sense of (3.4) assuming that ψm, m = 1, 2 and Am, m = 0, 1, 2 satisfy the
identities in Proposition 3.1 (a), D1ψ2 = D2ψ1 at t = 0, and
ψ0 = i(D1ψ1 + ǫD2ψ2) + 2A1ψ1 + 2ǫA2ψ2.
From (3.2) it follows that
[D1,D2] = i(∂1A2 − ∂2A1) = iµℑ(ψ1ψ2) (3.36)
and this is the only covariant property which can be derived directly.
We define, for m = 1, 2,
F = D1ψ2 −D2ψ1, Hm = Dmψ0 −D0ψm, Gm = ∂mA0 − ∂0Am − qm0,
where qm0 = µℑ(ψ0ψm). The idea is to write an equation for the evolution in
time for F which allows us, under suitable conditions on the coefficients on some
time interval I ∋ 0, to prove that F (0) = 0 implies F (t) = 0 for all t ∈ I. Such
a computation involves Hm, Gm, m = 1, 2, therefore we start by connecting these
expressions to F .
The Schro¨dinger equation in (3.1) was derived starting from exploiting the fact
that Hm = 0, see (2.19). We can redo the computations in (2.19)-(2.20) assuming
only (3.36) and the identities in Proposition 3.1 (a); the result is
H1 = iǫ(∂2 − iA2)F, H2 = −i(∂1 − iA1)F.
Next we want to relate Gm, m = 1, 2 to F . Undoing the computation that derived
(2.22) from (2.21), and taking into account that (3.36) holds, and D1ψ2−D2ψ1 = F ,
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we derive first
∆A0 = µ
2∑
l=1
∂lℑ(ψlψ0)− µ∂2ℜ(ψ1F ) + µε∂1ℜ(ψ2F ).
Then we continue with
∆G1 = ∆(∂1A0 − ∂0A1 − µℑ(ψ1ψ0))
= µ∂1∂2ℑ(ψ2ψ0)− µ∂1∂2ℜ(ψ1F ) + µǫ∂
2
1ℜ(ψ2F ) + µ∂2∂0ℑ(ψ1ψ2)− µ∂
2
2ℑ(ψ1ψ0)
= −µ∂1∂2ℜ(ψ1F ) + µǫ∂
2
1ℜ(ψ2F ) + µ∂2[∂1ℑ(ψ2ψ0) + ∂0ℑ(ψ1ψ2)− ∂2ℑ(ψ1ψ0)]
= −µ∂1∂2ℜ(ψ1F ) + µǫ∂
2
1ℜ(ψ2F ) + µ∂2I.
Based on the formulas derived above for H1, H2, we compute I separately,
I = ℑ(D1ψ2ψ0 + ψ2D1ψ0 +D0ψ1ψ2 + ψ1D0ψ2 −D2ψ1ψ0 − ψ1D2ψ0)
= ℑ(Fψ0)−ℑ(ψ2H1) + ℑ(ψ1H2)
= −∂1ℜ(F · ψ1)− ǫ∂2ℜ(F · ψ2).
Thus
∆G1 = µǫ(∂
2
1 − ∂
2
2)ℜ(F · ψ2)− 2µ∂1∂2ℜ(F · ψ1),
which gives
G1 = −µǫ(R
2
1 −R
2
2)(ℜ(Fψ2)) + 2µR1R2(ℜ(Fψ1)).
In a similar manner one obtains
G2 = −µ(R
2
1 − R
2
2)(ℜ(Fψ1))− 2µǫR1R2(ℜ(Fψ2)).
In particular, for any t ∈ I,
‖G1‖L2x + ‖G2‖L2x . ‖F‖L2x(‖ψ1‖L∞x + ‖ψ2‖L∞x ). (3.37)
We derive now an evolution equation for F . We begin with rewriting the evolution
equation for each ψm as follows
D0ψm = Dmψ0 −Hm = Dm(iD1ψ1 + 2A1ψ1 + iǫD2ψ2 + 2ǫA2ψ2)−Hm.
From this it follows
D0F + iG1ψ2 − iG2ψ1
= D0(D1ψ2 −D2ψ1) + iG1ψ2 − iG2ψ1
= D1D0ψ2 −D2D0ψ1 + iq01ψ2 − iq02ψ1
= D1D2ψ0 −D1H2 −D2D1ψ0 +D2H1 + iq01ψ2 − iq02ψ1
= i(∂21 + ǫ∂
2
2)F + (∂1A1 + iA
2
1 + ǫ∂2A2 + iǫA
2
2)F + iq12ψ0 + iq01ψ2 − iq02ψ1
= i(∂21 + ǫ∂
2
2)F + (∂1A1 + iA
2
1 + ǫ∂2A2 + iǫA
2
2)F.
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We multiply the equation by F , integrate over R2, and take the real part to obtain
1
2
d
dt
∫
|F |2dx =
∫
ℜ[(−iG1ψ2 + iG2ψ1)F ] + (∂1A1 + ǫ∂2A2)FF dx
. (‖ψ1‖
2
L∞ + ‖ψ2‖
2
L∞ + ‖∂1A1‖L∞ + ‖∂2A2‖L∞)‖F‖
2
L2,
where in the last line we have used (3.37). Since F (0) = 0, it follows that F (t) = 0
for all t ∈ I. As a consequence Hm = Gm = 0, m = 1, 2, hence the full covariant
calculus is preserved. 
Proof of Proposition 3.2. As in the proof of Proposition 3.1 (b), see the proof of
(3.33), we have
2∑
m=1
‖ψm‖(L∞t L2x∩L4x,t)(R2×J) . 1 +N
2
ψ,J .
As in the proof of Proposition 3.1 (b), for any ε > 0 we partition the interval J into
M =M(ε,N2ψ,J ) closed subintervals J1, . . . , JM such that
2∑
m=1
‖ψm‖(L12t L
12/5
x ∩L4x,t)(R
2×Jl)
≤ ε, l = 1, . . . ,M.
The proposition follows by applying Lemma 3.7 below on every subinterval Jl. 
Lemma 3.7. Assume J = [t1, t2] is a compact interval and ψm ∈ C(J : Hσ0−1),
m = 1, 2, are solutions of the equations
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm,
with Nm defined as in (3.2). Assume, in addition, that
2∑
m=1
‖ψm‖(L12t L
12/5
x ∩L4x,t)(R
2×J)
≤ ε0,
for some ε0 sufficiently small. Then there is δ0 sufficiently small with the following
property: if (φ′1, φ
′
2) ∈ H
σ0−1 ×Hσ0−1 and
2∑
m=1
‖φ′m − ψm(t1)‖L2(R2) = δ ≤ δ0
then there is a solution (ψ′1, ψ
′
2) ∈ C(J : H
σ0−1)× C(J : Hσ0−1) of the system
i∂tψ
′
m + (∂
2
1 + ǫ∂
2
2)ψ
′
m = iN
′
m, ψ
′
m(t1) = φ
′
m,
with N ′m defined as in (3.2), and
2∑
m=1
‖N ′m −Nm‖(L1tL2x+L
4/3
x,t )(R
2×J)
≤ δ.
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Proof of Lemma 3.7. We may assume t1 = 0. From Proposition 3.1 (a), there is
t′2 > 0 such that J
′ = [0, t′2] ⊆ I(φ
′). Choose t′2 ∈ (0, t2] ∩ I(φ
′) with the property
2∑
m=1
‖ψ′m‖(L12t L
12/5
x ∩L
4
x,t)(R
2×J ′)
≤ 2ε0.
By applying (3.9) and (3.14) it follows that
‖ψm−ψ
′
m‖(L12t L
12/5
x ∩L4x,t)(R
2×J ′)
≤ C‖ψm(0)− ψ
′
m(0)‖L2x + Cε
2
0‖ψm − ψ
′
m‖(L12t L
12/5
x ∩L4x,t)(R
2×J ′)
.
Thus, if ε0 is sufficiently small,
‖ψm − ψ
′
m‖(L12t L
12/5
x ∩L4x,t)(R
2×J ′)
≤ 2Cδ.
As a consequence, if δ0 is sufficiently small,
∑2
m=1 ‖ψ
′
m‖(L12t L
12/5
x ∩L4x,t)(R
2×J ′)
≤ 3ε0/2.
The function H : I+(φ
′)→ [0,∞),
H(t) =
2∑
m=1
‖ψ′m‖(L12t L
12/5
x ∩L
4
x,t)(R
2×[0,t])
,
is continuous, H(0) = 0, and, as proved above,
if t ∈ I(φ′) ∩ [0, t2] and H(t) ≤ 2ε0 then H(t) ≤ 3ε0/2.
It follows that H(t) ≤ 3ε0/2 for any t ∈ I(φ′) ∩ [0, t2]. Using Proposition 3.1 (b), it
follows that [0, t2] ⊆ I(φ′). In addition, using (3.14) and (3.9),
2∑
m=1
‖N ′m −Nm‖(L1tL2x+L
4/3
x,t )(R
2×J)
≤ Cε20
2∑
m=1
‖ψ′m − ψm‖(L12t L
12/5
x ∩L
4
x,t)(R
2×J)
≤ Cε20
[
C
2∑
m=1
‖f ′m − ψm(0)‖L2x + C
2∑
m=1
‖N ′m −Nm‖(L1tL2x+L
4/3
x,t )(R
2×J)
]
.
The bound (3.38) follows, if ε0 is sufficiently small. 
4. Proof of Theorem 1.1
In this section we prove Theorem 1.1. Given data f ∈ H˜σ0 as in Theorem 1.1 we
construct first a suitable Coulomb frame (v, w) in TfSµ and the fields φ1, φ2 ∈ Hσ0−1.
Then we construct the maximal solution (I(φ), ψ) of the modified spin system,
using Proposition 3.1. Finally, we construct the maximal solution s on the interval
I(f) = I(φ), by integrating the fields ψm.
We prove now the uniqueness of the maximal solution (I(f), s). For this it suffices
to prove the following uniqueness statement:
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Proposition 4.1. Assume I ⊆ R is an open interval, t0 ∈ I, and s, s′ ∈ C(I : H˜σ0)
are solutions of the equations
∂ts = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1, ζm = −Rm∇
−1[2µs ·µ (s1 ×µ s2)],
∂ts
′ = s′ ×µ (s
′
11 + ǫs
′
22) + s
′
1ζ
′
2 − ǫs
′
2ζ
′
1, ζ
′
m = −Rm∇
−1[2µs′ ·µ (s
′
1 ×µ s
′
2)].
Assume also that s(t0) = s
′(t0). Then s = s
′ on R2 × I.
Proof of Proposition 4.1. We use first Proposition 2.1 and Proposition 2.2 to con-
struct Coulomb frames (v, w) and (v′, w′), and fields ψ1, ψ2, ψ
′
1, ψ
′
2 ∈ C(I : H
4),
which solve the evolution equations
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm, i∂tψ
′
m + (∂
2
1 + ǫ∂
2
2)ψ
′
m = iN
′
m,
where Nm,N ′m are defined as in (2.25). Since s(t0) = s
′(t0), we may assume that the
frames (v, w) and (v′, w′) agree at time t = t0 (by choosing v(0, 0, t0) = v
′(0, 0, t0)).
Thus ψm(t0) = ψ
′
m(t0), m = 1, 2. The uniqueness statement in the proof of Propo-
sition 3.1 (a) shows that ψm = ψ
′
m on R
2 × I. The formulas (2.26) and (2.24) show
that ψ0 = ψ
′
0 and Am = A
′
m on R
2 × I, m = 0, 1, 2. Finally, the linear systems (2.5)
show that s = s′, v = v′, w = w′ in R2 × I, as desired. 
We construct now the initial-data fields φ1, φ2.
Proposition 4.2. Assume f ∈ H˜σ0 and Q ∈ R3, Q ·µ f(0, 0) = 0, Q ·µQ = 1. Then
there are unique C3 functions v, w : R2 → R3,
v ·µ f = 0, v ·µ v = 1, w = f ×µ v, v(0, 0) = Q, (4.1)
with the following property: if we define
φm = v ·µ ∂mf + iw ·µ ∂mf, Am = w ·µ ∂mv (4.2)
then φm ∈ Hσ0−1, m = 1, 2,
A2 = −∇
−1R1(q12), A1 = ∇
−1R2(q12), q12 = µℑ(φ1φ2), (4.3)
(∂1 + iA1)φ2 = (∂2 + iA2)φ1. (4.4)
and, for m = 1, 2, 
∂mf = vℜ(φm) + wℑ(φm),
∂mv = −fµℜ(φm) + wAm,
∂mw = −fµℑ(φm)− vAm.
(4.5)
Proof of Proposition 4.2. The existence and uniqueness of the frame v, w is a conse-
quence of Proposition 2.1 (applied to the function s : R2 × (−1, 1), s(x, t) = f(x)).
The identities (4.1)-(4.5) are derived in section 2.
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It remains to prove that φ1, φ2 ∈ Hσ0−1. For this we use a simple elliptic bootstrap
argument based on the system (4.5) and the identities{
φm = v ·µ ∂mf + iw ·µ ∂mf,
A2 = −∇−1R1(q12), A1 = ∇−1R2(q12), q12 = µℑ(φ1φ2).
(4.6)
Let Q0 =
t(1, 0, 0) ∈ Sµ and
‖f‖ eHσ0 = dσ0(f,Q0) = ‖f −Q0‖L∞ +
2∑
m=1
‖∂mf‖Hσ0−1.
By construction, f, v, w, φm, Am are continuous functions on R
2 and
‖f‖L∞ + ‖v‖L∞ + ‖w‖L∞ +
2∑
m=1
(‖φm‖L2∩L∞ + ‖Am‖L4∩L∞) ≤ C(‖f‖ eHσ0 ). (4.7)
For σ = 0, 1, . . . and p ∈ [1,∞] let
‖∂σg‖Lp =
∑
σ1+σ2=σ
‖∂σ11 ∂
σ2
2 g‖Lp.
It follows from (4.5) and (4.7) that
‖∂1f‖L4∩L∞ + ‖∂
1v‖L4∩L∞ + ‖∂
1w‖L4∩L∞ ≤ C(‖f‖ eHσ0 ).
Using (4.6) it follows that ‖∂1φm‖L2∩L∞ ≤ C(‖f‖ eHσ0 ) and then ‖∂
1Am‖L2∩L∞ ≤
C(‖f‖ eHσ0 ). Thus
‖∂1f‖L4∩Lp1 + ‖∂
1v‖L4∩Lp1 + ‖∂
1w‖L4∩Lp1
+
2∑
m=1
(‖∂1φm‖L2∩Lp1 + ‖∂
1Am‖L2∩Lp1 ) ≤ C(‖f‖ eHσ0 ),
where p1 = p1(σ0) is sufficiently large. A simple inductive argument then shows that
‖∂σf‖L4∩Lpσ + ‖∂
σv‖L4∩Lpσ + ‖∂
σw‖L4∩Lpσ
+
2∑
m=1
(‖∂σφm‖L2∩Lpσ + ‖∂
σAm‖L2∩Lpσ ) ≤ C(‖f‖ eHσ0 ),
(4.8)
for σ = 1, . . . , σ0 − 2 and pσ = p1/2σ−1. We apply (4.6) one more time to conclude
that ‖∂σ0−1v‖L4 + ‖∂
σ0−1w‖L4 ≤ C(‖f‖ eHσ0 ). Finally, we use the first identity in
(4.6) to conclude that ‖∂σ0−1φm‖L2 ≤ C(‖f‖ eHσ0 ), m = 1, 2, as desired. 
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4.1. Construction of the maximal solution (I(f), s). In this subsection we
construct a maximal solution s of the initial-value problem (1.12). Given data
f ∈ H˜σ0, we construct a frame (v, w) and the fields φ1, φ2 ∈ Hσ0−1 as in Proposition
4.2. Then we construct the maximal solution ψ = (ψ1, ψ2) ∈ C(I(φ) : Hσ0−1) ×
C(I(φ) : Hσ0−1) as in Proposition 3.1 (a),
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm, ψm(0) = φm, (4.9)
where
Nm = −iA0ψm +
2∑
l=1
ǫl+1
[
ψl(∂lAm + ∂mAl) + ψm(−∂lAl + iA
2
l )
]
,
q12 = µℑ(ψ1ψ2), A2 = −∇
−1R1(q12), A1 = ∇
−1R2(q12),
A0 = µ
2∑
m,l=1
ǫm+1
[
RlRm
(
ℜ(ψlψm)
)
+ 2|∇|−1Rlℑ(Amψmψl)
]
+
µ
2
2∑
m=1
ǫm+1|ψm|
2.
(4.10)
In view of Proposition 3.1 (c) and (4.4), the identities
Dlψm = Dmψl, ∂lAm − ∂mAl = µℑ(ψlψm), m, l = 0, 1, 2, (4.11)
hold in R2 × I(φ), where Dm = ∂m + iAm and
ψ0 = i(D1ψ1 + ǫD2ψ2) + 2A1ψ1 + 2ǫA2ψ2 =
2∑
m=1
ǫm+1(i∂mψm + Amψm). (4.12)
At time t = 0, the functions f, v, w, φm, Am satisfy the identities
∂mf = vℜ(φm) + wℑ(φm),
∂mv = −fµℜ(φm) + wAm,
∂mw = −fµℑ(φm)− vAm,
(4.13)
for m = 1, 2 (compare with (4.5)), and
v ·µ f = w ·µ f = v ·µ w = 0, v ·µ v = w ·µ w = µf ·µ f = 1. (4.14)
We define the functions C1 functions s, v, w : R2 × I(φ)→ R2 as the solutions of
the linear homogeneous ordinary differential equations
∂0s = vℜ(ψ0) + wℑ(ψ0),
∂0v = −sµℜ(ψ0) + wA0,
∂0w = −sµℑ(ψ0)− vA0,
(4.15)
where s(, .0) = f , v(., 0) and w(., 0) are defined as before (compare with (2.5)).
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We show first that the identities in (4.14) continue to hold in R2 × I(φ). For this
we compute, using the definition (4.15),
∂0(v ·µ s) = (−sµℜ(ψ0) + wA0) ·µ s+ (vℜ(ψ0) + wℑ(ψ0)) ·µ v
= A0(w ·µ s) + ℑ(ψ0)(v ·µ w) + ℜ(ψ0)(v ·µ v − 1)−ℜ(ψ0)(µs ·µ s− 1).
Similarly, we compute
∂0(w ·µ s) = −A0(v ·µ s) + ℜ(ψ0)(v ·µ w) + ℑ(ψ0)(w ·µ w − 1)− ℑ(ψ0)(µs ·µ s− 1),
∂0(v ·µ w) = −µℜ(ψ0)(w ·µ s)− µℑ(ψ0)(v ·µ s) + A0(w ·µ w − 1)− A0(v ·µ v − 1),
∂0(µs ·µ s− 1) = 2µℜ(ψ0)(v ·µ s) + 2µℑ(ψ0)(w ·µ s),
∂0(v ·µ v − 1) = −2µℜ(ψ0)(v ·µ s) + 2A0(w ·µ s),
∂0(w ·µ w − 1) = −2µℑ(ψ0)(w ·µ s)− 2A0(v ·µ w).
In view of (4.14), it follows that
v·µs = w·µs = v·µw = µs·µs−1 = v·µv−1 = w·µw−1 = 0 on R
2×I(φ). (4.16)
In addition, since s ×µ v = w, w ×µ s = v, and v ×µ w = µs at t = 0, we have, by
continuity,
s×µ v = w, v ×µ w = µs, w ×µ s = v on R
2 × I(φ). (4.17)
We prove now that the identities (4.13) continue to hold in R2×I(φ), form = 1, 2.
For m = 1, 2 let Xm = ∂ms − vℜ(ψm) − wℑ(ψm), Ym = ∂mv + sµℜ(ψm) − wAm,
Zm = ∂mw + sµℑ(ψm) + vAm. Using the definition (4.15) we compute
∂0(Xm) = ∂m[vℜ(ψ0) + wℑ(ψ0)]− ∂0[vℜ(ψm) + wℑ(ψm)]
= v[∂mℜ(ψ0)− ∂0ℜ(ψm)] + w[∂mℑ(ψ0)− ∂0ℑ(ψm)]
+ (∂mv)ℜ(ψ0) + (∂mw)ℑ(ψ0)− (∂0v)ℜ(ψm)− (∂0w)ℑ(ψm).
Using ∂mv = Ym + wAm − sµℜ(ψm) and ∂mw = Zm − vAm − sµℑ(ψm), and the
identities (4.15), this becomes
Ymℜ(ψ0) + Zmℑ(ψ0) + v[∂mℜ(ψ0)− ∂0ℜ(ψm)− Amℑ(ψ0) + A0ℑ(ψm)]
+ w[∂mℑ(ψ0)− ∂0ℑ(ψm) + Amℜ(ψ0)− A0ℜ(ψm)]
= Ymℜ(ψ0) + Zmℑ(ψ0) + vℜ(Dmψ0 −D0ψm) + wℑ(Dmψ0 −D0ψm).
Using the identities (4.11), it follows that
∂0(Xm) = Ymℜ(ψ0) + Zmℑ(ψ0).
Similar computations give
∂0(Ym) = −Xmµℜ(ψ0) + ZmA0, ∂0(Zm) = −Xmµℑ(ψ0)− YmA0.
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Since Xm, Ym, Zm vanish at t = 0, we conclude that the identities
∂ms = vℜ(ψm) + wℑ(ψm),
∂mv = −sµℜ(ψm) + wAm,
∂mw = −sµℑ(ψm)− vAm,
(4.18)
hold in R2 × I(φ), for m = 0, 1, 2.
Using (4.18), (4.16), (4.17), we derive
2µs ·µ (s1 ×µ s2) = 2µ[ℜ(ψ1)ℑ(ψ2)−ℑ(ψ1)ℜ(ψ2)] = −2q12,
thus, using (1.10) and (4.10),
ζ1 = −2A2, ζ2 = 2A1. (4.19)
Then, using (4.18) and (4.17),
s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1
=
2∑
m=1
ǫm+1
[
s×µ ∂m(vℜ(ψm) + wℑ(ψm)) + 2(vℜ(ψm) + wℑ(ψm))Am
]
=
2∑
m=1
ǫm+1
[
w(∂mℜ(ψm) + Amℑ(ψm)) + v(−∂mℑ(ψm) + Amℜ(ψm)
]
.
Using (4.18) and the definition (4.12)
∂0s = wℑ(ψ0) + vℜ(ψ0)
= w
2∑
m=1
ǫm+1(∂mℜ(ψm) + Amℑ(ψm)) + v
2∑
m=1
ǫm+1(−∂mℑ(ψm) + Amℜ(ψm)).
Therefore s is a solution of the initial-value problem (1.12), as desired.
We show now that s ∈ C(I(φ) : H˜σ0). The definition (4.15) and the fact that
s, v, w are bounded at time t = 0 show that
s, v, w ∈ C(I(φ) : L∞).
In addition, ψ1, ψ2 ∈ C(I(φ) : H
σ0−1), and, using the definition (4.10), A1, A2 ∈
C(I(φ) : L4) and ∂σ11 ∂
σ2
2 A1, ∂
σ1
1 ∂
σ2
2 A2 ∈ C(I(φ) : L
2) for any σ1, σ2 ∈ Z+ with
σ1 + σ2 ∈ [1, σ0 − 1]. A simple elliptic bootstrap argument, as in the proof of
Proposition 4.2, using the identities (4.18) for m = 1, 2, shows that
∂1s, ∂2s ∈ C(I(φ) : H
σ0−1), ∂21v, ∂
2
2v, ∂
2
1w, ∂
2
2w ∈ C(I(φ) : H
σ0−2),
as desired.
Finally, using again the identities (4.18) and (4.16), we compute
|Ds| =
[ 2∑
m=1
∂ms ·µ ∂ms
]1/2
=
[ 2∑
m=1
|ψm|
2
]1/2
= |ψ|. (4.20)
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It follows from Proposition 3.1 (b) that
if I+(φ) bounded then ‖|Ds|‖L4x,t(R2×I+(φ)) =∞,
if I−(φ) bounded then ‖|Ds|‖L4x,t(R2×I−(φ)) =∞.
In particular, the solution (I(φ), s) is a maximal solution in the sense of Theorem
1.1. This completes the existence part of the proof.
5. Proof of Theorem 1.2
Given f ∈ H˜σ0 and Q ∈ R3 with Q ·µ f(0, 0) = 0, Q ·µ Q = 1, we define the
frame (v, w) and the fields φ1, φ2 ∈ Hσ0−1 as in Proposition 4.2. We would like
to understand first how the functions φm depend on the choice of the point Q.
Assume Q′ ∈ R3, Q′ ·µ f(0, 0) = 0, Q
′ ·µ Q
′ = 1 is another point and construct the
corresponding frame (v′, w′) and the differentiated fields φ′m, m = 1, 2. Then
v′ = v cosχ+ w sinχ, w′ = −v sinχ + w cosχ,
for some χ ∈ C1(R2 : R). A simple computation shows that A′m = w
′ ·µ ∂mv′ =
Am + ∂mχ. However Am = A
′
m, since the connection coefficients Am are defined
canonically in (2.11), thus
χ = constant on R2.
It follows from the definition (4.2) that
φ′m = zφm, m = 1, 2, for some constant z ∈ C with |z| = 1. (5.1)
To summarize, at the level of the fields φm, the change of the base point Q leads
to the simple transformation law (5.1). Similarly, if g ∈ C3(I : H˜σ0) for some open
interval I ⊆ R and the fields ψm, m = 0, 1, 2, are defined as in Proposition 2.1
using a global Coulomb gauge, then the change of the base point Q leads to the
transformation
ψ′m = zψm, m = 0, 1, 2, for some constant z ∈ C with |z| = 1. (5.2)
We can now define the semidistance d˙1: assume f, f ′ ∈ H˜σ0 , fix Q,Q′ ∈ R3,
Q ·µ Q = Q
′ ·µ Q
′ = 1, Q ·µ f(0, 0) = Q
′ ·µ f
′(0, 0) = 0, and define frames (v, w),
(v′, w′) and differentiated fields φm, φ
′
m as in Proposition 4.2. Then, we define
d˙1(f, f ′) = inf
|z|=1
[
‖zφ1 − φ
′
1‖
2
L2 + ‖zφ2 − φ
′
2‖
2
L2
]1/2
. (5.3)
Similarly, given an open interval I, a point t0 ∈ I, and g, g′ ∈ C3(I : H˜σ0), fix
Q,Q′ ∈ R3, Q ·µ Q = Q
′ ·µ Q
′ = 1, Q ·µ g(0, 0, t0) = Q
′ ·µ g
′(0, 0, t0) = 0, and define
ON THE STABILITY OF CERTAIN SPIN MODELS IN 2 + 1 DIMENSIONS 29
frames (v, w), (v′, w′) and differentiated fields ψm, ψ
′
m as in Proposition 2.1. Then,
we define
ρ˙1I(g, g
′) = inf
|z|=1
[
‖zψ1 − ψ
′
1‖
2
L∞t L
2
x(R
2×I) + ‖zψ2 − ψ
′
2‖
2
L∞t L
2
x(R
2×I)
]1/2
+ inf
|z|=1
[
‖zψ1 − ψ
′
1‖
2
L4x,t(R
2×I) + ‖zψ2 − ψ
′
2‖
2
L4x,t(R
2×I)
]1/2
.
(5.4)
In view of the discussion above, the definitions (5.3) and (5.4) depend only on the
functions f, f ′ and g, g′ respectively (in the sense that they do not depend on the
choice of the points Q,Q′) and clearly define semidistance functions on H˜σ0 and
C3(I : H˜σ0) respectively.
The identities and the inequality in (1.13) follow from the definitions and the iden-
tities (4.5) and (2.15) respectively. Theorem 1.2 is also an immediate consequence
of Proposition 3.2, the construction in subsection 4.1, and the observation that if
ψ = (ψ1, ψ2) is a solution of the initial value problem (3.1)-(3.2) corresponding to
data φ = (φ1, φ2), then zψ = (zψ1, zψ2) is also a solution corresponding to data
zφ = (zφ1, zφ2), for any z ∈ C with |z| = 1.
We prove below several additional properties of the semidistance function d˙1. It
is not hard to see that the semidistance function ρ˙1I also satisfies similar properties.
For r > 0 and p ∈ R2 we define the maps δr, τp : H˜σ0 → H˜σ0,
(δrf)(x) = f(rx), (τpf)(x) = f(x+ p).
We define the connected Lie groups Gµ, µ = ±1,
Gµ = {O ∈M3(R) :
tO · ηµ · O = ηµ, det(O) = 1, O ·
t(1, 0, 0) ∈ Sµ}.
Thus G1 is the orthogonal group SO(3) and G−1 is the Lorentz group SO(2, 1). We
observe that ifO ∈ Gµ and x, y ∈ R3 then Ox·µOy = x·µy andOx×µOy = O·(x×µy)
(this last identity requires det(O) = 1). Given O ∈ Gµ we define RO : H˜σ0 → H˜σ0,
(ROf)(x) = O · f(x).
Proposition 5.1. (a) For any r ∈ (0,∞), p ∈ R2, O ∈ Gµ, and f, f ′ ∈ H˜σ0
d˙1(δrf, δrf
′) = d˙1(f, f ′), d˙1(τpf, τpf
′) = d˙1(f, f ′), d˙1(ROf, ROf
′) = d˙1(f, f ′).
(5.5)
In addition,
d˙1(f, f ′) = 0 if and only if f ′ = ROf for some matrix O ∈ Gµ. (5.6)
(b) The mapping (f, f ′)→ d˙1(f, f ′) is continuous from (H˜σ0 , dσ0)× (H˜
σ0 , dσ0) to
[0,∞).
Proof of Proposition 5.1. The identities (5.5) are straightforward consequences of
the definitions. Also it is easy to check that d˙1(f, ROf) = 0 if f ∈ H˜
σ0 and O ∈ Gµ.
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Thus, for (5.6), it remains to prove that
if d˙1(f, f ′) = 0 then f ′ = ROf for some O ∈ Gµ. (5.7)
To prove this, we notice that the infimum in (5.3) is attained (since the function in
the right-hand side is continuous in z). Thus, if d˙1(f, f ′) = 0 then there is z0 ∈ C
with |z0| = 1 such that φ′m = z0φm, m = 1, 2. It follows from (4.3) that A
′
m = Am,
m = 1, 2. By rotating the frame (v, w) (see the discussion leading to (5.1)), we may
assume that z0 = 1. To summarize, we have triples (f, v, w) and (f
′, v′, w′) as in
Proposition 4.2,with the property that the coefficients φm and Am (see (4.2)) agree
with the coefficients φ′m and A
′
m respectively. Then there is a unique matrix O ∈ Gµ
such that
ROf(0, 0) = f
′(0, 0), ROv(0, 0) = v
′(0, 0), ROw(0, 0) = w
′(0, 0).
Let δf = f ′ − ROf , δv = v′ − ROv, δw = w′ − ROw. Using (4.5)
∂m(δf) = (δv)ℜ(φm) + (δw)ℑ(φm),
∂m(δv) = −(δf)µℜ(φm) + (δw)Am,
∂m(δw) = −(δf)µℑ(φm)− (δv)Am
on R2, for m = 1, 2. Since δf, δv, δw vanish at (0, 0) it follows that δf vanishes in
R
2, as desired.
We prove now part (b). Since d˙ is a semidistance, it suffices to prove that for any
f ∈ H˜σ0 and ε > 0 there is δ = δ(f, ε) > 0 such that
if f ′ ∈ H˜σ0 and dσ0(f, f
′) ≤ δ then d˙1(f, f ′) ≤ ε. (5.8)
Given f, f ′ as above we fix Coulomb frames (v, w) and (v′, w′) as in Proposition 4.2,
with |v(0, 0)−v′(0, 0)| . δ, and construct the fields φm and φ
′
m. Since f is bounded,
there is N = N(f) ≥ 1 such that
‖f‖L∞ + ‖f
′‖L∞ + ‖v‖L∞ + ‖v
′‖L∞ + ‖w‖L∞ + ‖w
′‖L∞ ≤ N. (5.9)
Also, since φm = v ·µ∂mf+ iw ·µ∂mf and φ′m = v
′ ·µ∂mf ′+ iw′ ·µ∂mf ′, it follows from
(5.9) and the definition of the distance dσ0 (see (1.9)) that there is R = R(f, ε) ≥ 1
such that
2∑
m=1
(‖φm‖L2({|x|≥R}) + ‖φ
′
m‖L2({|x|≥R})) ≤ ε/4.
Thus, for (5.8) it suffices to prove that
2∑
m=1
‖φ′m − φm‖L∞({|x|≤R}) . δ, (5.10)
where the implicit constant in (5.10) is allowed to depend on ε,N,R.
Recall that the functions φmφl and φ
′
mφ
′
l, m, l = 1, 2, do not depend on the choices
of the frames (v, w) and (v′, w′) respectively (see the discussion at the beginning of
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section 2). Therefore, by working with local frames (v˜, w˜) and (v˜′, w˜′) satisfying
(5.9) and |v˜ − v˜′|+ |w˜ − w˜′| . δ, it follows that
2∑
m,l=1
‖φ′mφ
′
l − φmφl‖(L1∩L∞)(R2) . δ.
As a consequence,
2∑
m=1
‖A′m −Am‖L∞ . δ. (5.11)
We prove now the bound (5.10). We use the differential equations
∂mv = −µf ·
t∂mf · ηµ · v + (f ×µ v)Am, m = 1, 2,
see (4.5), and the corresponding equations for v′. We take the difference of the
equations and use (5.11) and the bounds |f ′− f | . δ, |∂mf ′− ∂mf | . δ to conclude
that
|∂m(v
′ − v)| . |v′ − v|+ δ, m = 1, 2.
Since |v′(0, 0)− v(0, 0)| . δ it follows that |v′ − v| . δ in the ball {|x| ≤ R}. The
bound (5.10) follows. 
6. Reduction to the Davey–Stewartson II equation
It is well known that the Ishimori system, which corresponds to ǫ = −1, is related
to the Davey–Stewartson II equation, at least in the focusing case µ = 1. In this
section we derive this connection explicitly, starting from our modified spin system,
see Proposition 2.2. Recall the formulas
q12 = µℑ(ψ1ψ2), A2 = −∇
−1R1(q12), A1 = ∇
−1R2(q12),
A0 = µ
2∑
m,l=1
ǫm+1
[
RlRm
(
ℜ(ψlψm)
)
+ 2|∇|−1Rlℑ(Amψmψl)
]
+
µ
2
2∑
m=1
ǫm+1|ψm|
2,
(6.1)
and the equations
i∂tψm + (∂
2
1 + ǫ∂
2
2)ψm = iNm,
Nm = −iA0ψm +
2∑
l=1
ǫl+1
[
ψl(−qml + 2∂mAl) + ψm(−∂lAl + iA
2
l )
]
.
(6.2)
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Assume in this section that ǫ = −1 (the Ishimori system). In this case we expand
µA0 =
2∑
m,l=1
ǫm+1
[
RlRm
(
ℜ(ψlψm)
)
+ 2|∇|−1Rlℑ(Amψmψl)
]
+
1
2
2∑
m=1
ǫm+1|ψm|
2
=
2∑
m,l=1
ǫm+1RlRm
(
ℜ(ψlψm)
)
+
1
2
2∑
m=1
ǫm+1|ψm|
2 + 2
2∑
m,l=1
ǫm+1|∇|−1Rl[Amℑ(ψmψl)]
= R21(|ψ1|
2)−R22(|ψ2|
2) +
1
2
|ψ1|
2 −
1
2
|ψ2|
2 + 2
2∑
m,l=1
ǫm+1|∇|−1Rl(Am · µqml)
=
1
2
(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2) + 2µ∇−1R2(A1q12)− 2µ∇
−1R1(A2q21)
=
1
2
(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2) + µ∇−2F
where, using the Coulomb condition ∂1A1 + ∂2A2 = 0,
F = 2∂2(A1q12)− 2∂1(A2q21) = 2∂2(A1∂1A2 − A1∂2A1) + 2∂1(A2∂1A2 − A2∂2A1)
= 2∂2[∂1(A1A2) + A2∂2A2 − A1∂2A1] + 2∂1[−∂2(A1A2)− A1∂1A1 + A2∂1A2]
= ∆(A22 −A
2
1).
Thus
A0 =
µ
2
(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2) + A21 − A
2
2. (6.3)
We compute now, using (6.2)
iN1 = A0ψ1 + iψ1(−∂1A1 + iA
2
1 + ∂2A2 − iA
2
2) + iψ12∂1A1 − iψ2(−q12 + 2∂1A2)
= ψ1 ·
µ
2
(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2)− iψ2(∂2A1 + ∂1A2)
=
µ
2
[
ψ1 · (R
2
1 − R
2
2)(|ψ1|
2 + |ψ2|
2) + iψ2 · (R
2
1 − R
2
2)(2µq12)
]
.
Similarly,
iN2 = A0ψ2 + iψ2(−∂1A1 + iA
2
1 + ∂2A2 − iA
2
2) + iψ1(−q21 + 2∂2A1)− iψ22∂2A2
= ψ2 ·
µ
2
(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2) + iψ1(∂2A1 + ∂1A2)
=
µ
2
[
ψ2 · (R
2
1 − R
2
2)(|ψ1|
2 + |ψ2|
2)− iψ1 · (R
2
1 −R
2
2)(2µq12)
]
.
Thus the system in the first line of (6.2) becomes
(i∂0 + ∂
2
1 − ∂
2
2)ψ1 = fψ1 + igψ2, (i∂0 + ∂
2
1 − ∂
2
2)ψ2 = fψ2 − igψ1,
f = (µ/2)(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2), g = (µ/2)(R21 −R
2
2)(2µq12).
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This system can be decoupled: let Φ± = ψ1 ± iψ2. Then
(i∂0 + ∂
2
1 − ∂
2
2)Φ+ = (f + g)Φ+,
(i∂0 + ∂
2
1 − ∂
2
2)Φ− = (f − g)Φ−.
Finally, we observe that
f + g = (µ/2)(R21 − R
2
2)(|ψ1|
2 + |ψ2|
2 + 2ℑ(ψ1ψ2)) = (µ/2)(R
2
1 −R
2
2)(Φ+Φ+),
f − g = (µ/2)(R21 −R
2
2)(|ψ1|
2 + |ψ2|
2 − 2ℑ(ψ1ψ2)) = (µ/2)(R
2
1 − R
2
2)(Φ−Φ−).
Therefore we get two decoupled identical equations, for Φ = Φ±
(i∂0 + ∂
2
1 − ∂
2
2)Φ = (µ/2)(R
2
1 − R
2
2)(|Φ|
2) · Φ. (6.4)
This is the Davey–Stewartson II equation.
In other words, in the Ishimori case ǫ = −1, the modified spin system derived in
Proposition 2.2 can be simplified algebraically to the Davey–Stewartson II equation
(6.4), which holds for both functions Φ± = ψ1 ± iψ2. This can be used to simplify
the analysis of the modified spin system in section 3, in the case ǫ = −1. Using
inverse scattering methods, it is known that the defocusing Davey-Stewartson II
equation admits global solutions for Hσ0−1 data with suitable decay at infinity (see
[13]–[15]). The analysis in subsection 4.1 shows that this leads to global solutions
of the original defocusing Ishimori system. More precisely, we have the following
large-data global regularity theorem:
Theorem 6.1. Assume σ0 = 10, µ = ǫ = −1, and f ∈ H˜σ0. Assume, in addition,
that f is constant outside a compact set. Then there is a unique global solution
s ∈ C3(R : H˜σ0) of the defocusing Ishimori initial-value problem{
∂ts = s×µ (s11 + ǫs22) + s1ζ2 − ǫs2ζ1, ζm = −Rm∇−1[2µs ·µ (s1 ×µ s2)],
s(0) = f.
Appendix A. Proof of Proposition 2.1
In this section we prove Proposition 2.1. The idea is to construct the frame (v, w)
as the unique solution of the ODE (2.15). The main step is the following lemma.
Lemma A.1. Assume s, t0, and Q are as in Proposition 2.1. Then there is a unique
function v ∈ C1(R2 × I : R3) with the properties{
∂mv = −µs ·
t∂ms · ηµ · v + (s×µ v)A˜m, m = 0, 1, 2,
v(0, 0, t0) = Q.
(A.1)
In addition v ·µ s = 0 and v ·µ v = 1 on R2 × I
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Proof of Lemma A.1. We may assume t0 = 0 and observe that the first equation
in (A.1) is consistent with the corresponding equation in (2.15), since ℜ(ψm) =
v ·µ∂ms =
t∂ms·ηµ ·v and w = s×µv. The equations are of the form ∂mv = Bm ·v, for
some continuous matrices Bm, which gives the uniqueness of v. To prove existence,
we define first v(x1, 0, 0), x1 ∈ R, by solving the linear homogeneous ODE
∂1v = −µs ·
t∂1s · ηµ · v + (s×µ v)A˜1, v(0, 0, 0) = Q. (A.2)
The function v(., 0, 0) is a well-defined C1 function on R. Using the equation,
∂1(s ·µ v) = ∂1(
ts · ηµ · v) =
t∂1s · ηµ · v +
ts · ηµ · [−µs ·
t∂1s · ηµ · v + (s×µ v)A˜1] = 0,
thus s(x1, 0, 0) ·µ v(x1, 0, 0) = 0 for x1 ∈ R. Using the equation again
∂1(v ·µ v) = ∂1(
tv · ηµ · v) = 2
tv · ηµ · [−µs ·
t∂1s · ηµ · v + (s×µ v)A˜1] = 0,
thus v(x1, 0, 0) ·µ v(x1, 0, 0) = 1 for x1 ∈ R.
We extend now v to R2 × {0} by solving the linear ODE, for every x1 fixed,
∂2v = −µs ·
t∂2s · ηµ · v + (s×µ v)A˜2, (A.3)
with v(x1, 0, 0) determined before. The same argument as before shows that
v ·µ s = 0 and v ·µ v = 1 on R
2 × {0}. (A.4)
We prove now the identity
∂1v = −µs ·
t∂1s · ηµ · v + (s×µ v)A˜1 on R
2 × {0}. (A.5)
Let X = ∂1v + µs ·
t∂1s · ηµ · v − (s×µ v)A˜1. In view of (A.2)
X(x1, 0, 0) = 0 for any x1 ∈ R. (A.6)
Since v ·µ s = 0 and v ·µ v = 1 on R2, it is clear that v ·µ X = 0 on R2. Also
s ·µ X =
ts · ηµ · [∂1v + µs ·
t∂1s · ηµ · v − (s×µ v)A˜1] = ∂1(
ts · ηµ · v) = 0,
on R2 × {0}. Let w = s×µ v, and observe that, as a consequence of (A.4),
w ·µ v = w ·µ s = w ·µ w − 1 = 0, v ×µ w = µs, w ×µ s = v. (A.7)
For (A.5) it remains to prove that w ·µ X = 0, which is equivalent to proving that
tw · ηµ · ∂1v − A˜1 = 0 on R
2 × {0}. (A.8)
Using (A.3), we have
∂2w = ∂2s×µ v − vA˜2 = −µsℑ(φ2)− vA˜2 on R
2 × {0}, (A.9)
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where, on R2×{0}, φm = v ·µ ∂ms+ iw ·µ ∂ms, m = 1, 2. Thus, using also (A.3) and
the definition (2.11),
∂2(
tw · ηµ · ∂1v − A˜1) =
t∂2w · ηµ · ∂1v +
tw · ηµ · ∂1∂2v − ∂2A˜1
= −µℑ(φ2)
ts · ηµ · ∂1v +
tw · ηµ · ∂1(−µs ·
t∂2s · ηµ · v + wA˜2)− ∂2A˜1
= µℑ(φ2)
tv · ηµ · ∂1s− µ(
tw · ηµ · ∂1s)(
tv · ηµ · ∂2s) + ∂1A˜2 − ∂2A˜1
= µℑ(φ2)ℜ(φ1)− µℑ(φ1)ℜ(φ2) + ∂1A˜2 − ∂2A˜1
= 0.
(A.10)
The identity (A.8) follows since (tw · ηµ · ∂1v − A˜1)(x1, 0, 0) = 0, using (A.6). This
completes the proof of (A.5).
Finally, we extend the vector v to R2 × I by solving the linear ODE, for every
(x1, x2) fixed,
∂0v = −µs ·
t∂0s · ηµ · v + (s×µ v)A˜0, (A.11)
with v(x1, x2, 0) defined earlier. As before, it is easy to see that
v ·µ s = 0 and v ·µ v = 1 on R
2 × I. (A.12)
It remains to prove the identities
∂mv = −µs ·
t∂ms · ηµ · v + (s×µ v)A˜m on R
2 × I, (A.13)
for m = 1, 2. For this we let Ym = ∂mv+µs · t∂ms ·ηµ · v− (s×µ v)A˜m, m = 1, 2, and
observe that v ·µYm = s·µYm = 0, as a consequence of (A.12). A computation similar
to (A.10) (using the definition (2.11) of the coefficients A˜m) shows that w ·µ Ym = 0,
where w = s×µ v. This completes the proof of the lemma. 
We complete now the proof of the proposition. Let w = s×µ v, so
w·µv = w·µs = w·µw−1 = 0, v×µw = µs, w×µs = v, on R
2×I. (A.14)
Let ψm = v ·µ ∂ms+ iw ·µ ∂ms, m = 0, 1, 2. Using (A.14), ∂ms = vℜ(ψm) +wℑ(ψm),
thus using (A.14) again and Lemma A.1
∂mw = ∂ms×µ v + s×µ ∂mv = −µsℑ(ψm)− vA˜m on R
2 × I,
for m = 0, 1, 2. The identities (2.15) follow. The identities (2.13) and (2.14) follow
from (A.14) and the identities (2.15).
A simple bootstrap argument using the fact that s ∈ C3(I : H˜σ0), as in the proof
of Proposition 4.2, shows that v, w ∈ C3(R2×I : R3) and that ψ0, ψ1, ψ2 ∈ C(I : H4).
This completes the proof of the proposition.
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