Measurements of solar irradiance at the ground have been analyzed to obtain information on absorption from water vapor in the visible and near infrared. Great care has been taken in evaluating the aerosol optical thickness to obtain results compatible with theory. An automatic procedure is presented that eliminates the recordings in which modifications of the aerosol optical properties not monitored would seriously influence the determination of those of water vapor. Particular care is paid to assessing the error limits of the derived spectral attenuation parameters.
Introduction
Measurements of water vapor absorption in the visible and near infrared have been performed by several authors using different devices (e.g., monochromators, interference filters) both in the laboratory and in the actual atmosphere. Laboratory measurements are generally not fully compatible with field studies measured transmittances could be due to a concentration of particles of radius >1 um higher than predicted by available model aerosol distributions. Guzzi, Tomasi, and Vittori 5 -7 made extensive measurements of atmospheric transparency from the visible to the infrared over several years and in different meteorological conditions. The amount of precipitable water along the light path was simultaneously measured using an infrared hygrometer. When analyzing the data obtained in very clear conditions during anticyclonic events, they found an unexpected increase in spectral attenuation going from morning to noon which could not be accounted for by the variation of precipitable water. This effect was explained (Guzzi et al. 5 and Vittori et al. 6) in terms of variation of particulate matter optical properties while water vapor absorption coefficients were presented by Tomasi et al. 7 In the latter paper it was shown that residual attenuation by water vapor, after elimination of particulate matter effects, was present even in wavelength regions considered most transparent. Similar conclusions were reached by Fraser. 8 More recently Tomasi 9 has reprocessed a subset of the data measured by Guzzi, Tomasi, and Vittori to discriminate between water vapor absorption and water-dependent particulate-matter attenuation.
Seasonal sets of atmospheric optical thicknesses were selected presenting at each wavelength a linear correlation with precipitable water vapor. The dependence of optical thickness on precipitable water is expressed as the sum of a nonselective absorption coefficient of atmospheric water vapor and a coefficient expressing the variation of particulate-matter optical thickness with precipitable water. His technique gives absorption coefficients smaller than previously reported using the same set of data. His data are, however, rather coarsely spaced in the wavelength interval.
In some of the papers mentioned above the spectral dependence of optical thickness on precipitable water is assumed to follow a square-root law within the bands while, in the so-called windows, a Lambertian law is used. Moskalenko 0 performed a series of laboratory measurements using a long path cell. Large thicknesses of water vapor could be obtained in conditions of null aerosol attenuation. He expressed his transmission data using a power dependence of optical thickness on precipitable water. His results show that no sharp distinction exists between windows and bands as far as the precipitable water dependence is concerned, while the absorption coefficients changed considerably going from weak to strongly absorbing regions.
Koepke and Quenzel 1 performed a single measurement of spectral solar irradiance from the ground to determine the water vapor attenuation coefficient. Instead of using either the weak or strong approximation, they use Moskalenko's data for the dependence of optical thickness on precipitable water. They found no agreement with Moskalenko's spectral attenuation data at wavelengths smaller than 1 zm.
In light of the previous discussion it is still unclear whether a Lambertian law is effectively followed by water vapor absorption in the most transparent regions of the visible spectrum, and the absolute values of the attenuation coefficients themselves show variations that cannot be explained solely in terms of experimental errors (which are in general not sufficiently defined). This uncertainty is also reflected in the computer code LOWTRAN. 1 2 In all versions of this computer code, which is widely used in transmission and emission modeling, water vapor absorption is reported as being insignificant over visible and near-infrared window regions.
Guzzi et al. 13, 14 computed solar spectral irradiance at the ground using the absorption coefficients taken from Tomasi et al. 7 and Fraser 8 and compared it to experimental values. They found that the model underestimates the measured data and that the main reason was due to the incorrect parametrization of the aerosol extinction properties, which were accounted for by using the Angstrom formulation. Rizzi et al., 15 extensively using inversion techniques to determine aerosol size spectra, found that the aerosol optical depth must be computed with a standard deviation of <7% to obtain reliable size distributions.
These and other findings show that the correct estimation of water vapor window absorption in the visible and near infrared is important when dealing with remote measurements both from the ground and from space not only in atmospheric attenuation studies but also in all satellite applications where adequate atmospheric corrections are needed. This paper concerns the reduction of the data measured by Guzzi Tomasi, and Vittori and partially reported in Refs. 5-7. The computations are made at wavelengths in which evident relative maxima and minima in the deflection curve of the original recordings are found. Although the experimental apparatus was assembled to obtain a resolution of better than 4.7 cm-1 in the spectral range considered, 5 the actual angular velocity of the prism used in the set of measurements presented in this paper allowed us to detect only broad features in the absorption bands. It follows that the computations in those regions are done mainly to check the consistency of the results compared with other reductions.
In Fig. 1 a recording of the solar spectrum between 0.65 and 1.10 m is shown as an example of those analyzed in this paper. Since the readings were made on a strip-chart recorder, the first step has been to digitize all the analog data at our disposal. Simultaneous measurements of precipitable water vapor (pwv), performed with an infrared hygrometer (Tomasi and Guzzi 16 ), are associated with each recording. Reduction of the data to obtain the total optical path at wavelength X is made using the Bouger-Lambert
where D(X) is the recorded deflection; o(X) is the sum of particulate matter (pm) extinction optical path and water vapor (wv) absorption optical path; TR(X), Tmg(X) , and To 3 (X) are, respectively, the known spectral transmittances due to molecular scattering, mixed gases, and ozone absorption; FO(X) is the extra atmospheric solar irradiance; and R (X) is the electrical response of the instrumental set.
Do(A) = R(X)Fo(X)
has been computed by the Langley plot method, by extrapolating to zero air mass the logarithm of the deflection D (X) with respect to the air mass. The computation was performed in the most transparent regions using a subset of data taken in the first hours of the morning, to avoid the effect of increasing atmospheric turbidity, for days with a visual range >20 km. The technique has been described in a previous paper. 5 The results obtained for several clear days have been averaged and the standard deviation associated with each Do(X) is found to be adequately described by the relation / 1 Do = 0.07 Do. In Fig Once the Do are computed the pm and wv optical path can be determined by (the dependence on wavelength will be omitted from now on for convenience)
The transmittance functions appearing in Eq. (1) were computed with the computer code LOWTRAN 5 using the average value of vertical ozone content measured at Vigna di Valle for the days the measurements were taken.
A general law describes the optical path of wv as given by Goody 1 7 :
where S is the average line intensity in the spectral interval centered at X, a is the mean halfwidth, is the mean line spacing, w is the pwv along the vertical, and mw is the air mass computed for a given water vapor vertical distribution.
Equation (2) can be approximated in the cases of absorption bands (strong absorption) and absorption in the windows (weak absorption) by
as. = a(m.w)
where a, and a 2 are absorption coefficients. These relations have been used by Gates and Harrop 1 8 to compute the absorption of water vapor in the near and far infrared. Moskalenko 1 0 proposed a more general approximation based on the following power law:
It contains the weak-and strong-line limits and is also apt for describing cases of intermediate absorption (0.5
Strictly speaking, the parameters a and b are also a function of the pwv optical path. In fact a and b are usually determined using a set of data taken on days in which the measured pwv lie in a certain range. The water vapor transmittance computed using Eqs. (2) and (3) are, in the stated pwv range, in very good agreement.
However Eq. (3) does not describe the natural variation of the absorption law from, for example, weak to intermediate or from intermediate to strong which is embedded in Eq. (2) as pwv content along the path varies. Therefore, the use of the power law is based on the consideration that in the actual atmosphere and in a given spectral range the naturally occurring variations of pwv do not require the use of a water vapor dependence of the parameters a and b. Another difference between transmittances computed by Eqs. (2) and (3) is that, while the weak-and strong-line limits are contained in Goody's formulation, they must be fixed a priori by limiting the value of b when using Eq. (3). A X 2 fit performed on some sets of data using Eq. (3) as distribution to be fitted may lead to values of b outside the permissible range. A x 2 fit of the same set of data using the Goody absorption law would not produce such an evident result although the value of the determined X 2 would induce caution when analyzing the results. This final consideration has led us to use the power-law dependence to analyze the data to be able at a given wavelength to eliminate from the set of available recordings a subset that eventually would clearly exhibit physical mechanisms other than water vapor absorption.
The optical path af is therefore written as
where ma is the air mass for pm.
The aerosol term in Eq. (4) is usually greater than the wv term in regions of weak absorption and of the same order of magnitude in strongly absorbing regions. A least-squares fit of the measured data to obtain a, b, and ra would almost certainly lead to incorrect results, due to the great natural variability of the pm optical properties. More information is necessary to eliminate or normalize the aerosol optical thickness term. In our case measurements of the visual range R were also made. Visual range measurements can be used to estimate the horizontal aerosol extinction coefficient at 0.55 um using Koschmieder's formula:
where 1 3 m is the extinction coefficient due to molecular scattering.
H (0.55) can also be computed:
where Qe is the efficiency factor for extinction, n (r) is the normalized differential aerosol size distribution at radius r, and C is the pm concentration along the path. Therefore ON is the normalized extinction coefficient.
From Eqs. (5) and (6) it is possible to express C as
The optical thickness along a vertical path can be computed by
Qedrdh, (8) where n(r,h) is the height-dependent pm size distribution function. Assuming that the size distribution is independent of height, Eq. (8) can be approximated:
where H is the scale height for pm. Inspection of Eqs. (7) and (9) The applicability of the preceding relation is certainly linked to the validity of the simplifying assumptions on the pm vertical distribution and, above all, on the validity of Eq. (5). Assuming that the Koschmieder relation holds and that the normalized size distribution and scale height remain unchanged between two visual-range estimations R and R 0 we can write the ratio
[where A = (3.912/R 0 ) -Om (0.55)] which is independent of wavelength. When Eq. (10) is verified, at least partially, by the experimental data, the measured visual range can profitably be used to normalize the measured pm optical thicknesses to some standard conditions defined by a reference visual range R, The following procedure was used to evaluate the applicability of Eq. (10) to our data set. A set of wavelengths is defined in which weak or null wv absorption is expected.
The quantity ro(X) = TV(XR 0 ) is computed using an unweighted least-squares fit of the measured Ta (X) belonging to all recordings to the curve
where Ri is the measured visual range during the ith recording. The reference visual range R 0 = 10 km is selected because it has a value close to the visual range during the experimental period. The set of values T 0 (X) constitutes a set of optical information relative to a mean pm size distribution. Tm is the molecular optical thickness.
The dispersion in the window wavelengths of the data points around the curve [Eq. (11) ] would constitute a measure of the applicability of the Koschmieder formula to our set of data, if the visual range estimations were free of error (which is certainly not the case). However, the comparative behavior at several wavelengths allows us also to examine the validity of the assumptions regarding the pm size distribution. Several cases can be found:
( (2) Some recordings show a different behavior: at some wavelengths Pij > Pmaxi while at others Pij < -Pmaxi. These recordings are rejected since the size distributions were certainly inhomogeneous with the mean.
(3) In some cases the deviation Pi. is significant (greater in absolute value than Pmaxi) but either systematically positive or negative at all wavelengths. The visual-range value for the latter recording is modified to agree with the average spectral properties using 
A [+ Ta (XJ)]
A To(X) here M is the number of selected wavelengths used to compute Ravi'
The latter recordings are then examined for acceptance according to the procedure already outlined in cases (1) and (2) above. Out of forty-six available recordings the procedure outlined rejected about half of the data at each wavelength.
The final visual-range value associated with each accepted recording (which will be referred to as the effective visual range Re) is either the measured value for recordings belonging to case (1) or the arithmetic mean computed using M specified window wavelengths for recordings belonging to case (3) .
Inspection of our data Ta (Xi) shows that it is not strictly true that the function F(Re,R 0 ) is independent of wavelength. Therefore, two procedures were adopted to select the window wavelengths to be used to compute the effective visual range Re for each accepted recording: the first (P1) uses all windows to estimate Re; the second (P2) defines three regions in the spectral interval under consideration, centered around the main absorption bands, and three values of Re are computed for each recording using all windows belonging to each 
IV. Results and Discussion
here mw is the relative air mass for wm computed using a mid-latitude winter vertical distribution, ma is the relative air mass for pm computed using a rural plus tropospheric aerosol model giving a visual range at the ground of 10 km. Parameters a, b, and c are to be computed using a minimizing technique. The retrieved value of c represents the spectral optical thickness of a mean pm size distribution leading a visual range of 10 km.
Minimization Technique
The observations o-i are treated as statistically independent and the expression for x 2 takes the form, at each wavelength, To determine the spectral parameters a, b, and c, the quantity x 2 is minimized. The software package used for the minimization belongs to the CERN Computer Library.19 Only a brief description will be given of the various methods adopted.
The process is started using a Monte Carlo technique.
The method by Nelder and Mead follows which is reasonably fast when far from the minimum; it also estimates the diagonal elements of the covariance matrix (the parameter errors). The algorithm used to find the true minimum is Fletcher's switching method based on Davidon, and the Fletcher and Powell algorithm. The latter method is extremely fast and stable near the minimum; it estimates the full covariance matrix which is used as the starting point to compute true positive and negative errors for each parameter separately taking into account the actual shape of the x 2 curve near the minimum.
If the function x 2 is correctly normalized, that is, the Ai are standard deviations, the computed parameter errors are one standard deviation error for the parameters one by one. When the A? cannot be interpreted as true variances but simply as relative weights, the parameter errors resulting from such a fit are proportional to the unknown overall normalization factor. (b) Processing. P1 or P2 is used to determine Re and minimization is performed at all wavelengths.
During preprocessing, all the data recorded at visual ranges <7 km were rejected. The result is not dependent on the previous Re computation since it was obtained using both P1 and P2.
The final processing of the data was performed several times to investigate the effect of different hypotheses on the final results. In particular, attention was paid to the aerosol normalization in the 10-km visual range procedure and to the effect of different error estimates on parameter value and derived parameter errors.
Some features were common to all the derived solutions. Regions of null absorption are clearly found quite independently from the determination of Re. Absorption coefficients in strongly absorbing regions are only slightly affected by the aforementioned choice.
Some variations are observed in the value of the b parameter when P1 or P2 is used. In all cases, however, the results are compatible since they are within one standard deviation of the final results. The latter are obtained using P2. The window wavelengths used for the determination of Re are [the wavelength number (wn) of Table I In some computations, previously determined wv absorption coefficients in the windows were used to improve the values of Ta (X) from Eq. (4). These latter values were used to compute a new set of effective visual-range values, using the procedure already outlined.
The new minimization performed at all wavelengths produced wv absorption coefficients that lie within the error limits specified in Table I ground to space at a zenith angle of 65° using a midlatitude winter wv model).
The agreement between the plotted data is quite satisfactory in the and poT bands, once account is taken of the difference in spectral resolution between the two sets of data. Transmittances in the 0.8-Mm band computed with our coefficients are consistently smaller than LOWTRAN'S.
Regions of complete transparency to wv are found at wn = 5, 10, and 42-45. At some spectral ranges (wn = 11, 12, 26-29, and 46) the absorption coefficient a is close to zero and the associated error is greater than the parameter value itself so that these regions can be regarded as completely transparent. Absorption in the window is evident at wn = 1-4 and 13-17, and differences between our results and those of Tomasi et al. 7 and Tomasi 9 are within the error limits. The increase in the coefficients around 0.70 Am is similar to that observed in Tomasi et al. 7 The value of b is close to 1 except at wn = 3 in which a slight departure from the Lambertian law is found.
The variation of the parameter b is evident going from regions of weak to strong absorption.
As noted in Sec. I, Moskalenko 1 0 has found, in the range of our interest, a value of b = 0.53 and Koepke and Quenzel"l have determined their absorption coefficients using the same value of b. This means that a graphical comparison between our data and those of Koepke and Quenzel would need a different set of transmittance computations at varying optical depths to be made and plotted. The information content of such plots is certainly less than a direct inspection of Table I of is plotted, where Tg and Tm are transmissivities computed with the optical path given by Eqs. (2) and (3).
Since the wv optical path in our recordings ranges between a minimum of 0.9 and a maximum of 4.7 cm, the value of Tp in that region is smaller than 0.015. Within the interval from 1 to 15 cm, which covers most values normally encountered-in the atmosphere (Fig. 6) We wish to add some information on unexpected absorption which is clearly evident in all the recordings in the ranges 11,770-11,680 and 11,550-11,470 cm-. No dependence on wv is found in the two regions but, as seen in Fig. 3 , the absorption is relevant and cannot be attributed to liquid water absorption since it is also evident in recordings taken at the visual range >20 km.
The data at our disposal do not allow us to assess whether the weak absorption in the windows is a continuum caused by accumulated contribution by distant strong absorption lines. However, the region of nearly complete transparency found at wn = 5-10 indicates that the eventual continuum may not extend at wavelengths smaller than 0.74 m (nothing can be said about the wavelength range smaller than 0.68 m). The computed value for wn = 30 is affected by a large error and no conclusions can be drawn in this respect.
V. Conclusions
A set of measurements of spectral extinction of solar radiation is analyzed to determine the magnitude and associated error of the water vapor absorption coefficients in the range from 0.68 to 1.05 Am.
A power-law relationship describes the dependence of the optical path on water vapor content along the path.
The role of particulate matter in extinguishing solar radiation is relevant. Instead of trying to eliminate, from the measured optical paths, the contribution due to aerosol, the latter is described in terms of mean particulate matter conditions. In this way, recordings are eliminated in which the aerosol optical properties are sensibly different from the means and would seriously influence the determination of those of water vapor.
The water vapor absorption coefficients, the mean aerosol optical depth, and associated estimated true errors are computed using a weighted least-squares fit.
The procedure adopted to determine mean optical properties has been found to be quite successful; also the retrieved parameters show weak dependence on aerosol normalization. The proposed methodology appears to be applicable to any spectral measurement in real atmospheres.
Taking S as the variance of the fit and Mi as variances associated with the data, the reduced x2 can be expressed by 2=e X = , xv -,
The M are characteristic of the dispersion of the data around the parent distribution and are not descriptive of the fit. The estimated variance of the fit S 2 , however, is characteristic of both the spread of the data points and the accuracy of the fit. Since the fitting function is considered a good approximation to the parent function, the values of x 2 can be interpreted as being caused mainly by the somewhat incomplete specification of the errors entering into the computation of Mi. Therefore, it is possible to obtain an estimate of a wavelength-dependent overall normalization factor fj for the experimental error at any wavelength which is found to be
at any wavelength. The term fj ranges, therefore, between a maximum value of 1.14 and a minimum of 0.89. The final parameter errors, which will be called reduced errors, are obtained by multiplying by fj those computed during the fit. The correctness of this procedure depends on the assumption that the fitting function is a good approximation to the parent one.
This hypothesis can be tested by doing a minimization using the normalized data error estimates M'. These tests showed that the parameter values agree (as expected) to three significant digits with that computed using the original variance estimates; there is also a two significant digit agreement between the reduced parameter errors (from the first fit) and the parameter errors coming put of the fit using the normalized errors
