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Einleitung
Schro¨dingergleichungen spielen eine fundamentale Rolle bei der nichtrelativistischen, modell-
haften Beschreibung quantenmechanischer Zusta¨nde und deren Entwicklung in der Zeit. Der Zu-
stand ψ eines Punktteilchens im quantenmechanischen System mit einem Potential V erfu¨llt die
(zeitabha¨ngige) partielle Differentialgleichung
i∂tψ = −∆ψ + V ψ,
wobei alle physikalischen Konstanten auf 1 normiert sind. ∂t bezeichnet dabei den (partiellen)
Ableitungsoperator nach der Zeitvariablen, sowie ∆ als Summe der zweiten partiellen Ortsablei-
tungen den Laplace-Operator. Die Gleichung u¨bernimmt im quantenmechanischen Regime die
Rolle der Energieerhaltungsgleichung in der klassischen Hamilton’schen Mechanik und kann mit
dem Korrespondenzprinzip auf diese zuru¨ckgefu¨hrt werden. Fu¨r eine Lo¨sung ψ der Gleichung la¨sst
sich (sofern ψ normiert ist) |ψ|2 als Dichte der Aufenthaltswahrscheinlichkeit interpretieren. Diese
a¨ndert sich demnach durch Hinzufu¨gen eines Phasenfaktors nicht.
Von besonderem Interesse sind “stationa¨re” Zusta¨nde. Damit sind jene Zusta¨nde gemeint,
dessen Aufenthaltswahrscheinlichkeit konstant in der Zeit ist. Ein zeitharmonischer Ansatz der
Form ψ(t, x) = e−iλtu(x) fu¨hrt zur stationa¨ren Schro¨dingergleichung
−∆u+ V u− λu = 0.
Ein prominentes Beispiel erha¨lt man durch Wahl des Coulomb-Potential V (x) = − 1|x| , dessen
zugeho¨riger Schro¨dingeroperator die Elektronenzusta¨nde im Wasserstoffatom modelliert. Unter-
sucht man den Zustand von Quantenobjekten in einem perfekten Kristall, so modelliert man
dies durch periodische Potentiale. Die Spektren derartiger Operatoren bestehen aus Vereinigun-
gen abgeschlossener Intervalle. Die offenen Intervalle dazwischen werden spektrale Lu¨cken genannt.
Daru¨ber hinaus kann man Unregelma¨ßigkeiten durch zusa¨tzliche Sto¨rpotentiale modellieren. Diese
ko¨nnen dem Spektrum Eigenwerte in den Lu¨cken hinzufu¨gen.
Ein weiterer Zugang zur Schro¨dingergleichung ist ein Stehender-Wellen-Ansatz in der aus den
Maxwellgleichungen hergeleiteten Wellengleichung fu¨r elektromagnetische Wellen.
Fu¨r die Beschreibung einiger quantenmechnischer Effekte reicht eine lineare Schro¨dingerglei-
chung oft nicht aus. So werden Selbstwechselwirkungen von Quantenobjekten nicht beru¨cksichtigt,
welche zu nichtlinearen Termen fu¨hren. Ein Beispiel fu¨r eine nichtlineare Schro¨dingergleichung ist
die Groß-Pitaevskii-Gleichung zur Beschreibung von Bose-Einstein-Kondensaten im externen Po-
tentialfeld V . Zusa¨tzlich zum linearen Teil beinhaltet die Gleichung eine Kerr-Nichtlinearita¨t. Die
Schro¨dingergleichung wird in diesem Fall zu
i∂tψ = −∆ψ + V ψ − g|u|2u.
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Der Parameter g beschreibt dabei anziehende oder abstoßende Wechselwirkung abha¨ngig vom
Vorzeichen. Die entsprechende stationa¨re Gleichung nimmt dann die Form
−∆u+ V u− λu− g|u|2u = 0
an.
In der vorliegenden Dissertation soll diese Gleichung auf Verzweigung untersucht werden. Zu
einem gegebenen Lo¨sungspaar (λ∗, u∗) werden Lo¨sungen (λ, u) gesucht, die in einem geeigneten
Sinn gegen (λ∗, u∗) konvergieren. Die Frage der Verzweigung aus trivialen Lo¨sungen der Form
(λ0, 0) ist eng verbunden mit den spektralen Eigenschaften des linearen Teils der Schro¨dingerglei-
chung. Unter anderem wird in unserem Zugang beno¨tigt, dass die Eigenfunktionen zu Lu¨ckenei-
genwerten exponentiell abklingen. Dies bildet den ersten Abschnitt der Arbeit. Im zweiten Teil
steht die Verzweigungstheorie der nichtlinearen Gleichung im Fokus. Die Ergebnisse lassen auch
gro¨ßere Klassen von Nichtlinearita¨ten zu, als die hier vorgestellte Kerr-Nichtlinearita¨t, sofern diese
superlinear in der 0 ist und subkritisch wa¨chst.
Teil I
Exponentielles Abklingen bei
Lu¨ckeneigenwerten
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Im ersten Teil dieser Arbeit soll es um die Untersuchung des Abklingverhaltens von Eigen-
funktionen von linearen Scho¨dingeroperatoren fu¨r |x| → ∞ gehen. Da solche im Allgemeinen im
Hilbertraum L2(RN ) definiert sind, macht es zuna¨chst keinen Sinn, u¨ber punktweise Schranken
zu sprechen. Wir begreifen daher ein exponentielles Abklingverhalten einer Funktion u ∈ L2(RN )
dahingehend, dass gilt
exp(h(x))u ∈ L2(RN ).(1)
Dabei ist h : RN → R eine Funktion, welche bezu¨glich |x| mindestens linear wa¨chst. Fu¨r be-
schra¨nkte Funktionen h wa¨re die Bedingung (1) fu¨r u ∈ L2(RN ) trivial. Von einer L2-Schranke
ausgehend erhalten wir einen punktweisen Abfall, falls die Eigenfunktionen selbst eine gewisse
Glattheit aufweisen. Diese kann wiederum durch Glattheitsannahmen an das Potential gewa¨hr-
leistet werden.
Wir betrachten zur Motivation das Beispiel eines Schro¨dingeroperators des Wasserstoffatoms,
dessen Eigenfunktionen die Elektronenzusta¨nde, sowie die zugeho¨rigen Eigenwerte die Energieni-
veaus der Elektronen beschreiben. Es sei
T : L2(R3) ⊃ H2(R3)→ L2(R3), u 7→ −∆u− 1|x|u.
Der Operator ist selbstadjungiert und fu¨r das essentielle Spektrum erha¨lt man σess(T ) = [0,∞).
Zusa¨tzlich gibt es Eigenwerte, die unterhalb von σess liegen. So ist zum Beispiel durch u(x) =
1√
8pi
e−
√
1
4 |x| eine Eigenfunktion zum Eigenwert − 14 gegeben. Tatsa¨chlich ist die exponentielle Ab-
klingrate gerade durch den Abstand des Eigenwertes zum essentiellen Spektrums gegeben, Es wird
sich herausstellen, dass dieser Abstand auch maßgeblich das Abklingverhalten von Eigenfunktionen
zu Eigenwerten, die nicht unterhalb des essentiellen Spektrums liegen, bestimmt.
Das folgende Beispiel liefert die Notwendigkeit des positiven Abstands zum essentiellen Spek-
trum fu¨r den Erhalt exponentiellen Abfalls. Betrachtet man den folgenden Schro¨dingeroperator
T : L2(RN ) ⊃ H2(RN )→ L2(RN ), u 7→ (−∆ + V )u mit
V (x) = (−Nα+ α(α+ 2))(1 + |x|2)−1 − α(α+ 2)(1 + |x|2)−2
fu¨r α > N , so ist σess(T ) = [0,∞) und 0 ist ein eingebetteter Eigenwert mit Eigenfunktion
u(x) = (1 + |x|2)−α/2. Diese ist sicherlich nicht exponentiell abklingend.
Wir wollen nun jene Eigenfunktionen von Schro¨dingeroperatoren untersuchen, deren Eigen-
werte innerhalb einer Lu¨cke des essentiellen Spektrums anzutreffen sind. Dabei schließen wir die
semiendliche Lu¨cke (−∞, inf σess(T )) fu¨r nach unten halbbeschra¨nkte Operatoren mit ein. Wir
wollen dabei auf Voraussetzungen an die Struktur des Potentials weitesgehend verzichten. Typi-
scherweise werden diese sogenannten Lu¨ckeneigenwerte durch (relativ kompakte) Sto¨rung eines
Basisoperators T0 entstehen. Im Allgemeinen kann man einen gegebenen Operator jedoch nicht in
die Summe eines Basisoperators und ein solches Sto¨rpotential zerlegen.
Beispiele solcher nicht zerlegbarer Operatoren findet man bei Interface-Problemen, in denen
das Potential durch Zusammenfu¨gung zweier vollperiodischer Potentiale in zwei gegenu¨berliegen-
den Halbra¨umen entsteht (vgl. dazu [DPR09]). In diesem Fall ist das essentielle Spektrum durch
die Vereinigung der entsprechenden Spektren der Schro¨dingeroperatoren mit periodischen Po-
tentialen gegeben. Zusa¨tzlich ko¨nnen Eigenwerte in den gemeinsamen spektralen Lu¨cken dieser
Operatoren entstehen. Das Generieren von Eigenwerten ist hier nicht Gegenstand der Arbeit. Viel
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mehr wird vorausgesetzt, dass das Spektrum des vorliegenden Operators eine Lu¨cke im essentiellen
Spektrum, sowie Eigenwerte darin, besitzt.
Resultate zum exponentiellen Abklingverhaltens von Eigenfunktionen reichen einige Jahrzehn-
te zuru¨ck und wurden in einem U¨bersichtsartikel von Peter Hislop [His00] zusammengetragen.
Die grundlegende Arbeit wird von Agmon in seinen Lecture Notes [Agm85] bereitgestellt, in
der er die Abklingrate von Eigenfunktionen unterhalb des essentiellen Spektrum als die Wurzel
des Abstands zu diesem quantifiziert. Eine darauf basierende Verallgemeinerung des exponentiel-
len Abfalls wird dahingehend mo¨glich, wenn man sich nicht auf Funktionen h im Exponenten in
(1) einschra¨nkt, welche nur von |x| abha¨ngen. Stattdessen la¨sst man die Abha¨ngigkeit von der
Richtung zu. Abscha¨tzungen der gewichteten Norm mit derartigen Gewichten werden als ani-
sotrop bezeichnet, wohingegen die Abscha¨tzungen mit radialsymmetrischen Gewichten isotrop
heißen. Anisotrope Abscha¨tzungen erha¨lt man durch Einfu¨hrung der sogenannten Agmon-Metrik
g(x) = (V (x) − λ)+ auf dem Tangentialraum TxRN . Der zugeho¨rige Abstandsbegriff in RN tritt
dann an Stelle der Funktion h im Exponenten von (1) (vergleiche [HS96]).
Weitere bekannte Resultate sind jene von Slaggie und Wichmann [SW62], welche das Ab-
klingverhalten des Integralkerns der freien Greensfunktion, das heißt des “inversen” Operators
von (−∆) auf RN benutzen um fu¨r relativ (−∆)-beschra¨nkte (mit Schranke < 1) Potentiale
V ∈ L1loc(RN ) mit V (x) = O(|x|−1) fu¨r |x| → 0 und V (x) → 0 fu¨r |x| → ∞ entsprechende
Ergebnisse zu erhalten. Dabei wird die Eigenwertgleichung fu¨r Eigenwerte λ < 0 zu
u = (−∆)−1 [(λ− V )u]
umgeschrieben.
Froese und Herbst ziehen in [FH82] fu¨r die Untersuchung von N -Ko¨rper-Schro¨dingeropera-
toren Kommutatorabscha¨tzungen zu Rate. Dies liefert exponentiellen Abfall in Termen des Ab-
stands zur na¨chstgelegenen sogenannten Grenzenergie, das heißt Eigenwerte von Teilsystemen des
N -Ko¨rpersystems. Dabei wird insbesondere die Frage der Optimalita¨t der Abklingrate gekla¨rt.
Als letztes, uns bekanntes Resultat dieser Reihe sei die Arbeit von Combes und Thomas
[CT73] erwa¨hnt, die ebenfalls we Slaggie und Wichmann die Eigenwertgleichung in die Form
u = (−∆ + V − λ0)−1[(λ− λ0)u]
fu¨r ein λ0 ∈ ρ(T ) schreiben. Sie erhalten Abklingbedingung an die Resolventenoperatoren, indem
sie die Darstellung der Translationsgruppe des RN im Raum L2(RN ) betrachten und anschließend
analytisch auf eine komplexe Umgebung fortsetzen. Damit ko¨nnen die Methoden von [SW62]
verbessert und auf Operatoren der Form T = T 0 + V erweitert werden. Dabei ist V eine Sto¨rung,
welche einen Eigenwert in einer spektralen Lu¨cke von T 0 generiert.
Der vorliegende Teil der Arbeit basiert auf dem Resultat von [Agm85], und wird auf den Fall
quadrierter Schro¨dingeroperatoren verallgemeinert. Als quadrierten Operator verstehen wir jenen,
welcher die quadratische Form u 7→ ‖Tu‖2L2(RN ) generiert. Wir betonen, dass unser Resultat
ohne zusa¨tzlichen strukturellen Voraussetzungen an das Potential auskommt und lediglich die
Informationen des Spektrums in einer Umgebung dieses Eigenwerts einfließen. Die Abklingrate, die
wir dadurch erhalten, ist bei Eigenwerten unterhalb des essentiellen Spektrums etwas schwa¨cher als
jene, die eine direkte Anwendung von Agmons Methode liefert. Dies ist dadurch verschuldet, dass V
und −∆ im Allgemeinen nicht kommutieren. Daher sind die Ergebnisse quantitativ nicht optimal.
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Fu¨r viele Anwendungen, wie auch im zweiten Teil der Arbeit, ist die genaue Quantifizierung
der exponentiellen Abklingrate nicht no¨tig und es genu¨gt die Tatsache, dass die Eigenfunktionen
von Lu¨ckeneigenwerten exponentiell abklingen. Auch dies ist dem Autor in der (strukturellen)
Allgemeinheit der Potentiale neu. Wie in [Agm85] liefern die Resultate auch Aussagen u¨ber die
Lo¨sungen inhomogener Gleichungen.

KAPITEL 1
Abklingraten von Eigenfunktionen
1. Notationen und Voraussetzungen
Im Verlauf der Arbeit verstehen wir den Schro¨dingeroperator T als unbeschra¨nkten Operator
T : L2(RN ) ⊃ D(T )→ L2(RN ), Tu := −∆u+ V u
im Hilbertraum L2(RN ). Fu¨r das (reellwertige) Potential V : RN → R stellen wir dabei folgende
Voraussetzung 1. Es gelte V ∈ L2loc(RN ) und fu¨r V− := max{−V, 0} existiere ein θ < 1
und ein C(θ) > 0, sodass die folgende Abscha¨tzung gilt:∫
RN
V−|φ|2 dx ≤ θ
∫
RN
|∇φ|2 dx+ C(θ)
∫
RN
|φ|2 dx (φ ∈ C∞c (RN )).(2)
Aus dieser Voraussetzung folgern wir nun, dass |V−|1/2u ∈ L2(RN ) gilt fu¨r alle u ∈ H1(RN ),
indem man u durch eine Folge {φn}n∈N aus C∞c (RN ) bezu¨glich der H1(RN )-Norm approximiert
und die Ungleichung fu¨r die Folgenglieder ausnutzt. Damit erha¨lt man∫
RN
V−|u|2 dx ≤ θ
∫
RN
|∇u|2 dx+ C(θ)
∫
RN
|u|2 dx (u ∈ H1(RN )).
Im ersten Teil verwenden wir das Symbol φ, wenn wir Voraussetzungen an den Tra¨ger der Funktion
stellen, und u fu¨r Elemente des Sobolevraums H1(RN ) bzw. fu¨r Elemente im Definitionsbereich
eines Operators ohne Einschra¨nkung an die Tra¨ger. Dies soll eine bessere U¨bersichtlichkeit bieten.
Der Definitionsbereich des Operators soll so definiert werden, dass T selbstadjungiert ist. Dazu
betrachtet man zuna¨chst den folgenden Operator T0 durch D(T0) = C
∞
c (RN ) und
T0 : D(T0)→ L2(RN ), T0u := −∆u+ V u,
dessen Abschluss ha¨ufig als “minimaler Operator” bezeichnet wird. Beachte, dass aufgrund der
Voraussetzungen V ∈ L2loc(RN ) gilt: V u ∈ L2(RN ) fu¨r u ∈ D(T0). Ferner ist T0 symmetrisch und
nach unten halbbeschra¨nkt, denn (2) liefert die Abscha¨tzung
〈Tu, u〉L2(RN ) = 〈−∆u, u〉L2(RN ) + 〈V u, u〉L2(RN )
≥(1− θ)‖∇u‖2L2(RN ) − C(θ)‖u‖2L2(RN ) ≥ −C(θ)‖u‖2L2(RN ) (u ∈ D(T0)).
Man definiert T als Friedrichserweiterung (vergleiche [RS75, Theorem X.23]) von T0, um einen
selbstadjungierten Operator zu erhalten. Der Definitionsbereich D(T ) ist gegeben durch
D(T ) := {u ∈ H1(RN ) : |V | 12u ∈ L2(RN ), −∆u+ V u ∈ L2(RN )}.(3)
Dabei ist−∆u+V u im distributionellen Sinne zu verstehen. Dies wollen wir kurz genauer erla¨utern.
Zur Theorie der Distributionen sei auf [Gra09] verwiesen. Fu¨r u ∈ L2(RN ) ist der Ausdruck
(−∆+V )u nicht im klassischen Sinn definiert. Betrachtet man φ ∈ C∞c (RN ), so ist die Abbildung
φ 7→ (−∆ + V )φ wohldefiniert. Versieht man den linearen Raum C∞c (RN ) mit einer geeigneten
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Topologie, so erha¨lt man den Raum der Testfunktionen D(RN ). Die Topologie auf dem Raum
der Testfunktionen ist sta¨rker, als die Topologie, welche die Norm in L2(RN ) induziert. Fu¨r die
Topologie auf den Dualra¨umen gilt dann die umgekehrte Eigenschaft. Das heißt, die Topologie
auf dem Dualraum der Testfunktionen D ′(RN ) (dem Raum der Distributionen) ist schwa¨cher
als diejenige auf dem Dualraum von L2(RN ). Hilbertra¨ume sind nach dem Darstellungssatz von
Riesz isometrisch isomorph zu ihren Dualra¨umen. Damit ist die Topologie auf dem Raum der
Distributionen gro¨ber als jene auf L2(RN ). Das heißt, fu¨r jedes u ∈ L2(RN ) ko¨nnen wir eine
Distribution uˆ definieren durch
uˆ[φ] :=
∫
RN
uφ dx.
Wir ko¨nnen nun die Abbildung (−∆ + V ) durch die duale Wirkung auf den Teilraum der Distri-
butionen fortsetzen, indem wir fu¨r uˆ ∈ L2(RN ) ⊆ D ′(RN ) definieren:
((−∆ + V )uˆ) [φ] :=
∫
RN
u (−∆ + V )φdx (φ ∈ D(RN )).
Mit der Bedingung −∆uˆ + V uˆ ∈ L2(RN ) ist gemeint, dass eine Funktion v ∈ L2(RN ) derart
existiert, dass gilt:
((−∆ + V )uˆ)[φ] =
∫
RN
v · φdx (φ ∈ D(RN )).
Dies ist nach dem Darstellungssatz von Riesz a¨quivalent zu der Abscha¨tzung
((−∆ + V )uˆ)[φ] ≤ C‖φ‖L2(RN ) (φ ∈ D(RN ))
fu¨r ein C > 0.
Man kann ferner in der Definition von D(T ) die Eigenschaft |V | 12u ∈ L2(RN ) durch V+u2 ∈
L1(RN ) ersetzen, da (2) bereits die Integrierbarkeit von V−u2 garantiert.
Daru¨ber hinaus folgern wir auch die Halbbeschra¨nktheit von T nach unten, welche durch (die
Erweiterung von) (2) fu¨r u ∈ H1(RN ) ersichtlich wird. Gilt zusa¨tzlich u ∈ D(T ), so folgt:∫
RN
|∇u|2 dx ≤ 1
1− θ
∫
RN
(−∆ + V )u · u dx+ C(θ)
1− θ
∫
RN
|u|2 dx− 1
1− θ
∫
RN
V+|u|2 dx(4)
Im Allgemeinen verzichten wir auf die Forderung, dass T0 wesentlich selbstadjungiert ist. Ist
V ∈ L∞(RN ) vorausgesetzt, so vereinfacht sich die Darstellung des Definitionsbereiches, da die
Bedingung |V | 12u ∈ L2(RN ) trivial wird. Ferner ist V u ∈ L2(RN ) und −∆u + V u ∈ L2(RN ) be-
reits a¨quivalent zu −∆u ∈ L2(RN ). Damit liefert die Konstruktion der Friedrichserweiterung
D(T ) = H2(RN ). Alternativ kann man in diesem Fall den Operator T als −∆-beschra¨nkte
Sto¨rung mit relativer Schranke 0 des Laplace-Operators mit Definitionsbereich D(−∆) := H2(RN )
auf L2(RN ) verstehen und erha¨lt damit ebenfalls die Selbstadjungiertheit, vergleiche dazu Kato-
Rellichs Theorem in [HS96, Theorem 13.5].
Ohne Beschra¨nkung der Allgemeinheit sei V so gewa¨hlt, dass 0 der (isolierte) Eigenwert ist,
dessen Eigenfunktion hier betrachtet werden soll. Das kann fu¨r beliebige Potentiale, die ein solches
Spektrum generieren, mit einem spektralen Shift erreicht werden. U¨berdies gibt es ein a > 0, sodass
das Intervall (−a, a) das essentielle Spektrum von T nicht schneidet, das heißt σess(T )∩(−a, a) = ∅.
Ferner sind weitere Eigenwerte innerhalb einer solchen Lu¨cke des essentiellen Spektrums (−a, a)
zugelassen. Wir nennen von nun an Lu¨cken des essentiellen Spektrums vereinfacht (spektrale)
Lu¨cken und Eigenwerte innerhalb einer solchen Lu¨cke werden Lu¨ckeneigenwerte genannt. Man
beachte, dass fu¨r jedes α ∈ (−a, a) ein ε > 0 exisitert, sodass nur endlich viele Eigenwerte (mit
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endlicher Vielfachheit) in [α+ε, α−ε] liegen. Andernfalls wa¨re α ein Ha¨ufungswert von Eigenwerten
in (−a, a) und damit wu¨rde α ∈ σess(T ) gelten, was der Definition von a widerspricht.
Daru¨ber hinaus kann das Intervall (−a, a) auch in der semiendlichen Lu¨cke liegen, das heißt es
gilt: inf σess ≥ a. In diesem Fall liefert die hier vorgestellte Methode ein quantitativ schlechteres
Ergebnis, als die direkte Anwendung von Agmons Resultat lieferte.
Unter Verwendung des Spektralkalku¨ls kann nun der Operator T 2 = T ◦ T wie folgt definiert
werden. Es sei (Eλ)λ∈R die zu T geho¨rige Spektralschar. Dann liefert die Definition
D(T 2) :=
{
u ∈ L2(RN ) :
∫
R
λ4d〈Eλu, u〉L2(RN ) <∞
}
, T 2 :=
∫
R
λ2dEλ
einen weiteren selbstadjungierten Operator in L2(RN ). Ferner ist T 2 nach unten halbbeschra¨nkt
durch 0. Die genaue Darstellung des entsprechenden Definitionsbereich ist fu¨r unsere Zwecke nicht
weiter von Belang. Wir beno¨tigen gelegentlich die Charakterisierung
D(T 2) = {u ∈ D(T ) : Tu ∈ D(T )}.
Alternativ kann man T 2 auch als denjenigen selbstadjungierten Operators verstehen, welcher der
quadratischen Form
q : D(q)→ R, u 7→ 〈Tu, Tu〉L2(RN )
zugeordneten ist. Setzt man hierbei D(q) = D(T ), dann ist q abgeschlossen, da T ein abgeschlos-
sener Operator ist. Tatsa¨chlich gilt fu¨r eine Folge {un}n∈N aus D(q) derart, dass
‖un − um‖L2(RN ), q(un − um)→ 0 fu¨r m,n→∞
gilt, dass es u, v ∈ L2(RN ) gibt, mit un → u und Tun → v fu¨r n→∞. Die Abgeschlossenheit von
T liefert dann u ∈ D(T ) und Tu = v und folglich u ∈ D(q) sowie
q(u) = lim
n→∞ q(un).
Damit ist q abgeschlossen.
2. Charakterisierung des essentiellen Spektrums
Als erstes Resultat soll bewiesen werden, dass sich das Infimum des essentiellen Spektrums von
T 2 u¨ber sogenannte Zhislin-Folgen charakterisieren la¨sst. Ein solches Resultat ist fu¨r eine große
Klasse von Operatoren, sogenannte lokal kompakte Operatoren, bekannt und kann in [HS96, Ab-
schnitt 10] nachgelesen werden. Zu einem spa¨teren Zeitpunkt wird diese Terminologie vertiefend
behandelt. Die urspru¨ngliche Definition von lokaler Kompaktheit bezieht sich nur auf Differential-
operatoren zweiter Ordnung, weshalb eine Beschreibung des essentiellen Spektrums durch Zhislin-
Folgen erneut bewiesen werden muss. Zu diesem Zweck folgen wir den Ideen in [Agm85] und legen
die entsprechenden Resultate fu¨r Operatoren vierter Ordnung dar. Dieser Abschnitt ist wie folgt
strukturiert. Zuna¨chst wird das Theorem formuliert und der Beweis am Ende nachgestellt, damit
die Argumentation nicht durch technische Rechnungen unterbrochen werden muss. Jene Details
bilden den Hauptteil dieses Abschnittes.
Theorem 1.1. Es seien der Schro¨dingeroperator T : L2(RN ) ⊃ D(T ) → L2(RN ), definiert
durch Tu = −∆u + V u, und die quadratische Form q : L2(RN ) ⊃ D(q) → C, definiert durch
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u 7→ 〈Tu, Tu〉L2(RN ), gegeben. Dann gilt:
inf σess(T
2) = sup
K⊂⊂RN
inf
φ∈D(q): supp φ⊂RN\K
{
q(φ)
〈φ, φ〉L2(RN )
}
Hierbei bedeutet das Inklusionszeichen K ⊂⊂ RN , dass K eine kompakte Menge in RN ist. Zu
Beginn werden einige Identita¨ten beno¨tigt, die im Wesentlichen auf der partielle Integration fußen.
Dazu brauchen wir die Stabilita¨t vonD(T ) unter Multiplikation mit glatten Abschneidefunktionen.
Lemma 1.2. Es seien u ∈ D(T ) und ξ, η ∈ C∞c (RN ) mit Werten in R, Dann gilt:
a) ξu ∈ D(T ) und (−∆ + V )(ξu) = ξ(−∆ + V )u− 2∇ξ · ∇u− (∆ξ)u.
b) 〈η∇u,∇u〉L2(RN ) +
∫
RN η V |u|2 dx = 12 〈∆η · u, u〉L2(RN ) + <(〈η(−∆ + V )u, u〉L2(RN )),
wobei < fu¨r den Realteil steht.
Obgleich bei Schro¨dingeroperatoren der Definitionsbereich stabil unter Multiplikation mit Ab-
schneidefunktionen ist, kann man im Allgemeinen nicht erwarten, dass sich ein solches Resultat
auf Operatoren vierter Ordnung u¨bertra¨gt. Deshalb wurde in Theorem 1.1 die quadratische Form
statt des Rayleigh-Quotients verwendet. Tatsa¨chlich ist selbst fu¨r ξ ∈ C∞c (RN ) und u ∈ D(T 2) die
entsprechende Folgerung ξu ∈ D(T 2) im Allgemeinen falsch. Eine ausfu¨hrlichere Diskussion und
eine Bedingung an das Potential, fu¨r die man tatsa¨chlich ξu ∈ D(T 2) fu¨r jedes u ∈ D(T 2) erha¨lt,
wird im na¨chsten Kapitel geliefert.
Beweis. a) Es gilt fu¨r alle u ∈ D(T ), ξ ∈ C∞c (RN ):
‖|V | 12 ξu‖L2(RN ) ≤ ‖ξ‖L∞(RN ) · ‖|V |
1
2u‖L2(RN ),
sowie
‖∇(ξu)‖L2(RN ) ≤ ‖u·∇ξ‖L2(RN )+‖ξ·∇u‖L2(RN ) ≤ ‖∇ξ‖L∞(RN )‖u‖L2(RN )+‖ξ‖L∞(RN )‖∇u‖L2(RN ).
Da die erste Ungleichung insbesondere fu¨r V ≡ 1 gilt, folgt ξu ∈ H1(RN ) und |V | 12 ξu ∈ L2(RN ).
Daru¨ber hinaus ko¨nnen wir die Wirkung der Distribution (−∆ + V )ξ̂u auf eine Testfunktion
φ ∈ C∞c (RN ) ⊂ D(T ) wie folgt umschreiben:
((−∆ + V )ξ̂u)[φ] =
∫
RN
ξu(−∆ + V )φdx
=
∫
RN
u ((−∆(ξφ) + 2∇ξ · ∇φ+ ∆ξ · φ) dx+
∫
RN
V ξuφ dx
=
∫
RN
u(−∆ + V )(ξφ) dx− 2
∫
RN
∇(∇ξ · u) · φdx+
∫
RN
∆ξ · uφ dx
=
∫
RN
((−∆ + V )u · ξ − 2∇u · ∇ξ − u∆ξ)φdx
Da φ beliebig war, gilt folglich (−∆ + V )(ξu) ∈ L2(RN ) und (−∆ + V )(ξu) = (−∆ + V )u · ξ −
2∇u · ∇ξ − u∆ξ in L2(RN ). Daraus folgt a).
Fu¨r Teil b) nehmen wir an, dass η ≥ 0 gilt. Die Gleichung in voller Allgemeinheit erha¨lt man
anschließend durch Aufteilung in eine Summe mittels η = η+ − η−. Fu¨r η ≥ 0 gilt:
〈∇(η 12u),∇(η 12u)〉L2(RN ) =〈−∆(η
1
2u), η
1
2u〉L2(RN )
=〈−u∆(η 12 ), η 12u〉L2(RN ) − 2〈∇(η
1
2 ) · ∇u, η 12u〉L2(RN )
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− 〈η 12 ∆u, η 12u〉L2(RN )
=〈−u∆(η 12 ), η 12u〉L2(RN ) − 2〈∇(η
1
2 ) · ∇u, η 12u〉L2(RN )
− 〈η∆u, u〉L2(RN ).
Daru¨ber hinaus ko¨nnen wir den Mittelteil mit der Identita¨t
∇(|u|2) = ∇u · u+∇u · u = 2<(∇u · u)
weiter vereinfachen. < bezeichnet den Realteil, wohingegeben = den Imagina¨rteil bezeichnet.
<
(
−2〈∇(η 12 ) · ∇u, η 12u〉L2(RN )
)
=<
(
−2
∫
RN
η
1
2u∇(η 12 ) · ∇u dx
)
=− 1
2
∫
RN )
∇
(
(η
1
2 )2
)
· ∇(|u|2) dx
=
1
2
∫
RN
η ·∆(|u|2) dx
=
∫
RN
η · (<(u ·∆u) + |∇u|2) dx
=〈η∇u,∇u〉L2(RN ) + <〈η∆u, u〉L2(RN ).
(5)
Das setzt man ein und bekommt:
〈∇(η 12u),∇(η 12u)〉L2(RN ) =〈−u∆(η
1
2 ), η
1
2u〉L2(RN ) + 〈η∇u,∇u〉L2(RN )
+ <(〈η∆u, u〉L2(RN ))−<(〈η∆u, u〉L2(RN ))
=〈−u∆(η 12 ), η 12u〉L2(RN ) + 〈η∇u,∇u〉L2(RN ).
Nach Umstellen der Gleichung erha¨lt man somit:
〈η∇u,∇u〉L2(RN ) =〈u∆(η
1
2 ), η
1
2u〉L2(RN ) + 〈∇(η
1
2u),∇(η 12u)〉L2(RN ).
Mit a) erha¨lt man schließlich
〈η∇u,∇u〉L2(RN ) +
∫
RN
η V |u|2 dx
=<(〈(−∆ + V )(η 12u), η 12u〉L2(RN )) + 〈η
1
2 ∆(η
1
2 )u, u〉L2(RN )
a)
=<(〈η 12 (−∆ + V )u, η 12u〉L2(RN ))− 2〈∇(η
1
2 ) · ∇u, η 12u〉L2(RN ) − 〈∆(η
1
2 )u, η
1
2u〉L2(RN )
+ 〈η 12 ∆(η 12 )u, u〉L2(RN )
=<(〈η 12 (−∆ + V )u, η 12u〉L2(RN ))− 2<
(
〈∇(η 12 ) · ∇u, η 12u〉L2(RN )
)
− 〈∆(η 12 )u, η 12u〉L2(RN )
+ 〈η 12 ∆(η 12 )u, u〉L2(RN )
(5)
=<(〈η(−∆ + V )u, u〉L2(RN ))−
1
2
∫
RN
∇η · ∇(|u|2) dx
=
1
2
〈∆η · u, u〉L2(RN ) + <(〈η(−∆ + V )u, u〉L2(RN )).

Zu R > 0 bezeichne BR(0) := {x ∈ RN : |x| ≤ R} die abgeschlossene Kugel um 0 mit Radius R.
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Proposition 1.3. Es seien ξ1, ξ2 ∈ C∞(RN ) gegeben mit ξk ≥ 0 fu¨r k = 1, 2, ξ1(x) = 1
fu¨r x ∈ BR(0), ξ2(x) = 1 fu¨r x ∈ RN \ BR+1(0) und ξ21 + ξ22 ≡ 1 auf RN . Dann gelten fu¨r alle
u ∈ D(T ) die folgenden Identita¨ten:
(−∆ + V )u =
∑
k=1,2
ξk(−∆ + V )(ξku) + |∇ξk|2u(6)
〈(−∆ + V )u, (−∆ + V )u〉L2(RN ) = 〈pu, u〉L2(RN ) + 〈B∇u,∇u〉L2(RN )
+ ‖(−∆ + V )(ξ1u)‖2L2(RN ) + ‖(−∆ + V )(ξ2u)‖2L2(RN ),
(7)
wobei p = p0 + 2(|∇ξ1|2 + |∇ξ2|2)V und p0 ∈ C∞c (RN ) und B ∈ C∞c (RN ,RN×N ) gegeben sind
durch
p0 :=
∑
k=1,2
(
1
2
(∆ξk)
2 +∇T ξk · ∇(∆ξk)− 1
2
ξk∆
2ξk +
1
2
∆|∇ξk|2
)
,
sowie
B :=
∑
k=1,2
−4∇ξk · ∇ξTk + (ξk∆ξk − |∇ξk|2) · IN ,
wobei IN ∈ RN×N die Einheitsmatrix bezeichne.
Obgleich ξ1 und ξ2 auch von R abha¨ngen, wird dieser Index unterdru¨ckt, um die Notation nicht
unno¨tig kompliziert zu machen. Insbesondere gilt die Behauptung fu¨r V ≡ 0, was im Wesentlichen
auf der Produktregel beruht. Fu¨r den allgemeineren Fall stu¨tzen wir uns auf die Gleichung aus
Lemma 1.2a).
Beweis. Mit Produktregel erha¨lt man die folgenden beiden Gleichungen
∇ξk · ∇(ξku) = |∇ξk|2u+ ξk∇ξk · ∇u = |∇ξk|2u+ 1
2
∇(ξ2k) · ∇u,(8)
sowie
∆(ξ2k) = 2ξk∆ξk + 2|∇ξk|2.(9)
Man verwendet die Gleichung in Lemma 1.2a) und 0 = ∇(1) = ∑
k=1,2
∇(ξ2k), um wie folgt zu
vereinfachen:
(−∆ + V )u =
∑
k=1,2
(−∆ + V )(ξ2ku)
1.2a)
=
∑
k=1,2
ξk(−∆ + V )(ξku)− 2∇ξk · ∇(ξku)−∆(ξk) ξku
(8)
=
∑
k=1,2
ξk(−∆ + V )(ξku)− 2|∇ξk|2 u−∇(ξ2k) · ∇u−∆(ξk) ξku
(9)
=
∑
k=1,2
ξk(−∆ + V )(ξku)− 2|∇ξk|2 u−∇(ξ2k) · ∇u−
1
2
∆(ξ2k)u+ |∇ξk|2u
=
∑
k=1,2
ξk(−∆ + V )(ξku)− |∇ξk|2u.
Entsprechend erha¨lt man die Identita¨t (7) durch Testen von (6) mit (−∆ + V )u, partieller Inte-
gration (p.I.) und mehrfacher Anwendung von (6):
〈(−∆ + V )u, (−∆ + V )u〉L2(RN )
(6)
=
∑
k=1,2
〈ξk(−∆ + V )(ξku), (−∆ + V )u〉L2(RN ) − 〈|∇ξk|2u, (−∆ + V )u〉L2(RN )
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(6)
=
∑
k=1,2
〈(−∆ + V )(ξku), (−∆ + V )(ξku)〉L2(RN ) + 〈(−∆ + V )(ξku), 2∇T ξk · ∇u)〉L2(RN )
+ 〈(−∆ + V )(ξku),∆ξk · u〉L2(RN ) − 〈|∇ξk|2u, (−∆ + V )u〉L2(RN )
p.I.
=
∑
k=1,2
〈(−∆ + V )(ξku), (−∆ + V )(ξku)〉L2(RN ) + 〈(−∆ + V )(ξku), 2∇T ξk · ∇u)〉L2(RN )
+ 〈(−∆ + V )(ξku),∆ξk · u〉L2(RN ) − 〈∇(|∇ξk|2u),∇u)〉L2(RN ) − 〈V |∇ξk|2u, u)〉L2(RN )
(6)
=
∑
k=1,2
‖(−∆ + V )(ξku)‖L2(RN ) + +〈−∆ξk · u− 2∇T ξk · ∇u+ ξk(−∆ + V )u, 2∇T ξk · ∇u〉L2(RN )
+ 〈(−∆ + V )(ξku),∆ξk · u〉L2(RN ) − 〈∇(|∇ξk|2u),∇u)〉L2(RN ) − 〈V |∇ξk|2u, u)〉L2(RN )
(6)
=
∑
k=1,2
‖(−∆ + V )(ξku)‖2L2(RN ) + 〈−∆ξk · u− 2∇T ξk · ∇u+ ξk(−∆ + V )u, 2∇T ξk · ∇u〉L2(RN )
+ 〈−(∆ξk)2u− 2∇T ξk · ∇u ·∆ξk + ξk · (−∆ + V )u∆ξk, u〉L2(RN )
− 〈∇|∇ξk|2 · u+ |∇ξk|2∇u,∇u〉L2(RN ) − 〈V |∇ξk|2u, u〉L2(RN )
=
∑
k=1,2
‖(−∆ + V )(ξku)‖2L2(RN ) − 4<
(〈∆ξk · u,∇T ξk · ∇u〉L2(RN ))− 4‖∇T ξk · ∇u‖2L2(RN )
− 〈|∆ξk|2u, u〉L2(RN ) + 〈∆ξk · ξk · (−∆ + V )u, u〉L2(RN )
− 〈∇|∇ξk|2 · u,∇u〉L2(RN ) − ‖|∇ξk||∇u|‖2L2(RN ) − 〈V |∇ξk|2u, u〉L2(RN )
In den beiden Skalarprodukten, in denen sowohl u als auch ∇u auftauchen, verwendet man wieder
∇(|u|2) = ∇u · u+∇u · u = 2<(∇u · u).
Somit erha¨lt man
<(〈∇T ξk · ∇u,∆ξk · u〉L2(RN )) =<
(∫
RN
∇T ξk · ∇u∆ξk · u dx
)
=
1
2
∫
RN
∇T ξk · ∇(|u|2)∆ξk dx
=− 1
2
∫
RN
|u|2 · ∇T (∇ξk ·∆ξk), dx.
Analog erha¨lt man
〈∆ξk · ξk · (−∆ + V )u, u〉L2(RN )
=〈∇u,∇(∆ξk · ξk · u)〉L2(RN ) + 〈V ξk∆ξku, u〉L2(RN )
=〈∇u,∆ξk · ξk · ∇u〉L2(RN ) +
1
2
∫
RN
∇T (|u|2) · ∇(ξk∆ξk) dx+ 〈V ξk∆ξku, u〉L2(RN )
+ i=(〈∇u,∇(∆ξk · ξk) · u〉L2(RN )) + 〈V ξk∆ξku, u〉L2(RN )
=〈∆ξk · ξk · ∇u,∇u〉L2(RN ) −
1
2
〈∆(ξk∆ξk)u, u〉L2(RN )
+ i=(〈∇u,∇(∆ξk · ξk) · u〉L2(RN ))− 〈V |∇ξk|2u, u〉L2(RN ),
sowie
<(〈∇(|∇ξk|2) · u,∇u〉L2(RN )) =
1
2
∫
RN
∇(|u|2) · ∇(|∇ξk|2) = −1
2
〈∆(|∇ξk|2)u, u〉L2(RN ).
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Setzt man diese Identita¨ten in die Formel fu¨r 〈(−∆ + V )u, (−∆ + V )u〉L2(RN ) ein, so vergewissert
man sich, dass der Imagina¨rteil der rechten Seite verschwindet:∑
k=1,2
=(〈∇u,∇(∆ξk · ξk) · u〉L2(RN ))−=(〈∇(|∇ξk|2) · u,∇u〉L2(RN ))
=
∑
k=1,2
=(〈∇u · ∇(∆ξk · ξk), u〉L2(RN )) + =(〈∇u · ∇(|∇ξk|2), u〉L2(RN ))
=
∑
k=1,2
=(〈∇u · ∇(∆ξk · ξk + |∇ξk|2), u〉L2(RN ))
(9)
=
∑
k=1,2
=(〈∇u · ∇(∆(ξ2k)), u〉L2(RN )) = 0
Damit erha¨lt man zur Berechnung von 〈(−∆ + V )u, (−∆ + V )u〉L2(RN ):
〈(−∆ + V )u, (−∆ + V )u〉L2(RN )
=
∑
k=1,2
‖(−∆ + V )(ξku)‖2L2(RN ) + 2〈∇T (∆ξk · ∇ξk)u, u〉L2(RN ) − 4‖∇T ξk · ∇u‖2L2(RN )
− 〈(∆ξk)2u, u〉L2(RN ) + 〈∆ξk · ξk∇u,∇u〉L2(RN ) −
1
2
〈∆(∆ξk · ξk)u, u〉L2(RN )
+
1
2
〈∆(|∇ξk|2) · u, u〉L2(RN ) − ‖|∇ξk||∇u|‖2L2(RN ) − 2〈V |∇ξk|2u, u〉L2(RN )
=
∑
k=1,2
‖(−∆ + V )(ξku)‖2L2(RN ) + 〈(−4∇ξk · ∇ξTk + ξk∆ξk − |∇ξk|2)∇u,∇u〉L2(RN )
+ 〈(1
2
(∆ξk)
2 +∇T ξk · ∇(∆ξk)− 1
2
ξk∆
2ξk +
1
2
∆|∇ξk|2)u, u〉L2(RN )
− 2〈V |∇ξk|2u, u〉L2(RN )
=
∑
k=1,2
‖(−∆ + V )(ξku)‖2L2(RN ) + 〈pu, u〉L2(RN ) + 〈B∇u,∇u〉L2(RN ).

Im folgenden Lemma soll aus einer (gewichteten) spektralen Abscha¨tzung fu¨r Funktionen mit
Tra¨ger außerhalb eines Kompaktums eine Sto¨rfunktion konstruiert werden. Der durch die Sto¨rung
resultierende Operator erbt die spektrale Abscha¨tzung nicht nur, sondern erweitert sie auch auf
Funktionen mit beliebigem Tra¨ger.
Lemma 1.4. Es seien T, q definiert wie in Theorem 1.1. Ferner seien K ⊂⊂ RN und eine
reelle, messbare Funktion c gegeben, sodass fu¨r alle φ ∈ D(q) mit supp φ ∩K = ∅ gilt:
q(φ) = 〈Tφ, Tφ〉L2(RN ) ≥
∫
RN\K
c(x)|φ|2 dx.(10)
Dann existiert fu¨r jedes δ > 0 eine (o.B.d.A) nicht negative Funktion
χ =
1
1 + Cδ
2 ∑
k=1,2
|∇ξk|2 + Cη
V− + χ0
fu¨r ein χ0 ∈ C∞c (RN ), sodass fu¨r die gesto¨rte quadratische Form
qχ : L
2(RN ) ⊃ D(q)→ L2(RN ), qχ(u) = q(u) + 〈χu, u〉L2(RN )
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gilt:
qχ(u) ≥ 1
1 + δ
∫
R
c(x)|u|2 dx (u ∈ D(q)).(11)
In der Sprache der Spektraltheorie des Operators T 2 in L2(RN ) la¨sst sich Lemma 1.4 wie folgt
interpretieren: Fu¨r beliebige, nach unten halbbeschra¨nkte, selbstadjungierte Operatoren A ist das
Infimum des Spektrums durch das Infimum des Rayleigh-Quotienten gegeben:
inf σ(A) = inf
u∈D(A)\{0}
〈Au, u〉L2(RN )
〈u, u〉L2(RN )
.(12)
Ist nun c ≡ c0 > 0 aus Lemma 1.4 eine positive Konstante, so ist c0 eine untere Schranke fu¨r das
Infimum des Rayleigh-Quotienten von Funktionen mit Tra¨ger außerhalb einer kompakten Menge.
Aus dem Lemma folgt dann die Existenz einer kompakt getragenen Sto¨rung des Operators, so-
dass c0 eine untere Schanke des Spektrums des gesto¨rten Operators ist. Daru¨ber hinaus liefert der
Beweis des Lemmas sogar eine Konstruktionsvorschrift einer entsprechenden kompakten Sto¨rung
zu vorgegebenem Kompaktum K. Mit Weyls Theorem (vgl. [HS96]) a¨ndert sich das essentielle
Spektrum durch eine solche kompakte Sto¨rung nicht. Somit ist c0 auch eine untere Schranke fu¨r
das Infimum des essentiellen Spektrums, charakterisiert durch Funktionen, deren Tra¨ger “weit
draußen” ist. Das Lemma ist in Termen der quadratischen Form formuliert, damit der Definitions-
bereich invariant unter der Multiplikation mit Abschneidefunktionen bleibt.
Beweis. Es sei zu vorgegebener kompakter Teilmenge K ein R > 0 gewa¨hlt mit BR(0) ⊃ K.
Entsprechend seien die Abschneidefunktionen ξ1, ξ2 wie in Proposition 1.3 gegeben. Dann erha¨lt
man entsprechend der Formeln (7) fu¨r alle u ∈ D(q) = D(T ):
q(u) = 〈Tu, Tu〉L2(RN ) = 〈pu, u〉L2(RN ) + 〈B∇u,∇u〉L2(RN ) + q(ξ1u) + q(ξ2u)
Mit supp ξ2 ∩K = ∅ erha¨lt man nach Voraussetzung
q(ξ2u) = 〈T (ξ2u), T (ξ2u)〉L2(RN ) ≥
∫
RN\K
c(x)|ξ2u|2 dx.(13)
Andererseits hat man die triviale Abscha¨tzung
q(ξ1u) = 〈T (ξ1u), T (ξ1u)〉L2(RN ) ≥ 0.(14)
Nun werden die verbleibenden Terme betrachtet. Da B ∈ C∞c (RN ,RN×N ) gilt, kann eine Ab-
schneidefunktion η ∈ C∞c (RN ) mit den Eigenschaften η ≥ 0 und η ≡ 1 auf supp B gewa¨hlt
werden. Da B ∈ L∞(RN ,RN×N ) gilt, gibt es eine Konstante C > 0, sodass fu¨r alle u ∈ H1(RN )
gilt:
〈B∇u,∇u〉L2(RN ) ≥ −C
∫
RN
η|∇u|2 dx
Wir verwenden die angepasste Young-Ungleichung
ab ≤ δa2 + (4δ)−1b2 (a, b, δ > 0)(15)
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und erhalten fu¨r alle δ > 0:
〈B∇u,∇u〉L2(RN ) ≥ −C
∫
RN
η|∇u|2 dx = −C<
(∫
RN
η|∇u|2 dx
)
= C<
(∫
RN
∇η · ∇uu dx+
∫
RN
∆u ηu dx
)
= C
(
1
2
∫
RN
∇η · ∇(|u|2) dx+
∫
RN
V η|u|2 dx−<
(∫
RN
(−∆ + V )u ηu dx
))
(15)
≥ C
∫
RN
(
−1
2
∆η + V η
)
|u|2 dx− C
(
δ‖(−∆ + V )u‖2L2(RN ) +
1
4δ
‖ηu‖2L2(RN )
)
= C
∫
RN
(
−1
2
∆η + V η − 1
4δ
η2
)
|u|2 dx− Cδq(u).
(16)
Fasst man die Abscha¨tzungen (13),(14) und (16) zusammen und fu¨gt sie in (7) ein, findet man:
q(u) = 〈Tu, Tu〉L2(RN ) =〈pu, u〉L2(RN ) + 〈B∇u,∇u〉L2(RN ) + q(ξ1u) + q(ξ2u)
≥〈pu, u〉L2(RN ) + C
∫
RN
(
−1
2
∆η + V η − 1
4δ
η2
)
|u|2 dx
− Cδq(u) +
∫
RN\K
c(x)|ξ2u|2 dx
=
∫
RN
p+ c(x)ξ22 + C
(
−1
2
∆η + V η − 1
4δ
η2
)
︸ ︷︷ ︸
=:c˜
|u|2 dx− Cδq(u).
(17)
Die Behauptung folgt durch Addition von∫
RN
χu2 dx :=
1
1 + Cδ
∫
RN
(c− c˜)u2 dx
in (17) und Skalierung δ 7→ δ/C. Man beachte χu2 ∈ L1(RN ) fu¨r u ∈ D(T ) und c(x) = c˜(x) fu¨r
|x| groß genug, da alle Ableitungen von ξk (k = 1, 2), ξ1, sowie η und p kompakten Tra¨ger haben.
Daher hat auch χ kompakten Tra¨ger. 
Nun sind wir in der Lage, einen Beweis des Theorems 1.1 zu geben. Im Beweis der Ungleichung
inf σess(T
2) ≤ sup
K⊂⊂RN
inf
φ∈D(q)\{0}: supp φ∩K=∅
{
q(φ)
〈φ, φ〉L2(RN )
}
wird die spezielle Form des Operators nicht verwendet. Das Resultat kann somit auf beliebige,
selbstadjungierte Operatoren in L2(RN ) u¨bertragen werden. Kernidee ist hierbei, eine gegen den
sup-inf-Term konvergente Folge zu konstruieren, welche gleichzeitig eine Weyl’sche Folge fu¨r den
Operator ist. Die Charakterisierung des essentiellen Spektrums u¨ber Weyl-Folgen kann in [HS96]
rekapituliert werden.
Beweis von Theorem 1.1. Zuerst ku¨rzen wir ab und definieren:
Λ := sup
K⊂⊂RN
inf
φ∈D(q): supp φ⊂RN\K
{
q(φ)
〈φ, φ〉L2(RN )
}
”≤“: Betrachte die Folge {an}n∈N definiert durch
an := inf
φ∈D(q)\{0}: supp φ∩Bn(0)=∅
{
q(φ)
〈φ, φ〉L2(RN )
}
.
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Dann ist {an}n∈N monoton steigend, da die Menge, aus der Funktionen fu¨r das Infimum heran-
gezogen werden, mit wachsendem n ∈ N kleiner wird. Tatsa¨chlich ist {an}n∈N auch nach oben
beschra¨nkt und es gilt sup an = Λ, denn zu jedem λ < Λ gibt es nach Definition des Supremums
im Term von Λ ein Kompaktum K ⊂⊂ Rn derart, dass
inf
φ∈D(q)\{0}: supp φ∩K=∅
{
q(φ)
〈φ, φ〉L2(RN )
}
> λ.
Daraus folgt an > λ fu¨r n so groß, dass K ⊆ Bn(0) gilt. Folglich ist λ keine obere Schranke. Man
erha¨lt:
Λ = lim
n→∞ an = limn→∞ infφ∈D(q)\{0}: supp φ∩Bn(0)=∅
{
q(φ)
〈φ, φ〉L2(RN )
}
Nun wa¨hlt man gema¨ß Definition des Infimums zu jedem festen n ∈ N eine Folge {φ(m)n }m∈N
L2-normierter Funktionen in D(q) mit supp φ
(m)
n ∩Bn(0) = ∅, welche
q(φ(m)n )→ an (m→∞)
genu¨gen. Daru¨ber hinaus wa¨hlt man ein m(n) ∈ N mit der Eigenschaft
0 ≤ q(φ(m)n )− an ≤ Λ− an (m ≥ m(n))
Demzufolge gilt:
an ≤ q(φ(m(n))n ) ≤ Λ (n ∈ N)
Nach dem Sandwich-Kriterium konvergiert auch die eingeschlossene Folge und es gilt:
lim
n→∞ q(φ
(m(n))
n ) = Λ.
Nun ist zu zeigen, dass {φ(m(n))n }n∈N tatsa¨chlich eine Weyl-Folge von
√|T 2 − Λ| zum Wert 0 ist.
Zu jedem ψ ∈ C∞c (RN ) gibt es n0 mit supp ψ ⊆ Bn0(0) und daher 〈φ(m(n))n , ψ〉L2(RN ) = 0 fu¨r alle
n ≥ n0. Ist ψ ∈ L2(RN ) vorgegeben, so wa¨hle zuna¨chst zu vorgegebenen ε > 0 ein ψ˜ ∈ C∞c (RN )
mit ‖ψ − ψ˜‖L2(RN ) < ε. Wa¨hle anschließend n0 mit supp ψ˜ ⊆ Bn0(0). Dann gilt fu¨r alle n ≥ n0
(beachte, dass (φ
(m(n))
n )n∈N beschra¨nkt in L2(RN ) ist):∣∣∣∣〈φ(m(n))n , ψ〉
L2(RN )
∣∣∣∣ ≤ ‖ψ − ψ˜‖L2(RN ) + ∣∣∣∣〈φ(m(n))n , ψ˜〉
L2(RN )
∣∣∣∣ < ε.
Also konvergiert die Folge schwach gegen 0 und q(φ
(m(n))
n ) → Λ in L2(RN ) fu¨r n → ∞. Das
heißt, dass 0 im essentiellen Spektrum von
√|T 2 − Λ| liegt, das heißt mit dem Spektralsatz folgt
Λ ∈ σess(T 2) und folglich gilt Λ ≥ inf σess(T ).
”≥”. Sei 0 < λ < Λ (der Fall Λ = 0 ist trivial), dann gibt es ein K ⊂⊂ RN , sodass gilt: Fu¨r alle
φ ∈ D(q) \ {0} mit supp φ ∩K = ∅ gilt:∫
RN\K
|Tφ|2 dx =
∫
RN
|Tφ|2 dx > λ
∫
RN
|φ|2 dx = λ
∫
RN\K
|φ|2 dx.
Mit Lemma 1.4 gibt es zu jedem δ > 0 eine Funktion χ mit
qχ(u) ≥ λ
1 + δ
∫
RN
|u|2 dx (φ ∈ D(T )).
Das heißt mit Hilfe der Charakterisierung fu¨r das Infimum des Spektrums (12), dass fu¨r jedes δ > 0
gilt: λ1+δ ≤ inf σ(T 2+χ) ≤ inf σess(T 2+χ). Zieht man nun noch Weyls Theorem u¨ber das essentielle
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Spektrum relativ kompakter Sto¨rungen heran, erha¨lt man λ1+δ ≤ inf σess(T 2 + χ) = inf σess(T 2)
fu¨r jedes δ > 0. Es wurde gezeigt, dass aus λ < Λ bereits λ ≤ inf σess(T 2) folgt, was a¨quivalent zu
Λ ≤ σess(T 2) ist. 
3. Berechnung der Abklingrate
Mit der Charakterisierung des essentiellen Spektrums aus Theorem 1.1 erha¨lt man die Mo¨glich-
keit, eine Abscha¨tzung der Form (11) zu beweisen, sofern das essentielle Spektrum von T die 0
nicht entha¨lt. Ziel dieses Abschnittes ist nun zu zeigen, dass aus (10) bereits ein exponentielles
Abklingverhalten im L2-Sinne folgt. Genauer zeigen wir, dass eine Eigenfunktion des Operator
T in einem gewichteten L2-Raum liegt, dessen Gewicht exponentiell steigt. Daru¨ber hinaus kann
die Wachstumsrate des Gewichtes explizit angegeben werden, was eine untere Schranke fu¨r die
Abklingrate der Eigenfunktion liefert.
Im Kernresultat werden zwei verschiedene Voraussetzungen an u behandelt. Ein entsprechen-
des Abklingverhalten fu¨r Funktionen aus dem Definitionsbereich des Operators wird gezeigt. Da
der Term (−∆ + V )u im Distributionensinne zu verstehen ist, hat man nicht notwendigerweise
u ∈ H2loc(RN ). Die no¨tigen Abscha¨tzungen basieren auf Lemma 1.2, welches einen Ersatz fu¨r die
Produktregel bietet. In diesem Resultat besteht nebst der Rechenarbeit die Schwierigkeit in ei-
ner geeignet Reihenfolge von Grenzwertbildungen. Der zweite Teil des Hauptresultates liefert den
exponentiellen Abfall fu¨r Elemente mit ho¨heren Glattheitsvoraussetzungen aber mit nur lokaler
Integrierbarkeit. Der Term (−∆ + V )u wird zwar auch hier distributionell verstanden, jedoch
mit Hilfe einer geeigneten Anna¨herung durch beschra¨nkte Funktionen in eine Summe zweier (lo-
kal) integrierbaren Funktionen geschrieben. Die Hauptschwierigkeit besteht hier in der Wahl einer
geeigneten Approximation.
Das Kapitel wird wie sein Vorga¨nger mit der Formulierung des Hauptresultates ero¨ffnet. An-
schließend wird der Beweis des ersten Resultates in kleineren Teilschritten verpackt und zusammen-
gefu¨gt. Daraufhin werden die no¨tigen technischen Details fu¨r den Beweis des zweiten Resultates
bereitgestellt.
Theorem 1.5. Es seien V, T wie in Voraussetzung 1. Weiter sei eine positive, von 0 weg
beschra¨nkte, stetige Funktion c : RN → R und eine Funktion kompakt getragene Funktion χ mit
der folgenden Eigenschaft gegeben:
qχ(φ) =
∫
RN
(|(−∆ + V )φ|2 + χ|φ|2) dx ≥
∫
RN
c(x)|φ|2 dx (φ ∈ D(T )).(18)
Betrachte eine Funktion u : RN → C mit folgenden Eigenschaften:
(1) supp u ∩ supp χ = ∅.
(2) Die Distribution (−∆ + V )u =: f erfu¨lle
f · e
√
E(1+|·|2), (−∆ + V )f · e
√
E(1+|·|2) ∈ L2(RN ).
(3) lim inf
R→∞
R−1
∫
B2R(0)\BR(0) u
2 dx = 0.
Zusa¨tzlich habe u eine der folgenden beiden Glattheitseigenschaften:
a) u ∈ D(T ),
b) u ∈ H2loc(RN ) ∩W 1,4loc (RN ).
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Dabei sei E > 0 so gewa¨hlt, dass gilt:
lim inf
|x|→∞
c(x)− γE(x) > 0,
wobei γE definiert ist durch
γE(x) :=
(
3 + 5θ
1− θ
)
E2 −
(
4
1− θ (V+(x)− C(θ)) + 1
)
E.
Dann gilt: ∫
RN
e2
√
E(1+|x|2) |u|2 dx <∞.
Wir geben zuna¨chst einen Beweis unter der Annahme a). Man beachte, dass in diesem Fall die
Abklingbedingung (3) fu¨r Lo¨sungen u ∈ L2(RN ) automatisch erfu¨llt ist, denn man hat in diesem
Fall ∫
B2R(0)\BR(0)
|u|2 dx ≤ ‖u‖2L2(RN ).
Daru¨ber hinaus ist zu bemerken, dass die Bedingung an E tatsa¨chlich erfu¨llt werden kann, da
c von 0 weg beschra¨nkt ist und sup{γE(x) : x ∈ RN} → 0 fu¨r E → 0 gilt. Die Verschiebung
des Potentials derart, dass 0 der Eigenwert ist, der zur Untersuchung steht, wird durch den Term
V+−C(θ) wett gemacht. Eine Verschiebung von V nach unten wu¨rde entsprechend die Konstante
C(θ) in die entgegengesetzte Richtung verschieben, sodass sich dies in der Differenz entsprechend
aufhebt.
Auf dem Weg hin zu einem Beweis von Theorem 1.5 beginnen wir mit der Abscha¨tzung, welche
die Definition von γE motiviert.
Proposition 1.6. Es seien V, T, χ, c wie in Theorem 1.5 gegeben. Dann gilt fu¨r jedes ψ ∈
C3c (RN ) und u ∈ D(T ) mit (−∆+V )u = f und (−∆+V )f = (−∆+V )2u ∈ L2(RN ) die folgende
Abscha¨tzung:
<
(∫
RN
((−∆ + V )f)ψ2u dx+
(
6 +
4θ
1− θ
)∫
RN
f |∇ψ|2u dx
)
≥
∫
RN
ηψ(x)|u|2 dx.
Dabei ist ηψ kompakt getragen und gegeben durch
ηψ = ψ
2c(x) + |∆ψ|2 − 2∇∆ψ · ∇ψ + 4
1− θ |∇ψ|
2(V+ − C(θ))− 4θ
1− θ |∇|∇ψ||
2 − 4|ψxx|22,(19)
Dabei ist ψxx die Hessematrix von ψ und | · |2 ist die euklidische Norm (hier in RN×N ). Die
Konstante C(θ) entstammt der Voraussetzung (V1) an den Negativteil des Potentials.
Beweis. Testet man die Gleichung (−∆ + V )u = f mit (−∆ + V )φ fu¨r φ ∈ D(T ), so erha¨lt
man ∫
RN
(−∆ + V )u · (−∆ + V )φdx =
∫
RN
((−∆ + V )f)φdx (φ ∈ D(T )).(20)
Fu¨r ψ ∈ C3c (RN ,R) ist ψ2u ∈ D(T ). So nimmt die Gleichung fu¨r ein solches Element des Defini-
tionsbereichs die folgende Form an:∫
RN
(−∆ + V )u · (−∆ + V )ψ2u dx =
∫
RN
((−∆ + V )f)ψ2u dx.
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Die linke Seite wird nun umgeschrieben. Es gilt mittels Lemma 1.2:
(−∆(ψ2u) + V ψ2u) = −∆ψ · ψu− 2∇ψ · ∇(ψu) + ψ(−∆ + V )(ψu),
ψ · (−∆u+ V u) = (−∆ + V )(ψu) + ∆ψ · u+ 2∇ψ · ∇u.
Daraus folgt:
I :=(−∆u+ V u) · (−∆ + V )(ψ2u)− |(−∆ + V )(ψu)|2(21)
=(−∆u+ V u) · (−∆ψ · ψu− 2∇ψ · ∇(ψu)) + (−∆u+ V u)ψ · (−∆ + V )(ψu)
− (−∆ + V )(ψu) · (−∆ψ · u−∇ψ · ∇u+ ψ(−∆ + V )u
=(−∆u+ V u) · (−∆ψ · ψu− 2∇ψ · ∇(ψu))
+ (∆ψ · u+ 2∇ψ · ∇u) · (−∆ + V )(ψu) + 2i= (ψ(−∆ + V )u · (−∆ + V )(ψu))
=(−∆u+ V u) · ψ(−∆ψ · u− 2∇ψ · ∇u)− (−∆u+ V u) · 2|∇ψ|2u
+ (∆ψ · u+ 2∇ψ · ∇u) · (−∆ψ · u− 2∇ψ · ∇u)
+ (∆ψ · u+ 2∇ψ · ∇u)(−∆u+ V u) · ψ + 2i= (ψ(−∆ + V )u · (−∆ + V )(ψu))
= − 2(−∆ + V )u · |∇ψ|2u− |∆ψ|2|u|2 − 4< (∆ψ · u · ∇ψ · ∇u)− 4|∇ψ · ∇u|2(22)
+ 2i= (ψ(−∆ + V )u · (−∆ + V )(ψu)) .
Die Gleichheit (22) folgt, da sich der erste und der letzte Summand der vorhergehenden Zeile
zu null addieren. Integriert man nun u¨ber RN kann man den Term mittels partieller Integration
weiter umformen. Man verwendet hierzu die Identita¨t
<
(∫
RN
∆ψ · u · ∇ψ · ∇u dx
)
=
1
2
∫
RN
∆ψ · ∇ψ · ∇(|u|2) dx =− 1
2
∫
RN
|u|2∇(∆ψ · ∇ψ) dx.
(23)
Den ∇u quadratisch beinhaltenden Term kann man abscha¨tzen. Der zweite Teil von Lemma 1.2
mit η = |∇ψ|2 liefert hierbei das Folgende:∫
RN
|∇u · ∇ψ|2 dx ≤
∫
RN
|∇ψ|2 · |∇u|2 dx
=−
∫
RN
|∇ψ|2 · V |u|2 dx+ 1
2
∫
RN
∆(|∇ψ|2)|u|2 dx+ <
(∫
RN
|∇ψ|2u · (−∆ + V )u dx.
)
Nun teilen wir das Potential gema¨ß V = V+ − V− auf und verwenden die Ungleichung (2) aus der
Voraussetzung 1. Dann gilt:
−
∫
RN
|∇ψ|2 · V |u|2 dx ≤ −
∫
RN
V+||∇ψ|u|2 dx+ θ
∫
RN
|∇(|∇ψ|u)|2 dx+ C(θ)
∫
RN
|∇ψ|2|u|2 dx.
Das zweite Integral der rechten Seite schreiben wir wie folgt um:∫
RN
|∇(|∇ψ|u)|2 dx =
∫
RN
∣∣∇|∇ψ| · u+ |∇ψ| · ∇u∣∣2 dx
=
∫
RN
|∇|∇ψ||2|u|2 dx+ 2<
(∫
RN
u∇u · ∇|∇ψ| · |∇ψ| dx
)
+
∫
RN
|∇ψ|2|∇u|2 dx
=
∫
RN
|∇|∇ψ||2|u|2 dx+
∫
RN
|∇ψ|2|∇u|2 dx− 1
2
∫
RN
∆(|∇ψ|2)|u|2 dx.
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Fu¨gen wir dies zusammen, so erha¨lt man:∫
RN
|∇u · ∇ψ|2 dx =−
∫
RN
V+(|∇ψ|u)2 dx+ θ
∫
RN
|∇|∇ψ||2|u|2 dx+ θ
∫
RN
|∇ψ|2|∇u|2 dx
+
1− θ
2
∫
RN
∆(|∇ψ|2)|u|2 dx+ <
(∫
RN
|∇ψ|2u · (−∆ + V )u dx
)
.
Das heißt, nach Umstellen erha¨lt man:∫
RN
|∇u · ∇ψ|2 dx ≤− 1
1− θ
∫
RN
V+|∇ψ|2|u|2 dx+ θ
1− θ
∫
RN
|∇|∇ψ||2|u|2 dx
+
C(θ)
1− θ
∫
RN
|∇ψ|2|u|2 dx+ 1
2
∫
RN
∆(|∇ψ|2)|u|2 dx
+
1
1− θ<
(∫
RN
|∇ψ|2u(−∆ + V )u dx
)
.
(24)
Flechtet man dies in die Abscha¨tzung (20) ein, so erha¨lt man
<
(∫
RN
((−∆ + V )f)ψ2u dx
)
=<
(∫
RN
(−∆ + V )u · (−∆ + V )ψ2u dx
)
(21)
= <
(∫
RN
I dx
)
+
∫
RN
| −∆(ψu) + V ψu|2 dx
=<
(∫
RN
I dx
)
+
∫
RN
| −∆(ψu) + V ψu|2 dx+
∫
RN
χ|ψu|2
(18)+(22)
≥
∫
RN
< (−2(−∆ + V )u · |∇ψ|2u− |∆ψ|2|u|2 − 4∆ψ · u · ∇ψ · ∇u− 4|∇ψ · ∇u|2 + c(x)ψ2|u|2) dx
(24)
=
∫
RN
< (−2(−∆ + V )u · |∇ψ|2u− |∆ψ|2|u|2 − 4∆ψ · u · ∇ψ · ∇u+ c(x)ψ2|u|2) dx
+
4
1− θ
∫
RN
V+|∇ψ|2|u|2 dx− 4θ
1− θ
∫
RN
|∇|∇ψ||2|u|2 dx
− 4C(θ)
1− θ
∫
RN
|∇ψ|2|u|2 dx− 2
∫
RN
∆(|∇ψ|2)|u|2 dx− 4
1− θ<
(∫
RN
|∇ψ|2u f dx
)
(23)
=
∫
RN
< (−2(−∆ + V )u · |∇ψ|2u− |∆ψ|2|u|2 + 2∇(∆ψ · ∇ψ) |u|2 + c(x)ψ2|u|2) dx
+
4
1− θ
∫
RN
V+|∇ψ|2|u|2 dx− 4θ
1− θ
∫
RN
|∇|∇ψ||2|u|2 dx
− 4C(θ)
1− θ
∫
RN
|∇ψ|2|u|2 dx− 2
∫
RN
∆(|∇ψ|2)|u|2 dx− 4
1− θ<
(∫
RN
|∇ψ|2u f dx
)
.
Daru¨ber hinaus verwendet man die Identita¨t:
∆(|∇ψ|2) =
N∑
k,l=1
∂2k((∂lψ)
2) =
N∑
k,l=1
∂k(2∂lψ · ∂k∂lψ)
=
N∑
k,l=1
2(∂k∂lψ)
2 + 2∂lψ · ∂l∂2kψ = 2|ψxx|2 + 2∇ψ · ∇∆ψ.
(25)
30 1. ABKLINGRATEN VON EIGENFUNKTIONEN
Damit erha¨lt man schließlich:
<
(∫
RN
((−∆ + V )f)ψ2u dx+
(
2 + 4
1
1− θ
)∫
RN
f |∇ψ|2u dx
)
≥
∫
RN
(
ψ2c(x) + |∆ψ|2 + 2∇∆ψ · ∇ψ + 4
1− θ |∇ψ|
2(V+ − C(θ))
− 4θ
1− θ |∇|∇ψ||
2 − 2∆(|∇ψ|2)
)
|u|2 dx
(25)
=
∫
RN
(
ψ2c(x) + |∆ψ|2 − 2∇∆ψ · ∇ψ + 4
1− θ |∇ψ|
2(V+ − C(θ))
− 4θ
1− θ |∇|∇ψ||
2 − 4|ψxx|22)
)
|u|2 dx
=
∫
RN
ηψ|u|2 dx.
(26)
Das war zu zeigen. 
Auf dem Weg zu einem Beweis von Theorem 1.5 soll nun die Wahl von ψ ∈ C3c (RN ) konkre-
tisiert werden. Fu¨r m ∈ N sei hm ∈ C2(RN ) eine Funktion mit folgenden Eigenschaften:
hm(x) =

√
E(1 + |x|2) |x| ≤ m,
konstant |x| ≥ m+ 1.
Ferner sei φ ∈ C∞c (RN ) eine nicht-negative Funktion mit supp φ ⊆ B2(0) und φ ≡ 1 auf B1(0). Sei
weiter zu R > 0 die Funktion φR definiert durch φR(x) := φ(R
−1x). Daraus setzt sich zusammen:
ψm,R : RN → R, ψm,R(x) := φR(x)ehm(x).
Fu¨r die anschließende Fehlertermabscha¨tzung brauchen wir die folgenden partiellen Ableitungen
von ψm,R und hm:
Proposition 1.7. Fu¨r ψm,R und hm gelten die folgenden Ableitungsformeln:
∇ψm,R = (∇φR + φR∇hm) ehm =
(∇hm +O(R−1))ψm,R,
∆ψm,R =
(
∆φR +∇φR · ∇hm + φR(|∇hm|2 + ∆hm)
)
ehm
=
(|∇hm|2 + ∆hm +O(R−1))ψm,R,
∇(∆ψm,R) =
(
∇(∆φR) + (φR)xx∇hm + (hm)xx∇φR +∇φR|∇m|2 + 2φR(hm)xx∇hm
+∇φR∆hm + φR∇∆hm + (∆φR + φR|∇hm|2 + φR∆hm)∇hm
)
ehm
=
(
2(hm)xx∇hm +∇∆hm + |∇hm|2∇hm + ∆hm∇hm +O(R−1)
)
ψm,R,
∇(∆ψm,R) · ∇ψm,R =
(
2∇hTm(hm)xx∇hm +∇hTm∇∆hm + |∇hm|4 + ∆hm|∇hm|2
+O(R−1)
)
ψ2m,R,
|∇|∇ψm,r|| =
∣∣∣∣ ((ψm,r)xx) · ∇ψm,r|∇ψm,r|
∣∣∣∣
=
1
|∇ψm,r|
∣∣∣(φR)xx +∇φR · ∇Thm + φR · (hxx)
+∇hm · ∇TφR + φR∇hm · ∇Thm
∣∣∣e2hm
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=
1
φR · |∇hm|+O(R−1)
(∣∣(hm)xx · ∇hm + |∇hm|2∇hm∣∣+O(R−1))φ2R · ehm ,
|(ψm,R)xx|22 =
N∑
k,l=1
(
∂k(∂lφR + φR∂lhm)e
hm
)2
=
N∑
k,l=1
(∂k∂lφR + ∂kφr∂lhm + φR∂l∂khm + ∂lφR∂khm + φR∂lhm∂khm)
2
e2hm
=
 N∑
k,l=1
(∂l∂khm + ∂lhm∂khm)
2
+O(R−1)
φ2Re2hm
=
(|(hm)xx|22 + 2∇Thm(hm)xx∇hm + |∇hm|4 +O(R−1))ψm,R.
Hierbei bedeutet O(R−1), dass es fu¨r festes m eine Funktion ϕm ∈ C∞c (RN ) mit Tra¨ger supp ϕm ⊆
B2(0) \B1(0) gibt, sodass |O(R−1)|R ≤ ϕm(·/R) fu¨r alle R > 0 gilt. Fu¨r hm gelten die folgenden
Formeln:
|∇hm(x)|2 = E |x|
2
1 + |x|2 = E +O(|x|
−1),
|∂k∂lhm(x)| =
√
E
(
δkl√
1 + |x|2 −
xkxl
(1 + |x|2)3/2
)
= O(|x|−1),
∇hm(x)T (hxx)(x)∇hm(x) =
√
E
3 |x|2√
1 + |x|25
= O(|x|−1),
∇T∆hm(x) · ∇hm(x) = E
(
(1−N)|x|2
(1 + |x|2)2 −
3
(1 + |x|2)3
)
= O(|x|−1).
(27)
In der letzten Formel fu¨r die Ableitungen von ψm,R geben wir zusa¨tzlich eine etwas gro¨bere
Abscha¨tzung. Es gilt
|∇|∇ψm,r|| ≤ |(ψm,R)xx|2.(28)
Diese ist hinreichend fu¨r uns, da die beiden Seiten fu¨r die konkrete Wahl der Testfunktion ψm,R
asymptotisch gleich sind fu¨r |x| → ∞.
Im Term O(R−1) werden alle Ableitungen von φR zusammengefasst. Insbesondere erha¨lt man
dann aus der Voraussetzung:
∫
RN O(R
−1
j )|u|2 dx → 0 fu¨r eine Folge {Rj}∞j=1 mit Rj → ∞, denn
ϕm ist beschra¨nkt.
Proposition 1.8. Es seien ψm,R und ηψm,R definiert wie oben. Dann ist ηψm,R wie folgt
gleichma¨ßig in m und R beschra¨nkt bezu¨glich x ∈ RN : Fu¨r jedes ε > 0 existiert ein r0, sodass fu¨r
alle x ∈ RN mit |x| ≥ r0 und alle m ∈ N, R > 0 gilt:
ηψm,R ≥ (c(x)− γE(x)− ε) · ψ2m,R.
Die Funktion γE ist in Theorem 1.5 definiert durch
γE(x) :=
(
3 + 5θ
1− θ
)
E2 −
(
4
1− θ (V+(x)− C(θ)) + 1
)
E.
Beweis. Wir ernten die aus der vorangegangenen Proposition bewiesenen Ableitungsformeln
und berechnen ausgehend von der Definition von ηψ in (19):
ηψm,R(x) =ψ
2
m,Rc(x) + |∆ψm,R|2 − 2∇∆ψm,R · ∇ψm,R +
4
1− θ (V+(x)− C(θ))|∇ψm,R|
2
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− 4θ
1− θ |∇|∇ψm,R||
2 − 4|(ψm,R)xx|22
(28)
≥ ψ2m,Rc(x) + |∆ψm,R|2 − 2∇∆ψm,R · ∇ψm,R +
4
1− θ (V+(x)− C(θ))|∇ψm,R|
2
− 41 + θ
1− θ |(ψm,R)xx|
2
2
1.7
=ψ2m,R
(
c(x) + |∇hm|2 + ∆hm − 2∇Thm(hm)xx∇hm −∇hTm · ∇∆hm − |∇hm|4
−∆hm|∇hm|2 + 4
1− θ (V+(x)− C(θ)) · |∇hm|
2 − 41 + θ
1− θ
(
|(hm)xx|22
+ 2∇hTm(hm)xx∇m + |∇hm|4) +O(R−1)
)
=ψ2m,R
(
c(x) +
(
4
1− θ (V+(x)− C(θ)) + 1
)
|∇hm|2 + ∆hm
−
(
2 + 4
1 + θ
1− θ
)
∇Thm(hm)xx∇hm
−∇hTm · ∇∆hm −
1 + 41 + θ
1− θ︸ ︷︷ ︸

= 5+3θ1−θ
|∇hm|4 −∆hm|∇hm|2
− 41 + θ
1− θ (|(hm)xx|
2
2 +O(R
−1)
)
.
Setzt man die Asymptotiken fu¨r die Ableitungen von hm aus Proposition 1.7 ein, so liefern lediglich
die |∇hm|-Terme einen Beitrag, welcher nicht fu¨r |x| → ∞ verschwindet. Somit bleibt:
ηψm,R(x) ≥ ψ2m,R
(
c(x) +
(
4
1− θ (V+(x)− C(θ)) + 1
)
E − 5 + 3θ
1− θ E
2 +O(|x|−1) + ϕ(x/R) ·R−1
)
.
Wa¨hle nun R > 2‖ϕ‖L∞(RN )/ε. Ferner gilt fu¨r den Tra¨ger supp (ϕ(·/R)) ⊆ B2R(0)\BR(0), woraus
folgt, dass fu¨r alle R > 0 gilt ∣∣∣ϕ( x
R
)
R−1
∣∣∣ ≤ ε
2
(|x| ≥ 2R).
Entsprechend wa¨hlen wir r > 0 derart, dass O(|x|−1) ≤ ε/2 gilt fu¨r alle |x| > r. Dann folgt die
Behauptung fu¨r alle x ≥ r0 := max{R, r}. 
Beweis von Theorem 1.5. Nach Voraussetzung an E gibt es ein R˜ > 0 derart, dass (fu¨r
hinreichend kleines ε > 0 und) fu¨r alle x ∈ RN mit |x| ≥ R˜ gilt:
c(x)− γE(x)− 2ε > 0.
Im Hinblick auf Proposition 1.8 kann somit die Gewichtsfunktion ηψm,R nach unten durch ein
positives Vielfaches von ψm,R beschra¨nkt werden. Es gibt zu diesem ε > 0 ein r0 > 0, sodass fu¨r
alle x ∈ RN mit |x| ≥ max{r0, R˜} gilt:
ηψm,R ≥ εψ2m,R.(29)
Ferner gilt fu¨r alle R > 0:∫
BR(0)
e2
√
E(1+|x|2)|u|2 dx ≤ e2
√
E(1+R2)
∫
BR(0)
|u|2 dx <∞,
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da u ∈ L2loc(RN ) vorausgesetzt ist. Insofern kann ohne Beschra¨nkung der Allgemeinheit vorausge-
setzt werden, dass supp (u) ∩ BR˜(0) = ∅ gilt. Ersetze gegebenenfalls u durch die ausgeschnittene
Funktion (1− φR˜)u; die geforderten Eigenschaften aus der Voraussetzung bleiben erhalten.
Nun betrachten wir die in Proposition 1.6 gewonnene obere Schranke fu¨r
∫
RN ηψm,Ru
2 dx und
scha¨tzen diese weiter nach oben ab. Die Summanden werden zu
<
(∫
RN
((−∆ + V )f)ψ2m,Ru dx
)
(15)
≤
∫
RN
|(−∆ + V )f |2ψ
2
m,R
ε
dx+
1
4
∫
RN
εψ2m,R|u|2 dx
(29)
≤
∫
RN
|(−∆ + V )f |2ψ
2
m,R
ε
dx+
1
4
∫
RN
ηψm,R |u|2 dx,
(30)
sowie
<
(∫
RN
|∇ψm,R|2f · u dx
)
(15)
≤ 1
4δ
∫
RN
|∇ψm,R|2|f |2 dx+ δ
∫
RN
|∇ψm,R|2|u|2 dx
=
∫
RN
|∇ψm,R|2
(
1
4δ
|f |2 + δ|u|2
)
dx
1.7
=
∫
RN
|∇φR + φR∇hm|2
(
1
4δ
|f |2 + δ|u|2
)
e2hm(x) dx
≤2
∫
RN
|∇φR|2( 1
4δ
|f |2 + δ|u|2)e2hm(x) dx
+ 2
∫
RN
|∇hm|2 · ψ2m,R(
1
4δ
|f |2 + δ|u|2) dx,
(29)
≤ 2
∫
RN
|∇φR|2( 1
4δ
|f |2 + δ|u|2)e2hm(x) dx
+
2
ε
∫
RN
|∇hm|2 · ηψm,R(
1
4δ
|f |2 + δ|u|2) dx,
wobei das erste Integral fu¨r festes m ∈ N und R → ∞ gegen 0 konvergiert (nach Voraussetzung)
und der zweite Summand abgescha¨tzt werden kann gema¨ß:∫
RN
|∇hm|2ηψm,R(
1
4δ
|f |2 + δ|u|2) dx 1.7≤ E 1
4δ
∫
RN
|f |2ηψm,R dx+ E δ
∫
RN
|u|2ηψm,R dx.
Dies wird nun in die Schranke aus Proposition 1.6 eingesetzt. Man erha¨lt:∫
RN
ηψm,R |u|2 dx ≤<
(∫
RN
((−∆ + V )f)ψ2m,Ru dx+
(
6 +
4θ
1− θ
)∫
RN
f |∇ψm,R|2u dx
)
≤1
ε
∫
RN
ψ2m,R|(−∆ + V )f |2 dx+
1
4
∫
RN
|u|2ηψm,R dx
+ 2
(
6 +
4θ
1− θ
)∫
RN
|∇φR|2( 1
4δ
|f |2 + δ|u|2)e2hm(x) dx
+
(
6 +
4θ
1− θ
)
2
ε
(
E
1
4δ
∫
RN
|f |2ηψm,R dx+ E δ
∫
RN
|u|2ηψm,R dx
)
≤1
ε
∫
RN
ψ2m,R|(−∆ + V )f |2 dx
+ 2
(
6 +
4θ
1− θ
)∫
RN
|∇φR|2( 1
4δ
|f |2 + δ|u|2)e2hm(x) dx
+
(
6 +
4θ
1− θ
)
2
ε
E
4δ
∫
RN
|f |2ηψm,R dx
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+
(
1
4
+
(
6 +
4θ
1− θ
)
2Eδ
ε
)∫
RN
|u|2ηψm,R dx
Nun wa¨hlt man δ = ε
8(6+ 4θ1−θ )E
, so wird der Koeffizient vor dem letzten Integral zu 12 . Dies wird
auf beiden Seiten der Ungleichung subtrahiert und man erha¨lt:∫
RN
ηψm,R |u|2 dx
≤C
(∫
RN
ψ2m,R|(−∆ + V )f |2 dx+
∫
RN
|∇φR|2(|f |2 + |u|2)ehm dx+
∫
RN
|f |2ηψm,R dx
)
≤C
(∫
RN
|(−∆ + V )f |2e2hm dx+
∫
RN
|∇φR|2(|f |2 + |u|2)ehm dx+
∫
RN
|f |2e2hm dx
)
.
(31)
Die Summanden der rechten Seite sind bis auf den∇φR-Term unabha¨ngig von R. Letzterer konver-
giert nach Voraussetzung fu¨r jedes feste m ∈ N gegen 0 fu¨r R→∞. Die linke Seite wird zuna¨chst
mittels Proposition 1.8 nach unten durch ε
∫
RN ψ
2
m,R|u|2 dx abgescha¨tzt und anschließend der un-
tere Limes dieses Integrals gema¨ß Fatou durch das Integral u¨ber den punktweise unteren Limes
des Integranden abgescha¨tzt. Somit erha¨lt man die Ungleichung
ε
∫
RN
u2e2hm dx ≤C
(∫
RN
((−∆ + V )f)2e2hm dx+
∫
RN
f2e2hm dx
)
≤C
(∫
RN
((−∆ + V )f)2e2
√
E(1+|x|2) dx+
∫
RN
f2e2
√
E(1+|x|2) dx
)
.
(32)
Anschließend wird noch einmal das Lemma von Fatou bemu¨ht, diesmal fu¨r den unteren Limes fu¨r
m→∞, und man erha¨lt das Gewu¨nschte. 
Wir schließen einer Reihe von Bemerkungen an.
Bemerkung 1.9. a) Die Abscha¨tzungen im Beweis bleiben auch fu¨r u ∈ H2loc(RN ) ∩
W 1,4loc (RN ) richtig, sofern man die Abscha¨tzungen vorangegangenen Propositionen verall-
gemeinert hat. Ist u ∈ L2loc(RN ) vorausgesetzt, so greift Voraussetzung (3), um in (31)
einzusehen, dass fu¨r jedes m ∈ N gilt:
lim inf
R→∞
R−1
∫
RN
|∇φR|2|u|2ehm dx <∞.
b) Bedingung (2) wirkt zuna¨chst sehr restriktiv. Wir wenden spa¨ter das Theorem auf ab-
geschnittene Eigenfunktionen an, was ein kompakt getragenes f liefert. Auch das Bild
von f unter dem Differentialausdruck −∆ + V hat dann kompakten Tra¨ger. Des Wei-
teren wird daran deutlich, dass man aus den Tra¨gereigenschaften von f nicht auf die
entsprechenden Tra¨gereigenschaften des Urbildes u schließen kann. Daru¨ber hinaus ist
das Lemma auch anwendbar, um Lo¨sungen der inhomogenen Gleichung zu untersuchen.
c) Die Bedingung (−∆ + V )f ∈ L2(RN ) ist nicht trivial, da der Definitionsbereich von T 2
nicht notwendigerweise stabil unter der Multiplikation mit Abschneidefunktionen ist. Ein
entsprechendes Beispiel wird spa¨ter konstruiert. Ist allerdings ein sta¨rkeres exponentielles
Abklingverhalten an f , na¨mlich e2
√
E(1+|x|2)f ∈ L2(RN ), sowie u ∈ H1(RN ) vorausge-
setzt, so kann auf diese Bedingung verzichtet werden. In diesem Fall scha¨tzt man statt
Ungleichung (30) wie folgt ab:
<
(∫
RN
((−∆ + V )f)ψ2m,Ru dx
)
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≤<
(∫
RN
−∆ψ2m,Ru · f dx+
∫
RN
−∇ψ2m,R · ∇u f dx+
∫
RN
ψ2m,R · f2 dx
)
≤C
(∫
RN
ψ4m,R|f |2 dx
) 1
2 (‖u‖L2(RN ) + ‖∇u‖L2(RN ))+ ∫
RN
ψ2m,R · |f |2 dx
wobei die rechte Seite entsprechend unabha¨ngig von m,R beschra¨nkt werden kann.
Fu¨r das zweite Resultat, Theorem 1.5 unter der Voraussetzung b), u ∈ H2loc(RN )∩W 1,4loc (RN ),
muss die Funktion zuna¨chst geeignet approximiert werden. Die Gleichung (20) ist fu¨r Funktionen
aus ”loc”-Ra¨umen nur unter der Zusatzbedingung, beschra¨nkt zu sein, sinnvoll. In der na¨chs-
ten Proposition werden wir die Approximation geben und die beno¨tigten Konvergenzen werden
bewiesen.
Proposition 1.10. Zu ε > 0 definiere uε := u/(1 + εu
2). Dann gilt:
a) Falls u ∈ H1loc(RN ) gilt, so gilt fu¨r alle ε > 0: uε ∈ L∞(RN ) ∩H1loc(RN ) und uε → u in
H1loc(RN ).
b) Falls u ∈ H2loc(RN ) ∩W 1,4loc (RN ), so gilt uε ∈ L∞(RN ) ∩ H2loc(RN ). Ferner gilt uε → u
in H2loc(RN ) und (−∆ + V )uε → (−∆ + V )u in L2(RN ) fu¨r ε → 0, falls zusa¨tzlich
(−∆ + V )u ∈ L2loc(RN ) gilt.
Des Weiteren hat man in beiden Fa¨llen supp u = supp uε.
Fu¨r den Beweis der Proposition wird eine Kettenregel und eine Produktregel fu¨r schwache
Ableitungen beno¨tigt. Die hier verwendete Version der Kettenregel ist eher Standard, wohinge-
gen wir das beno¨tigte Resultat fu¨r die Produktregel der Vollsta¨ndigkeit halber beweisen wollen.
Es werden Approximationstechniken durch Standard-Mollifier-Funktionen vorausgesetzt. Genau-
er wird beno¨tigt, dass fu¨r p ∈ [1,∞] eine Funktion u ∈ Lploc(RN ) durch eine Folge {un}∞n=1
in C∞(RN ) approximiert werden kann, sodass un → u in Lploc(RN ) gilt fu¨r n → ∞. Daru¨ber
hinaus ist u ∈ Lploc(RN ) genau dann schwach nach xk differenzierbar mit schwacher Ableitung
w ∈ Lp˜loc(RN ), wenn es eine Folge glatter Funktionen {un}∞n=1 aus (Lploc ∩ Lp˜loc)(RN ) gibt, sodass
gilt: un → u in Lploc(RN ) und ∂kun → w in Lp˜loc(RN ) (n → ∞) (vgl. [HMMS13, Lemma D.6]).
Damit erha¨lt man die folgenden Differentiationsregeln (vgl. [HMMS13, Lemma D.7 und D.8]):
Lemma 1.11. Es sei k ∈ {1, . . . , N}, dann gilt:
a) Fu¨r u ∈W 1,ploc (RN ) und α ∈ C1(R) mit α′ ∈ L∞(RN ) gilt: α ◦ u ∈W 1,ploc (RN ) und es gilt:
∂k(α ◦ u) = (α′ ◦ u) · ∂ku.
b) Es seien 1 ≤ p, p˜, q, q˜ ≤ ∞ und u ∈ Lploc(RN ), v ∈ Lqloc(RN ) mit schwachen Ableitungen
∂ku ∈ Lp˜loc(RN ) und ∂kv ∈ Lq˜loc(RN ). Weiter seien r, r˜ ∈ R definiert durch
r−1 := p−1 + q−1,
sowie r˜−1 := max{p˜−1 + q−1, p−1 + q˜−1} und es gelte r, r˜ ≥ 1. Dann ist u · v ∈ Lrloc(RN )
mit Ableitung in Lr˜loc(RN ) und es gilt ∂k(u · v) = ∂ku · v + u · ∂kv.
Wir beweisen nur Teil b). Teil a) findet sich in der Referenz.
Beweis. Ohne Beschra¨nkung der Allgemeinheit seien u, v reellwertig. Zuna¨chst ist nach Ho¨lder-
Ungleichung uv ∈ Lr(RN ). Weiter existieren nach dem oben genannten Approximationsresultat
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Folgen {um}∞m=1 und {vn}∞n=1 aus
C∞(RN ) ∩ (Lploc ∩ Lp˜loc)(RN ) bzw. C∞(RN ) ∩ (Lqloc ∩ Lq˜loc)(RN ),
sodass gilt:
um →Lploc(RN ) u, ∂kum →Lp˜loc(RN ) ∂ku (m→∞),
vn →Lqloc(RN ) v, ∂kvn →Lq˜loc(RN ) ∂kv (n→∞).
Sei φ ∈ C∞c (RN ) beliebig und V ⊂ RN offen und beschra¨nkt mit supp φ ⊂ V . Dann gilt:∫
RN
(u · v)∂kφdx =
∫
V
u v∂kφ︸ ︷︷ ︸
∈Lq(RN )
dx = lim
m→∞
∫
V
umv∂kφdx.
Dies erha¨lt man, da aus der Lploc(RN )-Konvergenz von um auch die schwache Lp(V )-Konvergenz
folgt und v∂kφ ∈ Lq(RN ) als ein Element in (Lp(V ))′ verstanden werden kann. Weiter hat man
fu¨r jedes m ∈ N: um∂kφ ∈ Lploc(RN ). Wegen der Konvergenz von {vn}n∈N folgt:∫
RN
(u · v)∂kφdx = lim
m→∞ limn→∞
∫
V
umvn∂kφdx = lim
m→∞ limn→∞
∫
V
um(∂k(vnφ)− φ∂kvn) dx
= lim
m→∞ limn→∞
∫
V
−vn φ∂kum︸ ︷︷ ︸
∈L∞(RN )
− umφ︸︷︷︸
∈L∞(RN )
∂kvn dx
= − lim
m→∞
∫
V
vφ︸︷︷︸
∈Lq(V )
∂kum + um φ∂kv︸ ︷︷ ︸
∈Lq˜(V )
dx
= −
∫
V
(u∂kv + v∂ku)φdx.
Damit ist per Definition u∂kv+ v∂ku ∈ L1loc(RN ) die schwache Ableitung von uv. Aus der Ho¨lder-
Ungleichung folgt dann sogar ∂k(uv) ∈ Lr˜loc(RN ) 
Beweis von Proposition 1.10. Zuna¨chst gilt fu¨r alle x ∈ RN die Ungleichung:
|uε(x)| ≤ max
t≥0
∣∣∣∣ t1 + εt2
∣∣∣∣ = 1√ε .
Damit ist uε ∈ L∞(RN ) fu¨r alle ε > 0. Ferner folgt aus der Formel direkt supp uε = supp u.
Um zu beweisen, dass uε ∈ H1loc(RN ) gilt, beno¨tigt man die Kettenregel fu¨r schwache Ableitungen
aus Lemma 1.11. Die Abbildung R → R, t 7→ t1+εt2 ist glatt und die Ableitung ist (wesentlich)
beschra¨nkt. Somit gilt
∇uε = 1− εu
2
(1 + εu2)2
∇u.
Da ∇u ∈ L2loc(RN ) gilt und der Vorfaktor in L∞(RN ) liegt, folgt ∇uε ∈ L2loc(RN ). Die entspre-
chende Konvergenz wird mittels Satz von Lebesgue bewiesen. Die punktweise Konvergenz von
uε und ∇uε ist direkt abzulesen. Daru¨ber hinaus gilt
∣∣∣ 11+εu2 ∣∣∣ ≤ 1 und ∣∣∣ 1−εu2(1+εu2)2 ∣∣∣ ≤ 1. Damit ist
|u|2 bzw. |∇u|2 eine integrierbare Majorante fu¨r |uε|2 bzw. |∇uε|2 (u¨ber jedem Kompaktum) und
daher folgt die L2(K)-Konvergenz von uε bzw. ∇uε fu¨r jedes K ⊂⊂ RN .
Betrachte nun den Fall u ∈ H2loc(RN ) ∩W 1,4loc (RN ). Die Abbildung
R→ R, t 7→ 1− εt
2
(1 + εt2)2
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ist glatt und gleichma¨ßig in ε > 0 beschra¨nkt. Selbiges gilt auch fu¨r dessen Ableitung
R→ R, t 7→ 2εt εt
2 − 3
(1 + εt2)3
,
sofern zusa¨tzlich ε ≤ ε0 fu¨r ein ε0 > 0 vorausgesetzt wird. In der Tat erha¨lt man∣∣∣∣2εt εt2 − 3(1 + εt2)3
∣∣∣∣ ≤
ε(3 + ε) ≤ 4 (t ≤ 1),2εt2 ∣∣∣ εt2−3(1+εt2)3 ∣∣∣ ≤ maxv∈R ∣∣∣2v v−3(1+v)3 ∣∣∣ (t ≥ 1).
Via Kettenregel aus Proposition 1.11 folgt nun, dass 1−εu
2
(1+εu2)2 ∈W 1,4loc (RN ) ∩ L∞loc(RN ) und es gilt
∂l
(
1− εu2
(1 + εu2)2
)
= 2εu
εu2 − 3
(1 + εu2)3
· ∂lu (l = 1, . . . , N).
Zusa¨tzlich gilt ∂ku ∈ L4(RN ) und ∂l∂ku ∈ L2(RN ). Nach der Produktregel 1.11 fu¨r schwache
Ableitungen mit p = ∞, p˜ = 4, q = 4, q˜ = 2 folgt: 1−εu2(1+εu2)2 ∂ku ∈ W 1,2(RN ) fu¨r k = 1, . . . , N und
es gilt:
∂k∂luε = 2εu
εu2 − 3
(1 + εu2)3
∂ku∂lu+
1− εu2
(1 + εu2)2
∂k∂lu (k, l = 1, . . . , N).
Die Konvergenz der zweiten Ableitungen bezu¨glich L2(RN ) folgen wieder aus dem Satz von Le-
besgue. Es gilt fu¨r jedes K ⊂⊂ RN :
‖∂k∂l(uε − u)‖L2(K)
=‖2εu εu
2 − 3
(1 + εu2)3
∂ku · ∂lu+ 1− εu
2
(1 + εu2)2
∂k∂lu− ∂k∂lu‖L2(K)
≤‖2εu εu
2 − 3
(1 + εu2)3
∂ku‖L4(K) · ‖∂lu‖L4(K) +
(∫
K
∣∣∣∣ 1− εu2(1 + εu2)2 − 1
∣∣∣∣2 |∂k∂lu|2 dx
)1/2
=
(∫
K
∣∣∣∣∣∣2 εu εu
2 − 3
(1 + εu2)3︸ ︷︷ ︸
∣∣∣∣∣∣
4
gleichma¨ßig beschra¨nkt in ε
|∂ku|4 dx
) 1
4
+
(∫
K
∣∣∣∣−εu2 − 2εu2 − ε2u4(1 + εu2)2
∣∣∣∣2︸ ︷︷ ︸
gleichma¨ßig beschra¨nkt in ε
|∂k∂lu|2 dx
) 1
2
.
Die gleichma¨ßige Beschra¨nktheit liefert fu¨r beide Integrale eine integrierbare Majorante der Form
C|∂ku|4 bzw. C|∂k∂lu|2. Somit stimmen die Grenzwerte der rechten Seite fu¨r ε → 0 mit den
Integralen u¨ber die punktweisen Grenzwerte der Integrandenfolgen, welcher 0 ist, u¨berein. Folglich
konvergieren beide Summanden gegen 0 und die Konvergenz uε → u fu¨r ε→ 0 in H2loc(RN ) folgt.
Schließlich wollen wir zeigen, dass auch (−∆ + V )uε in L2(RN ) konvergiert. Es gilt:
| −∆uε + V uε − (−∆ + V )u|
=
∣∣∣∣−εu εu2 − 3(1 + εu2)3 |∇u|2 − 1− εu2(1 + εu2)2 ∆u+ V u1 + εu2 − (−∆ + V )u
∣∣∣∣
=
∣∣∣∣−εu εu2 − 3(1 + εu2)3
∣∣∣∣ |∇u|2 + ∣∣∣∣ 2εu2(1 + εu2)2
∣∣∣∣ |∆u|+ ∣∣∣∣ 11 + εu2 − 1
∣∣∣∣ | −∆u+ V u|.
Die Koeffizienten sind gleichma¨ßig in ε > 0 beschra¨nkt. Somit gibt es C > 0 derart, dass
| −∆uε + V uε − (−∆ + V )u|2 ≤ C(|∇u|4 + |∆u|2 + |(−∆ + V )u|2).
Mit dem Satz von Lebesgue folgt dann die gewu¨nschte Konvergenz aus der punktweisen Konver-
genz von (−∆ + V )uε gegen (−∆ + V )u fu¨r ε→ 0. 
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Fu¨r den zweiten Fall des Theorems 1.5 fehlt nur noch ein Analogon fu¨r Proposition 1.6:
Proposition 1.12. Es seien die Voraussetzungen von Theorem 1.5 erfu¨llt. Dann gilt fu¨r jedes
ψ ∈ C3c (RN ), u ∈ H2loc(RN ) ∩W 1,4loc (RN ) und f := (−∆ + V )u mit (−∆ + V )f ∈ L2loc(RN ) die
folgende Abscha¨tzung:∫
RN
((−∆ + V )f)ψ2u dx+
(
2 +
4
1− θ
)∫
RN
f |∇ψ|2u dx ≥
∫
RN
ηψ|u|2 dx.
Die Funktion ηψ ist in Proposition 1.6 definiert. Die Voraussetzung (−∆+V )f ∈ L2loc(RN ) ist
unabdingbar, da mit den Voraussetzungen zwar −∆(ψ2u), aber nicht V u als Element von L2loc(RN )
erkla¨rt ist, wohingegen die Ungleichung in Proposition 1.6 auch ohne diesen Zusatz sinnvoll ist.
Beweis. Nach Voraussetzung in Theorem 1.5 gilt (−∆ + V )u = f . Damit gilt fu¨r alle φ ∈
H2(RN ) ∩ L∞(RN ), welche kompakten Tra¨ger haben:∫
RN
(−∆ + V )u · (−∆ + V )φdx =
∫
RN
((−∆ + V )f) · φdx.
Insbesondere gilt dies auch fu¨r ψ2uε, denn einerseits implizieren uε ∈ H2loc(RN ) und ψ ∈ C3c (RN ),
dass ψ2u ∈ H2(RN ). Andererseits folgt aus der Beschra¨nktheit gemeinsam mit der Tatsache, dass
die Tra¨ger eines Produktes mit dem Schnitt der Tra¨ger der Faktoren u¨bereinstimmt schließlich
auch ψ2uε ∈ L∞c (RN ) ∩ H2(RN ) ⊂ D(T ). Auch kann ohne Beschra¨nkung der Allgemeinheit u
als kompakt getragen vorausgesetzt werden, denn die Integrale in der Ungleichung ko¨nnen als
Integrale u¨ber den Tra¨ger von ψ verstanden werden und sind somit invariant unter Aba¨nderung
von u abseits dieses Tra¨gers. Ersetzt man u durch φRu mit R > 0 hinreichend groß, so bleibt der
Term unvera¨ndert. Daru¨ber hinaus folgt aus ψ2uε ∈ L∞(RN ) auch V ψ2uε ∈ L2(RN ). Somit ist
der Ausdruck (−∆ + V )(ψ2uε) als Summe von L2(RN )-Funktionen erkla¨rt.
Mutatis mutandis kann nun der Ausdruck
∫
RN (−∆ + V )uε · (−∆ + V )ψ2uε dx wie selbiger
Ausdruck mit u statt uε im Beweis von Proposition 1.6 umgeformt werden und man erha¨lt:∫
RN
((−∆ + V )f)ψ2uε dx+ 6
∫
RN
f |∇ψ|2uε dx+
∫
Rn
(−∆ + V )(uε − u)(−∆ + V )(ψ2uε) dx
≥
∫
RN
ηψ|uε|2 dx.
Fu¨r ε → 0 konvergiert ∫RN V±|uε|2 (dies steht im Term von ηψ) zum Beispiel nach Beppo Levi,
und die Terme der linken Seite nach Proposition 1.10. Daher gilt die entsprechende Ungleichung
und der Rest des Beweises kann aus Proposition 1.6 u¨bernommen werden. 
Die Anwendung von Theorem 1.5 fu¨r den Beweis des exponentiellen Abfalls der Eigenfunktio-
nen wird auf das Ende des na¨chsten Kapitels verschoben. Wir wollen eine Diskussion der Bedingung
(−∆ + V )f ∈ L2(RN ) voranstellen.
KAPITEL 2
Invarianz des Definitionsbereichs unter
Abschneidefunktionen
Im Folgenden wollen wir das eben bewiesene Resultat verwenden, um eine entsprechende Ab-
klingrate fu¨r Eigenfunktionen des Operators (o.B.d.A zum Eigenwert 0) zu erhalten. Da u¨ber
den Tra¨ger der Sto¨rfunktion χ nichts bekannt ist und in den Voraussetzungen von Theorem 1.5
gefordert ist, dass der Tra¨ger von u denjenigen von χ nicht schneidet, mu¨ssen wir die gegebene Ei-
genfunktion mit einer Abschneidefunktion ξ multiplizieren. Betrachtet man formal die Wirkung des
Differentialausdrucks (−∆ + V ) auf die abgeschnittene Eigenfunktion ξu, wobei u Eigenfunktion
zum Eigenwert 0 ist, so erha¨lt man eine kompakt getragene Funktion, welche den Voraussetzungen
zu Theorem 1.5 genu¨gt. Insbesondere kann dann der Beweis wie in der anschließenden Bemerkung
1.9 Teil c) modifiziert werden, um die Bedingung (−∆ + V )f ∈ L2(RN ) durch die sta¨rkere Ab-
klingbedingung an f zu ersetzen. Untersucht man im Allgemeinen Lo¨sungen der inhomogenen
Gleichung mit rechter Seite f auf exponentielles Abklingverhalten, so beno¨tigt man diese Voraus-
setzung. Es bleibt nun die Frage, ob es zu vorgegebenem Kompaktum K eine Abschneidefunktion
ξ ∈ C∞(RN ) mit ξ(x) ≡ 1 fu¨r |x| groß genug und ξ ≡ 0 auf K gibt, sodass ξu ∈ D(T 2) fu¨r jedes
u ∈ D(T 2) gilt. Zuna¨chst wird gezeigt, dass diese Aussage im Allgemeinen falsch ist, indem ein
Potential V mit der folgenden Eigenschaft konstruiert wird: Es existiert ein u ∈ D(T 2), sodass fu¨r
jede Abschneidefunktion ξ ∈ C∞c (RN ) \ {0} gilt: ξu /∈ D(T 2). Entsprechend gilt (1− ξ)u /∈ D(T 2)
fu¨r jede Abschneidefunktion. Wir geben anschließend eine hinreichende Bedingung fu¨r V , wel-
che die Stabilita¨t des Definitionsbereiches D(T 2) unter Multiplikation mit C∞c (RN )-Funktionen
gewa¨hrleistet. Ferner soll in diesem Abschnitt auf die “Normierung” λ = 0 verzichtet werden, da
dies keinen Mehraufwand in der Notation mit sich bringt.
1. Charakterisierung von D(T 2)
Wir stellen im folgenden Lemma die notwendigen und hinreichenden Bedingungen fu¨r ein
solches Produkt, in D(T 2) zu liegen, zusammen.
Lemma 2.1. Es sei u ∈ D(T 2) und ξ ∈ C∞c (RN ). Dann ist ξu ∈ D(T 2) genau dann, wenn
gilt:
|V |1/2∇ξ · ∇u, |uxx · ∇ξ|, (−∆ + V )(∇ξ · ∇u) ∈ L2(RN ).
Beweis. Mit Hilfe der Charakterisierung D(T 2) = {v ∈ D(T ) : Tv ∈ D(T )} erha¨lt man die
A¨quivalenz von v ∈ D(T 2) zu den folgenden vier Eigenschaften
a) v ∈ D(T ),
b) Tv ∈ H1(RN ),
c) |V |1/2Tv ∈ L2(RN ),
d) (−∆ + V )2v ∈ L2(RN ).
39
40 2. INVARIANZ DES DEFINITIONSBEREICHS UNTER ABSCHNEIDEFUNKTIONEN
Zuna¨chst gilt fu¨r jede Funktion u ∈ D(T ) auch v = ξu ∈ D(T ), gema¨ß Lemma 1.2.
Fu¨r die na¨chste Eigeschaft ist eine a¨quivalente Bedingung fu¨r ∇(T (ξu)) ∈ L2(RN ) zu finden.
Mit Gleichung (−∆ +V )(ξu) = −∆ξ ·u−2∇ξ ·∇u+ ξ(−∆ +V )u aus Lemma 1.2 wird diese dann
zu
∇(−∆ + V )(ξu) = −∇(∆ξ u)− 2∇(∇ξ · ∇u) +∇(ξ(−∆ + V )u).
Der erste Summand ist in L2(RN ) mit der gleichen Begru¨ndung wie in Teil a). Wegen u ∈ D(T 2)
ist Tu ∈ D(T ). Damit folgt wie in a), dass der letzte Summand in L2(RN ) liegt. Der zweite
Summand la¨sst sich umformen zu ∇(∇u ·∇ξ) = uxx∇ξ+ξxx∇u, wobei mittels Ho¨lderungleichung
ξxx∇u ∈ L2(RN ) eingesehen wird. Es bleibt die A¨quivalenz von b) zu uxx∇ξ ∈ L2(RN ).
Der Teil c) la¨sst sich analog behandeln und ist a¨quivalent zu |V |1/2∇ξ · ∇u ∈ L2(RN ).
Zu guter Letzt rechnet man
(−∆ + V )2(ξu) = (−∆ + V )(−u∆ξ)− 2(−∆ + V )(∇ξ · ∇u) + (−∆ + V )(ξ(−∆ + V )u),
wobei der erste und dritte Summand wie Teil a) bzw. b) in L2(RN ) liegt. Das heißt, d) ist a¨quvialent
zu (−∆ + V )(∇ξ · ∇u) ∈ L2(RN ). 
Als na¨chstes beno¨tigt man ein Glattheitsresultat fu¨r die Eigenfunktionen von Schro¨dingerope-
ratoren:
Lemma 2.2. Es sei N ≥ 2. Das Potential V ∈ Lqloc(RN ) mit q ≥ max
{
N
2 , 2
}
erfu¨lle die
Voraussetzung 1. Ist u ∈ D(T ) eine Eigenfunktion zum Eigenwert λ, so gilt bereits u ∈W 2,ploc (RN )
mit
1 < p <
2Nq
(N − 2)q + 2N .
Beweis. Das Resultat folgt aus der Calderon-Zygmund-Ungleichung in [GT01]. Sei Ω ⊂ Rn
ein beschra¨nktes Gebiet mit C2-Rand und φ ∈ C∞c (Ω) sei eine beliebige glatte Abschneidefunktion.
Man definiert
−∆(uφ) = −∆φ · u− 2∇φ · ∇u− φ(−V + λ)u =: f.
Dann ist f ∈ Lp(Ω) fu¨r p mit N−22N + 1q =: 1p , denn nach Ho¨lder-Ungleichung ist V u ∈ Lploc(Ω) und
∇u ∈ L2loc(Ω). Somit gilt:
‖f‖Lp(RN ) ≤‖u‖
L
2N
(N−2)+ (RN )
‖(∆φ+ |λ|φ)‖Lq(RN ) + ‖∇u‖
L
2N
(N−2)+ (supp (φ))
‖∇φ‖Lq(RN ) + ‖φV u‖Lq(RN )
≤C‖u‖H1(RN )‖(∆φ+ |λ|φ)‖Lq(RN ) + C‖∆u‖L2(supp (φ))‖∇φ‖Lq(RN ) + ‖φV u‖Lq(RN )
=C‖u‖H1(RN )‖(∆φ+ |λ|φ)‖Lq(RN ) + Cλ‖u‖L2(supp (φ))‖∇φ‖Lq(RN )
+ (C‖∇φ‖Lq(RN ) + ‖φ‖L∞(RN ))‖V u‖Lq(supp (φ))
Dann ist v = uφ die eindeutige schwache Lo¨sung des Randwertproblems−∆v = f in Ωv = 0 auf ∂Ω,
welche mit [GT01, Theorem 9.15] auch eine starke Lo¨sung ist. Da v kompakten Tra¨ger hat mit
supp v ⊂ Ω, ist v ∈W 2,p(RN ) und damit u ∈W 2,ploc (RN ). 
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2. Konstruktion des Beispiels
Mit der Charakterisierung aus Lemma 2.1 geben wir ein Beispiel, welches die Notwendigkeit
einer zusa¨tzlichen Bedingung an V untermauert.
Beispiel 2.3. Es sei N = 3 und {qk}∞k=0 eine Abza¨hlung von Q3, mit q0 = 0. Sei zu α ∈ (1, 32 )
das Potential V gegeben durch V : R3 → R, V (x) = −
∞∑
k=0
3−k
|x−qk|α ∈ L2loc(R3). Definiere dann
T : L2(R3) ⊃ D(T )→ L2(R3), Tu = −∆u+V u mit D(T ) wie oben als Friedrichserweiterung des
entsprechenden minimalen Operators mit Definitionsbereich C∞c (R3). Dann gibt es eine Funktion
u ∈ D(T 2), sodass fu¨r jede Abschneidefunktion ξ ∈ C∞c (R3) gilt: ξu /∈ D(T 2).
Zuna¨chst vergewissert man sich, dass V tatsa¨chlich lokal quadratintegrierbar ist. Nach Wahl
des Exponenten α gilt 2α < 3 und damit |x|−α ∈ L2loc(R3). Seien weiter zu q1, q2 ∈ R3 und R > 0
die Kugeln mit Radius R und Mittelpunkt q1 bzw. q2 mit BR(q
1) bzw. BR(q
2) bezeichnet. Die
eingedellte Kugeln BR(q
1) ∩ (R3 \ BR(q2)) und BR(q2) ∩ (R3 \ BR(q1)) sind kongruent, wie man
durch Spiegelung an jener Ebene, die der Schnittkreis BR(q
1)∩BR(q2) aufspannt, erha¨lt (Gibt es
keine gemeinsamen Punkte, so vergleicht man hier die Vollkugeln.) Damit sind auch die Volumina
der beiden Objekte gleich. Es folgt die Abscha¨tzung∫
BR(q)
1
|x|α dx =
∫
BR(0)
1
|x− q|α dx ≤
∫
BR(0)
1
|x|α dx (q ∈ R
N ),
denn es gilt∫
BR(0)
1
|x− q|α dx =
∫
BR(q)
1
|x|α dx =
∫
BR(0)∩Bq(0)
1
|x|α dx+
∫
(R3\BR(0))∩BR(q)
1
|x|α dx
≤
∫
BR(0)∩Bq(0)
1
|x|α dx+
1
Rα
∫
(R3\BR(0))∩BR(q)
1 dx
=
∫
BR(0)∩Bq(0)
1
|x|α dx+
1
Rα
∫
(R3\BR(q))∩BR(0)
1 dx
≤
∫
BR(0)∩Bq(0)
1
|x|α dx+
∫
(R3\BR(q))∩BR(0)
1
|x|α dx =
∫
BR(0)
1
|x|α dx.
Dies verwenden wir nun, um die Cauchykonvergenz der Reihe von V in L2loc(R3) zu beweisen. Fu¨r
jedes R > 0 gilt:∥∥∥∥∥
n∑
k=m
3−k
|x− qk|α
∥∥∥∥∥
L2(BR(0))
≤
n∑
k=m
3−k
∥∥∥∥ 1|x− qk|α
∥∥∥∥
L2(BR(0))
≤
n∑
k=m
3−k
∥∥∥∥ 1|x|α
∥∥∥∥
L2(BR(0))
= 3−m
1− 3m−n
3−1
∥∥∥∥ 1|x|α
∥∥∥∥
L2(BR(0))
→ 0 (m,n→∞).
Wegen der Vollsta¨ndigkeit von L2loc(RN ) ist V wohldefiniert. Die Voraussetzung (V1) ist mit der
Hardy-Ungleichung erfu¨llt und wird im Beweis von Lemma 2.8a) nachgeliefert. Daru¨ber hinaus
hat man:
Proposition 2.4. V ist schwach differenzierbar und es gilt:
∇V (x) = −
∞∑
k=0
3−k∇ 1|x− qk|α =
∞∑
k=0
3−k
x− qk
|x− qk|α+2 ∈ L
1
loc(R3) \ L
3
α+1
loc (R
3).(33)
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Beweis. Fu¨r jedes φ ∈ C∞c (RN ) gilt:∫
RN
(∇V )u dx =−
∫
RN
V (∇u) dx =
∫
RN
∞∑
k=0
3−k
|x− qk|α∇φ(x) dx
=
∞∑
k=0
∫
RN
3−k
|x− qk|α∇φ(x) dx = −
∞∑
k=0
∫
RN
∇
(
3−k
|x− qk|α
)
φ(x) dx
Die Vertauschbarkeit des Summenzeichens und des Integrals folgt mit dem Satz von Lebesgue.
Damit ist V schwach differenzierbar mit Ableitung in L1loc(RN ) und die Ableitung ist gegeben
durch (33). Daru¨ber hinaus gilt ∇V /∈ L
3
α+1
loc (R3), denn andernfalls folgte mit der umgekehrten
Dreiecksungleichung im Folgenraum l
3
α+1 :
∞ >
∫
BR(0)
∣∣∣∣∣
∞∑
k=0
3−k
x− qk
|x− qk|α+2
∣∣∣∣∣
3
α+1

α+1
3
≥
∣∣∣∣∣
∥∥∥∥ 1|x|3
∥∥∥∥
L1(BR(0))
−
∞∑
k=1
3−k
∥∥∥∥ 1|x− qk|3
∥∥∥∥
L1(BR(0))
∣∣∣∣∣
=
1
2
∥∥∥∥ 1|x|3
∥∥∥∥
L1(BR(0))
,
was einen Widerspruch liefert. 
An dieser Stelle brauchen wir die Charakterisierung des Infimums des essentiellen Spektrums
u¨ber Zhislin-Folgen (vgl. [HS96]).
Definition 2.5. Es sei A ein abgeschlossener Operator in L2(RN ) mit Definitionsbereich
D(A) und λ ∈ C. Eine Folge {un}n∈N aus D(A) heißt Zhislin-Folge fu¨r A zum Wert λ, falls gilt:
a) ‖un‖L2(RN ) = 1 fu¨r alle n ∈ N.
b) supp un ⊆ RN \Bn(0) fu¨r alle n ∈ N.
c) ‖(A− λ)un‖L2(RN ) → 0 fu¨r n→∞.
Die Menge Z(A) := {λ ∈ C : ∃ Zhislin-Folge fu¨r A zum Wert λ} heißt Zhislin-Spektrum.
Da jede Zhislin-Folge insbesondere schwach gegen 0 konvergiert, ist sie auch eine Weyl-Folge.
Folglich erha¨lt man
Z(A) ⊆ σess(A).
Die umgekehrte Inklusion gilt nur unter zusa¨tzlichen Voraussetzungen.
Definition 2.6. Es sei A ein abgeschlossener Operator in L2(RN ). Dann heißt A lokal kom-
pakt, falls fu¨r jede beschra¨nkte Menge B ⊂ RN der Operator χB · (A − λ)−1 fu¨r jedes λ ∈ ρ(A)
kompakt ist.
Von der Notation unterscheiden wir nicht zwischen einer Funktion und dem Multiplikations-
operator mit der entsprechenden Funktion, sofern der Kontext klar ist.
Theorem 2.7 ([HS96],Theorem 10.6). Es sei A selbstadjungiert und lokal kompakt in L2(RN ).
Zusa¨tzlich gelte:
‖[A, φn](A− i)−1‖L2(RN )→L2(RN ) → 0 (n→∞),
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wobei φn = φ(x/n) und φ ∈ C∞c (RN ) mit φ ≡ 1 auf B1(0) und supp φ ⊆ B2(0), sowie φ ≥ 0 gelte
und [A, φn] := Aφn − φnA den Kommutator bezeichne. Dann gilt:
Z(A) = σess(A).
Benutzt man dieses Resultat fu¨r den Operator T , so erhalten wir folgende Aussage:
Lemma 2.8. Sei α ∈ (1, 32 ) und T : L2(R3) ⊃ D(T ) → L2(R3), u 7→ −∆u −
∞∑
k=0
3−k
|x−qk|αu.
Dann gilt:
a) T ist lokal kompakt.
b) inf σess(T ) = 0.
Beweis. a) Da T selbstadjungiert ist, ist ±i ∈ ρ(T ) und der Operator (T + i)−1 ist ein be-
schra¨nkter Operator in L2(R3). Es gilt weiter unter Verwendung der Hardy- und Young-Ungleichung
(15) fu¨r alle u ∈ D(T ), η ∈ (0, 1):
|〈Tu, u〉L2(R3)| =
∣∣∣∣∫
R3
(−∆u+ V u)u dx
∣∣∣∣ ≥ ‖∇u‖2L2(R3) − ∫
R3
∞∑
k=0
3−k|u|2
|x− qk|α dx
≥ ‖∇u‖2L2(R3) −
3
2
2α‖∇u‖αL2(R3)‖u‖2−αL2(R3)
≥ (1− η)‖∇u‖2L2(R3) − C(α, η)‖u‖2L2(R3)
= (1− η)‖u‖2H1(R3) − (C(α, η) + (1− η))‖u‖2L2(R3)
mit einer Konstanten C(α, η) > 0. Diese Berechnung beinhaltet auch den Nachweis von Voraus-
setzung (V1). Mit der Cauchy-Schwarz-Ungleichung und ‖u‖L2(R3) ≤ ‖(T ± i)u‖L2(R3) fu¨r alle
u ∈ D(T ) folgt
‖u‖2H1(R3) ≤
1
1− η (2 + C(α, η)− η)‖(T + i)u‖
2
L2(R3) (u ∈ D(T )),
und damit auch ‖(T + i)−1‖L2(R3)→H1(R3) ≤ C. Folglich kann (T + i)−1 als stetiger Operator von
L2(R3) nach H1(R3) verstanden werden. Aus der Kompaktheit der Sobolev’schen Einbettung von
H1(B) ↪→ L2(B) fu¨r jedes beschra¨nkte (hinreichend glatte) Gebiet B, erha¨lt man die Kompaktheit
von χB · (T −λ)−1 als Operator in L2(R3) fu¨r zuna¨chst λ = ±i und daher nach Resolventenformel
auch fu¨r alle λ ∈ ρ(T ).
b) Sei nun φ ∈ C∞c (R3) mit φ ≥ 0, φ ≡ 1 auf B1(0) und supp φ ⊆ B2(0), sowie φn definiert
durch φn(x) := φ(x/n). Dann gilt
‖(T · φn − φn · T )(T + i)−1‖L2(R3)→L2(R3)
≤C‖(T · φn − φn · T )‖H1(R3)→L2(R3)
≤C‖ − (∆φn)−
3∑
k=1
(∂kφn)∂k‖H1(R3)→L2(R3)
≤ 1
n2
‖∆φ‖L∞(R3) + 1
n
‖∇φ‖L∞(R3) → 0 (n→∞).
Mit a) und der Kommutatorrelation sind alle Voraussetzungen erfu¨llt, welche die Charakterisierung
des essentiellen Spektrums mittels Zhislin-Folgen erlauben. Es sei nun λ ∈ σess(T ) und {un}∞n=1
eine Zhislin-Folge von T zum Wert λ. Wir zeigen, dass fu¨r jede solche Folge die folgende Aussage
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gilt: Fu¨r alle ε > 0 existiert ein n0 ∈ N, sodass fu¨r alle n ≥ n0 gilt
〈Tun, un〉L2(R3) ≥ −ε.
Dann gilt λ > −ε fu¨r jedes ε > 0 und somit λ ≥ 0. Daher gilt σess(T ) ⊆ [0,∞).
Zu ε wa¨hlt man zuna¨chst M ∈ N mit 3−M 2−α2 < ε2 und 3−Mα < 1. Wa¨hle anschließend R > 0
mit 3−3
−M
2 R
−α < ε2 . Dann gilt fu¨r alle n ≥ n0, mit dist(supp un0 , qk) > R fu¨r k = 0 . . .M :
|〈V un, un〉L2(R3)| ≤
∣∣∣∣∣
M∑
k=0
∫
supp un
3−k
|un|2
|x− qk|α dx
∣∣∣∣∣+
∣∣∣∣∣
∞∑
k=M+1
3−k
∫
supp un
|un|2
|x− qk|α dx
∣∣∣∣∣
≤
M∑
k=0
3−k‖un‖2L2(R3) ·
(
1
dist(supp un, qk)α
)
︸ ︷︷ ︸
>R
+ 3−(M+1) ·
( ∞∑
k=0
3−k
∫
R3
|un|2
|x− qk+M+1|α
)
.
Nun gilt fu¨r jedes q ∈ R mit der Young- und der Hardy-Ungleichung:∫
R3
|un|2
|x− q|α dx =
∫
R3
|un|α
|x− q|α ‖u‖
2−α
L2(R3) dx
≤α
2
∫
R3
( |un|α
|x− q|α
) 2
α
+
2− α
2
(|un|2−α) 22−α dx
=
α
2
∥∥∥∥ un|x− q|
∥∥∥∥2
L2(R3)
+
2− α
2
‖un‖2L2(R3)
≤α
2
4
(3− 2)2 ‖∇un‖
2
L2(R3) +
2− α
2
= 2α‖∇un‖L2(R3) + 2− α
2
.
Dies wird in die vorangegangene Rechnung eingepflegt und man erha¨lt:
|〈V un, un〉L2(R3)| ≤1− 3
−(M+1)
1− 3−1
1
Rα
+ 3−(M+1) · 1
1− 3−1 ·
(
2α‖∇un‖2L2(RN ) +
2− α
2
)
=
3− 3−M
2
·R−α + 3
−M
2
(
2α‖∇un‖2L2(R3) +
2− α
2
)
≤ε+ 3− 3
−M
2
α‖∇un‖2L2(R3).
Fu¨r diese n ≥ n0 gilt dann auch
|〈Tun, un〉L2(R3)| ≥ ‖∇un‖2L2(R3) − |〈V un, un〉L2(R3)| ≥ (1− 3−Mα)‖∇un‖2L2(RN ) − ε > −ε.

Bemerkung 2.9. Tatsa¨chlich ist der Kommutator T · φn − φn · T zuna¨chst nur auf D(T )
definiert, wird aber hier als stetige Fortsetzung als Operator H1(R3) → L2(R3) verstanden und
behandelt.
Als na¨chsten Schritt beweisen wir, dass T tatsa¨chlich einen Eigenwert besitzt. Nach dem Min-
Max-Prinzip ist es hinreichend, eine Funktion φ ∈ D(T ) anzugeben, dessen Rayleigh-Quotient
negativ ist. Daraus folgt, dass das Infimum des Spektrums unterhalb des Infimum des essentiellen
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Spektrum liegt und daher ein Eigenwert sein muss. Fu¨r φ(x) := e−
|x|2
100 gilt φ ∈ D(T ) und
〈Tφ, φ〉L2(R3) < 〈(−∆− | · |−α)φ, φ〉L2(R3)
=4pi
∫ ∞
0
((
− d
2
dr2
− 1
r
d
dr
− 1
rα
)
e−
|x|2
100
)
e−
|x|2
100 r2 dr
=
5
√
2pi
8
− 125 · 5−α2 1−α2 Γ
(
3− α
2
)
≤15
8
− 25
2
< 0.
Sei λ0 < 0 ein solcher Eigenwert und u0 ∈ D(T ) eine zugeho¨rige Eigenfunktion. Anhand der
Eigenwertgleichung sieht man sofort, dass u0 ∈ D(T 2) ist, denn es gilt Tu0 = λ0u0 ∈ D(T ).
Wir zeigen mit der in Lemma 2.1 gegebenen Charakterisierung, dass fu¨r jede beliebige Abschnei-
defunktion ξ ∈ C∞c (RN ) die Beziehung ξu0 /∈ D(T 2) gilt, da mindestens die letzte Eigenschaft,
(−∆ + V )(∇ξ · ∇u0) ∈ L2(R3), verletzt ist. Aus V ∈ Lploc(R3) mit p < 3α folgt mit Lemma 2.2
auch u0 ∈ W 2,qloc (R3) fu¨r 1 ≤ q ≤ 61+2α und damit
3∑
k,l=1
∂k∂lξ · ∂k∂lu0 ∈ Lqloc(R3). Wie in (33)
gezeigt, ist V schwach differenzierbar und die Ableitung liegt nicht in Lqloc(R3) fu¨r q ≥ 3α+1 . Wir
schließen nun indirekt: Angenommen ξu0 ∈ D(T 2), dann gilt die dritte Eigenschaft aus Lemma
2.1. Andererseits gilt:
(−∆ + V )(∇ξ · ∇u0)︸ ︷︷ ︸
∈L2(R3)
=−
3∑
k,l=1
∂2k(∂lξ∂lu0) + V (∇ξ · ∇u0)
=−
3∑
k,l=1
(
∂2k∂lξ · ∂lu0 + 2∂k∂lξ · ∂k∂lu0 + ∂lξ · ∂l∂2ku0
)
+ V (∇ξ · ∇u0)
=−∇(∆ξ) · ∇u0︸ ︷︷ ︸
∈L2loc(R3)
− 2
N∑
k,l=1
∂k∂lξ ∂k∂lu0︸ ︷︷ ︸
∈Lqloc(R3)
+ ∇(−∆u0 + V u0)︸ ︷︷ ︸
∈L2(R3), da Tu0=λ0u0∈D(T )
· ∇ξ
− u0∇ξ · ∇V.
Damit erha¨lt man: (−∆ + V )(∇ξ · ∇u0) ∈ L2loc(R3) genau dann, wenn u0∇ξ · ∇V ∈ L2(R3) gilt.
Allerdings folgt aus der folgenden Bedingung u0∇ξ · ∇V ∈ Ls(RN ) fu¨r s ∈ ( 3α+1 , 62α+1 ), welche
wegen s < 2 schwa¨cher ist, bereits u0 = 0. Dies sieht man wie folgt:
Aus u0 ∈ W 2,q(R3) mit einem q > 32 erha¨lt man mit einem Einbettungssatz von Sobolev
(2− 3q > 0), dass u0 stetig ist. Damit ist auch das Produkt mit ∇ξ stetig. Man erha¨lt:
Lemma 2.10. Falls ∇V · ∇ξ u ∈ Ls(R3) fu¨r ein s ∈
(
3
α+1 ,
6
2α+1
)
gilt, so folgt u ≡ 0 auf
supp (∇ξ).
Beweis. Angenommen es existiert ein x0 ∈ supp ∇ξ mit u(x0) 6= 0. Dann gibt es eine offene
Umgebung U ⊆ R3 von x0, sowie ein c > 0 derart, dass |u(x)| ≥ c fu¨r alle x ∈ U gilt. Wa¨hle
k0 ∈ N und R0 derart, dass BR0(qk0) ⊆ U gilt. Daru¨ber hinaus sei zu jedem k1 > k0 ein R1 < R0
gewa¨hlt, sodass qk /∈ B2R1(qk0) fu¨r alle k ∈ {1, . . . , k0 − 1, k0 + 1, . . . k1} gilt.
Zu δ > 0 definiert man MR1δ := BR1(qk0) \
∞⋃
k=1
B˚( 3
4
)k
δ
(qk). Dann ist M
R1
δ messbar, da die
Vereinigung der offenen Mengen offen ist und der Schnitt von BR1(qk0) mit dessen Komplement
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abgeschlossen ist. Damit ist MR1δ messbar. Fu¨r dessen Maß scha¨tzt man ab:
vol(MR1δ ) ≥ vol(BR1(qk0))−
∞∑
k=1
vol(B˚( 3
4
)k
δ
(qk))
=
4
3
piR31 −
∞∑
k=1
4
3
pi ·
((
3
4
)k
δ
)3
=
4
3
pi
(
R31 − δ3 ·
(
3
4
)3
1− 34
)
> 0,
sofern δ > 0 hinreichend klein ist. Nimmt man nun zum Widerspruch an, dass ∇V ·∇ξ u ∈ Ls(R3)
gilt, so folgt mit umgekehrter Dreiecksungleichung:(∫
RN
|∇V · ∇ξ|s|u|s dx
) 1
s
≥cα
(∫
U
∣∣∣∣∣
∞∑
k=1
3−k
(x− qk) · ∇ξ(x)
|x− qk|α+2
∣∣∣∣∣
s
dx
) 1
s
≥cα
(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=1
3−k
(x− qk) · (∇ξ(x)−∇ξ(qk0) +∇ξ(qk0))
|x− qk|α+2
∣∣∣∣∣
s
dx
) 1
s
≥cα
(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=1
3−k
(x− qk) · (∇ξ(qk0))
|x− qk|α+2
∣∣∣∣∣
s
dx
) 1
s
− cα ‖∇ξ(x)−∇ξ(qk0)‖L∞(BR1 (qk0 ))
(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=1
3−k
1
|x− qk|α+1
∣∣∣∣∣
s
dx
) 1
s
.
Der letzte Schritt ist dadurch gerechtfertigt, dass das Integral der Summe des zweiten Teils exis-
tiert. Dies sieht man zum Beispiel wie folgt mit dem Satz u¨ber monotone Konvergenz:(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=1
3−k
1
|x− qk|α+1
∣∣∣∣∣
s
dx
) 1
s
≤
∞∑
k=1
3−k
(∫
M
R1
δ
1
|x− qk|(α+1)s dx
) 1
s
≤
∞∑
k=1
3−k
∫
BR1 (qk0 )\B˚( 3
4
)k
δ
(qk)
1
|x− qk|(α+1)s dx

1
s
≤
∞∑
k=1
3−k
∫R3\B˚( 3
4
)k
δ
(qk)
1
|x− qk|(α+1)s dx

1
s
=
∞∑
k=1
3−k · 4pi
(∫ ∞(
3
4
)k
δ
1
r(α+1)s
r2 dr
) 1
s
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=
∞∑
k=1
3−k · 4pi
[ 1
3− (α+ 1)sr
3−(α+1)s
]∞
(
3
4
)k
δ
 1s
=Cδ
3−(α+1)s
s
∞∑
k=1
3−k ·
(3
4
) 3−(α+1)s
s
k
=C1δ
3−(α+1)s
s ,
fu¨r ein C1 unabha¨ngig von δ,R1, k0, k1. Beachte, dass nach Voraussetzung an s, die Ungleichung
3−(α+1)s < 0 gilt und die Summe der vorletzten Zeile eine geometrische Reihe ist (der Exponent
des Bruches ist gro¨ßer als − 12 ). Nun folgt mit umgekehrter Dreiecksungleichung:(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=1
3−k
(x− qk) · ∇ξ(qk0)
|x− qk|α+2
∣∣∣∣∣
s
dx
) 1
s
≥
(∫
M
R1
δ
∣∣∣∣3−k0 (x− qk0) · ∇ξ(qk0)|x− qk0 |α+2
∣∣∣∣s dx
) 1
s
−
∫
M
R1
δ
∣∣∣∣∣∣
k1∑
k=1,k 6=k0
3−k
(x− qk) · ∇ξ(qk0)
|x− qk|α+2
∣∣∣∣∣∣
s
dx

1
s
−
(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=k1+1
3−k
(x− qk) · ∇ξ(qk0)
|x− qk|α+2
∣∣∣∣∣
s
dx
) 1
s
=: I − II − III.
Nun scha¨tzt man die Teile I, II und III separat ab. Fu¨r eine untere Schranke von I definiert man
den Kugelsektor
SR1 := {x ∈ BR1(qk0) : |(x− qk0) · ∇ξ(qk0)| ≥
2
3
|x− qk0 | |∇ξ(qk0)|},
sowie die Kappe der Kugel mit Radius 1:
ω := {x ∈ R3 : |x− qk0 | = 1 ∧ |(x− qk0) · ∇ξ(qk0)| ≥
2
3
|∇ξ(qk0)|}.
Nach Konstruktion vonR1 gilt weiter: q1, . . . , qk0−1, qk0+1, . . . , qk1 /∈ B2R1(qk0) und somitBR1(qk0)∩
B( 3
4
)k
δ
(q) = ∅ gilt fu¨r q ∈ {q1, . . . , qk0−1, qk0+1, . . . , qk1} und δ > 0 klein genug. Daher gilt
MR1δ = BR1(qk0) \
∞⋃
k=k1+1
B( 3
4
)k
δ
(qk)
=
(
BR1(qk0) \B( 3
4
)k0
δ
(qk0)
)
\
∞⋃
k=k1+1
(
B( 3
4
)k
δ
(qk) \B( 3
4
)k0
δ
(qk0)
)
und wir ko¨nnen abscha¨tzen:
Is ≥3−sk0
∫
BR1 (qk0 )\B( 3
4
)k0
δ
(qk0 )
|(x− qk0) · ∇ξ(qk0)|s
|x− qk0 |s(α+2)
dx
48 2. INVARIANZ DES DEFINITIONSBEREICHS UNTER ABSCHNEIDEFUNKTIONEN
−
∞∑
k=k1+1
max
x∈B
(
3
4 )
kδ
(qk)\B˚
(
3
4 )
k0 δ
(qk0 )
( |(x− qk0) · ∇ξ(qk0)|s
|x− qk0 |s(α+2)
)
vol(B
(
3
4 )
kδ
(qk))

≥3−sk0
∫
SR1\B
(
3
4 )
k0 δ
(qk0 )
2
3
|∇ξ(qk0)|s
|x− qk0 |s(α+1)
dx
−
∞∑
k=k1+1
|∇ξ(qk0)|s
(( 34 )
k0δ)s(α+1)
4
3
pi
(
(
3
4
)kδ
)3)
≥3−sk0
(
2
3
vol(ω) |∇ξ(qk0)|s
∫ R1
(
3
4 )
k0δ
1
r(α+1)s
r2 dr
−|∇ξ(qk0)|sδ3−(α+1)s
4
3
pi
∞∑
k=k1+1
(
( 34 )
kδ
)3 · (( 34 )k0)−(α+1)s
)
=3−sk0 |∇ξ(qk0)|
(
2
3
vol(ω)
[
1
3− (α+ 1)sr
3−(α+1)s
]R1
(
3
4 )
k0δ
− δ3−(α+1)s 4
3
pi
( 34 )
3(k1+1)
1− ( 34 )3
)
≥
(
C˜2 − C˜3( 34 )3k1
)
δ3−(α+1)s − D˜1 > 0,
mit Konstanten C2, C3 und D1 unabha¨ngig von δ, k0, k1, sowie C2, C3 zusa¨tzlich unabha¨ngig von
R1. Ist δ > 0 hinreichend klein, so ist die eben errechnete untere Schranke positiv und man kann
die s-te Wurzel ziehen. Dies liefert
I ≥ (C2 − C3( 34 )3k1) δ 3−(α+1)ss −D1.
Der Term II ist nach oben durch eine Konstante D2 beschra¨nkt, da nach Wahl von R1 die
Integranden alle stetig auf BR1 sind. Fu¨r III erha¨lt man mittels monotoner Konvergenz als obere
Schranke:
III =
(∫
M
R1
δ
∣∣∣∣∣
∞∑
k=k1+1
3−k
(x− qk) · ∇ξ(qk0)
|x− qk|α+2
∣∣∣∣∣
s
dx
) 1
s
≤
∞∑
k=k1+1
3−k|∇ξ(qk0)|
(∫
M
R1
δ
1
|x− qk|(α+1)s dx
) 1
s
≤|∇ξ(qk0)|
4pi
(α+ 1)s− 3
(
δ3−(α+1)s
∞∑
k=k1+1
(
1
3 (
3
4 )
3−(α+1)s
)k) 1s
≤C4
(
1
3 (
3
4 )
3−(α+1)s
)k1+1 · δ 3−(α+1)ss
Zusammengefasst erha¨lt man die Abscha¨tzung:(∫
RN
|∇V · ∇ξ|s|u|s dx
) 1
s
≥cα
(
C2 − C3( 34 )3k1 − ‖∇ξ(x)−∇ξ(qk0)‖L∞(BR1 (qk0 ))C1 − C4
(
1
3 (
3
4 )
3−(α+1)s
)k1+1)
δ
3−(α+1)s
s
− cα(D1 +D2)
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Wa¨hle nun k1 groß genug und dazugeho¨rig R1. Da ξ zweimal stetig differenzierbar ist, ist ‖∇ξ(x)−
∇ξ(qk0)‖L∞(BR1 (qk0 )) beliebig klein, sofern R1 klein genug gewa¨hlt ist. Bei passender Wahl von k1
und R1 ist somit der Koeffizient vor δ positiv. Da die Ungleichung fu¨r alle δ > 0 gilt, liefert dies
den Widerspruch. 
Nach dem Unique-Continuation-Principle [JK85] folgt u0 ≡ 0 auf ganz R3. Dies liefert einen
Widerspruch dazu, dass u0 eine Eigenfunktion von T ist.
3. Hinreichende Zusatzbedingung an V
Mo¨chte man aus Theorem 1.5 das exponentielle Abklingen von Lo¨sungen der inhomogenen
Gleichung fordern ohne sta¨rkere Bedingungen an die rechte Seite zu stellen, so beno¨tigt man die
Invarianz des Definitionsbereiches des quadrierten Operators unter Multiplikation mit gewissen
Abschneidefunktionen. Genauer muss zu jedem Kompaktum (o.B.d.A zu jeder abgeschlossenen
Kugel um den Ursprung) die Existenz einer Abschneidefunktion gewa¨hrleistet sein, deren Gra-
dient sich mit den Singularita¨ten des Potentials “vertra¨gt”. Dazu beno¨tigt man ho¨here Glattheit
des Potentials auf verformten Ringen. Unter einem solchen “topologischen Ring” sei eine Teil-
menge Rk ⊂ RN derart verstanden, dass es einen C∞-Diffeormorphismus Φk : RN → RN mit
folgenden Eigenschaften gibt: Es gilt Φk(0) = 0 und Φ(B2(0) \ B˚1(0)) = Rk. Da stetige Abbildun-
gen Zusammenhangskomponenten aufeinander abbilden und Bilder kompakter Mengen kompakt
bleiben, wird der Innenteil B1(0) von B2(0)\B˚1(0) auf den Innenteil (d.h. die beschra¨nkte Zusam-
menhangskomponenten) von RN \ Rk abgebildet. Die andere Zusammenhangskomponente wird
entsprechend als Außenteil bezeichnet. Fu¨r das Potential V erhalten wir in dieser Terminologie
folgende hinreichende Bedingung, welche die Stabilita¨t des Definitionsbereichs unter zula¨ssigen
Abschneidefunktionen nach sich zieht.
Voraussetzung 2. Es existiere eine Folge topologischer Ringe {Rk}k∈N um 0 ∈ RN mit
dist(Rk, 0)→∞ (k →∞),
und glattem Rand, fu¨r die gilt: V |Rk ∈W 1,∞(Rk).
Lemma 2.11. V genu¨ge zusa¨tzlich zu den Voraussetzungen der Theoreme 1.1 und 1.5 der Vor-
aussetzung 2. Dann gibt es zu jedem Kompaktum K ⊂ RN eine Abschneidefunktion ξ ∈ C∞c (RN )
mit ξ ≡ 1 auf K und ξu ∈ D(T 2) fu¨r alle u ∈ D(T 2).
Beweis. Es sei K ⊂⊂ RN mit 0 ∈ K und k ∈ N vorgegeben, sodass K∩Rk = ∅ gilt. Definiere
ξ := Φ ◦ ξ˜ ◦ Φ−1, wobei ξ˜ ∈ C∞c (RN ) vermo¨ge ξ˜ ≡ 1 auf B1(0), und supp ξ˜ ⊆ B2(0), ξ˜ ≥ 0. Nach
der Kettenregel gilt dann supp ξ ⊆ Rk.
Da V |Rk wesentlich beschra¨nkt ist, folgt die erste Bedingung in Lemma 2.1 aus u ∈ D(T ) ⊂
H1(RN ). Die selbe Eigenschaft von V hat zur Folge, dass −∆u|Rk = (−∆u+ V u)|Rk − V u|Rk ∈
L2(Rk) gilt und demnach u|Rk ∈ H2(Rk) gilt. Fu¨r die letzte Bedingung beno¨tigt man, dass
W |Rk ∈ W 1,∞(Rk) gilt. Unter Beachtung, dass (−∆ + V )(u · ∇ξ) = −∆ξu − 2ξxx∇u + (−∆ +
V )u · ∇ξ ∈ H1(Rn) gilt, liefert die Ketten- und Produktregel aus Lemma 1.11:
∇((−∆ + V )(u · ∇ξ)) =(−∆ + V )(∇(u · ∇ξ)) +∇V · (u · ∇ξ)
=(−∆ + V )(∇u · ∇ξ) + (−∆ + V )(∆ξ · u) +∇V · (u · ∇ξ).
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Dies ist wiederum a¨quivalent zu
(−∆ + V )(∇u · ∇ξ) = ∇((−∆ + V )(u · ∇ξ))− (−∆ + V )(∆ξ · u)−∇V · (u · ∇ξ) ∈ L2(RN ).
Folglich ist auch die letzte Eigenschaft aus Lemma 2.1 erfu¨llt und es gilt: ξu ∈ D(T 2). 
Wir wollen nun das Theorem 1.5 dahingehend verallgemeinern, dass die Voraussetzung an die
Tra¨ger der Sto¨rfunktion χ und der Lo¨sung u ersetzt wird.
Theorem 2.12. Es sei u ∈ D(T ) eine Lo¨sung der Gleichung (−∆ + V )u = f und f erfu¨lle
einer der beiden folgenden Voraussetzungen:
a) e2
√
E(1+|x|2)f ∈ L2(RN ).
b) e
√
E(1+|x|2)f, e
√
E(1+|x|2)(−∆ + V )f ∈ L2(RN ) und Voraussetzung 2 ist erfu¨llt.
Es gelte ferner a < dist(0, σess(T )), und E > 0 sei so gewa¨hlt, dass
lim inf
|x|→∞
a2 − γE(x) > 0
gilt. Dann folgt: ∫
RN
e2
√
E(1+|x|2) u2 dx <∞.
Beweis. Zuna¨chst stellen wir fest, dass aufgrund der Charakterisierung des Infimums des
essentiellen Spektrums in Theorem 1.1 ein R > 0 existiert, sodass fu¨r alle φ ∈ D(T ) mit supp φ∩
BR(0) = ∅ gilt:
q(φ) ≥ a2‖φ‖2L2(RN )
Dann folgt mit Theorem 1.4, dass es zu δ > 0 mit lim inf |x|→∞ a1+δ − γE(x) > 0 ein χ gibt, sodass
fu¨r alle u ∈ D(T ) gilt:
qχ(u) ≥
(
a2
1 + δ
)
‖u‖2L2(RN ).
Wa¨hle im Fall a) ξ ∈ C∞(RN ) mit ξ ≡ 0 auf supp χ und ξ ≡ 1 fu¨r |x| > R+1 mit supp χ ⊆ BR(0).
Fu¨r die Lo¨sung u gilt dann ξ ·u = u−(1−ξ)u ∈ D(T ) nach Lemma 1.2 und ξ ·u lo¨st die Gleichung
T (ξu) = −2∇ξT∇u− u∆ξ + ξf =: f˜.
Fu¨r b) sei R > 0 so groß, dass supp χ ⊆ BR(0) gilt und Rk so gewa¨hlt, dass BR(0)∩Rk = ∅ gilt.
Wa¨hle stattdessen eine Abschneidefunktion ξ ∈ C∞(RN ) mit ξ ≡ 0 im Innenteil und ξ ≡ 1 auf
dem Außenbereich.
Man erha¨lt fu¨r die Tra¨ger: supp ξu ∩ supp χ = ∅. Ferner ist f˜ e2
√
E(1+|x|2) im Fall a) und
f˜ ∈ D(T ), sowie e
√
E(1+|x|2)f˜, e
√
E(1+|x|2)(−∆ + V )f˜ ∈ L2(RN ) im Fall b). Damit sind die
Voraussetzungen von Theorem 1.5 mit c(x) = a
2
1+δ erfu¨llt. Die Gu¨ltigkeit der Abklingrate folgt. 
Fu¨r das Resultat fu¨r die Eigenfunktion zum Eigenwert 0 liefert das Theorem mit Fall a) das
gewu¨nschte fu¨r f = 0. In diesem Fall ist die Zusatzvoraussetzung 2 nicht notwendig. Andererseits
kann man unter der Zusatzannahme 2 auch Aussagen u¨ber die Lo¨sungen der inhomogenen Glei-
chung machen. Die Abklingrate der Lo¨sung ist dann ho¨chstens so groß wie die Abklingrate der
rechten Seite. Ferner ist sie in folgendem Sinn optimal. Kennt man die spektralen Eigenschaften
des Operators, sowie eine obere Schranke fu¨r den Wert E, so kann man die Gleichung mit einer
rechten Seite betrachten, deren Abklingverhalten gerade durch e−
√
E(1+|x|2) beschrieben wird. Das
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Abklingen der Lo¨sung u der inhomogenen Gleichung ist im Allgemeinen nicht schneller als die der
rechten Seite. So gilt zum Beispiel fu¨r α ∈ (0, 1):
(−∆ + 1)(e−α
√
1+|x|2) = (1− α2(1 +O(|x|−1))e−α
√
1+|x|2 (|x| → ∞).
Das heißt, fu¨r Lo¨sungen der Gleichung
(−∆ + 1)u = (−∆ + 1)(e−α
√
1+|x|2)
ist kein schnelleres Abklingen als jenes der rechten Seite zu erwarten.

Teil II
Globale Verzweigung von
Lu¨ckeneigenwerten bei nichtlinearen
Schro¨dingergleichungen
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In diesem Abschnitt der Arbeit werden wir die Verzweigungen von Lu¨ckeneigenwerten bei
nichtlinearen Schro¨dingergleichungen untersuchen. Im Fokus stehen also Gleichungen der Form
−∆u+ V u− λu− g(x, u) = 0,(34)
wobei V ein Potential und g die (superlineare) Nichtlinearita¨t bezeichne. Dabei stehen sowohl
die Frage der Existenz von Lo¨sungen zu einem vorgegebenen Spektralparameter, als auch die
topologische Struktur der Menge der Lo¨sungspaare (λ, u) im Fokus. Im Gegensatz zum ersten Teil
der Arbeit wollen wir uns auf reellwertige Lo¨sungen beschra¨nken.
Wir stellen als na¨chstes kurz die Voraussetzungen an die Funktionen V und g vor, auf welche
wir in der Arbeit verweisen wollen. Das Potential V mo¨ge die Interpretation des Terms −∆ + V
als Wirkung eines selbstadjungierten Operators T in dem Hilbertraum der quadratintegrierbaren
Funktionen L2(RN ) erlauben. Sein Definitionsbereich T soll durch den Sobolevraum H2(RN ) gege-
ben sein, was aus der unten vorausgesetzten wesentlichen Beschra¨nktheit des Potentials folgerbar
ist. Zusa¨tzlich ist angenommen, dass das essentielle Spektrum des Operators eine Lu¨cke der Form
(−a, a) aufweist, wobei wir uns nicht darauf einschra¨nken wollen, ob diese Lu¨cke von essentiel-
lem Spektrum umgeben, oder lediglich unterhalb dessen Infimums liegt. Dass die Lu¨cke von der
speziellen Form (−a, a) ist, ist keine Einschra¨nkung, da dies durch eine spektrale Verschiebung
des Potentials erreicht werden kann. U¨berdies trete mindestens ein Eigenwert ungerader algebrai-
scher (= geometrischer) Vielfachheit in dieser Lu¨cke auf, welcher Ausgangspunkt der Verzweigung
sein wird. Zusammengefasst stellen wir also die folgenden Voraussetzungen an V sowie an den
demgema¨ß definierten linearen Schro¨dingeroperator:
Voraussetzung 3. Das Potential V , welches den linearen Schro¨dingeroperator
T : L2(RN ) ⊃ D(T )→ L2(RN ), u 7→ −∆u+ V u
definiert, genu¨ge den folgenden Voraussetzungen:
(V1) V ∈ L∞(RN ),
(V2) σ(T ) ∩ (−a, a) = {λ1, . . . , λm} ⊆ σp(T ),
wobei σp(T ) das Punktspektrum, also jene Eigenwerte mit endlicher Vielfachheit, von T bezeichne.
Die Formel (3) fu¨r den Definitionsbereich der Friedrichserweiterung in Teil I gewa¨hrleistet die
Selbstadjungiertheit von T bei der Wahl von D(T ) = H2(RN ).
Als na¨chstes beschreiben wir die fu¨r unsere Untersuchung no¨tigen Voraussetzungen an die
Funktion g. Zuna¨chst sollten sa¨mtliche Linearanteile der Schro¨dingergleichung bereits in V aufge-
fangen sein, sodass wir fu¨r g(x, ·) ein superlineares Wachstum in einer Umgebung der 0 vorausset-
zen wollen. Ferner soll g(x, ·) als stetige Abbildung von H2(RN ) nach L2(RN ) verstanden werde
ko¨nnen, was durch subkritisches Wachstum gewa¨hrleistet wird. Zusa¨tzlich beno¨tigen wir bei der
Untersuchung der Lo¨sungskontinua eine subkritische Wachstumsschranke von u 7→ ∂ug(x, u) · u,
welche mit der Behandlung mit Methoden der Variationsrechnung verwandt ist. Auf die genaue
Bedeutung dieser Bedingungen wird an der Stelle eingegangen, an der sie verwendet wird. Zusam-
mengefasst genu¨ge g der nachfolgenden
Voraussetzung 4. Es sei s ≥ 0 vorgegeben. Die Funktion
g : RN × R→ R, (x, v) 7→ g(x, v)
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genu¨ge den folgenden Voraussetzungen:
(G1) g ∈ C(RN × R,R) und g(x, ·) ∈ C2(R) fu¨r fast alle x ∈ RN .
(G2) Es gibt ε0, C > 0, sowie α <
ε0·s
2 derart, dass:
|g(x, v)| ≤ C〈x〉α|v|1+ε0 ((x, v) ∈ RN × (−1, 1)).
(G3) Falls N ≥ 4 gilt: Es gibt C > 0, p0 ∈ (1, N(N−4)+ ) und β <
(p0−1)s
2 derart, dass:
|g(x, v)| ≤ C〈x〉β |v|p0 ((x, v) ∈ RN × R).
(G4) Falls N ≥ 4 gilt: Es gibt C > 0, q0 ∈ (1,min{ N(N−4)+ − 1, 4(N−4)+ }) und ϑ <
q0s
2 derart,
dass:
|∂vg(x, v)| ≤ C〈x〉ϑ|v|q0 ((x, v) ∈ RN × R).
(G5) Es gibt γ > 2 mit
0 ≤ γ ·G(x, v) ≤ g(x, v) · v ((x, v) ∈ RN × R).
Hierbei bezeichne G(x, v) :=
∫ v
0
g(x,w) dw eine Stammfunktion von g(x, ·).
Die Bedingung g ∈ C(RN×R,R) aus (G1) kann noch weiter abgeschwa¨cht werden. Tatsa¨chlich
beno¨tigt man lediglich, dass fu¨r jede Funktion u ∈ H2(RN ) das Bild g(·, u(·)) messbar ist. Die
Wachstumsschranken (G2) und (G3) garantieren dann, dass die dadurch definierte Abbildung
zwischen gewichteten Ra¨umen stetig und kompakt ist, und (G4) liefert die entsprechende Differen-
zierbarkeit. Beispiele solcher Nichtlinearita¨ten sind g(x, u) = Γ(x)|u|p−1u fu¨r Γ ∈ L∞(RN ), Γ ≥ 0
und p ≤ p0, sowie Summen derartiger Terme. (G5) wird in der Literatur Ambrosetti-Rabinowitz
Bedingung genannt und tritt im Zusammenhang mit dem Mountain-Pass-Theorem auf. Auch bei
dessen Verallgemeinerung, dem Linking-Theorem findet man Bedingung (G5). Dabei wird die
Gleichung (34) als notwendige Bedingung fu¨r das Auftreten kritischer Punkte interpretiert (vgl.
[KS+98],[Tro12]).
Unter einer Lo¨sung der Gleichung (34) verstehen wir ein Paar aus einem (reellen) Parameter
λ und einer Lo¨sungsfunktion u aus einem Sobolevraum derart, dass die Gleichung im starken
Sinne, das heißt als Identita¨t im Lebesgueraum L2(RN ), erfu¨llt ist. Aus der intuitiven, wenn auch
nicht vo¨llig korrekten Vorstellung, dass Lo¨sungseigenschaften sich nur wenig a¨ndern, wenn die
Eingangsparameter wenig variieren, fußt dann die Motivation, den Funktionsteil der Lo¨sung als
abha¨ngig vom Parameter zu verstehen und die Lo¨sungsmenge auf Kontinua oder gar stetigen Kur-
ven zu untersuchen. Im abstrakten Kontext gibt dort der Satz u¨ber implizit definierte Funktionen
die Antwort, sofern eine partielle Ableitung des noch zu definierenden nichtlinearen Operators in-
vertierbar ist. Interessanter ist die Frage allerdings an Stellen, in denen genau diese Umkehrbarkeit
nicht gegeben ist und somit die Menge der Nullstellen dieses nichtlinearen Operators nicht mehr
als Graph einer Funktion darstellbar sind. In jenen Punkten ko¨nnen beispielsweise neue Zweige
oder Kontinua von Lo¨sungen entspringen, oder Wendepunkte auftreten. Solche Pha¨nomene, sowie
Aussagen u¨ber das Gesamtbild der Menge der Lo¨sungen sind dann Gegenstand der Bifurkations-
theorie oder Verzweigungstheorie und werden auf abstraktem Level im ersten Kapitel wiederholt.
Daru¨ber hinaus wird ein sekunda¨res Verzweigungsresultat vorgestellt, welches dem Wissen des
Autors zufolge neu ist.
Um die Anwendbarkeit der Bifurktationstheorie zu pru¨fen, muss zuna¨chst ein funktional-
analytischer Kontext geschaffen werden. Die Untersuchung auf L2(RN )-Lo¨sung ermo¨glicht es,
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die spektraltheoretischen Eigenschaften von linearen Schro¨dingeroperatoren als selbstadjungier-
te Operatoren in einem Hilbertraum zu verwenden. Man ko¨nnte den Operator auch auf H−1(RN )
definieren und als Definitionsbereich H1(RN ) wa¨hlen, was aber nicht Gegenstand dieser Arbeit
sein soll. Besondere Bedeutung kommt hierbei sogenannten Resolventenabscha¨tzungen zu, wel-
che wir unter Beru¨cksichtigung des ersten Teils dieser Arbeit auf gewichtete Ra¨ume zu erweitern
vermo¨gen. Als Resolvente wird hier, sofern existent, die Inverse eines um den Spektralparameter
verschobenen linearen Operators benannt. Die Invertierbarkeit ha¨ngt hier vom zu Grunde liegen-
den Hilbertraum ab und wird als Operator in L2(RN ), sowie auch im gewichteten Raum L2,s(RN )
untersucht. Letztere gewichtete Versionen der Lebesguera¨ume sind Bestandteil des zweiten Kapi-
tels dieses Abschnittes und werden durch Kompaktheitseigenschaften der Nichtlinearita¨t in diesen
Ra¨umen motiviert. Die Kompaktheit ist Voraussetzung des globalen Satzes von Rabinowitz 3.2.
Im dritten und Hauptabschnitt dieses Teils werden die vorgestellten Resultate auf das vor-
liegende Problem angewandt und Bedingungen an die Nichtlinearita¨t gegeben, unter welchen der
globale Bifurkationssatz von Rabinowitz angewandt werden kann. Wir werden die Existenz ei-
nes globalen Astes nichttrivialer Lo¨sungen beweisen, und Aussagen u¨ber den Parameterbereich
machen, fu¨r welche Lo¨sungen existieren. Ferner geben wir Normschranken fu¨r den Lo¨sungszweig
an.
Die bisherigen Arbeiten zur Untersuchung von globalen Verzweigungspha¨nomenen bei Schro¨din-
geroperatoren lassen sich prinzipiell in die folgenden drei Techniken einordnen:
a) Anwendung des globalen Verzweigungssatz von Rabinowitz,
b) Nachweis des Entspringens eines Lo¨sungszweiges mittels lokalem Verzweigungssatz von
Crandall und Rabinowitz und anschließender Pfadverfolgung,
c) Existenzbeweis von Lo¨sungen fu¨r einen festen Parameter und anschließend Abscha¨tzung
der Normen gegen eine gegen Null konvergierende Majorante, sofern der Parameter gegen
einen festgelegten Wert konvergiert.
Fu¨r die Methode a) liegt die Schwierigkeit darin, dass der nichtlineare Operator, den man
durch Umschreiben von (34) in eine Fixpunktgleichung der Form
u = (−∆ + V − λ)−1(g(x, u))
erha¨lt, im Allgemeinen nicht kompakt ist bzw. nicht auf dem no¨tigen Parameterbereich existiert.
Denkbar wa¨re auch, das Potential nicht mit in die Bildung der Inversen mit einzubeziehen und
somit die Gleichung
(−∆ + 1)−1(−V u+ (λ− 1)u+ g(x, u)) = u
zu erhalten. In diesem Fall ist das Problem der Invertierbarkeit gelo¨st, wohingegen das Problem
der Kompaktheit durch den zusa¨tzlichen linearen Term aber eher erschwert wird. Als Ausweg
bieten sich die Anpassung des Begriffes des Abbildungsgrades an die gegebene Situation sowie die
Definition passender Lo¨sungsra¨ume an. Auf beschra¨nkten Gebieten liefert der kompakte Einbet-
tungssatz von Sobolev, Kondrachev und Rellich die Kompaktheit der Resolvente und kombiniert
mit der Beschra¨nktheit des zweiten Teils des nichtlinearen Operators die Kompaktheit von sel-
bigem. In [RS01b] wird bereits die Verwendung von gewichteten Sobolevra¨umen vorgeschlagen,
um die fehlende Kompaktheit der Resolvente zu umgehen. Dort wird die Pra¨senz von essentiellem
Spektrum als Ursache fu¨r Nichtkompaktheit genannt. Tatsa¨chlich erha¨lt man fu¨r selbstadjungier-
te Operatoren T mit rein diskretem Spektrum (das heißt nur Eigenwerte endlicher Vielfachheit
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. . . λ−2 < λ−1 < λ0 < λ1 < λ2 . . . ohne Ha¨ufungswert sind vorhanden) eine Resolvente (T − µ)−1
fu¨r µ ∈ ρ(T ), deren Eigenwerte von der Form (λk−µ)−1 sind und sich folglich ho¨chstens in 0 ha¨ufen
ko¨nnen. Daher ist die Resolvente fu¨r ein µ und damit fu¨r alle µ (vergleiche Resolventenformelen
[MB75, Theorem VI.5 und Korollar]) kompakt. Betrachtet man Schro¨dingeroperatoren mit peri-
odischen Potentialen, so ist das essentielle Spektrum durch die Existenz von (quasi-)periodischen
Lo¨sungen, sogenannter Blochwellen, charakterisiert. Multipliziert man diese mit einer geeigneten
Abschneidefunktion, so erha¨lt man eine Weyl’sche Folge. Die Blochwellen sind zwar beschra¨nkt,
jedoch nicht abklingend. Darin keimt die Hoffnung, dass die Einschra¨nkung des Schro¨dingerope-
rators auf einen gewichteten Raum das essentielle Spektrum entfernt. Allerdings ist dabei die
fehlende Symmetrie zu umgehen, und dies macht die Spektraltheorie schwierig. Wir ko¨nnen nicht
alle Effekte, die eine Wahl von gewichteten Ra¨umen hat, kontrollieren.
In [Wil97] wird die Invarianz des Gebietes unter einer Darstellung einer Untergruppe G der
orthogonalen Gruppe O(N) untersucht. Der Raum der G-invarianten Funktionen in H1(RN ) bet-
tet dann kompakt in Lp(RN ) ein, sofern p ∈ (2, 2N/(N − 2)+) und N ≥ 2 gilt. In [BDW10]
ist dies die Basis fu¨r die Anwendbarkeit des globalen Bifurkationssatzes, um die Verzweigung von
radialsymmetrischen Lo¨sungen zu beweisen. In [RS01a] werden Bedingungen fu¨r die Fredholm-
und Kompaktheitseigenschaften fu¨r semilineare Differentialoperatoren gegeben und in [RS01b]
fu¨r globale Verzweigung asymptotisch periodischer Koeffizienten angewandt. Schließlich wollen
wir die Autoren von [JLS99] erwa¨hnen, die das Maximumprinzip ausnutzen, um fu¨r Eigenwerte
unterhalb des essentiellen Spektrums die Kompaktheit des nichtlinearen Operators zu erhalten. Da
wir weder Symmetrie, Periodizita¨t, noch die Lage der Eigenwerte unterhalb des essentiellen Spek-
trums voraussetzen wollen, verstehen wir unseren Zugang, die Verwendung gewichteter Ra¨ume,
als neu.
Als Methode b), globale Verzweigung nachzuweisen, soll die Pfadverfolgung erwa¨hnt werden.
Dabei wird das Entspringen eines Zweiges lokal mit dem Satz von Crandall-Rabinowitz nachge-
wiesen. Dies beno¨tigt keine Kompaktheit. Daraufhin wird der Zweig in den Punkten, in denen
die Linearisierung invertierbar ist, mit dem Satz u¨ber implizit definierte Funktionen fortgesetzt.
Unglu¨cklicherweise wird auch hier eine Art Kompaktheit beno¨tigt, durch welche sichergestellt
werden kann, dass die Definitionsbereiche der implizit gegebenen Funktionen nicht zusammen-
schrumpfen. Hierzu sei beispielsweise auf [JS+99] und [KKP11] verwiesen, und bemerkt, dass
die Voraussetzung an das Potential sehr restriktiv sind.
Schließlich gibt es eine umfangreiche Literatur, welche sich mit der dritten Herangehensweise,
dem Nachweis von Bifurkation durch parameterabha¨ngige Abscha¨tzung der Norm von bekannten
Lo¨sungen, befasst. Die Existenz wird dabei in aller Regel mit variationellen Methoden nachgewie-
sen. Wichtige Sa¨tze sind hierbei das Mountain-Pass-Theorem, sowie dessen Verallgemeinerungen
und die Technik der Minimierung u¨ber die Nehari-Mannigfaltigkeit. Bei nichtlinearen Schro¨din-
gergleichung, deren Basis ein periodischer Operator bildet, sei auf [Tro12] verwiesen. Hier spielt
die Approximation von Lo¨sungen nahe des Randes des essentiellen Spektrums durch abgeschnit-
tene Blochwellen die Hauptrolle. Eine weitere Arbeit zu periodischen Koeffizienten ist [KS+98].
Hierbei werden Verzweigungen von Eigenwerten betrachtet, welche in einer Lu¨cke des essentiel-
len Spektrums liegen, und somit das zugeho¨rige Funktional indefinit werden lassen. Liegen die
Eigenwerte unterhalb des essentiellen Spektrums, so ist der Nachweis der Existenz von Lo¨sungen
einfacher und allgemeinere Potentiale ko¨nnen betrachtet werden.
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Neben den Verzweigungen von L2(RN )-Lo¨sungen auf dem Ganzraum sind bei periodischen
Koeffizienten die Verzweigung von Blochwellen interessant. Dazu wird die Gleichung auf der Pe-
riodizita¨tszelle mit quasiperiodischen Randbedingungen betrachtet. In [DU16] wird damit die
Existenz nichtlinearer Blochwellen fu¨r die Gross-Pitaevskii-Gleichung auf dem Ganzraum mit pe-
riodischen Koeffizienten nachgewiesen. Dies sind endliche Linearkombinationen quasiperiodischer
Funktionen und somit nicht quadratintegrierbar. Daru¨ber hinaus werden asymptotische Darstel-
lungen dieser Lo¨sungen berechnet.
Fu¨r die im Folgenden vorgestellte Methode zum Nachweis von Verzweigung von Lo¨sungen
im Hilbertraum stellen wir keine zusa¨tzlichen Voraussetzungen an die Struktur an das Potential,
welche u¨ber das Generieren der spektralen Eigenschaften der Linearisierung hinausgehen.

KAPITEL 3
Bifurkationstheorie
Bei der Bifurkationstheorie befasst man sich mit Lo¨sungseigenschaften von (nichtlinearen)
Gleichungen, welche von einem Parameter abha¨ngen. Ha¨ngen die Seiten der Gleichung stetig vom
Parameter ab, so erwartet man intuitiv auch eine stetige Abha¨ngigkeit der Lo¨sung oder der Lo¨sun-
gen von diesem Parameter. In der Tat gibt es aber gewisse Grenzen, welche beim Durchlaufen des
Parameters die Lo¨sungstheorie der Gleichung grundlegend vera¨ndern. Ist beispielsweise fu¨r alle
Parameter unterhalb einer Grenze die Gleichung alleinig durch die triviale, also die Nulllo¨sung
erfu¨llt, so ko¨nnte dennoch jenseits dieser Grenze nichttriviale Lo¨sungen auftreten. Auch die Frage
der Stabilita¨t der Lo¨sungen muss nach dem U¨bertritt neu gestellt werden.
Tatsa¨chlich legt die Untersuchung des folgenden polynomiellen Nullstellenproblems
F (λ, x) = x3 − λx = 0 in R× R
viele der angesprochenen Eigenschaften offen. Fu¨r nichtpositive Parameter λ hat die Gleichung die
eindeutige Lo¨sung x = 0, wohingegen im Fall λ > 0 zusa¨tzlich zur erstgenannten die beiden Lo¨sun-
gen ±√λ zur Lo¨sungsmenge hinzugefu¨gt werden mu¨ssen. Daru¨ber hinaus ko¨nnen diese Lo¨sungen
als kritische Punkte des zugeho¨rigen nichtlinearen Funktionals
Iλ : R× R→ R, (λ, x) 7→ 1
4
x4 − 1
2
λx2
interpretiert werden. Fu¨r nichtpositive Parameter hat Iλ genau ein globales Minimum in x = 0,
wohingegen dieses fu¨r λ > 0 zum lokalen Maximum wird und zusa¨tzlich in ±√λ globale Minima
auftreten. Insofern hat sich bei U¨berquerung von λ = 0 auch die Stabilita¨t gea¨ndert. In der Tat
ist ein Stabilita¨tswechsel im Allgemeinen notwendigerweise ein U¨berschreiten eines Eigenwerts der
Null, wenn sich der Parameter a¨ndert und ist unter gewissen Voraussetzungen auch hinreichend
fu¨r Bifurkation.
Die Untersuchung dieses einfachen Beispiels liefert Indizien fu¨r eine weitere Eigenschaft in
Verbindung mit Verzweigungspha¨nomenen. Parametrisiert man den Ast nichttrivialer Lo¨sungen
nach Bogenla¨nge (dadurch wird die Ableitung fu¨r s = 0 nichttrivial sein)
R→ R2, s 7→
 1√s2+s4 (s2, s) s 6= 00 s = 0 ,
und setzt man dies in die Gleichung ein, so erha¨lt man fu¨r alle s ∈ R:
F ( 1√
s2+s4
s2, 1√
s2+s4
s) = 0.
Differenzieren und auswerten in s = 0 liefert dann
DF (0, 0)[(0, 1)] = 0
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und somit ∂xF (0, 0) = 0. Folglich kann der Satz u¨ber implizit definierte Funktionen in diesem
Punkt nicht angewandt werden, um die Lo¨sungsmenge in einer Umgebung des Punktes eindeutig
durch eine nach λ parametrisierte Kurve darzustellen. In ho¨heren Dimensionen oder allgemeinen
Banachra¨umen la¨sst sich dies in die Nichtinvertierbarkeit der Linearisierung in der trivialen Lo¨sung
u¨bersetzen, was zu einer notwendigen Bedingung fu¨r Verzweigung in diesem Punkt fu¨hrt.
Weitere Beispiele fu¨r Bifurkation sind Eigenwertprobleme linearer Operatoren. Auch im end-
lichdimensionalen Fall liefert die Gleichung
Ax− λx = 0 in RN
fu¨r eine symmetrische Matrix A ∈ RN×N ein Bifurkationsproblem. Das notwendige Kriterium
heißt in diesem Fall ker(A − λ) 6= {0}, was durch die Notation von Eigenwerten charakterisiert
wird. Neben der trivialen Lo¨sung x = 0 hat die Gleichung, sofern λ ein Eigenwert mit Eigenvektor
v ∈ RN ist, eine Schar von nichttrivialen Lo¨sungen der Form {(0, tv)}t∈R.
Im vorliegenden Kapitel sollen nun lokale und globale Verzweigungssa¨tze gegeben werden,
welche im Fall analytischer nichtlinearer Operatoren weitere Spezifizierungen der Lo¨sungsmen-
ge zulassen. Diese Resultate sind keinesfalls neu und ko¨nnen in [Kie06] nachgelesen werden. Im
Anschluss geben wir ein eigenes Resultat fu¨r sekunda¨re Verzweigung von einem nicht differenzier-
baren Zweg. Da bisherige Sa¨tze zur sekunda¨ren Bifurkation auf der Glattheit des Lo¨sungszweiges
beruhen, um das Problem auf die Verzweigung von der trivialen Lo¨sung zuru¨ckzufu¨hren, erscheint
das hier gegebene Resultat neu.
1. Lokale und globale Resultate
In diesem Abschnitt soll das allgemeine Verzweigungsproblem formuliert werden und zwei
grundlegende Resultate, der lokale Verzweigungssatz von Crandall und Rabinowitz [CR71] und
der globale Satz von Rabinowitz [Rab71] zitiert werden. Obgleich fu¨r die Beweise dieser beiden
Sa¨tze auf andere Literatur verwiesen werden soll, geben wir doch an jenen Stellen Ideen, welche
spa¨ter fu¨r die eigenen Resultate aufgegriffen werden sollen.
Es seien X,Y Banachra¨ume und es existiere eine stetige Einbettung X ↪→ Y . Bezeichne I ⊆ R
ein offenes Intervall und F : I ×X → Y sei eine stetig differenzierbare Abbildung. Ein abstraktes
Verzweigungsproblem ist dann von der Form
F (λ, u) = 0 in Y.
Grundlegend fu¨r die Frage der Auflo¨sbarkeit solcher Gleichungen zum Beispiel nach u ist der Satz
u¨ber implizit definierte Funktionen. Die Glattheit des nichtlinearen Operators F wird dabei an die
Lo¨sungskurve λ 7→ uλ vererbt. Dies gilt auch fu¨r Analytizita¨t (siehe z.B. [BT16, Theorem 4.5.4]).
Um Verzweigung zu untersuchen, stehen Punkte (λ, u) ∈ I ×X im Fokus, in denen die Linearisie-
rung ∂uF (λ, u) einen nichttrivialen, endlichdimensionalen Kern hat. Solche Punkte sollen fortan
degenerierte Punkte genannt werden. Ist zusa¨tzlich der Kern eindimensional, so sprechen wir von
einfach degenerierten Punkten. Um den Satz u¨ber implizit definierte Funktionen in einer Umge-
bung solch eines degenerierten Punktes anwenden zu ko¨nnen, nutzt man Projektionen, um die
Gleichung in einen Anteil entlang des Kernes der Linearisierung und einen Anteil im Komplement
aufzuteilen. Im Komplement ist der Satz u¨ber implizit definierte Funktionen anwendbar. Auf diese
Weise ist das Problem auf ein endlichdimensionales zuru¨ckgefu¨hrt (Lyapunov-Schmidt-Reduktion).
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Wir geben das entsprechende Resultat fu¨r analytische Operatoren im folgenden Kapitel mitsamt
einiger Identita¨ten fu¨r die Ableitungen der implizit definierten Funktionen.
Wir untersuchen nun Verzweigungen von der Menge der trivialen Lo¨sungen und nehmen dazu
an, dass F (λ, 0) = 0 gilt, fu¨r alle λ ∈ I. Die Menge aller nichttrivialen Lo¨sungen bezeichnen wir
mit
S := {(λ, u) ∈ I ×X : u 6= 0, F (λ, u) = 0}.
Unter einem Zweig oder Ast verstehen wir eine abgeschlossene, zusammenha¨ngende, nichtleere
Teilmenge von S . Werden sekunda¨re Bifurkationen, das heißt Verzweigungen von einem Zweig
nichttrivialer Lo¨sungen untersucht, so ko¨nnen wir dies wie folgt in ein Bifurkationsproblem von der
trivialen Lo¨sung zuru¨ckfu¨hren. Dabei ist vorauszusetzen, dass der Zweig eine stetig differenzierbare
Kurve ist. Dies folgt zwar in allen nichtdegenerierten Punkten, ist jedoch nicht notwendigerweise
im zu untersuchenden, degenerierten Punkt gegeben. Ist eine differenzierbare Kurve R ⊃ J →
I × R, t 7→ (λ(t), u(t)) von Lo¨sungen gegeben, das heißt, es gelte F (λ(t), u(t)) = 0 fu¨r alle t ∈ J ,
so definiert man den nichtlinearen Operator
F˜ (t, u) := F (λ(t), u(t) + u).
Dann ist jeder Punkt der Menge {(t, 0) : t ∈ J} eine Lo¨sung von F˜ (t, u) = 0 und jede sekunda¨re
Bifurkation von der genannten Lo¨sungskurve der Gleichung F (λ, u) = 0 ist eine Bifurkation von der
trivialen Lo¨sungskurve zu F˜ (t, u) = 0. In diesem Sinne kann man sich bei der Bifurkationstheorie
auf solche von der trivialen Lo¨sung beschra¨nken.
Mo¨chte man Bifurkation im Punkte (λ0, 0) beweisen, so beno¨tigt man zusa¨tzlich zur einfachen
Degeneriertheit des Punktes eine gewisse Transversalita¨tsbedingung, welcher zum Beispiel durch
die Forderung der Existenz von ∂2λuF (λ0, 0) und ∂
2
λuF (λ0, 0)[w0] /∈ Im(∂uF (λ0, 0)) genu¨ge getan
ist. Dabei ist der Kern der Linearisierung durch ker(∂uF (λ0, 0)) = [w0] gegeben und das Bild ist
mit Im bezeichnet. Trivialerweise kann man keine Bifurkation erwarten, wenn die Gleichung gar
nicht von λ abha¨ngt, auch wenn die Ableitung nach u einen nichttrivialen Kern besitzt. Ebenso
verhielte es sich, wenn man in dem einfachen Beispiel x3 − λx = 0 den Parameter durch −λ2
ersetzt, folglich die Gleichung x3 + λ2x = 0 betrachtet. Auch wenn die Linearisierung in (0, 0)
durch 0 gegeben ist, und somit R im Kern der Abbildung liegt, so besitzt die Gleichung einzig die
triviale Lo¨sung fu¨r alle λ ∈ R.
Die urspru¨ngliche Version des lokalen Bifurkationssatzes lautet wie folgt:
Theorem 3.1 (Crandall-Rabinowitz,[Kie06], Theorem I.5.1). Es seien X,Y Banachra¨ume
und V eine Umgebung von 0 ∈ X, sowie I ⊆ R ein offenes Intervall und λ0 ∈ I. Die Funktion
F : I × V → Y
habe die folgenden Eigenschaften:
a) F (λ, 0) = 0 fu¨r alle λ ∈ I.
b) Die partiellen (Fre´chet-)Ableitungen ∂uF, ∂λF, ∂
2
λuF existieren und sind stetig.
c) ker(∂uF (λ0, 0)) ist eindimensional und Im(∂uF (λ0, 0)) hat endliche Kodimension.
d) ∂2λuF (λ0, 0)[w0] /∈ Im(∂uF (λ0, 0)), wobei ker ∂uF (λ0, 0) = [w0] gilt.
Dann gilt folgende Aussage: Ist Z ein beliebiges Komplement von ker(∂uF (λ0, 0)) in X, so gibt
es eine offene Umgebung U von (λ0, 0) in I × X, ein Intervall (−T, T ) und stetige Funktionen
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λ : (−T, T )→ I und ψ : (−T, T )→ Z mit λ(0) = λ0 und ψ(0) = 0 derart, dass gilt:
F−1(0) ∩ U = {(λ(t), tw0 + ψ(t)), t ∈ (−T, T )} ∪ {(t, 0) : (t, 0) ∈ U}.
Gilt zusa¨tzlich F ∈ C2(I × V,X), so ist die Lo¨sungskurve (λ(t), tw0 + ψ(t)) differenzierbar
(siehe [Kie06]). Sind ferner X,Y Hilbertra¨ume, so ko¨nnen die Projektionen auf [w0] als Ortho-
gonalprojektion gewa¨hlt werden, um die Rechnung zu vereinfachen. Im Allgemeinen kann man
auf die Fre´chet-Differenzierbarkeit nicht verzichten. Ein entsprechendes Beispiel, bei welchem in
einem Eigenwert des linearen Teils der Gleichung (im entsprechend verallgemeinerten Sinn) keine
Verzweigung auftaucht, sowie die Untersuchung von Kriterien fu¨r Bifurkation von nichtlinearen
Gleichung ohne die Fre´chet-Differenzierbarkeit ist in [Stu14] zu finden. Spa¨ter wird das Resultat
auf Gleichung (34) angewandt. Die Tatsache, dass der Parameter λ als spektraler Shift in der
Gleichung auftaucht, erlaubt es den Teil c) in der Voraussetzung von 3.1 umzuformulieren. Man
ersetzt die Bedingung c) dadurch, dass λ ein einfacher Eigenwert der Linearisierung in der trivia-
len Lo¨sung ist. Die Linearisierung in der trivialen Lo¨sung ko¨nnen wir als einen selbstadjungierten
Operator im Hilbertraum verstehen. Jene Selbstadjungiertheit macht die Voraussetzung u¨ber die
Kodimension des Bildes u¨berflu¨ssig, da dies automatisch folgt. Ferner ist die Eigenschaft d) auch
erfu¨llt, da ∂2λuF (λ, u) = −I ∈ L(X,Y ) ist.
U¨ber den Ursprung von Verzweigungsa¨sten hinaus ist man nun daran interessiert, wie solche
Zweige weiter verlaufen. Mo¨gliche Szenarien wa¨ren eine Nichtfortsetzbarkeit, sowie auch Divergenz
ins Unendliche. Dabei kann sowohl der Parameterbereich des Zweiges unbeschra¨nkt sein, als auch
die Norm im Banachraum X divergieren. Weiter ist ein Zuru¨cklaufen oder ein Zusammenlaufen
mit einem anderen Ast denkbar. Hat der Bereich, in welchem man nach Lo¨sungen sucht, einen
Rand, so ist es auch mo¨glich, dass die Lo¨sungskurve in diesen hineinla¨uft.
Der globale Verzweigungssatz von Rabinowitz liefert hier ein komplettes Bild. Der Nachteil
ist, dass er die folgende spezielle Form des nichtlinearen Operators voraussetzt:
F (λ, u) = u+ f(λ, u),
mit einer kompakten Abbildung f : I × X. Der Satz wird unter Verwendung des Index von
Leray und Schauder (siehe [Kie06]) formuliert, welcher fu¨r lineare Operatoren der Bauart I +K
mit einem kompakten Operator K einer leicht zu berechnenden Formel folgt. Es seien dazu die
negativen Eigenwerte von I + K mit µ1, . . . , µl bezeichnet und die entsprechenden algebraischen
Vielfachheiten seien m1, . . . ,ml. Eigenwerte kompakter Operatoren ha¨ufen sich ho¨chstens in 0.
Das heißt, die Eigenwerte von I + K ha¨ufen sich ho¨chstens in 1. Damit gibt es nur endlich viele
negative Eigenwerte. Der Index ist in diesem Fall gegeben durch
ind(I +K) = (−1)m1+...+ml .
Wir geben nun eine leicht modifizierte Version des globalen Bifurkationssatzes in [CR71]. Der
Operator, welchen wir spa¨ter definieren wollen, ist nicht auf dem gesamten Parameterbereich,
sondern lediglich auf einem beschra¨nkten Intervall, definiert. Dies a¨ndert am Beweis nichts, da
dort lokal um den als beschra¨nkt angenommenen Zweig von Lo¨sungen argumentiert wird.
Theorem 3.2. Es sei Ω ⊂ R×X offen und die Funktion
f : Ω→ X, (λ, u) 7→ f(λ, u)
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sei stetig und Fre´chet-differenzierbar in u mit ∂uf(·, u) ∈ C(R, L(E,E)). Fu¨r jede beschra¨nkte,
abgeschlossene Teilmenge A ⊂ Ω sei f |A : A→ E kompakt. Betrachte die Gleichung
F (λ, u) := u+ f(λ, u) = 0.
Wechselt der Index von ∂uF (λ, 0) in λ0 das Vorzeichen, so gilt fu¨r jene Zusammenhangskompo-
nente Cλ0 von S , welche (λ0, 0) entha¨lt, eine der folgenden Alternativen:
a) ∃λ˜ 6= λ0 : (λ˜, 0) ∈ Cλ0 .
b) dist(Cλ0 , ∂Ω) = 0.
Der Vorzeichenwechsel des Indexes ist formal beschrieben durch die folgende Aussage: Es gibt
ein ε > 0, sodass ind(I + ∂uf(λ1, ·), 0) 6= ind(I + ∂uf(λ2, ·), 0) fu¨r alle λ1 ∈ (λ0 − ε, λ0) und
λ2 ∈ (λ0, λ0 + ε).
Eine Verscha¨rfung des globalen Verzweigungssatzes wird unter der Voraussetzung der Ana-
lytizita¨t des nichtlinearen Operators ermo¨glicht. Die Autoren Buffoni und Toland beweisen in
Ihrer “Analytic Bifurcation Theory” [BT16] eine entsprechende Version. Um einzusehen, dass
ihre Resultate auch im vorliegenden Problem Anwendung findet, kla¨ren wir eingangs die Frage
der Analytizita¨t. In der Terminologie halten wir uns in diesem Abschnitt an die von den Autoren
vorgeschlagene.
Definition 3.3. Es sei U ⊆ X eine offene, zusammenha¨ngende Teilmenge eines Banach-
raums X, sowie Y ein weiterer Banachraum. Eine Funktion F : U → Y heißt analytisch im
Punkt x0 ∈ X, falls stetige und symmetrische multilineare Abbildungen mk : Xk → Y , (k ∈ N),
sowie ein r > 0 und m0 ∈ Y existieren, sodass gilt:
sup
k∈N
rk‖mk‖(Xk→Y ) = M <∞,
und fu¨r alle x ∈ X mit ‖x− x0‖X < r gilt:
F (x) =
∞∑
k=0
mk[x− x0, . . . , x− x0︸ ︷︷ ︸
k Eintra¨ge
].
Entsprechend heißt F analytisch, falls F analytisch in x0 ist fu¨r jedes x0 ∈ U .
Die Konvergenz der Potenzreihe ist in der Norm von Y zu verstehen und die Cauchykonver-
genz beweist man durch Abscha¨tzung gegen eine geometrische Reihe. Der analytische Bifurka-
tionssatz macht nun zusa¨tzlich Aussagen u¨ber die Verteilung der degenerierten Punkte entlang
eines (ausgewa¨hlten) Pfades. Hier findet sich die Eigenschaft des Nichtha¨ufens von Nullstellen bei
analytischen Funktionen wieder.
Theorem 3.4 (Analytischer Bifurkationssatz, [BT16], Theorem 9.1.1). Es seien die Bezeich-
nungen wie im globalen Bifurkationssatz 3.2. Sei zusa¨tzlich f bzw. F eine analytische Funktion.
Dann gilt:
(1) Es gibt eine stetige Kurve [0,∞) → Ω, t 7→ (λt, ut) in Cλ0 , fu¨r die gilt: Entweder
lim
t→∞dist((λt, ut), ∂Ω) = 0, oder es existiert T > 0 mit (λt+T , ut+T ) = (λt, ut) fu¨r al-
le t ∈ [0,∞).
(2) Die Menge {t ≥ 0 : Ker(∂uF (λt, ut)) 6= {0}} hat keine Ha¨ufungswerte.
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(3) In jedem Punkt dieser Kurve gibt es lokal eine analytische Umparametrisierung in fol-
gendem Sinne: Zu jedem t∗ ∈ (0,∞) existiert eine Funktion ρ : (−1, 1) → (0,∞) mit
ρ(0) = t∗ derart, dass die Abbildung
(−1, 1)→ Ω, t 7→ (λρ(t), uρ(t))
analytisch ist. Daru¨ber hinaus kann λ als Funktion von t injektiv auf (t∗ − ε, t∗] und
[t∗, t∗ + ε) gewa¨hlt werden, sofern ε > 0 hinreichend klein gewa¨hlt ist. In t∗ = 0 erha¨lt
man a¨hnliche Eigenschaften auf rechtsseitige Umgebungen.
Bemerkung 3.5. (1) Aus der letzten Eigenschaft folgt nicht, dass Cλ0 glatt ist (im Sin-
ne von Mannigfaltigkeiten), da die Ableitung der Umparametrisierung verschwinden kann
und somit nicht notwendigerweise Glattheit folgt. Beispielsweise kann die Lo¨sungskurve
der Gleichung (y− x)2 − x3 = 0 durch die analytische Parametrisierung t 7→ (t2, t2 + t3)
gegeben werden, ohne dass die dadurch definierte Menge eine differenzierbare Mannigfal-
tigkeit ist.
(2) Die Injektivita¨t auf halbseitigen Umgebungen la¨sst ein “Zuru¨cklaufen” des Astes wie Glei-
se in einem Kopfbahnhof (siehe z. B. Stuttgart bis mindestens 2025) zu.
2. Sekunda¨re Bifurkation von Zweigen mit Knick
Wie im vorhergehenden Abschnitt gesehen, ko¨nnen selbst bei analytischen Funktionen Punkte
auftreten, in denen der Zweig in gewisser Weise zuru¨ckla¨uft. Als notwendiges Kriterium hat sich
dabei herausgesellt, dass in solchen Punkten eine nichtinvertierbare Linearisierung auftritt. Wir
wollen in diesem Teil hinreichende Bedingungen geben, dass in diesen Punkten zusa¨tzlich sekunda¨re
Verzweigung auftritt.
Im Falle regula¨rer Kurven (das heißt, differenzierbar und die Ableitung ist nirgends 0) ko¨nnen
sekunda¨re Bifurkationen auf ein Verzweigungsproblem von der trivialen Lo¨sung zuru¨ckgefu¨hrt wer-
den. Hat man eine Parametrisierung des Lo¨sungszweiges der Form (λ(t), u(t)) und einen Punkt
(λ(0), u(0)) =: (λ0, u0), in welchem Verzweigung nachgewiesen werden soll, so definiert man sich
die nichtlineare Abbildung F˜ (t, u) := F (λ(t), u + u(t)) und betrachtet dort entsprechende Bifur-
kation von der trivialen Lo¨sung.
Bei nichtregula¨ren, differenzierbaren Kurven verschwinden die Ableitungen in 0, was ein
Zuru¨cklaufen unter der Voraussetzung der Analytizita¨t u¨berhaupt erst ermo¨glicht. Das hat zur
Folge, dass die gemischte Ableitung ∂2λuF˜ in (λ0, u0) die Nullabbildung ist. Der lokale Verzwei-
gungssatz von Crandall-Rabinowitz ist somit nicht direkt anwendbar.
Im Folgenden werden wir den Beweis dieses lokalen Verzweigungssatzes modifizieren, um se-
kunda¨re Verzweigungen zu beweisen. Der Beweis wird ha¨ppchenweise geliefert und anschließend
zusammengefu¨gt. Wir beginnen mit der Lyapunov-Schmidt-Reduktion (vergleiche z. B [Kie06]):
Lemma 3.6. Es sei F : (−a, a) × X → X ein analytischer Operator in einem Hilbertraum
X. Ferner sei ∂uF (λ0, u0) ein selbstadjungierter Operator mit ker(∂uF (λ0, u0)) = [w0]. Sei weiter
P : X → [w0] die orthogonale Projektion auf den Kern.
Dann gibt es eine Umgebung (−δ + λ0, δ + λ0)× {tw0 : t ∈ (t0 − ε, t0 + ε)} × V von (λ0, u0)
mit offenen Umgebungen (−ε, ε) von t0 := 〈u0, w0〉X und V von (1−P )u0, sowie eine analytische
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Abbildung ψ : (−δ + λ0, δ + λ0)× (t0 − ε, t0 + ε)× V → [w0]⊥, sodass die Gleichung F (λ, u) = 0
auf (−δ + λ0, δ + λ0)× {tw0 : t ∈ (t0 − ε, t0 + ε)} × V a¨quivalent ist zu ψ(λ, t) = (1− P )u.
Beweis. Die Gleichung F (λ, u) = 0 ist a¨quivalent zum System
PF (λ, tw0 + z) = 0,
(1− P )F (λ, tw0 + z) = 0,
wobei z = (1−P )u ∈ [w0]⊥ und t = 〈u,w0〉X ist. Definiere dann G : (−a, a)×R× [w0]⊥ → [w0]⊥
durch G(λ, t, z) = (1−P )F (λ, tw+ z). Dann ist G analytisch, da die Projektion P endlich dimen-
sional ist. Mittels t0 = 〈u0, w0〉X und z0 := (1− P )u0 gilt G(λ0, t0, z0) = 0 und ∂zG(λ0, t0, z0) =
(1−P )∂uF (λ0, u0) ist bijektiv. Nach dem Satz u¨ber implizit definierte Funktionen ([BT16, Theo-
rem 4.5.4]) gibt es eine offene Umgebung und eine analytische Funktion ψ wie behauptet. 
Korollar 3.7. Fu¨r (λ, t) ∈ (−δ + λ0, δ + λ0)× (t0 − ε, t0 + ε) und u = tw0 + ψ(λ, t) mit ψ
wie oben gelten folgende Identita¨ten:
a)
∂tψ(λ0, t0) = 0,
b)
∂λψ(λ, t) = −∂uF (λ, tw0 + ψ(λ, t))−1 [(1− P )∂λF (λ, tw0 + ψ(λ, t))] ,
c)
∂2λλψ(λ, t) = −∂uF (λ, tw0 + ψ(λ, t))−1
(
(1− P )∂2λλF (λ, tw0 + ψ(λ, t))
)
,
d)
∂2ttψ(λ, t) = − (∂uF (λ, tw0 + ψ(λ, t)))−1
[
(1− P )∂2uuF (λ, tw0 + ψ(λ, t))
[w0 + ∂tψ(λ, t), w0 + ∂tψ(λ, t)]
]
,
e)
∂2λ tψ(λ, t) =− ∂uF (λ, tw0 + ψ(λ, t))−1
(
(1− P )∂2λuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t)]
+ (1− P )∂2uuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t), ∂λψ(λ, t)]
)
.
Wir bemerken an dieser Stelle, dass die Invertierbarkeit von ∂u ((1− P )F ) in einer kleinen
Umgebung um (λ0, u0) erhalten bleibt. Dies ist eine Folgerung aus Lemma 3.8. Wir verstehen ferner
die Inverse DFu(λ, u)
−1 als die Umkehrabbildung der auf [w0]⊥ eingeschra¨nkten Abbildung.
Beweis. Fu¨r alle (λ, t) ∈ (−δ+λ0, δ+λ0)× (t0− ε, t0 + ε) erha¨lt man aus der Definition der
Funktion ψ in Lemma 3.6:
(1− P )F (λ, tw0 + ψ(λ, t)) = 0.
Differenziert man die Gleichung nach t bzw. λ, so erha¨lt man Formeln fu¨r die partiellen Ableitungen
von ψ:
0 =
d
dλ
(1− P )F (λ, tw0 + ψ(λ, t)) =(1− P )∂λF (λ, tw0 + ψ(λ, t))
+ ∂uF (λ, tw0 + ψ(λ, t))[(1− P )∂λψ(λ, t)].
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Da ψ(λ, t) ∈ [w0]⊥ fu¨r alle (λ, t) ∈ (−δ + λ0, δ + λ0)× (t0 − ε, t0 + ε) gilt, erha¨lt man selbiges fu¨r
die Ableitungen. Daher gilt (1− P )∂λψ(λ, t) = ∂λψ(λ, t). Folglich hat man:
∂λψ(λ, t) = − (∂uF (λ, tw0 + ψ(λ, t)))−1 [(1− P )∂λF (λ, tw0 + ψ(λ, t))] .
Analog liefert das Ableiten nach t die Identita¨t:
0 =
d
dt
(1− P )F (λ, tw0 + ψ(λ, t)) = (1− P )∂uF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t)].
Man erha¨lt ∂tψ(λ0, t0) = 0, denn in diesem Fall vereinfacht man weiter
0 = ∂uF (λ0, u0)[w0 + ∂tψ(λ0, t0)] = ∂uF (λ0, u0)[∂tψ(λ0, t0)].
Somit gilt ∂tψ(λ0, t0) ∈ [w0] ∩ [w0]⊥ und folglich gilt ∂tψ(λ0, t0) = 0. Erneutes Ableiten der
Gleichung fu¨hrt auf die folgenden Gleichungen:
0 =
d2
dλ2
(1− P )F (λ, tw0 + ψ(λ, t))
=(1− P )
(
∂2λλF (λ, tw0 + ψ(λ, t)) + 2∂
2
uλF (λ, tw0 + ψ(λ, t))[∂λψ(λ, t)]
+ ∂uF (λ, tw0 + ψ(λ, t))[∂
2
λλψ(λ, t)]
+ ∂2uuF (λ, tw0 + ψ(λ, t))[∂λψ(λ, t), ∂λψ(λ, t)]
)
.
Wie oben ko¨nnen wir umformen:
∂2λλψ(λ, t) =− ∂uF (λ, tw0 + ψ(λ, t))−1
(
(1− P )(∂2λλF (λ, tw0 + ψ(λ, t))
+ 2∂2uλF (λ, tw0 + ψ(λ, t))[∂λψ(λ, t)]
+ ∂2uuF (λ, tw0 + ψ(λ, t))[∂λψ(λ, t), ∂λψ(λ, t)]
))
=− ∂uF (λ, tw0 + ψ(λ, t))−1
(
(1− P )∂2λλF (λ, tw0 + ψ(λ, t))
)
.
Analog erha¨lt man fu¨r die u¨brigen zweiten Ableitungen:
0 =(1− P ) d
2
dλ dt
F (λ, tw0 + ψ(λ, t))
=(1− P )
(
∂2λuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t)]
+ ∂uF (λ, tw0 + ψ(λ, t))[∂
2
λ tψ(λ, t)]
+ ∂2uuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t), ∂λψ(λ, t)]
)
.
Dies ist wiederum a¨quivalent zu:
∂2λ tψ(λ, t) =− ∂uF (λ, tw0 + ψ(λ, t))−1(
(1− P )(∂2λuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t)]
+ ∂2uuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t), ∂λψ(λ, t)]
))
,
sowie
0 =(1− P ) d
2
dt2
F (λ, tw0 + ψ(λ, t))
=
(
(1− P )(∂2uuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t), w0 + ∂tψ(λ, t)]
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+ ∂uF (λ, tw0 + ψ(λ, t))[∂
2
ttψ(λ, t)]
))
.
Dies ist a¨quivalent zu:
∂2ttψ(λ, t) =− (∂uF (λ, tw0 + ψ(λ, t)))−1(
(1− P )
(
∂2uuF (λ, tw0 + ψ(λ, t))[w0 + ∂tψ(λ, t), w0 + ∂tψ(λ, t)]
))
.

Mit Hilfe der Lyapunov-Schmidt-Reduktion aus Lemma 3.6 haben wir die unendlichdimensio-
nale Gleichung in ein System zweier Gleichungen umgeschrieben. Dabei ist lokal um den degene-
rierten Punkt lediglich das eindimensionale Problem zu lo¨sen, das heißt der Anteil im Eigenraum
der linearisierten Gleichung. Der Anteil in dessen Komplement folgt mit dem Satz u¨ber implizit
definierte Funktionen. Wir schreiben nun
φ : (λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε)→ R, φ(λ, t) := 〈F (λ, tw0 + ψ(λ, t)), w0〉L2(RN ),
wobei die Variable t als t := 〈u,w0〉 verstanden werde. ε kann dabei beliebig groß gewa¨hlt werden,
sofern die Linearisierung ∂tφ(λ, t) fu¨r (λ, t) ∈ (−δ+λ0, δ+λ0)× (t0− ε, t0 + ε)\{(λ0, t0)} bijektiv
ist. Da ferner die Abbildung ψ stetig ist, ist in diesem Fall ein Blowup von u a¨quivalent zum
Blowup von t.
Wir untersuchen nun das Verhalten der Lo¨sungsmenge der reduzierten Gleichung in einer
Umgebung dieses degenerierten Punktes. Dabei geben wir erst ein Kriterium fu¨r die Existenz ver-
schiedener Folge von Lo¨sungen, die gegen den degenerierten Punkt konvergieren, falls die Funktion
zweimal stetig differenzierbar ist. Anschließend beweisen wir, dass falls die Funktion sogar analy-
tisch ist, diese Folgenglieder tatsa¨chlich bis auf endlich viele auf Zweigen liegen.
Lemma 3.8. Es sei φ : (λ0 − δ, λ0 + δ) × (t0 − ε, t0 + ε) → R zweimal stetig differenzierbar,
(λ0, t0) sei eine degenerierte Lo¨sung mit φ
′(λ0, t0) = 0 und φxx(λ0, t0) sei indefinit. Dann gibt es
zwei Graden S1 und S2 gegeben durch
Sk = {(λ0, t0) + αwk : α ∈ R} k = 1, 2
fu¨r zwei Punkte w1, w2 ∈ R2 und in jeder der Zusammenhangskomponenten von
(λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε) \ (S1 ∪ S2)
gibt es mindestens eine Folge von Lo¨sungen (λn, tn), mit
(λn, tn) 6= (λ0, t0) und (λn, tn)→ (λ0, t0) fu¨r n→∞.
Insbesondere gilt fu¨r mindestens eine dieser Folgen: λn > λ0 fu¨r alle n ∈ N.
Beweis. Die Indefinitheit der Hessematrix ist a¨quivalent dazu, dass diese einen postiven Ei-
genwert µ+ > 0 und einen negativen Eigenwert µ− < 0 hat. Die zugeho¨rigen Eigenvektoren seien
mit w+ bzw. w− bezeichnet. Nach Einschra¨nkung auf eine mo¨glicherweise kleinere Umgebung von
(λ0, t0) ko¨nnen wir abscha¨tzen:
φ((λ0, t0) + s · w+) ≥ µ
+
2
s2,
φ((λ0, t0) + s · w−) ≤ µ
−
2
s2.
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fu¨r alle s hinreichend klein. Wir setzen daher
S1 = {(λ0, t0) + αw+ : α ∈ R},
S2 = {(λ0, t0) + αw− : α ∈ R}.
Definiere nun Polarkoordinaten durch R · cos(ϕ) = λ0 + λ, R · sin(ϕ)) = t0 + t, sowie Winkel ϕ±
durch R(cos(ϕ±), sin(ϕ±)) = (λ0, t0)+w±. Ohne Beschra¨nkung der Allgemeinheit sei 0 ≤ ϕ± < pi
gewa¨hlt. Dann erha¨lt man fu¨r jedes hinreichend kleine R > 0, dass die Abbildung
τ : ϕ 7→ f((λ0, t0) +R(cos(ϕ), sin(ϕ)))
zweimal stetig differenzierbar ist. Nach dem Zwischenwertsatz (beachte τ(ϕ+), τ(ϕ+ + pi) > 0
und τ(ϕ−), τ(ϕ− + pi) < 0). gibt es Winkel ϕR1,2,3,4 mit ϕ
R
1 ∈ (ϕ+, ϕ−), ϕR2 ∈ (ϕ−, ϕ+ + pi),
ϕR3 ∈ (ϕ+ + pi, ϕ−+ pi) und ϕR4 ∈ (ϕ−+ pi, ϕ+), falls ϕ+ > ϕ− (sonst mit vertauschten Rollen von
′′+′′ und ′′−′′. und τ(ϕR1,2,3,4) = 0. Eine Wahl der Folge (λn, tn) := ((λ0, t0) + 1n (cos(ϕ
1
n
k ), sin(ϕ
1
n
k ))
liefert fu¨r jedes k = 1, 2, 3, 4 eine entsprechende Folge von Lo¨sungen. 
Im folgenden Lemma wollen wir beweisen, dass die Folgen von Lo¨sungen, deren Existenz
wir aus dem letzten Lemma ziehen, auch tatsa¨chlich auf Zweigen liegen, sofern φ analytisch ist.
Daru¨ber hinaus charakterisiert dieses Resultat die Struktur der Nullstellenmenge von analytischen
Funktionen lokal um einen (isolierten) einfach degenerierten Punkt als Knotenpunkt (das heißt
gemeinsamen Punkt) endlich vieler maximal fortgesetzter Graphen analytischer Funktionen. Unter
einem Graphen verstehen wir wie u¨blich die Menge graph(g) := {(λ, g(λ)) : λ ∈ I}. Der Graph
heißt maximal fortgesetzt, falls I := (a, b) in folgendem Sinn maximal gewa¨hlt ist: Falls
C ∩ (λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε)
die Zusammenhangskomponente von Lo¨sungen ist, welche graph(g) entha¨lt, und eine weitere Funk-
tion g˜ : I˜ → (t0 − ε, t0 + ε) existiert mit I ∩ I˜ 6= ∅ und graph(g˜) ⊆ C, dann folgt I˜ ⊆ I und
g|I˜ = g˜|I˜ . Fu¨r maximal fortgesetzte Graphen haben wir folgende Alternative:
Proposition 3.9. Es sei φ : (λ0 − δ, λ0 + δ) × (t0 − ε, t0 + ε) → R analytisch, und ∂tφ sei
invertierbar auf (λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε) \ {(λ0, t0)}. Es sei weiter
graph(g) ⊂ {(λ, t) ∈ (λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε) : φ(λ, t) = 0}
ein maximal fortgesetzter Graph einer analytischen Funktion. Dann gilt eine der beiden Alterna-
tiven:
a) (λ0, t0) ist Ha¨ufungspunkt von graph(g) und es existiert ein
(λ∗, t∗) ∈ ∂ ((λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε)) ,
sodass (λ∗, t∗) Ha¨ufungspunkt von graph(g) ist.
b) Es gibt (λ∗1,2, t
∗
1,2) ∈ ∂ ((λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε)) mit λ∗1 6= λ∗2, welche Ha¨ufungs-
punkte von graph(g) sind.
Beweis. Wir nehmen nun an, keine der beiden Alternativen tra¨fe zu. Da g(I) = g((a, b)) ⊂
(t0 − ε, t0 + ε) beschra¨nkt ist, hat die Folge {g(λn)}n∈N eine konvergente Teilfolge fu¨r jede Folge
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{λn}n∈N mit λn → a fu¨r n→∞, deren Grenzwert wir mit
c := lim
n→∞ g(λn)
bezeichnen wollen. Angenommen (a, c) ∈ (λ0−δ, λ0 +δ)×(t0−ε, t0 +ε)\{(λ0, t0)}, so ist ∂tφ(a, c)
invertierbar, φ(a, c) = 0 und der Satz u¨ber implizit definierte Funktionen liefert eine Umgebung J
von a und V von c sowie eine Funktion g˜ : J → V , sodass alle Lo¨sungen von φ(λ, t) = 0 in J × V
genau von der Form (λ, g˜(λ)) sind. Insbesondere folgt, dass graph(g|I∩J) auch von dieser Form
ist und damit graph(g|I∩J) = graph(g˜|I∩J) gilt. Somit haben wir eine Fortsetzung gefunden, was
der Maximalita¨t von I widerspricht. Gleiches gilt fu¨r die Behandlung von b, wobei wegen a < b
entweder a 6= λ0 oder b 6= λ0 gelten muss. 
Lemma 3.10. Es sei φ : (λ0 − δ, λ0 + δ) × (t0 − ε, t0 + ε) → R analytisch, und ∂tφ sei
invertierbar auf (λ0−δ, λ0 +δ)× (t0−ε, t0 +ε)\{(λ0, t0)}. Sei weiter {(λn, tn)}n∈N eine Folge mit
φ(λn, tn) = 0, und (λn, tn)→ (λ0, t0) fu¨r n→∞. Dann gibt es endlich viele maximal fortgesetzte
Graphen {Bj}mj=1 mit φ(Bj) = 0 und (λn, tn) ∈
m⋃
j=1
Bj fu¨r fast alle n ∈ N. Insbesondere existiert
(mindestens ein) j0 ∈ {1, . . . ,m} mit (λ0, t0) ∈ Bj0 .
Beweis. Aus 3.9 erhalten wir, dass jedes der Folgenglieder auf einem maximal fortgesetzten
Graphen liegt. Angenommen, es gebe unendlich viele. Dann haben diese Graphen paarweise keine
gemeinsamen Punkte in
(λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε) \ {(λ0, t0)},
da die lokale Invertierbarkeit von ∂tφ und der Satz u¨ber implizit definierte Funktionen dies ver-
bietet. Daru¨ber hinaus hat jeder dieser Graphen einen Ha¨ufungspunkt am Rand
∂ ((λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε)) .
Wa¨hlt man R0 > 0 mit
BR0(λ0, t0) ⊂ (λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε),
so gilt fu¨r jedes R ∈ (0, R0): (λn, tn) ∈ BR(0) fu¨r fast alle n ∈ N. Zu jedem dieser n betrachtet man
die stetige Funktion I → R, λ 7→ |(λ, g(λ)) − (λ0, t0)| mit I = (λn, b), falls λn ≥ λ0, I = (a, λn),
falls λn < λ0. Nach dem Zwischenwertsatz gibt es einen Punkt (λ
∗, g(λ∗)) mit
|(λ∗, g(λ∗))− (λ0, t0)| = R.
Gibt es unendlich viele verschiedene maximal fortgesetzte Graphen, so hat die analytische Funktion
[−pi, pi)→ R, ϕ 7→ φ(λ0 +R cos(ϕ), λ0 +R sin(ϕ))
unendlich viele Nullstellen und ist somit konstant 0. Da R ∈ (0, R0) fu¨r ein R0 > 0 beliebig
war, folgt, dass φ auf einer Umgebung von (λ0, t0) konstant 0 ist und aufgrund der Analytizita¨t
identisch verschwinden muss, ein Widerspruch zur Invertierbarkeit von ∂tφ auf
(λ0 − δ, λ0 + δ)× (t0 − ε, t0 + ε) \ {(λ0, t0)}.


KAPITEL 4
Gewichtete Ra¨ume und Spektraltheorie
1. Charakterisierung von gewichteten Ra¨umen
In diesem Abschnitt soll es um die Definition und die Untersuchung gewichteter Lebesgue-
und Sobolevra¨ume gehen. Als Gewicht wa¨hlen wir eine gegla¨ttete Version von Monomen, die wir
verku¨rzt durch
〈x〉 :=
√
1 + |x|2 (x ∈ RN )
schreiben wollen. Anschließend werden die Protagonisten dieses Kapitels wie folgt definiert:
Definition 4.1. Zu s ∈ R definiert man
Lp,s(RN ) := {u ∈ Lp(RN ) : 〈x〉s/pu ∈ Lp(RN )},
und entsprechend
H2,s(RN ) := {u ∈ H2(RN ) : u, |∇u|,∆u ∈ L2,s(RN )}.
Die Norm ist gegeben durch
‖u‖2L2,s(RN ) :=
∫
RN
|u|2〈x〉s dx,
sowie entsprechend
‖u‖2H2,s(RN ) := ‖u‖2L2,s(RN ) +
N∑
k=1
‖∂ku‖2L2,s(RN ) +
N∑
k,l=1
‖∂l∂ku‖2L2,s(RN )
Die Vollsta¨ndigkeit von L2,s(RN ) folgt aus der Isometrie zu L2(RN ) unter der Multiplikations-
abbildung mit 〈x〉s/2. Fu¨r den gewichteten Sobolevraum werden wir zeigen, dass −∆u ∈ L2,s(RN )
hinreichend fu¨r die Existenz der Normen der gemischten Ableitungen ist.
Eine gewichteten Variante der Sobolevra¨ume W k,p(RN ) fu¨r p 6= 2 tritt in dieser Arbeit nicht
auf. Der Leser beachte die Abgrenzung des gewichteten Raums H2,s(RN ) zum Sobolevraum der
p-ten Potenz und k-ten Ordnung, W k,p(RN ) aus dem ersten Teil der Arbeit.
Die Verwendung gewichteter Ra¨ume wird durch die fehlende Kompaktheit der Sobolev’schen
Einbettungen motiviert. Jene ist nur gegeben, wenn das Gebiet, auf welchem die Gleichung unter-
sucht wird, beschra¨nkt ist. In diesem Rahmen sind auch die superlinearen, subkritischen Abbildun-
gen, welche hier durch die Funktion g modelliert wird, kompakt. Obgleich man die Kompaktheit
dieser Abbildung in L2(RN ) verliert, so sorgt die Superlinearita¨t von g (G2) fu¨r dessen Erhalt als
Abbildung zwischen gewichteten Ra¨umen sofern s > 0 gilt.
Betrachtet man ferner die Gleichung (34) als Gleichung in L2,s(RN ) und Parameter λ in der
spektralen Lu¨cke der Linearisierung, so verliert man keine Lo¨sungen im Vergleich zur Analyse in
L2(RN ), sofern man α = β = 0 in der Voraussetzung der Nichtlinearita¨t fordert. Die Forderung an
die Lo¨sung, im gewichteten Raum zu liegen, bildet keine zua¨tzliche Einschra¨nkung. Ist u ∈ H2(RN )
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eine Lo¨sung der nichtlinearen Gleichung, so ist u im Kern des linearen Operators −∆ + V˜ − λ
in L2(RN ) mit Definitionsbereich H2(RN ). Dies la¨sst den ersten Teil dieser Arbeit Anwendung
finden. Dabei ist V˜ definiert durch V˜ = V − g˜(x, u) und g˜ : RN × R→ R definiert durch
g˜(x, v) :=

g(x,v)
v v 6= 0,
0 v = 0.
(35)
V˜ erfu¨llt Voraussetzung (V1), wie man unter Verwendung der Voraussetzung (G2) und (G3)
wie folgt sieht. Es sei u ∈ H2(RN ) eine Lo¨sung von (34). Wir zeigen, dass zu jedem ε > 0 eine
Konstante C(ε) existiert, sodass die Abscha¨tzung∫
RN
g˜(x, u) v2 dx ≤ ε‖∇v‖2L2(RN ) + C(ε)
∫
RN
v2 dx (v ∈ H1(RN ))
gilt. Zusammen mit der Tatsache, dass V der Voraussetzung (V1) genu¨gt erha¨lt man, dass auch
V˜ dieser Voraussetzung genu¨gt. Tatsa¨chlich gilt:∫
RN
|g˜(x, u)| v2 dx =
∫
{u 6=0}
g(x, u)
u
v2 dx
≤C
(∫
|u|≤1
〈x〉α|u|ε0v2 dx+
∫
|u|≥1
〈x〉β |u|p0−1v2 dx
)
.
Ohne Beschra¨nkung der Allgemeinheit nehmen wir nun an, dass ε0 ≤ p0− 1 gilt, andernfalls kann
man |u|ε0 ≤ |u|p0−1 fu¨r |u| ≤ 1 abscha¨tzen und mit einem Integral weiterarbeiten. Zusa¨tzlich
setzen wir N ≥ 4 voraus. Der Fall N ≤ 3 folgt durch Herausziehen der Supremumsnorm, falls
α = β = 0. Somit erha¨lt man:∫
RN
|g˜(x, u)| v2 dx ≤C
∫
RN
(〈x〉α|u|ε0 + 〈x〉β |u|p0−1)v2 dx
≤C‖〈x〉 αε0 u‖ε0
L2(ε0+1)(RN )‖v‖2
L
4(ε0+1)
ε0+2 (RN )
+ C‖〈x〉 βp0−1u‖p0−1
L2p0 (RN )‖v‖2
L
4p0
p0+1 (RN )
≤C‖u‖p0−1
H2,s(RN )‖v‖2
L
4(ε0+1)
ε0+2 (RN )
+ C‖u‖εH2,s(RN )‖v‖2
L
4p0
p0+1 (RN )
Man beachte, dass 4(ε0+1)ε0+2 ≤
4p0
p0+1
< 2NN−2 gelten. Ist α = β = 0, so kann man die gewichtete Sobo-
levnorm durch die ungewichtete ersetzen. In diesem Fall folgt die Behauptung durch Interpolation
und Sobolevscher Ungleichung.
Im Fall polynomiell steigender Nichtlinearita¨ten (das heißt α oder β ist gro¨ßer 0) ist es ohnehin
sinnvoll zu fordern, dass die Lo¨sungen dieses Wachstum durch Abklingverhalten kompensieren.
Die Gleichung wird dem entsprechend im gewichteten Raum H2,s(RN ) betrachtet. Hat man eine
Lo¨sung in diesem Raum gefunden, liefert die Rechnung sogar exponentiellen Abfall. Dass u ∈
H2(RN ) gilt, ist im Fall polynomiell wachsender Nichtlinearita¨ten daru¨r nicht hinreichend.
Untersucht man Lo¨sungen der nichtlinearen Schro¨dingergleichung, so hat man a priori be-
reits Informationen u¨ber das Abklingverhalten der Lo¨sungen im Falle ihrer Existenz. Dennoch
ko¨nnen wir diese Information u¨ber das Abklingverhalten nicht in vollem Umfang nutzen und ex-
ponentiell gewichtete Ra¨ume betrachten. Wir rechtfertigen diese Vorgehensweise in zwei Schritten.
Zuna¨chst wird im Teil I die Abklingrate in Abha¨ngigkeit vom Abstand des essentiellen Spektrum
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eines linearen Operators beschra¨nkt. Legt man ein exponentiell steigendes Gewicht zu Grunde,
so genu¨gen jene Lo¨sungen zu Spektralparametern nahe des Randes des essentiellen Spektrums
einer schwa¨cheren Abklingbedingung, als es das Gewicht fu¨r die Zugeho¨rigkeit zum Raum fordert.
In Folge dessen werden derartige Lo¨sungen nicht erfasst. Die Verwendung von polynomiell wach-
senden Gewichten erha¨lt in diesem Sinne die Hoffnung, sa¨mtliche Lo¨sungen, die auf einem Zweig
vermutet werden, durch Lo¨sung des Problems in einem gemeinsamen Raum zu detektieren. Ein
weiteres Problem bei der Betrachtung exponentiell gewichteter Ra¨ume tritt bei der Untersuchung
der Resolventenoperatoren auf. Polynomielle Gewichte verlieren beim Ableiten eine Potenz. Dies
legt Induktionsbeweise nahe, um die zu beweisenden Eigenschaften auf den ungewichteten Fall zu
reduzieren. Dies leisten exponentielle Gewichte nicht.
Resultierend aus Teil I gilt 〈x〉s/2u ∈ H2(RN ) fu¨r alle s ∈ R fu¨r jede Lo¨sung u der Gleichung.
Dies ist a¨quivalent, dazu, dass u ∈ H2,s(RN ) gilt, wie wir im folgenden Lemma beweisen wollen.
Lemma 4.2. Es gilt
u ∈ H2,s(RN ) ⇔ 〈x〉s/2u ∈ H2(RN ).
Beweis. Zuna¨chst berechnet man die folgenden Ableitungsterme von 〈x〉s/2. Fu¨r alle x ∈ RN
gilt: ∣∣∣∇(〈x〉s/2)∣∣∣ = ∣∣∣s
2
x〈x〉 s2−2
∣∣∣ ≤ s
2
〈x〉 s2−1,∣∣∣∆(〈x〉s/2)∣∣∣ = ∣∣∣N s
2
〈x〉 s2−2 + s
2
(s
2
− 2
)
|x|2〈x〉 s2−4
∣∣∣
≤ |s|
2
(
N +
∣∣∣s
2
− 2
∣∣∣) 〈x〉 s2−2.
(36)
Sei u ∈ H2,s(RN ), so gilt 〈x〉s/2u ∈ L2(RN ). Ferner folgt mit
|∇(〈x〉s/2u)| ≤ s
2
〈x〉 s2−1u+ 〈x〉s/2|∇u|,
dass auch ∇ (〈x〉s/2u) ∈ L2(RN ) liegt. Die L2(RN )-Norm des Gradienten kann mittels der Un-
gleichung (a+ b)2 ≤ 2(a2 + b2), (a, b ≥ 0) nach oben durch L2(RN )-Normen der Summanden der
rechten Seite abgescha¨tzt werden. Ebenfalls erha¨lt man mittels
|∆(〈x〉s/2u)| ≤|s|
2
(
N +
∣∣∣s
2
− 2
∣∣∣) 〈x〉 s2−2|u|
+
s
2
〈x〉 s2−1|∇u|+ 〈x〉s/2|∆u|,
dass auch ∆
(〈x〉s/2u) ∈ L2(RN ) liegt. Folglich gilt 〈x〉s/2u ∈ H2(RN ).
Gilt andererseits 〈x〉s/2u ∈ H2(RN ), so ist u ∈ L2,s(RN ) per Definition. Weiter gilt mit
〈x〉s/2|∇u| ≤ |∇(〈x〉s/2u)|+ s
2
〈x〉 s2−1|u|,
dass auch 〈x〉s/2|∇u| ∈ L2,s(RN ) gilt. Des Weiteren sieht man durch
〈x〉s/2|∆u| ≤|s|
2
(
N +
∣∣∣s
2
− 2
∣∣∣) 〈x〉 s2−2|u|
+
s
2
〈x〉 s2−1|∇u|+ |∆(〈x〉s/2u)|,
dass 〈x〉s/2∆u ∈ L2(RN ) gilt. 
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Eine weitere wichtige Eigenschaft fu¨r die Charakterisierung der Sobolevra¨ume im Zusammen-
hang mit dem Laplaceoperator ist das Hinreichen von −∆u, u ∈ L2(RN ) dafu¨r dass u ∈ H2(RN )
gilt. Somit braucht man keine gemischten zweiten Ableitungen zu untersuchen, um die Zugeho¨rig-
keit zum Sobolevraum zu beweisen, sondern lediglich Eigenschaften des Bildes des Operators
zu kennen. Am einfachsten sieht man dies unter Verwendung der Fouriertransformation, da Ab-
leitungsoperatoren sich nach dem Vertauschen mit dem Transformationsoperator wie Multipli-
kationsoperatoren mit Polynomen verhalten. Auf diese Weise kann man Sobolevra¨ume dadurch
charakterisieren, dass Ihre Elemente unter der Fouriertransformation in einem entsprechenden
polynomiell gewichteten Lebesgueraum liegen. Da sich Polynome nach oben durch eine Summe
derjenigen Monome mit der kleinsten und gro¨ßten Potenz abscha¨tzen lassen, kann dies wiederum
im Urbild zur Zugeho¨rigkeit der ho¨chsten und niedrigsten Ableitung im Lebesgueraum zuru¨ck
u¨bersetzt werden.
In beschra¨nkten Gebieten hat man die Fouriertransformation nicht mehr mit allen guten
Eigenschaften zur Verfu¨gung, und muss auf alternative Techniken zuru¨ckgreifen (vgl. [LU68]).
Diese basieren maßgeblich auf dem Gauß’schen Integralsatz und kommen bei der Untersuchung
gewichteter Ra¨ume auch zum Einsatz. Bis auf technische Zusatzterme, welcher der Ableitung von
Produkten geschuldet sind, erha¨lt man nun fu¨r den H2,s(RN )-Raum die selbe Charakterisierung
u¨ber das Bild des Laplaceoperators.
Proposition 4.3. Fu¨r jedes s ≥ 0 existiert ein Cs > 0, sodass die folgende Abscha¨tzung gilt:
‖uxx‖L2,s(RN ) ≤ Cs(‖∆u‖L2,s(RN ) + ‖u‖L2,s(RN )) (u ∈ H2,s(RN )).
Der Fall s = 0 ist weniger aufwendig. Fu¨r Sobevra¨ume auf dem Ganzraum folgt aus ∆u ∈
L2(RN ) bereits, dass alle (gemischten) zweiten Ableitungen in L2(RN ) liegen. Man erha¨lt Letzteres
mit der Fourier-Charakterisierung und dem Satz von Plancherel:
∫
RN
|∂i∂ju(x)|2 dx =
∫
RN
|ξiξj uˆ(ξ)|2 dξ ≤
∫
RN
∣∣∣∣12(ξ2i + ξ2j )uˆ(ξ)
∣∣∣∣2 dξ
≤
∫
RN
|ξ|2|uˆ(ξ)|2 dξ = ‖∆u‖2L2(RN )
Fu¨r s > 0 wird es etwas aufwendiger.
Beweis. Es sei φ ∈ C∞c (RN ) beliebig und R > 0 derart, dass supp (φ) ⊆ BR(0) gilt. Dann
erha¨lt man:
‖φxx‖2L2,s(RN ) = ‖∆φ‖2L2,s(RN ) −
∫
BR(0)
(∇φ · φxx −∇φ ·∆φ) · ∇〈x〉s dx,(37)
denn es gilt:
‖∆φ‖2L2,s(RN ) =
∫
BR(0)
(∆φ)2〈x〉s dx
=
∫
BR(0)
∇(∇φ ·∆φ · 〈x〉s) dx−
∫
BR(0)
∇φ · ∇(∆φ · 〈x〉s) dx
=
∫
BR(0)
∇(∇φ ·∆φ · 〈x〉s) dx−
∫
BR(0)
∇φ · (∇∆φ) · 〈x〉s dx
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−
∫
BR(0)
∇φ ·∆φ · ∇(〈x〉s) dx
=
∫
BR(0)
∇(∇φ ·∆φ · 〈x〉s) dx−
∫
BR(0)
(
N∑
k=1
∂kφ · ∂k∆φ
)
· 〈x〉s dx
−
∫
BR(0)
∇φ ·∆φ · ∇(〈x〉s) dx
=
∫
BR(0)
∇(∇φ ·∆φ · 〈x〉s) dx−
∫
BR(0)
∇
(
N∑
k=1
∂kφ · ∇∂kφ · 〈x〉s
)
dx
−
∫
BR(0)
∇φ · ∇〈x〉s ·∆φdx+
∫
BR(0)
N∑
k=1
∂k∇φ · ∇(∂kφ · 〈x〉s) dx
=
∫
BR(0)
∇(∇φ ·∆φ · 〈x〉s) dx−
∫
∂BR(0)
N∑
k=1
∂kφ · (∇∂kφ)〈x〉s · x
R
dσ
−
∫
BR(0)
∇φ · ∇〈x〉s ·∆φdx+ ‖φxx‖2L2,s(RN ) +
∫
BR(0)
∇φ · φxx · ∇〈x〉s dx
=
∫
∂BR(0)
[∇φ ·∆φ−∇φ · φxx] · x
R
〈x〉s dσ
+
∫
BR(0)
(∇φ · φxx −∇φ ·∆φ) · ∇〈x〉s dx+ ‖φxx‖2L2,s(RN ).
Da φ nach Voraussetzung einen kompakten Tra¨ger innerhalb der Kugel hat, verschwindet das
Randintegral. Weiter gilt.
‖φxx‖2L2,s(RN ) ≤C‖∇φ‖L2,s−1(RN ) · (‖φxx‖L2,s−1(RN ) + ‖∆φ‖L2,s−1(RN )) + ‖∆φ‖2L2,s(RN )
≤C‖φ‖ 12
L2,s−1(RN )‖∆φ‖
1
2
L2,s−1(RN ) · (‖φxx‖L2,s−1(RN ) + ‖∆φ‖L2,s−1(RN ))
+ ‖∆φ‖2L2,s(RN )
(15)
≤ Cη‖φ‖L2,s−1(RN )‖∆φ‖L2,s−1(RN ) +
C
2η
(‖φxx‖2L2,s−1(RN ) + ‖∆φ‖2L2,s−1(RN ))
+ ‖∆φ‖2L2,s(RN )
(15)
≤ Cηα‖φ‖2L2,s−1(RN ) +
Cη
4α
‖∆φ‖2L2,s−1(RN ) +
C
2η
(‖φxx‖2L2,s−1(RN ) + ‖∆φ‖2L2,s(RN ))
+ ‖∆φ‖2L2,s−1(RN )
≤Cηα‖φ‖2L2,s(RN ) +
(
1 +
Cη
4α
+
C
2η
)
‖∆φ‖2L2,s(RN ) +
C
2η
‖φxx‖2L2,s(RN ),
fu¨r beliebige η, α > 0, wobei in der letzten Zeile die Monotonie der L2,s(RN )-Normen in s ausge-
nutzt wird. Wa¨hlt man η > C2 , so folgt die gewu¨nschte Abscha¨tzung. 
Als na¨chstes weisen wir die Kompaktheit der Nichtlinearita¨t als Abbildung zwischen geeignet
gewa¨hlten Ra¨umen nach:
Lemma 4.4. Es sei s > 0 gegeben und g erfu¨lle Voraussetzungen (G1)- (G4). Dann ist die
Abbildung
H2,s(RN )→ L2,s(RN ), u 7→ g(·, u)
kompakt.
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Beweis. Es sei (un)n∈N eine schwach gegen u ∈ H2,s(RN ) konvergente Folge in H2,s(RN ).
Dann ist (un)n∈N beschra¨nkt. Man erha¨lt fu¨r jedes R > 0:
‖g(x, un)−g(x, u)‖2L2,s(RN ) =
∫
BR(0)
|g(x, un)− g(x, u)|2〈x〉s dx︸ ︷︷ ︸
=:I
+
∫
RN\BR(0)
|g(x, un)− g(x, u)|2〈x〉s dx︸ ︷︷ ︸
=:II
.
Nun gilt:
II ≤2
∫
RN\BR(0)
(|g(x, un)|2 + |g(x, u)|2) 〈x〉s dx
≤C
∫
RN\BR(0)∩{u≤0}
〈x〉2α+s|u|2(1+ε0) dx+ C
∫
RN\BR(0)∩{un≤0}
〈x〉2α+s|un|2(1+ε0) dx
+ C
∫
RN\BR(0)∩{u≥0}
〈x〉2β+s|u|2p0 dx+ C
∫
RN\BR(0)∩{un≥0}
〈x〉2β+s|un|2p0 dx
=C
∫
RN\BR(0)∩{u≤0}
〈x〉2α+s−(1+ε0)s(〈x〉s/2|u|)2(1+ε0) dx
+ C
∫
RN\BR(0)∩{un≤0}
〈x〉2α+s−(1+ε0)s(〈x〉s/2|un|)2(1+ε0) dx
+ C
∫
RN\BR(0)∩{u≥0}
〈x〉2β+s−p0s(〈x〉s/2|u|)2p0 dx
+ C
∫
RN\BR(0)∩{un≥0}
〈x〉2β+s−p0s(〈x〉s/2|un|)2p0 dx
≤max{(1 +R2) 12 (2β+s−p0s), (1 +R2) 12 (2α−ε0s)}
C
(
‖〈x〉s/2u‖2p0
H2(RN ) + ‖〈x〉s/2u‖
2(1+ε0)
H2(RN ) + ‖〈x〉s/2un‖2p0H2(RN ) + ‖〈x〉s/2un‖
2(1+ε0)
H2(RN )
)
Dies geht gema¨ß (G2) und (G3) fu¨r R → ∞ gegen 0 und dies gleichma¨ßig in n. Die Vorausset-
zungen gingen auch bei der Anwendung des Sobolev’schen Einbettungssatzes ein. Fu¨r den zweiten
Teil erha¨lt man mit Jensen’s Ungleichung:
I =
∫
BR(0)
|g(x, un)− g(x, u)|2〈x〉s dx ≤ (1 +R2)s/2
∫
BR(0)
|g(x, un)− g(x, u)|2 dx
=(1 +R2)s/2
∫
BR(0)
∣∣∣∣∫ 1
0
d
ds
g(x, sun + (1− s)u) ds
∣∣∣∣2 dx
≤(1 +R2)s/2
∫
BR(0)
∫ 1
0
|(∂ug)(x, sun + (1− s)u)[un − u]|2 ds dx
≤(1 +R2)s/2
∫
BR(0)
∫ 1
0
〈x〉2γ |sun + (1− s)u)|2q0 |un − u|2 ds dx
≤(1 +R2)s/2+γ
∫
BR(0)
(|un|+ |u|)2q0 |un − u|2 dx
≤(1 +R2)s/2+γ‖|un|+ |u|‖
2q0
2(q0+1)
L2(q0+1)(RN )‖|un − u|‖
2
2(q0+1)
L2(q0+1)(BR(0)
Der hintere Faktor geht gegen 0 fu¨r n → ∞, da die Einbettung von H2(BR(0)) ↪→ H2(BR(0))
kompakt ist fu¨r jedes R > 0.
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Sei nun ε > 0 vorgegeben. Wa¨hle zuna¨chst R > 0 so groß, dass II < ε2 gilt. Wa¨hle anschließend
n0 ∈ N so groß, dass fu¨r alle n ≥ n0 gilt: II < ε2 . Dann folgt fu¨r diese n ≥ n0:
‖g(x, un)− g(x, u)‖2L2,s(RN ) < ε.

Der Beweis des Lemmas baut im Wesentlichen darauf auf, dass der Sobolev’sche Einbettungs-
satz fu¨r die Funktion multipliziert mit dem Gewicht angewandt werden kann und dadurch dessen
Wachstum abgeschwa¨cht wird. Zusa¨tzlich wird beno¨tigt, dass die Ableitung des Gewichtes durch
ein Vielfaches des Gewichts selbst beschra¨nkt werden kann. Insofern kann man das Resultat auch
fu¨r zum Beispiel exponentiell wachsende Gewichte verallgemeinern.
2. Resolventenabscha¨tzungen in gewichteten Ra¨umen
Bei der Untersuchung von Bifurkationspha¨nomenen tritt als notwendige Voraussetzung fu¨r die
Entstehung eines lokalen Zweiges aus der trivialen Lo¨sung die Nichtinvertierbarkeit der Linearisie-
rung des nichtlinearen Operators in den Fokus. Wir wollen nun die spektraltheoretischen Eigen-
schaften des durch die Wirkung des linearen Schro¨dingeroperators definierten Differentialausdrucks
untersuchen, sofern wir das Regime der klassischen Lebesguera¨ume verlassen und auf gewichtete
u¨bergehen. Als ersten großen Verlust ist die fehlende Symmetrie zu bedauern. Ein Gewicht verur-
sacht bei der partiellen Integration nichtsymmetrische Zusatzterme. Dem entgegensetzen ko¨nnen
wir jedoch die Vergleichbarkeit zu dem wohl bekannten Operator auf dem ungewichteten Raum,
dessen Eigenschaften hier von Nutzen sind. Die bereits erwa¨hnten Eigenfunktionen sind exponen-
tiell abklingend und werden daher als Elemente der gewichteten Ra¨ume die Invertierbarkeit des um
den entsprechenden Spektralparameter verschobenen Operators verderben. Das Punktspektrum
des Operators auf dem gewichteten Raum beinhaltet insofern das Punktspektrum des Operators
im ungewichteten. Daru¨ber hinaus ko¨nnen wir keine Aussagen u¨ber das Verhalten des essentiellen
Spektrums treffen, wenn wir negative s zulassen. Zum Beispiel ko¨nnen im Eindimensionalen bei
periodischen Potentialen die Elemente des essentiellen Spektrums durch Blochwellen charakteri-
siert werden. Diese sind beschra¨nkt, und fu¨r s < −1 liegen sie in L2,s(R). Dadurch werden die
Blochwellen zu Eigenfunktionen und die zugeho¨rigen Elemente des Spektrums zu (eingebetteten
Eigewerten). In diesem Abschnitt setzen wir daher global s ≥ 0 voraus.
Zuna¨chst wollen wir die fraglichen Operatoren definieren. Es sei
Ts : L
2,s(RN ) ⊃ H2,s(RN )→ L2,s(RN ), Tsu := (−∆ + V )u.
Proposition 4.5. Ts ist abgeschlossen.
Beweis. Es sei {un}n∈N ⊂ H2,s(RN ) derart, dass un → u in L2,s(RN ) und Tsun → v in
L2,s(RN ) gilt. Dann gilt wegen V un → V u in L2,s(RN ) auch ∆un → −v + V u in L2,s(RN ).
Folglich konvergiert un gema¨ß Proposition 4.3 auch in H
2,s(RN ) und daher zwingend auch gegen
u. Daraus folgt u ∈ H2,s(RN ) = D(Ts) und Tsu = v. 
Wir wollen nun eine (kompakte) Sto¨rung Ws des Operators Ts definieren, welcher die Eigen-
werte aus der Lu¨cke des essentiellen Spektrums entfernt und gleichzeitig (durch ihre Kompaktheit)
das essentielle Spektrum nicht vera¨ndert. Wie eingangs erwa¨hnt stimmen die Eigenwerte in (−a, a)
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und die zugeho¨rigen Eigenfunktionen von T und Ts u¨berein. Diese seien mit λ1 ≤ . . . ≤ λm be-
zeichnet, wobei ein Eigenwert der Vielfachheit m0 auch m0-mal geza¨hlt wird. Im ungewichteten
Fall wu¨rde eine mo¨gliche Sto¨rung W0 durch
W0 : L
2(RN )→ L2(RN ), W0u = 2a
m∑
n=1
〈u, ψn〉L2(RN )ψn
realisiert. Dabei ist 2a die Breite der Lu¨cke im essentiellen Spektrum und ψn seien die normierten,
paarweise orthogonalen Eigenfunktionen zu λn zu jedem n = 1, . . . ,m. Dies fungiert als spektraler
Shift der Eigenra¨ume, auf welche die einzelnen Summanden projizieren. Entsprechend sind die
Eigenwerte des gesto¨rten Operators T +W0 in L
2(RN ) um 2a ins essentielle Spektrum oder in eine
weitere Lu¨cke verschoben. Der Operator W0 ist kompakt, da sein Bild als Linearkombination der
Eigenfunktionen endlichdimensional ist, und kann daher auf dem ganzen Raum definiert werden.
Eine leichte Modifikation der selbigen Konstruktion verspricht den gleichen Effekt im gewich-
teten Fall. Die Weite des spektralen Shifts wird durch die Konstante
Ms := a
(
m∑
n=1
‖ψn‖L2,s(RN )‖ψn‖L2,−s(RN ) + 1
)
+ |λ|
(
m∑
n=1
‖ψn‖L2,s(RN )‖ψn‖L2,−s(RN ) − 1
)
ersetzt, wohingegen der Sto¨roperator Ws gegeben ist durch
Ws : L
2,s(RN )→ L2,s(RN ), Wsu := Ms
m∑
n=1
〈u, ψn〉L2(RN )ψn,
Verwendet man die Ho¨lderungleichung ‖ψn‖2L2(RN ) ≤ ‖ψn‖L2,s(RN )‖ψn‖L2,−s(RN ), so erha¨lt
man
Ms ≥ (m+ 1)a.(38)
Daru¨ber hinaus kann die Konstante Ms (lokal) unabha¨ngig von s gewa¨hlt werden, sofern man
s ≤ s0 fu¨r ein s0 ∈ (0,∞) einschra¨nkt. Das heißt, zu jedem s0 > 0 existiert ein M > 0 mit der
Eigenschaft Ms ≤ M fu¨r alle s ∈ [0, s0]. Dazu genu¨gt es zu zeigen, dass fu¨r jede Eigenfunktion ψ
zu einem Lu¨ckeneigenwert ein C > 0 existiert, mit
‖ψ‖L2,s(RN ) · ‖ψ‖L2,−s(RN ) ≤ C (s ≤ s0).
Da die Summe in der Definition von M endlich ist und die Eigenfunktionen unabha¨ngig von s sind,
liefert das die Behauptung. Da die Eigenfunktionen exponentiell abklingen, gibt es per Definition
ein E > 0, sodass eE〈·〉ψ, eE〈·〉∇ψ ∈ L2(RN ) gilt. Somit kann man mit der Ho¨lderungleichung
abscha¨tzen:
‖ψ‖L2,s(RN ) · ‖ψ‖L2,−s(RN ) ≤ ‖eE〈·〉ψ‖2Lp(RN ) · ‖〈·〉s/2e−E〈·〉‖Lq(RN )‖〈·〉−s/2e−E〈·〉‖Lq(RN ),
wobei p−1 +q−1 = 1 gilt und p ≤ 2N(N−2)+ vorausgesetzt werden muss, woraus q ≥ NN+1 folgt. Somit
folgt die Beschra¨nktheit aus der stetigen Abha¨ngigkeit der folgenden Integrale vom Parameter s∫
RN
〈x〉sq/2e−qE〈x〉 dx
∫
RN
〈x〉−sq/2e−qE〈x〉 dx ≤ C (s ≤ s0).
Zusa¨tzlich liegt das Bild Wsu als Linearkombination aus Eigenvektoren zu Lu¨ckeneigenwerten,
welche exponentiell abfallen, in H2,s(RN ) fu¨r alle s ∈ R. Die Abbildung ist linear und aufgrund
der Endlichdimensionalita¨t des Bildes auch kompakt. Um die lokal gleichma¨ßige Beschra¨nktheit
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in s und die Inklusion des Bildes in alle polynomiell gewichteten Sobolevra¨ume zu gewa¨hrleisten,
darf der Parameter s in der Definition der Sto¨rung nicht auftauchen. Wir definieren daher
W : L2(RN )→ L2(RN ), Wu := M
m∑
n=1
〈u, ψn〉L2(RN )ψn(39)
mit der von s unabha¨ngigen Konstante M und behandeln ihn situationsabha¨ngig als Operator in
L2,s(RN ) fu¨r ein s ≤ s0.
Als kompakte Abbildung bildet W eine T -kompakte Sto¨rung des Operators T : L2(RN ) ⊃
D(T ) → L2(RN ), u 7→ −∆u + V u mit D(T ) = H2(RN ). Daraus folgt, dass T + W mit Defi-
nitionsbereich D(T + W ) = D(T ) in L2(RN ) ein selbstadjungierter Operator ist. Des Weiteren
erha¨lt man nach dem Satz von Weyl [HS96], dass das essentielle Spektrum des Operators durch
die kompakte Sto¨rung unberu¨hrt bleibt: Es gilt σess(T +W ) = σess(T ). Weiter gilt
Proposition 4.6. Es gilt (−a, a) ⊂ ρ(T +W ).
Beweis. Fu¨r alle λ ∈ (−a, a) erha¨lt man die folgenden spektrale Abscha¨tzungen: Fu¨r v ∈
[ψn : n = 1, . . . ,m]
⊥ =: U⊥ gilt:
‖(T +W − λ)v‖L2(RN ) = ‖(T − λ)v‖L2(RN ) ≥ (a− |λ|)‖v‖L2(RN ),
wohingegen fu¨r ψn, n = 1, . . . ,m gilt:
‖(T +W − λ)ψn‖L2(RN ) = ‖(λn +M − λ)ψn‖L2(RN )
=|λn +M − λ|‖ψn‖L2(RN ) ≥ (M − a− |λ|)‖ψn‖L2(RN ) (38)= (a− |λ|)‖ψn‖L2(RN ).
Fu¨r beliebiges v ∈ L2(RN ) bedient man sich des Satzes von Pythagoras und die Zerlegung
v =
m∑
n=1
〈v, ψn〉L2(RN )ψn +
(
v −
m∑
n=1
〈v, ψn〉L2(RN )ψn
)
.
Man erha¨lt:
‖(T +W − λ)v‖2L2(RN ) =
m∑
k=1
|〈(T +W − λ)v, ψn〉L2(RN )|2
+
∥∥∥∥∥(T +W − λ)
(
v −
m∑
n=1
〈v, ψn〉L2(RN )ψn
)∥∥∥∥∥
2
L2(RN )
=
m∑
k=1
(λn + 2a− λ)2︸ ︷︷ ︸
≥(a−|λ|)2
|〈v, ψn〉L2(RN )|2
+
∥∥∥∥∥(T − λ)
(
v −
m∑
n=1
〈v, ψn〉L2(RN )ψn
)∥∥∥∥∥
2
L2(RN )
≥(a− |λ|)2‖v‖2L2(RN )
Damit ist T +W injektiv und wegen λ /∈ σess(T ) auch surjektiv. Die Beschra¨nktheit der Inversen
ist ebenfalls durch diese Abscha¨tzung gewa¨hrleistet und es gilt
‖(T +W − λ)−1‖L2(RN )→L2(RN ) ≤ (a− |λ|)−1.

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In gewichteten Sobolev-Ra¨umen kann fu¨r kleine s auf die spektralen Eigenschaften des Ope-
rators im ungewichteten Raum zuru¨ckgegriffen werden. Mit dem Kompaktheitsresultat aus dem
Lemma 4.2 ist es fu¨r die Kompaktheit des nichtlinearen Operators f(λ, ·) hinreichend zu beweisen,
dass die Abbildung
Aλ,s := (−∆ + V +W − λ)−1 |L2,s(RN ) : L2,s(RN )→ H2,s(RN )
stetig ist. Dabei wird sich das maximale s, fu¨r das man noch Stetigkeit erwarten kann, als abha¨ngig
von λ herausstellen. Der Beweis der Stetigkeit la¨uft in mehreren Schritten. Zuna¨chst ist die Wohl-
definiertheit zu kla¨ren.
Lemma 4.7. Die Abbildung Aλ,s ist wohldefiniert fu¨r alle s ≥ 0. Das heißt: Fu¨r jedes u ∈
L2,s(RN ) gibt es (genau) ein w ∈ H2,s(RN ), sodass
(−∆ + V +W − λ)w = u
gilt.
Zuna¨chst zeigen wir induktiv, dass die Behauptung fu¨r alle s ≥ 1 aus der Induktionsvoraus-
setzung fu¨r s − 1 folgt und zeigen anschließend, dass die Behauptung fu¨r alle s ∈ (0, 1) gilt. Die
Behauptung gilt per Definition fu¨r s = 0 gema¨ß der Spektraltheorie selbstadjungierter Operatoren.
Damit erha¨lt man die Behauptung fu¨r alle s ≥ 0.
Beweis. Angenommen die Behauptung gelte fu¨r s− 1. Nach der Produktregel fu¨r schwache
Ableitungen 1.11 erha¨lt man fu¨r alle v ∈ H2loc(RN ):
∆(〈x〉sv) = 〈x〉s∆v + 2∇(〈x〉s) · ∇v + ∆(〈x〉s)v.(40)
Sei u ∈ L2,s(RN ), so gilt u ∈ L2,s−1(RN ) und damit w := (−∆ + V + W − λ)−1u ∈ H2,s−1(RN )
nach Induktionsvoraussetzung. Ferner folgt aufgrund der lokalen Beschra¨nktheit und Glattheit
von 〈·〉s/2, dass 〈·〉s/2w ∈ H2loc(RN ) gilt. Damit folgt nach Produktregel:
〈x〉s/2w
=(−∆ + V +W − λ)−1
[
(−∆ + V +W − λ)(〈x〉s/2w)
]
=(−∆ + V +W − λ)−1
[
〈x〉s/2u− 2(∇〈x〉s/2) · ∇w −∆〈x〉s/2w
]
.
(41)
Aus u ∈ L2,s(RN ) erha¨lt man 〈·〉s/2u ∈ L2(RN ) und damit, dass der erste Summand in der
Klammer in L2(RN ) liegt. Aus der Induktionsvoraussetzung hat man w ∈ H2,s−1(RN ), woraus
folgt:
∇w ∈ L2,s−1(RN )
und damit ist auch der zweite Summand in L2(RN ). Beim dritten Summand argumentiert man
genauso: Aus w ∈ H2,s−1(RN ) folgt
∆w ∈ L2,s−1(RN )
und damit insbesondere, dass der dritte Summand in L2(RN ) liegt. Folglich ist der gesamte Term
in der eckigen Klammer ein Element aus L2(RN ) und das Bild unter (−∆ + V +W − λ)−1 sogar
in H2(RN ). Daher ist auch die linke Seite in H2(RN ), was nach Lemma 4.2 a¨quivalent zu
w = (−∆ + V +W − λ)−1u ∈ H2,s(RN )
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ist.
Sei nun 0 < s < 1, dann sind die Funktionen x 7→ ∇〈x〉s und x 7→ ∆〈x〉s beschra¨nkt. Dann
liefert Gleichung (41) direkt (beachte (−∆ + V + W − λ)−1u ∈ H2(RN )), dass die linke Seite in
H2(RN ) liegt. Damit gilt fu¨r alle s ≥ 0:
(−∆ + V +W − λ)−1u ∈ H2,s(RN ) (u ∈ L2,s(RN )).

Anhand dieses Beweises la¨sst sich die Wahl von polynomiell steigenden Gewichten besta¨rken.
Die Abscha¨tzung der (partiellen) Ableitungen der Gewichte durch jene mit niedrigerer Potenz ist
in der Form bei exponentiell steigenden Gewichten nicht mo¨glich.
Als na¨chstes soll die Stetigkeit von Aλ,s bewiesen werden. Dazu wird noch folgendes Lemma
beno¨tigt:
Lemma 4.8. Fu¨r alle v ∈ U⊥ := [ψn : n = 1, . . . ,m]⊥ mit ‖v‖L2,s(RN ) = 1 gilt:
m∑
n=1
〈〈·〉 s2 v, ψn〉L2(RN )ψn → 0 (s→ 0, gleichma¨ßig in v).
Beweis. Nach dem Mittelwertsatz gibt es zu jedem x ∈ RN \ {0} ein η(x) ∈ (0, |x|2) mit
〈x〉s − 1 = (1 + |x|2) s2 − 1 = s
2
(1 + η(x))
s
2−1|x|2 ≤ s
2
|x|2 ·
1 s < 2(1 + |x|2) s2−1 s ≥ 2
Daraus folgt aufgrund von 〈v, ψn〉L2(RN ) = 0 fu¨r alle n = 1, . . . ,m fu¨r s < 2 (Die Abscha¨tzung fu¨r
s ≥ 2 ist uninteressant, da der Grenzwert s→ 0 betrachtet wird.):
〈〈x〉 s2 v, ψn〉L2(RN ) =
∫
RN
〈x〉 s2 v(x)ψn(x) dx
=
∫
RN
(〈x〉 s2 − 1)v(x)ψn(x) dx ≤ s
4
‖v‖L2(RN )‖ψn‖L2,2(RN ) = C
s
4
.
Damit erha¨lt man unter Verwendung des Satzes des Pythagoras fu¨r s < 2 die Abscha¨tzung:∥∥∥∥∥
m∑
n=1
〈〈·〉 s2 v, ψn〉L2(RN )ψn
∥∥∥∥∥
2
L2(RN )
=
m∑
n=1
|〈〈·〉 s2 v, ψn〉L2(RN )|2 ≤ Cm
s2
16
→ 0 (s→ 0).(42)

Lemma 4.9. Fu¨r jedes λ ∈ (−a, a) und alle s ≥ 0 ist die Abbildung
Aλ,s : L
2,s(RN )→ H2,s(RN )
stetig und linear. Ferner gibt es fu¨r alle b < a ein s(b) ∈ R, sodass fu¨r alle 0 < s < s(b) ein
C = C(s, b) > 0 (unabha¨ngig von λ) existiert, sodass gilt:
‖Aλ,s‖ ≤ C (λ ∈ [−b, b]).
Die Stetigkeit der Abbildung folgt direkt aus dem Satz u¨ber die offene Abbildung. Daraus
erha¨lt man aber keine Aussagen u¨ber die explizite Abha¨ngigkeit der Operatornorm von den Pa-
rametern s und λ, daher wird hier eine Abscha¨tzung per Hand gemacht. Wir wa¨hlen dazu die
folgende Methode, welche auch bei computerunterstu¨tzen Methoden zur Abscha¨tzung der Resol-
venten verwendet wird. Siehe zum Beispiel [Plu08].
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Beweis. Es ist zu zeigen, dass eine Konstante K > 0 derart existiert, dass
‖(−∆ + V +W − λ)u‖L2,s(RN ) ≥ K‖u‖H2,s(RN )
gilt. Dazu werden Konstanten K0,K1,K2 > 0 berechnet, sodass fu¨r alle u ∈ H2,s(RN ) gilt:
‖(−∆ + V +W − λ)u‖L2,s(RN ) ≥ K0‖u‖L2,s(RN ),
‖(−∆ + V +W − λ)u‖L2,s(RN ) ≥ K1‖∇u‖L2,s(RN ),
‖(−∆ + V +W − λ)u‖L2,s(RN ) ≥ K2‖∆u‖L2,s(RN ).
(43)
Wie oben definiert U := [ψn : n = 1, . . . ,m] den Unterraum aufgespannt durch die Eigenfunk-
tionen der Lu¨ckeneigenwerte. Da U ein abgeschlossener (weil endlich dimensionaler) Untervektor-
raum ist, hat jedes v ∈ H2(RN ) eine eindeutige Darstellung der Form v = v1 + v2 mit v1 ∈ U
und v2 ∈ U⊥. Zuna¨chst berechnet man eine Konstante, welche die erste Ungleichung in (43) fu¨r
alle v2 ∈ U⊥ erfu¨llt. Das Resultat fu¨r v1 erha¨lt man entsprechend unter Beru¨cksichtigung des
spektralen Shifts, der durch den Operator W entsteht. Fu¨r alle v2 ∈ U⊥ gilt mit Produktregel:
‖(−∆ + V +W − λ)v2‖L2,s(RN ) = ‖〈x〉s/2(−∆ + V − λ)v2‖L2(RN )
= ‖(−∆ + V − λ)(〈x〉s/2v2) + 2∇
(
〈x〉s/2
)
· ∇v2 + ∆
(
〈x〉s/2
)
v2‖L2(RN )
≥ ‖(−∆ + V − λ)(〈x〉s/2v2)‖L2(RN ) − 2‖∇
(
〈x〉s/2
)
· ∇v2‖L2(RN ) − ‖∆
(
〈x〉s/2
)
v2‖L2(RN )
Die Summanden der rechten Seite werden nun einzeln abgescha¨tzt. Als erstes werden die Abscha¨tzun-
gen fu¨r die Ableitungsterme von 〈x〉s/2 aus (36) gebraucht. Ferner beno¨tigt man die folgende
Abscha¨tzung, die mittels (42) folgt:
‖(−∆ + V − λ)(〈x〉s/2v2)‖L2(RN )
≥
∥∥∥(−∆ + V − λ)(〈x〉s/2v2 − m∑
n=1
〈〈x〉 s2 v2, ψn〉L2(RN )ψn
)
︸ ︷︷ ︸
∈V ⊥
∥∥∥
L2(RN )
−
∥∥∥(−∆ + V − λ)( m∑
n=1
〈〈·〉 s2 v2, ψn〉L2(RN )ψn
)∥∥∥
L2(RN )
≥(a− |λ|)
∥∥∥∥∥〈x〉s/2v2 −
m∑
n=1
〈〈x〉 s2 v2, ψn〉L2(RN )ψn
∥∥∥∥∥
L2(RN )
−
∥∥∥∥∥
m∑
n=1
〈〈x〉 s2 v2, ψn〉L2(RN )(λn − λ)ψn
∥∥∥∥∥
L2(RN )
(42)
≥ (a− |λ|)
(
1−
√
Cm
s
2
)
‖v2‖L2,s(RN ) − 2a
√
Cm
s
2
‖v2‖L2,s(RN ).
(44)
Als na¨chstes muss die Norm des Gradienten ‖∇v2‖L2,s(RN ) nach oben beschra¨nkt werden. Verwen-
det man die Identita¨t∫
RN
v2∇v2 · ∇〈x〉s dx = 1
2
∫
RN
∇(v22) · ∇(〈x〉s) dx = −
1
2
∫
RN
v22 ∆(〈x〉s) dx,
so erha¨lt man:
‖∇v2‖2L2,s(RN ) =
∫
RN
∇v2 · ∇v2〈x〉s dx
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=−
∫
RN
v2∇(∇v2〈x〉s) dx = −
∫
RN
v2∆v2〈x〉s dx+ 1
2
∫
RN
v22∆〈x〉s dx
≤〈v2,−∆v2〉L2,s(RN ) + s(N + |s− 2|)‖v2‖2L2,s−2(RN )
≤‖v2‖L2,s(RN )
(‖(−∆ + V − λ)v2‖L2,s(RN )
+ ‖(V − λ)v2‖2L2,s(RN ) + s(N + |s− 2|)‖v2‖L2,s(RN )
)
(15)
≤ 1
2
‖(−∆ + V − λ)v2‖2L2,s(RN )
+
(
1
2
+ ‖V − λ‖L∞(RN ) + s(N + |s− 2|)
)
‖v2‖2L2,s(RN ).
Wurzel ziehen liefert dann:
‖∇v2‖L2,s(RN ) ≤
1√
2
‖(−∆ + V − λ)v2‖L2,s(RN )
+
√
1
2
+ ‖V − λ‖L∞(RN ) +M + s(N + |s− 2|)‖v2‖L2,s(RN ).
(45)
Mit der Abscha¨tzung (36) und der Produktregel erha¨lt man:
‖(−∆ + V − λ)v2‖L2,s(RN )
≥‖(−∆ + V − λ)(〈x〉s/2v2)‖L2(RN ) − s‖∇v2‖L2,s−2(RN ) −
s
2
(
N +
∣∣∣s
2
− 2
∣∣∣) ‖v2‖L2,s−4(RN )
≥(a− |λ|)
(
1−
√
Cm
s
2
)
‖v2‖L2,s(RN ) − 2a
√
Cm
s
2
‖v2‖L2,s(RN )
− s‖∇v2‖L2,s−2(RN ) −
s
2
(
N +
∣∣∣s
2
− 2
∣∣∣) ‖v2‖L2,s−4(RN )
≥
(
a− |λ| − s
2
(
(3a− |λ|)
√
Cm+
(
N +
∣∣∣s
2
− 2
∣∣∣))) ‖v2‖L2,s(RN ) − s‖∇v2‖L2,s−2(RN ).
Daraus folgern wir mittels (45):
‖(−∆ + V − λ)v2‖L2,s(RN ) ≥
(
1 +
s√
2
)−1 (
a− |λ| − s
2
(
(3a− |λ|)
√
Cm+
(
N +
∣∣∣s
2
− 2
∣∣∣))
−s
√
1
2
+ ‖V − λ‖L∞(RN ) + s(N + |s− 2|)
)
‖v2‖L2,s(RN ),
fu¨r alle (λ ∈ (−a, a), v2 ∈ U⊥). Zu b ∈ (0, a) definieren wir K0(s) durch
K0(s) :=
(
1 +
s√
2
)−1 (
a− b− s
2
(
(3a− b)
√
Cm+
(
N +
∣∣∣s
2
− 2
∣∣∣))
−s
√
1
2
+ ‖V ‖L∞(RN ) + b+ s(N + |s− 2|)
)
.
(46)
Dann gilt fu¨r alle λ ∈ [−b, b], v2 ∈ U⊥:
‖(−∆ + V − λ)v2‖L2,s(RN ) ≥ K0(s)‖v2‖L2,s(RN ).
Beachte K0(0) = a−b > 0 und die Konstante ha¨ngt stetig von s ab. Es sei s(b) die (erste) positive
Nullstelle von K(s) (diese existiert, da K(0) > 0 und K(s)→ −∞ fu¨r s→∞), dann ist K(s) > 0
fu¨r alle 0 < s < s(b). Ferner ha¨ngt K0(s) stetig von b ab. Entsprechend erha¨lt man fu¨r v1 ∈ U
unter Verwendung der Definition von M :
‖(−∆ + V +W − λ)v1‖L2,s(RN )
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= ‖(−∆ + V − λ)v1 +M
m∑
n=1
〈v1, ψn〉L2(RN )ψn‖L2,s(RN )
≥M‖
m∑
n=1
〈v1, ψn〉L2(RN )ψn‖L2,s(RN ) − ‖(−∆ + V − λ)v1‖L2,s(RN )
=M‖v1‖L2,s(RN ) − ‖
m∑
n=1
(λn − λ)〈v1, ψn〉L2(RN )ψn‖L2,s(RN )
≥M‖v1‖L2,s(RN ) − (a+ |λ|)
m∑
n=1
‖v1‖L2,s(RN )‖ψn‖L2,−s(RN )‖ψn‖L2,s(RN )
≥ (a− |λ|)‖
m∑
n=1
〈v1, ψn〉L2(RN )ψn‖L2,s(RN )
≥ (a− b)‖v1‖L2,s(RN ).
Da diese Konstante (a − b) immer gro¨ßer ist als K0(s), gilt ‖(−∆ + V + W − λ)v‖L2,s(RN ) ≥
K0(s)‖v‖L2,s(RN ) fu¨r alle v ∈ L2,s(RN ). Fu¨r 0 < s < s(b) kann man nun unter Kenntnis von K0(s)
die beiden weiteren Konstanten K1(s), K2(s) bestimmen. Fu¨r die Abscha¨tzung von ‖∇v‖L2,s(RN )
erha¨lt man a¨hnlich der Abscha¨tzung (45):
‖∇v‖2L2,s(RN ) ≤‖v‖L2,s(RN )(‖(−∆ + V +W − λ)v‖L2,s(RN )
+ ‖(V +W − λ)v‖L2,s(RN ) + s(N + |s− 2|)‖v‖L2,s(RN ))
≤K−10
(
1 + (‖V − λ‖L∞(RN ) +M + s(N + |s− 2|))K−10
)
‖(−∆ + V +W − λ)v‖2L2,s(RN ).
(47)
Damit kann K1 := K0
√
K0 + (‖V − λ‖L∞(RN ) +M + s(N + |s− 2|))
−1
. Analog erha¨lt man fu¨r
K2:
‖∆v‖L2,s(RN ) ≤ (‖(∆ + V +W − λ)v‖L2,s(RN ) + (‖V − λ‖L∞(RN ) +M)‖v‖L2,s(RN ))
≤(1 +K−10 (‖V − λ‖L∞(RN ) +M))‖(∆ + V +W − λ)v‖L2,s(RN ).
(48)
Definiert man nun K := 1√
1
K20
+ 1
K21
+ 1
K22
> 0, erha¨lt man die gewu¨nschte Abscha¨tzung. Damit gilt
dann fu¨r s < s(b):
‖(−∆ + V +W − λ)−1‖L2,s(RN )→H2,s(RN ) ≤
1
K
Da K(s) unabha¨ngig von λ folgt auch die Gleichma¨ßigkeit. 
Wir erga¨nzen sofort folgendes Korollar aus der Berechnung von s(b). Ab sofort wollen wir
s0 :=
2√
Cm
festlegen.
Korollar 4.10. Die Abbildung b 7→ s(b) ist invertierbar, sofern s(b) < s0 gilt.
Beweis. Aus der Darstellung von K0 in (46) erkennt man
∂bK0 =
(
1 +
s√
2
)−1(
−1 + s
√
Cm
2
)
> 0
fu¨r s(b) < s0. Der Satz u¨ber implizit definierte Funktionen liefert dann die Auflo¨sbarkeit in jeder
Umgebung des Tupels (b, s(b)) mit s(b) < 2√
Cm
, was a¨quivalent zur Invertierbarkeit der genannten
Abbildung ist. 
KAPITEL 5
Verzweigung von Lu¨ckeneigenwerten
In diesem Kapitel wollen wir zeigen, dass sich das Bifurkationsproblem fu¨r die nichtlineare
Schro¨dingergleichung (34) derart umschreiben la¨sst, dass man die Theorie aus dem abstrakten Bi-
furkationskapitel anwenden kann. Im ersten Teil wird die Gleichung von einem Nullstellenproblem
in ein Fixpunktproblem umgewandelt. Insbesondere wird dort gezeigt, dass der besagte Opera-
tor den Voraussetzungen des globalen Satzes 3.2 genu¨gt. Als erstes Ergebnis steht ein globales
Existenzresultat eines stetigen Lo¨sungszweiges ausgehend von einem Lu¨ckeneigenwert im Fokus.
In den darauffolgenden Abschnitten wird der Verlauf des selbigen untersucht. Wird im zwei-
ten Abschnitt noch die Nichtdegeneriertheit vorausgesetzt, so wollen wir diese Voraussetzung ab-
schwa¨chen um auch Aussagen zu machen in jenen Fa¨llen, in denen die Linearisierung in der
(nichttrivialen) Lo¨sung entlang des Zweiges ihre Bijektivita¨t verliert. Dabei sind jedoch sta¨rkere
Einschra¨nkungen an die Nichtlinearita¨t zu treffen, um die Methoden aus der analytischen Ver-
zweigungstheorie mit Satz 3.4 anwenden zu ko¨nnen.
1. Globale Verzweigung von Lu¨ckeneigenwerten
Um die nun folgende Untersuchung zu motivieren und die Abhandlung des Vorga¨ngerkapitels
im Nachhinein mit Sinn zu fu¨llen, wollen wir zuna¨chst die folgende formale Rechnung darlegen.
Die Umformungsschritte, derer wir uns bedienen, werden gerechtfertigt, sobald durch die Angabe
des Definitionsbereichs der Operator vollsta¨ndig definiert ist. Es sei (λ, u) eine Lo¨sung von (34)
und W der Sto¨roperator gema¨ß (39). Dann formen wir um:
−∆u+ V u− λu = g(·, u)
⇔ −∆u+ V u+Wu− λu = g(·, u) +Wu
⇔ u = (−∆ + V +W − λ)−1 (g(·, u) +Wu) .
Wir definieren also den nichtlinearen Operator f wie folgt: Zuna¨chst fixieren wir (aus technischen
Gru¨nden) ein s0 > 0, um wie im vorhergehenden Kapitel eine gleichma¨ßige Schranke fu¨r Ms
zu finden. Diese erlaubt die Definition des Sto¨roperators W . Dann ist Aλ,s fu¨r alle s ≤ s0 und
λ ∈ (−bs, bs) wohldefiniert. Wir setzen
f : (−bs, bs)×H2,s(RN )→ H2,s(RN ), f(λ, u) := Aλ,s (g(·, u) +Wu) ,
wobei s und bs ersetzt werden ko¨nnen durch b und s(b), wenn man b < a als erstes definiert und
s als zugeho¨rigen, fu¨r die Konstruktion zula¨ssigen, Parameter versteht. Hierbei soll lediglich die
Kopplung der beiden Konstanten gema¨ß der Positivita¨tsbedingung von K0 bzw. Korollar 4.10
verdeutlicht werden. Wir weisen nun die beno¨tigten Voraussetzungen fu¨r Theorem 3.2 nach und
formulieren anschließend das Hauptresultat.
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Proposition 5.1. Fu¨r jedes b < a gibt es ein s(b), sodass fu¨r alle s < s(b) die folgende
Aussage gilt: Die Abbildung f ist stetig und kompakt auf [−b, b]×H2,s(RN ).
Beweis. Es sei K ∈ {W, (u 7→ g(·, u))}. Betrachte eine beschra¨nkte Folge {(λn, un)}∞n=1
in [−b, b] × H2,s(RN ). Dann ist insbesondere {λn}n∈N beschra¨nkt und besitzt eine konvergente
Teilfolge. Ebenso besitzt {un}∞n=1 eine schwach konvergente Teilfolge, da H2,s(RN ) als Hilbertraum
reflexiv ist. Bezeichne λ bzw. u diese Grenzwerte. Da K kompakt ist (siehe Lemma 4.4), konvergiert
Kunk → Ku. Damit und mit der Resolventenformel [MB75, Theorem VI.5 und Korollar] erha¨lt
man
‖Aλnk ,sKunk −Aλ,sKu‖H2,s(RN )
≤‖(−∆ + V +W − λnk)−1Kunk − (−∆ + V +W − λ)−1Kunk‖H2,s(RN )
+ ‖(−∆ + V +W − λ)−1Kunk − (−∆ + V +W − λ)−1Ku‖H2,s(RN )
=|λnk − λ|‖(−∆ + V +W − λnk)−1(−∆ + V +W − λ)−1Kunk‖H2,s(RN )
+ ‖(−∆ + V +W − λ)−1(K(unk)−K(u))‖H2,s(RN )
≤C|λnk − λ|+ C‖K(unk)−K(u)‖L2,s(RN ) → 0 (k →∞),
da sowohl {unk}∞n=1 beschra¨nkt, sowie die Norm der Resolventen gleichma¨ßig in λ beschra¨nkt
ist. 
Die Differenzierbarkeit von f erha¨lt man wie folgt:
Proposition 5.2. Angenommen, die Voraussetzungen (G1)-(G4) sind erfu¨llt. Dann ist die
Abbildung
f : (−bs, bs)×H2,s(RN )→ H2,s(RN ), (λ, u) 7→ Aλ,s(g(x, u) +Wu).
Fre´chet-differenzierbar bezu¨glich u mit Ableitung ∂uf definiert durch
∂uf(λ, u)[v] = Aλ,s(∂ug(x, u)v +Wv)
Beweis. Es seien u, v ∈ H2,s(RN ), dann gilt:
‖f(λ, u+ v)− f(λ, u)−Aλ,s(∂ug(x, u)v +Wv)‖H2,s(RN )
=‖Aλ,s(g(x, u+ v)− g(x, u)− ∂ug(x, u)v)‖H2,s(RN )
≤C‖g(x, u+ v)− g(x, u)− ∂ug(x, u)v‖L2,s(RN )
=C
∥∥∥∥∥
∫ v(x)
0
∂ug(x, u(x) + σ) dσ − ∂ug(x, u(x))v(x)
∥∥∥∥∥
L2,s(RN )
=C
∥∥∥∥〈x〉 s2 |v(x)| · ( maxσ∈[−|v(x)|,|v(x)|](∂ug(x, u(x) + σ)− ∂ug(x, u(x))
)∥∥∥∥
L2(RN )
≤C
∥∥∥∥ maxσ∈[−|v(x)|,|v(x)|] ∂ug(x, u(x) + σ)− ∂ug(x, u(x))
∥∥∥∥
Lp(RN )
‖〈x〉 s2 v‖Lq(RN ),
1
p
+
1
q
=
1
2
≤C
∥∥∥∥ maxσ∈[−|v(x)|,|v(x)|] ∂ug(x, u(x) + σ)− ∂ug(x, u(x))
∥∥∥∥
Lp(RN )
‖v‖H2,s(RN ), q ≤
2N
(N − 4)+
Damit ist es hinreichend zu zeigen, dass gilt:∫
RN
∣∣∣∣ maxσ∈[−|v(x)|,|v(x)|] ∂ug(x, u(x) + σ)− ∂ug(x, u(x))
∣∣∣∣p dx→ 0 (‖v‖H2,s(RN ) → 0).(49)
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Dies zeigen wir mittels majorisierter Konvergenz. Gema¨ß Voraussetzung (G4) erha¨lt man fu¨r den
Integranden:∣∣∣∣ maxσ∈[−|v(x)|,|v(x)|](∂ug(x, u(x) + σ)− ∂ug(x, u(x)))
∣∣∣∣p ≤2pC〈x〉ϑp(|v(x)|+ |u(x)|)q0p
≤C(〈x〉 s2 (|v(x)|+ |u(x)|))q0p
Nun ist q0 gerade so gewa¨hlt, dass q0p <
2N
(N−4)+ gilt (sofern q =
2N
(N−4)+ gewa¨hlt wird) und
somit erha¨lt man die Integrierbarkeit der Majorante mit dem Einbettungssatz von Sobolev fu¨r
H2(RN ) ↪→ Lq0p(RN ). Damit folgt die Konvergenz in (49) und somit die Behauptung. 
Die letzte Voraussetzung in Theorem 3.2 folgt, sofern λ0 ∈ (−a, a) ein (isolierter) Eigenwert
von T von ungerader algebraischer Vielfachheit ist, denn es gilt: u ∈ ker(I − ∂uf(λ, ·)) genau
dann, wenn u = ∂uf(λ, u), was wiederum a¨quivalent dazu ist, dass −∆u+ V u− λu = 0 und u ∈
H2,s(RN ) gilt. Da die Eigenfunktionen zu den Eigenwerte des Schro¨dingeroperators aber ohnehin
exponentiell abklingen, ist dies a¨quivalent zu −∆u+V u−λu = 0 und u ∈ H2(RN ) und damit ist
u Eigenfunktion zum Eigenwert λ. Der Lu¨ckeneigenwert λ0 ist nach Voraussetzung kein Element
des essentiellen Spektrums, das heißt, es existiert ε > 0, sodass (λ0− ε, λ0 + ε)∩σ(T ) = {λ0} gilt.
Den Vorzeichenwechsel des Index von ∂uF (λ, ·) in λ0 erha¨lt man im Wesentlichen als Folge dieser
spektralen Eigenschaft von T :
Proposition 5.3. Es sei δ := dist(λ0, σ(T ) \ {λ0}). Es sei weiter µ ∈ R ein Eigenwert von
∂uf(λ, 0) mit der Eigenschaft
|λ− λ0| < δ
2
und
∣∣∣∣1− 1µ
∣∣∣∣M < δ2 ,
wobei M die (Verschiebungs-)Konstante in der Definition des Sto¨roperators W in (39) ist. Dann
folgt
(λ0 − λ)−
(
1− 1
µ
)
M = 0.
Insbesondere folgt dann dµdλ (λ0) 6= 0. Daru¨ber hinaus stimmt der Eigenraum zu µ des Operators
∂uf(λ, 0) mit dem zu λ0 des Operators T u¨berein.
Beweis. Es sei µ ein Eigenwert von ∂uf(λ, 0) mit den oben genannten Eigenschaften und es
sei v0 6= 0 ein zugeho¨riger, normierter Eigenvektor. Das heißt, es gilt
∂uf(λ, 0)[v0]− µv0 = (−∆ + V +W − λ)−1[Wv0]− µv0 = 0.
Da v0 ∈ H2,s(RN ) ⊂ D(T ) gilt fu¨r ein hinreichend kleines s > 0, ko¨nnen wir dies a¨quivalent
umformen zu:
(T − λ)v0 −
(
1
µ
− 1
)
Wv0 = 0.
Schreibt man nun v0 in der Form v0 = αw0 + v
⊥, wobei w0 ∈ ker(T − λ0) und v⊥ ∈ ker(T − λ0)⊥
gilt, so erha¨lt man die A¨quivalenz der letzten Zeile zu den folgenden beiden Gleichungen:α(λ0 − λ)− α
(
1− 1µ
)
M = 0
(−∆ + V − λ)v⊥ −
(
1− 1µ
)
Wv⊥ = 0.
(50)
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Daru¨ber hinaus hat man die spektrale Abscha¨tzung
|〈(−∆ + V − λ)v⊥, v⊥〉L2(RN ) −
(
1− 1
µ
)
〈Wv⊥, v⊥〉L2(RN )|
≥δ
2
‖v⊥‖2L2(RN ) −
∣∣∣∣1− 1µ
∣∣∣∣ M‖v⊥‖2L2(RN )
=
(
δ
2
−
∣∣∣∣1− 1µ
∣∣∣∣ M) ‖v⊥‖2L2(RN ).
Damit wird die zweite Gleichung von (50) a¨quivalent zu v⊥ = 0 und somit v0 = w0. Die erste
Gleichung liefert den gewu¨nschten Zusammenhang zwischen λ und µ. Ferner ko¨nnen wir umformen:
(λ0 − λ)−
(
1− 1
µ
)
M = 0
⇔ µ = M
M + λ− λ0 .
Man beachte, dass M ≥ 2a > |λ−λ0| gilt und folglich der Nenner positiv ist. Differenzieren liefert
dµ
dλ
= − M
(M + λ− λ0)2 6= 0.

Wir wollen nun die Anwendung des globalen Bifurkationssatzes auf zwei Arten formulieren.
Zuna¨chst schließen wir die Aussage fu¨r ein festes s ∈ (0, s0), wohingegen wir uns im zweiten Anlauf
auf eine Aussage stu¨rzen, die den Parameter s mit einbezieht. Der Parameter s0 wurde im Korollar
4.10 durch s0 =
2√
Cm
fixiert.
Theorem 5.4. Es sei 0 < s < s0 und λ0 ∈ (−bs, bs) ein Lu¨ckeneigenwert ungerader Viel-
fachheit von T in L2(RN ). Ferner sei S (s) die Menge der nichttrivialen H2,s(RN )-Lo¨sungen der
Gleichung (34). Dann hat S (s) eine maximale abgeschlossene und zusammenha¨ngende Teilmenge
Cλ0(s), fu¨r welche mindestens eine der folgenden Aussagen gilt:
(1) Cλ0(s) ist unbeschra¨nkt in (−bs, bs)×H2,s(RN ).
(2) Es gibt λ1 ∈ (−bs, bs) mit λ1 6= λ0 und (λ1, 0) ∈ Cλ0(s).
(3) Fu¨r jedes λ ∈ (−bs, λ0] oder fu¨r alle λ ∈ [λ0, bs) existiert ein uλ ∈ H2,s(RN ) derart, dass
(λ, uλ) ∈ Cλ0(s) gilt.
Beweis. Zu 0 < s < s0 betrachte die Abbildung
f : (−bs, bs)×H2,s(RN )→ H2,s(RN ), (λ, u) 7→ Aλ,s(g(·, u) +Wu).
Dann ist f Fre´chet-differenzierbar nach Proposition 5.1 und kompakt gema¨ß Proposition 5.2.
Ferner wechselt der Index von Id+ ∂uf(λ, 0) in λ0 das Vorzeichen, da nach Propostion 5.3 genau
der Eigenwert µ =
(
1− λ0−λM
)−1
in λ = λ0 die 0 mit nichttrivialer Steigung kreuzt. Fu¨r den Index
gilt folglich sofern ε > 0 klein genug gewa¨hlt ist:
ind ∂uf(λ0 + ε)− ind ∂uf(λ0 − ε) = (−1)m(µ) = −1,
wobei m(µ) die Vielfachheit des Eigenwerts µ ist. Damit sind alle Voraussetzungen von Theorem
3.2 erfu¨llt. 
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Die erste und letzte Bedingung entstammen der ersten Alternative des Satzes 3.2, welche die
Konvergenz des Lo¨sungszweiges gegen den Rand ∂Ω beschreibt. In der vorliegenden Situation wird
Ω := (−bs, bs)×H2,s(RN ) gewa¨hlt. Dabei wird auch klar, dass die Mo¨glichkeiten, welche der Satz
bietet, nicht disjunkt sind. So kann zum Beispiel ein Blowup am Rand des Parameterbereichs
stattfinden, was zugleich die erste wie auch die letzte Aussage zutreffen la¨sst.
Wir erga¨nzen sogleich das von s abha¨ngige Statement, welches sich direkt aus der Version
fu¨r festes s ableiten la¨sst. Daru¨ber hinaus wird verwendet, dass sich die gewichteten Ra¨ume fu¨r
steigende s zu einer Inklusionskette aufreihen lassen. Es gilt L2,s(RN ) ⊆ L2,s′(RN ) fu¨r s ≥ s′ und
selbiges ist fu¨r die zugeho¨rigen Sobolevra¨ume u¨bertragbar. Somit erhalten wir:
Theorem 5.5. Es sei λ0 ∈ (−a, a) ein Lu¨ckeneigenwert ungerader Vielfachheit von T in
L2(RN ). Dann gilt fu¨r die zusammenha¨ngenden und abgeschlossenen Teilmengen Cλ(s) von S (s)
mindestens eine der folgenden Aussagen:
(1) ∃s∗ ∈ (0, s0): Cλ0(s) ist unbeschra¨nkt fu¨r alle s ∈ [s∗, s0).
(2) ∃λ1 ∈ (−a, a) mit λ1 6= λ0, sowie ∃s∗ ∈ (0, s0), sodass (λ1, 0) ∈ Cλ0(s) gilt fu¨r alle
s ∈ (0, s∗).
(3) ∃s∗ ∈ (0, s0), sodass fu¨r jedes s ∈ (0, s∗) gilt: Entweder fu¨r alle λ ∈ (−bs, λ0] oder fu¨r
alle λ ∈ [λ0, bs) existiert ein uλ ∈ H2,s(RN ) derart, dass (λ, uλ) ∈ Cλ0(s) gilt.
2. Nichtdegenerierte Fortsetzung bis zum Rand und Wachstum des Zweiges
Die folgenden Kapitel dieser Arbeit behandeln die Frage nach der Fortsetzbarkeit des Lo¨sungs-
zweiges. Dabei verfolgen wir verschiedene Ansa¨tze, wie Normschranken und unter anderem An-
wendung der analytischen Bifurkationstheorie. Dabei ist die Abhandlung als Bericht des Status
quo und als Anregung zu verstehen und nicht als endgu¨ltige Antwort auf die Fragestellung.
2.1. Wachstumsschranken in ungewichteten Ra¨umen. Um sich an die Problematik
der Fortsetzbarkeit heranzutasten, behandeln wir zuna¨chst die ungewichteten Normen und stellen
Voraussetzungen, welche wir im weiteren Verlauf der Arbeit noch abzuschwa¨chen versuchen. Fu¨r
s = 0 erhalten wir in den Voraussetzungen (G2) und (G3), dass α = β = 0 gelten muss. Das
heißt, dass sowohl die Nichtlinearita¨t als auch deren Linearisierung beschra¨nkt sind bezu¨glich der
x-Variable. Zudem wollen wir garantieren, dass sich das Lo¨sungskontinuum Cλ0(s) global nach λ
parametrisieren la¨sst, was bereits eine starke Einschra¨nkung ist. Das heißt, dass (eine Teilmenge
von) Cλ0(s) der Graph einer differenzierbaren Funktion (λ
∗, λ0] → H2,s(RN ), λ 7→ uλ ist, also
eine Darstellung in einer der Formen
{(λ, uλ) ∈ (λ∗, λ0]×H2,s(RN )} oder {(λ, uλ) ∈ [λ0, λ∗)×H2,s(RN )}
besitzt. Damit haben wir bereits die Existenz von Umkehrpunkten ausgeschlossen. Der Parameter
λ∗ sei (abha¨ngig von s) so gewa¨hlt, dass Theorem 5.5 bis (ausschließlich) λ∗ die Existenz einer
Lo¨sung garantiert. Die Parametrisierbarkeit ist gegeben, sofern die Linearisierung ∂uF (λ, u) in
jedem Punkt (λ, u) ∈ Cλ0 invertierbar ist. Setzt man die Lo¨sungskurve in die Gleichung ein, so
lassen die Voraussetzung ein Differenzieren nach λ zu. Mit ′ ist die Ableitung nach dem Bifurka-
tionsparameter bezeichnet. In diesem Sinne erhalten wir die Gleichung
−∆u′λ + V u′λ − λu′λ − ∂ug(x, uλ(x))u′λ − uλ = 0.
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Anschließend testet man mit uλ und erha¨lt durch partielle Integration und der Tatsache, dass uλ
die Gleichung lo¨st:
〈uλ, uλ〉L2(RN ) = 〈−∆uλ + V uλ − λuλ − g(x, uλ), u′λ〉L2(RN )
− 〈∂ug(x, uλ(x))uλ − g(x, uλ), u′λ〉L2(RN ),
⇔ −‖uλ‖2L2(RN ) =
d
dλ
∫
RN
(g(x, uλ(x)) · uλ(x)− 2G(x, uλ(x))) dx.
(51)
Wir definieren nun κ : (0, a+ λ0)→ (0,∞) durch
κ(µ) :=
∫
RN
(g(x, uλ0−µ(x)) · uλ0−µ(x)− 2G(x, uλ0−µ(x))) dx
und verwenden dies als Indikator fu¨r das Verhalten der L2(RN )-Norm. Fu¨r g(x, v) = v3 erha¨lt
man zum Beispiel
κ(µ) =
∫
RN
(
u4 − 2 1
4
u4
)
dx =
1
2
‖u‖4L4(RN ).
In diesem Fall kann man κ verwenden, um das Verhalten der L4(RN )-Norm zu untersuchen.
Fu¨r den Rest des Abschnittes setzen wir voraus, dass
uλ0−µ ∈ L∞(RN )
gilt. Daraus leiten wir eine Differentialungleichung fu¨r κ her. Gema¨ß (51) und den Voraussetzungen
(G2) und (G3) erha¨lt man:
κ(µ) ≤ C(‖uλ0−µ‖εL∞(RN ) + ‖uλ0−µ‖p0−1L∞(RN )) ·
d
dµ
κ(µ),(52)
denn es gilt:
κ(µ) ≤
∫
RN
uλ0−µg(x, uλ0−µ) dx
(G2),(G3)
≤ C
∫
RN
(|uλ0−µ|2+ε + |uλ0−µ|p0+1) dx
≤C(‖uλ0−µ‖εL∞(RN ) + ‖uλ0−µ‖p0−1L∞(RN ))‖uλ0−µ‖2L2(RN )
=− C(‖uλ0−µ‖εL∞(RN ) + ‖uλ0−µ‖p0−1L∞(RN ))
· d
dλ
∣∣
λ=λ0−µ
∫
RN
(g(x, uλ(x)) · uλ(x)− 2G(x, uλ(x))) dx
=C(‖uλ0−µ‖εL∞(RN ) + ‖uλ0−µ‖p0−1L∞(RN )) ·
d
dµ
κ(µ).
Daraus folgt der Blowup von κ′, wenn die L∞(RN )-Norm des Zweiges gegen 0 geht, da die Glei-
chung (51) die strenge Monotonie von κ impliziert, und somit uλ 6= 0 gilt fu¨r alle λ < λ0. Geht die
L∞(RN )-Norm gegen 0, so explodiert die Ableitung. Das folgende Lemma zeigt, dass ein solcher
Blowup ho¨chstens am Rand des Spektrums des linearisierten Operators eintreten kann.
Lemma 5.6. Es sei −a kein eingebetteter Eigenwert von T = −∆ +V . Zu jedem λ ∈ (−a, λ0)
sei (λ, uλ) ∈ Cλ0 eine Lo¨sung von (34) mit ‖uλ‖L∞(RN ) < ∞. Sei weiter λ1 ∈ [−a, λ0) \ σp(T )
mit lim
λ→λ1
‖uλ‖L∞(RN ) = 0 Dann gilt λ1 = −a und fu¨r die Lo¨sungen uλ zu (34) folgt:
vλ :=
uλ
‖uλ‖L2(RN )
⇀ 0 (λ→ λ1).
Beweis. Sei λ1 ∈ [−a, λ0) mit lim
λ→λ1
‖uλ‖L∞(RN ) = 0 und {λn}n≥2 eine Folge in (−a, λ0) mit
λn → λ1 fu¨r (n → ∞). Dann erfu¨llt die zugeho¨rige Folge von Lo¨sungen un := uλn von (34) mit
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Parameter λn die Abscha¨tzung:
‖(−∆ + V − λn)un‖2L2(RN ) =
∫
RN
|g(λn, un)|2 dx ≤ C
∫
RN
(|un|2+2ε + |un|2p0) dx
≤ C(‖un‖2εL∞(RN ) + ‖un‖2(p0−1)L∞(RN ))‖un‖2L2(RN ).
Dann gilt fu¨r die normierte Folge {vn}n≥2 mit vn := vλn :
‖vn‖L2(RN ) = 1 (n ≥ 2), ‖(−∆ + V − λn)vn‖L2(RN ) ≤ C(‖un‖2εL∞(RN ) + ‖un‖2(p0−1)L∞(RN ))→ 0,
fu¨r n→∞. Das heißt {vn}n∈N ist eine Weyl’sche Folge zum Wert λ1 und daher gilt λ1 ∈ σ(T ) ∩
[−a, λ0). Daru¨ber hinaus gilt vn ⇀ 0, denn angenommen, vn ⇀ v 6= 0 in L2(RN ), so gilt fu¨r alle
φ ∈ D(T ) :
0 = lim
n→∞〈vn, (−∆ + V + a)φ〉L2(RN ) = 〈v, (−∆ + V + a)φ〉L2(RN ).
Daraus folgt v ∈ Im(T + a)⊥ = Ker(T ∗ + a) = Ker(T + a). Da −a kein eingebetteter Eigenwert
ist, folgt v = 0, Widerspruch. Das heißt, λ1 ∈ σess(T ) ∩ [−a, λ0) = {−a}. 
Nun wollen wir die Ungleichung (52) so umformulieren, dass κ die folgende Ungleichung erfu¨llt:
κ′(µ)
κ(µ)
≥ C
(‖uλ0−µ‖ε0L∞(RN ) + ‖uλ0−µ‖p0−1L∞(RN ))
.
Integration liefert:
log(κ(µ)) ≥
∫ µ
ε
C
(‖uλ0−t‖ε0L∞(RN ) + ‖uλ0−t‖p0−1L∞(RN ))
dt+ log(κ(ε)).
oder a¨quivalent:
κ(µ)
κ(ε)
≥ exp
(∫ µ
ε
C
(‖uλ0−t‖ε0L∞(RN ) + ‖uλ0−t‖p0−1L∞(RN ))
dt
)
.(53)
Diese Hilfsmittel geben uns die Mo¨glichkeit, das Wachstum gewisser Lp(RN )-Normen von
unten zu beschra¨nken. Dabei ist p abha¨ngig von den Exponenten in (G2) und (G3).
Theorem 5.7. Sei {(λ, uλ)}λ∈(−a,λ0) ⊆ Cλ0 ein differenzierbarer Zweig. Dann gilt fu¨r alle
p ∈ [2,min{2 + ε0, 2p0}]:
lim sup
λ→−a
‖uλ‖Lp(RN ) ≥
κ(ε)
lim inf
λ→−a
(‖uλ‖2ε−pL∞(RN ) + ‖uλ‖
2(p0−1)−p
L∞(RN ) )
exp
∫ λ0−λ
ε
1
(‖uλ0−t‖2εL∞(RN ) + ‖uλ0−t‖
2(p0−1)
L∞(RN ))
dt
 .
Damit erha¨lt man eine untere Schranke fu¨r die Lp(RN )-Norm fu¨r p ∈ [2,min{2 + ε0, 2p0}],
sofern die L∞(RN )-Norm nach oben beschra¨nkt ist.
Beweis. Fu¨r die Menge der nichttrivialen Lo¨sungen gilt die Ungleichung (52). Somit ist κ
streng monoton wachsend in µ. Aus der Folgeungleichung (53) erha¨lt man die Beschra¨nktheit
nach oben. Daraus folgt die Konvergenz von κ fu¨r µ→ (λ0 + a). Daru¨ber hinaus scha¨tzt man fu¨r
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p ∈ [2, 4) mit Ho¨lderungleichung und unter Verwendung von (53) wie folgt ab:
κ(ε) exp
(∫ λ0−λ
ε
1
(‖uλ0−t‖ε0L∞(RN ) + ‖uλ0−t‖p0−1L∞(RN ))
dt
)
≤κ(µ) =
∫
RN
(g(x, uλ)uλ − 2G(x, uλ)) dx
≤C
∫
RN
g(x, uλ)uλ dx ≤ C
∫
RN
(|uλ|2+ε0 + |uλ|p0+1) dx = C
∫
RN
(|uλ|2+ε0−p + |uλ|p0+1−p)|uλ|p dx
≤(‖uλ‖2+ε0−pL∞(RN ) + ‖uλ‖
2(p0−1)−p
L∞(RN ) )‖uλ‖pLp(RN )
Fu¨r den oberen Limes gilt daher:
lim sup
λ→−a
‖uλ‖pLp(RN ) ≥ lim sup
λ→−a
κ(λ0 − λ)
(‖uλ‖2ε−pL∞(RN ) + ‖uλ‖
2(p0−1)−p
L∞(RN ) )
=
lim
λ→−a
κ(λ0 − λ)
lim inf
λ→−a
(‖uλ‖2ε−pL∞(RN ) + ‖uλ‖
2(p0−1)−p
L∞(RN ) )
> 0

Neben der unteren Schranke ist im Hinblick auf den Alternativsatz Theorem 5.5 eine obere
Schranke von Bedeutung. Wesentlich dabei ist, dass der spektrale Unterraum U ⊆ L2(RN ), welcher
durch die Eigenvektoren zu den Lu¨ckeneigenwerten in (−a, a) aufgespannt wird, endlich dimensio-
nal ist. Dabei fließt das Abklingverhalten dieser Eigenfunktionen sowie spektrale Abscha¨tzungen
des Rayleigh-Quotienten ein. Zusa¨tzlich liefert die Bedingung (G5), dass fu¨r jedes δ > 0 ein Cδ > 0
derart existiert, dass fu¨r alle v ∈ R gilt:
G(x, v) ≥ Cδ|v|γ − δ|v|2(54)
(vergleiche [KS+98]). Wieder ausgehend von Gleichung (51) erha¨lt man:
Theorem 5.8. Es seien die Voraussetzungen aus 5.6 erfu¨llt. Angenommen, die Lo¨sungen
(λ, uλ) auf dem Zweig Cλ0 sind nichtdegeneriert, dann gilt die folgende asymptotische Abscha¨tzung∫
RN
(g(x, uλ)uλ − 2G(x, uλ)) dx ≤ C
(
1
a+ λ
)max{2 γ−2γ , 1γ−1}
(fu¨r λ→ −a+)
Beweis. Zuna¨chst geben wir die no¨tige spektrale Abscha¨tzung. Der spektrale Shiftoperator
W ist so gewa¨hlt, dass das Spektrum des gesto¨rten Operators T + W außerhalb des Intervals
(−a, a) liegt. Somit gilt fu¨r jedes u ∈ H2(RN ) = D(T ) = D(T +W ) und λ ∈ (−a, a):
|〈(T +W − λ)u, u〉L2(RN )|
〈u, u〉L2(RN )
≥ a− |λ|.(55)
Daru¨ber hinaus kann man fu¨r jedes v ∈ H2(RN ), die folgende Abscha¨tzung gewinnen. Mit der
Bessel’schen Gleichung und aus (54) erha¨lt man: Fu¨r jedes δ > 0 existiert ein Cδ > 0, sodass
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folgende Ungleichung gilt:
〈Wv, v〉L2(RN ) =
m∑
n=1
〈Wv,ψn〉L2(RN )〈ψn, v〉L2(RN ) = 2a
m∑
n=1
|〈v, ψn〉|2
≤ 2a‖v‖2Lγ(RN )
(
m∑
n=1
‖ψn‖2
L
γ
γ−1 (RN )
)
(54)
≤ C
(
C−1δ
∫
RN
G(x, u(x)) dx+ δ‖u‖L2(RN )
) 2
γ
(56)
Kombiniert man nun (55) und (56), so erha¨lt man, sofern ‖uλ‖L2(RN ) ≥ c0 > 0 gleichma¨ßig in λ
vorausgesetzt ist:
‖uλ‖2L2(RN )
(56)
≤ 1
a− |λ| 〈(T − λ)uλ, uλ〉L2(RN ) +
1
a− |λ| · C
(
C−1δ
∫
RN
G(x, u(x)) dx+ δ‖u‖L2(RN )
) 2
γ
≤ 1
a− |λ| 〈(T − λ)uλ, uλ〉L2(RN ) +
CC
− 2γ
δ
(a− |λ|)(γ − 2) 2γ
κ(µ)
2
γ +
C · δ 2γ
a− |λ| ‖uλ‖
2
γ
L2(RN ),
wobei in der letzten Ungleichung die Voraussetzung (G5) benutzt wurde um
κ(µ) =
∫
RN
g(x, uλ0−µ)uλ0−µ − 2G(uλ0−µ) dx ≥ (γ − 2)
∫
RN
G(uλ0−µ) dx,
zu verwenden. Nun benutzt man die Young’sche Ungleichung (15) und erha¨lt:
1
a− |λ| ‖uλ‖
2
γ
L2(RN ) ≤ ‖uλ‖2L2(RN ) +
1
(a− |λ|) γγ−1
Fu¨r δ > 0 klein genung, gibt es folglich eine Konstante C > 0, derart, dass gilt:
‖uλ‖2L2(RN ) ≤
C
a− λκ(µ)
2
γ +
1
a− |λ| 〈(T − λ)uλ, uλ〉L2(RN ) +
C
(a− |λ|) γγ−1
≤ C
a− |λ|κ(µ)
2
γ +
1
a− |λ|
∫
RN
g(x, uλ)uλ dx+
C
(a− |λ|) γγ−1
≤ C
a− |λ|κ(µ)
2
γ +
γ
(a− |λ|)(γ − 2)κ(µ) +
C
(a− |λ|) γγ−1
≤2 max
{
C
a− |λ|κ(µ)
2
γ +
γ
(a− |λ|)(γ − 2)κ(µ),
C
(a− |λ|) γγ−1
}
.
(57)
Nun verwenden wir die Ungleichung (57) zusammen mit der Gleichung (51), um eine obere Schran-
ke fu¨r κ′(µ) zu erhalten:
d
dµ
κ(µ) ≤ 2 max
{
C
a+ λ0 − µκ(µ)
2
γ +
γ
(a+ λ0 − µ)(γ − 2)κ(µ),
C
(a+ λ0 − µ)
γ
γ−1
}
Im Fall Ca+λ0−µκ(µ)
2
γ + γ(a+λ0−µ)(γ−2)κ(µ) <
C
(a+λ0−µ)
γ
γ−1
liefert Integration:
κ(µ) ≤ κ(µ0) + C 1
(a+ λ0 − µ) 1γ−1
.
Beachte, dass κ(µ) > 0 gilt fu¨r µ > 0, was aus der Monotonie von κ folgt. Somit gilt im zweiten
Fall:
κ′(µ)
γ
γ−2κ(µ) + c κ(µ)
2
γ
≤ 2
a+ λ0 − µ
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Fu¨r 0 < µ0 < µ < a+ λ0 kann man integrieren und erha¨lt fu¨r ein c > 0:∫ κ(µ)
κ(µ0)
1
γ
γ−2 t+ C t
2
γ
dt ≤ 2 log
(
a+ λ0 − µ
a+ λ0 − µ0
)
⇔ log
(
κ(µ)
γ
γ−2 + c
κ(µ0)
γ
γ−2 + c
)
≤ −2 log
(
a+ λ0 − µ
a+ λ0 − µ0
)
⇔ κ(µ) ≤
((
a+ λ0 − µ0
a+ λ0 − µ
)2
(κ(µ0)
γ
γ−2 + c)− c
) γ−2
γ
=
(
κ(µ0)
γ
γ−2 +
(
µ− µ0
a+ λ0 − µ
)2 (
κ(µ0)
γ
γ−2 + c
)) γ−2γ
≤ C
(
µ
a+ λ0 − µ
)2 γ−2γ
(fu¨r µ0 → 0).
Damit ist zumindest k(µ) kleiner als das Maximum der beiden berechneten Schranken. 
Wir wollen am Ende noch bemerken, dass (57) gemeinsam mit dem Lemma 5.6 zu folgendem
Korollar fu¨hrt:
Korollar 5.9. Es seien die Voraussetzungen aus 5.6 erfu¨llt. Angenommen, die Lo¨sungen
(λ, uλ) auf dem Zweig Cλ0 sind nichtdegeneriert, dann gilt die folgende asymptotische Abscha¨tzung
‖uλ‖L2(RN ) ≤ C
(
1
a+ λ
)max{ γ−2γ , 12γ−2}
(fu¨r λ→ −a+).
2.2. Wachstumsschranken in gewichteten Ra¨umen fu¨r g(x, u) = u3. Wa¨hrend wir im
letzten Abschnitt noch allgemeinere Nichtlinearita¨ten zugelassen haben, wollen wir uns fu¨r die
na¨chsten Abschnitte auf ein konkretes Beispiel konzentrieren. Im Unterschied zu den vorangegan-
genen Resultaten diktiert nun nicht das Gewicht des Raumes das Wachstum der Nichtlinearita¨t
in der 0 und im Unendlichen. Wir ko¨nnen stattdessen die Gleichung mit fester Nichtlinearita¨t
in verschiedenen, zula¨ssigen gewichteten Ra¨umen untersuchen. Durch Skalierung der Gleichung
ko¨nnen wir die Nichtlinearita¨t noch um einen positiven Faktor verallgemeinern. Daru¨ber hin-
aus verbessert sich die Abscha¨tzung fu¨r G(x, u) = 14 |u|4 dahingehend, dass wir in (54) δ = 0
wa¨hlen ko¨nnen und u¨berdies Gleichheit erhalten. Daru¨ber hinaus ist die Dimension des Raumes
auf N ≤ 6 einzuschra¨nken, damit die Nichtlinearita¨t subkritisch wa¨chst und damit die Abbildung
H2(RN )→ L2(RN ), u 7→ g(x, u) stetig ist.
Die Hauptmotivation fu¨r die Untersuchung des Zweiges im Bezug auf die gewichteten Normen
sind die Auswirkungen auf die Fa¨lle in Theorem 5.5. Die Untersuchung der ungewichteten Normen
im vorangegangenen Abschnitt gibt Grund zur Hoffnung, dass sich die gewichteten Normen a¨hnlich
beschra¨nken lassen und wir den Zweig lokal gleichma¨ßig nach oben beschra¨nken ko¨nnen. In diesem
Fall wa¨re ein Blowup innerhalb der spektralen Lu¨cke ausgeschlossen und der Zweig wa¨re bis zum
Rand der spektralen Lu¨cke fortsetzbar.
Im Zentrum dieses Abschnittes steht die Untersuchung der L4,s(RN )-Norm. Die L2,s(RN )-
und H2,s(RN )-Norm wird sich auf der Lo¨sungsmenge als a¨quivalent erweisen. Wie auch im vor-
hergehenden Abschnitt soll die Nichtdegeneriertheit der Lo¨sung entlang des Zweiges vorausgesetzt
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werden, um den Zweig als stetig differenzierbare Abbildung zu behandeln. Diese Voraussetzung
wollen wir im na¨chsten Kapitel aufweichen.
Der Abschnitt ist wie folgt aufgebaut. Zuerst geben wir eine Schranke der gewichteten L2-
Norm, sowie der zugeho¨rigen gewichteten Sobolev-Norm in H2,s(RN ) in Abha¨ngigkeit von der
L4,s(RN )-Norm an. Eine obere Schranke fu¨r die L4,s(RN )-Norm liefert anschließend eine Be-
schra¨nkung der Norm im richtigen Raum, fu¨r welchen unser Fixpunktoperator aus Theorem 5.5
definiert ist. Anschließend beweisen wir eine obere Schranke fu¨r die L4,s(RN )-Norm, welche von
Normen mit kleinerem Gewicht abha¨ngt. Auf diese Weise ko¨nnen wir induktiv das Problem auf
den ungewichteten Fall reduzieren, welcher im vorangegangenen Abschnitt behandelt wurde. Die
Existenz von Lo¨sungen im ungewichteten Raum bleibt Voraussetzung.
Fu¨r den Zusammenhang zwischen den L4,s(RN )- und L2,s(RN )-Normen spielen spektrale
Abscha¨tzungen wieder eine große Rolle. Da der Existenzsatz ohnehin nur einen Lo¨sungszweig auf
(−bs, bs)×H2,s(RN ) liefert, beha¨lt man positiven Abstand zum Rand des essentiellen Spektrums,
was auch negative Potenzen von a− |λ| global auf (−bs, bs) beschra¨nken la¨sst.
Lemma 5.10. Zu jedem s ≥ 0 existiert eine Konstante Cs > 0 derart, dass fu¨r alle λ ∈ (−a, a)
und alle zugeho¨rigen Lo¨sungen uλ der Gleichung (34) die folgende Abscha¨tzung gilt:
‖uλ‖2L2,s(RN ) ≤
Cs
(a− |λ|)p s+12 q
(‖uλ‖2L4,s(RN ) + ‖uλ‖4L4,s(RN )).
Dabei bezeichne psq := min{n ∈ N : n ≥ s}. Da die Konstante Cs unabha¨ngig von λ ∈ (−a, a)
ist, liefert Lemma 5.10 eine gleichma¨ßige Schranke fu¨r die L2,s-Norm eines Lo¨sungszweiges in einem
offenen Interval (−b, b), sofern eine gleichma¨ßige Schranke fu¨r die L4,s-Norm des selbigen bereits
zur Hand ist. Daru¨ber hinaus wird an keiner Stelle verwendet, dass die Lo¨sungen, fu¨r die die
Abscha¨tzung gilt, auf Cλ0 liegen.
Wir beweisen die Behauptung zuna¨chst fu¨r s ∈ [0, 2) und anschließend, dass aus der Aussage
fu¨r s− 2 die Aussage fu¨r s folgt.
Beweis. Im Fall s = 0 erha¨lt man wegen σ(T +W ) ∩ (−a, a) = ∅ die Abscha¨tzung
‖u‖2L2(RN ) ≤
1
a− |λ| 〈(T +W − λ)u, u〉L2(RN ) (u ∈ H
2(RN )).
Insbesondere gilt dann fu¨r Lo¨sungen uλ unter Verwendung von Gleichung (34):
‖uλ‖2L2(RN ) ≤
1
a− |λ| ‖uλ‖
4
L4(RN ) + 〈W0uλ, uλ〉L2(RN ).
Daru¨ber hinaus gilt aufgrund des exponentiellen Abfalls der Eigenfunktionen:
〈Wuλ, uλ〉L2(RN ) = M
m∑
n=1
|〈uλ, ψn〉L2(RN )|2
≤M‖uλ‖2L2,−N (RN )
m∑
n=1
‖ψn‖2L2,N (RN ) ≤ C‖〈x〉−N‖2L2‖uλ‖2L4 .
(58)
Zusammen erha¨lt man die gewu¨nschte Abscha¨tzung
‖uλ‖2L2(RN ) ≤
1
a− |λ| ‖uλ‖
4
L4(RN ) + C‖uλ‖2L4(RN )
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fu¨r den Fall s = 0. Fu¨r s ∈ (0, 2) sowie fu¨r den Induktionsschritt benutzt man die folgende
Abscha¨tzung:
‖uλ‖2L2,s(RN ) =‖uλ〈x〉
s
2 ‖2L2(RN ) ≤
1
a− |λ| 〈(T +W − λ)〈x〉
s
2uλ, 〈x〉 s2uλ〉L2(RN )
=
1
a− |λ|
∫
RN
(−∆uλ · 〈x〉 s2 −∇uλ · ∇〈x〉 s2 − uλ∆〈x〉 s2 )uλ〈x〉 s2 dx
+
1
a− |λ| 〈(V − λ+W )uλ, uλ〉L2,s(RN )
(34)
=
1
a− |λ|
(
‖uλ‖4L4,s(RN ) −
3
4
∫
RN
|uλ|2∆〈x〉s dx+ 〈Wuλ, uλ〉L2(RN )
)
(58)
≤ 1
a− |λ|
(
‖uλ‖4L4,s(RN ) −
3
4
∫
RN
|uλ|2∆〈x〉s dx+ C‖uλ‖2L4,s(RN )
)
≤ 1
a− |λ|
(
‖uλ‖4L4,s(RN ) + C · s · (s− 1)
∫
RN
|uλ|2〈x〉s−2 dx+ C‖uλ‖2L4,s(RN )
)
=
1
a− |λ|
(
‖uλ‖4L4,s(RN ) + Cs‖uλ‖2L2,s−2(RN ) + C‖uλ‖2L4,s(RN )
)
.
(59)
Ist nun s ∈ (0, 2), so ist die L2,s−2(RN )-Norm stets kleiner als die L2(RN )-Norm. Fu¨r diese
verwendet man dann die Abscha¨tzung fu¨r s = 0. Daher gilt fu¨r alle s ∈ (0, 2]
‖uλ‖2L2,s(RN ) ≤
1
a− |λ|
(
‖uλ‖4L4,s(RN ) + Cs
( 1
a− |λ| ‖uλ‖
4
L4(RN ) + C‖uλ‖2L4(RN )
)
+ C‖uλ‖2L4,s(RN )
)
≤ Cs
(a− |λ|)2 (‖uλ‖
4
L4,s(RN ) + ‖uλ‖2L4,s(RN )).
Sei nun angenommen, dass die Behauptung fu¨r s−2 bereits gezeigt ist, so folgt fu¨r die L2,s-Norm:
‖uλ‖2L2,s(RN ) ≤
1
a− |λ|
(
‖uλ‖4L4,s(RN )
+ Cs
( Cs−2
(a− |λ|)p s−12 q
(‖uλ‖2L4,s−2(RN ) + ‖uλ‖4L4,s−2(RN ))
)
+ C‖uλ‖2L4,s(RN )
)
≤ Cs
(a− |λ|)p s+12 q
(‖uλ‖2L4,s(RN ) + ‖uλ‖4L4,s(RN )).

Da eine beschra¨nkte L4,s-Norm die Beschra¨nktheit der L2,s-Norm impliziert, liegt es nahe, dass
analog zum ungewichteten Fall auch die H1,s-Norm beschra¨nkt bleibt. Dies geht aus der schwachen
Formulierung hervor. In gewichteten Ra¨umen liefert die partielle Integration zusa¨tzliche Terme,
die es zu kontrollieren gilt. Anschließend erha¨lt man durch Wahl einer geeigneten Testfunktion
in der schwachen Formulierung die Beschra¨nktheit der L6,s-Norm, welche eine Schranke fu¨r H2,s
impliziert. Wir beno¨tigen die Abscha¨tzung aus Proposition 4.3.
Lemma 5.11. Fu¨r jedes s ≥ 0 existiert ein Cs > 0 derart, dass fu¨r alle λ ∈ (−a, a) und fu¨r
alle zugeho¨rigen Lo¨sungen uλ der Gleichung (34) die folgende Abscha¨tzung gilt:
‖uλ‖2H2,s(RN ) ≤
Cs
(a− |λ|)ps+1q
(
‖uλ‖2L4,s(RN ) + ‖uλ‖4L4,s(RN )
)
.
Beweis. Es ist hinreichend, die Abscha¨tzung fu¨r eine zur H2,s-Norm a¨quivalente Norm zu
beweisen. Im Hinblick auf Proposition 4.3 genu¨gt es eine entsprechende Schranke fu¨r ‖∇u‖L2,s(RN )
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und ‖∆u‖L2,s(RN ) zu geben. Die L2,s(RN )-Schranke kann aus Lemma 5.10 u¨bernommen werden,
und die Normen der Ableitungen werden gegen diese Norm abgescha¨tzt.
Fu¨r u ∈ H2,s(RN ) gilt u3 ∈ L2,s(RN ) nach dem Sobolev’schen Einbettungssatz. Betrachte
den Term ∫
RN
(−∆u) · u3 · 〈x〉s dx =
∫
RN
∇u · ∇(〈x〉su3) dx
=
∫
RN
∇u · (∇〈x〉s)u3 +∇u · ∇(u3) · 〈x〉s dx
=
1
4
∫
RN
∇(u4) · ∇〈x〉s + 3u2 · |∇u|2 · 〈x〉s dx
≤Cs(s− 1)
4
‖u‖4L4,s−2(RN ) + 3‖u2‖LN2 (RN ) · ‖|∇u|
2〈x〉s‖
L
N
(N−2)+ (RN )
,
wobei in der letzten Zeile die Ho¨lderungleichung mit 2N +
N−2
N = 1 verwendet wurde. Man erha¨lt
weiter mit den Ungleichungen von Sobolev und Young fu¨r jedes ε > 0:∫
RN
(−∆u) · |u|2u · 〈x〉s dx
≤Cs(s− 1)
4
‖u‖4L4,s−2(RN ) + 3C(ε)‖u‖4LN (RN )
+ ε‖∇(|∇u| · 〈x〉 s2 )‖4L2(RN )
≤Cs(s− 1)
4
‖u‖4L4,s−2(RN ) + 3C(ε)‖u‖4LN (RN )
+ ε
(
C‖∆u · 〈x〉 s2 ‖4L2(RN ) + C˜‖∇u‖4L2,s−1(RN )
)
(60)
wobei in der letzten Zeile Propostion 4.3 verwendet wurde.. Nun testet man die Gleichung (34)
mit u3λ〈x〉s. Man erha¨lt:∫
RN
|uλ|6〈x〉s dx ≤ ‖V − λ‖2L∞(RN )‖uλ‖4L4,s(RN ) +
∫
RN
(−∆uλ) · |uλ|2uλ · 〈x〉s dx.
Andererseits folgt direkt aus Gleichung (34):
‖ −∆uλ‖L2,s(RN ) ≤ ‖V − λ‖L∞(RN )‖uλ‖L2,s(RN ) +
(∫
RN
|uλ|6〈x〉s dx
) 1
2
.
Fu¨gt man dies zusammen, gilt:
‖ −∆uλ‖2L2,s(RN ) ≤2‖V − λ‖2L∞(RN )‖uλ‖2L2,s(RN )
+ 2
(
‖V − λ‖2L∞(RN )‖uλ‖4L4,s(RN ) +
∫
RN
(−∆uλ) · |uλ|2uλ · 〈x〉s dx
)
(60)
≤ 2‖V − λ‖2L∞(RN )‖uλ‖2L2,s(RN ) + 2‖V − λ‖2L∞(RN )‖uλ‖4L4,s(RN )
+
Cs(2s− 1)
2
‖uλ‖4L4,s(RN ) + 6C(ε)‖uλ‖2LN (RN )
+ 2Cε‖∆uλ · 〈x〉s‖2L2(RN ) + 2C˜ε‖∇uλ‖4L2,s−1(RN )
=
1
2
‖∆uλ‖L2,s(RN ) + Terme von kleinerer Ableitung in uλ,
fu¨r ε = 1/(4C). Die Beschra¨nktheit der LN -Norm folgt aus der Ho¨lder-Interpolationsungleichung,
sofern N ≤ 6 gilt. Es bleibt die Beschra¨nktheit von ‖∇uλ‖L2,s(RN ) aus der L4,s-Beschra¨nktheit zu
100 5. VERZWEIGUNG VON LU¨CKENEIGENWERTEN
folgern. Dazu testet man die Gleichung (34) mit 〈x〉suλ. Man erha¨lt.∫
RN
−∆uλ · uλ〈x〉s dx = 〈(V − λ)uλ, uλ〉L2,s(RN ) + ‖uλ‖4L4,s(RN ).
Nach partieller Integration folgt somit
‖∇uλ‖2L2,s(RN ) ≤ Cs(s− 1)‖uλ‖2L2,s−2(RN ) + ‖V − λ‖L∞(RN )‖uλ‖2L2,s(RN ) + ‖uλ‖4L4,s(RN ),
und daher die Beschra¨nktheit der Gradientennorm. 
Als na¨chstes wollen wir die Beschra¨nktheit der L4,s(RN )-Norm untersuchen. Das Resultat
basiert wie auch im ungewichteten Fall auf der Nichtdegeneriertheit der Lo¨sungen und der damit
verbundenen stetigen Differenzierbarkeit des Zweiges. Ferner greifen wir auf die Schachtelung der
Intervalle im Existenzsatz zuru¨ck. Fu¨r jedes s > 0 liefert der globale Satz von Crandall-Rabinowitz
gema¨ß Theorem 5.4 einen stetigen Zweig von Lo¨sungen in (−bs, bs)×H2,s(RN ), wobei bs die erste
Nullstelle von K0 als Funktion von b ist und monoton fallend in s ist. Wir beweisen nun, dass die
Beschra¨nktheit des Zweiges in der L4(RN )-Norm bereits die Beschra¨nktheit in L4,s(RN ) impliziert.
Lemma 5.12. Es sei λ∗ ∈ (−a, a) derart, dass durch [λ∗, λ0] → L4(RN ), λ 7→ uλ ein stetiger
Zweig von Lo¨sungen existiert. Dann gilt: Zu jedem s > 0 gibt es eine Konstante Cs > 0, sodass
fu¨r alle (λ, uλ) ∈ Cλ0(s) mit λ ∈ [λ∗, λ0] ∩ (−bs, bs), gilt:
‖uλ‖L4,s(RN ) ≤ Cs.
Beweis. Wir differenzieren die Gleichung −∆uλ+V uλ−λuλ−|uλ|2uλ = 0 nach λ und testen
anschließend mit uλ〈x〉s. Man erha¨lt:
0 =
∫
RN
(−∆u′λ + V u′λ − λu′λ − uλ − 3|uλ|2u′λ)uλ〈x〉s dx.
Mittels partieller Integration erhalten wir:∫
RN
−∆u′λ · uλ · 〈x〉s dx =
∫
RN
∇u′λ · ∇uλ · 〈x〉s dx+
∫
RN
∇u′λ · uλ · ∇〈x〉s dx
=
∫
RN
∇u′λ · ∇uλ · 〈x〉s dx−
∫
RN
u′λ∇uλ · ∇〈x〉s dx−
∫
RN
u′λuλ ·∆〈x〉s dx
=2
∫
RN
∇u′λ · ∇uλ · 〈x〉s dx+
∫
RN
u′λ∆uλ · 〈x〉s dx−
∫
RN
u′λuλ ·∆〈x〉s dx.
Dies wird nun wiederum eingesetzt und man erreicht
0 =2
∫
RN
∇u′λ · ∇uλ · 〈x〉s dx+
∫
RN
u′λ∆uλ · 〈x〉s dx−
∫
RN
u′λuλ ·∆〈x〉s dx
+
∫
RN
(
V u′λ − λu′λ − uλ − 3|uλ|2u′λ
)
uλ〈x〉s dx
=2
∫
RN
∇u′λ · ∇uλ · 〈x〉s dx−
∫
RN
u′λuλ ·∆〈x〉s dx
+ 2
∫
RN
(
V u′λ − λu′λ − uλ − 2|uλ|2u′λ
)
uλ〈x〉s dx
=2
[〈∇uλ,∇u′λ〉L2,s(RN ) + 〈(V − λ− |uλ|2)uλ, u′λ〉L2,s(RN )]
− ‖uλ‖2L2,s(RN ) −
1
2
d
dλ
‖uλ‖4L4,s(RN ) −
1
2
d
dλ
∫
RN
|uλ|2 ·∆〈x〉s dx
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=− 2
∫
RN
u′λ∇uλ · ∇〈x〉s dx− ‖uλ‖2L2,s(RN )
− 1
2
d
dλ
‖uλ‖4L4,s(RN ) −
1
2
d
dλ
∫
RN
|uλ|2 ·∆〈x〉s dx.
Damit folgt die Abscha¨tzung fu¨r alle λ ∈ (−bs, bs):∣∣∣∣ ddλ‖uλ‖4L4,s(RN )
∣∣∣∣ ≤C‖u′λ‖L2,s−1(RN )‖∇uλ‖L2,s−1(RN ) + 2‖uλ‖2L2,s(RN )
+
∣∣∣∣ ddλ
∫
RN
|uλ|2∆〈x〉s dx
∣∣∣∣ .(61)
Nun schließen wir wieder durch vollsta¨ndige Induktion. Fu¨r s = 0 ist die Beschra¨nktheit des
Zweiges, sofern er existiert, in Theorem 5.8 bewiesen. Die Existenz wiederum ist vorausgesetzt.
Angenommen, die Behauptung gilt fu¨r s−1, so folgt mit Lemma 5.10 die Beschra¨nktheit der L2,s−1-
Norm und anschließend aus Lemma 5.11 die Beschra¨nktheit der H2,s−1-Norm auf (−bs−1, bs−1).
Insbesondere liefert dann der globale Satz von Crandall-Rabinowitz, dass fu¨r jedes λ ∈ (−bs−1, bs−1)
eine Lo¨sung uλ auf dem Zweig existiert. Nach Voraussetzung ist die Abbildung λ 7→ u′λ stetig und
das Intervall [−bs, bs] ⊂ (−bs−1, bs−1) kompakt. Somit gibt es ein C > 0 derart, dass gilt:
‖u′λ‖L2,s−1(RN ) ≤ C (λ ∈ [−bs, bs]).
Ferner hat man die spektrale Abscha¨tzung (59) aus dem Beweis des letzten Lemmas:
‖uλ‖2L2,s(RN ) =
1
a− |λ|
(
‖uλ‖4L4,s(RN ) + Cs‖uλ‖2L2,s−2(RN ) + C‖uλ‖2L4,s(RN )
)
.
Dies setzen wir in die Ungleichung (61) ein und erhalten a¨hnlich des ungewichteten Falls die
folgende Ungleichung fu¨r κ : (0, a+ λ0)→ H2,s(RN ), µ 7→ ‖uλ0−µ‖4L4,s(RN ):
κ′(µ) ≤ C1 + C2 + κ(µ)
a+ λ0 − µ,(62)
wobei die Konstante C1 von sup
λ∈[λ0−µ,λ0]
‖uλ‖H1,s−1(RN ) und sup
λ∈[λ0−µ,λ0]
‖u′λ‖L2,s−1(RN ) abha¨ngt,
sowie die Konstante C2 von sup
λ∈[λ0−µ,λ0]
‖uλ‖H1,s−1(RN ) abha¨ngt. Alle diese Suprema existieren
nach Induktionsvoraussetzung. Anwendung von Gronwalls Lemma liefert die Beschra¨nktheit. 
Der Beweis von Lemma 5.12 liefert die Mo¨glichkeit, die Aussage in Theorem 5.5 zu verscha¨rfen.
Wir haben die Beschra¨nktheit der gewichteten Normen erhalten, indem wir sie nach oben durch die
Normen kleineren Gewichtes beschra¨nkt haben. Umgekehrt bedeutet dies, dass falls die Aussage
(1) in Theorem 5.5 zutrifft und der Zweig nichtdegeneriert ist, der Blowup bereits in L2,s(RN )
fu¨r alle s > 0 auftreten muss. Am Ende des na¨chsten Abschnittes wollen wir diese U¨berlegung
formulieren.
3. Einfach degenerierte Fortsetzung bis zum Rand
Schließlich wollen wir abermals den Lo¨sungszweig der Gleichung (34) untersuchen, und nun
einfach degenerierte Punkte zulassen. Als Hilfsmittel beno¨tigen wir die analytische Bifurkations-
theorie und sind somit gezwungen, unsere Wahl der Nichtlinearita¨t einzuschra¨nken. Denkbar wa¨re
hierbei die Untersuchung einer endlichen Linearkombination aus Monomen. Wir betrachten jedoch
wieder den einfachsten Fall g(x, u) = u3.
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Ausgangspunkt fu¨r die Untersuchung des globalen Verlaufs des Zweiges ist die Identita¨t
d
dλ
‖uλ‖4L4(RN ) = −2‖uλ‖2L2(RN ),
welche in allen Punkten gilt, in denen der Zweig durch den Graph einer differenzierbaren Abbildung
λ 7→ uλ beschrieben werden kann. Daraus erha¨lt man die Monotonie der L4(RN )-Norm und
gleichzeitig auch eine Majorante, sofern der Zweig existiert. Die Schwierigkeit, die nun behandelt
werden soll, ist der Umgang mit Punkten, in denen die Linearisierung der nichtlinearen Abbildung
nicht invertierbar ist. In solchen erhalten wir keine Differenzierbarkeit des Zweiges durch den Satz
u¨ber implizit definierte Funktionen. Es ist also fraglich, wie der Zweig derartige Punkte durchla¨uft.
Zuna¨chst ist es auch denkbar, dass dieser umkehrt oder ein Blowup in einer (und damit in allen)
gewichteten Norm mit positivem Exponenten stattfindet und damit der Graph der L4(RN )-Norm
des Zweiges einfach stoppt. Im ersten Teil wollen wir uns mit einem Kriterium befassen, welcher
eine Fortsetzung u¨ber solche degenerierten Punkte hinaus garantiert. Anschließend geben wir eine
a¨quivalente Bedingung fu¨r die globale Fortsetzbarkeit des Zweiges bis zum Rand der spektralen
Lu¨cke.
Eingangs wollen wir kla¨ren, dass die Abbildung, welche wir zur Anwendung des globalen
Bifurkationssatz definiert haben, tatsa¨chlich eine analytische ist. Betrachtet man zuna¨chst den
Resolventenoperator, so erha¨lt man (vgl [MB75]):
Proposition 5.13. Es sei T : X → X ein abgeschlossener Operator in einem Banachraum
X mit Definitionsbereich D(T ) und λ ∈ ρ(T ). Dann gilt µ ∈ ρ(T ) fu¨r alle µ ∈ C mit |µ − λ| <
‖(T − λ)−1‖−1. Fu¨r die Resolventen gilt:
(T − µ)−1 = (T − λ)−1
∞∑
k=0
[
(T − λ)−1(µ− λ)]k .
Insbesondere ist die Resolventenabbildung ρ(T )→ L(X) analytisch.
Mit dem Resultat aus Lemma 4.9 folgert man nun die Analytizita¨t von Aλ,s. Dazu seien b ≤ a
und s ≥ 0 so gewa¨hlt, dass ‖Aλ,s‖L2,s(RN )→H2,s(RN ) ≤ C gilt fu¨r alle λ ∈ [−b, b]. Man erha¨lt:
Aµ,s = Aλ,s
∞∑
k=0
[
(µ− λ)(ιH2,s(RN )↪→L2,s(RN ) ◦Aλ,s)
]k
als Operator L2,s(RN )→ H2,s(RN ). Die Reihe konvergiert dann bezu¨glich der Operatornorm fu¨r
jedes λ ∈ [−b, b] mit |λ − λ0| < 1/C. Da F als Funktion von u im Wesentlichen ein Polynom ist,
erha¨lt man unmittelbar das folgende
Lemma 5.14. Fu¨r jedes s ≥ 0 ist die Abbildung f : (−bs, bs) × H2,s(RN ) → H2,s(RN )
analytisch.
Beweis. Es sei (λ0, u0) ∈ (−bs, bs)×H2,s(RN ), dann gilt fu¨r jedes λ ∈ (−bs, bs) mit |λ−λ0| <
1/C und u ∈ H2,s(RN ) die folgende Darstellung von f als Potenzreihe von λ− λ0 und u− u0:
f(λ, u) =Aλ,s(|u|2u+Wu)
=Aλ,s
∞∑
k=0
[
(µ− λ)(ιH2,s(RN )↪→L2,s(RN ) ◦Aλ,s)
]k
(
W (u− u0) +Wu0 + (u− u0)3 + 3u0(u− u0)2 + 3u20(u− u0) + u30
)
,
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wobei ιH2,s(RN )↪→L2,s(RN ) die Einbettung H2,s(RN ) ↪→ L2,s(RN ) bezeichnet. 
Somit liefert die Anwendung von Theorem 3.4 nun zusa¨tzlich, dass sich die Menge der de-
generierten Punkte entlang eines Lo¨sungszweiges nicht ha¨ufen und zusa¨tzlich eine Mo¨glichkeit,
den Zweig lokal auf analytische Weise umzuparametrisieren. Man beachte dabei, dass die Dege-
neriertheit im gewichteten Raum a¨quivalent zur Degeneriertheit im ungewichteten Raum ist (vgl.
Teil I). Daru¨ber hinaus liefert der Satz u¨ber implizit definerte Funktionen die Invertierbarkeit
der Linearisierung des nichtlinearen Operators in der Lo¨sung als hinreichende Bedingung, den
Lo¨sungszweig nach λ parametrisieren zu ko¨nnen. Sei (λ∗, u∗) ∈ Cλ0 eine Lo¨sung, fu¨r welche der
Operator ∂uF (λ
∗, u∗) = −∆ + V − λ∗ − 3|u∗|2 invertierbar ist, so ist Cλ0 in einer Umgebung von
(λ∗, u∗) nach λ parametrisierbar. In der Na¨he des Ursprungs (λ0, 0) des Lo¨sungszweiges ist dies
sicherlich der Fall, da die Sto¨rung mit 3|uλ|2 des linearen Operators −∆ +V +W fu¨r kleine λ das
Spektrum auch nur gering sto¨rt [RS78] und daher in einer Umgebung von (λ∗, u∗) in Cλ0 die In-
vertierbarkeit der Linearisierung erhalten bleibt. Angenommen es gibt einen Punkt (λ∗, u∗) ∈ Cλ0 ,
in welchem nicht nach λ parametrisiert werden kann. Dann folgt, dass die Linearisierung in diesem
Punkt nicht invertierbar ist. Wir wollen voraussetzen, dass der Kern der Linearisierung ∂uF (λ
∗, u∗)
eindimensional ist, also von der Form ∂uF (λ
∗, u∗) = [w0] ist. Die zugeho¨rige L2(RN )-orthogonale
Projektion bezeichnen wir mit P . Der analytische Bifurkationssatz aus Theorem 3.4 liefert nun
die Existenz einer (relativ) offenen Umgebung U von (λ∗, u∗) in Cλ0 und einer analytischen Funk-
tion (λ, u) : (−δ, δ)→ (−a, a)×H2,s(RN ), welche zusa¨tzlich zu den in Theorem 3.4 aufgefu¨hrten
Eigenschaften auch
λ′(t) 6= 0 t ∈ (−δ, δ) \ {0}
erfu¨llt. Dies folgt aus der Eigenschaft, das sich die Nullstellen analytischer Funktionen nicht ha¨ufen
ko¨nnen. Nun zeigen wir, dass wir die Kurve t 7→ (λ(t), u(t)) mit (λ(0), u(0)) = (λ∗, u∗) bzw. deren
beiden Abschnitte {(λ(t), u(t)) ∈ (−bs, bs) × H2,s(RN ) : t > 0} bzw. {(λ(t), u(t)) ∈ (−bs, bs) ×
H2,s(RN ) : t < 0} nach einer Art Bogenla¨nge parametrisieren ko¨nnen. Betrachte dazu fu¨r eine
stetig differenzierbare Funktion ρ : (−1, 0)→ (−δ, 0) bzw. ρ : (0, 1)→ (0, δ) folgende gewo¨hnliche
Differentialgleichung: (
d
dL
λ(ρ(L))
)2
+
(
d
dL
‖u(ρ(L))‖4L4(RN )
)2
= 1,(63)
wobei λ(·) und u(·) die beiden analytischen Funktionen aus Theorem 3.4 sind. Eine Anwendung
der Kettenregel liefert die a¨quivalente Gleichung(
dρ
dL
(L)
)2
·
(
λ′(ρ(L))2 +
(
d
dt
(
‖u(t)‖4L4(RN )
) ∣∣∣
t=ρ(L)
)2)
= 1
Es sei nun L0 ∈ (−1, 0) (bzw. L0 ∈ (0, 1)) fest. Dann gilt fu¨r alle L ∈ (−1, 0) (bzw. L ∈ (0, 1)):
±
∫ ρ(L)
ρ(L0)
√
λ′(γ)2 + (‖u(γ)‖4
L4(RN ))
′2 dγ = t− t0
Da | dtdρ | =
√
λ′(ρ)2 + (‖u(ρ)‖4
L4(RN ))
′2 ≥ |λ′(ρ)| > 0 fu¨r alle ρ ∈ (−1, 0) (bzw. ρ ∈ (0, 1)) nach
Voraussetzung erfu¨llt ist, kann die Gleichung nach ρ aufgelo¨st werden. Das heißt, eine Parame-
trisierung nach Bogenla¨nge existiert und ist stetig differenzierbar in (−1, 0) bzw. (0, 1). In dieser
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Parametrisierung erha¨lt man fu¨r L 6= 0:
d
dL
λ(ρ(L)) = λ′(ρ(L)) · ρ′(L) = ± 1√
1 +
(
d
dλ‖uλ‖4L4(RN )
)2 = ± 1√1 + ‖uλ‖4L2(RN ) .
Aus der Stetigkeit des Zweiges folgt die Konvergenz von ddLλ(ρ(L)) fu¨r L→ ±0 und beide Grenz-
werte sind ungleich 0. Obgleich man nun ein “Zuru¨cklaufen” des Astes, das heißt ein Vorzeichen-
wechsel, wenn L die 0 durchquert, nicht ausschließen kann, gilt zumindest
(1− P ) d
dL
u(ρ(0±)) 6= 0,
wobei die linke Seite als Grenzwert von (1 − P ) ddLu(ρ(L)) fu¨r L → 0± verstanden wird. Daraus
folgt, ddLu(ρ(0)) /∈ ker(∂uF (λ∗, u∗)) und folglich liegt in (λ∗, u∗) kein Turningpoint vor. Wir wollen
nun zuna¨chst die Existenz des Grenzwertes rechtfertigen.
In der Tat liefert ein Differenzieren der Gleichung in L 6= 0 die Identita¨t
(−∆ + V − λ− 3|u(ρ(L))|2) d
dt
u(ρ(L))− λ′(ρ(L))u(ρ(L)) = 0.
Wir benutzen folgendes Resultat aus der Funktionalanalysis.
Lemma 5.15. Es seien X,Y Banachra¨ume und {Tn}n∈N sei eine Folge in L(X,Y ) mit Tn → T
bezu¨glich der Operatortopologie. Weiter sei T invertierbar. Dann ist auch Tn invertierbar fu¨r fast
alle n ∈ N und die Folge {T−1n }n∈N konvergiert gegen T−1.
Beweis. Aus der Invertierbarkeit von T folgt mit dem Satz von der offenen Abbildung die
Stetigkeit der inversen Abbildung. Daraus folgt insbesondere die Existenz einer Konstanten C > 0
derart, dass fu¨r alle x ∈ X die Abscha¨tzung ‖Tx‖Y ≥ C‖x‖X gilt. Gibt man sich ε < C vor, so
liefert die Konvergenz bezu¨glich Operatornorm wie folgt eine untere Schranke fu¨r die Norm der
Bilder der Operatorenfolge fu¨r alle n ≥ N0(ε) fu¨r ein N0(ε) ∈ N:
‖Tnx‖Y ≥ ‖Tx‖Y − ‖(T − Tn)x‖Y ≥ C‖x‖X − ε‖x‖X = (C − ε)‖x‖X .(64)
Demzufolge ist auch Tn injektiv. Ferner ist Tn(X) abgeschlossen fu¨r jedes n ∈ N, denn fu¨r eine
Cauchy-konvergente Folge {yk}k∈N aus Tn(X) gibt es eine Folge {xk}k∈N mit Tnxk = yk fu¨r alle
k ∈ N und {xk}k∈N ist Cauchy-konvergent wegen Ungleichung (64). Folglich gilt xk → x fu¨r ein
x ∈ X fu¨r k → ∞. Aus der Stetigkeit von Tn folgt dann Tn(xk) → Tn(x) fu¨r k → ∞ und somit
ist Tn(X) abgeschlossen.
Man nimmt nun an, dass Tn nicht surjektiv ist fu¨r fast alle n ∈ N. Dann gibt es eine Teilfolge
(auch mit {Tn}n∈N bezeichnet), dessen Folgenglieder nicht surjektiv sind und abgeschlossenes Bild
haben. Nach dem Riesz’schen Lemma gibt es eine Folge {yn}n∈N aus Y mit ‖yn‖Y = 1, sodass fu¨r
alle x ∈ X gilt:
‖Tnx− yn‖Y ≥ 1
2
.
Da T allerdings surjektiv ist gibt es fu¨r jedes n ∈ N ein xn ∈ X mit Txn = yn. Die Folge (xn)n∈N
in X ist beschra¨nkt, da T−1 stetig ist. Die Wahl von x = xn liefert schließlich
‖Tnxn − Txn‖ ≥ 1
2
(n ∈ N),
was der Konvergenz von {Tn}n∈N gegen T widerspricht. Tn ist also surjektiv fu¨r fast alle n ∈ N.
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Die Konvergenz der inversen Operatoren erha¨lt man nun durch die folgende Ungleichheitskette:
‖T−1 − T−1n ‖L(Y,X) ≤ C−1‖T (T−1 − T−1n )‖L(Y,Y )
≤ (C − ε)−1C−1‖T (T−1 − T−1n )Tn‖L(X,Y )
= (C − ε)−1C−1‖Tn − T‖L(X,Y ).

Dies verwenden wir nun fu¨r die differenzierte Gleichung. Zuna¨chst Projezieren wir auf [w0]
⊥
mittels (1− P ):
(1− P )(−∆ + V − λ− 3|u(ρ(L))|2) d
dL
u(ρ(L)) = (1− P )(λ′(ρ(L))u(ρ(L))).
Invertieren des Operators und nochmaliges Projezieren auf [w0]
⊥ liefert:
(1− P ) d
dL
u(ρ(L))
=(1− P )(−∆ + V − λ− 3|u(ρ(L))|2)−1(1− P )λ′(ρ(L))u(ρ(L))
=
(
(−∆ + V − λ− 3|u(ρ(L))|2)|Ran(−∆+V−λ−3|u(ρ(L))|2)
)−1
(1− P )λ′(ρ(L))u(ρ(L)).
(65)
Per Konstruktion ist der Grenzwert des Operators
(−∆ + V − λ− 3|u(ρ(L))|2)|Ran(−∆+V−λ−3|u(ρ(L))|2)
fu¨r L→ 0± invertierbar (fu¨r L 6= 0 ist der Operator auch auf dem gesamten Raum invertierbar).
Das Lemma liefert dann auch die Konvergenz des inversen Operators, sodass die rechte Seite von
(65) konvergiert. In der Folge konvergiert auch (1 − P ) ddLu(ρ(L)) in H2(RN ) fu¨r L → 0± und
die Grenzwerte von oben und unten unterscheiden sich gema¨ß Gleichung (65) ho¨chstens um ein
Vorzeichen. Dass sie nicht 0 werden, folgt aus λ′(ρ(0±))u(ρ(0)) 6= 0.
Nun wollen wir die sekunda¨re Verzweigungstheorie aus dem allgemeinen Kapitel anwenden,
um ein Kriterium fu¨r eine sekunda¨re Verzweigung in der Na¨he einer degenerierten Lo¨sung des
Zweiges zu erarbeiten. In diesem Fall gibt es prinzipiell zwei Wege, die nichtlineare Abbildung zu
definieren, auf welche die Resultate des letzten Abschnittes angewandt werden ko¨nnen. In diesem
Kontext soll nicht wie im allgemeinen Kapitel 3 mit der Abbildung
F : (−a, a)×H2,s(RN )→ H2,s(RN ), (λ, u) 7→ (−∆ + V +W − λ)−1(|u|2u+Wu)
gearbeitet werden, da wir fu¨r lokale Resultate keine Kompaktheit beno¨tigen. Stattdessen betrach-
ten wir die Abbildung
F˜ : (−a, a)×H2,s(RN )→ L2,s(RN ), (λ, u) 7→ (−∆ + V − λ)u− |u|2u,
um anhand dieser an eine hinreichende Bifurkationsbedingung zu gelangen. Die Existenz eines
Lo¨sungszweiges, welche auf analytische Weise die Quelle (λ0, 0) mit dem degenerierten Punkt
(λ∗, u∗) verbindet, ist schon durch den globalen Satz gekla¨rt. Das folgende lokale Resultat liefert
die Existenz u¨ber diesen degenerierten Punkt hinaus, sofern s > 0 hinreichend klein ist.
Theorem 5.16. Es sei λ0 ein einfacher Eigenwert von
T : L2(RN ) ⊃ H2(RN )→ L2(RN ), Tu = −∆u+ V u
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und zu s > 0 sei Cλ0(s) der zugeho¨rige Zweig von nichttrivialen Lo¨sungen der Gleichung (34)
mit g(x, u) = u3 in (−bs, bs)×H2,s(RN ). Es sei weiter λ∗ ∈ (−bs, bs) derart, dass die zugeho¨rige
Lo¨sung uλ∗ einfach degeneriert ist, das heißt, es gilt: ker(∂uF (λ
∗, uλ∗)) ist von der Form [w0].
Ferner gelte:
〈u∗, w0〉L2(RN ) = 0 ⇒ 1 + 6〈(u∗)2(−∆ + V − 3|u∗|2 − λ)−1[u∗], w0〉L2(RN ) 6= 0.(66)
Dann ist der Zweig Cλ(s) u¨ber λ
∗ hinaus fortsetzbar, das heißt, Cλ0(s) entha¨lt einen Punkt (λ, uλ)
mit λ < λ∗. Ferner ist (λ∗, u∗) ∈ Cλ∗(s) ein Verzweigungspunkt, falls 〈u∗, w0〉L2(RN ) = 0 gilt.
Wir wenden im Beweis das Lemma 3.8 auf die reduzierte Abbildung F˜ auf H2(RN ) an. Daher
ist a priori kein Abklingverhalten im Sinne gewichteter Sobolevra¨ume gekla¨rt. Allerdings kann
a posteriori exponentielles Abklingen bewiesen werden, indem man uλ als Lo¨sung einer linearen
Schro¨dingergleichung versteht. Folglich liegt der verzweigende Ast in H2,s(RN ) fu¨r jedes s ≥ 0.
Daru¨ber hinaus verstehen wir die Bedingung (66) als Transversalita¨tsbedingung, welche auch im
lokalen Bifurkationssatz in der Form ∂2λuF (λ0, 0) zu finden ist.
Beweis. Wir weisen die Voraussetzungen der Lemmata 3.8 und 3.10 nach. In einer Umgebung
des Punktes (λ∗, u∗) ∈ Cλ0 verwendet man die Lyapunov-Schmidt-Reduktion aus Lemma 3.6 um
die Gleichung F˜ (λ, u) = 0 a¨quivalent umzuformen in die Gleichung
φ(λ, t) := 〈F˜ (λ, tw0 + ψ(λ, t)), w0〉L2(RN ) = 0,
Wir setzen t∗ = 〈u∗, w0〉L2(RN ), sodass gilt:
u∗ = t∗w0 + ψ(λ∗, t∗).
Bei der Berechnung des Gradienten von φ im Punkt (λ∗, t∗w0 + ψ(λ∗, t∗)) erha¨lt man einerseits
∂tφ(λ
∗, t∗) = 〈∂uF˜ (λ∗, t∗w0 + ψ(λ∗, t∗))[w0 + ∂tψ(λ∗, t∗)], w0〉L2(RN ) = 0,
andererseits gilt
∂λφ(λ
∗, t∗) = 〈∂λF˜ (λ∗, t∗w0 + ψ(λ∗, t∗)) + ∂uF˜ (λ∗, t∗w∗0 + ψ(λ∗, t∗))[∂λψ(λ∗, t∗)], w0〉L2(RN ).
Der zweite Summand wird 0, da ∂uF˜ selbstadjungiert auf L
2(RN ) mit Definitionsbereich H2(RN )
ist und w0 per Definition dessen Kern aufspannt. Daraus folgt
∂λφ(λ
∗, t∗) = 〈∂λF˜ (λ∗, t∗w0 + ψ(λ∗, t∗)), w0〉L2(RN ) = −〈u∗, w0〉L2(RN )(67)
Nun verwenden wir, dass wir bereits die Existenz eines Lo¨sungszweig {(λ, uλ)}λ∈(λ∗,λ∗+ε˜) fu¨r
ein ε˜ > 0 hinreichend klein bewiesen haben und unterscheiden zwei Fa¨lle:
a) Falls ∂λφ(λ
∗, t∗) 6= 0 gilt, so liefert der Satz u¨ber implizit definierte Funktionen eine Umge-
bung (λ∗−δ, λ∗+δ)× (t∗−ε, t∗+ε) und eine Funktion θ : (t∗−ε, t∗+ε)→ (λ∗−δ, λ∗+δ), sodass
die Gleichung φ(λ, t) = 0 fu¨r (λ, t) ∈ (λ∗−δ, λ∗+δ)× (t∗−ε, t∗+ε) a¨quivalent ist zu θ(t) = λ. Die
Eindeutigkeit hat zur Folge, dass eine der Mengen {(θ(t), t)}t∈(t∗−ε,t∗) oder {(θ(t), t)}t∈(t∗,t∗+ε)
eine Obermenge von {(λ, tλ)}λ∈(λ∗,λ∗+ε˜) ist. Daru¨ber hinaus sind die Punkte (θ(t), t) fu¨r alle
t 6= t∗ nichtdegeneriert, da (θ(t), tw0 + ψ(θ(t), t)) Lo¨sungen der Gleichung F (λ, u) = 0 sind
und sich die degenerierten Punkte nicht ha¨ufen (vergleich Theorem 3.4). Somit liefert der Ab-
schnitt {(θ(t), t)}t∈(t∗−ε,t∗) oder {(θ(t), t)}t∈(t∗,t∗+ε), welcher nicht {(λ, tλ)}λ∈(λ∗,λ∗+ε˜) beinhaltet
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eine Fortsetzung von der Parametrisierung λ 7→ (λ, uλ) in (−bs, bs)×H2(RN ). Die Monotonie der
L4(RN )-Norm impliziert die Existenz von (λ, uλ) ∈ Cλ(s) mit λ < λ∗.
b) Falls 〈∂λF˜ (λ∗, u∗), w0〉L2(RN ) = 0 gilt, so betrachtet man die Hessematrix. Dazu berechnet
man entsprechend die zweiten partiellen Ableitungen. Es gilt
∂2ttφ(λ
∗, t∗) =〈∂2uuF˜ (λ∗, t∗w0 + ψ(λ∗, t∗))[w0 + ∂tψ(λ∗, t∗), w0 + ∂tψ(λ∗, t∗)]
+ ∂uF˜ (λ
∗, t∗w0 + ψ(λ∗, t∗))[∂2ttψ(λ
∗, t∗)], w0〉L2(RN )
=〈∂2uuF˜ (λ∗, t∗w0 + ψ(λ∗, t∗))[w0, w0], w0〉L2(RN )
=6〈|w0|2(t∗w0 + ψ(λ∗, t∗)), w0〉L2(RN ),
∂2λλφ(λ
∗, t∗) =〈∂2λλF˜ (λ∗, t∗w0 + ψ(λ∗, t∗)) + 2∂2λuF˜ (λ∗, t∗w0 + ψ(λ∗, t∗))[∂λψ(λ∗, t∗)]
+ ∂uF˜ (λ
∗, t∗w0 + ψ(λ∗, t∗))[∂2λλψ(λ
∗, t∗w0 + ψ(λ∗, t∗))], w0〉L2(RN ) = 0,
∂2tλφ(λ
∗, t∗) =〈∂2uλF˜ (λ∗, t∗w0 + ψ(λ∗, t∗))[w0 + ∂tψ(λ∗, t∗)]
+ ∂2uuF˜ (λ0, w0 + ∂tψ(λ
∗, t∗))[∂λψ(λ∗, t∗), w0 + ∂tψ(λ∗, t∗)]
+ ∂uF˜ (λ
∗, t∗w0 + ψ(λ∗, t∗))[∂λtψ(λ∗, t∗)], w0〉L2(RN )
=− 〈w0, w0〉L2(RN ) + 6〈((t∗w0 + ψ(λ∗, t∗))2∂λψ(λ∗, t∗), w0〉L2(RN )
=− 1− 6〈(t∗w0 + ψ(λ∗, t∗))2(−∆ + V − 3|t∗w0 + ψ(λ∗, t∗)|2 − λ)−1
[t∗w0 + ψ(λ∗, t∗)], w0〉L2(RN ).
Um nachzuweisen, dass die Hessematrix indefinit ist, bedient man sich der Basisunabha¨ngigkeit
der Determinante, um diese als Produkt der Eigenwerte zu klassifizieren. Die Matrix ist in der
Folge genau dann indefinit, wenn die Determinante negativ ist. Es gilt:
det(∂2ψ(λ∗, t∗)) = − (1 + 6〈(u∗)2(−∆ + V − 3|u∗|2 − λ)−1[u∗], w0〉L2(RN ))2 < 0,
und somit die Indefinitheit nach Voraussetzung. Lemma 3.8 liefert dann die Existenz von Lo¨sungen
(λ, uλ) in (−bs, bs) ×H2(RN ) mit λ < λ∗, welche sich in (λ∗, u∗) ha¨ufen. Daru¨ber hinaus liefert
Lemma 3.8 mindestens zwei weiteren Folgen von Lo¨sungen, die fu¨r die Verzweigung verantwortlich
sind. Fu¨r diese Lo¨sungen gilt auch F (λ, uλ) = 0. Lemma 3.10 garantiert anschließend, dass die
Lo¨sungen tatsa¨chlich auf einem Zweig liegen. Mit der Existenz der Lo¨sungen in (−bs, bs)×H2(RN )
und dessen lokale Beschra¨nktheit folgt gema¨ß Lemma 5.12 und Theorem 5.4 die Existenz der
Lo¨sung in (−bs, bs)×H2(RN ) u¨ber (λ∗, u∗) hinaus. 
Der globale analytische Verzweigungssatz liefert nun, dass die Menge der degenerierten Stellen,
das heißt, jene, in denen der Zweig nicht analytisch ist, sich entlang des Zweiges nicht ha¨ufen
ko¨nnen. Theorem 5.16 liefert die stetige Parametrisierbarkeit nach dem Spektralparameter. Dann
hat jedes kompakte Teilintervall [λ1, λ2] ⊂ (−a, λ0] ein kompaktes Bild in R×H2,s(RN ) fu¨r s > 0
gema¨ß Theorem 5.16 passend gewa¨hlt. In der Folge gibt es im Intervall [λ1, λ2] nur endlich viele
solcher degenerierten Stellen, sodass diese sich (nach Wiederholung des Arguments) ho¨chstens in
−a ha¨ufen ko¨nnen und ho¨chstens abza¨hlbar viele sind.
Theorem 5.17. Es sei λ0 ein einfacher Eigenwert von T und Cλ0 :=
⋃
s>0
Cλ0(s) ⊂ R×H2(RN )
sei der dazugeho¨rige Lo¨sungszweig, sowie C˜λ0 dessen Abschluss unter der schwachen Topologie in
H2(RN ). Fu¨r jeden degenerierten Punkt (λ∗, u∗) ∈ Cλ0 gelte ker(∂uF (λ∗, u∗)) = [w0] fu¨r ein
108 5. VERZWEIGUNG VON LU¨CKENEIGENWERTEN
w0 ∈ H2(RN ) und ferner
1 + 6〈(u∗)2(−∆ + V − 3|u∗|2 − λ)−1[u∗], w0〉L2(RN ) 6= 0,
falls 〈u∗, w0〉L2(RN ) = 0 gilt.
Dann existiert ein nach λ parametrisierbarer, stetiger Zweig {(λ, uλ)}λ∈I ⊂ Cλ0 mit I ⊆
(−a, λ0] zusammenha¨ngend, relativ offen in (−a, λ0] und maximal gewa¨hlt. Ferner sind die folgen-
den beiden Aussage a¨quivalent:
(1) Fu¨r alle J ⊂⊂ (−a, λ0] gibt es (ho¨chstens endlich viele) λ∗1 > . . . > λ∗M ∈ I ∩ J , sodass
folgende Aussage gilt: Fu¨r alle (λ∗, u∗) ∈ C˜λ0 , welche einfach degeneriert sind und λ∗ ∈ J
gilt, folgt (λ∗, u∗) ∈ Cλ0 und λ∗ = λ∗k fu¨r ein k ∈ 1, . . . ,M .
(2) I = (−a, λ0] und fu¨r alle J ⊂⊂ I gilt: sup
λ∈J
‖uλ‖H2(RN ) <∞.
Beweis. Eingangs kann das Zuru¨cklaufen in einen weiteren Eigenwert in (−a, λ0] ausgeschlos-
sen werden, denn nach dem Mittelwertsatz wu¨rde dies der Monotonie der L4(RN )-Norm in Bezug
auf den Spektralparameter λ widersprechen. Theorem 5.16 liefert die Fortsetzbarkeit eines Zweiges
u¨ber degenerierte Punkte hinaus.
′′ ⇒′′ Angenommen, fu¨r jedes J ⊂⊂ I existieren endlich viele λ∗1 > . . . > λ∗M ∈ I ∩ J derart,
dass {(λ, uλ)}λ∈J genau in (λ∗m, uλ∗m) einfach degeneriert ist. Angenommen I 6= (−a, λ0]. Wa¨hle
λ∗ ∈ (−a, λ0] und J ⊃ (λ∗, λ0], sowie b > 0 mit J ⊂ (−b, b) und das zugeho¨rige s = s(b). Ohne
Beschra¨nkung der Allgemeinheit sei s ∈ (0, 1) gewa¨hlt (ansonsten betrachte ein gro¨ßeres b > 0).
Dann folgt aus Theorem 5.5, dass ‖uλ‖L4,s(RN ) → ∞ fu¨r λ → λ∗ + 0 gilt. Daraus erha¨lt man
λ∗ > λ∗1 ≥ . . . ≥ λ∗M , da andernfalls nach Voraussetzung (λ∗, uλ∗) ∈ Cλ0 gelte und die Offenheit
von Cλ0(s) der Divergenz von ‖uλ‖L4,s(RN ) →∞ fu¨r λ→ λ∗ + 0 widerspra¨che.
Nun ist der Zweig fu¨r λ ∈ (−a, λ∗1)∩ I nichtdegeneriert, woraus mit Theorem 5.8 und Korollar
5.9 die gleichma¨ßige Beschra¨nktheit der L2(RN )- und der L4(RN )-Norm u¨ber J ⊂⊂ I folgt. Da uλ
die Gleichung lo¨st, folgt daraus auch die gleichma¨ßige Beschra¨nktheit der H2(RN )-Norm, woraus
schwache Konvergenz fu¨r λ → λ∗ folgt. Die Einbettung H2(RN ) → L2,s−1(RN ) ist kompakt, da
s− 1 < 0 gilt. Somit konvergiert uλ sogar stark in L2,s−1(RN ) gegen uλ∗ . Daru¨ber hinaus ist uλ∗
auch eine Lo¨sung der Gleichung (34), denn fu¨r alle v ∈ C∞c (RN ) ⊂ L2(RN ) dicht, gilt:
〈(−∆ + V − λ∗)uλ∗ − u3λ∗ , v〉L2(RN )
=〈(−∆ + V − λ∗)v, uλ∗ − uλ〉L2(RN ) + 〈(−∆ + V − λ)uλ, v〉L2(RN )
+ (λ− λ∗)〈uλ, v〉L2(RN ) − 〈u3λ∗ , v〉L2(RN )
=〈(−∆ + V − λ∗)v, uλ∗ − uλ〉L2(RN ) + 〈u3λ − u3λ∗ , v〉L2(RN )
+ (λ− λ∗)〈uλ, v〉L2(RN ) → 0 (λ→ λ∗).
Die Konvergenz 〈u3λ−u3λ∗ , v〉L2(RN ) → 0 erha¨lt man nach Kondrachov-Rellich. Um die Konvergenz
fu¨r v ∈ L2(RN ) zu folgern bedient man sich noch der Beschra¨nktheit von ‖uλ‖H2(RN ) in λ. Daher
gilt
(−∆ + V − λ∗)uλ∗ − u3λ∗ = 0.
Nach Voraussetzung ist ∂uF (λ
∗, uλ∗) invertierbar, denn andernfalls wa¨re (λ∗, uλ∗) ∈ Cλ0
und λ∗1 wa¨re nicht das kleinste λ zu einem degenerierten Punkt. Zu jedem v ∈ H2(RN ) ist die
Abbildung [λ∗, λ∗1] → R, λ 7→ 〈(−∆ + V − λ − 3|uλ|2)v, v〉L2(RN ) stetig, denn die Abbildung
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(λ∗, λ∗1)→ H2(RN ), λ 7→ uλ ist schwach stetig und daher gilt fu¨r alle λ, µ ∈ [λ∗, λ∗1]:
〈(−∆ + V − λ− 3|uλ|2)v, v〉L2(RN ) − 〈(−∆ + V − µ− 3|uµ|2)v, v〉L2(RN )
=(µ− λ)〈v, v〉+ 3〈(|uµ|2 − |uλ|2)v, v〉L2(RN ) → 0, λ→ µ.
Der erste Summand konvergiert gegen 0 wenn µ → λ geht. Der zweite konvergiert zuna¨chst fu¨r
alle v ∈ C∞c (RN ) ⊂ L4(RN ) dicht und schließlich fu¨r alle v ∈ L4(RN ), da die Abbildung λ → uλ
beschra¨nkt in L4(RN ) ist.
Ferner gilt fu¨r jedes λ ∈ [λ∗, λ∗1 − ε]:
〈(−∆ + V − λ− 3|uλ|2)v, v〉L2(RN ) 6= 0,
da die Linearisierung invertierbar ist. Zusammen mit der Stetigkeit ist die Abbildung
λ→ 〈(−∆ + V − λ− 3|uλ|2)v, v〉L2(RN )
von 0 weg beschra¨nkt fu¨r jedes v ∈ H2(RN ), d.h. es gibt c0 > 0 derart, dass fu¨r alle λ ∈ [λ∗, λ∗1−ε]
gilt:
‖v‖L2(RN )‖(−∆ + V − λ− 3|uλ|2)[v]‖L2(RN )
≥c0|〈(−∆ + V − λ− 3|uλ|2)v, v〉L2(RN )| ≥ c0‖v‖2L2(RN ).
Daraus folgt fu¨r jedes v ∈ L2(RN ):
‖(−∆ + V − λ− 3|uλ|2)−1[v]‖L2(RN ) ≤
1
c0
‖v‖L2(RN ) (λ ∈ [λ∗, λ∗1 − ε]).
Nach dem Satz von Banach-Steinhaus gibt es folglich ein C > 0 derart, dass fu¨r alle λ ∈ [λ∗, λ∗1−ε]
gilt:
‖(−∆ + V − λ− 3|uλ|2)−1‖L2(RN )→L2(RN ) ≤ C.
Wir folgern, dass fu¨r alle λ ∈ [λ∗, λ∗1 − ε] gilt:
‖u′λ‖L2,s−1(RN ) ≤‖u′λ‖L2(RN ) = ‖(−∆ + V − λ− 3|uλ|2)−1[uλ]‖L2(RN )
≤C‖uλ‖L2(RN ) ≤ C˜.
Man erha¨lt schließlich wie im nichtdegenerierten Fall in Lemma 5.12 die Ungleichung (61):∣∣∣∣ ddλ‖uλ‖4L4,s(RN )
∣∣∣∣ ≤C‖u′λ‖L2,s−1(RN )‖∇uλ‖L2,s−1(RN ) + 2‖uλ‖2L2,s(RN )
+
∣∣∣∣ ddλ
∫
RN
|uλ|2∆〈x〉s dx
∣∣∣∣ ,
und somit fu¨r κ : (0, a+ λ0)→ H2,s(RN ), µ 7→ ‖uλ0−µ‖4L4,s(RN ):
κ′(µ) ≤ C1 + C2 + κ(µ)
a+ λ0 − µ.
Auch hier folgt die Beschra¨nkung der L4,s(RN )-Norm mittels Lemma von Gronwall, was dem
Blowup in λ∗ widerspricht.
′′ ⇐′′: Angenommen I = (−a, λ0] und fu¨r jedes J ⊂⊂ (−a, λ0] existiert eine Konstante C > 0
mit sup
λ∈J
‖uλ‖H2(RN ) = C. In diesem Fall ist die Menge {(λ, uλ)}λ∈J als Bild einer kompakten Menge
unter einer stetigen Abbildung selbst kompakt und jede beschra¨nkte Folge hat einen Ha¨ufungswert.
Dies schließt die Existenz unendlich vieler degenerierter Punkte auf Cλ0 gema¨ß dem analytische
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Bifurkationssatz 3.4 aus. Sei schließlich (λ∗, u∗) ∈ C˜λ0 beliebig mit −a < λ∗, so gibt es eine Folge
(λn, uλn) ∈ Cλ0(s) mit λn → λ∗ und uλn ⇀ u∗ in H2(RN ). Wa¨hle J ⊂⊂ (−a, λ0] mit λ∗, λn ∈ J
fu¨r fast alle n ∈ N. Dann gilt nach Voraussetzung ‖uλn‖H2,s(RN ) ≤ C fu¨r ein C > 0 und da uλn
die Gleichung lo¨st, folgt mit der Kompaktheit von Aλ,s[|uλn |2uλn + Wuλn ] = uλn die Existenz
einer H2,s(RN )-konvergenten Teilfolge. Ihr Grenzwert sei mit u∗∗ bezeichnet. Insbesondere gilt
uλn ⇀ u
∗∗ in H2(RN ), woraus u∗ = u∗∗ folgt. und daraus (λ∗, u∗) ∈ Cλ0(s) ⊆ Cλ0 . 
Wir reichen sofort das entsprechende Korollar fu¨r nichtdegenerierte Zweige nach.
Korollar 5.18. Es sei λ0 ein einfacher Eigenwert von T und C˜λ0 , der schwache H
2(RN )
Abschluss der Lo¨sungen zu
(−∆ + V − λ)u− u3 = 0,
sei nichtdegeneriert. Dann existiert ein nach λ parametrisierbarer, stetiger Zweig
{(λ, uλ)}λ∈(−a,λ0] ⊂ Cλ0
von Lo¨sungen.
Beweis. Aussage (2) in Theorem 5.17 ist erfu¨llt. 
Wir schließen mit einigen Bemerkungen. Die Abgeschlossenheit des Zweiges bezu¨glich schwach
H2(RN )-konvergenter Folgen, deren Grenzwerte degenerierte Punkte sind, erscheint eine sehr tech-
nische Voraussetzung. Der Autor vermutet, dass es fu¨r den ′′ ⇒′′-Teil hinreichend ist, dass man
lokal nur endlich viele degenerierten Punkte auf dem (starken) H2(RN )-Abschluss des Zweig hat.
Man beweist analog, dass, falls ein Blowup in der gewichteten Norm auftritt, man dennoch eine
schwach konvergente (in den a¨quivalenten Normen H2(RN ), L2(RN ) und L4(RN )) hat. Der Autor
geht davon aus, dass daraus auch die starke Konvergenz folgt, indem man sich die Monotonie der
L4(RN )-Norm oder die spektralen Abscha¨tzungen zu Nutze macht. In [JS+99] wird dies im ein-
dimensionalen und unter starken Symmetrievoraussetzungen gefolgert. Dies ist dem Autor bisher
nicht gelungen. Ist dies gezeigt, so folgt mit dem Satz u¨ber implizit definierte Funktionen, einmal
in einer (−a, a) × H2(RN )-Umgebung und einmal in (−a, a) × H2,s(RN )-Umgebung des Grenz-
wertes (λ∗, u∗) angewandt, dass dieser Zweig lokal mit Cλ0(s) u¨bereinstimmt, was dem Blowup
widerspricht.
KAPITEL 6
Ausblick
Die Verwendung gewichteter Sobolevra¨ume fu¨r die Kompaktheit des nichtlinearen Operators
kann dahingehend ausgedehnt werden, dass man nun statt beschra¨nkter Potentiale auch gro¨ßere
Klassen von Potentialen zula¨sst, welche die Definition eines selbstadjungierten Schro¨dingeropera-
tors zulassen. Hierbei wird der Definitionsbereich des linearen Operators und somit der Lo¨sungs-
raum, in welchem nach Lo¨sungen der nichtlinearen Gleichung gesucht wird, durch eine gewichtete
Version des Definitionsbereichs angepasst werden. Man muss dabei sicherstellen, dass der nichtli-
neare Teil des Operators wieder in den Definitionsbereich abbildet und diesen gegebenenfalls mit
zusa¨tzlichen Bedingungen versehen.
Ferner steht die Behandlung exponentiell gewichteter Ra¨ume zur Debatte. Obgleich die Exis-
tenz der Lo¨sungen lediglich im polynomiell gewichteten Raum nachgewiesen wurde, kann a pos-
teriori das exponentielle Abklingen der Lo¨sungen mit dem ersten Teil dieser Arbeit nachgewiesen
werden. Ferner haben wir im ersten Teil bewiesen, dass die Abklingrate lediglich vom Abstand
des Spektralparameters zum essentiellen Spektrum abha¨ngt. Das heißt, die Lo¨sungen der Glei-
chung haben eine gemeinsame untere Schranke fu¨r die Abklingrate, sofern der Spektralparameter
sich in einem abgeschlossenen Interval, welches disjunkt vom essentiellen Spektrum ist, befindet.
Die Existenz von Lo¨sungen in einem Sobolevraum mit exponentiell steigendem Gewicht ist daher
bewiesen. Fraglich bleiben daru¨ber hinaus die topologischen Eigenschaften der Menge der Lo¨sun-
gen, da der globale Verzweigungssatz (bisher) nicht im exponentiell gewichteten Raum angewandt
wurde.
Die Behandlung weiterer nicht Schro¨dinger-artiger Gleichungen unter Verwendung gewichteter
Ra¨ume ist immer dann mo¨glich, wenn man u¨ber das Abklingverhalten der Eigenfunktionen der
Linearisierung in der trivialen Lo¨sung innerhalb des Intervals, fu¨r welches man globale Bifurka-
tion nachweisen mo¨chte, hinreichend gute Informationen hat. Die Kompaktheit des nichtlinearen
Teils ha¨ngt von dem Wachstum der Nichtlinearita¨t im Verha¨ltnis zum Gewicht des Raumes ab.
So ist es denkbar, zum Beispiel ein logarithmisch wachsendes Gewicht zu verwenden, um lediglich
polynomiell wachsende Eigenfunktionen zu Lu¨ckeneigenwerten zu behandeln. Solche Eigenfunk-
tionen ko¨nnen auch bei Schro¨dingeroperatoren als Eigenfunktionen zu eingebetteten Eigenwerten
auftauchen.
In konkreteren Beispielen von Gleichungen bzw. sta¨rkeren Voraussetzungen an die Parame-
ter dieser ist der Autor zuversichtlich, die spektralen Abscha¨tzungen der Resolventennorm im
gewichteten Raum zu verbessern. Als Beispiel seien hier nichtlineare Operatoren erwa¨hnt, deren
Linearisierung ein (gesto¨rtes) periodisches Potential beinhaltet. Das essentielle Spektrum dieser
Schro¨dingeroperatoren ist durch Blochwellen charakterisiert, welche, geeignet abgeschnitten, eine
Weyl’sche Folge bilden. Diese Blochwellen sind beschra¨nkt, und die Konvergenz der Weyl’schen
Folge basiert wesentlich auf dieser Eigenschaft. Betrachtet man die Folgen in gewichteten Ra¨umen,
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so kann diese Eigenschaft verloren gehen. Das heißt, dass in gewichteten Ra¨umen der Operator
mo¨glicherweise kein essentielles Spektrum besitzt. In dem Fall bildet der inverse Abstand zum
essentiellen Spektrum des selbstadjungierten Operators in L2(RN ) keine obere Schranke der Re-
solvente als Abbildung zwischen gewichteten Ra¨umen. Folglich ist das Interval, in welchem der
globale Satz angewandt wird, nicht auf die spektrale Lu¨cke der Linearisierung als Operator in
L2(RN ) beschra¨nkt. Denkbar ist im konkreten Fall auch eine Abscha¨tzung der Norm der Resol-
vente als Abbildung zwischen Ra¨umen mit verschieden Gewichten. Dies ko¨nnte in dem Fall zu
Kompaktheit fu¨hren, wohingegen die Wachstumsbedingungen der Nichtlinearita¨t weniger einge-
schra¨nkt werden mu¨sste. Eine solche Herangehensweise stellen wir uns auch bei der Lo¨sung des
Problems der fehlenden Kompaktheit des Zweiges im letzten Abschnitt vor. Der Blowup in der ge-
wichteten Norm behindert die Fortsetzbarkeit des Zweiges auch im ungewichteten Raum, obwohl
die ungewichteten Normen beschra¨nkt bleiben. Der pathologische Fall, dass der Zweig im Raum
abbricht, scheint dem Autor ausschließbar zu sein.
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