Abstract-Objective pain assessment is required for appropriate pain management in the clinical setting. However, clinical gold standard pain assessment is based on subjective methods. Automated pain detection from physiological data may provide important objective information to better standardize pain assessment. Specifically, electrodermal activity (EDA) can identify features of stress and anxiety induced by varying pain levels. However, notable variability in EDA measurement exists and research to date has demonstrated sensitivity but lack of specificity in pain assessment. In this paper, we use timescale decomposition (TSD) to extract salient features from EDA signals to identify an accurate and automated EDA pain detection algorithm to sensitively and specifically distinguish pain from no-pain conditions.
associated with pain [3] [4] [5] [6] [7] (Table 1) . Schestatsky et al. [6] studied the correlation between heat pain perception and skin conductance (SC), exposing 22 healthy adult volunteers to three heat stimuli: light warmth, high warmth, and maximum warmth. A positive correlation between changes in sudomotor activity and temperature perception was found, wherein mean EDA was drastically higher during the pain phase when comparing pre-perception warmth to postperception warmth. Loggia et al. [3] assessed heart rate (HR), SC, and verbal ratings in 39 healthy adult males and demonstrated that both HR and SC increased with more intense pain stimuli. Bradley et al. [7] used HR, blink reflexes, and EDA signals to identify pain in response to electrical shock in 72 healthy participants. In children, Erikson et al [4] reported that SC variables (i.e., basal level, number of waves, and mean wave amplitude) differentiated painful stimulation from no-pain tactile stimulation in newborn infants. Choo et al. [5] found that mean number of fluctuations in SC per second (NFSC) predicted severe pain (reported pain score greater than 7 on a 0 to 10 numerical rating scale) with 56.3% sensitivity and 78.4% specificity in school-aged children after surgery. Gruss et al. [15] used a fusion of EDA, electromyography, and electroencephalography through radial basis function SVM and forward selection algorithm. In that study, 85 participants were subjected to painful heat stimuli (baseline, pain threshold, two intermediate thresholds, and pain tolerance threshold). A significant accuracy rate of 90.94% was obtained using the fusion of those signals when pain tolerance threshold was classified compared to baseline.
While the aforementioned studies provide evidence for EDA as a sensitive measure of pain, there is notable variability in specificity estimates among them. One of the reasons for this inconsistency may relate to the fact that there are several signal characteristics to consider in EDA data. Tonic refers to slower moving, background characteristics of the signal. Phasic refers to faster fluctuating elements of the signal. Notable variation in tonic signals can be found even within a given individual, making it difficult to accurately detect and interpret [8] . Additionally, phasic EDA in response to a particular stimulus often has a latency period of 1-3 seconds [8] ; and in the case of pain stimuli, the latency period may be confounded by anxiety and stress experienced in anticipation of the upcoming stimulus.
As a pioneering attempt to automatically detect pain using only EDA signals, and taking into account the aforementioned issues with tonic fluctuations and phasic response delays, we developed a framework using timescale decomposition (TSD) for statistical feature extraction from EDA signals and a linear support vector machine (SVM) 
A. Participants and Experimental Setup
Twenty-one neurotypical youth (16 males; 5 females) primarily Hispanic (71%) and with a median age of 11 years and a interquartile range of 10-15.5 years who had undergone laparoscopic appendectomy participated in a study examining automated assessment of children's post-operative pain using video and body sensors [9] . Children and their parents were approached for participation after undergoing surgery and provided assent and parental consent prior to study evaluations.
Study participants underwent three study visits during which they were assessed for pain across the recovery period following laparoscopic appendectomy. Visit 1 occurred within 24 hours following surgery (inpatient arena), Visit 2 occurred one day later (inpatient arena), and Visit 3 occurred up to 42 days later (outpatient arena). Only data from Visits 1 and 3 were utilized in the analyses reported herein. At each study visit, EDA and behavioral reactions were recorded during manual abdominal pressure applied adjacent to the surgical incision site for a 10-second interval (hereby referred to as the pressure stimulus and equivalent to a clinical exam). EDA was collected with the Affectiva Q sensor, worn on the wrist of the arm without intravenous catheter placement, modified to collect fingertip EDA, and used gelled adhesive electrodes for signal collection. The Affectiva Q Sensor captures EDA, skin surface temperature, and 3D motion at 16Hz. The sensor was designed to work in real-world environments in an untethered, unobtrusive way and is housed in a durable plastic case. Skin surface temperature and 3D motion permit detection of confounding influences on electrodermal readings associated with changes in environmental temperature and increased physical activity. The Q sensor has been validated against FDA-approved commercial laboratory sensors and is highly correlated with gold-standard EDA measurement devices during cognitive, emotional, and physical demand tasks [10] . Youths scored their experienced pain during the pressure stimulus from 0 (no pain) to 10 (worst pain ever).
Prior to our data analyses, skin surface temperature and motion data were assessed, and EDA data quality was visually inspected by experts blind to experimental condition (pain vs. no pain). Data were removed if the signal did not match standard expectations for EDA based on recommendations from Dawson [11] . Selected high quality data were then smoothed using a 0.35 Hz FIR low pass filter. This filter setting was designed to remove high frequency components associated with artifacts such as movement, while maintaining all other signal components up to the fastest components of an electrodermal response [11] . After filtering, data were down sampled to 1 Hz to reduce analysis time and simplify interpretation of results. Finally, to account for baseline differences in EDA levels, data were normalized to have a mean of 0 using z-score normalization. Before feature extraction, EDA signals were trimmed to a fixed length of 30 seconds surrounding the time of noxious stimuli (comprising 10 seconds before, 10 seconds during, and 10 seconds after the pressure stimulus).
B. Feature Extraction
We utilized TSD to extract statistical features from EDA signals during periods of reported pain and no pain. TSD is a method designed to simultaneously measure short and longterm changes in time series data. Previously, Sips et al. [12] proposed a visual analytic approach that addresses the detection of interesting patterns in environmental time series data. Specifically, their work focused on detecting embedded patterns using comprehensive visual inspection. Compared to this existing study, the novelty of our technique is that we utilize TSD as a new feature extraction method for use with EDA signals. The procedure is a simple extension of the sliding window method, wherein time series data are segmented into consecutive or overlapping fixed length windows and a given metric is calculated (e.g., mean, standard deviation) on each segment. TSD calculates a given metric at all possible window lengths at all possible starting points, and systematically organizes results into a single matrix. The resulting triangular matrix is organized such that consecutive rows differ by a window length of 1, with progressively increasing window lengths.
To capture temporal characteristics of our EDA data, we selected standard deviation (SD) as the TSD metric. To illustrate the TSD output, we took a normalized EDA signal (Figure 1 top) and computed a TSD of its SD consecutively without any overlap, then used a heat map to plot the resulting matrix (Figure 1 bottom) . Heat maps are graphical techniques that hierarchically represent values in a matrix with colors, allowing simple visual inspection of large amounts of data [13] . Note that the TSD plot shows how SD changes depending on the timescale (window length) and starting point. Thus, graphical representations of TSD enables discovery of a wide range of potentially embedded patterns that are difficult to detect non-visually.
To our knowledge, we are the first to apply TSD to EDA data in a new feature extraction overview. We completed TSD using SD on each high quality, normalized, filtered, down-sampled EDA signal. We then extracted features from each TSD matrix for use in machine learning classification. To generate these features, we computed the mean, SD, and entropy of each row of each TSD, and entered them into a single feature matrix. We utilized TSD on SD because in different time scales SD captures fluctuations in tonic response and delays in phasic responses. Specifically, TSD extracts statistical information about changes in SD and accordingly about the dynamic characteristics of tonic and phasic responses over different time scales. 
C. Classification Scheme
The features obtained through TSD were normalized using z-score normalization. Then, leave one participant out cross validation (LOPO) was used to divide data into training and testing sets. After that, principal component analysis (PCA) was implemented. In this step, PCA was set to capture between 90% and 99% of the variance in the data, removing all other data. To avoid over-fitting, PCA was applied to a training set and then the subsequent testing feature vector was projected on principal components to generate reduced feature vectors. These reduced features were then used as input to linear support vector machines (Linear SVMs), with two discrete outputs: pain or no pain. That is, a binary classification scheme was used to distinguish EDA responses recorded under pain and no pain conditions. Finally, performance measurements over all PCA thresholds were averaged.
We first performed classification between pain and nopain conditions based on visit number, where Visit 1 and Visit 3 EDA data were pain and no pain conditions, respectively. Visit 1 and Visit 3 data from the same participants (N=21) were used for this differentiation between pain and no-pain conditions. Of note, Visit 1 pain scores were typically greater than 1 (mean (SD) pain score = 4.9(2.5)) while pain scores at Visit 3 were 0-1 given complete clinical resolution after surgery (mean (SD): 0 (0.4)).
Next, using the accompanying pain scores obtained from participants as ground-truth for the pain condition, we then classified pain vs. no pain based on assigned pain score thresholds. We considered different pain score thresholds to determine pain and no pain conditions (e.g., if the pain score threshold was 4, EDA data from participants whose pain score >=4 in Visit 1 were considered as pain and EDA data from participants with pain scores <4 in Visit 3 were considered as no pain). Based on classification accuracies obtained for the different thresholds, we identified the best pain score threshold to categorize data as pain vs. no pain conditions.
III. RESULTS AND DISCUSSION
We performed two different analyses. In the first analysis, pain data and no pain data were classified solely based on visit number, where Visit 1 data were assigned pain data and Visit 3 data were assigned as no-pain data. Results of linear SVM indicated an accuracy of 71.67%, with a sensitivity of 73.81% and a specificity of 69.52%. This classifier may not have performed well since the EDA data set from Visit 1 came from participants with notable pain score variability (0 to 9), including scores typically not considered clinically relevant pain (0 to 3) [15] and may explain why considering all data from Visit 1 as pain did not lead to high accuracy. Such pain score variability may have been the result of clinical interventions (e.g., effects of residual surgical anesthesia).
To improve accuracy, in our second analysis, EDA data were further categorized along with accompanying pain scores using varying pain score thresholds. Figure 2 indicates performance of linear SVM across a range of pain score thresholds where pain scores equal or larger than the threshold were assigned as pain and those lower than the threshold were assigned as no-pain. Table 2 indicates the averaged performance measurements over all PCA thresholds with pain score threshold. The best average classification accuracy (77.66%, with a sensitivity of 81.33%, and specificity of 74%) was achieved with a pain score threshold of 4. These observations demonstrate that our classification method is sensitive to pain thresholding for correct identification of both pain and no-pain conditions. Of note, a pain score threshold of 4 is a commonly used pain score criterion in clinical settings to categorize between mild and moderate pain [14] .
Prior to our present efforts, researchers have not evaluated the capability of EDA signals alone to distinguish between pain and no pain conditions using TSD for feature extraction followed by machine learning applications. Moreover, this is the first application of this methodology in the pediatric population. Children pose additional challenges in pain assessment given developmental and cognitive limitations that may further compromise standard assessment methods (self-report). To our knowledge, only Gruss et al. [15] have previously examined acute pain detection using a fusion of EDA, electromyography, and electroencephalography through machine learning applications with a significant accuracy rate of 90.94%, but the contributions of individual modalities could not be established, and the study was conducted with adults. In contrast, in our study, using only one modality (EDA signals) in children to discriminate between clinically moderate to severe pain vs. no pain, we accomplished 77.66% recognition accuracy applying TSD for feature extraction followed by machine learning analytic methods. The primary contributions of this paper are twofold. First, we demonstrate the utility of TSD as a novel feature extraction method for use with EDA data. Second, we present promising preliminary evidence for an accurate machine learning classification algorithm to discriminate clinically moderate to severe pain vs. no pain in children using EDA patterns alone. In summary, our results reveal that EDA signals alone can be used for pain assessment with a significant accuracy rate.
Our preliminary results for distinguishing between clinically moderate-to-severe pain and no-pain conditions using only EDA signals is promising. Using a single wearable EDA sensor and without requiring collection of additional physiological signals that might require significant hardware setup, our current method could translate to quick and effective pain identification in clinical settings and in an often difficult to assess patient population (children). 
