Abstract -This paper discusses the application of evolutionary multi-objective optimization algorithms namely Non-dominated Sorting Genetic Algorithm-II (NSGA-II) and Modified NSGA-II (MNSGA-II) for solving the Combined Economic Emission Dispatch (CEED) problem with valvepoint loading. The valve-point loading introduce ripples in the input-output characteristics of generating units and make the CEED problem as a non-smooth optimization problem. IEEE 57-bus and IEEE 118-bus systems are taken to validate its effectiveness of NSGA-II and MNSGA-II. To compare the Pareto-front obtained using NSGA-II and MNSGA-II, reference Pareto-front is generated using multiple runs of Real Coded Genetic Algorithm (RCGA) with weighted sum of objectives. Furthermore, three different performance metrics such as convergence, diversity and Inverted Generational Distance (IGD) are calculated for evaluating the closeness of obtained Pareto-fronts. Numerical results reveal that MNSGA-II algorithm performs better than NSGA-II algorithm to solve the CEED problem effectively.
Introduction
The main objective of Economic Dispatch (ED) problem is to find the optimal combination of power generation that minimizes the total fuel cost while satisfying the systems constraints. Various conventional methods like Lambdaiteration, Base point participation factor, Gradient method and Newton method are used to solve ED problem. In all these methods, the fuel cost function is chosen to be of quadratic form [1] . In reality, the input-output characteristics of generating units are non-linear due to valve-point loading effect. To achieve more accurate dispatch of generation, valve-point loading effect is included in the fuel cost function of the thermal generators. Conventional methods have failed to obtain global optimal solution. Hence, stochastic methods such as Genetic Algorithm (GA) [2] , Evolutionary Programming (EP) [3] , Improved EP [4] , Particle Swarm Optimization (PSO) [5] , Differential Evolution (DE) [6] and Harmony Search Algorithm (HSA) [7] have been used to solve the ED problem with valvepoint loading effect by adding the rectified sinusoidal contribution to the conventional quadratic cost function.
With the increasing awareness of environmental protection in recent years, Economic Emission Dispatch (EED) is proposed as an alternative to achieve simultaneously the minimization of fuel costs and pollutant emissions [8] . However, minimizing the emission and cost are usually two conflicting objectives. Thus, it is not possible to minimize both of them simultaneously and some form of conflicting resolution must be adopted to arrive at a solution [9] .
Several EED strategies have appeared in the literature over the years. El-kieb et al have applied a Lagrange Relaxation based algorithm to environmental constraints of ED problem [10] . The economic and environmental objectives simultaneously combine them linearly to form a single objective function. By varying the weight, the tradeoff between fuel cost and environmental cost was determined by Ramanathan [11] . Yokoyama et al have applied ε-constrained algorithm to treat the optimal dispatch problems with multiple performance indices and to grasp trade-off relations between selected indices [12] . Farag et al have proposed a Linear Programming based optimization method, in which the emission function is treated as a constraint [13] . Nanda et al introduced the Goal Programming technique and the Gauss-Seidel method for the EED problem [14] . However, these classical methods are highly sensitive and frequently converge at local optimum solution and computational time increases with the increase of the dimensionality of the problem.
Later, the use of heuristic optimization approaches such as GA [15] , EP [16] is proposed to solve the multi-objective constrained optimization problem. Prabakar et al have applied modified price penalty factor method to Combined Economic Emission Dispatch (CEED) problem and converted to single objective problem [17] . Recently, the Multi-Objective Evolutionary Algorithms (MOEAs) are used to eliminate many difficulties in the classical methods [18] . Because, population of solutions is used in their search and multiple Pareto-optimal solutions can be found in one single simulation run. Some of the popular MOEAs are Non Dominated Sorting Genetic Algorithm (NSGA), Niched Pareto Genetic Algorithm, Strength Pareto Evolutionary Algorithm (SPEA), Non Dominated Sorting Genetic Algorithm-II (NSGA-II), Pareto Archived Evolution Strategy etc. [19] . Abido has applied NSGA approaches for solving the multi-objective CEED problem. In addition, a fuzzy based mechanism is employed to extract the best compromise solution [20] . NSGA suffers from computational complexity, non-elitist approach and the need to specify a sharing parameter. An improved version of NSGA known as NSGA-II, which resolved CEED problems and uses elitism to create a diverse Pareto-optimal front, has been subsequently presented [21, 22] . Although in NSGA-II the crowding distance operator will ensure diversity along the non-dominated front, lateral diversity will be lost. To overcome this, crowding distance operator is replaced by dynamic crowding distance (DCD) and controlled elitism (CE) is incorporated to NSGA-II [23, 24] and named as modified NSGA-II (MNSGA-II) has been used to solve the CEED problem. Jeyadevi et al have applied MNSGA-II algorithm to solve multi-objective optimal reactive power dispatch problem by minimizing real power loss and maximizing the system voltage stability [25] . Most recently, the basic HSA is updated using fast non-dominated sorting and diversity with DCD strategy and named as MultiObjective HSA has been used to solve CEED problem [26] . Wu et al have proposed multi-objective DE (MODE) algorithm with elitist archive and crowding entropy based diversity measure to solve the environmental/economic dispatch problem [27] . Youlin Lu et al have proposed an Enhanced Multi-Objective Differential Evolution (E-MODE) algorithm for handling the complicated constraints and improve the convergence performance of EED problem [28] .
Very few works are reported for solving CEED problem with valve-point loading effect. Basu analyzed the interactive fuzzy satisfying based Simulated Annealing technique for CEED problem with non-smooth fuel cost and emission level functions. The major advantage of this method is obtaining a compromising solution in the presence of conflicting objectives [29] . MODE algorithm has been applied for solving EED problems with valve-point loading and only extreme points obtained are compared with Partial DE, NSGA-II and SPEA-2 for the three different test systems. However, the performance measures of the different MOEAs with respect to reference Pareto-front are not considered in this paper [30] . Also, the transmission line losses are calculated through B mn coefficients [29, 30] .
In this paper, NSGA-II and MNSGA-II algorithms are used to solve CEED problem with valve-point effect. RCGA with weighted sum approach is used to generate reference Pareto-front and compare the performance of NSGA-II and MNSGA-II algorithms. Three different performance metrics convergence, diversity and IGD were used for evaluating the closeness to the reference Pareto optimal front. The rest of this paper is organized as follows: Section 2 describes the CEED problem formulation. Implementation of NSGA-II and MNSGA-II for the CEED problem is explained in section 3. Section 4 describes various performance measures. The simulation results of various test cases are presented in section 5 and section 6 concludes.
Problem Formulation
The multi-objective CEED problem with its constraints is formulated as a non-linear constrained problem as follows.
subject to power balance and generation capacity constraints [24] . Where, F(P g ): Total fuel cost ($/hr), and E(P g ): Total emission cost (lb/hr)
Objective functions
Minimization of fuel cost with valve-point loading effect: Large steam turbine generators will have a number of steam admission valves that are opened in sequence to obtain ever-increasing output of the unit and the inputoutput characteristics are not always smooth. These "valvepoints" are illustrated in Fig. 1 . Ignoring the valve-point loading effects, some inaccuracy would result in the generation dispatch.
To model the effects of non-smooth fuel cost functions, a recurring rectified sinusoidal contribution is added to the second order polynomial functions to represent the inputoutput equation (2) as follows. The total fuel cost in terms of real power output can be expressed as [2] ,
Where, F(P g ): Total fuel cost ($/hr), N: Number of generators, a i , b i , c i , d i , e i : Fuel cost coefficients of generator i, P gi : Power generated by generator i and min gi P : Minimum power generation limit.
Minimization of pollutant emission: The total emission of atmospheric pollutants such as Sulphur Oxides (SO x ) and Nitrogen Oxides (NO x ) from a fossil-fired thermal generating unit can be approximately modelled as a direct sum of a quadratic function and an exponential term of the active power output of the generating units and is expressed in the following form [29] .
Where, E(P g ): Total emission cost and α i , β i , γ i , η i , δ i : Emission coefficients of generator i.
Problem constraints
Generation capacity constraint: For stable operation, real power output of each generator is restricted by lower and upper limits as follows [26] :
Where, min gi P : Minimum power generated and max gi P : Maximum power generated.
Power balance constraint: The total power generated must supply the total load demand and the transmission losses [22] .
Where, d P : Total load demand and loss P : Power loss in the transmission network.
The real power loss loss P can be calculated from Newton-Raphson load flow solution, which gives all bus voltage magnitudes and angles; it can be described as follows:
Where i and j are the total number of buses, k is the kth network branch that connects bus i to bus j, N L is the number of transmission lines, V i and V j are the voltage magnitudes at bus i and j, g k is the transfer conductance between bus i and j, i θ and j θ are the voltage angles at bus i and j respectively [27] .
Implementation of NSGA-II and MNSGA-II
The NSGA-II, MNSGA-II algorithms, Dynamic Crowding Distance (DCD), Controlled Elitism (CE) and MNSGA-II algorithm computational flow are described.
NSGA-II
NSGA-II is a fast and elitist MOEA and implements elitism for multi-objective search, using an elitismpreserving approach. Elitism enhances the convergence properties towards the true Pareto-optimal set. A parameterless diversity preserving mechanism is adopted. Diversity and spread of solutions are guaranteed without the use of sharing parameters. When two solutions belong to the same Pareto-optimal front, the one located in a lesser crowded region of the front is preferred. Crowded comparison operator is used for good spread of solutions in the obtained non-dominated solutions [21] .
MNSGA-II
Although the crowded comparison operator ensures diversity along the non-dominated front in NSGA-II, the uniform diversity and lateral diversity are lost and hence leads to slowing down the search. These drawbacks are overcome by introducing a new diversity strategy called dynamic crowding distance (DCD) and controlled elitism (CE) into the NSGA-II algorithm for solving the CEED problem. Thus, the search algorithm needs diversity along the Pareto front and lateral to the Pareto front for better convergence [24, 25] .
Dynamic crowding distance (DCD)
NSGA-II uses crowding distance (CD) measure in population maintenance, to remove excess individuals in the non-dominated set (NDS) when the number of nondominated solutions exceeds population size. The individuals having lower value of CD are preferred over individuals with higher value of CD in removal process. Individual's CD can be calculated as follows:
Where N obj is the number of objectives, The major drawback of CD is lack of uniform diversity in the obtained nondominated solutions as illustrated in [24, 25] . If normal CD is applied, some of the individuals helps to maintain uniform spread are removed.
To overcome this problem, dynamic crowding distance (DCD) method is suggested in [19, 23] . The individuals CD are calculated only once during the process of population maintenance but the individuals DCD are varying dynamically during the process of population maintenance. In the DCD approach, one individual with lowest DCD value every time is removed and recalculates DCD for the remaining individuals. The individuals DCD are calculated as follows: 
Controlled elitism (CE)
A controlled elitism is incorporated in NSGA-II algorithm which will control the extent of exploitation rather than controlling the extent of exploration. In this approach, algorithm restricts the number of individuals in the current best non-dominated front adaptively and maintains a predefined distribution of number of individuals in each front. A geometric distribution is employed for this purpose,
Where K is the number of nondominated front, j N is the maximum number of allowed individuals in the j th front and r is the reduction rate. Since r < 1, the maximum allowable number of individual in the first front is the highest. Thereafter, each front is allowed to have an exponentially reducing number of solutions. It is clear that the new population obtained under the controlled NSGA-II procedure will generally be more diverse than that obtained by using the usual NSGA-II approach [19, 24] .
MNSGA-II computational flow
Step 1: Generate a random parent population of size N within control variable limits.
Step 2: The population is sorted based on non-domination.
Each population is assigned a rank equal to its nondomination level. Calculate the crowding distance (CD) of populations in each non-domination level and sort populations in descending order of its CD.
Step 3: Tournament selection: Select two individuals at random and then compare their front number and its crowding distance. Select the better one and copy it to the mating pool.
Step 4: Create offspring population of size N by Simulated Binary Crossover (SBX) and polynomial mutation. The crossover probability of Pc = 0.85 and a mutation probability of Pm = 1/n (where n is the number of decision variables) are used.
Step 5: Combine the parent population and offspring population. The size of combined population is 2N.
Step 6: Perform non-dominated sorting to combined population and identify different fronts.
Step 7: Applying Controlled Elitism (CE) concept, restricts the number of individuals in the current best nondominated front adaptively and maintains a predefined distribution of number of individuals in each front.
Step 8: If the size of non-dominated set M is greater than the population size N, then remove M-N individuals from non-dominated set by using DCD based strategy, elsewhere, go to step 4. The new population obtained under the MNSGA-II will, in general be more diverse than that obtained by using NSGA-II approach.
Step 9: Stopping rule: The process can be stopped after a fixed number of iterations. If the criterion is not satisfied then the procedure is repeated from step 3 after creating the new population [25] .
Performance Metrics
To evaluate the performances of multi-objective optimization algorithms some measures of performances are essential. The existing performance metrics can be classified into three classes: metrics for convergence (γ), metrics for diversity (∆) and metrics for both convergence and diversity. These metrics are helpful for evaluating closeness of the obtained Pareto-front with the reference Pareto-front and evaluating diversity among non-dominated solutions [19] .
Convergence metric or Distance metric (γ)
γ evaluates average distance between non-dominated solutions found and the actual Pareto-optimal front, as follows:
Where, i d is the distance between non-dominated solutions found and the actual Pareto-optimal front and N is the number of solutions in the front. The smaller the value of this metric, the better convergence toward the Pareto-optimal front [21, 24] .
Spread metric or diversity metric (∆)
∆ measures the extent of spread achieved among the obtained solutions. We calculate the Euclidean distance i d between consecutive solutions in the obtained nondominated set of solutions and then we calculate the average d − of these distances. Thereafter, from the obtained set of non-dominated solutions, we first calculate the extreme solutions and then we use the following metric to calculate the nonuniformity in the distribution:
Where, f d and l d are the Euclidean distances between the extreme solutions and the boundary solutions of the obtained non-dominated set. The parameter d − is the average of all distances i d , i= 1, 2,……, (N -1), assuming that there are N solutions on the best non-dominated front and (N-1) consecutive distances. According to this metric, if an algorithm finds a smaller ∆ value is able to find a better diverse set of non-dominated solutions [21] .
Inverted generational distance (IGD)
IGD is designed for both convergence and diversity. IGD is calculated as shown below
Where, P * is a set of uniformly distributed points in true Pareto-front, P is the non-dominated solutions obtained by MOEAs, d (v,P) is the minimum Euclidean distance between v and the point in P. A value of IGD equal zero indicates that P should be close to P * [19] .
Results and Discussion
The NSGA-II and MSGA-II algorithms are coded in MATLAB version 7.11 on a PC with Pentium-IV Intel (R) Core(TM) i3-2310M CPU operating at 2.10 GHz speed with 4 GB RAM.
Test system description
The NSGA-II and MNSGA-II algorithms are applied to IEEE 57-bus and IEEE 118-bus systems. The control parameters used for NSGA-II and MNSGA-II simulations are shown in Table 1 . The fuel cost coefficients, emission coefficients, the lower power limits and the upper power limits are taken from [4, 17, 22] and [31] . Valve-point loading coefficients for IEEE 57-bus and IEEE 118-bus systems are appropriately assumed. In general, the population size of six times the number of decision variables is considered. The bus data and the line data are taken from [32] . Power flow calculations are made using MATPOWER software [32] . Control elitism rate (r) of MNSGA-II is assumed as 0.55. 
Generation of reference Pareto-optimal front
To compare the performance of NSGA-II and MNSGA-II algorithms, a reference Pareto front obtained by using multiple runs of Real Coded Genetic Algorithm (RCGA) with weighted sum approach is considered. In reference Pareto-front generation, CEED problem is treated as single objective optimization problem by linear com-bination of objectives as follows:
Where, w is a weighing factor and the sum of weighting factor must be 1. 1 f is the cost objective and 2 f is the emission objective.
To get 50 non-dominated solutions, the algorithm is applied 50 times with varying weight factors as a uniform random number varying between 0 and 1 in each trial. Different population sizes and iteration numbers are selected depending upon the number of decision variables [24] .
Simulation results
Simulations are performed on IEEE 57-bus and IEEE 118-bus systems with valve-point loading for the demand of 1250.8 MW and 3668 MW respectively. Best Paretofronts obtained using NSGA-II and MNSGA-II for IEEE 57-bus and IEEE 118-bus systems are respectively shown in Fig. 2 and Fig. 3 . For validation purposes, the reference Pareto-front generated using RCGA is given as well in the respective figures. Furthermore, the Pareto-fronts generated using NSGA-II, MNSGA-II and multiple runs Pareto-front obtained using RCGA are almost identical. Extreme solutions of Pareto-front, obtained out of ten trial runs by approaches using NSGA-II and MNSGA-II for IEEE 57-bus and IEEE 118-bus systems are reported in Table 2 and Table 3 respectively. In Table 2 , optimum power obtained for the IEEE 57-bus are shown in the first seven rows, the eighth row represents the total generation, the ninth row represents the losses and the remaining two rows represent the total fuel cost and total emission. Similarly the results of other test systems are tabulated. The results show that NSGA-II and MNSGA-II algorithms are the effective tool for handling multi-objective optimization problem where multiple Pareto optimal solutions can be arrived in a single run with a best computational time compared to RCGA method. From the Tables 2 and 3 , it can be concluded that, the NSGA-II with DCD and CE is capable of providing better results than the others for the CEED with valve-point effect problem.
The statistical analysis like best, worst, mean and standard deviation results of multi-objective performance metrics are reported for IEEE 57-bus and IEEE 118-bus systems, in Table 4 and Table 5 respectively. It can be seen that, for most of the performance metrics, values obtained by NSGA-II with DCD is smaller than NSGA-II and NSGA-II with DCD and CE, which means that for NSGA-II with DCD is giving better convergence and diversity consistently.
In order to ensure better convergence, a search algorithm may need diversity in both aspects -along the Paretooptimal front and lateral to the Pareto-optimal front. For increasing number of generations, the number of fronts drops to one in case of NSGA-II with DCD and on the other hand, NSGA-II with DCD and CE approach maintains certain number of fronts. As a result of this, Controlled elitism will be helpful for maintaining lateral diversity in the solutions across various fronts. Since the lateral diversity characteristics of NSGA-II with DCD and CE is better than NSGA-II with DCD, there is a way for getting better extreme solution even though poor convergence.
Conclusion
In this paper, NSGA-II and MNSGA-II algorithms are applied to solve CEED problem with valve-point loading. The performance of NSGA-II and MNSGA-II algorithms are validated on the standard IEEE 57-bus and IEEE 118-bus systems. RCGA algorithm is employed for generating reference Pareto-front by minimizing weighted sum of objectives. Best-obtained Pareto-front of NSGA-II and MNSGA-II are very close to the reference Pareto-front using RCGA for all the test systems. Pareto-front obtained by MNSGA-II show significant improvement on lateral diversity and uniform distribution of non-dominated solutions compared to NSGA-II. The performance of NSGA-II, NSGA-II with DCD and NSGA-II with DCD and CE are compared with respect to various statistical performance measures such as convergence metric, diversity metric and inverted generational distance metric. By using the statistical performance measures, it can be concluded that the NSGA-II with DCD is better with respect to most of the multi-objective performance metrics.
