Abstract. Let m, n ≥ 0, λ > 1, and R be a rational function with numerator, denominator of degree ≤ m, n, respectively. In several applications, one needs to know the size of the set S ⊂ [0, 1] such that for r ∈ S,
Introduction and results
In applications including rational approximation, and the theory of meromorphic functions, one needs estimates for the ratio of the maximum and minimum modulus of a rational function [3] . The classical way to obtain such estimates involves Cartan's lemma on small values of polynomials. In [3] , the author used a form of Cartan's lemma in a metric space setting to establish the following result, and hence to investigate convergence of diagonal Padé approximants: It is easily seen from (1.4) that V H E decreases as the set E increases, and hence C (E, iR) is a monotone set function. For further orientation, see [4, p. 132 ff.]. We shall need to consider in detail the set E = [b, 1], and, for that purpose, we need some notation for elliptic integrals. Given b ∈ (0, 1), the complete elliptic integrals of the first kind are 
(c) F is a strictly decreasing function of b, mapping (0, 1) onto (0, ∞), and satisfying
In the sequel, we let
Following is our main result: 
The proof of Theorem 3(a)
We shall do this in five steps:
Step 1: Reduction to R with real poles and zeros. Note first that if a, b ∈ C, then
It follows that it suffices to consider
where all α j > 0. Indeed, this merely decreases the size of S, and we are searching for a lower bound for that size. Next, note that we have also assumed that we have numerator and denominator of exact degree m and n respectively. This may be achieved by adding some α j = 1, which again reduces the size of S. Finally, we note that we may assume that all α j ≤ 1: again, replacing any α j > 1 by 1 reduces the size of S. So, in the sequel, we assume that all α j ∈ (0, 1]. Let us set := m + n and
Since the equation = λ has at most 2 solutions in r, we see that
We must look for an upper bound for meas(E). It is clear that E ⊂ (0, 1] and consists of finitely many intervals, some of which may degenerate to a single point.
Step 2: The basic inequality for E. We shall show that
If firstly E consists of finitely many points, then V H E = ∞ from (1.4), so C (E, iR) = 0. Let us now assume that E contains at least one non-empty interval. Note that each α j = 1 lies inside such a non-empty interval; if α j = 1, it is the right-endpoint of a non-empty interval. Let µ H E denote the Green equilibrium measure for E. We shall need a property of the Green equlibrium potential:
In [4, Thm. 5.11, p.132], it is shown that if we replace α j by x, this identity holds for "quasi-every" x ∈ E. But the Green potential is continuous on each of the nonempty intervals of E, since these are regular with respect to the Dirichlet problem in the plane. (See, for example, [4, pp. 54-55] .) Since, as we have noted, each such α j is contained in such an interval, we have (2.4) as stated.
Next, from (2.1),
Here we have used (2.4) and the arithmetic-geometric mean inequality. This last inequality is easily reformulated as (2.3).
Step 3: Show that meas(E) is maximal if E is of the form [b, 1]. Set
The existence and uniqueness of b follows from Theorem 2(c). Then
We shall assume that E of (2.1) satisfies
and derive a contradiction. Now
so we may choose y 0 < 1 such that
We shall "shift left" the Green equilibrium measure from [b, 1] to E 0 , and then derive a contradiction to (2.3). The basic idea is that
We may omit the discrete points from E 0 and assume that E 0 is a union of k disjoint intervals
where 
The empty sum is interpreted as 0.) Now define an absolutely continuous measure ν on E 0 by
Then ν has total mass 1. Next, as [b, 1] is regular with respect to the Dirichlet problem in the plane, we have
We shall show that there exists η > 0 such that
and then
so we obtain the desired contradiction to (2.3).
Step 4: Proof of (2.5). Let us suppose that y ∈ I i , s ∈ I j , where, for example,
Note that for each m,
so we may take η := log(1 + A k ). Note here that h (
Step 5: Completion of the proof. We have shown that
The proof of Theorem 3(b), (c)
The proof of Theorem 3(b). We shall use a crude discretisation procedure, of the type used in the theory of orthogonal polynomials in the 1980's. The finer method of Totik [4] would yield sharper estimates, but those are not needed here. Fix λ > 1, ε > 0, and choose λ > λ such that
Let us choose
It is easily seen from the explicit formula (1.6) for µ
As our polynomial, we choose
We then obtain (1.6) and the first equality in (1.7). Next, the property (4.2) with y = 1 gives and (1.10) follows. Finally, for (1.11), we note that since b → 1−, we may introduce an extra factor of 2x in the numerator and denominator of (4.3). Then a substitution t = x 2 and standard integrals give the result. Indeed, Then (1.11) follows.
