Abstract-The blood vessels in the retina have a characteristic radiating pattern, while there exists a significant variation dependent on the individual and/or medical condition. Extracting the geometric properties of these blood vessels have several important applications, such as biometrics (for identification) and medical diagnosis. In this paper, we will focus on biometric applications. For this, we propose a fast and accurate algorithm for tracing the blood vessels, and compare several candidate summary features based on the tracing results. Existing tracing algorithms based on a detailed analysis of the image can be too slow to quickly process a large volume of retinal images in real time (e.g., at a security check point). In order to select good features that can be extracted from the traces, we used kernel Isomap to test the distance between different retinal images as projected onto their respective feature spaces. We tested the following feature set: (1) angle among branches, (2) the number of fiber based on distance, (3) distance between branches, and (4) inner product among branches. Our results indicate that features 3 and 4 are prime candidates for use in fast, realtime biometric tasks. We expect our method to lead to fast and accurate biometric systems based on retinal images.
I. INTRODUCTION
The blood vessels in the retina have a characteristic radiating pattern, while there exists a significant variation dependent on the individual and/or medical condition. Extracting the geometric properties of these blood vessels have several important applications, such as biometrics (for identification) and medical diagnosis. Compared to other types of biometric technology, the blood vessels in the retina have the following benefits. First, the blood vessel pattern in the retina barely changes unless people have some disease such as diabetic retinopathy, glaucoma, cataracts, or other diseases of the eyes [1] . Second, the large, unique features can be extracted from the blood vessel pattern of the retina within a small region, allowing quick identification (for example, 400 data points are used for generating a 96-byte template) [2] . Third, it is the most tamper-resistant biometric due to the fact that the retina is protected in the eye, isolated from the external environment [3] . In this paper, we will focus on biometric applications especially for security and identification systems that require real time processing.
In order to extract the retinal vessels in real time, we propose a fast algorithm which searches branch points as the retinal biometric. Most vascular tracing methods can be categorized into two classes. The first class uses pixel or segmentation-based processing [4] - [8] . They are applied Donghyeop Han, Heeyoul Choi, Choonseog Park, and Yoonsuck Choe are with the Department of Computer Science and Engineering, The Texas University of A&M, College Station, Texas, USA. e-mail:dhan 1@cs.tamu.edu, hchoi@cs.tamu.edu, cspark13@cs.tamu.edu, and choe@cs.tamu.edu.
978-1-4244-3553-1/09/$25.00 ©2009 IEEE to every pixel or unit segment on the structures that have complex vessels and abundant branches. Because several operations are required such as template processing and thresholding [9] , [10] on every pixel along the edges, it takes a relatively long time to trace the structures. Some methods use a priori knowledge about the structures of interest, which makes the process less general to various conditions [11] , [12] . Moreover, most of the methods have difficulty in handling branches, except that Osher et al. introduced level set methods [13] to operate properly on branch points. However, the method needs to compute derivatives at every pixel on the isosurfaces, which makes the algorithm unsuitable for real-time environments.
The second class is based on vector tracing [14] - [ 17] . These methods use vector-based approaches that are faster compared to the first class of algorithms above due to the fact that every pixel does not need to be checked. However, they face the following general difficulties. The process is not able to continue tracing at branch points or only one branch is selected for continued tracing. This issue makes it hard to extract the branch information. Haris et al. addressed these two issues using a model-based algorithm. However, Haris et al.'s algorithm yields another issue such as backtracking, which can result in incorrect, redundant traces [16] .
Motivated by the previous methods, we introduce a new algorithm using Moving Windows (MW) to solve simultaneously the issues of speed, branch handling, and accuracy. The MW approach is robust to noise by use of a local contrast intensity checking of pixels. MW is also able to handle branched vessels within the window based on the parts of the vessel that intersect the edges of the window. Our method uses interpolation to help speed up processing. The interpolation skips a majority of pixels within the window and operates on a small number of sampled pixels-of-interest. It uses control points and the derivatives at the source points, which produces accurate results.
Selecting suitable features from candidate summary features that include many irrelevant or redundant and detailed features could be very important for verifying all classes of retinal vasculature because weak biometric traits show poor discriminating performance during verification [18] , [19] . In order to select good features, we checked the distance matrix which can reveal how scattered the features are, and the histogram of the distances which can reveal how the distances are distributed. For this, we used kernel Isomap to test the distance between different retinal images as projected onto their respective feature spaces.
Even though the features are extracted from the images, II. MOVING WINDOW TRACING ALGORITHM Table. I summarizes the terminology and symbols used in this paper. Fig. 2(a) shows the basic process of our algorithm . MW detects fibers and an interpolation curve (Cubic tangential trace splines: CTTS) is used in tracing based on Sun et al.'s algorithm [24] .
A. Moving Window (MW)
Our algorithm uses a moving window to keep track of the trace. Initial moving window construction requires a automatic seed point selection from grid lines on image. If 
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the lowest intensity pixel on each grid line is lower than 0: and the variance of intensity values on the line is higher than (3, the pixel is considered as a seed point (0: and (3 were set to 112 and 5 respectively in our experiment). In order for our algorithm to trace medial axis, the arbitrary seed point should be relocated to the closest point on the medial axis by the following equations:
otherwise.
From the quantization error (QE), adjusted seed point (q6, qi) can be obtained as shown in Fig. 2(b) . The creation of moving window centered at (qb , q~) also needs an appropriate determination of the window's side length r :
in order to make the features visible in 2D or 3D space we need to reduce the dimension. Manifold learning involves inducing a smooth nonlinear low-dimensional manifold from a set of data points drawn from the manifold . Though various methods (for example see [20] - [22] ) have been developed, in this paper we use kernel Isomap [23] . Kernel Isomap was proposed as a variety of Isomap [21] which is a representative isometric mapping method. Kernel Isomap projects training data points into a low dimensional space in a nonlinear way and can project new data points into the same space. Moreover, the feature space extracted from kernel Isomap is more robust against noise than those from other methods. The experimental result shows that our tracing algorithm is sufficiently fast enough for real time verification system. Each data image was 150x 130 in size. The average and standard deviation of processing time per image was 0.053 seconds and 0.021 seconds respectively. We also obtained 90.78% of tracing accuracy in synthetic images using ground truth. As for the features, we tested the following feature set: (1) angle among branches, (2) the number of fiber based on distance, (3) distance between branches, and (4) inner product among branches. Features 3 and 4 look much better than features 1 and 2 using both the distribution of the distances between all the pairs of points and the two dominant dimensional space of the features. There might be some information loss in features 1 and 2 compared to features 3 and 4.
The remainder of this paper is organized as follows. In Section II, we present our tracing algorithm utilizing MW. In Section III, we describe the selection of kernel-Isomapbased feature. In Section IV, the results of tracing algorithm and kernel-Isomap-based feature extraction are shown and analyzed. In Section V, we discuss issues arising from this work, followed by conclusions in Section VI. After constructing the MW, the edge of the MW is probed to detect the fiber's cross section with the MW (FCS) as shown in Fig. I(b) . A Gaussian filter is applied along the MW border ( Fig. 2(a) , left), resulting in a pixel intensity profile sampled only near the MW border ( Fig. 2(a) , right). The probing on the MW is detailed in Section II-B. As we can see, branched fibers have three or more valleys whereas unbranched ones have only two valleys (fibers are assumed to be dark). The centers of the detected FCS are located on the border of the MW. Fig . 2(a) shows that the target c HI must have the same distance from the flanking points f H I, Table. I) of the FCS H 1 and must belong to the FCSH I. In subsequent steps, newly generated MW s are given a different side length , based on the current fiber width: (6) where f is the same as Eq. 5, THI is the next MW side length. The FCS which contains the previous trace result does not generate a new MW in order to avoid backtracking. The centers of the detected FCS are often not exactly located on the medial axis. There are many effective methods to get a point on the medial axis [25] - [27] . However, these methods require expensive computation using the gradient value, Hessian matrix, or level-set-based-framework. In this paper, we use the simple method above to get the centers of the detected FCS , which has linear processing time. Moreover, it can handle the backtracking problem, which cannot be solved by existing methods [16] , [17] .
B. Fiber Detection with Local Contrast
In many cases, biomedical images have locally low or high contrast due to uneven illumination, noise, and lighting variation [28] - [30] . Even if trace algorithms start from a seed point in a high contrast area, the trace can move in to a low contrast area. In this case, we cannot use global threshold. Therefore, in order to find fibers in both low and high contrast areas , we use FCS measu rement, Fm (x), defined as
where k and L max are the local contrast and the local maximum intensity value of the edge of the current MW. I (x) is the intensity value at x located on the edge of the MW. If Fm(x) is greater than a predefined threshold , x is considered to be a member of FCS . The empirically predefined threshold is usually set to 0.4. The k, L max, and I (x) are sensitive to high intensity noise when a dark image has low contrast. In order to avoid this problem, we use a 5 x 5 Gaussian filter to get k, L max, and I (x) . Fm(x) in Eq. 7 is for dark background image. However, Fm(x) can be used also for bright background image after switching L max to L m in which is the local minimum intensity value of the edge of the current MW. Using Fm(x ), we can trace noisy and low contrast area from one seed point on high contrast area without setting any parameters.
C. Stopping Criteria
The tracing process is terminated if one or more of the following conditions are satisfied.
I) The newly gene rated MW is outside the image data.
2) The number of FCSs detected on the current MW is I, which means that the fiber is traced to its end. 3) Local contrast in Eq. 7 is less than a predefined threshold (usually set to 10 which is less than 30
percent of the gray level contrast that human eye can distinguish). Small threshold may cause the detection of many false positives, while large threshold may cause early termination of tracing. In our experiments, the threshold value of 10 gave the best results even in the image where the human eye cannot easily differentiate fibers. 4) A previously detected fiber intersects the current MW.
All the pixels on FCSs detected on the current MW are checked for this test detailed in Section II-D.
D. Connection between Traced Results
CTTS curve is a nonlinear interpolation with control points using the modified Sun et al.'s algorithm [24] . We extract control points proportional to the distance between center points of each tracing step while Sun et al.'s algorithm generates control points proportional to fiber width. If a fiber's intensity is corrupted by image noise, either the termination of tracing can occur or branch may not be detected. In this case, the traced fibers' intensities are a key factor to measure the likelihood of connection. The following algorithm can cover all the cases with the help of MW-CTTS. Let I{l..4} denote the intensity values of the cross points between the current MW and the previously traced result. These intensity values are used in order to determine the connection between the cross points and the current MW's center whose intensity value is L. In order to use these intensity values, we define the following three terms. Let I C (t, x, y) denotes an intensity of a t point located on a CTTS curve whose endpoints are x and y. In addition to this, IM(x, y) == ((Ix + I y )/ 2) and I K (x, y) == ((t, -I y)/2) are described to represent the average and the half-difference of the two intensity values. For each cross point, we interpolate a CTTS curve and check connection measurement, Cm(j), defined as 
where s is the number of the cross points. If C m (l) is larger than a predefined threshold which is set to 0.2, CTTS from c to l is drawn.
E. Features
From the tracing result of retinal blood vessels, we can extract the branch points as retinal feature. Each branch point has its own number of members in the FCS set described in Eq. 7. The higher the number of members in the FCS set, the more likely that the branch appears clearly. We further sort branches based on the number in decreasing order. From the high ranked branches, we define the following four features assuming that B i denotes the i t h ranked branch point (Fig.   3 ). We used square root of four of dot product for normalization. In similar way, the next ranked branches yield inner products [33] .
III. ANALYSIS OF FEATURES USING KERNEL ISOMAP
Given the feature set, we need to compare the quality of the features. To do so, we check the distances of features and make the features visible in 2D or 3D space. To see how the features are distributed, the histogram of the distances of data points from each feature are useful. Here, we used the Mahalanobis distance because each element of the features has different unit compared to others.
We use kernel Isomap to see how good the features are in a low dimensional space. In this section we review kernel Isomap briefly [23] . Given N objects with each object being represented by an m-dimensional vector Xi, i == 1, ... , N, the kernel Isomap algorithm finds an implicit mapping which places N points in a low-dimensional space. In contrast to Isomap, the kernel Isomap can project novel data points onto the discovered low-dimensional space, as well, through a kernel trick. The kernel Isomap mainly exploits the solution of the additive constant problem, the goal of which is to find an appropriate constant to be added to all dissimilarities (or distances), apart from the self-dissimilarities, that makes the kernel matrix to be positive semidefinite.
Given a distance matrix, we calculate Dijkstra's geodesic distances (shortest paths) D, and calculate the doubly centered kernel matrix as below. of local contrast (Section II-B) . We will handle this problem in our future work, by identifying the optic disc [36] , [37] .
We analyze how efficiently the proposed method is able to process large amounts of data. Assuming that one fiber, whose length is k, is located on a MW whose side length is 2nE, where n is the width of the fiber, we can evaluate the required number of pixels to be processed by the sum of the size of Gaussian filter, the MW side length, and the number of MW. The number of pixels to be processed by MW, denoted P MW, is then calculated as follows : P M W = (2m x 4) x (5 x 5) x 2~E = 100 x k where 2m x 4 is the MW side length , 5 x 5 is the filter size, and 2~E is the total numb er of MWs . Consequently, the proposed trace has o (k) (i.e. , linear) processing time, depending only on the fiber length (i.e., not all pixels in the fiber), which indicates that the proposed method is also efficient for large-scale data sets without additional overhead.
We conducted an experiment where we traced the vasculature data with our and other well known vector based tracing algorithms for speed performance comparison (table. II) . Our method (MW-CTTS) turned out to be the fastest and the processing time is short enough for real time systems. Can et al.'s method uses many templates in each trace step, which makes the trace slower than the others . Haris et al.'s method does not trace to the edge of its circular window template in each trace step, which makes this trace slower than MW-CTTS. Note that MW-CTTS has the largest total traced distance starting from a single seed point , which gives more complete trace than the others. From this experiment, we also calculated the total processing time for complete traces of the vasculature data (#6 in table . II) using more than one seed point. The number of total traced pixels was 9501. We also conducted another experiment using synthetic data for accuracy. We generated three 256 x256 pixel datasets. Each dataset contained linear, curvy, and spiral fiber, respectively. Generally, lines and curves most frequently appear in blood vessel data. The spiral data contains curvatures ranging from 0.17 to 0.0044 to cover most vessels. The numbers of ideal centerline points are 200, 230, and 2900 for line, curve, and spiral data . The fiber's radius ranges from 2.0 to 4.0 pixels and the background intensity is O. All images have (14)
where c is the largest eigenvalue of the matrix
The projection for novel data points is similar to kernel PCA and is described in [23] . Fig . 4 shows that the tracing result of retinal vasculature. The original images were downloaded from the STARE (Structured Analysis of the Retina) website [34] . Each image has the size of 150 x 130. We traced 89 images from the database. We performed the experiment on a PC with Intel Pentium 4 (2.4 GHz) processor, 512MB of memory under Windows XP operating system. C/C++ programming language and OpenGL graphics library were used. The average and standard deviation of processing time per image was 0.053 seconds and 0.021 seconds respectively, which means that this tracing algorithm is fast enough for real time identification systems. However, there were false positives around the optic disc (white arrows in Fig. 4) . The optic disc appears as a white region in retinal images [35] . This white region can make our tracing algorithm incorrectly mark part of the background as vasculatures around the optic disc . It is due to the fact that the fiber detection uses the information one of the combinations of fiber's intensity profiles (10",50, 50", 100, 100", 150, 150", 200, and 200",25 0) and Gaussian noise (0.002, 0.008, 0.004, and 0.020). This synthetic data experiment was conducted to show noise robustness of the proposed algorithm. The performance in Fig. 5 shows the following conclusion. All experiments are robust to the noise representative of medical images, except the lowest intensity data whose intensity profile ranges from 10 to 50. The lowest intensity data has low contrast below the contrast range humans can differentiate Except the lowest one, all the other data showed that average error was less than 1 pixel.
IV. EXPERIM ENTS AND R ESULTS

A. Tracing Result
B. Feature Comparison
Given the four features, we compared the retinal data sets in two ways: (I) the distribution of the distances between all the pairs of points, and (2) the two dominant dimensional space of the features. The distance distribution can show how the features are scattered in the feature space. The 1200 ,--- obtained by inner product of normalized branches, which means information (the length) is lost, thus it can explain the concentration of the points on ID in Fig. 8 . Feature 2 uses the radius which is related to the length of branches. The radius is discrete so that there might be some information loss. The main contribution of the proposed method is that it allows the rapid and accurate extraction of information from retinal blood vessels, making it suitable for security systems . Each retinal image can be easily identified by its unique pattern of blood vessels using features such as branch information. In addition to the security applications, it can support a medical imaging system with a variety of medical two dominant dimensional space for each feature driven by kernel Isomap can show how the feature set actually lies in a low-dimensional Euclidean space converted from features on Riemannian space. Fig. 6 shows the distribution of the approximated geodesic distances between all the pairs of features. We can tell that in feature I, there are few points that are far from other points (looking like outliers), and in feature 2, there are some completely overlapped samples. Also, in feature 2, some samples are too close to other samples, while in other features all samples have neighbors a little far from itself. Note that features 3 and 4 are well distributed according to the distances .
In Fig. 7 , we can see that features 1, 3 and 4 are more desirable than feature 2. In this figure, feature I looks as fine as features 3 and 4. However, in Fig. 8 , we can see a difference. The figure shows the 17th and 18th dominant dimensions of the embedded manifold of feature I . Here, the 18th dimension does not look like a good feature . Actually, when we run a linear method, that is multid imensional scaling (MDS), the first dominant dimension is exactly like this 18th dimension here. Even though kernel Isomap presents better feature space than MDS does, still the distortion remains in some of the feature dimension. Other features have similar 17th and 18th figures as their two leading components have.
From Figs. 6, 7 and 8, features 3 and 4 look better than features I and 2. However, it is hard to tell which one among features 3 and 4 is better. The features 3 and 4 are constructed based on distance and inner product, respectively. Usually any distance can be converted into inner product and vice versa. So, basically they have the same amount of information which is interchangeable. This might be the reason why the two features 3 and 4 are very alike. On the other hand, the feature I is made of angles which can be images such as retinal vessel images; blood vessels in MRA, CT, and ultrasound; and nerves and arteries in microscopy.
Another contribution is that kernel Isomap makes it possible to easily see which features are more effective than others using the distances between all the pairs of projected points. As mentioned earlier, kernel Isomap can be considered as a feature extractor for the features 3 or 4. Then, given a new image, we can extract features 3 or 4 and kernel Isomap can project it into the same low dimensional space as the training images.
To make the tracing algorithm fast, we did not use either template matching or knowledge-based approach. Therefore, if some patients have an eye disease such as diabetic retinopathy, glaucoma, or cataract, his/her feature may not be extracted correctly. To overcome this problem, as a future work, we need to consider having simple and general patterns of disease (such as big red oval) so that the proposed method quickly find the disease area before extracting features.
VI. CONCLUSION
In this paper, we have presented a rapid and noise-robust trace method based on MW-CTTS. Experimental results on retinal vasculatures have shown that it is fast enough for security systems and can accurately extract features. Among the extracted features, we showed using kernel Isomap which features are prime candidates for use in fast, realtime biometric tasks. We expect our framework to be more widely used in biomedical systems and engineering applications.
