T he Artificial Intelligence Research Institute (IIIA) is a leading artificial intelligence research center in Spain that belongs to the Spanish National Research Council (CSIC). It was founded in 1991 and, since 1994, has been located on the campus of the Autonomous University of Barcelona. IIIA grew out of an AI research group at the Center for Advanced Studies in Blanes (Spain) that started AI research in 1985.
On average IIIA has had about 50 members per year during the last 12 years with a peak of almost 80 members in 2012. In total around 200 different people, including visiting researchers as well as master's and Ph.D. students, have been members of IIIA over the past 20 years. Seventy-seven students have completed their Ph.D. work at our Institute, 48 of them during the last 12 years.
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Worldwide AI FALL 2014 87 the last 12 years account for a significant share of the total Spanish publications in the main AI journals and conferences during this period, and many of them are highly cited. IIIA researchers have received 32 awards during these 12 years, including 9 best paper awards at international conferences, 6 outstanding Ph.D. thesis awards, the 2012 European Society for Fuzzy Logic and Technology (EUSFLAT) Best Dissertation Award, the 2011 IFAAMAS Victor Lesser Distinguished Dissertation Award, and the 2011 Association for the Advancement of Artificial Intelligence (AAAI) Robert S. Engelmore Award.
Intensive collaborations take place with academic institutions from numerous countries and particularly from France, UK, Italy, Australia, USA, Germany, Argentina, Czech Republic, Japan, Israel, Brazil, and Austria. As a result of these collaborations, about 50 percent of our publications have international coauthorship.
On average, about 40 percent of the institute's total budget (which is approximately 3 million euros per year, including salaries) comes from competitive external research grants as well as contracts with private companies. A total of 57 grants have been obtained during the last 12 years, including 15 European Community grants, 38 grants from the Spanish government, and 4 grants from the Catalan government. Besides, we have signed 14 contracts with private companies. We have also received additional funding as a Consolidated Group from the Catalan government. Overall, more than 14 million euros have been raised during the last 12 years.
Our research has been and is always guided by concrete and challenging applications in fields such as health, e-commerce, automated negotiation, conflict mediation and resolution, music, tourism, logistics, supply-chain management, transport, energy, data privacy, and social networks, among others. Several of our systems, tools, and applications have been distributed outside the institute and in some cases have been commercialized. Among the many AI applications developed during the last 12 years the most recent ones are prediction of energy demand in intelligent buildings; early detection of potential failures in windmill turbines for electrical power generation; improving the customer shopping experience in supermarkets; managing safe personalized tourism for disabled persons; AI tools for social networksbased music education; online digital games that are worth playing by older people for active and positive aging; social networking using autonomic software agents to enrich, encourage, and enliven online cultural experiences in virtual visits to museums; recruitment intelligent matching system to improve online job searching; and automatic generation of audiovisual narrative such as summaries of soccer matches or other types of TV broadcast events and news.
Our focus is on a few well-defined subdomains of artificial intelligence, avoiding dispersion and keeping a good balance between basic research and applications, and paying particular attention to training Ph.D. students and technology transfer.
The existence of the Technological Development Unit (UDT) provides technological support to our research activities and improves our technology transfer capabilities by channeling contacts with industry. In particular, we keep strong ties with our three spin-off companies: iSOCO, 1 Strands, 2 and CogniCor. 3 Our first spin-off, iSOCO, was set up in 1999 and is dedicated to the design of intelligent software components for Internet-related applications. 
Negotiation Algorithms
Negotiation algorithms are fundamental for distributed computing. In particular, in areas like agentbased systems, service-oriented computing, cloud computing, or the grid. The IIIA scientists have proposed and tested several automatic negotiation algorithms and methods that have been highly influential (Faratin, Sierra, and Jennings 2004; Ramchurn et al. 2007 ). These algorithms are based on a mixture of utility and information theories and incorporate heuristics that allow for efficient search processes in large solution spaces (De Jonge and Sierra 2012).
Electronic Institutions
An electronic institution (EI) is a computational framework that regulates the behavior of autonomous entities (humans or software) in open systems, as conventional institutions do. They shift the traditional focus of autonomous and multiagent systems research to the organizational and environmental aspects of collective action (d'Inverno et al. 2012) . Electronic institutions originated at IIIA. Refinements, tools, and applications have been developed there and elsewhere and have become mainstream in the field giving rise to abundant theoretical and technological developments. Applications range from hotel information systems to virtual markets, water-management policy testing, and archaeological simulation. Research related to this topic was honored with different awards including the most cited paper (between 2005 and 2010) of the journal Engineering Applications of Artificial Intelligence (Arcos et al. 2005) .
Norms in Multiagent Systems
Norms, as declarations of permissions, prohibitions, and obligations, may be used to achieve intended behavior of autonomous agents, with the advantage of using logic to reason about compliance and enforcement of conventions in multiagent systems, both at design and at run time. IIIA has contributed formalisms and tools for norm synthesis (Morales et al. 2013) , norm and convention emergence (GarciaCamino et al. 2009 ), and norm-based programming (Villatoro, Sabater-Mir, and Sen 2011) .
Computational Models of Trust and Reputation
Computational trust and reputation models have been recognized as one of the hot topics in the area of multiagent systems. These social artifacts are necessary to maintain the social order in virtual communities as they have been used in real communities. Till now, however, the cognitive approach to these models has been somehow marginal even though it has been demonstrated to be the appropriate approach in socially complex environments where humans and artificial agents interact. Following the steps of cognitive scientists like Cristiano Castelfranchi and Rosaria Conte, IIIA has developed a state-of-the-art computational trust and reputation cognitive model that nowadays is a reference in the area (Sabater-Mir, Paolucci, and Conte 2006). Another area in which IIIA has been active is in the development of methods to evaluate trust and reputation models, first founding the Agent Reputation and Trust (ART) test-bed initiative (Fullam et al. 2005) and then with the development of the alpha test bed (Jelenc et al. 2013 ).
Optimization in Multiagent Systems
Optimization in multiagent systems has recently generated much attention because of its potential application to a wide number of domains such as ecommerce, disaster management, and information acquisition through embedded devices. The challenges posed by this type of optimization mainly take the form of very hard optimization problems that are substantially different from problems traditionally dealt with in other areas (for example, industrial processes or scheduling applications). First, we were able to provide the most general optimization model to support the automated formation of auctionbased supply chains Parsons, Rodriguez-Aguilar, and Klein 2011) and to handle failures in markets (Ramchurn et al. 2009 ). Second, we have been the first to characterize how to provide quality guarantees for the max-sum algorithm (Vinyals et al. 2010) , the state-of-the-art algorithm for distributed constraint optimization and one of the most popular algorithms in machine learning because of its wide applicability (for example, computer vision, error decoding). Both results have been achieved in collaboration with Ulle Endriss and Alessandro Farinelli. At present we are also actively investigating the application of our novel techniques to the coordination of unmanned air vehicles (UAVs) in dynamic environments (Pujol-Gonzalez et al. 2013) in collaboration with Milind Tambe.
Conceptual Systems in Computational Environments
Humans and computers interact more and more through environments that are highly distributed, dynamic, heterogeneous, and open. Managing and sharing conceptual systems under these conditions requires sound mathematical models as well as novel computational techniques that span from standard approaches to distributed knowledge representation to computational creativity techniques (Colton, Lopez de Mantaras, and Stock 2009) for concept invention. At IIIA we have studied the mathematical foundations of ontology-based semantic alignment and integration in distributed environments (Schorlemmer and Kalfoglou 2008) ; we have proposed a formal framework for reasoning about properties of knowledge transformations as they occur in decentralized interactions between large and complex computational artifacts (Schorlemmer and Robertson 2011); and we have developed semantic-alignment techniques that tackle the problem of semantic heterogeneity in the context of agent communication and interaction (Atencia and Schorlemmer 2012) .
Autonomous Robots and Developmental Robotics
The real-time coordination of the behaviors of a team of robots in complex environments (uncertain, dynamic, adversarial) is a very challenging problem. We have been able to successfully deal with this problem by means of a case-based reasoning approach and we have tested it in robot soccer. We were able to achieve coordinated passing behaviors between teammates ). This achievement required the invention of new case retrieval and case adaptation algorithms that are useful in other domains such as in the design of more sophisticated computer games. This result was obtained in close collaboration with Manuela Veloso. We have also contributed to the very challenging problem of autonomous robot localization based on visual detection of objects in the robot's natural environment by means of signatures of places constructed from constellations of visual features detected in panoramic images (Ramisa et al. 2009 ). More recently, we have started a new research line in developmental robotics in collaboration with Yiannis Demiris. We have obtained some initial results in sensorimotor anticipation based on optical flow information (Ribes et al. 2012 ).
Multiagent Learning from Communication and Argumentation
While machine learning often focuses on learning from data, we proposed a framework where several learners can, in a critic-based nonnaïve way, learn from communication among them as well as individual data. Communication is modeled as an argumentative process, so the systems do not "learn as told" but can criticize the information received, ask for elaborations, and even teach the opponent when wrong. Integrating autonomous learning with learning from communication allows a more general scheme for acquiring knowledge and information between humans and machines as well as among several autonomous systems. We are among the first to integrate machine learning and computational mod-els of argumentation with the A-MAIL approach. Moreover, we have developed a formal logic-based model to integrate learning and argumentation ).
Case-Based Reasoning with Complex Cases
Case-based reasoning (CBR) is a powerful paradigm that goes beyond simple k-NN for domains where cases are complex structures . We have developed a methodology to model and implement CBR inference steps over complex structured cases. This methodology is based on refinement graphs that originated in ILP and that we have generalized to other representation languages. Specifically, we have developed two refinementbased measures of similarity over complex cases and we have also developed a model for blending two or more solution cases by a formal operation that we call amalgam. An amalgam of two solutions is a third solution, which combines as much as possible from the original solutions. Amalgams allowed us to develop a declarative model of multiple case combinations in CBR as well as to model case-based transfer in CBR reuse as a form of analogical inference (Ontañón and Plaza 2010) . Another source of complexity in cases, which is an important limitation for CBR systems, is when the cases in the case base and the problems to be solved are in different domains. We have addressed this problem, in collaboration with Simeon Simoff, by integrating analogical and commonsense reasoning components. The analogical reasoning component employs the structure mapping engine (Falkenhainer, Forbus, and Gentner 1989) that allows computing similarities between semantically different, but structurally similar, cases from different domains represented by means of semantic networks. We have successfully applied this approach to the automatic mediation of disputes in conflict resolution applications (Baydin et al. 2011 ).
Speeding Up Reinforcement Learning by Case-Based Reasoning
One of the main problems of reinforcement learning (RL) algorithms is that they typically suffer from very slow learning rates. One way to speed up RL algorithms is by making use of a conveniently chosen heuristic function, which is used for selecting appropriate actions to perform in order to guide exploration during the learning process. Several methods have been successfully applied for defining the heuristic function. We have been among the first to reuse previously learned policies using a case-based reasoning approach and have proposed a new algorithm called case-based heuristically accelerated reinforcement learning (CB-HARL) (Bianchi, Ros, and Lopez de Mantaras 2009; Bianchi and Lopez de Mantaras 2010) that uses cases in the case base as heuristics. This approach has shown its efficiency in speeding up RL. We have also investigated the use of the CB-HARL algorithm as a means to transfer learning knowledge acquired by one agent during its training in one problem to another agent that has to learn how to solve a similar, but more complex, problem. To do so, we have proposed a new algorithm, called L3 (Celiberto et al. 2011) , which works in three stages: in the first stage, it uses Q-learning to learn how to perform one task, and stores the optimal policy for this problem as a case base; in the second stage, it uses a neural network to map actions from one domain to actions in another, more complex domain; and in the third stage, it uses the cases in the case base learned in the first stage as heuristics in the CB-HARL algorithm, speeding up the learning process. These results have been achieved in collaboration with Reinaldo Bianchi.
Machine Learning with Probabilistic Graphical Models
Probabilistic graphical models (PGMs) are a marriage between probability theory and graph theory. They provide a natural tool for dealing with two problems that occur throughout applied mathematics and engineering -uncertainty and complexity -and in particular they are playing an increasingly important role in the design and analysis of machine-learning algorithms. On the theoretical side, we have provided mathematical results that allow the exact Bayesian learning of classifiers based on tree augmented naïve Bayes models (Cerquides and Lopez de Mantaras 2005a) , and results for efficient averaging of ODE classifiers (Cerquides and Lopez de Mantaras 2005b) that have been proven to provide the highest accuracy (Yang et al. 2007 ). Furthermore, in collaboration with the research group of Stefan Douglas Webb, we have proposed (Zaidi et al. 2013 ) efficient alternatives that help alleviate the burden of the strong independence assumptions made by the naïve Bayes, the simplest probabilistic graphical model widely applied to classification problems. On the applied side, IIIA maintains research collaborations with Große on the application of PGMs to problems in bioinformatics, and in particular to phylogenetic models. Furthermore, we provide data-mining services for graph databases to SMEs in this area.
Learning for (and from) Time Series
Recently, we have been developing innovative tools and concepts for time series mining. Our work has been mainly focused on similarity measures for the classification of temporal signals . However, we have also worked on other tasks such as segmentation, motif discovery, outlier detection, and clustering. In general, we are interested in the analysis of the information contained in realworld time series for understanding the systems behind them.
Computer Audition
Computer audition deals with algorithms and systems for audio understanding by machines. In this context, our group pioneered the modeling of music expressivity by learning from experience to automatically generate expressive performances by means of similarity-based reasoning to imitate examples of human performances (Lopez de Mantaras and Arcos FALL 2014 93 2002), and to automatically change the tempo of a given performance preserving its expressivity (Grachten, Arcos, and Lopez de Mantaras 2006) . More recently we have continued to work on this topic by studying intentional timing deviations in professional performances of classical guitar (Serrà, Ozaslan, and Arcos 2013) . In addition, we have taken successful approaches to music structure segmentation (Serrà et al. in press) and on quantifying the evolution of popular music on a large scale . Another work on the statistical nature of audio timbral codings ) has been done in collaboration with the Musical Technology Group of Pompeu Fabra University and with the Mathematics Research Centre of the Autonomous University of Barcelona.
Embedding Knowledge into Data Privacy
We study different aspects related to the use of knowledge in data privacy. For example, we have developed approaches so that data protection takes into account the constraints of databases (for example, relationships between variables) and the semantics of categorical terms. Knowledge has also an important role with respect to the transparency of data protection methods. To achieve transparency, published data has to be accompanied with a description of the data protection process. In this case, in order that disclosure risk measures be accurate enough, they have to use all the knowledge related to the data protection process (Torra 2011; Juárez and Torra 2013) .
Boolean-Based Optimization.
Modeling challenging optimization problems as MaxSAT and MinSAT instances, using the language of propositional logic, and then deriving an optimal solution of the original problem with a MaxSAT/MinSAT solver is becoming a highly competitive approach in optimization. At IIIA we have defined powerful solving techniques that have been decisive for the development of a new generation of exact MaxSAT/MinSAT solvers such as MaxSatz, MinSatz, and WPM2 (Li et al. 2012; Ansótegui, Bonet, and Levy 2013) , have studied novel MaxSAT/MinSAT encodings of relevant combinatorial optimization problems, and have stimulated the research on Boolean-based optimization by organizing an international competition of MaxSAT solvers. Moreover, we have defined the first complete inference systems for MaxSAT and multiple-valued MaxSAT (Bonet, Levy, and Manyà 2007) .
Study of the Structure of Industrial SAT Instances SAT formulas provide a method to encode restrictions used in industrial processes. In fact, the SAT problem is a classic problem in computer science, and there exists an old tradition on the study of randomly generated SAT formulas. However, SAT formulas resulting from the encoding of industrial problems have a distinct nature. We have been pioneers in the study of such formulas and have proved that they have a scale-free structure (Ansótegui et al. 2008; Ansótegui, Bonet, and Levy 2009) . This contribution will be crucial in the development of future SAT solvers. Currently, our solvers have been among the best in the industrial category in recent MaxSAT competitions.
Distributed Constraint Reasoning by Distributed Search
When constraints are distributed among several autonomous agents, a possible solution method is based on distributed search. This approach uses short messages but it may require an exponential number of them (worst case). We have worked on this approach, considering different ways to improve it: not adding new links among agents in the ABT algorithm (Bessiere et al. 2005) , improving the privacy of constraints (Brito et al. 2009 ), connecting distributed search with arc consistency (both hard and soft cases) (Gutierrez et al. 2013) , removing redundant messages (Gutierrez and Meseguer 2012) and generalizing algorithms in distributed constraint optimization (Brito and Meseguer 2008) . We have advocated for the use of global constraints in this context (Bessiere et al. 2014 ). This work has been done in collaboration with Christian Bessiere and Jimmy H. M. Lee.
Distributed Constraint Reasoning by Distributed Inference
Distributed constraint reasoning can also be performed by distributed inference. This alternative method requires a polynomial number of messages, but of exponential size (in the induced width of the tree decomposition used). To improve their practical usage, we have explored different ways of approximating messages: function filtering (Brito and Meseguer 2010) and zero-tracking decomposition (Pujol-Gonzalez et al. 2011 ). In the context of fastchanging scenarios, we have also explored the use of Max-Sum, an approximate algorithm performing inference in factor graphs, jointly with tractable high-order potentials with very promising results (Pujol-Gonzalez et al. 2013 ). This work has been done with Milind Tambe and Alessandro Farinelli.
General Methods and Results on Logics for AI
We have played a key international role in the definition and development of mathematical fuzzy logic and we have obtained important results in the following topics: (1) General and deep results for completeness of fuzzy logics either propositional or first order with respect to different semantics (real, hyperreal, rational, and finite) that cover and significantly extend previous results in the field. Our results have been possible as a consequence of a fruitful collaboration with researchers from different leading institutions on the topic; (2) Formalization of t-normbased logics dealing with partial degrees of truth, with algebraic semantics, and axiomatization and completeness results, both for propositional and firstorder languages Cintula et al. 2009 ), which have high applicability in modeling graded notions (Casali, Godo, and Sierra 2011) ; (3) Development of different systems of fuzzy modal logic (Bou et al. 2011) , with applications to reasoning under different forms to uncertainty on non-Boolean algebras of events (Flaminio, Godo, and Marchioni 2013) ; and (4) Development of a new hierarchy of fuzzy description logics, along with new complexity results based on results of mathematical fuzzy logic (Cerami, Garcia-Cerdaña, and Esteva 2014) .
Defeasible Argumentation
We have significatively extended the argumentation framework of defeasible logic programming (DeLP) along two different axes: (1) by incorporating the treatment of possibilistic uncertainty at object level, allowing to stratify defeasible rules in a DeLP program according to their strength, and defining a new recursive semantics that avoids some undesired side effects of the original semantics based on dialectical trees (Alsinet et al. 2014 ); (2) by defining a discrete temporal extension of DeLP for defeasible causal reasoning, and its deployment for multiagent collaborative planning (Pardo and Godo 2013) . All these results have been achieved in collaboration with leading international researchers in the area of computational argumentation such as G. Simari and C. Chesñevar, as well as with T. Alsinet and R. Bejar.
Conclusions
From this overview, which focuses on the last 12 years of our AI research contributions, one can see that our activities cover a wide spectrum from basic to applied research and technology transfer, including spin-off creation. We focus our research activities on a well-defined set of subdomains of artificial intelligence, positively avoiding dispersion. These domains are learning systems; multiagent systems; and logic, reasoning, and search. In all of them we believe we have played, and we are playing, a very significant role in their development. We pay particular attention to training Ph.D. students in these domains and we have intensive collaborations with prestigious academic institutions from numerous countries.
The existence of a technological development unit within IIIA provides technological support to our research activities and improves our technology transfer capabilities by channeling contacts with industry and keeping strong ties with our spin-off companies. Next time you are near Barcelona you are encouraged to visit us and find out more about our activities.
