Although interviewer error is widely recognized as an important source of variation in epidemiologic investigations, scant published information exists documenting the impact of interviewer variation on study findings. Using data from the Massachusetts Women's Health Study, a population-based cohort study of 2,569 middle-aged women (1982)(1983)(1984)(1985)(1986)(1987), the authors evaluated interviewer variation in responses to different types of questions, and assessed the impact of interviewer variation on inferences derived from study data. Respondent sociodemographic and lifestyle characteristics were similar for the four study interviewers at the first follow-up. No interviewer variation was detected for questions concerning recall of specific events, but responses to questions regarding recall of subjective or personal information or those which required further probing did differ significantly by interviewer. Adjustment for interviewer effects had no impact on the conclusions obtained from one analysis of predictors of depression, despite significant interviewer variation in the outcome and predictor variables, but it did change conclusions from an analysis of the impact of support networks on psychological symptoms, wherein the interviewer variable was strongly related to the outcome after data were controlled for predictor variables. Given these findings, examination of data for interviewer effects is advisable despite incorporation of quality control measures in a study's design. Am J Epidemiol 1997;146:429-38. effect modifiers (epidemiology); epidemiologic methods; interviews; quality control
The validity of any epidemiologic study which gathers data by in-person or telephone interviews depends on the quality of interviewing. The respondentinterviewer interaction is difficult to standardize, and it is one of the most variable aspects of data collection (1) . Although it is common practice to incorporate quality control measures into the design of an epidemiologic study in order to minimize interviewer variation, few investigators report which measures they used, and even fewer examine the data for interviewer variation, explore the possible impact of such variation on study findings, or account for it in the statistical analyses.
Means by which interviewers can introduce error into a survey include administering the interview in different ways; using different emphases on words or intonations in delivery; and assisting the respondents in different ways, such as through differential probing (2) . Interviewer expectations about respondent uneasiness in answering questions may also affect responses obtained (3) , although the effect seems to be small. Very little information is available with which to assess the effect of demographic characteristics or interviewer background on response rates. Although interviewer error has been related, in varying degrees, to sex (4) and race (5) , there is little evidence of a relation with age, education, or social status (4). Hox et al. (6) analyzed the effect of multiple sociodemographic and psychological characteristics of interviewers on responses and found little evidence that these characteristics were an important source of error in the data. The authors suggested that interviewer effects may result from many small differences in interviewer characteristics (6) .
Measures commonly suggested for minimization of interviewer effects include careful question design (4) , standardized interviewer training and close supervision (2, 4, (7) (8) (9) , randomization (or allocation as uniformly as possible) of various types of subjects to interviewers (2, 8) , ongoing review of data for assessment of interviewer questionnaire error rates (10) , and selection of interviewers with similar characteristics and backgrounds (8) . Measures which have been shown to be effective in boosting interviewer performance are the length and type of initial interviewer training (4) and continued reinforcement of training and supervision throughout a study (2, 7) . Edwards et al. (11) found that continuous interviewer feedback via a standardized quality control evaluation of audiotapes was necessary to maintain a standardized interview.
We assessed interviewer variation using data from a large, prospective, population-based 5-year telephone interview study of middle-aged women in Massachusetts that was designed to observe women as they approached and experienced menopause. Specifically, we evaluated interviewer variation in responses to different types of questions; examined changes in response patterns by interviewer over time; and, unlike researchers in previous studies, assessed the impact of interviewer variation on inferences derived from study data in two separate analyses.
MATERIALS AND METHODS
Data used in this report were obtained from the Massachusetts Women's Health Study, a 5-year longitudinal study of a cohort of 2,569 women (12) . The women were identified from a random baseline population survey of women aged 45-55 years who had been sampled from census lists compiled annually by the Commonwealth of Massachusetts; methods used have been previously described in detail (12) . Responses were obtained from 8,050 women through mailed questionnaires, or by telephone interviews if there was no response to two mailings (response rate = 77 percent). Women were selected for the study cohort if they had menstruated sometime in the preceding 3 months and still had their uterus and at least one ovary intact. A total of 2,772 women were recruited for the cohort, and 2,569 of them (93 percent of those eligible) participated. The cohort was followed for 5 years via six telephone interviews conducted 9 months apart, from 1982 to 1987. High response rates were obtained for the six interviews, ranging from 94 percent to 99 percent of those who had responded at the previous contact.
To limit interview length to approximately 30 minutes, we divided the questions into four instruments: a core instrument administered at each interview which included questions on sociodemographic characteristics, menstrual status, health, and health care utilization, and three supplemental instruments designed to evaluate social support networks, lifestyle, and helpseeking behavior. The supplemental instruments were administered in rotation, such that after three interviews, each woman had completed each of these three instruments once. During the course of the study, each respondent completed each supplemental instrument twice, 27 months apart.
The six telephone interviews were conducted by four experienced female interviewers who had been chosen to be within the age range of the study subjects, thus roughly matched to the subjects by age and sex. The four interviewers were similar to each other with regard to age and level of education. More than 94 percent of the total study interviews were conducted by these four interviewers, and the remaining 6 percent were handled by two supervisory personnel. Subjects were not formally randomized to interviewers; instead, assignments were haphazard. Subject assignment to an interviewer at baseline was unrelated to assignment at subsequent interviews. Interviewers received extensive training prior to the start of the study and ongoing training throughout. In addition, response rates by interviewer were examined on an ongoing basis throughout the study. Early in the study, we identified two interviewers whose response patterns for some questions differed from those of the others but whose patterns were similar to each other's. These interviewers had a background in marketing research. They were closely monitored and received additional counseling and training throughout the study.
For the purpose of the analysis, interviewers were labeled A through F, with A and B representing the two supervisory personnel and C-F representing the four main interviewers. Interviewers D and E were the two with the marketing background and the two whose responses differed from the others'. For comparison of item response rates, only the four main study interviewers were included, since the numbers of interviews for A and B were too small for meaningful comparisons.
Because interviewer assignments were haphazard (i.e., subjects were not formally randomized to interviewers), we first compared responses for sociodemographic and lifestyle variables at baseline to determine whether each interviewer had a group of respondents comparable to the others'. To assess interviewer variation, we examined representative questions at follow-up 1, including questions which required recall of specific events, pertained to subjective or personal information, or required further probing. For dichotomous variables, differences in proportion of affirmative responses by interviewer were assessed by chisquare analysis, similar to the method of Edwards et al. (11) . To examine trends over time, we graphed the proportions of affirmative responses to individual questions by interviewer (interviewers C-F) for each consecutive phase of follow-up.
Using two examples, we evaluated the effect of interviewer variation on inferences made from study Am J Epidemiol Vol. 146, No. 5, 1997 data. First, we reanalyzed published data from a crosssectional study of predictors of depression in 2,485 middle-aged women (13) that had been uncontrolled for interviewer effects. Using stepwise Fisher discriminant analysis, the authors had found seven significant predictors of depression, as assessed by the Center for Epidemiologic Studies Depression (CES-D) Scale, in women without surgical menopause (13) . These were marital status, education, restricted activity days, more than one health care contact in the past 2 weeks, more than two new medical conditions diagnosed in the past 9 months, more than two physical symptoms in the past 2 weeks, and more than one person causing special worry in the past 9 months.
The CES-D Scale was administered on a rotated instrument; this analysis represents the CES-D evaluated at interview 1, 2, or 3. All other variables were assessed on the core instrument; for this analysis, values for these variables were taken from the interview (1, 2, or 3) which corresponded to the one at which the respondent completed the CES-D Scale. To examine whether responses to questions on these variables and on the outcome variable differed by interviewer, we grouped the data with one group consisting of the two interviewers (D and E) who were similar to each other but differed from the others and the other group including all of the other interviewers (A, B, C, and F), and we compared responses between the two groups for each variable using chi-square analysis. Analyses were based on the 2,485 subjects who completed the CES-D Scale on the first rotated instrument. We then used stepwise logistic regression to reestimate the effect of the above-mentioned predictors on CES-D score. To determine whether adjustment for interviewer effect would have any impact on the odds ratios for depression and each predictor variable, we fitted two models, one without a variable representing interviewer effects and the other with a dichotomous interviewer indicator variable added (1 = interviewed by interviewer D or E; 0 = any other interviewer). The values of the odds ratios associated with each predictor variable were compared between the models with data either unadjusted or adjusted for interviewer effect.
Next, we examined interviewer effects in an exploratory analysis of the impact of social networks on the occurrence of psychological symptoms in 2,503 women who responded to the rotated social support instrument at interview 1, 2, or 3. A positive response to the question on the presence of a social support network prompted a series of detailed questions on up to five network members; thus, it was a question for which a positive response required substantial further probing by the interviewer. A "stress network" was defined as the presence of at least one person who caused special worry in one's life; this was another question that required further, albeit less extensive, probing. The "special worry" question was included on the core instrument; values used for this analysis were obtained from the corresponding interview (1,2, or 3) at which the social support instrument was completed. Through logistic regression analysis, both types of networks were related to psychological symptoms (1 = >2 symptoms in the past 2 weeks; 0 = 0 or 1 symptom). Again, regression models were fitted with and without indicator variables to represent those interviewers whose responses differed significantly from the others' for psychological symptoms and the network variables. For this example, two separate dichotomous variables were used to represent interviewers D and E, since only interviewer E was significantly related to the absence of a support network but both D and E were related to lower symptom reporting. Table 1 shows numbers of interviews conducted per interviewer for the six phases of follow-up. Although respondents were not formally randomized to interviewers, for the first four follow-ups, interviewers C-F completed approximately the same number of inter- : Interviewers A and B were supervisors; interviewers C-F were the four primary study interviewers.
RESULTS
Am J Epidemiol Vol. 146, No. 5, 1997 views (table 1) , and the distributions of data on the sociodemographic variables (education, age, marital status, and employment status) and two lifestyle variables (body mass index and current smoking) were similar for interviewers C-F (table 2) .
As table 2 shows, some interesting response patterns emerged among interviewers C-F at the first followup. No significant interviewer differences were detected in responses to six questions concerning recall of specific events. For three of four questions on subjective or personal information (numbers of psychological and physical symptoms in the past 2 weeks and pain or discomfort upon sexual intercourse in the past 9 months), affirmative responses were significantly lower for interviewers D and E (p < 0.0001) than for interviewers C and F. For questions for which an affirmative response prompted additional questioning and probing, interviewers D and E elicited fewer positive responses to the question about whether someone close to the subject had caused her special worry, and interviewer E identified significantly fewer subjects with a social support network of any size, with a larger difference for networks of two or more members.
Response patterns over time for four typical questions are displayed by interviewer in figure 1 . The upper left-hand graph illustrates responses to a question concerning recall of specific events (medical contacts), for which there was no significant interviewer variation in any follow-up. The upper right graph shows responses to a sensitive question (problems with sexual intercourse). In follow-ups 1 and 2, interviewers D and E had significantly fewer positive responses than the other interviewers, but by follow-up 4, responses were similar for all interviewers. In the two lower graphs, striking and consistent trends are seen for questions pertaining to subjective information (self-reported psychological and physical symptoms, respectively), with interviewers D and E eliciting significantly fewer symptoms than the other interviewers throughout the study. The cause of the trend of fewer psychological and physical symptoms' being elicited by interviewers D and E could be true interviewer variation (i.e., they administered the interview differently than the other interviewers) or nonrandom subject assignment (they were more likely to interview subjects with fewer symptoms). To further evaluate these possibilities, we compared the percentages of women reporting two or more psychological symptoms at the first interview (Tl) and at the fourth interview (T4), stratified according to whether they were interviewed by interviewers D and E or interviewers C and F. T4 was chosen as the comparison interview, because this was the last interview for which there was a fairly comparable number of subjects assigned to each of the four interviewers (C, D, E, and F) (see table 1). Figure 2 on the graph represents the women who were not interviewed by interviewer D or E at Tl or T4. For both interviews, the percentages of respondents reporting two or more psychological symptoms were comparable (40-45 percent). The second set of bars represents women who were interviewed by interviewers D and E at Tl but not at T4. These women reported fewer psychological symptoms at Tl only. The third set of bars shows that women interviewed by interviewers C and F at Tl were more likely to report psychological symptoms at Tl than at T4, when they were interviewed by interviewers D and E. Women interviewed by interviewers D and E at both points in time reported fewer psychological symptoms at both interviews. This graph provides good evidence for a true interviewer effect. In the reanalysis of factors related to depression, we found significant variation in responses by interviewer for the outcome variable, CES-D score, and four of the seven predictors of depression ( for interviewer effects in the regression analyses had little or no effect on the odds ratio for each covariate, even though the interviewer variable was related to both the outcome and most of the covariates. This occurred because the interviewer variable was unrelated to CES-D score after data were controlled for the other model covariates. Consequently, the bias in the regression coefficients resulting from exclusion of the interviewer variable from the model was negligible (for example, see Theil (14) , chapter 17). In addition, we reran the regression models stratified by interviewer (interviewers D and E vs. the others) and obtained similar results (data not shown). This indicates that the relations between the covariates and the CES-D outcome variable did not vary by interviewer, even though the levels of the outcome and predictor variables did. Thus, in the first example, although significant interviewer variation in responses to key individual questions was identified, it had no impact on study inferences.
In the second example-an exploratory analysis of the effect of social networks on psychological symptoms-we detected significant interviewer variation in some of the network variables. Subjects interviewed by interviewer E were more likely to report the absence of a support network, and interviewers D and E were associated with smaller networks. Table 5 shows crude odds ratios for the total sample of 2,503 women who responded to the social support instrument at interview 1, 2, or 3, as well as results stratified by interviewer (interviewers D and E vs. the other interviewers (A, B, C, and F)). Odds ratios represent the odds of having two or more psychological symptoms among respondents with a social support network compared with those without a network. Having a support network seems to have a small protective effect on the occurrence of psychological symptoms in the total sample (odds ratio (OR) = 0.78). The effect appears to be stronger among women who were not interviewed by interviewers D and E (OR = 0.58) than among those interviewed by interviewers D and E (OR = 0.72). The overall crude odds ratio is closer to the null value than are the stratified values. Table 6 displays the results of two logistic regression analyses carried out to explore the effect of social networks on psychological symptoms. The first model regressed the presence of two or more recent psychological symptoms (yes/no) on two types of networks (social support and social stress), unadjusted for other possible predictors or confounders. * Odds ratios were computed using stepwise logistic regression with CES-D$ score as the dependent variable (0 = <16, 1 = >16).
t Values for all predictor variables were taken from the core instrument corresponding to the interview at which the CES-D (the outcome variable) was administered. Only one value per subject was used.
$ OR, odds ratio; Cl, confidence interval; CES-D, Center for Epidemiologic Studies Depression scale. with having a stress network. When interviewer indicator variables were included in the model, the estimated relation between a social support network and symptoms became stronger and statistically significant (OR = 0.67, p -0.046), while the stress network association was unchanged. We also ran the model with interviewer-network interaction terms included for the interviewer D/E indicator variables. The interaction terms were not significant, indicating that the relation between a support network and psychological symptoms did not vary by interviewer. Thus, ignoring interviewer effects in this exploratory analysis had the effect of biasing the odds ratio between symptoms and a support network toward the null value, which would lead to the inference that a support network had no impact on psychological symptoms. Adjusting for interviewer variation would lead to the conclusion that the presence of a support network was negatively, though not strongly, associated with symptoms.
DISCUSSION
We found that although measures commonly used to minimize interviewer variation were incorporated into the study design and even though ongoing review of results and interviewer training were employed throughout a 5-year longitudinal study, significant interviewer variation still appeared in these data for responses to some questions. Our results indicate that inclusion of such measures in the design of a study may be inadequate to prevent significant variation in responses by interviewer. Since a haphazard method rather than a formal randomization procedure was used for interviewer assignments, it is possible that the interviewer differences we detected were due in part to the allocation process. However, it is unlikely that this explanation would account for all of the interviewer effects found, since responses to questions on sociodemographic and lifestyle variables and on recall of specific events were distributed similarly among interviewers, indicating that each interviewer initially received a similar group of subjects. In addition, interviewers were not more likely to be assigned at subsequent interviews to the same subjects they had at baseline.
The variation we detected was strongest for questions pertaining to subjective or personal subject matter or questions associated with further probing. We also found that the background of the interviewer may affect response patterns. Although all four interviewers were similar with regard to age and educational level, the two with a background in marketing research were the ones who were consistently associated with fewer positive responses to subjective questions, such as questions on physical and psychological symptoms. We cannot, however, rule out the possibility that the differences we observed could be related to another unmeasured interviewer characteristic. It would be interesting if there were other studies that found interviewer background to be a factor in explaining variability.
Am J Epidemiol Vol. 146, No. 5, 1997 * Social support was evaluated using a rotated instrument at interview 1, 2, or 3. Values for other variables were taken from the core instrument corresponding to the interview at which the social support instrument was administered.
f OR, odds ratio; Cl, confidence interval. % Unadjusted for sociodemographic and other confounding factors. § Interviewers D and E were significantly related to lower psychological symptom reporting and absence of persons causing worry (p < 0.0001).
H Interviewer E was significantly related to absence of a social support network (p < 0.001).
Similar to researchers in other health surveys, we used a small number of experienced interviewers, each with a large case load. As was discussed by Davis and Scott (15) , when few interviewers are used, even small interviewer differences can be translated into large error effects if the case loads are large; this could offer one possible explanation for our results. However, as Edwards et al. (11) discussed, although interviewer variability can theoretically be reduced by the use of many interviewers conducting few interviews, this scenario is not practical for epidemiologic research, where it is logistically and economically more feasible to have fewer interviewers administering the questionnaire consistently than many interviewers conducting few interviews.
Although the occurrence of interviewer variability is well-documented, little published information is available concerning its actual impact on inferences derived from multivariate data in epidemiologic studies. We found that adjustment for interviewer effects had no impact on conclusions drawn from one analysis of predictors of depression in which significant interviewer variation was detected for the outcome variable and four of seven predictors, because the interviewer indicator added no significant predictive information to the model including the original predictors, and because the relations did not vary by interviewer.
In the second example-the analysis of support networks and psychological symptoms-the interviewer indicator variable was strongly related to the outcome even after data were controlled for the predictor variables. Adjustment for interviewer effect did reveal a weak but statistically significant negative relation between psychological symptoms and the presence of a social support network which was not present before the adjustment.
According to Edwards et al. (11) , uncorrected interviewer error can result in risk estimates which are biased downward toward no association. In our analysis, we observed underascertainment of the outcome (psychological symptoms) and the exposure (a support network), the effect of which was to bias the odds ratio toward the null value (see table 5 ). When data were stratified by interviewer, a stronger protective effect for support network on psychological symptoms was seen for subjects interviewed by interviewers C and F (OR = 0.58) as compared with interviewers D and E (OR = 0.72). The crude odds ratio was 0.78. The observed interviewer error, then, may represent nondifferential misclassification. Nondifferential misclassification with dichotomous outcome and exposure variables in a 2 X 2 table usually has the effect of biasing the odds ratio toward the null value (16) . However, with polytomous exposures or collapse of a continuous exposure into categories, nondifferential misclassification does not always bias toward the null (17) (18) (19) .
As Rothman (20) discussed, for studies with a strong nonzero effect, consideration of bias introduced by nondifferential misclassification is not as important as in studies where there is an absence of an effect. For studies with a strong effect, the estimate of the effect without the misclassification would be even stronger. For studies with little or no effect, the real effect may be obscured by the misclassification (20) . As is shown in table 6, we may have observed both scenarios with our data. A strong positive relation was found between the presence of a stress network and the occurrence of psychological symptoms which was virtually unchanged when the interviewer variable was included in the model, even though we had observed a strong interviewer effect for the question regarding persons Am J Epidemiol Vol. 146, No. 5, 1997 causing special worry (see table 2 ). For the relation between support network and psychological symptoms, however, where underascertainment of the outcome variable resulted in the absence of an effect, adjustment for interviewer produced an odds ratio of 0.67, which was between the two stratified values of 0.58 and 0.72 (tables 5 and 6). The adjusted odds ratio pointed in the same direction as the stratified odds ratios; if the observed association for interviewers D and E had been in a different direction than that for the other interviewers, it would not have been advisable to combine the data.
Interviewer variation, a form of information bias, is best minimized in the design and data collection phases of a study (16) . However, despite the use of standard, commonly employed measures in the design of our study, significant interviewer variation was still detected for some variables. Our analyses indicate that it may be advisable to control for interviewer variation whenever the outcome is still associated with interviewer after adjustment for covariates, for two reasons. First, this will reduce the unexplained variability in the outcome, thereby facilitating detection of associations between the outcome and covariates (similar to blocking; see Box et al. (21) ). This benefit occurs regardless of any interviewer variation in covariates. Second, when covariate distributions do vary across interviewers, adjustment for interviewer variables avoids or reduces bias in the regression coefficients of interest (22, 23) . Treating the interviewer indicator variable as a confounder and adjusting for it in the analysis produced an estimate of effect which was between the two stratified estimates, and in the same direction. We would not advise adjusting for interviewer effect without careful assessment of the type of misclassification present and determination of the scientific plausibility of the results with and without adjustment and stratification on interviewer. Interviewer misclassification which is differential for cases or controls is a thornier issue, and control of this type of error is difficult to handle in the analysis phase of a study (16, 24) .
We have shown that standard measures used in study design to prevent interviewer variation may be ineffective in preventing such variation in the data. In addition to incorporating quality control measures in the design of a study, including ongoing examination of results and provision of feedback to interviewers, we suggest that an exploration of possible interviewer effects be incorporated into the initial phase of the analysis, particularly if the data were collected by a small number of interviewers, each with a large case load. Quality control measures which provide direct feedback to interviewers and their supervisors seem to be the most promising for minimizing interviewer effects (11) . Allowing interviewers to directly observe themselves via audio-or videotape could make them aware of subtle variations in delivery of which they may have been previously unaware. Even minor variations in delivery can have a substantial impact on responses. For reduction of interviewer variability in the data, early detection during data collection is crucial.
We have shown that questions most likely to be affected by interviewer variation are those which deal with subjective or personal topics or which require further probing by the interviewer, and that the interviewer's background may affect response patterns despite intensive training and ongoing supervision. If substantial interviewer variation is discovered after the data are collected despite the incorporation of adequate control measures in the design, further exploration of the effects of the error on the results is warranted. Analyses most likely to be affected are those in which a strong interviewer effect is demonstrated in the outcome and predictor variables. Further studies are needed in which the impact of interviewer variation on inferences made from study data is assessed and reported, and in which the effectiveness of quality control measures is evaluated.
