The effect of gamma irradiation on chitosan and its application as a plant growth promoter in Chinese kale (Brassica alboglabra) AIP Conference Proceedings 1704, 030003 (2016) Abstract. Science and Technology (S&T) has been able to help mankind to solve or minimize problems when arise. Different methodologies, techniques and tools were developed or used for specific cases by researchers, engineers, scientists throughout the world, and numerous papers and articles have been written by them. Nine selected cases such as flash flood, earthquakes, workplace accident, fault in aircraft industry, seismic vulnerability, disaster mitigation and management, and early fault detection in nuclear industry have been studied. This paper looked at those cases, and their results showed nearly 60% uses artificial intelligence (AI) as a tool. This paper also did some review that will help young researchers in deciding the types of AI tools to be selected; thus proving the future trends in S&T.
INTRODUCTION
In this paper, flash flood, earthquakes, workplace accident, fault in aircraft industry, seismic vulnerability, disaster mitigation and management, and early fault detection in nuclear industry are the nine selected case studies being investigated.
In natural disaster management, the information system mainly uses uncertainty modeling with fuzzy sets and probabilities for prescriptive purposes, while the disaster management and others predominantly use surveys and experiments for descriptive purposes [1] . The challenge of providing provisioning information is hardly addressed in the natural disaster management literatures. The literature review reveals research gaps that are centered around the need for acquiring general knowledge on how to design information systems artifacts for risk identification and risk reduction [1] . In order to foster symbiotic research and to exploit the discussed synergies between information systems research and the natural disaster management domain, researchers of the two communities should be informed about the potential synergies, the existing needs and ways to exploit them, and the added value for their respective disciplines.
Self-organizing map is an effective method in neural computing for analysis and visualization of multidimensional data in fault detection in power plant [2] . Many of the developed visualizations can reveal to the operator or plant expert in an early phase that something exceptional is going on in the process. The used methodologies have some advantages in this kind of information process compared to many traditional methods used in the control rooms. Getting feedback from operators about visualized information would be essential. Using data analysis methods in training simulator assessment is also in his future plans.
Environmental Information Systems (EIS) allow the user to store, query and process environmental information and visualize it in thematic maps, diagrams and reports [3] . More advanced functions cover advanced mapping functions of environmental data such as geo-spatial predictions and simulations (for example the family of Kriging algorithms), spatial data analysis and mapping using machine learning algorithms (for example classification methods including neural networks or support vector machines) or geospatial visual analytics techniques by combining data mining and information visualization techniques. The additional integration of problem solving tools turns EIS into environmental information and decision support systems. Future design of environmental applications will be confronted with an installed base of a more powerful functional base provided by so-called enablers which comprise functional blocks according to established design patterns and information models and will be offered through agreed service interfaces.
According to reports, new knowledge of data mining will deal with the technological revolution in workplace accident [4] . Data mining is the process of discovering hidden knowledge that will deal with a wide range of specialized fields described below, explain, predict and control the phenomena. Data mining is an interdisciplinary field in various domains such as databases, statistics, machine learning and other related fields with combines. Future research is recommended to the other functions of data mining for field work accidents, as well as run. The implementation of this work in other industries such as oil and gas, petrochemical and automobile can also be attractive.
Disaster mitigation and management (DMM) is one of the most challenging examples of decision making under uncertain, missing, and sketchy, information [5] . Fuzzy logic based techniques are some of the most promising approaches for disaster mitigation. The advantage of the fuzzy-based approach is that it enables keeping account on events with perceived low possibility of occurrence via low fuzzy membership or truth-values and updating these values as information is accumulated or changed. Kandel has outlined a set of fuzzy logic based tools that can be used to address these and other challenges related to DMM.
Flash flooding or flooding is extremely dangerous and that has the capability to not only wipe away an entire city, coastline or area, but also it causes extensive damage to life and the property. A flood warning is when an official announcement is given by TV, radio, text message, phone, email or other means of an impending flood or an already flood that has already occurred. Data mining with Bayes classifier whereby the classifier is based on applying Bayes' theorem with strong (naive) independence assumptions [6] . The system not only just monitors hazardous conditions and alert hazardous conditions but also it forecast hazardous conditions and allow the users to interact with the system via mobile portable devices like android phones and non-android phones via Short Message Service [6] .
Events such as earthquakes, typhoons, and traffic jams, which are visible through tweets [7] . Sakaki investigated the real-time nature of Twitter, in particular for event detection. Semantic analyses were applied to tweets to classify them into a positive and a negative class. Each Twitter user can be considered as a sensor, and set a problem to detect an event based on sensory observations. Location estimation methods such as Kalman filtering and particle filtering are used to estimate the locations of events, and he presented an example using the real-time nature of Twitter which will provide some insight into the future integration of semantic analysis with microblogging data.
Fault detection methods can be broadly classified as model-based or data-driven [8] . Model-based fault detection uses prior knowledge of the system to develop mathematical models that can, in turn, be used as references to evaluate the current data. The data-driven approach relies primarily on observations that allow the definition of a normal condition. Luo's interest is in data-driven methods that require a minimum amount of analytical information about the system. The approach is a data-driven approach that is possible to detect faults in aircrafts by using the data mining technique alone based on extensive data collection of both normal and faulty performance data [8] . Luo's research studies the data driven fault detection methods which rely on extensive collection of data instead of mathematical models to establish classification schemas that detect faults.
Vulnerability can be defined by a mixture of different components including physical, demographic, social, economic, ecological and political aspects [9] . The development of fast and automatic methods for collecting building attributes involved in seismic vulnerability is of major importance. For that, remote sensing can be an effective tool for providing automatically building attributes that can be used for seismic vulnerability studies in a large space within urban areas. In-situ visual analysis of buildings can be tedious work in large scale areas, while remote sensing can provide faster and cheaper solutions. Combining in-situ data with remote sensing data can be an efficient solution for improving the seismic vulnerability study. Based on remote sensed data and corresponding insitu measurements the use of support vector machines generates a relation between them, which can subsequently be used to classify unknown building vulnerability classes from additional remote sensing data. Primary results using only two attributes from remote sensing (roof type and building height) are encouraging and support vector machine classification appears to be promising.
Mathematical-based methods are linear algebra, statistics, numerical analysis, calculus, functional analysis, differential equations and others. Graphical methods are simple display, set theory, descriptive geometry, engineering drawing, system analysis and others. Another method is based on computational intelligence and softcomputing methods known as AI. Today, AI is the branch of computer science concerned with making computers behave and solve problems like humans. This term was coined in 1956 by John McCarthy at the Massachusetts Institute of Technology. AI is the science and engineering of making intelligent machines, especially intelligent 030001-2 computer programs. It is related to the similar task of using computers to understand human intelligence, but AI does not have to confine itself to methods that are biologically observable. Intelligence is the computational part of the ability to achieve the goals.
Some of the advantages of AI: more powerful and more useful computers, new and improved interfaces, solving new problems, better handling of information, relieves information overload, and conversion of information into knowledge. On the other hand, the disadvantages are: increased costs, difficulty with software development (slow and expensive), few experienced programmers, and few practical products have yet reached the market. Table 1 shows the summary of the literature review mentioned above based on the nine real cases, and it is found that five out of nine are using different types of AI tools. Nearly 60% are using AI as a tool, thus the tendency for future researchers to use AI in their work seemed very encouraging. Hence, this paper would like to share further information on the field of AI, solely for the benefits of the young researchers particularly in Malaysia. 
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AI is used in expert systems, decision-making, natural language processing, robotics, machine translation, pattern recognition, clustering and classification, regression, forecasting, predicting, planning, and scheduling, generalizing and decision processes, computational creativity, intelligent agents and multi-agents, intelligent chatbots, games playing and others. Today, AI is imitated using various soft-computing methods. The main research in the field of intelligent computing is focussed on development of various machine learing methods using artificial neural networks, kernel methods such as the support vector machines, fuzzy sets and fuzzy computation, genetic algorithms and gene expression algorithms, evolutionary programming and computation, rough sets, rough separability, and rough computing, swarm intelligence algorithms, mathematical optimization, means-ends analysis, statistical methods, k-nearest neighbor algorithm, decision trees, probabilistics and chaos theory, Bayes classifiers, uncertain numbers, knowledge representation and knowledge engineering, simulated annealing, hidden Markov models, Kalman filters, beam search and others. All these methods can be grouped into five groups of methologies as shown in Table 2 . This paper will briefly discussed three of the latest AI tools: Ant Colony Optimization (Table  3 ), Genetic Algorithm (Table 4) and Support Vector Machines ( Table 5 ). The three involves two different methodologies and techniques. 
TABLE 4. Genetic Algorithm (GA)
General Information Advantages Disadvantages
+GA was introduced in the mid 1970s by John Holland and his colleagues and students at the University of Michigan. +GA is inspired by the principles of genetics and evolution, and mimics the reproduction behavior observed in biological populations. +GA employs the principal of "survival of the fittest" in its search process to select and generate individuals (design solutions) that are adapted to their environment (design objectives/constraints). Therefore, over a number of generations (iterations), desirable traits (design characteristics) will evolve and remain in the genome composition of the population (set of design solutions generated each iteration) over traits with weaker undesirable characteristics. +GA is well suited to and has been extensively applied to solve complex design optimization problems because it can handle both discrete and continuous variables, and nonlinear objective and constrain functions without requiring gradient information.
+Intuitiveness. +ease of implementation +ability to effectively solve highly nonlinear, mixed integer optimization problems that are typical of complex engineering systems.
So, what are optimization, swarm intelligence algorithm and evolutionary algorithm? Generally, optimization is a complex task because ultimately it requires understanding of the entire system to be optimized. Although it may be possible to perform some local optimizations with little knowledge of your system or application, the more optimal you want your system to become, the more you must know about it. The practice of optimization is restricted by the lack of full information, and the lack of time to evaluate what information is available. Genetic algorithms and swarm intelligence are two examples of the artificial life strategy that emulates living systems in an attempt to produce computer programs able to learn. Genetic algorithms and swarm intelligence are well-suited for different optimization problems, that is, genetic algorithms excel in game theory due to their competitive nature while swarm intelligence shines in combinatorial optimization due to its cooperative nature. Many complex problems involve finding an optimal solution in a large, but finite, solution space. Combinatorial optimization is concerned with the study of effective algorithms for solving such problems by exploring the solution space.
On the other hand, classifiers is the function obtained after the training of the data has been successfully carried out. Statistical learning theory is the framework for machine learning drawing from the fields of statistics and functional analysis. It deals with the problem of finding a predictive function based on data. It is the theoretical framework underlying support vector machines. While, statistical learning methods have led to successful applications in fields such as computer vision, speech recognition and bioinformatics. Kernel machines is a new generation of learning algorithms, utilize techniques from optimization, statistics, and functional analysis to achieve maximal generality, flexibility, and performance. The algorithms are different from earlier techniques used in machine learning in many respects. Following the increasing popularity of support vector machines, kernel machines have been successfully applied to various machine learning problems and have established themselves as a computationally efficient approach to extract non-linearity or higher order moments from data. Again, the young researchers are encouraged to investigate and familiarize the other AI techniques such programming languages (LISP, Python, PROLOG, JAVA, C++) that could be used to develop AI. LISP (LISt Programming) was invented by John McCarthy in 1958. As the name implies, LISP is a programming language that manipulates lists. PROLOG (PROgramming in LOGic) is a language that can build a database of facts and a knowledge base of rules. A program in PROLOG can use logical reasoning to answer questions that can be inferred from the knowledge base.
The studies on natural disasters such as tsunami that has struck Indonesia, Thailand and Japan recently reminds us the importance of AI tools for man to be better prepared in the future. AI tools can save man jobs and money, but users need to understand the limits of their tools. Very large datasets are generated in many real cases or problems belonging to different scientific and research areas such as in bioinformatics. These datasets need to be effectively elaborated in order to result to useful conclusion. A wide range of techniques has emerged from the field of AI which are all ingenious, practical, and useful but a truly intelligent system needs to draw on a variety of these approaches forming a viable technique or hybrid system. Several practical examples ranging from the control of specialized manufacturing processes to the diagnosis of mouth cancer have been studied [11] .
Technological convergence is often defined in a very generalized and simplified terms as a process by which telecommunications, information technology and the media, sectors that originally operated largely independent of one another, are growing together. Technological convergence has both a technical and a functional side. The technical side refers to the ability of any infrastructure to transport any type of data, while functional side means the consumers may be able to integrate in a seamless way the functions of computation, entertainment, and voice in a unique device able to execute a multiplicity of tasks. Technological convergence if appropriately managed can play an important role in national economic and social development of every nation. Governments can capitalize on the opportunity to stimulate market development and meet previous unmet society communication needs [12] .
CONCLUSION
Lastly, this paper has shared some vital points regarding artificial intelligence tools, and concluded that future S&T trends and AI tools will need one another for converging to be a reality. Some believe that a convergence of technologies will lead to a great breakthrough around the year 2041 [10] .
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