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Analysis of Droplets in
Lattice Systems with Long-range Kac Potentials
E. A. Carlen1, R. Esposito2 J.L. Lebowitz3 and R. Marra4
Abstract
We investigate the geometry of typical equilibrium configurations for a lattice gas in a finite
macroscopic domain with attractive, long range Kac potentials. We focus on the case when the
system is below the critical temperature and has a fixed number of occupied sites.We connect the
properties of typical configurations to the analysis of the constrained minimizers of a mesoscopic
non-local free energy functional, which we prove to be the large deviation functional for a density
profile in the canonical Gibbs measure with prescribed global density. In the case in which the
global density of occupied sites lies between the two equilibrium densities that one would have
without a constraint on the particle number, a “droplet” of the high (low) density phase may
or may not form in a background of the low (high) density phase. We determine the critical
density for droplet formation, and the nature of the droplet, as a function of the temperature
and the size of the system, by combining the present large deviation principle with the analysis
of the mesoscopic functional given in [3].
1 Introduction
The mathematical study of the behavior of a lattice gas of particles (or spins) interacting via a long
range Kac potential, both in equilibrium and in non-equilibrium, has been the subject of many
works: a recent book [6] provides a comprehensive treatment of the subject as it has developed so
far.
The long-range Kac potential introduces a third length scale between the microscopic scale
of the lattice spacing and the macroscopic scale of the size of the domain. This third scale is
referred to as the mesoscopic scale. As we show here, one can determine the geometric nature of
“typical” microscopic particle configurations for such systems through the analysis of a mesoscopic
free energy functional that serves as a large deviations functional for the system. We do this in a
scaling regime that is critical for droplet formation in these models.
The large deviations functional (LDF) with which we work is a functional of “course grained
density profiles”, different from the LDF used to study the corresponding problem in two dimen-
sional nearest-neighbor Ising systems: There, the LDF is a function of “contours” associated to
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the microscopic configuration on a two dimensional lattice. The mesoscopic analysis that we carry
out here goes through in any dimension. Before describing our results, we first describe the models
with which we work more precisely.
1.1 The grand canonical and canonical measures for the model
Let TL be the d–dimensional square torus with side length L. Let ΛL,γ denote the part of the
lattice γZd contained in TL. For the purpose of connecting the microscopic and mesoscopic scales,
it will be convenient, as in [1, 6], to regard ΛL,γ as a subset of TL. A particle configuration, is a
function s from ΛL,γ to {−1, 1}. The site x(i) = γ i ∈ ΛL,γ ⊂ TL, i ∈ Zd is occupied by a particle if
s(x(i)) = 1, and is unoccupied if s(x(i)) = −1.
The Hamiltonian Hγ,L for the system, giving the total interaction energy of a configuration, is
Hγ,L(s) = −γ
d
2
∑
x(i),x(j)∈ΛL,γ
J(|x(i) − x(j)|)s(x(i))s(x(j)) . (1.1)
where J is a a non negative smooth function J on R+ that is bounded, continuous, supported by
[0, 1], and strictly monotone decreasing on [0, 1], where |x(i)−x(j)| denotes the distance separating
x(i) and x(j) in the torus. We assume the normalization∫
Rd
J(|r|)dr = 1 . (1.2)
This function J is the interaction potential. Since its range is of order γ−1 in microscopic units,
Hγ,L is a local mean field Hamiltonian: A particle at site x(i) = γi ∈ ΛL,γ interacts with a local
mean field of neighboring particles:
γd
∑
γj∈ΛL,γ
J(|x(i) − x(j)|)s(x(j)) . (1.3)
Let ΩL,γ = {−1, 1}ΛL,γ denote the set of all particle configurations. Also, for any 0 ≤ N ≤ |Λ|,
where |Λ| denotes the number of sites in Λ, define
ΩL,γ,N := { s ∈ ΩL,j :
∑
x∈ΛL,j
(s(x) + 1)/2 = N } .
Then ΩL,γ,N is the space of N -particle configurations.
Given an inverse temperature β, the grand canonical Gibbs measure Pgc on ΩL,γ is defined by
Pgc({s}) = 1
Zgc
exp[−βH(s)] and Zgc =
∑
s∈Ω
exp[−βH(s)] , (1.4)
and the canonical Gibbs measure Pcan on ΩL,γ,N is defined by
Pcan,N ({s}) = 1
Zcan,N
exp[−βH(s)] and Zcan,N =
∑
s∈ΩN
exp[−βH(s)] , (1.5)
where we have dropped the subscripts from Hγ,L
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As is well known, our system undergoes a phase transition when γ goes to zero at β = 1. In
particular, the nature of the microscopic configurations that are typical under the Gibbs measure
changes at the phase transition. To see this change clearly, it is convenient to introduce the notion
of corse grained configurations, σδ(r). We shall give a precise definition in the next subsection. For
the moment it suffices to say that σδ(r) is obtained by averaging the microscopic configuration s
on a box of size γδ centered at r, δ < 1 so γδ ≫ 1 for γ ≪ 1.
For β > 1, γ small and L large, and say δ = 1/2, the grand canonical probability measure
is overwhelmingly concentrated on coarse grained configurations σδ for which either σδ(r) is very
close to mβ at most r ∈ TL or else σδ(r) is very close to −mβ at most r ∈ TL, where mβ is the
unique positive solution to
mβ = tanh(βmβ) . (1.6)
If σδ(r) ≈ mβ we say that the system is in the high density, or “liquid” phase at r, and if σδ(r) ≈
−mβ we say that the system is in the low density, or “vapor” phase at r.
Things are more interesting under the canonical measure, under which the global particle density
has the sharp value n = N/|Λ|. If
−mβ < 2n− 1 < mβ ,
then it is not possible for the system to be in one phase or the other over all of TL. Instead, as one
might expect, typical configurations will be such that σδ(r) ≈ +mβ in some part D of TL, while
σδ(r) ≈ −mβ in most of the rest of TL. If n is much closer to 1−mβ2 than it is to
1+mβ
2 , we would
expect the vapor state to dominate, so that D will cover only a small part of the whole domain.
In such a configuration, we say there is a droplet of the liquid phase in a background of the vapor
phase. The basic question that concerns us here is this:
• For a given n, β > 1, small γ and large Λ, what are the sizes and shapes of droplets for typical
configurations under Pcan,N?
To answer this question we first have to define precisely the coarse graining we will use.
1.2 The coarse–graining transformation
It will be convenient to assume, as in [1, 6] that γ = 2−k for some positive integer k, and that L is
an integer. As in [1, 6], we regard particle configurations as functions on TL, and not only on the
lattice ΛL,γ . However, to keep clear which variables range over TL, and which range over ΛL,γ , we
use their convention of writing r to denote a continuous variable in TL, and x to denote the discrete
variables on ΛL,γ .
The lattice induces a partition Q(k) of TL into cubes Q(x), x ∈ ΛL,γ : For any x ∈ ΛL,γ ,
Q(x) = {r ∈ TL : xj < rj ≤ xj + γ , j = 1, . . . d}
We then extend the domain of each s ∈ ΩL,γ from ΛL,γ to TL by putting
s(r) = s(x) for all r ∈ Q(x) .
We are now ready to introduce the coarse-graining transformation: Fix any positive integer ℓ
with ℓ < k. Then the cubic partition Q(ℓ) is coarser than Q(k): Each cube in Q(ℓ) is the union of
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2k−ℓ cubes in Q(k). The cubes in the partition Q(ℓ) have side-length γℓ/k, and it is therefore useful
to introduce the parameter
δ =
ℓ
k
.
1.1 DEFINITION (Coarse graining transformation on scale δ). Let f be any integrable function
on TL, and let δ = ℓ/k for some integers 0 < ℓ < k. The coarse grained projection of f on scale δ
is the function on TL given by
π(δ)f(x) =
1
|C(x)|
∫
C(x)
f(y)dy, (1.7)
where C(x) is the unique cube in Q(ℓ) that contains x. In other words [6], π(δ)f is the conditional
expectation of f given the σ-algebra generated by Q(ℓ).
Since we consider particle configurations in ΩL,γ as functions, necessarily integrable, on TL, the
coarse graining transformation may be applied to each s ∈ ΩL,γ.
1.2 DEFINITION (The coarse grained configuration spaces). For any 0 < ℓ < k, and with
δ = ℓ/k, let Ω
(δ)
L,γ be the set of functions σδ = π
(δ)σ for some σ ∈ ΩL,γ. That is, Ω(δ)L,γ is the image
of ΩL,γ under π
(δ). Likewise, define Ω
(δ)
L,γ,N is the image of ΩL,γ,N under π
(δ)
Note that the elements of Ω
(δ)
L,γ,N are not only constant on each cube Q(ℓ), but they can only
assume a finite, discrete set of values: for all r,
σδ(r) ∈ {mγδ , m = 0, 1 . . . , γ−δ } .
For each given σδ ∈ Ω(δ)L,γ we consider the event
E(σδ) = {s ∈ ΩL,γ |π(δ)s = σδ}.
Following [6], we define
Z(σδ) =
∑
s∈E(σδ)
e−βH(s) .
The grand canonical probability of E(σδ) is given by
Pgc[E(σδ)] =
Z(σδ)
Zgc
. (1.8)
Furthermore, provided γ−d
∫
TL
σδ(r)dr = N so that E(σδ) ⊂ ΩL,γ,N , and hence so that
Pcan,N [E(σδ)] is defined,
Pcan,N [E(σδ)] =
Z(σδ)
Zcan,N
. (1.9)
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1.3 The free energy functional
The key to the solution of the droplet problem is to relate the probabilities Pgc[E(σδ)] and
Pcan,N[E(σδ)] to a mesoscopic free energy functional of σδ.
1.3 DEFINITION (The GPL free energy functional). Let M be the set of measurable function
σ mapping TL into [−1, 1]. For any σ ∈ M, The Gates-Penrose-Lebowitz free energy of σ, F(σ) is
defined by
F(σ) = 1
β
∫
TL
i(σ(x))dx− 1
2
∫
TL
∫
TL
J(|x− y|)σ(x)σ(y)dxdy
=
∫
TL
f(σ(x))dx+
1
4
∫
TL
∫
TL
J(|x− y|)[σ(x) − σ(y)]2dxdy (1.10)
where
f(m) :=
1
β
i(m) − 1
2
m2 ,
and
i(m) =
1−m
2
log
1−m
2
+
1 +m
2
log
1 +m
2
.
We shall prove the following theorem:
1.4 THEOREM. For any −1 ≤ m ≤ 1, let N = [m+12 γ−dLd], recalling that |ΛL,γ | = γ−dLd is the
total number of lattice sites.
Let σ⋆ be a constrained minimizer of F :
1
Ld
∫
TL
σ⋆(r)dr = m and F(σ⋆) = inf
{
F(σ) : 1
Ld
∫
TL
σ(r)dr = m
}
. (1.11)
Then there is δ > 0 such that
| log Pcan,N [E(σδ)|+ βγ−d[F(σδ)−F(σ⋆)]| ≤ cγ−dLd[γδ + γd(1−δ)] log γ−1, (1.12)
Moreover, let A be any set of coarse-grained configurations in ΩδL,γ,N . Then
γd logPcan,N(A) = − inf
σ∈A
β
[
F(σ) −F(σ⋆)
]
+ LdO(γ δ¯).
Analogous results are proved in [1, 6] for the grand canonical measure Pgc. Note that when
E(σ) ⊂ ΩL,γ,N , the difference between Pcan,N (E(σ)) and Pgc(E(σ)) is entirely in the denominators.
Thus, all of the estimates in [1, 6] on the numerator in (1.8) apply immediately to the numerator
in (1.9).
However, there is somewhat more to be done to estimate the denominator in (1.9) than the
denominator in (1.8).
The reason is that in estimating the denominator in (1.8), one shows that the main contribution
comes from a small number of configurations that are uniformly close to one of the constant profiles
σ = ±mβ that are the global minimizers of F . In the canonical case, we are concerned with profiles
that are uniformly close to some profile σ⋆ that minimizes the constrained variational problem in
(1.11).
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We do not have a-priori information on what these are as we do in the grand canonical case. In
particular, we do not know a-priori that they are bounded away from ±1, where the derivative of
the function f emerging in the definition of F is infinite. Thus more work has to be done to show
that all such configurations have a free energy F(σ) that is very close to F(σ⋆). This is the main
difference between what we do here, and what was already done in the grand canonical case. The
main tool that enables us to deal with this point is Theorem 3.1.
The issue of large deviations in the canonical ensemble has been recently addressed by Bertini
et al. [2] who have proved, using a different technique, a large deviation result for density profiles
in the canonical ABC model; a one-dimensional three species mean field model which exhibits
coexistence of phases at low temperature.
1.4 Results
Our main result is that if β > 1, δ small, L large, and (m+mβ) = O
(
L−
d
d+1
)
, then, with extremely
high probability the coarse-grained profile has a droplet of + phase of a particular size. To make
this precise we begin with some definitions.
Set κ = (m+mβ)
1/3 ≍ L− d3(d+1) ,
h+ = mβ − κ and h− = −mβ + κ . (1.13)
Note that these two values are just belowmβ, and just above −mβ. If a coarse grained configuration
σ has σ(r) ≥ h+, then the configuration is dominated by the “liquid” state at r ∈ TL, while if
σ(r) ≤ h−, then the configuration is dominated by the “vapor” state at r. By definition, our
droplet of the liquid state for the coarse-grained configuration σ is the region in which σ ≥ h+. For
each coarse grained configuration σ, we define the sets:
A(σ) = { x ∈ TL : h− ≤ σ(r) ≤ h+ }
B(σ) = { x ∈ TL : σ(r) ≤ h− }
C(σ) = { x ∈ TL : σ(r) ≥ h+ }. (1.14)
According to Lemma 4.6 of [3], provided that F(σ) ≤ F(n), the size of A is given by
|A| ≤ cκ4Ld ≍ L 3d
2
−d
3(d+1) .
For L large this is a negligibly small fraction of D0 :=
mβ+m
2mβ
Ld, the equimolar volume. We define
the droplet volume of a microscopic configuration σ to be |C(σ)| for the coarse grained profile
π(δ)(σ). Moreover, we introduce the volume fraction
η(σ) =
|C(σ)|
D0
.
A more precise version of the statement made in the beginning of this subsection will be that with
high probability η is close to a critical value ηc, which is computed by minimizing a suitable function
given below, see Theorems 2.1 and 2.2.
The rest of the paper is organized as follows: In the next section, we use Theorem 1.4 to prove
a theorem that makes precise the statements made above about droplets, and we discuss what else
needs to be done to prove a result specifying the shapes of typical droplets. Then in Section 3,
we give the proof of Theorem 1.4 and Theorem 3.1, on which it depends. Finally, in Section 4 we
discuss some open problems.
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2 Typical microscopic configurations
The minimizers for the functional (1.10) for general smooth functions σ satisfying the constraint
L−d
∫
TL
dxσ(x) = m, (2.1)
have been studied in [3] under the assumption
m = −mβ +KL−
d
d+1 , (2.2)
for K > 0. Here dd+1 is the critical scaling for droplet formation. Indeed, it turns out that there is
a critical value K∗ for K, such that for K < K∗ there is no droplet formation, while, for K > K∗
a droplet will form.
Informally speaking, it is proved that
inf
{
F(m) : 1
Ld
∫
TL
m(x)dx = m
}
≈ inf
η∈[0,1]
Φ(η),
Φ(η) := L
d2−d
d+1 Sdωd
(
Kd
2mβdωd
)1− 1
d [
η1−1/d +H(K)(1 − η)2
]
, (2.3)
where
H(K) =
2m2β
dχS
(
d
dωd
) 1
d
(
K
2mβ
)1+ 1
d
. (2.4)
Here S is the planar surface tension, χ is the compressibility and ωd the volume of the ball
in Rd. (See [3] for the definition of S and χ; for our purposes now, they are some computable
constants associated to the model.) We define ηc ≥ 0 as the absolute minimizer of the function
Φ(η).
The precise estimate we use here is (5.13) from [3] which says:
F(σ)−F(σ⋆) ≥ [Φ(η)− Φ(ηc)](1 + o(L−
d2−d
d+1 )). (2.5)
2.1 THEOREM. For any L and any K > 0 let m be given by m = −mβ + KL−
d
d+1 . For any
α > 0 and any microscopic configuration σ such that
m = L−d
∫
TL
σ(x)dx , (2.6)
there is a universal constant M such that, for L large enough,
F(σ) ≥ (1 + α)F(σ⋆) (2.7)
whenever
(η(σ) − ηc)2
M
≥ α . (2.8)
Proof. We take the quadratic approximation of the function ϕ(η) = η1−1/d+H(K)(1− η)2 around
its minimizer ηc. The inequality (2.7) then follows from (2.5) and the definition of Φ since F(σ⋆) =
Φ(ηc).
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2.2 THEOREM. Let n and σ satisfy the hypothesis of theTheorem 2.1. Define the event
Aε = {σ ∈ ΩℓL,γ : |η(σ) − ηc| > ε}.
Then, for L large enough and γ δ¯ ≤ ε26CβΦ(ηc), with δ¯ in Theorem 1.4 and M as in Theorem 2.1,
γd logP (Aε) ≤ − ε
2
2M
βΦ(ηc). (2.9)
Proof. By the definition of Aε and Theorem 2.1,
inf
σ∈A
β
[
F(σ) −F(σ⋆)
]
≥ ε
2
M
βF(σ⋆).
By Theorem 2.1 in [3],
F(σ⋆) = Φ(ηc)(1 + o(L−
d2−d
d+1 ))
. Combining this with Theorem 1.4 we obtain
γd log P (Aε) ≤ − ε
2
M
β
[
Φ(ηc) + o(L
− d
2
−d
d+1 )
]
+ LdO(γ δ¯).
For L large enough we have
Φ(ηc)(1 + o(L
− d
2
−d
d+1 )) ≥ 2
3
Φ(ηc).
Hence, by choosing γ δ¯ ≤ ε26M βΦ(ηc) ≍ ε2L−
2d
d+1 we conclude the proof.
2.3 Remark. If K < K∗, then ηc = 0 and there are no droplets. If K > K∗, then ηc > 0 so
there is droplet formation. The case K = K∗ cannot be decided because there are two absolute
minimizers, one corresponding to ηc = 0 and another to ηc > 0, which give the same value to Φ(η).
3 Canonical Large Deviations
This section provides the proof of the canonical ensemble large deviations bounds we use. We
closely follow [1, 6] where possible. As noted above, the main difference is in the estimation of the
denominator in (1.9).
We now prove a continuity estimate for the functional F that will show that for any profile σ
that is close to a minimizer in the L∞ norm, F(σ) has very nearly the minimal value. This is the
key to the estimation of the denominator in (1.9).
Though we have a good knowledge of the minimizers for certain values of the constraint, we
do not have this knowledge for other values. In general, there is no rigorous a-priori argument to
exclude the possibility that a minimizing profile takes values very close to ±1 on sets of significant
size. This would cause a difficulty since |f ′(m)|, the absolute value of the derivative of f , tends to
infinity as m tends to ±1. Nonetheless, the functional F(σ) is nearly Lipschitz continuous on its
entire domain.
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3.1 THEOREM (Near Lipschitz continuity of F). Let σ and σ0 be two functions on TL with
values in [−1,+1], and suppose that
‖σ − σ0‖∞ ≤ h
with 2h ≤ 1−mβ. Then there is a universal constant C so that
|F(σ) −F(σ0)| ≤ CLdh| log(h)| .
Proof. Let ϕ(x) := σ(x)− σ0(x),
A+ = { x : σ0(x) ≥ 1− 2h} and A− = { x : σ0(x) ≤ −1 + 2h} .
Finally, let B denote the complement of (A+∪A−). We now seek an upper bound on F(σ)−F(σ0).
Since i is monotone increasing in the set [mβ, 1], and due to our restriction on h, on the set A+,
i(σ(x)) − i(σ0(x)) =≤ i(1)− i(1− 2h) .
Likewise, on the set A−,
i(σ(x)) − i(σ0(x)) ≤ i(−1) − i(−1 + 2h) = i(1) − i(1− 2h) .
Note that
i(1) − i(1− 2h) ≤ Ch| log(h)| .
Next, on the set B,
i(σ(x)) − i(σ0(x)) = i(σ0(x) + ϕ(x)) − i(σ0(x))
≤
(
sup
−1+h≤m≤1−h
|i′(m)|
)
h .
(3.1)
Note that
sup
−1+h≤m≤1−h
|i′(m)| = |i′(1− h)| ≤ C| log(h)| .
Thus, ∫
TL
[i(σ(x)) − i(σ0(x))]dx ≤ CLdh| log(h)| .
The interaction term poses no problem:
σ(x)J(|x − y|)σ(y)− σ0(x)J(|x− y|)σ0(y)
= ϕ(x)J(|x − y|)σ(y) + σ0(x)J(|x − y|)ϕ(y) , (3.2)
and so the interaction term is Lipschitz. Thus, we have the upper bound
F(σ)−F(σ0) ≤ CLdh| log(h)| .
By the symmetry of the hypotheses, we have the same upper bound for F(σ0) − F(σ), and this
proves the Theorem.
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3.1 Proof of Theorem 1.4
For each given σδ ∈ Ω(δ)L,γ we consider the event E(σδ) = {s ∈ ΩL,γ |π(δ)s = σδ}. Given N and
thus n = N/|ΛL,γ |. We denote by P (σδ) the canonical probability Pcan,N [E(σδ)]. We quote the
following lemma from [1]:
3.2 LEMMA. Let Wℓ(σδ) be the cardinality of E(σδ). Then∣∣∣∣logW (σδ) + γ−d
∫
TL
i(σδ(x))
∣∣∣∣ ≤ cLdℓd2d(k−2ℓ). (3.3)
Proof. Let C be any atom in the coarse-graining partition Q(ℓ) and σ¯ be the average of σ on C.
There are NC = 2
dl atoms of the fine partition Q(k) in C and σ(x) = −1 on exactly K(σ¯) = 1−σ¯2 N
cubes of Q(k) in C. Therefore, the number of compatible microscopic configurations in C is given
by
( NC
K(σ¯)
)
and, by straightforward Stirling analysis, one can check that there is a constant c such
that ∣∣∣∣log
(
NC
K(σ¯)
)
+ i(σ¯)
∣∣∣∣ ≤ c′ logNCNC = c
dℓ
2dℓ
.
Summing over the C’s in Q(ℓ) gives the result.
3.3 LEMMA. Let Nℓ be the cardinality of Ω
(δ)
L,γ. Then there is a constant c such that
logNℓ ≤ cLdℓd2d(k−ℓ)
Proof. The number of distinct values possible for σ¯ is 2dℓ and there are Ld2d(k−ℓ) coarse-grained
cells in the torus.
3.4 LEMMA. There is a constant c such that for each σ ∈ ΩL,γ∣∣∣H(σ)−H(π(δ)σ)∣∣∣ ≤ cLd2ℓ−k
Proof. By the definitions of H and π(δ) we get:
H(σ)−H(π(δ)σ) =
∫
TL
dx
∫
TL
dyσ(x)σ(y)
[
J(|x− y|)− π(δ) ⊗ π(δ)J(|x− y|)
]
.
But ∣∣∣J(|x− y|)− π(δ) ⊗ π(δ)J(|x− y|)∣∣∣ ≤ ‖∇J‖∞√d2ℓ−k,
since
√
d2ℓ−k is the diameter of the cube C ∈ Q(ℓ).
3.5 LEMMA. Let φ(r) be any continuously differentiable function on (TL), taking values in [−1, 1].
Then there exists σ∗ ∈ Ω(δ)L,γ such that
‖σ∗ − φ‖∞ ≤ c‖∇φ‖∞[γδ + γd(1−δ)]
and ∫
TL
σ∗(r)dr =
∫
TL
φ(r)dr
CEM 11
Proof. The construction is based on three steps:
1. Replace φ by π(δ)φ;
2. For each C ∈ Q(ℓ), replace the value of π(δ)φ in C by the closest value in the set of admissible
values for the coarse-grained configurations, which are −1 + 2j
2dℓ
, with j an integer between 0
and 2dℓ;
3. If the coarse-grained configuration produced in step 2 has too high an average to satisfy the
constraint, we lower the values of σδ on the necessary fraction of C by an amount 2
−dℓ−1 or
rise it if it is too low.
The first step does not change the average and we have,
‖π(δ)φ− φ‖∞ ≤ ‖∇φ‖∞2ℓ−k
√
d.
In the second and third steps we shift the value by at most 2−dℓ−1. Putting these things together
we get the proof of the lemma.
Proof of Proposition 1.4. Let us pick a coarse-grained configuration σδ ∈ Ω(δ)L,γ such that
1
Ld
∫
TL
dxσδ(x) =
[mN ]
N
.
Then
Zβ,γ,L,mP (σδ) =
∑
σ∈E(σδ)
e−βγ
−dH(σ)
We will make use of the parameter
δ =
k − ℓ
k
(3.4)
and define
ψ(δ) = cLdγ−d
{
βγδ + γ2d(1−δ) log(γ−1)
}
(3.5)
By Lemma 3.2 and Lemma 3.4, we get:
e−βγ
−dF(σδ)−ψ(δ) ≤
∑
σ∈E(σδ)
e−βγ
−dH(σ) ≤ e−βγ−dF(σδ)+ψ(δ)
We have to consider the partition function. In fact, the essential part of it comes from the
microscopic configurations whose coarse-grained configuration corresponds to the minimizer of the
free energy.
Let σ⋆ be the minimizer of the free energy under the mass constraint and note that it fulfills
the conditions required for the application of Lemma 3.5. Indeed one gets immediately that the
minimizer is of bounded variation, so that ‖∇σ⋆‖1 is bounded. Moreover, by using the Euler
Lagrange equation and a bootstrap argument, it can be easily proved that ‖∇σ⋆‖∞ is bounded.
Let σ∗δ be the corresponding coarse-grained configuration provided by Lemma 3.5. Then
Zβ,γ,L,m ≥ e−βγ−dF(σ∗δ )−ψ(δ).
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Similarly, we have
Zβ,γ,L,m ≤ e−βγ−dF(σ∗δ )+ψ(δ)Nℓ.
By Lemma 3.3
Zβ,γ,L,m ≤ e−βγ−dF(σ∗δ )+φ(δ)
with
φ(δ) = cLdγ−d[γd + γd(1−δ) log γ−1].
In conclusion,
−γ−dβ[F(σδ)−F(σ∗δ )]− φ(δ) ≤ log P (σδ) ≤ −γ−dβ[F(σδ)−F(σ∗δ )] + ψ(δ)
We now replace F(σ∗δ ) by F(σ⋆) in the estimates. For the upper bound, it is enough to use
F(σ∗δ ) ≥ F(σ⋆).
For the lower bound instead we use Theorem 3.1:
|F(σ∗δ )−F(σ⋆)| ≤ cγ−dLd|σ∗δ − σ⋆|∞ log |σ∗δ − σ⋆|∞
By Lemma 3.5 then we obtain
|F(σ∗δ )−F(σ⋆)| ≤ cγ−dLd[γδ + γd(1−δ)] log γ−1
for a suitable constant c depending on ‖∇σ⋆‖∞.
The final estimate is
−γ−dβ[F(σδ)−F(σ⋆)]− cγ−dLd[γδ + γd(1−δ) log γ−1] ≤ logP (σδ)
≤ −γ−dβ[F(σδ)−F(σ⋆)] + cγ−dLd[γδ + γ2d(1−δ) log γ−1]
4 Concluding remarks
4.1 About the shape problem
In the analysis in [3] that leads to the crucial estimate (2.5), use was made of the Riesz Rearrange-
ment Inequality for convolutions. For any measurable function m on Rd such that the Lebesgue
measure {x : m(x) > λ} tends to 0 and λ tends to ∞, let m∗ denote the radial function on Rd
such that for all λ > 0, the sets {x : m(x) > λ} and {x : m∗(x) > λ} have the same Lebesgue
measure. (If the measure is infinite, the second set is all of Rd.) Then the Riesz Rearrangement
Inequality says that∫
R2
∫
R2
|m(x)−m(y)|2J(x− y)dxdy ≥
∫
R2
∫
R2
|m∗(x)−m∗(y)|2J(x− y)dxdy . (4.1)
In order to apply this to our profiles on the torus, we need to make some modifications of the
profiles, “lifting” from TL to Rd, without significantly affecting the value of F , as explained in [3].
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Once this is done, the rearrangement operation lowers the value of the free energy functional
– because of the Riesz Rearrangement Inequality – and it makes the trial function m radial. This
facilitates the estimation of F(m), and leads to (2.5), but in the process, all information about the
shape of the set C(σ) defined in (1.14), i.e., the droplet, is lost.
To solve the shape problem, we would like to know, quantitatively, how much the rearrangement
operation lowers the free energy for profilesm in which the droplet is not nearly spherical. In purely
mathematical terms, the question to be answered is this: Let A be a measurable set in Rd with
finite Lebesgue measure. Let B be the ball with the same Lebesgue measure as A. The Fraenkel
asymmetry F (A) is defined by
F (A) = inf
y∈Rd
{∫
Rd
|1A(x)− 1B(x− y)| dx
}
.
It measures “how out of round the shape of A is”.
One would then like to have an explicit lower bound on∫
R2
∫
R2
|1A(x)− 1A(y)|2J(x− y)dxdy −
∫
R2
∫
R2
|1B(x)− 1B(y)|2J(x− y)dxdy (4.2)
in terms of F (A) and J . This may be seen as a “non-local isoperimetric inequality”. Indeed, if J
is supported in a ball of radius r > 0, then |1A(x) − 1A(y)| = 0 unless both x and y are within a
distance r of the boundary of A.
4.2 Local interactions
We mention here that, as noted in [3], we expect the results derived there and here to apply to
more general forms of f(m) than that given in (1.10). More precisely, the β−1i(m) in (1.10) is the
free energy of a lattice gas without any short range interaction. However the result should also be
valid when, in addition to the Kac potential, also there are short range interactions, i.e. ones which
do not scale with γ, as long as we are at values of β where these do not, by themselves, produce a
phase transition. This corresponds to replace, in the free energy functional, β−1i(m) by a strictly
convex function f0(β,m), the free energy of the “reference system”, as in references [4] and [5]. The
technical problem in considering such system are the estimates as in Lemma 3.2. To obtain such
estimates for systems with short range interactions requires an estimate of the finite size corrections
to f0(β,m). We know that in the canonical ensemble they go to zero as γ → 0. One expects that
they behave like the ratio of surface area to volume, i.e. of O(γL−1). It is an open problem to prove
that they go as a suitably small power of γL−1. More is known in the grand-canonical ensemble
for β small and we hope that the same is true for the canonical case, whenever f0(β,m).
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