In this paper, we focus on a class of dual-rate sampled-data systems in which all the inputs u(t) are available at each instant while only scarce outputs y(qt) can be measured (q being an integer more than unity). To estimate the parameters of such dual-rate systems, we derive a mathematical model by using the polynomial transformation technique, and apply the extended least squares algorithm to identify the dual-rate systems directly from the available input-output data {u(t), y(qt)}. Then, we study the convergence properties of the algorithm in details. Finally, we give an example to test and illustrate the algorithm involved.
Then (1) can be written into a compact form,

A(z)y(t) = B(z)u(t) + v(t).
(2)
Define the information vector ϕ(t) and parameter vector θ as ϕ(t) = [−y(t − 1), −y(t − 2), . . . , −y(t − n), u(t), u(t − 1), . . . , u(t − n)] T , Thus y(t) = ϕ
where the superscript T denotes the matrix transpose. The so-called dual-rate system identification or parameter estimation is to identify/estimate the system parameters with the available dual-rate input-output data {u(t), y(qt) : t = 0, 1, 2, . . .}, q ≥ 2 being an integer [3] .
Some traditional system identification methods assume that the system input-output data {u(t), y(t)} are available at each sampling instant; such approaches are here called single-rate system identification methods [1, 2] . This paper considers the dual-rate sampled-data systems [4, 5] , in which the input and output sampling rate are different, namely, all the inputs {u(t) : t = 0, 1, 2, . . .} are available at each instant, while only scarce outputs {y(qt) : t = 0, 1, 2, . . .} are available (q ≥ 2 being a positive integer). In such systems, the input-output data available are {u(t), y(qt) : t = 0, 1, 2, . . .}. Thus, the intersample outputs (or missing outputs), y(qt + i), i = 1, 2, . . . , q − 1, are not available. Therefore, the traditional parameter estimation algorithms are not applicable for dual-rate systems due to the missing outputs, so this paper focuses on identification problems for the dual-rate systems with missing outputs. The basic idea is to employ a polynomial transformation technique to derive a dual-rate model, and to extend the least squares for single-rate systems to estimate the parameters of the obtained dual-rate model, and further to study the convergence properties of the algorithm proposed. The approach here differs from the ones in [4, 6] which used the auxiliary model technique to identify/estimate the parameters and missing outputs of dual-rate sampled-data systems. The paper is organized as follows: Section 2 discusses the modeling issues related to the dual-rate systems and derives a dual-rate model by using a polynomial transformation technique. Based on this model, Section 3 proposes a parameter estimation algorithm and introduces some preliminary backgrounds for performance analysis of the estimation algorithm to be used later. Section 4 proves the convergence of the parameter estimation and the intersample output estimation given by the proposed algorithm in Section 3. Section 5 presents an illustrative example for the results in Section 3, and shows the effectiveness of the algorithms proposed in the paper. Finally, we offer some concluding remarks in Section 6.
A polynomial transformation technique
The model in (5) needs to be transformed into a form that we can use directly on the dual-rate data. A polynomial transformation technique is employed here to do this. The details are as follows.
Let the roots of
Define a polynomial,
Here, we have used the formula,
Multiplying both sides of (2) by D(z) yields the desired form:
with
The advantage of the model in (7) is that α(z) is a polynomial of z −q ; the information vector φ 0 (t) in the following recursive equation does not contain missing outputs data {y(qt + i), i = 1, 2, . . . , (q − 1)}.
The algorithm description
Define the parameter vector ϑ and the information vector φ 0 (t) as
Eq. (7) can be written as a regressive form:
Replacing t with qt gives
(12) φ 0 (qt) involves only the available dual-rate data {u(t), y(qt)} but contains unmeasurable noise terms v(qt − i), thus the standard least squares (LS) algorithm [1, 2] cannot be applied to generate the estimate of ϑ. The objective here is to replace unknown v(qt − i) in φ 0 (qt) with the estimated residualv(qt − i), and φ 0 (qt) with
Letθ(qt) be the estimate of ϑ at time qt and I stand for an identity matrix of appropriate dimensions. From (11), we have
and ϑ are replaced with φ(qt − i), respectively, andθ(qt), then the estimated residual can be computed bŷ
However, when i is not an integer multiple of q, y(qt − i) and φ (14) involve missing outputs, it is not feasible to compute the residuals by (14). The solution is to replace the missing outputs y(qt + i) with their estimatesŷ(qt + i). The following is to give a way to computeŷ(qt + i).
Using the obtainedθ(qt) to form the polynomials,
Dividing both sides of (9) by both sides of (8) gives
Assume that the estimates of A(z) and B(z) at time qt arê
According to the model equivalence principle in [3] , let
One can computeÂ(qt, z) andB(qt, z) by comparing the coefficients of z −i in both sides. Then the missing outputs are computed bŷ
Thus, the estimated residuals are computed bŷ
The estimated residual based recursive algorithm of estimating ϑ in (11) can be expressed aŝ
Eqs. (15)- (24) form the residual based recursive extended least squares identification algorithm of estimating the ϑ, the DR-RELS algorithm for short.
To initialize the algorithm, we take P(0) = p 0 I with p 0 normally a large positive number, e.g., p 0 = 10 6 , andθ(0) some small real vector, e.g.,θ(0) = 1 n 0 /p 0 with 1 n 0 being an n 0 -dimensional vector whose elements are all 1.
This DR-RELS algorithm for dual-rate systems differs from the RELS algorithm in [7] [8] [9] [10] [11] for single-rate systems.
The main convergence results
Let us introduce some notation first. The norm of a column vector x is defined as We assume that {v(t), F t } is a martingale difference vector sequence defined on a probability space {Ω, F , P}, where {F t } is the sigma algebra sequence generated by {v(t)}, i.e., F t = σ(v(t), v(t − 1), v(t − 2), . . .) or F t = σ(y(t), y(t − 1), y(t − 2), . . .) [1] . We make the following assumptions on the noise sequence {v(t)}:
The following lemmas are required to establish the main convergence results.
Lemma 1.
For the algorithm in (15)-(24), the following inequalities hold:
2.
3.
The proof can be done in a similar way to that of Lemma 1 in [3] and is omitted here. Define
V(qt) :=θ
It follows that
ln |P
(iq)ỹ(iq).
Lemma 2.
For the system in (11) and the algorithm in (15)- (24), assume that (A1) and (A2) hold, and
Here, (A3) guarantees that S(qt) ≥ 0.
Proof. Substituting (20) into (25) and using (30) givẽ ϑ(qt) =θ(qt − q) + P(qt)φ(qt)e(qt)
Or
Pre-multiplyingθ T (qt) and using (35) yield
By using (26), (30) and (35), it follows that
Adding S(qt) to both side gives
are uncorrelated with v(qt) and F qt−1 are measurable, taking the conditional expectation with respect to F qt−1 and using (A1) and (A2) lead to (34). Next, we show S(t) ≥ 0. Since
Hence, from (32), (33) and (38), we havẽ
Sinceỹ(qt) is the output of the linear system H(z) driven byũ(qt) and H(z) is strictly positive real, we have S(qt) ≥ 0 according to Appendix C in [1] . This proves Lemma 2.
Theorem 1. For the system in (11) and the algorithm in (20), (19), (18), (17) and (16), assume that the conditions in Lemma 2
hold, then for any c > 1, we have
Proof. For part 1, let
Since ln |P −1 (qt)| is nondecreasing, using Lemma 2 gives
Applying the martingale convergence theorem (Lemma D.5.3 in [1]), we have
Since S(qt) ≥ 0, the above equation means
Using (29), it follows that
From (31) and (39), we have 
For part 2 to 4, let
A similar derivation gives the rest of the conclusions.
Example
In this section, we give an example to illustrate the performance of the proposed algorithm for dual-rate systems, and the result here is validated experimentally.
Example. Consider a discrete-time system with
In simulation, we take q = 2, the corresponding dual-rate model with additive white noise can be expressed as
Here {u(t)} is taken as a persistent excitation signal sequence with zero mean and unit variance, and {v(t)} as a white noise sequence with zero mean and variance σ 2 . Applying the DR-RELS algorithm to estimate α(z) and β(z) with different noise variance σ 2 and noise-to-signal ratio δ ns and using the approach given in [3] to compute the estimates of a i and b i , the parameter estimates and estimation errors are shown in Tables 1-4 and Fig. 1 , where δ := θ (t) − ϑ / ϑ and δ s := θ (t) − θ / θ are the parameter estimation errors measured in the Euclidean norm.
From Tables 1-4 and Fig. 1 , it is clear that δ is becoming smaller (in general) as t increases and the results speak well to the effectiveness of the proposed algorithm. 
Conclusions
This paper studies in details identification problems of dual-rate systems by using the polynomial transformation technique and presents the residual based recursive extended least squares algorithms. The simulation results confirm the theoretical findings.
