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ABSTRACT
We find a worldsheet realization of generalized complex geometry, a notion intro-
duced recently by Hitchin which interpolates between complex and symplectic
manifolds. The two–dimensional model we construct is a supersymmetric relative
of the Poisson sigma model used in context of deformation quantization.
1 Introduction
The recently developed notion of generalized complex geometry naturally extends and unifies
complex and symplectic geometries, in general interpolating between the two [1, 2, 3]1. There
have been many hints that this geometry should be relevant to string theory. In this paper,
we realize this expectation from a world–sheet perspective.
The reasons to believe that generalized complex geometry should fit naturally in string
theory basically all stem from the fact that the formalism puts the tangent T and the
cotangent bundle T ∗ on the same footing, considering pairs (v, ξ) in T ⊕ T ∗. The basic
objects of the formalism, generalized (almost) complex structures, are endomorphisms of
this bundle, and admit an action not only under diffeomorphisms but also under a two–
form. As we will see, this action is essentially a change in the string theory B–field. A
related remark is that the structure group of this bundle is SO(d, d), which indicates a
relation to the string theory T–duality group. This is strengthened by the interpolation
between complex and symplectic geometry, which are mirrors in string theory.
The formalism has in fact already found an application recently, from a perspective
different from the one in this paper. A mirror symmetry transformation was proposed in
[5] for manifolds of SU(3) structure, generalizing the case of Calabi–Yau manifolds with NS
flux, considered in [6, 7]. As it turns out, mirror symmetry can be expressed naturally in
terms of the T ⊕ T ∗ formalism.
In [5] mirror symmetry is expressed as an exchange of two pure spinors. These objects
appear in many disparate contexts, depending on which Clifford algebra one is considering.
In case of Clifford(9, 1) they play a role in Berkovits superstring [8], and in the case of
Clifford(d) they can be used to define twistor spaces for manifolds of dimension d [9]. In
the present paper the relevant spinors are those of the Clifford algebra naturally built on
T ⊕ T ∗, which is Clifford(d, d). The same way as usual Clifford(d) spinors can be realized in
terms of (0, p) forms on an almost complex manifold, Clifford(d, d) spinors can be realized as
formal sums of forms of mixed degrees. Pure spinors are then those which have a stabilizer of
maximal dimension, which can be translated into an algebraic condition that we will review
later. On a SU(d) structure manifold we can give two prototypical examples, which are
also those exchanged by mirror symmetry: the (d/2, 0) form Ω and an exponential of the
two-form, eiJ .
These pure spinors play a role in the T⊕T ∗ formalism: there is a correspondence between
generalized complex structures and pure spinor lines. These two complementary pictures of
1In fact before the Hitchin’s work [1] the algebraic aspects of a generalized complex (Ka¨hler) geometry
has been discussed in the physics literature [4].
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the formalism can be seen as the two complementary pictures of string theory – from the
world–sheet and from the supergravity point of view. Pure spinors naturally emerge in the
low–energy context, in which, in particular, the above mentioned mirror symmetry proposal
was formulated. In this paper, we are going to see how generalized complex structures
emerge from the world–sheet point of view.
Another aspect which is taken into account naturally by the formalism is the following.
Mirror symmetry was defined in [5] in the class of manifolds of SU(3) structures. This was
however a simplification. Mirror symmetry as defined in [5] is inspired by T–duality along
three directions. In certain cases, essentially when the B–field has more than one leg along
the T–dualized directions,2 the result of T–duality only makes sense as a “non–geometric”
background. Usually, one thinks geometric quantities are sections of bundles associated
with the frame bundle: they transform from chart to chart under diffeomorphisms. In string
theory, the symmetry group is larger than diffeomorphisms. One can indeed use the SO(d, d)
invariance mentioned above. Then, there may exist more general SO(d, d)-valued transition
functions, apart from the the usual Diff-valued ones. This will for example mix metric and
B–field, making them not well–defined separately. In this situation one speaks of a non–
geometrical background. This possibility has been emphasized in many papers; Scherk–
Schwarz compactifications are for example of this type, and also the ones in [10, 11].3 Let us
also emphasize that we are not assuming the existence of global isometries, and not doing
T–duality. SO(d, d) only appears as a structure group.
Hopefully, the structure described above will allow the formulation of mirror symmetry
using pure spinors to be extended to “non–geometrical” situations.
The present paper realizes SO(d, d) covariance and describes generalized complex geom-
etry. The idea is simple and is introduced in a paper by one of the present authors [12]. The
usual sigma model only contains fields in T , the images under the differential of the map X
from the world–sheet to the target space. It does not contain objects in T ⊕ T ∗. A related
model is the Poisson sigma model which does contain fields both in T and T ∗, and was used
in the context of deformation quantization [13]. We mimic the structure of the Poisson sigma
model for the usual one. We double the number of degrees of freedom introducing new fields
η valued in the tangent T ∗, and write an action for these 2d fields classically equivalent to
the usual sigma model.
A difference between the two actions (the first–order one and the usual second–order
sigma–model) is that while a second-order action is fully determined by the metric and a
2For simplicity, this case was not considered in [5].
3Our interest in these matters owes much to a conversation with S. Hellerman, who also made the above
remark about non–geometrical mirror symmetry.
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closed 3-form H , a first order action needs a section E of the O(d, d) bundle T ⊕ T ∗. Any
two such first-order actions are equivalent, i.e., lead to the same set of equations of motion,
as long as they are transformed into each other by an action of a closed 2-form b. This puts
the b-transform on equal footing with diffeomorphisms. This already captures some features
of the formalism of generalized complex structures.
More differences between the first and second order forms show up when we try to
supersymmetrize the action. We are used to the idea that requiring the action to be super-
symmetric constrains the target space geometry. In the second–order action this does not
involve a generalized complex structure, only complex structures. In this paper we analyze
the conditions under which the first order action has additional supersymmetries. This was
done for N = (2, 2) supersymmetry in [12] going partly on-shell and is done here completely
off-shell for N = (2, 0). Given what we already mentioned, it is fair to expect the appearance
of generalized complex structures.
In this paper we study models with N = (2, 0) supersymmetry (in the absence of bound-
aries), and find a generalized complex geometry. We consider three different cases, and the
realization of the generalized complex geometry depends on the details. In particular, for a
special case, at algebraic level we recover the N = (2, 2) geometry discovered in [14]4. The
first order action serves as a basis for T-duality. Since T-duality mixes the right and left
sectors [16], this form of the action probes all models related by such transformations.
There are many directions in which the present work might be extended. An obvious one
is the inclusion of boundaries. In particular this may clarify the cases discussed in [17, 18] for
which a geometrical interpretation is lacking. Further, in topological models, the relevance
of generalized complex structures has been demonstrated in [19] (see also [20]). It would be
interesting to twist the physical model discussed in this paper to reproduce those results in
a more general setting.
The structure of the paper is as follows. In sec. 2 we introduce the first-order action
and some notation. A brief review of generalized complex geometry is given in sec. 3.
We phrase the integrability conditions in local coordinates. Sec. 4 contains a discussion of
the topological model. It represents the most general geometric situation. As the T ⊕ T ∗
formalism allows for twisting with 3-form H it is natural to examine the twisted construction
in our context as well. This is done in sec. 5 where we discuss the WZ-term. The (2, 0)
sigma model is presented in section 6 and the geometry of the target space is discussed.
Finally, we gather the most technical part of our computations, namely the closure of the
supersymmetry algebra, in an appendix.
4See also [15], for recent developments.
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2 First order actions
In this Section we describe the class of two dimensional models which are relevant for our
discussion.
We start by introducing the standard bosonic sigma model. This model has a single
bosonic real field, X . X is a map from a two-dimensional world-sheet Σ (without a boundary)
to a manifold M equipped with a metric gµν and a closed three form Hµνρ. The action of
the model is
S =
1
2
∫
gµν(X)dX
µ ∧ ∗dXν +Bµν(X)dX
µ ∧ dXν (2.1)
where H = dB on some patch. Although B is used to write the action (2.1) down the theory
depends only on the three form H .
We introduce a globally defined two-form bµν on M. Then we can define the following
tensors
Eµν = gµν + bµν , E
µλEλν = δ
µ
ν , G
µν =
1
2
(Eµν + Eνµ), θµν =
1
2
(Eµν − Eνµ) (2.2)
If g is a Riemannian metric then G is also a Riemannian metric. We can introduce a new
field η which is a differential form on Σ taking values in the pull-back by X of the cotangent
bundle of M, i.e. a section of X∗(T ∗M)⊗ T ∗Σ. There exists a first order action [21, 12]
S =
∫
ηµ ∧ dX
µ +
1
2
θµνηµ ∧ ην +
1
2
Gµνηµ ∧ ∗ην +
1
2
(B − b)µνdX
µ ∧ dXν, (2.3)
which is equivalent to (2.1) upon the integration of η. Following the terminology proposed
in [22] we call (g, b) the closed string data and (G, θ) the open string data. We would like
to stress one evident, but nevertheless important point: Despite the fact that the actions
(2.1) and (2.3) are classically equivalent we need slightly different geometrical data to define
them. For the second order action (2.1) we need (M, g, H) while for the first order action
(2.3) (M, g, b, H). If db = 0 then all first order actions with different b are equivalent to the
same second order action. Hence two first order actions with Eµν and E˜µν are physically
equivalent if either E and E˜ are related by diffeomorphism or by a shift of the closed form
(b-transform), namely (Eµν− E˜µν) ∈ Ω
2
closed(M). The symmetry group relating the different
(but physically equivalent) first order actions is the semidirect product of Diff(M) and
Ω2closed(M). This observation will play an important role in further discussion
5.
5In this context we have a comment which is not directly relevant to the subject of this paper. Considering
the properties of the first order action we could define string theory in the following fashion: Choose an open
cover {Uα} of a manifold M. For each chart Uα define the first order action Sα using Eα and on the
intersection Uα ∩Uβ glue the E’s using the semidirect product of Diff(M) and Ω
2
closed(M). Now (Gα, θα)
are not tensors in the usual sense anymore since we glue them on Uα ∩ Uβ using not only Diff(M).
However this “exotic” prescription does not change the physics. This remark is related to the discussion of
non-geometrical string theories in [10, 11]. We hope to discuss these issues in detail elsewhere.
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Another interesting property is that the action (2.3) includes the known two-dimensional
topological field theories as degenerate limits. Namely if G = 0 and d(B − b) = 0 then the
action (2.3) corresponds to the Poisson sigma model introduced in [23, 24], provided that
θ is a Poisson tensor. In the case G = 0 and d(B − b) 6= 0 the model can be related to
more general type of topological theory, the WZ-Poisson sigma model [25], assuming some
specific differential condition between θ and d(B − b). Presumably these topological models
may arise as a result of a decoupling limit in string theory. Although the Poisson and WZ-
Poisson sigma models are not the main subject of this paper many results we present will
be applicable to these models as well.
The main goal of this paper is to study the extended supersymmetry of the first order
action (2.3). For technical reasons related to supersymmetry it is convenient to switch to
light-cone coordinates. Using (1, 0) superfields the N = (1, 0) supersymmetric version of
(2.3) is
S = i
∫
d2σ dθ (D+Φ
µS=µ − S+µ∂=Φ
µ − S+µS=νE
µν +D+Φ
µ∂=Φ
ν(B − b)µν) (2.4)
Throughout the paper we use (++,=) as worldsheet indices and (+,−) as two-dimensional
spinor indices. We use (1, 0) superspace where with a spinor coordinate θ. The covariant
derivative D+ and supersymmetry generator Q+ satisfy
D2+ = i∂++, Q+ = iD+ + 2θ∂++ (2.5)
where ∂
+
=
= ∂0 ± ∂1. In terms of the covariant derivatives, a supersymmetry transformation
of a superfield Φ is given by
δmΦ = iǫ
+
mQ+Φ, δmS+ = iǫ
+
mQ+S+, δmS= = iǫ
+
mQ+S=. (2.6)
In terms of (1, 1) superfields, the N = (1, 1) first order action is given by
S =
∫
d2σ d2θ (D+Φ
µS−µ − S+µD−Φ
µ − S+µS−νE
µν +D+Φ
µD−Φ
ν(B − b)µν) , (2.7)
where we use the standard notation (see Appendix A in [17]). In what follows we focus
on N = (1, 0) models. We would like to understand under which assumptions N = (1, 0)
models admit N = (2, 0). However our results may be straightforwardly generalized to the
extension of N = (1, 1) to N = (2, 1) susy.
3 Generalized complex geometry
In this Section we review some basic notions and fix notations. Namely we collect general
facts concerning the generalized complex structure, see [1] and [2] for further details. Also
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we work out the coordinate form of the integrability conditions for the generalized complex
structure.
Let us start by recalling the definition of the standard complex structure on a manifold
M (dimM = d). An almost complex structure is defined as a linear map on the tangent
bundle J : T → T such that J2 = −1d. This allows the definition of projectors on T ,
π± =
1
2
(1d ± iJ). (3.1)
An almost complex structure is called integrable if the projectors π± define integrable dis-
tributions on T , namely if
π∓[π±X, π±Y ] = 0 (3.2)
for any X, Y ∈ T where [ , ] is a standard Lie bracket on T .
A generalization of the notion of complex structure has been proposed by Hitchin [1].
In Hitchin’s construction T is replaced by T ⊕ T ∗ and the Lie bracket is replaced by the
appropriate bracket on T ⊕ T ∗, the so called Courant bracket. Thus a generalized complex
structure is an almost complex structure J on T ⊕ T ∗ whose +i-eigenbundle is Courant
involutive. This definition is the complex analog of a Dirac structure, a concept unifying
Poisson and symplectic geometry, introduced by Courant and Weinstein [26, 27]. A detailed
study of generalized complex geometry can be found in Gualtieri’s thesis [2].
Now let us give detailed definitions. On T⊕T ∗ there is a natural indefinite metric defined
by (X+ξ,X+ξ) = iXξ. In the coordinate basis (∂µ, dx
µ) we can write this metric as follows
I =

 0 1d
1d 0

 (3.3)
A generalized almost complex structure is a map J : T ⊕T ∗ → T ⊕T ∗ such that J 2 = −12d
and that I is hermitian with respect to J , J tIJ = I. On T ⊕T ∗ there is a Courant bracket
which is defined as follows
[X + ξ, Y + η]c = [X, Y ] + LXη − LY ξ −
1
2
d(iXη − iY ξ). (3.4)
This bracket is skew-symmetric but in general does not satisfy the Jacobi identity. However
if there is a subbundle L ⊂ T ⊕ T ∗ which is involutive (closed under the Courant bracket)
and isotropic with respect to I then the Courant bracket on the sections of L does satisfy
the Jacobi identity. This is a reason for imposing hermiticity of I with respect to J . One
important feature of the Courant bracket is that, unlike the Lie bracket, this bracket has a
nontrivial automorphism defined by a closed two-form b,
eb(X + ξ) = X + ξ + iXb. (3.5)
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such that
[eb(X + ξ), eb(Y + η)]c = e
b[X + ξ, Y + η]c. (3.6)
We can construct the projectors on T ⊕ T ∗
Π± =
1
2
(I ± iJ ) ; (3.7)
the almost generalized complex structure J is integrable if
Π∓[Π±(X + ξ),Π±(Y + η)]c = 0, (3.8)
for any (X + ξ), (Y + η) ∈ T ⊕ T ∗. This is equivalent to the single statement
[X+ξ, Y +η]c−[J (X+ξ),J (Y +η)]c+J [J (X+ξ), Y +η]c+J [X+ξ,J (Y +η)]c = 0 (3.9)
which resembles the definition of the Nijenhuis tensor.
To relate to the construction to the physical models we have to reexpress the above
definitions in coordinate form. The map J can be written in the form
J =

 J P
L K

 , (3.10)
where J : TM → TM, P : T ∗M → TM, L : TM → T ∗M and K : T ∗M → T ∗M
and hence they correspond to the tensor fields, Jµν , Lµν , P
µν and K νµ . Then the condition
J 2 = −12d becomes
JµνJ
ν
λ + P
µνLνλ = −δ
µ
λ, (3.11)
JµνP
νλ + P µνK λν = 0, (3.12)
K νµ K
λ
ν + LµνP
νλ = −δµλ, (3.13)
K νµ Lνλ + LµνJ
ν
λ = 0. (3.14)
The hermiticity of I with respect to J translates into the following conditions
Jµν +K
ν
µ = 0, P
µν = −P νµ, Lµν = −Lνµ (3.15)
In local coordinates the integrability condition (3.9) is equivalent to the following four con-
ditions
Jν[λJ
µ
ρ],ν + J
µ
νJ
ν
[λ,ρ] + P
µνL[λρ,ν] = 0 (3.16)
P [µ|νP |λρ],ν = 0 (3.17)
Jµν,ρP
ρλ + P ρλ,νJ
µ
ρ − J
λ
ρ,νP
µρ + Jλν,ρP
µρ − P µλ,ρJ
ρ
ν = 0 (3.18)
JλνL[λρ,γ] + LνλJ
λ
[γ,ρ] + J
λ
ρLγν,λ + J
λ
γLνρ,λ + LλρJ
λ
γ,ν + J
λ
ρLλγ,ν = 0 (3.19)
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To summarize, the generalized complex structure J is defined by three tensor fields Jµν , Lµν
and P µν which satisfy the algebraic conditions (3.11)-(3.15) and the differential conditions
(3.16)-(3.19).
The usual complex structure J is embedded in the notion of generalized complex structure
J =

 J 0
0 −J t

 . (3.20)
One can check that all properties (3.11)-(3.19) are satisfied provided that J is a complex
structure. Also, a symplectic structure is an example of a generalized complex structure
J =

 0 −ω−1
ω 0

 (3.21)
where ω is an ordinary symplectic structure (dω = 0). More exotic examples exist and are
given by manifolds, that do not admit any known complex or symplectic structure, but do
admit a generalized complex structure [2, 28].
Consider a generalized complex structure J ; a new generalized complex structure can be
generated by
Jb =

 1 0
b 1

J

 1 0
−b 1

 (3.22)
if b ∈ Ω2closed(M). The structure Jb is integrable due to the fact that the transformation
(3.5) is an automorphism of the Courant bracket. The transformation (3.22) is called a
b-transform and later we will see that this is related to the b-transform for the first order
actions discussed in the previous Section.
The key feature of a complex manifold is that is locally equivalent to Ck via a diffeomor-
phism. For symplectic manifolds the Darboux theorem states that a symplectic structure is
locally equivalent, via diffeomorphism, to the standard symplectic structure (R2k, ω), where
ω = dx1 ∧ dx2 + ... + dx2k−1 ∧ dx2k. (3.23)
For generalized complex manifolds there exists a generalized Darboux theorem [2], which
states that in a neighborhood of a regular point6 a generalized complex structure on a
manifoldM is locally equivalent via a diffeomorphism and a b-transform (see (3.22)), to the
product of an open set in Ck and an open set in the standard symplectic space (Rd−2k, ω).
The Courant bracket on T ⊕ T ∗ can be twisted by a closed three form H . Namely given
a closed three form H one can define another bracket on T ⊕ T ∗ by
[X + ξ, Y + η]H = [X + ξ, Y + η]c + iX iYH. (3.24)
6P is a Poisson structure and it will define a symplectic foliation. The point is called regular if P has
constant rank in a neighborhood.
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This bracket has similar properties to the Courant bracket. Again if a subbundle L ⊂ T ⊕T ∗
is closed under the twisted Courant bracket and isotropic with respect to I, then the Courant
bracket on the sections of L does satisfy the Jacobi identity. Thus in the integrability
condition (3.9) the Courant bracket [ , ]c can be replaced by the new twisted Courant bracket
[ , ]H . In local coordinates the new integrability condition is equivalent to four expressions
Jν[λJ
µ
ρ],ν + J
µ
νJ
ν
[λ,ρ] + P
µν(L[λρ,ν] + J
σ
[λHρ]σν) = 0 (3.25)
P [µ|νP |λρ],ν = 0 (3.26)
Jµν,ρP
ρλ + P ρλ,νJ
µ
ρ − J
λ
ρ,νP
µρ + Jλν,ρP
µρ − P µλ,ρJ
ρ
ν − P
λσP µρHσρν = 0 (3.27)
JλνL[λρ,γ] + LνλJ
λ
[γ,ρ] + J
λ
ρLγν,λ + J
λ
γLνρ,λ + LλρJ
λ
γ,ν + J
λ
ρLλγ,ν +
+Hργν − J
λ
[ρJ
σ
γHν]λσ = 0 (3.28)
4 Topological model
In this Section we consider a toy topological model which will provide a “physical” derivation
of generalized complex geometry. Also it will lead to results which will be relevant for the
physical model (6.2). The model has the following action
Stop =
∫
d2σ dθ S+µ∂=Φ
µ (4.1)
which is part of the action (6.2). This is a topological system which describes the holomorphic
maps Φ : Σ →M. The model is manifestly N = (1, 0) supersymmetric and can be defined
over any differential manifold M. We would like to find the restrictions on M arising from
the requirement that the model admits (2, 0) supersymmetry.
We have to look for additional (non manifest) supersymmetry transformations. The
general transformations of S+ and Φ are given by the following expressions
δ(ǫ)Φµ = ǫ+D+Φ
νJµν − ǫ
+S+νP
µν , (4.2)
δ(ǫ)S+µ = iǫ
+∂++Φ
νLµν − ǫ
+D+S+νK
ν
µ + ǫ
+S+νS+ρN
νρ
µ +
+ǫ+D+Φ
νD+Φ
ρMµνρ + ǫ
+D+Φ
ρS+νQ
ν
µρ (4.3)
Classically the Ansatz (4.2) and (4.3) is unique on dimensional grounds and by Lorentz
covariance [12]. This Ansatz involves seven different tensors on M. We have to require
the standard N = (2, 0) supersymmetry algebra, i.e. the manifest and non-manifest super-
symmetry transformations commute and the nonmanifest supersymmetry transformations
satisfy the following conditions
[δ(ǫ2), δ(ǫ1)]Φ
µ = 2iǫ+1 ǫ
+
2 ∂++Φ
µ, [δ(ǫ2), δ(ǫ1)]S+µ = 2iǫ
+
1 ǫ
+
2 ∂++S+µ. (4.4)
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Since the nonmanifest transformations are written in (1, 0) superfield then the first require-
ment is automatically satisfied. Next we have to calculate the commutator of two nonman-
ifest supersymmetry transformations. The result of the calculation is given in Appendix.
Imposing the condition (4.4) implies four algebraic and eleven differential conditions on the
seven tensors introduced in (4.2) and (4.3). This fact alone shows how the problem of
extended supersymmetry becomes involved when extra fields are introduced.
Before analyzing the algebra in detail it is useful to look at the invariance of the action.
The action (4.1) is invariant under (4.2) and (4.3) if the following algebraic conditions
Jµν +K
µ
ν = 0, Lµν = −Lνµ, P
µν = −P νµ (4.5)
as well as the differential conditions
1
2
P µν,ρ = −N
µν
ρ , J
µ
[ν,ρ] = Q
µ
νρ ,
1
2
L[µν,ρ] = Mρνµ (4.6)
are satisfied. The differential conditions (4.6) allow us to express all three index tensors
in terms of appropriate derivatives of two index tensors J , P , L and K. These two index
tensors can be combined as a single object
J =

 J P
L K

 , (4.7)
where J : T ⊕ T ∗ → T ⊕ T ∗. It is easy to see that the algebraic part of the supersymmetry
algebra (the part of (A.1,A.2) which does not involve derivatives nor three–index tensors)
can be written as a single equation, namely that J 2 = −12d. Passing then to the action,
the algebraic condition (4.5) is equivalent to a hermiticity of I with respect to J (i.e., the
natural pairing on T ⊕ T ∗, see previous Section). Therefore J is an almost generalized
complex structure. Finally we have to analyze the eleven differential conditions coming
from the algebra using (4.6). Using the results from the previous Section, we see that
the three differential conditions arising from (A.1) are the same as the conditions (3.16)-
(3.18). The second line in (A.2) is equivalent to the condition (3.19). Surprisingly the
remaining differential conditions in (A.2) are automatically satisfied provided that (3.16)-
(3.19) hold and J is a almost generalized complex structure. Therefore we have proved
that the differential conditions that come from the supersymmetry algebra are equivalent to
integrability of J with respect to the Courant bracket.
To summarize the topological model (4.1) admits (2, 0) supersymmetry if and only if
manifold M is generalized complex manifold.
As we briefly mentioned in the previous Section, a generalized complex manifold is equiv-
alent locally, via diffeomorphism and b-transform, to a product of a symplectic and a complex
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manifolds. If we choose the Darboux coordinates (label n) along the symplectic leaf and the
standard complex coordinates (label i, i¯) transverse to the leaf the supersymmetry transfor-
mations (4.2) and (4.3) is simplified drastically and have the following form
δΦi = iǫ+D+Φ
i, δΦi¯ = −iǫ+D+Φ
i¯ (4.8)
δS+i = iǫ
+D+S+i, δS+i¯ = −iǫ
+D+S+i¯ (4.9)
δΦn = −ǫ+S+(n+1), δS+(n+1) = −iǫ
+∂++Φ
n (4.10)
δΦn+1 = ǫ+S+n, δS+n = iǫ
+∂++Φ
n+1 (4.11)
5 Topological model with WZ term
In the previous Section we presented the topological model for which the extended super-
symmetry is related to the generalized complex structure with integrability defined with
the respect to the Courant bracket. The natural question is now the following: if in the
integrability condition the Courant bracket is replaced by the twisted Courant bracket, can
we then construct a model which incorporates twisted integrability? This is in fact possible
and the solution is related to the WZ term.
We consider the topological model with an additional term
Stop =
∫
d2σ dθ S+µ∂=Φ
µ −
1
2
∫
d2σ dθ D+Φ
µ∂=Φ
νBµν (5.1)
The last term is a WZ term and it depends only on a closed three-form H
Hµνλ =
1
2
(Bµν,λ +Bλµ,ν +Bνλ,µ) (5.2)
if the world-sheet does not have a boundary. The model (5.1) has N = (1, 0) supersymmetry
and can be defined over any differential manifold M equipped with a closed three-form
H . The Ansatz for the nonmanifest supersymmetry transformations is given by the same
expressions as before, (4.2) and (4.3). The off-shell supersymmetry algebra is exactly the
same, (4.4).
The main difference comes from the action. Namely invariance of the new action (5.1)
under the transformations (4.2) and (4.3) leads to new relations between the three and two
index tensors in the supersymmetry transformations. The action (5.1) is invariant under
(4.2) and (4.3) if the following algebraic conditions are satisfied
Jµν +K
µ
ν = 0, Lµν = −Lνµ, P
µν = −P νµ (5.3)
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as well as the differential conditions
1
2
P µν,ρ = −N
µν
ρ , J
µ
[ν,ρ] + P
µλHλνρ = Q
µ
νρ ,
1
2
L[µν,ρ] +
1
2
Jλ[µHν]λρ =Mρνµ. (5.4)
The algebraic part of all conditions remains the same as in the previous Section and therefore
the two-index tensors can be combined in a single object J which is an almost generalized
complex structure. However the differential conditions will change. Using (5.4) we have to
require that the expressions (A.1) and (A.2) reproduce the supersymmetry algebra (4.4).
Using the results from Section 3 we see that the three differential conditions arising from
(A.1) are the same as conditions (3.25)-(3.27). The second line in (A.2) is equivalent to
the condition (3.28). As before the remaining differential conditions in (A.2) are automati-
cally satisfied provided that (3.25)-(3.28) hold and that J is a almost generalized complex
structure. Therefore we have proved that the differential conditions coming from the super-
symmetry algebra are equivalent to integrability of J with respect to the twisted Courant
bracket.
6 Sigma model
Now we turn to the “real” sigma model. For the sake of clarity, let us assume that the WZ
term is absent in the action. Thus the second order N = (1, 0) action is given by
S = −i
∫
d2σ dθ D+Φ
µ∂=Φ
νEµν(Φ). (6.1)
This action has the following first order form
S = i
∫
d2σ dθ (D+Φ
µS=µ − S+µ∂=Φ
µ − S+µS=νE
µν) . (6.2)
Again, we would like to study under which conditions on the geometry ofM the model (6.2)
admits (2, 0) supersymmetry.
We start by giving the most general Ansatz for the nonmanifest supersymmetry trans-
formations. We already gave the most general Ansatz for the transformations of Sµ+ and Φ
µ,
see (4.2) and (4.3). For S= we can write the following most general classical Ansatz for the
transformations [12]
δ(ǫ)S=µ = ǫ
+D+S=νR
ν
µ + ǫ
+∂=S+νZ
ν
µ + ǫ
+D+∂=Φ
νTµν +
+ǫ+S+ρ∂=Φ
νU ρµν + ǫ
+D+Φ
νS=ρV
ρ
µν + ǫ
+D+Φ
ν∂=Φ
ρXµνρ + ǫ
+S+νS=ρY
νρ
µ . (6.3)
Thus altogether the supersymmetry transformations contain 14 different tensors. The com-
mutators of non-manifest supersymmetry transformations are given in Appendix. We have
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to require that (A.1) and (A.2) reduces to (4.4) (off-shell supersymmetry algebra) and that
(A.3) reduces to
[δ(ǫ2), δ(ǫ1)]S=µ = 2iǫ
+
1 ǫ
+
2 ∂++S=µ. (6.4)
The action (6.2) is invariant under the transformations (4.2), (4.3) and (6.3) if the fol-
lowing algebraic conditions are satisfied
Jνµ + LρµE
ρν +R νµ = 0 (6.5)
P νµ + EρνK µρ + E
µρR νρ = 0 (6.6)
L(νµ) + T(µν) = 0 (6.7)
Z (µρ E
ν)ρ − P (µν) = 0 (6.8)
Jµν + TρνE
µρ − Z µν +K
µ
ν = 0 (6.9)
as well as the following differential conditions
Jµ[ν,ρ] − V
µ
[νρ] −Mλ[νρ]E
λµ +R µ[ν ,ρ] = 0 (6.10)
P µλ,ρ −E
λνV µνρ − Y
λµ
ρ −Q
λ
νρ E
νµ + (EλνR µν ),ρ − E
λµ
,νJ
ν
ρ = 0 (6.11)
−U ρλµ − E
ρνXνλµ −Q
ρ
µλ − J
ρ
λ,µ + Z
ρ
λ,µ −K
ρ
µ,λ = 0 (6.12)
X[µλ]ρ +Mρ[µλ] −
1
2
T[µλ],ρ + Lρ[µ,λ] +
1
2
L[µλ],ρ = 0 (6.13)
1
2
(Z [µν E
ρ]ν), λ − E
[µ|νU
|ρ]
νλ +N
[µρ]
λ +
1
2
P
[µρ]
,λ = 0 (6.14)
−Y [λ|ρν E
|µ]ν + EνρN [µλ]ν + E
[µ|ρ
,νP
ν|λ] = 0 (6.15)
Combining these conditions with the supersymmetry algebra we may analyze the solutions
of the problem. In particular we are interested in the geometrical interpretation of the
solutions. We will see that to find a general solution is hard. This is partially due to absence
of appropriate mathematical notions. However we will present the solution related to the
generalized complex structure as defined by Hitchin [1]. Regarding more general solutions,
we can offer only some speculations, presented in subsection 6.2.
Before turning to a discussion of possible solutions, we caution the reader that the general
Ansatz we have made for the second supersymmetry will have solutions that correspond to
“field equation”–type symmetries, as discussed in [12]. E.g., any transformation of the form
δS+µ = ǫ
+AµνD+F
ν
+ , δS=µ = ǫ
+D+(AνµF
ν
=) , (6.16)
will be a “trivial” symmetry of the (2, 0) action (6.2) if F ν+ and F
ν
= are the S=µ and S+µ field
equations, respectively.
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6.1 Algebraic conditions
In this section we will analyze the content of the algebraic conditions coming from invariance
of the action, (6.5–6.9), and from the algebraic part of the closure of the algebra, (A.1, A.2,
A.3). For the topological model in section 4, we were able to reformulate all conditions in
terms of an almost complex structure J . Here we will try to get as close as we can to this
doing the same for the sigma model, in particular we try to reexpress all conditions, now
written in terms of d × d matrices, in terms of big 2d × 2d matrices. The reason for this
is to make contact with the generalized structures. In the case at hand, the geometry can
even be analyzed in terms of the usual geometric structures on the manifold (and not on
T ⊕T ∗), analogously to the case dubbed “generalized Ka¨hler structure” in [2]. (We will find
the algebraic conditions of that case as an important particular case.)
We start by considering the conditions coming from the action. For example, equations
(6.5,6.6) can be written more elegantly as

 J t Lt
P t Kt



 E
1

 = −

 E
1

E−1RE . (6.17)
In what follows, we will refer to d×2d matrices such as the one in (6.17) as “vectors”, so that
the equation itself we can be thought of as the vector
(
E
1
)
being stabilized by the matrix J t,
with “eigenvalue” (−E−1RE). If we define the projective action of GL(2d) on d-dimensional
matrices as
(
A B
C D
)
· E = (AE + B)(CE + D)−1, it is easy to eliminate the eigenvalue from
(6.17), to find
J t · E = E . (6.18)
In the old notation this equation reads J tE + Lt = E(P tE + Kt), which means that J t
stabilizes E under the projective action.
Turning to equations (6.7, 6.8, 6.9), we put them in the form
J˜ t + IJ˜ I = 0 , J˜ ≡ J +

 E−1
1

 (T,−Z) =

 J + E−1T P −E−1Z
L+ T K − Z

 . (6.19)
Here I is again the metric
(
0 1
1 0
)
in (3.3). As explained there, the usual hermiticity condition
for this metric reads J tIJ = I. Hence (6.19) is a hermiticity condition for J˜ . We hasten
to add that so far nothing says that this hermitian object squares to minus the identity, as
was the case for J in the previous contexts. In fact, we shall see that in general this is not
the case.
We now move to conditions coming from closure of the algebra. Fortunately, the algebraic
parts in (A.1,A.2) were already analyzed in section 4. It is noticed there that they can be
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rewritten as the condition J 2 = −12d. Condition (A.3) is harder and requires more care.
Collecting the algebraic part gives the equations
RZ + ZK − TP = 0 , RT − ZL+ TJ = 0 , R2 = −1 . (6.20)
The first two of these read more compactly
(T,−Z)

 J P
L K

 = −R (T,−Z) . (6.21)
Again, these condition can be thought of as a stabilization. As for the third condition in
(6.20), we will show shortly that it is implied by the other conditions we already have.
(Before moving on, as a curiosity, we also notice that we can combine all of (6.20) with
J 2 = −12d, to give 

R T −Z
0 J P
0 L K


2
= −13d (6.22)
which thus summarizes all the algebraic equations from the algebra.)
We have now rewritten all conditions in ones that involve 2d× 2d matrices. We use this
to make contact with generalized structures. First of all, for the reader’s convenience we list
the algebraic conditions we have found:
1. J 2 = −12d (from closure of the algebra, (A.1,A.2));
2. J t
(
E
1
)
= −
(
E
1
)
E−1RE (6.17);
3. J t
(
T t
−Zt
)
= −
(
T t
−Zt
)
Rt (6.21);
4. J˜ + IJ˜ I = 0, where J˜ ≡ J +
(
E−1
1
)
(T,−Z), eq. (6.19).
Having a list of objects on T ⊕ T ∗ and their conditions, it would seem natural at this
point to ask to which subgroup of SO(d, d) they reduce. Unfortunately the conditions are
not enough to determine a structure; there are many possible cases. This may be seen
from the fact that conditions 2. and 3. may be more or less restrictive, depending on how
many columns
(
T t
−Zt
)
and
(
E
1
)
have in common. So they can range from d to 2d independent
conditions.
To see this more explicitly, it is useful to change to a basis in which J simplifies. That
this may be possible is again suggested by conditions 2. and 3. above: in the extreme case
in which all columns of
(
T t
−Zt
)
and
(
E
1
)
are all independent, they can be regarded as a basis
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in which J is block–diagonal. Rather than doing this, we will display another change of
basis, which does not rely on any assumption about the rank of
(
T t E
−Zt 1
)
.
The idea is to get another vector which is stabilized by J , and which cannot have any
column in common with one of those we already have,
(
E
1
)
. The condition that this be
stabilized, (6.17), implies indeed that also an orthogonal vector is stabilized:
(1,−E)J t

 E
1

 = 0 .
This is seen to imply that
(1,−E)J t = J t−(1,−E) (6.23)
for some J−.
One might hope this result, along with (6.17), can be used to produce a block–diagonalizing
change of basis. However, to do that we need both right actions or both left actions. But if
we transpose (6.23), we get a statement on J and not J t. A way out of this situation would
be to have a hermiticity condition related to J ; we do not have this, but the next best is
condition 4. above, (6.19).7 Defining X =
(
E−1
1
)
(T,−Z), this gives us
J t

 −Et
1

 = − (IJ I +X + IX tI)

 −Et
1

 = −



 −Et
1

 J− +

 1
E−1

 (ZEt + T )

 .
With this further computation, and using the action of J on the other block–vector (6.17),
we obtain
J t = −IE

 E−1RE E−1θ
0 J−

 (IE)−1 , E ≡

 1 1
E −Et

 , τ ≡ ZEt+T . (6.24)
We have a basis in which J is block–triangular. Although we have not used condition 3.
yet, this form already shows that the stabilizer depends on the off–diagonal block τ . Rather
than to attempt a complete classification, we now show that the geometry can be described
in terms of tensors on the manifold (which is not always the case in generalized complex
geometry) and then return to the T ⊕ T ∗ point of view examining an important example.
The geometry can be analyzed in terms of tensors on the manifold for a simple reason.
It is immediate to notice that the condition J 2 = −1 implies that
R2 = −1 , J2− = −1 , Rτ = τJ− ; (6.25)
7Another possibility would have been that the hermitian object, J + X , also squared to minus one.
Unfortunately one finds (J + X)2 = −1 + IXtIX , a relation similar to U(d) structures on manifolds of
dimension higher than d.
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that is, R and J− are two almost complex structures, and τ is an intertwiner between them.
(These facts could have been obtained without the change of basis; e.g., it is easy to show
that condition 2. alone is enough to assume that the “eigenvalue” R squares to minus one,
and similarly from (6.23) for J−.) The fact that R squares to minus one also came more
directly from the action, (of (6.20)); here we showed that it is a consequence of the other
conditions 1.–4. above. This is why it was not included in that list.
We still have one condition that we have not used, 3. in the list above, equation (6.21).
The condition is best analyzed after the IE change of basis. There, (6.21) reads

 E−1RE E−1τ
0 J−



 ζ
−1
2
g−1τ

 =

 ζ
−1
2
g−1τ

Rt ; (6.26)
ζ ≡ −1
2
g−1(T −ZE)t, and τ appears both in the matrix and in the vector, which makes the
problem quadratic. Indeed, massaging the two components of these equations gives
τ(J− − g
−1J t−g) = 0 , R(Eζ)− (Eζ)R
t =
1
2
τg−1τ t . (6.27)
These equations are modified (anti)–hermiticity properties on the two almost complex struc-
tures R and J−.
In summary, as seen from equations (6.25) and (6.27), there exists two almost complex
structures, R and J− on the manifold, with an intertwiner between them, τ ; the two almost
complex structures are antihermitian one on the image and one on the kernel of this inter-
twiner. Notice that J− is equal to the almost complex structure of the usual sigma model
(6.1) after integrating out the fields S from the first order action (6.2).
6.1.1 The hermitian case
We now analyze an example, from both the T ⊕ T ∗ and the T perspectives. Above, the
problematic point was that the object which squares to minus one, J , and the object which
is hermitian, J +
(
E−1
1
)
(T,−Z), were not the same.
To overcome this, we assume in this subsection that J t + IJ I = 0 (i.e., J ∈ O(d, d)).
Our previous formulae then reduce to the “generalized Ka¨hler” geometry of [2], at least as
far as algebraic conditions are concerned.
We start from the fact that J t stabilizes E = g + b. Under the new hermiticity assump-
tion, this is equivalent to the following statement:
[J , G] = 0 . (6.28)
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Here G is a metric of signature d, d defined as [2]
G =

 −g−1b g−1
g − bg−1b bg−1

 = −12d +

 1
E

 g−1(Et 1) (6.29)
with the property that G2 = 12d and G
tIG = I. G (or E) reduces the structure group
on T ⊕ T ∗ to O(d)×O(d). J reduces the structure to U(d/2, d/2). Together, and with the
compatibility condition (6.28) (or J · E = E), they reduce to U(d/2)×U(d/2).
Equation (6.28) can be shown formally from the stabilization condition, but is particularly
easy to see in the basis introduced above. From (6.24) and (6.29), one gets
J = E

 E−1RE
0 J−

 E−1 , G = E

 1
0 −1

 E−1 , I = E

 g
0 −g

 E−1
(6.30)
The first equation in (6.30) is the same as equation (6.3) in [2], after redefining J+ ≡ E
−1RE.
(There, the change of basis E has been factorized as
(
1 0
b 1
)(
1 1
g −g
)
.) As for the general case, J±
are almost complex structures. However, given the hermiticity assumption, the form of the
pairing I in (6.30) also shows that these two almost complex structures are both hermitian
with respect to the metric g. This geometry is called (almost) bi–hermitian on the manifold.
We are not done yet, because imposing hermiticity does not set T and Z to zero. What
one gets is the remnant of (6.19), that is, X+IX tI. In components, this gives T t = −T and
Zt = E−1T . Using condition 3. yields RT t− TRt = 0, hence, T is an intertwiner between R
and its transpose. Equivalently, we might want to define the matrix
Jˆ =

 Rt 0
T −R

 (6.31)
which is then an almost generalized complex structure.
It is also interesting to see what happens if we slightly relax the initial condition. Looking
at the triangular form for J , (6.24), a natural condition is τ = 0. (τ is only one component
of X + IX tI, and thus this is weaker than the hermiticity considered above.) In this case,
we have a condition similar to (6.28), namely [IJ tI, G] = 0. We still have a reduction to
U(d/2)×U(d/2). And we still have the two almost complex structures (we even had them
in the general case). But, since we have no hermiticity, J± will no longer be hermitian with
respect to the same metric g.
6.2 Differential conditions
In this subsection we discuss the differential conditions which arise both from invariance
of the action and from the supersymmetry algebra. We are unable to solve the problem
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completely. The difficulties in finding the geneal solution may be partially ascribed to a lack
of the appropriate mathematical tools.
As discussed in subsection 6.1, even at the algebraic level the natural object J does not
fit into the Hitchin framework unless extra restrictions are imposed, but setting8 Z = 0 and
T = 0 (as in the solution just discussed) leads to J being an almost generalized complex
structure. We consider only the case when T = Z = 0.
With the differential conditions the situation is very similar. If we impose extra restric-
tions by hand then we may ensure that J is a generalized complex structure. E.g., imposing
Xµνλ = 0 and U
ρ
µν = 0 (again as in the solution above) we find that the conditions (6.12)-
(6.14) coincide with the conditions (4.6), for the topological model. Therefore we can use
the results from Section 4 and conclude that the supersymmetry algebra (A.1) and (A.2)
together with (6.12)-(6.14) implies that J is a generalized complex structure. The remain-
ing constraints that come from the invariance of the action (6.10), (6.11) and (6.15), can be
rewritten as
V µ[νρ] = LσρE
σµ
,ν + LνσE
σµ
,ρ − Lρν,σE
σµ (6.32)
EλνV µνρ + Y
λµ
ρ = E
νµ
,ρJ
λ
ν + J
λ
ρ,νE
νµ − Eλµ,νJ
ν
ρ (6.33)
Y [λ|ρν E
|µ]ν = Eµρ,νP
νλ − Eλρ,νP
νµ −EνρP µλ,ν (6.34)
and there are eight non-trivial conditions from the algebra for S=, (A.3). From (6.32)-(6.34)
we derive the following differential condition for J and E
EλνEγρ(LσρE
σµ
,ν + LνσE
σµ
,ρ − Lρν,σE
σµ) + Eγµ,νP
νλ − Eλµ,νP
νγ − EνµP γλ,ν =
= E[γ|ρEνµ,ρJ
|λ]
ν + J
[λ
ρ,νE
γ]ρEνµ − E[λ|µ,νE
|γ]ρJνρ (6.35)
which resembles a condition for the complex structure to be covariantly constant. This is
indeed the interpretation for the solutions presented below.
To summarize, the generalized sigma model (6.2) admits (2,0) supersymmetry (4.2), (4.3)
and (6.3) (with T = Z = X = U = 0) if on M there exists a generalized complex structure
J such (6.18) and a number of differential conditions is satisfied.
Although we cannot offer an interpretation of these differential conditions in geometrical
terms, it is not hard to construct additional specific examples. The main problem comes
from the S= algebra. However if we assume that R is a complex structure, then there exists
the coordinates when R is constant and Y = V = 0. These assumptions do solve the S=
algebra (A.3), but this is not the most general solution. Using this observation we may
8In general it is enough to put Zt = E−1T . However for the sake of clarity we discuss only the solution
T = Z = 0.
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construct various examples. We start from the simplest case with a diagonal generalized
complex structure J (i.e., P = L = 0). In this case J t + R = 0 and we may use complex
coordinates (the same for J and R) and assume Y = V = 0 in this coordinates. Thus the
supersymmetry algebra is automatically satisfied. From (6.18) we obtain that E = J tEJ
and thus E is a (1,1) tensor with respect to J . The remaining condition (6.35) implies that
Eik¯,j−Ejk¯,i = 0, which says that J is covariantly constant with respect to a connection with
the torsion H = db.
There exists a different way of looking for solutions. We present a solution based on two
reasonable assumptions. The N = (2, 0) action (6.2) has a discrete symmetry analogous to
that discussed in [12] for the N = (2, 2) model. It is invariant under
S+µ → −S+µ + 2D+Φ
λEλµ S=µ → −S=µ − 2∂=Φ
λEµλ (6.36)
Our first assumption is that the symmetry (6.36) commutes with the second supersymmetry.
This yields nine conditions on the parameter fields, four of which are
P µν = 0, N νρµ = 0, Y
νρ
µ = 0, U
µ
νρ = 0 . (6.37)
With the additional requirement that K = −J t, we solve all conditions, algebraic as well as
differential. We find that J is a complex structure which is covariantly constant with respect
to the +-connection. I.e. writing Jµν = J
µ
ρgρν where the hermitean metric gµν ≡
1
2
E(µν), we
have
∇(+)ρ Jµν = ∂ρJµν − (Γ
(0)
ρ[µ|τ +Hρ[µ|τ )J
τ
ν] = 0 , (6.38)
where Γ(0) is the Levi-Civita connection for gµν and the torsion is the three-form H = db.
The rest of the solution is given in terms of J , E and b according to:
Lµν =
1
2
L[µν] = J
ρ
[νbµ]ρ
R νµ = EµρJ
ρ
τE
τν
2Mµνρ = L[νµρ]
V σµν = Eµλ
(
Jλν,τE
τσ + JλτE
τσ
,ν − E
λσ
,τJ
τ
ν
)
Q σµν = J
σ
[µ,ν] . (6.39)
In addition
Tµν = 0, Z
ν
µ = 0, Xµνρ = 0 . (6.40)
This solution may be recast in different forms using (6.38). In the first example, b ∈ Ω1,1(M).
Above we have analyzed the situation when b2,0 and b0,2 are allowed and the generalized
complex structure has the form
J =

 J 0
L −J t

 (6.41)
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where L is a (2,0) and (0,2) tensor with respect to the complex structure J , such that
Lij = 2bij . The metric g is hermitian with respect to J . The integrability of J implies that
∂L2,0 = 0.
Analogously we consider the following generalized complex structure
J =

 J P
0 −J t

 (6.42)
where P is a (2,0) contravariant tersor with respect to the complex structure J (and J t+R =
0). P is proportional to (2,0) part of θ (antisymmetric part of E−1). Again the differential
condition (6.35) can be understood as an appropriate covariantly constancy condition for J .
These examples are all realized on a complex manifold M. We do not know if a generic
solution is always a complex manifold. Notice that, in the first order model we have (incom-
pletely) analyzed, there are more tensors in the game than in the second order model. Due
to this, there are many more subcases that can be considered.
7 Summary
In this paper our aim was to find a world-sheet realization of the generalized complex struc-
ture recently introduced by Hitchin. We have considered three different two dimensional
models inspired by the first order action for the standard sigma model. The main property
of these models is that the fields take values in T ⊕ T ∗. We have found that the extended
supersymmetry for these models is closely related to the generalized complex structure. This
is the main result of the paper.
We have left many unanswered questions and open problems. E.g., we were unable to
find a geometrical interpretation for a generic (2,0) generalized sigma model. In general
the main problem is that J does not respect the natural paring on T ⊕ T ∗. Presumably
one needs to introduce a more general Courant algebroid on T ⊕ T ∗ related to a different
paring. We did not consider in detail certain models which appears naturally in the present
context: the supersymmetric Poisson sigma model (i.e., when E is Poisson structure), the
supersymmetric Poisson-WZ model and the generalized sigma model with WZ term. Many
statements from this paper can be easily extended to these models.
Finally, and maybe most unsatisfyingly, we were not able to show the possibility of
having non–complex manifolds as supersymmetric backgrounds for our model (which would
have been a powerful motivation for the present paper), while not being able to rule it
out either. A reason for the technical complication we are facing for the “physical” first
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order sigma model may be related to its non–uniqueness (i. e., we could have taken other
combinations of the first and second order action); maybe there are choices which make the
equations simpler to solve. Independently from this, at the present level of development of
the formalism, there are intrinsic technical difficulties coming for example from a big number
of second and third–order tensors; presumably some better formalism to tackle with them
will be needed for further progress.
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A Appendix
Through the paper we use the following conventions
A[µν] = Aµν −Aνµ, A(µν) = Aµν + Aνµ, L[µν,ρ] = Lµν,ρ + Lρµ,ν + Lνρ,µ
where L is antisymmetric.
Below we give the complete expressions for the commutators of nonmanifest supersym-
metry acting on all fields.
[δ(ǫ2), δ(ǫ1)]Φ
µ = −2iǫ+1 ǫ
+
2 ∂++Φ
λ(JµνJ
ν
λ + P
µνLνλ) + 2ǫ
+
1 ǫ
+
2 D+S+λ(J
µ
νP
νλ + P µνK λν ) +
+2ǫ+1 ǫ
+
2 D+Φ
λD+Φ
ρ(Jνλ,ρJ
µ
ν − J
µ
λ,νJ
ν
ρ −MνλρP
µν) + 2ǫ+1 ǫ
+
2 S+λS+ρ(P
µρ
,νP
νλ − P µνN λρν ) +
+2ǫ+1 ǫ
+
2 D+Φ
νS+λ(J
µ
ν,ρP
ρλ + P ρλ,νJ
µ
ρ −Q
λ
ρν P
µρ − P µλ,ρJ
ρ
ν) (A.1)
[δ(ǫ2), δ(ǫ1)]S+µ = −2iǫ
+
1 ǫ
+
2 ∂++S+λ(K
ν
µ K
λ
ν + LµνP
νλ) + 2iǫ+1 ǫ
+
2 ∂++D+Φ
λ(K νµ Lνλ + LµνJ
ν
λ) +
+2iǫ+1 ǫ
+
2 D+Φ
λ∂++Φ
ρ(LµνJ
ν
λ,ρ + J
ν
λLµρ,ν +K
ν
µ Lνρ,λ + 2K
ν
µ Mνρλ − 2J
ν
ρMµνλ −Q
ν
µλ Lνρ) +
+2iǫ+1 ǫ
+
2 S+λ∂++Φ
ρ(−P νλ,ρLµν − Lµρ,νP
νλ +Q λνρ K
ν
µ + 2LνρN
νλ
µ − J
ν
ρQ
λ
µν ) +
+2ǫ+1 ǫ
+
2 D+S+λD+Φ
ρ(−K λν ,ρK
ν
µ −Q
λ
νρ K
ν
µ −K
λ
µ ,νJ
ν
ρ + 2P
νλMµνρ +Q
ν
µρ K
λ
ν ) +
+2ǫ+1 ǫ
+
2 D+Φ
λD+Φ
ρD+Φ
γ(Mνλρ,γK
ν
µ − 2J
ν
λ,γMµνρ +Mµλρ,νJ
ν
γ +Q
ν
µρ Mνλγ) +
+2ǫ+1 ǫ
+
2 D+S+λS+ρ(2N
λρ
ν K
ν
µ +K
λ
µ ,νP
νρ − 2K λν N
νρ
µ + P
νλQ ρµν ) +
+2ǫ+1 ǫ
+
2 S+λS+ρD+Φ
γ(N λρν ,γK
ν
µ + 2Q
λ
νγ N
νρ
µ +N
λρ
µ ,νJ
ν
γ + P
νλ
,γQ
ρ
µν −Q
ν
µγ N
λρ
ν −
−Q λµγ ,νP
νρ) + 2ǫ+1 ǫ
+
2 D+Φ
ρS+λD+Φ
γ(Q λνρ ,γK
ν
µ − 2MνργN
νλ
µ − 2P
νλ
,γMµνρ −Mµγρ,νP
νλ −
−Jνρ,γQ
λ
µν +Q
ν
µρ Q
λ
νγ +Q
λ
µρ ,νJ
ν
γ) + 2ǫ
+
1 ǫ
+
2 S+λS+γS+ρ(2N
λγ
ν N
νρ
µ −N
λγ
µ ,νP
νρ) (A.2)
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[δ(ǫ2), δ(ǫ1)]S=µ = −2ǫ
+
1 ǫ
+
2
[
i∂++S=ρ(R
ρ
ν R
ν
µ )+
+D+∂=S+ρ(Z
ρ
ν R
ν
µ +K
ρ
ν Z
ν
µ − P
νρTµν) + i∂++∂=Φ
ρ(TνρR
ν
µ − LνρZ
ν
µ + J
ν
ρTµν) +
+D+S+ν∂=Φ
ρ(U νσρ R
σ
µ +K
ν
σ ,ρZ
σ
µ − P
σν
,ρTµσ +K
ν
σ U
σ
µρ − P
σνXµσρ) +
+S+νD+∂=Φ
ρ(−U νσρ R
σ
µ +Q
ν
σρ Z
σ
µ + Tµρ,σP
σν + P σν,ρTµσ + J
σ
ρU
ν
µσ + TσρY
νσ
µ ) +
+S+ν∂=Φ
ρD+Φ
σ(−U νλρ ,σR
λ
µ +Q
ν
λσ ,ρZ
λ
µ +Xµσρ,λP
λν + P λν,ρσTµλ +Q
ν
λσ U
λ
µρ +
+U νµρ ,λJ
λ
σ + J
λ
σ,ρU
ν
µλ − P
λν
,σXµλρ + P
λν
,ρXµσλ +XλσρY
νλ
µ − U
ν
λρ V
λ
µσ ) +
+i∂++Φ
νS=ρ(V
ρ
λν R
λ
µ − LλνY
λρ
µ + J
σ
νV
ρ
µσ ) +D+Φ
νD+S=ρ(−V
ρ
λν R
λ
µ − R
ρ
µ ,λJ
λ
ν +
+R ρσ V
σ
µν +R
ρ
σ ,νR
σ
µ ) +D+Φ
νD+Φ
ρS=σ(V
σ
λρ ,νR
λ
µ + V
σ
µν ,λJ
λ
ρ −MλνρY
λσ
µ +
+Jλρ,νV
σ
µλ + V
σ
λρ V
λ
µν ) +D+S+νS=ρ(Y
νρ
σ R
σ
µ +K
ν
σ Y
σρ
µ − P
σνV ρµσ ) +
+S+νD+S=ρ(−Y
νρ
σ R
σ
µ +R
ρ
µ ,λP
λν +R ρσ Y
νσ
µ ) +
+S+νS=ρD+Φ
σ(−Y νρλ ,σR
λ
µ + V
ρ
µσ ,λP
λν + Y νρµ ,λJ
λ
σ +Q
ν
λσ Y
λρ
µ + V
ρ
λσ Y
νλ
µ + P
λν
,σV
ρ
µλ −
−Y νρλ V
λ
µσ ) + i∂++Φ
ν∂=Φ
ρ(−Lσν,ρZ
σ
µ + J
σ
ν,ρTµσ − LσνU
σ
µρ + J
σ
νXµσρ +XσνρR
σ
µ ) +
+∂=S+νS+ρ(−2N
[νρ]
σ L
σ
µ − Z
ν
µ ,σP
σρ + P σνU ρµσ − Z
ν
σ Y
ρσ
µ ) +
+S+νS+ρ∂=Φ
σ(−N νρλ ,σZ
λ
µ + U
ρ
µσ ,λP
λν −N νρλ U
λ
µσ − P
λρ
,σU
ν
µλ + U
ρ
λσ Y
νλ
µ ) +
+D+∂=Φ
νD+Φ
ρ(−2Mσ[νρ]Z
σ
µ + Tµν,λJ
λ
ρ + 2J
λ
[ρ,ν]Tµλ − J
σ
νXµρσ +XσρνR
σ
µ − TσνV
σ
µρ −
−Tσν,ρR
σ
µ ) +D+Φ
νD+Φ
ρ∂=Φ
σ(−Mλνρ,σZ
λ
µ −Xµρσ,λJ
λ
ν − J
λ
ν,ρσTµλ −MλνρU
λ
µσ −
−Jλν,ρXµλσ + J
λ
ρ,σXµνλ +Xλρσ,νR
λ
µ +XλρσV
λ
µν )−D+Φ
ν∂=S+ρ(Q
ρ
λν Z
λ
µ + Z
ρ
µ ,λJ
λ
ν +
+P λρ,νTµλ + P
λρXµνλ − Z
ρ
σ V
σ
µν − Z
ρ
σ ,νR
σ
µ ) + S+νS+ρS=σ(Y
ρσ
µ ,λP
λν −
−N νρλ Y
λσ
µ + Y
ρσ
λ Y
νλ
µ )
]
. (A.3)
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