ABSTRACT In this paper, an event-based control strategy for mobile robots is proposed. The solution includes new features that minimize the effects of the noise on the system. Two methodologies have been developed to compensate the perturbations. To avoid the effects of such perturbations, a threshold calculator and a perturbation estimator are included in the system. The proposed system is compared with classical control systems based on discrete time. Different scenarios are analyzed in the experiments to check its performance. The stability and the improvements of the proposed control strategy are also analyzed in the experimental results.
I. INTRODUCTION
The Networked Control Systems (NCS) are architectures composed of physically distributed elements that can sense the environment, act upon it, and communicate with others through a communication network to achieve a common goal. Typical applications that fall into this class are multi-vehicle networks for coordinated exploration, Wireless Sensors and Actuators Networks (WSANs) for environmental monitoring and control, multi-camera coordinated motion capture, camera networks for surveillance, smart grids for energy distribution and management, etc. NCS differ from traditional control systems because it is an interdisciplinary field which requires the convergence of control theory, computer science, software engineering and communications.
A NCS is composed of different subsystems called agents. A communication network is used to exchange the information between the individual subsystems. This network is generally implemented by wireless technology, which has several constraints in throughput, delays and a limited bandwidth. In practice, especially in wireless networks, digital network technology is used, where the information is transmitted in discrete packets. These packets may be lost during the communication process. Moreover, the communication media is a resource that is usually accessed in an exclusive manner by the agents. In this kind of communication infrastructures, there may be effects of non-linearities and constraints in the closed loop that can affect the control stability and the performance of the system. Some of these effects are variable delays, information losses, signal sampling and quantization issues due to information packaging and constraints due to limited bandwidth [1] .
Moreover, it is crucial to decrease the traffic in the network. Thanks to the traffic reduction, a predictable bandwidth to the control loop can be guaranteed in the network, and furthermore, the analysis of the network delay is more simple [2] . Therefore, a key issue in the design of these systems is to define methods that use the limited network resources for transmitting the state, the sensor and the control information more effectively.
To deal with this problem, the timing issues in NCS have been investigated by some researchers in recent years [3] . In traditional approaches, the controllers are used under the assumption of perfect communication, and then, the Maximum Allowable Transfer Interval (MATI) between two subsequent message transmissions that ensures closed loop stability under a network protocol is determined. Examples of them are the Try Once Discard (TOD) or Round Robin (RR) protocols. The MATI strategy is often implemented in a centralized manner; therefore, it is impractical for large-scale systems. Moreover, since the MATI is computed before the system is deployed, it must ensure performance levels over all possible system states. As a result, the MATI may be too conservative in the sense of being shorter than necessary to assure a specified level of performance. Consequently, to ensure that the MATI is not violated, the network bandwidth has to be higher than necessary.
Other researches have achieved an important reduction of bandwidth usage without significant loss of performance. Two approaches have been proposed: Model-Based Networked Control Systems (MBNCS) and Event-Based Control (EBC). The main idea of MBNCS was developed in [4] and [5] , and it was considered in networks of coupled systems in [6] using periodic communication. Another approach to deal with this problem is built on an event-based feedback scheme in NCS [7] - [10] . In event-based control systems, the information state of an agent is broadcast only when needed. It means that some measures of the agent's state error are above a specified threshold (the so-called event threshold). The architecture is decentralized in the sense that an agent is able to generate broadcast state information using its locally-sampled data. Moreover, the selection of the event threshold only needs local information from the sensors of the agent, so that the structure is decentralized.
Event-based control has been widely applied for the stabilization of dynamical systems while reducing the number of measurements that the sensors need to send to the controller over the network. The events based on state errors have been used extensively in [11] . In [12] , [13] , and [14] , the same ideas have been developed to consider networked interconnected systems. The use of a zero-order hold (ZOH) model in the controller node is a common characteristic in these works. Another consideration in these systems is the assumption that the models being used are the same as the plants they represent.
On the other hand, in event-based control strategies the noise in the sensors reduces the performance of the system as this kind of perturbations increase the number of events in the system. If the noise in the system is known, the controller can be adequately set to reduce its activity and the information exchanged between the elements, and thus the impact of the noise in the performance of the system is minimized. However, in many applications it is very difficult to estimate the noise level, and sometimes its magnitude changes over the time. In such cases, it is a hard work to set the event-based controller to obtain a good performance without increasing the communication and the controller activity unnecessarily. This problem has been investigated in [15] and [16] . The event-based controllers proposed in these works are dynamically set depending on the conditions of the system. In both cases, the algorithms use an estimation of the noise that has to be previously obtained. In [17] , the proposed architecture estimates in real time the noise level which is used afterwards to configure the system in a dynamic way.
In this work new methodologies to set the event-based control systems are presented. The proposed control strategies include new features to minimize the effects of the noise that affects the system. The solution has been compared with classical discrete-time control strategies, and some navigation algorithms for mobile robots have been also analysed in both architectures.
The paper is organized as follows. Section II shows an overview of the event-based control. In Section III, the principles of mobile robot control are described. The proposed control strategy and the Go To Goal algorithm are presented in Section IV. In Section V, the effects of the noise in the system are investigated. The proposed threshold setting methodologies are discussed in Section VI. Section VII presents the experimental results. Finally, the conclusions and future work are presented in Section VIII.
II. EVENT-BASED CONTROL STRATEGIES OVERVIEW
In contrast to the continuous-time or discrete-time control strategies, in the event-based control systems [18] the information is exchanged between the controller, the sensors and the actuators depending on the system behaviour. It happens when the system variables exceed certain tolerance bounds. In other words, the controller activity and the communication between the components of the control system are constrained to time intervals in which the controller must inevitably act in the system in order to guarantee the desired specifications. The basic structure of an event-based control system is depicted in Fig. 1 . It consists of the following elements: (1) the plant, (2) the Event Generator (EG) and (3) the Control Input Generator (CIG) (see [19] for details). In this system, the plant has the input u(t), the output y(t), and the disturbance d(t) vectors. The output of the system is perturbed by the noise in the sensors, represented by v(t). In this scheme, the instant of time when an event k is generated in the system is denoted by t k . The event generator determines the event times t k when the signal e(t k ) (error signal) is sent towards the control input generator. The event generator block calculates this error signal as the difference between the output of the system y(t) and the reference signal w(t). If this value crosses a certain value defined as the event threshold an event is generated, then the error signal vector e(t k ) is sent to the controller. The control input generator produces the control signal of the plant u(t) based on the information obtained at time t k . See [20] for further information.
In recent years, event-based control has motivated the interest of researchers, and multiple control schemes and new applications have been developed based on these ideas.
In [21] , an event-driven sampling method called the areatriggered method was proposed. In this scheme, sensor data are sent only when the integral of the differences between the current sensor value and the last transmitted one is greater than a given threshold. The proposed solution reduces the data transmission rate and also improves the estimation performance in comparison with the conventional event-driven method. In the work presented in [22] an event-based control system is proposed to control a greenhouse climate. This system combines wireless sensor networks, where lowfrequency dynamics variables have to be controlled, and control actions are mainly calculated against events produced by external disturbances. The presented control system allows saving costs related to wear minimization and prolonging the actuator life, but keeping promising performance results. The event-based sampling according to a constant energy of sampling error is analyzed in [23] . The defined criterion is suitable for applications where the energy of the sampling error should be bounded (e.g., in building automation or in greenhouse climate monitoring and control). The proposed sampling principle extends a range of event-based sampling schemes and makes the choice of a particular sampling criterion more flexible to the application requirements. Finally, in [24] a modified fault isolation filter for a discrete-time networked control system with multiple faults is developed by a particular form of the Kalman filter. The proposed fault isolation filter improves the resource utilization with graceful fault estimation performance degradation. 
III. MOBILE ROBOTS CONTROL
In a wireless environment, the typical architecture for centralized mobile robots control is a discrete-time control system as the one presented in Fig. 2 .
The system works in the discrete-time domain. The control signals (u c [n] and u r [n] ) and the sensor signals (y r [n] and y c [n] ) have a sampling frequency of f s . The Radio Frequency (RF) channels (Ch 1 (t) and Ch 2 (t)) can work with analog or digital modulations to send the information between the elements. In both cases, these RF interfaces work in the continuous-time domain.
In the presented architecture, the controller sends the control signals u c [ [n] could be considered the same. Finally, this system exchanges information between the controller and the mobile robot every period of time defined by 1/f s .
In this structure, the communication channels Ch 1 (t) and Ch 2 (t) are busy every 1/f s . It means that the system is periodically exchanging information between the controller and the robot and vice versa. When the robot is in a steady state, it is not necessary to send information between them, but the channel is busy since the system is sending information over the channels every 1/f s unnecessarily. Also, in this state the controller generates the control signals and sends the information to the robot, in this case, the control information is always the same. On the other hand, when a wireless infrastructure is used to connect the elements of the control system, it is mandatory to use the radio resources only for critical purposes. These communication systems frequently have a limited spectrum, and only a few elements can send information at the same time. For this reason, in this wireless systems it is crucial to investigate new control schemes to improve the usage of the wireless channels and the rest of the system resources.
IV. THE PROPOSED WIRELESS EVENT-BASED CONTROL STRATEGY
In this work a new scheme for mobile robot applications in wireless environments is presented. The main idea is to develop new architectures based on event-based control to improve the usage of the RF channels and the resources of the system in general. The proposed control architecture has new features if it is compared with a standard event-based control system:
• The system has been adapted to mobile robots navigation algorithms.
• In the navigation algorithms developed in the proposed architecture the stability can be guaranteed.
• Finally, dynamic threshold mechanisms are included in the system to minimize the effects of the noise in the sensors. In the next sections, the proposed architecture, the characteristics of the robots where this solution can be applied and the philosophy of the navigation algorithms will be presented.
A. CONTROL ARCHITECTURE
Based on the ideas presented in [25] , a new approach for a wireless control system for mobile robots has been designed. In the Fig. 3 the proposed architecture is depicted.
In the robot, the sensor signals y r [n] and the reference signal w[n] are compared in the event generator (EG). When the difference between both signals is higher than the event thresholdē, an event k is generated in the system and the error signal e r [n k ] is sent to the controller over the radio interface. For this purpose, different methodologies can be used to generate events. In [26] , a review of these methodologies is presented. In a general way, the event threshold is usually set to a constant value, which has to be carefully selected. Otherwise, this threshold can be defined as a function of the noise or as a function of other variables to get more accuracy in event generation (see [15] and [17] for more details). In general way, the event threshold parameter is set as a trade off between the number of events and the accuracy of the system. The error signal e r [n k ] is sent to the controller via the communication channel Ch 2 (t). In this case, the RF channel is busy only when the EG generates an event. On the other hand, when the robot is in a steady state, because signals w[n] and y r [n] are very close, no events are generated. In this case, the communication channel Ch 2 (t) is not busy. Every time an event k is generated in the system, the error signal e r [n k ] is sent to the controller. Then, the control signal u r [n k ] is received in the robot and it is saved in the memory M . In the algorithm of the robot, some space is reserved to implement this memory. Therefore, when the system generates an event the memory is updated with a new value, but in the period between events, the saved value in the memory is used to act on the robot.
Besides, when the system generates an event, the control input generator (CIG) receives the error signal e c [n k ], with this information, the control signal u c [n k ] is calculated. Then, this information is sent to the robot via the communication channel Ch 1 (t). Therefore, the communication channels Ch 1 (t) and Ch 2 (t) are busy only when the system generates events, in other periods of time these channels are free. As in the discrete-time architecture, when there are perturbations and noise in the RF channel Ch 1 (t) the control signals u c [n k ] and u r [n k ] are different. In the same way, if the perturbations affect channel Ch 2 (t) the error signals e r [n k ] and e c [n k ] are not the same.
Comparing the proposed architecture to the discrete-time strategy, it has two main advantages:
1) The RF channels are busy only when the system generates events.
2) The controller does not need to compute control signals when the system is in the steady state.
In this control architecture the event generator needs the reference signal w[n] to generate the events in the system. For this reason, the communication channel Ch 1 (t) is used to send this information, and some resources of this channel are used. In general, this information tends to be constant or changes infrequently. Thus, the effects in the usage of the radio resources for this task should be negligible.
The proposed control architecture will be implemented in the experiments on the robot platform mOway. This system can work only in the discrete-time domain. For this reason, when an event occurs in the system it happens at k = n(1/f s ) where n are the samples of the discrete time system (see Fig. 7 a) ). This way of working allows this control scheme prevents the Zeno's effects.
B. MOBILE ROBOT DYNAMIC MODELS
In this work, some navigation algorithms have been analysed to check the performance of the proposed architecture. The navigation algorithms will be defined for differential wheeled robots, although the proposed architecture can be used for another kind of robot in a simple way. A differential wheeled robot is a vehicle whose movement is based on two separately driven wheels placed on each side of the robot body. The robot can change its direction by varying the relative rate of rotation of its wheels and hence does not require an additional steering motion. To balance the robot, additional wheels or casters may be added. The model used in this paper is depicted in Fig. 4 . This robot is composed of the left wheel (lw), the right wheel (rw) and a caster (cw). The geometry parameters of the robot are the radius of the wheels r, the length L between them and the midpoint Q between the wheels. Finally, the dynamic parameters are defined by the angular speeds (θ r andθ l ), the linear speeds (v r and v l ) of the wheels, the linear speed of the midpoint v, and the orientation of the robot ϕ respect to the inertial frame (x I ,y I ).
Taking into account v r and v l , the linear speed of the midpoint v and the orientation ϕ of the robot can be obtained by
Assuming that the wheels do not slide (v r = rθ r and v l = rθ l ), the components of the linear speed can be defined asẋ = vcos(ϕ) andẏ = vsin(ϕ). The dynamic model of the VOLUME 5, 2017 differential wheeled robot is defined by (2)-(4) .
On the other hand, the movements of the center of gravity of the robot can be described by its linear speed v = r 2 (θ r +θ l ) and angular speed ω = r L (θ r −θ l ). Considering these expressions in (2)-(4), the dynamic model of the robot can be rewritten by (5)- (7).
Similarly, the dynamic model of the robot can also be expressed in polar coordinates by (8)-(10) (see Fig. 5 )
where ρ is the distance between the goal position and the current position of the robot (the distance error), β is the orientation at goal position, and α = β − ϕ the orientation error (see [27] ).
C. ROBOT POSITIONING
The positioning is a crucial aspect that has to be dealt in mobile robot engineering [28] - [30] . To solve this problem different techniques can be applied, being the odometry the most used methodology. In this work, the platform used for the experiments has few sensors: wheel encoders, an accelerometer and obstacle detectors. In this case, inertial navigation or odometry can be used to solve the positioning problem. The acelerometer of this platform does not have enough accuracy to obtain suitable results by inertial navigation. For this reason, the odometry is the only methodology that can be applied. In this work, the errors caused by odometry have not been addressed because this paper is focused on the control strategy. In other words, the response of the proposed system can be improved using more accurated positioning techniques.
To obtain the position and orientation of the robot by odometry the distance travelled by each wheel has to be measured. With these measurements the position of the robot can be estimated. In this research, the robots work in discretetime with sampling frequency f s , being the position and the orientation of the robot estimated by (11)- (13) . (Details in [31] and [32] ). To improve the positioning based on odometry, the ideas presented in [33] and [34] can be included in these algorithms. In these works a new methodology to improve the positioning of the robots is presented. The main idea is to obtain the tilt of the robot using the acceleration information from the acelerometer sensor. Then, this is combined with the position calculated by odometry to synchronize in an absolute manner the orientation of the robot. With this method the cumulative errors of the odometry can be minimized. On the other hand, this technique can be applied only when the robots are travelling on a sloping surface.
D. NAVIGATION ALGORITHMS AND THEIR STABILITY
In mobile robot applications some well-known navigation algorithms are widely applied. Go To Goal (GTG), Wall Following (WF) and Obstacle Avoidance (OA) are the most commonly used in mobile robot environments [28] , [35] , [36] . In this work, the implementation of the GTG algorithm is investigated in the proposed event-based control architecture. At the same time, a comparison with a discrete-time solution to solve the same navigation problems is presented. As a complement to this research, in [37] the navigation algorithms WF and OA are analysed in the event-based control strategy presented in this paper.
To implement a GTG algorithm in the mobile robots used in this work, the control system has to provide the control signal u = (v, ω) where v and ω are the linear and angular speeds of the robot. The objective of this algorithm is to move the robot from the current position (x c , y c ) to the goal position (x g , y g ) in a finite time. In other words, the vector (ρ, α) should converge to (0, 0) (see Fig. 5 ). To do this, the linear and angular speeds of the robot are defined as (14) and (15) show,
where ρ is the distance error, α the orientation error, K ρ and K α are defined as the linear and angular variation respectively.
To study the asymptotic behaviour of the algorithm the Lyapunov stability theory is used. A positive definite quadratic form of Lyapunov function V is defined as:
Its time derivative is given by:
Considering (8), (9), (10), (14) and (15)V 1 can be written as in (18) andV 2 as in (19) .
ThenV is expressed bẏ
The result presented in (20) is a negative semi-definite form. Applying Barbalat's Lemma,V necessarily converges to zero for increasing time. In this way, it implies convergence of the vector (ρ, α) to (0, 0). Therefore it can be concluded that control signals defined by (14) and (15) make the robot motion smooth and stable (see [27] for details). The convergence of the GTG algorithm is guaranteed in continuous-time using the control speeds (14) and (15) as was shown in (20) . If this algorithm is implemented in discretetime, the control speeds can be defined as (21) and (22) 
where [n] denotes that the variables are sampled with a frequency of f s . The sampling period (1/f s ) introduces a delay in the control system. When a system has to be controlled frequently, due to it fast dynamic, the delay causes that these control orders are applied in the robot too late and it could make the system unstable. For this reason, depending on the dynamic of the robots, the sampling frequency has to be set (see [38] for details). In this case, to guarantee the stability of the GTG algorithm in discrete-time the sampling frequency has to be set with a value higher than the dynamics of the system which have to be controlled.
The proposed event-based control architecture (Fig. 3 ) that has been used to implement a new GTG algorithm is depicted in Fig. 6 .
The proposed algorithm works as follows:
• At the beginning, the controller sends to the robot the initial speeds v[0] and ω[0], obtained in the controller by (23) and (24) .
In this case, the initial distance error ρ 0 and the initial orientation error α 0 are obtained from the initial position of the robot (x c , y c , ϕ c ) and the goal position (x g , y g ). The parameters K ρ and K α have the same meaning as in the discrete-time solution.
• Then, via odometry the current position ( • Two parameters are defined in the system to set the controller. The parameter e ρ , the stop condition, defines the radius around the goal position where the robot is considered to have reached the destination. The event thresholdē α is used to detect when the orientation error in the system is big enough and an event k has to be generated in the system.
• When the condition ρ < e ρ is satisfied, it means that the robot has reached the goal position and it has stopped (v = 0 and ω = 0).
• Furthermore, while the robot does not reach the goal position, at each time period the orientation error becomes higher than the event threshold (α >ē α ), and an event is generated in the system. In this situation, the robot sends to the controller the parameters ρ 
where k denotes the period of time when an event occurs in the system.
• Finally, during the period of time without events in the system, the robot has a constant linear speed
and an angular speed ω = 0. Comparing the proposed navigation algorithm to the discrete-time solution, it has two main advantages: (see (21) ). It means that the linear speed is lower than the proposed solution in average. Therefore, the proposed algorithm has a time of convergence shorter than the discrete-time scheme because the robot reaches the goal before than in the discrete time solution. 2) As this new architecture works based on events, the system uses the RF channels, the computation resources and the energy in the modems to transmit the information only when the orientation error is higher than the event threshold. In other periods of time, the resources are not used. That is why the proposed algorithm has a high efficiency in the resources usage.
V. EFFECTS OF THE NOISE IN THE SYSTEM
The proposed event-based control architecture has four parameters K ρ , K α , e ρ andē α to set the GTG algorithm. The number of events and the performance of the system depend on the event thresholdē α (Fig. 7a) ). When the orientation error is higher than the event threshold (|α(t)| >ē α ) an event k is generated in the system. Besides, when the noise n α (t) affects the measurements of the system, the number of events can increase disproportionately and the efficiency of the system decreases. In this case, the noise that affects the orientation error generates a high number of events because the event condition is modified by the noise (|α(t)| + n α (t) >ē α ) (Fig. 7b)) .
Therefore if the noise can be predicted or modelled, the event threshold should be set more accurately and the number of events can be controlled. In this work, the level of noise is estimated and it is used to set the threshold minimizing the effect of the noise. If the noise level is defined asē αd [n] and it is added to the static thresholdē α , the effects of the noise in the system can be minimized and the volume of events can be decreased (Fig. 7c) ). In the next sections some approaches based on these ideas are developed to minimize the effects of the noise.
VI. PROPOSED THRESHOLD SETTING METHODOLOGIES
In this section two methodologies to set the threshold parameter will be presented. The main idea of these methods is to set the threshold of the system to minimize the effects of the noise. In Fig. 8 the event-based GTG algorithm presented in this work is depicted. In this case, a new module, the dynamic threshold block, is included in the system. When this block is disabled, the algorithm works as described in Section IV-D.
The dynamic threshold block is presented in Fig. 9 . This block has three inputs, the orientation error α[n], the static event thresholdē α and the parameters of a static noise modelθ r . The output of the system is the dynamic thresholdē α [n] which controls the event generator of the control architecture. This threshold is obtained summing up the static thresholdē α and the thresholdē αd [n] which can be obtained in two different ways. When the switch is set on position 1, a threshold calculator obtains the signalē αd [n]. In position 2, the parametersθ r are estimated by the maximum likelihood method, then using a trajectory of this model (r[n]) the threshold is calculated. In the following sections the two methodologies will be explained in detail.
A. THRESHOLD CALCULATOR
The objective of this module is to estimate the noisen α [n] that affects the orientation error. Then, the envelope of this signal is used asē αd [n]. The threshold calculator contains a register to store l samples of the orientation error signal
, a block to compute the mean value of this signal (
) and a module where the absolute maximum value (the envelope of the noise) is calculated. It has been assumed that the orientation error α[n] has a low frequency and the noise n α [n] that affects the system is additive. Taking into account these considerations, an estimation of the noisê n α [n] can be obtained using a low pass filter given bŷ
Then, the thresholdē αd [n] is obtained by the expression
In this scheme the parameter l has to be set depending on the dynamics of the plant. The register in this block is used to estimate the mean value of the orientation error α[n]. If this variable has low frequency, to calculate the mean a lot of samples can be used. On the other hand, when α[n] has high frequency, only few samples should be considered, otherwise the error in the estimation could be higher. Therefore, in robots with fast dynamics this parameter has to be small, on the contrary, with slow dynamics the value of l can be increased improving at the same time the accuracy of the control system.
B. PERTURBATION ESTIMATOR
The other method that can be used to set the threshold of the system is based on an estimator. In this case the system needs the parametersθ r of the statistical model of the noise. A new methodology to estimate the model of the noise is presented. The main idea is to compare the real path of the robot S[n] with the measured path received in the sensor system SR[n] (see Fig. 10 ). To obtain the real position of the robot its path is measured by a video camera in the test laboratory. If the perturbation in the system is considered as an additive noise, a trajectory r[n] of this perturbation can be obtained by
Then, a methodology based on the maximum likelihood method is used to estimate the parametersθ r of the noise. Fig. 11 shows the presented methodology which has four steps: • Step 1: Using the real path of the robot S[n] and the sensor measurements SR[n] a trajectory of the perturbation r[n] is obtained.
• Step 2: Then, the maximum likelihood method is applied over the trajectory r[n] with a set of probability distributions (see [39] for details). The proposed methodology uses a database to check a big number of different probability distribution functions. In this work, the probability distribution functions presented in the Appendix have been used to estimate the noise in the system. In this case, for each function i a vector of parametersθ i is obtained.
• Step 3: In this step, the cumulative distribution functions (cdf) F i (x) are calculated for one trajectory of eachθ i vector. At the same time, the cdf for the trajectory F r (x) is also calculated (see Appendix).
• Step 4: Finally, the model of the perturbation of the systemθ r are the parametersθ i that minimize the difference between theirs cdf functions (30) .
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Once the model of the noise is estimated, the thresholdē αd [n] can be obtained bȳ
where Per(x, p) is the percentile of the variable x with the percentage p. In this work, the value of p is set between 70% to 80%. 
VII. EXPERIMENTAL RESULTS
To check the ideas presented in this paper, the platform of mobile robots mOway [40] has been used. The differential wheeled robot of this platform is presented in Fig. 12 . The robot has four infra-red obstacle detection sensors, two in the front and the other two on the sides with a maximum range of 3 cm. The drive system offers angular speeds from 0 to 10.9 rad/s, the distance between the wheels is L = 6.6 cm and the radius of the wheels is r = 1.6 cm. Additionally, a laboratory to program and analyse the behaviour of the proposed algorithms has been developed. In Fig. 13 its main blocks are depicted. In this laboratory the algorithms for the controller are programmed in C++ by Visual Studio tool. For the robots, the algorithms are developed using the mOway World (see Fig. 13a) ). To execute the navigation algorithms, the controller runs in a PC with Windows 8.0 OS. Both modules, the controller and the robots use a radio link interface to exchange the sensor information (robots to controller) and the control signals (controller to robots), Fig. 13b ). Finally some applications like Matlab/Simulink, Tracker and the information generated by the controller are used to analyse the results of the algorithms (Fig. 13c)) .
To analyse the event-based control architecture and the navigation algorithms proposed in this work some experiments have been set up. In this case, two architectures have been used to check the behaviour of the robots: the proposed event-based control architecture and its equivalent in discretetime domain. In the following sections these experiments will be analysed in detail. 
A. CONVERGENCE AND ACTIVITY OF THE GTG ALGORITHM
The first experiment analyses the convergence and activity of the proposed architecture in a GTG navigation algorithm. In this case, two scenarios have been analysed (see Table 1 ). In both scenarios, the parameters K ρ and K α are the same. In scenario 1 the discrete-time architecture works with a sampling frequency of 10 Hz. In the scenario 2, the proposed solution is analysed. In this case, the stop condition e ρ is set to 1cm and the event thresholdē α is set to 0.2 rad. In this experiment the initial position of the robot is set to (x c = 0 cm, y c = 0 cm) and the goal position is (x g = 50 cm, y g = 40 cm). The position (x, y) of the robots is obtained using the Tracker tool (see Fig. 14) . The orientation ϕ, the linear speed v and the angular speed ω of the robot are measured in the controller.
In Fig. 15 the results of this experiment are depicted. The proposed solution converges without instabilities and it has the same accuracy than the discrete-time solution to reach the goal, Fig. 15a ). The final orientations of the robots are similar, being more stable in the proposed solution (Fig. 15b) and Fig. 15d) ). The robot with the proposed solution has in average a higher linear speed than the discretetime control system. This behaviour produces a shorter time of convergence (5.2 s versus 7.0 s) in the proposed system than in its equivalent in discrete-time (Fig. 15c) ).
Taking into account the activity of the system, the eventbased control strategy (Fig. 16a) ) has a minor activity than its discrete-time equivalent system (Fig. 16b) ). In this experiment the discrete-time solution has an activity of 70 samples versus the proposed system which has generated 12 events. In this case, the activity of the proposed solution is 82% lower.
B. GTG ALGORITHM IN PRESENCE OF NOISE
As it was noted before, the advantages of the proposed system decrease when there is noise in the system. In this work two methodologies have been proposed to minimize this problem (see Section VI). In this experiment, the effects of the noise in the system have been analysed. To do this, a perturbation generator has been developed. In this case, the signal of the microphone of the robot is added to the information from the distance sensor (Fig. 17) . In this generator, the microphone signal is reduced by the parameter k n to avoid overflow in the system. In the experiment this value is set to 1/80. The perturbations in the distance measurements (n l [n] and n r [n]) also affect the variable orientation error α[n]. In this case, they produce the noise n α [n] as they are presented in Fig. 18 . The relationship between these perturbations can be obtained by (11) .
The experiment is composed of three scenarios: 1) The system working with a Static Threshold (ST), 2) using the Threshold Calculator (TC), and 3) applying the methodology presented in Section VI-B to obtain a Perturbation Estimator (PE), see Table 2 . The parameters K ρ , K α and e ρ are the same in all scenarios. In scenario 1, the static threshold is set up to 0.2 rad, this value is also used in scenarios 2 and 3. In scenario 2, theē αd [n] is obtained by the Threshold Calculator with l=5. In scenario 3, the thresholdē αd is calculated using the perturbation model of the noise that affects the system. To obtain this model, a set of probability density functions has been used (see Table 3 and Appendix).
In Fig. 19 the results of applying the methodology to estimate the perturbation model are depicted. In this experiment F r (x) is the cdf of a trajectory r[n] of the noise in the system and F i (x) the cdf of the set under analysis. In this case, the difference between functions F r (x) and F i (x) is minimized when the Normal distribution or Logistic distribution are chosen. In Fig. 20 the same results are presented in more detail. Taking into account these considerations, the perturbation model can be described by these two distributions.
The parameters of the model are presented in Table 4 . Once the perturbation model is obtained, the perturbation estimator block (see Fig. 9 ) is set up by (31) where p = 70%. In this case,ē αd is 0.25 for the Normal distribution and 0.24 for the Logistic distribution. In this case both values are very similar. In the experiment the average of the two values has been used asē αd in the system.
Once all the parameters of the system were set up, the GTG algorithm was executed to analyse the three proposed scenarios. In this experiment, the paths followed by the robots in each scenario are shown in Fig. 21 . In the three scenarios the navigation problem is solved without instabilities and in the three cases the robot reaches the goal taking into account the stop condition e ρ defined in the system. The positions of the robots are very similar in the three scenarios (Fig. 22a) ). In addition, when the proposed methods to set the threshold are used, the orientation of the robots has less perturbations and therefore theirs movements are more stables (Fig. 22b) ).
When the threshold calculator block is used, the threshold is dynamically set up. Nonetheless, when an estimation of the perturbation is used, the threshold is set to a constant value taking into account the level of the noise in the system. As presented in Fig. 23 , depending on which method is used to set the threshold, the activity of the controller can be managed.
Comparing the cumulative events of the three scenarios, Fig. 24 , the proposed solutions to set the threshold in the system (the threshold calculator and the perturbation estimator) substantially reduce the activity of the controller and therefore the resource usage. In this experiment when the static threshold is used the number of events in the system is 34, with the threshold calculator is 25, and when an estimation of the noise is used the events in the system are 13. In this case, the threshold calculator reduces the activity of the controller by 26% and the system with a perturbation estimator by 62%. Nevertheless, the activity of the discretetime solution does not depend on the noise in the system. In this case, the discrete-time solution has an activity of 70 samples which is higher than the three scenarios based on event-based control. As conclusion, the presented solution has a better behaviour in the three noisy scenarios than the classical discrete-time strategies.
VIII. CONCLUSIONS
The event-based control strategy presented in this work has some differential advantages if compared to a classical discrete-time control system. In the experiments, the proposed solution has resolved the navigation problems without instabilities and with the same accuracy than the classical discrete-time solution. The proposed system presents a lower activity (reduced number of events) than the classical control system. The developed solution also shows a shorter time of convergence than the classical one. To reduce the effects of the noise, two methodologies to set the event threshold have been presented. These new blocks have improved the system response, in particular, the effects of the noise have been minimized and the events in the system have been reduced. In this work, the proposed event-based control strategy has been analysed in GTG algorithms; this solution also presents great advantages in other kind of navigation algorithms such as Obstacle Avoidance (OA) or Wall Following (WF) [37] .
As a future work, these methodologies will be applied in more complex systems like Unmanned Aerial Vehicles (UAVs), Legged Mobile Robots (LMRs) or Autonomous Underwater Vehicles (AUVs). Additionally, new methods to guarantee the stability of the system will be investigated. 
APPENDIX PROBABILITY DENSITY FUNCTIONS

