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ABSTRACT
The need to understand and predict the behavior of fires and explosions is important
considering the amount of property damage and the loss of life that can result. In the
case of transportation pool fires (fires resulting from liquid fuel spills), predictive science
is an especially valuable tool considering that experiments with large pools fires are costly
and often lead to damaged or destroyed instrumentation. In the development of fire codes
as well as in other areas of computational science, the need for fidelity in computational
results has become a prominent issue. The various sources of error in computation, such
as discretization error, machine round-off error, iterative convergence error, programmer
error, and model error, must be accounted for and, if possible, quantified if computational
results are to be considered legitimate.
The current study seeks to remedy an important source of error in pool fire simulations.
The error stems from the application of a simplistic fuel inlet boundary condition. Tradi-
tionally this type of boundary condition assumes that the liquid pool vaporizes fuel to feed
the flame at a constant rate. Additionally the vaporization rate is assumed to be uniform
over the pool surface. In reality there is a complex feedback mechanism between the pool
surface and the flame. Pool vaporization rate changes with time as the pool is heated, and
thermal flux to the pool will be nonuniform over the surface. The Responsive Boundary
model utilizes energy and mass conservation principles to model the thermal behavior of
the fuel pool and to predict the vaporization rate given thermal input from the flame.
Verification tests such as the Method of Manufactured Solutions and grid convergence
and validation methods such as model input sensitivity analysis and consistency analysis
are applied to the Responsive Boundary model on its own and linked with the gas-phase
fire code (ARCHES). The tests verify that the code solves the continuum model that is
the basis of the boundary model with acceptable error. A region of consistency is also
found between the steady vaporization fluxes predicted from the model and experimental
data for a small heptane pool fire. Consistency analysis is also applied to data obtained
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CHAPTER 1
INTRODUCTION
1.1 Background and Motivation
Early in the morning on April 29, 2007 a gasoline tanker lost control and struck a
pylon on a freeway interchange near the San Francisco-Oakland Bay Bridge. According to
the Associated Press (2007), the tanker carried 8,600 gallons of gasoline that spilled and
ignited. Observers of the accident noted that the resulting flames rose 200 feet in the air.
The flames engulfed another highway interchange just above the accident scene. The heat
from the flame melted the second interchange and caused a 250 foot section of the highway
to collapse to the ground below. The accident destroyed a busy section of highway that
serves nearly 100,000 vehicles each day. It required months to rebuild the destroyed section
of highway, and in that time, the accident led to massive disruptions of city transportation.
Although it was a costly accident, fortunately no lives were lost.
Humankind has made use of fire for roughly 400,000 years. Fire has enabled them to
cook food, allowing for an increased intake of nutrition. Fire use has provided a stable
and relatively easily manipulated source of heat, allowing for the habitation of colder
climates. In more modern times, the use of fire and other combustion reactions has
benefited humankind in the generation of power, the advancement of industry, the use
of improved systems of transportation, etc. However the use of fire gives rise to issues of
safety, and not all fire scenarios are without the loss of life. According to the U.S. Fire
Administration (2009), statistics for the year 2008 include the following facts: There were
an estimated 1.5 million fires that year. 3,200 civilians and 118 firefighters lost their lives as
a result of fire, and 16,705 civilians were injured. Direct property damage was estimated at
15.5 billion dollars. In 2008 fire claimed more human lives than all other natural disasters
combined. Most of the lives and damages were results of residential fires. Nonresidential
2fires (fires in public buildings, forest fires, and industrial fires) resulted in over 3.8 billion
dollars (U.S. currency) in property damage.
To save lives and cost, it is the objective of governmental, educational, and industrial
researchers to develop materials and methods for the prevention of fires and the promotion
of fire safety. For example, laws have been enacted that govern the layout of building plans
to facilitate fire safety. Fire suppression systems have been developed and implemented to
respond to fire in a variety of situations. Fire-resistant materials have been developed to
protect firefighters in their work. Similar fire-resistant materials are also used in building
and facility construction to prevent property damage. Large sums of revenue are invested
by governmental agencies to educate the public on fire safety practices. Industrial and
military organizations also invest a significant amount of time and money to protect lives
and assets from fire damage.
For some branches of research, the objective is to discover the physical laws and mech-
anisms that govern fires and other combustion reactions in order to aid in the development
of methods to promote fire safety and to utilize fire more efficiently for the benefit of
society. Controlled fire experiments conducted by researchers seek to explore such issues
as the reactions and reaction mechanisms involved in different combustion processes, the
important modes of heat transfer involved in the resulting flames, the behavior of the flow
fields produced in fires, the different chemical byproducts produced in fire reaction, and so
forth. Because of the dangerous nature of fire, it is common for experimental equipment to
suffer damage. For example, the measurements of radiative heat flux in a large fire often
involve radiometers being engulfed in the flames. The cost of such experiments can be
prohibitive, and the larger the fire the more costly the experiment.
The resources of computational science, if sufficiently developed, can provide a more
cost effective way of predicting and analyzing the behavior of fire systems. In the past, the
complexity of combustion systems has made meaningful simulation of such systems nearly
impossible. With the ongoing advancement of computing systems in terms of processing
speed, memory storage capacity, and parallelization, these limitations have become more
relaxed, and the capabilities of predictive science in fire systems have expanded. The growth
of computational science does not eliminate the need for experiment. For computer models
3to be of use, they must be developed using experimental data, and computational results
must be validated against experiment. Once appropriately developed and proven however,
computer models minimize the need for costly experimentation.
1.2 Development of CFD
Modeling combustion systems requires the application of conservative relations for fluid
systems. The conservation of mass, momentum, and energy is the foundational model for
computational fluid dynamics (CFD). The resulting equations are called the Navier-Stokes
equations. These equations can be expressed in differential or integral form. The differential




























Here, ρ is the fluid density, ui is the fluid velocity in the i
th direction, t is the temporal coor-
dinate, xi is the spatial coordinate in the i
th direction, gi is the component of gravitational
acceleration in the ith direction, p is the fluid pressure, and τij is the viscous stress tensor.
These two equations are sufficient to describe isothermal, fluid systems with no chemical
reactions. Combustion systems, however, are not isothermal and involve thousands of
reactions. To describe such systems it is necessary to include scalar balances with the
mass and momentum balances. For a combustion system, scalars of interest include, but
are not necessarily limited to, energy and species concentration. The differential form of


















4In this expression, φ is the scalar quantity (energy or species concentration), and Γ is a
parameter that describes the diffusive velocity of the scalar quantity. For energy, this would
be the thermal diffusivity, while for species balances, this would be molecular diffusivity.
The quantity qφ is the sink or source term for the scalar quantity. For species balances
this is the term that describes the consumption or generation of a chemical species from
a reaction. These equations form the general model needed to describe a combustion
system. Whether written in differential form or integral form, numerical techniques have
been developed to solve these equations for a variety of systems. The actual computation
of pertinent properties from these models is too labor intensive to do by hand, making
computation ideal for the solution of these equations for a system of interest.
Even with computers, solving these equations for any general system is not without
problems. One prominent issue in the field of CFD is the modeling of turbulent flow
regimes. Examination of the momentum balance equation (Equation 1.2) shows primarily
two major forces that influence fluid flow: inertial forces and viscous forces. A dimensionless
quantity that gages the relative importance of inertial forces to viscous forces is called the
Reynolds number, and it can be defined a number ways depending on the physical system
of interest. When the inertial forces are small relative to the viscous forces (low Reynolds
number flow), the resulting flow field is relatively simple and can be easily computed
for most systems. When the inertial forces overwhelm the viscous forces (high Reynolds
number flows) the character of the flow field quickly becomes complicated. Ferziger and
Peric (2002) described the character of turbulent with the following observations: Turbulent
flows are highly unsteady. Flow velocities fluctuate rapidly in all three dimensions. These
flows contain a significant amount of vorticity. Turbulence increases the rate at which
scalar quantities are mixed. Turbulent flows exhibit a wide range of temporal and spatial
length scales.
This last property of turbulent flows is especially troubling for simulation. Turbulent
flows contain eddys and flow characteristics that span a wide range of length scales, and
the higher the Reynolds number, the larger the range of lengths scales. In such flow
systems, in order to capture all the length scales in the simulation, the physical domain
must use a sufficiently small mesh resolution. As the Reynolds number increases, the
5needed mesh resolution becomes so small that the computational resources become quickly
overwhelmed. Even with modern computing capabilities, there are strict limitations in
the ability to simulate turbulent flows using the standard Navier-Stokes equations. Using
the Navier-Stokes equations to simulate flow fields is called Direct Numerical Simulation
(DNS), and while it is the most rigorous among the common models for simulating flows,
it is also the most computationally expensive. With current computational resources only
turbulent flows with relatively low Reynolds numbers and simple flow geometries can be
simulated using DNS.
Instead of solving for the exact flow fields, the flow velocities can be averaged over a
certain time period to obtain a time-averaged flow field. Such a method averages out all
eddys common to turbulent flows in the flow field and uses special models, called subgrid
scale models, to estimate the effects of turbulent eddys on the average flow field. This
approach calculates the large scale behavior of the flow, but largely ignores smaller scale
flows that occurs in turbulence. This approach is called the Reynolds-Averaged Navier-
Stokes Equations (RANS). In terms of detail captured in the flow and the computational
expense it is the opposite of DNS. RANS allows solutions of highly turbulent flows, and
for many physical situations it captures all the needed physics to accomplish an analysis.
For example, if one is interested in capturing the overall flow direction and magnitude, the
average force of the fluid on a solid body, the degree of mixing between two fluid streams, or
the amount of substance reacted RANS can be useful. RANS, however, has its limitations:
the effects of small scale flows and eddys is not perfectly modeled by subgrid scale models,
and if more detailed information is needed about a flow, then RANS will not suffice.
Another method for simulating turbulent flow that is a middle ground between RANS
and DNS in terms of computational expense and predictive rigor is Large Eddy Simulation
(LES). Traditionally, meteorologists have applied LES for weather prediction. Instead of
averaging all secondary flows, LES resolves larger scale flows and eddys while averaging
smaller scale fluid structures and using subgrid scale models to simulate their effects on
the flow field. LES allows simulations to capture some of the details of turbulent flows
without overloading computational resource. The development of methods like RANS and
LES has greatly expanded the capabilities of CFD to simulate and predict the properties
6of turbulent flow systems.
1.3 Pool Fires
A combustion reaction requires mainly three components: (1) a fuel, (2) an oxidizer
(usually oxygen), and (3) a sufficiently strong heat source to ignite the reaction. Fuels
can be any of a number of chemical species. Most fuels are primarily composed of carbon
(hydrogen gas being the most common exception.) Fuels can be solid, liquid, or gas, but
combustion is a gas phase reaction. Gas fuels can burn as soon as all other conditions for
the reaction are met, but liquids and solids must experience a change to the gas phase
first before combustion can occur. Liquids must be vaporized to the gas phase before they
can burn. Some solid fuels can sublime directly to the gas phase, but the most common
mechanism for solid fuels to convert to gas phase is through chemical decomposition of the
solid fuel into gas phase products. This process is called pyrolysis.
There are safety issues to be studied from fires that result from the burning of gases (i.e.,
natural gas pipeline leak) and solids (i.e., forest fires), but military and industrial groups
are especially interested in the effects of liquid fires. As seen the example mentioned at
the start of this chapter, great damage to property and life can occur from liquid fuel
spills. Transportation accidents and fuel spills at industrial sites are the types of accident
scenarios that concern these groups. For example, if an aircraft crashes and spills its fuel
and the fuel should ignite, it is of interest to find out what the potential damages and
other effects of the fire might be. If a piece of military ordinance were to be engulfed in
the resulting flame, it is of interest to determine if that explosive would detonate and how
long it would take. It is also of interest to know if such a fire were to occur how close a
person could stand to the flame and for how long before the individual experiences burns
or if they would burst into flames immediately. Researchers are also interested to know if
a fuel spill occurs, how far it would spread. Since most spills occur on grass, dirt, or other
porous ground, the absorption of the fuel into the ground would affect how far across the
ground the fuel and the fire would spread.
These types of liquid fires where liquid fuel is spilled and ignited are called pool fires,
and they are frequently studied. Researchers are interested in studying the way these fires
7behave under different conditions. For example, the size of the pool can affect the flow
regime (laminar or turbulent) of the flame, the height of the flame, the dominant modes
of heat transfer from the flame, and the intensity of the heat output of the flame. The
presence of crosswind can also have a significant impact on the behavior of the flame.
Researchers often use metal devices equipped with thermocouples which they place in or
near the pool fire in order to measure the heat input to the device. These devices are
placed in different areas of the pool to measure the heat output from the flame in different
region of the pool. These devices are called calorimeters. Another issue of interest in the
study of pool fires is the rate at which the fuel burns. Researchers use devices such as
thermocouple rakes, pressure transducers, or they can design the pool system to resupply
fuel to the pool such that the fuel level remains steady and the burn rate can be inferred
from the mass replenishment rate.
Fire experiments have been conducted on pools as small as a few centimeters in diameter
to as large as several meters in diameter, and like most fire experiments they can be
quite costly. Therefore, the modeling of pool fires with computers using CFD is also
widely used. Computational models, when adequately developed, can be a powerful tool
in understanding and predicting the behavior of pool fires without the cost of experiment.
ARCHES is an example of such a CFD code developed by the research team at the Center
for the Simulation of Accidental Fires and Explosions (C-SAFE) at the University of Utah.
According to Spinti et al. (2006), ARCHES uses LES and a finite volume scheme to
solve the conservative relations for reactive flows. ARCHES is built upon a computational
framework code in C++ called Uintah. Uintah enables the use of massive parallelization
for computational codes like ARCHES. With this framework in place, ARCHES can run
simulations using thousands of processors. ARCHES has been utilized for a variety of
combustion-related systems like pool fires, flares, helium plumes, and so forth. It also
employs discrete-ordinate methods to calculate the radiative heat flux generated in the
fire. This feature is especially important for calculating the heat flux from the flame to an
immersed or adjacent object.
81.4 Research Objectives
1.4.1 Objective 1: Boundary Conditions
Computational codes like ARCHES take some variant of the Navier-Stokes equations
and discretizes them spatially and temporally. The differential or integral equations become
algebraic equations that must be solved for a discretized, three-dimensional domain. A
numbers of issues can arise when working with computational domains in codes like
ARCHES. The grid must be fine enough to capture the important physics of interest
in the physical system as well as the important flow structures, but if the mesh is too
fine it can get computationally prohibitive. Also stability issues arise with mesh size. For
example, Courant stability conditions require that the temporal step size must not be too
large, and the smaller the spatial step size the smaller the time step must be to keep the
simulation numerically stable.
An important factor that affects the stability of the computational domain and the
accuracy of the predicted data is the use of accurate boundary conditions. Examination of
the differential forms of the Navier-Stokes equations (Equations 1.1 and 1.2) show that these
are partial differential equations involving spatial derivatives. Any differential equation
with spatial derivatives requires boundary conditions for the solution of that equation on
a physical domain. For an ordinary differential equation with a spatial derivative, the
boundary condition affects the values but not the shape of the function over the domain of
interest. For partial differential equations like the Navier-Stokes equations the boundary
conditions become even more important, especially in a three-dimensional domain. The
boundary conditions are functions in and of themselves that determine property values at
the edges of the computational domain. The values of the boundaries can influence the
entire character of the solution of the domain in both value and character. In other words,
a change in boundary condition can radically change the character of the entire solution.
Thus, in order to obtain accurate information about a physical system such as a pool fire
it is important to have accurate boundary conditions. CFD codes like ARCHES employ
different types of boundary conditions. Some examples include boundaries where fluid
velocities, fluid pressures, or temperatures are specified (Dirichlet boundary conditions),
and boundaries where the profile of quantities like temperature, velocities, and pressures
9are specified (i.e., Neumann boundary conditions.)
An important boundary condition employed in ARCHES and other fire codes that has
been a point of weakness in the simulation of liquid pool fires is the inlet boundary condition
for the fuel supply to the fire. This type of condition specifies the gas velocity into the
domain, and it is not difficult to understand why such a quantity is so important to the
accuracy of the fire simulation. The fire depends on its fuel supply in order to burn at
all, and the amount of fuel supplied to the flames will influence all its properties. For fires
where the fuel is a gas, the boundary is not difficult to specify. One simply needs to know
the gas flow rate supplying the flame and program that profile into the inlet boundary
condition. However, for liquid and solid fuels the situation is quite different. As already
stated, liquid and solid fuels must convert to the gas phase by some process first before
they can burn, and obtaining the rate at which the gas fuel feeds the flame requires an
understanding of the phase-changing process. The focus of this project is the behavior of
pool fires, so only liquid fuels are considered from here on.
In the past, when modeling pool fires, ARCHES would create an inlet boundary at the
bottom of the domain to represent the liquid pool. Data from similar experiments are used
to obtain an average fuel burn rate for the pool fire, and from that average burn rate a fuel
velocity is assigned to each boundary node where the pool is represented. For the entire
simulation of the pool fire, that fuel velocity is used for the whole pool domain. In some
cases, a ramping effect is applied to the inlet boundary condition so that the fuel velocity
starts at a lower value and as the simulation continues the inlet velocity increases to the
predetermined value based on experiment. This ramping is done to simulate the effect of the
pool vaporizing more slowly at first before the liquid heats up and vaporizing more rapidly
as the pool heats to a steady value. This approach to the inlet condition assumes that
the pool vaporizes fuel uniformly over the whole area of the pool and assumes a constant
average burn rate for the duration of the burn. This approach is easier to implement in a
fire code, but the physical reality is quite different from this model.
In reality, there is a more complex feedback relationship between the pool and the
fire domain above the pool that affects the rate at which the fuel burns. At the point of
ignition, the pool, which contains a mixture of volatile hydrocarbons, is evaporating fuel
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at a certain rate and feeding that fuel to the flame. As the flame grows, it transfers heat to
the surroundings through the various modes of heat transfer including back to the surface
of the pool. The pool absorbs the heat and becomes warmer. As it warms the rate at
which the fuel vaporizes increases feeding fuel to the flame to a greater degree. Eventually
a steady temperature profile in the pool is reached as the heat input is balanced with the
heat loss from vaporization. At that point the mass burn rate becomes steady as well.
Another complexity of this situation is that the heat input to the surface of the pool is not
constant over time or over the area of the pool, and the surface temperature of the pool is
not uniform. Because of this the rate of fuel supplied to the flame will also not be uniform
over the surface of the pool.
The objective of this project is to more accurately predict the behavior of this type
of inlet boundary condition by developing a mathematical model of the liquid pool. This
new model allows for a boundary condition that responds to input from the computational
domain the same way a liquid pool responds to the fire above it. This type of boundary
condition is called a responsive boundary. As computational resource is always an issue
in CFD, the responsive boundary model must not be too expensive in terms of computer
resource. The physics present in a liquid pool are complex and assumptions must be
made to produce an effective model. At the same time sufficient physics of the physical
system must be captured to properly predict the right fuel burn rate without including
any unnecessary complexity that would make the model a burden to computer resource.
The primary purpose of the responsive boundary is to give an accurate fuel burn rate
given the heat input. The estimation of the burn rate includes a mass transfer model
for volatile species. Vapor-liquid equilibrium (VLE) is important for this system, and its
model requires a VLE model. Because the vaporization rate depends on the temperature
of the liquid it is important to model to some degree the temperature profile in the liquid
pool. Another complexity to consider is that the pool loses mass as it vaporizes fuel. Thus,
the physical domain of the liquid pool will shrink with time. The hottest layers of liquid
at the top will vaporize away, affecting the temperature profile. The size of the pool will
be an important factor in determining the behavior of the pool’s burn rate. The presence
of a crosswind over the pool is important and will affect the mode of mass transfer that
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governs the vaporization rate of the pool (i.e., buoyancy driven flow or forced convection
flow.)
Another complexity to consider is the composition of the fuel. Different fuels will
produce different flames with different behaviors. Heavier fuels will produce different burn
rates than lighter fuels. Fuels that generate large quantities of soot in the flames with have
different heat transfer properties that affect the burn rate than fuel with low soot potential.
Several accident scenarios of interest involve the spilling of jet fuel. The common fuel
considered is called JP-8. The problem with gasoline, jet fuel, and other common fuels is
that they are complex mixtures of hundreds of hydrocarbon fuels and conditioning agents
that can vary in composition according to time and location of where they are processed.
The best way to treat this complexity is to model the behavior of the complex fuel using
a simpler, surrogate mixture. A formulator of a surrogate fuel seeks to mimic certain
properties of the complex fuel with a fuel of simpler, known composition. Eddings et al.
(2005) and Violi et al. (2002) produce an example of such a formulation. They came
up with two surrogates each of which consisted of six components to simulate certain
properties of JP-8 such as smoke point, flash point, latent heat of vaporization, and heat of
combustion. Modeling multicomponent fuel with hundreds of components whose identity
and relative concentration are not fully known is impossible to program into the Responsive
Boundary model, but a simpler, six component mixture with known composition is much
more feasible.
The goal for the project is to develop the Responsive Boundary model that can capture
the important physics of the liquid pool and be able to adequately handle any fuel mixture
of interest. The model must be incorporated into ARCHES to be used with pool fire
simulations. Once incorporated into the CFD code it will be of interest to see the impact
of the new boundary condition on the predictions of the pool fire’s properties and behavior.
1.4.2 Objective 2: Verification and Validation
In his brief history of the development of CFD, Roache (1998) notes that for a sub-
stantial period of time when computer technology experienced tremendous growth and
the various fields of computational physics (including CFD) also grew in like manner,
the virtually single-minded focus of computationalists was centered on development of
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computational technology to describe more and more complex physical systems, and very
little was done to develop the means of quantifying the accuracy of results generated from
new computational technologies. For a time, most computational results were accepted if
the code compiled without error, the results seemed to make sense, and the data produced
gave a good match to experimental data. Roache notes that although some groups gave
proper attention to the quality of their code, large numbers of other codes developed
suffered from a lack of accuracy in their results during this period. For example, in a study
by Hatton (1997), over 100 scientific packages were analyzed over a period of four years. In
one set of tests each code was checked line by line for what Hatton calls static faults. In this
set of tests, a static fault is an error in the code that would not interfere with compilation
or cause a crash upon execution of the code, but it could potentially lead to false results.
In a second test, certain codes from one discipline (earth science in this case) were run
using the same parameters and the same set of input data to compare the results among
the different codes. To be brief, the test results showed the performance of the various
codes to be problematic. The first set of tests showed that most codes were inundated
with various coding faults, and the second set of tests revealed significant discrepancies
among codes using the same computational procedures. What is perhaps most disturbing
about these test results is that many of the codes analyzed were proven software. Meaning
that they had already been in wide use.
Computational science is a relative newcomer to the field of research along with the
experimentalists and theorists. Although computational science has shown great promise
for the benefit of research, the example above and other similar lessons in the history of
computational science show that it cannot replace experimentation, and if its results are
to be deserving of the same regard as those from experiment and theory, they must comply
to the same standards of quality. Experimentalists must quantify the error in the results of
their work for it to be properly recognized, and there is no reason that the same standard
should not apply to the results that come of computation.
Errors in computational models arise from the following sources: The first source is
programmer error or coding bugs. As demonstrated by Hatton (1998) coding mistakes are
an ever present and abundant source of error to a codes performance, especially in larger
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codes. One can spend a significant amount of time and resource finding and eliminating
bugs, and yet it seems that there are always more to find. Bugs that prevent compilation
are relatively easy to resolve. Bugs that are not detected in compilation and still cause
errors are particularly worrisome as their effects may not be apparent. The second source
of error in a code is round-off error due to the limitations of finite-precision mathematics
common to all computers. Beyond the utilization of stable algorithms, or algorithms that
do not enhance the effect of round-off error in the course of their execution, little can be
done to eliminate this type of error. As long as stable algorithms are employed in the
code, the effect of round-off error is minimal. The third source of error in simulation is the
error associated with spatial and temporal discretization of continuum equation models
like the Navier-Stokes equations described earlier and the error inflicted from iterative
procedures that are not sufficiently converged. The last type of error occurs due to choice
of mathematical models that depart in some degree from physical reality due to simplifying
assumptions. All but the last source of error represent discrepancies between the mathe-
matical model of the system and the computer implementation of that model. These errors
represent a problem with computer programming and algorithm development. The process
of quantifying and hopefully minimizing such errors is called verification. The discrepancy
between the computer implementation of the model and physical reality caused by the last
of the sources of error mentioned above represents problems with the conceptual model.
Quantifying this type of error in a code’s performance is called validation. The terms
verification and validation are given a more formal definition by the American Institute of
Aeronautics and Astronautics (AIAA) (1998). They define verification as the process of
determining that a model implementation accurately represents the developer’s conceptual
description of the model and the solution to the model. They likewise define validation as
the process of determining the degree to which a model is an accurate representation of the
real world from the perspective of the intended uses of the model. Trucano and Oberkampf
(2002) note that both definitions qualify verification and validation as processes that are
ongoing. The processes verification and validation are never complete. One can quantify
error in a model for certain applications to a point, but one can never complete these
processes for all possible applications. A code’s performance is much like a the application
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of a scientific theory, it cannot be proven, it can only be disproven. Nevertheless, a
persuasive effort must be made to demonstrate the quality of code for relevant applications.
A code must be adequately verified before it can be validated. These processes are
necessary for a scientific code to achieve a certain credibility. Roache (1998) notes in his
history of verification and validation development that several professional and scientific
organizations changed policy in regard to the acceptance of scientific work which included
numerical results from a scientific code. For example, in 1986 the ASME Journal of Fluids
Engineering made the following declaration: The Journal of Fluids Engineering will not
accept for publication any paper reporting the numerical solution of a fluids engineering
problem that fails to address the task of systematic truncation error testing and accuracy
estimation. Within ten years of this statement several other scholarly journals made similar
policy statements. Just as experimental evidence must have error analysis to achieve
credibility, so too must computational data.
An objective of this research project is to take sufficient steps in the process of verifying
the performance of the Responsive Boundary model and the validation of its results. As
noted above, it may not be possible to prove the fidelity of the Responsive Boundary code,
but steps can be taken to build reasonable confidence in its performance for the physical
situations of interest.
Figure 1.1 illustrates what is called a validation hierarchy. The hierarchy depicted
demonstrates the complexities involved in the problem of predicting the total heat flux to
an object immersed in a large transportation pool fire. The highest box in the hierarchy
represents that very scenario. Moving down the hierarchy the overall problem is broken
down into simpler physical phenomena. Each lower box represents a subset of important
physical phenomena to be simulated. The higher in the validation hierarchy the more
complex the system and the more difficult it is to obtain high fidelity experimental data
for model validation purposes. The lower down the hierarchy the physical systems become
simpler, and the experimental data available for such systems is higher in fidelity. It is
important to validate computational models with the lower hierarchy systems first in order
to improve fidelity with the higher systems in the hierarchy.
The current project focuses on a subset of the hierarchy depicted in Figure 1.1. The
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validation hierarchy for this project is shown in Figure 1.2. The peak of this smaller
hierarchy is the problem of simulating a large liquid pool fire. The problem is broken into
two parts. The first is improvement of the inlet boundary condition via development of the
Responsive Boundary model. The second box represents validation of the ARCHES code
through simulation of laminar helium plumes and collaboration of simulation results with
experimental data from such plumes through an experimental technique called holographic
interferometry. Helium plumes are excellent systems for validation of pool fires as the two
systems have similar flow characteristics.
Chapter 2 of this work establishes the important theoretical and experimental back-
ground relating to pool fire research and identifies the important physics that influence
the correct prediction of liquid pool burning rate, and it discusses previous attempts at
liquid pool models. Chapter 2 also discusses common methods of verification, validation,
and uncertainty quantification. Chapter 3 describes the formulation and application of
the Responsive Boundary model. Chapter 4 describes verification and validation activities
related to the Responsive Boundary model prior to its application with the ARCHES fire
code. Chapter 5 describes the technique of holographic interferometry and the efforts
to validate ARCHES calculations with holographic data from helium plume experiments.
Chapter 6 describes verification and validation activities of the ARCHES code with the


























































































































































































































































































































































































































































































In order to construct an effective model of a burning liquid pool it is essential to
understand the physical system of the pool fire including the physical phenomena that
influence the burn rate of the pool. With this in mind, a review of past research conducted
with pool fires is appropriate. The primary objective of the Responsive Boundary model
is to give accurate fuel evaporation predictions as boundary condition input to fire code
simulations. As the literature is reviewed, the physical phenomena that most strongly
affect the pool evaporation rate must be identified and distinguished from the physics that
are less important to the this research objective.
Several pool fire experiments in the literature seek to measure the evaporation rate
of the liquid pool and determine the important physical factors that influence the burn
rate. The researchers reasons for studying the evaporation rate is best understood in the
light of safety concerns. In the scenario of an accidental fire, it is critical to know for
the given conditions of the fire how the fire will spread, and it is important to be able to
predict how much heat the fire will contribute to the surroundings and where the fire will
distribute its thermal output. The burn rate of the pool is a critical factor in predicting
these phenomena. According to Blanchat et al. (2006) the fuel vaporization rate is among
the most important variable to be predicted in fire simulation as it determines how long
the fire burns. Drysdale (1998) points out that in addition to the fire duration, the fuel
vaporization rate is critical in predicting the size of the fire and the amount of heat released
to the surroundings as he demonstrates in the following relation:
Qc = m˙χ∆Hc. (2.1)
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In this relation, Qc is the heat release due to combustion of fuel, m˙ is the vaporization
rate of the fuel, χ is an efficiency that represents the effect of incomplete combustion, and
∆Hc is the heat of combustion for the burning fuel.
Almost all the research on pool fires that measure the liquid vaporization rate focuses
only on modeling the global burning rate of the pool. Several sources in the literature
acknowledge that the vaporization rate varies spatially over the pool surface as well as with
time, but as they are primarily interested in the overall heat output of the fire, the spatial
variations are not as important to their purposes. While the prediction of heat output from
a given accidental fire is the long-term goal, the immediate goal of this project is to improve
the accuracy of fire code simulation by providing a more accurate inlet boundary condition,
and this requires predicting the vaporization rate with the spatial and temporal variations
intact. Such an improved boundary condition can conceivably increase the accuracy in the
predictions of the behavior of the fire including the flame size and shape as well as the
directional properties and intensities of the flame’s heat fluxes.
2.2 Review of Pool Fire Research
The history of pool fire research goes back at least as far as the 1950s where the first
important mechanisms governing pool fires are identified, and it extends to the current
time where large, costly experiments are performed with more modern, sophisticated
instrumentation in order to provide more detailed and accurate measurements for the
purposes of simulation validation. The following review of the research concerning pool
fires is by no means exhaustive, but it does include a good, representative outline of the
important experiments and findings that have occurred over the past 60 years. In addition
to the literature cited here, other good reviews of the progress of pool fire research can be
found from Koseki (1999) and Joulain (1996 and 1998).
In order for the literature to be viewed in the right context it is helpful to discuss some of
the common experimental conditions for pool fires. One of the early realizations about pool
fires burn rates is its dependence on the size of the pool usually characterized by the pool’s
diameter. Different mechanisms of heat transfer affect the burn rate, and the dominant
mode of heat transfer is determined by the size of the pool. For the experiments mentioned
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in the literature the size of the pool could be as small as a fraction of a centimeter to as
large as several meters (∼ 30 meters) in diameter. The pools themselves are frequently
contained in a vessel, pan, or other type of container. Some of the vessels are made from
ceramic materials, others use stainless steel. For smaller pool fires, cooling water is run
through the lower portion of the pan to control the size of the flames in the fires experiment.
For larger pool experiments the same purpose is served by floating a relatively thin layer
of fuel over a layer of water. In some of the experiments the fuel level in the pan was
kept constant by feeding additional fuel to the pan from a reserve supply to replenish the
evaporated fuel. Such experiments are called steady pool fire experiments. With other pool
fires, experimentalists simply fill the vessel with a specified amount of fuel and allow the
fuel to burn without replenishment until the fuel is exhausted. These types of experiments
are referred to as transient pool fire experiments. Another important phenomenon that
affects burn rate is the presence of crosswind. In some experiments it is desired to have
minimal wind effects and great effort is made to ensure that no external air fluctuations
occur during the experiment. In other cases the wind is produced artificially and controlled
to give a desired wind velocity and direction. Yet in other cases, especially with larger pool
fires, the experiments are conducted in an open, outdoor environment. In these cases the
wind speed and direction are carefully measured to account for the winds effect on the pool
fire.
The first major collection of research on the nature of liquid pool fires was conducted
by two Russian researchers: V.I. Blinov and G.N. Khudyakov (1957). Their work was later
reviewed by Hottel (1958) before their report was translated to English in 1961. Hottel calls
attention to the importance of their work and derives an important relationship, based on
their data and analysis, between the energy balance of the pool and the vaporization rate of
the pool. The report by Blinov and Khudiakov details the results of experiments performed
by themselves and others, and they identify important pool fire mechanisms and derive
mathematical models to predict various behaviors of pool fires. They conduct numerous
pool fire experiments ranging in size from less than a centimeter to nearly 23 meters in
pan diameter. Their experiments include the burning of common industrial fuels such as
gasoline, tractor kerosene, diesel oil, solar oil, and transformer oil. The author’s report
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includes findings on the size and shape of pool fire flames, the rate of pool vaporization
versus the rate of combustion reaction in the flame, the behavior of flame pulsations and its
relationship to the Reynold’s number for pool fires, the different flow regimes (i.e., laminar,
transition, and turbulent) of pool fires, temperature profiles and radiation properties of the
flames, the phenomenon of soot formation, compositional changes in fuel mixtures during
the burning process, the formation of what the authors call the homothermal layer and
the phenomenon of boil over, the transient behavior of the fuel vaporization rate and its
relationship to the pool diameter, the effect of fuel composition, oxygen concentration, wind
speed, and fuel level with respect to the burn lip on the fuel vaporization rate, the variation
of vaporization rate over the surface of the pool, the variation liquid temperature over the
pool surface, and the vertical variation of temperature in a burning liquid. Frequently
quoted by subsequent researchers, the work by Blinov and Khudiakov is widely considered
to be foundational to the area of pool fire research.
Contemporary to Blinov and Khudiakov is the work of Rasbash et al. (1956). The
authors in this early and important work perform pool fire experiments with an alcohol
mixture, benzole (an aromatic mixture), and petrol (gasoline) in pans that are 30 cen-
timeters in diameter. The authors use thermocouples to measure the liquid temperature
at and below the surface during the burning process. They observe the size and shape of
the different flames, and note the difference in flame shape between the alcohol and other
hydrocarbon fires. The authors are the first to describe the formation of the fuel vapor
zone above the pool surface and how it changes during the different phases of burning and
between the different types of fuel. They note that especially for the nonalcohol flames the
dominance of radiation heat transfer to the pool surface over convection and conduction
for 30-centimeter fires. They also give estimates of the radiation flux to the surface based
on mathematical models and measurements of flame size, temperature, and emissivity.
Burgess et al. (1961) perform a series of transient pool fire experiments. The fires
range from 7 centimeters in diameter to 2.4 meters in diameter, and include fuels such
as methanol, hexane, xylene, and what the authors call benzene (its likely that this fuel
was actually benzole, an aromatic mixture.) The authors objective in this work is to
corroborate the finding of Blinov and Khudyakov (1958) with regard to the dependence of
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fuel burn rate on diameter and wind speed. The authors observe the transient warm up
period and the steady state period of the pool burning process. They find that the steady
burn rate reaches an asymptotic value once the diameter is sufficiently large, and they find
that the wind speed increases the steady burn rate of the pool.
Akita and Yumoto (1965) conduct pool fire experiments with methanol in concentric
vessels ranging in size from 10 centimeters to 30 centimeters in diameter and in regular
pans ranging from 1 centimeter to 60 centimeters. Unlike the experiments that Burgess et
al. (1961) describe, these are steady experiments where fuel is supplied to the pan to keep
the liquid level steady during the burning process. The authors find from the concentric
ring pools that for the smaller fires (≤ 30 centimeters), the fuel burns fastest at the edge of
the pool and the burn rate decreases as you move to the center of the pool. They also find
that this pattern of burn rate is less prominent in larger pools. They also find that thermal
radiation to the pool surface for small methanol fires can be neglected for the pools energy
balance. They also confirm the validity for small pool fires of the mathematical model
described by Hottel (1958) for predicting global pool burn rate.
Thomas et al. (1965) perform experiments on larger (91-centimeter diameter) ethyl
alcohol pool files. In this study, the authors are primarily interested in issues of air flow,
air entrainment, and oxygen concentration in the flame region. However, they also measure
heat flux to the pool surface for these larger fires. They estimate that at the center of the
pool one fifth of the thermal heat flux is due to convection and the rest is radiation while
at the edge of the pool convection and radiation share equally in the thermal input to the
surface.
Corlett and Fu (1966) study the effects of variation in liquid temperature, vessel wall
conductance (thermal conductivity multiplied by wall thickness), and water contamination
of the pool on the burn rate. The experiment includes pans ranging in size from 0.6
centimeters to 30 centimeters, and involves the burning of ethanol, methanol, and acetone.
They find the effects of these three phenomena on mass burn rate to be negligible. What is
perhaps more relevant to the present research is that they make 1 of the first attempts to
measure radiation to the pool surface directly using a small insulated vessel containing fuel.
The authors also note that radiation flux to the surface becomes important at 5 centimeters
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to 10 centimeters diameter. They note that convection heat transfer dominates at the edge
of the pool while radiation dominates in the center of the pool which is in agreement with
other studies.
Alger et al. (1979) make some very interesting observations concerning large (3.05
meter diameter), transient pool fire experiments that they conduct. They burn methanol
and JP-5 (jet fuel) in separate experiments to contrast the behavior of luminous (JP-5)
pool fire flames to that of nonluminous flames (methanol). Besides flame structure, the
authors also seek to measure radiative feedback to the pool surface. The authors find that
nonluminous flames produced higher flame temperature than that of luminous flames due
to lower heat losses. Their measurements of radiation feedback indicated that for methanol
the radiative input to the center of the pool surface was 75 to 80 kw/m2 while the JP-5
flame generated 100 kw/m2 in the same location. They estimate the convective flux to
the surface to be about 8.3 kwm2 on average thus confirming the dominance of radiative
feedback for large pool fires. What is also of great interest is that the authors comment on
the optical properties of fuel pools. They find that the pool absorbs the thermal radiation
effectively enough to only allow negligible penetration into the pool’s depth. They estimate
the penetration depth to be on the order of 1 centimeter. With regard to the reflectivity
the radiative heat flux on the pool surface, the authors comment that most fuels have
a refractive index between 1.4 and 2.0 leading to a rough estimation of pool reflectivity
between 0.05 and 0.10.
Shinotake et al. (1985) conduct transient experiments of moderate to large sized
heptane pool fires (30 centimeters to 100 centimeters in diameter.) The authors measure
radiation flux to the pool surface using Gardon type flux meters. In this study, the authors
examine the transient behavior of radiation flux as the pool fire progresses. They note an
overshoot in the radiative flux during the warm-up period of the fire experiment which
they attribute to the formation of the fuel vapor zone that eventually blocks a portion
of the radiation to the pool surface once established. According to the authors, this also
explains why the feedback radiation tends to level off with increasing diameter while the
radiation to the surroundings continues to rise with pool diameter.
Klassen and Gore (1992) and Hamins et al. (1994) conduct a series of important pool
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fire experiments with detailed description of the important phenomena (structure of flames,
radiation feedback to the pool surface, burning rates, etc.) Their pool fires range in size
from 7.1 centimeters to 1 meter using both simple and concentric ring burners. They burn
a number of fuels, but much of their analysis focuses on methanol, heptane, and toluene as
representative of nonsooting, moderately-sooting, and heavily-sooting flames, respectively.
The authors measure flame properties such as flame temperature and soot formation for
the soot forming flames. They also measure the optical properties of the flames (i.e.,
absorption and transmission of thermal radiation.) The authors are also interested in
measuring the effect of turbulent motion in the flames on soot formation and temperature.
Using narrow view radiative heat flux gauges they measure radiation input to the pool
surface, and are able to measure angular dependence of the radiative input. They note for
30-centimeter fires that radiation flux is strongest at the center and declines toward the
edge of the pool. The decline is more prominent for the methanol flames. They also note
that radiation dominates the heat input for smaller pool diameters for toluene and heptane
fires more than for those of methanol fires. They also note the presence of soot particles
contaminating the pool surface during the burning process which could conceivably alter
the optical properties of the pool. The authors also comment on the importance of the
reflection of radiation in considering the pool’s thermal balance. They also comment on
the importance of re-radiation or thermal radiation originating from the pool surface. The
data from this experiment is used to calibrate and validate models similar to the one being
developed for the present research objective.
Chatris et al. (2001) burn gasoline and diesel oil in pans of one, three, and four meters
diameter. Their fire experiments are transient. Their objective is to measure the fuel
burn rate as a function of pool diameter and wind velocity. They observe three distinct
phases of transient burning: the transient warm-up phase, the steady burning phase, and
the transient burn out phase. They report that the warm-up phase takes about 40 to 60
seconds for the fuels tested. They note that the phenomena of boil over is observed for
gasoline and especially for diesel oil. They also note that the effect of wind on the burn
rate is not significant until the wind speed reaches two m
sec
.
Randsalu et al. (2004) conduct numerous JP-8 (another jet fuel) fires in 2-meter
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diameter pans under conditions of 13 m
sec
wind. Their purpose is to measure fuel burn
rate using a number of different experimental techniques. Their analysis focuses on the
merits and disadvantages of each technique.
Blanchat et al. (2006) perform four large-scale (∼ 8 meters in diameter), transient,
JP-8, pool fire experiments in outdoor conditions at different wind conditions. Their
objective is to obtain a variety of measurements for the purpose of aiding in the validation
of computational pool fire models. Their measurements include flame and pool temper-
atures, radiation flux to the pool and to the surroundings, and to immersed and nearby
calorimeters. They also closely measure the wind conditions. Flame size and shape are
monitored using cameras. Mass burn rate is also measured using a thermocouple rake.
Brown et al. (2006) conduct a phenomenology and identification and ranking exercise
(PIRT) to determine the important physics in pool fires that affect the fuel burn rate in
preparation for the development of a liquid pool model similar to the one being developed
for the current research project. The factors they considered in their analysis include
radiation properties of the pool and of the flame region, the effects of fouling of the pool
surface, the effects of fuel volatility and vapor pressure, convection within the pool, the
effects of wind over the pool surface, the effects of the pools temperature profile, the
thermodynamic properties of the fuel, the composition of the fuel, and the presence of
materials near the fuel. The authors classify each phenomenon according to its importance
in the determination of burn rate. It is also important to note that for many of the
phenomena their effect on burn rate was not well understood.
It is interesting to note how the objectives and the methods of pool fire research
evolved over time. For example, in the earlier experiments the goal was to identify and
gain a general understanding of the important mechanisms that control liquid fires. The
researchers had relatively crude instrumentation and they could not take detailed measure-
ment of physical properties in conditions of turbulence common to the larger pool fires.
The earlier researchers could not directly measure radiation flux or soot concentrations.
Many of the early observations made applied to the global behavior of the fire. They
could describe the overall burn rate or the general shape, size, and appearance of the
flame, but they could not immediately measure these same flame and pool properties
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locally with the same certainty as with the global measurements. As time progressed,
the instrumentation became more sophisticated and more detailed information about the
physical properties could be measured. The objective of pool experimentation was no
longer just about understanding the physics of fire. With developments in computational
technology, computational prediction became another valuable tool in understanding fire
behavior, and experimentalists then sought to measure more specific data in order to help
develop, calibrate, and validate computer models.
2.3 Important Pool Fire Measurements
As radiation flux has a very important influence on the rate of pool vaporization,
especially in larger pool fires, it is worth reviewing some of the experimental methods
employed to measure this quantity. Some of the earlier researchers such as Rasbash et al.
(1956) infer the value of the radiation flux to the pool surface by measuring the the fuel
depletion rate and employing simple global radiation models that depend on the flame’s
temperature and emissivity. Given the different sooting tendencies of the different fuels
and the difficulty of measuring flame temperature accurately in turbulent flow conditions
as well as the errors stemming from assumptions in the emissivity models such methods
of estimating radiation flux are highly prone to error. The next technique is employed by
Corlett and Fu (1966). In their experiment, they attempt to measure radiation flux to
the pool surface by placing a small, insulated well in the pool at different locations. The
well contains a portion of the fuel. The fire is ignited for a time and then extinguished.
The level of fuel inside is measured before and after the burning period to determine how
much fuel was burned. The radiation flux is calculated from an energy balance on the fuel
in the well. Since the well is insulated, heat loss by conduction is considered negligible.
One problem with this method is that both convective and radiative heat transfer cause
the change in liquid level, and correlation must be used to estimate the convection heat
transfer which brings substantial error to the calculation. This particular method can give
measurement of radiation at different locations of the pool surface assuming the pool itself
is sufficiently large to prevent flame disturbance from the well’s presence, but it cannot
measure instantaneous flux. Instead, it can only give a time average flux to the measured
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point on the surface.
In the studies conducted by Alger et al. (1979), Shinotake et al. (1985), and Hamins et
al. (1994) the measurements of radiation flux to the pool surface are taken using devices
that use Gardon-type sensing elements. The sensor in these devices is a thin foil which is
connected to a sensor body at the edges and a thin wire at the center. The two connection
points act as the hot and cold end of a thermocouple system. When heat flux is incident
on the center of the foil a signal is generated that is proportional to the heat flux incident
on the sensor. The Gardon-type sensor is usually water cooled to prevent heat conduction
input to the sensor, and the device is built to withstand the high temperature environment
of the flames. One significant problem with the sensor is that the incident heat flux
includes both radiative and convective heat flux. A method must be found to separate
the two types of flux in order to properly measure the radiative flux. In their experiments
Alger et al. (1979) use a heat flux device with a sapphire window which allows radiant
flux to pass but prevents the hot gases from entering the chamber and interfering with the
sensor. The issue with this design is that the window itself could heat up and contribute
its own radiative heat flux to the sensor. A different approach using the same sensor is
employed by Shinotake et al. (1985). Their approach utilizes two sensors with the same
construction except that one sensor surface is made black in order to absorb virtually all
incident radiation, and the other sensor’s surface is polished to give it a lower emissivity.
As long as certain properties of each sensor are known it is possible to solve a small system
of equations that yield the convective and radiative heat fluxes. Two problems with this
approach are that the uncertainty in the measured fluxes are limited by the uncertainty
in the measurements of the properties of the sensors, and the convective heat flux to the
sensor’s surface will be different from the convective flux to the surface of the pool as each
surface has different properties that affect convection. Hamins et al. (1994) use a device
with a small opening for radiative flux to enter. They also purge the opening by blowing
nitrogen gas out the opening. The small opening allows the measurement of heat flux at
different incident angles depending on the orientation of the placement of the gauge at the
pool surface. The nitrogen purge prevents gas product from entering the gauge chamber
and depositing material on the sensor. It also reduces convective flux to the sensor. In
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their large pool fire experiments Blanchat et al. (2006) make use of a different instrument
called a Heat Flux Gauge (HFG). The HFG is a well insulated, cylindrical device that uses
a very thin metal plate with a thermocouple attached. The plate must be sufficiently thin
such that there are only negligible thermal gradients in the plate. As the plate is exposed
to the environment of the fire the temperature of the plate is measured. From the time
data of the plate temperature the radiative heat flux is calculated from a heat balance
model of the plate. The HFG was designed to measure steady-state radiative heat flux in
a fire environment. An uncertainty analysis of the HFG by Blanchat et al. (2000) showed
that in validation tests of the device uncertainty in radiative flux measurments could be as
high as about 40 kw/m2. The authors identified the largest source of the uncertainty as
unaccounted physics in the gauge’s thermal model. The measurement of radiation flux is a
difficult and ongoing processes. Examination of heat flux data from a turbulent fire reveals
data that vary erratically with time. Any measurement of the flux will undoubtedly have
large uncertainty.
Fuel vaporization rate is another important quantity in pool fire experiments whose
measurement is worth examining given that the focus of the present study to accurately
predict this very quantity. It is worth noting that there are number of ways that the fuel
burn rate is quantified. One way is to measure the liquid regression rate which is defined
as the fall in liquid level with time and it employs units of length per time. The other way
is to measure the change in fuel mass with time, and this is generally as the mass flux with
units of mass per unit area per time. There are four techniques mentioned in the literature
for determining how fast the fuel is burning. The first technique is visual inspection of the
liquid level as it drops with time. This technique can also employ cameras to record the
liquid level with time. Since the pool level is likely to fluctuate rapidly during the burning
process it is more practical to connect a small glass meter to the pool whose level will be far
more stable. This technique is best suited to transient pool fire experiments. For steady
experiments where fuel replenishment keeps the pool level constant, the level in the reserve
tank can also be monitored using this method. The next technique is to measure the mass
of the pool or reserve fuel tank with time using load cells. Data of mass measurements
with time can be used to calculate the mass burn rate from the slope of the data. Another
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technique is to measure the liquid height with time by measuring the liquid pressure with
pressure transducers place at the bottom of the pool. The last technique is an approach
that has been developed more recently and used by Randsalu et al. (2004) and Blanchet
et al. (2006). The approach uses an array of thermocouples commonly referred to as a
thermocouple rake to measure the temperature of the fuel throughout its depth and the
gas zone above the pool surface as the depth of the pool changes. Obviously, this approach
is best suited to transient pool experiments. Since the temperature measured by the array
rises sharply once above the pool surface it is simple to see the pool’s surface position as a
function of time from the temperature data. Randsalu et al. (2004) performed regression
rate measurements using all four described techniques. They found the results for all the
techniques to be comparable with the exception of the pressure transducer method.
2.4 The Pool Energy Balance
In their classic work, Blinov and Khudyakov (1957) examine the evolution of the fuel in
a pool fire. The fuel starts in the liquid phase, and as the fire begins to warm the pool the
fuel then vaporizes into the gas phase. Once the fuel rises from the pool surface it mixes
with the air, and once the fuel/air mixture is in the proper ratio the fuel reacts generating
the proper chemical products. Blinov and Khudyakov are interested in determining how
fast the fuel burns. They compare the rates of the different processes in the fuel’s evolution
and find that the vaporization rate is slow compared to the reaction rate of the combustion
process. This means that the burning rate of the fuel can only go as fast as the pool supplies
fuel to the flame zone through the process of fuel evaporation. The rate of combustion is
also limited by the supply of oxygen to the flame. Blinov and Khudyahkov find that the
rate of pool vaporization depends on the heat input to the pool surface. In his review of
their data Hottel (1958) identifies three sources of heat transfer to the pool from the flame:
Radiation from the flame, convection to the pool surface due to high temperature gases
adjacent to the pool, and conduction to the pool through the heated experimental vessel
in which the fuel is contained. The pool loses energy through the process of evaporation.
Figure 2.1 shows a rough schematic of an experimental pool and demonstrates the three
sources of heat input to the pool.
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Also, in their experiments Blinov and Khudyakov measure the steady, liquid pool
regression rate as function of the pool’s diameter. They find that the steady regression
rate is highest at small pool diameters and drops sharply with increasing diameter. The
regression rate then flattens out to a minimum value (around 10 centimeters diameter
for most fuels) and begins to rise again. The regression rate rises and then reaches an
asymptotic value at a certain pool diameter that is generally above 1 meter diameter for
most of the fuels tested. Figure 2.2 shows a qualitative graph of the regression rate with
pool diameter based on the work of Hottel (1958).
Note that in Figure 2.2, the curve varies in the critical lengths from fuel to fuel. Also
note that the flow regime regions are labeled with the regression trend. As mentioned
before the Reynold’s number is what generally characterizes the flow regime of a given flow





Here, Re is the symbol for the Reynold’s number. u∞ is the system velocity. For the pool
fires the velocity is the fuel velocity as it leaves the pool. The symbol l represents some
characteristic length that depends on the geometry of the system. For the pool fire system,
the characteristic length is the pool’s diameter. Lastly, ν represents the fluid kinematic
viscosity. Although the Reynold’s number traditionally represents the flow regime in the
case of pool fires, Blinov and Khudyakov choose to represent the flow regime by the pool
diameter alone.
In their explanation of the regression rate trends, they claim that the different modes
of heat transfer are dominant at different pool diameters, and that these regions of heat
transfer control also correspond closely to the regions of flow regime. At small pool
diameters, where the flame is laminar they argue that conduction from the pan is the
dominant mode of heat transfer. In the region of large pool size ( 1 meter or larger in most
cases) where the flame is fully turbulent, radiation is the dominant mode. Convection is
more or less constant through the whole range of pool diameters, and the region between
the two regions of conduction and radiation dominance is where the flow is in transition
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to turbulence and the regression rate is at its lowest.
Hottel (1958) supports the reasoning for this explanation of regression rates through a





















In this relation, q is the thermal energy to the pool, A is the pools area. The right-hand
side of the relation is the sum of three terms. The terms, going from left to right represent
mathematical models for heat transfer due to conduction, convection, and radiation. In
this part of the relation, d represents the pool’s diameter, k1 is thermal conductivity, Tf
and TB represent the flame and pool temperatures, respectively, U is the heat transfer
coefficient for Newton’s law of cooling, σ is the Stefan-Boltzman constant, F is a geometric
view factor that represents the flames view of the pool surface, and κ is Beer’s law extinction
coefficient that models the flame opacity with flame thickness. Note that the convection
term has no dependence on pool diameter. This supports the assertion that convection
heat transfer remains constant through the range of pool diameters. The conduction term
contains the pool diameter in its denominator, so when the pool diameter is small the
the conduction term will be large and the term becomes smaller as diameter increases.
This supports the observation from Blinov and Khudyakov that the conduction dominates
heat transfer to the pool for small flames. As pool diameter increases the emissivity of
the flame in the radiation term of Equation 2.3 approaches unity and the radiation term
grows asymptotically to a maximum value. This confirms that radiation dominates heat
transfer to the pool for large diameters, and it confirms that the regression rate will reach
a maximum value as pool diameter grows larger.
The dividing diameter between the different heat transfer zones is not uniform for all
fuels. For example, Klassen and Gore (1992) found that for toluene fires thermal radiation
dominated at diameters as small as 5 to 7 centimeters while for heptane this dominance
begins at diameters of 20 to 28 centimeters. For methanol fires of 30 centimeters diameter
radiation is important along with convection. The explanation for these differences has to
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do with each fuel’s ability to radiate heat when burning. This property will be reviewed
in more detail later.
It is clear that conduction from the pan loses its dominance rather quickly as diameter
increases. Only for pools of 5 centimeters diameter or less is conduction an important
effect. Accidental fires considered to be a threat to life or property will certainly be much
larger than 5 centimeters. Alger et al. (1979) as well as Klassen and Gore (1992) state
that convection is important only in moderately sized fires ( 20 to 100 centimeters), and
that for all flames 1 meter in diameter or larger negligible error is inflicted if convection is
ignored, and the error only declines as the size of the pool increases. Since most accidental
fires are much larger that 1 meter radiation becomes the most important mode of heat
transfer in the study of pool fires. Much more focus will be placed on the effects and
properties of radiative heat transfer than for convection or conduction. For simulations of
large, turbulent pool fires radiation is the only mode of heat transfer to the pool that needs
to be considered. For the simulation of moderately sized pools convection should also be
added, especially if the flames are nonluminous (non-soot forming).
As the larger pools have a burn rate determined almost entirely by radiation input, a
simple mathematical expression has been developed to give the global burn rate for such
fire. Blinov and Khudiakov (1957) as well as Burgess et al. (1961) describe the model. If
conduction and convection are neglected then the first two terms on the right-hand side
of Equation 2.3 are dropped leaving only the third term. The first part of the radiation
input term represents the maximum vaporization rate, and the second part of the term
containing the pool diameter dependence is the emissivity of the pool. As stated before
the larger the pool the closer the emissivity comes to unity. With these considerations the






In this equation, v is the burn rate of the fuel expressed as the liquid regression rate, v∞
is the maximum regression rate under conditions of a flame emissivity of unity. In both
studies by Blinov and Khudyakov and by Burgess et al., the two parameters of Equation
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2.4 (v∞ and κ) are experimentally determined for a number of fuels.
2.5 General Properties of Pool Flames
Blinov and Khudyakov (1957) make some interesting observations about the size and
shape of the flames arising from pool fires. They define the flame as the reaction region
which separates the zone where there is oxidizer but no fuel from the region where there
is fuel but no oxidizer. They comment that the size and shape of the flame are largely
dependent on the size of the pool. For the smallest of pool diameters (∼ 10 millimeters
or less) the flame has a well-defined conical shape that is fixed (no pulsations.) As the
diameter increases the flame begins to exhibit longitudinal pulsations. The height of the
flame fluctuates. As diameter further increases the flame begins to break up. Once the
pool is larger than 15 centimeters turbulence starts to manifest in the motions of the flame.
As to the size of the flame, as the diameter starts to increase from the smallest diameters
the ratio of flame height to pool diameter increases sharply throughout the laminar region.
As diameter continues to increase the growth in the ratio begins to flatten out. In the
turbulent region the ratio remains virtually constant.
Another important factor in the size and shape of the flames of pool fires is the fuel type.
Hamins et al. (1994) burn different types of fuel in 30-centimeter pans. They compare
the shape and character of flames from heptane, toluene, and methanol. These fuels are
chosen because of their different sooting tendencies, and because the shape of the flames
produced by these different fuels are markedly different. Hamins et al. describe the shape
of methanol flames as unusual compared to that of the other fuels tested. They describe
the steady flame as a series of thin, blue sheets starting from the edge of the pan and
sweeping inward to the center of the pool in wave-like patterns. In contrast, they describe
the heptane and toluene flames as turbulent with a cylindrical shape and flames that are
bright yellow in color.
The sooting tendency is the main reason for the difference in flame character described
by Hamins et al. Soot formation is an important phenomena that influences the radiative
properties of the flame and ultimately the burn rate of the pool as well as the shape and
size of the flame. Turns (2000) describes the formation of soot as a gas phase reaction that
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occurs for certain fuels at select temperatures at the low point in the flame. He describes
the formation and destruction of soot in four steps. The first step is the formation of
precursor species or the formation of polycyclic aromatic hydrocarbons (PAH) from the
various fuel species. The second step is the particle inception step where small particles
of critical size (several thousand atomic mass units) form due to chemical reaction and
coagulation. The third step is the surface growth and particle agglomeration of the small
soot particles as they are exposed to the fuel-rich environment. The last stage is particle
oxidation. As the particles are exposed the oxidation part of the flame, usually in the
top regions of the flame, they are destroyed through the oxidation process. Fuels that
destroy all of their formed soot are termed ”nonsooting.” Any fire that is highly efficient
in burning the fuel supply and converting it to carbon dioxide will be nonsooting. In pool
fires, the flames are not typically so efficient, and sooting frequently occurs. Certain fuels
tend to produce more soot that others. Turns ranks the fuels from lowest to highest sooting
tendency in this order: alkanes, alkenes, alkynes, then aromatics. Pool fires involving these
fuel are soot producing. Alcohol pool fires, in contrast, produce little or no soot, and since
thermal radiation originates largely from soot particles alcohol fires generate less radiant
heat. Klassen and Gore (1992) report from their measurements of radiation flux from
heptane, toluene, and methanol flames in 30-centimeter pans that the radiation heat loss
for methanol is about 0.2. The heat loss for heptane and toluene are about 0.3.
Relatively hot soot particles are responsible for the bright, yellow character of luminous
flames and are proficient at radiating heat to the surroundings. The more luminous a
flame the greater the radiative heat release, including that to the pool surface. Lumi-
nous, soot-forming fuels have greater heat feedback the pool surface which causes higher
vaporization rates, which in turn leads to larger, more turbulent flames. Also, because
luminous flames lose more heat to thermal radiation, their flame temperatures are lower
than that of nonluminous flames as is confirmed experimentally by Rasbash et al. (1956)
where they report that the flame temperature for the alcohol mixture is about 1200o C.
The same measurements for kerosine and petrol are about 200o C lower than that of the
alcohol flame, and the temperature for benzole, a mixture of aromatics which has a higher
sooting tendency, is about 300o C lower than that of the alcohol flame. Also, Alger et al.
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(1979) report from their 3-meter pool experiments that the measured flame temperature
for methanol is about 200o C higher than that of JP-5.
In their work with 30-centimeter fires Rasbash et al. (1956) make some relevant
comments on the formation of the flame shapes for different types of fuels. At the beginning
of the burn a thin sheet of flame originates from the pan’s edge and slopes downward
to touch the surface of the pool before sloping upward to form a cylindrical shape with
diameter smaller than that of the pan. As the burn process continues, fuel evaporates from
the surface at an increasing rate which pushes the flames away from the pool surface and
forms a fuel rich zone between the pool surface and the flame. Figure 2.3 shows a sketch
of the shape of flames near the pool at different pool fire stages as described by Rasbash
et al.
As shown in Figure 2.3(A), at the start of the burning process the flames can touch
a substantial portion of the pool surface. For the alcohols tested in their study Rasbash
et al. found that this flame shape held for the duration of the burn. Figures 2.3(B) and
2.3(C) illustrate what happens to more luminous flames as the burning continues. During
the steady burning period the flames fluctuate between the shapes shown in B and C of
Figure 2.3. This pattern is consistent with the behavior of the different types of fuels.
The nonluminous alcohol flames radiate less heat to the pool surface and generate less
vaporization of the fuel. The influx of fuel is not enough to push the flames far from
the pool surface. However the luminous flames produced by the kersosine, petrol, and
especially benzole generate enough fuel vaporization to form a larger vapor dome over the
surface and push the flames much higher. The formation of the vapor dome over the pool
surface is an important phenomenon as it can affect the volatility of the liquid fuel, the
convection heat transfer to the pool surface, as well as the radiation heat transfer to the
pool surface.
2.6 General Properties of the Liquid Pool
In their measurements of pool regression rate with pool fires Burgess et al. (1961) note
that after the fire starts there is a burning-in period where the burn rate accelerates before
reaching a steady burning period where the regression of the liquid level is constant. This
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behavior is consistent with other observations of burning liquid fuels. As the flames grow
they heat the pool, and as the pool warms it gradually vaporizes more fuel until a steady
state is reached. Chatris et al. (2001) also note this transient behavior in their experiments.
They describe the transient burning process in three steps as follows: The first period is
a transitory warm up phase. In this phase the flames spread over the fuel surface, and
then the flames gradually increase in size as the pool warms. They note that for gasoline
this stage lasts 40 to 50 seconds, and for diesel oil it takes about 60 seconds. The second
period is a stationary period characterized by a fully developed fire with relatively constant
burn rates. This stage ends when the fuel depletes, so the length of time for the stationary
phase depends on the amount of fuel in the pool. The last stage is another transitory
period where the flame size and burn rates gradually diminish until the fire extinguishes.
A very important property of the liquid in pool fires is the temperature of the liquid.
Blinov and Khudyakov (1957), Hottel (1958), Rasbash et al. (1956) all note that when
a pool fire ignites and the flames heat the liquid pool the surface temperature eventually
reaches a steady value that is usually just below the boiling point of the liquid. This is
found to be true of single component fuels and mostly true of fuel mixtures. From their
measurements of liquid pool temperature Blinov and Khudyakov find that the temperature
profiles with liquid depth follow a similar pattern for all measured fuels. Figure 2.4 is a
qualitative sketch of the common temperature profile.
Blinov and Khudiakov also propose a simple mathematical model for the liquid tem-
perature with depth:
(T (z)− To)
Ts − To = e
−kz. (2.5)
In Equation 2.5, T(z) is the liquid temperature as a function of liquid depth, z (z = 0
corresponds to the pool surface.) To is the nominal temperature or temperature of the
surroundings, and Ts is the pool surface temperature. The last symbol, k, is a parameter
that determines the shape of the temperature curve. Blinov and Khudyakov find that this
parameter varies widely for different fuels. They also find this parameter varies with other
physical properties such as the material of the pan in which the fire burns, the diameter
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of the pan, and the wind speed. They also find that k can vary with time. The important
detail is not so much the specific mathematical model or its parameter values, but the shape
of the curve itself. Examination of Figure 2.4 shows that the heating of the liquid occurs in
a small (∼ 1 centimeter) layer near the the surface. Blinov and Khudyakov largely account
for the shape of the temperature through the thermal diffusivity of the liquid. Since the
thermal diffusivities of hydrocarbon liquids are relatively small the temperature profile
would be expected to drop sharply past the pool surface. Also, as mentioned already,
Alger et al. (1979) find that the thermal radiation to the pool surface penetrates to a
small depth of the liquid pool, thus heating only that part of the pool.
Blinov and Khudyakov also report on the horizontal variations of the liquid tempera-
ture. For 25-centimeter pool fires they find that the temperature is highest near the edge
of the pool and decreases toward the center. This is expected because the flames come
closest to the pool near the edge of the pan. Both convective and radiative heat fluxes
would be high at the edge of the pool leading to higher temperatures there. For larger
pools it is found that radiative heat flux becomes large at the center of the pool which
leads to higher temperatures in that location as well. Blanchat et al. (2006) demonstrate
this heat flux pattern with measurements they take from 8-meter pool fires.
Another important property of the liquid pools is the composition of the fuel itself.
Blinov and Khudyakov (1957) describe some of the important effects of composition in
their report. Rasbash et al. (1956) report that for each of the mixtures burned in their
experiments the measured boiling point of each fuel changed during the course of the
experiment. This observation is common for experiments involving fuel mixtures, and
it is an expected trend since mixtures tend to vaporize the light components first. As
they deplete the lighter components from the liquid phase, the boiling point of the liquid
rises. The magnitude of change in the boiling point during the pool fire depends on the
components present. Some mixtures contain hundreds of components with a wide range of
boiling points. Other mixture’s components may have a relatively small range of boiling
points. Rasbash et al. report that for an alcohol mixture the boiling point changed from
77o C to 79o C. Their report for benzole shows slightly larger boiling point change from
79o C to 84o C. Their data for kerosine and petrol demonstration much larger boiling point
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changes (155o C to 277o C for kerosine and 30o C to 200o for petrol.)
Besides the change in boiling point, Blinov and Khudyakov observe different mixing
patterns in fuel mixtures as they burn. In some mixtures they note that the top layer of
the pool is well mixed giving a uniform composition to the liquid in that layer. This is
ascribed to mixing that occurs when the surface liquid is cooled somewhat by the process
of evaporation. The cooled liquid is more dense causing it to mix into the immediate
lower layers and causing the mixing pattern in the heated layer of the liquid pool. In
other cases it was noted that mixing occurred throughout the entire liquid pool. This
happens for mixtures where the density differences between the various components is
large enough to cause circulation throughout the liquid. The last type of liquid behavior
is the formation of what Blinov and Khudyakov call the homothermal layer. As already
mentioned here, the surface temperature of burning liquids tends to come to a steady value
that is slightly below the boiling point of the liquid. For some mixtures this is not true.
The homothermal layer is a well mixed zone where boiling of lighter components occurs.
Under certain conditions if the layer grows in size, boil over occurs. Blinov and Khudiakov
describe the formation and propagation of the homothermal layer in their report. As the
fuel mixture heats up, the temperature of the liquid is less than the temperature of the
pan wall. If the pan wall temperature rises higher than the liquid temperature then lighter
components at the bottom of the layer begin to boil near the wall. The boiling causes
vigorous mixing in the layer which can convect heat to lower layers in the liquid. As it
does so and as the temperature of the pan gets hotter at lower locations the homothermal
layer spreads and boiling increases. If the fuel is situated on top of a layer of water the
heat from the fuel will heat the water. Depending on the conditions of the water (purity
and presence of nucleate forming material) the water can heat to its boiling point and even
superheat beyond its boiling point. When the water can form steam bubbles, it can do
so quite violently. The expulsion of water vapor from the pool can project burning fuel
for large distances creating a severe safety hazard. As noted above, not all liquids can
form homothermal layers or boil over. First, this can only occur with mixtures. Also, for
the boiling to happen the mixture must have components with a sufficiently low boiling
point (∼ 100o C). The presence of water in many fuels promotes this behavior. Windy
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conditions can promote this phenomenon since the winds can deflect the flames in such a
way as to immerse the pan and speed the process of heating at the pan wall. Water cooling
of experimental pool pan when properly applied can suppress the heating of the pan and
prevent boil over.
2.7 Properties of Pool Fire Radiation and Convection
As previously stated, most accidental fires are large and turbulent. This means that
the dominant mode of heat transfer to the pools and thus the most important property to
influence the pool vaporization is thermal radiation. This section, therefore, will address
mostly properties of thermal radiation and only spend a minimal effort on convection.
Thermal radiation is one of the three basic modes of heat transfer. According to Incr-
opera and Dewitt (2002), unlike the modes of conduction and convection, the propagation
of radiant heat does not require the presence of matter in the medium of propagation.
Radiation is emitted from all matter though electromagnetic waves that are generated by
the oscillations and transitions of electrons present in all matter. The molecular oscillations
and electronic transitions are maintained by the internal energy and thus the temperature
of matter. Thermal radiation is transmitted by electromagnetic waves of a certain range
of wavelengths. Figure 2.5 is an illustration of the electromagnetic (EM) spectrum with
the range of radiative heat transfer labeled.
As is evident in Figure 2.5, radiative heat waves cover the visible range, a substantial
portion of the ultraviolet range, and most of the infrared range. The wavelength of the
emitted radiation depends on the molecular properties of the material from which it is
emitted. Different molecular vibrations and oscillations as well as electronic transitions
have different energies and emit waves at different wavelengths.
In the pool fire system, the thermal radiation is emitted from two sources. The two
sources are radiation emitted by optically active gases in the flame region. These include
unreacted hydrocarbons, carbon dioxide, water, carbon monoxide, etc. The second source
of radiant heat is emitted from hot soot particles formed in the combustion process. Alger
et al. (1979) report that radiation emitted from gas species exhibits wavelengths which are
generally less that 1 micrometer, while the radiation emitted from soot has wavelengths
40
mostly larger that 1 micrometer. Since nonluminous flames, such as those that arise from
alcohol fires have little or no soot, their thermal radiation arises largely from molecular
emission with smaller wavelengths. This explains why alcohol flames are often blue in color
(blue light has wavelength between 0.44 and 0.49 micrometers.) Sibulkin (1979) reports
that the size of the pool also effects which types of radiation are more important. He finds
that for pool fires of 10 centimeters or less in diameter, molecular radiation dominates over
soot radiation. As the size of the pool increases the influence of soot-generated radiation
becomes more important. For large fires both sources of radiation are important.
As mentioned before, Klassen and Gore (1992) perform pool experiments with methanol,
heptane, and toluene to compare flames from nonsooting, moderately-sooting, and heavily-
sooting fuels. They find that radiative heat loss for the alcohol flames is about 0.2, and
that the same property for heptane and toluene is about 0.3. Radiative heat loss is defined
as the amount of heat released as radiation from the combustion reaction divided by the
heat of combustion of the fuel. Klassen and Gore note that despite the difference in
soot-producing tendency between heptane and toluene, their radiative heat loss was the
same. They explain that the reason for this is that while toluene pool fires may generate
a great deal of soot, a large fraction of the generated soot particles are relatively cold and
do not contribute significantly to the emitted radiation.
Another radiation related phenomenon investigated by Klassen and Gore is the dis-
tribution of incident radiation on the pool surface. According to them, for 30-centimeter
pool fires of toluene and heptane, the feedback flux is already dominated by radiation.
For methanol fuel at the same pool size, convection still plays an important role in heat
feedback. Their measurements of radiative heat feedback show that radiation feedback is
strongest at the pool center for all three fuels tested. For the luminous flames, toluene
and heptane, the strength of the radiation flux remained relatively constant moving out
from the center to the edge of the pan. In the case of heptane, there is a slight decline. In
contrast, for methanol the strength of the radiative flux decreased significantly toward the
edge of the pool. Although radiation feedback is strongest at the center the authors find
that the overall heat flux is constant across the surface. This is due to convective feedback
being strongest at the edge of the pool. For moderate to large pools the radiative feedback
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is strongest in the center while the convective feedback is strongest at the edge where the
flames comes closest to the pool surface.
Another interesting feature of the radiative properties of pool fires is the absorptivity
and transmissivity of the flame environment to thermal radiation. This particular property
is of interest because it is important to know where the bulk of the radiative flux that is
incident on the pool surface originates. In their measurements of the optical properties
of the soot-forming flames Klassen and Gore (1992) find that for toluene, the more soot-
forming of the two fuels, the resulting flames are optically thick with transmittances less
than 30% throughout the entire flame and as low as 5% in some regions. For heptane, they
find the flames to be optically thin with transmittances of 70% or greater throughout the
entire flame region. The effect of the flame’s optical properties on the pool are that for
optically thick toluene the incident radiation at the pool originates from the flame within
a height above the pool equal to 0.5 times the pool diameter. For optically thin heptane
the incident radiation originates within a height above the pool equal to 3.5 times the
pool diameter. These properties are important because for pool fires deflected by high
crosswinds the incident angles of radiative feedback would be changed particularly for
optically thin flames. Radiation feedback with lower incident angles would have a higher
reflectivity, and this would significantly affect the energy balance of the pool.
The liquid pool itself also has optical properties which are of great import. When a
wave of thermal radiation strikes the surface of the pool it is not entirely absorbed into
the pool. Some of the energy is transmitted into the pool, and some of it is reflected off
the pool surface back to the surrounding domain. Of the radiation that is transmitted into
the pool some will be absorbed more quickly, and some will transmit further before it is
absorbed. Since the pool surface has temperature it will radiate its own heat in a process
called re-radiation. Figure 2.6 illustrates these phenomena.
The simplest of these phenomena to model is surface re-radiation. Both Hamins et al.
(1994) and Brown and Vembe (2006) use the Stefan-Boltzman law:
q
′′
re− rad = σ(Ts)4. (2.6)
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In this relation,  represents the emissivity of the pool surface, σ is the Stefan-Boltzman
constant, and Ts is the pool surface temperature. The value of the emissivity is unity
for the ideal, blackbody surface, and Hamins et al. make this assumption. Brown and
Vembe assume Kirchoff’s approximation that the emissivity of the surface is equal to its
absorption, and they assume that the absorption is 1 minus the reflectivity.
For the absorption of the radiation that transmits through the pool surface, it has al-
ready been mentioned earlier that the bulk of the radiation is absorbed within a depth of the
pool that is approximately 1 centimeter. The absorption of light in an absorbing medium





Here, T is the transmittance of light, and it is expressed as a function of path length z
which in this physical case is the depth of the pool below the surface. The transmittance
is defined as the ratio of the intensity of the light I(z), at some depth z, divided by the
incident intensity of the light Io. The mathematical form of the Beer-Lambert on the far
right side of Equation 2.7 shows that the intensity of the radiation drops exponentially with
pool depth. This is consistent with the idea already expressed that the thermal radiation
does not penetrate far into the liquid depth. Also, recall that the steady temperature
profile as a function of pool depth also drops in a similar manner as seen in Figure 2.4.





In this expression λ is the wavelength of the radiation, and κ is the imaginary part of
the refractive index of the medium (in this case the liquid fuel), also sometimes called the
absorption coefficient. The value for the absorption coefficient varies from liquid to liquid.
Examination of steady temperature profiles for pool fire show that the heated regions of
the pool occur within about 3 centimeters of the pool surface, which suggests that the
coefficient may not vary widely among different liquid fuels.
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Modeling surface reflection requires the application of the Fresnel equations. These
equations describe the fraction of intensity of light that is reflected, commonly called the
reflectance, as it passes the interface between one medium of refractive index n1, and
another medium of refractive index n2. The model is described by two equations:
Rs =










































The Fresnel relations apply to light waves traveling through nonmagnetic media. Exami-
nation of Equations 2.9 and 2.10 show that the reflectivities are defined in terms of the real
part of the refractive indexes of the media, n1 and n2, and the angle of incident radiation,
θi. The reflectivity defined in Equation 2.9 is for light polarized with the electric field
perpendicular to the horizontal plane depicted in Figure 2.7. The reflectivity defined in
Equation 2.10 is for light polarized with the electric field along the plane in Figure 2.7.
Figure 2.7 is an illustration of the physical phenomena associated with the reflection and
refraction of light as just described.
For light that is an equal mix of both polarizations, the following relation can be used





Since reflectivity depends on the real part of the refractive index of the medium, reflectivity
can be potentially different for each fuel. Alger et al. (1979) comment that most hydro-
carbon fuels of interest have refractive indexes ranging between 1.4 and 2.0. Hamins et al.
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(1994) find that the Fresnel relations describe pool surface reflectivity well, and they find
that a refractive index of 1.5 fits the reflectivity profile as a function of incident angle for
water, heptane, methanol, and toluene quite well. To further illustrate this point and to
demonstrate how reflectivity changes with incident angle, Figure 2.8 is provided. Figure 2.8
shows the reflectivity of incident radiation on a pool surface for all possible incident angles
and for refractive index ranging from 1.3 to 2.0 using the Fresnel relations (Equations 2.9,
2.10, and 2.11.) Note in Figure 2.8 that reflectivity is lowest when the incident radiation
approaches vertically (incident angle of 0o), and that reflectivity is highest at shallow angles
(incident angle approaches 90o). The definition of incident angle used here is demonstrated
in Figure 2.7. Also, note from Figure 2.8 that the difference in reflectivity among different
refractive indexes is small especially at high angles.
To get the overall reflectivity of the incident thermal radiation at the pool surface
requires information on the angular distribution of the incident radiation. Alger et al.
(1979) estimate the average reflectivity to be between 0.05 and 0.10. Hamins et al. (1994)
use angular data and an integration scheme with the reflectivities calculated from the
Fresnel relations to estimate the average reflectivity to be between 0.05 and 0.08 for the
pool fires they test.
Although not as important as radiation, convection does contribute some input to the
pool surface and is important in the simulation of moderately sized pool fires. As defined by
Incropera and Dewitt (2002), convection is the mode of heat transfer with two mechanisms:
random molecular motion or thermal diffusion, and bulk flow motion from a fluid. There
are different modes of convective heat transfer (forced and free convection for example),
but regardless of the mode convection is generally modeled using a relation called Newton’s
law of cooling as is given in the following equation:
q
′′
conv = h (Ts − T∞) . (2.12)
Here, Ts is the temperature of the surface of interest. In this case the surface is that
of the liquid pool. T∞ is the temperature of the surrounding fluid. In a pool fire the
temperature of the gas immediately above the pool rapidly rises in temperature. The
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greater the difference in temperature between the pool surface and the adjacent fluid the
greater the convective heat flux to the pool. In pool fires where the flames are situated
close to the pool surface the convection heat transfer is greatest. As mentioned before, this
tends to occur near the edge of the pool at the beginning stages of the fire and in pools
with lower vaporization rates. In Equation 2.12, h is the heat transfer coefficient, and its
magnitude depends on the conditions of the interface between the surface and the fluid as
well as the geometry and fluid flow conditions of the system. In general free or buoyant
convection system give lower heat transfer coefficients than systems with forced flow or
phase change. The presence of significant mass flux at the surface/fluid boundary can also
enhance the rate of convective heat transfer.
2.8 Previous Liquid Pool Models
As this is not the first attempt to model the liquid pool for the purpose of predicting
burn rates in pool fires, it is appropriate to review three past models.
2.8.1 Model 1: Prasad et al. (1999)
Prasad et al. (1999) make the first attempt to develop a coupled gas phase/liquid
phase model to more accurately predict the behavior of small (diameter ∼ 1 centimeter)
methanol pool fires with the objective of predicting the pool’s burn rate. The authors
develop a two-dimensional, differential conservation model for both the gas and the liquid
phases of a pool fire system. For the methanol reaction model they use is a simple one-step
reaction mechanism. The radiation model they use assumes optically thin conditions which
is valid for the modeling of nonluminous flames. The gas phase conservation equations are
the DNS model and are therefore only tractable for laminar flame modeling. The liquid





















In this model, Qabs is the thermal input to the pool surface from radiation, convection and
conduction, and rb is the liquid regression rate. The x-coordinate is the spatial direction
horizontal or parallel to the pool surface, and the y-coordinate is the direction vertical
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or perpendicular to the pool surface. The accumulation term on the left hand side and
the molecular diffusion term on the right hand side of Equation 2.13 are straightforward
enough. What is perhaps not so intuitive is the convection term on the left hand side. In
their formulation of the model, the authors view the liquid/gas interface as fixed in their
coordinate system, so as the liquid regresses instead of the surface moving downward, the
entire liquid pool below the surface moves upward at a rate equal to the pool’s rate of
regression. In their solution scheme, the authors do not attempt to predict the regression
rate directly. Rather, they guess values for the regression rate and solve for the temperature
over the whole domain. They repeat the process iteratively until a certain condition is met.
The conditions is the equivalence of two pressures. The first is the partial pressure of the
fuel expressed here:
Pvap = XvapP. (2.14)
Here, Pvap is the partial pressure of the fuel, P is the total system pressure and Xvap is
the mole fraction of the fuel based on the gas phase calculations. The other pressure is the











When the computed partial pressure of the fuel is equal to its Clausius-Clapeyron vapor
pressure the iterative process is done for that time step.
The authors assume for their model that horizontal mixing within the pool is negligible.
Their model for radiation includes the effects of absorption into the surface layers of the
pool. The authors do not explicit state in their paper whether they include the effects of
surface reflection or re-radiation, but since the range of pool fires sizes modeled are in the
conduction dominated zone, these effects are not likely important. The liquid regression
rate predicted by their model for a small liquid methanol fire is 3.4 × 10−5 m/sec. The
regression rate measured by Akita and Yumoto (1965) is 5.0×10−5 m/sec (32% deviation
between prediction and experiment.)
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2.8.2 Model 2: Novozhilov and Koseki (2004)
Another coupled gas/liquid phase model is proposed by Novozhilov and Koseki (2004).
For the gas phase the authors incorporate a single generic chemical reaction for hydrocar-
bons as their kinetic model. The radiation model used in their code tracks the change
in radiative intensities with path distance due to absorption and emission of radiation
by gas and soot particles using a method called the discrete transfer method described
by Lockwood and Shah (1981). The authors incorporate an empirical correlation for
the absorption properties of optically active gases developed by Fletcher et al. (1994),
and they assume a constant soot conversion factor for the formation of soot. Each fuel
has a different soot conversion factor. The computational domain for the liquid and gas
is three-dimensional, but the conservative equations given by the authors suggests that
horizontal heat conduction and mixing are neglected. The authors model the energy







The authors also take into account the decrease in the fuel depth as the liquid burning
process proceeds. The entire horizontal surface regresses at the same rate, and the rate is
determined by the universal pool burn rate which must be determined from the sum of the
local burn rates over the surface of the pool. The authors acknowledge the importance of
thermal input to the pool as deterministic of the burn rate. They treat the thermal input
to the pool as one of two necessary boundary conditions for the liquid model, and it is







In this relation ,Qf is the heat input to the pool, and it includes incident radiation,
convection, and re-radiation from the pool. Hfg is the heat of vaporization for the fuel.
The authors do not mention surface reflection of radiation in their paper. Although the
authors describe the solution of the conservative equations as iterative they do not describe
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the procedure in any more detail. The other boundary condition is that the pressure of fuel
species at the liquid/gas interface is equal to the fuel’s vapor pressure for the temperature
of the liquid at the surface. Using this condition the author calculate the fraction of fuel






YF, s − YF,∞
)
. (2.18)
Here, YF, s is the fraction of fuel at the gas/liquid interface, and YF,∞ is the fraction of
fuel in the gas phase. The mass transfer coefficient, hm is computed under the assumption
that the heat/mass transfer analogy applies. The mass transfer coefficient is obtained from






In Equation 2.19, Le is the Lewis number. For the parameter n, it is recommended that a
value of 13 be used. The authors estimate the heat transfer coefficient by use of a computer
code that applies the conventional wall-function correlations developed for parabolic flows
by Patankar and Spaulding (1972).
The authors test their model with simulations of pool fires of size ranging from 30
centimeters to 1 meter using fuels such as heptane, toluene, and methanol. The authors
claim good agreement between their predictions of radiation feedback to the pool surface
within experimental error. They also report an average 17% error in the predicted fuel
burn rates with the worst discrepancy occurring with heavily sooting flames. Among the
experiments used to validate the author’s model are the pool fire tests conducted by Klassen
and Gore (1992). It is also worth noting that the authors did not apply their model to the
prediction of pool fires under conditions of crosswinds.
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2.8.3 Model 3: Brown and Vembe (2006)
The last pool model discussed here is developed by Brown and Vembe (2006). They
develop this model to be used in conjunction with existing CFD fire codes in order to
predict the burn rate of the fuel to the gas domain. The authors allow the pool surface
temperature to vary horizontally. Unlike the model developed by Novozhilov and Koseki
(2004), the vertical aspect of the pool (the pool’s depth) is represented in the computational
domain with only 1 node. This implies that there is no modeling of the pool’s temperature
profile with depth. For the conservation of energy at the pool, incident radiation, reflected
radiation, re-radiation, and convection are taken into account:
q
′′
total, pool = αq
′′
incident − ασT4pool + q
′′
convection. (2.20)
As mentioned earlier, in their energy balance (Equation 2.20) the emissivity of the pool
is assumed to be the same as the absorptivity. Incident radiation and convection are
computed from the gas-phase portion of the fire code. The authors note that not all heat
absorbed by the surface of the pool is used to evaporate fuel (also called latent heat.) Some
is also used to heat the liquid (also called sensible heat.) In place of a mass/heat transfer
correlation to predict latent heat, the authors develop a simple, empirical correlation based
from the heating of nonane (C9H12) to predict the fraction of sensible heat to the pool as











Here, Tb is the boiling point of the fuel, and it will vary from fuel to fuel. The authors
assign values to the parameters fmax and ∆Tb of 0.7 and 125
o C, respectively. With
definitions from Equations 2.20 and 2.21, the author’s model for pool temperature, liquid

































As is evident from the model, the authors take into account the drop in pool liquid level and
the variation of temperature and mass burn rate over the pool surface. The also assume that
horizontal heat flux within the pool is negligible. Instead of modeling a three-dimensional
domain, the authors implement an instance of the above described one-dimensional (in
time only, no spatial variation) model at each section of the pool surface. This implies
that a different liquid height can exist at the different sections across the pool surface,
and as already stated the various instances of the pool model across the surface do not
interact with each other including the transfer of heat from pool element to pool element.
Four experimental pool fires are used to validate the code. Three of the tests involve the
burning of jet fuel (JP-8 and Jet-A) in pans ranging from 2 to 3 meters in diameter (one
of the pans is square with side length 2.7 meters.) The fourth test is a methanol fire, 2
meters in diameter. Some of the experiments use crosswind. Each test is simulated using
the author’s model at using different mesh resolutions in their computational domains.
The authors find that the predicted fuel burn rate was within ±50% of the measured rate
with two of the four simulation’s results being reported well within experimental error.
The authors report that the fuel burn rate results are particularly sensitive to the input
radiation values. They recommend more attention be given to the sensible heat fraction
model to improve their model.
2.9 Methods of Model Verification, Validation,
and Error Quantification
From the sources of information described in the previous sections of this chapter a
suitable mathematical model of the liquid pool can formulated, but whatever form that
model takes, in order for that model to be of any use there must be a reasonable effort
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made to verify and validate the model’s performance. This includes quantification of the
error in the model’s results. Figure 2.9 illustrates the different phases of computational
model development, and it shows how verification and validation fit into the process.
As mentioned already, verification is the process of determining if the computer im-
plementation of the model adequately represents the mathematical model, and validation
is the process of determining if the computer implementation of the model represents the
physical system of interest. A more concise way of defining these terms is that verification
is determining if the equations are being solved correctly, and validation is determining if
the right equations are being solved. Certain methods have been developed over the years
to perform code verification and validation. Methods have also been developed for the
quantification of the error of a particular model’s output.
2.9.1 Methods of Verification
For the process of verification, Roache (1998) describes primarily two methods to
determine the error of a computational model. The first method is called the Method
of Manufactured Solutions (MMS), and the second method is computation of the Grid
Convergence Index (GCI) which is based heavily on the Richardson extrapolation technique
developed by Richardson (1910 and 1927).
It is common in the computational sciences to model physical systems using differ-
ential equations. The conservation relations that form the Navier-Stokes equations are
an example of this as is seen in the previous chapter (Equations 1.1, 1.2, and 1.3.) The
common schemes applied to solve these types of equations convert the differential equations
to more easily solved algebraic equations using discrete approximations for continuum
equations. These approximations come at the cost of inflicting error in the solution process.
An example of this is the use of discrete approximations for derivative terms found in
differential equations. For example, if the differential relation contains a spatial second











The approximation shown in Equation 2.25 and others similar to it can be derived from
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Taylor series expansions for any function U. The quantity, U, is a generic symbol for any
physical quantity of interest that is modeled in a differential equation. In this example, x
is used as the independent variable, but discretizations for any spatial variable as well as
the temporal variable are used in these types of derivative approximations. The first term
on the right-hand side of Equation 2.25 is the approximation to the derivative shown on
the equation’s left-hand side. The second term on the right-hand side represents the error
inflicted through the application of this discrete approximation. As these approximations
are derived from Taylor series there are an infinite number of terms involved that could be
used in the definition of the derivative, but only the first term is used to approximate the
derivative. This means that the remaining terms resulting from the Taylor series represent
the error in the approximation. The first of these terms is used to express the bulk of the
error since it usually, but not always, represents the largest of the contributions to the
error. In the example of Equation 2.25 the largest error term contains a dependence on




means that the bulk of the error is







n this relation, k is a constant that depends on the function being evaluated and its
derivatives. In this example the error depends largely on the spatial step to the second
power. Because of this, this type of approximation is said to be second-order accurate
with respective to the spatial step size. Smaller discretization error generally results from
smaller step sizes. There are a number of approximations that exist to approximate the
various derivative terms in differential equations, and each of them has a different order of
discretization error. This is also called the order of convergence. Higher order approxima-
tions give smaller error, but they can be more difficult to implement. Discretization error
is also called truncation error as it results from the truncation of Taylor series.
As already mentioned, computer bugs, discretization error, iterative error, and machine
round off error are all sources of error that can arise in computational simulation and code
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development and are the subject of study in code verification. The Method of Manufactured
Solutions is a useful way to determine the extent of these errors. The idea is that in the
processes of solving of a differential model, a solution function is sought. If the function
were already known exactly, then the solution produced by the code could be compared
to the exact solution to quantify the error. Unfortunately, such exact solutions are not
generally available, especially for nontrivial systems. The MMS seeks to manufacture a
simple, analytic solution to the differential equation. This is accomplished by adding a
source term to the differential equation. For example, the following is a simple differential







If a code were developed to solve this equation for a given geometry and it was desired to
see if the code was working properly and if it was desired to quantify the error in the code
a simple function could be manufactured for T . To be useful, the manufactured function
would need to depend on t and x, and it would need to be sufficiently differentiable to
produce the derivatives found in Equation 2.27. The model would then need to be modified














Here, qmms is the source term for MMS. Also note that the derivative terms are given the
discret subscript to indicate that these terms are computed using a discrete approximation
such as the one described by Equation 2.25. If the MMS source term is properly computed
the code will generate the manufactured solution with some error. The source term is found
by taking Equation 2.28 and solving for the source term and switching the approximated

















The chosen manufactured solution need not have any physical relation to the system. It
only needs to be a simple, analytic function that can produce the needed derivative terms.
The manufactured solution provides an exact solution that can be compared to the solution
generated by the code, and errors can be evaluated. Inspection of the solution generated
by the code can reveal if there are hidden programmer errors. Grid convergence analysis
can reveal if the order of the discretization error from the MMS analysis is what it should
be. If a second order approximation with respect to the spatial variable is used in the
algorithm and a first order error is observed, it could indicate a bug in the code or a subtle
feature of the algorithm itself. The point is that in this type of exercise information about
a code’s performance is revealed, and code performance could possibly be improved.
Even with MMS, determination of the actual order of the discretization error requires
grid convergence analysis. This type of analysis requires the same simulation to be executed
using different spatial and temporal mesh resolutions. A common approach is to run
a simulation at a relatively coarse resolution and then run subsequent simulations with
meshes that successively double the resolution (the step size is cut in half, or their are
twice as many nodes in a given spatial direction or in time.) By comparing similar
outputs from simulations of different mesh resolution the order of the discretization error
can be measured, and the error can be estimated. Methods for this type of anaylsis are
based on the Richardson extrapolation. Richardson (1910) examines the Taylor series
upon which differential approximations are based and formulates a way to eliminate the
largest error terms using solutions from simulations of different resolution thus producing
an approximation of much smaller error. This technique is demonstrated in this equation:
fexact = f1 +
f1 − f2
rp − 1 (2.30)
In this relation, f is the function value, where the subscript ′′exact′′ denotes the exact
solution, the subscript 1 indicates function value generated from simulation with the finer
mesh resolution, and the subscript 2 denotes the solution estimated from the coarser
resolution. The value r is the mesh refinement ratio, and a value of r = 2 would indicate
that the mesh resolution is doubled from simulation 2 to simulation 1. The quantity p is
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the order of discretization error. For example, for a second order method, the value of p is
2. Equation 2.30 provides a means to get a better estimation of a quantity using two mesh
resolutions, but it also provides the means to estimate the error of discretization, and thus
provides means to quantify the error. Roache (1998) defines an estimated fractional error,
E1 based on grid refinement and Richardson extrapolation:
E1 =







Roache calls this quantity an ′′ordered error estimator,′′ but he does not consider this to
be a suitable conservative standard for error that is comparable to the error standards
applied by experimentalists, and this error estimator is certainly not suitable as a bound
on the discretization error. In determining a suitable method for determining error Roache
states, ′′What is generally sought in engineering calculations is not a true ′′error bound′′
but just an ′′error band,′′ i.e., a tolerance on the accuracy of the solution which may in fact
be exceeded, but in which the reader/user can have some practical level of confidence.′′ To
achieve this error band, Roache proposes the Grid Convergence Index (GCI):
GCI[finegrid] = Fs
||
rp − 1 , Fs = 3. (2.33)
The design of the GCI is to relate the error expressed as  (as defined in Equation 2.32)
from any convergence study (meaning any value of p and r) to the  for a convergence
study where a second order method is used (i.e., p=2) and the mesh resolution is doubled
(r = 2.) The value for the parameter Fs is based on Roache’s experience of observing
different computational studies. He finds that a value of three provides a reasonable error
band for convergence studies of two grids. The GCI provides a suitable error band that
is comparable to that used by experimentalists when they estimate experimental error as
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two standard deviations. When Fs = 3 provides an error estimate that is considered too
conservative the value can be lowered to a value of 1.25 if the order of convergence, i.e.,
p, can be verified using a convergence study that applies three grid resolutions or more.
Richardson extrapolation provides a means for such an analysis. The following relation









Equation 2.34 provides a good measure of the actual order of convergence assuming that
the mesh resolutions used are in the asymptotic range of convergence. This means that
the mesh resolution is fine enough that error contributions from higher order terms in
the Taylor series are negligible. The subscripts in Equation 2.34 denoted different mesh
resolutions where the lowest numbers represent the finest grids. Another advantage to
Equation 2.34 is that no error need be directly computed to get the order of convergence.
All that is required are function values for different mesh resolutions.
2.9.2 A Method of Validation: Data Collaboration
For model validation, the purpose is to evaluate the performance of a model’s calcu-
lations in comparison with a real physical system. This naturally leads to analysis that
compares the model’s predictions with experimental data. Before validation can begin,
verification exercises must be executed to account for discretization error, iterative error,
and code errors. Once these types of error are accounted for, the only remaining error to be
addressed is error arising from modeling assumptions and simplifications. The problem of
model validation brings the experimentalist and the computationalist together in a type of
analysis that can identify issues in both experimental technique and modeling that can be
very beneficial to both fields. This can also lead to better understanding of physical systems
and better predication of such systems. The problem of model validation is illustrated in
Figure 2.10. The plot depicted is a contrived example of model/data comparison. The
′′o′′ symbols represent an experimental measure of some quantity of interest. The line
represents a model’s prediction for the same quantity under the same conditions.
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One such method is called data collaboration, and it is described by Feeley et al.
(2004). In their description the authors deal largely with identification of parameters in
the methane combustion reaction mechanism, but the method of data collaboration is an
important tool wherever a model needs to be validated with experiment. In answering the
question of data/model agreement, the authors introduce the notion of data consistency.
To understand consistency, certain terminology must be introduced. Data collaboration is
based on the analysis of what the authors call a dataset. A dataset involves a collection of
data from a pool of experiments. In their nomenclature each experimental is represented by
the letter ε, and quantities associated with each experiment are given the subscript e. The
experimentalist is interested in measuring some quantity which is represented by Ye. The
measured value of that quantity is denoted ye. Ideally, each experimental measurement
includes a measure or estimate of experimental uncertainty in terms of an upper bound,
ue, and a lower bound, le such that:
le ≤ (Ye − ye) ≤ ue. (2.35)
Additionally, the computationalist applies a mathematical model to give a prediction of
that quantity, Ye. The model prediction is denoted as ym (x), where ym is the model’s
prediction of the quantity of interest as a function of a number of model parameters, x,
which are typically adjusted to reflect the conditions of the experiment and which typically
include uncertainty as well. For particular experimental measurement, ye, ue, le, and ym
form what is called a dataset unit. A collection of dataset units forms a dataset. As already
stated, the model parameters will have upper and lower bounds to reflect the uncertainty
in their values as well. This implies that a model can also give a range of output values
as predictions for the quantity of interest since there is a range of possible values from its
parameters. The authors assign each parameter, xj , a symbol for their upper bound, βj ,
and a symbol for their lower bound, αj . The authors term the entire range of possible
values for the model’s parameter as a hypercube, H. With all these definitions in place a
definition of dataset consistency can be offered. The definition rests on two constraints:
αj ≤ xj ≤ βj (for j = 1, 2, 3, ...), (2.36)
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and
le ≤ (ym (x)− ye) ≤ ue. (2.37)
In these expression, j denotes the set of input parameters to the model. For a given
dataset, if there is no point x in the hypercube, H defined in Equation 2.36 that satisfies
the constraints of Equation 2.37, then the dataset is said to be inconsistent. Otherwise,
the dataset is said to be consistent. Consistency is a much more rigorous and quantifiable
means of determining data/model agreement than visual inspection of a comparison plot.
The consistency analysis described by Feeley et al. (2004) can do more than determine
consistency of a dataset. It can also identify which members of a dataset have the greatest
effect on the consistency. Such analysis can lead to the identification of outlier data in the
experimental set, or it can identify potential errors in the model itself. Another matter
of importance in consistency analysis is the identification of what the authors call the
primary variables. The primary variables are the model parameters that have the greatest
impact on the consistency of a given dataset. The authors note that, in practice, even
in models consisting of hundreds of parameters only a small subset of these parameters
have a noticeable effect on the consistency. Determination of these active variables can
be both the objective and a consequence of the consistency analysis. To understand how
consistency analysis can yield this information more must be stated about how the authors
measure consistency. The ease with which a dataset is found to be consistent can be viewed
as a function of the width of the uncertainty bars with each experimental observation, ye.
If the experimental uncertainty is treated as variable the constraint shown in Equation
2.37 becomes:
le(1− γ) ≤ (ym (x)− ye) ≤ ue(1− γ). (2.38)
Here, γ is a flexibility factor that when positive shrinks the uncertainty and when negative
expands the uncertainty in the experimental measurement. In the consistency analysis
the uncertainty width is adjusted over all the dataset units until the threshold value
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of γ is found. The threshold value is the maximum value that γ can have where the
dataset of interest is yet consistent. This threshold value is given another symbol, Cε,
and it is called the consistency measure. If this quantity is positive it means that the
experimental uncertainties in the dataset had to be constricted to reach the threshold
value and the dataset is consistent. If the consistency measure is negative, this means that
the experimental uncertainties in the dataset had to be expanded to find the threshold
value indicating an inconsistent dataset. It has already been shown that the values of ue
and le can influence the consistency of a dataset. If the range of model parameters were
also adjusted, this would also affect the consistency. Another way of saying this is that
the value of the consistency measure is affected by le, ue, αe, and βe from each dataset
unit. A perturbation in any of these parameters could conceivably affect the value of the
consistency measure. An expression that illustrates this principle is formulated by the


















In this relation, the symbol ∆ denotes a perturbed quantity. Equation 2.39 basically states
that the disturbance in any of the uncertainty bounds, whether they be experimental
bounds or model parameter bounds, will disturb the consistency measure to some degree.
The degree to which each property can disturb the consistency measure is expressed
in the magnitude of each λ, called the Lagrangian multiplier for that property. The
Lagrangian multiplier is a measure of the sensitivity of the consistency of the dataset to a
particular uncertainty bound. These sensitivity measures can provide valuable insight into
the behavior of a particular dataset. If a dataset is found to be inconsistent the sensitivities
can indicate the most likely cause. For example, if the analysis of an inconsistent dataset
shows that only a few Lagrangian multipliers are orders of magnitude larger that the others
and these multipliers are associated with the bounds of an experimental measurement,
then it is likely that that data point is an outlier and either needs to be removed from
the dataset or the experimental error for that measurement needs to be re-evaluated. The
same kind of analysis would apply to the bounds of a model parameter. If there are no
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clearly dominant Lagrangian multipliers among the experimental uncertainties with an
inconsistent dataset, then the model itself may need to be re-examined. Depending on the
results of the consistency analysis errors can be identified on both the experimental and
computational side of the collaboration.
61
Figure 2.1: A pool fire with the modes of heat transfer labeled.
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Figure 2.2: The qualitative behavior of liquid pool regression rate versus pool diameter
based on Hottel’s (1958) analysis.
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Figure 2.3: A sketch of basic pool fire flame shapes at different burning phases.
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Figure 2.4: A qualitative sketch of temperature data common to most burning pools.
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Figure 2.5: The electro-magnetic spectrum with the thermal radiation portion labeled.
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Figure 2.6: The dynamics of radiation interaction with the pool.
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Figure 2.7: The reflection and refraction of light passing between two transparent media.
Relevant angles are also shown.
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Figure 2.8: The surface reflectivities of incident radiation as a function of incident angle
for media of different refractive indexes (RI). Incident angle is defined in Figure 2.7.
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Figure 2.9: The process of computational model development adapted from a chart
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In formulating the model for a burning liquid pool it is important to start with the
physical phenomena that are most critical to the pool’s behavior. The previous chapter
discussed these phenomena. Phenomena such as radiative heat transfer, the radiative
properties of liquid fuels, and the energy balance to the pool surface are all important in
determining the burning rate of the pool. Of course, not all physics are equally important
to mass burn rate. For example, it has already been suggested in the previous chapter
that horizontal conduction of heat across the pool could be neglected. To attempt to
exhaustively describe the behavior of a liquid pool as it burns would be foolhardy as
it would not be computationally tractable to model so much detail. The approach in
designing the model for the Responsive Boundary is to keep it as simple as possible and
yet still capture enough of the physical phenomena to be able to provide useful predictions
of the mass burn rate of the pool as the fire evolves. The Responsive Boundary model
is intended to be ported to the ARCHES fire simulation code and must provide accurate
boundary data without adding significant computational burden to the fire code.
The Responsive Boundary model is written in C++, and it consists of approximately
4000 lines of code. It did not start this way, of course. The first steps in the development of
the model involved a simple one-dimensional transient conduction model of the liquid. Heat
could transfer through the layers of the liquid with the depth, but no conduction occurred
horizontally. The liquid domain did not evaporate, and therefore did not change height
with time. The liquid surface was exposed to a heat source and the temperature profiles
were calculated. Eventually the model was expanded to include models that estimated the
mass burn rate of the liquid at the surface, and a method was developed to simulate the
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shrinking liquid domain as it evaporated. As the model took shape, the fuel was assumed to
be only a pure, single-component. n-Dodecane was used to simulate the behavior of jet fuel
(JP-8). The initial objective was to achieve the same average burn rate given the average
thermal radiation input from the experiments performed by Blanchatt et al. (2006). For
low wind cases the simple model predicted very accurate mass burn rates. For the higher
wind cases the simple model over predicted the mass burn rate by about 6%. These initial
results are encouraging, but not complete. The reflection of radiation for these early tests
was set at 15%, whereas the literature can only justify a reflection of 10% at the highest.
This likely led to an under-prediction of the burn rate. Additionally, one property that was
not measured or known was the concentration of fuel just over the pool surface. Until the
boundary model was coupled with ARCHES, this quantity could not be predicted. The
simple model assumed that the fuel burned immediately and would not be present over
the pool surface. In reality, there would be a vapor zone above the pool and its presence
would inhibit the burn rate to some degree. Assuming no fuel above the pool would lead to
an over-prediction of the mass burn rate. The initial results were encouraging nonetheless.
Eventually the Responsive Boundary Model was expanded to include multicomponent fuels
and the effects associated with multicomponent mass transfer. Finally, code was added to
allow the Responsive Boundary model to be coupled with ARCHES.
3.2 Physical Domain and Conversation Equations
The domain of interest for the Responsive Boundary model is a volume of liquid fuel
that is spatially divided into layers. The domain is one-dimensional, that is the temperature
and other physical properties are allowed to change with the depth of the fluid. Figure 3.1
illustrates the domain of interest.
Although the domain depicted in Figure 3.1 shows a circular cross-sectional area, the
shape of the pool can take any form as long as it is constant with depth. As mentioned
already, the domain is divided into nodes that represent the properties of the fluid at each
point along the depth of the pool. The top node represents, at least partially, the properties
of the pool surface. The pool surface temperature is actually extrapolated from the top
three nodes of the pool domain, which will be described in more detail later. Heat input
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to the pool through the pool surface is accounted for in the top nodes of the pool.
3.2.1 The Energy Balance
The first fundamental equation in the Responsive Boundary Model is the conversation
of the energy in the pool. It is assumed that there is negligible heat loss through the sides
and through the bottom. Since most of the heated liquid is within about 3 centimeters of
the surface as long as the pool is deeper than 3 centimeters this is a good assumption for the
bottom of the pool and the bulk of the sides as well. Since the domain is one-dimensional,
the energy balance is a continuum model that is also one-dimensional in space (denoted














In this relation, E is the energy of the system, T is the liquid temperature which is a
function of both time and liquid depth, ρ is the liquid density, V is the system volume,
CP is the liquid heat capacity, k is the liquid thermal conductivity, A is the surface area
of the pool, q
′′
represents heat fluxes to the pool due to thermal radiation and convection.
Note that there is no conduction term because for larger pools, the intended system for
this model, heat conduction is negligible compared to the other modes of heat transfer. By


















Here, α is the thermal diffusivity of the liquid, and ∆z is the length of the node. Note that
the division performed to acquire Equation 3.2 has eliminated both volume and area from
the energy balance which demonstrates again that the shape of the cross section of the pool
is unimportant as long as its form remains fixed throughout the depth of the pool. The heat
fluxes due to radiation and convection are treated as source terms in the discretization of the
energy equation and do not have the same value from node to node. Initially, it was decided
to place these terms only at the surface node, since these are surface phenomena. However,
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this led to a computational problem. With this implementation, the surface temperature,
or the temperature of the top node and the overall temperature profile changed with the
number of nodes used in the simulation. The more nodes used the smaller the value of
the spatial step size, ∆z, and as the step size decreased the surface temperature would
increase without bound. Ideally, as the step size decreases the temperatures should arrive
asymptotically to a certain value. The solution to this problem came with the realization
that radiation absorption is not really a surface phenomenon since radiation penetrates
somewhat into the depth of the pool. If the length of the top node represents the depth
of radiation penetration then the temperature at the top node would be representative of
the real temperature. Since node sizes change with the number of nodes and it is desired
to be able to change the number of nodes for convergence test purposes assuming that
only the top node absorbs radiation is not acceptable. Instead, it is assumed that thermal
radiation can be absorbed into a certain depth of of the liquid pool and the nodes in
that penetration zone would absorb certain amounts of the radiation input. Ideally, the
Beer-Lambert law (Equation 2.7) should be applied to determine the penetration depth
and the amount of radiation absorbed at each node in the penetration zone. However,
the values of the extinction coefficient for various fuels at various wavelengths of light are
not always available. It is therefore simpler to assume that the most hydrocarbon fuels
have similar radiation penetration depths and that an exponentially decaying function of
the same form as Equation 2.7 can describe the intensity of thermal radiation with depth.
Examination of temperature profile data in burning liquid hydrocarbon pools suggests that
the temperature drops to nominal value by about 3 centimeters of depth as shown in Figure
2.4. This is also consistent with the observations made in the literature that the bulk of
the thermal radiation is absorbed within about 1 centimeter of the surface of the pool.
The coefficient for the decaying exponential model is chosen such that about 97% of the
thermal radiation is absorbed within 3 centimeters of the pool’s surface.
With the decaying exponential model the code can determine how many nodes lie
within the 3-centimeter radiation penetration zone, and it can calculate what percentage
of the thermal radiation is absorbed in each node in that zone. With this implementation in
place, simulations can be run with various numbers of nodes without producing unbounded
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temperature values as the nodes increase. The temperature profile tends to asymptotic
values as the spatial step decreases.
Observation of Equations 3.1 and 3.2 reveals that there is no term for heat loss due to













In this expression the heat of vaporization and the heat capacity of the liquid are functions
of the surface temperature of the liquid Ts. The energy loss to the pool system from
evaporation includes two terms in Equation 3.3. The first term represents the heat needed
to vaporize the liquid, and the second term represents the energy used to heat the liquid to
its temperature at the time of evaporation. The sensible heat is calculated from a standard
temperature, To which is chosen as the temperature of the surrounding environment and
the initial liquid temperature. The energy loss due to evaporation was initially used as a
separate term in Equation 3.2, but this created another problem. The heat loss caused
the surface temperature to drop below the temperature of the liquid layers just below
the surface. In the physical system the cooled liquid would be more dense and would
simply recirculate and mix with the warmer liquid layers below. Unfortunately, the pool
model does not include variable liquid density and cannot include this effect. One option to
resolve this issue is to include a momentum balance that can account for density differences
and the resulting mixing effects. Such an addition would increase the complexity of the
Responsive Boundary model and require a higher dimensional model for the liquid system.
In place of this, the energy loss due to evaporation is simply subtracted from the absorbed
radiation input, and the mixing due to density difference is assumed to occur quickly so
that it would not need to be modeled directly. While this technique is not as physically
realistic, it maintains the important terms of the energy balance and maintains model
simplicity. The error inflicted by such an assumption can be judged from the validation
process.
A similar approach was also used with the convective flux. Any energy flux applied
only at the surface node causes sensitivity problems with variation in the spatial step size
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as was seen from the issue with the radiative heat flux. Instead of applying the convective
flux directly to the energy balance at the top node, the energy was added to the absorbed
radiation input, which, as has already been mentioned, is distributed through the top
3 centimeters of the pool. Again, this is not technically physically realistic, but it can
be justified by the fact the thermal contribution from convective heat flux is generally
much less than that from radiative heat flux, and applying the convection heat flux in this
manner allows a more stable and consistent performance from the model. Also, since it is
established that their is a degree of recirculation in the top layers of the pool, it can be
assumed the the convective heat flux absorbed at the pool’s surface is quickly distributed
throughout the top layers just as the radiative heat flux. Error inflicted from this technique
can likewise be examined in the validation process.
3.2.2 Mass and Species Balances
The other important continuum equation that forms the basis of the Responsive Bound-







In this equation, H is the liquid height. This mass balance assumes a non-reactive system
that loses mass only by means of evaporation. Note that the size of the domain and
therefore the size of the spatial step size used in the energy balance are dictated by the
value for the liquid height and will change as liquid height changes. The method for
addressing this problem will be discussed later in this chapter.
The last continuum model used in the Responsive Boundary model is the species







In this equation, the evaporation flux (N
′′
i, evap) is expressed on a molar basis. Ci is
the molar concentration of the ith species. Initially, a diffusive flux term was included
to account for differences in species concentration with the depth of the liquid, but the
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calculation of the diffusive fluxes were somewhat computationally expensive and the fluxes
themselves were found to be negligible. A simpler approach is to assume uniformity
throughout the liquid due to agitation of the liquid during the burning process and assume
that the only way a species leaves the pool is through evaporation from the surface.
Mixing in the top layers of the pool is a reasonable assumption given the discussion on
the recirculation due to the cooling of the surface. According to Blinov and Khudyakov
(1957), in some cases mixing throughout the pool’s depths is justified where the density
differences between the components is sufficiently large.
3.2.3 Discretization Scheme
To make the solution of the continuum equations possible it is necessary to use some
sort of discretization method in both space and time. All three continuum equations are
transient and require a time stepping algorithm. The chosen method for time stepping
is the fourth order Runge-Kutta method. Constantinides and Mostoufi (1999) describe
the method in their text. Whether the variable is liquid temperature, height, or species
concentration the Runga-Kutta method estimates the value of the quantity of interest as:
Ui+ 1 ≈ Ui
∆t
6
(k1 + 2k2 + 2k3 + k4) . (3.6)
In this formulation, U represents the quantity to be solved from the continuum equation
(temperature, liquid height, or species concentration.) The subscript i along with U
indicates the quantity at different time steps, and ∆t is the time step size. The different
k−parameters are estimates of the time derivative and are defined:
k1 = f(ti, Ui), (3.7a)














k4 = f(ti +∆t, Ui + k3). (3.7d)
The functions f described in Equation 3.7 are the values of the temporal derivative
according to the respective differential equations. In the case of the Responsive Boundary
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model, they are the right-hand sides of Equations 3.2, 3.4, and 3.5. The Runga-Kutta
method described in Equation 3.6 does not give exact solutions to the continuum equations
at each time step. The method can be derived from truncated Taylor series, and the
neglected terms of the series represent the error in the method. The method is termed
fourth order because the largest term in the error contains a dependence on the time step
raised to the fourth power. It is common to say that such a method gives fourth order






The energy equation (Equation 3.2) contains a spatial derivative, and this too must be
discretized in order to be solved. It is important to remember that the spatial derivative
term describes the difference in diffusive heat fluxes in and out of each node in the pool
domain. For the spatial nodes in the pool that are not at the top or the bottom of the












Here, Ti is the temperature at node i, Ti− 1 is the liquid temperature at the node above
node i, and Ti+ 1 is the liquid temperature at the node below node i. The symbol k
represents the liquid thermal conductivity at node i, and it is a quantity that can vary
with location. The middle section of Equation 3.9 demonstrates that this term is the
difference between the flux at the upper boundary of the node and the lower boundary
of the node. The far right-hand side of the same equation shows that this reduces to the
common, central difference, second order discretization for a second derivative term. The
derivative terms for the nodes at the top and bottom will use the same formulation as
shown in Equation 3.9 except that the flux in one of the boundaries will be zero. This
reflects the assumption that there is no diffusive heat flux through the top and bottom of
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the pool domain. In summary, the discretization of the continuum equation, if properly
executed, should give discretization error that is second order with respect to spatial step
size and fourth order with respect to temporal step size. One major task of verification is
to confirm this order of accuracy in the model’s results.
3.3 Mass Burn Rate Model
The overall objective for the Responsive Boundary model is to predict the rate at
which the fuel in a pool fire vaporizes. This is the primary output of the model. From
thermodynamics it is known that a liquid species below its boiling point will vaporize into
open air as long as the vapor concentration of the species in the air is below its saturation
point. The rate at which it vaporizes depends on the vapor pressure of the species and the
liquid temperature at the liquid/gas interface. Below the boiling point, the vaporization
of the liquid is mass transfer controlled. This means that the rate of vaporization will be
controlled by the diffusion of the species from the surface and as well as the convective
conditions in the surrounding fluid. For example, if there is no crosswind over the surface of
the pool, then the vaporization will be driven by buoyant or free convection which is driven
by density differences in the gas phase. If a crosswind is present then forced convection
will control the rate of mass transfer depending on the wind speed. Both phenomena can
be present. Forced convection generally produces higher mass transfer rates than those
produced from buoyant convection.
If the liquid reaches its boiling point its rate of vaporization is no longer controlled
by mass transfer limitations. Instead, the liquid vaporizes as fast as energy is supplied
to it. Since it is the common observation that for all pure component fuels and many
multicomponent fuels the surface temperature does not reach the boiling point of the
liquid, most effort is placed on modeling the mass transfer controlled regime. To estimate
the mass transfer rate the Responsive Boundary model uses film theory for mass transfer
between a fluid/fluid interface. Figure 3.2 illustrates this theory.
Film theory states that all resistance to mass transport occurs in a thin film between
the two fluid phases. In the case of a pool fire this is assumed to be a thin gas film just
above the surface of the pool. All concentration gradients occur within this film. In Figure
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3.2, d is used to represent the thickness of the film, Ci is the concentration of the fuel at
the bottom of the film and is assumed to be the saturation concentration of the fuel at
the liquid surface temperature. Cbulk is the bulk concentration of the fuel in the bulk gas
phase. According to film theory as described by Seader and Henley (1998) the molar flux
is calculated from this model:
N
′′






Conversion to mass flux is a simple calculation involving the molar mass of the fuel.
Equation 3.10 applies to single component mass transfer through a stagnant film. Ct
is the film’s molar concentration and can be calculated from the ideal gas law for the pool
fire system. The symbol kc is the mass transfer coefficient, and xi and xbulk are the mole
fractions of the fuel at the bottom of the film and at the bulk gas phase, respectively. This
form of the mass transfer equation may be applied when bulk mass flow is significant, and
it is in the case of a pool fire.
The estimation of the mass transfer coefficient relies on heat transfer coefficient corre-
lations, and depends on the mode of convection over the surface of the pool. For buoyant
convection, the correlation used is appropriate for transfer from the top of a flat, horizontal
plate. This model is described by Incropera and Dewitt (2002). Additionally, since heat
and mass transfer are occurring actively at the surface of the pool, a model for the Grashof
number described by Bird et al. (2002) is used in conjunction with the correlation. The
Grashof number describes the effect of buoyancy on heat and mass transport. There are
two types of Grashof number. The first, simply called the Grashof number or the thermal
Grashof number, describes buoyancy force due to density differences caused by difference in
temperature. The other is called the diffusional Grashof number, and it describes buoyancy
force due to density differences caused by differences in species concentration. They are
both defined here:
Gr =






gξ (ω1 − ω0)L3
ν2
. (3.12)
Gr, is the symbol for the Grashof number. L is a characteristic length that depends on
the geometry of the system. In the case of the pool, the characteristic length is the area
of the pool divided by its perimeter. The symbol g represents the acceleration due to
the earth’s gravitational force, β is the thermal expansivity or the change in density of
the film with temperature, ξ is the change in density with mass fraction, ω, and ν is the
kinematic viscosity of the fluid of the film. Bird et al. (2002) state that when the thermal
and compositional effects on density change are both important the Grashof number in
the mass transfer correlation can be replaced with the sum of the thermal and diffusional
Grashof numbers. This methods applies only if the Prandtl number, Pr and Schmidt
number, Sc of the film have similar values. Taking all the above into consideration, the
buoyant Sherwood number used in the Responsive Boundary model is:
Shfree = 0.27 ((Gr +Grω)Sc)
1
4 . (3.13)
In the case of forced convection, Incropera and Dewitt (2002) provide the heat transfer
correlation that is utilized to get a Sherwood number for forced convection. This correlation










The Reynolds number used in equation 3.14 is expressed by Equation 2.2. Incropera and
DeWitt also describe a means to estimate the overall Sherwood number in cases were both




The calculation of the mass transfer coefficient arises from a rearrangement of the definition






In this equation, Dab is the binary diffusivity of the fuel species with air, and L is the
same characteristic length described for the Grashof numbers (Equations 3.11 and 3.12.)
For multicomponent interphase mass transfer, Taylor and Krishna (1993) provide the
appropriate description for film theory with multicomponent systems. The system is
assumed to be a stagnant layer of air above the pool through which each of n species can
diffuse. This type of diffusion is called Stefan diffusion, and this assumption is necessary to
obtain each of the n species fluxes through the film. The species fluxes can be calculated










Here, (N) represents the vector of molar fluxes for each volatile species, Ct is the total film
gas concentration. Each quantity in brackets represents a matrix. The matrix represented
by the symbol β is the bootstrap matrix which allows the computation of the diffusive flux
for the nth species. The form of the bootstrap matrix depends on the type of diffusion
assumed for the calculation. The options described by Taylor and Krishna are equimolar
counterdiffusion, Stefan diffusion, and fixed flux ratios. As already stated, Stefan diffusion
is assumed for the evaporating pool system. The matrix represented by k is the mass
transfer coefficient matrix and its composition depends on the mole fractions of species and
the binary mass transfer coefficients computed from Equation 3.16. The matrix labeled by
the symbol Ξ is the factor that accounts for the effects of bulk flow. This matrix depends on
the values for (N). This makes equation 3.17 implicit with (N), and it requires an iterative
solver to obtain the species fluxes. The Responsive Boundary code utilizes a fixed point
type iteration for the cases where the liquid surface temperature is far from its bubble point.
As the bubble point is approached, the fixed point algorithm fails to converge, and in this
case a Newton-Raphson iterative method is used to obtain the solution. The definitions for
the various matrices involved in Equation 3.17 can be found in the film theory chapter of
the text authored by Taylor and Krishna. In Equation 3.17, x represents the mole fractions
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of the various volatile species. The subscript o denotes properties computed on the side of
the film near the pool, while the subscript δ denotes the same properties computed on the
gas phase side of the film. The Responsive Boundary model uses the properties closest to
the liquid pool.
In order to calculate the properties on the liquid side of the film it is necessary to
use a vapor-liquid equilibrium (VLE) model. The Responsive Boundary model utilizes a
simplified form of the modified form of Raoult’s law described by Walas (1985). The model
assumes that since the system is at atmospheric pressure (about 1 bar), the Poynting Factor
and the ratio of liquid and gas phase fugacities will be near to unity. This gives a formula





Here, yi and xi are the gas phase and liquid phase mole fractions of species i, respectively.
Ps, i is the vapor pressure for species i as a function of the liquid surface temperature, and P
is the system’s fluid pressure. The parameter, γi is the liquid activity coefficient for species
i. This parameter describes the thermodynamic deviation from ideal solution behavior due
to mixing of unlike components, and it is a function of system temperature, pressure, and
composition. For the Responsive Boundary model, this parameter is estimated using the
Wilson equations as described by Walas (1985). The binary parameters used in the Wilson
equations are estimated using a single-parameter correlation developed by Gothard et al.
(1976). This correlation uses the difference between the solubility parameters of two pure
species to correlate their interaction parameters for the Wilson equations. The method is
developed and works best for mixtures of hydrocarbon liquids. The major limitation of the
Wilson equations is that they cannot predict liquid phase splitting, which is satisfactory
for the intended uses of the Responsive Boundary model. Besides the composition of the
gas phase film, the activity coefficients from the Wilson equations are also used for the
purpose of calculating bubble point temperatures for liquid mixtures.
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3.4 Physical Property Estimation
Examination of the conservation continuum equations that form the basis of the Re-
sponsive Boundary, as well as the models for VLE and mass transfer show that these models
incorporate certain physical properties of the fuel species involved. Given the number of
possible fuel species that could be used by the Responsive Boundary model, there is not
enough data available in the literature to specify all these properties using experimental
data. Most of these properties are functions of the system temperature, pressure, and
composition making the determination of these properties even more cumbersome. Some
of these properties include liquid and gas phase density, thermal conductivity, heat capacity,
binary diffusivity, viscosity, vapor pressure, etc. Instead of trying to gather data on all these
properties as functions of system conditions for each conceivable fuel species, it is simply
easier to use property estimation methods that are both theoretical and empirical and
that rely on pure component properties that can be programmed into the model. Poling
et al. (2001) gather numerous property estimation methods for each of these physical
properties into one text, and most of the property estimation methods applied in the
Responsive Boundary model are found there. The calculation of liquid density is one
exception. At the beginning of the calculations, the liquid density is estimated based on
the composition of the liquid using methods described by Walas (1985), and by Thomson
et al. (1982). After the liquid density is calculated, the model assumes no change in the
liquid density. The property estimation methods described by Poling et al. (2001) are
accompanied by comparisons of their performance with measurements of the properties
from experiment, and they include error. Each method in the Responsive Boundary model
that involves property estimation is tested to be sure that the results are consistent with
these comparisons in order to verify that the method is working as it should. Each method
in the Responsive Boundary model involving property estimation has documentation to
point to the specific method used and where its description can be found in Poling et al.
(2001). The important point here is that each estimation method has its strengths and
weaknesses, and that there is error in every calculation that must be taken into account
during the model validation process.
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3.5 Liquid Drop and Interpolation
A first glance at the fundamental continuum equations that form the basis for the
Responsive Boundary model should give the reader the impression that it is a relatively
simple one-dimensional, transient model. However, there is a phenomenon that complicates
this otherwise simple model. The vaporization of fuel removes mass from the system causing
the liquid level to drop. Since the computational domain is the liquid itself, the domain
shrinks with time. This raises questions of how the domain should be spatially partitioned
as it shrinks, where the temperature values will be tracked in the domain as it changes
size, and how the approach applied will affect the discretization error in the calculations.
The domain is divided into a certain number of nodes as illustrated in Figure 3.1. The
number of nodes used in the domain is fixed regardless of the size of the domain with time.
Temperature values are calculated from the energy balance at the center of each node.
With each time step new values are calculated for the temperatures at each node, and new
values for the liquid composition and the liquid height are calculated. Once these values
are determined the domain is redrawn as shown in Figure 3.3.
With each time step the liquid height drops slightly and a new domain is created with
the new liquid height. The same number of nodes are used to divide up the new domain,
but now the center of these nodes are now slightly offset in location when compared to
the locations of the nodes in the old domain. Comparison of these new nodal positions
with the old positions is used to obtain new temperature values via interpolation of the
old temperature values. Also, because the size of the domain shrinks with time and the
number of nodes remains constant, the spatial step size will shrink as well. This approach
also corresponds well to the physical situation. When the model calculates the new surface
temperature, that temperature does not actually exist because that top layer evaporates
making the new surface temperature the temperature of the liquid just below the old
surface. The drop in temperature due to the evaporation of the top layer is significant
because of the sharp drop in liquid temperature with depth as illustrated in Figure 2.4.
The heat input to the pool must constantly heat the top layers to a point and then heat
the colder layers underneath as they emerge at the top due to evaporation. This physical
process delays the heating process of the surface of the liquid and is critical for the correct
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prediction of the mass burn rate.
Interpolation methods used to obtain new temperature values are approximate and pro-
vide another source of error. The Interpolation method used with the Responsive Boundary
model is a form of Lagrangian polynomial interpolation. Lagrangian interpolation uses a
number of discrete points to approximate a value of a function between these discrete
points. In the Responsive Boundary model, the temperature is known at certain discrete
locations, and it is desired to estimate the temperature at locations between these points.






Here, Pn is the interpolated value using n basis points, pk is the k
th Lagrangian polynomial,
and f is the function value at the kth discrete point, xk. Note that Pn(x) is evaluated at
some point x between the discrete points xk. The Lagrangian polynomials are defined:
pk(x) =
n∏






Lagrangian interpolation can use any number of points, but care must taken not to use too
many so as to avoid highly erratic behavior of high order polynomials between the node
points. In the case of the Responsive Boundary model, the number of nodes used can be
adjusted. The code examines the desired position in the pool for interpolation and selects
the closest four points as a basis for interpolation. The error associated with Lagrangian








, xo ≤ ξ ≤ xn. (3.21)
It is important to note that the error in interpolation decreases with increasing n as long
as the polynomials are not too high of order to cause a large degree of fluctuation between
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the basis points.
Another quantity of interest is the pool’s surface temperature. In this case, instead
of interpolation, extrapolation is required. Initially the surface temperature was taken to
be the liquid temperature of the top node. There are a couple of problems with this.
First, the temperature of the top node is not technically the surface temperature, it is
the temperature of the liquid half-way through the top node. Second, the temperature of
the top node is taken from a location that changes with the the spatial step size, so the
location of the surface temperature changes as the liquid pool shrinks, and it is impossible
to compare surface temperatures between simulations that use different spatial step sizes,
and that makes grid convergence analysis of the surface temperature and therefore the
mass burn rate impossible. Instead, it was decided to estimate the surface temperature at
the surface using extrapolation of nearby temperatures. At first, Lagrangian polynomials
were used, but the error from this method led to obviously erroneous values for the surface
temperature. For example, in some cases the projected polynomial predicts a surface
temperature that is lower than the temperatures at the nodes immediately below the
surface. Instead, the temperature profile near the surface is assumed to conform to the
model represented by Equation 2.7. The exact form of the equation used for temperature
in this case is:
T (z) = k1e
−k2z. (3.22)
Equation 3.22 uses two parameters, k1, and k2 which are determined from two temperature
data points. The data points come from the top two nodes nearest the surface. With the
two parameters determined, the application of the temperature model yields an estimate
for the surface temperature that is far more consistently with the physical system than the
predictions given from Lagrangian extrapolation. With the two top temperature nodes,
the Responsive Boundary model can extrapolate a value for the surface temperature that
is consistent in location and comparable between simulations of different spatial mesh
resolution. Figure 3.4 demonstrates the top of the liquid pool domain and shows the
locations of the nodes involved in the extrapolation.
88
3.6 Overview of the Responsive Boundary Code
The Responsive Boundary model is written in C++, which is an object-oriented lan-
guage. Such languages are based on classes with contain specific data members and
methods. Since the Responsive Boundary model is designed to be incorporated with the
ARCHES fire code, a similar programming style is used with the boundary model that
is based on that of ARCHES. Each class in ARCHES is defined with two files. The first
is a header file ([classname].h), and this file contains the definition of the class and the
declaration of all its methods and members. The second file is a .cc-file, and it contains
the specific coding for all the major methods in that class. The Responsive Boundary
model uses this form and consists of three classes: The ResponsiveBoundary class, the
RBMixerProperties class, and the RBComponentProperties class.
The RBComponentProperties class contains information relating to the physical prop-
erties of a pure fuel species. Indeed, this class is designed to model a pure chemical species.
It’s members are the identity of the fuel itself and several basic properties such as its
critical temperature, pressure, volume, and its acentric factor. It also includes information
as to whether it is a paraffin, a cyclo-paraffin, an aromatic, or an alcohol. Such data
are necessary for the computing of the component’s physical properties which is a task
accomplished by the methods of the RBComponentProperties class. Examples include the
calculation of the pure species heat capacity as a function of temperature, gas and liquid
phase viscosity, liquid density, liquid and gas phase thermal conductivity, and the vapor
pressure. Currently there are 18 fuels programmed into the constructor of this class, and
more fuels can be easily programmed as well. Some example include n-heptane, n-octane,
n-dodecane, tetralin, decalin, toluene, benzene, xylene, methanol, and iso-propanol.
The RBMixerProperties class contains information on a fuel mixture, and it relies on
information provided by the methods in the RBComponentProperties class. If the system
of interest is a six-component fuel then the RBMixerProperties class will use six instances of
the RBComponentProperties class as members. If the fuel is only single component then
it will only use one instance the RBComponentProperties class to calculate the needed
physical properties. The RBMixerProperties class uses physical properties of a mixutre as
its members the same way the RBComponentProperties class does for pure components.
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It’s methods calculate properties such as the thermal conductivity, heat capacity, and
density of a liquid mixture. It also calculates the properties of the gas film through which
the volatile species will transport. The mass burn rate is calculated in this class as function
of the temperature, pressure, and composition of the system. Activity coefficients and VLE
data such as the bubble point temperature of a liquid mixture are computed by this class.
The ResponsiveBoundary class performs the time stepping calculations for the model.
It keeps track of the primary variables like the liquid height, the liquid temperature
profile, and the liquid composition, and it applies the fourth order Runga-Kutta routine
for time stepping calculations. It also performs the calculations that account for the liquid
drop and the interpolation of the new temperature values. It contains methods that can
perform verification via MMS to test the code, and some of the methods in this class
are designed to port the Responsive Boundary model with the ARCHES fire code. The
ResponsiveBoundary class uses one instance of the RBMixerProperties class as a member
to obtain the physical property data needed to solve the discretized continuum equations.
3.7 Interaction with ARCHES
Given the discussion of how the Responsive Boundary works so far, the question arises
that if the model assumes a uniform temperature horizontally, how can it predict the
behavior of a real pool where the temperature and mass burn rate vary across the surface,
and if only one radiation input value is given to the Responsive Boundary model how can
it account for the fact that feedback radiation to the pool surface varies widely with both
space and time? The answer to this issue is that more than one instance of the Responsive
Boundary model is used in its ARCHES application. In ARCHES the computational
domain is three-dimensional. The domain and the location of the pool are illustrated in
Figure 3.5.
ARCHES is primarily concerned with the gas phase reactions occurring over the pool.
The pool is located at the bottom of the domain illustrated in Figure 3.5. The three-
dimensional domain is divided spatially into three-dimensional nodes that fill the volume.
Some of these nodes border the bottom of the domain where the pool boundary is located.
For each node that is adjacent to the pool there is a small section of the pool surface as
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indicated by the arrow pointing to such an area in Figure 3.5. For each of these areas
on the pool surface an instance of the Responsive Boundary model is used to calculate
the fuel velocity from that segment of the pool into the 3-d domain. Each pool area will
give different inputs to the Responsive Boundary model, and each will get different values
of the fuel velocity as output. The input required for the Responsive Boundary model
from ARCHES include gas temperature just above the pool, fuel composition above the
pool, radiation input to the pool surface, gas density above the pool surface, etc. The
data needed to keep the various instances of the Responsive Boundary model across the
pool surface include the liquid height, the liquid fuel composition, and liquid temperature
profile. Such data are saved in maps and are associated with each area segment of the pool
by the node location coordinates of the node just above that segment of the pool. While
the code runs, these data are remembered and used with the appropriate instance of the
Responsive Boundary model from time step to time step. If the code reaches its time limit
and must be restarted, then the data needed for the Responsive Boundary model must
be written to a file and read back to the code upon restart. ARCHES time steps its own
calculations using its own methods. Once it completes a time step, the time step size is
read into each Responsive Boundary model and they perform their calculations using that
time step in order to keep pace with ARCHES. Generally, the time steps used by ARCHES
are much smaller than those needed for the Responsive Boundary model, so only one time
step is required from the boundary model, and at each time step the fuel inlet boundary
condition is updated. In this manner, the Responsive Boundary model provides a fuel inlet
boundary that varies with position over the pool and varies with time.
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Figure 3.2: Fluid/fluid mass transfer according to film theory.
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Figure 3.3: How the computational domain changes with liquid drop.
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Figure 3.4: The top nodes of the pool domain and the location of the extrapolated
surface temperature.
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Figure 3.5: A depiction of the three-dimensional domain of a pool fire in ARCHES.
--/- -----7 
CHAPTER 4
VERIFYING AND VALIDATING THE
RESPONSIVE BOUNDARY MODEL
4.1 Introduction
With the theoretical foundation for the Responsive Boundary model having been set
down and the model itself having been described, the next step is to build confidence in its
calculations through the methods of verification, validation, and uncertainty quantification
as described in Chapter 2. As noted already, it is not possible to verify or validate a code,
but rather the more meaningful objective is to verify and validate specific calculations of
a code in order to establish confidence in the output of a model for given applications of
interest.
In the case of the Responsive Model model, the applications of interest start with
moderate to large sized, single-component liquid pool fires. The experimental data provided
by Blanchat et al. (2006) and Klassen and Gore (1992) provide excellent comparisons for
verifying and validating the Responsive Boundary model. The verification, validation,
and uncertainty quantification for the Responsive Boundary model occurs in two phases.
The model is first developed on its own and tested using given inputs suggested from
experimental data to see if the model output is consistent with experimental results. Once
sufficient verification and validation is performed on the model by itself, the model is then
linked to the gas-phase fire code, and verification and validation tests are performed on
ARCHES simulation output. The purpose for performing code analysis in this manner
is to focus first on the Responsive Boundary code first and resolve any issues in that
smaller environment before linking the model to a much larger and more complicated fire
code. This chapter deals with the verification, validation, and uncertainty quantification
activities with the Responsive Boundary model on its own. The next chapter will discuss
these activities for the Responsive Boundary linked with ARCHES.
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It is important to note that there are additional limitations to how much one can test
the performance of the Responsive Boundary model on its own. As currently written, the
model requires certain inputs to be able to give the appropriate prediction of the mass burn
rate. Without ARCHES, there are limitations on the accuracy and availability of these
inputs. These inputs include incident radiation flux to the pool surface, flame temperature
over the pool surface, and fuel compositions over the fuel surface. Each of these properties
varies widely over the spatial locations of the pool surface. For the purposes of testing
the Responsive Boundary code only one value for each of these can be used as input to
test the pool code by itself. The objective is to see if the model will return a reasonable,
average output (i.e., mass burn rate) with given inputs that are averaged over time and over
the pool surface. In the case of the vapor phase fuel composition over the pool surface,
the value is set to zero in order to avoid certain complications. This is done with the
understanding that the predicted mass burn rates will be higher than those expected from
the model when used with ARCHES.
4.2 Verification: Manufactured Solutions
The method of manufactured solutions is an effective means to discover subtle bugs in
the code that do not appear in compilation, cause a crash in the execution of the code, or
result in obvious error in the results. It is effective in determining if the code is actually
solving the continuum equations correctly, and it is useful for determining if the error in
the solutions to the continuum equations are what they should be. In other words, the
method can determine if the discretization error is of the correct order.
Two manufactured solution are chosen to test the ability of the Responsive Boundary
code to solve the energy balance (Equation 3.2) and the height equation (Equation 3.4).
These equations form the core of the Responsive Boundary model for simulations of single-
component fuels and must be verified. The temperature profiles resulting from the solution
of the energy balance equation change with depth in the liquid and with time. The height
of the pool only changes with time. The manufactured solutions for these two quantities
need to have the same dependencies with space and time. For verification of the energy
equation, the domain is given a length of one meter, and all liquid evaporation and therefore
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change in the domain size is suspended. The chosen solution is a simple sinusoidal function
whose amplitude begins at a value of six and shrinks exponentially with time to a value of
one. The values of the manufactured solution are chosen to be similar to the temperatures
commonly produced by the energy equation in order to avoid any problems from the
property calculations that depend on temperature. For example, the code is not likely
to produce a real value for the viscosity of liquid JP-8 if the input temperature from the
manufactured solution is -100 Kelvins. This would cause the code to crash and defeat the
purpose of the manufactured solution in the verification process. To meet these criteria
the manufactured solution for the energy equation is:





The solution oscillates about TNominal which is assigned as value of 298.15 Kelvins in the
code. The solution given in Equation 4.1 is easily differentiated in both time, t and liquid
depth, z. For verification of the height equation the energy balance is turned off and the
temperature values are given a constant value across the domain of the liquid and do not
change with time. The manufactured solution for the height equation has similar character
to the height of an evaporating pool. Specifically, it starts at an initial value, in this case
a value of 1, and then it shrinks with time. The manufactured solution is expressed:
H(t) = 1− ln (1 + αt), α = e− 1
tend
. (4.2)
The function described in Equation 4.2 at the initial time starts with a height of 1. Then
the height drops logarithmically to a value of 0 when time is at tend.
The manufactured solutions described in Equations 4.1 and 4.2 are applied separately
to the Responsive Boundary model to test the solution of the energy and height balance.
If the code works they way it is intended it will produce the manufactured solutions with
some degree of error. This error stems mostly from the discretization of the continuum
equations. Several potential bugs that would otherwise be difficult to detect could cause
additional error to the model’s output of the manufactured solution to the point that the
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output would have none of the character of the manufactured solution. If the output from
the model matches the character of the manufactured solution, the next step is to examine
the error in the output at different mesh resolutions. A plot of the log of the error against
the log of the step size produces a line with a slope equal to the order of the discretization
error with respect to the step size.
For the energy equation, a discretization error of second order is expected with respect
to spatial step size, and a fourth order error is expected with respect to the time step size.
For the height equation a fourth order discretization error is expected with respect to time
step. A Responsive Boundary simulation is run with the manufactured solution source
term for the energy equation in effect. The simulation is run on a one-meter domain
with a spatial step size of 0.005 meters and a temporal step size of 0.02 seconds. The
simulation runs for five seconds. The output from the model is shown in Figure 4.1. A
semi-logarithmic plot of the relative error for the same simulation is shown in Figure 4.2.
In both figures the output for three different times (one, three, and five seconds) from the
simulation is plotted. Examination of Figure 4.1 shows that the solution does indeed look
like a sine wave from 0 to 2 whose amplitude shrinks with time. The error plot in Figure
4.2 also shows that the relative error for the whole domain is quite small, on the order of
10−11 to about 10−13 in the center of the domain. The error rises to about 10−5 near
the boundaries. This is due to the proximity to approximate boundary conditions. As
stated in the previous chapter, the diffusive flux is assumed to be zero at the boundaries.
The rise in error may also be attributed to the form of the discretization of the derivative
term at the boundaries. Since the thermal diffusive flux into the domain at the boundary
is assumed zero, the derivative term collapses from a second order form like that shown in
Equation 3.9 to a first order form. It is also interesting to note that as time proceeds in the
simulation the error increases somewhat. This is likely discretization error accumulating
with each subsequent time step.
Another simulation is run with the Responsive Boundary model using the manufactured
solution for the height equation. This simulation uses a time step of 0.02 seconds. Figure
4.3 shows the plot of the output from the model for the height of the liquid with time,
and Figure 4.4 shows the relative error in the model’s output. The manufactured solution
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for this simulation, described in Equation 4.2 uses an end-time parameter (tend) of 50
seconds. This means the liquid level starts at one meter and falls to zero in 50 seconds.
The simulation is run for 30 seconds. Examination of Figures 4.3 and 4.4 show that the
output from the model matches the character of the manufactured solution closely just as
it did for the manufactured solution for the energy equation, and the error from the output
is very small (10−14 or less.) Also, as with the first MMS simulation the discretization
error accumulates with time.
4.2.1 Grid Convergence Tests with the Manufactured Solutions
The results shown in Figures 4.1 to 4.4 justify a certain level of confidence that the code
is solving the continuum equations for energy and height correctly within an acceptable
level of discretization error. There is cause for confidence that the code is free of certain
types of errors. However, while it is known that the code solves these equations with
relatively small error, it remains to be determined if the discretization error produced in
the code is of the expected order. To determine the order of error it is necessary to run
several manufactured solution simulations like those described above at different temporal
and spatial step sizes and examine the trends in the error.
First, for the energy equation, several simulations are run with the manufactured








810 of a meter. A time step of 0.01 seconds is used in each simulation. The simulations
run for 6 seconds of simulation time and values of temperature at 6 seconds were analyzed.
The temperature values from the manufactured solution are examined at different points
in the domain. The log of the error is plotted against the log of the spatial step size for
the manufactured temperature at a depth of 0.25 meters below the pool surface, and the
plot is shown in Figure 4.5. Examination of the plot shows that a straight line is produced
with a slope of 2. This suggests the order of discretization error with spatial step size for
the energy equation is 2, as expected. Lines with slopes of one and two are also provided
in Figure 4.5 for comparison with the data. Similar analysis at different depths of the pool
showed similar results.
To verify the order of discretization error with time step, another series of simulations
using the manufactured solution for the energy equation are performed. The simulations
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use time steps of 0.5, 0.25, 0.125, 0.0625, and 0.03125 seconds. Each simulation employs a
spatial step size of 1800 of meter, and runs for 6 seconds. Once again, the log of the error
in the output for each simulation is plotted against the log of the time step. The plot is
shown in Figure 4.6. Once again, the data are taken from a depth of 0.25 meters below
the pool surface at a simulation time of 6 seconds. Examination of the data in Figure 4.6
shows a straight line with a slope of 4. This suggests that the discretization error in the
energy equation with respect to time step is fourth order, as expected.
Figure 4.7 shows another plot of the log of the error in simulation output against the
log of the time step. These data arise from a series of simulations where the manufactured
solution for the height equation are applied. The simulations use time steps of 1.0, 0.5,
0.25, 0.125, and 0.0625 seconds, and they each run for 30 seconds. The height at 30 seconds
is used as the model output in the grid convergence plot in Figure 4.7. Figure 4.7 shows a
straight lines with a slope of 4. Once again this demonstrates that the values of height for
the manufactured solution from the model have a discretization error with respect to time
step that is fourth order, and this is consistent with the use of a properly programmed
Runga-Kutta fourth order method. The results illustrated in Figures 4.5, 4.6, and 4.7
demonstrate that for the given manufactured solutions the code not only gives results that
are apparently correct from inspection, but that the results produce the errors they should
given the discretization methods used.
4.3 Verification: Grid Convergence of Model Output
and Grid Convergence Index
The exercises described in the previous section suggest that the time stepping algorithm
and spatial approximation used in the Responsive Boundary model function as they should
without significant coding bugs. However, the manufactured solutions described do not
test every aspect of the code. The manufactured solutions chosen for the energy and
mass balance are applied and tested separately. The full implementation of the Respon-
sive Boundary model applies both equations in a coupled manner, and the code applies
interpolation and domain shrinkage to mimic the behavior of an evaporating pool. The
manufactured solutions provide a starting foundation for verification of the Responsive
Boundary model’s output, but more must be done to verify the computations of the model.
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The next set of exercises test the code directly with all coupled equations being solved
at the same time and with domain shrinkage and interpolation in tact. Grid convergence is
applied again to the results of the model, only this time there is no manufactured solution.
The tested data are the actual intended output of the model which is the mass burn rate
of fuel. The advantage to this method is that the whole model is tested in its intended use.
Any errors arising from the coupling of the continuum equation, the shrinking domain, or
from interpolation error are likely to be detected from these grid convergence studies. The
disadvantage to these exercises is that there is no direct means of measuring error in the
model’s solution compared to the actual model continuum solution. The error must be
estimated from the Grid Convergence Index technique described in Chapter 2.
The objective for these exercises is similar to that for the manufactured solutions in the
previous section. The order of discretization error must be verified for the energy and mass
balance equation for the Responsive Boundary model running in its intended application,
and the discretization error must be estimated using the GCI once the order is verified.
Unlike the grid convergence tests applied with the manufactured solution simulations, more
than two grids must be used to calculate the order of error with respect to the spatial and
temporal step sizes. In this set of exercises several simulations are run at different mesh
sizes, and the appropriate output from each simulation are compared to calculate the
order of convergence using Equation 2.34. Once the order of convergence is verified, the
discretization error is estimated using the GCI (Equation 2.33). Since the order of error
is confirmed a value of 1.25 is applied for the parameter Fs in Equation 2.33. Once again
the output of the simulation must be tested to determine the order of error with respect
to the spatial and temporal time steps. The output for the model is the mass burn rate of
the fuel. If the code operates as it is designed the output should have discretization error
that is second order with respect to spatial step size and fourth order with respect to time
step size, just as with the previous grid convergence tests.
For all verification tests described in this section the simulation is based on the condi-
tions of a low wind, JP-8 pool fire experiment conducted by Blanchat et al. (2006). The
input parameters include a pool diameter of 7.93 meters, an average wind speed of 0.85
m/sec, and an average radiative heat flux of 85,100 W/m2 to the pool surface. Also, as
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already stated, the fuel vapor composition over the pool is not known from experiment
and is set to zero for the purposes of verification and validation. The presence of fuel
in the vapor inhibits the burn rate, so mass burn rates calculated in these exercises will
be marginally higher than they would be in the ARCHES framework where the vapor
composition is available.
The first two tests examine the convergence of liquid temperature and mass burn rate
with spatial step. Tables 4.1 and 4.2 show the results of these tests for the liquid tem-
perature and mass burn rate, respectively. For these tests the average flame temperature
over the pool is set arbitrarily to 1000 K. The flame temperature is another quantity that
ultimately must be provided from the fire code in ARCHES. Examination of the data in
Tables 4.1 and 4.2 shows the grid sizes used in each test, the values computed, the calculated
orders of convergence from Equation 2.34, and GCI for the finest grids from Equation 2.33.
To calculate the order of accuracy from Equation 2.34 requires at least three grid sizes. In
these tests as many grid sizes are used as is possible. For the liquid temperature verification,
five grid sizes are used. The simulation uses a starting domain size of 40 centimeters of
pool depth, and a time step of 0.01 seconds is used. The tested temperature value is taken
from a height of 34 centimeters (6 centimeters below the surface.) Since five grids are
used, three estimates of the order of error can be calculated. In Table 4.1 all convergence
results are given for this series of simulations. The coarsest grid is assigned the highest case
number while the finest grid is assigned a case number of 1. The symbol for the computed
orders of error is assigned three numbers corresponding to the three cases whose values
are applied to Equation 2.34 (i.e., pijk). As the grids used to compute the order of error
become finer the value for the order of error should approach the asymptotic value. The
error band according to the GCI for each of the finer grids is also given in Table 4.1 and
in subsequent tables. Another means of determining if the computed order is approaching
the asymptotic limit is suggested by Roache (1998). He suggests that the asymptotic limit
is reached if the ratio of the finer GCI to the coarser GCI approaches a value of rp, where
r is the refinement ratio and p is the observed order of accuracy. For the case of the liquid
temperature grid convergence test shown in Table 4.1, the refinement ratio used is shown
there, and the observed order of error is 2. This means that a GCI ratio of nine (labeled as
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target ratio in the table) is expected for the asymptotic region, and this is indeed the case
between cases two and one in Table 4.1. The different values of GCI (labeled as ′′Error
Band′′) expressed in Table 4.1 are given as fractions as opposed to percents. Either way
the estimated error bands suggested by the GCI here are quite small.
Table 4.2 is a similar table for a series of simulations that test the convergence of
the mass burn rate with spatial step. In this series of tests an initial domain height
of 56 centimeters is used. The simulations run for 30 seconds, and they each apply a
0.01 second time step. In this series of tests six simulations using six different grid sizes
with a refinement ratio of two are applied. This gives four calculations for the order
of discretization error and four calculations for the error band for the four finest grids.
Examination of these data show that as the grid becomes finer the ratio of error band
range approaches the expected value for the asymptotic range in the calculated order (in
this case a value of 4.) Also note that the error band for this quantity is larger than that
for the liquid temperature, so the error band range is expressed as a percentage. The
data for these two verification exercises as shown in Tables 4.1 and 4.2 suggest that the
order of discretization error for both the liquid temperature and the mass burn rate is
two with respect to the spatial step size. This is the expected value for these quantities
since the discretization of the energy equation is second order with respect to spatial step
size, and since the mass burn rate is a function of the liquid surface temperature, it too
is expected to be second order. Due to the functional dependence the mass burn rate
on liquid temperature, the mass burn rate is analyzed in the remaining grid convergence
exercises instead of the liquid temperature.
The next two grid convergence exercises seek to test the order of discretization error
with respect to time step size for the liquid height and the mass burn rate. Because the
temporal discretization scheme for both the energy and height equations is fourth order,
it is hoped that the grid convergence tests for both liquid height and mass burn rate will
produce a fourth order error result. This series of tests uses an initial domain size of 0.50
meters, and a spatial step size of 0.001 meters. Each case runs to a simulation time of 30
seconds. Six cases are executed to give four calculations of the order of error and the GCI
at the four finest grids. The coarsest time step is 0.5 seconds, and the finest is 0.015625
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seconds. The data for mass burn rate and liquid height are shown in Tables 4.3 and 4.4,
respectively. Examination of the data in Tables 4.3 and 4.4 shows that for both the liquid
height and the mass burn rate the order of discretization error converges to 1. This is
not expected because the Runga-Kutta routine used in these simulations is fourth order
with respect to time step size. The ratio of GCI does converge to the target value for a
first order error so there is confidence that the order calculations in Tables 4.3 and 4.4 are
in the asymptotic convergence range, and the computed error is indeed first order with
time step. This result is different from that given from the grid convergence tests with the
manufactured solutions. Since the tests on the manufactured solutions indicated fourth
order error with time step it is reasonable to conclude that there is nothing wrong with the
coding of the Runga-Kutta time step routine. Rather, there must be a process involved
in the full Responsive Boundary simulations that was not present in the manufactured
solution simulations. The most likely suspect is the interpolation of liquid temperatures
between the Runga-Kutta steps. The interpolation introduces another source of error to
the liquid temperature values. Since mass burn rate is a function of temperature, the error
would propagate to that quantity, and since the mass balance equation depends on the mass
burn rate, the error would also propagate to the liquid height values. This extra source of
error could cause these quantities to exhibit error of lower order than the expected value
of 4. To test this idea, another series of grid convergence simulations is run. However, this
time the interpolation step is removed by setting the right-hand side of Equation 3.4 to
zero. This means that the liquid level will remain constant at its initial height for the whole
simulation. The mass burn rate is still computed but it cannot impact the liquid height.
The heat input simply warms the pool without vaporizing any liquid, and the simulation is
set to run for 15 seconds. This is long enough to heat the surface of the pool substantially
without the allowing the liquid to reach its boiling point. The depth of the liquid is 50
centimeters and the spatial step is 0.001 meters. Table 4.5 shows the time steps used in
this grid convergence study as well as all the pertinent results. Results for the mass burn
rate are shown but not for the liquid height as this quantity does not change for this set
of simulations. Examination of Table 4.5 shows that without the interpolation step the
calculated order of error for the mass burn rate with time step size is now the expected
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value of 4.
The results of this series of simulations confirm that the additional error from the
interpolation step reduces the order of error in the model’s output from fourth order
to first order with respect to time step. Numerous attempts were made to diminish
the interpolation error and recover fourth order error by using different interpolation
techniques. Initially, linear interpolation was used. When the lower order of discretization
error was discovered, two varieties of cubic spline interpolation were tried, and when that
failed, a higher order Lagrangian interpolation technique was attempted with no success.
The order of error with time step was still first order. Although disappointing, this is not
fatal to the performance of the Responsive Boundary model. A first order discretization
error is still consistent. Consistent in this context means that for arbitrarily small time step
sizes the discretization error due to time stepping approaches zero, and the mass burn rate
predicted by the model approaches the value given by the true solution to the continuum
equations.
The data from these verification exercises provide a sufficient foundation of confidence
that for simple, single-component pool fire simulation the Responsive Boundary model’s
computer implementation provides a reasonable approximation to the solution of the
continuum model. The order of discretization error for both spatial and temporal time steps
is consistent, and an appropriate error band can be produced for the total discretization
error. According to Roache (1998) the total error band can be computed by summing the
GCI for the time step with that for the spatial step. For example, for the mass burn rate
if a spatial step size of 1.17× 10−4 meters (0.117 millimeters) is used, and a time step of
0.015625 seconds is used, according to Table 4.2 the error from spatial discretization would
be ±0.158%, and according to Table 4.3 the error from temporal discretization would be
±0.312%. This would give an overall error band of ±0.470% in the mass burn rate given
by the Responsive Boundary model due to the discretization of the continuum equations.
In practice with ARCHES, the temporal discretization error band would be much smaller
as the time steps utilized by the Responsive Boundary model are taken from the ARCHES
time steps, and in ARCHES the standard maximum time step is set to 0.01 seconds, and
the actual step size is generally much smaller.
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4.4 Validation: Sensitivity Analysis
The last sections in this chapter describe the methods used to validate the calculations
that the Responsive Boundary produces, and they describe to some degree the error caused
by the assumptions in the conceptual model for the liquid pool fire. As already mentioned
the primary output from the Responsive Boundary model is the mass burn rate from the
pool surface. To generate that output a number of inputs are required for the model. For
some of these inputs knowledge of their value comes from experiment with a degree of
uncertainty. Other inputs are not measured directly in experiment and are input to the
Responsive Boundary model from the fire code’s calculations. At this preliminary stage of
validation the latter type of inputs must be guessed based on experience with simulation
in order to conduct a simple sensitivity analysis.
The purpose of the sensitivity analysis is to measure the range of responses from the
model’s output given a range of values from the various inputs. The exercise can also give
indications of how robust the model is to various ranges of input. For example, as discussed
in Chapter 2, pool fires composed of a single-component fuel have been shown to heat to
a temperature slightly less than the fuel boiling point. In the analysis of the model it is of
interest to see under what conditions the model predicts boiling for the single-component
fuel contrary to observation. This way the programmer comes to know which combination
of inputs lead to physically unrealistic outputs from the model.
In ideal conditions the range of values of the output could be thoroughly tested with all
the ranges of values from the various inputs using a well designed, statistical experiment.
However, the focus of this chapter is to conduct verification, validation, and uncertainty
quantification on the Responsive Boundary alone in order to prepare it as far as possible
for use with the ARCHES fire code. As mentioned before, certain inputs to the responsive
boundary ultimately come from the fire code and can only be guessed. As before the
approach is to try to measure the average response of the model given a set of average
inputs. Examples of these types of input include the flame temperature above the pool,
the incident radiative heat flux to the pool surface, and the vapor composition above the
pool surface. The vapor composition is once again set to zero for the purposes of the
validation exercises with the understanding that the predicted output will be higher than
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it should be.
The sensitivity analysis here is not a complex statistically designed exercise, but instead,
it is a simpler linear response exercise that seek to measure the effect of each input alone on
the output. The objective is to identify which inputs the output variable is most sensitive
to. The exercise does not test the full range of possible output values. Such a rigorous
exercise is conducted on the fully coupled ARCHES/Responsive Boundary model and is
described in a later chapter. For now, this exercise identifies the inputs that most need to
be tested in the more thorough analysis.
The output to be examined for the Responsive Boundary model is the steady mass
burn rate of the fuel. The sample case used in this analysis is the same used in the grid
convergence analysis and is provided by Blanchat et al. (2006). The pool fire is 7.93 meters
in diameter and is composed of JP-8 fuel. Six inputs are chosen for the analysis: the average
radiative input to the pool, the average flame temperature over the pool, the wind speed,
the system pressure, the system temperature (the temperature of the surroundings and
the initial pool temperature), and the reflectivity of the pool surface to incident thermal
radiation. First, the nominal case is chosen about which all the inputs will be varied. Based
on the data given by Blanchat et al. an average incident radiation value of 85, 100 W/m2
is used. There is little data on the flame temperature over the surface of the pool, and an
average value is needed for the analysis, so a value of 1000 K is arbitrarily chosen. The
wind speed is measured at an average value of 0.8 m/sec, and this value is adopted as
nominal in the sensitivity analysis. The nominal value for the pool surface reflectivity is
set to 0.07, and the nominal values for the system temperature and pressure are selected
at 298.15 Kelvins, and one bar, respectively. When the nominal case is run to steady
state, the nominal output is calculated to be 0.0818 kg/m2 − sec. The measured value
for this pool fire experiment given by Blanchat et a is 0.0580 kg/m2 − sec. Since the
fuel vapor composition is assumed zero in the model an overestimate is expected. There
is also uncertainty in the flame temperature, the radiation input, and the wind speed.
The predicted value is on the same order of magnitude as the measured value, and this is
encouraging.
With the nominal values for the inputs and the output set, a range of values is selected
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for each input. For each test all the inputs are set to nominal value except one which is
varied over its selected range as simulations are conducted to obtain the corresponding
range of output values. The procedure is performed for all six inputs mentioned. Table
4.6 shows the nominal conditions as well as the range of tested input values with the
corresponding range of output responses. The input ranges are chosen to cover a physically
realistic range. For example, the system temperature is chosen to cover the coldest winter
conditions to the hottest summer day. Some of the inputs use a larger range than is likely
to be seen in the physical world (the system pressure for example), but the present analysis
need not be too rigorous as the primary objective is simply to identify the most sensitive
inputs. Examination of the range of output values in Table 4.6 shows that the most sensitive
inputs are the radiative input, the flame temperature, and the wind speed. Even with the
generous input ranges given for the system temperature and pressure, the resulting range
in output values is much smaller than those for the more sensitive inputs. The actual
range of uncertainty for system temperature and pressure would be much smaller. The
range given for surface reflectivity is more typically for what would need to be tested in a
more rigorous sensitivity analysis. While radiative input and flame temperature are among
the most sensitive inputs for the model they are quantities to be predicted by the fire code,
and as such they would not be used directly in a more rigorous sensitivity analysis. This
is also true of the fuel vapor composition. The most likely variable to be tested in a full
sensitivity analysis for determination of uncertainty in the model output would be the
system temperature and pressure, the pool reflectivity, and the wind speed. The choice of
which inputs to test would depend on the experimental conditions and the experimental
uncertainty in these quantities. For example, tests conducted indoors would likely have
little variability in the wind speed, and this quantity would not as likely be included in the
sensitivity analysis.
Along with the sensitivity analysis parameters illustrated in Table 4.6. Plots of the the
output response to each input are included in Figures 4.8 to 4.13.
Examination of Figures 4.8 to 4.13 shows that for most input parameters there is a
linear or near-linear relationship between the model output and the different inputs. One
exception to this pattern is seen in Figure 4.9 at the far right of the plot where the mass
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burn rate stalls then jumps at higher flame temperatures. This pattern is due to boiling
of the liquid fuel as the burn rate goes from mass transfer controlled to heat transfer
controlled. As previously discussed this phenomena is not observed for single-component
fuel fires. This is the reason why higher flame temperatures were not tested in this analysis
as boiling had already occurred in the tested temperature range. This is not likely to be
an issue in the full ARCHES simulations because the regions of high flame temperature
tend to be regions of lower radiative heat flux (around the edges of the pool). With the
lower radiative input the flame temperature can go much higher without causing boiling
to occur. Also regions of the pool surface that have lower flame temperature (the center
of the pool for example) tend to have higher radiative heat fluxes.
Another exception to the linear behavior seen in most of the responses is found in
Figure 4.10. The response to change in wind speed starts slowly and then jumps around
0.5 m/sec. This is due to the effects of forced convection beginning to dominate over that
of buoyant convection as the wind speed increases. As forced convection tends to give
higher mass transfer rates than that of buoyant convection the mass burn rate increases at
a greater rate.
4.5 Comparison with Experiment
The last validation activity conducted with the stand-alone Responsive Boundary model
is a series of comparison simulations. The purpose is to see if the model will generate
reasonable output given a series of input conditions from experiments. Once again, this
test is not a rigorous validation exercise as certain data are not available as input to the
boundary model until it is linked with the fire code. Also, certain inputs to the model
that normally would vary widely over the pool surface in the physical system are entered
as average values. These properties include the radiation heat flux to the pool surface and
the flame temperature over the pool surface. Again, the fuel vapor composition over the
pool surface is assumed zero for these simulations, so the resulting mass burn rates will
be over-predicted. For the radiative heat flux, an average value is chosen based on the
experimental data, and for the flame temperature a value of 800 K is arbitrarily chosen for
each case involving soot-forming flames, and a value of 1000 K is chosen for a case using
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flames with no soot-forming behavior (a methanol flame).
Six experiments are used in this set of simulations from two research studies. The
first study is conducted by Blanchat et al. (2006), the other is done by Klassen and Gore
(1992). These two studies are chosen because of the detail they include in their reports
on experimental conditions and more importantly, because they include measurements of
the radiative heat flux to the pool surface along with the values of the global mass burn
rate. Blanchat et al. conduct four large JP-8 pool fire experiments in outdoor conditions.
Two of the four experiments are done under higher wind conditions while the other two
experience lower wind velocities. The other two experiments are conducted by Klassen and
Gore. These experiments are done indoors and include moderately sized pool fires using
heptane and methanol. The pertinent data for these experiments are shown in Table 4.7.
The heptane and methanol flames are simple, single-component fuels and easy to model,
but the JP-8 fuel is a complex mixture. For these simulations a single-component surrogate
is used to simulate this type of fuel. The surogate uses the properties of n-dodecane with
a heat of vaporization that is consistent with measurements with JP-8 taken by Eddings
et al. (2005). Also note from Table 4.7 that Klassen and Gore report two values for the
steady mass burn rate. These two values arise from different heptane and methanol pool
experiments. They attribute the presence of a heat flux gauge on the pool surface as the
reason for the lower burn rate in one of the experiments.
The data summarized in Table 4.7 are applied as input to the Responsive Boundary
model. The model is run for a simulation time of 60 seconds in each case. The mass burn
rate is observed to come to a steady value and that value is compared to the experimental
value. The results for all cases are shown in Table 4.8. As expected in each case the
simulated steady mass burn rate is higher than the experimental value because the model
does not take into account the presence of fuel vapor above the pool. It is interesting to note
that some values were over-predicted higher than others. Other sources of error include
the average flame temperature over the pool, the pool surface reflectivity, the error in wind
measurements, as well as the error in radiation heat flux measurements. For example, the
radiation heat flux measurement reported by Blanchat et al. (2006) for case one carries an
uncertainty of ± 23, 200W/m2 ( about ± 27.2%.) Plots of the mass burn rate for all six
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simulations are also included in Figures 4.14 to 4.19.
Examination of the data in Figures 4.14 to 4.19 shows similar pattern of behavior in
the mass burn rate as the pool heats up. Note that the simulation predicts a warm up time
between 25 and 30 seconds for these cases with the exception of the methanol case where
the predicted warm-up time is longer. Unfortunately, the data provided here can give only
a partial confirmation of how well the Responsive Boundary model performs. Until data
from the model coupled with the fire code can be examined it is hard to determine if the
output from the model will be consistent with experiment. The values shown in Table 4.8
are on the correct order of magnitude, and the trends are correct. For example, the higher
wind cases from Blanchat et al. give the highest burn rates. The burn rate for the low
wind cases from Blanchat et al. are over-predicted by nearly the same percentage. The
larger pool fires give the highest burn rates, and the methanol fire gives the lowest burn
rate, as expected. The over-prediction for the methanol fire is not as high as the other fires.
This is likely due to the average flame temperature being only 1000 K. As methanol is a
nonluminous flame, its flame temperature is likely higher than that for JP-8 or heptane,
and because of the lower burn rates, the flame is likely to have contact with a larger area
of the pool surface.
While it will be necessary to see how the model works fully coupled with ARCHES to
know how well it performs, there are some preliminary data for the 30-centimeter diameter,
heptane pool fire from ARCHES that give some indication as to how the flame temperature
and fuel composition will behave. Figure 4.20 shows the flame temperature over the pool
after nine seconds of simulations time, and Figure 4.21 shows the heptane fuel mass fraction
over the pool surface at the same time. For both Figures 4.20 and 4.21 the reported
data are taken from a distance of 2.25 millimeters over the pool surface (the location of
the nearest computational node near the pool surface.) In this case nine seconds places
the fire at steady burn conditions. Figure 4.20 shows that at steady burning conditions
the evaporating fuel pushes the flames away from the pool except at the edges. The
air temperature over most of the pool is much less than the 800 K assumed in the data
comparison simulations described earlier, and the temperature at the edges of the pool
where the flames still touch the surface is near 1400 K. The average temperature is likely
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much less than the assumed 800 K. This is certainly one reason that the predicted burn
rates in Table 4.8 are so high compared to experiment. The other likely reason for the
over-predicted values is the assumption of no fuel above the pool surface. Figure 4.21
shows that this is clearly not the case. At steady burning conditions there is over 90% fuel
over the majority of the pool surface. Since at steady burning the pool surface temperature
is near boiling point the fuel will still be able to vaporize, but it will be at a much lower
rate. Whether or not the rate predicted by the coupled Responsive Boundary model is
consistent with experiment is the subject of a later chapter.
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Time = 1 second
Time = 2 seconds
Time = 5 seconds
Figure 4.1: The output from the Responsive Boundary model for a manufactured solution





























Time = 1 second
Time = 3 seconds
Time = 5 seconds
Figure 4.2: The relative error in the output from the Responsive Boundary model for a
manufactured solution of the energy equation.





















Figure 4.3: The model output for the manufactured solution for the height equation.
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Figure 4.4: A log plot of the error in the model output for the manufactured solution

























Figure 4.5: A log plot that confirms the order of error for the energy equation with


























Figure 4.6: A log plot that confirms the order of error for the energy equation with






























Figure 4.7: A log plot that confirms the order of error in the height equation with respect






































Figure 4.8: The response of the model output to radiative heat flux.
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Figure 4.9: The response of the model output to flame temperature.
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Figure 4.10: The response of the model output to variation in wind speed.
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Figure 4.11: The response of the model output to variation in system pressure.
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Figure 4.12: The response of the model output to variation in system temperature.
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Figure 4.13: The response of the model output to variation in pool surface reflectivity.
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Figure 4.14: The simulated burn rate based on experimental conditions from case one
from Blanchat et al. (2006).
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Figure 4.15: The simulated burn rate based on experimental conditions for case two
from Blanchat et al. (2006).
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Figure 4.16: The simulated burn rate based on experimental conditions for case three
from Blanchat et al. (2006).
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Figure 4.17: The simulated burn rate based on experimental conditions for case four
from Blanchat et al. (2006).
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Figure 4.18: The simulated burn rate based on experimental conditions for the 30-
centimeter heptane case from Klassen and Gore (1992).
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Figure 4.19: The simulated burn rate based on experimental conditions for the 30-
centimeter methanol case from Klassen and Gore (1992).
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Figure 4.20: The flame temperature for a 30-centimeter heptane pool fire simulated in
ARCHES.
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Figure 4.21: The heptane mass fraction above the pool for a 30-centimeter heptane pool
fire simulated in ARCHES.
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Table 4.1: The data for the grid convergence of liquid temperature with spatial step.
Case ∆z Temperature (K) Computed Error Band Error Ratio
(meters) (z = 0.34 meters) Order (±) ( Target = 9)
5 0.0400 298.157565
4 0.0133 298.150843
3 0.00444 298.150648 p543 = 3.22 GCI3 = 2.43× 10−8
2 0.00148 298.150628 p432 = 2.09 GCI2 = 9.14× 10−9 2.688
1 0.000494 298.150626 p321 = 2.04 GCI1 = 1.02× 10−9 8.997
Table 4.2: The data for the grid convergence of mass burn rate with spatial step size.
Case ∆z Mass Burn Rate Computed Error Band Error Ratio
(meters) (kg/m2 − sec) Order (±) (Target = 4.0)
6 0.00187 0.074508
5 0.000933 0.079397
4 0.000467 0.082170 p654 = 0.82 GCI4 = 5.531%
3 0.000233 0.083234 p543 = 1.38 GCI3 = 0.993% 5.57
2 0.000117 0.083516 p432 = 1.92 GCI2 = 0.158% 6.28
1 0.000058 0.083586 p321 = 2.00 GCI1 = 0.035% 4.51
Table 4.3: The data for the grid convergence for mass burn rate with time step size.
Case ∆t Mass Burn Rate Computed Error Band Error Ratio
(seconds) (kg/m2 − sec) Order (±) (Target = 2.0)
6 0.500000 0.0633
5 0.250000 0.0644
4 0.125000 0.0678 p654 = 1.11 GCI4 = 2.292%
3 0.062500 0.0685 p543 = 1.03 GCI3 = 1.236% 1.85
2 0.031250 0.0689 p432 = 1.01 GCI2 = 0.622% 1.99
1 0.015625 0.0690 p321 = 1.01 GCI1 = 0.312% 1.99
Table 4.4: The grid convergence data for the liquid height with time step size.
Case ∆t Liquid Height Computed Error Band Error Ratio
(seconds) (meters) Order (±) (Target = 2.0)
6 0.500000 0.4996630
5 0.250000 0.4996661
4 0.125000 0.4996674 p654 = 1.25 GCI4 = 2.38× 10−6
3 0.062500 0.4996680 p543 = 1.10 GCI3 = 1.35× 10−6 1.77
2 0.031250 0.4996683 p432 = 1.05 GCI2 = 6.98× 10−7 1.93
1 0.015625 0.4996685 p321 = 1.02 GCI1 = 3.55× 10−7 1.97
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Table 4.5: Data for the grid convergence of mass burn rate without interpolation.
Case ∆t Mass Burn Rate Computed Error Band Error Ratio
(seconds) (kg/m2 − sec) Order (±) (Target = 16.0)
6 1.000000 0.0005625921
5 0.500000 0.0005625922
4 0.250000 0.0005625923 p654 = 4.10 GCI4 = 1.06× 10−9
3 0.125000 0.0005625923 p543 = 4.05 GCI3 = 6.64× 10−11 15.95
2 0.062500 0.0005625923 p432 = 4.02 GCI2 = 4.16× 10−12 15.97
1 0.031250 0.0005625923 p321 = 4.02 GCI1 = 2.56× 10−13 16.25
Table 4.6: Test conditions and results for the simple sensitivity analysis.
Variables Nominal Range Range of Output
Tested Input Value Tested Nominal = 0.0818 kg/m2 − sec
Radiative Input (W/m2) 85,100 60,000 - 100,000 0.0636 - 0.0921
Flame Temperature (K) 1,000 700 - 1,200 0.0672 - 0.0905
Wind Speed (m/sec) 0.85 0 - 15 0.0772 - 0.1217
System Pressure (bar) 1 0.8 - 1.2 0.0809 - 0.0824
System Temperature (K) 298.15 255 - 315 0.0718 - 0.0869
Pool Surface Reflectivity 0.07 0.05 - 0.12 0.0831 - 0.0787
Table 4.7: Simulation input data taken from experimental pool fires.
Pool Wind Average Steady Mass
Case Fuel Diameter Speed Radiation Burn Rate
(meters) (m/sec) (W/m2) (kg/m2 − sec)
Blanchat et al. 1 JP-8 7.93 0.85 85,100 0.0580
Blanchat et al. 2 JP-8 7.93 5.76 97,800 0.0710
Blanchat et al. 3 JP-8 7.93 1.66 88,700 0.0620
Blanchat et al. 4 JP-8 7.93 3.83 94,700 0.0670
Klassen/Gore Heptane Heptane 0.30 0 18,000 0.0362/0.0331
Klassen/Gore Methanol Methanol 0.30 0 10,000 0.0130/0.0115
Table 4.8: A comparison of simulation and experimental results.
Case Steady Mass Burn Predicted Burn Discrepancy
Rate (kg/m2 − sec) Rate (kg/m2 − sec)
Blanchat et al. 1 0.0580 0.0715 +23.3%
Blanchat et al. 2 0.0710 0.0916 +29.0%
Blanchat et al. 3 0.0620 0.0754 +21.6%
Blanchat et al. 4 0.0670 0.0847 +26.4%
Klassen/Gore Heptane 0.0362/0.0331 0.0510 +40.9%/+54.0%





The research reported in this chapter concerns validation activities with ARCHES
simulations of laminar helium plumes and experimental observations made with holograms.
This set of collaboration exercises concerns the lower right box in the validation hierarchy
for pool fires depicted in Figure 1.2. Marcotte (2010) examines the holographic data
generated by Scho¨nbucher et al (1986), and provides data measurements that serve as the
point of comparison for both the experimental and computational analyses. The quantity
of interest and of comparison is the interference order, and this quantity is used as the
simulation output. The helium plume is simulated using ARCHES. As ARCHES is a
code designed for LES simulation, it is necessary to make adjustments to its code in
order to simulate a laminar plume. Several plume simulations are run to test the range
of uncertainty in the model input parameters. Three parameters are chosen as the most
likely to influence the output of the simulation. The parameters are the helium inlet flow
rate, the air co-flow rate, and the system temperature. Given 22 data point measurements
of the interference fringe order it is initially determined from the consistency analysis that
the whole dataset is inconsistent. Sensitivity analysis reveals that the upper uncertainty
bounds of four data points have a dominant influence on the consistency measure. After
re-evaluation of the error bounds for the dataset, a subsequent consistency analysis shows
the dataset to be consistent.
5.2 Holographic Interferometry
Figure 5.1 is example of a hologram produced by Scho¨nbucher et al. (1986) via
holographic interferometry. The hologram shown in Figure 5.1 is an image taken from a
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4.6-centimeter diameter helium plume. Figure 5.2 shows how lasers are utilized to produce
holograms of buoyant plumes.
In holographic interferometry as applied by Scho¨nbucher et al. a laser is produced with
a wavelength of 415.15 nanometers (green light). The beam is split into two beams, and
each beam is then expanded. One of the beams passes through air (reference beam), and
the other passes through the plume. The two beams are re-combined and directed onto
a holographic plate where the image is recorded. Because one laser beam passes through
the buoyant plume, the volume through which it passes experiences variations in refractive
index due to compositional variation in the helium plume. As the laser passes though
the medium of variable refractive index its speed experiences slight changes. When the
beam combines with the reference beam the two will be out of phase with each other, and
their waves will interfere. The interference patterns are evident in Figure 5.1. Wherever
the beams interfere constructively the hologram shows a brighter green color. Wherever
the beams interfere destructively dark fringe lines appear. Holograms produced from
holographic interferometry can provide information about certain plume properties. Each
dark fringe line can be thought of in the same manner as contour lines on a topographical
map. In the case of the map, the lines indicate changes in elevation. The more densely
packed the lines are the steeper the change in elevation. With the hologram the dark
fringe lines serve to represent changes in the refractive index of the plume. Wherever the
fringe lines are found in higher density indicates a region of sharp variation in refractive
index. Changes in refractive index in buoyant plumes reflect changes in density due to
compositional variation and temperature variation. For helium plumes, the changes in
refractive index can be entirely attributed to variations in the composition due to the
diffusion of helium in air as there are no chemical reactions and the system is isothermal.
Examination of the hologram depicted in Figure 5.1 shows that the largest concentration
of fringe lines occur at the bottom of the image near the helium inlet. This indicates that
the largest concentration gradients of helium occur at this location as pure helium first
emerges from the inlet port and begins to mix with the air. As the helium moves away
from the inlet the rate of mixing by diffusion decreases as concentration gradients diminish,
and the fringe lines are spaced further apart.
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Another important feature of holographic interferometry is that the images provide
two-dimensional information for a three-dimensional system. The fringe lines found in
holograms like that depicted in Figure 5.1 are the result of variations in refractive index over
a path that runs orthogonal to the plane of the hologram. This reduction of information
from a three-dimensional domain to a two-dimensional image is seen in the mathematical
formulations for fringe order which will be described shortly.
The experimental data collected from Scho¨nbucher et al. (1986) consists of videos of
numerous helium plume experiments. Each frame in a video is a holographic image similar
to that shown in Figure 5.1. The images are taken at rate of 1000 frames per second.
Marcotte (2010) takes the holograms and adjusted the images to produce consistency in
the brightness of the images. The images are then digitized and further processed in order
to determine the time-averaged fringe order at different spatial locations over the inlet of
the helium plume. The end result of the process is that fringe order values are measured
with uncertainty for 11 radial locations at a height of 3 centimeters over the inlet and for
11 radial locations at a height of 5 centimeters over the inlet.
5.3 Important Mathematical Relations
As already stated, the chosen quantity of interest where experiment and computation
meet is the interference fringe order. The justification for this choice arises from the
amount of uncertainty involved in the experimental results if the fringe order is converted
to other physical properties that can be compared more directly with ARCHES output.
The processes needed to acquire fringe order data at different location already inflicts a
degree of error in the measurements, and the mathematical steps needed to convert from
the interference fringe order to other properties tend to magnify the error already present.
While ARCHES does not directly calculate the interference fringe order for helium plume
simulations, it does generate physical properties that can be used to obtain the desired
output via postprocessing steps with simulation data. The interference order is obtained
by integrating the adjusted refractive index along the path of the laser through the domain
of the helium plume. Interference order is expressed:
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[nm(x, y, z, t)− no] dz. (5.1)
In this relation, S is the interference order, λ is the wavelength of the laser, nm is the
refractive index as a function of space and time, and no is a reference refractive index. The
interference order is nonzero for domains where refractive index deviates from the reference
value. For the helium plume system the value of the reference refractive index is that of
pure air. Wherever there is helium in the system the refractive index will deviate from
the reference value. The values of the deviation from reference will be zero where there
is pure air, and in these locations there is no contribution to the integral that defines the
interference order. As helium has a lower refractive index than air, where there is helium
the deviation in refractive index from the reference will be negative. Therefore, in the
regions of the domain where there is helium present the value of the interference order is
negative. The values of interference order that correspond to the dark fringe lines seen
in Figure 5.1 start at -0.5 and decrease by unity for each subsequent fringe line. In other
words, fringes lines on the holograms occur for interference orders of -0.5, -1.5, -2.5, -3.5,
-4.5, etc. In Figure 5.1 the outermost fringe corresponds to an interference order of -0.5,
and the order decreases by unity with each adjacent fringe moving inward to the center of
the plume.
As is evident from Equation 5.1, the interference order depends upon refractive index.
Unfortunately, ARCHES does not compute refractive index directly. Another step in the
postprocessing of ARCHES data must be included. Computation of the refractive index
involves the application of the Gladstone-Dale relation, which can be expressed:
nm(x, y, z, t) =
3
2
[ρ(x, y, z, t)]
∑
i
γi(x, y, z, t)No, i + 1. (5.2)
The refractive index depends on the density of the fluid, ρ, the composition which in
Equation 5.2 is expressed as γi the mass fraction of species i, and the specific refractivity
of species i, No, i. Gardiner et al. (1981) compute the values of the molar refractivties for
several species including those for oxygen, nitrogen, and helium. Conversion to refractivity
on a mass basis is a trivial conversion involving the molar mass of a species of interest.
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In order to calculate the interference order for a helium plume simulation at any time, all
that is needed from ARCHES is density and composition data for the whole domain at any
time. ARCHES tracks the composition through a variable called the mixture fraction which
for the helium simulations is the mass fraction of helium. The Gladstone-Dale equation
can then be applied to obtain the refractive index at every point in the domain. Equation
5.1 is then applied, and the refractive index data are numerically integrated to reduce the
three-dimensional domain to a two-dimensional set of interference order data. An example
of a simulated hologram from a helium plume simulation in ARCHES is provided in Figure
5.3.
The contour lines in Figure 5.3 correspond to locations where the value of the inter-
ference order is consistent with values where destructive interference occurs. The lines
in Figure 5.3 start at an interference order of -0.5 for the outermost line and increase in
order to as low as -19.5 for the lowest line near the bottom of the domain near the inlet.
Just as with the experimentally generated fringe pattern in Figure 5.1, the lines in Figure
5.3 are most densely packed together near the helium inlet and space themselves further
apart at the higher regions of the plume. The fringe line pattern seen in Figure 5.3 is
only for one time in the helium plume simulation. The fringe order data from experiment
reflect values of interference order averaged over enough time to allow the passing of ten
puffs of helium. In order to compare interference order from computation with that from
experiment the computed orders are averaged over a similar time period. In this case an
averaging interval about 2 seconds is required, and the values must be interpolated to
the same locations where the experimental data are measured. Thus ARCHES with some
postprocessing computes 22 interference orders at locations corresponding to the locations
where the same quantity is measured experimentally.
5.4 Helium Plume Simulations
As already mentioned, the experimentally determined interference orders also include
estimates of the uncertainty in the measurements. In order to perform a consistency
analysis with the ARCHES simulation results for the same quantities it is necessary to
determine the range of uncertainty in the simulation’s output given that there is uncertainty
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in the simulation input. This requires the determination of the active variables or the
input variables with the greatest influence on the model’s output. Table 5.1 lists the three
variables considered most likely to have the greatest effect on the value of the simulation
output.
Table 5.1 includes the nominal values of each variable and the range of uncertainty
assumed for each variable. The helium inlet velocity is important because it directly
affects the flow patterns of the helium as it mixes with the ambient air. The nominal
experimental value for the inlet velocity is 0.135 m
sec
, and an uncertainty of ±10% is assumed
with this measurement. The system temperature has a potential to influence the output of
the simulation because the diffusivity and the viscosity of helium and air are functions of
temperature, and these properties affect the mixing properties of the helium plume with the
air which in turn affects the interference order. The range of temperatures used in this series
of simulations is based on weather data for Stuttgart, Germany at the time Scho¨nbucher et
al. (1986) perform the helium plume experiments. The air co-flow velocity is a phenomenon
that is incorporated into the ARCHES simulations as a boundary condition. The air co-flow
phenomenon arises from the fact that as the helium rises from the inlet it entrains the
surrounding air inducing an air flow pattern that cannot be properly simulated without
either expanding the computational domain at a tremendous computational cost or by
adding an air inlet boundary condition at the bottom of the domain. The latter option
is applied in the simulations. This phenomenon is especially important when the helium
inlet is elevated from the ground as is the case with the experiments that Scho¨nbucher et
al. perform. The effect of air entrainment is very important to capture as the mixing of
helium and air is what the interference order measures. There is less certainty as to what
an appropriate air co-flow velocity would be, so a range of 10% to 50% of the nominal
helium inlet velocity is assumed for this property for this series of simulations.
With the proposed active input variables chosen with their range of uncertainty, the
next step is to run a series of simulations that test the range of input values to the simulation
and see the resulting range of output. Since the data collaboration software cannot obtain
output from ARCHES in any reasonable time, it is necessary to run a certain numbers of
ARCHES cases each using different input values for the parameters shown in Table 5.1.
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With the input and output data from the simulations a quadratic model is then formulated
and applied to the collaboration software, and the consistency analysis can be performed.
To obtain a sufficient amount of response data from ARCHES, a Box-Behnken design
approach is applied to the ARCHES simulations. For the case of three input variables, 13
simulations are needed to obtain a sufficient number of data points to form a quadratic
model. Table 5.2 shows the input values for the 13 simulations of the helium plume.
Examination of the different values of the inputs for each simulation shows that the
values of the inputs correspond to the nominal, upper bound, and lower bound values shown
in Table 5.1. Each simulation shown in Table 5.2 simply tests different combinations of the
inputs to get a range of the simulation output. Once the output from each simulation is
obtained, the data are then applied to form a quadratic model that gives the model’s output
(the interference order at the previously mentioned 22 spatial locations) as a function of
the three input parameters. The form of the quadratic model is:
y(x1, x2, x3) = b0 + b1x1 + b2x2 + b3x3 + (5.3)





In equation 5.3, y is the model output as a function of the three varied inputs, x1, x2, and
x3. The different parameters b, are the quadratic fit parameters. The fit is obtained via
a least squares approach using the output data from each simulation along with the input
parameters. As there are 22 spatial locations where the interference order is tracked, there
are 22 quadratic model fits of the form shown in Equation 5.3 corresponding to each data
point.
Figure 5.4 is a contour plot of fluid density arising from an ARCHES helium simulation.
This image illustrates the computational domain used to simulate the helium plume.
The computational domain for each helium simulation is a cubic volume 13.8 x 13.8 x
13.8 centimeters in dimension. A length of 13.8 centimeters is chosen because the helium
inlet diameter is 4.6 centimeters, and the rule of thumb is to use a domain whose length
is at least three times the diameter of the inlet. A smaller domain can lead to instabilities
caused by the proximity of the side boundaries to the plume. The helium inlet is circular
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in shape and placed at the center of the bottom of the domain. The velocity of the helium
inlet is constant through the simulation, and it is one of the parameters varied over the
set of simulations. The entire bottom square of the domain is treated as an air inlet whose
velocity is also constant and is also one of the three variable parameter inputs to the helium
simulation. The four sides of the simulation domain are pressure boundary conditions, and
the top wall is an outlet boundary condition. Each simulation is run for a simulation time
of about six seconds. This is enough time to allow the helium plume form and reach a
steady behavior that can then be used for analysis and postprocessing.
One of the complexities in using ARCHES for laminar helium plumes is that ARCHES
is designed for turbulent flows using LES. It is necessary to alter ARCHES to be able to
handle laminar cases such as the small helium plumes. In turbulent flows, the mixing is
dominated by turbulent effects as opposed to molecular diffusion. This is not the case with
the laminar helium scenarios. In order to model the mixing of the air/helium mixture in
the laminar case, the constant-coefficient Smagorinsky subgrid scale model is applied and
the coefficient is set to zero. This eliminates the effects of turbulent mixing on the subgrid
scale. Next, it is necessary to provide a laminar diffusivity to model the mixing effects due
to molecular diffusion. A Schmidt number is calculated for each node in the domain based
on the system temperature and the composition at each node. To obtain the Schmidt
number, the fluid viscosity and the diffusivity of air/helium mixtures must be estimated
for air/helium mixtures at different temperatures and compositions. The viscosities of air
and helium are computed from a polynomial fit based on data provided by Incropera and
Dewitt (2001), and the viscosity of the air/helium mixture was estimated using the method
developed by Reichenberg (1977). The binary diffusivities for the air/helium system are
estimated through application of the method given by Wilke and Lee (1955).
Each of the 13 simulations listed in Table 5.2 is run using a three-dimensional com-
puational domain that is partitioned into cube-shaped nodes and using a resolution of
1003 nodes. Obtaining interference orders for the whole domain as shown in Figure 5.3
is time intensive and unnecessary for the purposes of the consistency analysis. All that is
needed is the interference order at certain locations in the reduced two-dimensional domain
where the interference order is defined. The measurements for these properties are taken at
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heights of 3 centimeters and 5 centimeters above the inlet and at different radial locations
over the inlet. The locations of the computational nodes do not necessarily coincide with
the measurement locations; therefore, interpolation will need to be applied to obtain the
computational data at the appropriate locations in the domain. In the postprocessing step
of the computational data analysis it is not necessary to compute the interference order at
all heights and radial locations. Instead, fluid density and mixture fraction are extracted
from the parts of the domain near the heights of 3 centimeters and 5 centimeters. Because
of the way the domain is divided there is no node that is positioned exactly at 3 centimeters
or 5 centimeters above the inlet. Instead all the relevant property data are extracted from
the two heights immediately above 3 centimeters and the two heights immediately below
the 3-centimeter height. The same is done for the 5-centimeter height. This extraction
gives four planes parallel to the helium inlet that are adjacent to the 3-centimeter plane
and four planes adjacent to the 5-centimeter plane. The next step is to take the density and
mixture fraction data defined at the planes just mentioned and apply the Gladstone-Dale
relation (Equation 5.2) to obtain the refractive index at all nodes adjacent to the heights
of interest. The refractive index at a location in the domain that is known to have a zero
or near-zero mixture fraction (pure air) is taken and used as the reference refractive index
in Equation 5.1. This equation is applied to every point in each of the planes of data to
give the interference order at four lines adjacent to each of the heights of interest. Because
the experimental data are time-averaged over several puffing cycles, the procedure just
described for obtaining interference orders at different heights of interest in the domain
is repeated for each computational time step ( every 0.01 seconds) for a time interval of
2 seconds. The chosen time interval for each simulation is from 3.5 to 5.5 seconds. This
gives interference order data at eight heights for about 20 computational times. The data
from the 20 times are then averaged to give time-averaged interference orders at the eight
heights: the four closest to the 3-centimeter height and the four closest to the 5-centimeter
height. Values for the interference order at 3 centimeters and 5 centimeters of height for all
available radial locations are computed using Lagrangian interpolation of the four adjacent
lines. This reduces eight lines of output data to two lines: one line at 3 centimeters of
height and one line at 5 centimeters. The last step is to interpolate on the radial locations
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to obtain the output at the appropriate locations. This gives 22 data points from the
simulation that can be compared with the experimental data.
The postprocessing procedure just described is repeated for each of the 13 simulations.
The results for the base case at the 22 locations are used as the nominal values. An upper
bound and lower bound for each of the 22 data points are also chosen depending on which
simulation provides the highest and lowest prediction for each of the 22 data points. The
outputs from the simulations for each of the data points with the uncertainty due to input
uncertainty are plotted with the same quantities from experiment in Figures 5.5 and 5.6.
Figure 5.5 shows the computational/experimental comparison for the data points taken
at different radial locations at a height of 3 centimeters. Figure 5.6 shows the same for a
height of 5 centimeters. In both figures a radial location of zero indicates the center of the
helium inlet.
The uncertainty shown in Figures 5.5 and 5.6 for the computational data reflects only
the uncertainty in the output due to uncertainty in the experimental conditions that serve
as model inputs. Since the simulations are run with the turbulence models turned off it is
not thought that error from such models will be of significance in these laminar cases. The
densities of air and helium are assumed to conform to ideal gas behavior. The assumption
has been verified against compressibility correlations given by Mansfield and Peck (1964) for
helium, and Ciddor (1996) for air. The estimation methods for the diffusivites calculated
for the air/helium system are reported by Poling et al. (2001) to have errors as high as 2%
in the temperature range of interest. For nonpolar gases the error in gas mixture viscosities
estimated from Reichenberg’s method (1977) as reported by Poling et al. is less than 2%.
These sources of error are unlikely to impact the model output as significantly as the input
uncertainty.
Another possible source of error to the simulation output is due to spatial discretization.
Temporal discretization is not considered important given the small time step sizes. To
gauge the effect of spatial discretization error the original base-case simulation is taken and
two other similar simulations are run at different spatial resolutions. The three simulations
are similar in that they use the same input parameters as shown for the base-case in Table
5.2. The original simulation applies a mesh resolution of 1003 nodes. One of the simulations
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uses a coarser grid of 803 nodes, and the last simulation uses a finer grid of 1253 nodes.
The data from the coarser and finer resolution cases are processed in the same manner as
for the data from the original simulations as already described earlier. The same 22 data
points are compared on the same plots for the 3-centimeter and 5-centimeters heights for
the three simulations, and are depicted in Figure 5.7 for the 3-centimeter height data and
in Figure 5.8 for the 5-centimeter height data. Examination of the data points shows that
there is negligible difference among the different mesh resolutions. The error arising from
spatial discretization is likely insignificant compared to the uncertainty arising from the
input parameters in the model.
5.5 Consistency Analysis: First Iteration
Twenty two data points along with their experimental uncertainty and their model
predictions make 22 dataset units which form a dataset for consistency analysis. The
dataset units are numbered 1 through 11 for the 11 points measured at 3 centimeters
height. These points are shown in Figure 5.5 going in numerical order from left to right.
The 11 points shown in Figure 5.6 are associated with dataset units 12 through 22 going
in numerical order from left to right. Examination of the experiment/model comparison
data in Figures 5.5 and 5.6 shows that there are four data points: 1, 12, 13, and 22 that
give cause for concern. With these four dataset units there is no region of overlap for the
uncertainty in the experimental data and the model predictions.
5.5.1 Pairwise Consistency Analysis
After visual inspection of the data in Figures 5.5 and 5.6 the next step in the consistency
analysis is to perform pair-wise consistency analyses on each possible pair in the dataset.
For dataset units 1 through 22, every possible pair is used to make a 2-member dataset,
and a consistency analysis is performed on each pair. This procedure can reveal additional
inconsistencies that may not be apparent from visual examination of the raw data. The
results from the pair-wise analysis for all possible pairs are illustrated in Figures 5.9 and
5.10. The results are divided into two figures to keep the presentation of the data more
clear. The data shown in Figures 5.9 and 5.10 are bar graphs of the consistency measure
for each pair-wise analysis. A positive value on the graph indicates a pair of dataset units
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which are consistent with each other. A negative value indicates an inconsistent pair. The
first multi-colored bar in Figure 5.9 represents the consistency measures for all pair-wise
analyses involving dataset unit 1. Within that bar are 22 smaller bars, each indicating
the results of specific consistency analysis. The first small bar indicates the consistency
measure for first dataset unit with itself. The second small bar is the same quantity for the
pair-wise test with the first and second data set units, and so on. The last small bar in that
cluster represents the results for the analysis of the first dataset unit paired with the last
dataset unit. The next large, multi-colored bar in Figure 5.9 then represents consistency
measure results for all pair-wise tests involved the second dataset unit, each smaller bar
representing the result for each test in numerical order. Given the way this set of data is
organized it is important to note that their is redundancy in the data depicted in Figures
5.9 and 5.10. For example, the first small bar in the last bar cluster of Figure 5.10 has the
same value as the last small bar in the first bar cluster of Figure 5.9. Both of these bar
indicate results for a pair-wise consistency analysis involving dataset unit 1 and dataset
unit 22.
As previously mentioned from the examination of data shown in Figures 5.5 and 5.6,
four data points (1, 12, 13, and 22) give cause for concern with achieving consistency in the
dataset. Since these four points are inconsistent on their own, any pair-wise test involving
these four points is expected to also be inconsistent. Examination of the pair-wise tests
shown in Figures 5.9 and 5.10 does indeed show that any pair-wise test involving any of
the problematic four points is inconsistent as is evident from the first bar cluster in Figure
5.9 and the first, second, and last bar clusters in Figure 5.10 as well as the first, 12th,
13th, and 22nd bars in all bar clusters in both Figure 5.9 and Figure 5.10. Fortunately,
any pair-wise test that is absent of any of these four points is shown to be consistent. This
suggests that because of the inconsistency of the four points, the whole dataset (all 22
points) will be inconsistent, but the source of the inconsistency will largely arise from the
four points.
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5.5.2 Analysis of the Full Set
The next step in the consistency analysis is to perform the consistency test on the entire
dataset. Since four dataset units have already been shown to be inconsistent on their own,
it is expected that the whole dataset as it stands is inconsistent as well. The consistency
test for the full dataset gives a consistency measure of -2.96, indicating an inconsistent
dataset. What is of additional interest in the consistency analysis is the examination of
the sensitivities of the different uncertainties in both the experimental measurements and
model input parameters. Examination of the different Lagrangian multipliers can reveal if a
particular data point is responsible for the inconsistency. For the current dataset there are
three model parameters and 22 experimental measurements. Each of these 25 quantities has
an upper and lower uncertainty bound. Each of these bounds has an associated Lagrangian
multiplier. This gives a total of 50 multipliers for the sensitivity analysis. Figure 5.11 is
a bar graph showing the values of the Lagrangian multipliers for the dataset. In this bar
graph the first three multipliers correspond to the lower bounds of uncertainty for the
thee model parameters: the helium flow velocity, the air co-flow velocity, and the system
temperature. Bars 4 through 6 are the multipliers for the upper bounds of the same three
model parameters. Bars 7 through 28 represent the values of the multipliers for the lower
bounds of the uncertainties in all 22 experimental measurements, and bars 29 through 50
represent the multipliers for the upper bounds in uncertainty for the same measurements.
The bar graph depicted in Figure 5.11 shows that one multiplier stands out above all the
others. The 40th multiplier corresponds to the sensitivity of the consistency measure to
the upper bound of the uncertainty in dataset unit number 12. This corresponds to the
first data point on the left-hand side of the plot in Figure 5.6. It is interesting to note that
this point is one of the four points mentioned earlier that are inconsistent by themselves.
The next step in the analysis is to see how the consistency of the dataset is affected if
the dataset unit associated with the most sensitive Lagrangian multiplier is removed. With
the 12th dataset unit removed, the consistency test is repeated for the reduced system.
The result is a consistency measure of -2.47. The reduced dataset is still inconsistent. The
sensitivity analysis of the reduced set is performed in the same manner as for the original
set, and the resulting multipliers are shown in Figure 5.12. Again, one multiplier shows
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a value much higher that any other. In this case it is the multiplier associated with the
upper bound of uncertainty of the 13th data point. This is the second data point from the
left shown in Figure 5.6. Again, the system is showing the most sensitivity to one of the
original four inconsistent points.
The above procedure is repeated. The 13th dataset unit is removed from the dataset.
The consistency analysis and sensitivity analysis are repeated. The resulting consistency
measure is found to be -1.51. The newly reduced dataset is still inconsistent. The
Lagrangian multipliers are shown in Figure 5.13. This time another multiplier value is
shown to be far larger in value than the others. This multiplier is associated with the
upper bound in uncertainty for the first data point, which is the first point plotted on the
left-hand side in Figure 5.5. Yet again this point is one of the four inconsistent dataset
units previously discussed.
The procedure of point elimination is repeated two more times. The dataset reductions
lead to consistency measures of -0.72 with the first dataset unit removed, and 0.53 with
the 22nd dataset unit removed. With four of the original dataset units removed, the same
four that were found to be inconsistent units, the reduced dataset is finally found to meet
the criteria for consistency. The Lagrangian multipliers for the dataset with three units
removed is shown in Figure 5.14, and the same plot for the set with all four inconsistent
unit removed is shown in Figure 5.15. In each case one multiplier is found to have a much
larger value than the others, and each is found to correspond to one of the four dataset
units that was found to be inconsistent.
The point of this series of tests is not to demonstrate that any set can be found to
be consistent if a sufficient number of units are omitted. The purpose is to determine if
a set is consistent or not, and if it is found to be inconsistent to determine the source
of the inconsistencies. The preliminary examination of the data plotted in Figures 5.5
and 5.6, the examination of the pair-wise consistency data in Figures 5.7 and 5.8, and
the consistency and sensitivity analyses of the full system all demonstrate that the helium
dataset is inconsistent because of the presence of four problematic dataset units. It is
also shown that the consistency of the dataset is most sensitive to these four experimental
points, specifically the upper bounds in the uncertainties of each of these points. The
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higher value of the Lagrangian multipliers shown in Figures 5.11, 5.12, 5.13, and 5.14 do
not necessarily justify the omission of these four dataset units, but they do indicate the
need for the measurement of these points and the determination of their uncertainties be
reviewed and reconsidered.
It is also interesting to note that at each stage of the consistency analysis there is
some indication of the sensitivity of the consistency to the model parameters but never a
dominating one. Though not illustrated further in this report, the analysis is continued
by omitting further points whose sensitivity were the highest. In every observed case it is
the upper bounds of the experimental uncertainty that display the greatest sensitivity and
not the model parameters themselves. Also, there is always one multiplier that stands out
above the others at each stage of the analysis. This is in contrast to a system where several
multipliers show comparable value without a clearly dominant member. As already stated
such a system would justify a second examination of the model itself, and the results seen
thus far for the helium system do not indicate such a need.
5.6 Consistency Analysis: Final Iteration
Given the results from the first iteration of the consistency analysis the error bars on the
inner and outer-most fringes are extended after review of the pinch and puff point refractive
indices in these radial regions. At the pinch point the boundary layer of the plume contracts
which results in pure air residing in a region that was previously mixed. During the puff
cycle itself the puff volume of helium that emerges results in many gradients and thus many
fringes emanating from its center. Figures 5.16 and 5.17 show the data points with the new
error estimates. With the error bars for the inconsistent data points revised there is now
overlap between experimental error and computational range for the four dataset units. A
consistency analysis for the newly revised dataset shows that consistency is achieved.
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Figure 5.1: An example of an original interferogram of a helium plume.
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Figure 5.3: Interference order data from an ARCHES simulation of a helium plume.
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Figure 5.4: A density contour plot from a helium simulation in ARCHES.
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Figure 5.5: The data comparison of the interference order between experiment (in black)
and computation (in red) at different radial positions at a height of 3 centimeters above
the helium inlet.
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Figure 5.6: The data comparison of the interference order between experiment (in blue)
and computation (in red) at different radial positions at a height of 5 centimeters above
the helium inlet.
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Figure 5.7: A comparison of simulation output from the base-case simulation run at
three different resolutions for the data at 3 centimeters above the helium inlet.
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Figure 5.8: A comparison of simulation output from the base-case simulation run at
three different resolutions for the data at 5 centimeters above the helium inlet.
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Figure 5.9: Consistency measures for all pair-wise analyses involving dataset units 1
through 11.
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Figure 5.10: Consistency measures for all pair-wise analyses involving dataset units 12
through 22.
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Figure 5.11: The values of the Lagrangian multipliers for the original helium dataset.
The consistency measure for this set is -2.96, indicating an inconsistent set.
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Figure 5.12: The values of the Lagrangian multipliers for the reduced dataset where one
























Figure 5.13: The values of the Lagrangian multipliers for the reduced dataset where
two points (12 and 13) have been removed. The consistency measure for this set is -1.51,
indicating an inconsistent set.
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Figure 5.14: This bar graph shows the values of the Lagrangian multipliers for the
reduced dataset where three points (12, 13, and 1) have been removed. The consistency
measure for this set is -0.72, indicating an inconsistent set.
1 ______ _ 
166
























Figure 5.15: The values of the Lagrangian multipliers for the reduced dataset where four
points (12, 13, 1, and 22) have been removed. The consistency measure for this set is 0.51,
indicating a consistent set.
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Figure 5.16: The same data as that seen in Figure 5.5 with the error bars revised.
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Figure 5.17: The same data as that seen in Figure 5.6 with the error bars revised.
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Table 5.1: The proposed active variables and their relevant information for the helium
plume simulations.
Input Uncertainty Lower Nominal Upper
Variable Range Bound Value Bound
Helium Inlet Velocity (m/sec) 0.1215 - 0.1485 0.1215 0.1350 0.1485
Air Co-Flow Velocity (m/sec) 0.0135 - 0.0675 0.0135 0.0405 0.0675
System Temperature (K) 295.15 - 315.15 295.15 305.15 315.15
Table 5.2: The values for the inputs used in each simulation for the Box-Behnken designed
helium plume simulations.
System Air Co-Flow Helium Inlet
Temperature (K) (m/sec) Flow(m/sec)
Case-Base 305.15 0.0405 0.1350
Case-001 305.15 0.0135 0.1215
Case-002 305.15 0.0675 0.1215
Case-003 305.15 0.0135 0.1485
Case-004 305.15 0.0675 0.1485
Case-005 295.15 0.0405 0.1215
Case-006 315.15 0.0405 0.1215
Case-007 295.15 0.0405 0.1485
Case-008 315.15 0.0405 0.1485
Case-009 295.15 0.0135 0.1350
Case-010 315.15 0.0135 0.1350
Case-011 295.15 0.0675 0.1350
Case-012 315.15 0.0675 0.1350
CHAPTER 6
ARCHES WITH THE RESPONSIVE
BOUNDARY
6.1 Introduction
Chapter 4 describes the tests and procedures used to verify certain results that come
out of the Responsive Boundary model. These activities quantifiy certain types of errors
common to computational models. These include programmer error, iterative convergence
error, and discretization error. Validation tests are applied to the Responsive Boundary
model under limited conditions to demonstrate that the code is relatively robust and can
generate output that is reasonable given reasonable model inputs. Full validation cannot
be applied to the model on its own because certain inputs cannot yet be provided, nor can
the model be fully tested under its intended use until it is linked to the ARCHES fire code.
The purpose of validation is to evaluate and perhaps quantify error in the code that arises
from the model formulation used to predict the physical system of interest. Such models,
including those that are a part of the Responsive Boundary model, often incorporate
approximations and estimations in order to make the model’s solution obtainable. Chapter
3 describes the model used to predict pool fire behavior, and it describes several of
the model’s approximations and estimations. To evaluate the error from these sources,
techniques like sensitivity analysis and data consistency are applied. Chapter 5 shows
how these techniques can be used to evaluate model error in ARCHES simulations of
helium plume data and how a collaboration study between ARCHES simulations and
experimental data can give insight into the accuracy of both. In this chapter the focus
returns to the performance of the Responsive Boundary model as it works with ARCHES.
Both verification and validation methods are applied to a pool fire system model in
ARCHES using the Responsive Boundary. This chapter completes the analysis illustrated
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in the validation hierarchy in Figure 1.2 by discussing verification and validation activities
concerning the top box in that hierarchy.
The first part of this chapter discusses some general trends and issues in the data
generated from ARCHES pool fire simulations involving the Responsive Boundary. Next,
grid convergence tests are applied to quantify error arising from spatial discretization in the
gas-phase domain of the pool simulation and to determine the appropriate spatial resolution
for pool fire simulations in the data collaboration phase of model evaluation. Lastly, a data
collaboration study applies the results of Klassen and Gore (1992) for 30-centimeter pool
fires as the experimental side of the collaboration and output from ARCHES and the
Responsive Boundary model for the computational side.
6.2 General Observations
The data provided by Klassen and Gore (1992) have already been mentioned in previous
chapters. Their data concerning 30-centimeter pool fires are the choice for simulation
comparison in all remaining activities described here. Their data are used for verification
and validation activities because they feature important measurements such as global mass
burn flux for a number of fuels along with measurements of incident radiative heat flux to
the pool surface. Blanchat et al. (2006) also give these types of measurements and they
are more recent, but preference is given to the data from Klassen and Gore for a couple of
reasons: (1) the pool fires of interest in their study are much smaller and therefore simpler
to simulate compared to the 26-foot diameter fires that Blanchat et al. conduct, and (2) the
fuels that Klassen and Gore use in their experiments are single-component and therefore
less error is inflicted in approximating their fuel properties as opposed to the error that
could arise from applying some type of single-component surrogate for the JP-8 fuel used
in the study that Blanchat et al. conduct.
The computational system in ARCHES used for both verification and validation tests
is a cubic volume with dimensions of 90 x 90 x 90 centimeters. The choice of 90 centimeters
for each spatial dimension is in accordance with a rule of thumb in ARCHES simulations.
The rule recommends a dimensional length of at least three times the inlet diameter in order
to prevent simulation stability issues that arise when the buoyant plume comes too close
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to the side boundaries of the domain. The fuel inlet boundary lies at the bottom-center of
the domain, and it is at this boundary where the Responsive Boundary model is applied.
The rest of the bottom face of the domain is a wall boundary condition. The four sides
of the domain are assigned as pressure boundaries where the system pressure is defined
just outside the computational domain. The top wall of the computational domain is an
outlet boundary condition where the bulk of material arising from the buoyant pool fire is
allowed to exit the domain.
The computational domain is divided into control volumes called nodes. The number
of nodes depends on the desired resolution of the particular simulation. In accordance with
the behavior of discretization error, the more nodes used in the domain the more accurate
the predicted properties are from the simulations. In all simulations described here the
number of nodes along each spatial dimension are kept equal. For example, the coarsest
cases use 64 nodes in each direction. This means that for such cases the total number
of computational nodes is 643 = 262, 144. The finer cases use even more nodes. The
more nodes in a domain, the more nodes there are adjacent to the inlet boundary. This
means that the pool surface is divided into more surface areas. For each computational
surface region at the inlet there is a different value for the incident radiative heat flux,
the gas temperature, and the gas composition, and for each surface region there is an
instance of the Responsive Boundary model and a prediction for the mass flux. A greater
number of nodes used in a particular computational domain implies more accurate data are
supplied as input to the Responsive Boundary model, and therefore more accurate mass
flux predictions arise from the boundary model.
6.3 Simulated Pool Properties
With the boundary model linked to ARCHES initial simulations are run to test the
robustness of the computational set up and to see if the results are consistent with ex-
perimental observations of pool fires. This section reports some of the general findings in
regard to the pool properties that most affect the boundary model and its performance.
The figures shown in this section arise from simulations of the 30-centimeter heptane
pool fire. The resolution used in these simulations is 2003 nodes. The code framework
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developed for ARCHES employs certain methods and data types for storing and organizing
computational results. The data stored are usually physical properties such as enthalpy,
temperature, composition, and thermal radiation fluxes. Because ARCHES models three-
dimensional domains, these physical properties are stored as three-dimensional type arrays.
In contrast, the properties of interest with the boundary model are not defined on a
three-dimensional domain, but they are defined at the pool surface, a two-dimensional
domain, and some adjustment to the code is necessary to accommodate the tracking of
these physical properties. These properties include incident radiative heat flux to the pool
surface, convective heat flux the to pool surface, pool surface liquid temperature, and mass
flux of fuel from the pool surface.
The fuel mass flux from the pool surface is the property of primary interest as it is
the property associated with the purpose of the development of the Responsive Boundary
model. For the validation tests with the stand-alone boundary model a full measure of
this property is not possible because certain inputs are not available at that stage. With
the boundary model linked to ARCHES a more complete realization of this property is
possible. Properties like spatially varying radiative heat flux and the presence of fuel in
the gas phase just above the pool surface allow a more realistic prediction of the behavior
of the pool with regard to its evaporative mass flux. Figures 6.1 and 6.2 are color plots of
the mass flux at the pool surface. Each plot of data is sampled from a different time in the
evolution of the pool fire. Figure 6.1 shows the mass flux data at one point in the transient
heating stage (at time = 0.5 seconds) of the pool fire. Figure 6.2 show the same data at
a point where steady burning is considered to have been reached (at time = 7.0 seconds.)
Figure 6.1 shows that during the warm-up phase of the fire that the magnitudes of the
mass flux are relatively low (less than 0.001kg/m2 − sec) and that the regions of highest
flux are at the edges of the pool. The fluxes decrease moving from the edge of the pool
toward the center. There is a region around the center of the pool where no evaporation
is happening. This is due to the presence of high fuel composition in the gas phase just
over the pool surface (about 2.25 millimeters over the surface.) The fuel composition data
are plotted in Figure 6.3 for the transient time period. Figure 6.2 shows that for the
steady burning period a very different pattern arises in the mass flux data. In this case the
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entire pool is contributing to the overall flux. The figure shows that there are regions of
higher flux (indicated in red) that cover large sections of the pool near the center. These
regions of higher flux migrate around the center of the pool as time progresses, but the
general pattern is that flux is highest in the central regions of the pool surface with a slight
decrease in flux at the pool’s edges. This is the opposite pattern seen for the flux data at
the transient phase. The regions of higher mass flux in Figure 6.2 correspond to regions on
the pool surface that recieve more thermal input at that point in time. Since radiation heat
flux does not distribute evenly over the pool surface, the mass flux also has non-uniform
regions of different flux. Figure 6.4 shows the gas phase fuel composition for the steady
phase. Figures 6.3 and 6.4 show that there is a significant presence of fuel over the surface
of the pool during the transient phase and a dominant presence of fuel for the steady phase.
The fuel’s presence is strongest near the center of the pool, and this explains why there is
no evaporation at the center of the pool for the transient period. At this time of the fire
the pool’s liquid surface is relatively cool as shown from the surface temperature data in
Figure 6.5. At this point the fuel’s vapor pressure is not sufficient to overcome the fuel
barrier at that location. In contrast, despite an even stronger presence of fuel in the gas
phase at the steady period, the entire pool evaporates fuel at a higher rate. The flux rate
is a function of liquid temperature, and at the steady burn phase the liquid warms close to
its boiling point (for heptane the boiling point is 371.59 Kelvins) as shown in Figure 6.6.
At this temperature the fuel’s vapor pressure is high enough to overcome the fuel barrier
and volatilize over the whole pool surface.
In addition to the the mass flux, the different heat fluxes to the pool are also of interest
as they directly affect the mass flux rate. Figures 6.7 and 6.8 show the radiative heat flux
to the pool surface at the transient phase and the steady phase, respectively. Figure 6.7
shows for the transient burning phase the radiative flux is strongest at the center of the
pool and decreases in magnitude toward the edge. Figure 6.8 shows a similar pattern for
the radiative flux at the steady burn phase as the pattern shown in Figure 6.2 for the mass
flux. At the steady period the regions of highest radiative fluxes cover the central areas
of the pool, and the flux decreases somewhat at the edge of the pool. This observation is
consistent with that of Klassen and Gore (1992) for the radiative heat flux patterns over
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the pool surface for 30-centimeter heptane pool fires. The similarity of pattern between
mass flux and incident radiative heat flux suggest a correlation between the two at steady
burning. This is reasonable since the heat input to the pool is what determines the mass
flux rate, and radiation is thought to be the dominant mode of heat transfer at steady
burning for pools of this size. This similarity of pattern is not found for the transient
phase as is verified through comparison of Figures 6.1 and 6.7.
The other heat flux of interest is the convective heat flux. Figures 6.9 and 6.10 show
the data for this quantity at transient and steady burning phases, respectively. Both
plots show that the spatial distribution pattern for convective heat flux is opposite that
for radiative heat flux. Convective heat flux is strongest near the edges of the pool and
decreases toward the center. As has already been described, convective patterns follow
the location of the pool fire’s flame sheets. As the sheets tend to emanate from the
edges of the pool it is expected that the convective heat component is strongest there.
Another important observation with the behavior of convective input to the pool is that
the convection is strongest during the transient phase of the pool fire. At steady state the
convective heat fux is negligible everywhere except at a thin region at the pool’s edges. By
the time of steady burning the fuel vapor flux has pushed the flame sheets so high that
the temperature of the gas near the pool’s surface is actually less than the surface liquid
temperature throughout the central regions of the pool surface. Figures 6.11 and 6.12 show
side views of the pool fire domain. The plotted data include the gas temperature, and the
regions of highest temperature are assumed to be the locations of the flame sheets. The
view in Figures 6.11 and 6.12 is a two-dimensional slice that goes through the center of the
pool. Figure 6.11 shows that for the transient burning phase the flame sheets do indeed
come close to the pool surface as expected, and Figure 6.12 shows the flames sheets largely
separated from the pool surface except near the edges.
The primary output of interest in the pool fire simulations is the fuel mass flux at
steady burning conditions. The data just examined show that although convective heat
flux may play an important role in heating the pool during the transient stages of the fire,
its influence is negligible at the steady phase. The radiative flux is what controls the mass
flux at steady conditions, therefore, both mass burn rate and radiative heat flux are of
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interest in subsequent analysis.
6.4 A Computational Issue
Before the verification and validation tests can be executed a computational issue needs
to be addressed. As already stated the outputs of interest in subsequent analysis are the
mass flux and heat input to the pool at steady state. The fact that these properties are
desired at the steady burning phase presents a problem that challenges time constraints for
the project. ARCHES simulations of pool fires using the spatial resolution described here
require a substantial amount of computational resource and time to run. Typically one to
two weeks of daily simulations are required to generate 10 to 12 seconds of simulation data
for the finest resolutions used here. Depending on the size of the fire and the fuel burned,
it takes 30 to 60 seconds to reach steady state. To further illustrate the problem Figure
6.13 shows a plot from a 30-centimeter heptane fire simulation. The simulation in question
uses 1503 nodes and is run for about twenty 12-hour periods using 224 processors. A total
of 30 seconds is simulated. The plot in Figure 6.13 shows the global (over the whole pool
surface) mass flux of fuel as a function of time. Examination of the plot shows that after
30 seconds the pool is barely coming to a steady behavior, and more time is needed to
confirm the steady values for the global mass flux and other properties.
The simulation performance is an issue because of time constraints. For the purposes
of grid convergence and data collaboration tests numerous simulations like the one just
described are to be performed. Many of them are as big or larger than the one shown
in Figure 6.13, and to be of any use they must all be run to steady state. Under these
conditions there is not sufficient time to perform all the needed simulations.
The solution to this problem lies in the way the Responsive Boundary model performs
its time stepping. In normal operation ARCHES calculates an appropriate time step to
advance its predictions, and this time step is passed to the boundary model so it can keep
pace with the fire code. Instead, the time step passed to the boundary model is multiplied
by some reasonable amount and the boundary model advances faster. In this case the time
step is multiplied by 10. In this situation the simulation proceeds normally, except that
the pool responds 10 times faster to the input from the flames. The pool heats up 10 times
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faster and steady state is hopefully reached much faster. The physics of the gas phase
domain remains at normal speed while the behavior of the pool accelerates. Experience
shows that the time to peak radiative flux is much faster than the time to steady mass
flux. Figure 6.14 is a plot of the spatially averaged radiative heat flux to the pool surface
for the same simulation that Figure 6.13 is based on. For this simulation, the radiative
flux levels reach steady value with a second or two. It is the heating of the pool that holds
up development of the mass flux, and accelerating the response of the pool can shorten
the time to steady state and make the planned verification and validation tests tractable.
Figure 6.15 show the same type of plot as that shown in Figure 6.13. In this simulation
conditions are the same as before except that for the first 3 seconds of simulation time the
pool’s response is accelerated by a factor of 10. This allows 30 seconds of pool response to
happen in the first 3 seconds of simulation time. After 3 seconds of simulation the code
operates normally without acceleration. Figure 6.15 shows that the transient warming
period that took almost 30 seconds in Figure 6.13 now requires only 3 seconds, and a
steady behavior in the global mass flux occurs by about eight seconds of simulation time.
If phenomena related to the transient burning phase were of interest then the accel-
eration applied might not be acceptable, but since it is the steady properties that are
of interest, the acceleration allows access to those properties in a much more workable
time frame. Additionally, it is found in subsequent simulations that 3 seconds of pool
acceleration are not sufficient to reach a quick steady behavior for certain simulations.
Therefore, subsequent simulations are largely run with pool acceleration for the duration of
the entire simulation. This is the reason that the data shown in Figures 6.1 to 6.12 features
simulation results that are described as steady burning phase data from a simulation time
of only seven seconds. The most prominent observed side effect of the acceleration is that
the mass flux oscillates more rapidly as it responds to the oscillatory nature of the radiative
heat flux, but the average value for the mass flux should remain unaffected.
6.5 Grid Convergence Tests
The grid convergence tests described in Chapter 4 test the spatial and temporal grid
convergence error for the liquid pool model. With the model linked to the fire code the next
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step is to perform the appropriate verification tests for the combined computational system.
The application of a manufactured solution to test the reliability of the ARCHES code is
not necessary for this present study as such tests have been previously applied. What is
necessary is to test the effects of spatial discretization error in the gas phase domain on the
intended output of the pool fire simulations. Time step discretization is not tested because
the time steps utilized in ARCHES are quite small, and therefore, the error arising from
temporal discretization is considered negligible. To test the spatial discretization error a
series of simulations using different spatial resolution is run. Again, these simulations are
based upon the heptane and methanol pool fire experiments of Klassen and Gore (1992).
The dimensions and parameters of the computational domain were described earlier. The
purpose of this series of tests is to gauge the discretization error and account for it before
attempting to analyze modeling error and to determine an appropriate spatial resolution
for the pool fire simulations that is fine enough to minimize the discretization error and not
so fine that future simulations become too computationally expensive. The proper spatial
resolution, once determined, is used in the validation test simulations.
For the heptane re, seven simulations are performed at different resolutions in order
to find a convergent resolution. The coarsest resolution is 643 nodes and each subsequent
simulation increases the dimension by 25% over the previous run (so the dimension of each
cases is 643, 803, 1003, 1253, 1503, 1953, and 2453.) Figure 6.16 shows a plot of the
global mass burn rate with time for each of the seven heptane simulations. In each case a
steady behavior is reached in the mass burn rate. Figure 6.17 shows a plot of the spatially
averaged radiative heat flux to the pool surface with time, and Figure 6.18 shows a plot
of the spatially averaged convective heat ux to the pool surface with time. Figures 6.16,
6.17, and 6.18 all arise from the same series of simulations.
Additionally, a similar series of grid convergence simulations are performed for the
methanol pool fire. This series of tests uses similar resolutions as the heptane tests, except
that there are no tests using a resolution of 2453 or 643 nodes (only five resolutions for
the methanol pool fire). The global mass burn fluxes for this series of tests are plotted in
Figure 6.19, the radiative heat flux is plotted in Figure 6.20, and the convective heat fluxes
are shown in Figure 6.21.
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Despite the differences between heptane and methanol fires, the trends in the grid
convergence results between the two types of pool fires show certain similarities. The first
important observation is that the mass burn rate tends to follow the same pattern as the
radiative heat flux for both fires during the steady burning period. This means that if the
steady radiative heat flux finds convergence, then the steady mass burn rate does as well.
This observation is consistent with previously stated dependencies of the burn rate on the
radiative heat input in the literature. Another observation of importance from the data
shown in Figures 6.16 through 6.21 is that both quantities find convergence somewhere
between 1953 and 2453. Based on this finding, a resolution of 2003 nodes is used for the
next series of tests. In this test the expected order of convergence and the use of the GCI
are problematic. Because the steady burn rate follows the radiative heat flux, its order
of convergence follows that of the radiation data. The equations utilized in ARCHES
that describe radiation heat transfer are of a different sort than the continuum equations
that describe energy, mass, and momentum conservation in both the fire code and in the
boundary model. The discrete ordinates methods used to solve the radiation transfer
equations give rise to error whose order of convergence is not known in this application.
For the three finest grid convergence simulations in the heptane fire analysis the GCI
for the global mass flux data suggests an order of convergence of 4.40. Since the proper
order of convergence for this situation is unknown, it is impossible to comment on the
appropriateness of this figure. Since the measured order of convergence is higher than
one, it is reasonable to conclude that the solution from the simulation approaches the true
solution to the continuum models as the spatial discretization length approaches zero. Also,
the relatively small changes in the steady global mass flux and the steady radiative flux
between the two finest cases (resolutions of 1953 and 2453 ) as seen in Figures 6.16 and
6.17 give good reason to conclude that in this range of resolution the spatial discretization
error is small compared to the modeling errors yet to be evaluated.
Another finding worthy of note comes from Figure 6.18. In this plot it is evident that
while convection plays an important role during the early transient stages of the pool fire,
its influence falls away and becomes negligible at the steady burning period. The same
plot for the methanol fire simulations in Figure 6.21 shows a similar pattern. Although
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somewhat higher for methanol the convective contribution is negligible compared to the
radiative contribution, even for methanol. These findings are consistent with the pool data
shown previously in Figure 6.10 and with the discussion on flame sheet behavior during
the different phases of pool fires.
Another important trend in the data shown in Figures 6.16 through 6.21 is that the
radiative heat flux is predicted higher at coarser resolutions for both heptane and methanol
pool fire simulations. As the resolution becomes finer the predicted radiative heat flux
diminishes. As steady mass burn rate depends directly on radiative input, its data show
the same pattern. The mass burn rate data for both heptane and methanol are shown
in Figures 6.16 and 6.19, respectively. In these plots the experimentally measured values
for the steady mass burn rate as reported by Klassen and Gore (1992) are also included
and are shown as straight, horizontal lines. The two values for each pool fire come from
different experiments. The radiative feedback data that they measure and that are used
for comparison arise from the experiment with the lower mass burn rate value. The higher
mass burn rate measurement will be largely ignored from this point on.
Before the discussion of the data consistency analysis, another important feature of the
data needs to be mentioned. The value of the spatially averaged radiative heat input at
steady conditions for the heptane re simulation, based on Figure 6.17, is about 25 kW/m2
(for the nest cases.) Experimental data for this same quantity as measured by Klassen
and Gore suggest a value of about 18 kW/m2. Also, the mass burn rate predicted from
the highest resolution cases is predicted to be about 0.03264 kg/m2 − sec. This value is
slightly less than the lower measurement offered by Klassen and Gore, 0.0331 kg/m2 − sec.
A similar pattern is also seen with the methanol data shown in Figure 6.19 and 6.20. For
the the methanol fires, simulations suggest an average steady radiative input of about
15 kW/m2 compared to an experimental average of about 10 kW/m2. The predicted mass
burn rate of 0.0122 kg/m2 − sec is close to the experimental value of 0.0115 kg/m2 − sec.
In both cases there is good agreement between simulation and experiment with mass burn
rate, but the radiation data are over-predicted in the simulations for both fuels. As mass
burn rate and incident radiative heat flux to the pool are so tightly correlated this suggests
a potential problem with consistency. This problem is discussed further in the next section.
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6.6 Consistency Analysis
With the discretization error accounted for, the next step is to determine the effects of
modeling error via a consistency analysis as described by Feeley et al. (2004). The first
step in such an analysis is to determine which model parameters are most error prone and
most likely to effect the model output. The model outputs include the steady global mass
burn rate and the incident radiative flux to the pool surface. Because of time constraints
only the heptane pool fire system is considered in this series of tests.
In the Responsive Boundary model a number of assumptions and physical property
estimations are thought to contribute to the error in the mass burn rate predicted from
the model. The physical properties of interest include fuel gas phase density, viscosity,
thermal conductivity, and diffusivity. These properties are used for film characteristics
between the liquid and gas phase, and they all contribute to the value of the mass transfer
coefficient. This parameter is central to the predictions of the mass burn rates from the
Responsive Boundary model, and the correlations used to obtain this parameter are also
thought to be error prone. Another estimated property that is thought to have error is the
liquid density. A simple test has shown that a ± 11% variation in liquid density produced
a negligible variation in the mass burn rate. The extinction coefficient of the liuqid fuel
employed in the boundary model determines the character of thermal energy absorption in
the top liquid layers and therefore the temperature profile as well. It is thought that there
is significant uncertainty in this parameter as well. A similar test to that done for the liquid
density shows that significant changes to the extinction coefficient has a neglibible effect
on the steady mass burn flux. For the purposes of consistency analysis an error of ± 15%
is assumed for the mass transfer coefficients produced by the Responsive Boundary model.
This estimate of the error is based on the error assumed for the heat transfer correlation
developed by Dittus and Boelter (1930).
Another source of error thought to be of importance arises from a model used in
ARCHES. As discussed already, the values of radiative heat input to the pool surface
predicted by ARCHES are of concern. An important quantity that affects the radiation
values predicted by ARCHES is the soot content (expressed as soot volume fraction). Since
soot particles are largely responsible for most of the radiation emitted by pool fire flames
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it is necessary to accurately model soot content in order to accurately predict radiation
fluxes from the flames. ARCHES employs a simple, empirical soot model that depends on
the stoichiometric fuel mass fraction and the concentrations of certain carbon-containing
species. The accuracy of this model is far from certain, so a soot parameter is introduced
to the model that can greatly enhance or inhibit the soot content predicted in ARCHES
simulations. The uncertainty of this model is such that an order of magnitude in either
direction is applied for the range of tested soot parameters.
With these model parameters in mind a series of simulations are run using the 2003-node
resolution determined from the grid convergence tests. Five simulations are run that test
the possible range of the input parameters thought to have the highest influence on the
model output (i.e., the mass transfer coefficient and the soot model amplification factor.)
The conditions and results for each of these tests are shown in Table 6.1. The data from
these simulations provide a range of possible value for the mass burn rate and pool surface
radiation that can be compared with the experimental data.
The consistency analysis here involves comparison of 10 dataset units, the global, steady
mass burn rate, and steady pool surface radiative fluxes at nine different radial locations.
The locations include the pool center, 2, 4, 6, 8, 10, 12, 13, and 14 centimeters from the
center. The simulations provide pool surface radiation data that is interpolated at eight
equally spaced locations for a given radius. The global value for a particular radius is the
average of the eight locations. The final value for each radius is a time average over the
time period of the simulation that is considered steady state.
The first step in the consistency analysis is to compare the experimental data and
their error with the range of values predicted from simulation. Figure 6.22 shows the
comparison for the global steady mass burn rate, and Figure 6.23 shows the comparisons
for the incident pool surface radiation at the different radial locations. Klassen and Gore
(1992) do not report at length in regard to the determination of experimental error for the
measured quantities of interest. They state that they estimate the mass burn rate error
to be ± 5% and the radiation measurement error to be ± 10%. Nakos (2005) performs an
error analysis for instruments similar to the Gardon-type radiometer used by Klassen and
Gore. For measured radiation fluxes, Nakos finds that for wind driven pool fires, radiation
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measurement error can be as high as ± 20%, and the same error for buoyant fires like
the ones of interest here can be as high as ± 40%. An estimate of ± 10% for radiation
measurement may very well be optimistic. For the purposes of this analysis an error of
±10% is assumed for the mass burn rate, and an error of ±20% is assumed for the radiation
measurements, and these errors are reflected in Figures 6.22 and 6.23.
The next type of consistency test is a series of pair-wise analyses. In this series of
tests, two dataset units are used to form a simple dataset. The consistency test seeks
to find a region in the input parameter space (which consists of the range of values for
the mass transfer coefficient and the soot parameter as shown in Table 6.1) that gives
model predictions consistent with the experimental values within the assumed error range.
The pair-wise tests produce a consistency measure as defined by Feeley et al. (2004). If
the value of the consistency measure is greater than zero, then the dataset is said to be
consistent, and if the value of the consistency measure is less that zero, then the dataset
is said to be inconsistent. For a dataset consisting of a single dataset unit, consistency
can be determined from inspection of a plot of the experimental point with its error range
and the range of values from simulations. If there is overlap in the range of experimental
and simulated values then there is consistency. This is readily seen in Figures 6.22 and
6.23. When a dataset is larger than one dataset unit determining consistency becomes
more complex.
In the pair-wise tests each possible combination of two dataset units is used to form
different datasets and a consistency measure is taken for each dataset. With 10 available
dataset units, there are 55 unique pairings possible if the possibility of pairing a dataset
unit with itself is included. Such a series of tests can reveal specific inconsistencies within
the larger dataset, and it can reveal where the inconsistencies are happening. If there are
any inconsistencies in the pair-wise tests then it is impossible for the entire dataset to be
consistent.
Figure 6.24 is a bar graph that shows the consistency measure for each pair-wise test
possible with the 10 dataset units involved in this study. The bars are grouped into
10 clusters. The first cluster on the left-hand side of the bar graph represent consistency
measures for all pair-wise tests involving the first dataset unit, the second cluster represents
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the same quantity for all pair-wise tests involving the second dataset unit and so on. Within
the first cluster are 10 individual bars. The first bar in the first cluster (going from left to
right) gives the consistency measure for the pair-wise test that involves the first dataset
unit with itself. The second bar in the first cluster represents the consistency measure for
the pair-wise test involving the first and second dataset units, and so on. With the data
represented this way there are redundancies in Figure 6.24. For example, the third bar in
the first cluster should have the same value as the first bar in the third cluster because
these bars represent consistency measures for pair-wise test involving the first and third
dataset units.
Examination of Figure 6.24 shows that there are inconsistencies with some of the
pair-wise tests, and all the inconsistencies arise between the mass burn rate (the first
dataset unit) and most pool surface radiation fluxes. This confirms previously stated
concerns about the radiation predictions from ARCHES. A subsequent consistency analysis
using all 10 dataset units confirms that the whole dataset is indeed inconsistent as expected.
In addition to the consistency measure, a sensitivity analysis can reveal which components
of the dataset are most likely responsible for the inconsistency of the dataset. Figure 6.25
shows the Lagrangian multipliers for each part of the dataset. The larger the magnitude
a Lagrangian multiplier has the more sensitive the consistency measure is to the quantity
with which the multiplier is associated. The quantities that are assigned Lagrangian
multipliers are the upper and lower bounds of the experimental data and the model inputs.
The heptane pool system features 10 data points and two model parameters. Each of
these has an upper and lower uncertainty bound. This creates 24 Lagrangian multipliers.
Figure 6.25 shows that one multiplier has a value orders of magnitude larger than the
others. This multiplier (the fifth multiplier) is associated with the lower bound in the error
associated with the measurement of the mass burn rate. This could indicate an issue with
the measurement of this quantity.
For justification purposes with the Responsive Boundary model, there is a good region
of consistency for the mass burn rate alone. However, since the burn rate is so closely
correlated with the incident radiative heat flux, a consistency analysis involving the mass
burn rate and the pool radiation measurements makes a more meaningful analysis for the
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purposes of determining the physics within the heptane pool fire system.
The issue at hand is that individually there is consistency for the mass burn rate alone,
and there is consistency for all the radiation measurements taken collectively, but for some
reason when coupled together, there is an inconsistency issue. This inconsistency can be
understood through examination of the comparisons in Figures 6.22 and 6.23. All the
data comparisons in these figures show strong overlap between experiment and simulation.
However, there is a differential in the specific region of the overlap between the mass burn
rate and the radiation data. In the case of the mass flux the experimental range overlaps
the simulation range at its center. In the case of each of the radiation flux comparisons
the experimental range overlaps the simulation’s range at its lower end. The regions of
the simulation space are comparable between consideration of mass flux and radiative flux
because these two properties are correlated (i.e., when radiative heat flux increases, mass
flux also increases.)
The model predicts the mass burn rate very closely compared to the experimental data,
but it over-predicts the radiation values. There are at least three possible explanations for
the inconsistency: (1) the Responsive Boundary model is under-predicting the mass burn
rate for the given radiation flux to the pool surface, (2) ARCHES is over-predicting the
radiation due to modeling error with the empirical soot model or some other model internal
to the code, and (3) the radiation flux measurements offered by Klassen and Gore (1992)
have an experimental measurement bias that under-predicts the radiation flux values.
In other words, the problem is in the models, or it is in the experimental data, or some
combination of both. Neither explanation (1) or (2) alone can resolve the inconsistency.
Most of the likely causes of error in the Responsive Boundary model have been accounted
for. The results from the simulations summarized in Table 6.1 indicate that the mass burn
rate and radiation values are very sensitive to the soot factor and show minor to negligible
responses to the range of mass transfer coefficients, and the mass transfer coefficient is
considered to be the most likely source of error from the Responsive Boundary model. Next,
if ARCHES were to be adjusted to give radiation values more consistent with experiment
through its soot model or by some other means, the Responsive Boundary would simply
give lower mass burn rates in response, and the inconsistency would still exist between the
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mass burn rate and the radiation measurements. In contrast, if the radiation measurements
turned out to have a systematic bias toward under-prediction, that alone would explain
the inconsistency in the current dataset. Examination of the radiation value comparisons
in Figure 6.23 show that the values from experiment and simulation both show a similar
trend with respect to pool radius. In both cases the radiative flux is highest near the pools
center, and it gradually weakens toward the edge of the pool. The main difference between
the experimental and simulated fluxes is that the simulated values are higher than the
measurements by similar percentages. This similarity in trend supports the possibility of
a systematic bias in the radiation measurements.
Table 6.2 shows a graph of results from additional consistency analyses performed on
the full dataset. In this series of tests the assumed experimental error in the mass burn
rate is varied from 10% to 20%, and the assumed error in the radiation measurements is
varied from 20% to 40%. The radiation errors are shown in the vertical axis and the errors
in the mass burn rate are shown along the horizontal axis. The intersection of each value
for these errors represents a consistency analysis test. This makes for a total of 25 tests
to determine a range of possible experimental errors for both pool surface radiation values
and mass burn rate. The results of each consistency test are shown at the intersections
of the different error values. An ’X’ symbol indicates an inconsistent test result. The ’
√
’
symbol indicates a consistent result.
The data in Table 6.2 suggest that in order to find a region of consistency, it is necessary
to have an error of 40% in the upper bound of radiation measurements and a minimal error
of 15% in the lower bound of the mass burn rate measurement.
Since the authors of the pool fire study did not include a detailed analysis of the
experimental error it is difficult to say what levels of assumed experimental error are
justified. There is some evidence to justify the conclusion of a bias error in the radiation
flux measurements to the pool surface, but the purpose of data collaboration is to bring
computationalist and experimentalist together to arrive at a consensus as to where the
truth most likely lies. More input is certainly needed from experimentalists as to the error
in the radiometers before the assumption of measurement bias can be justified.
Subsequent discussions with Nakos (2011) provide more information on the Gardon-type
187
radiometers that Klassen and Gore (1992) use in their measurements. Finding agreement
between experiment and simulation is generally a difficult task with heat flux measure-
ments. For example, the Gardon gages have proven to be unreliable in mixed radiation
and convection environments like those seen in pool fires. Gardon gages obtain flux readings
from a parabolic temperature profile on the surface of their sensing element. Convective
shear flows affect the temperature profile sufficiently to create error in the callibration
constants that are obtained from callibration procedures that use only radiative sources.
Another potential source of error for the Gardon gages is the possibility of condensaton
of water or fuel products on the sensing surface if the gage temperature is below the dew
point. This is more common with radiometers that are cooled. Klassen and Gore do apply
tap water to the gages with which they measure the heptane fires, but they also apply a
nitrogen purge to prevent condensation. Despite this counter-measure they do note that
condensation occurs with their toluene experiments which prompts them to use warm water
as coolant instead of normal tap water for toluene. It is possible that despite the measures
they apply to prevent it there may have been some condensation with the heptane fires as
well. The deposition of soot and other combustion products tends to occur more intensely
near the edges of the pool. The increased discrepency between the mass flux data and the
radiation data closer to the pool’s edge (as seen in Figure 6.24) supports this trend. In
addition to the possibility of surface condensation, pool fires in the turbulent flow regime
(usually about one meter diameter) experience disturbances in the pool surface. Although
the pool fire of interest is smaller than the accepted diameter for turbulent regime, there
may be a possibility that some splashing of liquid fuel occurs and floods the meter’s sensing
surface. If this does occur the radiation flux readings would be lower than they should be.
Unfortunately it is not possible to confirm or eliminate either of these possibilities as the
authors do not provide more heat flux data.
Another suggestion from Nakos (2011) is to focus the consistency analysis on flux
measurements near the center of the pool. The calibration process for heat flux gages
involve the use of a blackbody source that fills the viewing angle of the gage. Klassen and
Gore use this method, and the gages they use have a very small viewing angle. Gages that
are calibrated in this manner experience additional error in their readings when placed in
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positions where the heat source does not fill the viewing angle like near the edge of the pool.
This implies that heat flux readings closer to the center of the pool are more accurate than
those closer to the edge. This observation agrees with the consistency analysis results with
the heptane pool fire system. Again, examination of the pairwise test results in Figure 6.24
shows that the inconsistencies between mass flux and pool surface radiation flux (which
are shown in the first bars of the all the bar clusters except the first on the left-hand side)
are strongest with the radiation measurements nearest the edge of the pool. The mass flux
actually shares a region of consistency with the radiation measurement at the pool center,
and the value of the consistency measure for the measurements closer to the center are not
as negative as for the four measurements closest to the edge.
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Figure 6.1: The mass flux from the pool surface at a simulation time of 0.5 seconds.
This time is during the transient warm up phase of the pool fire.
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Figure 6.2: The same type of data as that shown in Figure 6.1 at a simulation time of
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Figure 6.3: The mass fraction of heptane (the fuel) in the gas phase just over (about
2.25 millimeters) the pool surface during the transient burning phase.
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Figure 6.4: The mass fraction of heptane (the fuel) in the gas phase just over (2.25
millimeters) the pool surface during the steady burning phase.
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Figure 6.5: The liquid surface temperature of the pool during the transient burning
stage.
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Figure 6.6: The liquid surface temperature of the pool during the steady burning stage.
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Figure 6.7: The incident radiative heat flux to the pool surface for the transient phase









M n : 4 179 
Y_Axis 
0 .30 0.40 0 .50 0.60 
Z-Axis 
197






M h : oan 
Y_Axis 
0 .30 0.40 0.50 0.60 
Z-Axis 
198





Figure 6.11: A two-dimensional side view of the pool fire. The data are the gas phase
temperature profiles of the pool fire during the transient stage.
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Figure 6.12: A two-dimensional side view of the pool fire. The data are the gas phase
temperature profiles of the pool fire during the steady stage.
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Figure 6.13: A plot of global mass flux from the pool surface with time. As of 30 seconds
of simulation time steady state is not yet obtained.
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Figure 6.14: The spatially averaged radiative heat flux to the pool surface against
simulation time. These data arise from the same simulation used for the data in Figure
6.13.
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Figure 6.15: The global mass flux for another heptane simulation like the one shown in
Figure 6.13. However, this simulation accelerates the pool’s response by a factor of 10 for
the first 3 seconds of simulation time.
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Figure 6.16: The global mass burn flux from the pool surface for several heptane pool
simulations at different spatial resolutions.
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Figure 6.17: The global radiative heat flux to the pool surface for several heptane pool
simulations at different spatial resolutions.
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Figure 6.18: The global convective heat flux to the pool surface for several heptane pool
simulations at different spatial resolutions.
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Figure 6.19: The global mass burn flux from the pool surface for several methanol pool
simulations at different spatial resolutions.
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Figure 6.20: The global radiative heat flux to the pool surface for several methanol pool
simulations at different spatial resolutions.
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Figure 6.21: The global convective heat flux to the pool surface for several methanol
pool simulations at different spatial resolutions.
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Figure 6.22: The simulation and experimental data with their ranges for the global,
steady mass burn flux.
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Figure 6.23: The simulation and experimental data with their ranges for the different
























Figure 6.24: Consistency measures for all the pair-wise consistency tests associated with
the heptane pool fire dataset.
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Figure 6.25: The values of each Lagrangian multiplier for each component of the full
consistency analysis for the heptane pool fire system.
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Table 6.1: Data from all five simulations for the consistency analysis. The results for the
steady, global mass flux (kg/m2 − sec) and the average incident radiation flux (W/m2) at
the pool center, and at pool radii of 2, 4, 6, 8, 10, 12, 13, and 14 centimeters are shown.
Base-Case Case-1 Case-2 Case-3 Case-4
Soot Parameter 1.00 0.10 0.10 10.0 10.0
Mass Transfer
Coefficient 1.00 0.85 1.15 0.85 1.15
Parameter
Global Mass Flux 0.03264 0.01850 0.01845 0.04452 0.04524
Radiation (center) 25,518 15,726 16,201 35,855 36,130
Radiation (2 cm) 25,510 15,726 15,981 35,833 36,167
Radiation (4 cm) 25,470 15,794 15,935 35,730 36,228
Radiation (6 cm) 25,464 16,090 16,036 35,611 36,093
Radiation (8 cm) 25,138 16,080 16,049 35,295 35,832
Radiation (10 cm) 24,500 15,158 15,108 34,839 35,405
Radiation (12 cm) 22,789 13,807 13,777 33,493 34,008
Radiation (13 cm) 22,086 13,824 13,237 32,498 33,014
Radiation (14 cm) 21,268 12,686 12,607 31,429 31,918
Table 6.2: Consistency results for tests on the whole 10-member dataset. Each test
assumes different levels of experimental error. The percentages along the top of the table
represent mass burn rate error, and those along the left side of the table represent radiative
heat flux error.
10% 12% 15% 17% 20%
20% X X X X X
25% X X X X X
30% X X X X X





CONCLUSIONS AND FUTURE WORK
7.1 Summary
Pool fires are an important example of combustion systems that are frequently studied
in order to prevent costly damage and preserve human life. The study of these and other
types of combustion systems can greatly benefit from the application of computational
science. If properly developed, computational models can reveal new information on these
systems and prove useful in predicting fire behavior. The information gathered can lead
to better safety measures and policies in dealing with and preventing accidental fires.
Additionally, computational models can potentially do all this without the level of expense
involved with experimentation.
In order to be useful, computational models must be developed with an understanding
of their limitations. The calculations from computational models are not without error,
and this error must be understood and quantified as far as possible. In the case of liquid
pool fire simulations, the Responsive Boundary model is developed in order to address
the issue of boundary condition error with the fuel inlet boundary. The model seeks to
predict the behavior of the liquid pool as it vaporizes fuel to feed the flame and receives
thermal input from the flame. In its development, the Responsive Boundary model seeks
to capture enough of the important physics involved to be able to give accurate predictions
of the mass flux of fuel to the fire and still be simple enough as to not add unnecessary
computational burden to the fire code with which it works.
The Responsive Boundary model consists of simple mass, energy, and in the case of
multi-component fuels, component balances that are expressed as continuum equations.
The model tracks the temperature profile in the liquid fuel as a function of depth. It also
accounts for the loss of mass as the liquid pool evaporates. Mass transfer correlations
predict the the mass fluxes, which are strongly dependent on the temperature of the liquid
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at the pool surface. The model also includes the ability to make predictions for fuels
consisting of more than one liquid species as transportation fuels are often mixtures of
hundreds to thousands of chemical species.
In addition to the development of the model, effort is made to verify and validate
its calculations. Verification activities such as the use of manufactured solutions and grid
convergence tests are applied to the boundary model to establish a degree of confidence that
the code functions without any problems arising from programming errors and to ensure
that the error arising from discretization methods for the continuum models are what
they should be. The tests show that the model can reproduce manufactured solutions
and that the order of error with respect to spatial discretization is the expected value.
The time step discretization error is of lower order than expected. This is thought to be
the result of additional error arising from the interpolation steps that allow calculation
of the temperature profile as the liquid domain shrinks. Despite this loss of accuracy
the order of error is still sufficient to show that the discretized solution to the model
approaches the continuum solution as the step sizes become arbitrarily small. In short,
the applied verification activities demonstrate that the computer algorithm implemented
in the boundary model produces the correct solution to the continuum relations that are
the foundation of the model within an acceptable level of error.
Sensitivity analysis of the boundary model’s inputs suggest that factors like wind
speed and thermal input to the pool have the greatest influence on the desired output
of the model: the mass flux from the pool surface. Once incorporated with the fire code
(ARCHES) a series of grid convergence tests demonstrate that error arising from spatial
discretization in the gas domain is small compared to the modeling error when simulations
apply 2003 nodes to the domain for 903 cubic centimeter computational simulation of
heptane and methanol pool fires similar those that Klassen and Gore (1992) work with in
their experiments.
The primary tool of validation used to evaluate modeling error is the technique of data
collaboration described by Feeley et al. (2004). This technique compares the range of model
output given the uncertainty in model input to experimental data with their uncertainty.
A mathematical definition of consistency is applied to indicate what qualifies as agreement
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between model and experiment. The importance of data collaboration is found in how both
the computational and experimental facets of research come together to better arrive at
an understanding of the physical phenomena involved. An example of data collaboration
is provided in ARCHES simulations of small buoyant helium plumes and experimental
data taken from the work of Scho¨nbucher et al. (1986). This collaboration seeks to find
agreement between model predictions and experimental measurements of fringe order in
holographic images of helium plumes. Although initial inconsistencies are found between
the experimental and computational data, further sensitivity analyses lead to revisions in
the evaluation of the experimental data that leads to a consistent dataset.
The method of data collaboration is finally applied to pool fire simulations done using
ARCHES with the Responsive Boundary model giving inlet boundary predictions. The
simulations are based on and compared with data from small heptane fires done by Klassen
and Gore (1992). The quantity of comparison is initially chosen to be the mass flux
from the pool surface at steady burning conditions. The radiative heat fluxes to the
pool surface at steady conditions are eventually included in the analysis to more fully
investigate model/experimental agreement. The model parameters thought to contain
the greatest degree of uncertainty and to have the greatest influence on the outputs are
the soot parameter from ARCHES and the mass transfer coefficients from the boundary
model. A series of simulations are run to test the range of possible model output, and
they are compared with the experimental data. The initial consistency test shows strong
consistency with the mass burn rate, and there is also good consistency with each of the
radiation fluxes when examined individually. However, there is inconsistency for the whole
dataset. The inconsistency arises between the mass flux and certain radiation fluxes. The
Responsive Boundary is generating a fuel flux that is in agreement with experiment, but
it is doing so using incident radiation flux predictions from ARCHES that are too high
when compared with experiment. The inconsistency is especially pronounced between
the mass flux and the radiative fluxes near the outer edges of the pool. The most likely
reason for the inconsistency is thought to be a systematic bias error in the radiometers
used in the original experiments. The radiation values seem to be under-measured. The
conclusion from the consistency analysis is that the boundary model does give output that
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is consistent with experimental data given the likely sources of error in the experimental
radiation measurements.
The results from the heptane and methanol pool fire comparisons are encouraging.
Despite the differences in the thermophysical properties between the two fuels, the mass
flux predictions for both cases are comparable to the experimental measurements. In
addition, many of the characteristics observed in pool fires are also well reproduced in
the simulations with the Responsive Boundary. These trends include the dominance of
radiation heat transfer in determining the steady mass flux, the secondary role of convective
heat transfer and its correlation with flame shape during the different phase of the fire, the
role of volatility and the fuel vapor dome over the pool surface in influencing the burn rate
at the different phases of the fire, and the behavior of the liquid temperature during the
fire.
7.2 Conclusions
The overall conclusions associated with this present study are: (1) The Responsive
Boundary model addresses the need for a realistic fuel inlet boundary condition for use
with liquid pool fire simulations. The boundary model captures the necessary physics of
the pool system through application of the pool energy and mass balances. The model
also applies mass transfer correlations for buoyant and wind-driven systems for prediction
of the evaporative mass flux from the pool surface. (2) Verfication exercises such as
manufactured solutions and grid convergence analyses show that the computer algorithm
implementation of the boundary model produces mass flux data that are consistent with the
proper solutions (within acceptable error) to the continuum equations that form the basis
of the boundary model, and the code’s results for the tested calculations are not deterred
by any obvious programming errors. (3) Model validation through consistency analysis
has shown that despite initial discrepancies, consistency is found between experimental
measurement and computational predictions from ARCHES of interference fringe order
from holographic images of small, laminar helium plume systems. Through this analysis a
better understanding of the error involved with analysis of holographic images is achieved.
(4) Consistency analysis also demonstrates agreement between experimental data and
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predictions from the ARCHES/boundary model for the medium-sized heptane pool fire
system when likely levels of experimental error arising from mass flux measurement and
radiative heat flux measurement are considered.
7.3 Future Work
This project represents a considerable amount of effort to develop and test the reliability
of the Responsive Boundary model, but it is only a beginning. The present work is limited
in the type and size of pool fires tested thus far, and this suggests at least three directions
that must be pursued in further development of the boundary model: (1) The model
must be tested with larger pool fires, (2) The model must be tested using different fuels
including multi-component fuels and surrogates, and (3) the model must also must be
tested for systems of significant cross-wind.
This study applies data from Klassen and Gore (1992) as a starting point for verification
and validation tests with the boundary model because the system of interest that they
provide is sufficiently small to allow more rigorous simulations with small discretization
error without overloading available computational resources. The pool fires tested are large
enough that the important modes of heat transfer are dominant. In other words, although
the 30-centimeter fires simulated are small compared to most real life accidental liquid fuel
fires, they are large enough to capture some important characteristics of the larger fires
that are the intended use of pool fire simulation tools. Nevertheless, a logical subsequent
step is to simulate larger pool fires in order to gage the effectiveness of the Responsive
Boundary model for use in such scenarios. The JP-8 pool fire data that Blanchat et al.
(2004) provide would be useful in such a series of tests. The primary issues with larger
fire simulations is the limitation of computational resource and time. For the simulations
in this project a resolution of 2003 nodes is found to be sufficient. To simulate a 1-meter
fire while maintaining the same spatial discretization would require more than 6503 nodes,
and performing such a large simulation requires almost 35 times the number of processors
(the 2003-node simulations use 512 processors.) Running a 1-meter pool fire simulation
with present resources would likely require running with a coarser resolution, and this
implies a larger discretization error in the results. With the continued advancement and
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improvement of computational technology, the possibility of simulating larger fires with
more desirable resolution in the future is likely, but it must wait.
Another possibility of future work for the Responsive Boundary model is its application
with other types of fuels including fuel mixtures. Most fuels thought likely to be involved
in large transportation fire scenarios are complex mixtures. The use of surrogate models
for these types of fuels in simulations is promising, but like all approximations the error
inflicted with surrogates must be evaluated. The Responsive Boundary model has means
to work with multi-component fuels as described in Chapter 3, but this ability is not yet
thoroughly tested. Preference is given in this report to simpler, single-component pool fire
systems because it is better to start validating a model with its simpler applications first.
Another important reason that the multi-component capabilities of the boundary model
are not yet tested is found in the use of reaction/mixing tables in fire codes like ARCHES.
These tables provide tabular information on important physical properties in the pool
fire system as functions of certain computed properties like mixture fraction and heat loss.
The use of these tables allow predictions that normally come from complex kinetic reaction
mechanisms and turbulent mixing models without the limitations of stiffness in differential
equation solution methods. The tables are processed prior to the fire simulations, and
as presently constituted the simulations use only one set of tables per simulation. One
of the parameters used in the formation of the table is the fuel inlet composition. This
means that the use of tabulation requires the assumption of constant inlet composition.
For single-component fuel simulation this poses no problems, but multi-component fuels
change composition as they evaporate. For simulations involving the boundary model some
way must be found to allow for changing composition in the fire code, or error must be
allowed in the assumption that the change in composition will not significantly affect the
thermodynamic properties of the flame.
The last scenario for which the boundary model is intended that requires further
attention is the scenario of a transportation fire under windy conditions. As most accidental
fires occur outdoors, there is a greater chance of windy conditions being present than for
the absence of such conditions. Buoyant conditions are tested first because of the greater
simplicity in their modeling. Winds deflect the pool fire’s flames significantly, and the
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simulation of this type of fire requires a larger domain to capture the whole fire, which
means more computational resource is needed. The presence of wind blowing over the pool
introduces a different mode of convection (forced) that requires use of a different mass
transfer correlation. The use of a different correlation merits further validation work for
these types of pool fire simulations.
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