Optical-depth scaling of light scattering from a dense and cold atomic
  $^{87}$Rb gas by Kemp, K. J. et al.
ar
X
iv
:1
80
7.
10
93
9v
1 
 [p
hy
sic
s.a
tom
-p
h]
  2
8 J
ul 
20
18
Optical-depth scaling of light scattering from a dense and cold atomic 87Rb gas
K.J. Kemp, S.J. Roof, and M.D. Havey
Old Dominion University, Department of Physics, Norfolk, Virginia 23529
I.M. Sokolov1,2 and D.V. Kupriyanov1
1Department of Theoretical Physics, State Polytechnic University, 195251, St.-Petersburg, Russia
2Institute for Analytical Instrumentation, Russian Academy of Sciences, 198103, St.-Petersburg, Russia
W. Guerin
Universite´ Coˆte d’Azur, CNRS, Institut de Physique de Nice, France
(Dated: July 31, 2018)
We report investigation of near-resonance light scattering from a cold and dense atomic gas of
87Rb atoms. Measurements are made for probe frequencies tuned near the F = 2→ F ′ = 3 nearly
closed hyperfine transition, with particular attention paid to the dependence of the scattered light
intensity on detuning from resonance, the number of atoms in the sample, and atomic sample
size. We find that, over a wide range of experimental variables, the optical depth of the atomic
sample serves as an effective single scaling parameter which describes well all the experimental data.
I. INTRODUCTION
Study of light interacting with cold and ultracold
atomic gases is an active area of experimental and the-
oretical research [1, 2]. The subject appears to be de-
ceptively simple, corresponding in many cases to a sin-
gle weak probe beam scattering from a small cloud of
cold atoms. However, under most realistic situations,
the atoms in such a sample interact not only with the
incident radiation field, but also with the light scattered
by all the other atoms in the sample. The ensembles can
then be viewed as many-body physical systems, and can
display emergent complexity. The optical response due
to interaction with the near-resonance radiation reveals a
collective optical response that differs significantly from
that of a dilute and optically thin atomic ensemble.
As an illustration, Dicke’s seminal paper [3] stimulated
many theoretical and experimental studies on super- and
subradiance. These sudies focussed mostly on how a col-
lection of excited atoms decay [4–6]. More recently, the
concept of superradiance has been extended to the single-
photon regime [7, 8], and it has been shown that the
problem is equivalent to that of classical dipoles driven
by a weak field (linear-optics regime) [9]. This triggered
several experiments on the temporal decay dynamics of
light scattered by cold atoms interacting with a weak
probe beam, which allowed the observation of subradi-
ance [10] and superradiance [11, 12] in this regime. Note
that nontrivial decay dynamics can also be due to diffuse
scattering [13–15]. Coherent transients in forward scat-
tering give also rise to collective effects, such as a fast
superflash [16].
Steady-state experiments also reveal interesting collec-
tive effects, such as lensing [17], light diffusion [18, 19],
changes in the radiation pressure force [20–22], etc. Be-
cause of potentially important consequences for clock
technology [23], the question of collective shifts of the res-
onance line, in particular, raised a lot of discussions [24–
29] and experiments [12, 30–37]. Even without any
shift, changes in the line shape, collective broadening and
saturation of the amount of scattered light have been
observed in several experiments with different param-
eters and geometries, and interpreted somewhat differ-
ently [18, 35–40].
In this context, we have previously reported measure-
ments of light scattering from a high density and cold
thermal gas of 87Rb [38, 39]. These experiments, per-
formed on the F = 2 → F ′ = 3 and F = 1 → F ′ = 0
nearly closed hyperfine transitions, focused on the time-
dependent spectral development of light scattered from
the atomic sample. In those experiments it was observed
that the measured intensity of the scattered light de-
creased with decreasing sample size containing a fixed
number of atoms. This observation suggested that col-
lective effects may be important as the size of the atomic
sample is changed. In the present study, we have ex-
perimentally explored this question and report extensive
measurements of the intensity of scattered light as a func-
tion of accessible parameters, including detuning from
resonance excitation, atomic sample size, and the num-
ber of atoms contained in the sample at fixed sample size.
These measurements reveal evidence of the emergence of
collective light scattering as a function of the experimen-
tal variables. The measurements are found to be in good
agreement with microscopic fully quantum calculations
of the light scattering processes. We find also that over a
wide range of optical depths the experimental data is well
described by a random walk simulation of light transport
in the atomic medium; in this model the optical depth
serves as an effective single scaling parameter.
In the following sections we first describe the measure-
ment scheme and the experimental arrangement. This is
followed by presentation of the experimental results and
comparison with quantum microscopic calculations. We
follow this by a description of our random walk simula-
tions, and comparison of the simulations with the peak
2optical depth dependence of the experimental data. Sum-
mary of the quantum microscopic calculation approach
and other supporting information is deferred to the ap-
pendices.
II. EXPERIMENTAL ARRANGEMENT
The basic experimental scheme has been described in
detail elsewhere [41]; here we provide only an outline
of details necessary to understand the experimental ap-
proach and results. In the basic approach, we follow
a multistep process to produce cold atom samples con-
fined by a far off resonance trap (FORT). Initially, 87Rb
atoms are loaded into a 3-dimensional magneto-optical
trap (MOT), with a density distribution that can be well
described by a Gaussian distribution. The MOT is char-
acterized using methods similar to those in [41]. The
physical size and temperature of the MOT are found by
directly measuring the radius of a fluorescence image pro-
jected onto a CCD camera (pixel resolution of 24 µm x
24 µm). The number of atoms trapped in the MOT is
measured through traditional absorption imaging. The
number is independently measured by using an optical
pumping approach, as described in [42]. We find that
typically we have about 450 million atoms contained in
the MOT.
A small fraction of the MOT atoms is loaded into the
FORT. The trap consists of a single laser beam (λ = 1064
nm) focused to a transverse radius of about 20 µm. The
intensity gradient of the focused light, along with being
far detuned from resonance, creates a potential well in the
ground state in which the atoms can be trapped. During
the loading process, the MOT trapping laser is detuned
∼ 10γ below resonance and the repumping laser is atten-
uated by ∼ 99%. This reduces the radiation pressure and
creates a compressed MOT, which has a better spatial
overlap with the FORT laser beam. Atoms excited with
the MOT trapping laser tuned near the F = 2→ F ′ = 2
transition undergo inelastic Raman transitions, resulting
in loading into the lower F = 1 ground level. After a
loading time of 70 ms, the trapping and repumping lasers
are fully extinguished, along with the external magnetic
field. Starting with an initial load of 1.3(2)× 106 atoms,
the FORT laser is kept on for a minimum of 200 ms, until
the sample is thermalized with 7.8(1) × 105 atoms at a
temperature of about 100 µK. The FORT density distri-
bution ρ is well described by a Gaussian distribution as
ρ = ρ0exp(− r22r2
0
− y2
2y2
0
) with a radial size r0, longitudinal
radius y0, and peak density ρ0.
Once the atomic sample is thermalized, the FORT
trapping laser is turned off. Initially the atoms are re-
pumped into the F = 2 ground state to prepare for prob-
ing on the F = 2 → F ′ = 3 transition. After an optical
pumping phase of about 8 µs, nearly all of the atoms are
transferred to the F = 2 level. After another 2 µs, a near-
resonance low intensity (0.1 Isat) probe laser is flashed
for 1 µs. The probe is offset from resonance by a detun-
FIG. 1. The basic experimental scheme. (a) Relevant 87Rb
energy levels. (b) Geometry of probe optical excitation and
fluorescence collection. (c) Fluorescence detection arm. Light
is collected in the far field through a window (w) and focused
into a 600 µm diameter multimode optical fiber (Fmm) with
a pair of lenses (L1 and L2) as shown.
ing ∆ = f − f0, where f0 is the bare atomic resonance
frequency. As shown in Fig 1, the probe beam is spatially
much larger than the atomic sample, with a e−2 radius
of 4.5 mm, and is incident upon the sample at an oblique
angle. The sample is allowed to continue to expand and
is probed again 40 µs after the initial flash. This pro-
cess continues for a total of 10 probe pulses up to a total
expansion time of 370 µs. The sample expands from an
initial volume with radii r0 = 3.0 µm and y0 = 259 µm
to final radii of r0 = 33.4 µm and y0 = 261 µm. The
fluorescence from the sample is collected during all 10
pulses and focused into a multimode fiber connected to
an infrared sensitive photomultiplier tube (PMT). The
output of the PMT is directed without amplification to
a multichannel scaler having 40 ns time resolution. For
the results presented in this paper, this time signal was
integrated over the duration of each individual pulse to
show the total amount of fluorescence for each sample
size, all while maintaining the same number of atoms.
In order to sample a broader range of atomic sizes and
densities, the number of atoms can also be changed. The
peak density of the sample depends on the holding time of
the FORT; background gas collisions decrease the num-
ber of atoms within the sample. At the longest hold time
used for these measurements (2.5 s), the number of atoms
is reduced to 1.8(7)× 105. In Fig 2, the peak density for
each sample holding time as a function of expansion time
is shown. Finally, we also studied the dependence of the
scattered light intensity on probe detuning at the high-
est possible density for our thermalized sample. Using
an acousto-optical modulator (AOM) in a double-pass
setup, the frequency of the probe laser was tuned over
a range of nearly 60 MHz while maintaining a constant
probe optical power.
3FIG. 2. Reduction of the number of atoms within the FORT
over time due to ballistic expansion, thermalization and back-
ground gas collisions. After various hold times T there are N
atoms in the trap (see legend). After the FORT trapping
laser is extinguished, the sample expands, reducing the peak
atomic density as shown.
III. RESULTS AND DISCUSSION
In this section we present our experimental results and
make side by side comparison of the measurements and
fully quantum calculations of the measured quantities.
The details of the calculational techniques are described
in detail in several earlier papers [2, 43, 44] on the gen-
eral subject of light scattering in a cold and dense gas.
Our approach is also sketched in Appendix A of this pa-
per. Note that the theoretical results are scaled [45] to
account for the fact that the measurements and theoret-
ical comparisons are made at very different numbers of
atoms. These results and comparisons are followed by
two subsections in which the data is globally analyzed
and discussed in terms of attenuation of the propagating
light beam and a random walk for the diffusing light.
A. Experimental results and comparison with
theory
We first point out that, in all cases, fluorescence mea-
surements are made after the atoms in the FORT have
essentially thermalized and the FORT has been turned
off, so that the atoms are mainly in free space. There
are two primary overlapping experimental protocols. In
one, once the FORT has been extinguished, the expand-
ing atomic sample is exposed to a series of ten 1 µs probe
pulses temporally spaced to map out a factor of several
hundred in peak atomic density. As the probe spatial
profile is much larger than the atomic sample, the num-
ber of atoms probed remains essentially constant. In a
second protocol, the atom sample is held in the trap for
FIG. 3. On resonance variation of the scattered light signals
with peak atomic density. Note the strong increase of the
signal size with decreasing atomic density, for a fixed number
of atoms in the sample.
increasingly longer periods of time; background gas colli-
sions reduce the number of atoms in the ensemble, while
the sample size, as measured by the sample Gaussian
radii, remains the same. Then the FORT is extinguished
and a sequence of probe pulses is used to probe the sam-
ple. This dual approach allows mapping out of both the
atomic sample size and atomic density dependence of the
fluorescence signals.
As an initial result, we present in Fig. 3 the measured
fluorescence signals from a 10 µs probe pulse and their
dependence on the peak atomic density. We see in the
figure that the signals increase with decreasing atomic
density. The origin of this somewhat counterintuitive ef-
fect arises from the fact that, for the highest densities,
and consequently the greatest optical depth, the probe
beam is attenuated during its traversal through the sam-
ple. The scattering signals then should originate mainly
from light scattered from the illuminated outer regions of
the sample surface, and the relatively fewer atoms com-
pared to the sample as a whole. We will study in more
detail this “shadow effect” in the next subsection. As
the density is decreased, on the other hand, the sample
becomes more optically thin; the sample ultimately scat-
ters light as a collection of individual atoms. Comparison
of the experimental results with calculations shows very
good agreement. Note that the vertical (signal) scale is
adjusted to match the experimental and theoretical re-
sponses.
We elaborated on this general effect by measuring the
dependence of the scattering signals on atomic density
and on detuning from atomic resonance. The overall ex-
perimental results for all positive blue detunings and den-
sities are shown in Fig. 4(a). One striking feature of these
results is that, for larger detunings, the sensitivity of the
signals to decreases in the density is significantly reduced,
and for the largest detunings from resonance, there is,
within the experimental uncertainty, no variation of the
signal intensity with peak atomic density. This effect is
4FIG. 4. Detuning and density dependence of the measured
scattered light intensity. (a) Experimental results for positive
(blue) detunings. (b) Theoretical results. The vertical scale
has been adjusted to match the experimental data.
due to the decreasing optical depth of the atomic sample
with increasing detuning; for the smallest optical depth,
all the atoms experience essentially the same probe inten-
sity, and thus contribute to the scattering signals. The
corresponding theoretical results are shown Fig. 4(b).
These results are in very good qualitative agreement with
the experimental ones. Red detuned measurements (not
shown) are also in very good agreement with the simu-
lations. The data are also quite symmetric about zero
detuning; this is seen in the characteristic spectral re-
sponse for two different densities, as shown in Fig. 5.
There the solid lines represent Lorentzian spectral pro-
files; this line shape is a very good empirical fit to the
measured profile.
Implicit in Figs. 3 and Fig. 4 is a dependence on the
spectral width (viz. Fig. 5) and the ensemble response
to changes in atomic density. This dependence is shown
in Fig. 6, where we see a nonlinear increase of the spec-
FIG. 5. Representative line shapes for the dependence of the
measured signals on detuning from atomic resonance.
tral width with increasing density. This dependence is
qualitatively due to the fact that major contributions to
the signal arise from atoms near the outer regions of the
atomic sample, the deeper atoms contributing less due
to the so-called shadow effect. For a large optical depth
and a uniform density, this implies a roughly
√
b scaling
of the width; here b is the peak optical depth through
the center of the sample. Realistically, our samples are
strongly inhomogeneous, and there are contributions to
the signals from a range of atomic densities. Such scaling
should then be considered only as a qualitative feature
of the measured spectral widths.
Finally, we have examined the dependence of the mea-
sured scattered light intensity with variations in the ef-
fective volume of the sample. We use as a measure of the
sample volume the product of the atom sample Gaus-
sian radii, viz., (2pi)3/2yor
2
o . In these measurements, this
product is held fixed as the number of atoms in the sam-
ple is varied. Results are shown in Fig. 7. We see in Fig.
7 that, for each sample size, and within the experimental
uncertainty, the signal increases monotonically with in-
creasing number of atoms (or atomic density). However,
the rate of increase is significantly different, depending
on the sample size, and is strongly suppressed for the
smallest sample sizes.
B. Rescaling according to the Beer-Lambert Law
The good agreement between the data and the full mi-
croscopic theory is in itself satisfactory but it does not
allow identifying the relevant physical ingredients at the
origin of the specific behavior of the scattered light as
a function of the different control parameters. This is
because the microscopic theory includes many effects:
attenuation of the probe light, diffraction and refrac-
5FIG. 6. Dependence of the full width at half maximum of the
atomic resonance response as a function of atomic density.
These measurements correspond to varying the density by
changing the sample size while holding the number of atoms
fixed.
FIG. 7. Representative atom number dependence of the scat-
tering signals as a function of the cold atom sample size. The
data is labeled according to the volume of the sample, as de-
scribed in the text.
tion, multiple scattering, super and subradiance, collec-
tive shifts, etc. It is thus useful to compare the data
with a much simplified theory, including only some of
these effects.
An effective approximation could be based on the
ladder-type expansion of the light correlation function,
which leads to a Bethe-Salpeter type equation. This can
be numerically solved via a sequence of iterative steps
(multiple scattering events), see [2]. Such an approach
evidently ignores any cross interference in the process
of multiple scattering, which seems a rather realistic as-
sumption for a dilute and disordered atomic gas. The ap-
plicability of the Bethe-Salpeter approach has been suc-
cessfully demonstrated for the theory of random lasing,
see [46, 47]
In this section we show that even in taking a sim-
pler approximation by transforming the Bethe-Salpeter
equation to the light transport equation, and taking
into account only the attenuation of the probe beam in
the atomic sample, following the Beer-Lambert law, is
enough to explain the data with a rather good agree-
ment. This shows that the main physical ingredient of
the experiment is the so-called “shadow effect”: atoms
at the back of the sample are less illuminated by the in-
cident laser, which induces an effective reduction of the
total scattering cross-section compared to a collection of
independent atoms illuminated by the same laser inten-
sity. As explained in detail in [48], this effect also explains
previous observations of a collective reduction of the ra-
diation pressure force [20, 22]. It could also explain the
results of [40], although the very small sample sizes and
high densities used in that work might induce some other
effects.
From the Beer-Lambert Law, one can easily show (see
AppendixB or ref. [22]) that the total scattering cross-
section of a Gaussian cloud (containing N atoms and
illuminated by a plane wave) is
Σsc = Nσsc × Ein(b)
b
, (1)
where Ein is the integer function [49]
Ein(b) =
∫ b
0
1− e−x
x
dx
= b
[
1 +
∞∑
n=1
(−b)n
(n+ 1)(n+ 1)!
]
,
(2)
and σsc is the single-atom scattering cross-section. Here
b is the optical depth along the line of sight and the fac-
tor Ein(b)/b in Eq. 1 corresponds to the deviation from
single-atom physics induced by the shadow effect. In the
limit of vanishing optical depth b, the value expected
from single atom physics is recovered, Σsc = Nσsc. For
high optical depth, the cross-section increases only log-
arithmically, which appears as a collective saturation of
the scattered light.
Let us now use this result to rescale the experimen-
tal data. The measured scattered light is proportional
to Σsc. For data taken with a fixed atom number and
varying detuning (“protocol 1”), such as the data re-
ported in Fig. 4(a) and Fig. 5, one should divide the sig-
nal by σsc ∝ 1/(1 + 4∆2/Γ2) and compare the results
to Ein(b)/b. For data acquired at a fixed detuning and
varying atom number (“protocol 2”), such as the data
reported in Fig. 7, one should divide the signal by N and
also compare to Ein(b)/b. In both cases one has to allow
a global multiplicative factor to fit the data to the theo-
retical curve, since the signal is not calibrated in absolute
value. The relevant optical depth b is the one along the
line of sight of the laser, given by
b =
√
2piρ0σscr0√
cos2 θ + sin2 θ sin2 φ+ η2 sin2 θ cos2 φ
, (3)
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FIG. 8. Rescaled experimental data: the light scattering sig-
nal is plotted as a function of the detuning-depended optical
depth b(∆) and the color code indicates the peak density ρ0 in
cm−3 (log scale). The solid line is the function Ein(b)/b which
describes the shadow effect from the Beer-Lambert Law. The
two panels correspond to the two different experimental pro-
tocols, the first one with a varying detuning and a constant
atom number, the second one with the laser on resonance and
a varying atom number. In both cases the sizes of the cloud
also vary, and thus the volume and density. A global vertical
scaling factor for each data set is the only free parameter.
where η = r0/y0, r0, y0, ρ0 vary during the expansion
and the angles θ, φ are given by the geometry of the ex-
periment as shown in Fig. 1 (θ = 23◦ and φ = 30◦).
We show the rescaled data in Fig. 8. The two panels
correspond to the two different experimental protocols.
The striking result is that, despite the different proto-
cols and different orders of magnitudes (almost 3 orders
of magnitude in density and in optical depth), all data
points collapse quite close to the curve Ein(b)/b describ-
ing the shadow effect, demonstrating that it is indeed the
main physical ingredient of the collective behavior of the
scattered light intensity.
C. Impact of multiple scattering
The previous scaling based on the total scattering
cross-section supposes that the light is emitted isotropi-
cally from the atomic sample. This is not the case when
the optical depth is large, as already studied in [18], al-
though the anisotropy is much less pronounced when the
cloud is illuminated by a wide beam (plane wave), as is
the case here, compared to the case when a large cloud
is illuminated by a narrow beam, as in [18].
To describe this effect one needs to take into account
multiple scattering of light inside the sample. This is nat-
urally included in the microscopic model, but it is also
possible to use stochastic simulations based on a random
walk algorithm for light. In such a model, cooperative
and coherent effects such as super and subradiance, in-
terference and diffraction are neglected, but one can well
describe diffuse light scattering with the true parameters
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FIG. 9. Comparison between the experimental data and the
random walk simulation. The data are rescaled like in Fig. 8,
dots corresponds to the protocol 1 and squares to the protocol
2. The color code indicates the peak density ρ0 in cm
−3 (log
scale). The solid lines are the results of the random walk
simulations for the two extreme aspect ratios of the cloud,
η = r0/y0 ≃ 0.13 (blue) and η ≃ 0.013 (red). The dashed
line is the function Ein(b)/b which describes the shadow effect
from the Beer-Lambert Law. The global vertical scaling factor
for each data set has been adapted to match the random walk
results.
of the experiments (also including subtle effects like the
frequency redistribution due to Doppler broadening, if
needed, see e.g. [14, 15, 50]).
We have performed such random walk simulations for
varying optical depths. The simulations include the ac-
tual geometry of the laser beam (size and direction) and
of the detection (direction), the anisotropy of the scatter-
ing diagram for the first scattering event and the Gaus-
sian density distribution of the cloud. We use the size y0
of the cloud, which is almost constant for all data points,
and the two extreme transverse sizes, corresponding to
the shortest and longest time of flight. We do not take
into account the Doppler-induced frequency redistribu-
tion during multiple scattering as it should be a tiny ef-
fect with the moderate temperature and optical depths
explored here. The results are shown in Fig. 9.
The comparison between the random walk simulations
and the simple Beer-Lambert prediction shows a small
difference: the scattered light signal is always slightly
larger in the random walk simulations. Several contribu-
tions explain this difference. First, the Gaussian beam
profile has a stronger intensity at the center, where it in-
teracts with the cloud, compared with a plane-wave illu-
mination. Second, the small anisotropy of the scattering
diagram of Rb (we suppose an equipopulated mixture of
Zeeman states) slightly favors the direction of detection.
And third, at large optical depths, multiple scattering
takes place and light has a higher probability to escape
7along the backward and transverse directions, which also
favors the detection direction compared to an isotropic
emission. Finally, at the precision of the numerical sim-
ulation, we do not see any significant difference between
the two extreme aspect ratios of the cloud, showing that
this parameter does not affect the results.
In Fig. 9 the vertical scaling factor of each data set
has been chosen to match the simulation results. With
this as the only free parameter the simulations and the
experimental points are in very good agreement.
IV. CONCLUSIONS
Using two different experimental protocols, we have
made measurements of diffusive light scattering from a
cold thermal gas of 87Rb. Due to variations in the num-
ber of atoms in the sample, or the size of the sample at
fixed number of atoms, the experiments extended over
almost 3 orders of magnitude in density and in optical
depth. The measured diffusive light spectra were found
to be in very good agreement with fully quantum based
calculations. A second and simpler analysis approach
used stochastic simulations based on a random walk al-
gorithm for the multiply scattered light. The simulations
revealed that the optical depth of the atomic sample can
serve as an effective single scaling parameter which de-
scribes very well all the experimental data.
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Appendix A: Quantum microscopic approach.
In this section we provide a sketch of the quantum mi-
croscopic method we have used as one of the possible
approaches for the theoretical description of light scat-
tering discussed in this paper. In this sketch, we follow
the descriptions in earlier papers [2, 38, 44, 51].
In addition, numerical simulations using the actual
rather large number of atoms contained in the experi-
mental samples are very difficult. In order to compare
the theoretical results with experimental ones, the calcu-
lated results are scaled to the proper number of atoms
using an approach developed earlier by us [45].
In our calculations of time-dependent fluorescence we
solve the nonstationary Schro¨dinger equation for the
wave function ψ of the joint system consisting of all atoms
and a weak electromagnetic field. A vacuum reservoir is
also included in our considerations.
We consider a disordered atomic cloud of N iden-
tical motionless two-level atoms with a ground state
Jg = 1 separated by the frequency ωa from the excited
state Je = 1. The decay constant of this state is γ.
Atoms are assumed to be located at random positions
ri, (i = 1, ..., N). Possible atomic displacement caused
by residual atomic motion is taken into account by av-
eraging of calculated quantities over this random spatial
distribution of the atoms.
We search for the wave function ψ as an expansion in
a set of eigenfunctions of the Hamiltonian H0 of the non-
interacting atoms and field. Taking into account that the
exciting radiation is weak, we account only for states with
no more than one photon in the field. For the Fourier
component of the amplitude of these states we have a
infinite set of equations because of the infinite number of
states with one photon. We exclude amplitudes of these
states and obtain a finite closed system of equations for
a one fold excited atomic system. The solution of this
system gives us the opportunity to find all the other am-
plitudes and consequently the approximate wave function
of the considered joint physical system.
Knowledge of the wave function allows us to describe
the properties of the atomic ensemble as well as the prop-
erties of the secondary radiation. Particularly, the inten-
sity Iα(Ω, t) of the polarization component α of the light
scattered in a unit solid angle around the direction given
by the radius-vector r (Ω = θ, ϕ) can be determined as
follows (for more details see [44])
Iα(Ω, t) =
c
4pi
〈ψ|E(−)α (r)E(+)α (r) |ψ〉 r2. (A1)
Here E
(±)
α (r) are the positive and negative frequency
parts of the electric field operator.
As was shown in [44] the Fourier transform of the ma-
trix element (A1) is
〈ψ|E(−)α (r)E(+)α (r) |ψ〉 =
∣∣∣∣∣∣
∞∫
−∞
~ exp(−iωt)dω
2pi
∑
e,e′
Σ˜αe(ω)Ree′(ω)Λe′(ω)
∣∣∣∣∣∣
2
. (A2)
Here the vector Λe(ω) describes atomic excitation by ex-
ternal radiation
Λe(ω) = −de;gE(ω)
~
= −ude;g
~
E0(ω) exp(ikre). (A3)
In this equation de;g is the dipole matrix element for the
transition from the ground g to the excited e state of
the atom, E0(ω) is a Fourier amplitude of the external
8radiation, which we assume to be a plane wave with wave
vector k and unit polarization vector u; re is the radius-
vector of the atom excited in the state e.
The matrix Ree′(ω) is the resolvent of the considered
system projected on the one-fold atomic excited states
Ree′ (ω) = [(ω − ωe)δee′ − Σee′ (ω)]−1 . (A4)
We determine it numerically on the basis of the known
expression for the matrix Σee′ (ω) found in [44]. Matrix
elements Σee′ (ω) for e 6= e′ describe excitation exchange
between different atoms
Σee′ (ω) =
∑
µ,ν
d
µ
ea;gad
ν
gb;eb
~r3
× (A5)[
δµν
(
1− iωar
c
−
(ωar
c
)2)
exp
(
i
ωar
c
)
−
−rµrν
r2
(
3− 3iωar
c
−
(ωar
c
)2)
exp
(
i
ωar
c
)]
.
This expression is written within the framework of the
pole approximation (Σee′ (ω) = Σee′ (ωa), see [44]). Be-
sides that, we assume that in states ψe′ and ψe atoms b
and a are excited correspondingly. In (A5) rµ is projec-
tions of the vector r = ra − rb on the axes of the chosen
reference frame and r = |r| is the spacing between atoms
a and b.
If e and e′ correspond to excited states of one atom
then Σee′ (ω) differs from zero only for e = e
′ (i.e. for
m = m′, where m is magnetic quantum number of the
atomic excited state). In this case
Σee(ω) = −iγ/2. (A6)
The matrix Σ˜αe(ω) in (A2) describes light propagation
from an atom e to the photodetector. In the rotating
wave approximation it is (see [44])
Σ˜αe(ω) = −u
′∗
αdg;e
~r
(ω
c
)2
exp
(
i
ω |r− re|
c
)
(A7)
≈ −u
′∗
αdg;e
~r
(ω
c
)2
exp
(
i
ωr
c
− ik
′
re
c
)
.
Here u′∗α is a unit polarization vector of the scattered
wave and k′ is its wave vector.
Substituting (A3) and (A7) into (A2), after some sim-
plifications we have
Iα(Ω, t) =
c
4pi~2
∣∣∣∣∣∣
∞∫
−∞
E0(ω)k
2 exp(−iωt)dω
2pi
(A8)
∑
e,e′
(u′∗dg;e)Ree′(ω) (ude′;g) exp (i(kre′ − k′re))|2 .
The total intensity I(Ω, t) can be obtained as a sum of
(A8) over two orthogonal polarizations α.
In the present work we calculate the integrals (A8) by
means of the residue theory. For this purpose we find
the poles of the matrix of the resolvent Ree′ . These poles
are determined in turn by eigenstates of the matrix Σee′ .
Decomposing the vector Λe(ω) (A3) over the eigenvector
of the matrix Σee′ we present the integral (A8) as the
sum of separate poles contributions. The decay constant
and energy of each pole are determined by the imaginary
and real part of eigenvalues of Σee′ .
The described consequent quantum approach allowed
us to consider atomic clouds with several thousands of
atoms. As mentioned earlier, the samples explored ex-
perimentally contain several orders of magnitude more
atoms. To have the possibility to compare theoretical
results with performed experiments we use approximate
scaling laws obtained previously [45]. Those scaling laws
were obtained by exploring numerically the dependence
of the differential scattering cross sections on sample size
and give us an opportunity to predict the scattered light
intensity for the experimentally studied atomic ensembles
on the basis of results obtained for macroscopic clouds.
Another problem in comparison of the theoretical and
experimental results connects with the difference in level
structure of atoms 87Rb and that considered in theory,
a J = 0 → J = 1 transition. We take into account this
difference by proper choice of the atomic density. The
key parameter which determine the nature of collective
effects is mean free path of the photons. By this reason
in calculations we choose the density in such a way that
photons would have the same mean free path as in the
87Rb samples. Estimating the resonant cross section of
the light from a single atom with J = 0 → J = 1 tran-
sition as 3λ2/2pi we obtain that n0 ≃ 5 · 1013 cm−3 in
experiment corresponds to n0 ≃ 0.05 k−30 in theory. Here
k0 is the wave number of the scattered light.
Appendix B: Proof of Eq. (1) for the shadow effect
For simplicity, let us take an isotropic Gaussian cloud
with density distribution ρ = ρ0e
−r2/(2R2) and consider
a plane wave (intensity I0) propagating along z. The
transmitted intensity has a transverse distribution
IT (r⊥) = I0 exp
(
−ρ0σsc
∫
e−r
2/(2R2)dz
)
= I0 exp
(
−be−r2⊥/(2R2)
)
,
(B1)
with b =
√
2piρ0σscR and r⊥ = (x, y).
Moreover, what is scattered is what is not transmitted,
so we have
Σsc =
Psc
I0
=
∫ [
1− exp
(
−be−r2⊥/(2R2)
)]
d2r⊥ . (B2)
Using d2r⊥ = 2pir⊥dr⊥ and the change of variable u =
be−r
2
⊥
/(2R2) one obtains
Σsc = 2piR
2
∫ b
0
1− e−u
u
du = 2piR2Ein(b). (B3)
9For single atom physics, the total cross section would
be Nσsc. Using b = σsc/(2pi)×N/R2, it is thus physically
meaningful to write
Σsc = Nσsc × Ein(b)
b
, (B4)
which is Eq. (1).
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