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The equilibrium distributions of the different pasta geometries and their linear sizes are calculated
from the mean field Gibbs energy functional in symmetric nuclear matter at finite temperature.
The average sizes and shapes coincide approximately with the ones predicted by a standard pasta
calculation in the coexisting phase approximation, but fluctuations are additionally calculated and
seen to increase with temperature and baryonic density. The different pasta shapes are shown to
coexist in a wide domain of density and temperature, in qualitative agreement with the findings of
large scale molecular dynamics simulations, but with a much less expensive computational cost.
I. INTRODUCTION
Exotic non-spherical shapes of nuclear matter, the so
called pasta phases, are possible because of a competition
between short range nuclear attraction and long range
Coulomb repulsion [1]. Such complex phases are ex-
pected in the inner crust of neutron stars (NS), as well
as in core-collapse supernova cores [2–6].
Even if their existence is limited to a very narrow range
of densities, their electrical and thermal conductivity are
believed to be very important for the thermal [7] and
magnetic evolution of neutron stars [8, 9], and their elas-
tic properties give some information on the quasi-periodic
oscillations (QPOs) observed in some soft-gamma ray re-
peaters (SGR) [10] and on magnetar giant flares [11].
Moreover, in supernova matter, the presence of density
inhomogeneities contributes in an important way to neu-
trino opacity [9, 12–14]. In particular, it was suggested
that pasta can slow neutrino diffusion in protoneutron
stars and greatly increase the neutrino signal at late times
after core collapse [15].
Most calculations of nuclear pasta assume a cristalline
structure in the so-called Single Nucleus Approximation
(SNA): different pasta geometries and sizes are associated
to different temperatures, densities and proton fractions,
but at a given thermodynamic condition matter is de-
scribed by the spatial repetition of identical Wigner-Seitz
cells. This is a poor approximation because at finite tem-
perature different configurations can coexist at thermal
equilibrium, and a rich phenomenology corresponding to
multiple domains and defects is expected [16]. These fluc-
tuations of composition are believed to be particularly
important in the case of pasta, because of the very small
energy barriers separating different geometries [17]. In
the calculations of crustal heating and cooling, these de-
fects are modelled by an external impurity factor, which
is essentially a free parameter [18].
The importance of fluctuations is confirmed by the
realistic, and numerically very expensive, molecular dy-
namics simulations of nuclear pasta : hundreds of thou-
sands of particles are needed to avoid deformations due
to boundary conditions and finite size effects [19, 20].
Self-consistent mean-field approximations with realistic
effective interactions have also been performed [21–23],
but no more than some thousand nucleons can be simu-
lated even if massive parallel computing is employed [23].
Shell and finite size effects were also investigated with
the help of Skyrme-Hartree-Fock equations solved on a
3D Cartesian grid and some impressive structures were
obtained. These effects were shown to be minimized only
for very large number of nucleons, of at least A = 2000
[24]. In these microscopic studies, it was observed that
complex geometries different from the standard spheres,
slabs and rods can be obtained, though at a very expen-
sive computational cost. However, it is not clear if those
triple periodic minimal surface (TPMS) pasta configura-
tions [25] will survive at finite temperature, which is the
object of the present study. For this reason, we stick to
the standard pasta geometries in the following.
In a recent paper [26], a perturbative method was in-
troduced, allowing to calculate the full nuclear distribu-
tion associated to a given equation of state (EoS) of stel-
lar matter based on the single-nucleus Wigner-Seitz ap-
proximation, with a numerical effort comparable to the
one needed for a simple SNA. In this approach, the differ-
ent configurations are weighted according to their Gibbs
energy, which is consistently calculated from the EoS.
The only hypothesis needed is that the corrections to
the chemical potentials calculated in the SNA can be
treated perturbatively, and neglected at first order. This
hypothesis can be considered as safe in the high temper-
ature domain investigated in the present work , as it was
recognized already in the eighties [27]. This technique
was applied in ref.[26] to evaluate the nuclear distribution
during core collapse, based on a non-relativistic equation
of state. In this paper, we use the same formalism but we
apply it to a relativistic mean-field functional. Further-
more, we use it for the first time to compute the distri-
butions in the pasta regime, and show that at moderate
temperature the different pasta geometries can coexist
with comparable probabilities in a large range of densi-
ties, at very low computational cost.
For this explorative study, we limit ourselves to sym-
metric matter. This has not a direct application for as-
trophysical purposes, but allows describing the main fea-
tures of the pasta distributions as a function of density
2and temperature. The extension to asymmetric matter
is in progress.
II. FORMALISM
We consider a neutral system of electrons, positrons,
protons and neutrons interacting with and through an
isoscalar-scalar field φ, an isoscalar-vector field V µ , and
an isovector-vector field bµ in a RMF approximation [28,
29].
We use the NL3 parameter set, which is well known
not to be one of the most realistic RMF models [31].
Nevertheless, in all previous works that use the same for-
malism [12, 32–34], this model was chosen because of
a reliable calculation of the surface tension coefficient,
a very important quantity. In future calculations, the
parameterization will be reviewed and the proton frac-
tion dependence will be also investigated. The equa-
tions of motion for the fields are obtained and solved
self-consistently [29, 32, 33] and they depend on the the
equilibrium densities ρB = ρp + ρn, ρ3 = ρp − ρn, where
ρp and ρn are the proton and neutron densities, as well
as on the associated scalar densities. The detailed ex-
pression of the different thermodynamic quantities can
be found in refs. [32, 33].
As in [6, 32], for a given total density ρB and proton
fraction Yp = ρp/ρB = ρe/ρB (with ρe the net electron
density), the average characteristics of the pasta struc-
tures are built with different geometrical forms in a back-
ground nucleon gas. This is achieved within the so-called
Coexisting Phase Approximations (CPA) by calculating
from the Gibbs’ conditions the equilibrium density ρI
and ρII of the pasta and of the background gas, as well
as the proton fractions Y Ip and Y
II
p .
The total baryonic energy density of the mixed phase
is given by
ED = fE
I + (1− f)EII + Esurf,D + ECoul,D, (1)
where I and II label each of the phases, and f is the
volume fraction of the dense phase:
f =
ρB − ρ
II
ρI − ρII
. (2)
In Eq.(1), EI(II) is the baryonic energy density of homo-
geneous matter at the baryonic density ρI(II),
ED(ρ
I(II)) = EI(II)p +E
I(II)
n +E
I(II)
σ +E
I(II)
ω +E
I(II)
ρ (3)
including both the terms associated to the fermions En,p
and the ones associated to the fields Eω,σ,ρ [29]. This
term only depends on the densities ρI(II), ρ
I(II)
p , while
the surface and Coulomb term additionally depend on
the assumed geometry (D=1,2,3). By minimizing the
sum Esurf,D + ECoul,D with respect to the size of the
droplet/bubble, rod/tube or slab we get the virial condi-
tion [6] Esurf,D = 2ECoul,D, and
ECoul,D =
2β
42/3
(e2piΦD)
1/3
(
σD(ρIp − ρ
II
p )
)2/3
, (4)
where β = f for droplets and β = 1− f for bubbles, σ is
the surface energy coefficient, D is the dimension of the
system. For droplets, rods and slabs,
ΦD =
{(
2−Df1−2/D
D−2 + f
)
1
D+2 , D = 1, 3;
f−1−ln(f)
D+2 , D = 2.
(5)
We use the functional form given in [34] for the the
surface tension coefficient, which was fitted from a full
variation of the local density profile in the Thomas-Fermi
approximation.
Each structure is considered to be in the center of a
charge neutral Wigner-Seitz cell constituted by neutrons,
protons and leptons (electrons and positrons) [35]. This
average Wigner-Seitz cell is a sphere/cilinder/slab whose
volume is the same as the unit BCC cell. The linear size
of the droplet (rod, slab) and of the Wigner-Seitz cell are
respectively given by:
RD =
(
σD
4pie2(ρIp − ρ
II
p )
2ΦD
)1/3
, RW =
RD
f1/D
. (6)
The equilibrium pasta configuration is determined by
comparing the total free energy per particle as obtained
in the different geometries [2–6, 29, 32–34]. As a general
trend, the droplet shape prevails at the lowest densities,
and is replaced successively by rods, slabs and bubbles as
density increases. The location of the transition between
the different geometries depends on the temperature, the
proton fraction, and, to a smaller degree, on the nuclear
model [36].
In this formalism, a single pasta configuration is associ-
ated to a given thermodynamic condition defined by (T ,
Yp, ρB). An example is given in Fig.1 top at two different
temperatures, from where one can see the actual values
of the free energy per particle in the different geometries
and densities. We can see that the free energy barrier
between the different configurations is extremely low in
a wide range of densities, and a qualitatively similar be-
havior is observed in the whole sub-saturation density do-
main. This is a generic result that was observed by many
authors [2, 3, 5, 6] with different models. It means that
we can expect a strong superposition of different shapes
in a complete statistical calculation at finite temperature,
as it is indeed observed in large scale molecular dynamics
simulations [16, 20–23]. Indeed, in a complete statistical
mechanics treatment of finite temperature matter, the
total free energy should be minimized with respect to
the probabilities of the different micro-states, and in the
absence of long range correlations a statistical distribu-
tion of Wigner-Seitz cells is obtained [26, 37]. Working in
the gran-canonical ensemble, the different cells share the
same intensive parameters, namely the chemical poten-
tials µn = µ
II
n , µp = µ
II
p as well as the pressure P = P
II .
As a consequence, the characteristics of phase II are not
modified with respect to the CPA treatment. Conversely,
the density and proton fraction can fluctuate from one
cell to another.
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FIG. 1: Free energy per nucleon as a function of the density for Yp = 0.5 and T = 1 and 5.5 MeV.
To avoid confusion with the definitions already used,
the fluctuating density of a pasta structure is noted ρN
and the corresponding volume fraction fN , with:
ρB =
∑
N
PNfN
(
ρN − ρII
)
+ ρII (7)
ρp =
∑
N
PNfN
(
ρNp − ρ
II
p
)
+ ρIIp , (8)
where PN is the probability of the cluster (high den-
sity) fluctuation corresponding to the density ρN , and
ρII refers to the more dilute phase of the pasta struc-
ture.
Charge conservation imposes ρp = ρe for the global
system, but charge neutrality is also realized at the level
of the single Wigner-Seitz cell because of the homogene-
ity of the electron and proton gas, ρe = ρ
N
p = Y
N
p ρ
N
B .
For this first application, we neglect proton fraction fluc-
tuations, i.e., we consider Y Np = Y
I
p = Y
II
p = 0.5. Then,
the baryonic density in each cell is the same, ρNB = ρB,
and we simply have: fN = ρB−ρ
II
ρN−ρII .
Since the SNA is known to reproduce very accurately
the average thermodynamic properties, we make the ap-
proximation that the relation between chemical potential
µn, µp and total baryonic density ρB can be obtained in
the SNA, that is from the solution of the equilibrium
Gibbs equations of the CPA. The mean field equations
require that each pasta configuration corresponding to a
given density ρN leads to corresponding fluctuating me-
son fields.
The energy density is still given by eq.(3), but all the
quantities are calculated at a density ρ = ρN . For a
given density value ρN , within the volume corresponding
to the spherical cell V NW = 4pi
(
RN3
)3
/3fN , the number of
particles of the cluster does not depend on the geometry
and is given by
AN =
4
3
piρN
(
RN3
)3
, (9)
where RN3 is given by
RN3 =
(
3σ
4pie2(ρNp − ρ
II
p )
2Φ3
)1/3
. (10)
Analogous expressions hold for the proton and neutron
number ZN , NN of the cluster. For the other geometries,
the same volume is fixed in our calculations, in which the
number of particles is computed.
The probability of finding a pasta structure with AN
particles per unit cell, and dimension D was demon-
strated in ref. [26, 37] to be given by:
PD(A
N ) =
exp(−βG˜D(A
N ))∑
D
∑
A exp(−βG˜D(A))
, (11)
such that the total probability of the fluctuation ρNcan
be calculated as PN =
∑
D PD(A
N ), where the effective
one-body Gibbs potential is given by:
G˜D(A
N ) = F˜D(A
N )− µpZ
N
− µnN
N + δFND (12)
and, in order to guarantee the statistical independence
between the dense and dilute phase implied by eq.(11),
the Helmotz free energy of the cluster includes the in-
teraction energy with the gas via the excluded volume
term[26]:
F˜D(A
N ) =
ED(ρ
N )− E(ρII)
ρN
AN
− T
S(ρN )− S(ρII)
ρN
AN , (13)
and S is the entropy density. The rearrangement term
δFND in eq.(12) arises from the self-consistency induced
by the Coulomb term [26]. Indeed, the Coulomb term
given by eq.(4) explicitly depends on the local proton
density ρNp through the function ΦD shown in eq.(5). As
the charge neutrality is realized at the level of the single
Wigner-Seitz cell, its proton charge corresponding to the
cluster N ,
ρp = f
N (ρNp − ρ
II
p ) + ρ
II
p , (14)
4can be equalized to the global proton charge of the system
given by eq.(8). To recover the same notations as in ref.
[26] we can write eq.(8) in terms of the cluster densities
nD(A
N ) as:
ρp =
∑
N,D
nD(A
N )V N (ρNp − ρ
II
p ) + ρ
II
p , (15)
where nD(A
N ) is linked to the cluster probability by:
nD(A
N ) =
PD(A
N )∑
N,D PD(A
N )V NW
=
PD(A
N )
VW
, (16)
and VW is the average Wigner-Seitz cell volume, as given
by the pasta calculation. The equality between eq.(15)
and eq.(16) implies that the local proton density ρNp de-
pends on the probability of the associated fluctuation.
As a consequence, a rearrangement term arises:
δFND =
(
nD
∂F˜D
∂nD
)
(AN ). (17)
Changing variables from ρNp to the volume fraction f
N
and using the virial relation Esurf,D = 2ECoul,D we have:
δFND =
PD(A
N )
VW
ANV N
ρN
3
∂ENCoul,D
∂fN
. (18)
As G˜D should scale with A
N , we factor out the AN
term, and average the rest of the expression over the dif-
ferent fluctuations, which amounts to replacing the dif-
ferent quantities with the ones obtained in the pasta cal-
culation at the same thermodynamic conditions [26]:
δFND = A
N 1
ρI
3f
∂ECoul,D
∂f
, (19)
which, after the replacement of eq.(5), becomes:
δFND =


AN
ρI ECoul,3(3 +
1
5Φ3
[f − f1/3]), droplets
AN
ρI ECoul,2(3 +
(f−1)
4Φ2
), rods
AN
ρI
ECoul,1(3 +
1
3Φ1
[f2−1]
f ), slabs
(20)
To quantify the rearrangement term, we plot the Gibbs
energy with and without it for the three lowest geometries
and two different densities at T = 1 MeV in figures 2
bottom. We can see that this term plays a non-negligible
role and can even change the order of the preferential
geometry.
III. RESULTS AND DISCUSSION
To illustrate the formalism of section II, we concentrate
on the low density regime, close to the transition from the
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FIG. 2: Denser phase Gibbs free energy with (wR) and with-
out (nR) the rearrangement term for T=1 MeV.
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FIG. 3: Evolution with density of the linear size of the differ-
ent geometries. Curves in green stand for 3D, curves in blue
for 2D and curves in orange for 1D. Thick solid lines represent
T=1 MeV, thick dashed lines T=4.5 MeV for average distri-
bution radius; solid lines represent the pasta phase at 1 MeV
and dashed lines the pasta phase for T=4.5 MeV.
spherical to the rod shape, which is predicted by the NL3
model around ρB = 0.03 fm
−3 at zero temperature and at
slightly different densities as the temperature increases.
Figure 3 displays the evolution with density of the aver-
age linear size of the different geometries for two different
temperatures. We can see that the temperature effects
are negligible, while bigger pasta structures appear in
denser matter, as expected. This is in perfect agreement
with the standard pasta calculation in the SNA (thin
solid and dashed lines in Figure 3), but in this latter a
single geometry is considered in a given thermodynamical
condition.
In our formalism, the different geometries can coex-
ist and Figure 4 shows the probability distribution as
a function of the pasta linear dimension with different
geometries and two temperatures, at two densities that
correspond in the CPA approximation to the droplet and
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FIG. 4: Probability distribution as a function of the pasta linear dimension with different geometries, for different temperatures
and densities with Yp = 0.5.
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FIG. 5: Evolution with temperature of the probability of the
different geometries. Solid lines represents ρ=0.0119 fm−3
and dashed lines represents ρ=0.0278 fm−3.
rod phase (see Figure 1). We can see that the droplet
configuration (3D) dominates at the lower density and
both temperatures considered, but the contribution of
the rod geometry is far from being negligible. At slightly
higher density, the situation changes: the slab configura-
tion (1D) dominates at both temperatures and the three
geometries can be seen to coexist at T = 5 MeV. What-
ever the geometry, the distribution is strongly peaked on
the most probable cluster at the lowest temperature as
expected, but considerable fluctuations are seen as the
temperature increases.
The evolution with temperature of the probability of
the different geometries is displayed in Fig. 5 for two dif-
ferent densities. The droplet geometry tends to prevail at
the low temperature in the lower density regime consid-
ered and remains dominant at all temperatures. At the
lower density, the slab configuration (1D) is hardly no-
ticed. At the higher density, the spherical configuration
is replaced by the slab one as the dominant geometry and
the other two geometries (3D and 2D) are also present,
as already observed in figure 4. Hence, figure 5 demon-
strates that in a very wide range of temperatures the
geometries coexist with comparable probabilities.
It is important to remark that in our formalism the
pasta symmetry is always exactly respected. This is ex-
pected to be a good approximation at low temperature,
well verified by microscopic calculations in three dimen-
sions that allow all symmetry breakings [23]. However,
more complicated geometries such as ”waffle”,”parking
garage” and ”TPMS” structures [20, 24, 25] are expected
in some regimes of proton fractions, and could be added
to the geometries presently considered. This might re-
quire extra corrections for applications in the supernova
context where temperatures of the order of the MeV are
explored. Indeed in this regime shape fluctuations are
clearly observed in molecular dynamics simulations, even
if finite thermalization time and finite size effects are diffi-
cult to handle and might distort the distributions [20, 24].
The application to the calculation of impurity factors
for neutron star cooling will be presented in a forthcom-
ing paper. We would like to end by emphasizing the ex-
tremely low computational cost involved in our formal-
ism as compared with [16, 23–25] where the coexisting
geometrical shapes are observed.
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