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Abstract
Stochastic volatility series are common models for ﬁnancial time series, because
there is no constant volatility on ﬁnancial markets. Important special cases are
ARCH or GARCH series with the volatility being modeled as a weighted sum of the
squared foregoing observations. In ﬁnancial literature such time series are regarded as
adequate models for short–term returns such as daily returns. However, the banking
supervision law often requires a risk measurement based on a long–term holding
period as, e.g., 10–day returns.
This doctorial thesis presents the term of prediction with respect to stochastic
volatility series. Subsequently, the main result yields that n consecutive members of
certain stochastic volatility series, including GARCH(1,1) series, are approximately
independent and identically distributed (iid) given the history of the process. As
a measure of the error of this approximation the variational distance is utilized.
In addition, a relationship between general stochastic volatility and GARCH(1,1)
series is investigated, a parameter of conditional iid approximation is introduced and
the latter parameter is studied in detail for GARCH(1,1) series. In ﬁnance, risk is
mostly quantiﬁed by the Value at Risk (VaR). As an application of the main result
a prediction of an upper bound for the n–day VaR of stochastic volatility series is
established. In a ﬁnal step the predicted VaR is validated by means of statistical
tests also referred to as backtesting. A case study based on real data and simulations
are also included.
v

Kurzzusammenfassung
Stochastische Volatilitätszeitreihen sind häuﬁg verwendete Modelle für Finanzzeitrei-
hen, da auf Finanzmärkten keine konstante Volatilität beobachtet wird. Bedeutende
Spezialfälle stellen hierbei GARCH–Zeitreihen dar, in denen die Volatilität als ge-
wichtete Summe der quadrierten vorhergehenden Beobachtungen modelliert wird.
Solche Zeitreihen werden in der Finanzliteratur als geeignete Modelle für kurzfris-
tige, z.B. tägliche Renditen angesehen. Oftmals wird jedoch von Seiten des Ban-
kenaufsichtsrechts eine Risikomessung auf Basis einer längerfristigen Haltedauer wie
z.B. von 10–Tages–Renditen gefordert.
Die Promotionsarbeit stellt zunächst den Prognosebegriﬀ für stochastische Vo-
latilitätszeitreihen heraus. Im Anschluss daran liefert das Hauptresultat, dass n auf-
einander folgende Folgenglieder von bestimmten stochastischen Volatilitätszeitrei-
hen, insbesondere GARCH(1,1)–Zeitreihen, approximativ bedingt unabhängig und
identisch verteilt (iid) gegeben der Vergangenheit sind. Als Maß für den Fehler
dieser Approximation wird der Variationsabstand verwendet. Des Weiteren wird
der Zusammenhang von GARCH(1,1)- und allgemeinen stochastischen Volatilitäts-
zeitreihen untersucht, der Parameter der bedingten iid Approximation eingeführt
und ausführlich untersucht. In der Finanzwirtschaft wird eine Quantiﬁzierung des
Risikos größtenteils über den Value at Risk (VaR) vorgenommen. Als Anwendung
des Hauptresultats erfolgt die Prognose einer obere Schranke des n–Tages VaR einer
stochastischen Volatilitätszeitreihe. Anschließend wird dieser prognostizierte VaR
durch Backtesting also mittels statistischer Tests validiert. Zuletzt werden die theo-
retischen Resultate durch Simulationen und reale Datensätze beispielhaft erläutert.
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Einleitung
Hintergrund und Untersuchungsgegenstand
Banken treten neben anderen Finanzdienstleistern als Mittler zwischen Kreditneh-
mern und Geldgebern auf. Eine der zentralen Aufgaben einer Bank ist hierbei die
Übernahme von Risiken, wie z.B. durch Kredite, und das damit verbundene Risiko
eines Kreditausfalls. Wie nicht zuletzt die Subprime–Krise 2007 auf dem amerika-
nischen Immobilienmarkt gezeigt hat, ist ein stabiler Bankensektor von zentraler
Bedeutung für die gesamte Volkswirtschaft.
Es ist daher nicht nur das Eigenbestreben der Banken, ihre Risiken zu steuern
bzw. zu limitieren und simultan den entstandenen Risiken eine adäquate Eigenmit-
teldeckung gegenüber zu stellen. Vielmehr wurden auch international anerkannte
Aufsichtsregeln erstellt, die Mindestanforderungen an das Risikomanagement bein-
halten. Mit diesen Eigenkapitalvorschriften soll die Stabilität des Bankensektors und
die des gesamten Finanzsystem gewährleistet werden.
Die Gesamtheit dieser Vorschriften wird häuﬁg unter dem Begriﬀ Basel II zu-
sammengefasst und umfasst Mindestkapitalanforderungen, bankenaufsichtsrechtli-
cher Überprüfungsprozesse und die erweiterte Oﬀenlegung respektive Marktdisziplin
(siehe Basel Committee on Banking Supervision (1999)). Eine Umsetzung in deut-
sches Recht erfolgt durch die Solvabilitätsverordnung (siehe Bundesministerium der
Finanzen (2006)).
Eine vollständige Vermeidung von Risiken ist insofern irrelevant, als Gewinn
und Risiko nicht voneinander trennbar sind, d.h. ohne das Eingehen von Risiken
kann kein Gewinn erzielt werden. Ziel ist es, Ertrag und Risiko basierend auf einem
einheitlichen Konzept zu messen und zu steuern. Zudem führten diverse Finanzkrisen
(siehe Jorion (1997), Kapitel 1 und 2, Dowd (1998), Kapitel 1, und Crouhy u. a.
(2001), Kapitel 1) zu einer tiefer gehenden Analyse der Risiken. Die vorliegende
1
Einleitung
Arbeit greift in diesem Zusammenhang zwei Themenkreise auf,
• die mathematische Modellierung und Prognose der Risiken und
• die Validierung der zugehörigen Modelle durch statistische Tests.
Die Grundlage jeder Risikomessung bildet zunächst die Bestimmung respektive
Quantiﬁzierung der eingegangenen Risiken. Eine Möglichkeit für die Messung von
Risiken einer Finanzposition bilden Risikokennzahlen oder Risikomesswerte wie der
Value at Risk (VaR), siehe Jorion (1997), Kapitel 8, d.h. das Risiko wird auf ei-
ne einzige Kennzahl reduziert. Banken streben nach einer adäquaten Modellierung
des VaR, d.h. sie möchten exakt quantiﬁzieren, welchen maximalen Wertverlust, al-
so monetären Verlustbetrag, sie bei gegebener Wahrscheinlichkeit und Haltedauer
erleiden. Neben dem Risikomesswert VaR wird zudem häuﬁg noch der Expected
Shortfall betrachtet. Dieser Wert gibt Aufschluss über die erwartete Verlusthöhe,
falls der VaR überschritten wird. Allgemeine Risikomaße werden in Artzner u. a.
(1999) diskutiert.
Der VaR einer Finanzposition, z.B. eines Aktienportfolios, kann des Weiteren
über die Zeit veränderlich sein. So ist es beispielsweise bekannt, dass Aktienrenditen
Phasen hoher und niedriger Volatilität aufweisen (siehe Mandelbrot (1963), Fama
(1965) und Black u. Scholes (1972)), was unmittelbar zu einer Veränderung des
damit verbundenen Risikos führt. Zu diesem Zweck werden mathematische Modelle
entwickelt, die eine dynamische VaR–Ermittlung ermöglichen.
Die statistische Modellbildung erfolgt über die Modellierung von log–Renditen
der Risikofaktoren (z.B. Aktienkurse). Für die Modellierung der log–Renditen wer-
den in dieser Arbeit GARCH(1,1)–Zeitreihen betrachtet, die die Abhängigkeit der
einzelnen Änderungen der Risikofaktoren in der Zeit abbilden und folgende Eigen-
schaften erfüllen:
• Clusterbildung, also in der Zeit variiernde Volatilität,
• schwere Flanken der Verteilung der Renditen,
• Mean Reversion der Volatilität.
Für eine intensive Behandlung dieser „Stylized Facts“ sei hier auf Bollerslev u. a.
(1994) verwiesen.
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Hintergrund und Untersuchungsgegenstand
Diese Modellierung durch GARCH(1,1)–Zeitreihen wird aufgrund dieser Eigen-
schaften häuﬁg auf Finanzzeitreihen angewendet, z.B. für die Modellierung von Ak-
tienrenditen (French u. a. (1987)), für Zinsänderungsrisiken (Engle u. a. (1987)) und
für Wechselkursänderungen (Hsieh (1988) und Giovannini u. Philippe (1989)).
Es ist eine in der einschlägigen Finanzliteratur verbreitete Auﬀassung, dass
mit GARCH(1,1)–Zeitreihen am besten kurzfristige Renditen (i.d.R. tägliche Ren-
diten) modelliert werden können, siehe Embrechts u. a. (2009), Zivot (2008), Martens
(2001), Martens (2002), Andersen u. Bollerslev (1998) und Andersen u. a. (1999).
Basierend auf dieser Modellbildung kann der VaR entsprechend auf längere Halte-
dauern mittels Monte–Carlo–Simulation aufwendig hochgerechnet werden. Diebold
u. a. (1997) und Jorion (1997), Kapitel 8, haben aufgezeigt, dass die täglichen Ren-
diten, die einer GARCH(1,1)–Zeitreihe folgen, nicht einfach als unabhängig und
identisch verteilt (iid) behandelt werden können und daher nicht ohne Weiteres der
10–tägige VaR durch geeignete Skalierung berechnet werden kann.
Das Baseler Komitee für Bankenaufsicht schlägt allerdings für einige Handels-
buchpositionen eine Haltedauer länger als von einem Tag vor. Banken, die zur auf-
sichtsrechtlichen Kalkulation der Risikokennzahl ein internes Modell verwenden, sind
angewiesen, den 10–tägigen VaR zur Wahrscheinlichkeit 0.99 für gewisse Handels-
buchpositionen zugrunde zu legen, siehe Basel Committee on Banking Supervision
(2009).
Alternativ kann die Berechnung des VaR auch direkt auf 10–tägigen log–Rendi-
ten basieren. Allerdings hat dies den Nachteil, dass historische Datensätze zu weit
in die Vergangenheit zurückreichen müssen und somit evtl. nicht mehr geeignet die
Gegenwart abbilden. Diese Problemstellung kann nur unzulänglich umgangen wer-
den, indem man kleinere Datensätze verwendet. Außerdem eignen sich die gängigen
Zeitreihenmodelle wie bereits erwähnt eher für kurzfristige Haltedauern.
Die vorliegende Arbeit beinhaltet zuerst einmal:
• die Einführung des Parameters der bedingten iid Approximation ψ für stochas-
tische Volatilitätszeitreihen, der den Unterschied zwischen einer stochastischen
Volatilitätszeitreihe und iid Zufallsvariablen quantiﬁziert,
• eine Berechnung der oberen Schranke für den Parameter der bedingten iid
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Approximation in Verbindung mit GARCH(1,1)–Zeitreihen, d.h.
ψ ≤ Cmax ·B (α, β, n) ,
wobei α, β die Parameter der GARCH(1,1)–Zeitreihe, Cmax eine Konstante
und n die Anzahl der iid Zufallsvariablen darstellt (siehe Ungleichung (2.16)),
• eine Prognose für die obere Schranke des n–Tages VaR.
Zu beachten ist, dass die obere Schranke des Parameters der bedingten iid Appro-
ximation lediglich für α nahe 0 und β nahe 1 klein ist. Empirische Studien zeigen
allerdings, dass Anpassungen von GARCH(1,1)–Zeitreihen an kurzfristigen Rendi-
ten diese Parameterwerte aufweisen (siehe RiskMetrics Group (1996), Franses u. van
Dijk (2000)).
Analoges kann für ein schwächeres Konzept, nämlich bedingte approximative
Unabhängigkeit, hergeleitet werden. Bei diesem Konzept wird nur die Unabhängig-
keit zugrunde gelegt.
Neben der Modellierung der Renditen von Risikofaktoren ist es ein weiteres Ziel,
eine Aussage über die Güte dieser VaR–Modelle zu treﬀen. Eine Überprüfung dieser
mathematischen Modelle erfolgt durch statistische Tests (siehe Rosenblatt (1952)
und Diebold u. a. (1998)).
Backtesting ist ein statistischer Test, der zur Überwachung der Güte insbeson-
dere von VaR–Modellen dient. Allgemein gesprochen vergleicht dieser Test rückwir-
kend über einen bestimmten Zeitraum den prognostizierten VaR mit den realisierten
Verlusten, die alle möglichen bzw. denkbaren Verluste beinhalten. Stellt man keine
wesentlich häuﬁgeren Überschreitungen der realisierten Verluste über dem VaR fest,
als gemäß der gegebenen Wahrscheinlichkeit zu erwarten ist, kann das Modell als
adäquat angesehen werden.
Backtesting ist insofern von Bedeutung, als einerseits die systematische Unter-
schätzung des Risikos zu einer Erhöhung des Insolvenzrisikos der Bank und zur Insta-
bilität des gesamten Finanzsektors führen kann. Andererseits ist eine Überschätzung
des Risikos ebenfalls nicht vorteilhaft, da der Bank durch die zu hohe Eigenmittel-
unterlegung eventuelle Gewinne entgehen können.
In Basel Committee on Banking Supervision (2009) wird vorgeschlagen, dass
nicht nur ein Backtesting–Verfahren durchgeführt werden soll, sondern zusätzlich
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weitere Validierungen erfolgen sollen. Für das Problem von längeren Haltedauern,
z.B. 10 Tage, wird der Square–Root–Ansatz, also eine simple multiplikative Skalie-
rung des täglichen VaR, vorgeschlagen. Hierbei sei auf Basel Committee on Banking
Supervision (2009), S. 23 verwiesen.
In der vorliegenden Arbeit wird das Backtesting–Verfahren verwendet zur Über-
prüfung
• der mathematischen Modellierung und Prognose in Datensätzen und
• auf Adäquanz des Square–Root–Ansatzes für tägliche Renditen, die einer
GARCH(1,1)–Zeitreihe folgen.
Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in zwei Teile. Zum einen erfolgt eine mathema-
tische Modellierung und Prognose der Risikofaktoränderungen über GARCH(1,1)–
Zeitreihen. Zum anderen gilt es, dies mittels statistischer Tests zu validieren.
In Kapitel 1 werden Deﬁnition und Eigenschaften von stochastischen Vola-
tilitätszeitreihen, insbesondere GARCH(1,1)–Zeitreihen als Spezialfall, vorgestellt.
Darüber hinaus wird der Begriﬀ der Prognose und der Prognoseverteilung betrachtet
und auf stochastische Volatilitätszeitreihen, insbesondere GARCH(1,1)–Zeitreihen,
übertragen.
In Kapitel 2 wird der Parameter der bedingten iid Approximation eingeführt
und im Rahmen von stochastischen Volatilitätszeitreihen untersucht. Dieser Parame-
ter bzw. diese Approximation quantiﬁziert den Unterschied zwischen der Verteilung
von n aufeinander folgenden Folgengliedern einer stochastischen Volatilitätszeitreihe
und der Verteilung von iid Zufallsvariablen gegeben der Vergangenheit. Zudem wird
dieser Parameter näher für den Spezialfall von GARCH(1,1)–Zeitreihen untersucht.
In diesem Zusammenhang ergibt sich weiter die Fragestellung, welche Gestalt die
Approximation im bedingt unabhängigen Fall besitzt. Dabei betrachtet man im Ge-
gensatz zur bedingten iid Approximation den Unterschied zwischen n aufeinander
folgenden Folgengliedern einer GARCH(1,1)–Zeitreihe und der Verteilung von unab-
hängigen aber nicht notwendigerweise identisch verteilten Zufallsvariablen gegeben
der Vergangenheit. Anschließend wird der Zusammenhang der beiden Approxima-
tionen vorgestellt.
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Kapitel 3 behandelt die Aggregation von stochastischen Volatilitätszeitreihen
und es wird gezeigt, wie der Parameter der bedingten iid Approximation benutzt
werden kann, um eine obere Schranke des zugehörigen bedingten n–Tages VaR zu
ermitteln. Analoges gilt für die bedingt unabhängige Approximation. Insbesondere
wird der in Kapitel 1 vorgestellte Begriﬀ der Prognose auf die obere Schranke des
n–Tages VaR in GARCH(1,1)–Zeitreihen übertragen.
Kapitel 4 greift die Themenstellung des statistischen Tests der mathematischen
Modellierung mittels statistischer Tests auf — das sogenannte Backtesting. Dabei ist
die Rosenblatt–Transformation von Bedeutung. Mit Hilfe dieses Backtesting kann
der prognostizierte n–Tages VaR in GARCH(1,1)–Zeitreihen validiert werden. Wei-
ter wird der aufsichtsrechtliche Hintergrund vorgestellt.
Mittels Simulationen wird in Kapitel 5 überprüft, ob der vom Baseler Ko-
mitee für Bankenaufsicht vorgeschlagene Square–Root–Ansatz auf GARCH(1,1)–
Zeitreihen anwendbar ist. Die hergeleitete obere Schranke für den bedingten n–Tages
VaR wird auf Datensätze angewendet. Anschließend wird mit Hilfe des Backtesting
der prognostizierte bedingte n–Tages VaR basierend auf der hergeleiteten oberen
Schranke bzw. des Square–Root–Ansatzes validiert.
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Kapitel 1.
Stochastische Volatilitätszeitreihen
und Prognose
Auf Finanzmärkten wird häuﬁg keine konstante Volatilität für log–Renditen von
Assetpreisen angenommen. Erste Hinweise für die in der Zeit variierende Volatilität
geben Mandelbrot (1963), Fama (1965) und Black u. Scholes (1972).
Als Grundlage für die Modellierung von Finanzzeitreihen dienen häuﬁg stochas-
tische Volatilitätszeitreihen, wobei ARCH/GARCH–Zeitreihen bekannte Beispiele
darstellen. Hierdurch wird eine Modellierung der Abhängigkeitsstruktur innerhalb
der Zeitreihe vorgenommen, insbesondere liegt also eine serielle Abhängigkeit vor.
Durch diese Abhängigkeit und die in der Zeit variierende Volatilität können stochas-
tische Volatilitätszeitreihen als Modelle für log–Renditen von Assetpreisen dienen.
Für eine allgemeine Übersicht der verschiedenen Modellierungen der stochastischen
Volatilitätszeitreihe siehe etwa Shephard u. Andersen (2008).
Betrachtet man gesondert GARCH–Zeitreihen, so ist die zentrale Idee, die Vo-
latilität als eine gewichtete Summe der quadrierten vorhergehenden Beobachtungen
zu modellieren. Diese Summe wird nur durch Addieren eines Terms von einer Beob-
achtung zur nächsten geändert. Dies hat nur wenig Einﬂuss auf die gesamte Summe,
jedoch beschreibt diese Änderung genau die Abhängigkeit von zwei aufeinander fol-
genden Beobachtungen, siehe Engle (1982).
Die Modellierung der in der Zeit variierenden Volatilität ist nicht nur für die
Prognose von zukünftigen Werten für log–Renditen der Assetpreise von Relevanz,
sondern auch für die Prognose der zukünftigen Volatilität. Diese ﬂießt ins Risiko-
management, z.B. in die Ermittlung des zukünftigen Value at Risks (VaR) oder in
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das Bepreisen von Optionen mit ein, siehe Zivot (2008).
Im ersten Teil dieses Kapitels wird auf stochastische Volatilitätszeitreihen im
Allgemeinen Bezug genommen. Hierbei werden Deﬁnitionen und Eigenschaften vor-
gestellt, siehe Abschnitt 1.1. In Abschnitt 1.2 werden zunächst Deﬁnitionen und
Eigenschaften von GARCH(1,1)–Zeitreihen als Spezialfall von stochastischen Vola-
tilitätszeitreihen genannt. Abschnitt 1.3 beschäftigt sich allgemein mit dem Begriﬀ
der Prognose und speziell der Prognose in stochastischen Volatilitätszeitreihen, ins-
besondere in GARCH(1,1)–Zeitreihen.
1.1. Definition und Eigenschaften von
stochastischen Volatilitätszeitreihen
Bevor auf die Deﬁnition von stochastischen Volatilitätszeitreihen und deren wohl-
bekannten Eigenschaften eingegangen wird, soll zunächst eine kurze Einführung in
einige Grundbegriﬀe der Zeitreihenanalyse vorgenommen werden. Im Folgenden be-
zeichnet I eine Indexmenge, wobei I = Z, I = N oder I = {1, . . . , n}.
Definition 1.1.1.
(i) Eine Folge von reellwertigen Zufallsvariablen {Rt}t∈I heißt Zeitreihe.
(ii) {Rt}t∈I heißt striktes weißes Rauschen, falls
(a) Rt iid, t ∈ I,
(b) ER1 = 0,
(c) ER21 = σ
2 <∞.
(iii) {Rt}t∈I ist strikt stationär, falls
(Rt1 , . . . , Rtn)
d
= (Rt1+k, . . . , Rtn+k)
für alle t1, . . . , tn ∈ I, t1 + k, . . . , tn + k ∈ I und für alle n ∈ N mit d= als
Gleichheit in Verteilung.
(iv) {Rt}t∈I ist schwach stationär oder Kovarianz–stationär, falls
(a) ERt = µ, t ∈ I,
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(b) ER2t <∞, t ∈ I,
(c) Kov(Rr, Rs) = Kov(Rr+t, Rs+t), r, s ∈ I und r + t, s+ t in I.
Bemerkung 1.1.2. Beachte, dass jede strikt stationäre Zeitreihe mit Var(Rt) <∞
schwach stationär ist.
Als Referenz für weitere Eigenschaften bzw. eine Übersicht zu Zeitreihen kann
McNeil u. a. (2005), Abschnitt 4.3, angegeben werden.
Im Folgenden werden spezielle Zeitreihen betrachtet, sogenannte stochastische
Volatilitätszeitreihen (siehe auch Breidt u. Davis (1998) und Davis u. Mikosch
(2000)). Zunächst wird die Deﬁnition dieser Zeitreihen vorangestellt und anschlie-
ßend werden wichtige wohlbekannte Eigenschaften thematisiert.
Im Folgenden werden die Zufallsvariablen εi, i ∈ I, als Innovationen bezeichnet.
Definition 1.1.3 (Stochastische Volatilitätszeitreihen). Seien X0, ε1, . . . , εn unab-
hängige Zufallsvariablen, wobei ε1, . . . , εn identisch verteilt sind. Seien
σi : R
i → [0,∞) , i = 1, . . . , n
Funktionen, R1 = σ1(X0)ε1 und
Ri = σi(X0,R1,i−1)εi, i = 2, . . . , n, (1.1)
wobei R1,i−1 = (R1, . . . , Ri−1). Dann ist R1, . . . , Rn eine stochastische Volatilitäts-
zeitreihe mit Anfangszustand X0.
Bemerkung 1.1.4. Man beachte, dass σi für i = 2, . . . , n nichtnegative Funktio-
nen vom Anfangszustand und den vorhergehenden Zufallsvariablen sind und die Ab-
hängigkeitsstruktur in der Zeitreihe beschreiben. Oﬀensichtlich sind σi(X0,R1,i−1),
i = 2, . . . , n, bzw. σ1(X0) zufällige Parameter.
Im folgenden Satz werden bekannte Aussagen wie die bedingte Verteilung und
die bedingten Momente in stochastischen Volatilitätszeitreihen hergeleitet. Der Voll-
ständigkeit halber werden diese Aussagen mit Beweis aufgeführt.
Bemerkung 1.1.5. Man beachte im Folgenden, dass die bedingte Verteilung von Y
gegeben X = x nur L (X)–fast sicher eindeutig ist.
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Bevor näher auf diese bedingte Verteilung eingegangen wird, wird zunächst ein
Lemma eingeführt, das für die Darstellung dieser bedingten Verteilung und Momente
von Bedeutung ist. Dieses Resultat wird in Standardvorlesungen wie beispielsweise
Stochastik II thematisiert, kann allerdings auch in Karlin u. Taylor (1975), Kapitel
1, nachgeschlagen werden. Hieraus lässt sich nicht nur die Darstellung der bedingten
Dichte und Verteilungsfunktion ableiten, sondern ebenfalls die verbundene Dichte
bedingt auf die Vergangenheit. Letzteres ist von zentraler Bedeutung für die Überle-
gungen in Abschnitt 2.3, in dem der Grad der Abhängigkeit in einer stochastischen
Volatilitätszeitreihe mittels eines Parameters der bedingten iid Approximation quan-
tiﬁziert wird.
Lemma 1.1.6. Seien U und V unabhängige Zufallsvariablen und w eine messbare
Abbildung. Hierfür gilt
P (w (U, V ) ∈ ·|U = u) = P {w (u, V ) ∈ ·} .
Für die Darstellung der bedingten Verteilung, der bedingten Erwartung und der
bedingten Varianz von Ri gegeben (X0,R1,i−1) = (x0, r1,i−1) für i = 2, . . . , n bzw.
R1 gegeben X0 = x0 einer stochastischen Volatilitätszeitreihe erhält man folgendes
Resultat.
Satz 1.1.7. Sei R1, . . . , Rn eine stochastische Volatilitätszeitreihe mit Anfangszu-
stand X0. Man erhält für
(i) die bedingte Verteilung von Ri gegeben (X0,R1,i−1) = (x0, r1,i−1):
P (Ri ∈ ·|X0 = x0,R1,i−1 = r1,i−1) = L(σi (x0, r1,i−1) εi), i = 2, . . . , n,
bzw. die bedingte Verteilung von R1 gegeben X0 = x0:
P (R1 ∈ ·|X0 = x0) = L(σ1 (x0) ε1),
(ii) die bedingte Erwartung von Ri gegeben (X0,R1,i−1) = (x0, r1,i−1):
E(Ri|X0 = x0,R1,i−1 = r1,i−1) = E (εi)σi (x0, r1,i−1) , i = 2, . . . , n,
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bzw. die bedingte Erwartung von R1 gegeben X0 = x0:
E(R1|X0 = x0) = E (ε1) σ1 (x0) ,
(iii) und die bedingte Varianz von Ri gegeben (X0,R1,i−1) = (x0, r1,i−1):
Var(Ri|X0 = x0,R1,i−1 = r1,i−1) = σ2i (x0, r1,i−1) · Var (εi) , i = 2, . . . , n
bzw. die bedingte Varianz von R1 gegeben X0 = x0:
Var(R1|X0 = x0) = σ21 (x0) · Var (ε1) .
Beweis Im Folgenden wird nur auf die Beweise für i = 2, . . . , n eingegangen. Die
Beweise für R1 gegeben X0 = x0 erfolgen analog.
(i) Für die bedingte Verteilung aus Lemma 1.1.6 mit U = (X0,R1,i−1) und V = εi
gilt, dass sich Zi := σi (X0,R1,i−1) aufgrund rekursiven Einsetzens in einer
stochastischen Volatilitätszeitreihe schreiben lässt als
Zi := σi (X0,R1,i−1)
= σi (X0, σi−1 (X0,R1,i−2) εi−1)
= . . .
= l (X0, ε1, . . . , εi−1)
für eine messbare Abbildung l : Ri → [0,∞). Insbesondere ist Zi unabhängig
von εi, da nach Voraussetzung εi unabhängig von den Zufallsvariablen X0, ε1,
. . . , εi−1 ist. Weiter folgt unmittelbar die Unabhängigkeit von (X0,R1,i−1) und
εi. Somit sind die Voraussetzungen von Lemma 1.1.6 erfüllt und mit
w ((X0,R1,i−1) , εi) = σi (X0,R1,i−1) εi = Ri
ist
P (w ((X0,R1,i−1) , εi) ∈ ·|X0 = x0,R1,i−1 = r1,i−1) = P {σi (x0, r1,i−1) εi ∈ ·} .
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(ii) Aufgrund der Unabhängigkeit von (X0,R1,i−1) und εi aus (i) gilt
E(Ri|X0 = x0,R1,i−1 = r1,i−1)
= E (σi (X0,R1,i−1) εi|X0 = x0,R1,i−1 = r1,i−1)
= E (εi)E (σi (X0,R1,i−1) |X0 = x0,R1,i−1 = r1,i−1)
= E (εi)σi (x0, r1,i−1) .
(iii) Mit (ii) und der Unabhängigkeit von (X0,R1,i−1) und εi aus (i) folgt
Var(Ri|X0 = x0,R1,i−1 = r1,i−1)
= E
(
σ2i (X0,R1,i−1) ε
2
i |X0 = x0,R1,i−1 = r1,i−1
)
− (E (σi (X0,R1,i−1) εi|X0 = x0,R1,i−1 = r1,i−1))2
= E
(
ε2i
)
E
(
σ2i (X0,R1,i−1) |X0 = x0,R1,i−1 = r1,i−1
)
− (E (εi))2 (E (σi (X0,R1,i−1) |X0 = x0,R1,i−1 = r1,i−1))2
= E
(
ε2i
)
σ2i (x0, r1,i−1)− (E (εi))2 σ2i (x0, r1,i−1)
= σ2i (x0, r1,i−1)
(
E
(
ε2i
)− (E (εi))2) .

Aus dem vorhergehenden Satz lässt sich nun die Darstellung der bedingten
Verteilungsfunktion und Dichte von stochastischen Volatilitätszeitreihen herleiten.
Bemerkung 1.1.8. (Bedingte Verteilungsfunktion und bedingte Dichten von sto-
chastischen Volatilitätszeitreihen).
(i) Die bedingte Verteilungsfunktion von Ri gegeben (X0,R1,i−1) = (x0, r1,i−1)
besitzt die Gestalt
F (ri|x0, r1,i−1) = P (Ri ≤ ri|X0 = x0,R1,i−1 = r1,i−1)
= L (σi (x0, r1,i−1) · εi) (−∞, ri]
= P{σi (x0, r1,i−1) εi ≤ ri}
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= P
{
εi ≤ ri
σi (x0, r1,i−1)
}
= F
( ri
σi (x0, r1,i−1)
)
, i = 2, . . . , n,
und analog gilt für die bedingte Verteilungsfunktion von R1 gegeben X0 = x0
F (r1|x0) = F
( r1
σ1 (x0)
)
,
wobei F die Verteilungsfunktion der Innovationen εi, i = 1, . . . , n, darstellt.
(ii) Sei f die Dichte der Innovationen εi für i = 1, . . . , n, dann gilt
f (ri|x0, r1,i−1) = 1
σi (x0, r1,i−1)
f
(
ri
σi (x0, r1,i−1)
)
, i = 2, . . . , n
und
f (r1|x0) = 1
σ1 (x0)
f
(
r1
σ1 (x0)
)
.
Hieraus lässt sich nun die wohlbekannte Aussage über die Gestalt der verbunde-
nen Dichte einer stochastischen Volatilitätszeitreihe bedingt auf den Anfangszustand
ableiten. Diese Dichte lässt sich darstellen als das Produkt der einzelnen bedingten
Dichten aus Bemerkung 1.1.8 (ii).
Satz 1.1.9. Gegeben sei eine stochastische Volatilitätszeitreihe R1, . . . , Rn mit An-
fangszustand X0. f sei die Dichte der Innovation εi für i = 1, . . . , n. Dann lässt sich
die verbundene Dichte von R1, . . . , Rn bedingt nach X0 = x0 darstellen als
f(r1, . . . , rn|x0) = 1
σ1(x0)
f
(
r1
σ1(x0)
)
·
n∏
j=2
1
σ1(x0, r1,j−1)
f
(
rj
σ1(x0, r1,j−1)
)
.
Beweis Für den Zusammenhang der verbundenen und bedingten Dichte gilt Folgen-
des: Falls f1 ∈ dL(X)dµ1 , f (·|·) bedingte Dichte von Y gegeben X und f (·|x) µ2–Dichte
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von P (Y ∈ ·|X = x), dann ist
f (x, y) = f (y|x) f1 (x)
eine µ1×µ2–Dichte von L (X, Y ). Durch rekursives Einsetzen und mittels Bemerkung
1.1.8 (ii) ist
f(r1, . . . , rn|x0)
= f(rn|x0, r1,n−1) · f(rn−1, . . . , r1|x0)
= f(rn|x0, r1,n−1) · f(rn−1|x0, r1,n−2) · f(rn−2, . . . , r1|x0)
= . . .
= f(r1|x0) ·
n∏
j=2
f(rj|x0, r1,j−1)
=
1
σ1(x0)
f
(
r1
σ1(x0)
)
·
n∏
j=2
1
σj(x0, r1,j−1)
f
(
rj
σj(x0, r1,j−1)
)
.

Nachdem nun wichtige wohlbekannte Eigenschaften von stochastischen Volatili-
tätszeitreihen genannt wurden, werden im folgenden Abschnitt Spezialfälle von sto-
chastischen Volatilitätszeitreihen betrachtet, sogenannte GARCH(1,1)–Zeitreihen.
1.2. GARCH(1,1)–Zeitreihen
GARCH(1,1)–Zeitreihen dienen als Grundlage der Modellierung von Finanzzeitrei-
hen, da sie einige Stylized Facts erfüllen wie z.B. die in der Zeit variierende Volatilität
bzw. Volatilitätscluster. Daher gibt es Zeiten von hoher oder niedriger Volatilität.
In Zeiten hoher Volatilität ist z.B. die Wahrscheinlichkeit hoch, dass auf eine hohe
Rendite wieder eine hohe Rendite folgt. Diese Clusterbildung wird auf die serielle
Abhängigkeit zurückgeführt, die durch einen zufälligen Skalenparameter als gewich-
tete Summe der quadrierten vorhergehenden Zufallsvariablen dargestellt wird, d.h.
die bedingte Varianz (siehe Satz 1.1.7 (iii)) gegeben der Vergangenheit verändert
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sich.
Darüber hinaus spiegelt die Modellierung mittels einer GARCH–Zeitreihe wi-
der, dass die Verteilung der Renditen schwerere Flanken als eine Normalverteilung
besitzt. Dies bedeutet, dass extreme Werte mit einer höheren Wahrscheinlichkeit
auftreten.
Da im weiteren Verlauf lediglich schwach stationäre GARCH(1,1)–Zeitreihen
mit Var(Rt) = E(R2t ) = σ
2 < ∞, für alle t ∈ I, in Betracht gezogen werden, ist
ein weiterer erfüllter Stylized Fact die Mean Reversion der Volatilität. Zwar variiert
die Volatilität in der Zeit, weicht jedoch R2t von der stationären Varianz σ
2 ab, so
ist die Wahrscheinlichkeit größer, dass R2t zur stationären Varianz zurückkehrt als
sich davon zu entfernen. Für eine tiefer gehende heuristische Begründung siehe Zivot
(2008).
Der Stylized Fact bezüglich der Asymmetrie von Renditen wird allerdings in
der Standardmodellierung von GARCH–Zeitreihen außer Acht gelassen. Eine Er-
weiterung der GARCH–Zeitreihen kann jedoch vorgenommen werden, indem die
gewichtete Summe der quadrierten vorhergehenden Zufallsvariablen umformuliert
wird. Dies bildet jedoch im weiteren Verlauf nicht den Gegenstand der Untersu-
chung. Eine ausführliche Beschreibung der Stylized Facts ﬁndet sich in Bollerslev
u. a. (1994).
Im Folgenden wird das bekannte Konzept von GARCH(1,1)–Zeitreihen (siehe
Engle (1982)) aufgegriﬀen und die Beziehung zu allgemeinen stochastischen Volati-
litätszeitreihen aufgezeigt.
Definition 1.2.1 (GARCH(1,1)–Zeitreihe). Der Prozess
Rt = Ztεt, t ∈ Z, (1.2)
mit Z2t = ζ + αR
2
t−1 + βZ
2
t−1, ζ > 0, α, β ≥ 0 ist eine GARCH(1,1)–Zeitreihe
(„generalized autoregressive, conditionally heteroskedastic“), falls der Prozess strikt
stationär ist, wobei die Folge von Innovationen {εt}t∈Z ein striktes weißes Rauschen
ist mit E (εt) = 0, E (ε
2
t ) = 1 und εt unabhängig von {Rt−k}k∈N für alle t.
Um den Zusammenhang von GARCH(1,1)–Zeitreihen und stochastischen Vo-
latilitätszeitreihen aufzuzeigen, hält man einen Zeitpunkt t fest und betrachtet die
Zeitreihe nach t bedingt auf die Vergangenheit bis t. Im Rahmen von GARCH(1, 1)–
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Zeitreihen ist
Xt = (Rt, Rt−1, . . .)
der Vektor der Beobachtungen bis t und
σt+1(Xt) = Zt+1, σt+i(Xt,Rt+1,t+i−1) = Zt+i i = 2, . . . , n.
Nach Deﬁnition 1.2.1 ist Rt+1, . . . , Rt+n eine stochastische Volatilitätszeitreihe mit
Anfangszustand Xt.
Nun muss noch die Fragestellung bezüglich des Nachweises der Stationarität
von GARCH(1,1)–Zeitreihen beantwortet werden. In Nelson (1990) wird gezeigt,
dass
E
(
log
(
αε2t + β
))
< 0 (1.3)
eine notwendige und hinreichende Bedingung dafür ist, dass der Prozess in (1.2)
strikt stationär und damit eine GARCH(1,1)–Zeitreihe ist.
Im Folgenden wird aus Vereinfachungsgründen eine Bedingung verwendet, die
notwendig und hinreichend für die schwache Stationarität einer GARCH(1,1)–Zeit-
reihe ist. Dabei wird gefordert, dass das zweite Moment der Folgenglieder existiert,
siehe Bollerslev (1986). Diese Bedingung lässt sich aus der Bedingung (1.3) mittels
der Jensenschen Ungleichung herleiten.
Lemma 1.2.2 (Stationarität und Momente). Eine notwendige und hinreichende
Bedingung dafür, dass eine GARCH(1,1)–Zeitreihe mit ER2t <∞ schwach stationär
ist, lautet
α + β < 1,
vgl. McNeil u. a. (2005), Abschnitt 4.3. Dann gilt ERt = 0, Kov(Rt+1, Rt+k) = 0 für
jedes t ∈ Z, k 6= 1 und Var(Rt) = ζ1−α−β .
Beweis Man beachte, dass sich Z2t für t ∈ Z wie folgt darstellen lässt
Z2t =ζ + αR
2
t−1 + βZ
2
t−1 = ζ + αZ
2
t−1ε
2
t−1 + βZ
2
t−1
=ζ + α
(
ζ + αR2t−2 + βZ
2
t−2
)
ε2t−1 + β
(
ζ + αR2t−2 + βZ
2
t−2
)
=ζ + α
(
ζ + αZ2t−2ε
2
t−2 + βZ
2
t−2
)
ε2t−1 + β
(
ζ + αZ2t−2ε
2
t−2 + βZ
2
t−2
)
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=ζ + ζαε2t−1 + α
2Z2t−2ε
2
t−1ε
2
t−2 + αβZ
2
t−2ε
2
t−1 + ζβ + αβZ
2
t−2ε
2
t−2 + β
2Z2t−2
=ζ + ζαε2t−1 + α
2
(
ζ + αZ2t−3ε
2
t−3 + βZ
2
t−3
)
ε2t−1ε
2
t−2
+ αβ
(
ζ + αZ2t−3ε
2
t−3 + βZ
2
t−3
)
ε2t−1 + ζβ
+ αβ
(
ζ + αZ2t−3ε
2
t−3 + βZ
2
t−3
)
ε2t−2 + β
2
(
ζ + αZ2t−3ε
2
t−3 + βZ
2
t−3
)
=ζ + ζαε2t−1 + ζα
2ε2t−1ε
2
t−2 + α
3Z2t−3ε
2
t−1ε
2
t−2ε
2
t−3 + α
2βZ2t−3ε
2
t−1ε
2
t−2
+ ζαβε2t−1 + α
2βZ2t−3ε
2
t−1ε
2
t−3 + αβ
2Z2t−3ε
2
t−1 + ζβ + ζαβε
2
t−2
+ α2βZ2t−3ε
2
t−2ε
2
t−3 + αβ
2ε2t−2Z
2
t−3 + ζβ
2 + αβ2Z2t−3ε
2
t−3 + β
3Z2t−3
= . . . = ζ
∞∑
k=0
M (t, k) ,
wobei M (t, 0) = 1, M (t, 1) = αε2t−1 + β, M (t, 2) = α
2ε2t−1ε
2
t−2 + αβε
2
t−1 + αβε
2
t−2 +
β2 und M (t, k + 1) = αε2t−1M (t− 1, k) + βM (t− 1, k). Da εt unabhängig und
identisch verteilt sind mit Eε2t = 1, hängen die Momente von M (t, k) nicht von t
ab. Somit ist
E (M (t1, k)) = E (M (t2, k)) ,
für alle t1, t2 ∈ Z und k ∈ N0. Weiter gilt
E (M (t, k + 1)) =E
(
αε2t−1M (t− 1, k) + βM (t− 1, k)
)
=αE
(
ε2t−1M (t− 1, k)
)
+ βE (M (t− 1, k)) .
DaM (t− 1, k) nur von εt−2 undM (t− 2, k − 1) abhängig ist und die Innovationen
unabhängig und identisch verteilt sind, gilt
E (M (t, k + 1)) =αE (M (t− 1, k)) + βE (M (t− 1, k))
=αE (M (t, k)) + βE (M (t, k))
=E (M (t, k)) (α + β)
=E
(
αε2t−1M (t− 1, k − 1) + βM (t− 1, k − 1)
)
(α + β)
= . . .
=(α + β)k+1 E (M (t, 0))
= (α + β)k+1 .
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Es gilt
Var(Rt) = E(R
2
t )− (E(Rt))2 = E(R2t ) = E(Z2t ε2t ) = E(Z2t ) (1.4)
und weiter
E(Z2t ) = E
(
ζ
∞∑
k=0
M (t, k)
)
= ζ
∞∑
k=0
E (M (t, k)) = ζ
∞∑
k=0
(α+ β)k
= ζ (1− (α+ β))−1 ,
genau dann, wenn α + β < 1. Wegen (1.4) ist E(R2t ) < ∞ äquivalent zu α + β < 1
und Var(Rt) =
ζ
1−α−β . Analog zur Gleichung (1.4) ist E(Rt) = 0 für t ∈ Z. Weiter
ist εt+k unabhängig von εt+1, Zt+1 und Zt+k mit Zt+k = σt+k (Xt,Rt+1,t+k−1). Aus
E(ε2t ),E(R
2
t ) <∞ für t ∈ Z folgt
Kov(Rt+1, Rt+k)
= E(Rt+1Rt+k)− E(Rt+1)E(Rt+k)
= E(Zt+1εt+1Zt+kεt+k)
= E(εt+k)E(Zt+1εt+1Zt+k)
= 0
für k = 2, . . . , n.

Bemerkung 1.2.3. Ohne die Zusatzbedingung ER2t <∞ ist der Prozess aus Deﬁ-
nition 1.2.1 nicht notwendigerweise schwach stationär, siehe Bemerkung 1.1.2.
Um die Darstellung der bedingten Verteilung zu speziﬁzieren und somit auch
die bedingte Dichte und Verteilungsfunktion anzugeben, wird die Beziehung von
ARCH(∞)–Zeitreihen und GARCH(1,1)–Zeitreihen verwendet, siehe Fan u. Yao
(2003), Abschnitt 4.2. Zunächst wird dafür die Deﬁnition von ARCH(p)–Zeitreihen
eingeführt.
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Definition 1.2.4 (ARCH(p)–Zeitreihe). Der Prozess
Rt = Ztεt, t ∈ Z, (1.5)
mit Z2t = α0 +
∑p
i=1 αiR
2
t−i, α0 > 0, αi ≥ 0 für i = 1, . . . , p ist eine ARCH(p)–
Zeitreihe („autoregressive, conditionally heteroskedastic“) falls der Prozess strikt sta-
tionär ist, wobei die Folge von Innovationen {εt}t∈Z ein striktes weißes Rauschen ist
mit E (εt) = 0, E (ε
2
t ) = 1 und εt unabhängig von {Rt−k}k∈N für alle t.
Lemma 1.2.5. Eine GARCH(1,1)–Zeitreihe, die der Deﬁnition 1.2.1 genügt mit
α + β < 1, kann als ARCH(∞)–Zeitreihe dargestellt werden, wobei
Z2t =
ζ
1− β + α
∞∑
j=0
βjR2t−j−1 (1.6)
für t ∈ Z.
Beweis
Z2t = ζ + αR
2
t−1 + βZ
2
t−1 = ζ + αR
2
t−1 + β
(
ζ + αR2t−2 + βZ
2
t−2
)
= ζ + αR2t−1 + βζ + βαR
2
t−2 + β
2Z2t−2
= ζ + αR2t−1 + βζ + βαR
2
t−2 + β
2
(
ζ + αR2t−3 + βZ
2
t−3
)
= ζ + αR2t−1 + βζ + βαR
2
t−2 + β
2ζ + β2αR2t−3 + β
3Z2t−3
= . . .
=
∞∑
j=0
ζβj +
∞∑
j=0
αβjR2t−j−1.
Da β < 1, gilt
Z2t =
ζ
1− β + α
∞∑
j=0
βjR2t−j−1.

Hieraus erhält man wohlbekannte Eigenschaften von GARCH(1,1)–Zeitreihen.
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Bemerkung 1.2.6 (Eigenschaften von GARCH(1,1)–Zeitreihen). Für eine
GARCH(1,1)–Zeitreihe, die der Deﬁnition 1.2.1 genügt, mit
σt+i(xt, rt+1,t+i−1) := zt+i =
√√√√ ζ
1− β + α
∞∑
j=0
βjr2t+i−j−1, i = 2, . . . , n,
bzw.
σt+1(xt) := zt+1 =
√√√√ ζ
1− β + α
∞∑
j=0
βjr2t−j ,
gilt Folgendes:
(i) Gemeinsame Dichte: Die gemeinsame Dichte von Rt+1, . . . , Rt+n bedingt nach
Xt = xt hat die Gestalt
f(rt+n, . . . , rt+1|xt)
=
1√
ζ
1−β + α
∑∞
j=0 β
jr2t−j
f
 rt+1√
ζ
1−β + α
∑∞
j=0 β
jr2t−j

·
n∏
i=2
1√
ζ
1−β + α
∑∞
j=0 β
jr2t+i−j−1
f
 rt+i√
ζ
1−β + α
∑∞
j=0 β
jr2t+i−j−1
 ,
(siehe Reiss u. Thomas (2007), Abschnitt 16.8.).
(ii) Bedingte Erwartung: Für die bedingte Erwartung von Rt+i bedingt nach
(Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) mit i = 2, . . . , n bzw. Xt = xt für i = 1 gilt
E(Rt+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) = 0,
bzw.
E(Rt+1|Xt = xt) = 0,
(siehe Fan u. Yao (2003), Abschnitt 4.2)
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(iii) Bedingte Varianz: Für die bedingte Varianz von Rt+i mit i = 2, . . . , n bedingt
nach (Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) erhält man
Var(Rt+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) =
√√√√ ζ
1− β + α
∞∑
j=0
βjr2t+i−j−1
bzw. für die bedingte Varianz von Rt+1 gegeben Xt = xt
Var(Rt+1|Xt = xt) =
√√√√ ζ
1− β + α
∞∑
j=0
βjr2t−j,
(siehe Fan u. Yao (2003), Abschnitt 4.2)
(iii) Momente: Für die Existenz und die Gestalt der Momente von Rt gilt, dass für
m > 0 das m–te Moment E(σ2mt ) von σ
2
t genau dann existiert, wenn
E
(
β + αε21
)m
< 1. (1.7)
Sei µj := E(σ
2j
t ) j–tes Moment von σ
2
t . Falls m ∈ N und die Bedingung (1.7)
erfüllt ist, dann ist das 2m–te Moment von Rt gegeben durch
E(R2mt ) = E(ε
2m
1 )
((
1− E (β + αε21)m)−1 m−1∑
j=0
(
m
j
)
ζm−jE
(
β + αε21
)j
µj
)
,
siehe Bollerslev (1986), Lindner (2009) und He u. Teräsvirta (1997).
(iv) Kurtosis: Als Maß für die Schwere der Flanken kann man die Kurtosis ver-
wenden. Für die Kurtosis der Innovationen εt gilt
κ(εt) =
E
(
(εt − E(εt))4
)(
E
(
(εt − E(εt))2
))2 = E (ε4t )
(E (ε2t ))
2 , (1.8)
da E (εt) = 0. Wegen der Gleichung (1.8) ist die bedingte Kurtosis von Rt+i
gegeben (Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) für i = 2, . . . , n darstellbar als
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κ (Rt+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1)
=
E
(
R4t+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1
)(
E
(
R2t+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1
))2
=
E
(
σ4t+i (Xt,Rt+1,t+i−1) ε
4
t+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1
)(
E
(
σ2t+i (Xt,Rt+1,t+i−1) ε
2
t+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1
))2
=
σ4t+i (xt, rt+1,t+i−1)E
(
ε4t+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1
)
σ4t+i (xt, rt+1,t+i−1)
(
E
(
ε2t+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1
))2
= κ(εt+i).
Dies ist gleichbedeutend damit, dass die bedingte Kurtosis von Rt+i gegeben
(Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) gleich der Kurtosis der Innovationen εt+i
ist. Für die unbedingte Kurtosis gilt mit der Erwartungswertgleichung folgende
Beziehung
κ(Rt+i) =
E
(
(Rt+i − E(Rt+i))4
)(
E
(
(Rt+i − E(Rt+i))2
))2
L.1.2.2
=
E
(
R4t+i
)(
E
(
R2t+i
))2
=
E
(
E
(
R4t+i|Xt,Rt+1,t+i−1
))(
E
(
E
(
R2t+i|Xt,Rt+1,t+i−1
)))2
=
E
(
σ4t+i (Xt,Rt+1,t+i−1)
)
E
(
ε4t+i
)(
E
(
σ2t+i (Xt,Rt+1,t+i−1)
))2 (
E
(
ε2t+i
))2
(1.8)
=
E
(
σ4t+i (Xt,Rt+1,t+i−1)
)
κ (εt+i)
(
E
(
ε2t+i
))2(
E
(
σ2t+i (Xt,Rt+1,t+i−1)
))2 (
E
(
ε2t+i
))2 .
Unter Anwendung der Jensenschen Ungleichung (siehe Anhang A) ist
E
(
σ4t+i (Xt,Rt+1,t+i−1)
) ≥ (E (σ2t+i (Xt,Rt+1,t+i−1)))2
und somit
E
(
σ4t+i (Xt,Rt+1,t+i−1)
)(
E
(
σ2t+i (Xt,Rt+1,t+i−1)
))2 ≥ 1.
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Hieraus kann abgeleitet werden, dass die unbedingte Kurtosis von Rt+i größer
gleich der bedingten Kurtosis und der Kurtosis der Innovationen εt+i ist, d.h.
κ(Rt+i) ≥ κ(Rt+i|Xt = xt,Rt+1,t+i−1 = rt+1,t+i−1) = κ (εt+i) für i = 2, . . . , n,
vgl. Fan u. Yao (2003), Abschnitt 4.2. Analoges gilt für Rt+1 gegeben Xt = xt.
(v) Flankenindex: Ein besseres Maß um die Schwere der Flanken zu messen ist der
Flankenindex, der von Kesten (1973) eingeführt wurde, siehe Goldie (1991)
und Embrechts u. a. (1997). Sei R∞ = limt→∞Rt. Besitzt ε1 eine positive
Dichte auf R, so dass E
(|ε1|h) < ∞ für h < h0 und E (|ε1|h0) = ∞ für ein
geeignetes h0 ∈ (0,∞], dann existiert ein κ > 0, so dass
lim
s→∞
P (|R∞| > sx)
P (|R∞| > s) = x
−2κ,
Davis u. Mikosch (2009), Korollar 1. Dies bedeutet, dass die Verteilungsfunk-
tion von |R∞| ab einem vorgegebenen Wert x fällt wie x−2κ und man nennt
R∞ regulär variierend mit Index 2κ. Kleineres bzw. größeres κ bedeutet ei-
ne stärkere bzw. schwächere Flanke, Davis u. Mikosch (2009). Um nun eine
Verbindung der Koeﬃzienten und des Flankenindexes herzustellen, stellt man
die GARCH(1,1)–Zeitreihe als sogenannte stochastische Rekurrenz–Gleichung
dar. Hierdurch kann abgeleitet werden, dass
E
((
αε21 + β
)κ)
= 1.
Diese Gleichung kann nicht explizit nach κ gelöst werden. Somit muss der
Flankenindex numerisch oder durch Monte–Carlo–Simulationen ermittelt wer-
den. Weiteres kann in Basrak u. a. (2002), Resnick u. Starica (1996) nachge-
lesen werden.
(vi) Bedingter Maximum–Likelihood–Schätzer: Im Fall von normalverteilten In-
novationen εt erhält man unter Maximierung der zugehörigen gemeinsamen
Dichte von Rt+1, . . . , Rt+n bedingt nach Xt = xt in (i) einen konsistenten und
asymptotisch normalverteilten Schätzer ϑˆN für ϑ = (ζ, α, β)
t. Diese Eigen-
schaften von ϑˆN bleiben auch erhalten, falls die Innovationen εt nicht nor-
malverteilt sind, sondern lediglich iid mit E(εt) = 0 und E(ε
4
t ) < ∞, siehe
McNeil u. a. (2005), Abschnitt 4.3, Hall u. Yao (2003), Lee u. Hansen (1994),
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Lumsdaine (1996).
In Kapitel 5 erfolgt mittels der Maximum–Likelihood–Schätzmethode eine An-
passung von GARCH(1,1)–Zeitreihen an einige Datensätze. Aufgrund der ge-
nannten Resultate können zunächst die unbekannten Parameter ζ, α und β
ohne Berücksichtigung der Verteilung der Innovationen geschätzt werden. An-
schließend kann die Verteilung der Innovationen mittels der Standardisierung
εˆt+i =
rt+i√
ζˆ
1−βˆ + αˆ
∑∞
j=0 βˆ
ir2t+i−j−1
für i = 1, . . . , n überprüft und angepasst werden, siehe Fan u. Yao (2003),
Abschnitt 4.2.
1.3. Prognose
Ziel der Prognose ist es, einen funktionalen Zusammenhang zwischen zwei Zufallsva-
riablen herzustellen. Im Zusammenhang mit Zeitreihen ist insbesondere eine Progno-
se für ein Folgenglied Xt basierend auf einem oder mehreren vorhergehenden Folgen-
gliedern Xs, s < t, von Interesse. In diesem Abschnitt werden diesbezüglich die Pro-
gnose in stochastischen Volatilitätszeitreihen und speziell GARCH(1,1)–Zeitreihen
untersucht.
Dieser Abschnitt stellt zunächst den Begriﬀ der Prognose im Allgemeinen dar,
siehe Hamilton (1994), Kapitel 4 und Reiss u. Thomas (2007), Abschnitt 8.1. Zuerst
wird die Deﬁnition der Prognose im Allgemeinen eingeführt.
Definition 1.3.1 (Prognose). Gegeben seien die Zufallsvariablen X : (Ω,A, P ) →
(S,B) und Y : (Ω,A, P ) → (T, C). Sei Z := g(X) mit g : (S,B) → (T, C), dann
heißt
(i) Z = g(X) Prognose für Y basierend auf X,
(ii) g(x) Prognose für y ∈ T basierend auf x ∈ S.
Hierbei wird unterstellt, dass x ∈ S beobachtet wurde, bzw. dassX beobachtbar
und g bekannt ist.
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Man beachte, dass jede T–wertige Zufallsvariable Z = g(X) eine Prognose für Y
basierend auf X ist. Daraus ergibt sich die Fragestellung nach der Güte einer solchen
Prognose, die die Abweichung von Z und Y quantiﬁziert. Um die Güte der Prognose
zu speziﬁzieren, wird eine Verlustfunktion (oder Kostenfunktion) eingeführt, die
folgendermaßen deﬁniert ist.
Definition 1.3.2 (Verlustfunktion). Die Abbildung C : T × T → [0,∞] heißt Ver-
lustfunktion oder Kostenfunktion, falls ∀ y ∈ T : C (y, y) = 0.
Dies bedeutet im Rahmen des Prognosebegriﬀs, falls g(x) gleich y ist, dann
ist der Verlust gleich null. Mit einer gegebenen Verlustfunktion kann die Güte ei-
ner Prognose Z für Y z.B. durch den erwarteten Verlust (oder Risiko) E(C(Z, Y ))
quantiﬁziert werden. Nicht nur die Güte der Prognose ist von Interesse, sondern
die optimale Prognose, da die positiven Kosten unter der gegebenen Verlustfunkti-
on möglichst minimal sein sollen. Im Folgenden wird diejenige Prognose g(X) als
optimal bezeichnet, bei der der erwartete Verlust über alle messbaren Abbildungen
g : (S,B) → (T, C) minimal wird. Sei M := {g : (S,B) → (T, C)} die Menge aller
dieser messbaren Abbildungen.
Definition 1.3.3 (Optimale Prognose). Z∗ = g∗(X) sei eine Prognose für Y unter
X und g∗ eine messbare Abbildung. Dann heißt Z∗ optimale Prognose von Y unter
X bezüglich der Verlustfunktion C, falls
E (C (Y, Z∗)) = min
g∈M
{E (C (Y, g(X)))} . (1.9)
In der Regel wird in der vorherigen Deﬁnition die quadratische Abweichung als
Verlustfunktion verwendet.
Annahme 1.3.4 (Speziﬁzierung der Verlustfunktion). Zunächst wird die quadrati-
sche Verlustfunktion
C (y, z) = (y − z)2
angenommen. Dann ist der erwartete Verlust oder das Risiko durch
E (C (Y, Z)) = E
(
(Y − Z)2) = MSE(Y, Z)
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gegeben.
Der Ausdruck ist bekannt als mittlere quadratische Abweichung (MSE). Ziel ist
es nun, die mittlere quadratische Abweichung zu minimieren und somit die optimale
Prognose unter der quadratischen Verlustfunktion zu bestimmen.
Satz 1.3.5. Sei Y ∈ L2(Ω,A, P ). Dann ist
E
(
(Y − E(Y |X))2) = min
g∈M
E
(
(Y − g(X))2) .
Somit ist g∗(X) = E(Y |X) = E(Y |X = ·) ◦ X, falls g∗ bekannt ist, die optimale
Prognose bezüglich des MSE.
Für die Deﬁnition der bedingten Erwartung vergleiche Anhang A.
Der Satz sagt aus, dass die optimale Prognose unter der quadratischen Verlust-
funktion die bedingte Erwartung von Y gegeben X bzw. X = x ist. Für Anwendun-
gen ist dies jedoch lediglich relevant, falls g = E (Y |X = ·) bekannt ist. Im weiteren
Verlauf dieses Kapitels wird diese Problematik noch intensiv untersucht.
Im Folgenden werden nur reellwertige Zufallsvariablen betrachtet und es exis-
tiere die bedingte Verteilung von Y gegeben X = x. In diesem Fall ist
z = g (x) = E (Y |X = x) =
∫
yP (Y ∈ dy|X = x)
bzw.
Z = g (X) = E (Y |X)
die optimale Prognose basierend auf x bzw. X.
Zunächst erfolgt die Deﬁnition von Funktionalen bzw. Funktionalparametern,
die für den nun vorgestellten Prognosebegriﬀ von Bedeutung ist.
Definition 1.3.6 (Funktional und Funktionalparameter). Sei Q eine Familie von
bedingten Verteilungen von Y gegeben X = x. Dann heißt
τ : Q → R
P (Y ∈ ·|X = x) 7→ τ(P (Y ∈ ·|X = x))
Funktional und τ(P (Y ∈ ·|X = x)) Funktionalparameter.
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Zwischen der bedingten Erwartung von Y gegeben X = x und der bedingten
Verteilung gilt der Zusammenhang
τ (P (Y ∈ ·|X = x)) = E (Y |X = x) =
∫
yP (Y ∈ dy|X = x) ,
d.h. die optimale Prognose von Y gegeben X = x ist der Mittelwert, also ein
Funktionalparameter, der bedingten Verteilung.
Folglich ist die bedingte Verteilung P (Y ∈ ·|X = x) von zentraler Bedeutung,
siehe Reiss u. Thomas (2007), Abschnitt 8.1.
Nachstehend wird nun eine andere Blickweise der Prognose eingeführt. Ziel ist
die Prognose von Funktionalparametern der bedingten Verteilung. Oﬀensichtlich ist
ein Funktionalparameter der bedingten Verteilung P (Y ∈ ·|X) eine Zufallsvariable
Y˜ = h(X) = τ (P (Y ∈ ·|X)) := τ (P (Y ∈ ·|X = ·) ◦X)
mit h messbar. Im Sinne der obigen Deﬁnition ist infolgedessen die optimale Pro-
gnose von Y˜ basierend auf X gegeben durch Y˜ , da der MSE in diesem Fall sogar
0 wäre. In Anwendungen ist die bedingte Verteilung jedoch im Allgemeinen nicht
bekannt und muss aus einer Lernstichprobe (X,Y ) mit X = (X1, . . . , Xn) und
Y = (Y1, . . . , Yn) geschätzt werden.
Eine Prognose für Y˜ basierend aufX und der Lernstichprobe (X,Y ) ist gegeben
durch
Z = hˆ(X,Y )(X).
Als einfaches Beispiel kann die lineare Regression von Y basierend auf X im zufäl-
ligen Design angegeben werden, siehe Reiss u. Thomas (2007), Abschnitt 8. Seien
(Xi, Yi), i = 1, . . . , n, iid Kopien des Zufallvektors (X, Y ) mit der Darstellung
Y = a+ bX + ε,
wobei E(ε) = 0 und X und ε unabhängig sind. Man beachte, dass x die Realisation
der Zufallsvariable X ist. Wegen Lemma 1.1.6 gilt
P (Y ∈ ·|X = x) = L (a+ bx+ ε)
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und daher
y˜ = h(x) = τ (P (Y ∈ ·|X = x)) = E (Y |X = x) =
∫
yP (Y ∈ dy|X = x)
=
∫
ydL (a + bx+ ε) (y)
= a + bx.
Ziel ist die Prognose von E (Y |X) als Funktionalparameter der bedingten Verteilung
P ((a + bX + ε) ∈ ·|X). Da die Parameter a und b nicht bekannt sind, müssen diese
aus der Lernstichprobe (X,Y ) geschätzt werden und folglich ist
Z = hˆ(X,Y )(X) = aˆ+ bˆX.
die Prognose für Y˜ basierend auf X und der Lernstichprobe (X,Y ). Darüber hinaus
ist
P
((
aˆ+ bˆX + ε
)
∈ ·|X
)
die Prognoseverteilung.
Der nachfolgende Abschnitt beschäftigt sich mit der Prognosebildung in sto-
chastischen Volatilitätszeitreihen.
1.3.1. Prognose in stochastischen Volatilitätszeitreihen
Mit den Bezeichnung im vorherigen Abschnitt 1.1 setze Y = Ri und X = (X0,R1,i−1)
für i = 2, . . . , n und X = X0 im Fall von i = 1. Man beachte, dass im Rahmen von
stochastischen Volatilitätszeitreihen die Vergangenheit gleichzeitig auch die Lern-
stichprobe darstellt.
Zunächst wird auf die Prognose für die bedingte Erwartung von Ri, i = 1, . . . , n,
basierend auf (X0,R1,i−1) bzw. X0 eingegangen. Später wird das seriell bedingte q–
Quantil von Ri gegeben (X0,R1,i−1) untersucht. Es werden also Funktionalparame-
ter der bedingten Verteilung betrachtet. Das bedingte q–Quantil F−1(q|X0,R1,i−1)
bzw. F−1(q|X0) basierend auf (X0,R1,i−1) bzw. X0 wird in Anwendungen für die
Prognose des seriell bedingten VaR in Finanzzeitreihen verwendet, sofern diese durch
stochastische Volatilitätszeitreihen modelliert werden.
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Gegeben sei nun eine stochastische Volatilitätszeitreihe R1, . . . , Rn mit Anfangs-
zustand X0.
Prognoseverteilung
Zunächst wird der Begriﬀ der bedingten Verteilung im Zusammenhang mit stochas-
tischen Volatilitätszeitreihen speziﬁziert.
Im Rahmen dieser Zeitreihen besitzt die bedingte Verteilung nach Satz 1.1.7 die
Gestalt
P (Y ∈ ·|X) := P (Ri ∈ ·|X0,R1,i−1) = P (σi (X0,R1,i−1) εi ∈ ·|X0,R1,i−1). (1.10)
In Anwendungen sind zumeist die Parameter σi (X0,R1,i−1) unbekannt. Die
bedingte Verteilung mit geschätzten σˆi (X0,R1,i−1) wird im Folgenden als Progno-
severteilung bezeichnte. Die in dieser Promotionsarbeit und in Reiss u. Thomas
(2007), Abschnitt 8.1, als bedingte Verteilung bezeichnete Verteilung P (Y ∈ ·|X)
wird in Fan u. Yao (2003), Seite 454, bereits als Prognoseverteilung angesprochen.
Prognose der seriell bedingten Erwartung
In diesem Fall wird der zu prognostizierende Funktionalparameter als die bedingte
Erwartung von Ri gegeben (X0,R1,i−1) gewählt d.h.
Y˜ = E (Ri|X0,R1,i−1) .
Im weiteren Verlauf wird lediglich auf den Fall i = 2, . . . , n eingegangen. Für
i = 1 können analoge Rechnungen durchgeführt werden.
Laut Satz 1.1.7, der Aussagen über die bedingte Erwartung in stochastischen
Volatilitätszeitreihen liefert, gilt
E(Ri|X0,R1,i−1) = E(σi(X0,R1,i−1)εi|X0,R1,i−1)
= σi(X0,R1,i−1) · E(εi)
=: h (X0,R1,i−1) .
In Anwendungen sind jedoch die bedingte Verteilung und daher σi in stochastischen
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Volatilitätszeitreihen unbekannt. Dann liefert
hˆ (X0,R1,i−1) := σˆi(X0,R1,i−1) · E(εi)
nach geschätztem σˆi basierend auf (X0,R1,i−1) eine sinnvolle Prognose der bedingten
Erwartung von Ri gegeben (X0,R1,i−1).
Prognose des seriell bedingten q–Quantils
Strebt man in einem weiteren Schritt Risikobetrachtungen im Sinne des VaR an, so
wird der zu prognostizierende Funktionalparameter als das bedingte q–Quantil
Y˜ := F−1(q|X0,R1,i−1) = σi(X0,R1,i−1) · F−1(q)
= hq (X0,R1,i−1)
für i = 2, . . . , n bzw. für i = 1
Y˜ := F−1(q|X0) = σ1(X0) · F−1(q)
= hq (X0)
gewählt. F stellt hierbei die Verteilungsfunktion der Innovationen εi für i = 1, . . . , n
dar.
Analog zum vorhergehenden Abschnitt ist hq (X0,R1,i−1) die Prognose basie-
rend auf (X0,R1,i−1), wobei jedoch wieder in Anwendungen die σi unbekannt sind.
Dann erhält man durch
hˆq (X0,R1,i−1) := σˆi(X0,R1,i−1) · F−1(q)
eine sinnvolle Prognose für das bedingte q–Quantil.
1.3.2. Prognose in GARCH(1,1)–Zeitreihen
Beim Übertragen der Prognosefragestellung in stochastischen Volatilitätszeitreihen
auf den Spezialfall von GARCH(1,1)–Zeitreihen ersetze X0 durch Xt, Ri durch Rt+i
und σi durch σt+i.
30
1.3. Prognose
Im Fall von GARCH(1,1)–Zeitreihen ist
σt+i(Xt,Rt+1,t+i−1) := Zt+i =
√√√√ ζ
1− β + α
∞∑
j=0
βjR2t+i−j−1
für i = 2, . . . , n, d.h. σt+i enthält die unbekannten Parameter α, β und ζ . Man
betrachtet nun die Versionen mit geschätzten Parametern, also für i = 2, . . . , n
hˆ (Xt,Rt+1,t+i−1) = 0,
da E (εt+i)=0 (siehe Deﬁnition 1.2.1 einer GARCH(1,1)–Zeitreihe), und für das be-
dingte q–Quantil
hˆq (Xt,Rt+1,t+i−1) (1.11)
=
√√√√ ζˆ(Xt,Rt+i−1)
1− βˆ(Xt,Rt+i−1)
+ αˆ(Xt,Rt+i−1)
∞∑
j=0
βˆj(Xt,Rt+i−1)R
2
t+i−j−1 · F−1(q)
als sinnvolle Prognose für die bedingte Erwartung und das bedingte q–Quantil ba-
sierend auf (Xt,Rt+1,t+i−1).
Für αˆ(Xt,Rt+i−1), βˆ(Xt,Rt+i−1) und ζˆ(Xt,Rt+i−1) kann z.B. der Maximum–Likelihood–
Schätzer verwendet werden. Der Fall i = 1 folgt analog mit
σt+1(Xt) := Zt+1 =
√√√√ ζ
1− β + α
∞∑
j=0
βjR2t−j .
Hierdurch können später in Abschnitt 3.3 Bemerkungen bezüglich Prognosen des
seriell bedingten n–Tages VaR vorgenommen werden.
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Kapitel 2.
Approximative bedingte
Unabhängigkeit in GARCH(1,1)-
und stochastischen
Volatilitätszeitreihen
Im vorhergehenden Kapitel wurden stochastische Volatilitätszeitreihen und der Spe-
zialfall der GARCH(1,1)–Zeitreihe vorgestellt. In diesem Abschnitt soll nun ge-
zeigt werden, dass n aufeinander folgende Zufallsvariablen, die einer GARCH(1,1)–
Zeitreihe folgen, approximativ iid bedingt auf der Vergangenheit der Zeitreihe sind.
In diesem Zusammenhang wird der Parameter der bedingten iid Approximation
eingeführt, der den Unterschied der Verteilung von n aufeinander folgenden Elemen-
ten einer stochastischen Volatilitätszeitreihe und der Verteilung von iid Zufallsva-
riablen quantiﬁziert. Dieser Parameter wird genauer für GARCH(1,1)–Zeitreihen
untersucht und im Zusammenhang mit diesen Zeitreihen wird ebenfalls approxima-
tive bedingte Unabhängigkeit betrachtet.
In Abschnitt 2.1 wird der Variationsabstand und der Parameter der bedingten
iid Approximation eingeführt. Im darauf folgenden Abschnitt 2.2 wird dieser Pa-
rameter in Bezug auf stochastische Volatilitätszeitreihen näher untersucht und in
Abschnitt 2.3 auf den Spezialfall der GARCH(1,1)–Zeitreihen eingegangen. In die-
sem Zusammenhang werden weitere Eigenschaften des Parameters der bedingten
iid Approximation vorgestellt. Der letzte Abschnitt beschäftigt sich mit der bedingt
unabhängigen Approximation in Bezug auf GARCH(1,1)–Zeitreihen. Dabei wird die
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Forderung nach iid Zufallsvariablen fallengelassen und lediglich unabhängige Zufalls-
variablen betrachtet. Zudem werden die Unterschiede der beiden Approximationen
dargestellt.
2.1. Der Parameter der bedingten iid
Approximation
Zunächst werden einige Begriﬄichkeiten wiederholt, die ausschlaggebend sind für die
weitere Betrachtung, z.B. bedingte Unabhängigkeit, die in Chow u. Teicher (1978),
Abschnitt 7.3, und Reiss u. Thomas (2007), Abschnitt 8.1, zu ﬁnden ist. Der Begriﬀ
approximativ bedingt iid wird in diesem Zusammenhang neu eingeführt.
Definition 2.1.1 (Variationsabstand). Seien X und Y Zufallsvariablen mit Werten
in einem messbaren Raum (S,B). Der Variationsabstand zwischen den Verteilungen
L (X) und L (Y ) ist gegeben durch
‖L (X)−L (Y )‖ := sup
B∈B
|P {X ∈ B} − P {Y ∈ B}| .
Falls die µ–Dichten f und g von L (X) und L (Y ) existieren, dann gilt
‖L (X)−L (Y )‖ = 1
2
∫
|f − g| dµ. (2.1)
Als Referenz siehe Reiss (1989), Abschnitt 3.3.
Definition 2.1.2 (Bedingte Unabhängigkeit). Sei X ein Zufallsvektor mit Werten
in einem messbaren Raum (S,B) und die Zufallsvariablen Y1, . . . , Yn besitzen Werte
in einem messbaren Raum (T, C). Die Zufallsvariablen Y1, . . . , Yn werden bedingt
unabhängig bedingt nach X = x genannt, falls
P
(
(Y1, . . . , Yn) ∈
n
X
i=1
Ci|X = x
)
=
n
X
i=1
P Yi|X=x
(
n
X
i=1
Ci
)
für Ci ∈ C, wobei
n
X
i=1
P Yi|X=x
(
n
X
i=1
Ci
)
:=
n∏
i=1
P (Yi ∈ Ci|X = x) .
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Als Abschwächung dieser Bedingung wird nun der Parameter der bedingten iid
Approximation eingeführt. Doch zuvor wird der Begriﬀ ε–approximativ iid bedingt
nach X = x vorgestellt.
Definition 2.1.3 (Bedingt ε–approximativ iid). Die Zufallsvariablen Y1, . . . , Yn sind
ε–approximativ iid bedingt nach X = x, falls∥∥∥∥P ((Y1, . . . , Yn) ∈ ·|X = x)− nX
i=1
P
eYi|X=x
∥∥∥∥ ≤ ε(x), (2.2)
mit
P
(
Y˜i ∈ ·|X = x
)
= P (Y1 ∈ ·|X = x) .
Definition 2.1.4 (Parameter der bedingten iid Approximation). Der Parameter
der bedingten iid Approximation von Y1, . . . , Yn gegeben x ist deﬁniert durch
ψx := ψ (Y1, . . . , Yn|x)
:=
∥∥∥∥P ((Y1, . . . , Yn) ∈ ·|X = x)− nX
i=1
P
eYi|X=x
∥∥∥∥ (2.3)
bzw. heißt
ψ := ψ (Y1, . . . , Yn)
:=
∫ ∥∥∥∥P ((Y1, . . . , Yn) ∈ ·|X = x)− nX
i=1
P
eYi|X=x
∥∥∥∥ dL (X) (x) (2.4)
der Parameter der bedingten iid Approximation von Y1, . . . , Yn mit
P
(
Y˜i ∈ ·|X = x
)
= P (Y1 ∈ ·|X = x) .
2.2. Approximativ bedingt iid in stochastischen
Volatilitätszeitreihen
Der nachfolgende Satz liefert eine obere Schranke für den Parameter der beding-
ten iid Approximation im Rahmen von stochastischen Volatilitätszeitreihen. Hierbei
werden Y1, . . . , Yn ersetzt durch Rt+1, . . . , Rt+n und X ersetzt durch den Anfangs-
zustand Xt. Das Resultat zeigt, dass die obere Schranke lediglich von den bedingten
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Randverteilungen der einzelnen Zufallsvariablen Rt+i und Rt+1 für i = 2, . . . , n ab-
hängt.
Satz 2.2.1. Sei Rt+1, . . . , Rt+n eine stochastische Volatilitätszeitreihe mit Anfangs-
zustand Xt wie in Deﬁnition 1.1.3. Es gilt
ψ (Rt+1, . . . , Rt+n|xt)
≤
n∑
i=2
∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r, Xt = xt)
−P (Rt+1 ∈ ·|Xt = xt)||d(L(Rt+1))i−1(r),
wobei (L(Rt+1))i−1 = Xi−1k=1L(Rt+1).
Für den Beweis dieses Resultats werden Hilfsresultate in Form von Lemma 2.2.2
sowie der Korollare 2.2.5 und 2.2.6 herangezogen. Im Folgenden gelte die nachste-
hende Voraussetzung:
Allgemeine Voraussetzung Seien X, X˜, ε, ε˜ Zufallsvariablen auf einem messba-
ren Raum (S,B) mit X unabhängig von ε und ε, ε˜ unabhängig von X˜. Des Weiteren
seien g, g˜ : (S × S,B × B) → (T, C) messbare Funktionen und L(X) und L(X˜) die
Verteilungen von X und X˜.
Lemma 2.2.2 zeigt, dass sich der Variationsabstand von gewissen verbundenen
Verteilungen wie sie z.B. in stochastischen Volatilitätszeitreihen auftreten, abschät-
zen lässt, indem der Variationsabstand der jeweils ersten Randverteilungen und der
ausintegrierte Variationsabstand von bestimmten Verteilungen der zweiten Kompo-
nente betrachtet wird.
Lemma 2.2.2. Es gilt
||L(X, g(X, ε))− L(X˜, g˜(X˜, ε˜))||
≤ ||L(X)−L(X˜)||+
∫
||L(g(x, ε))− L(g˜(x, ε˜))|| dL(X˜)(x).
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Beweis Mit Hilfe der Dreiecksungleichung gilt
||L(X, g(X, ε))−L(X˜, g˜(X˜, ε˜))||
≤
∥∥∥L (X, g(X, ε))− L(X˜, g(X˜, ε))∥∥∥
+
∥∥∥L(X˜, g(X˜, ε))− L(X˜, g˜(X˜, ε˜))∥∥∥
≤ ||L(X)− L(X˜)||+
∫
||L(g(x, ε))−L(g˜(x, ε˜))|| dL(X˜)(x), (2.5)
wobei die letzte Ungleichung noch zu zeigen ist. Der Beweis dazu wird separat auf
zwei verschiedenen Wegen geführt (mit und ohne Annahme von Dichten).

Hierzu werden einige Hilfsresultate benötigt. Der Beweis der Ungleichung (2.5)
wird in zwei Teile aufgegliedert. Zum einen erfolgt der Beweis im allgemeinen Fall
unter der Benutzung des Konvexitäts- und Monotoniesatzes (Lemmata A.0.3 und
A.0.2 im Anhang A) und zum anderen mit Hilfe der gemeinsamen Dichten. Der Spe-
zialfall, dass eine gemeinsame Dichte von X und g(X, ε) bzw. von X˜ und g˜(X˜, ε˜)
existiert, wird ebenfalls gezeigt, da im Fall der Berechnung des Parameters der be-
dingten iid Approximation von GARCH(1,1)–Zeitreihen die gemeinsamen Dichten
existieren (vgl. Abschnitt 2.3).
Beweis mittels Konvexitäts- und Monotoniesatz
Zunächst werden die Lemmata A.0.3 und A.0.2 im Anhang A für den Beweis von
Ungleichung (2.5) verwendet. Für eine Referenz siehe Reiss (1993), Abschnitte 1.4
und 3.1.
Beweis von Ungleichung (2.5) Um die Ungleichung zu beweisen, wird gezeigt,
dass ∥∥∥L (X, g(X, ε))−L(X˜, g(X˜, ε))∥∥∥ ≤ ||L(X)−L(X˜)|| (2.6)
und∥∥∥L(X˜, g(X˜, ε))− L(X˜, g˜(X˜, ε˜))∥∥∥ ≤ ∫ ||L(g(x, ε))− L(g˜(x, ε˜))|| dL(X˜)(x).(2.7)
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Für die linken Seiten der Ungleichungen (2.6) und (2.7) mit G(·|x) = δx×L(g(x, ε))
und (GL(X)) (B × C) = ∫ G(B × C|x)dL(X)(x) für B × C ∈ B × C gilt∥∥∥L (X, g(X, ε))−L(X˜, g(X˜, ε))∥∥∥ = ‖GL(X)−GL(X˜)‖
und ∥∥∥L(X˜, g(X˜, ε))− L(X˜, g˜(X˜, ε˜))∥∥∥ = ‖GL(X˜)− G˜L(X˜)‖.
Dies ergibt sich, da sich L (X, g (X, ε)) darstellen lässt als
L (X, g (X, ε)) (B × C) = P{X ∈ B, g (X, ε) ∈ C}
=
∫
B
P (g (X, ε) ∈ C|X = x) dL (X) (x)
und mit der Unabhängigkeit von ε und X folgt mittels Lemma 1.1.6, dass
L (X, g (X, ε)) (B × C) =
∫
B
L (g (x, ε)) (C) dL (X) (x)
=
∫
δx (B)L (g (x, ε)) (C) dL (X) (x) , (2.8)
wobei δx(B) := 1B(x), B ∈ B, das Dirac–Maß mit Masse 1 in x ist. Somit gilt
L (X, g (X, ε)) (B × C) =
∫
(δx × L (g (x, ε))) (B × C) dL (X) (x) (2.9)
und weiter
L (X, g (X, ε)) (B × C) =
∫
G(B × C|x) dL (X) (x)
= (GL(X)) (B × C) .
Mit L
(
X˜, g(X˜, ε)
)
und L(X˜, g˜(X˜, ε˜)) wird analog verfahren, wobei G˜(·|x) = δx ×
L(g˜(x, ε˜)).
Unter Anwendung der Lemmata A.0.2 und A.0.3 ist die Ungleichung (2.6) be-
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wiesen, d.h.∥∥∥L (X, g(X, ε))− L(X˜, g(X˜, ε))∥∥∥ = ‖GL(X)−GL(X˜)‖ L.A.0.2≤ ||L(X)− L(X˜)||.
Die linke Seite von (2.7) lässt sich abschätzen durch∥∥∥L(X˜, g(X˜, ε))− L(X˜, g˜(X˜, ε˜))∥∥∥ = ‖GL(X˜)− G˜L(X˜)‖
L.A.0.3≤
∫
||G(·|x)− G˜(·|x)|| dL(X˜)(x).
Somit ist noch zu zeigen, dass∫
||G(·|x)− G˜(·|x)|| dL(X˜)(x) =
∫
||L(g(x, ε))− L(g˜(x, ε˜))|| dL(X˜)(x).
Dies folgt daraus, dass die ersten Komponenten in den einbezogenen Produktmaßen
identisch sind. Da die erste Komponente dem Dirac–Maß entspricht und mit Dx =
{y ∈ T : (x, y) ∈ D}, wobei D ∈ B × C, x ∈ S, ist∫
||G(·|x)− G˜(·|x)|| dL(X˜)(x)
=
∫
|| (δx × L(g(x, ε)))− (δx × L(g˜(x, ε˜))) || dL(X˜)(x)
=
∫
sup
D∈B×C
|(δx × L(g(x, ε))) (D)− (δx × L(g˜(x, ε˜))) (D)| dL(X˜)(x)
=
∫
sup
D∈B×C
∣∣∣∣∫ L(g(x0, ε))(Dx0) dδx(x0)− ∫ L(g˜(x0, ε˜))(Dx0) dδx(x0)∣∣∣∣ dL(X˜)(x)
=
∫
sup
D∈B×C
|L(g(x, ε))(Dx)− L(g˜(x, ε˜))(Dx)| dL(X˜)(x)
=
∫
sup
C∈C
|L(g(x, ε))(C)−L(g˜(x, ε˜))(C)| dL(X˜)(x).
Die letzte Gleichung folgt, da zu jedem C und x D so gewählt werden kann, dass
C = Dx. Setze hierzu D = S × C = {(x, y) : x ∈ S, y ∈ C}, dann ist Dx = {y ∈ T :
(x, y) ∈ D} = {y ∈ T : (x, y) ∈ S × C} = C. Somit ist∫
||G(·|x)− G˜(·|x)|| dL(X˜)(x) =
∫
||L(g(x, ε))− L(g˜(x, ε˜))|| dL(X˜)(x)
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und damit ist die Ungleichung (2.7) und insgesamt (2.5) bewiesen.

Beweis unter Verwendung gemeinsamer Dichten
Im Folgenden wird nun unter Verwendung der gemeinsamen Dichten die Unglei-
chung (2.5) bewiesen. Zunächst werden zwei Lemmata vorgestellt, bei denen im Fall
der Existenz der verbundenen Dichte die Ungleichungen (2.6) und (2.7) als Glei-
chungen formuliert werden können.
Lemma 2.2.3. Es gelte (X, g(X, ε)) und (X˜, g(X˜, ε)) besitzen Dichten bezüglich des
Produktmaßes µ× ν. Dann gilt∥∥∥L (X, g(X, ε))−L(X˜, g(X˜, ε))∥∥∥ = ||L(X)−L(X˜)||. (2.10)
Beweis Setze Y := g(X, ε) und Y˜ := g(X˜, ε). Des Weiteren besitze (X, Y ) die
Dichte f (x, y) = f (y|x) f (x) und f˜ (x, y) = f (y|x) f˜ (x) die gemeinsame Dichte
von X˜ und Y˜ mit f(x) > 0 und f˜(x) > 0. Wegen der Unabhängigkeitsannahmen
und Lemma 1.1.6 ist f (y|x) sowohl die bedingte Dichte von Y bedingt nach X = x
als auch die bedingte Dichte von Y˜ bedingt nach X˜ = x. f und f˜ bezeichnen die
µ–Dichten der Verteilung von X und X˜, dann gilt
∥∥∥L (X, g(X, ε))−L(X˜, g(X˜, ε))∥∥∥
=
∥∥∥L (X, Y )− L(X˜, Y˜ )∥∥∥ = 1
2
∫ ∫ ∣∣∣f (x, y)− f˜ (x, y)∣∣∣ dν (y) dµ (x)
=
1
2
∫ ∫ ∣∣∣f (x)− f˜ (x)∣∣∣ f (y|x) dν (y)dµ (x)
=
1
2
∫ ∣∣∣f (x)− f˜ (x)∣∣∣ ∫ f (y|x) dν (y)dµ (x) = ∥∥∥L (X)− L(X˜)∥∥∥ , (2.11)
wobei
∫
f (y|x) dν (y) = 1.

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Lemma 2.2.4. Es gelte
(
X˜, g(X˜, ε)
)
und (X˜, g˜(X˜, ε˜)) besitzen Dichten bezüglich
des Produktmaßes µ× ν besitzen. Dann gilt∥∥∥L(X˜, g(X˜, ε))−L(X˜, g˜(X˜, ε˜))∥∥∥ = ∫ ||L(g(x, ε))− L(g˜(x, ε˜))|| dL(X˜)(x).
(2.12)
Beweis Setze Y˜ := g(X˜, ε) und Y¯ := g˜(X˜, ε˜). Des Weiteren bezeichne f˜ (x, y) die
gemeinsame Dichte von X˜ und Y˜ und f¯ (x, y) ist die gemeinsame Dichte von X˜ und
Y¯ . Zudem sei f˜ (y|x) = f˜ (x, y) /f˜(x) und f¯ (y|x) = f¯ (x, y) /f˜(x), f˜(x) > 0, wobei
f˜ die µ–Dichte der Verteilung von X˜ bezeichnet.∥∥∥L(X˜, g(X˜, ε))− L(X˜, g˜(X˜, ε˜))∥∥∥ = ∥∥∥L(X˜, Y˜ )− L(X˜, Y¯ )∥∥∥
=
1
2
∫ ∫ ∣∣∣f˜ (x, y)− f¯ (x, y)∣∣∣ dν (y)dµ (x)
=
∫
f˜ (x)
1
2
∫ ∣∣∣f˜ (y|x)− f¯ (y|x)∣∣∣ dν (y) dµ (x)
=
∫ ∥∥∥P (Y˜ ∈ ·|X˜ = x)− P (Y¯ ∈ ·|X˜ = x)∥∥∥ dL(X˜) (x)
=
∫ ∥∥∥P (g(X˜, ε) ∈ ·|X˜ = x)− P (g˜(X˜, ε˜) ∈ ·|X˜ = x)∥∥∥ dL(X˜) (x)
=
∫
||L(g(x, ε))−L(g˜(x, ε˜))|| dL(X˜)(x).

Somit kann der Beweis der Ungleichung (2.5) unter Verwendung der gemeinsa-
men Dichten formuliert werden.
Beweis von Ungleichung (2.5) Unter Verwendung der Lemmata 2.2.3 und 2.2.4
folgt die Behauptung und es gilt Gleichheit in (2.5).

Nachdem nun das Lemma 2.2.2 mit Hilfe des Konvexitäts- und Monotoniesat-
zes bzw. durch Existenz der verbundenen Dichten bewiesen wurde, erfolgt nun eine
Übertragung von Lemma 2.2.2 auf den Variationsabstand der gemeinsamen Vertei-
lungen von stochastischen Volatilitätszeitreihen.
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Korollar 2.2.5. Seien X1, ε2, . . . , εn unabhängige Zufallsvariablen. Für i = 2, . . . , n
deﬁniere rekursiv
Xi = gi(X1,i−1, εi),
wobei X1,i−1 = (X1, . . . , Xi−1). Deﬁniere gleichermaßen X˜i basierend auf ε˜i und g˜i.
Des Weiteren seien X˜1, ε2, . . . , εn unabhängig. Dann gilt
||L(X1,n)− L(X˜1,n)||
≤ ||L(X1)− L(X˜1)||
+
n∑
i=2
∫
||L(gi(x1,i−1, εi))− L(g˜i(x1,i−1, ε˜i))|| dL(X˜1,i−1)(x1,i−1) .
Beweis Unter Verwendung der Darstellung
X1,i = (X1,i−1, Xi) = (X1,i−1, gi(X1,i−1, εi))
folgt die Behauptung mit Lemma 2.2.2 und Induktion über n, wobei X = X1,i−1,
ε = εi und g = gi. Für den Induktionsanfang n = 2 gilt mit X1 unabhängig von ε2,
dass
||L(X1,2)− L(X˜1,2)||
= ||L(X1, g2(X1,1, ε2))−L(X˜1, g˜2(X˜1,1, ε˜2))||
L.2.2.2≤ ||L(X1)−L(X˜1))||
+
∫
||L(g2(x1,1, ε2))−L(g˜1(x1,1, ε˜2))|| dL(X˜1,1)(x1,1).
Es gilt, dass X1,n−1 und εn unabhängig sind, da X1,n−1 mit rekursivem Einsetzen
nur noch von X1, ε2, . . . , εn−1 abhängt und unter der Voraussetzung der Unabhän-
gigkeit von X1, ε2, . . . , εn folgt für den Induktionsschritt von n − 1 nach n mit der
Induktionsvoraussetzung, dass
||L(X1,n)− L(X˜1,n)||
= ||L(X1,n−1, gn(X1,n−1, εn))− L(X˜1,n−1, g˜n(X˜1,n−1, ε˜n))||
L.2.2.2≤ ||L(X1,n−1)− L(X˜1,n−1))||
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+
∫
||L(gn(x1,n−1, εn))−L(g˜n(x1,n−1, ε˜n))|| dL(X˜1,n−1)(x1,n−1)
Ind.vor.≤ ||L(X1)−L(X˜1)||
+
n−1∑
i=2
∫
||L(gi(x1,i−1, εi))−L(g˜i(x1,i−1, ε˜i))|| dL(X˜1,i−1)(x1,i−1)
+
∫
||L(gn(x1,n−1, εn))−L(g˜n(x1,n−1, ε˜n))|| dL(X˜1,n−1)(x1,n−1).

Weiter wird Korollar 2.2.5 neu formuliert im bedingten Zusammenhang.
Korollar 2.2.6. Seien X0, ε1, . . . , εn unabhängige Zufallsvariablen. Deﬁniere R1 =
g1(X0, ε1) und
Ri = gi(X0,R1,i−1, εi), i = 2, . . . , n, (2.13)
wobei R1,i−1 = (R1, . . . , Ri−1). Deﬁniere analog R˜i basierend auf X0, ε˜i und g˜i.
Dann,
||P (R1,n ∈ ·|X0 = x0)− P (R˜1,n ∈ ·|X0 = x0)||
≤ ||L(X1)− L(X˜1)||
+
n∑
i=2
∫
||L(gi(x0,x1,i−1, εi))− L(g˜i(x0,x1,i−1, ε˜i))|| dL(X˜1,i−1)(x1,i−1),
wobei Xi und X˜i rekursiv deﬁniert sind wie in (2.13) mit X0 ersetzt durch x0.
Beweis Man überprüfe, dass die bedingte Verteilung von R1,n und R˜1,n bedingt
nach X0 = x0 dargestellt werden kann als die gemeinsamen Verteilungen von X1,i
und X˜1,i. Aufgrund dessen impliziert Korollar 2.2.5 die Behauptung. 
Nun kann der Beweis des Satzes 2.2.1 zusammengefasst werden, wobei dieser
Satz das Hauptresultat der Arbeit darstellt.
Beweis von Satz 2.2.1 Der Satz folgt direkt aus Korollar 2.2.6 mit g1(x, y) =
σt+1(x)y, gi(x, r, y) = σt+i(x, r)y und g˜1(x, y) = g˜i(x, r, y) = σt+1(x)y. 
Dieses allgemeine Resultat vereinfacht nun die weiteren Berechnungen in den
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Abschnitten 2.3 und 3, in denen speziell der Parameter der bedingten iid Appro-
ximation in GARCH(1,1)–Zeitreihen und dessen Übertragung auf die Prognose der
oberen Schranke des bedingten n–Tages VaR thematisiert wird.
2.3. Approximativ bedingt iid in
GARCH(1,1)–Zeitreihen
In diesem Abschnitt wird Satz 2.2.1 angewendet auf GARCH(1,1)–Zeitreihen. Bevor
jedoch näher auf diese Anwendung eingegangen wird, wird zunächst der Variations-
abstand für bestimmte Verteilungen untersucht.
Bedingung 2.3.1. Sei Q eine symmetrische Verteilung mit Lebesgue–Dichte f und
sei Qσ die zugehörige Verteilung mit Skalenparameter σ. Es gelte f(x) = fσ(x) für
genau zwei Werte x und für genau ein ξ ∈ R ist f auf (−∞, ξ) monoton wachsend
und auf (ξ,∞) monoton fallend.
Satz 2.3.2. Falls die Bedingung 2.3.1 erfüllt ist, gilt
‖Q−Qσ‖ = 1
2
∫
|f(x)− fσ (x)| dx = 1
2
∫ ∣∣∣∣f(x)− 1σf (xσ)
∣∣∣∣ dx
≤ ∣∣σ2 − 1∣∣Cmax,
wobei Cmax das Maximum von xf(x) für x > 0 ist.
Beweis Für Q und Qσ mit Lebesgue–Dichten f und fσ erhält man∫
|f(x)− fσ (x)| dx =
∫ ∣∣∣∣f(x)− 1σf (xσ)
∣∣∣∣ dx
= 4
∣∣∣∣F (−x∗σ
)
− F (−x∗)
∣∣∣∣
= 4
∣∣∣∣F (x∗)− F (x∗σ
)∣∣∣∣ ,
wobei F die zu f gehörige Verteilungsfunktion ist und −x∗ und x∗ sind die zwei
Werte für die f(x) = fσ(x). Im Folgenden sei σ > 1. Die Aussage für σ < 1 kann
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analog gezeigt werden. Man erhält
‖Q−Qσ‖ = 1
2
∫ ∣∣∣∣f(x)− 1σf (xσ)
∣∣∣∣ dx = 12 · 4
∣∣∣∣F (x∗)− F (x∗σ
)∣∣∣∣
≤ 2f
(
x∗
σ
)∣∣∣∣x∗ − x∗σ
∣∣∣∣ = 2 · x∗σ f
(
x∗
σ
)
|1− σ|
≤ 2 |1− σ|max
z≥0
zf(z) =: 2 |1− σ|Cmax ≤
∣∣σ2 − 1∣∣Cmax,
wobei die letzte Ungleichung aus σ > 1 folgt.

Sieht man sich die Spezialfälle der Normalverteilung und Student–Verteilung
an, so ist die Bedingung f(x) = fσ(x) für genau zwei Werte x gültig und Cmax lässt
sich einfach berechnen.
Bemerkung 2.3.3.
(i) Falls f die Standardnormalverteilungsdichte ist mit
f(x) =
1√
2π
exp
(
−x
2
2
)
, x ∈ R, (2.14)
dann gilt
Cmax =
1√
2π
exp
(
−1
2
)
≈ 0.24.
(ii) Falls f die Standard–Student–Dichte ist mit Gestaltsparameter κ > 0 und
f(x) =
Γ
(
κ
2
+ 1
2
)
Γ
(
κ
2
)√
π
√
κ
(
1 +
x2
κ
)−(1+κ)/2
, x ∈ R, (2.15)
wobei Γ(x) die Gamma–Funktion bezeichnet mit Γ(x) =
∫∞
0
tx−1 exp(−t)dt,
dann gilt
Cmax =
Γ
(
κ
2
+ 1
2
) (
1 + 1
κ
)−(κ+1)/2
Γ
(
κ
2
)√
π
√
κ
.
Im Fall der Normalverteilung kann man alternativ auch Lemma 12 in Pfanzagl
(1973) anwenden. Dieses Resultat beschreibt den Variationsabstand von zwei d–
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dimensionalen Normalverteilungen.
Lemma 2.3.4 (Variationsabstand von zwei Normalverteilungen). Es gilt, dass
‖NC −NI‖ ≤ d2d+1 ‖C − I‖2 ,
wobei NC die d–dimensionale Normalverteilung mit Kovarianzmatrix C darstellt. I
bezeichnet die Einheitsmatrix sowie ‖·‖2 die euklidische Matrixnorm.
In Lemma 2.3.4 erhält man somit eine ähnliche obere Schranke mit der Kon-
stanten Cmax = 4 anstelle der Konstanten Cmax ≈ 0.24 aus Satz 2.3.2.
Die Sätze 2.2.1 und 2.3.2 liefern nun die Grundvoraussetzungen für das Hauptre-
sultat, eine obere Schranke für den Parameter der bedingten iid Approximation für
n aufeinander folgende Zufallsvariablen von GARCH(1,1)–Zeitreihen. Die Approxi-
mation hängt lediglich von den Parametern α und β der GARCH(1,1)–Zeitreihe und
der Anzahl n der aufeinander folgenden Zufallsvariablen ab.
Satz 2.3.5. Sei {Rt}t∈Z eine GARCH(1,1)–Zeitreihe mit ER2t <∞, α+ β < 1 und
L(εt) = Q genüge der Bedingung 2.3.1. Dann gilt für jedes n ∈ N,
ψ (Rt+1, . . . , Rt+n) ≤ Cmax
(
α
1− β + 1
)(
n− 1− β
n
1− β
)
=: Cmax ·B (α, β, n) (2.16)
mit Cmax deﬁniert wie in Satz 2.3.2.
Bemerkung 2.3.6.
(i) Für alle GARCH(1,1)–Zeitreihen, welche die Bedingungen ER2t <∞ und α+
β < 1 erfüllen, hängt die obere Schranke von ψ in Ungleichung (2.16) nicht
von der Vergangenheit ab. Eine von der Vergangenheit abhängige Schranke
ψxt beﬁndet sich im nachstehenden Beweis, siehe (2.20). D.h.
ψ (Rt+1, . . . , Rt+n|xt) ≤ Cmax · B (α, β, n,xt) .
(ii) Eine Taylorentwicklung von
h(β) = 1− βn
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um 1 mit der Zwischenstelle ξ ∈ (β, 1) liefert
Cmax
(
α
1− β + 1
)(
n− 1− β
n
1− β
)
= Cmax
(
α
1− β + 1
)(
n− n(1− β) + 1/2(1− β)
2((n− n2)ξn−2)
1− β
)
≤ Cmax
(
α
1− β + 1
)(
n− (n+ 1/2(1− β)(n− n2))) ,
da sich ξ mit 1 abschätzen lässt und mit α < 1− β gilt weiterhin
Cmax
(
α
1− β + 1
)(
n− 1− β
n
1− β
)
≤ (α + 1− β) n
2 − n
2
= O (α + 1− β)
für festes n ∈ N. Die rechte Seite von Gleichung (2.16) ist somit von der
Ordnung O(α+ 1− β) für β → 1 und α→ 0 einschließlich eines Terms n2.
Nachfolgend wird der Beweis des Hauptresultats Satz 2.3.5 vorgestellt.
Beweis von Satz 2.3.5 Aus vereinfachenden Gründen wird in Teil (a) zunächst
der Fall für n = 2 veriﬁziert. In einem nächsten Schritt werden die notwendigen
Modiﬁkationen für den allgemeinen Fall in Teil (b) angegeben.
(a) Wendet man die Gleichung (2.1) und Bemerkung 1.2.6 (i) an, so erhält man
1
2
∫ ∣∣∣∣∣fσt+1(xt) (rt+1) fσt+2(xt,rt+1) (rt+2)
−
2∏
i=1
fσt+1(xt) (rt+i)
∣∣∣∣∣ drt+1rt+2
=
∫
fσt+1(xt) (rt+1)
·1
2
∫ ∣∣(fσt+2(xt,rt+1) (rt+2)− fσt+1(xt) (rt+2))∣∣ drt+2drt+1,
wobei f die Lebesgue–Dichte von Q ist. Das innere Integral ist der Variati-
onsabstand von zwei Verteilungen mit den verschiedenen Skalenparametern
σt+2(xt, rt+1) und σt+1(xt), der durch
∥∥Qσt+1(xt) −Qσt+2(xt,rt+1)∥∥ bezeichnet
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wird. Mit Satz 2.3.2 und Substitution von y/σt+1(xt) durch z gilt∥∥Qσt+2(xt,rt+1) −Qσt+1(xt)∥∥
=
1
2
∫ ∣∣fσt+2(xt,rt+1)(y)− fσt+1(xt)(y)∣∣ dy
=
1
2
∫ ∣∣∣∣fσt+2(xt,rt+1)
σt+1(xt)
(z)− f(z)
∣∣∣∣ dz
=
∥∥∥∥Qσt+2(xt,rt+1)
σt+1(xt)
−Q
∥∥∥∥ S.2.3.2≤ Cmax ∣∣∣∣σ2t+2(xt, rt+1)σ2t+1(xt) − 1
∣∣∣∣ . (2.17)
Und somit gilt mit Hilfe der Dreiecksungleichung und der Darstellungen
σ2t+1(xt) =
ζ
1− β + α
∞∑
j=0
βjr2t−j
sowie
σ2t+i(xt, rt+1,t+i−1) =
ζ
1− β + α
∞∑
j=0
βjr2t+i−j−1
für i = 2, . . . , n,
1
2
∫ ∣∣∣∣∣fσt+1(xt) (rt+1) fσt+2(xt,rt+1) (rt+2)−
2∏
i=1
fσt+1(xt) (rt+i)
∣∣∣∣∣drt+1rt+2
≤
∫
fσt+1(xt) (rt+1) · Cmax
∣∣∣∣∣
ζ
1−β + α
∑∞
j=0 β
jr2t−j+1
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣ drt+1
≤ Cmax
∫
fσt+1(xt) (rt+1) ·
αr2t+1
ζ
1−β + α
∑∞
j=0 β
jr2t−j
drt+1
+Cmax
∫
fσt+1(xt) (rt+1)
∣∣∣∣∣
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣ drt+1
= Cmax
(
α ·
ζ
1−β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=0 β
jr2t−j
+
∣∣∣∣∣
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣
)
≤ Cmax
(
α +
∣∣∣∣∣
ζ
1−β + αβ
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣
)
.
Da β < 1 erhält man, dass ζ
1−β + αβ
∑∞
j=0 β
jr2t−j <
ζ
1−β + α
∑∞
j=0 β
jr2t−j und
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somit ∣∣∣∣∣
ζ
1−β + αβ
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣ = 1−
ζ
1−β + αβ
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=0 β
jr2t−j
= 1− β ·
ζ
(1−β)β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=0 β
jr2t−j
< 1− β.
Insgesamt ergibt sich
1
2
∫ ∣∣∣∣∣
2∏
i=1
fσt+1(xt) (rt+i)− fσt+1(xt) (rt+1) fσt+2(xt,rt+1) (rt+2)
∣∣∣∣∣ drt+1rt+2
≤ Cmax (α + 1− β) . (2.18)
(b) Des Weiteren werden nun die benötigten Modiﬁkationen angegeben um die
Aussage für n ≥ 3 zu beweisen. In Analogie zu Teil (a) kann man eine obere
Schranke von ∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r,Xt = xt)
−P (Rt+1 ∈ ·|Xt = xt)|| d(L(Rt+1))i−1(r)
ermitteln. Nach Satz 2.3.2 und der Gestalt von σ2t+i(xt, rt+1,t+i−1) ist∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r,Xt = xt) (2.19)
−P (Rt+1 ∈ ·|Xt = xt)|| d(L(Rt+1))i−1(r)
≤
∫
Cmax
∣∣∣∣∣
ζ
1−β + α
∑∞
j=0 β
jr2t+i−j−1
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣ d(L(Rt+1))i−1(r)
= Cmax
∫ ∣∣∣∣∣α
∑i−2
j=0 β
jr2t−j+i−1 +
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣
·fσt+1(xt) (rt+i−1) · . . . · fσt+1(xt) (rt+1) drt+i−1 . . . drt+1
≤ Cmax
(
α
(
i−2∑
j=0
βj
)
+
∣∣∣∣∣
ζ
1−β + αβ
i−1∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=0 β
jr2t−j
− 1
∣∣∣∣∣
)
(2.20)
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≤ Cmax
(
α
(
i−2∑
j=0
βj
)
+ 1− βi−1
)
, (2.21)
wobei der letzte Schritt analog zu Teil (a) aus β < 1 folgt. Wendet man nun
Satz 2.2.1 im Fall von GARCH(1,1)–Zeitreihen an, so erhält man
ψ (Rt+1, . . . , Rt+n|xt)
≤
n∑
i=2
Cmax
(
α
i−2∑
j=0
βj + 1− βi−1
)
= Cmax
n∑
i=2
(
α · 1− β
i−1
1− β + 1− β
i−1
)
= Cmax
n∑
i=2
(
1− βi−1)( α
1− β + 1
)
= Cmax
(
α
1− β + 1
) n−2∑
i=0
(
1− βi+1)
= Cmax
(
α
1− β + 1
)(
n− 1−
(
n−1∑
i=0
βi − 1
))
= Cmax
(
α
1− β + 1
)(
n− 1− β
n
1− β
)
und sogar
ψ (Rt+1, . . . , Rt+n) ≤ Cmax
(
α
1− β + 1
)(
n− 1− β
n
1− β
)

Die nachfolgende Tabelle 2.1 zeigt die obere Schranke für den Parameter der
bedingten iid Approximation für n aufeinander folgende Zufallsvariablen von den
verwendeten GARCH(1,1)–Zeitreihen auf Basis von normalverteilten Innovationen
(εt ∼ N(0,1)) in Abhängigkeit der Parameter α, β und der Anzahl n der aufeinander
folgenden Zufallsvariablen. Hierbei ist nach Bemerkung 2.3.3 Cmax = 1√2π exp
(−1
2
) ≈
0.24.
In den folgenden Tabellen wird n so gewählt, dass ein Zeitfenster von wöchent-
lich (ca. 5 Handelstage), 10–tägig (für gewisse Handelsbuchpositionen wird im inter-
nen Modell die Berechnung des 10–tägigen VaR gefordert, siehe Basel Committee on
Banking Supervision (2009)) und 3–monatig (ca. 63 Handelstage) betrachtet wird.
Des Weiteren wird β nahe bei 1 und α nahe bei 0 gewählt. In realen Datensät-
zen beobachtet man ebenfalls solche Werte der Parameter bei der Anpassung von
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GARCH(1,1)–Zeitreihen an z.B. tägliche log–Renditen (siehe RiskMetrics Group
(1996), Franses u. van Dijk (2000)). Um die Stationarität der GARCH(1,1)–Zeitreihe
zu gewährleisten wird die Bedingung α < 1− β aus Lemma 1.2.2 zugrunde gelegt.
Wählt man α und β nicht geeignet, wird die obere Schranke für den Parameter der
bedingten iid Approximation zu groß und man erhält keine angemessene Schran-
ke, da der Variationsabstand nicht Werte größer als 1 annehmen kann. Aus diesem
Grund sind die Werte größer als 1 nicht als aussagekräftige obere Schranken anzu-
sehen.
α β n=5 n=10 n=63
0.09 0.9 0.4160 1.603 24.3725
0.009 0.9 0.2387 0.9196 13.9821
0.0009 0.9 0.2209 0.8513 12.9431
0.009 0.99 4.55·10−2 0.2015 7.3975
0.0009 0.99 2.61·10−2 0.1156 4.2439
0.0009 0.999 4.59·10−3 2.06·10−2 0.88
Tabelle 2.1.: Obere Schranke für den Parameter der bedingten iid Approximation in
GARCH(1,1)–Zeitreihen mit normalverteilten Innovationen.
Analog zum Fall der normalverteilten Innovationen kann ebenfalls eine obere
Schranke für den Parameter der bedingten iid Approximation auf Basis von Student–
verteilten Innovationen (siehe Gleichung (2.15)) in Betracht gezogen werden.
Cmax =
Γ
(
κ
2
+ 1
2
) (
1 + 1
κ
)−(κ+1)/2
Γ
(
κ
2
)√
π
√
κ
muss allerdings in Abhängigkeit vom Gestaltsparameter der Student–Verteilung κ
berechnet werden, siehe Bemerkung 2.3.3. Für κ = 3 erhält man
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α β n=5 n=10 n=63
0.09 0.9 0.3555 1.37 20.8247
0.009 0.9 0.2039 0.7858 11.9468
0.0009 0.9 0.1888 0.7274 11.059
0.009 0.99 3.89·10−2 0.1721 6.3207
0.0009 0.99 2.23·10−2 9.88·10−2 3.6261
0.0009 0.999 3.92·10−3 1.76·10−2 0.7518
Tabelle 2.2.: Obere Schranke für den Parameter der bedingten iid Approximation in
GARCH(1,1)–Zeitreihen mit Student–verteilten Innovationen mit Ge-
staltsparameter κ = 3.
α β n=5 n=10 n=63
0.09 0.9 0.3961 1.5261 23.2032
0.009 0.9 0.2272 0.8755 13.3113
0.0009 0.9 0.2103 0.8105 12.3221
0.009 0.99 4.33·10−2 0.1918 7.0426
0.0009 0.99 2.49·10−2 0.11 4.0403
0.0009 0.999 4.37·10−3 1.96·10−2 0.8377
Tabelle 2.3.: Obere Schranke für den Parameter der bedingten iid Approximation in
GARCH(1,1)–Zeitreihen mit Student–verteilten Innovationen mit Ge-
staltsparameter κ = 10.
Wegen Bemerkung 2.3.6 (ii) ist der Limes von Ungleichung (2.16) des Hauptre-
sultats (Satz 2.3.5) für festes n, β → 1 und α → 0 mit α + β < 1 gleich 0. Dies
bedeutet, dass die obere Schranke des Parameters der bedingten iid Approximation
ψ (Rt+1, . . . , Rt+n) für festes n gegen 0 konvergiert.
Weiter ist auﬀällig ist, dass die obere Schranke des Parameters für die Student–
verteilten Innovationen kleiner gleich der oberen Schranke des Parameters für die
normalverteilten Innovationen bei gleichen Parametern und der gleichen Anzahl n
von aufeinander folgenden Zufallsvariablen ist, siehe Tabellen 2.1, 2.2 und 2.3.
Für den Vergleich des Parameters bezüglich normalverteilter und Student–
verteilter Innovationen besteht der einzige Unterschied in der Berechnung des Varia-
tionsabstandes der zugehörigen Verteilungen, vgl. Beweis des Hauptresultats (Satz
2.3.5). Lemma 2.3.7 beschreibt das Resultat, dass bei Variation des Skalenparame-
ters der Variationsabstand von Student–Verteilungen kleiner oder gleich dem Varia-
tionsabstand von Normalverteilungen ist, d.h. Cmax wird kleiner je mehr Masse in
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den Flanken vorhanden ist.
Lemma 2.3.7. Es gilt
||Qκ −Qκ,σ|| ≤ ||N −Nσ||,
wobei Qκ die Standard–Student–Verteilung mit Gestaltsparameter κ und Qκ,σ die
zugehörige Student–Verteilung mit Gestaltsparameter κ und Skalenparameter σ dar-
stellt. N ist die Standardnormalverteilung und Nσ die zugehörige Normalverteilung
mit Skalenparameter σ.
Beweis Man betrachtet zunächst den Variationsabstand von zwei Student–Vertei-
lungen (Lebesgue–Dichte siehe Bemerkung 2.3.3, Gleichung (2.15)). Student–Vertei-
lungen können auch als Mischungen angesehen werden, d.h.
‖Qκ −Qκ,σ‖ =
∥∥∥L(V/ (Z/r)1/2)− L(σV/ (Z/r)1/2)∥∥∥
mit V als standardnormalverteilte Zufallsvariable, Z eine standardgammaverteilte
Zufallsvariable mit Gestaltsparameter r > 0, wobei V und Z unabhängig sind.
L(V/ (Z/r)1/2) ist somit eine Standard–Student–Verteilung mit Gestaltsparameter
κ = 2r, Reiss u. Thomas (2007) Abschnitt 6.3. Es gilt
‖Qκ −Qκ,σ‖
=
∥∥∥∥∫ ∞
0
P
(
V/ (Z/r)1/2 ∈ ·|Z = z
)
dL (Z) (z)
−
∫ ∞
0
P
(
σV/ (Z/r)1/2 ∈ ·|Z = z
)
dL (Z) (z)
∥∥∥∥ .
Unter Anwendung von Lemma 1.1.6 erhält man aufgrund der Unabhängigkeit von
V und Z
G (·|z) := P
(
V/ (Z/r)1/2 ∈ ·|Z = z
)
= P
(
V/ (z/r)1/2 ∈ ·
)
,
G˜ (·|z) := P
(
σV/ (Z/r)1/2 ∈ ·|Z = z
)
= P
(
σV/ (z/r)1/2 ∈ ·
)
.
Unter Verwendung dieser Darstellung gilt mit Hilfe des Konvexitätssatzes (Lemma
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A.0.3)
‖Qκ −Qκ,σ‖ = ‖GL(Z)− G˜L(Z)‖ ≤
∫ ∞
0
‖G(·|z)− G˜(·|z)‖dL(Z)(z)
=
∫ ∞
0
∥∥∥P (V/ (z/r)1/2 ∈ ·)− P (σV/ (z/r)1/2 ∈ ·)∥∥∥ dL (Z) (z) .
Die letzte Gleichung bedeutet, dass lediglich der ausintegrierte Variationsabstand
von Normalverteilungen mit unterschiedlichen Skalenparametern betrachtet werden
muss ∥∥∥P (V/ (Z/r)1/2 ∈ ·)− P (σV/ (Z/r)1/2 ∈ ·)∥∥∥
=
∥∥∥N0, 1
z/r
−N0, σ
z/r
∥∥∥
=
1
2
∫ ∣∣∣∣ϕ0, 1√
z/r
(x)− ϕ0, σ√
z/r
(x)
∣∣∣∣ dx,
wobei ϕ die Lebesgue–Dichte der Standardnormalverteilung ist. Eine Substitution
von x
√
z/r durch y liefert∥∥∥P (V/ (z/r)1/2 ∈ ·)− P (σV/ (z/r)1/2 ∈ ·)∥∥∥ = ‖P (V ∈ ·)− P (σV ∈ ·)‖
und insgesamt
‖Qκ −Qκ,σ‖ ≤
∫ ∞
0
‖P (V ∈ ·)− P (σV ∈ ·)‖ dL (Z) (z)
= ‖P (V ∈ ·)− P (σV ∈ ·)‖
= ‖N −Nσ‖ .

Man beachte, dass man als Zwischenresultat in (2.20) eine schärfere Abschät-
zung in Abhängigkeit von der exakten Gestalt der Vergangenheit der Zeitreihe be-
kommt. Hieraus ergibt sich nun die Fragestellung, wie gut die Abschätzung aus
(2.16) gegenüber dem Zwischenresultat in (2.20) ist.
Diese schärfere Abschätzung kann allerdings lediglich simuliert werden, d.h.
die Vergangenheit in Form der gewichteten Summe
∑∞
i=0 β
ir2t−i in Ungleichung
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(2.20) wird bezüglich der GARCH(1,1)–Zeitreihe mit den entsprechenden Parame-
tern α, β, ζ simuliert. Es ergibt sich jedoch die Problemstellung, dass man keine un-
endliche Vergangenheit betrachten kann. In diesem Fall wird bei 10000 abgebrochen
und die Simulation der gewichteten Summe erfolgt mit
∑10000
i=0 β
ir2t−i. Die Anzahl der
Simulationen der oberen Schranke der iid Approximation wird auf 4000 gesetzt und
ζ beträgt 0.00001. ζ wird sehr klein gewählt aufgrund der Fallstudien aus Kapitel 5
und RiskMetrics Group (1996) und Franses u. van Dijk (2000). Bei den Ergebnissen
in den nachstehenden Tabellen handelt es sich um die Mittelwerte der Simulationen
der oberen Schranke. Darunter wird die zugehörige Standardabweichung in Klam-
mern und in eckigen Klammern das Maximum angegeben.
Die Tabelle 2.4 zeigt nun die obere Schranke der bedingten iid Approximation
basierend auf dem Zwischenresultat (2.20) und normalverteilten Innovationen. Die
nachfolgenden Ergebnisse in den Tabellen 2.5 und 2.6 wurden analog simuliert aller-
dings auf Basis von Student–verteilten Innovationen mit Gestaltsparametern κ = 3
und κ = 10.
Vergleicht man die Tabellen 2.1, 2.2 und 2.3 mit den Tabellen 2.4, 2.5 und
2.6, so stellt man fest, dass das Maximum der simulierten oberen Schranken des
Parameters der bedingten iid Approximation kleiner gleich den oberen Schranken
ohne Miteinbeziehung der Vergangenheit aus den Tabellen 2.1, 2.2 und 2.3 ist. Dies
resultiert aus der Ungleichung (2.21). Aus dieser Ungleichung kann man ebenfalls
ableiten, dass die obere Schranke des Parameters klein ist, falls β nahe bei eins ist
und die Anzahl der aufeinander folgenden Zufallsvariablen n klein ist.
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α β n=5 n=10 n=63
0.09 0.9 0.3792 1.461 22.1951
(2.15·10−2) (8.44·10−2) (1.2857)
[0.415] [1.6009] [24.3447]
0.009 0.9 3.92·10−2 0.1513 2.3013
(5.85 ·10−3) (2.31 ·10−2) (0.353)
[6.89·10−2] [0.2502] [4.2291]
0.0009 0.9 3.93 ·10−3 1.52 ·10−2 0.2316
(6.27 ·10−4) (2.47 ·10−3) (3.84 ·10−2)
[7.36·10−3] [2.96 ·10−2] [0.4465]
0.009 0.99 4.29·10−2 0.19 6.9823
(6.96·10−4) (3.07·10−3) (0.1123)
[4.48·10−2] [0.198] [7.2737]
0.0009 0.99 4.31·10−3 1.91·10−2 0.7005
(2.02·10−4) (9.04·10−4) ( 3.29·10−2)
[5.07·10−3] [2.34·10−2] [0.8804]
0.0009 0.999 4.35·10−3 1.95·10−2 0.8333
(2.03·10−5) (9.05·10−5) (3.96·10−3)
[4.42·10−3] [1.95·10−2] [0.8461]
Tabelle 2.4.: Mittelwert der simulierten oberen Schranke für den Parameter der be-
dingten iid Approximation in GARCH(1,1)–Zeitreihen bezüglich nor-
malverteilter Innovationen und der Vergangenheit (siehe (2.20)). In
runden Klammern wird die Standardabweichung und in eckigen Klam-
mern das Maximum der simulierten oberen Schranke angegeben.
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α β n=5 n=10 n=63
0.09 0.9 0.2883 1.1123 16.9493
(3.38·10−2) (0.1303) (1.9944)
[0.3555] [1.3689] [20.8145]
0.009 0.9 3.21·10−2 0.1221 1.8627
(1.27 ·10−2) (4.6·10−2) (0.6917)
[0.1599] [0.7567] [11.0196]
0.0009 0.9 3.3 ·10−3 1.28 ·10−2 0.192
(2.52 ·10−3) (1.25 ·10−2) (0.1452)
[9.08·10−2] [0.5006] [6.4859]
0.009 0.99 3.48·10−2 0.1541 5.664
(1.9·10−3) (8.54·10−3) (0.3089)
[3.89·10−2] [0.1721] [6.3157]
0.0009 0.99 3.61·10−3 1.6·10−2 0.5878
(8.29·10−4) (3.45·10−3) (0.1354)
[1.97·10−2] [7.58·10−2] [2.8772]
0.0009 0.999 3.66·10−3 1.64·10−2 0.7013
(8.79·10−5) (4.0·10−4) (1.71·10−2)
[3.92·10−3] [1.76·10−2] [0.7515]
Tabelle 2.5.: Mittelwert der simulierten oberen Schranke für den Parameter der
bedingten iid Approximation in GARCH(1,1)–Zeitreihen bezüglich
Student–verteilter Innovationen mit Gestaltsparameter κ = 3 und der
Vergangenheit (siehe (2.20)). In runden Klammern wird die Standard-
abweichung und in eckigen Klammern das Maximum der simulierten
oberen Schranke angegeben.
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α β n=5 n=10 n=63
0.09 0.9 0.3569 1.3761 20.9167
(2.35·10−2) (8.98·10−2) (1.3554)
[0.3956] [1.5248] [23.1932]
0.009 0.9 3.71·10−2 0.1434 2.1832
(6.7 ·10−3) (2.63·10−2) (0.397)
[9.32·10−2] [0.3074] [4.752]
0.0009 0.9 3.74 ·10−3 1.44 ·10−2 0.2203
(7.21 ·10−4) (2.92 ·10−3) (0.0433)
[9.49·10−3] [4.78·10−2] [0.7912]
0.009 0.99 4.08·10−2 0.1806 6.6279
(7.98·10−4) (3.54·10−3) (0.1323)
[4.29·10−2] [0.1895] [6.9579]
0.0009 0.99 4.1·10−3 1.82·10−2 0.6667
(2.34·10−4) (1.06·10−3) (3.87·10−2)
[5.3·10−3] [2.33·10−2] [0.8602]
0.0009 0.999 4.14·10−3 1.86·10−2 0.7932
(2.36·10−5) (1.06·10−4) (4.54·10−3)
[4.22·10−3] [1.89·10−2] [0.8091]
Tabelle 2.6.: Mittelwert der simulierten oberen Schranke für den Parameter der
bedingten iid Approximation in GARCH(1,1)–Zeitreihen bezüglich
Student–verteilter Innovationen mit Gestaltsparameter κ = 10 und der
Vergangenheit (siehe (2.20)). In runden Klammern wird die Standard-
abweichung und in eckigen Klammern das Maximum der simulierten
oberen Schranke angegeben.
2.4. Approximative bedingte Unabhängigkeit in
GARCH(1,1)–Zeitreihen
Im vorhergehenden Abschnitt 2.3 haben wir uns der Themenstellung approximativ
bedingt iid in GARCH(1,1)–Zeitreihen zugewandt. Anstatt lediglich den Unterschied
der Verteilung von n aufeinander folgenden Elementen einer GARCH(1,1)–Zeitreihe
und der Verteilung von iid Zufallsvariablen zu quantiﬁzieren, kann ebenfalls der Un-
terschied zur Verteilung von n unabhängigen Zufallsvariablen in Betracht gezogen
werden. Dabei wird die Forderung nach iid Zufallsvariablen fallengelassen und le-
diglich unabhängige aber nicht notwendigerweise identisch verteilte Zufallsvariablen
betrachtet. Diese Fragestellung kann durch die folgenden heuristischen Überlegun-
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gen motiviert werden.
Zunächst erfolgt eine Betrachtung von lediglich zwei aufeinander folgenden Zu-
fallsvariablen einer GARCH(1,1)–Zeitreihe. Hierbei ist die t + 1–te Zufallsvariable
Rt+1 gegeben durch
Rt+1 = εt+1
√√√√ ζ
1− β + α
∞∑
j=0
βjR2t−j .
Für Rt+2 gilt
Rt+2 = εt+2
√√√√ ζ
1− β + α
∞∑
j=0
βjR2t+1−j
= εt+2
√√√√αR2t+1 + ζ1− β + α
∞∑
j=1
βjR2t+1−j
= εt+2
√√√√ ζ
1− β + α
∞∑
j=1
βjR2t+1−j
√
1 +
αR2t+1
ζ
1−β + α
∑∞
j=1 β
jR2t+1−j
,
wobei der Term unter der zweiten Wurzel auf der rechten Seite nahe eins ist, wenn
αR2t+1 klein ist im Vergleich zur gewichteten Summe der quadrierten vergangenen
Beobachtungen.
Eine Taylorentwicklung von
h
(
αR2t+1
)
=
√
1 +
αR2t+1
ζ
1−β + α
∑∞
j=1 β
jR2t+1−j
,
um 0 mit der Zwischenstelle ξ ∈ (0, αR2t+1) liefert
Rt+2 =εt+2
√√√√ ζ
1− β + α
∞∑
j=1
βjR2t+1−j
·
1 + 12 αR2t+1ζ
1−β + α
∑∞
j=1 β
jR2t+1−j
1√
1 + ξζ
1−β
+α
P
∞
j=1 β
jR2t+1−j
 .
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Der zweite Summand lässt sich wegen ζ, ξ > 0 und α, β ≥ 0 abschätzen und man
erhält
Rt+2 =εt+2
√√√√ ζ
1− β + α
∞∑
j=1
βjR2t+1−j
(
1 +O
(
αR2t+1
ζ
1−β + α
∑∞
j=1 β
jR2t+1−j
))
.
Ist nun αR2t+1 im Vergleich zur gewichteten Summe klein, so sind Rt+1 und Rt+2
bedingt auf Rs = rs für s ≤ t approximativ unabhängig, da εt+1 und εt+2 unabhängig
sind.
Daher wird im Spezialfall von zwei aufeinander folgenden Zufallsvariablen der
Unterschied zwischen der Verteilung von Rt+1 und Rt+2 und der Verteilung von
R˜t+1 := Rt+1
und
R˜t+2 := εt+2
√√√√ ζ
1− β + α
∞∑
j=1
βjR2t+1−j
untersucht. Anders als im Fall der bedingten iid Approximation hat der zufällige Ska-
lenparameter von R˜t+2 eine andere Gestalt als R˜t+1. Dieser Skalenparameter hängt
zwar von derselben Vergangenheit ab, allerdings wird die Vergangenheit unterschied-
lich gewichtet. Die Vergangenheit in Form von Rs = rs für s ≤ t hat aufgrund des
Faktors β weniger Einﬂuss.
Im weiteren Verlauf soll diese Approximation der bedingten Unabhängigkeit im
Fall von GARCH(1,1)–Zeitreihen auf den Fall von n aufeinander folgenden Zufalls-
variablen verallgemeinert werden. In Analogie zum Hauptresultat (Satz 2.3.5) be-
züglich der bedingten iid Approximation für n aufeinander folgende Zufallsvariablen
von GARCH(1,1)–Zeitreihen hängt die Approximation von bedingt unabhängigen
Zufallsvariablen ebenfalls von den Parametern α und β der GARCH(1,1)–Zeitreihe
und der Anzahl der aufeinander folgenden Zufallsvariablen n ab.
Satz 2.4.1. Sei {Rt}t∈Z eine GARCH(1,1)–Zeitreihe mit ER2t <∞ und α+ β < 1.
L(εt) = Q genüge der Bedingung 2.3.1 und seien εt+1, . . . , εt+n iid Zufallsvariablen
unabhängig von Xt. Des Weiteren sei R˜t+1,t+i−1 =
(
R˜t+1, . . . , R˜t+i−1
)
und
R˜t+i = σ˜t+i (Xt) εt+i, i = 1, . . . , n,
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wobei σ˜2t+i(Xt) =
ζ
1−β + α
∑∞
j=i−1 β
jR2t+i−j−1. Dann gilt∥∥∥∥P ((R1, . . . , Rn) ∈ ·|Xt = xt)− nX
i=1
P
eRt+i|Xt=xt
∥∥∥∥
≤
n∑
i=2
∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r,Xt = xt)
−P (R˜t+i ∈ ·|Xt = xt)||d
(
i−1
X
k=1
L((R˜t+k)
)
(r) (2.22)
≤ Cmaxα
β
(n− 1)n
2
(2.23)
mit Cmax deﬁniert wie in Satz 2.3.2.
Analog lässt sich zur oberen Schranke für den Parameter der bedingten iid Ap-
proximation für n aufeinander folgende Zufallsvariablen für GARCH(1,1)–Zeitreihen
(siehe Abschnitt 2.3) die nachstehende Bemerkung für approximative bedingte Un-
abhängigkeit formulieren.
Bemerkung 2.4.2.
(i) Für alle GARCH(1,1)–Zeitreihen, welche die Bedingungen ER2t <∞ und α+
β < 1 erfüllen, hängt die obere Schranke in Ungleichung (2.23) nicht von der
Vergangenheit ab. Eine von der Vergangenheit abhängige Schranke beﬁndet
sich im Beweis von Satz 2.4.1, siehe Ungleichung (2.27).
(ii) Wegen α + β < 1 gilt
Cmax
α
β
(n− 1)n
2
= O
(
α
β
(
n2 − n))
= O
(
α
β
)
für festes n ∈ N. Die rechte Seite von Gleichung (2.23) ist somit von der
Ordnung O
(
α
β
)
für β → 1 und α→ 0 einschließlich eines Terms n2.
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Beweis von Satz 2.4.1 Zunächst muss die Ungleichung (2.22) bewiesen werden.
Dieser Beweis erfolgt analog zu Satz 2.2.1, also direkt aus Korollar 2.2.6 mit g1(x, y) =
σt+1(x)y, gi(x, r, y) = σt+i(x, r)y und g˜1(x, y) = g˜i(x, r, y) = σ˜t+i(x)y für i =
2, . . . , n.
Der Beweis der Ungleichung (2.23) verläuft wie im Beweis zu Satz 2.3.5, der eine
obere Schranke des Parameters der bedingten iid Approximation von n aufeinander
folgenden Zufallsvariablen von GARCH(1,1)–Zeitreihen liefert. Aus vereinfachenden
Gründen wird zunächst der Fall für n = 2 in Teil (a) veriﬁziert. In einem nächsten
Schritt werden die notwendigen Modiﬁkationen für den allgemeinen Fall in Teil (b)
angegeben.
(a) Wendet man Gleichung (2.1) und Bemerkung 1.2.6 (i) an, so erhält man
1
2
∫ ∣∣∣∣∣fσt+1(xt) (rt+1) fσt+2(xt,rt+1) (rt+2)
−fσt+1(xt) (rt+1) feσt+2(xt) (rt+2)
∣∣ drt+1rt+2
=
∫
fσt+1(xt) (rt+1)
·1
2
∫ ∣∣(fσt+2(xt,rt+1) (rt+2)− feσt+2(xt) (rt+2))∣∣ drt+2drt+1,
wobei f die Lebesgue–Dichte von Q ist. Das innere Integral ist der Variati-
onsabstand von zwei Verteilungen mit den verschiedenen Skalenparametern
σt+2(xt, rt+1) und σ˜t+2(xt) der durch
∥∥Qσt+2(xt) −Qeσt+2(xt,rt+1)∥∥ bezeichnet
wird. Wegen Satz 2.3.2 und mit Substitution von y/σ˜t+2(xt) durch z gilt∥∥Qσt+2(xt,rt+1) −Qeσt+2(xt)∥∥
=
1
2
∫ ∣∣fσt+2(xt,rt+1)(y)− feσt+2(xt)(y)∣∣ dy
=
1
2
∫ ∣∣∣∣fσt+2(xt,rt+1)
eσt+2(xt)
(z)− f(z)
∣∣∣∣ dz
=
∥∥∥∥Qσt+2(xt,rt+1)
eσt+2(xt)
−Q
∥∥∥∥ S.2.3.2≤ Cmax ∣∣∣∣σ2t+2(xt, rt+1)σ˜2t+2(xt) − 1
∣∣∣∣ . (2.24)
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Und somit gilt mit Hilfe der Dreiecksungleichung sowie der Darstellungen
σ2t+i(xt, rt+1,t+i−1) =
ζ
1− β + α
∞∑
j=0
βjr2t+i−j−1
und
σ˜2t+i(xt) =
ζ
1− β + α
∞∑
j=i−1
βjr2t+i−j−1
für i = 2, . . . , n,
1
2
∫ ∣∣∣∣∣fσt+1(xt) (rt+1) fσt+2(xt,rt+1) (rt+2)
−fσt+1(xt) (rt+1) feσt+2(xt) (rt+2)
∣∣ drt+1rt+2
≤
∫
fσt+1(xt) (rt+1) · Cmax
∣∣∣∣∣
ζ
1−β + α
∑∞
j=0 β
jr2t−j+1
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
− 1
∣∣∣∣∣ drt+1
≤ Cmax
∫
fσt+1(xt) (rt+1) ·
αr2t+1
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
drt+1
+Cmax
∫
fσt+1(xt) (rt+1)
∣∣∣∣∣
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
− 1
∣∣∣∣∣ drt+1
= Cmax
(
α ·
ζ
1−β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=1 β
jr2t−j+1
)
= Cmax
(
α ·
ζ
1−β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + αβ
∑∞
j=0 β
jr2t−j
)
.
Mit β < 1 erhält man β ζ
1−β <
ζ
1−β und
Cmax
(
α ·
ζ
1−β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + αβ
∑∞
j=0 β
jr2t−j
)
≤ Cmax
α · ζ1−β + α∑∞j=0 βjr2t−j
β
(
ζ
1−β + α
∑∞
j=0 β
jr2t−j
)
 .
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Daher ist
1
2
∫ ∣∣∣∣∣fσt+1(xt) (rt+1) fσt+2(xt,rt+1) (rt+2)
−fσt+1(xt) (rt+1) feσt+2(xt) (rt+2)
∣∣ drt+1rt+2 ≤ Cmaxα
β
. (2.25)
(b) ImWeiteren werden nun die benötigten Modiﬁkationen angegeben. In Analogie
zu Teil (a) kann man eine obere Schranke von∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r,Xt = xt)
−P (R˜t+i ∈ ·|Xt = xt)||d
(
i−1
X
k=1
L((R˜t+k)
)
(r)
ermitteln. Nach Satz 2.3.2 und der Gestalt von σ2t+i(xt, rt+1,t+i−1) und σ˜
2
t+i(xt)
ist∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r,Xt = xt)
−P (R˜t+i ∈ ·|Xt = xt)||d
(
i−1
X
k=1
L((R˜t+k)
)
(r)
≤
∫
Cmax
∣∣∣∣∣
ζ
1−β + α
∑∞
j=0 β
jr2t+i−j−1
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
− 1
∣∣∣∣∣ d
(
i−1
X
k=1
L((R˜t+k)
)
(r)
= Cmax
∫ ∣∣∣∣∣α
∑i−2
l=0 β
jr2t−l+i−1 +
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
− 1
∣∣∣∣∣
·feσt+i−1(xt) (rt+i−1) · . . . · feσt+1(xt) (rt+1) drt+i−1 . . . drt+1
≤ Cmax
(
α · σ˜
2
t+i−1(xt)
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
+ αβ · σ˜
2
t+i−2(xt)
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
+ . . .+ αβi−2 · σ˜
2
t+1(xt)
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
+
∣∣∣∣∣
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
− 1
∣∣∣∣∣
)
(2.26)
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≤ Cmax
(
α ·
ζ
1−β + α
∑∞
j=i−2 β
jr2t+i−j−2
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
+ αβ ·
ζ
1−β + α
∑∞
j=i−3 β
jr2t+i−j−3
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
+ . . .+ αβi−2 ·
ζ
1−β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + α
∑∞
j=i−1 β
jr2t+i−j−1
)
≤ Cmax
(
α ·
ζ
1−β + α
∑∞
j=i−2 β
jr2t+i−j−2
ζ
1−β + αβ
∑∞
j=i−2 β
jr2t+i−j−2
+ αβ ·
ζ
1−β + α
∑∞
j=i−3 β
jr2t+i−j−3
ζ
1−β + αβ
2
∑∞
j=i−3 β
jr2t+i−j−3
+ . . .+ αβi−2 ·
ζ
1−β + α
∑∞
j=0 β
jr2t−j
ζ
1−β + αβ
i−1∑∞
j=0 β
jr2t−j
)
(2.27)
≤ Cmax
(
α
i−2∑
j=0
1
β
)
, (2.28)
wobei der letzte Schritt analog zu Teil (a) mit β < 1 folgt. Weiter ist
n∑
i=2
∫
||P (Rt+i ∈ ·|Rt+1,t+i−1 = r,Xt = xt)
−P (R˜t+i ∈ ·|Xt = xt)||d
(
i−1
X
k=1
L((R˜t+k)
)
(r)
≤
n∑
i=2
Cmax
(
α
i−2∑
j=0
1
β
)
= Cmax
n∑
i=2
(i− 1) α
β
= Cmax
α
β
n−1∑
i=1
i = Cmax
α
β
(n− 1)n
2
.

Die nachstehenden Tabellen zeigen die oberen Schranken der bedingt unabhäng-
igen Approximation in Abhängigkeit der Verteilung der Innovationen, der Parameter
α, β und der Anzahl der aufeinander folgenden Zufallsvariablen n. Hierbei wird n
analog zum Abschnitt 2.3 zu 5,10 bzw. 63 gewählt.
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α β n=5 n=10 n=63
0.09 0.9 0.242 1.0889 47.2569
0.009 0.9 2.42·10−2 0.1089 4.7257
0.0009 0.9 2.42·10−3 1.09·10−2 0.4726
0.009 0.99 2.2·10−2 9.9·10−2 4.2961
0.0009 0.99 2.2·10−3 9.9·10−3 0.4296
0.0009 0.999 2.18·10−3 9.81·10−3 0.4257
Tabelle 2.7.: Obere Schranke der bedingt unabhängigen Approximation in
GARCH(1,1)–Zeitreihen mit normalverteilten Innovationen.
α β n=5 n=10 n=63
0.09 0.9 0.2067 0.9304 40.378
0.009 0.9 2.07·10−2 9.3·10−2 4.0378
0.0009 0.9 2.07·10−3 9.3·10−3 0.4038
0.009 0.99 1.88·10−2 8.46·10−2 3.6707
0.0009 0.99 1.88·10−3 8.46·10−3 0.3626
0.0009 0.999 1.86·10−3 8.38·10−3 0.3638
Tabelle 2.8.: Obere Schranke der bedingt unabhängigen Approximation in
GARCH(1,1)–Zeitreihen mit Student–verteilten Innovationen mit Ge-
staltsparameter κ = 3.
α β n=5 n=10 n=63
0.09 0.9 0.2304 1.0366 44.9897
0.009 0.9 2.3·10−2 0.10366 4.499
0.0009 0.9 2.3·10−3 1.04·10−2 0.4499
0.009 0.99 2.09·10−2 9.42·10−2 4.09
0.0009 0.99 2.09·10−3 9.42·10−3 0.409
0.0009 0.999 2.08·10−3 9.34·10−3 0.4053
Tabelle 2.9.: Obere Schranke der bedingt unabhängigen Approximation in
GARCH(1,1)–Zeitreihen mit Student–verteilten Innovationen mit Ge-
staltsparameter κ = 10.
Es ergeben sich analog zum Abschnitt 2.3 wiederum die Auﬀälligkeiten, dass
die obere Schranke der bedingt unabhängigen Approximation in GARCH(1,1)–
Zeitreihen für die Student–verteilten Innovationen kleiner oder gleich der oberen
Schranke der Approximation für die normalverteilten Innovationen bei gleichen Pa-
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rametern und der Anzahl der aufeinander folgenden Zufallsvariablen n ist. Der aus-
schlaggebende Punkt besteht ebenfalls in der Berechnung des Variationsabstandes
der zugehörigen Verteilungen, vgl. Beweis von Satz 2.4.1. Bei Variation des Skalen-
parameters ist der Variationsabstand von Student–Verteilungen kleiner oder gleich
dem Variationsabstand von Normalverteilungen (siehe Lemma 2.3.7).
Wegen Bemerkung 2.4.2 (ii) ist der Limes von Ungleichung (2.23) des Resultats
(Satz 2.4.1) für festes n, β → 1 und α→ 0 mit α + β < 1 gleich 0.
Über diese Eigenschaften hinaus kann der Zusammenhang zwischen der bedingt
unbhängigen und der bedingten iid Approximation untersucht werden. Aus dieser
Fragestellung heraus vergleicht man die obere Schranke aus Satz 2.3.5 mit der oberen
Schranke aus Satz 2.4.1. Zu beachten ist hierbei bezüglich der beiden Abschätzun-
gen, dass diese von unterschiedlicher Güte sein können. Dennoch kann ein Vergleich
herangezogen werden, unter welchen Bedingungen die eine Abschätzung größer oder
gleich der anderen ist.
Aus Plausibilitätsüberlegungen sollte die obere Schranke bezüglich der beding-
ten iid Approximation in GARCH–Zeitreihen größer oder gleich der oberen Schranke
bezüglich der bedingten unabhängigen Approximation sein, da man bei der iid Ap-
proximation noch ein Zusatzkriterium fordert.
Bemerkung 2.4.3. Sei Cmax deﬁniert wie in Satz 2.3.2, dann ist
Cmax
α
β
(n− 1)n
2
≤ Cmax
(
α
1− β + 1
)(
n− 1− β
n
1− β
)
(2.29)
für
α ≤
n− 1−βn
1−β
(n−1)n
2β
− 1
1−β
(
n− 1−βn
1−β
) .
Die nachstehende Tabelle zeigt wie α für bestimmte β und n gewählt werden
muss, damit die Ungleichung (2.29) gilt.
β n=5 n=10 n=63
0.9 0.4388 0.2304 3.23·10−2
0.99 0.4938 0.2682 4.42·10−2
0.999 0.4994 0.2723 4.66·10−2
Tabelle 2.10.: Obere Schranke für α, die Ungleichung (2.29) erfüllt.
67
2. Approximative bedingte Unabhängigkeit
Hierbei muss allerdings die Bedingung α + β < 1 gelten, um die Stationarität
der Zeitreihe zu gewährleisten.
Man beachte, dass man als Zwischenresultat wie im vorherigen Abschnitt 2.4
in (2.27) eine schärfere Abschätzung in Abhängigkeit von der exakten Gestalt der
Vergangenheit der Zeitreihe erhält. Es handelt sich um eine scharfe Abschätzung,
falls β nahe bei 1 und die Anzahl der aufeinander folgenden Zufallsvariablen n klein
ist.
Diese schärfere Abschätzung kann wie in Abschnitt 2.3 lediglich simuliert wer-
den. Für die gewichtete unendliche Summe nimmt man die Summe
∑10000
i=0 β
ir2t−i mit
4000 Simulationen und analog zum vorhergehenden Abschnitt ζ = 0.00001. Bei den
Ergebnissen in den nachstehenden Tabellen handelt es sich um Mittelwerte, also die
Mittelwerte der Simualtionen der oberen Schranke. Darunter wird die zugehörige
Standardabweichung in runden und in eckigen das Maximum angegeben.
Die Tabelle 2.11 zeigt nun die obere Schranke der bedingten iid Approximation
basierend auf dem Zwischenresultat (2.27) und normalverteilten Innovationen. Die
nachfolgenden Ergebnisse in den Tabellen 2.12 und 2.13 wurden analog simuliert
allerdings auf Basis von Student–verteilten Innovationen mit Gestaltsparametern
κ = 3 und κ = 10.
Beim Vergleich der Tabellen 2.7, 2.8 und 2.9 mit den Tabellen 2.11, 2.12 und
2.13, erkennt man, dass das Maximum gleich der oberen Schranken ohne Miteinbe-
ziehung der Vergangenheit aus den Tabellen 2.1, 2.2 und 2.3 ist.
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α β n=5 n=10
0.09 0.9 0.2323 0.9957
(5.31·10−3) (4.59·10−2)
[0.2419] [1.0867]
0.009 0.9 2.0·10−2 7.75·10−2
(9.21·10−5) (4.83·10−4)
[2.04·10−2] [7.99·10−2]
0.0009 0.9 1.97·10−3 7.61·10−3
(9.47·10−7) (4.72·10−6)
[1.98·10−3] [7.64·10−3]
0.009 0.99 2.19·10−2 9.86·10−2
(1.31·10−5) (1.08·10−4)
[2.2·10−2] [9.89·10−2]
0.0009 0.99 2.16·10−3 9.57·10−3
(3.67·10−7) (2.93·10−6)
[2.16·10−3] [9.59·10−3]
0.0009 0.999 2.18·10−3 9.81·10−3
(3.58·10−8) (2.96·10−7)
[2.18·10−3] [9.81·10−3]
Tabelle 2.11.: Mittelwert der simulierten oberen Schranke der bedingt unabhängi-
gen Approximation in GARCH(1,1)–Zeitreihen bezüglich normalver-
teilter Innovationen und der Vergangenheit (siehe (2.20)). In runden
Klammern wird die Standardabweichung und in eckigen Klammern
das Maximum der simulierten oberen Schranke angegeben.
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α β n=5 n=10
0.09 0.9 0.1906 0.7882
(7.37·10−3) (5.73·10−3)
[0.2067] [0.9301]
0.009 0.9 1.71·10−2 6.61·10−2
(1.99·10−4) (1.28·10−3)
[1.95·10−2] [9.24·10−2]
0.0009 0.9 1.69·10−3 6.5·10−3
(4.85·10−6) (2.12·10−5)
[1.93·10−3] [7.33·10−3]
0.009 0.99 1.87·10−2 8.39·10−2
(3.54·10−5) (2.95·10−4)
[1.88·10−2] [8.46·10−2]
0.0009 0.99 1.85·10−3 8.18·10−3
(1.36·10−6) (1.1·10−5)
[1.87·10−3] [8.38·10−3]
0.0009 0.999 1.86·10−3 8.38·10−3
(1.59·10−7) (1.32·10−6)
[1.86·10−3] [8.38·10−3]
Tabelle 2.12.: Mittelwert der simulierten oberen Schranke der bedingt unabhängi-
gen Approximation in GARCH(1,1)–Zeitreihen bezüglich Student–
verteilter Innovationen mit Gestaltsparameter κ = 3 und der Ver-
gangenheit (siehe (2.20)). In runden Klammern wird die Standard-
abweichung und in eckigen Klammern das Maximum der simulierten
oberen Schranke angegeben.
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α β n=5 n=10
0.09 0.9 0.22 0.9394
(5.67·10−3) (4.83·10−2)
[0.2303] [1.0347]
0.009 0.9 1.9·10−2 7.37·10−2
(1.1·10−4) (5.49·10−4)
[2.01·10−2] [7.83·10−2]
0.0009 0.9 1.88·10−3 7.24·10−3
(1.07·10−6) (5.54·10−6)
[1.89·10−3] [7.29·10−3]
0.009 0.99 2.09·10−2 9.38·10−2
(1.48·10−5) (1.24·10−4)
[2.09·10−2] [9.42·10−2]
0.0009 0.99 2.06·10−3 9.11·10−3
(4.36·10−7) (3.3·10−6)
[2.06·10−3] [9.13·10−3]
0.0009 0.999 2.07·10−3 9.34 ·10−3
(4.34·10−8) (3.49·10−7)
[2.08·10−3] [9.34 ·10−3]
Tabelle 2.13.: Mittelwert der simulierten oberen Schranke der bedingt unabhängi-
gen Approximation in GARCH(1,1)–Zeitreihen bezüglich Student–
verteilter Innovationen mit Gestaltsparameter κ = 10 und der Ver-
gangenheit (siehe (2.20)). In runden Klammern wird die Standard-
abweichung und in eckigen Klammern das Maximum der simulierten
oberen Schranke angegeben.
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Kapitel 3.
Anwendungen auf Aggregation
und Prognose
Das vorausgegangene Kapitel 2 beschäftigte sich mit der approximativen bedingten
Unabhängigkeit in stochastischen Volatilitätszeitreihen, insbesondere deren Spezial-
fall der GARCH(1, 1)–Zeitreihen. Nun soll eine Verbindung dieser Themenstellung
zu dem in der Einleitung vorgestellten zu prognostizierenden bedingten n–Tages
VaR hergestellt werden.
Um den aufsichtsrechtlichen Anforderungen für einige Handelsbuchpositionen
gerecht zu werden, muss laut dem Baseler Komitee für Bankenaufsicht der 10–tägige
VaR zur Wahrscheinlichkeit von 0.99 ermittelt werden (siehe Basel Committee on
Banking Supervision (2009)).
Wie bereits in der Einleitung erwähnt wurde, wird größtenteils eine Model-
lierung von Finanzzeitreihen über GARCH(1, 1)–Zeitreihen vorgenommen (siehe
French u. a. (1987), Engle u. a. (1987), Hsieh (1988) und Giovannini u. Philippe
(1989)). In erster Linie werden dabei aufgrund der besser geeigneten Anpassung
GARCH(1, 1)–Zeitreihen für kurzfristige log–Renditen verwendet (vgl. Embrechts
u. a. (2009), Zivot (2008), Martens (2001), Martens (2002), Andersen u. Bollerslev
(1998) und Andersen u. a. (1999)).
Bei der Prognose des bedingten n–Tages VaR ergibt sich somit die folgende
Problemstellung.
Die Aggregation einer GARCH(1, 1)–Zeitreihe ist keine GARCH(1, 1)–
Zeitreihe (vgl. Diebold u. a. (1997) und Drost u. Nijman (1993)) mehr.
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Die oben genannte Problemstellung motiviert den Lösungansatz, dass mit Hilfe des
Parameters der bedingten iid Approximation eine obere Schranke des bedingten
n–Tages VaR ermittelt werden kann. Hierzu wird der Unterschied der Verteilung
der aggregierten n aufeinander folgenden Elementen einer GARCH(1, 1)–Zeitreihe
zwischen der Verteilung von aggregierten iid Zufallsvariablen quantiﬁziert. Analo-
ges kann für die approximative bedingte Unabhängigkeit hergeleitet werden, also
für die Approximation mittels unabhängiger aber nicht notwendigerweise identisch
verteilter Zufallsvariablen.
Abschnitt 3.1 stellt den Zusammenhang zwischen dem Parameter der bedingten
iid Approximation in stochastischen Volatilitätszeitreihen und dem Parameter dieser
aggregierten Zeitreihe her.
Im nachstehenden Abschnitt 3.2 wird dieser Zusammenhang für die Herleitung
des bedingten n–Tages VaR verwendet und der darauf folgende Abschnitt greift den
Prognosegedanken wieder auf.
3.1. Aggregation
Das Resultat bezüglich der Approximation von n aufeinander folgenden Folgen-
glieder einer GARCH(1, 1)–Zeitreihe durch iid Zufallsvariablen wie in Abschnitt
2.4 kann ebenfalls für die Approximation der zugehörigen aggregierten Zeitreihe
verwendet werden. Man nimmt zunächst an, dass die Anfangszeitreihe modelliert
durch eine GARCH(1, 1)–Zeitreihe, aus täglichen log–Renditen besteht. Die zuge-
hörige Zeitreihe von z.B. wöchentlichen log–Renditen ist dann eine Aggregation der
Anfangszeitreihe. Allgemein ist {R(n)t }t∈Z die n–fache Aggregation von {Rt}t∈Z, falls
R
(n)
t =
n∑
i=1
Rnt−i. (3.1)
Falls {Rt}t∈Z eine GARCH(1, 1)–Zeitreihe ist, existiert keine geschlossene Form für
die Verteilung von R(n)t und die bedingte Verteilung vonR
(n)
t gegeben (R
(n)
t−1, R
(n)
t−2, . . .).
Insbesondere ist {R(n)t }t∈Z keine GARCH(1, 1)–Zeitreihe mehr, siehe Diebold u. a.
(1997) und Drost u. Nijman (1993). In Anwendungen ist dies von großem Nach-
teil, da man sich für einen Zeithorizont bezüglich der log–Renditen (d.h. stündlich,
täglich oder wöchentlich) entscheiden muss und man keine geschlossenes Modell für
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abweichende Zeithorizonte hat.
Im Folgenden soll daher nicht die bedingte Verteilung von R(n)t+1 gegeben der
Vergangenheit (R(n)t , R
(n)
t−1, . . .) betrachtet werden, sondern gegeben der Vergangen-
heit X(n)t = (Rnt−1, Rnt−2, . . .). Dies bedeutet, dass man die bedingte Verteilung der
aggregierten Zufallsvariable R(n)t+1 gegeben der Vergangenheit der Anfangszeitreihe
bis zum Zeitpunkt nt − 1 untersucht. Diese Verteilung besitzt zwar ebenfalls keine
geschlossene Form, allerdings kann hier wie in Kapitel 2 der Parameter der beding-
ten iid Approximation angewendet werden. Die nachstehende Abbildung 3.1 zeigt
schematisch die aggregierte Zeitreihe und die Anfangszeitreihe.
. . . Rn(t−1)−n, . . . , Rn(t−1)−1 Rnt−n, . . . , Rnt−1
X
(n)
t
R
(n)
t−1 R
(n)
t R
(n)
t+1
Abbildung 3.1.: Aggregierte Zeitreihe und Anfangszeitreihe.
Das Hauptresultat (Satz 2.2.1) liefert nun die Grundlage für diese Problem-
stellung. Falls sich die Renditen der Anfangszeitreihe stückweise, d.h. in Fenstern
Rnt−n, . . . , Rnt−1, t > 0, approximativ wie iid Zufallsvariablen verhalten, sind die
Elemente der aggregierten Zeitreihen approximativ Summen von iid Zufallsvaria-
blen. Der Fehler der Approximation bleibt dabei derselbe wie im Abschnitt 2.2.
Der Vorteil dieser Methode besteht darin, dass die Verteilung der Summe von
unabhängigen und identisch verteilten Zufallsvariablen für viele Arten von zugehöri-
gen Innovationen berechnet werden kann wie beispielsweise bei normalverteilten In-
novationen. Der Square–Root–Ansatz bietet einen Lösungsansatz wie das q–Quantil
der Faltung von iid normalverteilten Zufallsvariablen berechnet werden kann.
Bemerkung 3.1.1 (Square–Root–Ansatz). Geht man davon aus, dass die Rt für
t = 1, . . . , n iid normalverteilt sind mit Skalenparameter σ, d.h. Rt ∼ N0,σ . Dann
gilt
n∑
t=1
Rt ∼ N0,√nσ. (3.2)
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Folglich ist das zugehörige q–Quantil
√
nσ · Φ−1(q), wobei Φ(y) = ∫ y−∞ f(x)dx mit
f(x) aus Gleichung (2.14).
Im Folgenden wird das Ergebnis für den allgemeinen Fall stochatischer Volati-
litätszeitreihen formuliert.
Satz 3.1.2. Sei Rt+1, . . . , Rt+n eine stochastische Volatilitätszeitreihe mit Anfangs-
zustand Xt wie in Deﬁnition 1.1.3 und
∑n
i=1 σt+1(xt)εt+i besitze die Verteilung
Q∗nσt+1(xt), wobei Q
∗n
σt+1(xt)
die n–fache Faltung der Verteilung Qσt+1(xt) ist. Dann ist
||P
(
n∑
i=1
Rt+i ∈ ·|Xt = xt
)
−Q∗nσt+1(xt)|| ≤ ψ (Rt+1, . . . , Rt+n|xt) .
Beweis Für jeden Wahrscheinlichkeitsraum (T,B, µ), (T,B, ν) und
h : (T,B)→ (U, C) messbar gilt
‖hµ− hν‖ = sup
C∈C
|(hµ)(C)− (hν)(C)|
= sup
C∈C
∣∣µ(h−1(C))− ν(h−1(C))∣∣
≤ sup
B∈B
|µ(B)− ν(B)|
= ‖µ− ν‖ .
In diesem Fall ist µ := P (Rt+1,t+n ∈ ·|Xt = xt), h(Rt+1,t+n) :=
∑n
i=1 Rt+i und
ν := P (R˜t+1,t+n ∈ ·|Xt = xt), wobei R˜t+1, . . . , R˜t+n iid bedingt nach Xt = xt sind.
Satz 2.2.1 liefert dann die Behauptung.

Satz 3.1.2 besagt im weiteren Sinn, dass gegeben der Vergangenheit der An-
fangszeitreihe bis zum Zeitpunkt nt − 1 die Verteilung von R(n)t+1 approximativ die
Faltung der Verteilung der Innovationen der Anfangszeitreihe mit einem zusätzli-
chen Skalenparameter ist. Dieser Skalenparameter hängt von der Vergangenheit der
Anfangszeitreihe bis zum Zeitpunkt nt− 1 ab.
Ein analoges Resultat kann auch im Spezialfall der bedingten approximativen
Unabhängigkeit in GARCH(1,1)–Zeitreihen formuliert werden. In diesem Fall be-
trachtet man den Unterschied zwischen n aufeinander folgenden Folgengliedern einer
GARCH(1,1)–Zeitreihe und der Verteilung von unabhängigen aber nicht notwendi-
gerweise identisch verteilten Zufallsvariablen gegeben der Vergangenheit (siehe auch
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Abschnitt 2.4).
Lemma 3.1.3. Sei {Rt}t∈Z eine schwach stationäre GARCH(1,1)–Zeitreihe mit
ER2t <∞ und α+ β < 1. L(εt) = Q genüge der Bedingung 2.3.1. Des Weiteren sei
R˜t+1,t+i−1 = (R˜t+1, . . . , R˜t+i−1) mit
R˜t+i = σ˜t+i (Xt) εt+i, i = 1, . . . , n,
wobei σ˜2t+i(Xt) =
ζ
1−β + α
∑∞
j=i−1 β
jR2t+i−j−1.
||P
(
n∑
i=1
Rt+i ∈ ·|Xt = xt
)
− P
((
n∑
i=1
σ˜t+i(xt)εt+i
)
∈ ·
)
|| ≤ Cmaxα
β
(n− 1)n
2
,
siehe Satz 2.4.1, Gleichung (2.23).
3.2. Value at Risk
Das Ergebnis des Abschnitts 3.1, Satz 3.1.2, liefert eine einfache Methode, um eine
obere Schranke für den bedingten n–Tages VaR von R(n)t+1 gegeben X
(n)
t = x
(n)
t
zu ermitteln. Im Folgenden wird die Herleitung dieser oberen Schranke lediglich
anhand des Parameters der bedingten iid Approximation vorgenommen. Analoge
Rechnungen können jedoch im Fall der bedingten approximativen Unabhängigkeit
erfolgen.
Man beachte, dass der bedingte VaR deﬁniert ist als das bedingte q–Quantil
der n–Tages Verlustvariable
L
(n)
t+1 = Vt(1− exp(−R(n)t+1))
gegeben der Vergangenheit der Zeitreihe X(n)t = x
(n)
t , wobei Vt der Marktwert eines
einzelnen spekulativen Assets oder eines Portfolios zum Zeitpunkt t ist. Weitere
Details ﬁnden sich in Jorion (1997) und Reiss u. Thomas (2007) Abschnitt 16.4.
Man beachte, dass
VaR(n)t+1(q) = Vt(1− exp(−F (n)
−1
t+1 (q|x(n)t ))),
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wobei F (n)
−1
t+1 (·|x(n)t ) die Quantilfunktion zu
P (R
(n)
t+1 ∈ ·|X(n)t = x(n)t )
ist.
Mit Hilfe des Satzes 3.1.2 kann nun eine obere Schranke des n–Tages VaR
ermittelt werden. Zunächst wird ein technisches Resultat bezüglich der Beziehung
des Variationsabstands von zwei Verteilungen und dem zugehörigen VaR vorgestellt.
Lemma 3.2.1. Seien X, Y Zufallsvariablen und d ∈ [0, 1]. Dann folgt aus
||L (X)− L (Y ) || ≤ d,
dass VaRX(q + d) ≥ VaRY (q) für q + d < 1.
Beweis Seien FX und GY die Verteilungsfunktionen der Zufallsvariablen X und Y
mit VaRX(q) = F
−1
X (q) und VaRY (q) = G
−1
Y (q). Oﬀensichtlich ist
|FX(x)−GY (x)| ≤ d
für alle x ∈ R. Daher ist
FX(x)−GY (x) ≤ d.
Man erhält, dass FX(x) − GY (x) ≤ d äquivalent zu F−1X (q + d) ≥ G−1Y (q) ist für
q ∈ (0, 1) und q + d < 1.

Nach der Ermittlung des Parameters der bedingten iid Approximation kann man
folglich auch eine obere Schranke für den n–Tages VaR von GARCH(1,1)–Zeitreihen
bedingt auf die Vergangenheit der Anfangszeitreihe erhalten.
Sei {R(n)t }t≥0 die aggregierte Zeitreihe der stochastischen Volatilitätszeitreihe
{Rt}t≥0 mit Anfangszustand X(n)t . Man ersetze in den obigen Überlegungen FX
durch die bedingte Verteilungsfunktion
F˜ ∗n
(
·|x(n)t
)
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von
σnt(x
(n)
t )
n∑
i=1
εn(t+1)−i
gegeben X(n)t = x
(n)
t , GY durch die bedingte Verteilungsfunktion G
(n)(·|x(n)t ) von
R
(n)
t+1 =
n∑
i=1
Rn(t+1)−i
gegeben X(n)t = x
(n)
t und d durch ψ. Sei F die Verteilungsfunktion von εt und
G(n)(·|x(n)t ) die Verteilungsfunktion von R(n)t+1 gegeben des Anfangszustands X(n)t =
x
(n)
t . Dann gilt (
G(n)
)−1
(q|x(n)t ) ≤
(
F˜ ∗n
)−1
(q + ψ|x(n)t )
bzw.
(
G(n)
)−1
(q|x(n)t ) ≤ σnt(x(n)t ) · (F ∗n)−1 (q + ψ) (3.3)
für q+ψ < 1, wobei F ∗n die n–fache Faltung der Verteilungsfunktion F bezeichnet.
Man beachte, dass
(
G(n)
)−1
(·|x(n)t ) der bedingte n–Tages VaR gegeben der Vergan-
genheit X(n)t = x
(n)
t ist.
Die Ungleichung (3.3) besagt, dass der bedingte n–Tages VaR gegeben der Ver-
gangenheit der Anfangszeitreihe X(n)t = x
(n)
t abgeschätzt werden kann durch die
Skalierung analog zum Square–Root–Ansatz (siehe Bemerkung 3.1.1) unter zusätz-
licher Berücksichtigung des Parameters der bedingten iid Approximation. Daher
wird zur Analyse der aggregierten Zeitreihe die Anfangszeitreihe, also die höher
frequentierten Daten benutzt.
3.3. Prognose des seriell bedingten n–Tages Value
at Risk in GARCH(1, 1)–Zeitreihen
In diesem Abschnitt soll die Prognose des seriell bedingten n–Tages Value at Risk in
GARCH(1, 1)–Zeitreihen untersucht werden. Bezüglich der Prognose des bedingten
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q–Quantils
Y˜ :=
(
G(n)
)−1
(q|X(n)t )
basierend auf X(n)t wird das q–Quantil als Funktionalparameter der bedingten Ver-
teilung
P
(
R
(n)
t+1 ∈ ·|X(n)t
)
= P
(
n∑
i=1
Rn(t+1)−i ∈ ·|X(n)t
)
= P
(
n∑
i=1
σn(t+1)−i(X
(n)
t+i)εn(t+1)−i ∈ ·|X(n)t
)
betrachtet. Folglich ist nach Abschnitt 1.3 (vgl. auch Reiss u. Thomas (2007), Ab-
schnitt 8.1) die Prognoseverteilung basierend auf X(n)t+i gegeben durch
P
(
n∑
i=1
σˆn(t+1)−i(X
(n)
t+i)εn(t+1)−i ∈ ·|X(n)t
)
.
Es existiert allerdings keine analytische Darstellung der Verteilung der Aggrega-
tion von GARCH(1, 1)–Zeitreihen (vgl. Abschnitt 3.1), so dass lediglich eine obere
Schranke des seriell bedingten n–Tages VaR verwendet werden kann. Daher wird
zur Prognose die zugehörige obere Schranke für das bedingte q–Quantil
Y˜ψ := σnt(X
(n)
t ) · (F ∗n)−1 (q + ψ)
= h
(
X
(n)
t
)
betrachtet. Dies impliziert, dass
hˆ
(
X
(n)
t
)
=
√√√√ ζˆ(X(n)t )
1− βˆ
(X
(n)
t )
+ αˆ
(X
(n)
t )
∞∑
j=0
βˆj
(X
(n)
t )
R2nt−j−1 · (F ∗n)−1 (q + ψ) (3.4)
als sinnvolle Prognose für R(n)t+1 basierend auf
(
X
(n)
t
)
betrachtet werden kann. Man
beachte, dass es sich bei Verwendung der oberen Schranke um einen konservativen
Ansatz handelt, d.h. das Risiko wird überschätzt.
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Kapitel 4.
Backtesting
Um die in den vorhergehenden Kapiteln vorgestellte Modellierung bezüglich der
zugrunde liegenden Beobachtungen zu überprüfen, wird ein Validierungsansatz also
ein statistischer Test herangezogen, der häuﬁg auch als Backtesting bezeichnet wird.
Neben der vom Baseler Komitee für Bankenaufsicht vorgeschlagenen Überprü-
fung von VaR–Modellen (siehe Basel Committee on Banking Supervision (1996))
kann auch die Prognoseverteilung Gegenstand des Backtesting sein, d.h. man be-
trachtet entweder die Validierung der Prognoseverteilung selbst oder Funktionalpa-
rameter dieser Verteilung wie beispielsweise den seriell auf die Vergangenheit be-
dingten VaR in Form des bedingten Quantils (siehe Abschnitt 1.3.1 bezüglich der
Prognose in stochastischen Volatilitätszeitreihen).
Das Backtesting, insbesondere in stochastischen Volatilitätszeitreihen, setzt sich
zum Ziel, die tatsächliche Verteilung der Beobachtungen der Prognoseverteilung
(siehe Abschnitt 1.3) basierend auf der Vergangenheit gegenüber zu stellen. Dies
dient dazu, die Prognose in stochastischen Volatilitätszeitreihen auf Adäquanz zu
überprüfen und Aussagen über die Güte dieser Prognosen zu treﬀen.
Somit wird im Fall der Modellierung der Risiken respektive Risikomesswerte,
wie der VaR, und durch deren Backtesting gewährleistet, dass diese exakt abgebildet
bzw. nicht unterschätzt werden. Bei dem vom Baseler Komitee für Bankenaufsicht
vorgeschlagenen Backtestingverfahren für VaR–Modelle, siehe Basel Committee on
Banking Supervision (1996) und Kerkhof u. Melenberg (2002), werden die tatsächli-
chen Verluste den prognostizierten VaR gegenübergestellt. Liegt die relative Häuﬁg-
keit der beobachteten Überschreitungen über dem prognostizierten VaR innerhalb
einer bestimmten Bandbreite um die vom VaR–Modell prognostizierte Überschrei-
tungswahrscheinlichkeit, so wird das VaR-Modell als adäquat angesehen.
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Der erste Teil dieses Kapitels, Abschnitt 4.1, beschäftigt sich mit der Validierung
der Prognoseverteilung, während der darauf folgende Abschnitt die Validierung von
prognostizierten Risikomesswerten beinhaltet. Der letzte Abschnitt 4.3 umreißt den
aufsichtsrechtlichen Hintergrund des Backtesting.
4.1. Validierung der Prognoseverteilung
Im Rahmen der Themenstellung der Validierung von Prognoseverteilungen mittels
statistischer Tests (Backtesting) setzt sich das Backtesting zur Aufgabe, die Progno-
severteilung (siehe Abschnitt 1.3) mit der empirischen Verteilung der Beobachtungen
zu vergleichen. Dies wird mit Hilfe der prognostizierten Verteilungsfunktion Fˆ der
Beobachtungen (z.B. log–Renditen) Ri, i = 1, . . . , n, also der Verteilungsfunktion
der Prognoseverteilung, vorgenommen.
Geht man im einfachsten Fall von der Modellierung aus, dass die Beobach-
tungen iid sind und die stetige Prognoseverteilungsfunktion Fˆ besitzen, so kann
das Backtesting–Verfahren auf einer Wahrscheinlichkeitsintegraltransformation ba-
sieren. Zu überprüfen ist der folgende Zusammenhang
Ui := Fˆ (Ri) ∼ U(0,1)
für i = 1, . . . , n. Dies bedeutet, dass die mit Fˆ transformierten Beobachtungen
unabhängig und gleichverteilt auf dem Intervall (0, 1) sind. Falls also die beiden
Eigenschaften (Unabhängigkeit und Gleichverteilung) erfüllt sind, kann von einer
adäquaten Modellierung ausgegangen werden.
Die Validierung unter der einfachen Annahme, dass iid Beobachtungen mit ei-
ner bestimmten Verteilung vorliegen, kann auf stochastische Volatilitätszeitreihen
erweitert werden. Geht man von einer Modellierung mit stochastischen Volatilitäts-
zeitreihen aus, d.h. es liegt eine serielle Abhängigkeit vor, so kann die Validierung der
Prognoseverteilung über die Rosenblatt–Transformation (siehe Seillier-Moiseiwitsch
(1993), Rosenblatt (1952) und Reiss u. Thomas (2007), Abschnitt 8.1) erfolgen.
Zunächst wird diese Transformation allgemein vorgestellt und im Weiteren auf
stochastische Volatilitätszeitreihen übertragen.
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Satz 4.1.1 (Rosenblatt–Transformation). Seien X1, . . . , Xn reellwertige Zufallsva-
riablen und
Fi(·|xi−1, . . . , x1)
die bedingte Verteilungsfunktion von Xi gegeben Xi−1 = xi−1, . . . , X1 = x1. Es gelte
P{ω ∈ Ω : Fi(·|Xi−1(ω), . . . , X1(ω)) stetig für alle i = 1, . . . , n} = 1.
Dann sind
U1 := F1(X1), U2 := F2(X2|X1), . . . , Un := Fn(Xn|Xn−1, . . . , X1) (4.1)
unabhängig und U(0,1)–verteilte Zufallsvariablen.
Beweis Sei Z := (Xn−1, . . . , X1), Y := Fn (Xn|Z). Es reicht z.z.
L (Y, Z) = U(0,1) × L (Z) . (4.2)
Dann sind Z und Y unabhängig und damit gilt auch, dass F1(X1), F2(X2|X1), . . . ,
Fn(Xn|Xn−1, . . . , X1) unabhängig und U(0,1)–verteilt sind.
Nach der Wahrscheinlichkeitsintegraltransformation und dem Transformations-
satz für Integrale gilt für eine Zufallsvariable W mit einer stetigen Verteilungsfunk-
tion G∫
1A (G(x)) dL (W ) (x) =
∫
1A (G(W )) dP = P {G (W ) ∈ A} = U(0,1) (A) . (4.3)
Weiter gilt
P {Fn (Xn|Z) ∈ A,Z ∈ B} =
∫
1A (Fn (xn|z)) 1B (z) dL (Xn, Z) (xn, z) . (4.4)
Mittels des Satzes von Fubini für Markov–Kerne kann die Gleichung (4.4) fortgesetzt
werden durch
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=
∫ ∫
(1A (Fn (xn|z)) 1B (z)P (Xn ∈ dxn|Z = z)) dL (Z) (z)
=
∫
1B (z)
∫
(1A (Fn (xn|z)) dP (Xn ∈ dxn|Z = z))︸ ︷︷ ︸
=U(0,1)(A)
dL (Z) (z)
= U(0,1) (A)
∫
1B (z) dL (Z) (z)
= U(0,1) (A)P {Z ∈ B} .
Letzteres gilt wegen (4.3), da Fn (·|z) die Verteilungsfunktion von P (Xn ∈ ·|Z = z)
ist. Damit ist (4.4) gezeigt und die Behauptung folgt.

Für den Fall, dass eine Validierung der prognostizierten Verteilung der stochasti-
schen Volatilitätszeitreihe für die vorliegenden Beobachtungen Ri erfolgen soll, wird
das nachstehende Korollar und für GARCH(1,1)–Zeitreihen die darauf folgende Be-
merkung herangezogen.
Korollar 4.1.2 (Rosenblatt–Transformation in stochastischen Volatilitätszeitrei-
hen). Gegeben sei die stochastische Volatilitätszeitreihe R1, . . . , Rn mit Anfangszu-
stand X0 und ε1 besitze eine stetige Verteilung mit Verteilungsfunktion F . Mit den
Bezeichnungen in Bemerkung 1.1.8 setze
F1 (·|x0) := F
(
·/σ1 (x0)
)
,
F2 (·|x0, r1,1) := F
(
·/σ2 (x0, r1,1)
)
,
...
...
Fn (·|x0, r1,n−1) := F
(
·/σn (x0, r1,n−1)
)
.
Die transformierten Zufallsvariablen
F1(R1|X0), F2(R2|X0,R1,1), . . . , Fn(Rn|X0,R1,n−1) (4.5)
sind unabhängig und U(0,1)–verteilte Zufallsvariablen.
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Bemerkung 4.1.3. Das vorhergehende Korollar 4.1.2 lässt sich auf den Spezialfall
von GARCH(1,1)–Zeitreihen übertragen. Im Rahmen von GARCH(1,1)–Zeitreihen
wird für die Innovationen εt+i mit i = 1, . . . , n in der Regel eine stetige Vertei-
lung angenommen, wie z.B. eine Normal- oder Student–Verteilung. Ersetze Ri durch
Rt+i, σi durch σt+i für i = 1, . . . , n und X0 durch Xt, wobei
σi (x0, r1,i−1) := σt+i(xt, rt+1,t+i−1) = zt+i =
√√√√ ζ
1− β + α
∞∑
j=0
βjr2t+i−j−1
für i = 2, . . . , n bzw. für i = 1
σ1 (x0) := σt+1(xt) := zt+1 =
√√√√ ζ
1− β + α
∞∑
j=0
βjr2t−j .
Nach Anwendung der Rosenblatt–Transformation können die transformierten
Daten mit Standardverfahren auf Unabhängigkeit und Gleichverteilung getestet wer-
den. Dies kann entweder über den Kolmogoroﬀ–Smirnoﬀ–Test (siehe Bronstein u.
Semendjajew (1991) Kapitel 3) oder den χ2–Anpassungstest (siehe Falk u. a. (2004),
Fahrmeir u. a. (2002) Kapitel 11) erfolgen.
4.2. Validierung von Funktionalparametern der
Prognoseverteilung
Im Folgenden wird nicht die tatsächliche Verteilung mit der Prognoseverteilung ver-
glichen, sondern das Augenmerk wird auf den seriell bedingten VaR gelegt, also
das bedingte q–Quantil. Eine Überprüfung der Validierung dieser Funktionalpara-
meter der Prognoseverteilung erfolgt auf Basis der Stichproben und demnach über
statistische Tests. Hierfür muss jedoch ein geeignetes Testproblem deﬁniert werden.
Auf den konkreten Anwendungsfall bezogen wird nur eine bestimmte Anzahl an
Überschreitungen über dem VaR akzeptiert. Liegt eine wesentlich größere Anzahl an
Überschreitungen vor, bildet das vorgegebene VaR–Modell das tatsächliche Risiko
nicht adäquat ab und das Modell für die Prognoseverteilung sollte verworfen werden.
Wie bereits aus der Einleitung hervorgeht, hat eine Bank das Interesse, mög-
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lichst exakt zu wissen, welchen Verlust sie bei gegebener Haltedauer zu einer vorge-
gebenen Wahrscheinlichkeit erleidet.
Meist erfolgt die Prognose des seriell bedingten VaR basierend auf einer Wahr-
scheinlichkeit von 0.99, d.h. der prognostizierte Wertverlust wird mit dieser Wahr-
scheinlichkeit und innerhalb der gegebenen Haltedauer nicht übertroﬀen.
Im Folgenden sei eine stochastische Volatilitätszeitreihe R1, . . . , Rn mit An-
fangszustand X0 gegeben und ε1 besitze eine stetige Verteilung.
Um einen statistischen Test formulieren zu können, ob eine wesentlich größe-
re Überschreitungsanzahl der R1, . . . , Rn über dem bedingten VaR vorliegt, werden
hierfür die auf Unabhängigkeit und (0, 1)–Gleichverteilung transformierten Zufalls-
variablen
U1 := F1(R1|X0),
U2 := F2(R2|X0,R1,1),
...
...
Un := Fn(Rn|X0,R1,n−1)
herangezogen. Für diese transformierten Zufallsvariablen gilt das nachstehende Ko-
rollar.
Korollar 4.2.1. Für die transformierten ZVn U1, . . . , Un gilt, dass
1(q,1) (U1) , 1(q,1) (U2) , . . . , 1(q,1) (Un)
unabhängig und B(1,1−q)–verteilt sind. Daraus folgt, dass
∑n
i=1 1(q,1) (Ui) ∼ B(n,1−q).
Dies bedeutet, dass die Anzahl der Überschreitungen der Zufallsvariablen U1, . . . , Un
von q binomialverteilt ist mit Parametern n und 1− q. Um zu überprüfen, ob eine
wesentlich größere Anzahl an Überschreitungen der transformierten Zufallsvariablen
U1, . . . , Un bezüglich q vorliegt, lässt sich wegen Korollar 4.2.1 ein Binomialtest mit
einseitigem Testen des Parameters q formulieren.
Sei S = {0, 1, . . . , n} der Stichprobengrundraum und Q = {B(n,1−q) : q ∈ (0, 1)}
eine Familie von W–Maßen. Für einen einseitigen Test des Parameters q lässt sich
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die Nullhypothese und Alternative aufstellen durch
H0 := {q ∈ (0, 1) : 1− q ≤ 1− q0}
und
H1 := {q ∈ (0, 1) : 1− q > 1− q0},
wobei q0 die Wahrscheinlichkeit darstellt, zu der der VaR berechnet wird, z.B. q0 =
0.99. Für den kritischen Bereich erhält man
Cn = {k, k + 1, . . . , n}
mit dem kritischen Wert
k = min{m :
n∑
i=m
Bn,1−q0{i} ≤ a},
wobei a das Testniveau ist. Dabei wird die Nullhypothese verworfen, falls die Über-
schreitungsanzahl der transformierten Beobachtungen der Stichprobe von q in Cn
liegt.
Dieser statistische Test lässt sich durch die Äquivalenz
Xi > F
−1
i (q|Xi−1, . . . , X1)
⇔ Fi (Xi|Xi−1, . . . , X1) =: Ui > q
für i = 2, . . . , n und analog für X1 > F
−1
1 (q) wieder auf das Ausgangsproblem
zurückführen. Dies bedeutet, dass man durch den Test der Anzahl der Überschrei-
tungen der transformierten Zufallsvariablen von q einen Test der Überschreitungen
des bedingten VaR von R1, . . . , Rn erhält.
Das nachstehende Kapitel greift den vorgestellten statistischen Test wieder auf
und stellt diesen im aufsichtsrechtlichen Zusammenhang dar. Der aufsichtsrechtliche
Zonenansatz führt dabei diesen Test zu zwei unterschiedlichen Testniveaus durch.
Weitere statistische Tests und Ergänzungen ﬁndet man in Wehn (2005), Abschnitt
4.
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4.3. Aufsichtsrechtlicher Zonenansatz
Bevor näher auf den aufsichtsrechtlichen Zonenansatz oder Ampelansatz und die
dazu gehörigen Signiﬁkanzniveaus eingegangen wird, erfolgt eine kurze Einführung
in die aufsichtsrechtliche Validierung von VaR–Modellen.
Banken werden dazu angehalten, ihren Risiken eine adäquate Eigenmittelde-
ckung gegenüber zu stellen, siehe Einleitung. Im Folgenden wird nun insbesondere
das Marktrisiko betrachtet.
Marktrisiken beinhalten die Gefahr, dass bestehende Aktiva aufgrund negativer
Marktentwicklungen basierend auf Zinssätzen, Aktien- und Wechselkursen, Gold-
preis sowie Waren- bzw. Rohstoﬀpreisen (und mit diesen Risiken in Zusammenhang
stehenden sonstigen Risiken) an Wert verlieren und für den Risikoträger Verluste
(im Vergleich zum investierten Kaufpreis) entstehen.
Um dieser Gefahr Rechnung zu tragen, müssen Marktrisiken im Bereich des
Handelsbuchs mit Eigenkapital unterlegt werden. Beispielsweise können Banken zur
aufsichtsrechtlichen Kalkulation ihrer Marktrisiken einen Standardansatz oder ein
internes Modell, welches auf bankinternen VaR–Modellen besteht, verwenden. Wird
die Verwendung eines internen Modells angestrebt, so muss unter anderem eine
Validierung des Modells durch Stresstesting und Backtesting erfolgen, vgl. Basel
Committee on Banking Supervision (2009), I, Abs. 10. Hierdurch soll gewährleis-
tet werden, dass Risikomaße historische Preisbewegungen geeignet beschreiben, vgl.
Basel Committee on Banking Supervision (2009), Abschnitt 718(xcvi), S. 28.
Beim Stresstesting muss z.B. der Eﬀekt eines milden Rezessionsszenarios auf
das VaR–Modell analysiert werden. Backtesting–Verfahren hingegen überprüfen die
internen VaR–Modelle auf Adäquanz und stellen den täglichen tatsächlichen Ver-
lusten eines spekulativen Assets oder eines Portfolios die prognostizierten Verluste
gegenüber. Im weiteren Verlauf wird ein einzelnes spekulatives Asset auch als Port-
folio angesprochen. Üblicherweise enthält ein Portfolio jedoch mehrere Assets.
Für das Backtesting wird als Ausgangswert der tägliche VaR zum Niveau 0.99
verwendet, d.h. es wird der mögliche Portfolioverlust gewählt, der mit einer Wahr-
scheinlichkeit von 0.99 nicht überschritten wird, vgl. Basel Committee on Banking
Supervision (1996) und Basel Committee on Banking Supervision (2009), S. 29. In
Basel Committee on Banking Supervision (2009) S. 13 wird als Datenbasis für die
Prognose des VaR ein Minimum von einem Jahr zugrunde gelegt und die Banken
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müssen monatlich oder bei erheblichen Änderungen der Marktpreise die Datensätze
aktualisieren.
Bei Verwendung eines internen Ansatzes werden Banken dazu angehalten für
manche Handelsbuchpositionen ebenfalls einen 10–Tages–VaR zu berechnen. Beim
Backtesting dieses VaR ergibt sich jedoch die Problematik, dass für eine längere
Haltedauer wie z.B. 10 Tagen der 10–Tages–VaR basierend auf einem statischen
Portfolio berechnet wird. D.h. es werden in der gegebenen Haltedauer alle Positio-
nen im Portfolio gehalten, wobei allerdings in der Realität eine Umschichtung des
Portfolios vorgenommen werden kann. Hierbei kann es somit zu einer Diskrepanz
durch Provisionseinnahmen sowie Handelsgewinne und -Verluste im Vergleich von
tatsächlichen und prognostizierten Verlusten kommen.
Daher wird die Validierung der mathematischen Modelle auf Basis des täglichen
VaR vorgenommen, wobei es allerdings auch beim Intraday–Handel zu den oben ge-
nannten Diskrepanzen kommen kann. Aus diesem Grund sollen zur Verbesserung
die Einnahmen nach Provisionen, Spreads, Marktveränderungen sowie Intraday–
Handelsergebnissen aufgeschlüsselt werden, siehe Basel Committee on Banking Su-
pervision (1996).
Banken sollen dann ihr Backtesting auf Basis von hypothetischen Handel (alle
Positionen werden als unverändert angenommen) oder tatsächlichem Handel (inklu-
sive Provisionen, Spreads, Marktveränderungen sowie Intraday–Handelsergebnissen)
oder beidem vornehmen.
Des Weiteren erfolgt das Backtesting quartalsweise mit den letzten 250 Tagen
als Grundlage, d.h. es werden die letzten 250 Tage herangezogen, in denen der pro-
gnostizierte VaR mit den tatsächlichen Verlusten des Portfolios verglichen wird.
Abhängig von den Ergebnissen des Backtesting wird dann ein Aufschlagfaktor
(Plusfaktor) zwischen 0 und 1 festgelegt, der sich als Multiplikator bei der Kalkula-
tion des regulatorischen Eigenkapitals niederschlägt.
Hierzu wird nach Durchführung des Backtesting die Anzahl der tatsächlichen
Überschreitungen der Portfolioverluste über dem prognostizierten VaR gezählt und
mit Hilfe statistischer Tests ﬁndet eine Einteilung in Zonen statt.
Dieser Zonenansatz sieht Zwischenstufen analog zum Ampelprinzip (grüne Zo-
ne, gelbe Zone oder rote Zone) vor, indem zwei Signiﬁkanzniveaus α1 = 0.05 und
α2 = 0.0001 zur Unterteilung der Ampel betrachtet werden. Aus diesen Niveaus las-
sen sich entsprechend zwei kritische Werte k1 und k2 ermitteln, wobei der Test zum
89
4. Backtesting
Niveau α1 = 0.05 einen kleineren kritischen Wert liefert als der Test zum Niveau
α2 = 0.0001.
Die tatsächliche Überschreitungsanzahl beﬁndet sich im grünen Bereich, falls
diese kleiner als der Wert k1 ist. Die gelbe Zone wird durch die kritischen Werte
k1 und k2 begrenzt, d.h. eine Anzahl der VaR–Überschreitungen, die größer oder
gleich dem kritischen Wert k1 und kleiner als der Wert k2 sind, wird in die gelbe
Zone eingestuft. Die rote Zone wird der Überschreitungsanzahl zugeteilt, die größer
oder gleich dem kritischen Wert k2 ist. Diese Vorgehensweise wird nochmals in der
Abbildung 4.1 verdeutlicht.
Anzahl der
Überschreitungen
k1 k2
Abbildung 4.1.: Einordnung der Überschreitungsanzahl in die entsprechenden
Bereiche.
Eingestuft in die grüne Zone wird das verwendete mathematische Modell zur
VaR–Schätzung als adäquat angesehen und es wird von Seiten der Aufsichtsbehörde
kein Aufschlag auf das regulatorische Kapital vorgenommen.
Eine Einordnung des Modells in die gelbe Zone bedeutet allerdings, dass VaR–
Überschreitungen der Wertänderungen häuﬁger als gemäß der festgelegten Wahr-
scheinlichkeit vorgegeben beobachtet werden. In diesem Fall sieht das Baseler Ko-
mitee für Bankenaufsicht einen Aufschlag bezüglich der Eigenkapitalunterlegung vor,
sofern die Bank nicht zeigen kann, dass dieser Aufschlag nicht gerechtfertigt ist, siehe
Basel Committee on Banking Supervision (1996).
Im Fall einer massiven Überschreitung, was eine Einordnung in die rote Zone
bedeutet, ist das Modell als inadäquat anzusehen und zu verwerfen. Die Aufsichtsbe-
hörde erhöht die Eigenkapitalanforderungen oder verbietet sogar das Modell, siehe
Basel Committee on Banking Supervision (1996). In Basel Committee on Banking
Supervision (1996) des BCBS erfolgt die Berechnung der kritischen Werte zur Ein-
teilung in die unterschiedlichen Zonen nur für eine Backtesting–Zeitdauer von 250
Tagen. Hier ergeben sich die kritischen Werte wie in Tabelle 4.1 gezeigt. Zur Verall-
gemeinerung wird im Weiteren gezeigt, wie für eine beliebige Backtesting–Periode
die kritischen Werte und damit der Plusfaktor kalkuliert werden können.
90
4.3. Aufsichtsrechtlicher Zonenansatz
Man betrachtet insgesamt die nachstehende Testdurchführung:
1. Die Durchführung der Test erfolgt auf Basis der beiden Testniveaus α1 = 0.05
und α2 = 0.0001.
2. Prüfgröße sind die beobachteten Überschreitungen des zu prüfenden Markt-
risikomodells über dem prognostizierten täglichen VaR. Es wird angenommen,
dass die VaR–Überschreitungen unabhängig identisch und B1,1−q–verteilt sind.
Für die Gültigkeit dieser Annahme in stochastischen Volatilitätszeitreihen ver-
gleiche Abschnitt 4.2. Daraus folgt, dass die Anzahl der Überschreitungen bi-
nomialverteilt ist.
3. Die kritischen Werte k1, k2 zu den zugehörigen Testniveaus α1, α2 und des
VaR zur Wahrscheinlichkeit q = 0.99 können durch
k1 = min
{
m :
n∑
i=m
B(n,0.01) {i} ≤ α1
}
und
k2 = min
{
m :
n∑
i=m
B(n,0.01) {i} ≤ α2
}
bestimmt werden. Für die Stichprobengröße von n = 250 erhält man die kri-
tischen Werte k1 = 5 und k2 = 10.
4. Die Menge aller möglichen Realisationen, die zu einem Bestehen des ersten
Tests führen, bilden die grüne Zone. Die Realisationen, die den zweiten Test
bestehen, den ersten aber nicht, bilden die gelbe Zone. Die rote Zone setzt sich
aus den Realisationen zusammen, für die beide Tests nicht bestanden sind.
Nach der Einordnung gemäß dem Ampelprinzip wird das zugrundeliegende Ei-
genkapital zum Zeitpunkt t dann folgendermaßen berechnet
Kt = SFt ·max
{
VaRt(0.99),
1
60
60∑
i=1
VaRt−i(0.99)
}
wobei
SFt = 3 + Plusfaktort
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der Skalierungsfaktor zum Zeitpunkt t basierend auf dem Backtesting bezüglich 250
Handelstagen ist. Der Skalierungsfaktor wird alle drei Monate aktualisiert, siehe
Basel Committee on Banking Supervision (1996).
Die nachfolgende Tabelle zeigt, wie sich die aus dem Backtesting resultierende
Überschreitungszahl auf den Plusfaktor auswirkt.
Zone Anzahl der Überschreitungen Plusfaktor
0 0
1 0
Grüne Zone 2 0
3 0
4 0
5 0.4
6 0.5
Gelbe Zone 7 0.65
8 0.75
9 0.85
Rote Zone 10 oder mehr 1
Tabelle 4.1.: Zusammenhang der Überschreitungsanzahl und des Plusfaktors im auf-
sichtsrechtlichen Zonenansatz basierend auf 250 Handelstagen.
In Basel Committee on Banking Supervision (2009) wird vorgeschlagen, dass
nicht nur ein Backtesting–Verfahren durchgeführt werden soll, sondern zusätzlich
weitere Validierungen erfolgen sollen, wie z.B. Tests, die zeigen sollen, dass keine
Unterschätzung des Risikos durch Verwendung des Normalverteilungsmodells vor-
liegt.
Mit dem Square–Root–Ansatz (siehe Bemerkung 3.1.1) erfolgt eine Skalierung
des täglichen VaR auf eine Haltedauer von 10 Tagen, vgl. Basel Committee on
Banking Supervision (2009), S. 23. Dieser Ansatz wird im nachfolgenden Kapitel
näher behandelt.
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Kapitel 5.
Simulations- und Fallstudien
In den vorangegangenen Kapiteln wurde zum einen die mathematische Modellie-
rung und Prognose der Risiken und zum anderen die Validierung dieser Modelle
durch Backtesting vorgestellt. In diesem Kapitel werden diese Resultate auf reale
Datensätze und Simulationen angewendet. Für die Betrachtung des n–Tages VaR
werden im Folgenden Datensätze basierend auf täglichen Beobachtungen verwendet.
Es können allerdings auch Intradaydaten zugrunde gelegt werden, wobei jedoch oft
fehlerhafte Datenbestände vorliegen oder die Beschaﬀung der Datensätze kostenin-
tensiv ist. Für die Übertragung der Resultate auf reale Datensätze wird wie folgt
vorgegangen:
Simulationen
1. Zuerst werden GARCH(1,1)–Zeitreihen mit bestimmten Parametern der Län-
ge m simuliert und anschließend die Prognose des seriell bedingten n–Tages
VaR des nächsten Zeitpunkts anhand der unten aufgeführten Methoden gebil-
det (Methoden 2 – 5). Alternativ wird ein Datensatz anstatt der simulierten
Daten verwendet. Hierzu wird eine GARCH(1,1)–Zeitreihe an den Datensatz
angepasst und die unbekannten Parameter mittels der Maximum–Likelihood–
Methode geschätzt. Folgend wird wieder die Prognose des seriell bedingten
n–Tages VaR des nächsten Zeitpunkts anhand der unten aufgeführten Metho-
den vorgenommen.
2. Anschließend wird die Überschreitungswahrscheinlichkeit mit der vorgegebe-
nen Wahrscheinlichkeit des VaR verglichen, indem die relative Anzahl der
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Überschreitungen des prognostizierten bedingten n–Tages VaR über der si-
mulierten n–Tages log–Rendite ermittelt wird.
Zu beachten ist hierbei, dass die Simulationen auf normalverteilten Innovationen der
GARCH(1,1)–Zeitreihe basieren.
Datensätze
1. Zunächst erfolgt die Prognose des seriell bedingten n–Tages VaR und die damit
einhergehende Schätzung der unbekannten Parameter mittels der Maximum–
Likelihood–Methode basierend auf 1250 Beobachtungen (Aktienschlusskurse
der Wal–Mart- und Adidas–Aktie vom 26.11.2003 bis zum 13.10.2008) (siehe
Abschnitt 3.3 und 1.3.1). Somit wird die Prognose des seriell bedingten n–
Tages VaR des Zeitraums vom 14.10.2008 bis zum 14.10.2009 basierend auf
dem Zeitraum vom 26.11.2003 bis zum 13.10.2008 vorgenommen (Methoden
1 – 5).
2. Danach werden die VaR–Modelle mit den unten aufgeführten Methoden mit-
tels Backtesting über einen Zeitraum von 250 Handelstagen (vgl. Abschnitt
4.3) validiert. Das heißt es werden die Aktienschlusskurse der Wal–Mart- und
Adidas–Aktie vom 14.10.2008 bis zum 14.10.2009 betrachtet.
Methoden zur VaR–Prognose
Es werden VaR–Prognosen basierend auf den nachstehenden Methoden durchge-
führt.
• Methode 1: Es wird zur Prognose des mehrtägigen bedingten VaR eine direk-
te Anpassung einer GARCH(1,1)–Zeitreihe an die mehrtägigen log–Renditen
durchgeführt.
• Methode 2: Mittels der täglichen log–Renditen erfolgt die Prognose des mehr-
tägigen bedingten VaR mit Hilfe des Square–Root–Ansatzes (vgl. Bemerkung
3.1.1).
• Methode 3: Hier wird zur Prognose des mehrtägigen bedingten VaR der
Parameter der bedingten iid Approximation abhängig von der Vergangenheit
herangezogen (vgl. Ungleichung (2.20)).
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• Methode 4: Anlog zu Methode 3 wird der Parameter der bedingten iid Ap-
proximation verwendet. Allerdings wird die Vergangenheit nicht berücksichtigt
(vgl. Ungleichung (2.21)).
• Methode 5: Zur Prognose des mehrtägigen bedingten VaR wird die approxi-
mative bedingte Unabhängigkeit betrachtet (vgl. Ungleichung (3.3)).
5.1. Simulationsstudien
Führt man die zweistuﬁge Simulationen gemäß den Gliederungspunkten 1. und 2.
auf der vorhergehenden Seite durch, so erhält man die relative Überschreitungshäu-
ﬁgkeit über dem prognostizierten VaR basierend auf den Methoden 2–5. Liegt diese
zu weit über der vorgegebenen Wahrscheinlichkeit q des VaR, so gibt es zu viele
Überschreitungen der simulierten n–Tages log–Rendite über dem prognostizierten
VaR und die jeweilige Methode ist als nicht adäquat anzusehen.
Die Tabellen 5.1, 5.2 und 5.3 zeigen, dass die VaR–Prognose bezüglich des
Square–Root–Ansatzes in einigen Fällen über der vorgegebenen Wahrscheinlichkeit
q liegt. Zu erwarten war, dass für ein größeres q eine wesentlich größere relative
Überschreitungshäuﬁgkeit vorliegen sollte. Es zeigt sich allerdings, dass dies nicht
immer der Fall ist, was eventuell auf eine höhere Varianz des prognostizierten VaR
hindeuten könnte.
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Modell bzgl. Modell bzgl. des Modell bzgl. des Modell bzgl. der
des Square–Root– Parameters der bed. Parameters der bed. approximativen
Ansatzes iid Approximation iid Approximation bed. Unab-
(Methode 2) mit Vergangenheit ohne Vergangenheit hängigkeit
α β q (Methode 3) (Methode 4) (Methode 5)
0.009 0.9 0.95 199 (4.975%) – – 109 (2.725%)
0.0009 0.9 0.95 201 (5.025%) – 182 (4.55%) 186 (4.65%)
0.0009 0.9 0.99 30 (0.75%) – 18 (0.45%) 24 (0.6%)
0.009 0.99 0.95 215 (5.375%) 23 (0.575%) 34 (0.85%) 118 (2.95%)
0.0009 0.99 0.95 196 (4.9%) 90 (2.25%) 179 (4.475%) 190 (4.75%)
0.0009 0.99 0.99 42 (1.05%) – 27 (0.675%) 31 (0.775%)
0.0009 0.999 0.95 208 (5.2%) 185 (4.625%) 185 (4.625%) 193 (4.825%)
0.0009 0.999 0.99 45 (1.125%) 25 (0.625%) 26 (0.65%) 37 (0.925%)
Tabelle 5.1.: Absolute und relative Überschreitungsanzahl des prognostizierten VaR über der simulierten 5–Tages log–
Rendite mit 4000 Simulationen.
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Modell bzgl. Modell bzgl. des Modell bzgl. des Modell bzgl. der
des Square–Root– Parameters der bed. Parameters der bed. approximativen
Ansatzes iid Approximation iid Approximation bed. Unab-
(Methode 2) mit Vergangenheit ohne Vergangenheit hängigkeit
α β q (Methode 3) (Methode 4) (Methode 5)
0.0009 0.99 0.95 206 (5.15%) – 112 (2.8%) 154 (3.85%)
0.0009 0.99 0.99 39 (0.975%) – – 0 (0%)
0.0009 0.999 0.95 210 (5.25%) 125 (3.125%) 130 (3.25%) 169 (4.225%)
0.0009 0.999 0.99 44 (1.1%) – – 0 (0%)
Tabelle 5.2.: Absolute und relative Überschreitungsanzahl des prognostizierten VaR über der simulierten 10–Tages log–
Rendite mit 4000 Simulationen.
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Modell bzgl. Modell bzgl. des Modell bzgl. des Modell bzgl. der
des Square–Root– Parameters der bed. Parameters der bed. approximativen
Ansatzes iid Approximation iid Approximation bed. Unab-
(Methode 2) mit Vergangenheit ohne Vergangenheit hängigkeit
α β n q (Methode 3) (Methode 4) (Methode 5)
2.85 · 10−4 0.9993 5 0.95 181 (4.525%) 173 (4.325%) 174 (4.35%) 177 (4.425%)
2.85 · 10−4 0.9993 5 0.99 31 (0.775%) 24 (0.6%) 26 (0.065%) 28 (0.007%)
2.85 · 10−4 0.9993 10 0.95 212 (5.3%) 161 (4.025%) 171 (4.275%) 197 (4.925%)
2.85 · 10−4 0.9993 10 0.99 44 (1.1%) – 10 (0.25%) 32 (0.8%)
Tabelle 5.3.: Absolute und relative Überschreitungsanzahl des prognostizierten VaR über der simulierten n–Tages log–
Rendite mit fester Vergangenheit der Adidas–Aktie im Zeitraum vom 26.11.2003 bis zum 13.10.2008 und
4000 Simulationen.
9
8
5.1. Simulationsstudien
Betrachtet man empirische Fallstudien so ﬁndet man in Angelidis u. a. (2004),
Baillie u. DeGennaro (1990), Hansen (1992) und Bollerslev (1987), dass eine Anpas-
sung von GARCH(1,1)–Zeitreihen mit Student–verteilten Innovationen eher geeignet
ist als mit normalverteilten Innovationen. Man beachte, dass für Gestaltsparameter
κ→ ∞ die Student–Verteilungsfunktion gegen die Normalverteilungsfunktion kon-
vergiert. Für κ > 30 kann approximativ die Normalverteilung angenommen werden.
Daher ist das Normalverteilungsmodell für die Innovationen als Grenzfall im Modell
in den Student–verteilten Innovationen enthalten.
Fallstudien in Franses u. van Dijk (2000) und RiskMetrics Group (1996) zeigen,
dass bei kurzfristigen Renditen die Parameterschätzungen im GARCH(1,1)–Modell
zu kleinen Werten für den Parameter der bedingten iid Approximation führen, da α
nahe bei 0 und β nahe bei 1 liegt.
Bevor näher auf die Fallbeispiele eingegangen wird, werden zunächst in den
Tabellen 5.4 und 5.5 die empirischen Quantile der Faltung von Standard–Student–
Verteilung vorgestellt, da diese nur per Simulation ermittelt werden können. Dies
ist notwendig, da keine geschlossene Form der Verteilung der Summe von Standard–
Student–verteilten Zufallsvariablen existiert. Hierzu wurden 100000 aggregierte Zu-
fallsvariablen bestehend aus der Summe von n Standard–Student–verteilten Zufalls-
variablen gezogen und anschließend das empirische q–Quantil bestimmt.
q n=5 n=10 n=63
0.9 4.2699 6.3252 16.8626
0.95 5.811 8.4284 21.9404
0.99 9.7011 13.4163 32.5762
Tabelle 5.4.: Simulierte Quantile der n–fachen Faltung der Standard–Student–
Verteilung mit Gestaltsparameter κ = 3.
q n=5 n=10 n=63
0.9 3.1781 4.5222 11.3588
0.95 4.0947 5.8426 14.5328
0.99 5.9 8.3312 20.5765
Tabelle 5.5.: Simulierte Quantile der n–fachen Faltung der Standard–Student–
Verteilung mit Gestaltsparameter κ = 10.
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5.2. Fallbeispiel Adidas–Aktie
Im Folgenden werden die Kurse der Adidas–Aktie betrachtet. Die Aktiengesellschaft
Adidas ist ein deutscher Sportartikel–Hersteller mit den Marken Adidas, Reebok
und TaylorMade. Der untersuchte Datensatz enthält die zugehörigen Kurse vom
26.11.2003 bis zum 14.10.2009, wobei die Kurse vom 26.11.2003 bis zum 13.10.2008
(1250 Handelstage) zur Anpassung einer GARCH(1,1)–Zeitreihe dienen, wohingegen
der Zeitraum vom 14.10.2008 bis zum 14.10.2009 zur aufsichtsrechtlichen Überprü-
fung mittels Backtesting genutzt wird (siehe Abschnitt 4.3).
Modellierung der täglichen und 5–Tages log–Renditen
Die nachfolgende Abbildung 5.1 zeigt die zu den Schlusskursen zugehörigen nega-
tiven täglichen und 5–Tages log–Renditen. Ziel ist nun die Herleitung einer oberen
Schranke des 5–Tages VaR mit Wahrscheinlichkeit 0.95 bzw. 0.99.
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Abbildung 5.1.: Negative tägliche log–Renditen (links) und negative 5–Tages log–
Renditen (rechts) der Adidas–Aktienkurse.
Zunächst wird eine GARCH(1,1)–Zeitreihe mit Student–verteilten Innovationen
an die negativen täglichen log–Renditen angepasst und man erhält die Maximum–
Likelihood–Schätzer ζˆ = 5.68 · 10−8, αˆ = 2.85 · 10−4, βˆ = 0.9993 und für den
Gestaltsparameter κˆ = 3.4974. Eine Anpassung einer GARCH(1,1)–Zeitreihe an die
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negativen 5–Tages log–Renditen, führt zu den geschätzten Parameter ζˆ = 4.18·10−6,
αˆ = 0.0177, βˆ = 0.9811 und κˆ = 5.3896.
Man beachte, dass eine Überprüfung der Modellierung durch GARCH(1,1)–
Zeitreihen über die Standardisierung der entsprechenden log–Renditen erfolgen kann.
Dies bedeutet, dass für i = 1, . . . , n die Residuen
εˆt+i = rt+i/zˆt+i
mit
zˆ2t+i =
√√√√ ζˆ(xt,rt+1,t+i−1)
1− βˆ(xt,rt+1,t+i−1)
+ αˆ(xt,rt+1,t+i−1)
∞∑
j=0
βˆi(xt,rt+1t+i−1)r
2
t+i−j−1
für i = 2, . . . , n bzw.
zˆ2t+1 =
√√√√ ζˆ(xt)
1− βˆ(xt)
+ αˆ(xt)
∞∑
j=0
βˆi(xt)r
2
t−j
ungefähr dieselbe Verteilung besitzt wie die Verteilung der Innovationen, falls die
Modellierung adäquat ist.
Der zugehörige QQ–Plot der Residuen in Abbildung 5.2 zeigt, dass die Mo-
dellanpassung im Fall der täglichen Renditen eindeutig besser ist als für die nega-
tiven 5–Tages log–Renditen. Dies ist in Übereinstimmung mit den Aussagen, dass
mit GARCH(1,1)–Zeitreihen am besten kurzfristige log–Renditen modelliert wer-
den können, vergleiche hierzu unter anderem Andersen u. Bollerslev (1998), Ander-
sen u. a. (1999), Martens (2001), Martens (2002), Zivot (2008) und Embrechts u. a.
(2009).
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Abbildung 5.2.: QQ–Plot der negativen täglichen log–Renditen (blau) und QQ–Plot
der negativen 5–Tages log–Renditen (rot) der Adidas–Aktienkurse.
Für den Parameter der bedingten iid Approximation der angepassten
GARCH(1,1)–Zeitreihe (siehe Satz 2.3.5) erhält man
ψ ≤ 0.00201
und 0.99 + ψ < 1. Daher ist das Ergebnis aus Abschnitt 3.2 zur Ermittlung der
oberen Schranke des bedingten 5–Tages VaR zur Wahrscheinlichkeit 0.99 auf den
Datensatz anwendbar.
Validierung der täglichen log–Renditen
Bevor die einzelnen Methoden 1–5 validiert werden, erfolgt zunächst ein Backtes-
ting eines GARCH(1,1)–Modells für die täglichen log–Renditen im Zeitraum vom
14.10.2008 bis 14.10.2009 (250 Handelstage, vgl. Abschnitt 4.3), da diese Modellie-
rung die Grundlage für die weiteren Überlegungen darstellt.
Hierzu erfolgt eine Anpassung einer GARCH(1,1)–Zeitreihe an die negativen
täglichen log–Renditen. Anschließend wird die Prognose des VaR im Zeitraum vom
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14.10.2008 bis 14.10.2009 basierend auf dem Zeitraum vom 26.03.2003 bis 13.10.2008
zu q = 0.99 und q = 0.95 vorgenommen (vgl. Abschnitt 1.3.2 und Gleichung (1.11)).
Für q = 0.99 und die Testniveaus α1 = 0.05 und α2 = 0.0001 mit der Stichpro-
benanzahl n = 250 erhält man die kritischen Werte k1 = 5 und k2 = 10. Im Vergleich
des prognostizierten VaR zu q = 0.99 und der täglichen log–Renditen führt dies zu
13 Überschreitungen mit einer relativen Überschreitungshäuﬁgkeit von 5.18% (Ab-
bildung 5.3) und daher zu einer Einordnung des Modells in die rote Zone und daher
zur Verwerfung des Modells.
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Abbildung 5.3.: Negative tägliche log–Renditen und der bedingte VaR (rot) zu q =
0.99 der Adidas–Aktienkurse.
Im Fall des VaR mit q = 0.95, α1 = 0.05 und α2 = 0.0001 mit der Stichpro-
benanzahl n = 250 ergeben sich die kritischen Werte k1 = 18 und k2 = 27. Bei der
Durchführung des Backtesting erhält man 37 Überschreitungen (relative Überschrei-
tungshäuﬁgkeit beträgt 14.74%), was eine Einordnung in die rote Zone zur Folge hat
(Abbildung 5.4).
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Abbildung 5.4.: Negative tägliche log–Renditen und der bedingte VaR (rot) zu q =
0.95 der Adidas–Aktienkurse.
Validierung der 5–Tages log–Renditen basierend auf den
Methoden 1–5
Nachdem die Validierung der täglichen log–Renditen vorgenommen wurde, wird in
einem zweiten Schritt das Backtesting der verschiedenen Methoden 1–5 ausgeführt.
Die nachfolgende Tabelle 5.6 liefert die Ergebnisse des Backtesting für die negativen
5–Tages log–Renditen. Es stellt sich heraus, dass beim Backtesting zum höheren
Quantil 0.99 wesentliche Unterschiede vorliegen. Hier verzeichnet das Modell be-
züglich des Square–Root–Ansatzes die meisten Überschreitungen und wird in die
rote Zone eingeordnet. Das Backtesting zur Wahrscheinlichkeit 0.95 liefert hingegen
kaum Unterschiede.
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direkte Model- Modell bzgl. Modell bzgl. des Modell bzgl. des Modell bzgl. der
lierung der 5- des Square–Root– Parameters der bed. Parameters der bed. approximativen
Tages log- Ansatzes iid Approximation iid Approximation bed. Unab-
Renditen (Methode 2) mit Vergangenheit ohne Vergangenheit hängigkeit
(Methode 1) (Methode 3) (Methode 4) (Methode 5)
VaR zu
q = 0.99
krit. Werte k1 = 2, k2 = 5 k1 = 2, k2 = 5 k1 = 2, k2 = 5 k1 = 2, k2 = 5 k1 = 2, k2 = 5
Überschrei- 3 (6.12%) 5 (10.2%) 4 (8.16%) 4 (8.16%) 4 (8.16%)
tungen
VaR zu
q = 0.95
krit. Werte k1 = 5, k2 = 10 k1 = 5, k2 = 10 k1 = 5, k2 = 10 k1 = 5, k2 = 10 k1 = 5, k2 = 10
Überschrei- 6 (12.24%) 7 (14.29%) 7 (14.29%) 7 (14.29%) 7 (14.29%)
tungen
Tabelle 5.6.: Backtesting der verschiedenen VaR–Modelle auf Basis der negativen 5–Tages log–Renditen der Adidas–
Aktienkurse.
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Die nachfolgenden Abbildungen 5.5 und 5.6 zeigen die direkte Modellierung
der 5–Tages log–Renditen und das zugehörige Backtesting. Dies bedeutet, dass als
Zeitreihe die negativen 5–Tages log–Renditen für die Anpassung einer GARCH(1,1)–
Zeitreihe verwendet werden und darauf das Backtesting basiert (Methode 1).
0 10 20 30 40 50
−
0.
2
−
0.
1
0.
0
0.
1
0.
2
lo
g−
Re
nd
ite
n
0 10 20 30 40 50
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
lo
g−
Re
nd
ite
n
Abbildung 5.5.: Negative 5–Tages log–Renditen und der bedingte VaR auf Basis
der negativen 5–Tages log–Renditen (rot) zu q = 0.99 der Adidas–
Aktienkurse.
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Abbildung 5.6.: Negative 5–Tages log–Renditen und der bedingte VaR auf Basis
der negativen 5–Tages log–Renditen (rot) zu q = 0.95 der Adidas–
Aktienkurse.
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Die nachfolgenden Abbildungen 5.7 und 5.8 zeigen die Modellierung der 5–Tages
log–Renditen mit den verschiedenen Ansätzen (Methoden 2–5) und das zugehörige
Backtesting zur Zeitreihe der täglichen negativen log–Renditen.
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Abbildung 5.7.: Negative 5–Tages log–Renditen und die obere Schranke des beding-
ten VaR zu q = 0.99 bezüglich des Square–Root–Ansatzes (blau),
des Parameters der bedingten iid Approximation (rot), des Para-
meters der bedingten iid Approximation abhängig von der Vergan-
genheit (orange) und der aproximativen bedingten Unabhängigkeit
(grün) der Adidas–Aktienkurse.
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Abbildung 5.8.: Negative 5–Tages log–Renditen und die obere Schranke des beding-
ten VaR zu q = 0.95 bezüglich des Square–Root–Ansatzes (blau),
des Parameters der bedingten iid Approximation (rot), des Para-
meters der bedingten iid Approximation abhängig von der Vergan-
genheit (orange) und der aproximativen bedingten Unabhängigkeit
(grün) der Adidas–Aktienkurse.
Modellierung der täglichen und 10–Tages log–Renditen
Im Weiteren kann ebenfalls der bedingte 10–Tages VaR ermittelt werden. Die fol-
gende Abbildung 5.9 zeigt die Gegenüberstellung von den negativen täglichen log–
Renditen und den negativen 10–Tages log–Renditen.
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Abbildung 5.9.: Negative tägliche log–Renditen (links) und negative 10–Tages log–
Renditen (rechts) der Adidas–Aktienkurse.
Analog zum Vorhergehenden wurde an die Zeitreihe der negativen 10–Tages log–
Renditen eine GARCH(1,1)–Zeitreihe angepasst. Hierbei ergeben sich die Maximum–
Likelihood–Schätzer ζˆ = 1.21 · 10−4, αˆ = 6.08 · 10−2, βˆ = 0.7581 und für den Ge-
staltsparameter κˆ = 5.8069. Die Anpassung einer GARCH(1,1)–Zeitreihe an die ne-
gativen täglichen log–Renditen im vorhergehenden Abschnitt lieferte die geschätzten
Parameter ζˆ = 5.68·10−8, αˆ = 2.85·10−4, βˆ = 0.9993 und für den Gestaltsparameter
κˆ = 3.4974.
Die graﬁsche Überprüfung erfolgt wie vorher mittels QQ–Plot (siehe Abbildung
5.10). Man stellt erneut fest, dass eine Anpassung einer GARCH(1,1)–Zeitreihe an
die negativen 10–Tages log–Renditen weniger geeignet ist als auf täglicher Basis.
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Abbildung 5.10.: QQ–Plot der negativen täglichen log–Renditen (blau) und QQ–
Plot der negativen 10–Tages log–Renditen (rot) der Adidas–
Aktienkurse.
Für den Parameter der bedingten iid Approximation der angepassten GARCH(1,1)–
Zeitreihe gilt in diesem Fall
ψ ≤ 0.0090152.
Validierung der 10–Tages log–Renditen basierend auf den
Methoden 1–5
In diesem Abschnitt erfolgt ein Backtesting der Methoden 1–5 auf Basis der 10–Tages
log–Renditen. Hier wird wieder derselbe Zeitraum vom 14.10.2008 bis 14.10.2009
analog zum Backtesting der 5–Tages log–Renditen verwendet.
Nachfolgend werden die Ergebnisse des Backtesting für die negativen 10–Tages
log–Renditen in der Tabelle 5.7 dargestellt. Das Backtesting zur Wahrscheinlichkeit
q = 0.95 liefert bei allen Methoden eine Einordnung in die grüne Zone, wohingegen
die Validierung zu q = 0.99 dazu führt, dass lediglich die Methoden 1 und 4 (direkte
Modellierung der 10–Tages log–Renditen und Modell bezüglich des Parameters der
bedingten iid Approximation ohne Berücksichtigung der Vergangenheit) zur Einord-
nung in die grüne Zone führen. Die restlichen Methoden implizieren eine Einordnung
in die gelbe Zone.
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direkte Model- Modell bzgl. Modell bzgl. des Modell bzgl. des Modell bzgl. der
lierung der 10- des Square–Root– Parameters der bed. Parameters der bed. approximativen
Tages Ansatzes iid Approximation iid Approximation bed. Unab-
log–Renditen (Methode 2) mit Vergangenheit ohne Vergangenheit hängigkeit
(Methode 1) (Methode 3) (Methode 4) (Methode 5)
VaR zu
q = 0.99
krit. Werte k1 = 1, k2 = 3 k1 = 1, k2 = 3 k1 = 1, k2 = 3 k1 = 1, k2 = 3 k1 = 1, k2 = 3
Überschrei- 0 (0%) 2 (8.33%) 2 (8.33%) 0 (0%) 2 (8.33%)
tungen
VaR zu
q = 0.95
krit. Werte k1 = 3, k2 = 7 k1 = 3, k2 = 7 k1 = 3, k2 = 7 k1 = 3, k2 = 7 k1 = 3, k2 = 7
Überschrei- 2 (8.33%) 2 (8.33%) 2 (8.33%) 2 (8.33%) 2 (8.33%)
tungen
Tabelle 5.7.: Backtesting der verschiedenen VaR–Modelle auf Basis der negativen 10–Tages log–Renditen der Adidas–
Aktienkurse.
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Abbildung 5.11.: Negative 10–Tages log–Renditen und der bedingte VaR auf Basis
der negativen 10–Tages log–Renditen (rot) zu q = 0.95 der Adidas–
Aktienkurse.
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Abbildung 5.12.: Negative 10–Tages log–Renditen und der bedingte VaR auf Basis
der negativen 10–Tages log–Renditen (rot) zu q = 0.99 der Adidas–
Aktienkurse.
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Abbildung 5.13.: Negative 10–Tages log–Renditen und die obere Schranke des be-
dingten VaR zu q = 0.99 bezüglich des Square–Root–Ansatzes
(blau), des Parameters der bedingten iid Approximation (rot), des
Parameters der bedingten iid Approximation abhängig von der
Vergangenheit (orange) und der aproximativen bedingten Unab-
hängigkeit (grün) der Adidas–Aktienkurse.
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Abbildung 5.14.: Negative 10–Tages log–Renditen und die obere Schranke des be-
dingten VaR zu q = 0.95 bezüglich des Square–Root–Ansatzes
(blau), des Parameters der bedingten iid Approximation (rot), des
Parameters der bedingten iid Approximation abhängig von der
Vergangenheit (orange) und der aproximativen bedingten Unab-
hängigkeit (grün) der Adidas–Aktienkurse.
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5.3. Fallbeispiel Wal–Mart–Aktie
Nachdem die Schlusskurse der Aktie Adidas betrachtet wurden, wird nun die Wal–
Mart–Aktie untersucht. Wal–Mart Stores Inc. ist ein US–amerikanischer Einzelhan-
delskonzern.
Analog zur vorhergehenden Betrachtung werden wiederum die Schlusskurse im
Zeitraum vom 26.11.2003 bis zum 13.10.2008 zur Anpassung einer GARCH(1,1)–
Zeitreihe herangezogen. Für das Backtesting (vgl. Abschnitt 4.3) wird wieder der
Zeitraum vom 14.10.2008 bis zum 14.10.2009 benutzt.
Modellierung der täglichen und der 5–Tages log–Renditen
In der nachfolgenden Abbildung 5.15 werden die negativen täglichen und 5–Tages
log–Renditen dargestellt.
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Abbildung 5.15.: Negative tägliche log–Renditen (links) und negative 5–Tages log–
Renditen (rechts) der Wal–Mart–Aktienkurse.
Zunächst wird eine GARCH(1,1)–Zeitreihe mit Student–verteilten Innovationen
an die negativen täglichen log–Renditen angepasst und man erhält die Maximum–
Likelihood–Schätzer ζˆ = 1.09 · 10−7, αˆ = 9.18 · 10−3, βˆ = 0.9876 und für den
Gestaltsparameter κˆ = 5.6391. Eine Anpassung einer GARCH(1,1)–Zeitreihe an die
negativen 5–Tages log–Renditen führt zu den geschätzten Parametern ζˆ = 1.24·10−4,
αˆ = 6.25 · 10−6, βˆ = 0.8018 und κˆ = 3.8741.
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Unter Betrachtung des QQ–Plots (Abbildung 5.16) stellt man fest, dass die An-
passung der täglichen und der 5–Tages log–Renditen in der rechten Flanke gleichwer-
tig sind. Lediglich in der linken Flanke ist die Anpassung der täglichen log–Renditen
besser.
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Abbildung 5.16.: QQ–Plot der negativen täglichen log–Renditen (blau) und QQ–
Plot der negativen 10–Tages log–Renditen (rot) der Wal–Mart–
Aktienkurse.
Nach Satz 2.3.5 erhält man für den Parameter der bedingten iid Approximation
mit den oben genannten Schätzern für die täglichen log–Renditen
ψ ≤ 0.0473.
Hieraus resultiert, dass das Ergebnis aus Abschnitt 3.2 zur Ermittlung der obe-
ren Schranke des bedingten 5–Tages VaR zur Wahrscheinlichkeit 0.95 auf den Da-
tensatz anwendbar ist, da 0.95 + ψ < 1 ist.
Validierung der täglichen log–Renditen
Analog zum Fallbeispiel der Adidas–Aktie wird ein Backtesting auf Basis täglicher
log–Renditen im Zeitraum vom 14.10.2008 bis 14.10.2009 (250 Handelstagen), vgl.
Abschnitt 4.3 durchgeführt. Hierzu erfolgt die Prognose des VaR zu q = 0.99 mit
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den kritischen Werten k1 = 5 und k2 = 10 unter den Testniveaus α1 = 0.05 und
α2 = 0.0001 mit der Stichprobenanzahl n = 250. Im Vergleich des prognostizierten
VaR zu q = 0.99 und der täglichen log–Renditen erhält man 2 Überschreitungen mit
einer relativen Überschreitungshäuﬁgkeit von 0.79% (Abbildung 5.17). Dies führt zu
einer Einordnung des Modells in die grüne Zone.
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Abbildung 5.17.: Negative tägliche log–Renditen und der bedingte VaR (rot) zu q =
0.99 der Wal–Mart–Aktienkurse.
Im Fall des VaR mit q = 0.95, α1 = 0.05 und α2 = 0.0001 mit der Stichpro-
benanzahl n = 250 ergeben sich die kritischen Werte k1 = 18 und k2 = 27. Bei
der Durchführung des Backtesting erhält man 11 Überschreitungen (relative Über-
schreitungshäuﬁgkeit beträgt 4.37%), was eine Einordnung in die grüne Zone zur
Folge hat (Abbildung 5.18).
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Abbildung 5.18.: Negative tägliche log–Renditen und der bedingte VaR (rot) zu q =
0.95 der Wal–Mart–Aktienkurse.
Validierung der 5–Tages log–Renditen basierend auf den
Methoden 1–5
Analog zum vorhergehenden Abschnitt 5.2 wird ein Backtesting der Methoden 1–5
im Zeitraum vom 14.10.2008 – 14.10.2009 vorgenommen. Die nachstehende Tabelle
5.8 und die Abbildungen 5.19 und 5.20 zeigen die Ergebnisse dieser Validierung.
Hierbei ist festzustellen, dass das Backtesting aller Modelle zu einer Einordnung in
die grüne Zone führt.
Abschließend ist bei der Untersuchung der mehrtägigen log–Renditen der Adidas-
und Walmart–Aktienkurse aufzuführen, dass bei höheren Quantilen (q=0.99) die
Überschreitungsanzahl bezüglich des Square–Root–Ansatzes größer (5–Tages log–
Renditen der Adidas–Aktienkurse) oder gleich (10–Tages log–Renditen der Adidas–
Aktienkurse bzw. 5–Tages log–Renditen der Wal–Mart–Aktienkurse) der Überschrei-
tungsanzahl bezüglich der anderen Modelle ist. Im Fall der 5–Tages log–Renditen
der Adidas–Aktienkurse führt der Square–Root–Ansatz sogar in die Einordnung in
die rote Zone.
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direkte Model- Modell bzgl. Modell bzgl. des Modell bzgl. des Modell bzgl. der
lierung der 5- des Square–Root– Parameters der bed. Parameters der bed. approximativen
Tages Ansatzes iid Approximation iid Approximation bed. Unab-
log–Renditen (Methode 2) mit Vergangenheit ohne Vergangenheit hängigkeit
(Methode 1) (Methode 3) (Methode 4) (Methode 5)
VaR zu
q = 0.95
krit. Werte k1 = 5, k2 = 10 k1 = 5, k2 = 10 k1 = 5, k2 = 10 k1 = 5, k2 = 10 k1 = 5, k2 = 10
Überschrei- 1 (2.04%) 1 (2.04%) 0 (0%) 0 (0%) 1 (2.04%)
tungen
Tabelle 5.8.: Backtesting der verschiedenen VaR–Modelle auf Basis der negativen 5–Tages log–Renditen der Wal–Mart–
Aktienkurse.
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Abbildung 5.19.: Negative 5–Tages log–Renditen und der bedingte VaR auf Basis
der negativen 5–Tages log–Renditen (rot) zu q = 0.95 der Wal–
Mart–Aktienkurse.
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Abbildung 5.20.: Negative 5–Tages log–Renditen und die obere Schranke des beding-
ten VaR zu q = 0.95 bezüglich des Square–Root–Ansatzes (blau),
des Parameters der bedingten iid Approximation (rot), des Para-
meters der bedingten iid Approximation abhängig von der Vergan-
genheit (orange) und der aproximativen bedingten Unabhängigkeit
(grün) der Wal–Mart–Aktienkurse.
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Zusammenfassung und Ausblick
Zusammenfassung
Die vorliegende Arbeit beschäftigte sich mit der Prognose von Funktionalparametern
bedingter Verteilungen und anschließender Validierung dieser Prognose in stochas-
tischen Volatilitätszeitreihen.
Als Anwendungsfall wurde auf den bedingten VaR in aggregierten stochasti-
schen Volatilitätszeitreihen eingegangen. Insbesondere wurde eine obere Schranke
für diesen VaR in aggregierten GARCH(1,1)–Zeitreihen ermittelt.
Die Motivation der Themenstellung bestand darin, dass am besten als Modell
für kurzfristige log–Renditen (in der Regel tägliche log–Renditen) GARCH(1,1)–
Zeitreihen geeignet sind (vgl. z.B. Embrechts u. a. (2009)). Eine geeignete multipli-
kative Skalierung der täglichen log–Renditen zur Berechnung des mehrtägigen be-
dingten VaR (Square–Root–Ansatz) ist allerdings nicht möglich. Dies bedeutet, dass
die Aggregation von log–Renditen, die einer GARCH(1,1)–Zeitreihe folgen, nicht
einfach wie im Fall von unabhängig und identisch verteilt (iid) behandelt werden
kann (vgl. Diebold u. a. (1997) und Jorion (1997), Kapitel 8). Darüber hinaus ist die
Aggregation einer GARCH(1, 1)–Zeitreihe keine GARCH(1, 1)–Zeitreihe mehr (vgl.
Diebold u. a. (1997) und Drost u. Nijman (1993)).
Um diese Fragestellung zu behandeln, wurde zunächst der Prognosebegriﬀ in
stochastischen Volatilitätszeitreihen insbesondere GARCH(1, 1)–Zeitreihen vorge-
stellt.
Anschließend wurde der Parameter der bedingten iid Approximation ψ einge-
führt. Dieser Parameter, der den Unterschied zwischen der Verteilung von n auf-
einander folgenden Folgengliedern einer stochastischen Volatilitätszeitreihe und der
Verteilung von iid Zufallsvariablen quantiﬁziert, wurde auf GARCH(1,1)–Zeitreihen
übertragen. Das Ergebnis liefert unter gewissen Voraussetzung an die GARCH(1,1)–
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Zeitreihe, dass in diesem Fall eine obere Schranke des Parameters der bedingten iid
Approximation existiert, die von den Parametern α, β der GARCH(1,1)–Zeitreihe,
der Anzahl n der aufeinander folgenden Zufallsvariablen und einer von den Innova-
tionen abhängigen Konstanten Cmax abhängt, nämlich
ψ ≤ Cmax ·B (α, β, n) ,
(siehe Ungleichung (2.16)).
Um nun den Parameter der bedingten iid Approximation in aggregierten sto-
chastischen Volatilitätszeitreihen zu untersuchen, wurde ein Resultat hergeleitet, das
zeigt, dass der Parameter der bedingten iid Approximation in nicht aggregierten
Zeitreihen gleich dem Parameter in aggregierten stochastischen Volatilitätszeitrei-
hen ist.
Eine Herleitung des Ergebnisses für die bedingt unabhängige Approximation
erfolgte analog.
Für die Validierung des prognostizierten bedingten n–Tages VaR basierend auf
der hergeleiteten oberen Schranke bzw. auf dem Square–Root–Ansatz in den verwen-
deten GARCH(1,1)–Zeitreihen wurde als statistischer Test der aufsichtsrechtliche
Zonenansatz verwendet. Als Basis dieses statistischen Tests diente die Rosenblatt–
Transformation.
Ausblick
Häuﬁg ﬁndet der Square–Root–Ansatz in der Praxis Verwendung, d.h. es erfolgt
eine Skalierung des täglichen VaR auf eine Haltedauer von 10 Tagen, vgl. Basel
Committee on Banking Supervision (2009), S. 23.
Bezüglich GARCH(1,1)–Zeitreihen zeigen jedoch Simulationen und empirische
Studien, dass die relative Anzahl an Überschreitungen über dem mittels des Square–
Root–Ansatz prognostizierten bedingten n–Tages VaR deutlich über dem nominalen
Niveau liegt. Dies bedeutet, dass dieser prognostizierte bedingte VaR die tatsächli-
chen Verluste unterschätzt. Demnach ist die Themenstellung der Aggregation von
GARCH(1,1)–Zeitreihen von praktischer Relevanz. Der Parameter der bedingten iid
Approximation bietet einen Lösungsansatz, so dass die tatsächlichen n–Tages Ver-
luste nicht mehr unterschätzt werden. Die Parameter der angepassten GARCH(1,1)–
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Zeitreihe müssen zwar Werte für α nahe bei 0 und β nahe 1 aufweisen, damit die
obere Schranke des Parameters der bedingten iid Approximation klein ist. Dies wird
jedoch durch Fallstudien aus RiskMetrics Group (1996) und Franses u. van Dijk
(2000) bestätigt. Dennoch ergeben sich aus der Themenstellung der Aggregation
von insbesondere GARCH(1,1)–Zeitreihen noch weiterreichende Fragestellungen.
Das Resultat bezüglich der Herleitung des Parameters der bedingten iid Appro-
ximation setzt voraus, dass die Dichte der Innovationen {εt}t∈Z symmetrisch und
unimodal ist. Empirische Studien z.B. aus Giot u. Laurent (2001) zeigen jedoch,
dass die Verwendung einer schiefen Student–Verteilung für die Verteilung der In-
novationen geeigneter ist als die Annahme einer symmetrischen Verteilung für die
Innovationen. Folglich bleibt zu zeigen, wie sich der Variationsabstand zweier schie-
fer Student–Verteilungen mit unterschiedlichen Skalenparametern abschätzen lässt.
Hierbei kann mit Hilfe dieses Variationsabstands der Parameter der bedingten iid
Approximation analysiert werden.
Ein weiterer Nachteil in der Verwendung von GARCH(1,1)–Zeitreihen besteht
darin, dass Z2t aus Deﬁnition 1.2.1 nicht vom Vorzeichen der εt, t ∈ Z, abhängt, son-
dern nur vom Betrag. In der Realität beobachtet man allerdings, dass bei Vorliegen
von „schlechten Informationen“, also (εt < 0) die Volatilität eher ansteigt und umge-
kehrt eher fällt (siehe Black (1976)). In Angelidis u. a. (2004) wird eine Anpassung
von Fallstudien an eine EGARCH–Zeitreihe mit Student–verteilten Innovationen als
das beste Modell angesehen.
Es bleibt daher zu untersuchen, ob diese Fragestellungen in die Ermittlung des
Parameters der bedingten iid Approximation übernommen werden können, um so
wieder eine obere Schranke für den bedingten n–Tages VaR herleiten zu können.
Darüber hinaus sollte anstelle der alleinigen Betrachtung des VaR auch der
Expected Shortfall in die Risikomessung mit einﬂießen. Dieser Wert gibt Aufschluss
über die erwartete Verlusthöhe, falls der VaR überschritten wird.
Wie bereits in der Zusammenfassung erwähnt wurde, existiert keine geschlosse-
ne Form der Verteilung von aggregierten GARCH(1,1)–Zeitreihen. Anstatt nun den
Parameter der bedingten iid Approximation anzuwenden, kann man die aggregier-
te GARCH(1,1)–Zeitreihe ersetzen durch eine GARCH(1,1)–Zeitreihe, die ähnliche
Eigenschaften besitzen. So kann man bestimmte Funktionalparameter wie z.B. die
Autokorrelationsfunktion im approximierenden GARCH(1,1)–Modell wählen.
Abschließend bleibt zu erwähnen, dass die Anwendung des Parameters der be-
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dingten iid Approximation bzw. die bedingt approximative Unabhängigkeit nur dann
sinnvoll ist, wenn die Anzahl der aufeinander folgenden Zufallsvariablen n nicht zu
groß ist (z.B. n ≤ 10), da ansonsten die obere Schranke des Parameters der be-
dingten iid Approximation zu groß wird. Des Weiteren sollte die Anpassung einer
GARCH(1,1)–Zeitreihe Parameterwerte von α nahe 0 und β nahe 1 aufweisen, was
jedoch oft der Fall ist (RM97 und Franses u. van Dijk (2000)). In diesem Fall ist die
obere Schranke für den Parameter der bedingten iid Approximation ψ so klein, dass
gilt q + ψ < 1, wobei q die Wahrscheinlichkeit des VaR ist. Dies bedeutet, dass der
VaR mit Wahrscheinlichkeit q + ψ bestimmt werden kann.
Letztlich bietet die Aggregation von GARCH(1,1)–Zeitreihen und deren An-
wendungen insgesamt gesehen viele oﬀene Fragestellungen.
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Hilfsresultate
In diesem Abschnitt werden noch zur Vollständigkeit Deﬁnitionen, Lemmata und
Bemerkungen aufgeführt, die in den vorhergehenden Kapiteln benötigt werden.
Zunächst wird die Deﬁnition der bedingten Erwartung gegeben, die für die
Prognose in Abschnitt 1.3 benötigt wird.
Definition A.0.1. Sei Y eine R–wertige, X eine S–wertige Zufallsvariable und
E|Y | <∞.
(i) h : (S,B)→ (R,B) heißt Faktorisierung der bedingten Erwartung von Y gege-
ben X, falls für alle B ∈ B : E (Y 1B(X)) = E (h(X)1B(X)).
(ii) h(x) heißt bedingte Erwartung von Y gegeben X = x.
(iii) h(X) heißt bedingte Erwartung von Y gegeben X.
Hierfür verwendet man die folgende Schreibweise E (Y |X = ·), E (Y |X = x) und
E (Y |X = ·) ◦X.
Man beachte, dass die Faktorisierung der bedingten Erwartung immer eindeutig
existiert. Im Fall, dass die bedingte Verteilung existiert, ist die bedingte Erwartung
der Mittelwert der bedingten Verteilung, also
E (Y |X = x) =
∫
yP (Y ∈ dy|X = x) .
Der Monotoniesatz liefert eine Abschätzung des Variationsabstands der Vertei-
lungen GL(X) und GL(X˜) induziert durch den Markov–Kern G und den Wahr-
scheinlichkeitsmaßen L(X) bzw. L(X˜), siehe Reiss (1993), Abschnitt 1.4. Hierbei
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lässt sich der Variationsabstand der induzierten Verteilungen durch den Variations-
abstand der Wahrscheinlichkeitsmaße L(X) und L(X˜) abschätzen.
Lemma A.0.2 (Monotoniesatz). Seien L(X) und L(X˜) Wahrscheinlichkeitsmaße
auf einem messbaren Raum (S,B) und G : (S,B)  (T, C) sei ein Markov–Kern.
Dann gilt
‖GL(X)−GL(X˜)‖ ≤ ‖L(X)− L(X˜)‖. (A.1)
Die Aussage des Konvexitätssatzes besagt, dass der Variationsabstand der Ver-
teilungen GL(X) und G˜L(X) abgeschätzt werden kann durch den ausintegrierten
Variationsabstand der Markov–Kerne G und G˜ integriert nach der Verteilung L(X),
siehe Reiss (1993), Abschnitt 3.1..
Lemma A.0.3 (Konvexitätssatz). Seien G, G˜ : (S,B) (T, C) Markov–Kerne und
L(X) ein Wahrscheinlichkeitsmaß auf einem messbaren Raum (S,B), f(·|x) bzw.
f˜(·|x) ist die ν–Dichte von G(·|x) bzw. G˜(·|x) für jedes x ∈ S und f(·|·) ist B × C–
messbar. Dann gilt
‖GL(X)− G˜L(X)‖ ≤
∫
‖G(·|x)− G˜(·|x)‖dL(X)(x). (A.2)
Das nachfolgende Lemma wurde für die Bemerkung 1.2.6 (iv) verwendet und
kann in Klenke (2006), Kapitel 7 nachgeschlagen werden.
Lemma A.0.4 (Jensensche Ungleichung). Sei I ⊂ R ein Intervall und X eine Zu-
fallsvariable mit Werten in I und E|X| <∞. Ist g : I → R eine konvexe Abbildung,
dann gilt
E (g (X)) ≥ g (E (X)) .
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Implementierungen
quantil_faltung_student_sigmas
Beschreibung
Empirisches q–Quantil der Verteilung der Faltung von n unabhängigen Standard–
Student–verteilten Zufallsvariablen mit Skalenparametern σi für i = 1, . . . , n. Diese
Funktion benutzt die in R implementierte Funktion rt(n,df), wobei n die An-
zahl der gezogenen Zufallsvariablen bezeichnet und df den Gestaltsparameter der
Student–Verteilung darstellt.
Verwendung
quantil_faltung_student_sigmas(sigmas,q,kappa,Simulationanz)
Parameter
sigmas (vector) Skalenparameter
q (real) Wahrscheinlichkeit
kappa (real) Gestaltsparameter
Simulationsanz (integer) Anzahl der Simulationen
Rückgabewert
quantilfalt (real) Quantil der Faltung
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simulation_parameter_verg_normal
Beschreibung
Simulation der oberen Schranke des Parameters der bedingten iid Approximation
für GARCH(1,1)–Zeitreihen mit normalverteilten Innovationen (vgl. (2.20) in Satz
2.3.5).
Verwendung
simulation_parameter_verg_normal(AnzSim,n,Fenster,zeta,alpha,beta)
Parameter
AnzSim (integer) Anzahl der Simulationen
n (integer) Länge der simulierten GARCH(1,1)–Zeitreihe bzw. Vergan-
genheit
Fenster (integer) Fenstergröße bzw. Anzahl der aufeinander folgenden Zu-
fallsvariablen
zeta (real) Parameter ζ der GARCH(1,1)–Zeitreihe
alpha (real) Parameter α der GARCH(1,1)–Zeitreihe
beta (real) Parameter β der GARCH(1,1)–Zeitreihe
Rückgabewert
Liste mit den Komponenten:
fehler (vector ) Simulierte obere Schranke des Parameters der bedingten iid
Approximation
mittel (real) Empirisches Mittel der simulierten oberen Schranke des Pa-
rameters der bedingten iid Approximation
abw (real) Empirische Standardabweichung der simulierten oberen
Schranke des Parameters der bedingten iid Approximation
maximum (real) Maximum der simulierten oberen Schranke des Parameters
der bedingten iid Approximation
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simulation_approxunabh_verg_normal
Beschreibung, Verwendung und Parameter sind analog zur Funktion
simulation_parameter_verg_normal
unter Betrachtung der approximativen bedingten Unabhängigkeit.
simulation_parameter_verg_stud
Beschreibung
Simulation des Parameters der bedingten iid Approximation für GARCH(1,1)–Zeit-
reihen mit Student–verteilten Innovationen (vgl. (2.21) in Satz 2.3.5).
Verwendung
simulation_parameter_verg_stud(AnzSim,n,Fenster,zeta,alpha,beta,kappa)
Parameter
AnzSim (integer) Anzahl der Simulationen
n (integer) Länge der simulierten GARCH(1,1)–Zeitreihe bzw. Vergan-
genheit
Fenster (integer) Fenstergröße bzw. Anzahl der aufeinander folgenden Zu-
fallsvariablen
zeta (real) Parameter ζ der GARCH(1,1)–Zeitreihe
alpha (real) Parameter α der GARCH(1,1)–Zeitreihe
beta (real) Parameter β der GARCH(1,1)–Zeitreihe
kappa (real) Gestaltsparameter κ der Student–Verteilung
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Rückgabewert
Liste mit den Komponenten:
fehler (vector ) Simulierte obere Schranke des Parameters der bedingten iid
Approximation
mittel (real) Empirisches Mittel der simulierten oberen Schranke des Pa-
rameters der bedingten iid Approximation
abw (real) Empirische Standardabweichung der simulierten oberen
Schranke des Parameters der bedingten iid Approximation
maximum (real) Maximum der simulierten oberen Schranke des Parameters
der bedingten iid Approximation
simulation_approxunabh_verg_stud
Beschreibung, Verwendung und Parameter sind analog zur Funktion
simulation_parameter_verg_stud
unter Betrachtung der approximativen bedingten Unabhängigkeit.
simulation_prog_agg_var
Beschreibung
Ermittlung der absoluten Überschreitungsanzahl des prognostizierten n–Tages VaR
über der simulierten n–Tages log–Rendite (vgl. Kapitel 5, Simulationen). Hierbei
werden simulierte GARCH(1,1)–Zeitreihen als Vergangenheit verwendet.
130
Implementierungen
Verwendung
simulation_prog_agg_var(m,Fenster,zeta,alpha,beta,quantil)
Parameter
m (integer) Länge der simulierten GARCH(1,1)–Zeitreihe bzw. Vergan-
genheit
Fenster (integer) Fenstergröße bzw. Anzahl der aufeinander folgenden Zu-
fallsvariablen
zeta (real) Parameter ζ der GARCH(1,1)–Zeitreihe
alpha (real) Parameter α der GARCH(1,1)–Zeitreihe
beta (real) Parameter β der GARCH(1,1)–Zeitreihe
quantil (real) Wahrscheinlichkeit, zu dem der VaR berechnet wird
Rückgabewert
Liste mit den Komponenten:
sqra (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. des Square–Root–Ansatzes
(Methode 2)
psiverg (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. des Parameters der bedingten iid
Approximation mit Vergangenheit (Methode 3)
psi (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. des Parameters der bedingten iid
Approximation ohne Vergangenheit (Methode 4)
approxunabh (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. der approximativen bedingten Unab-
hängigkeit ohne Vergangenheit (Methode 5)
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Anhang
simulation_prog_agg_var_verg
Beschreibung
Ermittlung der absoluten Überschreitungsanzahl des prognostizierten n–Tages VaR
über der simulierten n–Tages log–Rendite (vgl. Kapitel 5, Simulationen). Hier-
bei wird ein Datensatz als Vergangenheit anstatt der simulierten GARCH(1,1)–
Zeitreihen in der vorherigen Funktion verwendet.
Verwendung
simulation_prog_agg_var_verg(Daten,Fenster,zeta,alpha,beta,quantil)
Parameter
Daten (integer) Datensatz als Vergangenheit
Fenster (integer) Fenstergröße bzw. Anzahl der aufeinander folgenden Zu-
fallsvariablen
zeta (real) Parameter ζ der GARCH(1,1)–Zeitreihe
alpha (real) Parameter α der GARCH(1,1)–Zeitreihe
beta (real) Parameter β der GARCH(1,1)–Zeitreihe
quantil (real) Wahrscheinlichkeit, zu dem der VaR berechnet wird
Rückgabewert
Liste mit den Komponenten:
sqra (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. des Square–Root–Ansatzes
(Methode 2)
psiverg (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. des Parameters der bedingten iid
Approximation mit Vergangenheit (Methode 3)
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Implementierungen
psi (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. des Parameters der bedingten iid
Approximation ohne Vergangenheit (Methode 4)
approxunabh (integer) Absolute Überschreitungsanzahl des prognostizierten
VaR über der simulierten n–Tages log–Rendite anhand
des Modells bzgl. der approximativen bedingten Unab-
hängigkeit ohne Vergangenheit (Methode 5)
backtesting_var
Beschreibung
Backtesting der verschiedenen VaR–Modelle auf Basis der n–Tages log–Renditen
(vgl. Kapitel 5, Datensätze).
Verwendung
backtesting_var(Daten,Fenster,quantil)
Parameter
Daten (integer) Datensatz
Fenster (integer) Fenstergröße bzw. Anzahl der aufeinander folgenden Zu-
fallsvariablen
quantil (real) Wahrscheinlichkeit, zu dem der VaR berechnet wird
Rückgabewert
Liste mit den Komponenten:
direkt (integer) Absolute Überschreitungsanzahl der prognostizierten
VaRs über den n–Tages log–Renditen basierend auf
250 Handelstagen und der direkten Modellierung der
n–Tages log–Renditen (Methode 2)
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sqra (integer) Absolute Überschreitungsanzahl der prognostizierten
VaRs über den n–Tages log–Renditen basierend auf
250 Handelstagen und dem Modell bzgl. des Square–
Root–Ansatzes (Methode 2)
psiverg (integer) Absolute Überschreitungsanzahl der prognostizierten
VaRs über den n–Tages log–Renditen basierend auf
250 Handelstagen und dem Modell bzgl. des Parame-
ters der bedingten iid Approximation mit Vergangen-
heit (Methode 3)
psi (integer) Absolute Überschreitungsanzahl der prognostizierten
VaRs über den n–Tages log–Renditen basierend auf
250 Handelstagen und dem Modell bzgl. des Parame-
ters der bedingten iid Approximation ohne Vergangen-
heit (Methode 4)
approxunabh (integer) Absolute Überschreitungsanzahl der prognostizierten
VaRs über den n–Tages log–Renditen basierend auf
250 Handelstagen und dem Modell bzgl. der approxi-
mativen bedingten Unabhängigkeit ohne Vergangen-
heit (Methode 5)
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