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Abstract
The strong confinement provided by plasmonic resonances has extended optics down to the
nanoscale, allowing an unprecedented control over the interaction between light and matter.
This could have far reaching applications in the development of ultra-compact and novel op-
toelectronic devices. However, for commercial implementation of these plasmonic devices to
become a reality there needs to be a shift toward designs which are compatible with the materi-
als and processes of the established semiconductor industry. This is the overarching aim of the
work presented in this thesis; here plasmonic devices are developed around the semiconductor
on insulator architecture using a simple monolithic fabrication processes.
Two waveguides are proposed and analysed, both produced through a single lithography step
where a metallic slot or strip is formed on top of an SOI wafer. This process circumvents the etch
step required to produce the waveguides used in silicon photonics. Despite this exceptionally
simple fabrication procedure the designs support bound modes with areas as small as λ20/1000.
Importantly, the mode size can be controlled through the width of the slot or strip and though
careful design this can be used to effectively nanofocus light from larger low loss modes down
to the nanoscale. The slot design is demonstrated experimentally with widths as narrow as
10nm.
Following this, a similar design is implemented as a plasmonic laser. Here the SOI wafer
is swapped for a suspended membrane of GaAs to provide the necessary gain. Lasers with
slot widths as small as 100nm are demonstrated experimentally. A final device design is also
discussed, where a highly effective cavity is formed through an array of metal resonators coupled
to a semiconductor slab.
The devices demonstrated in this thesis aim to provide a platform that allows the unique
capabilities of plasmonics to be easily integrated with existing technologies.
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Chapter 1
Introduction
Miniaturisation of electronics has brought about a technological revolution that has affected
almost every aspect of modern society. The vast amounts of data being stored, transported
and processed underly not only how people interact but how businesses make decisions, the
operation of global economies and how society in general is monitored and addressed (to name
just a few examples). Competition to keep pace with Moore’s somewhat arbitrary law formu-
lated in 1965 has brought about a roughly doubling number of transistors per unit chip area
every two years [1]. Given the increase in speed that accompanies reduction in transistor size
this has provided exponential increases in computing power since the introduction of the first
integrated circuit in the 1960s [2].
Moore’s law will not continue indefinitely, current transistor length scales are on the order of
tens of nanometres in size, which is nearing the size of single atoms or molecules. As reductions
in component size become unsustainable, so to do increases in computing power. In fact, it
was shown that the peak rate of change in computing power is perhaps already behind us,
supposedly taking place in 1998, where computer capacity increased by 88% [3, 4]. These
looming limitations are arriving at a time when the volume of information being generated and
transmitted continues to increase at an exponential rate [5].
In general, dealing with this deluge of data need not be solely reliant on shrinking the size of
transistors, other aspects of the computing system could be optimised in order to allow faster
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processing speeds, or alternatively an entire paradigm shift could perhaps provide systems with
a future sustainable beyond the approaching end of Moore’s law [6]. These realisations have lead
many people to look to photonics as a possible solution, encouraged by its established history of
replacing electronics in the sending and receiving of data. The appeal of photonics lies primarily
in its capability to transport such a vast number of signals down a single channel simultaneously,
this is a result of waveguides possessing bandwidths orders of magnitude greater than coaxial
cables or wires. A complete overhaul of electronics in favour of all optical processors has
been suggested but remains unlikely given challenges in creating components which can match
the compactness and effectivity of microelectronics [7]. Instead it seems likely that the role of
photonics in the near future will be to accompany electronics, as it has in the world of fibre optic
communications, gradually taking over the burden of information distribution at smaller and
smaller length scales. Achieving this will require developing more compact, highly optimised
optoelectronic devices and optical interconnects.
Downsizing of optical interconnects is particularly relevant as the electrical interconnects be-
tween computer chips are becoming a limiting factor in processor speeds [8]. This is due to both
latency and energy dissipation. These are issues that optics could naturally circumvent, fu-
elling much research into suitable designs and discussions over their commercial viability [9–14].
Proposals involving both guided and free space optics [15] have been published but it is silicon
photonics [16], where light is guided using waveguides etched directly out of a silicon wafer that
is by far the leading candidate.
Much of the appeal of silicon photonics is owed to the transition from wafers of pure silicon to
silicon on insulator (SOI) wafers within the electronics industry. This switch was motivated by
improvements in transistor performance and alleviation of issues such as parasitic capacitance
when using a thin surface layer of silicon separated from the bulk of the wafer by an insulating
layer a few microns thick [17]. The change was made commercially feasible by improvements
in semiconductor growth technologies [18]. Silicon photonics is founded on the realisation that
this top layer of silicon supports bound photonic modes and is transparent at the most widely
used telecommunications bands [19]. Effective waveguides, can therefore be created by simply
selectively etching away parts of the top layer of silicon. The simplicity of this design and its
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inherent compatibility with CMOS processes have guaranteed the success of silicon photonics.
Beyond simply transporting light using a waveguide, deployment of optical interconnects re-
quires a method of transforming electrical signals into light (usually with a laser), modulating
it and then detecting it. This has proved challenging for silicon photonics, as generation or
detection of light using silicon is particularly difficult due to its indirect bandgap [20]. Fur-
thermore, compact modulation of light is always challenging due to the weak nature of the
various processes used to achieve it [12, 21]. Intel have invested heavily in silicon photonics
and with the aid of groups at UCSB developed on chip silicon based lasers using stimulated
Raman scattering [22] and also by wafer bonding a direct bandgap III-V semiconductor on
to the silicon [23]. Other demonstrations of Si based lasers have involved germanium, which
can be monolithically grown on top of the silicon wafers. Typically germanium is also an in-
direct bandgap semiconductor but can be transformed to direct bandgap through addition of
mechanical strain or alloying Ge with Sn. Optically pumped lasers have been demonstrated at
room temperature with gain provided by strained Ge [24] and at cryogenic temperatures using
GeSn [25]. Intel and IBM have also demonstrated suitable avalanche photo-detectors [26, 27],
fabricated monolithically and employing a mixture of silicon and germanium. There are also
a number of modulator designs that have been proposed, generally achieving modulation by
varying the carrier concentration within the silicon waveguide and thereby changing its complex
refractive index [12]. The requisite parts have all been demonstrated and silicon photonics is
slowly making the transition from prototypes into mass produced systems propelled by heavy
investment from Intel and IBM (amongst many others).
Following the example of silicon photonics, an obvious next step would be to extend the success
of optics down a further length scale and aim to replace intra chip interconnects [28]. Again
these interconnects are responsible for some latency and a large fraction of total power con-
sumption. However, at these length scales traditional optics comes up against the obstacle of
Abbe’s diffraction limit [29], this forbids the confinement of light to dimensions below half its
wavelength, thereby limiting mode sizes to hundreds of nanometres. This is an order of magni-
tude larger than current on-chip electrical interconnects and these realisations have propelled
a surface wave discovered in the 1960s by Ritchie et al [30], to the forefront of nanophotonics
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research. This surface wave is the surface plasmon polariton (SPP), which exists through a
hybridisation between an electromagnetic wave propagating parallel to a metallic surface and
the oscillations of free electrons at this surface [31]. Importantly the electrons augment the
momentum of the electromagnetic wave to such an extent that its wavelength is reduced to
nanometres, matching the size of on-chip electronic components.
Plasmonics, which combines research into sub-wavelength optical propagation near noble metal-
lic surfaces and sub-wavelength metallic nanoparticle based resonators, offers many exciting new
capabilities particularly relevant to miniaturisation of optoelectronic devices. Beyond deep
sub-wavelength confinement, it provides the capability of generating extreme electromagnetic
intensities and unprecedented increases in the strength of light matter interactions [32, 33]. It
could potentially revolutionise the generation of non-linear optical signals and dramatically
reduce the size of modulators [34]. However, plasmonics is severely limited by the high loss of
modes involving metals, later it will be shown that unfortunately confinement and loss are inex-
tricably linked in plasmonics and this has prevented fulfilment of the many hopeful predictions
that were made about the future of plasmonics whilst it was a burgeoning field. Despite this,
the necessary components for producing plasmonic interconnects have all been demonstrated in
some capacity or another [35]: a number of lasers [36,37], modulators [38–40], detectors [41–43]
and waveguides [44–46] have all been the subject of high profile journal publications.
A major challenge now for plasmonics is pragmatically building on the demonstrated designs
and devices in an attempt to achieve a level of compatibility comparable to that which under-
lies the success of silicon photonics. Miniaturisation of optical interconnects has a number of
clear advantages and producing the requisite components could have a number of unforeseen
applications. Equally, in a somewhat similar way to the improved speed provided by transis-
tor shrinking, plasmonic devices have demonstrated properties unachievable with their bulkier
counterparts [47]. Technological deployment of plasmonic based opto-electronic devices will
undoubtedly be challenging, primarily because the high losses associated with metal optics
could severely limit achievable efficiencies. However, smaller and faster will always be key to
improving processor performance and in the field of photonics it is only plasmonics that can
provide this.
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Beyond integration into interconnect systems, the unique properties of plasmonics could provide
important functionality in a variety of other applications. For example as high sensitivity
sensors or detectors. Again this will require compatibility with relevant semiconductor materials
and processes, which, as will be demonstrated, is challenging given the high losses incurred by
incorporation of high refractive index materials into plasmonic waveguides.
This thesis represents work towards developing a plasmonic architecture that is compatible with
technologically relevant processes and that can be directly interfaced with silicon photonics or
other significant technologies. The basis of this is a waveguide design, built on top of an SOI
wafer, which provides sub-wavelength confinement and is created through a single lithography,
deposition, lift off process (metal loading). Use of the SOI wafer builds on the example of
silicon photonics in its aim to maximise compatibility and minimise cost, and the possibility
of generating such effective waveguides without etching represents an efficiency which arguably
surpasses even silicon photonics. Through careful adaptation, the design is then also used
as the basis for a laser, with GaAs as the gain medium. The proposed geometry could also
potentially be adapted to produce an effective modulator or photo-detector, thereby providing
the requisite parts to generate, transport modulate and detect light at the deep sub-wavelength
scale on an SOI wafer or any other semiconductor on insulator architecture. The aim of these
demonstrations is to provide a platform through which plasmonics can be implemented in a
more commercially viable manner. Whilst these results, of course, do not represent designs
that are immediately implementable on current chips, they hopefully indicate that the unique
capabilities of plasmonics could easily be incorporated into current technologies.
This thesis is organised as follows: the next chapter serves as a general overview of surface
plasmon polaritons, discussing their unparalleled ability to confine light at optical frequencies
and also introducing the unavoidable losses that accompany this confinement. A variety of
notable plasmonic waveguide designs are also discussed and compared for reference to in later
chapters. Chapter three discusses light matter interactions, with a particular emphasis on
plasmonic lasers and semiconductor materials. The advantages of small, and in particular
plasmonic, lasers are shown through the derivation of the Purcell factor and again a number of
notable small laser designs are covered to provide context for later work.
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Having finished the review of existing and established material, chapter four covers the theoret-
ical analysis of the geometries fundamental to this thesis. This chapter is restricted to passive
systems and investigates the confinement characteristics of two waveguide designs fabricated
through metal loading of an SOI architecture. The chapter also includes a theoretical analysis
of nanofocusing with the two waveguides and finishes with an experimental demonstration of
nanofocusing using one of the designs. The subsequent chapter discusses adapting the designs
to form the basis of a laser and concludes with initial demonstrations of the proposed laser de-
vices. Chapter six discusses a plasmonic coupled resonator optical waveguide, which is shown
to support surprisingly effective cavity modes and is produced using the same exceptionally
simple fabrication procedure as the other waveguides discussed.
The final chapter concludes the thesis with a summary of the work and suggestions for future
research.
Chapter 2
Introduction to Plasmonics and Optical
Confinement
2.1 Introduction
This chapter is an introduction to surface plasmons and the unparalleled optical confinement
they offer. It covers the requisite material to acquaint the reader with the novel properties of
surface plasmons and the potential advantages of incorporating metal in to photonic devices.
Having outlined the practical benefits of optical systems that can generate and control light
on a chip and at a deep sub-wavelength scale in the previous chapter, it is important to de-
scribe: how surface plasmon polaritons could make this possible; why this is impossible with
conventional photonic devices; and the various challenges that obstruct this goal. To this end,
the chapter begins by outlining what is unique about the optical frequency response of noble
metals to electromagnetic waves and following that, how the difference in response between
these metals and dielectrics leads to the existence of the surface plasmon. The discussion then
proceeds to analyse the characteristics of the insulator-metal-insulator and metal-insulator-
metal waveguides. A comparison of these waveguides with their dielectric counterpart (the slab
waveguide) naturally demonstrates the wavelength limitation in conventional waveguides, and
how plasmonics surpasses it. This discussion also highlights the correlation between confine-
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ment and loss that is so prevalent in plasmonics. This relationship is then examined in detail
through the use of Poynting’s theorem. A number of waveguides capable of sub-wavelength
confinement of light in two dimensions are then discussed, with particular focus on the relative
merits of the various designs. The chapter concludes with a look at nanofocusing using plas-
monic waveguides, where the difficulty of coupling energy from free space in to sub-wavelength
modes is addressed through the use of tapered waveguide devices.
2.2 Interaction Between Light and Metal
The response of a material to an incident electromagnetic field is encapsulated in its macroscopic
material parameters, these are its relative permittivity (r) and permeability (µr). These govern
the extent to which the material is polarised and or magnetised by an incident field and thus
indicate how strongly it influences them (and they in turn it) [48]. At optical frequencies in
naturally existing materials µr ≈ 1 [49], however r requires a more careful treatment for noble
metals as it is negative and highly dispersive.
The optical properties of noble metals are dominated by the interaction between the quasi-free
electrons within the metal and the electric field of the incident wave. As such these properties
can be closely approximated by treating the metal as a plasma, an approach that is known
as the Drude model [20, 31]. Beginning with the assumption that the incident field is time
harmonic E = E0e
−iωt, where ω is the angular frequency, t is the time and E0 is the incident
electric field amplitude, the equation of motion of a single free electron due to this field is
mr¨− γr˙ = eE0eiωt (2.1)
Where r is the displacement of the electron, e and m are the charge and effective mass of the
electron respectively and γ is the expected number of collisions the electron suffers per second.
This is easily solved to give
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(a) (b)
Figure 2.1: (a) Real and (b) imaginary part of dielectric constant for Silver and Gold, dashed
lines from Johnson and Christy [50] and solid lines are a fit of the Drude model to the empirical
data
r =
e
m(ω2 − iγω)E (2.2)
This variation in position will be true of all electrons that the field is incident upon and within a
metal this creates a net displacement of the free electrons relative to the fixed ion cores leading
to the formation of dipoles. The diplole moment per unit volume (polarisation) is then defined
as P = −ner, where n is the density of electrons. The polarisation is also related to the incident
electric field via the permittivity P = (r − 1)E and combination of these two relationships
leads to an expression for the relative permittivity of the metal (r) [48]
r = 1− ne
2
0m(ω2 − iγω) = 1−
ω2p
ω2 − iγω (2.3)
where ωp is the plasma frequency given by ωp =
√
ne2
0m
. To accurately model the noble metals
a minor modification of Eq. (2.3) is introduced, ensuring it best fits experimental values, this
is a background permittivity (b) attributed to the polarisation of the bound electrons and the
lattice [31], which leads to
′r = b −
ω2p
ω2 + γ2
(2.4a)
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′′r =
iγω2p
ω(ω2 + γ2)
(2.4b)
Here the permittivity of the material has been separated in to real (′r) and imaginary (
′′
r) parts.
The imaginary part creates a relative phase between the driving field and the oscillations of
the electrons, which leads to dissipation of the incident field.
A comparison of the Drude model with a commonly used empirical set of data [50] for Ag
and Au is shown in Fig.2.1. The model provides a reasonable approximation across a broad
spectrum of frequencies, particularly for the real part of the permittivity. The empirical data for
the imaginary part deviates at higher frequencies due to contributions from electron inter-band
transitions in the metal [51]. It is possible to develop more complicated models that better
fit the data, however these models offer little in the way of increased understanding and given
that the purpose of this chapter is to elucidate the fundamental properties of SPP waveguides
the Drude approach is sufficient [52]. The important characteristics of the noble metals at
optical frequencies are that ′r is large and negative whilst 
′′
r is small. The existance of the
surface plasmon is contingent on a negative ′r and small values of 
′′
r are necessary to minimise
dissipative losses.
Table 1 shows the properties of the four most commonly used noble metals at telecoms wave-
length (1550nm). Smaller values of ′′r correspond to lower dissipative losses making gold and
silver the most attractive materials for use in plasmonics. However, silver degrades rapidly
over time leading to deterioration of its optical properties and thereby limiting device life-
times [53–55]. This degradation of silver nanostructures leaves gold as the material of choice
for plasmonic applications with designs opting for silver only for proof of principle and when
minimisation of losses is absolutely crucial.
2.3 Macroscopic Maxwell Equations
The previous section covered the response of the noble metals to incident electromagnetic
fields and the necessary approximations to model this analytically. Given appropriately simple
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Material Permittivity @ λ = 1550nm
Al -335.83 + 33.779i
Cu -96.6111 + 4.2061i
Pb -91.3055 + 2.0746i
Au -125.14 + 4.2232i
Ag -125.22 + 2.8367i
Table 2.1: Pemittivities of the noble metals at telecoms wavelength
boundary conditions, this approximate form of the permittivity can be used in conjunction
with the Maxwell equations to derive many useful features of SPP type waveguide modes.
Before attempting this, it is necessary to briefly review the macroscopic form of the Maxwell
equations. These equations describe the temporal behaviour of classical electric and magnetic
fields, accounting for the response of the materials within which the fields exist [56]. These
equations are the basis for the majority of the work and analysis contained within this thesis,
they underly the field distributions and waveguide modes described throughout.
In the absence of free charges or currents the equations are [48].
∇× E = −µ0∂H
∂t
(2.5a)
∇×H = ∂D
∂t
(2.5b)
∇ ·D = 0 (2.5c)
∇ ·B = 0 (2.5d)
where D is the displacement field, H is the magnetic field due to the incident field (B) and
the magnetisation of the medium and c is the speed of light. Assuming a non-magnetic, linear
medium the constitutive relations linking the two electric and two magnetic fields are
D = rE (2.6)
H =
1
µ0
B (2.7)
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It could be considered confusing that free charges and currents have been omitted from the
chosen form of the Maxwell equations given that the Drude model (which will later be employed
to describe the permittivity of the metal) is based around the response of free electrons in the
metal. The important distinction here is that the field due to these electrons is included via the
polarisation, removing the need to include a free charge density. The lack of magnetic dipoles
and negligible net movement of the electrons allows the omission of free currents.
Taking the curl of Eq. (2.5a)
∇×∇× E = −∂D
∂t
(2.8)
With the relative permittivity treated as homogeneous, via the identity ∇ ×∇ ×A = ∇(∇ ·
A)−∇2A, Eq. (2.8) becomes the wave equation
∇2E = −r
c
∂E
∂t
(2.9)
Armed with this, the Drude approximation and Eqs. (2.5a-2.5d) it is now possible to derive
many of the fundamental properties of plasmonic and photonic modes supported by planar
multilayer geometries. This is the focus of the subsequent section.
2.4 Subwavelength Confinement Using Surface Plasmons
In their purest form surface plasmons (SP) are a non-propagating resonance created by the
oscillating physical displacement of free electrons in a metal or a heavily doped semiconduc-
tor [57]. They are studied either as stationary resonances that exist in nanoparticles [58] or in
the form of a transverse magnetic (TM) polarised propagating polariton, the surface plasmon
polariton (SPP), existing at the interface between materials with dielectric constants of oppo-
site sign [59]. In both cases it is the existence of resonances with sizes smaller than Abbe’s
diffraction limit that makes SPs unique. SPs in nanoparticles strongly localise light leading
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to high electric field intensities, this behaviour has been exploited to generate various novel
effects including extraordinary optical transmission, electromagnetically induced transparency
and negative refraction [60–67] and has found particular success in the field of surface enhanced
Raman spectroscopy [68–70]. Chains of metallic nanoparticles have also been utilised to provide
sub-wavelength transport of optical energy [71] (i.e. as waveguides) however the losses incurred
in this process are impractically high. Surface plasmon polaritons are better suited to the
sub-wavelength confinement of propagating electromagnetic fields and through careful design
of the geometries within which they propagate can provide strong confinement over distances
of several microns.
2.4.1 Idealised Surface Plasmon Polaritons
SPs at the interface between a dielectric and metal are usually only discussed or investigated
in a hybrid form, where they couple to an incident electromagnetic wave to form a polariton.
At the interface the incident wave penetrates a small distance into the metal and creates a net
separation of charge through lateral displacement of the quasi-free electrons, this separation of
charge then results in a restorative force and thus an oscillation . Given appropriate incident
momentum and polarisation the electromagnetic wave and oscillation of the electrons can hy-
bridise to form a self sustaining mode that propagates along the boundary between the two
mediums, a sketch of the SPP is shown in Fig.2.2. For the duration of this section losses (′′r)
in the metal will be neglected, to explore the eigenvalues and eigenfunctions of the modes.
Beginning with plane wave solutions to Eq. (2.9)
E = E0e
−i(k·r−ωt) (2.10a)
H = H0e
−i(k·r−ωt) (2.10b)
The dispersion relation of the surface plasmon can be derived through considering two interact-
ing plane waves either side of a dielectric metal interface, this is a particularly simple method
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Figure 2.2: Schematic of the SPP, shows exponential decay of field in both metal and dielectric
regions, the positive and negative signs indicate the redistribution of the free electrons at the
surface.
requiring only Gauss’ Law and the boundary conditions of the Maxwell equations (continuity
of the normal D field and tangential E field). With no loss of generality and with simplicity
in mind, a geometry is defined, consisting of a planar metal-dielectric interface parallel to the
x-y plane and situated at z=0, The direction of propagation is then defined as parallel to the
x-axis, with the requirement that kx be the same in both regions, the necessary equations are
thus
kxEdx + kdzEdz = 0 (2.11a)
kxEmx + kmzEmz = 0 (2.11b)
From Gauss’ Law, and
dEdz = mEmz (2.12a)
Edx = Emx (2.12b)
From the boundary conditions. These can be combined to form a Matrix
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(a) (b)
Figure 2.3: (a) Real and (b) imaginary part of the SPP dispersion relation for a dielectric with
refractive index n=1 (black lines) and n=3 (red lines). The solid lines represent a lossless metal
where ′′ = 0 and the dashed lines include metal losses.

1 −1 0 0
0 0 d −m
kx 0 kdz 0
0 kx 0 kmz


Edx
Emx
Edz
Emz

= 0 (2.13)
The determinant of the matrix along with the condition that k20 = k
2
x + k
2
z in either region
provides the dispersion relation of the SPP
β = k0
√
12
1 + 2
(2.14)
Where kx has been swapped for β, the propagation constant, to follow convention. Often this
is written as
neff =
β
k0
=
√
12
1 + 2
(2.15)
Where neff is the effective refractive index of the mode, which is the factor by which its phase
velocity has slowed relative to the vacuum speed of light. The real and imaginary parts of the
dispersion relation of the SPP are plotted in Fig.2.3, where the permittivity of the metal was
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modelled using Eq. (2.3). The plots shown in Fig. 2.3a asymptotically approach frequencies
given by ωsp =
√
ω2p
b+d
where d now refers to the permittivity of the dielectric. This is the
surface plasmon frequency and corresponds to the resonance that exists at 1 = −2 i.e. when
real parts of the permittivity of the metal m and dielectric d are equal in size but opposite in
sign. This importantly also indicates why the SPP only exists for TM polarisations, a similar
TE polarised mode would require the relative permeability to change sign across the interface,
which is not possible at optical frequencies. The dispersion relation has the characteristics of
a polariton with a large energy splitting between the two branches due to a strong coupling
between a propagating mode and a stationary dipole-like oscillator. The two branches sit either
side of the light line, the upper band is unbound and represents the propagation of light through
the metal known as volume plasmon polaritons [31], the lower band sits beneath the light line
meaning it is bound and cannot couple to modes of free space, this branch is the SPP.
The behaviour of the SPP is perhaps best understood by considering it at it’s two extremes:
at low frequencies where it sits close to the light line and close to ωsp where its momentum
diverges. At low frequencies, the SPP is approximately an electromagnetic plane wave prop-
agating parallel to the interface, it interacts little with the electrons of the metal and barely
penetrates into the metallic region. Close to ωsp on the other hand, interaction with the elec-
trons is strong and, with losses in the metal neglected, the propagation constant is unlimited.
The determinant of the matrix in Eq.(2.13) can be rewritten as
k2zi =
√
β2 − ik20 (2.16)
Where the i indicates either the metal or dielectric region. Given that the mode is bound the
value within the square root will always be negative, hence the exponential decay of the field
normal to the boundary. The lateral extent of the mode is given by Im(kz)
−1, meaning that as
β becomes large the spatial extent of the mode decreases and it becomes strongly confined to
the interface, this behaviour will be discussed in more detail in following sections.
Interestingly, the generated polariton adopts the character of one its constituent modes at
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either extreme: asymptotically approaching an unbounded plane wave at low frequencies and
a stationary electron oscillation at ωsp. Inbetween these two limits it behaves as some hybrid
of the two.
2.4.2 Surface Plasmon Polaritons Confinement and Loss
In reality exploitation of the extreme confinement possible with SPPs is challenging due to
the high losses of the system. Here the losses of the modes are considered by reintroducing
the imaginary part of the metals permittivity. This is required for a physically meaningful
description of the SPP and its inclusion means that the propagation constant becomes complex
β = β′ + iβ′′. To a first approximation its real and imaginary parts are
β′ = k0
√
d′m
d + ′m
(2.17a)
β′′ = k0
(
d
′
m
d + ′m
)3/2
′′m
2′2m
(2.17b)
The dispersion of the SPP with the inclusion of metal losses is also depicted in Fig.2.3. From
these plots the limitations imposed by the losses are clear, there is now a maximum value of the
real part of β and close to this maximum β′′ also becomes large. Given that the confinement of
the mode is linked to β′ and the losses are linked to β′′ these plots introduce the fundamental
limitation of plasmonics; strong confinement comes at the price of high loss.
Because β is now complex the mode is attenuated as it propagates, with an amplitude that
varies according to E0e
−(iβ′xeβ
′′x). This allows a propagation length to be defined, which is
measured as the distance after which the intensity decays to 1/e of it’s original value. This
distance is given by
Lm =
1
2β′′
(2.18)
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Figure 2.4: Variation of the penetration depth of the field in to the dielectric (black) and metal
(red) with frequency, here the dielectric has a refractive index of 1. Close to ωspp the penetration
depth in to either region becomes roughly equal.
The penetration depth of the SPP into either half-space is measured as the distance perpen-
dicular to the interface by which the field has decayed to 1/e of it’s amplitude at the interface.
Relative to the vacuum wavelength of the frequencies considered these distances are given by
Λd
λ0
=
√
d + m
4pid
(2.19a)
Λm
λ0
=
√
d + m
4pim
(2.19b)
Where Λd and Λm are the decay length in to the dielectric and metal respectively. Then using
the Drude model to give the relative permittivity of the metal these become
Λd
λ0
=
√
d + b
4pid
Re
 1√
ω2sp/(ω
2 − iγω)− 1
−1 (2.20a)
Λm
λ0
=
√
d + b
4pid
Re
 ω2p/(ω2 − iγω)− b√
ω2sp/(ω
2 − iγω)− 1
−1 (2.20b)
From these equations it is clear that at low frequencies Λm tends to zero and Λd tends to infinity,
this reasserts the point made earlier that here the SPP is essentially a plane wave propagating
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Figure 2.5: The three types of multilayer structures analysed in this section, all dielectric
where a high dielectric constant material H is sandwiched between two low dielectric constant
materials L, the MIM where a dielectric region is sandwiched between two metallic half spaces
M and the IMI where a metallic slab is sandwiched between two dielectric regions.
parallel to the surface. Interestingly as ω approaches ωsp
Λm ≈ Λd ≈
√
γ
2ωsp
√
d + b
4pid
(2.21)
Fig.2.4 shows how the penetration of the SPP in to the metal and the dielectric varies between
these two extremes.
2.4.3 Confinement in Multilayer Structures
The strong confinement of SPPs at a planar interface is limited to a small range of frequencies
close to the resonance condition. Practical applications require sub wavelength confinement
over a broader range of frequencies and the simplest way to achieve this is the addition of a
second parallel interface, such that the geometry is now a metallic slab in a dielectric environ-
ment or a dielectric slab in a metallic environment [72]. This section considers the confinement
characteristics of 3-layer waveguides. To place plasmonic mode characteristics in context, com-
parisons are made with a 3-layer conventional dielectric slab waveguide.
As with the SPP the field distributions of the modes of the simple multilayer structures shown
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in Fig.2.5 can be derived analytically [73]. Again invoking the boundary conditions of Maxwell’s
equations the derivation begins with the assumption that the solutions to the wave equation
are separable, resulting in the time independent Helmholtz equation. The derivation is a rather
lengthy process of matching fields across boundaries which is saved for appendix A, the result
is the transcendental equation (shown here for TM polarised modes)
tan(kz2t) =
kz2(α
′
1 + α
′
3)
k2z2 − α′1α′3
(2.22)
where α′1 = − 21 ik′′z1 and α′3 = − 23 ik′′z3
the subscripts n = 1, 2, 3 correspond to the three regions of the structure. Applying the
Helmholtz equation to each of the three regions provides the additional requirements
1k
2
0 = β
2 − α21 (2.23a)
2k
2
0 = β
2 + k2z (2.23b)
3k
2
0 = β
2 − α23 (2.23c)
These allow Eq. (2.22) to be written in terms of kz2 and solved computationally, thereby
providing the analytic form of the field distribution and dispersion of the modes. Fig.2.6
shows the dispersion relations of the first three TM modes of a slab waveguide as the ratio
of thickness to wavelength is varied. It can be seen that at low frequencies (assuming the
width is kept constant) the higher order modes are cut off, equivalently this can be thought
of as resulting from the wavelength becoming too long relative to the width of the central
region. The fundamental mode, however, does not have a cut-off and maintains some form of
confinement at all frequencies. Closer examination of this dispersion relation relative to the light
lines of the core and cladding, also plotted, shows that for low frequencies the effective index
approaches that of the cladding whilst for higher frequencies it approaches that of the core. By
considering the values of neff shown in Fig.2.6 and their relation to α1 and α3 which dictate
the extent of the mode in the cladding regions, it is clear that when the wavelength is long
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Figure 2.6: Dispersion of the first three TM polarised modes of a 500nm thick waveguide where
nH = 3 and nL = 1.
relative to the width of the slab the mode is poorly confined and extends far into the cladding,
however when the wavelength is short relative to t the mode is confined almost entirely to the
core. This behaviour is illustrated in Fig.2.8 and suggests that to some extent the effective
index can be thought of as a spatial average of the overlap between field and medium.
Now is a good time to begin the discussion of optical confinement, here before introducing formal
definitions it is possible to get an intuitive picture of the shortfalls of dielectric waveguides. If
sub-wavelength confinement is desired then slab widths smaller than λ are necessary, yet from
Fig.2.8 it is clear that if t << λ the extent of the mode is impractically large. This is a
consequence of the diffraction limit and demonstrates the important point that sub wavelength
component size is not a sufficient condition for sub-wavelength mode size.
For geometries involving metallic slabs [74–76] surrouded by dielectric or dielectric slabs sur-
rounded by metal [45], the mode decays evanescently away from the interfaces inside the slab
as well as in the cladding. This is a result of imaginary values of the central z component of
the k-vector. For the purpose of the following treatment and in the interest of consistency the
variable α2 = ikz2 is introduced meaning the mode condition, Eq. (2.22) for metallic-dielectric
geometries becomes
36 Chapter 2. Introduction to Plasmonics and Optical Confinement
tanh(α2t) =
α2(α
′
1 + α
′
3)
−α22 − α′1α′3
(2.24)
Again, this requires numerical solution. The dispersion relation and field distributions for a
metal slab with two dielectric half spaces either side, henceforth referred to as Insulator-Metal-
Insulator (IMI) and the same for a dielectric slab surrounded by two infinite metallic half
spaces, henceforth referred to as Metal-Insulator-Metal (MIM) are shown in Fig.2.7 and Fig.
2.8. The geometries support solutions where the Hy field is in phase or pi out of phase at the two
interfaces. Of these only the symmetric mode of the MIM and the asymmetric mode of the IMI
waveguides are plasmonic and capable of true sub-wavelength confinement. The existence of
two modes for each structure is expected, this is because the modes of the IMI and MIM can be
thought of as existing through the hybridisation of the SPPs at the two parallel interfaces, the
strength of this hybridisation is governed by the width of the central layer and as such for larger
thicknesses the modes of the IMI and MIM waveguide are similar to that of the SPP at a planar
interface, whilst for small thicknesses differ substantially. As is always the case with coupled
modes the hybridisation results in new mode energies (frequencies) above and below those of
the underlying modes that formed them. In this case this is equivalent to modes with values
of neff above and below that of the two SPPs that are coupled. As mentioned earlier, higher
values of neff generally means stronger confinement and this is what is of interest here. The
lower neff mode offers nothing in the way of improved confinement (although they do provide
longer propagation lengths [76]) and in the case of the MIM is cut off at various frequencies
and widths.
The dispersion relations of the modes of interest are plotted for IMI and MIM waveguides of
various widths in Fig.2.7. Having established the values of β′ and β′′ at a given frequency as
suitable metrics for an initial rudimentary comparison of relative confinement and loss in the
different waveguides it is evident that as expected, narrower central regions lead to superior
confinement for both structures. Unfortunately, again the trade-off between confinement and
loss in plasmonic waveguides is apparent with narrower widths also leading to dramatic increases
in the losses. Here it is clear that while addition of the extra interface has provided the desired
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(a) (b)
(c) (d)
Figure 2.7: (a) Real and (b) imaginary part of the dispersion relation of an MIM waveguide, (c)
real and (d) imaginary parts of the dispersion relation of an IMI waveguide. In both cases the
central region is varied between 10 and 50nm thick and the dispersion of an SPP at a planar
interface with similar materials is also plotted.
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ability to achieve smaller mode areas across a wider range of frequencies, this is at the expense
of vastly increased losses and this somewhat inescapable compromise is central to the design of
useful plasmonic devices. The variation in field distributions with the ratio of λ/t for the IMI
and MIM waveguides are also shown in Fig.2.8, where their ability to surpass the diffraction
limit can be seen explicitly.
Figure 2.8: Field distributions of the fundamental mode of the all dielectric slab, symmetric
mode of the MIM and asymmetric mode of the IMI for ratios of waveguide width to wavelength
of (a) 1/5 (b) 1/10 (c) 1/100 at a wavelength of 800nm.
2.4.4 Microscopic Treatment of Confinement
So far the treatment of SPPs and confined modes has been restricted to solving Maxwell’s
macroscopic equations within a given set of boundary conditions, but what of the microscopic
behaviour of the electrons in the metal and how this contributes to the strong confinement that
SPPs provide. The easiest way to understand this is to switch to an electrostatic treatment
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of the charges, which is acceptable close to ωsp where the energy primarily oscillates between
kinetic and electric with only a very small contribution from the magnetic field [77], here the
investigation follows the same line as the derivation of the Thomas-Fermi screening length
[51]. Again the electrons in the metal are treated as free, with the positive ions assumed
stationary and contributing only a net homogeneous positive charge (the so called jellium
model). Beginning with the microscopic equivalent of Eq. (2.5c) (∇ · E = ρ(r)/0) where ρ is
the spatially dependent charge density and recalling that ∇φ = E. It is informative to consider
the effect of a perturbative charge Q introduced at the origin through a displacement of the
electrons by the incident field, this leads to a fluctuation in density δn as the other surrounding
electrons move to screen this charge and thus some perturbation in the potential δφ all related
through Gauss’s Law as
∇2φ = Qδ(r)− eδn
0
(2.25)
The density of free electrons in a metal is given by
n =
k3f
3pi2
(2.26)
Where kf is the Fermi wavevector. A small change in density can then be written as
δn =
k2f
pi2
δkf (2.27)
The key assumption in this derivation is that the chemical potential or Fermi energy is kept
constant, i.e. the changes caused by introduction of the perturbative charge are negligible. This
means that the net change in the potential and kinetic energy must sum to zero. For quasi free
electrons the kinetic energy is defined as E = ~2k2/2me where me is the electron mass.This
means that δφ and δkf are related by
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(a) (b)
Figure 2.9: (a) Screening in a bulk metal (b)the charge distribution at the interface of a metal
supporting a SPP. Darker colour implies higher electron density and lighter colour implies lower
electron density.
eδφ =
~2k2fδkf
me
(2.28)
Substitution into Eq. (2.27) then produces the desired relation between the pertubations in
density and potential
e
0
δn = κ20δφ (2.29)
Here κ0 is known as the Thomas-Fermi screening length and is given by
κ0 =
√
e2mekf
0pi2~2
(2.30)
Finally substituting back in to Eq. (2.25) and solving for the perturbation in potential gives
δφ =
Qe−κ0r
4pi0r
(2.31)
Here it is evident that in metals the potential due to any perturbing charge decays much more
rapidly than it would in free space, where the usual 1/r Coulomb behaviour would be expected.
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This rapid decay is a result of screening, where the density of the free electrons has been spatially
redistributed such that they cancel out the perturbing electric field. Typically this happens
over a distance of around 0.1nm. At the surface of a metal due to asymmetry this screening
becomes impossible and instead there is a large buildup of charge. This is consistent with
earlier treatments of SPPs where the electric field was shown to only penetrate short distances
in to the metal. In the neighbouring dielectric redistribution of charge carriers to screen the
electric field is not possible leading to the field extending over a much larger distance.
Whilst interesting in that it allows understanding of the SPP all the way down to a microscopic
level, this information is perhaps most useful in understanding the mechanism by which the
multilayer metal-dielectric structures achieve confinement. The build-up of charge at a metal
insulator interface when brought in to close proximity with another charged interface can lead
to coupling between the two interfaces. This coupling can lead to energy storage in the re-
gion between the two charged interfaces and in the case of the asymmetric mode of the MIM
waveguide this is very reminiscent of a capacitor with energy localised in an insulating region
sandwiched between two charged metallic plates. As with a parallel plate capacitor the energy
stored increases as the distance between the plates is reduced and increases according to the
polarisability and thus the dielectric constant of the insulating medium. The coupling between
parallel charged interfaces in the MIM waveguide is mediated by the interaction of the electric
field extending perpendicular to the interface with the neighbouring interface, this suggests
that large separations of the two plates will lead to a decoupling and the disappearance of the
desired mode.
In the IMI waveguide the charges inside the metal layer redistribute to screen the charges
created at the interfaces, this occurs such that the field is minimised in the centre of the layer.
This interaction between the two interfaces mediated by the changes in electron density results
in the coupling between the two interfaces surviving for thicknesses larger than those of the
MIM, additionally this interpretation gives an indication of why the symmetric mode leads to
the greatest proportion of the field being localised inside the metallic region, as the screening
of this distribution requires the greater change in electron density.
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2.5 The Unavoidable Trade-Off Between Loss and Con-
finement
It should now be quite clear that in plasmonic systems, increased confinement is invariably
accompanied by an increase in losses. The origin of the interconnectedness between these two
quantities can be deduced through Poynting’s theorem [78], however the highly dispersive nature
of the noble metals makes this quite challenging [79]. Poynting’s theorem requires a polarisation
with a well defined temporal response. In the absence of loss this is easily deduced, but here
more care must be taken due to the lossy dispersive nature of the modes considered.
2.5.1 Poynting’s Theorem for a General Plasmonic Waveguide
The form of Poynting’s theorem in a lossy dispersive medium is derived in appendix B leading
to the equation
−
∮
Re[E˜(t)× H˜(t)∗] · ds =
∫
∂U
∂t
dV + 0ω
∫
Im[χ(ω)]|E˜(t)|2dV (2.32)
Here the fields are assumed to oscillate over two distinct timescales, a rapid carrier frequency
and a slower envelope, they are thus expressed as E(r, t) = E˜(r, t)eiωt and H(r, t) = H˜(r, t)eiωt,
where E˜(r, t) and H˜(r, t) are the envelope functions. The energy density U is given by U =
1
2
(
0
dωRe[χ(ω)]
dω
|E˜(t)|2 + µ0|H˜(t)|2
)
where the electric field term has been corrected to account
for dispersion. The term on the left of Eq. 2.32 indicates the power flow out of the volume
considered, the first term on the right is the change in electromagnetic energy within this volume
and the second term on the right signifies the losses. This equation can then be used to treat
a generic plasmonic waveguide in order to investigate the link between loss and confinement.
Fig.2.10 shows a cylindrical metal waveguide, this waveguide is shown to pass through a very
narrow volume which has thickness δ, the two large faces of this volume are perpendicular to
the axis of the cylinder, the z direction, this is chosen to be the direction of propagation (N.B.
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Figure 2.10: A cylindrical metal plasmonic waveguide passing through a narrow volume within
which the derived version of Poynting’s theorem will be applied.
the treatment that ensues is general to any form of waveguide despite the cylindrical geometry
that is pictured).
Earlier it was shown that plasmonic modes decay as they propagate, with the variation in their
intensity (and thus the power) described by the Beer-Lambert law (∝ e−αz) where α = 2iβ′′.
Given the infinitesimal volume element in Fig 2.10, the change in power as the mode propagates
through should be small e−αδ ≈ 1− αδ. The loss as the mode propagates through the volume
is thus −αδ and this change in power can be equated to the loss term of Eq. (2.32) leading to
α
∫
Re[E˜(t)× H˜(t)∗] · zˆdA = 0ω
∫
Im[χ(ω)]|E˜(t)|2dA (2.33)
This provides an expression for the modal loss as
α =
0ω
∫
Im[χ(ω)]|E˜(t)|2dA∫
Re[E˜(t)× H˜(t)∗] · zˆdA (2.34)
A few simple observations can make Eq. (2.34) easier to interpret: firstly assuming the loss of
the dielectric regions to be negligible the integral involving Im[χ(ω)] need only be considered
over the metallic regions; secondly the following definitions help to express all fields in terms
of energy density. The energy velocity(vE) [79] can be thought of as power/energy
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vE =
∫
Re[E˜(t)× H˜(t)∗] · zˆdA∫
UdA
(2.35)
and the expression for the energy density of the electric field in a dispersive medium can be
used to give
∫
Im[χ(ω)]|E˜(t)|2dA =
∫
2UEdAχ(ω)
(
dRe[ωm(ω)]
dt
)−1
(2.36)
meaning the losses of the mode are given by
α =
2pic
λvE
Im(χm(ω))
(
dRe[ωm(ω)]
dt
)−1 ∫
Metal
2UEdA∫
UdA
(2.37)
This relationship indicates that the losses of the mode depend primarily on the fraction of the
electromagnetic energy that resides in the dissipative medium. Additionally it shows that as
the mode slows down the losses also increase, this is due to an enhanced interaction between the
mode and the media at slower energy velocities. Given the results earlier in this chapter, where
it was shown that the fraction of the energy residing in the metal increases as the confinement
of the SPP increases, Eq. (2.37) shows definitively that in plasmonic waveguides increasing
confinement invariably comes at the price of higher losses.
Going back to the earlier discussion about SPP confinement, the fraction of energy residing
in the metal can be expressed as Lm/(Ld + Lm) which using expressions Eq. (2.20a) and Eq.
(2.20b) becomes
Λm
Λd + Λm
=
d
ω2p/ω
2 − b + d (2.38)
where the earlier assumption γ << ω (valid for visible frequencies) has been reintroduced.
With group index defined as ng = c/vg = d(ωneff )/dω and using Eq. (2.15) where neff ∝ √d,
substitution of all of this back in to Eq.2.37 leads to an important result: αsp ∝ 3/2d . Given
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that most commercial semiconductors have
√
d > 3, it is clear that losses are exacerbated by
integration of semiconductor materials with SPPs.
2.6 Guiding Light in 1-Dimension
The waveguides examined thus far only posses a single dimension of optical confinement,
whereas practical applications require confinement in both of the directions perpendicular to
propagation. A number of designs that achieve this have been proposed and demonstrated [80].
Here these designs are compared through values of mode area and propagation length, with
some additional emphasis on ease of fabrication and compatibility with SOI architectures. Be-
fore beginning this comparison it is necessary to define some rigorous criteria with which to
quantify the confinement provided by the various geometries.
2.6.1 Measuring Optical Confinement
Optical confinement has already been a recurring theme throughout this chapter and so far its
quantification has relied on intuitive descriptions based on slab geometries and the propagation
constant. Clearly a more strict definition is required, however measuring the size of waveguide
modes is quite subtle and choosing an appropriate definition requires care and an understanding
of the nuances of both the design and the desired application [46,80–84].
The most commonly used definition of mode area, particularly in the field of fibre optics is
Am2 =
(∫
U(r)dA
)2∫
U(r)2dA
(2.39)
where U is the electromagnetic energy density and the integral extends infinitely over a cross
sectional area perpendicular to the direction of propagation. This measure of mode area is
particularly good at giving an indication of the spatial extent of the mode, particularly appro-
priate when considering waveguides and their integration in close proximity to each other. In
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the field of plasmonics it is also of interest to quantify exactly how localised the field is is at its
maximum, i.e. an indication of exactly how much electric field intensity can be generated. For
this purpose a second definition is appropriate
Am1 =
1
max(U(r))
∫
U(r)dA (2.40)
The applicability of this definition in determining the enhancement in intensity is clear, here the
maximum value of energy density is compared to the total energy contained within the mode.
Accurate implementation of this definition in the description of plasmonic modes requires some
caution as simulations of plasmonic waveguides often include unrealistically sharp corners,
which can lead to hot spots that contain very little modal power and thus un-realistically small
values of Am1.
2.6.2 Review of Existing Waveguides
The most obvious way to incorporate a second dimension of confinement to a plasmonic mode
is the use of definite edges in a second spatial direction perpendicular to the direction of
propagation. There are three main examples to be considered here, the slot, the strip and the
cylinder Fig. 2.11. The slot [82,83] and the strip [81] bare an obvious resemblance to the MIM
and IMI waveguides and as such their modes are closely linked. Again it is the asymmetric
mode of the slot and the symmetric mode of the strip that will be considered. Fig. 2.12 shows
a parameterised plot of mode area and propagation length for the two waveguides, fixing the
thickness at 50nm and varying the widths between 1500nm and 10nm. The parametric plot
used allows simple identification of the difference in performance, the desired behaviour lies in
the top left quadrant, the further toward this section the line lies the better the performance of
the waveguide. With this in mind it is clear that for all but the largest widths considered the
slot far outperforms the strip. Importantly, as discussed in the context of the MIM waveguide
the mode of the slot for larger widths can be expected to become somewhat ill defined due to
the decoupling of the two parallel interfaces.
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Figure 2.11: Plasmonic waveguides where propagation is limited to 1 dimension (a) strip (b)
metallic nanowire (c) slot (d) wedge (e) groove (f) hybrid plasmonic waveguide. The blue
regions represent dielectric material and the yellow metal.
Both waveguides are capable of supporting modes down to almost 2 or 3 orders of magnitude
below the vacuum diffraction limit (depending on the definition of mode area) and with on-
chip integration and functionality as the goal, these mode sizes are clearly sufficient to perform
the majority of tasks. The pitfall mentioned earlier in choosing the correct definition of mode
area has become apparent, Am2 is almost an order of magnitude larger than Am1 and this is
predominantly due to the localisation of the field at the artificially sharp corners of the slot
and strip. These corners are unlikely to exist in reality and regardless, localisation of the field
there is of little or no practical interest.
The remaining geometries will be discussed in unison, appropriating the in depth investigation
presented in reference [80]. The mechanism by which the cylinder [85, 86] confines the field is
not dissimilar from the IMI waveguide. Again charges inside the metal region relocate such that
field is minimum in the centre, this interaction between the internal charges leads to coupling of
the charges at the interfaces. Interestingly the confinement provided by the cylinder, although
similar in principle to the IMI and thus the strip, is notably superior. This can be understood by
considering a cross sectional piece of the cylinder, where the charge is symmetrically distributed
around the surface (which is effectively the edge of a circle). When considering the field due to
this surface charge at a distance d from the cylinder, where d > r, (r being the radius of the
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Figure 2.12: Propagation characteristics of strip and slot waveguides using mode area definitions
Am1 and Am2.
cylinder) the decay of the field should start to approach that predicted by Coulomb’s law i.e.
displaying a 1/d2 dependence. In comparison with the exponential decay expected of planar
structures this decay is significantly more rapid, leading to a notably improved confinement.
The two remaining geometries to discuss are the wedge plasmon polariton WGPP [46,84,87] and
the channel plasmon polariton CPP [88–90] shown in Fig.2.11. These structures are essentially
the inverse of each other and again the parallels with the IMI and MIM waveguides should
be apparent. In fact, the modes of the IMI and MIM provide the most intuitive method for
understanding the confinement provided by either of these structures, in both cases the effective
indices of the modes of the planar waveguides increase with decreasing width, as such if we
consider horizontal strips of either the CPP or WGPP near their apex the effective index of a
strip considered will be maximum and the effective indices can be expected to decrease as strips
further from the apex (with wider central sections) are considered. This means there is lateral
confinement provided in a similar manner to the planar waveguides and vertical confinement
due to the effective change in index caused by the variation of the width of the central region,
much the same as a graded index dielectric waveguide [91].
Fig.2.13 shows a comparison for the three waveguides (cylinder, WGPP and CPP), where again
parametric plots of the variation of propagation length and mode area are depicted, here the
parameters varied are the radius of the cylinder or the apex angle of the CPP and WGPP.
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Figure 2.13: Propagation characteristics of the cylinder, WGPP, CPP and HPW as the most
relevant parameter to confinement for each of the waveguides is varied, (a) using mode area
definition Am1 and (b) using definition Am4 taken from [80].
There are two plots one utilising the previously discussed mode area Am1 and another using
a new definition Am4. Am4 is calculated by finding the minimum area within which a certain
fraction of the modal energy resides, in this case 1/2. This is perhaps the best definition
of mode area as it unambiguously describes the region within which a particular fraction of
the energy is confined, however this definition can be computationally expensive to calculate
through simulation and almost impossible to measure experimentally.
Examining Fig.2.13 for the three waveguides under consideration, it seems that the trade-off
between loss and confinement follows a similar path for all three, with the largest field intensity
generated by the WGPP. It should be noted however that for strong confinement the CPP and
WGPP require very small apex angles and fabrication of such devices is extremely challenging
if possible at all. The plots of Fig.2.13 also show the characteristics of a fourth waveguide, yet
to be discussed, this is the Hybrid Plasmonic Waveguide (HPW) and is the geometry that for a
given mode size (Am4) has the lowest loss. Given the importance of this geometry to the work
presented in this thesis it will be covered in detail in the subsequent section.
2.6.3 Hybrid Plasmonic Waveguide
Hybridising photonic and plasmonic systems is the basis for the work presented in this thesis,
indeed it is suggested that these types of hybrid systems will be key in the successful exploitation
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of plasmonics in the fields of telecoms and integrated circuits. Hybrid plasmonic-photonic
systems is a very general term, encompassing all device designs that exploit coupled plasmon-
like and photon-like resonances. This is a relatively novel field, with only a few types of device
exploring the various advantages offered by coupling strongly confined plasmonic modes with
low loss photonic ones [66, 92], of these results the most pertinent is the hybrid plasmonic
waveguide [44,93].
In its most recognisable form the HPW consists of a metal film coupled to a dielectric nanowire
and separated from it by a low refractive index dielectric layer, Fig.2.11. Given that the metal
film only supports TM polarised waves it can be assumed that any mode of the HPW should
also be TM. The boundary conditions of the Maxwell equations require that the perpendicular
component of the displacement field remains continuous across interfaces. Here given that the
dielectric constants either side of the low index spacer layer are relatively large, a sizeable
enhancement of the electric field in the spacer layer is necessary in order to maintain this
continuity. This leads to localisation of the electromagnetic field to this region and thus results
in small mode areas. Importantly the low index spacer serves a dual purpose, as well as
providing confinement it ensures that the dielectric constant of the material contacting the
metal is low, thereby controlling the losses.
Looking back to Fig.2.11, the HPW outperforms all waveguides but the WGPP. The WGPP
is capable of producing higher intensities, but only given a geometry with an unrealistically
sharp apex. Fabrication of the HPW is relatively simple, a nanowire is deposited on to a
metal coated substrate that is covered with a thin insulating layer. The only disadvantage of
the HPW geometry is the element of randomness associated with its fabrication. Nanowire
deposition is not a deterministic process, instead substrates are coated with nanowires with no
particular control over their position or orientation. Overcoming this limitation is one of the
primary challenges the work in this thesis addresses.
2.7. Nanofocusing 51
2.7 Nanofocusing
With the confinement offered by surface plasmon polariton based modes extending orders of
magnitude below the diffraction limit, the gulf in the size between the wavelength (or momen-
tum) of light confined in these modes and light in free space (or dielectric waveguides) makes
it extremely difficult to efficiently couple light directly into them. A possible solution was pro-
posed by Stockman [94], in the form of an adiabatic focusing process. Here light is initially
coupled in to a metallic waveguide with a relatively large cross sectional area and mode size
(allowing a relatively efficient coupling process) and the cross sectional area of this waveguide
is then tapered, thereby focusing the mode towards the apex of this (in Stockman’s paper)
conical metallic geometry. An efficient focusing process has the potential to generate extreme
electric field intensities as light is squeezed into an extremely small region. This could provide
a sizeable enhancement in light-matter interactions, which could have important consequences
in the study and generation of nonlinear effects,.
Stockman suggested intensity enhancements on the order of 103 to be achievable, but given that
these are SPP type modes which are becoming increasingly confined, realising this requires
careful management of the dissipative losses. The treatment of losses so far has utilised a
definition where the amplitude decays according to distance propagated (due to the complex
propagation constant), this suggests that in order to minimise losses the distance to the apex
of the taper should be short and the tapering process rapid. However, as the cross sectional
area of the waveguide is reduced the characteristics of the mode also change, in particular
the mode slows down and the effective index increases. The rate at which the effective index
increases depends on the waveguide but also crucially on the tapering angle. This leads to an
important limitation on the tapering process as rapid changing of neff leads to back reflections
which reduce the intensity enhancement at the apex. Maximising the achievable enhancements
through nanofocusing thus requires striking a balance between tapering sufficiently rapidly
such that dissipative losses are minimised but not tapering so fast that back reflections and
scattering are incurred.
In order to analyse the variation of the field during nanofocusing analytically it is necessary
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to assume that the field distribution at any position along a tapered waveguide (in this case a
nanowire with a gradually shrinking radius) can be described by the 2D solution of the cross
sectional geometry at that point. In this case this is equivalent to saying that at any point
along the tapered nanowire the field distribution will be equivalent to a normal nanowire with
the corresponding radius. The propagation of a mode along the taper can then be analysed
using the WKB approximation [95]. This approximation hinges on the fact that the length
scale over which the effective index varies is much larger than the wavelength of the mode. The
electric field is therefore written as
E(r, θ, z) = a(z)e(r, θ; z)e−iωt (2.41)
here a(z) represents the amplitude and e(r, θ, z) is the cross sectional field distribution of the
mode at the chosen z coordinate, it is assumed that this is a slowly varying function of z and a
semicolon is used to indicate that field distributions should be considered only for fixed values
of z (not as a function of). Substitution into the Helmholtz equation yields
a(z)∇2Te(r, θ; z) + e(r, θ; z)
d2a(z)
dz2
+ k20(r)e(r, θ; z)a(z) = 0 (2.42)
Where ∇T represents transverse variables only. From here it is assumed that the amplitude
a(z) and field distribution e(r, θ; z) are independent and the equation is separable.
Using the WKB approximation it is then possible to solve for the amplitude at a given position
along the taper, this derivation is covered in appendix C. The resulting form of the amplitude
is
a(z) ≈ a0exp(i
∫ z
z0
β(s)ds) (2.43)
this solution is dependant on the condition that ∆ << 1 where ∆ is the eikonal parameter
(again derived in appendix C), which is defined as
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1
k0
∣∣∣∣d(β(z)−1)dz
∣∣∣∣ = ∆ (2.44)
Satisfaction of this condition ensures the process remains adiabatic, meaning that light is not
scattered as a result of the varying effective index. Given the definition of amplitude in Eq.
2.43 the power in the waveguide mode then varies as
P (z) = P (z0)|a(z)|2 (2.45)
If power is then defined as
P = vE
∫
UdA (2.46)
where vE is the energy velocity and as usual U is the energy density. Using the definition of
mode area Am1 power can be rewritten as
P (z) =
1
2
0dvE(z)Am1(z)max(|E|2) (2.47)
It is the relative increase in the maximum intensity of the electric field that is the most pertinent
parameter in efforts to nanofocus light with this kind of taper and this can now be written as
f(z) =
vE(z0)Am1(z0)
vE(z)Am1(z)
|a(z)|2 (2.48)
This result is quite intuitive, the available intensity enhancement depends on how much the
mode has slowed, how much it has shrunk and the dissipative losses in the metal incurred whilst
focusing. Using this result Stockman predicted intensity enhancements as large as three orders
of magnitude, however the main limitation probably lies in fabrication, as the minimum achiev-
able mode size depends on the dimensions of the apex. Nanofocusing of electromagnetic waves
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using surface plasmon is a well explored field with a number of experimental demonstrations
having been published in recent years [33, 84, 96–104], the majority of which are based around
waveguide designs explored in the previous section.
2.8 Conclusion
This chapter has introduced the basic principles of surface plasmon polaritons, demonstrating
their ability to confine light to sub-wavelength regions in one and two dimensions. Adapting,
Poynting’s theorem also showed the limitations inherent to this strong metal based confinement
in that it invariably results in lossy modes. This loss is correlated to the degree of confinement
and directly linked to the dielectric constant of the material in contact with the metal. This
analysis should provide the reader with a sense of the grave challenge these losses impose when
trying to integrate plasmonics with semiconductor materials. Potential ways of circumventing
these obstacles have also been touched on in the form of the HPW, where careful design min-
imises the fraction of the modal field residing in the metallic region and avoids contact between
the metal and the high dielectric constant semiconductor. This design provides an insight in to
the potential of hybridising plasmonic and photonic resonances to create useful devices, allow-
ing a balance to be struck between the strong confinement of plasmonics and the low losses of
photonics. The concept of nanofocusing also provides an interesting framework within which
to exploit plasmonic confinement, allowing the transformation of larger low-loss modes into
tightly bound plasmonic modes with high electric field intensities. This transformation could
allow the selective exploitation of plasmonic confinement to extract useful functionality whilst
minimising the dissipation of energy as heat and could also provide an invaluable link between
photonics and nanoscale plasmonic modes. The high intensities possible through nanofocusing
of light into these deep subwavelength plasmonic modes has the potential to dramatically alter
the way that light interacts with matter and this is explored in detail in the next chapter.
Chapter 3
Light Matter Interactions in
Semiconductor Lasers with Plasmonic
Confinement
3.1 Introduction
Traditionally, interactions between light and matter have been considered as inherently weak,
being treated with quantum mechanical perturbation theory [105]. This originates from the
difference in size between light at optical wavelengths and atoms or excitons at electronic length
scales. However, the confinement possible with SPP based waveguides allows such a drastic
reduction in the size of optical modes that this size mismatch can be effectively addressed. This,
along with the accompanying enhancement in electric field intensity suggest that plasmonics
has the potential to provide new and interesting environments, where the interactions between
light and matter take on an unprecedented strength.
This chapter will introduce the basic linear interactions between light and matter and explore
how effective wielding of plasmonic confinement allows engineering of these processes. There is
a particular emphasis on development of novel laser systems and as such the chapter concludes
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with a brief overview of laser devices that utilise plasmonic confinement.
3.2 Einstein Coefficients
The basic interactions between light and matter can be derived through a remarkably simple
phenomenological treatment requiring only rate equations, the assumption that (atomic) energy
levels are quantised and Planck’s law. The treatment was developed by Einstein and begins
by considering atoms in an arbitrary cavity interacting with thermally excited radiation [106].
The atoms are identical and all posses a pair of energy levels such that
E2 − E1 = ~ω (3.1)
The atoms can then absorb or emit photons of frequency ω leading to electron transitions from
state 2 to 1 or state 1 to 2. It is also assumed that all atoms are either in state 1 or 2 such that
the number of atoms N is related to the number of atoms in states 1 and 2 (N1 and N2) by
N = N1 +N2 (3.2)
Given an atom in the upper state (level 2) it is possible for this atom to spontaneously emit a
photon thereby lowering its energy to that of level 1, this is spontaneous emission and the rate
at which this occurs is traditionally referred to as A21. The converse, spontaneous absorption of
energy leading to a transition from state 1 to 2 is forbidden by conservation of energy, however a
transition from level 1 to 2 through the absorption of a photon is allowed and the rate at which
this absorption occurs is given by B12U(ω). Here the rate depends not only on some constant
B12 but also on the energy density (U(ω)) of electromagnetic radiation at the frequency ω
matched to the transition.
These two processes were well known at the time of Einstein’s treatment, but he introduced
a third process where an atom in the upper state falls to the lower state due to stimulation
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by an existing photon matched to the frequency of the transition. This results in the emission
of a similar photon, in phase with the one that stimulated the emission. This process is
effectively the inverse of absorption and as such the rate at which it occurs is given by B12U(ω),
again depending on the energy density of photons at the frequency matched to the transition.
Derivation of the values of the three constants A21, B12 and B21 is possible but requires a full
quantum mechanical treatment. Here the treatment will be restricted to calculating the relative
rates and their interdependence. The three constants are assumed to be independent of the
surrounding electromagnetic energy density, depending solely on the properties of the atoms or
system to which the energy levels pertain.
Given that all of the atoms are assumed to be in one of two energy states, rate equations for
the populations of the upper and lower states are
dN1
dt
= −dN2
dt
= N2B21U(ω) +N2A21 −N1B12U(ω) (3.3)
In steady state the right hand side of this equation reduces to zero and so by rearranging, Eq.
(3.3) becomes
U(ω) =
A21
(N1/N2)B12 −B21 (3.4)
The occupation of the two energy levels follows a Boltzman distribution meaning the ratio of
the mean number of atoms in the two states is
N1
N2
=
g1e
E1/kBT
g2eE2/kBT
=
g1
g2
e~ω/kBT (3.5)
where g1 and g2 represent the number of degenerate states at the energy levels 1 and 2. Sub-
stituting this into Eq. (3.4) gives
U(ω) =
A21
(g1
g2
e~ω/kBT )B12 −B21 (3.6)
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The important realisation here is that this expression for thermally generated electromagnetic
radiation at a given frequency must be identical to the one derived by Planck [107]
U(ω) =
~ω3
pi2c3
1
e~ω/kBT − 1 (3.7)
requiring that g1B12 = g2B21 and A21 =
~ω3
pi2c3
B21, which (as will be shown later) can be rewritten
as As = BU(ω) where s is the number of photons. Here an extremely simple treatment
and some relatively straightforward assumptions have provided the interdependence between
the three fundamental processes by which light and matter interact. This interdependence
between the A and B coefficients will be important later in this chapter but for now it is
interesting to observe that from just one coefficient all others can be deduced and that through
altering one, one unavoidably changes the others. Before proceeding to the next section it
is useful to take note of why the introduction of stimulated emission is of such importance.
This process serves to amplify the field that induces it through creation of photon that is of
the same frequency and phase as the incident photon. The discovery of this process of course
led to the postulation and eventual development of both the microwave frequency MASER
[108] (microwave amplification by the stimulated emission of radiation) and optical frequency
LASER [109,110] (light amplification by the stimulated emission of radiation) devices. However,
in order to achieve amplification of a particular signal the rate of absorption within a cavity
needs to be lower than that of stimulated emission and this is not possible in a 2-level atomic
system. Instead a more complex atomic system is required to achieve net amplification and
various further careful considerations are required to achieve lasing, these will be the focus of
the next few sections.
3.3 Loss and Amplification of Optical Signals
In two level atomic systems like the ones discussed so far absorption always dominates over
stimulated emission [105]. This limitation can be removed in systems of three or more levels.
Here it is possible to engineer a system such that the upper of the two states between which
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Figure 3.1: A three level atomic system.
emission is to occur is more heavily populated than the lower one, a so called population
inversion. A three level system is shown in Fig.3.1, where the levels are now labeled 1, 2 and 3
and stimulated emission occurs between levels 1 and 2. Again the treatment begins by writing
out rate equations for the populations of the three levels, where it is assumed that all atoms
occupy one of three energy states i.e. the number of atoms N = N1 +N2 +N3. From Fig.3.1 it
is clear that there exist 5 possible processes: spontaneous emission from level 2 to 1 at a rate
A21, spontaneous emission from level 3 to 1 which occurs at a rate A31, spontaneous emission
from level 3 to 1 which occurs at a rate A32 and stimulated emission and absorption which occur
from level 2 to 1 or vice versa both at a rate B21U(ω). In addition to these processes there is
also an external source of excitation known as the pump, this could be optical or electrical and
drives the atoms from state 1 to 3 at a rate P . Stimulated emission and absorption between
levels 3 and 2 are neglected as it is assumed there is never a significant energy density at the
required frequency. Again for simplicity it is assumed that the states at the three energy levels
are unique meaning that g1 = g2 = g3 = 1. The time dependence of the populations are then
given by
dN3
dt
= N1R−N3A32 −N3A31 (3.8)
dN2
dt
= N3A32 +BU(ω)(N1 −N2)−N2A21 (3.9)
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dN1
dt
= BU(ω)(N2 −N1) +N3A31 +N2A21 −N1P (3.10)
If the rate of spontaneous emission between levels 3 and 2 exceeds that of levels 2 and 1 i.e.
A32 > A21, the fraction of the population that is excited can accumulate and, assuming level
3 to be approximately unoccupied, if this exceeds 50% then the system will have reached a
state of population inversion. Given this scenario, stimulated emission becomes the dominant
process allowing amplification of signals at the frequency matched to the transition between
states 2 and 1.
3.4 Spontaneous Emission from Fermi’s Golden Rule
Fermi’s golden rule provides an explicit form for the the transition rate between an energy
eigenstate of a quantum system and a continuum of final eigenstates [105]. This can be used to
define the forms of the A and B coefficients in an atomic system. The form of the transition rate
results from the assumption that it is driven by a perturbation, here this perturbation is the
optical field and the perturbative treatment is appropriate given the aforementioned weakness
of light matter interactions [111–113]. The rate (R) is derived in appendix D and is given by
R =
pi
2~2
H ′2smρ(ωsm) (3.11)
Where H ′sm is the matrix element representing a transition from state s to one of states m due
to the perturbation, ωsm is the frequency of the transition and ρ is the number of states per
unit frequency. In the case of perturbation by an incident optical field and assuming a dipole
like interaction, this matrix element can be rewritten as H ′sm = e|dsm · E0| where dsm is the
dipole matrix element associated with the transition and E0 is the incident electric field. The
rate of transitions thus depends on the atomic system through the matrix element and on the
surrounding environment as a result of the density of optical states.
In the case of perturbation by an optical field the transition rate given by Eq. 3.11 is equiv-
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alent to the A coefficient discussed earlier, meaning the B coefficient can also be determined
through As = BU(ω). In the context of plasmonics it is of interest to determine the nature
of the modification to the rate of the spontaneous and stimulated emission when emitters are
positioned within a waveguide or cavity. This is done by calculating the modification of the
density of optical states due to the dielectric environment. However, in order to assess this
modification ρV (ω), the density of states per unit frequency per unit volume in free space,
needs to be derived first.
Assuming an arbitrary cubic cavity of length L, the particular states existing with this cavity
will correspond to λ/2 = mL where m is a positive integer. These states are evenly distributed
in k-space, separated in each direction by a distance of pi/L. Considering a spherical shell in
this k-space with volume dVs = 4pik
2dk, where dk is an infinitesimal thickness, the density of
states per unit volume will be the number of states within this shell divided by the volume
under consideration (L3) i.e.
ρV (k)dk =
k2
pi2
dk (3.12)
An additional factor of two has been included to account for both polarisations, and given only
positive k values are considered the expression has been divided by 8. For now the medium is
assumed to be dispersion free i.e. ω = ck/n meaning Eq.3.13 can be converted into a function
of ω
ρV (ω)dω =
n3ω2
pi2c3
dω (3.13)
In vacuum where n = 1 this can be used to simplify the earlier relationship between the A and
B coefficients to
A = ρV (ω)~ωB = U(ω)B (3.14)
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Where U(ω)
s
= ~ωρV (ω) has been used.
Going back to Fermi’s golden rule, this interdependence and the form of the optical density
of states can be used to calculate analytical forms of the A and B coefficients. This requires
the initial assumption that when treating stimulated emission, there is just a single final state,
i.e ρ(ω) = 1. This is appropriate given that in stimulated emission it is only the mode that
stimulates the transition that the photon is emitted in to. This means 3.11 can be rewritten as
BU(ω) =
pie2
2~2
|dsm · E0|2 (3.15)
Where E0 is the incident electric field and U is the (time averaged) energy density defined as
U(ω) =
1
2
n20|E0|2 (3.16)
Calculating the inner product in Eq. 3.15 gives |dsm|2|E0|2 cos2(θ). In order to account for any
possible relative angle between the atomic dipole and the electric field it is necessary to average
over all solid angles, this results in a factor of 1/3. Combination of these results provides the
relation
B =
1
3
pie2
n20~2
|dsm|2 (3.17)
which, following the relationship between A and B and the form of the optical density of states
leads to the the form of the A coefficient in free space
A =
1
3
ne2ω3
pi0~c3
|dsm|2 (3.18)
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3.5 Purcell Factor
In a very brief abstract Purcell introduced the factor that now commonly bears his name [114],
relating the rate of spontaneous emission of an emitter in free space to an emitter in other
modified environments. The emission rate in Fermi’s golden rule depends on the dipole matrix
element and the number of states per unit frequency ρ(ω), these can be controlled through
engineering of the volume and quality factor of the cavity. The effect of reduced volume on
the emission rates can be derived by first assuming a single photon occupies the cavity under
consideration
∫
UdV = ~ω (3.19)
where the (temporally and spatially averaged) energy density is equivalent to
U = 2UE =
1
2
0|E0|2 = ~ω
V
(3.20)
If the volume over which the integral in Eq. (3.19) takes place is reduced the electric field
amplitude is enhanced meaning that the the dipole matrix element increases and so to does the
rate of spontaneous emission.
Understanding the effect of ρ(ω) on the spontaneous emission rate is slightly more subtle. As an
illustrative example, consider a cavity, that for the sake of simplicity supports a single mode,
ρ(ω) requires a normalised function and naturally, given that this is a resonance the most
appropriate is a Lorentzian
∫
ρ(ω)dω =
∫
1
pi
1
2
γ
(ω − ω0)2 − (γ2 )2
dω (3.21)
On resonance this becomes
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ρ(ω = ω0) =
2Q
piω0
(3.22)
Where Q is the Q-factor, given by Q = ω0/γ. Purcell combined the effects of these two
parameters to give a measure of the relative increase in spontaneous emission of an emitter on
resonance with a cavity compared to free space (3.18), substituting Eq. 3.20 and Eq. 3.22 into
Eq.3.11
A
A0
=
3
4pi2
λ3
n3
Q
V
(3.23)
Where V is the cavity volume and A0 is the spontaneous emission rate in free space. A similar
derivation can also be undertaken where instead of a cavity an emitter within a waveguide
mode is treated. Again this requires expressions for both the density of states in the waveguide
mode and the amplitude of the electric field (under the assumption of a single photon within
the mode).
Again the (temporally and spatially averaged) energy density provides an expression for |E0|2
through
U =
1
2
(za)0|E0|2 = ~ω
AmL
(3.24)
Where Am is the mode area, L is a quantisation length and za represents the position of the
emitter. This leads to
|E0|2 = 2~ω
(za)0AmL
(3.25)
The density of states changes as the system is now confined in two dimensions. The treatment
is similar but instead it is now an infinitesimally thin length in k-space that is being considered
the density of states is thus
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ρ(ω) =
d
dω
(2k)
L
2pi
=
ngL
pic
(3.26)
With the factor of 2 accounting for the two possible directions. Taking the form of Fermi’s
golden rule derived in appendix D and again averaging over solid angle
A =
pi
6~2
e2|dsm|2|E0|2ρ(ωsm) (3.27)
The relative increase in emission rate can be found by dividing the A coefficient within the
waveguide mode by the A coefficient in free space, this gives
A
A0
=
ng
pin(za)
(λ/2)2
Am
(3.28)
Both expressions for the Purcell factor indicate that a reduction in size of the cavity volume
or waveguide mode can increase the rate of spontaneous or stimulated emission. This suggests
that effective use of plasmonic confinement should allow control and large enhancements of
light matter interactions.
3.6 Semiconductor light matter interactions
Interaction between light and semiconductors is slightly more complex than the interactions
between photons and the well defined atomic energy levels presented thus far. The main
difference stems from the replacement of the discrete energy levels of an atomic system with
the effectively continuous energy bands that occur in crystalline semiconductors. These energy
bands are a result of the hybridisation of atomic energy levels across the extremely large number
of atoms that make up the crystal. Exhaustive derivation of the fundamental properties of
semiconductor materials is outside of the scope of this thesis and the unfamiliar reader is
directed to the indicated references for more information [20, 113]. Instead this section will
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Figure 3.2: Band structure of germanium, silicon and gallium arsenide.
start with the assumption that semiconductors are able to generate and absorb light in much
the same way as atoms, through the familiar processes of spontaneous and stimulated emission
or absorption.
The energy bands of electrons in a semiconductor are traditionally plotted as a function of
electron wave vector (as a dispersion relation) and Fig.3.2 shows the band diagram for three of
the most commonly used semiconductors: Ge, GaAs and Si. The lowest energy band of each
of the semiconductors under equilibrium conditions is approximately fully occupied, this is the
valence band. Above this in energy, the band with the energy closest to the valence band is
called the conduction band and again assuming equilibrium, this band is approximately unoc-
cupied. Electron transitions between these two energy bands can occur through the absorption
or emission of a photon. Absorption raises an electron from an occupied state in the valence
band to an unoccupied state in the conduction band, leaving behind an unoccupied state or
hole in the valence band. Emission occurs when an electron descends from the conduction
band into an unoccupied state in the valence band, recombining with the hole. Given the small
momentum of photons, in order for radiative recombination processes to be efficient within the
semiconductor, the wave vector of the highest energy state in the valence band needs to match
that of the lowest energy of the conduction band. This is known as a direct bandgap semicon-
ductor. If the bandgap is indirect, the transition must also involve a phonon so that momentum
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is conserved, this greatly reduces the rate of these recombination processes [20]. Looking at
Fig.3.2 it is clear that GaAs meets these criteria but Si and Ge do not. This inability of Si to
effectively produce light is a major obstacle in the field of silicon optoelectronics and something
that will be discussed in further detail later.
For simplicity the bands in the semiconductors are assumed to be quadratic in shape, which is
a reasonable approximation over a small distance close to the bandgap Eg. The two bands are
then described by
Ec = ~
2k2
2mc
+ Eg (3.29a)
Ev = ~
2k2
2mv
(3.29b)
Where mc and mv are the effective masses of an electron in the conduction or valence band
and Ec and Ev are the energies of the electrons in the two bands. In the previous treatment
of optical transitions, degenerate, discrete atomic energy states were accounted for through
a parameter g that numbered the amount of states per energy. Given that semiconductors
now involve a continuum of energy states this is replaced by a density. The density of states
in a bulk semiconductor can be determined analytically for parabolic energy bands (see for
example [20,113]) and is given by
Dα(Eα) = 1
2pi2
(
2mα
~2
)3/2√
Eα (3.30)
Where Eα = E −Ec in the conduction band and Eα = Ev−E in the valence band with Ec and Ev
representing the bottom and top of the conduction and valence bands respectively. This gives
the density of states between energies E and E + dE . Given that electrons are Fermions the
occupation of the states within the energy bands is determined using Fermi-Dirac statistics
f(E) = 1
eβ(E−µ) + 1
(3.31)
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Here f(E) gives the probability of occupation as a function of energy at a given temperature,
β = 1/kBT where kB is Boltzmann’s constant and T is temperature in Kelvin and µ is the
chemical potential or Fermi energy of the chosen material. Strictly, this represents the highest
energy that would be occupied at a temperature of absolute zero. In reality this Fermi function
is of little practical use, particularly when considering optical transitions as it applies only
to equilibrium conditions. The aim here is to investigate a semiconductor interacting with
an optical field or generating light due to excitation by an external voltage. Given that the
relaxation rate within the two bands is usually rapid when compared with timescale of optical
transitions it is possible to treat the two bands as each being in an independent quasi equilibrium
condition where the occupation of either band is then described by its own Fermi distribution
based on a quasi Fermi energy [115]. The probability of electrons occupying states in the
conduction band is then given by
fec(Ec) = 1
eβ(Ec−µec) + 1
(3.32)
and holes occupying the valence band given by
fhv(Ev) = 1
eβ(Ev−µhv) + 1
(3.33)
Combining Eq. (3.31) with Eq. (3.32) and Eq. (3.33) it is possible to determine the expected
number of carriers in a bulk semiconductor given a particular quasi-Fermi energy, i.e. the
number of electrons in the conduction band or holes in the valence band (here in the absence
of doping these two quantities are equivalent). This requires the density of states at a given
energy to be multiplied by the probability a state at said energy is occupied and then integrated
over all possible energies, e.g. for electrons in the conduction band
N =
∫
D(Ec)fec(E)dE (3.34)
In practice, when modelling semiconductors using the above (and following) equations, the gain
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Figure 3.3: Quadratic conduction and valence bands. The occupation of the bands is denoted
by shading with the quasi-Fermi energies of the two bands indicated. Also shown are the
processes that relate to the approximation as a three-level atomic system.
or loss and other properties are evaluated for a given carrier concentration, this requires a some-
what backward treatment where the quasi-Fermi energies have to be determined numerically
through evaluating Eq.3.34.
Before moving on it is important to note that the same phenomenological treatment that Ein-
stein applied to a two level system could be applied to a semiconductor in thermal equilibrium
and this will be further demonstrated and discussed later. Here again the A and B coefficients
could be employed with the factor g1N1 or g2N2 used earlier replaced by D(E)f(E). This indi-
cates that the information presented thus far, in particular the modification of emission rates
afforded by increased confinement are equally applicable to semiconductors. Additionally, at
times the behaviour of semiconductors subject to a form of electrical or optical pump can be
well approximated by a three (or more) level system [116]. The approximation is similar to the
three level system discussed earlier in this chapter. Here the pump is assumed to cause tran-
sitions from the top of the valence band (state 1) to states sufficiently far above the minimum
conduction band energy (state 3), these excited electrons then rapidly thermalise to states at
the bottom of the conduction band (state 2), where optical transitions then take place Fig. 3.3.
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3.6.1 Modelling Gain and Absorption in Semiconductors
Having established the basic optical properties of semiconductors it is desirable to try and gen-
erate a simple quantitative approximation for their response to incident photons, in particular
to develop a function that can describe, given certain conditions, whether an optical signal
will be amplified or diminished [115]. Given that the focus here is on optical transitions, it
is not particularly the number of carriers in either band that is of interest but the number of
available states between which transitions can occur at a given photon energy. For this it is
useful to consider the reduced mass energy, which describes the energy of the transition under
consideration, the following definition is appropriate given that transitions all happen vertically
(as seen in Fig. 3.3) due to the small momentum of the photon
Er = Eg + ~
2k2
2
(
1
me
+
1
mh
)
=
~2k2
2mr
(3.35)
Where mr = 1/me + 1/mh (N.B. the mass of holes and thus their energy is negative) and the
minimum value Er takes is Eg. Using this it is then possible to generate a reduced density of
states
Dr(Er) = 1
2pi2
(
2mr
~2
)3/2√
Er (3.36)
The absorption or gain coefficient is defined as
α =
No. of photons absorbed per unit volume per second
Photon flux
(3.37)
The intensity of the electromagnetic wave is related to the energy density by I = cU , taking
the expression for energy density from the previous chapter (and ignoring dispersion for now)
the photon flux (Φ) can be found by dividing the intensity by the energy of a single photon
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Φ =
cn0|E0|2
2~ω
(3.38)
The number of photons absorbed or emitted per unit second is found using Fermi’s golden
rule, where the density of possible transitions at the photon energy is given by the reduced
density of states. The number of transitions per unit volume per unit second also depends
on the probability of the initial state being occupied and the final state being unoccupied, in
particular here it is the difference between the probability of there being an occupied state
in the conduction band and an unoccupied state in the valence band separated by the photon
energy and there being an unoccupied state in the conduction band and an occupied state in the
valence band separated by the photon energy. Taking the form of the interaction Hamiltonian
used earlier this becomes
R =
1
4~pi
(
2mr
~2
)3/2
e2|E0|2|dsm|2
√
Er(1− fec(Er)− fhv(Er))δ(~ω − Er) (3.39)
Integrating over Er and dividing by the flux leads to
α =
ω
2picn0
√
Er
(
2mr
~2
)3/2
e2|dsm|2(1− fec(Er)− fhv(Er)) (3.40)
This variation of the intensity of an electromagnetic wave propagating through a semiconductor
medium can then be modelled using a Beer-Lambert type variation
I = I0e
−αz (3.41)
Importantly here Eq. (3.40) can describe both gain or absorption as it takes into account
the population of the conduction and valence bands. The derivation so far has assumed that
the optical transitions of the semiconductor have no linewidth and thus are described using
Dirac delta functions, this is an idealised assumption and instead it is more appropriate to use
either a Lorentzian or a hyperbolic secant function [115]. Here the hyperbolic secant function
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is preferred as its smaller tails provide a more realistic description, the loss term introduced
here γ accounts for the fact that transitions do not only occur between the two states exactly
separated by the energy of the photon but, by virtue of effects such as electron scattering, take
place over a width of frequencies. Introducing this linewidth, the final form of the semiconductor
gain/absorption coefficient is
g = −α = C
∫
(fec(Er) + fhv(Er)− 1) sech(ω−Er/~
γ
)dEr,
where C =
ω
2picn0
(
2mr
~2
)3/2
e2|dsm|2 (3.42)
In general the available gain in bulk semiconductors is displayed for given carrier concentrations,
these carrier concentrations are then used to determine the corresponding quasi fermi energies
for electrons and holes which allows calculation of α by Eq. (3.42).The carrier concentration
Eq. (3.34) is now
N =
1
2pi2
(
2mr
~2
)3/2 ∫ ∞
0
√Er
eβ(
mr
mα
−µα) + 1
dEr (3.43)
Given carrier densities of 3× 1018cm−1 and 3.5× 1018cm−1 the gain spectrum of bulk GaAs is
plotted in Fig.3.4. Also plotted is the gain at a fixed wavelength (λ = 850nm) and the peak
gain as a function of carrier concentration. The peak gain follows a linear relationship with
carrier concentration and close to transparency (gain=0) the gain at the chosen wavelength also
increases (approximately) linearly with carrier concentration. This linear behaviour indicates
that analogies with the atomic system are appropriate under the chosen approximations, here
gain could be descried by the linear relationship
g(N) ≈ g0(N −N0) (3.44)
where g0 is a gain value for a certain medium at a given carrier concentration, N is the carrier
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(a) (b)
Figure 3.4: a)Available gain in GaAs for carrier concentrations of 3× 1018 and 3.5× 1018, here
µ0 = e× 4.73A˚, T=300K, n=3.6, mh = 0.52m0 and me = 0.067m0 where m0 is the rest mass of
the electron. b) gain at λ = 850nm and the peak gain as a function of carrier concentration.
concentration and N0 is the carrier concentration at transparency.
3.7 General Expression for the Overlap Factor in Plas-
monic Lasers
An important consideration in determining the threshold of a laser is the overlap factor. This
indicates how much the mode interacts with the gain medium and in the case of traditional
semiconductor lasers takes the form of the fraction of the energy that resides within the semi-
conductor gain medium. Here however, given that plasmonic modes are lossy and highly
dispersive, care must be taken in determining the most appropriate form of the overlap factor
Γ. A brief derivation is presented here which naturally leads to an expression for the threshold
of a plasmonic laser.
As in, section 2.5.1 the treatment begins with Poynting’s theorem [78], where the fields are
assumed to oscillate over two distinct timescales
−
∮
Re[E˜(t)× H˜(t)∗] · ds =
∫
∂U
∂t
dV + 0ω
∫
Im[χ(ω)]|E˜(t)|2dV (3.45)
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These integrals are all over the volume of the plasmonic cavity, which for now remains general,
consisting of a combination of metallic and semiconductor regions. The integral of the energy
density gives the total energy within the cavity, this can equivalently be expressed as the number
of photons (s) multiplied by the energy of a single photon
∫
UdV = s~ω. The integral on the
left hand side of Eq.(3.45) represents the energy flux out of the cavity, which can also be linked
to the number of photons within the cavity − ∮ Re[E˜(t) × H˜(t)∗] · ds = γcs, where γc is the
radiative rate of the cavity. This means Eq.(3.45) can be rewritten in a form that resembles a
laser rate equation
∂s
∂t
= −γcs− 0ω
∫
Im[χ(ω)]|E˜(t)|2dV∫
UdV
N (3.46)
The loss term can be separated into two integrals, one over the semiconductor region and the
other over the metallic region, also, given that the cavity is assumed to maintain the same cross
section throughout its length, the volume integral can be swapped for an integral over the cross
sectional area multiplied by the cavity length Lc
0
∫
Im(χ)|E˜|2dV = 0χ′′mLc
∫
Am
|E˜|2dA+ 0χ′′sLc
∫
As
|E˜|2dA (3.47)
This observation allows Eq.(3.46) to be rewritten as
∂s
∂t
= −vg(αc + αm + Γαs)s (3.48)
Here γc = vgαc and
αm =
0χ
′′
m
∫
Am
|E˜|2dA∫
UdA
(3.49)
represents the losses due to the overlap of the field with the metallic region, the term Γαs gives
the gain or loss due to the field within the semiconductor region, this term is no different to
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that of the metal but has been separated out such that an explicit value for the overlap factor
Γ can be included, here αs =
ωχs
cn′s
and
Γ =
n′sng
∫
As
2UEdA
∂ω′s
∂ω
∫
UdA
(3.50)
This has used Eq. (3.49) where UE =
∂ω′
∂ω
1
2
|E˜|2. Without dispersion this relationship is
simply an expression that the gain or loss due to the semiconductor depends on the fraction
of the energy that resides within it, however strong modal dispersion can serve to enhance
the interaction between light and matter and thereby increase the effect of the semiconducting
region, in cases where the group index becomes large it is possible for the overlap factor to
exceed 1.
The threshold condition for a plasmonic laser is then the point at which Γαs = αm +αc, where
the available gain in bulk GaAs can be estimated using the treatment discussed in the previous
section, αm can be determined through numerical simulations (see subsequent chapter) and αc
will be the topic of a later section of this chapter.
3.8 Semiconductor Lasers
The semiconductor laser was first demonstrated in 1962, [117] and it is now ubiquitous in
the world of data communications. Compact semiconductor lasers are essential for the scaling
down of optical interconnects and attempts to develop sub-wavelength semiconductor lasers are
covered in the next section, along with some other relevant small semiconductor lasers. The
previous sections covered modelling the available gain in semiconductors and quantifying the
gain required to compensate the losses of plasmonic modes. This section covers the remaining
basic considerations required later in the design of a plasmonic semiconductor laser. In partic-
ular the requirements of the cavity used to confine and amplify light are discussed as well as
the threshold characteristics of semiconductor lasers and the influence of the cavity properties
on the laser threshold.
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(a) (b)
Figure 3.5: Variation of (a) photon density and (b) carrier density with pump power for varying
values of β.
3.8.1 Threshold and Beta Factor
A reasonable qualitative understanding of the threshold behaviour of semiconductor lasers can
be achieved through the construction of some very basic rate equations describing the photon
and free carrier numbers. This treatment also serves to introduce a parameter that is of vital
importance in understanding the unique properties of very small laser devices: the spontaneous
emission factor (β) [118]. The spontaneous emission factor is the ratio of the spontaneous
emission into the desired mode relative to emission into all other modes i.e. β = A0/
∑
iAi
where the subscript 0 indicates the mode of interest. The variation of the density of free carriers
and photons within the laser mode can be written as
dN
dt
= R− AN − ΓAs(N −N0) (3.51)
ds
dt
= βAN + ΓAs(N −N0)− γs (3.52)
Here R represents the pump, A is the spontaneous emission rate, N is the number of free
carriers, s is the number of photons, Γ is the overlap factor and γ is the cavity loss. The
gain is assumed to be a linear function of carrier concentration with n0 representing the carrier
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concentration at transparency (when gain = loss = 0) the justification for this was covered in a
previous section (see Fig. 3.4b). Assuming steady state conditions the equations can be solved,
allowing the photon number for a given input power to be calculated. This can then be used to
create plots of the output power relative to the pump power for devices with a varying β factor
Fig. 3.5. The importance of the β factor is primarily in determining the threshold of the device,
higher β factors lead to greatly reduced thresholds. Miniaturisation of laser devices leads to a
larger free spectral range, meaning that fewer modes overlap with the gain bandwidth, this has
allowed greatly increased β factors and thus extremely low thresholds. These effects have been
studied extensively in the field of micro-cavities [119–122]. The variation of both the carrier
and photon numbers with pump power are shown in Fig. 3.5. The power at which the free
carrier number clamps is a good indication of threshold and clearly increasing β dramatically
reduces the threshold. If β = 1 the threshold becomes ill defined, leading to some describing
these type of devices as thresholdless [123–125], this does not however mean that they operate
as lasers for arbitrarily low pump powers.
3.8.2 Cavity Considerations
The calculations of section 3.6.1 produced values of gain and loss as a function of distance
propagated in the medium, here these are combined with the expressions for Γ, αm and the
losses of the cavity to assess the necessary gain to achieve threshold in a cavity. Traditionally
a laser cavity consists of two mirrors (or more generally forms of feedback) separated by a
distance such that the phase change between reflections leads to the formation of a standing
wave. As light is reflected from each facet a small amount of light is also transmitted. In order
to function as a laser the gain provided by the active medium (here the semiconductor) has to
exceed both this cavity loss rate and the modal loss. This means that the laser threshold, i.e.
the point at which total loss is equal to gain is given by
R1R2e
(Γαs−αm)2L = 1 (3.53)
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Where R1 and R2 are the reflection coefficients of the end facets, αs is the semiconductor gain
given by Eq. (3.42), αm is the modal loss and Γ is the overlap factor.
Using Eq. (3.53) it is possible to determine whether the gain medium is capable of providing
sufficient amplification to induce the onset of lasing, this will be examined further in the context
of proposed lasers in subsequent chapters.
The threshold at which the material gain compensates the losses of the cavity and mode is
defined as
Γαg =
1
L
ln(R) + αm (3.54)
where it has been assumed that R1 = R2.
3.9 Plasmonic Lasers
Over the course of this and the previous chapter the confinement capabilities of plasmonics were
introduced alongside the fundamentals of light matter interactions in bulk semiconductors. This
section now examines a few of the most prevalent small laser designs including two plasmonic
devices that demonstrate both the strong confinement and enhanced light matter interactions
that plasmonics can provide. Before reviewing these devices it is important to take note of
why plasmonics may be of interest in the field of small lasers [77, 126, 127]. The first reason is
obvious, the size. Plasmonics offers unsurpassable levels of optical confinement and with this
the ability to create the smallest possible lasers. Creating smaller semiconductor lasers offers
the obvious advantage of reduced on-chip footprint. However, some care is necessary here as
a reduction in size brings with it an intrinsic increase in both modal and cavity losses. Modal
loss was treated in the previous chapter and it was seen that small modes invariably have short
propagation lengths and thus problematically large modal losses. The increase in cavity losses
is perhaps even more problematic, from Eq. (3.54) the loss coefficient of the cavity can be
written as
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αc =
1
L
ln(1/R) (3.55)
which is inversely proportional to length. As an example, consider reducing the length of the
cavity to 500nm given mirror reflectivities of 0.9. This leads to cavity losses higher than the
peak values of gain in Fig.3.4, suggesting that a laser which is sub-wavelength in all three
dimensions is nigh on impossible or will require levels of amplification large enough to render
it impractical. This is further exacerbated by the reduction in size of the mode leading to less
of the field overlapping the semiconductor and instead residing increasingly in the metal, this
means a lower overlap factor Γ and so less optical gain [77,128].
Where do these arguments leave plasmonic lasers? With regards to size, it is irrefutable that
given current knowledge any reduction in semiconductor laser size below the diffraction limit
will require plasmonics. It may well be the case that as size is reduced the gain required
to induce lasing will eventually become unsustainable or even impossible. But the tendency
toward miniaturisation that is so prevalent in current technology suggests that plasmonics
may well have a place in the continuation of this 50 year old trend established following the
demonstration of the first semiconductor laser
As previously discussed, utilising plasmonics to create sub-wavelength devices also has the
potential to dramatically modify light matter interactions and this applies to both linear and
non linear interactions. The Purcell factor shows that reduced mode volume can drastically alter
the rates of absorption and emission processes and indeed recently it was shown that through the
use of a plasmonic geometry the switching time of the laser was brought into the ultrafast (<1ps)
regime [47]. Additionally the small volume of plasmonic lasers accompanied by amplification of
the electric field has the potential to generate electric field intensities unparalleled elsewhere in
optoelectronics, which could have important consequences in the understanding and generation
of nonlinear optical effects with enormous practical potential. Finally it is important to realise
that perhaps the discussion about potential uses of plasmonic lasers should not be restricted
to their application in such a conventional sense, as touched on in the introduction it is equally
plausible that plasmonic laser devices will find novel uses that exploit their unique capabilities,
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in particular delivering intense electric fields to highly localised points [129,130]
3.9.1 Comparitive Review of Small Semiconductor Lasers
This section briefly reviews existing small lasers and in order to provide context includes semi-
conductor lasers that are both plasmonic and non-plasmonic in character. Given that the work
presented here is focused on developing plasmonic devices within the framework of technolog-
ically mature processes and materials the review is restricted to devices which to some extent
are similarly considerate of practicality. This review is by no means exhaustive and indeed
a number of interesting devices are not considered [131] and other designs that are of theo-
retical interest make no appearance, in particular endeavours to create lasers sub wavelength
in all three dimensions are omitted entirely [132, 133], predominantly due to the high pump
powers they require to reach threshold. The review begins with arguably the most successful
small laser, the VCSEL and explores its design and properties, then photonic crystal lasers are
considered with particular reference to the enhanced spontaneous emission afforded by their
reduced size and large quality factors, then the devices of Martin Hill and coworkers is discussed
examining MIM type geometries utilised to create both a laser with plasmonic confinement in
one dimension and a very small metal based (but not plasmonic) electrically injected laser;
and finally the review concludes with the hybrid plasmonic laser, where plasmonic confine-
ment is achieved in two dimensions and ultrafast characteristics were recently experimentally
demonstrated.
Before beginning it is worth noting that compensating the losses of the SPP has been an ac-
tive field for many years following the postulation of the spaser by Bergman and Stockman in
2003 [134]. Initial demonstrations of direct amplification of SPPs began with a metal dielectric
interface excited via the Kretschman configuration, it had previously been suggested that with
extremely high values of material gain, the losses of the SPP could be completely compensated
allowing access to the asymptotic part of the dispersion relation seen in the previous chapter
and avoiding the bend back introduced by the losses [135]. Given the need for high material
gain and the previously discussed increases in losses that accompany the large values of ′ in
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semiconductors, amplification was initially attempted with dyes, stimulated emission was first
observed in this setup by Seidel et al [136] using a silver sheet with Rhodanal or cresyl violet
immersed in ethanol as the gain medium, Noginov et al [137] achieved a similar result, instead
opting for Rhodamine 6G implanted in PMMA as the gain material. SPPs on a gold film
were also amplified by Bolger et al [138] using a grating coupler setup and utilising quantum
dots within PMMA as the gain medium. Following these initial demonstrations there were a
number of groups who successfully amplified the so called long range surface plasmon polariton
(LRSPP) that was mentioned briefly in the discussion of IMI waveguides, these modes whilst
somewhat plasmonic in character do not offer the strong field confinement usually associated
with plasmonic modes and therefore are significantly lower loss. This means significantly less
gain is required to compensate propagation losses, various groups have demonstrated amplifi-
cation and lasing using LRSPPs, beginning with the observation of the stimulated emission of
LRSPPs at λ = 1, 532nm on a gold stripe embedded in erbium doped glass [139]. Following this
amplification of LRSPPs at λ = 882nm was demonstrated by De Leon and Berini [140] where
light was end fire coupled into and out of a gold stripe atop SiO2 and embedded in an IR-140
dye containing solvent. Amplification of LRSPPs in the visible regime (at λ = 600nm) again
using a gold strip but this time within a fluorescent polymer was then demonstrated by Gather
et al [141]. Finally lasing of an LRSPP type mode was reported using InGaAs quantum wells as
the gain medium, this device operated close to telecoms frequency at around λ = 1460nm [142].
This brief summary thus brings the reader to the point at which it has been demonstrated that
not only stimulated emission of SPPs is possible but even compensating their loss and reaching
laser threshold in an SPP mode based cavity is achievable. The indicated references repre-
sent important first steps towards the design and demonstration of a sub-wavelength plasmonic
laser. the subsequent sections now outline the ensuing demonstrations of lasing in cavities with
sub-wavelength confinement in 1 or 2 dimensions, but first a summary of the most prevalent
non-plasmonic small semiconductor lasers.
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3.9.2 Vertical Cavity Surface Emitting Lasers
The idea of a surface emitting laser was first proposed in 1979 [143] since then through extensive
research the idea has matured and the design is now widely used, there are number of reviews
detailing the development and history of the VCSEL and the reader is directed to the indicated
references for a more in depth discussion [144–147], here a summary of the basis of the design
and its advantages are sufficient for context. The device consists of two mirrors formed from
layers of alternating refractive index material each with a path length that corresponds to a
quarter of a wavelength in the chosen medium (the light changes phase by pi/2 between the
beginning and end of the layer). Then, given that the layers alternate between high and low
refractive index there is an additional phase change upon reflection that leads to a constructive
interference of light propagating in the backwards direction and destructive interference of
light propagating in the forward direction. This type of mirror is known as a distributed Bragg
reflector (DBR) [73] and it is both extremely effective and (when part of a VCSEL) perfectly
suited to current growth/deposition techniques. The cavity of the VCSEL is a central layer
sandwiched between two of these mirrors with a length that instead corresponds to a multiple
of half a wavelength (in the given material), a schematic of a VCSEL is shown in Fig.3.6a.
Unsurprisingly given its name, light from the VCSEL is emitted vertically from the top or
bottom facets, this contrasts with usual lasers where emission is from the edge [148]. There are a
number of advantages that this shift to a design where emission is from the surface has provided:
it allows monolithic fabrication through epitaxial growth, i.e. the layers can be deposited
sequentially in one growth process leading to extremely high quality devices. This also allows
multiple VCSEls to be grown at once on a single wafer and all tested individually throughout
the fabrication process. Compared with edge emitting semiconductor lasers VCSELs are also
smaller, faster, more efficient and cheaper to produce.
The gain in a VCSEL is provided by a semiconductor which either comprises the whole of the
central region or occupies part of the central region in the form of quantum wells. The extensive
research into the growth and fabrication of semiconductor materials and devices means that
semiconductor lasers and the VCSEL in particular are impressively versatile, a plot of direct
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(a) (b)
Figure 3.6: a) Schematic of a VCSEL, b) Plot of demonstrated laser wavelengths using VCSEL
geometries, taken from [145].
bandgap transition wavelengths that have been achieved is shown in Fig.3.6b, it spans the
entire visible spectrum and beyond.
The broad commercial use of the VCSEL is testament to its effectiveness, it offers extremely low
thresholds and cavity volumes on the order 10µm3 as well as relatively cheap fabrication [149].
Importantly it is not just cheap to produce but by being low threshold it is also cheap to operate
and is reasonably robust.
3.10 Photonic Crystal Lasers
In some ways the VCSEL is itself a photonic crystal laser given that the DBR is often referred
to as a one-dimensional photonic crystal. However the DBR predates the term photonic crystal
and here the focus is instead on lasers formed using 2D photonic crystal cavities. Two dimen-
sional photonic crystal cavities (PCCs) extend the principles of a DBR in to an extra dimension,
here it is the type of PCC design shown in Fig.3.7 that is of primary interest, where a cavity is
formed through the etching of a two dimensional array of defects in to a suspended semicon-
ductor slab [150–153]. Propagation is suppressed by the defects in both lateral directions and
material discontinuities provide confinement in the vertical direction, creating a cavity. As with
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Figure 3.7: Photonic crystal laser formed through etching an array of holes through a suspended
GaAs membrane, taken from [153]. The defect in the centre of the figure serves as the cavity.
the DBR the phase changes of light propagating through the circular array of defects along with
the reflections caused by changes in index amount to destructive interference of light propagat-
ing in the forward direction and constructive interference of light propagating in the backward
direction. The defects are arranged such that at the chosen resonant frequency of the cavity a
propagating mode does not exist in the photonic crystal, this can be understood through the
dispersion relation of the photonic crystal which displays distinct bands of allowed frequencies,
reminiscent of the energy bands of a semiconductor (hence the name photonic crystal) [154].
At the time of their emergence the additional control over the propagation of light offered by
photonic crystals allowed unparalleled control over the properties of the cavities they were used
to create, in particular very large Q factors could be generated and also small (on the order
of (λ/2)3) cavity sizes. Looking back to the analysis of the Purcell effect, these are the two
pertinent parameters in modifying transition rate, meaning PCCs introduced the possibility
of drastically altering emission rates. Additionally, through the accelerated emission rate into
the chosen cavity mode and the large free spectral range resulting from the small cavity sizes
PCCs can be designed such that the spontaneous emission occurs almost exclusively into the
chosen mode. This corresponds to a high value of β, which, as demonstrated earlier, leads to
low thresholds, in fact the 2D photonic crystal lasers have the lowest threshold of any of the
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devices discussed.
The large Purcell factors achievable with PCCs lead to rapid emission rates, these are desirable
in the design of laser systems with rapid modulation speeds. The modulation speed of laser is,
at its simplest, restricted by the time it takes to switch it on and off, and these times in turn are
related to the various lifetimes of the processes of the material and cavity. In order to switch
the laser light on, electrons are excited by the pump high into the conduction band and have
to relax from their elevated energy level down to that of the emission Fig. 3.3, this happens
with a characteristic time tr, then the initial spontaneous emission has to seed the desired laser
mode, this time can be greatly reduced through high β and F values. Having switched on, in
order to switch off carrier recombination between the conduction band electrons and valence
band holes needs to occur such that the emission process stops, this is described by a time
te, finally the photons need to either be absorbed or emitted by the cavity such that light no
longer radiates from the device, this happens with a characteristic time tc.
Modulation speed therefore has an unavoidable limitation in the form of the carrier relaxation
time, thankfully this is in the ultrafast regime, on the order of 100s of femtosconds. The other
parameters that affect the modulation speed are design specific and through the use of PCCs
can be controlled to some degree. As previously mentioned the Purcell factor can be used to
modify emission rates, leading to a rapid seeding process and small values of te, however care
needs to be taken, as whilst enhancing the Purcell factor through large Q-values leads to rapid
emission it also drastically increases the cavity lifetime, which of course is directly related to Q.
Through careful consideration of these parameters a photonic crystal cavity like the one shown
in Fig.3.7 was used to create a laser which was modulated close to the ultrafast regime [153],
with an estimated Purcell factor of about 76.
Initial experiments of the laser device utilised, as is always the case, optical pumping. Practical
use of any small laser however requires electrical pumping, attempts to pump similar lasers
electrically have been successful [155] and shown extremely low laser threshold values [156].
However, electrical pumping of these types of lasers remains challenging primarily because
the suspended membrane has a tendency to heat up under excitation thereby reducing gain,
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Figure 3.8: a) Schematic of the device used in [157], b) SEM image of the semiconductor pillar
used before it was coated with gold.
and also due to the difficulty of fabricating and positioning the electrical contacts required to
generate carriers inside the cavity without altering the mode and reducing its Q. As will be
shown over the course of this work these are two issues that can be naturally circumvented
through careful design of plasmonic devices.
3.10.1 MIM Geometry Based Lasers
The possibility of ultrafast modulation suggested by the photonic crystal laser of the previous
section should convincingly demonstrate the potential advantages of small lasers. Here a laser
with a similar mode volume is descibed, fabricated by Hill et al, this device also uses III-V
semiconductors to provide optical gain and operates under electrical injection [37,157].
The geometry used is shown in Fig.3.8, fabrication consisted of growing the alternating layers of
InP/InGaAsP/InGaAs through metal organic vapour phase epitaxy, then by defining a Ti mask
the unwanted semiconductor was etched away to form the pillar. The resulting structure was
coated in metal, resulting in a geometry reminiscent of the MIM waveguide. The modes of MIM
waveguides were covered in some detail in the previous chapter and the modes of the structure
in Fig.3.8 behave in a very similar manner. As such, small widths of the semiconductor region
lead to smaller areas and higher losses, in order to minimise the loss there is a narrow low index
region that separates the metal from the semiconductor. This functions in much the same way
as the low refractive index region employed in the HPW. The first demonstration of this type
of device operated at a wavelength of around 1400nm and achieved lasing through electrical
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injection, albeit at low temperature, for mode volumes estimated to be on the order of (λ/n3eff )).
The threshold currents for the devices were on the order of µA and at the time this was the
smallest electrically injected laser demonstrated. The same device was then modified and shown
to be capable of reaching threshold when one dimension was as small as 90nm. Achieving this
required pillars with highly asymmetric cross sections where one dimension is sub-wavelength
but the others are not. This minimises the overlap between the mode and the metal, thereby
reducing the losses. The losses were still however sufficiently high that achieving threshold
in the smaller devices required cryogenic temperatures. A more recent demonstration by the
same group achieved room temperature electrical injection and continuous wave operation using
similar devices, but for subwavelength devices (0.42λ3) threshold currents reached thousands
of µA [158].
These devices indicate that it is indeed possible not only to overcome the losses of plasmonic
modes using semiconductor gain media, but to do so through electrical injection. These are
major milestones in the quest to develop sub-wavelength plasmonic laser devices capable of
SOI integration. Unfortunately, the designs used are extremely complicated to fabricate, re-
quiring a number of steps and the removal of large amounts of expensive semiconductor. These
inefficiencies are incompatible with widespread practical applications and additionally, due to
the modest Q-factors of these cavities, Purcell enhancement is not likely to be large enough to
allow ultra-fast modulation. Development of devices that are practical requires simple fabrica-
tion procedures and full exploitation of the advantages of plasmonic confinement require mode
volumes significantly smaller in order to attain large Purcell factors.
3.10.2 Hybrid Plasmonic Laser
The hybrid plasmonic laser (HPL) utilises the HPW discussed in the previous chapter, with the
dielectric nanowire replaced by one made out of a direct bandgap semiconductor. Compared
with the previously discussed plasmonic laser design the HPL is much easier to fabricate and
supports modes sub-wavelength in two dimensions. The design was shown to be capable of
operating with mode areas as small as λ2/400 (meaning mode volumes of around λ3/20).
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However, lasing of an HPL has not been demonstrated using electrical injection and successfully
achieving this would require a significantly more complicated design.
This device, which is shown in Fig.3.9, was first demonstrated at cryogenic temperatures using
cadmium sulphide nanowires on top of a silver film [36]. These were optically pumped at
405nm by pulses 100fs in length at a repetition rate of 80MHz and lasing was observed at
the I2 cadmium sulphide exciton line λ = 489nm. Recently a similar design where the CdS
was swapped for zinc oxide, which has exciton states that are stable at room temperature and
capable of providing extremely high optical gain allowing room temperature operation. This
device achieved the fastest ever demonstrated modulation of a laser [47], producing a pulse
800fs in length. The nanowires were again optically pumped, this time at λ = 355nm with
pulses 150fs in duration and at a reduced repetition rate of 800kHz to avoid heating. In the
chosen designs, the surface plasmon frequency of the ZnO-Ag interface matches the region at
which the peak gain of the ZnO occurs, which provides further potential advantages in attempts
to achieve rapid modulation. The laser designs are shown in Fig.3.9 and the modes used are
the same as those discussed in the context of the HPW, the mode is reflected at the end facets
of the nanowire providing sufficient feedback for the onset of lasing. Fabrication of the devices
requires deposition of silver onto a substrate followed by a thin insulating layer and finally
transfer of some nanowires. The transfer of the nanowires is unfortunately somewhat random
which limits the feasibility of utilising this design in practical applications where a deterministic
fabrication process is necessary.
The modulation speed of this laser demonstrates the potential of metal based small lasers, the
strong confinement of light leads to large Purcell factors (in this case estimated to be on the
order of 10), without increasing the cavity lifetime. The enhanced emission rate and short
cavity lifetime of plasmonic devices thus allows ultrafast modulation of devices small enough
to be employed on chip.
3.10. Photonic Crystal Lasers 89
(a) (b)
Figure 3.9: (a) Schematic of the HPL described, the inset shows an SEM image of the device
(b) simulated field distribution of the mode lasing.
3.10.3 Other Semiconductor Based Plasmonic Lasers
For completeness it is necessary to acknowledge that there have been a number of other notewor-
thy attempts at utilising semiconductors as the gain medium in lasers which exploit the strong
optical confinement provided by metals. In particular, a number of works utilising nanowires
have so far been overlooked, these include the work of Lu et al from 2012 where a InGaN - GaN
core-shell plasmonic nanowire laser demonstrated room temperature continuous wave lasing us-
ing a similar setup to that described for the CdS and ZnO nanowires earlier [159]. More recently
a GaAs-AlGaAs core-shell plasmonic nanowire laser was demonstrated by Ho et al [160], again
the setup was similar to that of the hybrid plasmonic laser discussed before but this material
system is of particular relevance to the work of this thesis. A material structure identical to
that of the CdS HPL but using a square of semiconductor in place of the nanowire was also
demonstrated by the same group from Berkley [161]. These structures support some unusual
modes and given their strong confinement were used to demonstrate significant increases in
the Purcell factor. Several designs where lasing was achieved in metal clad whispering gallery
modes have also been published including the work of Nezhad et al where a subwavelength
InGaAsP disk coated with aluminium was shown to lase at room temperature [162], and the
work of Kwon et al where a silver coated nanodisk of InP with four quantum wellls of InAsP
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embedded within it was shown to lase [163], as always to minimise loss both utilised a thin low
index layer to separate the semiconductor and metal.
3.11 Conclusion
This chapter aims to provide context for the laser work presented in this thesis. Both potential
and demonstrated advantages of plasmonic lasers have been discussed, with particular emphasis
on the ability to engineer light matter interactions through the high intensities generated by
sub-wavelength optical confinement. A brief comparison of existing small semiconductor lasers
was used to try and exemplify the role plasmonics could play in the field, particularly as the
demonstrated results align perfectly with the tendency towards the smaller and faster that is so
prevalent in modern technology. Within this discussion the shortfalls of the existing plasmonic
laser designs were discussed and these provide the motivation for the designs that will be
discussed later. A successful design needs to be simultaneously easy to fabricate, capable of
electrical injection, compatible with existing technologically mature materials and processes
and remove the randomness associated with producing current nanowire designs.
Chapter 4
Optical Confinement Using Metal
Loaded Semiconductor Slabs
4.1 Introduction
The motivations for creating efficient methods of guiding and generating light on chip and
at the sub-wavelength scale were established in the introduction to this thesis. The previous
two chapters have demonstrated that plasmonics is currently the only viable way to achieve
this and identified key results in the development of low-loss deep sub-wavelength waveguides
and electrically injected semiconductor nano-lasers. Whilst researchers in the field continue
to claim that plasmonics could have important technological implications there is still a large
disconnect between the designs used to demonstrate the potential of plasmonics and what is
compatible with commercialisation. This chapter introduces two waveguiding designs that try
to address this disconnect, where effective confinement and a surprising amount of function-
ality are achieved just by selectively depositing a metal slot or strip on top of an SOI wafer
(metal loading). These devices are shown to be capable of deep subwavelength confinement and
through tapering of the slot or strip width their modes can be effectively nanofocused, thereby
providing a pivotal bridge between silicon photonics and plasmonics. The second half of the
chapter details the fabrication and characterisation of one of the waveguide designs, including
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experimental demonstrations of this nanofocusing into deep sub-wavelength modes.
4.2 Metal loading of SOI wafers to generate subwave-
length optical confinement
As discussed earlier, thanks to the bound modes supported by the surface layer, the shift in
the microelectronics industry from silicon to silicon on insulator wafers has greatly simplified
the task of monolithically integrating optical functionality on-chip. These modes are the two-
dimensional slab waveguide modes that were covered in section 2.4, and through addition of an
extra dimension of confinement can be used to route light around a chip within the Si layer. In
Si photonics this is usually achieved by selectively etching away parts of the upper silicon layer
to form a ridge waveguide, Fig. 4.1. Here the variation in thickness of the Si layer provides
a sufficient change in effective index to generate confinement and importantly, in the context
of interconnect design, these waveguides can be single mode [164], which minimises distortion
of the signal and facilitates effective coupling from a single mode optical fibre. Unfortunately
the size of the modes supported by these types of waveguide are restricted by the diffraction
limit, meaning they are orders of magnitude bigger than the electronic components that usually
populate these wafers and this limits the functionalities of optics on chip.
4.2.1 Metal loading of planar geometries
Several attempts to adapt ridge waveguides to support sub-wavelength modes using plasmonics
have been published, and in general these incorporate plasmonic characteristics by depositing
metal on top [93,99,165]. These designs still require the etch step to produce the original ridge
waveguide and then the complications of the alignment necessary to add the metal layer. A
simpler way to integrate plasmonics with an SOI wafer is to selectively deposit metal directly
on top without etching away any of the top layer. The metal can then influence the modes
of the underlying slab and the degree to which it influences them can be controlled using a
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Figure 4.1: A ridge waveguide, confinement is provided by the effective index change that
results from the difference between h and r.
thin spacer layer separating the metal and semiconductor. This technique can be used to print
waveguides, circumventing the need for etching. In order to understand how this process can
effectively provide an extra dimension of confinement it is useful to first examine how a metallic
layer influences the 2D modes of the slab for the two possible polarisations. Fig.4.2 shows the
distribution of the dominant electrical field component for the slab modes of each polarisation,
with and without a metal layer on top.
In the case of TM polarisation the metal layer causes the field to become strongly localised in
the thin oxide layer separating the metal and Si in a manner reminiscent of the HPW discussed
in section 2.6.3. This behaviour can be understood by application of Maxwell’s boundary con-
ditions, in particular the requirement that the normal component of the displacement field
remains continuous across interfaces. Given the large magnitude of the real parts of the dielec-
tric constant in the metal and Si relative to the oxide layer, in order to maintain this continuity
a large increase in the electric field within the oxide layer is required.
In the case of TE polarisation, rather than increase the localisation of the electric field the
effect of the metal layer is the opposite, the field distribution is now pushed down and a
larger fraction of it resides in the cladding layer beneath the Si. Again this behaviour can be
understood through the boundary conditions of Maxwell’s equations, where here the dominant
component of the electric field is parallel to the boundaries and must be continuous across
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Figure 4.2: The distribution of the dominant field component of the TE and TM modes of a
high index slab with and without metal loading.
them. Given that the metal layer is a good conductor, the field is reduced to near zero at the
interface between the metal and the oxide and as a result a larger fraction of the field sits in
the lower cladding region.
These opposing effects on localisation lead to converse effects on the effective indexes of the
slab modes relative to a bare Si slab. The effective index of the TM mode increases with the
addition of the metal slab, due to the increased localisation within the silicon and interaction
with the electrons of the metal. For TE polarisation addition of the metal layer reduces neff
and again this can be understood by considering the distribution of the electric field, where
now less of the field resides in the silicon region.
4.2.2 Generating confinement in two dimensions
Given that the metal layer can modify the effective index of the mode beneath it, the effects
of the metal can be exploited to create a variation in the effective index of the slab mode
through selective loading. This allows light to be confined to a region beneath a metal strip or
beneath the gap between two metal sheets, these geometries are both depicted in Fig.4.3. The
strip geometry is designed to support bound TM modes and will be referred to as the hybrid
plasmonic strip waveguide HPSTW and the slot geometry supports bound TE modes and will
be referred to as the hybrid plasmonic slot waveguide HPSLW.
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(a) (b)
Figure 4.3: (a) hybrid plasmonic strip waveguide and b) hybrid plasmonic slot waveguide. The
relevant structural parameters are shown and labelled in the figure including the silicon slab
thickness H, the width of the slot or strip W, the gap between the metal and Si G. Each
waveguide is divided into three regions labelled either I or II, the structural parameters are
chosen to ensure confinement of the desired polarisation to the central region.
In order to develop a simplified understanding of why these structures provide lateral confine-
ment, the effective indexes of the two dimensional modes of the Si slab with and without metal
loading can be calculated and assigned to the regions labelled I and II in Fig.4.3. To avoid
confusion in subsequent discussions, effective indexes of these representative infinite multilayer
structures, i.e. a Si slab or Si slab with a metal layer above it, will henceforth be referred to
as η
TE/TM
I/II and the effective indexes of the full structures which are calculated later will be
referred to as neff
The difference between the appropriate polarisation of η in regions I and II (δη = ηII − ηI) is
plotted in Fig.4.4 as a function of Si slab thickness and the height of the gap separating the
metal and Si. These calculations were all performed using the finite element solver Comsol
where λ = 1550nm and with a metal thickness of 50nm.
For the HPSTW geometry δηTM can be seen to peak at approximately H = 160nm, with the
smallest gap size offering maximum confinement. Smaller gaps cause the mode to assume a
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(a) (b)
Figure 4.4: Variation of δneffm with gap width and slab thickness for a) TM polarisation and b)
TE polarisation (symmetric). the black regions indicate geometries where neffm of the opposite
polarisation in region I has exceeded that of region II causing the mode to leak.
more plasmonic character and so increase the loss, in order to compromise between loss and
confinement a gap size of 10nm is chosen. Here δηTM ≈ 1. This is particularly interesting
as it is comparable to the confinement offered by the aforementioned ridge waveguide without
resorting to etching, thereby greatly simplifying the fabrication process. Equally this applies
to comparison with various other plasmonic SOI based waveguides, here the emphasis is on
simplicity and the majority of similar designs rely on an etch step to ensure confinement. For
the HPSLW the maximum occurs at a much smaller thickness, around H = 100nm, this is
rather too thin for practical applications so for the ensuing simulations the slab thickness is set
to H = 160nm.
The modes of the full devices were determined using Comsol, two HPLSTWs were analysed,
both with G = 10nm but one capped with SiO2 (symmetric) and one uncapped (asymmetric).
Two HPLSWs were also simulated these had G = 50nm and G = 25nm. Fig.4.5a shows the
effective indexes of the chosen four structures as a function of width. For all structures neff
does not vary substantially above widths of around 50nm, however once the widths are reduced
below this limiting value the effective index of all structures begins to increase rapidly. This
drastic increase can be understood by looking at the field distributions in Fig.4.5b, where at
small widths the mode is strongly localised around the metal strip or within the metal slot,
indicating that at this point the hybrid mode takes on predominantly plasmonic characteristics.
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Figure 4.5: a) neff vs w for the various structures discussed in the text. b)Field distribution
of |E| in i)HPSTW with W=20nm ii) HPSLW with W=20nm iii) HPSTW with W = 2µm iv)
HPSLW with W = 2µm, the size of each figure is equivalent to the diffraction limit.
Interestingly there are some widths for the chosen asymmetric HPSTW that do not support a
mode, these widths are indicated by the discontinuity of the representative line in Fig.4.5a. The
cause of this cut-off is the TE mode of the bare slab in region I; so far the mode of the HPSTW
has been referred to as TM polarised and whilst to a good approximation this is true, in reality
the mode is composed of all six field components (this is also true of the predominantly TE
mode of the HPSLW). This means that at certain widths the modes of the asymmetric HPSTW
leak in to the TE mode of region I, this occurs when neff < η
TE
I .
In reality this behaviour is not restricted to the asymmetric HPSTW geometry but given
appropriate values of H and G, modes of all waveguides considered could be cut-off in a similar
fashion, the values of H and G that lead to mode cut-off in this manner are represented by
the black regions in Fig.4.4. The geometries for which modes are supported in the HPSTW
are those for which the HPSLW is cut-off and vice versa, this is unsurprising (albeit somewhat
complicated) and can be understood by the fact that the crossover occurs when the metal loaded
ηTM is equal to the bare slab ηTE. The possibility of this cut-off is a subtle point and one that has
been overlooked in recent works describing geometries similar to the strip-based structure. This
has led to some elaborate waveguide designs [166] and even the analysis of leaky modes [167].
Note that this limitation did not exist in the original hybrid plasmonic waveguide design as
a metallic-dielectric interface supports only one polarisation of surface plasmon [44]. This in
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Figure 4.6: neff vs H, demonstrating the hybridisation of plasmonic and photonic modes in
the a) HPSTW and b) HPSLW, the modes used are detailed in the text. Also labelled are
the regions where the mode would be expected to be unbound or predominantly plasmonic/
photonic in character.
depth analysis also provides a comprehensive understanding of the requirements necessary to
avoid leakage in to the surrounding substrate, thereby tackling the issues encountered in [104].
4.2.3 Plasmonic-photonic mode hybridisation
Dealing with confinement as arising from the contrast in ηI and ηII is informative but rather
simplistic. A more complete understanding arises from following a treatment similar to that
presented in [44]. Here the hybrid modes are understood in the context of the underlying
plasmonic and photonic mode that couple together. In this case it is perhaps most pertinent
to analyse how the various modes vary with width. The plasmonic mode is that of the metallic
slot or strip in a homogeneous SiO2 background whilst the photonic mode is that of the Si
slab. Incorporating the effect of the width is simple for the plasmonic mode but rather more
complicated for the photonic one, the two dimensional slab mode thus has to be adapted and
the photonic mode is determined using the effective index method [168]. This relies on the
multilayer effective indexes (η). These indexes are again assigned to regions I and II of Fig.4.3
and then the entire structure is treated as a symmetric slab waveguide with region II as the core
and regions I as the cladding. This provides a representative photonic mode with the desired
property that it’s effective index depends on the width of the central region. The plasmonic
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(a) (b)
Figure 4.7: Parametric plot of the variation of propagation length and mode area as the width
of the slot or strip is reduced from 1.5µm to 10nm, the two figures show two different definitions
of mode area a) Am2 and b) Am3
mode is represented by either a metallic slot or strip surrounded by SiO2. A comparison between
the hybrid modes and these two underlying modes is shown in Fig.4.6. As is expected of mode
coupling, as the width is varied the hybrid mode approaches one of the underlying modes at
either extreme and exceeds them both throughout. The strength of hybridisation between the
two bare modes is indicated by the amount the hybrid mode exceeds them at the point they
cross, this is shown to be much stronger for the HPSTW.
Fig.4.6 also indicates the regions where the hybrid mode assumes different characteristics,
these are governed by the various values of η for the two polarisations in the two regions. If
the effective index of the hybrid mode exceeds all possible values of η (for both polarisations)
this suggests primarily plasmonic behaviour, between the values of η in regions I and II (for
the polarisation similar to that of the hybrid mode) it is primarily photonic in character, and
below either of the values of η in region I (TE or TM polarised) the mode becomes unbound
and leaks in to the surrounding slab. The variation of this invented photonic mode with width
demonstrates how it is possible for the asymmetric strip geometry discussed earlier to support
modes at some widths but not others: as the width of the central region is reduced the effective
index of the photonic mode decreases, approaching η of region I, depending on the frequency
of the crossing point and the index of the plasmonic mode this can cause neff of the hybrid
mode to dip in to the unbound region.
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4.2.4 Propagation characteristics of the hybrid modes
Having established the necessary conditions to ensure a bound hybrid mode exists for all widths
considered, it is now of interest to examine how the properties of these modes vary as width
is reduced. The properties that are of primary interest are the propagation length and mode
area. Two definitions of mode area were introduced in chapter 2, one of which was suggested to
be best suited in evaluating waveguiding capabilities and the other in generating electric field
enhancements. The relative merits of both the HPSTW and HPSLW using either description
are of interest and so both expressions will be used, Am1 however, is adapted slightly to discount
the artificially strong localisation generated at the sharp metallic corners of the simulation. To
this end a new expression is introduced
Am3 =
1
max(Ux=0(y))
∫
U(r)dA (4.1)
This is unchanged from the definition of Am1 in all but the fact that now it is the maximum
energy density in the centre of region II that is considered rather than the maximum in any part
of the simulation region. Plots depicting the variation of propagation length with Am3 or Am2
parameterised by slot or strip width are shown in Fig.4.7, the widths are varied between 1.5µm
and 20nm. Both geometries are shown to support modes confined at two orders of magnitude
below the diffraction limit regardless of the definition of mode area. Naturally this comes at
the price propagation lengths <10µm.
Looking back to Fig.2.13 in chapter 2, the results presented here are comparable to any existing
plasmonic waveguide design, but as stressed earlier are achieved without the requirement of
elaborate or non deterministic fabrication techniques, and use only technologically mature
materials and processes. Perhaps the most interesting feature of Fig.4.7 is the capability of
the HPSLW to support larger area low loss modes. In fact losses of these larger modes are
so low that the propagation lengths approach the millimetre range for mode areas around the
diffraction limit. This suggests the design to not only be capable of carrying out useful functions
in the deep sub-wavelength regime but also potentially suited to some of the longer distance
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Figure 4.8: Am3 grey - as calculated using the field maximum anywhere along the grey line
running along the centre of region II as shown in the inset, dashed red line- as calculated using
the maximum within the Si slot again indicated in the inset. blue dotted line- as calculated
using the maximum within the slot indicated by the blue line in the inset.
tasks currently implemented by ridge waveguides.
This behaviour is best understood through the field distributions of the hybrid modes at large
and small widths in Fig.4.5b. At small widths the modes are clearly plasmonic with the field
localised to the region surrounding the strip or within the slot. At larger widths the modes
instead resemble the field distributions that would be expected of infinite widths, i.e. those
shown in Fig.4.2. This leads to the modes of the HPSLW becoming increasingly photonic with
the majority of the field residing in the low loss Si region. The mode of the HPSTW retains
a plasmonic character regardless of the width due to the localisation of the field in the region
between the metal and semiconductor, this inhibits the achievable propagation lengths to that
of the associated surface plasmon.
In both plots shown in Fig.4.7 there is a noticeable kink,which indicates the transition from
photonic to plasmonic behaviour. For the plot plot of Am3 for the HPSLW where this kink
is most pronounced it represents the shift of the field maximum from inside the silicon slab
to within the slot. To illustrate this further Fig.4.8 shows Am3 as calculated before, with the
overall maximum on a hypothetical line that runs vertically down the centre of region II or as
calculated with the maximum along the same line but restricted to the Si or slot regions. The
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(a) (b)
Figure 4.9: a) Variation of the eikonal parameter with width for the chosen slot and strip
geometries. b) The increase in enhancement factor (EF) as the width is tapered from 2µm
down to 20nm.
transition between the varying characteristics is clear, taking place at a width of approximately
60nm.
4.2.5 Nanofocusing through tapering of one dimension
So far Fig.4.7 has been viewed as a static examination of the propagation characteristics of the
chosen HPSTW and HPSLW geometries at different widths. It could also be thought of as a
demonstration of how the characteristics of the mode of a tapered waveguiding structure would
vary as width was slowly reduced. Interestingly Fig.4.7 demonstrates that simply by narrowing
the width of either waveguide the mode can be transformed from photonic to plasmonic, and in
the case of the HPSLW from above to far below the diffraction limit. This is remarkable in that
a strong focusing effect is achieved through modification of only one cross sectional dimension
and this dimension is easily controlled in the fabrication process. As discussed in section 2.7
other examples of nanofocusing generally require tapering in both cross sectional dimensions.
Efficient nanofocusing requires sensible selection of the tapering angle, which needs to be large
enough such that energy reaches the apex before it is dissipated but not so large that it incurs
excessive back reflections. Theoretical analysis of the nanofocusing process relies on the eikonal
approximation covered in section 2.7. This approximation produces a parameter ∆ which
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indicates how rapidly the momentum of the mode is changing and thus whether scattering or
reflection will occur, as a reminder the eikonal parameter is given by
∆ =
1
k0
∣∣∣∣dRe(β(z)−1)dz
∣∣∣∣ (4.2)
Recent works have shown that maintaining a value of ∆ < 1 is sufficient to maintain an adiabatic
process [169]. Fig.4.9a shows the value of δ for the HPSTW and HPSLW at a tapering angle of
30◦, a conservative minimum estimate of 20nm for the taper apex is chosen and the tapering
angle is sufficient to meet this condition for all widths considered.
The fractional intensity increase in a tapered waveguide was also discussed in section 2.7, where
it was shown that this enhancement factor is calculated as the relative decrease in mode area
and group velocity, at a position along the taper z, when compared with the start of the taper
(here this is a width of 3 µm). Losses are accounted for via the exponential of the integral
of the imaginary part of the propagation constant between the start and the chosen position
along the taper Eq. 2.43. The enhancement factor as a function of width is plotted in Fig.4.9b
for a HPSTW and HPSLW both with a 30◦ taper, it exceeds 100 in both cases. Given current
fabrication capabilities it is feasible that widths as small as 5-10nm could be produced, this
would allow increases close to 1000.
4.3 Experimental demonstration of waveguiding and nanofo-
cusing using the HPSLW
The previous section has established the metal loaded slot geometry as a promising design in
the pursuit of plasmonic waveguides suited to integration with the semiconductor on insulator
architecture. The characteristics of the mode it supports can be engineered through a choice
of materials and geometric parameters. It provides deep sub-wavelength modes and has the
notable advantage of generating very high intensity fields in a region that is easy to access.
This section will detail the fabrication process required to create these devices, the methods
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used to characterise them and the resulting measurements, evaluating propagation through
deep sub-wavelength slots.
4.3.1 Coupling into bound modes
The setup used to test the devices requires a method of coupling light from free space into
the waveguide modes and then back out again in order to characterise propagation. This is
particularly challenging for strongly confined plasmonic modes due to the large mismatch, in
both k-vectors and size, between the focused laser beam and the waveguide mode. Successful
measurements therefore require adaptation of the waveguide design in order to ensure a suf-
ficient fraction of the incident light can be coupled into the mode. Nanofocusing light from
larger modes can minimise this discrepancy in size and as discussed in the previous section is
easy to implement for the HPSLW design.
Addressing the mismatch in k-vectors is slightly more difficult as the high effective index of
the mode ensures strong confinement but also hinders incoupling. This is a well examined
problem and there are a number of established techniques for ensuring some degree of coupling
between free space and bound modes: end fire coupling [170,171], grating coupling [172], prism
coupling [173] and nanoparticle mediated coupling [92]. As initial experiments have prioritised
coupling efficiency over bandwidth and because addition of a grating does not complicate the
fabrication procedure, grating coupling was preferred for these experiments. Future experiments
where bandwidth is of higher importance may instead require resonant nanoparticle couplers,
which are equally simple to incorporate into the fabrication procedure.
Grating coupling employs a number of scattering elements spaced periodically such that the
small amount of light scattered by each element into the mode all interferes constructively,
essentially the light diffracts in to the required mode. Assuming normal incidence this condition
is denoted by
Λ =
λ0
neff
(4.3)
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(c) (d)
Figure 4.10: The methods of coupling into a slab waveguide discussed in the text a) prism
coupling b) end-fire coupling c) nanoparticle mediated coupling d) grating coupling
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(a) (b)
Figure 4.11: a) Adaptation of the HPSLW to include in and out coupling gratings b) cross
sectional view of the coupling process.
Here Λ is the pitch of the grating, λ0 is the vacuum wavelength of the incident beam and neff
is the effective index. The final advantage of the grating coupler is obvious in Fig.4.11a where
the HPSLW design has been adapted to include input and output couplers without the need
for additional fabrication steps.
Simulations to determine the expected coupling efficiency of the proposed grating were per-
formed using Comsol. Given the length of the grating elements the geometry can be approxi-
mated as two dimensional (with the grating elements extending infinitely normal to propagation
and parallel to the material interfaces) to reduce computational demands. The simulated region
is equivalent to the layout shown in Fig.4.11b with a gaussian beam 6µm wide at the focus
incident on the centre of the grating. Efficiency is measured as the fraction of incident power
in the beam that is coupled into the fundamental mode of the waveguide in either direction.
The predicted efficiency is around 30% in to both directions, meaning 15% should be coupled
into the chosen direction (Fig.4.14).
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Fabricating and characterising the devices
Having coupled light in to the waveguide, there needs to be some method of investigating the
propagation characteristics, in particular the mode area and propagation length. The simpler
of the two to examine is the propagation length. This can be determined through the cut back
method [174] which requires a number of the same waveguide, each with a different length,
L. Light is coupled into each waveguide and then by measuring how the outcoupled intensity
varies with changes in the waveguide length, the propagation length can be inferred. To ensure
accuracy it is crucial that the input power remains constant across all waveguides and that the
coupling process is the same in each device. Then, assuming intensity decays along the length
of the waveguides according to Beer’s Law
I = I0e
−αL (4.4)
where I is the measured intensity and I0 is the input intensity. Plotting the logarithm of the
outcoupled power against the length of the waveguides (distances propagated), the propagation
length can be found through a linear fit to the results Fig.4.15a.
Fabrication process
SOI wafers are commercially available and reasonably inexpensive due to their extensive use
in the microelectronics industry. Wafers with a device layer of 220nm and a buried oxide
thickness of 3µm were purchased from Soitec, in order to closely match the designs discussed
in the previous chapter. Deposition of the 40nm SiO2 spacer layer, separating the Si and metal
was performed using radio frequency magnetron sputtering in an Angstrom Amod 520 system
at a rate of 0.2 A˚/s. Following this the substrates were spin coated with PMMA 950 A4
at a spin speed of 3500rpm and then baked for 5 mins at 180◦C. Designs were then defined
through electron beam lithography (EBL) using the Raith eLiNE with an aperture of 10 µm
at an acceleration voltage of 20keV. Uniformity of the edges of the metal sheet is of paramount
importance as it minimises scattering. With this in mind the raster scanning of the electron
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beam was chosen to be concentric, first defining the outer edges of the metallic regions and then
gradually moving inwards. It is worth noting at this point that the process chosen to define
the slot is slightly unorthodox in that it uses a positive tone resist and it is the large metallic
regions that are defined and exposed. This is because negative tone resists are expensive and
their removal often requires highly corrosive acids that are not available in our local cleanroom.
Development was performed using 1:3 MIBK:IPA, agitating the sample lightly in the solution
for 60s followed by 30s in an IPA bath as a stopper. Following development metal was thermally
evaporated on to the surface at a rate of 2 A˚/s and lift-off was then performed in an acetone
bath overnight. Finally to improve the efficiency of the grating couplers the substrates were
capped with a 400nm layer of SiO2.
Given the small affinity between Au and SiO2, an adhesion layer is required to stick the gold to
the substrate, commonly this takes the form of a layer of chromium a few nanometres thick. The
poor optical properties of Chromium make this an unappealing option [52]. Instead a self as-
sembled molecular monolayer that bonds strongly with the SiO2 and has a high affinity for gold
was used. There has been extensive study into appropriate molecules and the underlying prin-
ciples behind this adhesion layer are outside of the scope of this work. The interested reader is
instead referred to reference [175]. For the purpose of this work, (3-amino)propyltriethoxysilane
was chosen and where Au is used in subsequent discussions it is employed to promote adhesion
and assembled on the substrate post development and prior to evaporation. Ag does not suffer
from the same lack of affinity to Si substrates and so in cases where Ag is used, no adhesion
layer was required.
Achieving features below 80-100nm in size using EBL is challenging, instead devices below
about 80nm had to be milled using a focused ion beam (FIB) [176]. This required the initial
tapers, from the grating down to a small width to be produced as before using EBL and lift-off,
then the narrow slot region joining the two adjacent tapers can be milled into the gold using a
FIB. The entire devices were not produced using the FIB as its increased resolution comes at
the price of greatly reduced speed. Scanning electron microscope (SEM) images of a number
of devices are shown in Fig.4.12.
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Figure 4.12: SEM image of a series of waveguides, the varying length is exploited to determine
the propagation length using the cut-back method.
4.3.2 Experimental setup and measurements
The setup used to test the fabricated devices is shown in Fig.4.13. A Coherent Ultrafast
Chameleon laser was used throughout, for its broad tuneable characteristics. This laser system
outputs pulses of approximately 150fs at a repetition rate of 80Mhz. Two distinct arrangements
were used in addressing the structures; in both cases the laser was set to output pulses at λ =
800nm, and used to pump either a tuneable optical parametric oscillator (OPO) to create pulses
of about 200fs at a wavelength of 1550nm, or the pulses were used to produce a supercontinuum
with the commercially available Thorlabs supercontinuum generation kit. Here the 800nm
pulses are directed into to a dispersion engineered nonlinear photonic crystal fibre (PCF).
Within the PCF a variety of nonlinear effects lead to a dramatic spectral broadening of the
incident pulse, these include self-phase modulation, Raman scattering, four wave mixing and
soliton fission. Detailed description of supercontinuum formation can be found in [177]; for now
it suffices to say that the PCF is designed to operate near a zero dispersion wavelength, which
maintains temporal overlap of the broadening spectrum as it propagates through the fibre.
Before measuring any devices, two parallel gratings separated by a distance of 50µm without
a structure between were used to estimate the efficiency of the grating coupling process and
compare it to simulated values. In order to measure coupling efficiency the incident beam
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Figure 4.13: The experimental setup, the input pulse is focused onto the incoupler of the device
and the outcouped light is spatially filetered using a controllable aperture. This outcoupled
light is then measured using a power meter.
was directed onto one of the two gratings and an aperture was closed around the second
grating in order to isolate the outcoupled light from any scattering. The outcoupled light
was then measured using the Princeton Instruments SP2300 spectrometer. In an effort to
maximise consistency, the outcoupled power (POut) was maximised by moving the stage in
all three dimensions (using a piezo controller) before taking measurements. Following this a
measurement of the background (PB) was taken by moving the sample such that the beam was
incident on an unpatterned region of SOI and taking a measurement using the same aperture.
The incident power (PIn) was measured by directing the beam onto a square of gold deposited on
the sample. Given the high and relatively consistent reflectivity of gold across the wavelengths
of interest the reflection approximates the incident power, this was again measured with the
spectrometer. The grating efficiency is then calculated as
η =
POut − PB
PIn
(4.5)
Measured values of grating efficiency are plotted along with a simulation in Fig.4.14, there is
reasonable agreement between the two. To access such a broad spectrum the spectrometer was
scanned and multiple spectra compiled.
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Figure 4.14: Measured grating efficiency compared with numerical simulation.
Following this the cutback method was used to determine the propagation length of the various
devices, here the OPO was used to generate pulses at λ = 1550nm which were focussed onto
the in-coupling grating. Again an aperture was used to spatially filter out the outcoupled light
from the other end of the structure and the signal was maximised using the piezo controller
to adjust the position of the stage. This time the outcoupled power was measured using an
optical power meter.
Given the large expected propagation lengths of the wider devices, longer waveguides could be
used to characterise these structures, here lengths of 10µm, 15µm, 20µm, 25µm, 30µm, 40µm
and 50µm were used. For the shortest lengths it was challenging to distinguish the signal from
the scattered background. This meant that for narrower devices, the waveguide length was
varied between 1-5µm in 1µm steps while the length of the taper had to be increased to ensure
a large spatial separation between the in and out couplers.
As an illustration of the observed results, a plot of the logarithm of outcoupled power against
waveguide length is shown in Fig.4.15a. As expected the outcoupled power decays exponentially
with length, leading to a linear slope on the logarithmic plot. By fitting a line to the data the
propagation length was extracted for each waveguide width. Fig.4.15 shows the variation of
propagation length with width and the error bars shown are provided by the uncertainty of the
linear fit.
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(a) (b)
Figure 4.15: a) Linear fit to the logarithm of the outcoupled power for a 200nm wide slot, the
slope indicates the propagation length. b) plot of the measured values of propagation length
against width along with the expected values from numerical simulation.
The measured values of propagation length for the different widths match the simulations quite
closely. As expected, narrow widths lead to drastic reductions in the propagation length, which
is indicative of an increased plasmonic character. This indirectly confirms that tapering one
single dimension allows nanofocusing of the field into the gap region.
4.4 Conclusion
This chapter has introduced the possibility of developing waveguides through metal loading of
semiconductor slabs, this device design is heavily focused on simplicity and integration with
current micorelectronics platforms. Analysis of the HPSLW and HPSTW suggested the designs
to be capable of supporting modes more than two orders of magnitude below the diffraction
limit, importantly the size and characteristics of both modes and particularly the HPSLW
can be varied through the alteration of one geometrical parameter, the width. The width
is easily varied with little or no additional fabrication complexity and this implies that the
design could be easily integrated with waveguides used in the rapidly developing field of Si
photonics and through a tapering process create an invaluable bridge between nanoscale and
diffraction limited modes on-chip. This nanofocusing process was demonstrated experimentally
with widths as small as 10nm. Simulations suggest this nanofocusing process creates large field
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enhancements and this is particularly interesting as this enhancement takes place in a region
that can be easily accessed. Having established the capabilities of the HPSLW the subsequent
chapter begins to consider the feasibility of employing similar structures in active devices where
it forms the basis for laser cavity.
Chapter 5
Lasing in Metal Loaded Slab
Waveguide
5.1 Introduction
This chapter covers a preliminary proof of principle study of a laser device using the HPSLW
design. In order to provide gain the silicon slab is swapped for a suspended membrane of GaAs.
Developing a fabrication procedure capable of producing this suspended membrane of GaAs
with the printed metallic devices on top proved surprisingly challenging. As such the opening
sections are devoted to fabrication and structural assessment. The rest of the chapter outlines
the first results using printed silver slot waveguides. Devices with widths as small as 100nm
are demonstrated and the threshold requirements compared with simulations
5.2 Device design
The previous chapter examined the mechanisms by which both the HPSLW and HPSTW
provide confinement, along with the necessary considerations to ensure this confinement is
maintained. The switch to GaAs changes only the desired operating wavelength and thus the
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(a) (b)
Figure 5.1: a) Variation of neffm with the gap between the semiconductor and metal. The plots
labelled TE and TM represent the modes for these polarisations in a GaAs slab capped with
SiO2 and suspended over air, those labelled TEM and TMM are the same but with a 50nm
sheet of Ag separated from the GaAs by the indicated spacer layer thickness. b) Parametric
plot of the propagation length against mode area as the width of the slot and strip devices
are reduced from 1.5µm down to 10nm. Both use a 50nm thick layer of Ag with material
parameters from Johnson and Christy, the strip is 6nm above a 150nm thick slab of GaAs and
the slot 19nm above a 100nm thick slab, the refractive index of the GaAs is 3.63 and the metal
is encapsulated in SiO2 given an index of 1.45.
spacer layer thickness at which the modes of either waveguide become leaky. The designs used
in this chapter are identical to those discussed previously, differing only in that the slab is now
a suspended membrane of GaAs capped with SiO2. Fig.5.1 shows similar 1D simulations to
section 4.2.1 where the effective index of a representative multilayer structure (η) is calculated
for regions I and II in order to determine at which point confinement is strongest and also the
spacer layer thickness that causes the modes to become leaky (above 13nm for the HPSLW
and below it for the HPSTW). The operating regions of the HPSTW and HPSLW are shaded
in green and purple respectively. The size of the shaded regions indicates the strength of
the confinement of each mode and again the HPSTW provides a much more strongly bound
mode, as always this comes at the price of far increased modal losses. For completeness Fig.5.1
also shows the capabilities of the two designs demonstrating that with the new materials the
geometries still support modes which are orders of magnitude below the diffraction limit whilst
maintaining reasonable propagation lengths.
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Figure 5.2: Fabrication procedure for the suspended membrane of GaAs, i) ZEP resist spun
onto substrate and then exposed using EBL. ii) Development of pattern. iii) Reactive ion etch
through GaAs to open up windows. iv) HF wet etch of AlGaAs layer to create membrane.
5.3 Suspended GaAs Membranes
The suspended membranes of GaAs were produced by the centre for III-V semiconductors
at the university of Sheffield. The first challenge in fabricating the proposed designs is cre-
ating a slab waveguide, with GaAs as its core, capable of providing sufficient vertical mode
confinement. GaAs is generally grown by molecular beam epitaxy (MBE) along with other
III-V semiconductors. MBE allows single crystalline substrates of extremely high purity to be
grown, and given appropriate considerations, layers of varying material can be grown atop each
other without disrupting the single crystalline structure. Unfortunately there is little variation
in refractive index within the III-V family and initially it was deemed impossible to generate
sufficient vertical confinement to accommodate the designs through the growth process alone.
Instead, vertical confinement can be provided by creating a suspended membrane of GaAs,
this is a well established technique that has been utilised extensively in the field of photonic
crystals, see for example [178,179].
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Figure 5.3: a)Transfer matrix calculation of absorption in first GaAs layer to determine most
effective pump wavelength. b) ratio of reflection from bulk region to membrane for both exper-
imental measurements and analytic calculations
In order to create the suspended membrane the desired thickness of GaAs (initially 100nm)
was grown on top of a sacrificial layer of AlxGa1−xAs all on a GaAs substrate. AlxGa1−xAs is
an alloy of AlAs and GaAs where the value of x denotes the relative concentration of the two
materials. Given a sufficiently large value of x, hydrofluoric acid (HF) can be used to remove
the sacrificial AlGaAs layer, leaving a suspended membrane of GaAs. To allow the etchant to
access the AlGaAs windows need to be etched in to the surface GaAs. This was achieved by
first creating a mask using the EBL resist ZEP, where the windows were exposed and developed
allowing the the GaAs beneath the exposed regions to then be removed using a reactive ion etch
(RIE). RIE bombards the substrate with a plasma of heavy positively charged ions, accelerated
toward the substrate by an oscillating potential, upon collision with the substrate material
is ejected, gradually etching away the desired regions. Using a SiCl4/Ar plasma, windows of
7 × 1µm were opened in the upper GaAs layer. The sample was then immersed in a solution
of 40% HF to produce membranes approximately 25x25µm in size.
5.4 Surface Passivation
In the process of characterising devices produced on these initial membranes it seemed that
photoluminesence from the membranes was noticeably reduced relative to the regions where the
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Figure 5.4: Comparison of emission from the membranes and non under etched regions of the
substrate (bulk), between samples with and without passivation. The old sample, without
passivation shows a large difference in emission between the two regions whereas there is little
difference in the newer sample which includes a passivation layer. The dashed line indicates
the noise level.
AlGaAs had not been removed. This suggested that surface effects were in some way impeding
the rate of radiative carrier recombination. This is indeed a common problem and issues
with surface recombination are well understood in semiconductors [180, 181]. Non-radiative
recombination at the surface is enhanced due to the abrupt termination of the crystal and the
increased possibility of impurities. In GaAs, surface recombination is especially problematic
due to the dangling As bonds that exist at the surface, this has obstructed attempts to create
GaAs nanowire lasers, which were unsuccessful until fairly recently [182]. In order to reduce
surface recombination the GaAs was enclosed within two thin films of InGaP, one above and
one below. The InGaP provides a potential barrier which confines generated carriers to the
GaAs, this process is known as surface passivation. InGaP is also equally resistant to HF wet
etching when compared to AlGaAs meaning including passivation layers requires no alterations
to the fabrication process other than additional layers in the growth stage, the design was
thus updated to include two 5nm layers of InGaP above and below a 90nm thick GaAs central
region. In order to decide the optimum wavelengths at which to pump the GaAs, transfer
matrix calculations were carried out in order to maximise the intensity absorbed in the GaAs
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region, the results are shown in Fig.6.2. Also, using these simulations and measuring the
reflection of white light from the bulk and the undercut regions of the samples and dividing one
by the other, the results can be compared to simulations confirming that the structure matches
the fabrication specifications and it is not effects like surface roughness leading to the reduced
fluorescence Fig.6.2b.
The intensity of the emission from a samples with and without passivation at λ = 650nm
as a function of pump power is shown in Fig.5.4. Clearly the surface passivation has greatly
improved the rate of radiative recombination, there is a large difference in emission from the
bulk and under-etched regions in the old sample, this is greatly reduced by the passivation of
the new sample.
5.5 Sample Fabrication
Initial attempts to fabricate devices aimed to first pattern the substrate, metallise and then lift
off, leaving the devices on a selectively deposited region of MgF2. Following this the windows
could be opened in the GaAs in the manner described above and the membranes formed through
a similar wet etch. Attempts to fabricate devices using this recipe seemed to invariably cause
the MgF2 to delaminate from the substrate during the wet etch, taking the devices with it. To
avoid this, the membranes were created first then a thin layer of SiO2 was sputtered onto the
substrate and the EBL patterning and lift off procedure carried out as usual. Care had to be
taken to ensure the membranes survived these fabrication steps and in particular drying the
samples with a nitrogen gun following either of the development or lift-off stages was found to
collapse almost all of the membranes. Instead the samples had to be immersed in solution as
usual and then left to dry in the fume hood for several minutes. The first set of successfully
fabricated devices were made using silver to minimise loss and then capped with 100nm of SiO2
in an attempt to slow the silver oxidation. An SEM image of a device is shown in Fig. 5.5.
Waveguide widths between 100-200nm were produced and the grating periods at either end
of the structure were varied in 5nm steps from 145-160nm. The grating fill factor was varied
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Figure 5.5: SEM image of a device fabricated on a suspended membrane of GaAs.
through a changing EBL exposure dose; however, given the small size of the elements (around
50nm) the gratings proved difficult to produce using EBL patterning and lift-off.
5.6 Experimental Setup
The experimental setup is almost identical to the reflection setup used previously 4.13. The
ultrafast Coherent Chameleon tuneable laser is again used, this time tuned to λ = 725nm to
coincide with a peak in the absorption within the GaAs layer (Fig.6.2). The pump is focused
onto the sample using a 40x Nikon objective. The emission and pump light are separated
using a dichroic mirror and then the pump light further filtered out using a long pass filter.
The emission is directed into the Princeton Instruments SP2300 spectrometer. The sample
is again mounted onto a stage which can be adjusted in all three dimensions using a piezo
controller. The mode locked laser usually outputs 150fs pulses at a repetition rate of 80 Mhz,
corresponding to a delay of 12.5ns between pulses, this does not allow sufficient time for the
system to return to thermal equilibrium and can therefore lead to heating of the substrate.
In order to avoid this, the repetition rate can be reduced with a pulse selector. This uses an
acousto-optic grating to diffract single pulses from the train at a chosen repetition rate, which
can then be spatially filtered from the remaining undiffracted pulses.
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Figure 5.6: Emission spectrum of a 145nm wide device above threshold, the inset shows the
change in the spectrum close to threshold.
A cylindrical lens was used to ensure the pump beam encompassed the entirety of the structure
including the gratings, maximising the efficiency of the optical pumping process. Then, in order
to determine the optimum position and focus for the beam, the structures were moved using
the piezo controller until the emission was at a maximum (starting from a position of coarse
alignment and only moving within the region very close to the slot). This position should
correspond to the laser focus aligning with the slot and indeed once this maximum was located
the emission spectrum was extremely sensitive to position.
5.7 Results
Spectra were recorded as pump power was varied for a number of devices of differing widths
and grating period. Only two grating periods seemed to sustainably reach threshold, 150nm
and 155nm. Amplified spontaneous emission was observed in other devices but required higher
pump powers and the spectra disappeared rapidly. These devices were then clearly damaged
when viewed in the camera. These results can be explained using Fig.5.7, here the peak
reflection of the gratings, as predicted by simulations, are shown along with spectra for devices
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(a) (b)
Figure 5.7: a) Correspondence between laser peak and peak reflectivity of the grating period.
b) available gain in the GaAs at the peak reflectivities of the gratings. This demonstrates why
laser action is only observed at the bluer end of the spectrum.
with grating periods of 150nm, 155nm and 160nm. As the grating period is reduced the peak
reflectivity blue-shifts, and as shown in Fig 5.7b this corresponds to higher peak gains in the
GaAs. The emission spectrum above threshold of a device with a width of ≈145nm is shown in
Fig.5.6, additionally the inset shows the variation of the spectrum around the threshold. Laser
action occurs at the blue end of the spontaneous emission spectrum indicating the high levels of
gain required to operate these devices. Again referring to Fig. 5.7b a peak gain at a wavelength
of 820nm (where laser emission observed) corresponds to a carrier concentration of > 5× 1018.
Using the three visible peaks it is also possible to estimate the free spectral range [118], this
is approximately 6nm, suggesting a group index of ≈ 5.5. Whilst this is slightly higher than
the results of the simulations shown in Fig. 5.1, high carrier concentrations are known to cause
increased dispersion which could easily account for this discrepancy.
The gain required to reach threshold is more than double that expected from simulations.
This is unsurprising due to the poor reflectivity of the mirrors, which is likely to be even
lower than suggested by simulations due to the unavoidable roughness of the Ag and possible
diffraction from the end facets of the slot. Additionally the mirror simulations considered only
2-dimensional geometries and in reality the mode is unbound beneath the grating meaning
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Figure 5.8: Plot of the output power, calculated by integrating the emission spectra, as a
function of pump power. The characteristic kink indicates the onset of laser action. The inset
shows the variation of the estimated frequencies of the devices as a function of slot width.
it can leak in lateral directions. Images of the emission from the device close to and above
threshold are shown in Fig.5.9, the light emission is clearly from the expected region and above
threshold the bright spots at the facets of the cavity far exceed the surrounding spontaneous
emission, this is suggestive of laser action within the desired mode.
Total output power can be found by integration over the emission spectra, this is plotted as a
function of pump power for a device 145nm wide in Fig.5.8. The plot shows all the expected
traits of a laser with a clear kink at threshold. The size of this kink is indicative of the
spontaneous emission factor β. The spontaneous emission factor seems relatively high, which
is not surprising as the mode should be well confined.
It was not possible to pump the devices well above threshold as this led to irreversible damage
to the metal, again presumably through heating. Here the effects of heating are exacerbated
by the lack of effective heat sink, future devices could address this by extending the metal
such that it overlaps with the region where the AlGaAs has not been etched, allowing heat to
diffuse through the substrate. The results here are by no means complete but indicate a level
of promise for the possibility of developing lasers through metal loading of semiconductor slabs.
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(a) (b) (c)
Figure 5.9: a) Experimental pump setup. b) Distribution of the measured emission from a
device below threshold. c) Distribution of the measured emission from a device above threshold.
The losses of the cavity could be minimised in future fabrication runs, here a conservative gap
thickness was chosen for fear of the mode being cut-off as a result of discrepancies between
simulated results and reality or inaccuracies in fabrication methods. The design could also be
adapted so that the grating and slot are at different heights. This could allow more efficient
reflection whilst maintaining the low modal losses provided by larger spacer layer thicknesses.
This would require an additional fabrication EBL step but could greatly improve performance.
The measured thresholds of the various devices are plotted against slot width in the inset of
Fig.5.6, the dramatic increase in threshold is likely due to the reducing overlap between the
mode and the pump caused by the change in slot width and also increased scattering due to the
rough sidewalls of the thinner devices. The losses of the mode would be expected to increase as
the width of the device is narrowed due to an increasingly plasmonic character but the mode
does not become truly plasmonic until W¡50nm and here it is likely to be the cavity losses that
are dominant.
Taking the threshold of the laser with the largest width, assuming the absorption within the
GaAs from the transfer matrix calculations and comparing the area of the GaAs within the
laser cavity exposed to the beam with the total area of the beam an esitmate for the threshold
carrier concentration can be calculated. This is found to be about 4 × 1018, matching closely
to expectations. Similarly the free spectral range of the device shown in Fig. 5.6 can be used
to estimate the group index of the device and this can be compared with simulations using
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ng =
λ2
2∆λl
(5.1)
here ng is the group velocity, ∆λ is the free spectral range and l is the length of the cavity.
In both cases ng ≈ 4, with the uncertainty of the material parameters due to the high carrier
concentration likely to account for discrepancies.
The various pieces of evidence presented here together demonstrate that the devices fabricated
are operating as lasers and that it is indeed the expected modes that are lasing. The devices
only operate given appropriate grating period, indicating that they are behaving as DBRs, the
signal observed has regularly spaced peaks implying a Fabry-Perot resonance and this has a free
spectral range that matches the predicted group velocity. Finally in Fig. 5.8 the devices show
a kink indicative of the transition from amplified spontaneous emission to stimulated emission
as the dominant process.
5.8 Conclusion
This chapter represents the culmination of the work presented throughout this thesis, following
the experimental demonstration of sub-wavelength confinement in the HPSLW, lasing has been
observed in a similar geometry with waveguide widths as small as 100nm, simulations suggest
this corresponds to a mode an order of magnitude below the vacuum diffraction limit. The
images of the laser and the high beta factor of the various devices suggest that it is likely to
be the desired mode lasing, however additional work is required to prove this convincingly.
The important realisation here is that the measurements indicate that indeed it is possible
to produce a laser simply by printing a metallic structure atop a semiconductor slab, and
whilst in this case the use of suspended semiconductor slab of GaAs is not necessarily primed
for technological implementation (due to its fragility), later iterations of this design could well
be. Ongoing efforts to integrate direct bandgap semiconductors with Si are proving increasingly
fruitful, successful exploitation of the additional light emitting layer will require simple effective
laser designs like the one demonstrated here. Equally the design could easily be adapted to
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allow electrical injection, with each side of the slot used as a contact, again suggesting that this
design is very well matched to the requirements for future nanophotonic devices as set out in
the introduction.
Chapter 6
Plasmonic CROWs Through
Nanoparticle Loaded Semiconductor
Slabs
This chapter introduces a coupled resonator waveguide formed by metal loading a semicon-
ductor slab with metallic nanoparticles. As with traditional CROWs the design demonstrates
exceptional control over the dispersion characteristics of the modes it supports. In particular
finite CROW devices are shown to make excellent cavities, where the properties of the cavity
can be effectively engineered. Simulations suggest the cavities to be capable of Q-factors in
excess of 5000 and also demonstrate the loss mechanisms can be tuned such that light is emit-
ted from the device into useful channels. The large Q-factor of these devices suggest they may
provide a solution to the feedback problems encountered in the previous chapter, providing a
suitable mechanism for establishing sufficient feedback on a semiconductor slab to create an
efficient laser device
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6.1 Introduction
Coupled resonator optical waveguides (CROWs) have found a number of uses in integrated
optics since their proposal in 1999 [183]. Inspired by similar devices used at microwave fre-
quencies [184], they guide light through chains of evanescently coupled resonators and have a
dispersion relation that can be manipulated through tuning of their inter-resonator coupling.
Appropriate device design can provide shallow dispersion relations, which leads to slow light and
the possibility of enhanced light-matter interactions [185]. Suggested CROW applications in-
clude optical switching [186], optical filters [187], delay lines [188], sensing [189] and wavelength
conversion [185]. Until now CROWs have generally relied on low-loss dielectric resonators with
very narrow line-widths [183]. This minimises losses but can enhance sensitivity to fabrication
imperfections.
A particularly interesting realisation of the CROW is the side coupled design pictured in the
inset of Fig. 6.1 [190]. Here the resonators are coupled indirectly via a waveguide, providing
a further level of control over the dispersion of the supported modes. Interestingly the idea
of indirectly coupling an array of resonators using a waveguide was also explored in references
[191,192], here under the guise of the waveguide plasmon polariton (WPP). Again this system
was shown to provide a remarkable degree of control over the dispersion relation.
Building on the system of metal loading introduced in chapter 4, a similar design could be
produced by loading a semiconductor slab with metallic nano particles. As with the side
coupled CROW these resonators can couple evanescently to the mode of the waveguide and
through effective choice of geometrical parameters the design should support a similarly flat
dispersion relation but using a far easier to produce system.
Unlike the dielectric resonators used in CROW systems, plasmonic nanoparticles support
broader, lossier resonances, which are sub-wavelength in size. Waveguides formed by direct
coupling of a chain of plasmonic resonatros are severely limited by the high losses of the nanopar-
ticles [71, 193]. However, schemes involving indirect coupling of plassmonic resonaces using a
lossless dielectric waveguide are capable of circumventing the losses, as only a fraction of the
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energy flows in and out of the resonators [192]. Moreover, the broad nature of the plasmonic
resonances provides an added degree of tunability as the desired hybridisation between the
nanopartices and the waveguide is maintained over a wider range of frequencies.
The device discussed in this section demonstrates the enhanced control plasmonic resonators
offer not just over the dispersion of CROWs but also over the mechanisms by which they
dissipate energy. Importantly, this device also represents the first side-coupled design that
could feasibly be fabricated, with previous suggestions limited by the large size of the suggested
resonators [190], or the positioning of the particles [192].
The proposed structure is shown in Fig.6.1, it consists of a semiconductor slab loaded with
an array of metallic cut-wires. The wires are silver with material parameters given by a fit of
the Drude model to the empirical data of Johnson and Christy. The refractive indices of the
dielectrics are fixed at 3.5 for the slab and 1.45 for the surroundings. The slab thickness is fixed
at 100nm and the upper and lower layers are assumed to extend infinitely. The material of
the nanoparticles and their surroundings along with various geometric parameters govern their
resonant frequency, here the material system is fixed as is the shape of the individual segments,
and the resonances are controlled by the gap g between segments of the cut-wire. The cross
sectional dimensions of the wire are 30×80nm and the length of each piece l=80nm.
The cut wires couple evanescently to the TE mode of the slab, leading to the formation of a
hybrid mode. Assuming an unbounded CROW, where the array of resonators is infinite, the
dispersion relation can be analysed in the first Brillouin zone (FBZ), here the periodicity of the
structure leads to a crossing between the forward and backward modes of the waveguide. If the
resonance of the nanoparticle is tuned to match the frequency of this crossing the three mode
hybridise leading to the formation of a flat central CROW band, Fig. 6.3. The frequency of the
crossing point and the resonance of the particle are all easily controlled through the size of the
nanoparticles and the inter-particle spacing, the coupling strength between these resonances is
also simple to manipulate through varying the thickness of the insulating layer h, that separates
the metal and the semiconductor slab.
Strong coupling and a drastic flattening of the dispersion relation occur when the nanoparticles
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Figure 6.1: Schematic of the cut-wire plasmonic CROW, the important geometrical parameters
are indicated including the length of the segments l, the gap between segments g, the distance
between consecutive cut-wires d, the central blue region of the multilayer structure is the high
index semiconductor region. The inset indicates the tunability of the cut-wire resonance (yellow
ω0 = 2.7× 1015 to black ω0 = 1.1× 1015 ) through variation of g and l.
are resonant and spaced such that the waveguide mode changes phase by pi between them. This
condition ensures that the forward and backward modes of the waveguide are degenerate with
the resonance of the particle at the edge of the FBZ. The frequency of the crossing point is
given by ωs(ky = pi/d) = cpineff/d, hybridisation therefore occurs when ω0 ≈ ωs, where ω0 is
the resonant frequency of the nanoparticle and neff is the effective index of the TE slab mode.
6.2 Analytical Model
Before undertaking rigorous numerical simulations, given the simplicity of the geometry pro-
posed it is possible to develop an analytical model to fit to the numerical results. Similar
endeavours have been undertaken in the majority of works describing WPPs or CROWs. The
resonance of the cut-wires is treated as Lorentzian, with an amplitude p and driven by an
incident time harmonic electric field
p¨+ γp˙+ ω20p = gEe
−iωt (6.1)
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Figure 6.2: Representation of the transfer matrix used, the inputs (An and Bn+1) and outputs
(An+1 and Bn) are indicated along with the reflection and transmission coefficients r and t
respectively, also shown is the width of a unit section d.
here g governs the coupling strength of the incident field to the resonator, ω0 is the resonant
frequency of the particle and γ represents the losses. The resonance loses energy through three
separate channels allowing γ to be split as γ = γr + γnr + κ where γr is the radiative losses,
γnr is the non-radiative losses and κ is the fraction of the energy that decays back in to the
waveguide. The decay back in to the waveguide is the source of the indirect coupling between
the resonators and is the crucial parameter in the formation of the WPP, the electric field
scattered in to the waveguide can then be written as gEs = −κp˙ where
Es =
iκω
ω20 − ω2 − iγω
Ee−iωt = rEe−iωt (6.2)
Assuming that the driving field is an incident waveguide mode, the fraction of the incident
mode that is then coupled back in to the waveguide is equivalent to the reflection coefficient of
the waveguide mode r. Additionally given that coupling back in to the waveguide is symmetric
in both the forward and backward directions the transmission of the mode past the resonator
is the interference between the incident mode and the scattered field in the forward direction
i.e. t = 1 + r, with the total transmission and reflection given by T = |t|2 and R = |r|2. This
behaviour is illustrated in Fig.6.2.
In order to treat a system of multiple resonators it is useful to construct a transfer matrix
describing the response of a unit cell of width d with a resonator at the centre. Here the
outgoing amplitudes of forward and backward waveguide modes An+1 and Bn are calculated
from the incident forward and backward mode amplitudes An and Bn+1, this is again depicted
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in Fig.6.2. Here forward and backward propagating modes enter the cell from opposite sides,
the outgoing amplitudes are then calculated from the transmission and reflection coefficients
along with the phase change accumulated by a mode propagating across the length of the cell
eikwgd or e−ikwgd depending on direction. This results in a transfer matrix
 An+1
Bn+1
 =
(t− r2/t)eikwgd r/t
−r/t e−ikwgd/t

 An
Bn
 (6.3)
The format of this matrix is equivalent to those quoted for a number of similar systems [191,
194]. Cascading an infinite number of these unit cells allows the band structure of an infinite
waveguide to be determined through application of the Bloch condition, this requires that
Ai+1 = Aie
ikyd and Bi+1 = Bie
ikyd. In order to satisfy this condition the eigenvalues of the
transfer matrix must equal e±ikyd, substituting t = 1 + r and writing C = r/(1 + r) and solving
for the eigenvalues gives
cos(kyd) = cos kwgd + iC sin(kwgd) (6.4)
Which provides the band structure of the hybridised modes, where the modes have k-vectors
ky and frequencies given by ω = ckwg/neff .
6.3 Unbounded plasmonic CROWs
Structures that extend indefinitely along the direction of propagation can be simulated with
Comsol using a unit cell bounded by Floquet boundary conditions. The dispersion relation of a
geometry where d =164nm and g =20nm is depicted in Fig.6.3a with the solid lines representing
the numerical solutions and the dotted lines showing a fit of Eq. (6.4) to these results. The
hybridisation has resulted in a large mode splitting demonstrating the strong coupling between
the waveguide modes and the plasmonic resonance. The central band represents the WPP and
is extremely flat. The field distribution of this central band at the edge of the FBZ is shown
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Figure 6.3: Dispersion of an infinite plasmonic CROW where g = 20 corresponding to a
detuning of ω0 = 0.985ωs a) real part of the dispersion relation, the solid lines correspond
to the numerical results and the dashed lines a fit of the analytical model to those results, the
dotted black lines are the uncoupled waveguide modes, the WPP is the central green band. b)
the imaginary part of the dispersion relation again showing the numerical results and a fit of
the analytical model to them using solid and dashed lines respectively. c) The field distribution
within a unit cell at the edge of the FBZ.
in Fig.6.3c and importantly here the plasmonic resonance is unexcited, instead the mode is
concentrated in the semiconductor slab avoiding the metallic nanoparticle. here the mode can
be thought of as consisting entirely of forward and backward propagating waveguide modes in
equal amounts, this is a standing wave with a node situated at the position of the nanoparticle.
The lack of involvement of the plasmonic resonance in the hybrid mode suggests that the WPP
should be low loss, and indeed a plot of the imaginary part of the frequency Fig.6.3b shows
that close to the edge of the FBZ the hybrid mode is extremely low loss. The transfer matrix
model closely matches the numerical results with only a slight discrepancy arising from the
omission of the higher order modes of the slab waveguide in the model. At higher frequencies
the slab becomes multi-mode and these higher modes can also couple to the plasmonic resonance
thereby altering the WPP in a manner that cannot be described using the proposed transfer
matrix. Although the difference between numerical and analytical results is small, the effect
of the higher order modes introduces an important limitation that was overlooked in previous
similar analyses, this is that the central band cannot be completely flat, perturbation by the
higher order modes invariably leads to some degree of curvature.
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Figure 6.4: Tuning the dispersion relation a) shows the effect of changing the resonant frequency
of the cut wires by varying g from 20nm (pink line) to 30nm (dark blue line). b) The variation
of the imaginary part of the dispersion relations the height of the buffer layer between the
nanoparticles and the semiconductor slab is changed, here hb goes from 5nm (dark blue line)
to 95nm (pink line).
The transfer matrix model was also used to fit the calculated losses and again closely matches
the numerical results, here the distinction between the analytical and numerical results occurs
at the FBZ edge where the losses disappear in the analytical model. The non-zero loss at the
FBZ edge is due to the finite extent of the plasmonic resonators, where although the resonance is
not excited the mode still overlaps with the metal to some extent, the analytical mode assumes
point like dipoles and so cannot account for this behaviour.
The crossing point of the counter propagating waveguide modes is fixed at the FBZ edge by the
inter-resonator spacing and this is therefore always also the frequency of the WPP at the FBZ
edge. Away from the edge of the FBZ the frequency of the WPP tends towards the resonant
frequency of the nanoparticles suggesting that by tuning the resonant frequency of the cut wire
(by varying g) the dispersion of the central band could be engineered to some extent. The
results of varying g whilst maintaining all other parameters constant are depicted in Fig.6.4a,
showing that the gradient of the WPP mode dispersion can be shifted from positive to negative
and between can be made very flat.
Surprisingly this modification of the real part of the dispersion relation has little impact on
the imaginary part, the losses of the system primarily depend on the overlap of the field with
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the metal and this is related to the phase change between resonators and thus ky rather than
ω. Control over the imaginary part of the dispersion is realised through variation of the buffer
height hb which modifies the coupling between the waveguide and resonator and also the amount
the field overlaps the metallic regions. In order to demonstrate the tunability of the imaginary
part of the dispersion relation hb has been varied whilst maintaining the condition ω0 ≈ ωs (this
requires particular care as increasing the resonator waveguide separation changes the dielectric
surroundings of the plasmonic resonator and thus its resonant frequency), this is plotted in
Fig.6.4b. Interestingly increasing hb does not invariably lead to a decrease in losses, instead it
reduces losses at the FBZ edge but increases losses elsewhere, this behaviour arises as a result
of the reduced inter-mode coupling, larger values of hb lead to reduced coupling and thus the
mode only assumes a hybrid form close to the degeneracy point at the FBZ edge, moving away
from the edge of the FBZ edge along the dispersion relation the mode quickly assumes a more
plasmonic character whereas for stronger coupling the hybrid behaviour persists over a wider
range of k-values.
6.4 Cavity modes in finite structures
The flat dispersion relations of the infinite CROW structures examined in the previous section
indicate a high group index, this group index is far greater than that of the bare modes of the
semiconductor slab waveguide. This suggests that at the border between a plasmonic CROW
(where a slab waveguide has been loaded with resonators) and a bare slab there will be strong
reflections due to the impedance mismatch [175]. Furthermore this implies that a finite region
of a semiconductor slab loaded with resonators should be capable of confining light to the region
below the resonators, due to reflections at either end. This confinement should take the form
of Fabry-Perot type cavity modes and can be investigated by solving for the eigenfrequencies
of these finite structures, again using Comsol.
The existence of Fabry-Perot type resonances is generally contingent on the spatial phase
change of the light within a cavity being such that upon traversing the cavity and returning
136 Chapter 6. Plasmonic CROWs Through Nanoparticle Loaded Semiconductor Slabs
to its original position its phase has changed by a multiple of 2pi. As such, resonances of finite
plasmonic CROWs would be expected to exist when
k =
n
nw − 1
pi
d
(6.5)
Here nw is the number of cut wires in the finite array and n is the mode number, this is an
integer that runs from 1 to nw-2. The values of k are determined by the length of the finite
structure, which is deemed to extend from the centre of the first wire to the centre of the last
wire, importantly the only distinction between this and a typical Fabry-Perot type resonator
is that a mode with a value of k = pi
d
does not exist for this CROW cavity, the reasons for this
will be examined in detail later.
The field distributions of the three lowest loss modes of a plasmonic CROW made up of 20
cut wires coupled to a waveguide are plotted in Fig.6.5. Interestingly these resemble standing
waves where the field distribution of the infinite structure at the edge of the FBZ is preserved
to an extent, i.e. for the most part the field is localised in the regions between plasmonic
particles and the resonances are not excited. These are the modes where n =18, 17 and 16
in Eq. 6.5, meaning they are the three modes with allowed k−vectors closest to the edge
of the FBZ, the eigenfrequencies of these modes along with their assumed k−vectors from
Eq. 6.5 are used to plot them alongside the dispersion relation of a corresponding infinite
structure, Fig.6.5 and there is good agreement. The nodes in the field distributions of these finite
structures occur when the plasmonic resonators are excited and as such more nodes indicate
higher losses, these nodes arise as the phase change across the structure at these k−vectors is
not sufficient to preserve the field distribution of the infinite structure at the FBZ edge, the
light gradually dephases as it propagates across the structure and as such at certain points leads
to the excitation of the resonators. A mode with k = pi/d, would preserve the field distribution
from Fig.6.3c throughout, however this situation requires an equal combination of forward and
backward propagating waveguide modes at each nanoparticle meaning it requires that each
resonator be driven in equal amounts by counter-propagating waveguide modes provided by
scattering from adjacent resonators, this is of course not possible for the resonators at the end
6.4. Cavity modes in finite structures 137
Figure 6.5: a) Comparison of the calculated eigenfrequencies and k vectors of the cavity to the
dispersion relations of the equivalent infinite structure, blue line g = 20nm, grey line g = 25nm
and green line g = 30nm b-d) |Ex| for modes 18, 17 and 16 of a 20 wire cavity with g=30nm.
of the structure, rendering the existence of this mode impossible. Adaptation of the design
such that the resonators were atop a circular structure, perhaps a micro- ring, could however
potentially facilitate the existence of this stopped mode.
The Q-factors of the three modes pictured are 544, 242 and 195 for n=18, 17 and 16 respectively,
these are remarkably high for a plasmonic cavity and this is due to the field effectively avoiding
the lossy metallic resonances as shown in the field distributions. These Q-factors seem to scale
approximately with the number of nodes shown in the field distributions i.e. there is one node
when n=18 and two when n=17 and the Q-factor roughly halves accordingly. This implies
that the dissipative losses of the metallic resonances are the dominant loss mechanism when
compared with emission at the facets into the waveguide or scattering into the surroundings.
The usefulness of this cavity design would be greatly improved if it were possible to control the
mechanisms by which energy was lost over time, for example to be able to engineer the losses
so as to maximise the amount of energy emitted from the facets into the waveguide would be
desirable if this were used as a laser cavity. To this end the variation of the different loss channels
are studied as various design parameters are varied. For the duration of this investigation the
mode of the structures investigated will be the one that corresponds to n = nw − 2.
Firstly the changes in Q-factor and the different loss channels with number of wires are shown
in Fig.6.6, the different loss channels are from the facets into the waveguide (γwg), scattering
into the environment (γr) and dissipative losses in the metal (γd), the total loss is also plotted
and denoted by Γ. Increasing the number of wires dramatically increases the Q-factor which
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Figure 6.6: Changes in the Q-factor and rates of the loss mechanisms of the cavity a) shows
their variation due to the number of wires, l is fixed at 80nm and g at 25nm. b) Variation due
to changes in the size of the cut wire segments l, the number of wires is fixed at 20nm and g
at 25nm.
is shown to go up to values as high as almost 4000 for a structure of 50 wires, again this
is extremely high considering the materials of the system and that increasing the number of
wires corresponds to adding more metal to the waveguide. This behaviour can be understood
through consideration of the losses of the infinite structure which become extremely small close
to the FBZ edge, the k-vector of the mode considered moves increasingly closer to the edge of
the FBZ as the number of wires is increased meaning its dissipative losses would be expected
to follow the same behaviour. The losses are dominated by the dissipative absorption in the
metal, at nw = 50 this is orders of magnitude larger than that of the other channels, this is not
particularly useful behaviour, the energy is being converted to heat in the metal which would
be of little use in developing any kind of optoelectronic device. A more useful design parameter
in engineering the loss mechanisms of the cavity is the detuning between the resonance of the
cut wires and the crossing frequency of the waveguide modes at the FBZ edge, this leads to an
increased curvature of the central CROW band meaning a reduced group index and reduced
impedance mismatch at the facets of the device. This allows increased emission of light in to
the waveguide at the edges and thus a much more useful output of the energy, Fig.6.6 shows
how the losses vary with the segment length of the pieces of the cut wire (l). Indeed it is
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possible to dramatically increase the radiative loss rate relative to the parasitic losses and a
geometry where 87% of the total loss is into the is useful channel is demonstrated. This comes
at the price of a greatly reduced Q-factor, which for the same geometry is approximately 100.
Many of the applications suggested for CROWs, have been unachievable due its high sensitivity
to fabrication imperfections [195–197]. This sensitivity is correlated with the group velocity of
the mode [198], with higher group indexes leading to enhanced sensitivity. In order to assess
the viability of the proposed plasmonic CROW a number of simulations have been performed
where a random d fluctuation has been assigned to the resonator spacing, within the range
±2.5nm. This level of accuracy is attainable within the stage position accuracy of a number
of commercially available EBL machines. The results appear in Fig.6.6 as error bars with the
cross indicating the average value produced over the set of 10 simulations and the bars are 1
s.d. in length.
The impact of group velocity on sensitivity to disorder is evident when comparing Fig.6.6a and
Fig. 6.6b where l is 80nm and 88nm respectively. This change in l affects the detuning and thus
the group index, where detuning is small (Fig. 6.6a) the random variation of the nanoparticle
separation has a dramatic effect on the Q-factor reducing it by 30-40%. Where detuning
between the crossing point and particle resonance is larger (l = 88), the variation of d has a
much less pronounced effect, leading to variations of only a few percent. Importantly these
results demonstrate that the geometry displays a reasonable level of robustness to disorder,
suggesting that it should be possible to fabricate using standard nanofabrication tools.
6.5 Conclusion
The plasmonic crow discussed here supports Fabry-Perot type modes with field distributions
that reside primarily within the dielectric slab waveguide, avoiding the lossy plasmonic res-
onators. This ensures that the losses of the modes are low and indeed with careful tuning of
the geometric parameters the Q-factor of the cavity reaches several thousand. The losses of the
cavity modes depend strongly on their order, with the fundamental being the prefered mode
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by a factor of at least two. Variation of design parameters also allows the loss to be engineered
ensuring that the useful output of the device becomes the dominant channel. These qualities
suggest that the structure could function as a low threshold, compact, single mode, on chip
laser device, which importantly is sufficiently robust to the unavoidable element of disorder
associated with nanofabrication. This addresses some of the issues encountered in the previous
chapter, where cavity losses severely impacted the performance of the laser device. Whilst
this device does not support sub-wavelength modes its novel properties and simple fabrication
procedure suggest it could be of use as a laser cavity. It is also possible that this design could
be combined with that of the previous chapter to create a device with effective feedback that
is also capable of sub-wavelength confinement.
Chapter 7
Conclusion
Summary
The primary goal of this work was to develop a framework for the simple and effective in-
tegration of plasmonics with technologically relevant semiconductor materials and systms. A
significant step towards this goal was the demonstration of a waveguiding geometry capable
of deep sub-wavelength confinement and produced by selectively depositing metal on top of a
silicon on insulator wafer. The adaption of this geometry to form the basis for a laser device,
again using a semiconductor on insulator architecture but swapping the silicon for GaAs, pro-
vides further evidence of the usefulness and versatility of this architecture. The strength of
the proposed designs is in their simplicity, an essential characteristic if any design is to realise
commercial viability. Many have proposed plasmonics as the key to developing optical inter-
connects compact enough for intra-chip information transport and achieving this will require
designs that are pragmatic in their considerations of compatibility and complexity. The novel
properties of plasmonics could also greatly improve aspects of the lasers, modulators and de-
tectors used in silicon photonics, the proposed geometry could easily serve as a building block
for these type of devices.
The waveguides analysed in this work were shown to support deep subwavelength modes, ac-
cessible through nanofocusing. Importantly, the geometry that received the majority of the
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attention in this thesis, the hybrid slot waveguide, was shown to not only be capable of sup-
porting nanoscale modes, but also modes with sizes on the order of the diffraction limit, which
simulations suggest are capable of propagating in excess of 500µm. Importantly, transforming
between these two regimes was achieved by tapering only the width of the metallic slot, an easily
controllable dimension. These designs could thus easily transport signals over longer distances
and then seamlessly focus light down to the nanoscale in order to selectively enhance light
matter interactions over a short distance or to generate a mode better suited to high density
integration. This is an exceptional level of flexibility. Equally, given the field distribution and
polarisation of the supported mode, coupling to and from widely used silicon ridge waveguides
should be straightforward.
Swapping the silicon slab for one of GaAs provided sufficient gain for a similar geometry to
achieve laser action. In order to analyse this type of laser Poynting’s theorem was reformu-
lated such that it resembled a laser rate equation. This provided expressions for the threshold
and overlap factor of the device sufficiently considerate of the large dispersion and losses as-
sociated with plasmonics. Vitally the plasmonic distributed Bragg reflectors used to provide
feedback were designed to allow the entire device to be printed onto the semiconductor slab,
this addressed the major issues associated with the existing plasmonic laser designs discussed
in chapter 3: the simplicity of the fabrication process avoids the lengthy and expensive methods
used in reference [37] and the ability to position the device as required overcomes the random
nature of the devices discussed in references [36,47].
Future Work
In the short term there are a number of subsequent studies whose completion would greatly
consolidate the work presented in this thesis. Firstly, providing conclusive proof of the local-
isation of the field to the narrow slot at smaller widths in both the laser and the waveguide.
A possible method of demonstrating this would be through the introduction of a non-linear
material to the slot, allowing the observation of two photon absorption or some form of higher
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harmonic generation that is enhanced by the nanofocusing process. A good candidate for this
would be a polymer introduced into the slot by spin coating a sample.
Additionally, recreation of the laser devices with improved mirrors would be of interest. Based
on the scanning electron microscope images of the fabricated mirrors and the theoretical pre-
dictions, it is very likely that they are the limiting factor in the operation of these devices.
A potential solution would be to fabricate the devices using two EBL steps, the first would
produce the mirrors at a lower height to maximise their effectiveness, the following step would
then print the device (aligned with the mirrors).
Looking further ahead, the slot geometry could be adapted to function as a modulator with
the metallic regions acting as electrical contacts. The carrier concentration within the silicon
could be controlled using these contacts allowing manipulation of the complex refractive index.
The slot could also be adapted to form the basis for a detector, where introduction of another
semiconductor into the slot region that absorbs the incident radiation, germanium perhaps,
could be used to measure incident signals. Again the metal regions either side of the slot would
provide natural contacts for this detection. The efficiency of both devices should greatly benefit
from the strong confinement provided by the geometry.
It would be interesting to adapt the laser designs such that they tapered into a short but
extremely narrow slot, as was demonstrated on silicon. If the mirror performance was improved,
it is possible that the GaAs could provide enough gain for these type of devices to reach
threshold and this would represent the smallest mode-size ever used in a laser. This would
certainly provide fertile ground for investigations into nonlinear effects and the effects of ultra-
strong light matter interactions.
The laser device could also be adapted such that it is injected electrically, again this would
exploit the natural contact provided by either side of the slot. Selective doping of the semicon-
ductor would be required to ensure sufficient carrier concentrations within the cavity, but the
requirements of the devices demonstrated are not beyond the realms of possibility, particularly
given the notable room for improvement.
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An interesting final possibility for the laser device would be recreate it on an SOI wafer that
has indium phosphide bonded to it. This would operate at the desired telecoms wavelength and
allow direct compatibility with current technologies. Undoubtedly this would require significant
optimisation of the device to minimise losses, especially given that the gain of the InP would
be far reduced compared to an entire slab of GaAs. However given the controllable loss of the
slot geometry this is not entirely unfeasible, it would just require a better design for providing
feedback.
Appendix A
Multilayer mode derivation
This appendix covers the derivation of the modes of the mulilayer structures shown in Fig. 2.5.
All of the interfaces are parallel to the x− y plane, with x as the direction of propagation and
z normal to the interfaces. The Helmholtz equation is
∇2E = −k20rE (A.1)
Assuming TM polarisation and propagation in the z-direction, Maxwells equations result in
fields of the form
Ex = Ai
ikzi
iω0ri
eikzizeiβx +Bi
−ikzi
iω0ri
e−ikzizeiβx (A.2a)
Ez = Ai
β
ω0ri
eikzizeiβx +Bi
β
ω0r1
e−ikzizeiβx (A.2b)
Hy = Aie
ikzizeiβx +Bie
−ikzizeiβx (A.2c)
Here i = 1, 2 or 3 depending on the region considered. A bound mode of the geometry under
consideration is implied by a set of kz1, kz2, kz3 and β that satisfy the Helmholtz equation
and the boundary conditions (both at the interfaces and ±∞ ). Given that the field is bound
it should be non existant at ±∞ and therefore the values of kzi in regions 1 and 3 should be
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imaginary (leaky modes are not of interest so the possibility of complex values is not considered)
and correspond to exponential decay away from the central region. Satisfaction of the boundary
conditions at the two interfaces can be achieved with both real and imaginary values of kzi in
region 2, however, as was the case in the derivation of the surface plasmon, a field distribution
that decays evanescently either side of an interface requires ′ to change sign across the interface
and this is the distinction between the metal and all dielectric geoemtries. Solutions of the all
dielectric system are therefore expected to exist only for real values of kz2 whereas soultions of
the IMI and MIM geometries require imaginary values of kz2.
Beginning with the all dielectric geometry, the various field componenets in the different regions
take on the form
Ex = −A2 ikz2
iω0r2
sin(ikz2z) +B2
ikz2
iω0r2
cos(ikz2z) (A.3a)
Ez = A2
β
ω0ri
cos(ikziz) +B2
β
ω0ri
sin(ikziz (A.3b)
Hy = A2cos(ikz2z) +B2sin(ikz2z) (A.3c)
In region 2, and
Ex = A3
α3
iω0r3
eα3(z+t) (A.4a)
Ez = A3
β
ω0r3
eα3(z+t) (A.4b)
Hy = A3e
α3(z+t) (A.4c)
Ex = A1
−α1
iω0r1
e−α1(z) (A.5a)
Ez = A1
β
ω0r1
e−α1(z) (A.5b)
Hy = A1e
−α1(z) (A.5c)
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In regions 1 and 3. Here the relationship Aeiz + Be−iz = (A + B)cos(z) + (A− B)sin(z), has
been used to produce Eqs. (A.3a-A.3c). In region 1, given the arbitrary nature of the constant
in front of the exponential, the exponent has been augmented by α1t in order to simplify the
process of matching the fields accross the boundaries. Defining Hy as
Hy =

− 1kz2
2α1
e−α1z x > 0
− 1kz2
2α1
cos(kz2z) + sin(kz2z) 0 ≥ x ≥ −t
(− 1kz2
2α1
cos(kz2t)− sin(kz2t))e−α1(z) x > −t
(A.6)
The continuity of Ex across the boundary at z = 0 is already ensured however continuity at
z = t requires fulfillment of the condition
tan(kz2t) =
kz2(α
′
1 + α
′
3)
k2z2 − α′1α′3
(A.7)
Appendix B
Poynting’s theorem in lossy dispersive
media
This appendix derives the form of Poynting’s theorem in a lossy dispersive medium. Combining
Eq. (2.5a) and Eq. (2.5b), integrating over a chosen volume and utilising the divergence
theorem produces
∮
(E×H) · ds =
∫ (
E · ∂D
∂t
+ µ0H · ∂H
∂t
)
dV (B.1)
Where s is the unit normal to the volume over which the integration takes place, note that
free charges and currents have been neglected for the same reasons as earlier. Intuitively this
expression relates the power flow out of the volume (given by the term on the left) to the change
of total energy in the volume (the terms on the right). Substitution of the constitutive relation
between D and E leads to the revised expression
∮
(E×H) · ds =
∫ (
0E · ∂E
∂t
+ µ0H · ∂H
∂t
)
dV +
∫
E
∂p
∂t
dV (B.2)
Now the first term on the right represents the electromagnetic energy in vacuum and the second
term corrects for the effects of dispersion on the energy density of the electric field [79] and
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accounts for losses due to the response of the medium. The polarisation is related to the
electric field by P(r, ω) = 0χ(r, ω)E(r, ω), the response of the medium at a given frequency
is well defined however the state of a system at a particular time due to a temporally varying
incident field is not so straightforward. There is a relative phase between the polarisation and
the incident field, the response of the system is not instantaneous meaning polarisation is the
convolution of the time dependent susceptibility and electric field
P(r, t) = 0
∫
(χ(r, t− τ)E(r, t)dτ (B.3)
The fields being considered vary on two very different time scales, a slow varition of the overall
envelope of the field and a rapid variation at the frequency of the electromagnetic wave. With
this in mind the electric field is written as E = E˜(r, t)eiωt. Where E˜ represents the slowly
varying envelope function [48], the variation of this term will be expected to occur at a frequency
α. The time dependent polarisation is then determined by taking the Fourier transform of the
frequency dependent electric field and susceptibility
P(r, t) = 0
∫
χ(r, ω + α)E˜ (r, α)ei(ω+α)tdα (B.4)
Given that it is ∂P
∂t
that is of interest, Eq. (B.4) is differentiated giving
∂P(t)
∂t
= 0
∫
i(ω + α)χ(ω + α)E˜(α)ei(ω+α)tdα (B.5)
Where the spatial dependence is now implicit for brevity. Assuming that α << ω permits a
Taylor expansion to the first order of the expression (ω+α)χ(ω+α) about ω, this (along with
recognising the terms that correspond to the Fourier transform of the electric field) means that
Eq. (B.5) becomes
∂P
∂t
= 0iωχ(ω)E(t) + 0
d(ωχ(ω))
dω
∂E˜(t)
∂t
eiωt (B.6)
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Given that there is little to be learnt form the response of the material to the rapidly varying
component of the electric field, it is useful to time average it out. Remembering that only the
real part of the complex values for field components corresponds to physical quantities, the
time averaged values that are of interest are of the form 1
T
∫ T
0
Re(A(t) ·B(t))dt = 1
2
A(t) ·B∗.
This along with the standard form of the time-averaged Poynting vector gives
−
∮
Re[E˜(t)× H˜(t)∗] · ds = 1
2
∂
∂t
∫ (
0
(
1 +
dωRe(χ(ω))
dω
)
|E˜(t)|2 + µ0|H˜(t)|2
)
dV
+0ω
∫
Im(χ(ω))|E˜|2dV
(B.7)
The second term is recognised as the electromagnetic energy density U , corrected to include
the effects of material dispersion
U =
1
2
(
0
dωRe(χ(r))
dω
|E˜(t)|2 + µ0|H˜(t)|2
)
(B.8)
Where the relationship r = χ− 1 has been used. Finally, this gives the desired expression for
Poynting’s theorem in a lossy dispersive medium
−
∮
Re[E˜(t)× H˜(t)∗] · ds =
∫
∂U
∂t
dV + 0ω
∫
Im[χ(ω)]|E˜(t)|2dV (B.9)
Here the term on the left indicates the power flow out of the volume considered, the first term
on the right is the change in electromagnetic energy within this volume and the second term
on the right signifies the losses.
Appendix C
Nanofocusing
The derivation of the electric field amplitude along a tapered waveguide begins with the form
of the electric field
E(r, θ, z) = a(z)e(r, θ; z)e−iωt (C.1)
Substitution into the Helmholtz equation yields
a(z)∇2Te(r, θ; z) + e(r, θ; z)
d2a(z)
dz2
+ k20(r)e(r, θ; z)a(z) = 0 (C.2)
Where∇T represents transverse variables only. Separating each side into independent variables,
both equal to some constant C
∇2Te(r, θ; z)
e(r, θ; z)
+ k20(r) = −
1
a(z)
d2a(z)
dz2
= C (C.3)
The right hand side can then be rearranged to
∇2Te(r, θ; z) + (k20α − C)e(r, θ; z) = 0 (C.4)
where α is either that of the metal or dielectric depending on the value of r. This equation
151
152 Appendix C. Nanofocusing
is very similar to Eq.(2.23) suggesting this to be the condition for determining the nanowire
modes meaning that C = β. This means the right hand side of Eq.(C.3) becomes
d2a(z)
dz2
+ β(z)2a(z) = 0 (C.5)
This equation can be solved using the Wentzel-Kramers-Brillouin (WKB) approximation and
working under the assumption that the mode changes slow enough with z to allow a leading
order approximation, more of this later, for now a trial solution is proposed of the form
a(z) = exp(
1
δ
inf∑
n=0
ψn(z)δ
n) (C.6)
Substituting this into the equation using only terms up to n=1 and collecting like terms into
two equations dependent on either δ−2 or δ−1 gives
δ−2ψ′0ψ
′
0 + k
2
0β(z)
2 = 0 (C.7)
δ−1ψ′′0 + 2ψ
′
0ψ
′
1 = 0 (C.8)
Solving the first equation provides an approximation for a(z) as
a(z) ≈ a0exp(i
∫ z
z0
β(s)ds) (C.9)
Where the integration has been performed between the start of the taper (z0) and some arbitrary
position along the it (z). Substituting this solution in to the second equation and solving
provides the first order correction to this approximation
a(z) = a0
exp(i
∫ z
z0
β(s)ds)√
(β(z))
(C.10)
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Which can alternatively be written as
a(z) = a0exp(i
∫ z
z0
β(s)
dβ(s)
ds
1
2ik0β(s)
ds) (C.11)
To justify the leading order approximation the first term in the integral must be significantly
larger than the second, through some rearranging this can rephrased as
1
k0
∣∣∣∣d(β(z)−1)dz
∣∣∣∣ = ∆ (C.12)
Where ∆ is the eikonal parameter which in theory must be maintained << 1 to ensure the
validity of Eq.(C.9). The eikonal parameter increases if β starts to change to quickly with z, in
the case of a metallic taper β would be expected to grow and from Eq.(C.10) this should lead
to a reduction in amplitude caused by reflections. Ensuring the propagation constant of the
mode does not change quickly avoids these reflections and allows an adiabatic focusing process.
This suggests that the intensity of the field changes only due to decay caused by the imaginary
part of the propagation constant
|a(z)|2 = exp(
∫ z
z0
Im(β(s)ds)) (C.13)
Where for simplicity it has been assumed that a(z0) = 1. All that is left now is to determine
how the intensity of the electric field changes due to the shrinking mode size, given an adiabatic
process the power in the mode is not expected to change, therefore
P (z) = P (z0)|a(z)|2 (C.14)
Given this definition of amplitude the power in the waveguide mode then varies as
P = vE
∫
UdA (C.15)
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Where vE is the energy velocity and as usual U is the energy density, through the definition of
mode area Am1 power can be rewritten as
P (z) =
1
2
0dvE(z)Am1(z)max(|E|2) (C.16)
It is the relative increase in the maximum intensity of the electric field that is the most pertinent
parameter in efforts to nanofocus light with this kind of taper and this can now be written as
f(z) =
vE(z0)Am1(z0)
vE(z)Am1(z)
|a(z)|2 (C.17)
This condition allows a leading order approximation where the amplitude of the mode varies
as
a(z) ≈ a0eik0
∫ z
z0
β(s)ds
(C.18)
Appendix D
Fermi’s Golden Rule
Fermi’s golden rule can be derived as follows: beginning with a Hamiltonian for which the
Schrodinger equation can be solved H0
i~
∂ψ0
∂t
= H0ψ0 (D.1)
Where ψ is a wave-function which is a combination of orthonormal basis states, that have
probabilities of occupation given by |an0|2
ψ =
∑
n
anune
−iEnt/~ (D.2)
here un are an orthogonal set of eigenvectors and the prefactors an are all time independent
An additional time dependent potential is then switched on perturbing the original Hamiltonian
so that
H = H0 +H
′ (D.3)
This leads to a time dependence of the probability of occupation of the various states and thus
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the prefactors an(t), the system is now described by
i~
∂ψ
∂t
= (H0 +H
′)ψ (D.4)
where
ψ =
∑
n
an(t)une
−iEn/~ (D.5)
Substituting this into the Schrodinger equation Eq. (D.4), multiplying through by u∗se
iEst/~and
exploiting the orthogonality of the eigenvectors leads to
das
dt
= − i
~
∑
n
an(t)H
′
sne
i(Es−En)t/~ (D.6)
Here
H ′sn =
∫
usH
′undr (D.7)
Integrated over all space.
It is assumed that at t = 0 the system is in a particular state um i.e.
an(0) =

1, if n = m
0, otherwise
(D.8)
The aim is therefore to determine the probability that a transition occurs from a particular
occupied state to another unoccupied state within time t, and this is given by
as(t) = − i~
t∫
0
am(t)H
′
sm(t
′)eiωsmt
′
dt′ (D.9)
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Here ωsm = (Es − Em)/~. Given that it is light matter interactions that are the focus here,
the perturbing potential takes the form of an optical wave, and the perturbation is the dipole
interaction between the electric field and the polarisation of the atom this means
H ′sm(t) =
1
2
edˆ · E0(eiωt + e−iωt) (D.10)
Where dˆ is the dipole orientation of the atom and E0 is the electric field. The classical and
quantum descriptions are linked via the dipole moment operator, here the dipole moment of
the transition denoted dsm with the magnitude of the electric field in the orientation of the
dipole written as Ed0. In order to perform the integral a further approximation must be made,
here the occupation probability is taylor expanded about t = 0 and only the first order term is
kept i.e. am(t) = 1, this leaves
as(t) = − i
2~
edsmEd0
t∫
0
(
ei(ωsm−ω)t
′
+ ei(ωsm+ω)t
′
)
dt′ (D.11)
meaning the coefficients as(t) are given by
as(t) = − i
2~
edsmEd0
(
ei(ωsm−ω)t − 1
i(ωsm − ω) +
ei(ωsm+ω)t − 1
i(ωsm + ω)
)
(D.12)
Using the relation e
iωt−1
ω
= it sinc(ωt/2)eiωt/2, gives
as(t) = − it
2~
edsmEd0(sinc((ωsm − ω)t/2)e−iωt/2 + sinc((ωsm + ω)t/2)eiωt/2)eωsm/2 (D.13)
The occupation probabilities are therefore
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|as(t)|2 = t
2e2d2smE
2
d0
4~2
(sinc((ωsm − ω)t/2) + sinc((ωsm + ω)t/2))2
Here it is necessary to invoke the rotating wave approximation, which assumes terms that
depend on (ωsm + ω) can be neglected. This is valid given large t, where the sinc functions are
narrow and so barely overlap. This leaves
|as(t)|2 = t
2e2d2smE
2
d0
4~2
(sinc2((ωsm − ω)t/2)) (D.14)
Fermi’s golden rule is generally used to calculate the transition between an initial state and
a continuum of final states, the probability of the decay into one of these final states is then
given by
∑
s
|as|2 = 1− |am|2 (D.15)
Here this continuum represents all the possible states the photon could be emitted into, in-
cluding all possible directions and polarisations. In order to account for this it is useful to
introduce a quantity that represents the number of states that exist per unit frequency ρ(ω).
The likelihood of emission into one of these states is then given by the integral
Pe(t) =
∫ ∞
0
dω|as(t)|2ρ(ω) (D.16)
Where to preserve meaningful probabilities
∫∞
0
dωρ(ω) = 1. The transitions here are assumed
to be slow meaning that t is large and limt→∞ | sinc((ωsm − ω)t/2)|2 = 2pit δ(ωsm − ω), where δ
is the Dirac delta function. This means the probability can be written as
Pe(t) =
pit
2~2
e2d2smE
2
d0
∫ ∞
0
dωδ(ωsm − ω)ρ(ω) ≈ pi
2~2
H ′smρ(ωsm)t (D.17)
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This gives the rate of transitions from an excited state to a continuum and what is generally
quoted as Fermi’s golden rule
R =
pi
2~2
e2|dsm|2|Ed0|2ρ(ωsm) (D.18)
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