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The geometry of two-dimensional crystalline membranes dictates their mechanical, electronic and
chemical properties. The local geometry of a surface is determined from the two invariants of the
metric and the curvature tensors. Here we discuss those invariants directly from atomic positions
in terms of angles, areas, vertex and normal vectors from carbon atoms on the graphene lattice, for
arbitrary elastic regimes and atomic conformations, and without recourse to an effective continuum
model. The geometrical analysis of graphene membranes under mechanical load is complemented
with a study of the local density of states (LDOS), discrete induced gauge potentials, velocity
renormalization, and non-trivial electronic effects originating from the scalar deformation potential.
The asymmetric LDOS is related to sublattice-specific deformation potential differences, giving rise
to the pseudomagnetic field. The results here enable the study of geometrical, mechanical and
electronic properties for arbitrarily-shaped graphene membranes in experimentally-relevant regimes
without recourse to differential geometry and continuum elasticity.
PACS numbers: 73.22.Pr, 71.70.Di, 81.05.ue
Introduction.- Graphene [1, 2] belongs to a family of
atom-thin elastic membranes [3] that conform to harder
surfaces (e.g., [4]), develop ripples when freestanding [5–
17], and can be deformed into arbitrary elastic regimes
[18], leading to a remarkable electronic response [18–33].
In general, the local geometry of a two-dimensional (2D)
surface is determined by four invariants of its metric (g)
and curvature (k), that indicate how much it stretches
and curves with respect to a reference non-deformed
shape. Suitable choices are the determinant and the trace
of g, the Gauss curvature K ≡ det(k)/ det(g), and the
mean curvature H ≡ Tr(k)/2Tr(g) [34–36].
In the existing literature, graphene’s geometry is com-
monly studied in terms of a continuous displacement field
uα(ξ
1, ξ2). Specifically, on thin-plate continuum elastic-
ity the strain tensor is uαβ = (∂αuβ+∂βuα+∂αuβ∂βuα+
∂αz∂βz)/2, with z an out-of-plane elongation [19–29, 33].
There, differential geometry and mechanics couple as:
gαβ = δαβ + 2uαβ , kαβ = nˆ · ∂gα
∂ξβ
, (1)
where gα(ξ
1, ξ2) is a tangent vector field, δαβ is the ref-
erence (flat) metric and nˆ =
gξ1×gξ2
|gξ1×gξ2 | is the local nor-
mal. Strain engineering clearly is a geometrical theory,
and differential geometry is the basis of this formalism
as we know it [20–29, 33]. However, the geometrical de-
scription given by Eq. (1) has limitations. Continuum
theory usually requires slow-varying, harmonic deforma-
tions, conditions that are violated in realistic situations
[6, 39]. Peculiarities of how graphene ripples [6, 36–39],
slides and adheres [6, 40] may be beyond first-order con-
tinuum elasticity.
This calls for a fundamental study of the geometry
of atomistic membranes and their subsequent coupling
to electronic degrees of freedom, down to unavoidable
atomic-scale fluctuations [13, 15]. Geometry is relevant
in addressing spin diffusion in rippled graphene [41, 50],
in understanding the chemical properties of conformal
(non-planar) 2D crystals [42], and may even herald the
strain engineering of 2D crystals with atomistic defects,
an area completely unexplored so far.
In this Letter we develop a theoretical framework for
strain engineering [10, 11, 43] based on discrete geome-
try, that applies to arbitrarily-shaped graphene without
topological defects. Here, Wigner-Seitz unit cells are the
underlying discrete geometrical objects and atomistic in-
formation is always preserved. The discrete formalism for
geometry and the electronic response of Dirac fermions
rests on interatomic distances without a mediating con-
tinuum. The framework here realized is non-perturbative
on the geometry, and it can be used to indicate if the
sublattice symmetry is preserved in the system at hand
(this is assumed in the continuum theory [21]) and to
show how the reciprocal space is renormalized by strain
[33]. In what follows, we present the tools for geometri-
cal analysis, study the local geometry of rippled graphene
[13], and discuss the discrete geometry and the electronic
properties of graphene under central load.
The discrete geometry.- The discrete metric is defined
from the local lattice vectors aα [10, 11, 47] gαβ = aα ·
aβ [Fig. 1(a-b)], and the discrete Gauss curvature (KD)
originates from the angle defect
∑6
i=1 θi [44–46]:
KD = (2pi −
6∑
i=1
θi)/Ap. (2)
Here θi (i = 1, ..., 6) are angles between vertices shown in
Fig. 1(a). The Voronoi tessellation [dark blue in Fig. 1(a)
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2with an area Ap] generalizes the Wigner-Seitz unit cell on
conformal 2D geometries. (The angle defect adds up to
2pi on a flat surface, making KD = 0, as expected.)
The discrete mean curvature HD measures relative ori-
entations of edges and normal vectors along a closed path:
HD =
6∑
i=1
ei × (νi,i+1 − νi−1,i) · nˆ/4Ap. (3)
Here, vi is the position of atom i on sublattice A, and
ei = vi−vp is the edge between points p and i (note that
a1(2) = e1(2)). νi,i+1 is the normal to edges ei and ei+1
(i is a cyclic index), and nˆ =
∑6
i=1 νi,i+1Ai∑6
i=1 Ai
is the area-
weighted normal with Ai = |ei × ei+1|/2 [44]. For the
purposes of discrete geometry, the metric and curvatures
are formally decoupled objects.
The discrete metric and curvatures furnish geometry
consistent with a crystalline structure, and lead to the
faithful characterization of graphene’s morphology be-
yond the effective-continuum paradigm, Eq. (1). This
is advantageous when the atomic conformation is known
from molecular dynamics (e.g, [13]) or experiment (e.g.,
[48]) because: (i) fitting of the atomic lattice to an
effective continuum is not needed any more, (ii) the
Chemistry of conformal graphene can be addressed from
the discrete geometry [42] and, since atoms are always
available, (iii) the discrete theory brings new insights
and understanding into the physical theory (e.g., non-
preservation of sublattice symmetry, the form of gauge
fields [10], the creation of mass from strain [11, 29]).
We emphasize that the discrete geometry is accurate re-
gardless of elastic regime, hence it can be used to verify
whether the conditions for continuum elasticity hold in
the problem at hand.
Continuum geometry for small deformations.- The new
framework does capture the known (continuum) geome-
try when the latter applies. This is illustrated in Fig. 1(c)
for a profile z(r) = A exp[−r2/σ2] with A=0.8 A˚ and
σ=50 A˚ [23]. The continuum geometrical invariants
are: det(g˜) = 1 + 4r2z2/σ4, Tr(g˜) = 2 + 4r2z2/σ4
(both are radial-symmetric), K˜ = z
′z′′
r(1+z′2)2 , and H˜ =
z′
2r
√
1+z′2
+ z
′′
2(1+z′2)3/2 . We next lay out a crystalline
graphene lattice with discrete coordinates (xi, yi, 0), and
assign zi ≡ z(ri) to each atom, with ri =
√
x2i + y
2
i .
For easy comparison with the continuum metric, we
renormalize g with respect to the flat discrete metric
(zi = 0) [det(g(0)) = 3a
4
0/4, and Tr(g(0))/2 = a
2
0], and
plot 1−√det g and 2−Tr(g) to emphasize deviations from
the reference metric. ∆
√
det(g) ≡ √det(g˜) −√det(g)
and ∆Tr(g) ≡ Tr(g˜) − Tr(g) in Fig. 1(c) point to small
discrepancies among the discrete (g) and continuum (g˜)
[34, 35] metrics, originating already because g˜ is built
from tangent vector fields g˜i as two points along a con-
tinuum geodesic collapse onto each other, and this lim-
iting process does not take place on the atomic lattice
[see Fig. 1(b)]. Those discrepancies aggravate under ex-
treme morphologies for which the discrete geometry lacks
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FIG. 1: (Color online) (a) Top view of polyhedra used to
determine the four geometrical invariants from the metric and
curvature. Circles represent atoms on the A-sublattice. Local
lattice vectors are a1 and a2; θi are internal angles to edges ei
and ei+1; and the central shaded hexagon is the Voronoi cell.
(b) Side view highlights the differences between continuum
and discrete vector fields. (c) i:
√
det(g), ii: Tr(g), iii: K
and iv: H for a smooth gaussian bump where discrete and
continuum results coincide. Percent differences
√
det(g˜) −√
det(g) and Tr(g˜)− Tr(g) are also shown.
smooth approximations in between atomic positions. On
the other hand, KD = K˜ and HD = H˜ [Fig. 1(c)], high-
lighting the meaning of curvature from atoms [Eqs. (2-3)].
To make the discrete (g) and continuum (g˜) metrics
correspond with one another, g˜ must be corrected at
atomic positions as follows: gαβ = b
i
αb
j
β g˜ij + b
3
αb
3
β , where
g˜3 = ˆ˜n = g˜1× g˜2/|g˜1× g˜2| and bkα = aα · g˜k (α, β = 1, 2,
and i, j, k = 1, 2, 3). The first term accounts for the
anisotropy of the honeycomb lattice, while the second
one is an exponential map that brings continuum tangent
fields g˜i back onto the atomistic surface [34, 36, 38].
Rippled graphene.- The importance of a sound geomet-
rical framework is motivated by rippled graphene. We
contrast ripples created by thermal fluctuations [13] with
those created at low temperature due to edges. These two
mechanisms lead to different types of geometries (hence
different magnitudes of strain-derived gauges). In a sys-
tem with periodic boundary conditions, thermal fluctua-
tions create significant changes in interatomic distances
(i.e., in the metric) [13] and –as the boundaries are fixed–
such increases on interatomic distances reflect on out-of-
plane deformations (i.e., rippling).
Now consider a square graphene sample with about
three million atoms, and relieve strain at the edges at
the low temperature of 1 Kelvin. The resulting mem-
brane is shown in Fig. 2(a), where colors indicate varying
heights across the sample [11]. Ripples in Ref. [13] origi-
nate from increases in the metric. On the other hand, the
white margin in between the “rippled” (curved) sample
and the (yellow) exterior frame highlights an apparent
contraction of our finite sample when seen from above.
The details of this geometry are shown in Fig. 2(b).
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FIG. 2: (Color online) (a) Creation of ripples by cutting a
square with side L = 0.27µm at 1 Kelvin: The membrane
trades a planar configuration for a rippled one. (b) Geomet-
rical invariants within the dashed square shown in (a).
We find that det(g) and Tr(g) are unity almost every-
where (yet there are significant random fluctuations driv-
ing the scales): The metric tells us that the membrane
does not contract and its area thus remains almost un-
changed. We show in Fig. 2(b) the discrete curvatures,
highlighting cusps by ovals, valleys by squares, and ridges
by triangles. Cusps and valleys have the largest Gauss
curvature KD (deep red), while ridges have the smallest
one (deep blue). As expected, the mean curvature HD
takes its largest (smallest) value at valleys (cusps) and
alternates sign around ridges. The curvature –without
metric increases– explains the white margins on Fig. 2(a).
The discrete geometry reflects the mechanism leading
to ripple formation: This highlights the virtues of a geom-
etry originating from atoms. In particular, an accurate
determination of HD is important since HD leads to spin
diffusion in rippled graphene [41, 50, 51]. Though much
has been said about ripples, no geometrical study with
the accuracy and insight provided here exists. The geo-
metrical invariants in Fig. 2(b) are larger in magnitude
than those in Fig. 1(c) –obtained by a smooth deforma-
tion from the reference (z = 0) initial configuration.
The starting point in the continuum theory is a flat
metric δαβ . There, a non-zero curvature directly leads to
increases in interatomic distances [Eq. (1)], and a non-
zero height is directly identified with a non-zero strain-
derived gauge. A question then arises whether the sam-
ple under study actually obeys Eq. (1). The situation
shown in Fig. 2 is a counterexample to the geometry in-
ferred from Eq. (1) because the metric is almost con-
stant even though the height profile z is clearly non-flat
(for a pseudo-length-preserving distortion). Gauge fields
for similar samples were reported in Ref. [11]. Rippled
graphene is an excellent example that shows how crucial
it is to know the exact geometry on a case-by-case basis,
and Fig. 2 represents the accurate geometrical character-
ization of rippled graphene down to the atomic level.
Graphene under load.- Next we analyze a circular
freestanding membrane [32] created by clamping the
graphene sample in Fig. 2(a) outside a radius R = 700
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FIG. 3: (Color online) (a) Graphene under load by a semi-
spherical tip of radius rt = 15 A˚. (b) Geometrical invariants
as the indentation proceeds. Under load, the metric increases
unbounded, yet curvatures can only saturate to Kt and Ht as
graphene conforms to the tip (see flat horizontal lines KD =
Kt and HD = Ht, for 0 ≤ r . rt at z0 = −100 and −215 A˚).
Compare the trends with those in Fig. 1(c).
A˚ from the geometrical center. We push the mem-
brane down to a depth z0 with a spherical tip of radius
rt = 15 A˚ [Fig. 3(a)]. The tip has constant curvatures
Kt ≡ 1/r2t = 4.4× 10−3 A˚−2 and Ht ≡ 1/rt = 0.07 A˚−1.
Figure 3(b) tells us quantitatively how graphene grad-
ually conforms to the tip pushing it down. g increases
without bound (four upper plots in Fig. 3(b)) until an
eventual mechanical breakdown [18]. (Tr(g)/2)1/2 [from
Fig. 3(b)] informs of large increases of interatomic dis-
tances, up to ∼ 26% for loads where z0 = −215 A˚
[10, 18], beyond the realm of first-order continuum elas-
ticity [Eq. (1)]. The discrete metric g also uncovers an
asymmetric elongation between armchair (vertical) and
zigzag (horizontal) directions which the continuum met-
ric g˜ does not capture unless corrected as indicated above.
On the other hand, graphene cannot acquire a curva-
ture higher than that of the tip, so KD and HD must be
bounded. This is precisely the content of the two lower
plots in Fig. 3(b): For small loads (z0 = −8 A˚; ellipses)
the curvatures are almost zero as expected. Curvatures
increase (star, rectangle and triangle) as the magnitude
of z0 increases (z0 = −50, −100, and −215 A˚, respec-
tively). The important observation is that curvatures sat-
urate (KD → Kt and HD → Ht) for distances r within
rt (shaded area), confirming the qualitative conformal
shape depicted on Fig. 3(a). KD and HD have analogous
trends in Figs. 1 and 3 [HD is a signed quantity, having
opposite signs for a bulge (Fig. 1) and a sag (Fig. 3)].
Yet, it remains a challenge to accurately describe the ge-
ometry shown in Fig. 3 within the continuum formalism
using Eq. (1). This is so, because for high load the metric
and curvature appear decoupled, while in the continuum
approach they are inexorably inter-related.
Microscopic mass term and gauge fields.- Next, we ana-
lyze electronic properties of graphene under load by the
tip. We first re-express the microscopic pseudo-magnetic
field from the curl of the (pseudomagnetic) vector poten-
tial. This is accomplished with a second-order difference
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FIG. 4: (Color online) (a) The finite-difference curl leading to
the pseudomagnetic field Bs [Eq. 4] is obtained from hoppings
among an atom on the A-sublattice, and three neighboring
atoms on B-sublattices. (b) Bs for z0 = −100 and −215
A˚ loads. (c) LDOS with screened values of the deformation
potential Es at r = 0, for z0 = −100 and −215 A˚.
relation among potential energies for an atom on the A-
sublattice at the K−point [Fig. 4(a)] [2, 29, 47, 51]:
− µBBs =
√
3~2
mea20t
((δt
(3)
3 − δt(3)1 )− (δt(2)3 − δt(2)1 ) (4)
+ (δt
(3)
3 − δt(3)2 )− (δt(1)3 − δt(1)2 )).
Here, µB is the Bohr magneton (' 5.8×10−5 eV/Tesla),
δt
(n)
j is the standard change in hopping upon strain at
unit cell n = 1, 2, 3 [10, 19, 21, 22], and
√
3~2
mea20t
' 2.5
[47]. The pseudomagnetic field Bs changes sign at the
B-sublattice and/or at the K ′ point [2, 51]. Es is the
average deformation potential at a given unit cell (see
Refs. [10] and [47]) arising from the rearrangement of the
electron cloud upon strain [19]. Bs is shown on Fig. 4(b)
for z0 = −100 and z0 = −215 A˚ within a 75 A˚ radius
from the tip.
Local density of states.- The shaded area plots on
Fig. 4(c) and Fig. 5(a-b) are reference LDOS obtained
from a flat configuration with no strain. The metric and
curvature in Fig. 3(b) take extreme values at r = 0, and
the LDOS in Fig. 4(c) increase in slope as the Fermi ve-
locity vF becomes more and more renormalized [23, 25] as
LDOS ∝ 1/v2F [2]. Remarkably, in the scenario given by
Fig. 3(b), the metric increase enhances the velocity renor-
malization while, at the same time, the curvature remains
the same. This is so because the observed Fermi velocity
renormalization is related to g: Indeed, it is caused by
changes in interatomic distances [19, 22].
When a screened Es is applied, vF renormalization be-
comes electron-hole asymmetric [2, 48], and a sequence of
equally-spaced peaks arise even without explicit inclusion
of spin (we do not have a quartet-splitting mechanism
[32]). Thus, our results suggest an alternative explana-
tion for the identically-spaced LDOS features observed
in a similar experimental setup [32] (in particular, refer
to Fig. 4(c) with z0 = −215 A˚, where Es is larger). We
emphasize that there is no central LDOS peak (‘zeroth
Landau level’) for circular membranes under load.
The dashed LDOS curves in Fig. 5 were plotted with
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FIG. 5: (Color online) A-sublattice LDOS along the (a) −30o
and (b) +30o axes (z0 = −100 A˚). Angular sweeps at r = 75
A˚ on the (c) A- and (d) B-sublattices (z0 = −100 A˚): Due
to time-reversal symmetry, a sign change in Bs in (b) has the
same effect as a sublattice exchange (c-d).
Es = 0, while the asymmetric LDOS profiles –displaying
equally-spaced peaks– were obtained with a (screened)
0.25Es deformation potential. On Figs. 5(a-b) we ex-
plore the LDOS in space and exclusively on the A-
sublattice, generated from a z0 = −100 A˚ load. Fig-
ure 5(a) shows the LDOS along the −30o (orange/light)
and +30o (brown/dark) radial axes on the polar grid
in display on Figs. 3(c) and 4(b). Due to threefold-
symmetry, the LDOS is identical upon 120o rotations.
Bs ∼ 0 in Fig. 5(a) as it alternates sign at those axes.
Hence, the only observable effect is a LDOS renormal-
ization due to the metric [23] (r = 20 A˚ plot). The
renormalization gradually decreases with increasing r un-
til the LDOS overlaps with the reference one (see r = 75
A˚ plot), consistent with a metric approaching the flat one
[Fig. 3(b)]. On the other hand, under a non-zero Bs the
LDOS on the A-sublattice either becomes enhanced (blue
curves; Bs < 0; 60
o axis) or suppressed (red; Bs > 0; 0
o
axis) with respect to the reference LDOS [Fig. 5(b)]. Fig-
ure 4(a) complements previous reports [54].
Due to time-reversal symmetry, the A- and B-
sublattices are subjected to Bs with opposite signs and
the behavior on Fig. 5(b) should be reproducible by ex-
ploring the LDOS under the same Bs, but now at the
B-sublattice (exchanging K to K ′ amounts to a sublat-
tice exchange [48]). This is verified on Fig. 5(c-d) by
the sublattice resolved angular sweep across a Bs > 0
feature. A sublattice asymmetric LDOS [Fig. 5(c-d)] is
consistent with a sublattice-dependent potential, Eq. 4,
[11, 29] through Coulomb’s law.
Conclusion.- We presented a discrete approach to study
graphene’s geometry and its electron properties without
relying on continuum approximations and beyond thin-
plate continuum mechanics. We used the method to
study the experimentally relevant situations of rippled
graphene and graphene under large mechanical load. Our
theory fully respects the discrete geometry of arbitrarily-
shaped graphene, thus opening a completely unexplored
and promising route for strain-engineering beyond the
restrictions of small and slowly-varying deformations in-
herent to continuum theories. We thank M.A.H. Voz-
5mediano, D. Kennefick, and M. Mehboudi. We carried
calculations at TACC (Stampede; TG-PHY090002) and
Arkansas. M. V. acknowledges the Serbian Ministry of
Science, Project 171027.
Supplementary Information:
Definition of metrics.- Given two in-plane vector
fields g1 and g2, metrics gαβ ≡ gα · gβ are symmetric
(gαβ = gβα) and positive-definite (gαα > 0) (α, β = 1, 2).
The continuum geometry.- Differential geometry and
first-order continuum mechanics couple as:
gαβ = δαβ + 2uαβ ; kαβ = nˆ · gα;β ≡ nˆ · ∂gα
∂ξβ
+ Γ3αβ . (5)
As it turns out, the connection Γ3αβ is identically zero,
leading to Equation 1 on the main manuscript.
The realm of discrete differential geometry.- The aims
and scope of discrete differential geometry (DDG) are
given here by adapting work of Bobenko and Suris [45]
to graphene’s context.
The goal of DDG is to develop mathematically sound
relations between differential and discrete geometry [44,
45]. Classical, Riemannian differential geometry studies
the properties of smooth, continuum objects, and discrete
geometry studies geometrical shapes made of polyhedra.
DDG, in turn, seeks for discrete equivalents of notions
and methods of continuous Riemannian geometry. Given
that graphene’s lattice is made of polyhedra, it represents
a physically-relevant system for DDG.
To realize theories consistent with DDG one first deter-
mines a proper discrete surface, and develops theory from
that discrete surface. In the absence of an actual atomic
lattice, one can suggest many different discretizations of
surfaces having the same continuum limit. For graphene,
on the other hand, the honeycomb lattice is the discrete
lattice, and no more fundamental choice exists without
involving approximations.
This represents a central difference between an
all-discrete theory and discrete approximations of con-
tinuum models. In the latter, discretization of surfaces
and differential equations is carried out on an arbitrary
mesh. In the context of strain engineering in graphene,
this process starts the moment the theory of an effective
continuum media [19, 21, 22] is mapped onto arbitrary
meshes for numerical analysis. In applying DDG to
graphene, on the other hand, the mesh is given by
the deformed honeycomb lattice, and we never take
the continuum limit of the pseudospin Hamiltonian
when considering the electronic behavior either [10, 11].
The results of DDG are therefore non-perturbative on
graphene’s atomistic morphology.
Discrete geometry for substantial distortions.- On page 2
of the main manuscript we demonstrate that the discrete
and continuum geometries agree in the limit of small de-
formations; this is, when the distortion is small when
compared to interatomic distances. For large deforma-
tions, the continuum hypothesis breaks down as contin-
uum tangent fields cannot be generated to arbitrary pre-
cision from atomic locations.
To show the breakdown of the continuum geomet-
rical description, we display in Fig. 1 the geometry
for the function z(xi, yi) = A(exp[− (xi−x0)
2+y2i
σ2 ] −
exp[− (xi+x0)2+y2iσ2 ]), with A = 25 A˚, σ = 30 A˚, and
x0 = 25 A˚. Here, the continuum geometrical invariants
display large discrepancies to the discrete geometry; this
is particularly the case for the trace of the metric.
As a consequence of such discrepancies, the continuum
idealization of the atomic membrane will have an inaccu-
rate distribution of in-plane local forces/stress, and will
be incompatible with the actual lattice structure. A sub-
tler deficiency, tangent vectors g˜i (i = 1, 2) may lie out-
side of the polygonal surface [Fig. 1(b) on the main text],
compromising mechanical equilibrium. An exponential
map bringing the continuum vector field g˜i back onto
the atomistic surface becomes necessary, and the contin-
uum metric g˜ must be corrected at atomic positions to
properly conform to g:
gαβ = b
i
αb
j
β g˜ij + b
3
αb
3
β , (6)
as indicated on Page 2 of the main manuscript. The
first term on Eq. (6) accounts for the anisotropy of the
atomic distortion and the second one is the exponential
map. In looking at Figure 1, it is important to note that
curvatures are much more better behaved in between de-
scriptions, highlighting once again the deep significance
of curvature from atoms, Eqns. 2 and 3 on the main text.
The mean deformation potential Es.- This empirical ex-
pression was introduced before (Eqn. (18) in Ref. [10]),
where we proposed it to be linearly proportional to
the average increases in bond lengths. Es is radially-
symmetric, and it has the radial shape illustrated in
Fig. 7 for loads z0 = −100 A˚, and z0 = −215 A˚.
Derivation of the pseudo-magnetic field.- Changes in dis-
tances between atoms upon strain modify the local elec-
trostatic potential [11]. Proper consideration of those
changes on the local potential cannot be given by consid-
eration of nearest neighbors alone, and a second-order
difference equation is needed. Here we derive micro-
scopic expressions for the pseudo-magnetic field, when
the zigzag direction is parallel to the y-axis [10]. Re-
sults for the other common choice (i.e., zigzag direction
parallel to x-axis [21, 22]) can be obtained along similar
lines.
The program of action is as follows: We wish to express
the magnitude of the finite-difference pseudo-magnetic
field Bs as a function of local changes on δt in between
sublattices from terms leading to the vector potential.
Bs will display a straightforward and physically intuitive
form in terms of energy variations δt among neighboring
atoms belonging to complementary sublattices. These
variations are similar in origin to the ones we reported
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FIG. 8: (Color online) Schematics of local deformations re-
quired in determining the magnitude of the pseudo-magnetic
field by finite differences.
before [11], but with the symmetry of a Zeeman term [29]
built in.
We set the zigzag direction to be parallel to the y-axis,
and start with the standard expression leading to the
vector potential:
3∑
j=1
δtje
iK·τ j , (7)
where τ 1 = (1/2,
√
3/2)a0/
√
3, τ 2 =
(1/2,−√3/2)a0/
√
3, and τ 3 = (−1, 0)a0/
√
3.
δtj = −|β|tτ j · ∆τ j/a20, see [10, 22] for details.
We choose K = (0, 1) 4pi3a0 as well. Then:
3∑
j=1
δt
(n)
j e
iK·τ j = (8)
−
√
3
2
[
2δt
(n)
3 − δt(n)1 − δt(n)2√
3
+ i(δt
(n)
1 − δt(n)2 )
]
.
The upper index (n) enters in Eq. (8) because the
discrete curl (a term arising from differences of δt in
between sublattices) requires obtaining differences of∑3
j=1 δt
(n)
j e
iK·τ j on three adjacent unit cells Fig. 8;
n = 1, 2, 3. Consistent with the choice of zigzag direction,
the x and y components of the vector potential dictate
the choice of components in Eq. (8) [10]. To simplify the
algebra, we introduce:
fx(A) ≡ δt(2)2 − δt(1)1 , fy(A) ≡ 2δt
(3)
3 −δt(1)1 −δt(2)2√
3
,
fx(B1) ≡ δt(1)2 − δt(1)1 , fy(B1) ≡ 2δt
(1)
3 −δt(1)1 −δt(1)2√
3
,
fx(B2) ≡ δt(2)2 − δt(2)1 , fy(B2) ≡ 2δt
(2)
3 −δt(2)1 −δt(2)2√
3
,
fx(B3) ≡ δt(3)2 − δt(3)1 , fy(B3) ≡ 2δt
(3)
3 −δt(3)1 −δt(3)2√
3
. (9)
We use Eq. (9) to establish the discrete local curl in terms
of differences of function f = (fx, fy) at neighboring po-
sitions corresponding to complementary sublattices:
∆× f ≡ (∆xfy −∆yfx)nˆ. (10)
Then, finite-differences become:
∆xfy =
fy(A)−fy(B3)
(τ3+∆τ
(3)
3 )·ˆi
+
fy(A)−fy(B2)
(τ2+∆τ
(2)
2 )·ˆi
+
fy(A)−fy(B1)
(τ1+∆τ
(1)
1 )·ˆi
,(11)
and:
∆yfx =
fx(A)−fx(B2)
(τ2+∆τ
(2)
2 )·ˆj
+ fx(A)−fx(B1)
(τ1+∆τ
(1)
1 )·ˆj
. (12)
7iˆ and jˆ represent local in-plane vector fields:
iˆ ≡ a1 + a2|a1 + a2| ; jˆ ≡
a1 − a2
|a1 − a2| , (13)
with a1 = τ 1 + ∆τ
(3)
1 − (τ 3 + ∆τ (3)3 ) and a2 = τ 2 +
∆τ
(3)
2 − (τ 3 +∆τ (3)3 ) the local lattice displacements for a
central atom on the A−sublattice, and nˆ was defined in
Eq. 2 in the main text. Using Eq. (9), we get for Eqs. (11)
and (12):
∆xfy =
(δt
(3)
1 + δt
(3)
2 )− (δt(1)1 + δt(2)2 )
(τ 3 + ∆τ
(3)
3 ) · iˆ
+
2δt
(3)
3 − δt(1)1 − (2δt(2)3 − δ(2)1 )
(τ 2 + ∆τ
(2)
2 ) · iˆ
+
2δt
(3)
3 − δt(2)2 − (2δt(1)3 − δ(1)2 )
(τ 1 + ∆τ
(1)
1 ) · iˆ
, (14)
and:
∆yfx =
δt
(2)
1 − δt(1)1
(τ 2 + ∆τ
(2)
2 ) · jˆ
+
δt
(2)
2 − δt(1)2
(τ 1 + ∆τ
(1)
1 ) · jˆ
. (15)
Next, we require hermiticity of a vector potential
(these conditions are not needed for a scalar potential
term, which is Hermitian by construction). The condi-
tions are (see [21] and [10, 11] for extended discussion):
τ 1 +∆τ
(1)
1 → τ 1 +∆τ (3)1 , and τ 2 +∆τ (2)2 → τ 2 +∆τ (3)2 .
(16)
An immediate consequence from Eq. (16) is that δt
(1)
1 →
δt
(3)
1 and δt
(2)
2 → δt(3)2 as well. Therefore, Eqs. (11) and
(12) take the final form:
∆xfy =
2δt
(3)
3 − δt(4)1 − (2δt(2)3 − δ(2)1 )
(τ 2 + ∆τ
(3)
2 ) · iˆ
+
2δt
(3)
3 − δt(3)2 − (2δt(1)3 − δ(1)2 )
(τ 1 + ∆τ
(3)
1 ) · iˆ
, (17)
and
∆yfx =
δt
(2)
1 − δt(3)1
(τ 2 + ∆τ
(3)
2 ) · jˆ
+
δt
(3)
2 − δt(1)2
(τ 1 + ∆τ
(3)
1 ) · jˆ
. (18)
Equation (10) as derived here supersedes our previous
expression for the curl leading to the pseudo-magnetic
field [10]. Equation (10) together with Eqs. (17) and (18)
were employed in plotting Fig. 4(b) in the main text.
The following approximation helps the reader in better
grasping the origin of the curl from differences of changes
of on-site potentials upon strain (i.e., a ‘second-order’
differences equation). If we set 1
(τ j+∆τ
(n)
j )·ˆi
' 1
τ j ·ˆi (and
a similar approximation for the term involving projection
onto jˆ), then the vector projections on the denominator
can be carried out easily, and the finite-differences curl
takes the following rather intuitive form:
|∆× f | = ∆xfy −∆yfx = 4
a0
[(δt
(3)
3 − δt(3)1 ) (19)
+(δt
(3)
3 − δt(3)2 ) + (δt(2)1 − δt(2)3 ) + (δt(1)2 − δt(1)3 )].
This way:
Bs = −2
√
3
φ0
pia20t
×
((δt
(3)
3 − δt(3)1 ) + (δt(3)3 − δt(3)2 ) +
(δt
(2)
1 − δt(2)3 ) + (δt(1)2 − δt(1)3 ))nˆ, (20)
(nˆ = zˆ is the local normal; all constants were defined
before [10]; a0 = 1.391 at 1 Kelvin), and the curl finally
becomes Eq. 4 in the main text:
− µBBs = 2
√
3g
e~
4me
φ0
pia20t
× ((δt(3)3 − δt(3)1 ) +
(δt
(3)
3 − δt(3)2 ) + (δt(2)1 − δt(2)3 ) + (δt(1)2 − δt(1)3 )). (21)
g is the Lande´ factor, which we set equal to 2. The Lande´
factor g, along with me –the electron mass– are external
parameters of the theory. The prefactor is dimensionless:
2
√
3g
e~
4me
φ0
pia20t
= 2
√
3
g~2
4mea20t
' 2.5. (22)
Bs changes sign upon sublattice exchange or K−point
exchange. Eq. (15) is related to the staggered DOS
observed experimentally, giving additional insight as to
how the discrete geometry of graphene couples to its
electronic properties.
Consequences for spin-orbit coupling estimates.- The
concepts presented in the main text can be used for an
accurate determination of the spin-orbit coupling ∆(ri)
induced by curvature. In the absence of strain ∆(ri) ∝
HD(ri) [41, 50]. An estimate from HD in Fig. 2(c) in
the main text yields −0.2 meV. ∆ . 0.2 meV [41]. We
note that ∆(ri) changes sign with HD. The proportion-
ality between HD and ∆ depends on hopping invariants
that decay exponentially with distance: A more general
expression for ∆(ri) must depend on the metric g as well.
HD increases by an order of magnitude and changes
sign in between Figs. 2(c) and 3(c) in the main text, mak-
ing |∆| . 2 meV under central load –even when ignoring
effects due to g. As we employed a smearing parameter
σ = 5 meV in plotting LDOS curves, we were unable to
resolve spin-obit coupling, which was hence ignored in
the main text.
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