containing two types of elements (e.g., RC or RL) has been established in [1] via utilization of recently developed tools of matrix continued 1 The formal degree of a polynomial matrix is defined as the largest degree of its polynomial entries.
fraction expansion and the Cauchy index of a rational matrix. Also, the Pade' approximation problem can be cast in terms of the partial realization problem as occurring in linear system theory [13] , [19] . The positive definiteness of the block Hankel matrices Hn(T) for all n then imply, in particular, that every point in the partial realization data is a 'jump point' with jump size equal to 1 [13] . Thus, as has been shown via the tools of matrix continued fraction expansion [1] , [15] as well as the Cauchy index of a rational matrix [1] , that the positive definiteness of Hn(T) and H'(T) can be viewed as the conditions which the partial realization data needs to satisfy so that the realized transfer function matrix is an impedance or admittance of an RC multiport (similar formulations for RL or LC impedances or admittances are also possible). matrix Stieltjes series, however, has not been addressed in the li erature. Although a discussion of this issue in the scalar (i.e., p= ) case is available in [3] , system theoretic interpretation of the restlts are not readily available. In the present paper it is shown ly exploiting the network theoretic interpretations developed in [1] that [1] , the convergence of the paradiagonal sequences of MPA's can also be interpreted as the convergence property of the related matrix continued fraction expansions.
Since the continued fraction expansion just mentioned is, in fact, associated with a ladder realizable RC multiport (cf. fig. L for p=l),we essentially have the result that the sequence of RC nultiport ladder impedances (or admittances) so derived from a m trix Stieltjes series is always convergent (even if the formal p wer series T(s) in (1.1) is not). Thus, this latter result can be int rpreted in terms of the important fact that the matrix Stieltjes s ries in (1.1), which may not necessarily converge (cf. [3] for examples in p=1 case), can be meaningfully used to represent a nonrational impedance or admittance matrix associated with a multiport RC distributed transmission line [17] .
It is next shown that, as in the scalar case the positive definiteness of Hn(T) in (1.2a) for all n guarantees the existence of a bounded non-decreasing real symmetric matrix valued measure a(x), --< x < a, such that each of the Tk's in (1.2) can be viewed as the k-th order moment associated with a(x). This result provides a direct matricial generalization of the classical Hamburger moment problem [6] , [10] . If, in addition to (1.2a), the negative definiteness of H n (T) in (1.2b) is also imposed then the support of a(x) is shown to be restricted to the semi-infinite interval 0 < x < a, thus providing a solution to the matrix version of classical Stieltjes moment problem (6] , [10] . to the 'numerator' sequences of MPA's are thus also found to provide matricial generalization of the orthogonal polynomials of the second kind discussed in the classical literature [6] , [9] .
In the rest of this section related previous research on specific aspects of the problem considered in the present paper will be briefly reviewed and comparisions to our approach to the problem will be made. 
Furthermore, by considering (2.7) and (2.7') with k = 0 it immediately follows from (2.8) and (2.8') that for Res > 0, Ims = 0 and each m = 1,2,..., etc. (2.9) and (2.9') in the following hold: 
Only proofs for (2.10a) and (2.10b) will be given. Analogous proofs hold for (2.10'a) and (2.10'b). Consider the case i = j first.
Since the A are real symmetric non-negative definite matrices the diagonal elements A (i) are necessarily non-negative. Furthermore, considering the ii-th elements of the matrices in (2.7) with k = 0, and k = 1, one obtains respectively (2.11a) and (2.11b). r r r r
Next, when i # j, the (2x2) principal minor of A obtained by considering the i-th row and j-th column of A are also non-negative definite. Thus, it follows that JA 'j)k < /(A (ii)A (ij)). The last inequality, along with an application of the well known Cauchy-Schwartz inequality, yields (2.12a) and (2.12b): From (2.6) and (2.6') it respectively follows that: respectively are obtained via the use of triangle inequality.
It then follows from (2.14) and (2.14') via the use of (2.10a) and 
The theorem has been thus proved, in particular, for all s in {s; Res > 0, seD(A)}. respectively follow from (2.6) and (2.6') for each i,j = 1,2,...p. We first need the following definition.
Definition:
A real symmetric matrix valued function a(x) of a real variable x will be said to be non-decreasing (increasing) if the matrix
is non-negative (positive) definite, whenever x 1 > x 2 . 
Proof:
Let a(iJ)(x) denote the ij-th entry of the matrix a(x). Since M>a(x)>O it follows from Property 2.3 of spectral norm that J a(x)J < I IMI for all xe[a,b]p If e. denotes the j-th column of the (pxp) identity matrix then /( E Ja(ij)(x) 2 ))=I a(x)e. <
• Ia(x)II < JIMI. Furthermore, we also have: and consider the real symmetric non-negative definite matrix valued function a m(x) defined over -X < x < + -as in (3.5).
am(x) = 0 for x < y1 Thus, from (3.6) and triangle inequality for spectral norm [4] : It can also be shown in an analogous fashion that:
Thus, from (3.7) it is possible to assert that (3.10) in the following holds for a < -1, 1 < b , and mi > (k+1).
From Theorem A2 in the appendix it follows that the first terms in the right hand side of (3.10) goes to zero as mi 4
1
. Thus, for all k = 0,1,2,...etc.
II(-)kTkxkda(x)II < IIT 2 k+ 2 11(al -(k+2 + lb -(k+ 2 )) (3.11) a k k Furthermore, as a 4 -a and b 4 X (3.11) yields II(-l) Tk-f x da(x)l1=0, thus [4] proving that .13) is exactly equal to zero, which is a contradiction.
We next assume that the matrix Stieltjes series T(s) in (1.1), which was so far considered only as a formal power series, to have a radius of convergence R.
Then by using the representation (3.1) we can further prove the following. (ii) The following considerations hold for real valued s with Isl<R. n , Define *n(x)= E (-sx)k and *(x)=(1-1sxl) 1 . Clearly then for all x in k=O -1 -1 -1 -R < x < R we have jIn(x)l<*(x) and n(x) (.l+sx) as n 4 c.
Furthermore, since +(x) is continuous and a(x) is of bounded variation
(cf. proof of Theorem 3.1) in -R < x < R , it follows from [7] that the matricial Riemann-Stieltjes integral of. (x) with respect to da(x) over the interval -R 1 < x < R 1 exists. By applying the dominated convergence theorem of the theory of functions of a real variable to the sequences formed from the respective entries of matrices it then follows that:
Thus, the proof of (3.14) for real values of s follows from (1.1) and (3.15) in which use of (3.1) along with the fact that a(x)=constant for {xl>R 1 have been made.
The validity of (3.14) for complex values of s then follows from the principle of analytic continution by noting that both T(s) in (1.1) and the extreme right hand side of (3.14) are analytic in Isl<R. KkDk's are real symmetric matrices. 
Proof: Since implicit in the defintion of right MPA [1] is the fact that pm) = Pm(0) = I i.e., P (x) is monic for all m, it follows that P (s) can be written as: 1) ) via the relation:
The following properties of Qml (s) are then imminent. 
where the last equality follows via the use of equation (3.1).
Furthermore, we then also have: with Q 1(s)=O, QO(s)=T 0 , and Cm and X m as in the context of (4.13). The following result shows that the zeros of Qm 1 ( s) ' enjoy properties similar to those of the zeros of Pm(s) as discussed in [1] .
Proof

Proposition 4.6:
If H (T) > 0 for all n, then (i) all zeros of detQm_1(s) are real (ii) if aj is a zero of det Qm(s) of multiplicity n there exists a set of exactly n linearly independent sets of (1 x p) 1 2 n vectors {vj , vj ,...vjn} such that vj Qm(s) = 0, i = 1,2,...n.
(iii) any zero of det Qml(s) cannot be of multiplicity larger than p (iv) invariant factors in the Smith cannonical form for Qm l(s) cannot have zeros of multiple order.
Since the proof of the above proposition is essentially a consequence of the recurrence relation (4.13) and follows in exactly the same way as that of the corresponding properties of the sequence of matrix polynomials Pm(s), as elaborated in [1, Theorem 3.1, Corollaries 3.1, 3.2], it will be ommitted for the sake of brevity.
The three term recurrence relation (4.14) connecting successive members of the 'denominator' sequence of matrix polynomials, when coupled with the corresponding recurrence relation for the 'numerator' sequence (4.13) discussed in [1] provides a fast recursive algorithm for computing the paradiagonal sequence of MPA's to a matrix Stieltjes series.
We note that similar recursion for the problem of computing matrix Pade! approximants in general has been discussed in [14] . If, in addition to H (T)>O, we also have H'(T)<0O for all n i.e., T(s) is a matrix Stieltjes series then it follows from the impedance or admittance interpretation of [m-1/m](s) that zeros of detQmi (s) are also negative.
5.
Conclusion:
The present work can be viewed as a continuation of [1] . sequences i.e., the matrix polynomials of the first kind elaborated in [1] . Thus, the present discussions along with those in [1] is believed to provide a more complete theory of orthogonal polynomial matrices on the real line, analogous to the theory of orthogonal polynomial matrices on the unit circle discussed in [11] , [12] . Finally, the relevance of orthogonal polynomials of the former kind in the context of scattering theory is also noted in [18] .
It must be noted that under the present framework all results of Extension of the proof when a * --and b eis identical to the scalar case [9] and is not repeated for brevity. 
