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Abstract
It is shown that the 3G-inequality
G(x, z)G(z, y)
G(x, y)
C(|x − z|2−d + |z − y|2−d)
for domains D in Rd , d3, already fails to hold if D contains a spine which is deﬁned by a function
 satisfying lim inf t↓0 (t)/t = 0.
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Let D be a domain in Rd , d3, and let G denote the (classical) Green function for D. If
D is a bounded uniform domain, then there is a constantC > 0 such that, for all x, y, z ∈ D,
G(x, z)G(z, y)
G(x, y)
C
(
|x − z|2−d + |z − y|2−d
)
(1)
(see [1,6]; uniform domains are far more general than Lipschitz domains, they are even
more general than non-tangentially accessible domains introduced in [7]: in addition to a
Harnack chain property only an interior corkscrew property is needed). In fact, in this case,
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an even stronger inequality holds:
G(x, z)G(z, y)
G(x, y)
C |x − z|
2−d |z − y|2−d
|x − y|2−d .
In [3], it is shown that the 3G-inequality corresponding to (1) in the plane (with 1 +
log+(1/|x − z|) + log+(1/|z − y|) in place of |x − z|2−d + |z − y|2−d ) holds for every
bounded domain. In higher dimensions, the validity of (1) for arbitrary bounded domains
remained open. Recently, Aikawa and Lundh [1] constructed a bounded domain D in Rd ,
d3, such that (1) fails, but the Martin boundary is the topological boundary.
We intend to show that already very simple domains have this property. Let e1 denote the
unit vector (1, 0, . . . , 0) in Rd .
Theorem. Suppose that d3. Let  be a strictly positive Lipschitz function on [0, 1] with
Lipschitz constant L1 and limt→0 (t) = 0. For every 0<s1, deﬁne
Ds :=
{
x ∈ Rd : 0<x1 <s,
√
x22 + · · · + x2d <(x1)
}
and let D be any domain in Rd such that D1 ⊂ D and {x ∈ D1: x1 < 1} is contained in
the boundary of D (e.g., D = D1). Let 0< t < 12 , = 1/(2L), and
z = te1, y ∈ D(1−)t , x ∈ D\D(1+)t .
Then
c−1(t)2−dG(x, z)G(z, y)
G(x, y)
c(t)2−d ,
where c > 0 is a constant which depends only on the dimension d and the Lipschitz
constant L.
In particular, D does not satisfy the 3G-inequality (1) if lim inf t↓0 (t)/t = 0.
To prove the theorem let us start with a general approximation for the ratio on the left-hand
side (which ought to be known). Let D be an arbitrary non-empty domain in Rd , D = Rd .
For the moment, it sufﬁces to suppose that d2 provided that Dc is non-polar if d = 2. Let
 denote the distance to the boundary D of D and, given y ∈ Rd and > 0, let B(y, )
denote the open ball having center y and radius . Fix 0<  12 . For every y ∈ D, let U(y)
be any open subset of D such that
B(y, (y)) ⊂ U(y) ⊂ B(y, (1 − )(y))
and deﬁne
S(y) := U(y), m(y) := min
x∈S(y) G(x, y).
Denoting by c0 the Harnack constant for the compact subset B(0, (1 − ))\B(0, ) of the
punctured unit ball {0< |x|< 1}, we know that, for every y ∈ D,
m(y)G(·, y)c0m(y) on S(y). (2)
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It is easily veriﬁed that
m(y) ≈ (y)2−d if d3. (3)
Given a subset A of D and a measure  on D, let A denote the balayage of  on A with
respect to D. We recall that A = ∫ Ax (dx), where x denotes the Dirac measure at x. If 
does not charge the interior of A, then A is supported by D ∩ A. In probabilistic terms (if
A is Borel), the measure A is the distribution of the ﬁrst hitting of A for a Brownian motion
which starts with distribution  and is killed upon leaving D. For all y ∈ D, the function
hy : x → U(y)x (D)
is the equilibrium potential for U(y) with respect to D (probabilistically, hy(x) is the
probability Px[TU(y) < TDc ] that Brownian motion starting at x hits U(y) before leaving
D). If y ∈ D and x ∈ D\U(y), then G(x, y) = U(y)x (G(·, y)) and therefore
m(y)hy(x)G(x, y)c0m(y)hy(x) (y ∈ D, x ∈ D\U(y)).
Suppose now that x, y, z ∈ D such that the sets U(x), U(y), U(z) are pairwise disjoint.
Then, by the preceding estimate,
c−10
hz(x)hy(z)
hy(x)
· m(z)G(x, z)G(z, y)
G(x, y)
c20
hz(x)hy(z)
hy(x)
· m(z). (4)
Clearly, our Theorem is a consequence of the following more general result on short tubes
which connect two parts of D:
Proposition. Suppose that d3. Let L1, a > 0,  := a/(2L), and let  be a strictly
positive Lipschitz function on [−, ] with Lipschitz constant L such that (0) = a. Deﬁne
T :=
{
x ∈ Rd :−<x1 < ,
√
x22 + · · · x2d <(x1)
}
,
eT := T ∩ {−<x1 < }, T0 := T ∩ {x1 = 0}.
Let D be any domain in Rd such that T ⊂ D, eT ⊂ D, and D\T0 consists of two
connected components D′,D′′. Let x ∈ D′\T and y ∈ D′′\T . Then
G(x, 0)G(0, y)
G(x, y)
≈ a2−d ≈ (0)2−d ,
where the constant c of comparison depends only on the dimension d and the Lipschitz
constant L, and  denotes the distance to the boundary of D.
Proof. Let U(0) := B(0, /6), U(y˜) := B(y˜, (y˜)/(9L)) for every y˜ ∈ D\{0}, and deﬁne
corresponding S(y˜), hy˜ as before. Obviously,
 a
2
 3a
2
on [−, ].
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Using (3) we obtain that
m(0) ≈ (0)2−d ≈ a2−d . (5)
Moreover, it is easily veriﬁed that the sets U(x), U(y), U(0) are pairwise disjoint. We even
have
(U(x) ∪ U(y)) ∩
{
z˜ ∈ T :−2
3
< z˜1 <
2
3
}
= ∅ (6)
(if, for example, x= e1 then (x)()3a/2 and therefore (x)/(9L)a/(6L)= /3).
In view of (4) and (5), it remains to show that
h0(x)hy(0)
hy(x)
≈ 1. (7)
Let c˜0 denote the Harnack constant for the compact subset {x˜ ∈ Rd : |x˜| 13 } of the open
unit ball. Then
hy(0) c˜0hy on U(0) = B(0, /6),
since hy is harmonic on B(0, /2). This implies that
h0(x)hy(0) = hy(0)U(0)x (D) c˜0
∫
hy dU(0)x  c˜0hy(x) (8)
(up to a factor c˜0, the ratio h0(x)hy(0)/hy(x) is the conditional probability
Px[TU(0) + TU(y) ◦TU(0) < TDc ; TU(y) < TDc ]
for Brownianmotion on D, conditioned to start at x and to go toU(y), hittingU(y) (possibly
again) after having hit U(0)).
To prove a converse to estimate (8) let us note ﬁrst that, by (6) and the boundary Harnack
principle for Lipschitz domains (see e.g. [2,5,8]), there exists a constant c1 > 0 which
depends only on d and L such that,
hyc1hy(0) on
{
x˜ ∈ T :− 
2
 x˜1

2
}
. (9)
Furthermore, we deﬁne open sets (see Fig. 1)
U :=
{
x˜ ∈ T : 0< x˜1 < 23
}∖
U(0), V :=
{
x˜ ∈ U :
√
x˜22 + ... + x˜2n <
a
2
}
.
Of course, V ⊂ U . Let
S := {z˜ ∈ S(0): z˜1 > 0}, E := {z˜ ∈ U : z˜1 = 0}, F :=
{
z˜ ∈ U : z˜1 = 23
}
,
Q :=
{
z˜ ∈ U : z˜1 = 2
}
, xQ := 2 e1 ∈ Q,  := HV (xQ, S)> 0.
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Fig. 1.
Then U\D = S ∪ E ∪ F , and  depends only on d and L. Since V ⊂ U and S ⊂ V ,
we have
HU(xQ, S ∪ E ∪ F)1 = 1

HV (xQ, S)
1

HU(xQ, S).
Using the boundary Harnack principle for the domain U, we therefore conclude that there
exists a constant c2 > 0 which depends only on d and L such that, for every x˜ ∈ Q,
HU(x˜, S ∪ E ∪ F)c2HU(x˜, S). (10)
By the boundary minimum principle, for every x˜ ∈ U ,
S∪Ex˜ (D)HU(x˜, S ∪ E ∪ F) and HU(x˜, S)U(0)x˜ (D).
So (10) implies that, for every x˜ ∈ Q,
S∪Ex˜ (D)c2
U(0)
x˜
(D). (11)
Let us recall that
A1
x˜
=
(
A2
x˜
)A1 = (D∩A2
x˜
)A1
whenever A1, A2 are subsets of D such that A1 is contained in the interior of A2 and
x˜ ∈ D\A2 (see [4]). Assuming without loss of generality that U ⊂ D′, we therefore know
that  := S∪Ex and 	 := Qx satisfy
U(y)x = U(y), = 	S∪E, U(0)x = 	U(0).
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By (9) and (11), we therefore obtain that
hy(x) = U(y)x (D) = U(y)(D)
=
∫
U(y)
z˜
(D)(dz˜) =
∫
hy(z˜)(dz˜)c1hy(0)(S ∪ E),
(S ∪ E) =
∫
S∪Ex˜ (D) 	(dx˜)
c2
∫
U(0)
x˜
(D) 	(dx˜) = c2	U(0)(D) = c2U(0)x (D) = c2h0(x).
Thus hy(x)c1c2hy(0)h0(x), and the proof of (7) is ﬁnished. 
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