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Abstract

and thus fractal dimension. These n1ethods
are discussed and compared with the stanThis is the second paper in a series of papers dard box counting algorithm using a set of
(1],(2] that represent continuing work on ana- standard brownian random images.
lyzing visual signatures of ground vehicles using fractal analysis techniques. In this paper,
two new dimension estimate solutions based 1
Introduction
on sub-optimal covers are introduced. These
dimension estimate problems and their solu- This is the second paper in a series of papers,
tions are akin to the box dimension definition, [1] and (2], that are investigating the use of
which is the standard estimate for fractal di- fractal dimension ·for future use in segmentmension. However, they represent a dual so- ing images into different texture regions. This
lution problem to the standard box counting segmentation process is a common method
algorithm for estimating the box dimension used in automatic target detection or pattern
recognition systems. Image segmentation is
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the
process of separating images into regions
Assistant for the Department of Electrical and Computer Engineering Utah State University, Utah State which are similar in some way. One possiUniversity Rocky Mt. NASA Space Grant Consor- ble such segmentation could be made based
tium Fellow and Research Engineer for the Utah on texture analysis of an image. This type
State University Center for Self-Organizing Intelliof segmentation is an important part of comgent Systems.
fResearch Associate for TARDEC, and Graduate puter vision since the patterns provide imporResearch Assistant for the Department of Mathemat- tant cue features to recognize objee:ts. The
ics Massachusetts Institute of Technology.
paper [1] was an initial investigation of the
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use of fractal dimension to segmenting images
into different texture regions. Each smaller
region is thus characterized by its fractal dimension. Human perception to changes in
the fractal dimension of textures have been
determined [3]. Moreover, Lincoln Laboratory has looked at the fractal dimension as
one of the best five cue features (out of thirteen studied) in automatic target recognition
of SAR imagery [4]. When the fractal dimension is used as a cue feature along with
several other cue features which are orthogonal to each other (uncorrelated), these features can be mapped into a multi-dimensional
space and clustered, in order to classify the
regions.
A fractal is a set which has a non-integer
fractal dimension. The fractal dimension is
most commonly defined as the HausdorffBesicovitch (HB) dimension. There are a
number of ways to determine the fractal dimension. These are a few of the methods: the box algorithm, the wavelet transform, the Fourier transform or power spectrum method, Hurst coefficients, and capacity dimension. Recent work has been done
to determine which of the methods are efficient versus accurate [5]. There is even
a web site (http:/ jlife.csu.edu.aujfractop/)
which calculates the capacity dimension of a
user supplied image, although we found this
to give us an unreliable measure of dimension.
In our last paper, [1], we look at the box
dimension algorithm and a wavelet method
developed by Mallat [6]. Each method was
checked in one and two dimensional standard cases along with other methods. Each
method performed as expected. However, as
it has been shown in [5] and Table 1, the actual calculated fractal dimension from algorithms like the box algorithm are very inaccurate for fractal textures. Because of this inaccuracy, we decided to research a new way of
estimating the fractal dimension that is much
closer to the actual definitions of simple box

dimension than the con1monly used box algorithm. It was postulated that by obtaining a
better estimate of the optimal cover required
in determining the box dimension the fractal
dimension estimates would become more accurate. In order to achieve this end, we introduce a dual mathematical concept of solving
the optimal cover problem normally stated
when estimating the fractal dimension. Instead of choosing the ball size and then estimating the positions and number of balls of
constant size that optimally cover the set of
interest, we reverse the process. This is discussed later. Two different possible solutions
are presented and discussed. One based on
the Fuzzy C Means Clustering problem and
the second based on the solution of a simply
stated optimization problen1 solved using a
genetic algorithm. In order to test the accuracy of these new methods a texture generation program given by Ebert [7] is used. The
texture generator can give textures of a given
fractal dimension with varying lacunarity, see
Figure 1.
In the following sections, the HausdorffBesicovitch (HB) dimension is stated which
leads to the more simple definition of the box
dimension. Next the box algorithm is discussed, in order to clearly show the dual nature of that method with the new sub-optimal
dimension estimators which are introduced
subsequently. Finally, results are presented
and discussed along with possible future directions of this research project.

2

Fractal Dimensions

As discussed earlier, the fractal dimension
is most commonly defined as the Hausdorf£Besicovitch (HB) dimension, Dh(A), where
A denotes the image/signal. In general the
HB dimension of A is defined in the ~ollowing
manner [8]:
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Db(A) =lim logNs(A)

Let

o-+O

log!

(7)

(1)
for sorne natural number n. Then, define:

diam(C) = sup{de(x,y)lx,y E C},

(2)

where de(x, y) denotes the euclidean distance
function. Next, define an open cover of A:
(3)
Then, define:
4

< >

Finally, define the s-dimensional Hausdro:ff
measure of A as:

(5)
And it follows that,
Dh(A)

= inf{slh"(A) = 0} = sup{slh"(A) = oo}

(6)

It should be noted that calculating the HB
dimension is hard in general and thus there is
a need for a more easily calculated dimension,
i.e. the box dimension which is discussed
next.

2.1

Using The Box Counting
Algorithm To Determine
Fractal Dimension

The box dimension, Db( A), which is normally
calculated by the box counting algorithm, is
a good estimator of the HB dimension. In
general the box dimension can be defined as
follows [8]:
Let Ns(A) be the smallest number of closed balls (boxes) with size
8 that cover the set A. Then it follows that:

At this point it is important to note that the
box dimension does not always equal the HB
dimension. There are several such examples.
It can be shown that, Db (A) = n for any
dense subset A such that A C Rn = {xlx =
(x~, ... , Xn), Xi E R}, likewise for the same A,
Dh(A):::; n, moreover Dh(A) = 0 for any such
countable set A. Therefore, given the set A
of rational numbers on [0, 1], the box dimension is Db (A) = 1 while the HB dimension is
Dh(A) = 0 (8]. Although the box dimension
fails in some instances, the value it normally
produces is a good approxin1ation to the HB
dimension.
The major problem with the box dimension
is in its calculation. In order to calculate the
actual box dimension, one must first find the
optimal (smallest number of boxes) covering
of A for a given set of boxes with sides of size
~. Note that finding such a cover is in general difficult. Therefore, the box dimension
is normally estimated using the box counting algorithm. In short, the box counting algorithm places a standard set of rectangular
grids (or set of boxes) upon the image/signal
and counts the number of boxes that are filled
by the image/signal. This count is then pintted on a log-log plot of the number of filled
boxes verses the inverse of the box size, see
Figure 2. Finally, the box dimension estimate is taken from the monotonically rising
nonzero linear slope of the log-log plot. By
examining this procedure closely one can see
that the only difference between the results
obtained using the box counting algorithm
and the box dimension is in the choice of the
cover. In other words, the box counting algorithm doesn't use the optimal cover in general. Furthermore, it has been shown that the
box counting algorithm needs at least 10Dh(A)
points to determine the fractal dim~nsion of
a set with dimension Dh(A) [9]. Note that
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Figure 1: This is an example of two Brownian motion textures with a fractal dimension of
2.1 on the left and 2. 7 on the right.
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Figure 2: The log-log plot of the results from the box counting algorith1n for the texture
with a fractal dimension of 2.7 shown in Figure 1.
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for the box counting algorithm the box size
was choosen and then the number of boxes
that covered the set being estimated was calculated in order to make the dimension estimate. This is the dual mathmatical solution
to the next two sub-optimal cover methods
that are introduced. The next two methods
choose the number of boxes and then solve
for the smallest box size.

2.2

Fuzzy
C
Means
Sub-optimal Cover :Fractal
Dimension

Picard iteration for the fuzzy-C
means problem:
1) Choose the number of clusters{ quantization levels) C 2:: 1. Select E > 0, this is the ending condition. Finally, randomly initialize
the centers of the clusters, Vi·
2) Solve for the memberships of each
vector:
Uik

where

-

c

~Lj=l

~

2

[ llxk-vJII ]

k - 1,2, ... ,N
i = 1,2, ... ,c

(lO)

As was stated earlier, the box algorithm has
3) Solve for the centers for each clusa dual solution. Instead of choosing the box
ter:
size and then finding the number of boxes
that cover the image, one might just as well
choose the number of boxes and then find the
smallest box size that covers the image. This
where
is a simple clustering style problem. Therefore one might think of trying one of the stan4) Repeat step 2.
dard clustering methods to produce the cover
5) Repeat step 3.
needed for the calculation of the box dimension as discussed in the last section, such
6) If duik > E then loop back to step
as the standard Fuzzy-C Means Clustering
4. Otherwise, stop.
algorithm[10]. The Fuzzy-C Means algorithm
solves the following problem:
Note that by using the Euclidean norm the
algorithm produces a minimum distance classification of the data, which is just what we
are interested in. In addition, one can assume
w.c.
Uik E [0, 1]
(g) that the box size for this cover is obtained
L~l Uik = 1 Vk = 1, 2, ... ' N
from the largest delta of all of the clusters.
However, there is a problem with this type of
where, C is the number of clusters, N is a definition for this clustering method. The
the number data vectors { x k } being clus- Fuzzy-C problem doesn't penalize greatly for
tered, Uik is the membership value of the kth having a single out lying point. Therefore
data vector in the ith cluster, and Vi is cen- the maximum delta can be to large and thus
ter {mean) vector of the ith cluster. For this a very poor estimate of the optitnal cover,
section the II • II is assumed to be the eu- as was discovered. However, without matheclidean norm. It has been shown, [10], that matical justification- one can define the ball
this problem can be solved by using the Pi- size to be the average size of each of the cluscard iteration[11], also known as the method ters. And using this engineering ch~ice one
of successive approximations [12].
can obtain relatively good results. This is

the basis for the Fuzzy-C average estimates tal dimension of an image. Therefore, in givgiven later. This problem can be resolved by ing results, only the box dimension cover estimates are used for comparison. Note that
restating the problem as below.
these calculations are based on massive search
and clustering problems that take long run
2.3 Minimum Ball Sub-optimal times on SGI Indigo II class machines. Some
Cover Fractal Dimension
of these estimates took up to three days of
If one looks closely at the definition of the solid calculating on such a computer system.
Thus the results are some what limited by the
box dimension one could state the problem of
finding the optimal cover, using the nomen- run times. Furthermore, it should be noted
that the number of calculations required for
clature from the Fuzzy-C problem in the last
these types of clustering problems grow faster
section, as follows:
than the number of clusters squared. Therefore, the results presented are based on the
Given C, in the set of natmicro level of similarities within the images.
ural numbers. Find a set
In other words, the results are based on small
of C clusters centers, Vi,
numbers of clusters over a narrow range for
such that maxv k's (Jk) is
(12)
the two new sub-optimal covers. Moreover,
minimized.
the sample textures had a limited number of
where ok = miD.ie{l, .. ,C}
points, 100, because of the computation times
llxk- vdl 2
required for textures on the order of a 1000
Well this problem statement is not as eas- points. Note that there are much faster methily solved numerically as the Fuzzy-C means ods for estimating the fractal dimension such
problem earlier. However, this problem has as the wavelet method that we discuss in [1]
a very well defined cost. Therefore it is a and will discuss further in [2]. However, faster
perfect candidate for the easy out solution methods do not provide more accurate estiof using a genetic algorithm for solving this mates than the box dimension estimates thus
problem. The genes are made up of the clus- far. For that reason, it is interesting to look
ter center, Vi, and the max-min cost is eas- closely at these more computationally intenily solved with a few simple calculations and sive methods in order to obtain a better and
comparisons. It is clear that in solving the more accurate estimate of the box dimension
above problem, one does in fact obtain the and thus the fractal dimension of the test imdesired optimal cover needed for calculating ages.
In order to test the accuracy of these meththe box dimension. However, since we have
ods
a standard set of Brownian random virdecided to initially solve this problem using a
genetic algorithm we are not guaranteed the tual texture images were produced and used
optimal solution, i.e. a sub-optimal solution for the estimates. They had fractal dimensions that ranged from 2.1 to 2.9, see Figure
will be obtained in general.
1. These images were produce using Ebert's
texture generation program [7]. The word
virtual means that these three dimensional
3 Results
texture surfaces were estimated using their
In the previous section we have introduction nonscaled and only machine limited numerof the two new sub-optimal covers for esti- ical values. These virtual images a~e hoped
mating the box dimension and thus the frac- to minimize the probletns that can be intro-
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Table 1: Estimated fractal dimensions for the virtual textures.
Image Fractal
Dimension

Box Algorithm
Estimate

Fuzzy-C Average
Estimate
(100 point)

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9

2.13
2.18
2.24
2.24
2.27
2.31
2.56
2.47

2.02
2.15
2.30
1.90
2.50
2.34
2.5
2.60
2.85

nc
nc = not calculated

Min Ball
Estimate
( 400 point)
2.02

ganc
2.33

ganc
nc
ganc
nc
nc
nc
nc
nc
nc
nc
nc
g anc =the genetic a gorithm did not conver ge

duced by scaling and discretizing of the texture surface, which can result in a change in
the fractal dimension of the test image. Table 1 shows the results for each of the methods that have been calculated thus far. Note
that some of the results calculated from the
100 point images are promising. However, as
stated earlier in order to accurately find the
Dh(A) dimension for images of dimension 2.1
to 2.9 these tests need to be made on texture surfaces with 1000 points. However, the
computation time is on the order of weeks for
each run. In addition, only one data point is
included for the Minimum Ball genetic algorithm because the algorithm did not converge
within the 1000 generation cutoff. Additional
data points will be available subsequently.

4

Fuzzy-C Average
Estimate
(400 point)
nc
nc
nc

Conclusions and Future
Directions

By re-examining the box dimension definition a set of dual mathematical problems is
shown to exist. The first is based on the
box counting algorithm estimator. This problem assumes that one knows the size of the

2.50

balls used to cover the image I set and only
requires the number of balls. Moreover, this
is what the box counting algorithm solves,
in order to obtain the box dimension estimate. The second problem, or the dual of
the first is to assume a known number of
balls one needs to cover the imageI set and
then solve for the size of the balls that that
correspond to that known number. In co~
sidering the later problem, two new possible solutions were discussed and a few results for those solutions were given. ThEU"e
are not enough results available yet in order
to form a complete idea on if these new dual
solution problems are more accurate than the
box counting algorithm, however it does look
promising. Furthermore, a nu1nerical solution to the Max-Min ball problem should be
sought. In addition, we are also investigating the much more quickly estimated wavelet
method as discussed in [2].
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