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Abstract
Using the generalisation of Zhu’s recursion relations to N = 2 superconformal field
theories we construct modular covariant differential operators for weak Jacobi forms.
We show that differential operators of this type characterise the elliptic genera of
N = 2 superconformal minimal models, and sketch how they can be used to constrain
extremal N = 2 superconformal field theories.
1 Introduction
It is well known that there is a deep connection between (rational) conformal field theory and
the modular group. The origin of this relation lies in the fact that the correlation functions
of a conformal field theory on a torus can only depend on its conformal structure, which
is parametrised by elements in the quotient space H+/SL(2,Z). Formulated as a function
of the modular parameter τ ∈ H+, the correlation functions must therefore be modular
covariant, i.e. covariant under the action of SL(2,Z).
The full torus amplitude can be expressed in terms of the chiral characters of the conformal
field theory; from this point of view the modular covariance of the correlation functions
then comes from the property of these characters to form a vector valued modular form.
The corresponding representation of the modular group, in particular the modular S-matrix,
encodes important information about the structure of the conformal field theory, for example
it determines the fusion rules via the Verlinde formula [1].
The mathematical argument establishing the modular covariance properties of the characters
(under some weak assumptions) was given some time ago by Zhu [2]. A key step in his
argument involved the construction of a modular differential equation that annihilates all
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the characters of a given conformal field theory. (Modular differential equations were first
considered from a slightly different point of view in [3, 4], see also [5, 6].) This differential
equation always comes from a null vector in the vacuum representation [7, 8]. One can also
turn the logic around and construct differential operators starting from essentially arbitrary
vectors in the vacuum representation. The resulting differential operators are automatically
modular covariant; in fact, they are simply the well known holomorphic modular differential
operators that can be obtained by suitable iterations of the operator
Ds = q
d
dq
− s
4π2
G2(q) , (1.1)
where G2(q) is the second Eisenstein series.
For N = 2 superconformal field theories the natural generalisation of the chiral characters
are the elliptic genera. These also have good modular properties; in fact, they define vec-
tor valued weak Jacobi forms [9]. (From a mathematical point of view this was recently
established in [10].) For weak Jacobi forms, however, much less is known about modular
differential operators. The purpose of this note is to construct such operators by generalis-
ing the above method to the N = 2 case. As we shall see, one is naturally led to introduce
‘twisted’ Eisenstein series [11] (see also [12]) in the process. These twisted Eisenstein series
serve the same purpose as G2 in the bosonic example above, i.e. they cancel the anomalies
introduced by the derivatives with respect to q and y. Since their transformation properties
under the modular group are much more complicated, it is far from obvious how to combine
them with derivatives to obtain modular covariant operators. The approach presented in
this note gives a procedure which automatically leads to modular covariant combinations of
(twisted) Eisenstein series and derivatives.
Physically the interest in analysing modular differential operators comes from the proposed
existence of extremal conformal field theories. A conformal field theory cannot just con-
tain the vacuum and its (super-)Virasoro descendants since the resulting partition function
would not be modular invariant. It is thus necessary to have additional primary fields, and
modularity gives an upper bound for the weight of the lowest of these new fields. The
analysis for the holomorphic [13, 14], non-holomorphic [15], and N = 2 supersymmetric
[16] cases always gives a bound linear in c, where the coefficient depends on the additional
assumptions. Nonetheless, finding a partition function is only a necessary condition for the
existence of a conformal field theory, and it is not clear whether these modular functions
are in fact partition functions of consistent conformal field theories. One is thus motivated
to look for additional conditions that have to be satisfied. In [7, 8] such a constraint was
derived: given the characters of a putative conformal field theory, it is always possible to
construct by inspection a modular differential equation which annihilates all of them. From
the existence of this differential equation one can then deduce a null vector relation in the
vacuum representation, i.e. obtain insights into some other part of the structure of the the-
ory. A necessary prerequisite for this approach is to have some control over the structure
of the modular differential operators. The results of this note should therefore allow one to
make progress in this direction for N = 2 theories; this is briefly sketched in section 4.2.
The remainder of the note is organised as follows. In the following section we explain the
structure of the recursion relations for the elliptic genus amplitudes. In section 3 we then find
a family of differential operators that map weak Jacobi forms of weight zero and arbitrary
2
index to weak Jacobi forms of higher weight and the same index. In section 4 we apply
these differential operators to the elliptic genera of N = 2 minimal models and to extremal
N = 2 conformal field theories. There are a number of appendices where some of the more
technical calculations are described.
2 Recursion relations for elliptic genera
In the following we want to derive differential equations for the elliptic genus of an N = 2
superconformal field theory. The differential equations can be obtained using analogous ar-
guments as those used by Zhu in the analysis of the characters [2]. Below we shall summarise
the relevant formulae; the derivations and a summary of our conventions can be found in
appendix A.
Let us consider the functions
Trq,yR (O) = TrR(O qL0−
c
24 yJ0 (−1)F ) , (2.1)
where R is the (Ramond) representation over which we take the trace, J0 is the zero mode
of the U(1) current in the N = 2 superconformal algebra, F is the fermion number operator,
and O is an operator from the vertex operator algebra that we insert. The main idea of the
analysis is to derive recursion relations for the functions Trq,yR (O). For example, if a is an
element of the vertex operator algebra whose U(1) charge is zero, J0a = 0, then we have the
original formulae of Zhu for the bosonic case,
Trq,yR
(
o(a[−ha]b)
)
= Trq,yR
(
o(a[−ha]Ω) o(b)
)
+
∞∑
k=1
G2k(q) Tr
q,y
R
(
o(a[2k−ha]b)
)
, (2.2)
and
Trq,yR
(
o(a[−ha−n]b)
)
= (−1)n
∑
2k≥n+1
(
2k − 1
n
)
G2k(q) Tr
q,y
R
(
o(a[2k−ha−n]b)
)
, n ≥ 1 , (2.3)
where only ordinary Eisenstein series G2k(q) appear. The square bracket modes a[−l] are
defined in appendix A.
A new phenomenon appears if a has U(1) charge Q 6= 0, i.e. if J0a = Qa 6= 0: since the
derivation of the recursion relations involves cycling a through the trace, we pick up an
additional factor yQ which enters the expression. In particular, following the analysis of [11]
(see also appendix A), one finds the recursion relation
Trq,yR
(
o(a[−ha]b)
)
=
∞∑
k=1
Gˆk(q, y
Q) Trq,yR
(
o(a[k−ha]b)
)
, (2.4)
where Gˆk(q, y) are twisted Eisenstein series which we will define below. Note that this is only
non-vanishing if b has charge −Q. Since we have the relation (L[−1]a)[n] = −(ha+n−1)a[n−1]
we can obtain similar expressions for lower modes,
Trq,yR
(
o(a[−ha−n]b)
)
= (−1)n
∑
k≥n+1
(
k − 1
n
)
Gˆk(q, y
Q) Trq,yR
(
o(a[k−ha−n]b)
)
, n ≥ 1 , (2.5)
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which can be shown by induction. For future use we also note that by setting b = Ω, we
obtain Trq,yR
(
o(a[−n]Ω)
)
= 0 for n > ha for all operators a, charged or uncharged.
The twisted Eisenstein series Gˆk(q, y) that appear in those expressions are defined for k ≥ 1
by [11] (see also [12])
Gˆ2k(q, y) = 2ζ(2k) +
(2πi)2k
(2k − 1)!
∞∑
n=1
[
n2k−1qny−1
1− qny−1 +
n2k−1qny
1− qny
]
Gˆ2k+1(q, y) =
(2πi)2k+1
(2k)!
∞∑
n=1
[
n2kqny−1
1− qny−1 −
n2kqny
1− qny
]
Gˆ1(q, y) = (2πi)
∞∑
n=1
[
qny−1
1− qny−1 −
qny
1− qny
]
+
2πi
1− y−1 − πi .
(2.6)
As usual, we will use the identification q = e2πiτ and y = e2πiz. It is easy to see from
the definitions that Gˆk(τ,−z) = (−1)kGˆk(τ, z), so that Gˆ2k+1(τ, 0) = 0. Furthermore, we
also recover the usual Eisenstein series for z = 0, Gˆ2k(τ, 0) = G2k(τ). Similar to the second
Eisenstein series G2, the generalised Eisenstein series Gˆk transform almost as forms of weight
k, up to anomalies. More precisely, they are invariant under τ 7→ τ + 1, z 7→ z, and under
τ 7→ −1/τ , z 7→ z/τ they transform as
(2πi)−mGˆm
(
−1
τ
,
z
τ
)
=
m∑
k=1
(−1)m−k
(m− k)!(2πi)
−kGˆk(τ, z)z
m−kτk − (−1)m z
m
m!
. (2.7)
The transformation of Gˆ1 is particularly simple,
Gˆ1
(
−1
τ
,
z
τ
)
= τGˆ1(τ, z) + (2πi)z . (2.8)
For the following it will be convenient to define rescaled Eisenstein series
G2n = 1
(2πi)2n
G2n and Gˆn = 1
(2πi)n
Gˆn . (2.9)
3 Modular covariant differential equations
With these preparations we can now construct modular covariant differential operators. Let
us first review how this worked in the usual bosonic case. It has been known for some
time (for a precise statement see for example [2]) that the torus one-point functions in the
representation Hj of a state ψ with L[0]-eigenvalue h
TrHj
(
o(ψ) qL0−
c
24
)
(3.1)
transform as a vector valued modular form of weight h. If we take ψ to be of the form
ul = L
l
[−2]Ω, then we can use the recursion relation (2.2) to rewrite (3.1) in terms of
o(L[−2]Ω) o(ul−1), as well as one-point functions of states with lower conformal dimension.
We can then replace the zero mode o(L[−2]Ω) by the differential operator Dq = q
d
dq
because
o(L[−2]Ω) q
L0−
c
24 = (2πi)2
(
L0 − c
24
)
qL0−
c
24 = (2πi)2Dq q
L0−c/24 . (3.2)
4
By induction on l, we can then write the one-point function (3.1) of ψ = ul in terms of an
l-th order differential operator acting on the character (see for example [8]). On the other
hand, since we know that (3.1) transforms as a modular form of weight h, the resulting
differential operator must be modular covariant of weight h. In fact, this can also be checked
explicitly.
For the case of the elliptic genus
TrR
(
o(ψ) (−1)F yJ0 qL0− c24
)
(3.3)
the situation is more complicated because of the yJ0 term. In fact, under the modular
transformation τ 7→ −1/τ , z 7→ z/τ , the one-point function (3.3) of a state ψ with L[0]
eigenvalue h can be expressed in terms of the one-point function (3.3) associated to the state
exp(2πizJ[1])ψ [10]. The situation is therefore only simple provided that ψ is annihilated by
J[1], for which case (3.3) transforms precisely as a weak Jacobi form of weight h and index
m = c
6
. (For the definition of a weak Jacobi form see appendix B.)
Using the recursion relations from section 2, we can convert the one-point function of any
Neveu-Schwarz N = 2 descendant of the vacuum into a differential operator (involving now
derivatives with respect to τ and z) acting on the vacuum amplitude. Starting with a state
that is annihilated by J[1] we can thus construct modular covariant differential operators
that act on weak Jacobi forms of weight zero. Unfortunately, the analysis is significantly
more complicated than in the bosonic case, and we cannot give a closed formula for all h.
However, we can give explicit formulae for the first few cases, and we can count how many
different operators we may obtain in this manner.
3.1 The operator of weight two
At h = 1 the only N = 2 descendant of the vacuum is the state J[−1]Ω, which is not
annihilated by J[1]. The first non-trivial vector that is annihilated by J[1] appears at h = 2.
In fact, there are two such vectors: J[−2]Ω, which leads to a trivial differential equation, and
M2 =
(
L[−2] − 1
2c˜
J[−1]J[−1]
)
Ω , (3.4)
where c˜ = c
3
. Since M2 only involves the L and J modes that have Q = 0, the old analysis
of Zhu applies, and one finds after a short calculation that
Trq,yR (o(M2)) = (2πi)2
(
Dq − 1
4m
D2y −
1
2
G2(q)
)
Trq,yR (1) , (3.5)
where Dy = y
d
dy
and m = c
6
= c˜
2
. We recognise the differential operator as the well known
(modular covariant) heat kernel operator, whose action on a weak Jacobi form of weight k
and index m is defined as
D
(k)
2 = Dq −
1
4m
D2y +
2k − 1
2
G2(q) . (3.6)
(In our case we have k = 0, since the elliptic genus on the right side of (3.5) has weight zero.)
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3.2 The operator of weight three
At h = 3 there are (generically) three states that are annihilated by J[1], namely
M31 = J[−3]Ω
M32 =
(
c˜ L[−3] − J[−2]J[−1]
)
Ω (3.7)
M33 =
(
−3
2
c˜2G−[−3/2]G
+
[−3/2] − 3c˜ L[−2]J[−1] +
3
2
c˜2 L[−3] + J
3
[−1]
)
Ω .
BothM31 andM32 are L[−1] descendants, and hence give rise to trivial differential operators
since o(L[−1]b) = 0 for any state b. On the other hand, using the above recursion relations
for M33 (that now also involve charged modes), one finds that the associated differential
operator is
D3 = D
3
y+3c˜G2(q)Dy−3c˜ (Dq+G2(q))Dy+3c˜2
(
Gˆ1(q, y)Dq+Gˆ2(q, y)Dy+c˜ Gˆ3(q, y)
)
. (3.8)
Using the explicit modular transformation properties (2.7) and (2.8) of the generalised Eisen-
stein series, one can check that this differential operator really maps a weak Jacobi form of
weight zero and index m = c˜
2
to one of weight three and index m. One can also show that
D3 annihilates the weak Jacobi form Φ0,1, as must be the case since there are no weak Jacobi
forms of weight/index (3, 1).
3.3 The operators of weight four
The analysis at h = 4 is similar. The space of states that are annihilated by J[1] is seven-
dimensional, but the three vectors that are L[−1] descendants ofM31,M32 andM33 all lead
to trivial differential operators. The same is true for the state
M41 =
(
J[−2] J
2
[−1] − 2c˜ J[−2]L[−2]
)
Ω . (3.9)
Of the remaining states M42 = J[−2]2Ω simply leads to multiplication by −6c˜ G4(q). The
state
M43 =
(
L2[−2] −
1
c˜
L[−2]J
2
[−1] + L[−4] +
1
4c˜2
J4[−1]
)
Ω (3.10)
gives D
(2)
2 ·D(0)2 +(32 c˜− 72)G4(q), which is the square of the heat kernel plus a G4 term. Finally
the state
M44 =
[
(c˜− 2)
(
G+[−5/2]G
−
[−3/2] +G
−
[−5/2]G
+
[−3/2]
)
+ 2G−[−3/2]G
+
[−3/2]J[−1]
+2L2[−2] − 2L[−3]J[−1] + 2L[−4]
]
Ω (3.11)
leads to the differential operator
D4 = 2
(
Dq + 2G2(q)
)
Dq + 3c˜G4(q) (3.12)
+4Gˆ1(q, y)
(
Gˆ1(q, y)Dq + Gˆ2(q, y)Dy + c˜Gˆ3(q, y)− (Dq + G2(q))Dy
)
−4Gˆ2(q, y)
(
(c˜− 2)Dq +D2y + c˜G2(q)
)− 12(c˜− 1)Gˆ3(q, y)Dy − 4c˜(3c˜− 4)Gˆ4(q, y) .
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3.4 The general analysis
Let us denote the Neveu-Schwarz N = 2 vacuum representation by H. It is not difficult to
determine the number of vectors in H at fixed conformal weight and U(1) charge that are
generically annihilated by J[1]; they are given by the generating function
Z =
∏∞
r=3/2,5/2,
(
(1 + qr y)(1 + qry−1)
)
∏∞
n=2(1− qn)2
. (3.13)
To obtain a non-vanishing operator, we need to take a state with vanishing charge. We are
thus interested in the coefficients of y0, which are given by
Z[y0] = 1 + 2q2 + 3q3 + 7q4 + 11q5 + 23q6 + 36q7 + 67q8 + · · · . (3.14)
We have seen that not all states of a given conformal weight h lead to non-trivial differential
operators. Some vectors, for example J[−h]Ω, will vanish identically, while others will lead
to Eisenstein series multiplying differential operators of lower degree. However, it is easy to
see that the highest derivatives that appear at that conformal weight are of the form
Dlq D
h−2l
y , l = 0, 1, . . . ,
⌊
h
2
⌋
. (3.15)
The vectors that give rise to these differential operators (plus correction terms involving
lower order derivatives) are the ‘leading vectors’
v
(h)
l = L
l
[−2] J
h−2l
[−1] Ω , l = 0, 1, . . . ,
⌊
h
2
⌋
. (3.16)
They form a spanning set for the quotient space CNS2 = H/ONS[2] (H), where ONS[2] (H) is gener-
ated by the vectors∗
ONS[2] (H) = span
{
L[−3−n]ψ , J[−2−n]ψ ,G
±
[−3/2−n]ψ , n ≥ 0
}
. (3.17)
Now we want to show that for every conformal weight h and modulo ONS[2] (H), the space of
vectors that are annihilated by J[1] has dimension ⌊h2⌋. This will imply that for every h,
there are ⌊h
2
⌋ different modular covariant differential operators that differ by their leading
terms (3.15).
In fact, it is easy to see that the dimension of this space cannot be bigger than ⌊h
2
⌋ since
the dimension of CNS2 at conformal weight h is ⌊h2⌋ + 1, and since the condition that J[1]
annihilates the vector implies that the term Jh[−1]Ω always appears in the combination
Mh =
(
L[−2]J
h−2
[−1] −
1
hc˜
Jh[−1]
)
Ω + other terms . (3.18)
∗The space ONS[2] (H) does not quite agree with the usual O[2](H) space, since it contains also the states
generated by G±[−3/2]. Thus the resulting quotient space C
NS
2 is also not quite the standard C2 space.
However, it gives a natural upper bound for the NS-sector version of Zhu’s algebra.
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In order to prove that the space is at least as big as claimed, we note from our previous
explicit calculations that at conformal weight h = 2, 3, 4 there are vectors that are annihilated
by J[1], and whose leading terms are
M2 =
(
L[−2] − 1
2c˜
J2[−1]
)
Ω (3.19)
M3 =
(
L[−2]J[−1] − 1
3c˜
J3[−1]
)
Ω +ONS[2] (3.20)
M4 = L2[−2]Ω +ONS[2] . (3.21)
One also finds that at h = 5 there is a vector M5 that is annihilated by J[1], and that is of
the form
M5 =
(
L[−2]J
3
[−1] −
1
5c˜
J5[−1]
)
Ω+ONS[2] . (3.22)
It is easy to see (by the same arguments as for the usual C2 space) that the C
NS
2 quotient space
is a commutative algebra, where the product is defined by V[−h](ψ)χ, with h the conformal
weight of ψ. Furthermore, if ψ and χ are annihilated by J[1], so is their product V[−h](ψ)χ.
Thus we can generate states that are annihilated by J[1] by taking successive products of low-
lying states. It only remains to check that the states we generate are sufficient in number
to prove the above claim. Using the commutative algebra structure on CNS2 this is then
effectively a problem in a polynomial algebra. Let us define the generators of CNS2
x = L[−2]Ω , y =
√
1
2c˜
J[−1]Ω , (3.23)
where y has weight one, and x has weight two. Then M2, M3, M4 and M5 correspond to
the generators
p2 = (x− y2) , p3 = y
(
x− 2
3
y2
)
, p4 = x
2 , p5 = y
3
(
x− 2
5
y2
)
, (3.24)
respectively. It is easy to see that p32, p2p4 and p
2
3 generate at h = 6
p6 = y
4
(
x− 1
3
y2
)
. (3.25)
Let us first consider the case when h is even, h = 2n, and use induction on n. For h = 2
the statement is obviously true. Suppose f1, . . . , fn are n linearly independent polynomials
of weight 2n. At weight h = 2n+ 2 we then consider the polynomials
p2 · fj , j = 1, . . . , n , and p
n+1
2
4 if n is odd
p2 · fj , j = 1, . . . , n , and p6 · p
n−2
2
4 if n is even.
(3.26)
Obviously, the polynomials p2 · fj are linearly independent in each case. By setting x = y2
they all vanish, but neither does p4 nor p6. Thus the last element in each case is linearly inde-
pendent of the first n elements, and we have therefore found h
2
= n+1 linearly independent
polynomials.
For odd h the argument is essentially the same. In constructing the polynomials at h = 2n+1
from those at 2n−1 we add either p3 ·pm4 with m = n−12 (if n is odd) or p5 ·pm4 with m = n−22
(if n is even). This completes the proof.
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4 Applications
Finally, let us discuss some applications of these general considerations.
4.1 Modular differential equations of minimal models
For the N = 2 minimal models one expects that differential operators of the kind discussed
above should be the building blocks for the modular differential equation that characterises
all elliptic genera. Recall that the central charge of the kth minimal model is given by
c =
3k
k + 2
. (4.1)
The elliptic genera of these models were determined in [17, 9]. Let us first consider the case
k = 1 for which c = 1, so that c˜ = 1
3
and m = 1
6
. In this case, the vector N =M2 given in
(3.4) is actually a null vector. This means that the corresponding differential operator must
annihilate the elliptic genera,(
Dq − 3
2
D2y −
1
2
G2(q)
)
χR(q, y) = 0 . (4.2)
A second null vector of the theory can be obtained by applying G−[−1/2]G
+
[−1/2] to N , leading
to
Nˆ = (3G−[−3/2]G+[−3/2] − 2L[−3] + 6L[−2]J[−1] − 3J[−2]J[−1] − 4J[−3])Ω . (4.3)
Note that this is a linear combination of M31, M32 and M33, as well as J[−1]N . It leads to
the differential equation(
(Dq + G2(q))Dy − Gˆ1(q, y)Dq − Gˆ2(q, y)Dy − 1
3
Gˆ3(q, y)
)
χR(q, y) = 0 . (4.4)
The k = 1 minimal model has three elliptic genera,
χ01(q, y) = y
−1/6 + (y−1/6 − y5/6)q + (−y−7/6 + 2y−1/6 − y5/6)q2 + · · ·
χ0−1(q, y) = −y1/6 + (−y1/6 + y−5/6)q + (y7/6 − 2y1/6 + y−5/6)q2 + · · · (4.5)
χ03(q, y) = (−y−1/2 + y1/2)q1/3 + (−y−1/2 + y1/2)q4/3 + · · · .
It is straightforward to check that these are indeed annihilated by the two differential equa-
tions.
Conversely, one can also show that (4.5) are the only solutions of (4.2) and (4.4). To this
end we make a power series ansatz for χ(q, y),
χ(q, y) = qhyQ
N∑
ℓ=0
c(ℓ)yℓ +O(qh+1) , c(0) 6= 0 . (4.6)
Since the differential operators never decrease the power of q, the terms we have written
out explicitly in (4.6) must be annihilated by the differential operators up to terms of order
O(qh+1). Acting with (4.2) we thus obtain
h =
3
2
Q2 − 1
24
, (4.7)
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while (4.4) leads to
h(1 + 2Q) = 0 . (4.8)
Note that there is a slight subtlety in deriving the second equation because Gˆ1 contains the
term (1 − y)−1. However, since the elliptic genus is an index we know that χ(q, y) must
vanish for y = 1 unless h = 0. This means that either Dq vanishes or that we can factor out
(1− y), so that the action of Gˆ1 is indeed well-defined.
The two equations (4.7) and (4.8) must be satisfied simultaneously, and their only solutions
are (h = 0, Q = ±1
6
) and (h = 1
3
, Q = −1
2
). This shows that there are at most three solutions
of the form (4.6), and thus, given the existence of the explicit solutions χ0±1 and χ
0
3, precisely
three such solutions.
The analysis for a general minimal N = 2 model is similar. The kth minimal model has an
uncharged null vector Nk at level k + 1, and the non-trivial descendant G−[−1/2]G+[−1/2]Nk at
level k+ 2. Acting on the lowest powers of q these will again give two polynomial equations
for h and Q whose leading terms have weight k+1 and k+2 respectively. (Here we associate
weight one to Q, and weight two to h.) To find the number of joint solutions, first substitute
h = H2, so that H and Q have both weight one. In addition, we introduce an auxiliary
variable z of weight one, and multiply the different terms so as to obtain homogeneous
polynomials of degree k + 1 and k + 2, respectively. These equations can now be thought
of as equations in projective space P2, and Be´zout’s theorem then implies that there are
(k + 1)(k + 2) solutions, taking into account multiplicities. Since they obviously come in
pairs of (Q,±H), it follows that there are at most (k+1)(k+2)/2 solutions for (Q, h). This
is exactly the number of independent elliptic genera of the kth minimal model.
4.2 Modular constraints for extremal self-dual theories
Modular differential equations gave an interesting constraint for extremal (bosonic) confor-
mal field theories [7, 8]. Given our insight into the structure of differential operators for
weak Jacobi forms, we can now apply similar techniques to the N = 2 case. To start with we
recall that the space of weak Jacobi forms of even weight w and index m, J˜m,w, is spanned
by monomials of the form (see appendix B)
(φ˜−2,1)
a (φ˜0,1)
bGc4G
d
6 , (4.9)
where a + b = m and 4c + 6d− 2a = w. The number of solutions to the second equation is
the number of modular forms of weight w′ = w + 2a, which is proportional to
N(w′) =
w′
12
+ subleading . (4.10)
Thus the total dimension is, for large m, of the form
dim J˜m,w =
m2
12
+
wm
12
+ subleading . (4.11)
Suppose now that we are given a self-dual N = 2 superconformal field theory at c = 6m. Its
elliptic genus defines a weak Jacobi form of weight zero and index m. We want to construct
a modular differential equation of weight w that annihilates it. As we have seen, there are
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⌊w′
2
⌋ differential operators of order w′. Dressing them with an ordinary modular form of
weight w − w′, the total number of differential operators of degree that we can construct in
this manner is, for large w,
1
2
w∑
w′=0
w′
2
w − w′
12
=
w3
288
+ subleading , (4.12)
where the factor 1
2
corrects for the fact that there are no modular forms of odd weight. If we
apply any such differential operator to the elliptic genus of our given N = 2 superconformal
field theory at c = 6m, we obtain a weak Jacobi form of weight w and index m. Since there
are at most dim(J˜m,w) linearly independent weak Jacobi forms of this weight and index, we
can always choose a suitable linear combination of the differential operators to annihilate
the elliptic genus if
w3
288
≥ m
2
12
+
wm
12
, (4.13)
i.e. if w ≥ w∗ with
w∗ = 24
1
3 m
2
3 =
(
2
3
) 1
3 c
2
3 . (4.14)
Following the logic of the arguments of [7, 8], this would then suggest that the self-dual
N = 2 superconformal field theory has a null vector at conformal weight w∗. Since the
superconformal descendants of the vacuum do not have any null vectors for c > 3, this
would thus imply that the theory has to have additional primary fields at conformal weight
h ∼ w∗.
Note that we could also ignore the N = 2 supersymmetry of the problem, and treat the
theory from a bosonic point of view. With respect to the bosonic generators, the theory is
not self-dual, and the original counting argument needs to be modified slightly; however, this
will still lead to a differential equation of weight w∗ ∼
√
2c, which is stronger than (4.14).
On the other hand, one may hope that the more refined N = 2 analysis from above will help
us to fill the gap in the argument of [8], and thus prove a no-go theorem in this case.
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A Conventions and recursion relations
A.1 Conventions
Let us begin by collecting our conventions. The vertex operator of a state a is given by
V (a, w) =
∑
n
an w
−n−ha . (A.1)
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Note that we use a different convention than [2] — in particular, an = a(h + n − 1). It is
sometimes convenient to introduce a special symbol for the zero mode as
o(a) = a0 . (A.2)
The modes that are appropriate for the analysis on the torus are defined by (see section 4.2
of [2])
V [a, z] = e2πizha V (a, e2πiz − 1) =
∑
n
a[n]z
−n−ha . (A.3)
The different modes are related to one another via
a[m] = (2πi)
−m−ha
∑
j≥m
c(ha, j + h− 1, m+ h− 1)aj , (A.4)
where
(log(1 + z))m(1 + z)ha−1 =
∑
j≥m
c(ha, j,m)z
j . (A.5)
This defines a new vertex operator algebra with an energy tensor whose modes L[n] are given
by
L[n] = (2πi)
−n
∑
j≥n+1
c(2, j, n+ 1)Lj−1 − (2πi)2 c
24
δn,−2 . (A.6)
The second term on the right hand side comes from the fact that L is only quasiprimary and
thus picks up an anomaly under the coordinate transformation (A.3). Note that compared
to (A.4) we have chosen a slightly different overall normalisation so as to obtain the standard
commutation relations for the modes L[n]. To maintain the standard N = 2 commutation
relations we also choose an analogous normalisation for the J[n] and G
±
[n], i.e. without the
prefactor (2πi)−ha. With these conventions their commutation relations are[
L[m], L[n]
]
= (m− n)L[m+n] + c˜4m (m2 − 1) δm,−n ,[
L[m], J[n]
]
= −nJ[m+n] ,[
L[m], G
±
[n]
]
=
(
1
2
m− n)G±[m+n] ,[
J[m], J[n]
]
= c˜ m δm,−n ,[
J[m], G
±
[n]
]
= ±G±[m+n] ,{
G+[m], G
−
[n]
}
= 2L[m+n] + (m− n)J[m+n] + c˜ (m2 − 14)δm,−n ,{
G+[m], G
+
[n]
}
=
{
G−[m], G
−
[n]
}
= 0 ,
as well as
o(J[−1]Ω) = (2πi)J0 . (A.7)
A.2 Recursion relations
Zhu’s original argument [2] was generalised to superalgebras in [11]. We will adapt it in the
following to the N = 2 case to extract the recursion relation (2.4) we shall need.
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We define the elliptic genus amplitude by
GR
(
(a1, z1), . . . , (a
m, zm); q, y
)
=
m∏
i=1
zhii TrR
(
V (a1, z1) · · ·V (am, zm) qL0 yJ0 (−1)F
)
,
(A.8)
where hi is the conformal weight of the state a
i (with respect to L0), andR is the (irreducible)
Ramond sector representation in which the trace is being taken.
There are two key identities from which the recursion relations can be deduced. The first
identity is
GR
(
(a, w), (a1, z1), (a
2, z2), . . . , (a
n, zn); q, y
)
=
n∑
j=1
[
±
∑
m∈N0
Pˆm+1
(zj
w
, q, yQ
)
(A.9)
×GR
(
(a1, z1), (a
2, z2), . . . , (a[m−ha+1]a
j , zj), . . . , (a
n, zn); q, y
)]
.
Here a is a state with non-vanishing U(1)-charge, J0a = Qa 6= 0, and the function Pˆk(qw, q, y)
is defined in appendix C. It is meromorphic in qw and has a pole at qw = 1. The ±-signs in
(A.9) depend in the obvious manner on whether a and the other fields aj are fermionic or
bosonic; in particular, if a is bosonic, there are no minus signs. It should also be clear that
(up to the obvious ± signs) the elliptic genus is independent of the order in which the fields
appear.
The proof of (A.9) is a straightforward extension of the original argument due to Zhu [2] (see
also the proof of Theorem 3.6 in [11]). The basic idea is to expand the vertex operator (a, w)
in terms of modes as in (A.1). Each mode is then commuted (or anti-commuted) through the
trace until it returns to its place; since it picks up a non-trivial factor upon going through
yJ0 and qL0, we can solve for it in terms of the commutators and anti-commutators; this
leads to the recursion relation (A.9).
The second key identity is
GR
(
(a[−ha]a
1, z1), (a
2, z2), . . . , (a
n, zn); q, y
)
=
∞∑
k=1
Gˆk(q, y
Q)GR
(
(a[k−ha]a
1, z1), (a
2, z2), . . . , (a
n, zn); q, y
)
+
n∑
j=2
±
∑
m∈N0
Pˆm+1
(
zj
z1
, q, yQ
)
(A.10)
×GR
(
(a1, z1), (a
2, z2), . . . , (a[m−ha+1]a
j, zj), . . . , (a
n, zn); q, y
)
,
where Gˆk(q, y) is the generalised Eisenstein series defined in appendix C.
Since the proof in [11] is rather sketchy, we will spell it out in more detail. First note that
a[−ha]a
1 is not homogeneous with respect to L0. In order to insert it nevertheless into the
elliptic genus we extend the definition of (A.8) by linearity. We expand the first argument
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of GR in (A.10) to get
(a[−ha]a
1, z1) =
∑
i≥−1
ci (ai−ha+1a
1, z1) =
∑
i≥−1
ciResw−z1(w − z1)iV
(
V (a, w − z1)a1, z1
)
=
∑
i≥−1
ciResw−z1(w − z1)iV (a, w) V (a1, z1) ,
where we have defined ci = c(ha, i,−1). Taking into account the additional factors of z1 and
w that come from the definition (A.8) of GR we obtain the sum
∑
i≥−1
ci (w − z1)izha−1−i1 w−ha = w−1
(
log
(
w
z1
))−1
. (A.11)
We now apply (A.9) to our expression, obtaining terms of the form
GR
(
(a1, z1), . . . , (a[m−ha+1]a
j , zj), . . . , (a
n, zn); q, y
)
×
∫
C
w−1
(
log
(
w
z1
))−1
Pˆm+1
(zj
w
, q, yQ
)
dw , (A.12)
where the contour C is around z1.
For j 6= 1, Pˆm+1
(zj
w
, q, yQ
)
is regular at w = z1, so that we obtain directly the last two lines of
(A.10). For j = 1, however, Pˆm+1( z1w , q, yQ) has a pole at w = z1. We perform the change of
variable w = z1 exp(−2πiw′), which yields Resw′Pˆm+1(e2πiw′, q, yQ). Using expansion (C.14)
then gives the first term of (A.10).
The recursion relation (2.4) then follows directly from (A.10) by comparing the z0 coefficient
for n = 1.
B Weak Jacobi forms
A weak Jacobi form [18] of weight k and index m is a function f(τ, z) on H+ ×C satisfying
the transformation property
f
(
aτ + b
cτ + d
,
z
cτ + d
)
= (cτ + d)k e
2piimcz2
cτ+d f(τ, z) ,
(
a b
c d
)
∈ SL(2,Z) , (B.1)
and
f(τ, z + rτ + s) = e−2πim(r
2τ+2rz)f(τ, z) , (B.2)
with r, s ∈ Z. Moreover it must have a Fourier expansion of the form
f(τ, z) =
∞∑
n=0
∑
l∈Z
c(n, l) qn yl , (B.3)
where as usual
q = e2πiτ , y = e2πiz . (B.4)
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The space of all weak Jacobi forms is generated by the two Eisenstein series G4(q) and G6(q)
(which are conventional modular forms of weight 4 and 6, respectively), and the two weak
Jacobi forms
φ−2,1 =
φ10,1
∆
, φ0,1 =
φ12,1
∆
, (B.5)
where ∆ = q
∏∞
n=1(1− qn)24 and
φ10,1 =
1
576 ζ(4)ζ(6)
(G6G4,1 −G4G6,1) , φ12,1 = 1
576
(
G24G4,1
2ζ(4)3
− G6G6,1
ζ(6)2
)
. (B.6)
Here ζ(2k) is the Riemann zeta function and G4,1, G6,1 are Jacobi forms defined in [18]. On
general grounds, one can show that the elliptic genus of an N = 2 conformal field theory of
central charge c is a weak Jacobi form of weight 0 and index m = c
6
.
C Twisted Eisenstein series
C.1 Ordinary Eisenstein series
The ordinary Eisenstein series are defined by
G2k(τ) =
∑
(m,n)6=(0,0)
1
(mτ + n)2k
k ≥ 2 , (C.1)
G2(τ) =
π2
3
+
∑
m∈Z−{0}
∑
n∈Z
1
(mτ + n)2
. (C.2)
They can also be written as
G2k(τ) = 2ζ(2k) +
2(2πi)2k
(2k − 1)!
∞∑
n=1
n2k−1qn
1− qn . (C.3)
For k ≥ 2, G2k(τ) is a modular form of weight 2k, i.e.
G2k
(
aτ + b
cτ + d
)
= (cτ + d)2kG2k(τ) , (C.4)
whereas G2(τ) transforms as
G2
(
aτ + b
cτ + d
)
= (cτ + d)2G2(τ)− 2πic(cτ + d) . (C.5)
C.2 Twisted Eisenstein series
For |q| < |qw| < 1 and y 6= 1 define
Pˆm(qw, q, y) := (2πi)
m
(m− 1)!
(
∞∑
n=1
nm−1qnw
1− qn y−1 +
(−1)mnm−1q−nw qn y
1− qn y
)
+ δ1,m
2πi
1− y−1 . (C.6)
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Note that Pˆm is a special case of the twisted Weierstrass function Pm introduced in [12, 11].
More precisely,
Pˆm(qw, q, y) = (−2πi)mPm
[
y−1
1
]
(w, τ) . (C.7)
Pˆm(qw, q, y) converges for |q| < |qw| < 1, and
∂
∂w
Pˆm(w, q, y) = 2πiqw d
dqw
Pˆm(w, q, y) = mPˆm+1(w, q, y) . (C.8)
Pˆ1(qw, q, y) has a simple pole at qw = 1, as can be seen by rewriting
Pˆ1(qw, q, y) = 2πi
1− qw − 2πi+
2πi
1− y−1 + 2πi
∞∑
n=1
(
qnwq
ny−1
1− qny−1 −
q−nw q
ny
1− qny
)
, (C.9)
where the sum is seen to be convergent for |q| < |qw| < |q|−1. Choose qw so that 1 < |qw| <
|q|−1. The series then converges for both qw and qqw, and a straightforward calculation shows
the identity
Pˆ1(qqw, q, y) = y Pˆ1(qw, q, y) . (C.10)
Writing qw ≡ e2πiw, we expand (C.9) in w. The last terms give
2πi
∞∑
n=1
1
k!
(2πi)k
(
nkqny−1
1− qny−1 −
(−n)kqny
1− qny
)
× wk , (C.11)
whereas the first term is
− 1
w
∞∑
n=0
Bn
n!
(2πiw)n = − 1
w
+ πi+
∞∑
n=1
2ζ(2n)× w2n−1 . (C.12)
Here we have used
x
ex − 1 =
∞∑
n=0
Bn
n!
xn , (C.13)
where the Bernoulli numbers Bn are given by B0 = 1, B1 = −12 , and for n ≥ 1, B2n+1 = 0
and B2n = (−1)n−12(2n)!(2π)−2nζ(2n). In total, we thus obtain
Pˆ1(w, q, y) = − 1
w
+ Gˆ1(q, y) +
∞∑
k=2
Gˆk(q, y)w
k−1 , (C.14)
where we have introduced the twisted Eisenstein series Gˆk(q, y) defined in (2.6). We can
then use identity (C.8) to extract the poles of Pˆm.
C.3 Transformation properties of the twisted Eisenstein series
In order to determine the modular behaviour of Gˆk, it is sufficient to consider the actions
τ 7→ τ +1 , z 7→ z and τ 7→ −1/τ , z 7→ z/τ . Gˆk is obviously invariant under the first, while
under the second we claim that the transformation is
(2πi)−mGˆm(−1
τ
,
z
τ
) =
m∑
k=1
(−1)m−k
(m− k)!(2πi)
−kGˆk(τ, z)z
m−kτk − (−1)m z
m
m!
. (C.15)
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Note that this is very similar to the transformation properties of G2(τ): it transforms almost
as a form of weight m and index 0, but has additional anomalous terms. To prove (C.15),
let us assume for the moment that Gˆ1 transforms as
Gˆ1(−1
τ
,
z
τ
) = τGˆ1(τ, z) + (2πi)z . (C.16)
We can then prove (C.15) by recurrence using
∂
∂z
Gˆm+1(τ, z) = − 1
m
∂
∂τ
Gˆm(τ, z) . (C.17)
Introducing variables τ˜ = −1/τ , z˜ = z/τ and using
∂τ˜ = τ
2∂τ + τz∂z , ∂z˜ = τ∂z , (C.18)
we obtain
∂zGˆ
1
m+1(−
1
τ
,
z
τ
) = − 1
m
(τ∂τ + z∂z)Gˆm(−1
τ
,
z
τ
) . (C.19)
A straightforward calculation shows that this is equal to ∂z of the right hand side of (C.15)
for m + 1. We have thus shown that (C.15) holds up to some function f(τ). To see that
f = 0, consider the limit z → 0. Since Gˆ2k(τ, 0) = G2k(τ), the known transformation
properties of the ordinary Eisenstein series fix f = 0 for the even case. In the odd case the
same is true since Gˆ2k+1(τ, 0) = 0. The only somewhat subtle case occurs for Gˆ2. In this
case limz→0 zGˆ1(τ, z) = 1 produces the desired modular anomaly so that again f = 0.
Let us briefly sketch how to prove (C.16). One can show that Gˆ1 can be rewritten as
Gˆ1(τ, z) = −
∑
n>0
∑
k>0
Snk −
∑
n>0
2z
(nτ)2 − z2 −
∑
k>0
2z
k2 − z2 +
1
z
, (C.20)
where
Snk =
2z
(k + nτ)2 − z2 +
2z
(−k + nτ)2 − z2 . (C.21)
Taking τ 7→ −1/τ , z 7→ z/τ , the last three terms of (C.20) transforms to τ times themselves.
The first sum transform as∑
n>0
∑
k>0
Snk 7→ τ
∑
n>0
∑
k>0
Skn = τ
∑
k>0
∑
n>0
Snk (C.22)
which is formally τ times the original expression. Since the series is not absolutely convergent
however, the order of summation matters. By using standard methods one can show that
exchanging the summation order produces exactly the modular anomaly of (C.16).
Another possibility is to derive (C.15) directly from the transformation properties of the
twisted Weierstrass functions [11].
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