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Abstract
Objective: Modeling and analysis of cell population dynamics enhance our under-
standing of cancer. Here we introduce and explore a new model that may apply to
many tissues.
Analyses: An age-structured model describing coexistence between mutated and or-
dinary stem cells is developed and explored. The model is transformed into a nonlin-
ear time-delay system governing the dynamics of healthy cells, coupled to a nonlinear
differential-difference system describing dynamics of unhealthy cells. Its main features
are highlighted and an advanced stability analysis of several steady states is performed,
through specific Lyapunov-like functionals for descriptor-type systems.
Results: We propose a biologically based model endowed with rich dynamics. It in-
corporates a new parameter representing immunoediting processes, including the case
where proliferation of cancer cells is locally kept under check by the immune cells. It
also considers the overproliferation of cancer stem cells, modeled as a subpopulation
of mutated cells that is constantly active in cell division. The analysis that we per-
form here reveals the conditions of existence of several steady states, including the
case of cancer dormancy, in the coupled model of interest. Our study suggests that
cancer dormancy may result from a plastic sensitivity of mutated cells to their shared
environment, different from that - fixed - of healthy cells, and this is related to an
action (or lack of action) of the immune system. Next, the stability analysis that
we perform is essentially oriented towards the determination of sufficient conditions,
depending on all the model parameters, that ensure either a regionally (i.e., locally)
stable dormancy steady state or eradication of unhealthy cells. Finally, we discuss some
biological interpretations, with regards to our findings, in light of current and emerging
therapeutics. These final insights are particularly formulated in the paradigmatic case
of hematopoiesis and acute leukemia, which is one of the best known malignancies for
which it is always hard, in presence of a clinical and histological remission, to decide
between cure and dormancy of a tumoral clone.
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Highlights (to appear before the abstract in JTB template)
• Modeling the cell cycle and population cell dynamics taking into account: coexistence
between normal and mutated stem cells, overproliferation of cancer stem cells and
sensitivity to the immune system.
• The study of existence of different steady states, including: unhealthy cells eradication5
and cancer cells dormancy (i.e. control in dormancy of abnormal cells).
• Construction of different types of suitable strict Lyapunov-like functionals for nonlinear
delay differential-difference systems.
• Deriving stability conditions of steady states in different biological situations: a par-
ticular focus on the scenario of cancer dormancy.10
• Numerical simulations, biological discussions and some therapeutic insights in the
paradigmatic/exemplary case of hematopoiesis and acute myeloid leukemia.
1. Introduction and overview of the objectives
1.1. Cancer Stem Cells (SCS): a unified hypothesis to all types of cancer15
Stem cells (SCs) are undifferentiated cells characterized by their ability to
self-renew and their multipotency, which is the ability to differentiate into more
mature and specialized cells [62], [88]. A SC that engages in the division process
undergoes successive transformations until becoming, at the end of its cell cycle,
two daughter cells. A heavy regulatory process controls committed cells before20
and during mitosis, by triggering a series of physiological events during the
cycle. Even in fast-renewing tissues (e.g. gut, bone marrow and skin), cells
are not always proliferating, but on the contrary, most of them are in a non-
proliferating state, called resting or quiescent phase, G0 [62]. Sometimes a
pathological population of cells, that initially does not necessarily belong to the25
SC subpopulation, acquires self-renewing and proliferating capabilities similar
to those of SCs ([28], [67]). These stem-like cells are very often out of control
[76] and they are capable of initiating, developing and regenerating cancers [28],
hence their designation as cancer stem cells (CSCs) [49]. Very often, CSCs are
characterized by unhealthy behaviors such as excessive proliferation and loss of30
their differentiation faculties. This is what we observe for instance in the case
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of leukemia [25]. On the other hand, it cannot be disregarded that in some
cases (as in breast cancer and leukemia [6, 26]) CSCs do not overproliferate
(cancer without disease [35], or, in situ tumor). However, even during their
non-overproliferating states, CSCs remain in general distinguishable through35
specific markers on their surface6 [76]. In medical research, the CSC hypothesis7
postulates that one subpopulation of cells holds the power of initiating and
regenerating cancer [28]. This stemness property in non-SCs has been first
observed in leukemia, then in many other types of cancer. Not surprisingly, the
study of leukemic cells became a model for many other stem-like cells [76].40
1.2. Evidences and underlying assumptions about cancer dormancy
Strong evidence about the existence of a stalled growth state, commonly
referred to as tumor dormancy, has been established many years ago when
microscopic tumors were frequently encountered during autopsy examinations
([35], [64]). The most likely explanations (see [3], and also [35] and [80]) of45
CSCs dormancy state are: (H.1) blood and nutrient supply issues that pre-
vent tumor growth, or at least delay its clinical manifestation [63], and (H.2)
vigilance of the immune system which, in some cases, suffices to stop tumor de-
velopment (see [32, 63, 80, 90, 93] and the references therein). In fact, there has
been a lengthy debate on the role of the immune system in the defense against50
cancer: a process called cancer immunosurveillance [90]. The ambiguity about
the immunosurveillance concept stems from the fact that often the immune
system favors the development of the tumor instead of trying to eliminate it.
The concept that attempts to integrate the diverse effects of the immune sys-
tem on tumor progression is known as cancer immunoediting (see the review55
articles [80] and [90]). Even if it appears as an unsystematic process, an inter-
6For instance, stems cells in acute myeloid leukemia have some interleukin-3receptor α
chain surface markers, which are not found in normal hematopoietic stems cells (see [31, 49]).
7The reference as CSC paradigm has also gained ground recently. Several subpopulations
of cells, with distinct cancer-initiating powers, form actually a tumor. One subpopulation
has an indefinite potential of self-renewing and shows stem-like status. It appears also that
stemness might be a transient cell state that is associated to epigenetic changes [17].
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est arises for cancer therapies that are immuno-oriented, bearing the name of
immunotherapy8. In a similar spirit, monoclonal antibodies, e.g. gemtuzumab-
ozogamicin, have been approved in the treatment protocols of some cancers (as
in acute myeloid leukemia [40]), even if more trials are still needed to identify60
their exact benefits [40, 78]. Other cancer therapies, sometimes assimilated to
immunotherapy, are using some immune checkpoint inhibitors (see for instance,
[15], [55] and [66]). In the last part of our work, we will be shortly adopting some
of these immuno-oriented concepts, associated with classical chemotherapy or
targeted therapies, as it is frequently adopted in practice. More generally, the65
complex link between the immune system and cancer dormancy (as it is sum-
marized in Fig. 3 of [80]) is implicitly represented in our model thanks to an
extra-parameter that we introduce, as detailed in the sequel (see Section 2.2).
1.3. Is cancer dormancy a promising therapeutic option?
In a general perspective, apart from the interpretation of tumor dormancy70
as an observed natural phenomenon in human cancers, the idea to transform
cancer into a chronic disease is in the voices of many people in the medical
world nowadays [4], [39]. Indeed, the interesting issue here is about: how can
we bring CSCs from an overproliferating activity to a dormant state? More
precisely, since cancer treatments most often consist of delivering the maximum75
tolerable doses of drugs in order to kill clinically apparent tumors, and know-
ing that an incompletely eradicated cancer frequently grows again, even more
aggressively than the initial one [28], the option of maintaining the tumor in
dormancy is more appealing than trying to eradicate it [48]. Further discussions
on the opportunities offered by cancer dormancy in therapeutics can be found80
for instance in [4], [39], [89] and the references therein.
The development of a relevant mathematical framework appears as a nec-
essary tool to apprehend tumor dormancy as a biological mechanism [51], with
8Immunotherapy aims to help the immune system destroy cancer cells. It is given after -
or at the same time as - another cancer treatment such as chemotherapy.
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the ultimate goal to apply it in therapeutic settings. However, the task of mas-
tering CSCs, i.e. bringing them into a dormant state, seems to be difficult to85
achieve. Indeed, one of the first dormancy-oriented therapeutic approaches in
the case of solid tumors has not been very fruitful. It was based on the use of
angiogenesis inhibitors9 as drugs that choke off the blood supply of the tumor,
in order to maintain it in dormancy. However, unexpected effects occurred in
practice, and in some situations, targeting the blood vessels that feed tumors90
actually accelerated the spread of cancer (see [43, 77]). Therefore, it seems that
tumor dormancy is more likely to be assigned to immuno-vigilance10 (H.2 ),
than to nutrient supply limitations (H.1 ). In light of the previously mentioned
observations, one can say that dormancy has actually generated more issues
than answers, in the process of understanding cancer. Among the open issues,95
we emphasize the following ones: when a treatment protocol is elaborated for
CSCs eradication with a given rate of success, how can we actually administer
it (or a part of it) in order to achieve dormancy? In addition, since eradica-
tion techniques may generate some surviving tumors which become even more
aggressive than the initial ones, a key question is to determine whether it is ef-100
fective to consider the same targets and drugs, as for CSCs eradication, in order
to achieve dormancy? One can already figure out the utility of mathematical
studies in such a context. Finally, we emphasize that, in the clinic of cancers
today, eradication of CSCs remains the predominant treatment approach (al-
though there is still a long way to improve the existing eradication treatment105
strategies [85]).
1.4. Objectives of the study - Particular insights into the hematopoietic system
We aim to provide a consistent theoretical framework for the modeling and
the analysis of healthy and unhealthy cell dynamics, following different medical
orientations, among which: the case where therapy aims to eradicate cancer110
9These are substances that inhibit the growth of new blood vessels [35]
10In particular, cancer dormancy results from the action of adaptive immunological mech-
anisms, through T cells, IL-12 and IFN-gamma [80].
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cells while preserving healthy ones, and the scenario that consists in maintain-
ing healthy and unhealthy cells in a controlled stable steady-state (i.e. cancer
dormancy). To that purpose, a model of coexistence between ordinary and
mutated cells is introduced and analyzed. Firstly, we investigate the stability
properties of the trivial steady state of the resulting model: this is equivalent115
to the radical case in which all the cells are eradicated. Then, we perform a
stability analysis that applies to cases of cancer dormancy and unhealthy cell
eradication (while healthy cells survive). For the biological motivations stated
in the above sections, we will focus on the study of cancer dormancy throughout
our paper.120
At this juncture, we express our keen interest in the hematopoietic system.
We define hematopoiesis as the process initiated by the hematopoietic SC pop-
ulation inside the bone marrow, that leads to the formation and continuous
replenishment of all the blood cells in the body [45]. Hematopoiesis provides a
model for studying and understanding all the mammalian stem cells and their125
niches [18], as well as all the mechanisms involved in the cell cycle, particu-
larly cell differentiation. The hematopoietic paradigm is used in biology and
medicine, as well as in the modeling and analysis of all similar processes. In
[72], the author reviewed the mathematical modeling of blood cell dynamics
and its related pathological disorders within the past five decades. It is within130
this framework that we can situate our work, as a continuity of modeling and
stability analysis of blood cell dynamics. However, as for the majority of works
discussed in [72], the models that we study can be used to cover other tissues
and mechanisms. At this point, it is worth mentioning that pioneering works
that formulated early blood cell dynamical models have been introduced for135
any type of cells [81], or borrowed from models describing other tissues, differ-
ent from blood cell dynamics (see [16] for a dorsal epidermis cell model that
inspired all the cell cycle models containing a resting phase). The interested
reader is referred to [72] for more information. Therefore, we emphasize in this
study the paradigmatic case of hematopoietic SCs, which are at the root of the140
overall hematopoietic system. Hematopoietic SCs give rise to both the myeloid
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and lymphoid lineages of blood cells. The myeloid cells include many types of
white blood cells (monocytes, macrophages, neutrophils, eosinophils), red blood
cells (erythrocytes), and platelets (megakaryocytes). The hematopoietic process
has to be well controlled [45] in order to avoid a wide range of blood disorders11.145
Acute myeloid leukemia (AML) is one of the most deadly blood malignancies.
It affects the myeloid lineage and it is characterized by an overproliferation of
abnormal immature white blood cells (blasts) of the myeloid lineage. Currently,
AML treatment still relies on heavy chemotherapy with a high toxicity level
and a low rate of success [25]. In fact, the only certain AML cure being not150
the result of chemotherapy, but of total bone marrow transplant that induces
nearly 10 − 20% of mortality during the manipulation and due to severe reac-
tion, GVH, of the graft versus the host. A better understanding of the behavior
of CSCs (called leukemic cells in AML) should allow us to propose some selec-
tive combined targeted therapies that lead, theoretically, to cancer dormancy.155
In particular, our ambition is to provide a theoretical framework, taking into
account observations made by hematologists, and allowing for the suggestion
of insights into cancer treatments. It is in this light that we proposed in [23]
a model of cohabitation between ordinary and mutated cells in the case of the
hematopoietic system. The latter model follows recent observations (made in160
[44] and in many other works) that associate the emergence of leukemic cells
with an accumulation of several mutations, most often occurring in a standard
chronological order [44], in the SC compartment. Thus, we have mathematically
analyzed in [23] and [24] two categories of heterogeneous cells as illustrated in
Figure 1 below, where the addition of mutations (on TET2, NPM1, FLT3) that165
we have considered had been established in [44]. We pursue in this work an
analysis that provides a theoretical framework following different medical ori-
entations, among which: (i) the case where therapy aims to eradicate cancer
cells while preserving healthy cells, (ii) a less demanding, more realistic, sce-
11In particular, periodic diseases, such as cyclic neutropenia and some cases of chronic
acute leukemia (see [13], [19], [58], [73], and the references therein), but also overproliferating
malignant hemopathies, such as acute myeloid leukemia ([2], [23], [65]).
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nario that consists in maintaining healthy and unhealthy cells in a controlled170
stable steady-state (cancer dormancy). Thus, our work extends the one that
we proposed in [23], [24] and in a series of works: [1], [8], [9], (but see also [2],
[21], [33], [38], [60], [65], [73], [83] and [84]). It is worth mentioning that the
model in [9] can neither model dormancy nor the abnormal overproliferation
(e.g. invasion of the bone marrow by blasts). The latter point is improved by175
adopting a different form of fast self-renewing process, which has been recently
introduced in [1], and where a subpopulation of cells is considered to be always
active in proliferation [1]. In fact, cancer dormancy has not been considered in
all the previously mentioned works. This is indeed a new area in cancer therapy
(see [4], [28], [48], [89]) that we want to highlight here (but see also [51] for a180
different approach of modeling and analysis of cancer dormancy).
1.5. Organization of the work
In light of the above mentioned remarks, the coupled model (between healthy
and mutated cells as in Figure 1 below) of interest is presented in Section 2.
Next, some features of the resulting coupled differential-difference model, to-185
gether with the conditions of existence of our favourable steady states (reflecting
dormancy and CSCs eradication), are discussed in Section 3. Then, in Section
4, the stability analysis of the case of all-cell extinction, via a construction of
a linear Lyapunov-like functional, is performed (here we provide conditions for
global exponential stability of the trivial steady state of the coupled model).190
Then, afterwards, we address in Section 5 the stability analysis, in the time-
domain framework, of the cases describing cancer dormancy, and, unhealthy
cells eradication (while healthy cells survive). The latter study goes through
quadratic Lyapunov-like constructions (i.e. suitable degenerate functionals for
the class of differential-difference systems). In fact, we are going to use two195
slightly different constructions: the first one is more general and relies on Lin-
ear Matrix Inequality (LMI) conditions derived via the descriptor method [37],
applied to the linear approximation of the model around its nontrivial steady
state of interest. This approach aims to provide a theoretical (sufficient) sta-
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bility criterion, in the LMI form, to establish whether the steady state of a200
specific biological system is locally stable. The latter technique is followed by a
second Lyapunov-type construction that allows us to determine explicit decay
conditions (not in the LMI form) as well as an estimate of the decay rate of
solutions and an approximation of the basin of attraction of the studied steady
state. These sufficient stability conditions may be more restrictive than the LMI205
ones, however, they have the advantage of being easier to handle and, therefore,
make it possible to interpret them biologically, from medical and therapeutic
standpoints. Finally, numerical illustrations are provided and some concluding




Figure 1: Schematic representation of the coupled model of interest, involving a healthy
SCs compartment (on the left) and an unhealthy compartment (on the right). For the sake
of simplicity, we assume that unhealthy cells are those presenting mutations that lead to
cancer. Indeed, we consider that abnormal stem cells (Category B) have for instance a first
mutation in some genes encoding enzymes in epigenetics (e.g. on TET2, DNMT3A [20, 71]),
that increases the self-renewing activity of the affected cells. A more serious pathological
situation arises when a second mutation, affecting this time the pathways regulating the
differentiation process such as NPM1 or transcription factors, appears on some of the cells.
The superposition of these two events yields a blockade in differentiation. Finally, a subsequent
mutation impairing proliferation control (e.g. FLT3-ITD) appears in a subpopulation of cells
that have already accumulated one or more of the previously mentioned mutations. The
latter event activates an uncontrolled overproliferation of a subpopulation of cells (CSCs) and
thereby causes AML [44]. Throughout this work, with a kind of abuse of notation, we use
equivalently the designations: unhealthy cells, mutated cells, and CSCs. Similarly, healthy
cells (Category A), or ordinary cells, represented on the left, are those which do not have any
abnormal mutation, or those presenting some abnormalities which are not related to cancer.
The definitions of the biological parameters (δ, δ̃, γ, γ̃,...) are provided in Section 2.
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2. A new general mathematical model involving coexistence between
healthy and cancer stem cells
Our objective is to introduce a model more general than the existing ones,
with regard to the recent biological features of interest, that are: cancer dor-
mancy [26, 28], control and eradication of CSCs [48]. In particular, the compart-215
ment of unhealthy cells is hierarchized according to the severity of the mutations:
cells that accumulate mutations up to that of FLT3 duplication (see Figure 1)
are constantly active in proliferation (as in [1]). Our configuration allows us to
reproduce and interpret the case of cancer dormancy, with the ultimate goal of
providing theoretical stability conditions, along with therapeutic insights, that220
lead to stable dormant CSCs.
2.1. A multi-compartmental general model for healthy and unhealthy cells
We focus on the model illustrated in Figure 1, where CSCs are characterized
by an ability to over-proliferate represented by the parameter K̃ (in days−1),
as considered in [1], and previously envisaged in [9] in a different configuration.225
More precisely, we notice that a subpopulation of unhealthy cells is in a perma-
nent dividing state, namely the portion corresponding to 2K̃, where, 0 < K̃ < 1
(as in [1] for a non-coupled model), which is different from the healthy SCs
behavior (Figure 1, on the left), where daughter cells, that arise from division of
healthy mother cells, leave the proliferating compartment and join necessarily230
the resting one. Healthy resting stem cells can stay in G0 until their death,
differentiate, or start a new proliferating cycle by being transferred through
the reintroduction function β to there proliferating compartment. Indeed, we
mention that as many other works (see [2, 57, 73], among others), we are con-
sidering a compartmental model in which each cell can be in a resting phase or235
in a proliferating one. Finally, we mention that the coupled models studied in
[9, 23] do not admit a stable steady state that describes cancer dormancy, and
this is an issue that we overcome here by considering a more general manner of
coupling healthy and unhealthy SCs as discussed in the sequel.
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Next, we denote by δ (resp. δ̃) the rate, expressed in days−1, of resting240
cells, which is lost either by differentiation or natural cell death for healthy
SCs (resp. CSCs). A resting cell may start a cell cycle by entering in the
proliferating phase during which each proliferating SC (resp. CSC) may die by
apoptosis at a rate, expressed in days−1, γ (resp. γ̃), or complete its mitosis
and become two daughter cells at the end of the proliferating phase. We denote245
τ (resp. τ̃) the average time (in days) taken to complete mitosis in the healthy
(resp. unhealthy) proliferating compartment. For proliferation, the mechanisms
regulating the entry into the cell cycle - at the cellular level - rely on some
regulatory molecules that can play the role of growth factors (by stimulating the
entry into proliferation of resting healthy and unhealthy cells), or, they can play250
the role of mitotic inhibitor ligands (meaning that mitosis proceeds normally if
inhibitors are not combined with cell receptors, while it is stalled when they bind
them). Consequently, we consider in our model that the transfer from the resting
to the proliferating states is controlled by some reintroduction functions (as in
[57, 73] and the majority of earlier works). More precisely, we let β (resp. β̃) be255
the reintroduction function from the healthy (resp. unhealthy) resting phase to
the healthy (resp. unhealthy) proliferating phase. In addition, since healthy and
unhealthy cells share the same environment (called niches [18] in hematopoiesis),
we consider that each of the two functions β and β̃ depends simultaneously




the total density of unhealthy resting cells, x̃(t) =
∫∞
0
r̃(t, a)da, where r(t, a)
and r̃(t, a) are, respectively, the densities of resting healthy cells and resting
unhealthy cells, of age a ≥ 0, at time t ≥ 0 [23]. This modeling approach reflects
cohabitation between healthy and unhealthy cells, by considering that the entry
into proliferation of healthy cells (resp. unhealthy cells) is also dependent on265
the total density of unhealthy cells (resp. healthy cells), the dynamics of the
left and the right subpopulations in Figure 1 becoming thus strongly coupled.
Thus, the choice of the arguments (i.e. coupling forms) given to the functions β
and β̃ is crucial, since these arguments quantify the regulating mechanisms that
affect healthy and unhealthy cells (see [57] for the case of non-coupled models).270
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2.2. The coupling form between ordinary and mutated cells
The functions β and β̃ represent the physiological inhibitory hormonal feed-
back by Granulocyte Colony Stimulating Factors (G-CSF) that is valid in the
case of healthy as in the case of cancer cells. However, in the latter unhealthy
situation, the sensitivity of the unhealthy cell population to this feedback may275
strongly vary. Now, the remaining issue regarding the functions β and β̃ is to
select the coupling function between the total density of healthy resting cells x
and the total density of mutated resting cells x̃ (i.e., to specify how β and β̃
actually depend on x and x̃). It appears that the simplest choice is to consider
that both β and β̃ depend on the sum x + x̃, as previously considered in [9]280
and [23]. The latter scheme expresses a kind of absence of dominance between
the populations x and x̃, since they show equal influence on β and β̃. However,
differences actually exist between x and x̃ in their shared host - in particular
immune - environment, mainly due to the mutations acquired by abnormal cells
[46] and the reaction of the immune system. Changes that occur in mutated cell285
behavior may enhance the growth of cancer and result in cachexia and death
[12] (see also [27, 70] for biological observations and modeling of the interaction
between cancer and host environment). In our modeling approach, considering
a coupling in the form x + x̃ means equal sensitivity of ordinary and mutated
resting populations regarding the diverse proliferation regulation mechanisms,290
that act on the reintroduction of resting cells into proliferation. For example,
due to epigenetic mutations, unhealthy cells may become less sensitive than
healthy ones to the regulatory molecules secreted by the body and avoid the
immune system (i.e. an immunosuppressive effect); on the other hand, healthy
cells are in turn insensitive to the action of the immune system and less sen-295
sitive to drugs, since these drugs are designed to target unhealthy cells. In
summary, healthy and unhealthy cells may react differently to their shared host
environment (see Figure 2 below), which may result in the dominance of one
subpopulation (healthy or unhealthy), or possibly in cancer dormancy [80]. Our
first objective is to achieve a model that reproduces all these situations. Thus,300
we aim here to extend the modeling aspects by considering a more general form
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of coupling functions, so that some immunological effects can be represented.
For that purpose, we consider that the argument of β is x + x̃, while β̃ de-
pends at the same time on a weighted combination x + α̃x̃, where α̃ is some
positive constant. We will show later in Section 3 that actually dormancy may305
be found mostly when α̃ 6= 1. In an illustrative manner, Figure 2 provides a
representation of the cases:
l 0 ≤ α̃ ≤ 1: even if ordinary and mutated cells are sharing the same en-
vironment, the mutated ones are less sensitive to the regulatory system present
in the host environment, that may be identified as effects of the immune sys-310
tem on mutated cell proliferation. Consequently, unhealthy cells may escape
a part of the regulatory system, including the immune system. This appears
to be in line with medical practice, since the unhealthy behavior is mainly due
to genetic/epigenetic mutations that make cells partially unresponsive to the
regulating system. Consequently, the case 0 ≤ α̃ ≤ 1 suits well the untreated315
unhealthy behavior, in which cells avoid immune attacks and tend to get out of
control, possibly leading to outgrowth of CSCs [80, 90, 95].
l α̃ > 1: this case can describe an environment where unhealthy cells are
more affected by the regulatory molecules than the healthy ones. This may
be partly due to the effector response of the immune system (cancer immuno-320
surveillance [90]), which may explain the dormancy phenomenon as a result of
an efficient immune action that contains cancer growth [93]. In other words, the
case α̃ > 1 stands for a situation where proliferation of unhealthy cells may be
locally kept under check by the immune system. This is the role of the innate
and adaptive immunity which may lead to extrinsic tumor suppression in some325
rare cases, or to the adaptive immunity (T cells, IL-12, IFN-gamma) that at
least may maintain cancer dormancy for long time [80].
Remark 1. A concept of dominance between healthy and mutated cells results
from α̃, that allows for an implicit representation of the immunologic mecha-
nisms. In fact, what really makes the difference between cells is their respective330
sensitivity to the immune environment. The natural feedback represented by the
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functions β and β̃ depending on their arguments x and x̃, is in the case of can-
cer cells tuned by a sensititvity parameter α̃ that may be seen as the faculty of


























Figure 2: Cartoon illustration of healthy and unhealthy cells in their shared environment.
Ordinary SCs with normal behavior are in green, while mutated ones that go through quies-
cence to re-start a cell cycle (i.e. not the ones having the FLT3 mutation that makes them
constantly active into proliferation) are in blue. The regulation of cell proliferation may in-
clude different mechanisms: release of growth factors and mitotic regulatory molecules, T
cells, natural killers, globulins, IFN-g (IFN-gamma) and IL-12 (interleukin 12). Epigenetic
mutations may also play a role on the way cells react to the whole regulating system. The
case 0 ≤ α̃ ≤ 1 fits well a situation in which unhealthy cells are less sensitive to proliferation
regulation than healthy ones. In this case, abnormal cells may hide their tumor antigens
(an immunosuppressive state), which can be also due to the tumor variant cells that become
no longer recognized and attacked by the adaptive immunity [80] and grow into insensitive
cells to the entire immune effector mechanism. This condition is not enough in itself for the
development of cancer, but it certainly favors it and may lead to the escape phase. On the
other hand, the case α̃ > 1 represents a situation in which proliferation of unhealthy cells is
more controlled than the one of healthy cells. Reasons for this include an effective action car-
ried out by the innate and adaptive immunity (sometimes this action suffices for total tumor
eradication, see e.g. [90] and Fig. 3 in [80]), but also the use of immunotherapy that acts in
two ways: boosting the immune system to eliminate CSCs, and/or, enhancing the immune
response by providing additional combative components such as reenabling exhausted T cells.
In addition, it can also be argued that α̃ > 1 relies on the use of drugs
(immunotherapy, chemotherapy, etc) that specifically target unhealthy cells.
Indeed, we recall that immunotherapy mainly enhances the immune response,
and that recent chemotherapy or targeted therapies are increasingly more accu-
rate due to the overexpression of cancer receptors (which allow them to target
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unhealthy cells while the majority of healthy cells are spared). Finally, we men-
tion that the introduction of the above considerations related to the coupling
functions between x and x̃ will make the dynamics of the resulting model richer
than earlier models, as discussed in the next sections (Section 3). To the authors’
knowledge, no equivalent model exists in the literature. Next, as conventionally
considered, we assume that β̃ and β are nonlinear continuous decreasing func-
tions, and, lim`→∞ β̃(`) = lim`→∞ β(`) = 0. As in [57], [73], and all subsequent








where b̃, b, β̃(0) and β(0) are strictly positive real numbers and, ñ ≥ 2 and n ≥ 2.
In fact, the Hill functions in (1), that belong to the family of functions with
negative Schwarzian derivatives (see [5], Chap. 3) are commonly encountered
in many real-life problems. Classical arguments on cooperativity of enzyme
inhibition kinetics (see Chap. 1 in [52], and [75]), allow to determine the Hill-
type expressions (1). The cooperative effect results in general from the fact that
the binding of one regulatory molecule on one extracellular (surface) receptor
of one cell will affect the binding of subsequent regulatory molecules on other
receptors of the same cell. Due to the above considerations on the different
sensitivities between healthy and unhealthy cells in the niches (1 and α̃ 6= 1,
respectively), we can readily deduce that for given total densities x and x̃, the
associated reintroduction functions β and β̃ actually operate according to:
β̃ (x+ α̃x̃) =
β̃(0)
1 + b̃ (x+ α̃x̃)
ñ
, β (x+ x̃) =
β(0)
1 + b (x+ x̃)
n . (2)
2.3. Equations describing the dynamics of coupled cell populations335
After the description of the particular case of the reintroduction functions β
and β̃ according to the variation of the cell densities x and x̃ (as in Figure 3),











































Figure 3: Illustrative example of variations of a typical β̃-surface with respect to x̃ and x, for
different values of α̃ (i.e. in the three possible situations: α̃ > 1, α̃ = 1, and α̃ < 1).
Similarly to x and x̃, we denote by y and ỹ, respectively, the total densities
of proliferating healthy and unhealthy cells: y(t) =
∫ τ
0
p(t, a)da, and, ỹ(t) =∫ τ̃
0
p̃(t, a)da. The age-structured PDEs describing the coupled model in Figure
1, are given for all t > 0 by:
∂tr̃(t, a) + ∂ar̃(t, a) = −
[
δ̃ + β̃ (x, x̃, α̃, t)
]
r̃(t, a), a > 0,
∂tp̃(t, a) + ∂ap̃(t, a) = −γ̃p̃(t, a), 0 < a < τ̃ ,
∂tr(t, a) + ∂ar(t, a) = − [δ + β (x, x̃, t)] r(t, a), a > 0,
∂tp(t, a) + ∂ap(t, a) = −γp(t, a), 0 < a < τ.
(3)
In McKendrick-type models ([33], [56], [91]), we observe that only the death
rates (δ, δ̃, γ and γ̃), and the removal terms (β and β̃, since the reintroduction
functions are considered as cell loss from resting cells) appear in the PDE system
(3). On the other hand, the new births, which are the renewal conditions at
the age a = 0, for resting and proliferating cells, are introduced through the
following boundary conditions:
r̃(t, 0) = 2(1− K̃)p̃(t, τ̃),
p̃(t, 0) = β̃ (x, x̃, α̃, t) x̃(t) + 2K̃p̃(t, τ̃)
∆
= ũ(t),
r(t, 0) = 2p(t, τ),
p(t, 0) = β (x, x̃, t)x(t),
(4)
for all t > 0, and where ũ(t) represents the density of new proliferating un-
healthy cells at time t > 0 [1]. Finally, the initial age-distributions, respectively,
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r̃(0, a) = r̃0(a), for a > 0, p̃(0, a) = p̃0(a), for 0 < a < τ̃ , r(0, a) = r0(a), for
a > 0, and p(0, a) = p0(a), for 0 < a < τ̃ , are assumed to be L
1-functions.
Now, inspired by an illustrative approach in [87], we give a biological expla-
nation of the method of characteristics in our context. To avoid redundancy, we
focus only on the unhealthy compartment. Let us define p∗(a, s) as the density
of unhealthy proliferating cells, of age a, that entered to the unhealthy prolifer-
ating phase at time s. This coincides with the density of unhealthy proliferating














It follows that p∗(a, s) = p∗(0, s)e−γ̃a, where p∗(0, s) = p̃(s, 0).340
Now, let us recover p̃ from p∗ ([87]). Noticing that p̃(t, a) = p∗(a, t− a), for
t > a, we obtain, p̃(t, a) = e−γ̃ap̃(t− a, 0), for all t > a.
Next, we define pv(t, s) = p̃(t, t+ s), which can be interpreted as the density
of unhealthy proliferating cells that are in the proliferating phase at time t, and
have been in the proliferating phase at time 0, with an age a = s at t = 0.345




Then, pv(t, s) = pv(0, s)e−γ̃t, where pv(0, s) = p̃(0, s) = p̃0(s). Recovering p̃
from pv, for a ≥ t, gives us p̃(t, a) = e−γ̃tp̃0(a− t), for all a ≥ t.
We deduce that we have recovered the well-known solution ([87]):
p̃(t, a) =

e−γ̃tp̃0(a− t), 0 ≤ t ≤ a
e−γ̃ap̃(t− a, 0), t > a.
(5)
Consequently, the first equation in (4) is then equivalent to
r̃(t, 0) =

2(1− K̃)e−γ̃tp̃0(τ̃ − t), 0 ≤ t ≤ τ̃ ,
2(1− K̃)e−γ̃τ̃ p̃(t− τ̃ , 0), t > τ̃ .
(6)
From biological considerations we set, lima→∞ r̃(t, a) = lima→∞ r(t, a) = 0, for
all fixed value of t ≥ 0. Then, using (8), and by integrating the first equation in
(3) with respect to a between 0 and +∞, we determine that the long time behav-
ior ([11]) of x̃ is given by ˙̃x(t) = −(δ̃+ β̃ (x, x̃, α̃, t))x̃(t) + 2(1− K̃)e−γ̃τ̃ ũ(t− τ̃),
where we recall that the density ũ(t) is the one defined in (4), and represents
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for all t > 0 the density of new unhealthy proliferating cells. Similarly, by inte-
grating the second equation in (3) over the variable a, between 0 and τ̃ , and using
p̃(t, τ̃) = ũ(t−τ̃), we get ˙̃y(t) = −γ̃ỹ(t) + β̃(x, x̃, α̃, t)x̃(t)− (1− 2K̃)e−γ̃τ̃ ũ(t− τ̃).
Similarly, we can check that for the healthy compartment, we obtain for all t > 0:
p(t, a) =

e−γtp0(a− t), 0 ≤ t ≤ a
e−γap(t− a, 0), t > a.
(7)
It follows that the third equation in (4) is then equivalent to:
r(t, 0) =

2e−γtp0(τ − t), 0 ≤ t ≤ τ,
2e−γτp(t− τ, 0), t > τ,
(8)
where p(t− τ, 0) is deduced from the fourth equation in (4). Thus, using similar
arguments as for the unhealthy compartment, we deduce the following overall
system for all t > 0,
˙̃x(t) = −
[
δ̃ + β̃ (x, x̃, α̃, t)
]
x̃(t) + 2(1− K̃)e−γ̃τ̃ ũ(t− τ̃),
˙̃y(t) = −γ̃ỹ(t) + β̃ (x, x̃, α̃, t) x̃(t)− (1− 2K̃)e−γ̃τ̃ ũ(t− τ̃),
ũ(t) = β̃ (x, x̃, α̃, t) x̃(t) + 2K̃e−γ̃τ̃ ũ(t− τ̃),
ẋ(t) = − [δ + β (x, x̃, t)]x(t) + 2e−γτβ (x, x̃, t− τ)x(t− τ),
ẏ(t) = −γy(t) + β (x, x̃, t)x(t)− e−γτβ (x, x̃, t− τ)x(t− τ).
(9)
We notice that the dynamics of x, x̃ and ũ do not depend on y and ỹ. This
(triangular) system structure leads us to study first:
˙̃x(t) = −
[
δ̃ + β̃ (x(t) + α̃x̃(t))
]
x̃(t) + 2(1− K̃)e−γ̃τ̃ ũ(t− τ̃),
ũ(t) = β̃ (x(t) + α̃x̃(t)) x̃(t) + 2K̃e−γ̃τ̃ ũ(t− τ̃),
ẋ(t) = − [δ + β (x(t) + x̃(t))]x(t) + 2e−γτβ (x(t− τ) + x̃(t− τ))x(t− τ).
(10)
We can prove that a unique piecewise continuous solution, (x̃(t), ũ(t), x(t)),
exists for all t ≥ 0, when system (10) is associated with appropriate initial350
conditions (ϕx̃, ϕũ, ϕx), where, ϕx̃ ∈ C ([−τ, 0],R), ϕx ∈ C ([−τ, 0],R), and,
ϕũ ∈ C ([−τ̃ , 0],R). Moreover, we can show that the system (10) is positive,
since K̃ ∈ (0, 1). Throughout this work, only positive solutions of (10) are
considered.
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3. Notable features of the coupled model355
In this section, we point out some properties of the model (10) that highlight
its rich dynamics, according to the following possibly existing cases12:
Point of interest of x̃ 0 x̃e 0 x̃e +∞
Point of interest of ũ 0 ũe 0 ũe +∞
Point of interest of x 0 0 xe xe *
q Cell extinction: clearly, (0, 0, 0), is an equilibrium point of model (10).
Biologically, convergence to zero is synonymous of the extinction of all the cells
(both healthy and unhealthy populations). From a therapeutic standpoint, we360
said that we aim to address theoretical studies for the case of unhealthy cells
eradication (while ensuring that healthy cells survive), and also for a dormancy
steady state (where all the cells are in a stable steady state). In both situa-
tions we do not want that healthy cells vanish. However, chemotherapy always
affects - to a certain extent - healthy cells. But side effects of recent chemother-365
apy treatments are fewer than those of the drugs used in the past, since novel
molecules (targeted therapies) are designed to target overexpressed receptors
corresponding to mutated cells (i.e. drugs are more accurate since they attack
cells with specific extracellular receptors expressed only on mutated cells). In
addition, medications are mainly acting on cells during their phase of prolifera-370
tion, while it appears that most of the healthy cells are in quiescence. Therefore,
we consider that only a radical therapy will lead to total cell eradication, and
this is a situation that we want to avoid. Nevertheless, the theoretical con-
ditions, depending on the biological functions and parameter involved in our
model, that cause total cell eradication are discussed in Section 4.375
q Escape from dormancy in diseased cells: one of the main concerns
related to dormancy is to explain how escape from tumor dormancy can emerge
(see [51] and the non-coupled model in [1] that admits unbounded solutions).
12Here we are considering that x̃e > 0, ũe > 0 and xe > 0. We can notice that x̃e = 0
implies that ũe = 0, and vice versa.
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Similarly to [1], we notice in the coupled model (10) that the CSC-compartment
may have unbounded solutions that reproduce the unlimited cell proliferation in380
cancer. Indeed, from the second equation in (10) it is obvious that 2K̃e−γ̃τ̃ > 1,
implies that, limt→+∞ ũ(t) = +∞. It follows from the first equation in (10)
that limt→+∞ x̃(t) = +∞. This situation may reflect the escape from tumor
dormancy, or the invasion of the bone marrow by the blasts as in AML.
q Existence of the desired steady states D and E: let us start from
the general case in which the point (x̃e, ũe, xe) is a nonnegative steady state of
(10). Therefore, it follows that this equilibrium point satisfies:
[
δ̃ + β̃(xe + α̃x̃e)
]
x̃e = 2(1− K̃)e−γ̃τ̃ ũe,





[δ − (2e−γτ − 1)β(xe + x̃e)]xe = 0,
(11)
where we exclude the previously discussed case of unbounded solutions by as-385
suming that: 2K̃e−γ̃τ̃ < 1. Indeed, our main objective here is to determine
necessary and sufficient conditions for the existence of D = (x̃e, ũe, xe), where
xe > 0, x̃e > 0 and ũe > 0, and for the existence of E = (0, 0, xe), where xe > 0.
First, since β is continuous and decreasing from β(0) to zero, we deduce






is a necessary and sufficient condition for the existence of xe and x̃e such that,
xe + x̃e > 0, and, δ − (2e−γτ − 1)β(xe + x̃e) = 0. In fact, the inequality (12) is390
a necessary and sufficient condition for the existence of E (but not D).
Next, from the second equation in (11), we obtain that ũe =
β̃(xe+α̃x̃e)x̃e
1−2K̃e−γ̃τ̃ .






x̃e = 0. (13)
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is necessary and sufficient for the existence of xe and x̃e, such that, xe+α̃x̃e > 0,
and, δ̃ − 2e
−γ̃τ̃−1
1−2K̃e−γ̃τ̃ β̃(xe + α̃x̃e) = 0. Obviously, we notice that, 2K̃e
−γ̃τ̃ < 1 <
2e−γ̃τ̃ . In fact, the condition (14) is a necessary and sufficient condition for the395
existence of (x̃e, ũe, 0), where x̃e > 0 and ũe > 0.
It is worth mentioning that, if the condition (12) is satisfied (i.e. the neces-







then (0, 0, 0) and E are the unique existing steady states of the studied model.
Let us now focus on the case where both xe and x̃e are simultaneously strictly
positive (and then ũe is strictly positive). In the latter situation, we get, xe + α̃x̃e = β̃
−1 (µ̃) ,
xe + x̃e = β
−1 (µ) ,
(16)
where, µ = δ2e−γτ−1 , and, µ̃ =
δ̃(1−2K̃e−γ̃τ̃)



















Now, we distinguish between the following two situations:
The case α̃ = 1: Here we notice that,
 xe + x̃e = β̃






which is either an impossible case if the biological parameters are such that
β̃−1 (µ̃) 6= β−1 (µ), or, when β̃−1 (µ̃) = β−1 (µ), it corresponds to a continuum
equilibrium point (the infinite possible values of xe and x̃e that satisfy the first
equation in (18)). We want to avoid the latter continuum equilibrium points400
since that case has no concrete biological signification.
The case α̃ > 1 or 0 < α̃ < 1: First, we focus on the case 0 < α̃ < 1. We recall
from earlier discussion that, biologically, 0 < α̃ < 1 means that CSCs are less
sensitive than ordinary cells to their shared environment composed by regulatory
mitotic molecules (due to epigenetic mutations for instance, unhealthy cells no405
longer respond to inhibitory signals and continue to proliferate). More generally,
α̃ < 1 plays the role of a mitigating factor of the effect of regulatory molecules
that attenuate the entrance frequency into proliferation. Now, from (17), we
deduce that a sufficient condition for the existence of D when α̃ < 1, is given
by: α̃β−1 (µ) < β̃−1 (µ̃) < β−1 (µ) .410
On the other hand, we observe that when α̃ > 1, then, from (17), we deduce
that a sufficient condition for the existence of D is given by: β−1(µ) < β̃−1(µ̃) <
α̃β−1(µ). We summarize the overall discussion in the following result:











are satisfied, then (0, 0, 0) is the unique equilibrium point of the system (10).
Note that in fact (0, 0, 0) is always a steady state of the system (10).415






is a necessary and sufficient conditions for the existence of the steady state,
E = (0, 0, xe), where xe > 0, for the system (10).
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are satisfied, then (0, 0, 0) and E = (0, 0, xe) are the unique steady states of
system (10).







is a necessary and sufficient condition for the existence of the steady state420
(x̃e, ũe, 0) where, x̃e > 0 and ũ > 0, for the system (10).











are satisfied, then (0, 0, 0) and (x̃e, ũe, 0) are the unique steady states of system
(10).
(vi) For all α̃ > 0, the conditions










are necessary, but not sufficient, for the existence of D = (x̃e, ũe, xe).
(vii) We denote µ = δ2e−γτ−1 , and, µ̃ =
δ̃(1−2K̃e−γ̃τ̃)
2e−γ̃τ̃−1 . If the conditions,
0 < α̃ < 1, µ < β(0), µ̃ < β̃(0),
α̃β−1 (µ) < β̃−1 (µ̃) < β−1 (µ) ,




α̃ > 1, µ < β(0), µ̃ < β̃(0),
β−1(µ) < β̃−1(µ̃) < α̃β−1(µ),
2K̃e−γ̃τ̃ < 1 < 2e−γ̃τ̃ ,
(26)
are satisfied, then a unique strictly positive dormancy steady state D = (x̃e, ũe, xe),425
exists and is given by (17).
Remark 2. (1) Obviously, uniqueness in Proposition 1-(vii) means the exis-
tence of a unique isolated strictly positive equilibrium point D, but the trivial
steady state and the points E = (0, 0, xe), (x̃e, ũe, 0) are also steady states of




(1− e−γτ )β(xe + x̃e)xe, and, ỹe =
1
γ̃
(1− e−γ̃τ̃ )ũe, (27)
where ye (resp. ỹe) is the positive steady state of the total density of proliferating
healthy (resp. unhealthy) cells. (3) The third condition in (25)-(26) expresses
an interesting relationship between the fast-self renewing ability K̃, the apoptosis
rate of malignant cancer cells γ̃, and their average cell-cycle duration τ̃ . We430
notice that even if K̃ is relatively important (and knowing that it is not easy to
act on K̃ by drug infusions since its high value is due to FLT3 mutations) it is
still possible to guarantee the existence of a dormancy state by increasing τ̃ γ̃.
However, the increase must be moderate to not exceed the upper-bound γ̃τ̃ <
ln(2). (4) Finally, we notice that other cases can be discussed if biologically435
needed. For instance, adding the restriction, 2β̃−1(µ̃) < (1 + α̃)β−1(µ), to the
conditions (25)-(26), ensures that xe > x̃e, which can reasonably be the expected
situation of dormant tumors without forming clinically apparent cancers.
Now, we motivate our stability analysis through some preliminary numerical
observations that highlight the rich dynamics of the model that we introduced440
in this work. In particular, we point out the different possible behaviors of the
nonlinear differential-difference system (10) according to its associated initial
conditions. The latter fact emphasizes the importance of determining mathe-
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matically an estimate of the region of attraction of each steady state of interest.
Example 1. Let us consider the following biological functions and parameters445
for cells in Category A (Cat. A) and Category B (Cat. B):
Cat. A: τ = 1.11 δ = 0.1 γ = 0.1 β(m) = 3
1+m4
Cat. B: τ̃ = 0.9 δ̃ = 0.36 γ̃ = 0.32 β̃(m) = 2
1+m4
α̃ = 0.6 K̃ = 0.54
For the considered set of parameters and functions, a unique dormancy
steady state D exists and is given by D = (x̃e, ũe, xe), where x̃e = 0.6573, ũe =
0.4737 and xe = 1.5255. This steady state is shown in Figure 4-(a). However,
the latter point is not the unique equilibrium point of the system. Indeed, the450
0-equilibrium (0, 0, 0), and the points: E = (0, 0, 2.1826) and (3.1998, 2.3060, 0),
also exist13. When we select the constant initial conditions ϕx(t) = ϕx̃(t) = 2,
for all t ∈ [−τ, 0], and ϕũ(t) = 1, for all t ∈ [−τ̃ , 0], we observe that the
trajectories converge to (3.1998, 2.3060, 0), as illustrated in Figure 4-(b), where
unhealthy cells survive (the attractive point seems to be stable), while the healthy455
cells vanish (converge to zero). By changing the initial condition of ũ, from the
previous value to ϕũ(t) = 0.1, for all t ∈ [−τ̃ , 0], we observe that the trajecto-
ries converge to E, as illustrated in Figure 4-(c). Moreover, the steady states in
Figures 4-(b)-(c) seem to be stable (each one has its region of attraction). Lya-
punov theory offers strong tools to establish the regional stability properties of460
the steady states, provided that a suitable Lyapunov functional is found for the
studied model. Now, let us modify the value of K̃ by increasing it to K̃ = 0.6680.
It follows that 2K̃e−γ̃τ̃ − 1 = 0.017, which implies that the trajectories of the
unhealthy compartment are unbounded (similarly to [1]). Numerical simulations
in that case, for arbitrary initial conditions, are given in Figure 4-(d).465
13One may notice the relationship that exists between the three different non-trivial steady
states. In fact, the xe-value in E corresponds to the sum xe+ x̃e of the dormancy steady state




xe and x̃e in the latter fraction are the corresponding values in the dormancy steady state D.
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Figure 4: (a) Trajectories of the model whose parameters are given in Example 1, when they
started on the Dormancy steady state D, where x̃e = 0.6573, ũe = 0.4737 and xe = 1.5255.
We mention that in this case, numerical simulations show that D is unstable, i.e. for arbitrary
small perturbation on the initial conditions, trajectories do not converge towards D. (b)
Trajectories of the model whose parameters are given in Example 1, when they started from
the initial conditions given by: ϕx(t) = ϕx̃(t) = 2, for all t ∈ [−τ, 0], and ϕũ(t) = 1, for
all t ∈ [−τ̃ , 0]. The steady states D and E both exist in this case, however, we notice that
the trajectories rather converge to another equilibrium point, that seems stable, and which
is given by (3.1998, 2.3060, 0). (c) All the model parameters and the initial conditions are
similar to (b), except the initial condition for ũ which is no given by: ϕũ(t) = 0.1, for all
t ∈ [−τ̃ , 0]. In this case, the trajectories converge to E = (0, 0, 2.1826). (d) Now, we modify
the value of K̃, that we incrase to 0.6680, and we observe that for any initial conditions the
trajectories x̃→ +∞ and ũ→ +∞, when t goes to +∞.
Example 2. Now, let us consider the following functions and parameters:
Cat. A: τ = 1.25 δ = 0.2 γ = 0.2 β(m) = 1
1+m2
Cat. B: τ̃ = 1.66 δ̃ = 0.1 γ̃ = 0.2 β̃(m) = 1.2
1+5m4
α̃ = 0.4 K̃ = 0.3
The steady states (0, 0, 0), E = (0, 0, xe), (x̃e, ũe, 0), and D = (x̃e, ũe, xe),
of the corresponding system, exist. If we select the constant initial conditions
ϕx(t) = 1.55, and ϕx̃(t) = 1, for all t ∈ [−τ, 0], and ϕũ(t) = 0.3, for all t ∈
26
[−τ̃ , 0], we observe that the trajectories are unstable as illustrated in Figure 5-470
(a), knowing that the dormancy steady state here is D = (0.3445, 0.0792, 0.9926).
For instance, we recall that in hematopoietic systems, oscillations are associated
to many periodic diseases (e.g. cyclic neutropenia and some types of chronic
leukemia). Now, let us consider random constant initial conditions and let us
keep constant all the biological parameters, except the value of α̃, that we con-475
sider as 0.2, and then 0.6 in a second case. As shown in Figure 5-(b), we note
that by increasing the value of α̃ from 0.2 to 0.6, the trajectories become stable.
Thus, it appears that α̃ may have, at least in this example, a stabilizing (or
destabilizing) effect on the trajectories of the studied model.


























Figure 5: Trajectories of the model in Example 2. (a) Unstable (oscillatory) solutions cor-
responding to the constant initial conditions ϕx(t) = 1.55, ϕx̃(t) = 1, for all t ∈ [−τ, 0],
ϕũ(t) = 0.3, for all t ∈ [−τ̃ , 0]. (b) Stabilizing effect of α̃. In this illustration, all the pa-
rameters, as well as initial conditions, are identical, except the value of α̃. In the first case,
α̃ = 0.2: the trajectories are unstable. By increasing α̃ to 0.7 the trajectories become stable.
Example 3. Finally, let us consider the following functions and parameters:
Cat. A: τ = 1.25 δ = 0.1 γ = 0.2 β(m) = 1
1+m2
Cat. B: τ̃ = 0.7 δ̃ = 0.2 γ̃ = 0.1 β̃(m) = 2
1+2m4
α̃ = 2 K̃ = 0.5
480
The conditions of existence of D = (x̃e, ũe, xe) are satisfied, and in this case
we have: x̃e = 0.6833, ũe = 0.1580 and xe = 1.45599. For the constant initial
conditions ϕx(t) = 0.1 and ϕx̃(t) = 1.5, for all t ∈ [−τ, 0], and ϕũ(t) = 1.5 for
all t ∈ [−τ̃ , 0], it appears that D is stable as illustrated in Figure 6.
At this juncture, we deduce that the coupled system (10) under study has485
some interesting dynamical features. Firstly, we saw that the solutions of the
27













Figure 6: Trajectories of the model given in Example 3. Here the dormancy steady state D
exists and is given by: x̃e = 0.6833, ũe = 0.1580 and xe = 1.45599. Convergence to the
dormancy steady state D (which seems stable) is obtained starting from the constant initial
conditions: ϕx(t) = 0.1 and ϕx̃(t) = 1.5, for all t ∈ [−τ, 0], and ϕũ(t) = 1.5 for all t ∈ [−τ̃ , 0].
coupled system can be bounded or unbounded (as in the non-coupled model
[1]). In the former case, several steady states may exist and their values depend
on the different biological parameters of the model. The existence of the steady
states of interest (D and E) are governed by some non-intuitive conditions on490
the biological parameters involved in the system (see Proposition 1). In addi-
tion, we saw that according to the initial conditions associated with the model
trajectories, the bounded solutions may converge to one among several possible
steady states, i.e. the stability of each steady state is regional (local). In the
general case, the steady states of the system (10) are not always stable, but on495
the contrary, we noticed that oscillations may emerge, as in Example 2. Our
objective now is to determine exponential stability conditions for the steady
states of interest (which are: all-cell extinction, E and D).
4. Stability analysis of the extinction of all the cells
In this section, we perform a stability analysis of the 0-equilibrium of the500
system (10). From a biological standpoint, this is a case that we want to avoid, as
28
discussed in the previous section (see the first point, Cell extinction), since it is
synonymous of an excessive therapy that not only alters unhealthy populations,
but also leads to the extinction of healthy cells in the coupled model.
Here we introduce the following functional:











2(`−t)β (x(`) + x̃(`))x(`)d`,
(28)
where, ψ1 = ψ11 + ψ12, ψ11 = 1 +
δ̃
β̃(0)
, ψ12 = − ψ
∗




ψ∗ = (β̃(0) + δ̃)K − β̃(0) − K̃δ̃, and, ψ2 = 2ψ3e−γτ , where, ψ3, together with
ρ∗1 and ρ
∗
2, are strictly positive constants that we will choose later.
We can readily check that if 2K̃e−γ̃τ̃ < 1 (that we can rewrite as K̃ < K),
and ψ∗ > 0, (i.e. ψ12 < 0), we obtain ψ1 > 0. It follows that the functional
W is nonnegative. We notice also that W is an unusual Lyapunov-Krasovskii510
functional (LKF) candidate, since it can be used only because the system (10)
is positive. In addition, it is a degenerate LKF candidate (since W = 0 does
not imply ũ = 0) which is usually the case for differential-difference systems.
This will also be the case when we investigate the stability properties of the
dormancy steady state, where we will construct a quadratic degenerate LKF.515
Thanks to the functional W, we prove in Appendix A the following result:




β(0) < δ, 0 < ψ∗, and, 2K̃e−γ̃τ̃ < 1, (29)
are satisfied, then the trivial steady state of system (10) is globally exponentially
stable with a decay rate larger than, or equal to, ψ4 (defined in Appendix A).
Remark 3. (1) The conditions (29) exclude the existence of any steady state
different from the trivial one. (2) We can interpret the cell extinction as a520
result of an excessive therapy that affects also healthy cells so that their apop-
tosis rate, γ, increases until becoming greater than the ratio ln(2)τ , or, until the
29
death rate and differentiation rate, i.e. δ, becomes greater than (2e−γτ − 1)β(0)
(which is a less demanding condition in comparison to γ > ln(2)τ ). (3) Arguing
as in [1, 22], we can prove that the conditions (29) are also necessary for the525
exponential stability of the 0-equilibrium. (4) Finally, we deduce from Theorem
1 that all-cell extension results from uncorrelated conditions between the healthy
and unhealthy compartments. Indeed, we note that the last two conditions in
(29) relate to the unhealthy compartment, since only unhealthy parameters are
involved. Moreover, these conditions are similar to those giving global asymp-530
totic stability in [1] for a non-coupled model. The biological interpretation is that
cell extension occurs if and only if both the healthy and unhealthy compartments
are enable to regenerate themselves autonomously. In other words, it appears
that the coupling has no effect on the stability of the 0-equilibrium since the
conditions for total-cell eradication imply extinction of both the unhealthy and535
healthy compartments, as if they were separated (not coupled). This observation
will not hold when we study dormancy (and non-zero steady states).
5. Stability analysis of favourable steady states: D (dormancy) and
E (CSCs eradication)
Here we will emphasize on the dormancy steady state D = (x̃e, ũe, xe), where540
all the components of the steady state are different from zero (i.e. x̃e > 0, ũe > 0,
xe > 0). In fact, we will highlight the case of dormancy D, since it is clearly
the most general one. Indeed, from the analysis of D, it becomes possible to
evaluate the regional stability properties of E = (0, 0, xe) (which are partially
investigated in [23], when α̃ = 1), and also of the steady state (x̃e, ũe, 0).545
5.1. A new representation of the system
Now, we want to investigate the stability properties of D when it exists.
Thus, we assume that the conditions given in Proposition 1-(vii) are satisfied
and we perform the classical changes of coordinates: X̃ = x̃ − x̃e, Ũ = ũ − ũe,
30
and X = x− xe. Therefore, from (10), it follows that for all t ≥ 0,
˙̃X(t) = −
[
δ̃ + β̃(X(t) + α̃X̃(t) + xe + α̃x̃e)
]
(X̃(t) + x̃e)
+2(1− K̃)e−γ̃τ̃ (Ũ(t− τ̃) + ũe),
Ũ(t) + ũe = β̃(X(t) + α̃X̃(t) + xe + α̃x̃e)(X̃(t) + x̃e)
+2K̃e−γ̃τ̃ (Ũ(t− τ̃) + ũe),
Ẋ(t) = −
[
δ + β(X(t) + X̃(t) + xe + x̃e)
]
(X(t) + xe)
+2e−γτβ(X(t− τ) + X̃(t− τ) + xe + x̃e)(X(t− τ) + xe).
(30)
To ease the analysis of the above system, we rewrite it in a more convenient
form. Observe that for all z > −e, e > 0, where, z = X + X̃ and e = xe + x̃e, we
have, with an abuse of notation,
β(z + e) = β(e) + θz +R(z), (31)




`)β(2)(`)d`. Next, for all z̃ > −ẽ, ẽ > 0, where, z̃ = X + α̃X̃, and, ẽ = xe + α̃x̃e,
we get similarly to (31),
β̃ (z̃ + ẽ) = β̃(ẽ) + θ̃z̃ + R̃(z̃), (32)
where, θ̃ = β̃′(ẽ), and, R̃(z̃) =
∫ ẽ+z̃
ẽ
(z̃+ẽ−`)β̃(2)(`)d`. Therefore, using (31)-(32),
and by simplifying some terms using (11), we get the system,
˙̃X(t) = −a1X̃(t)− a2X(t) + a3Ũ(t− τ̃) + F (X(t), X̃(t)),
Ũ(t) = a4X̃(t) + a2X(t) + a5Ũ(t− τ̃)− F (X(t), X̃(t)),
Ẋ(t) = −a6X(t)− a7X̃(t) + a8X(t− τ) + a9X̃(t− τ) +G(Xt, X̃t),
(33)




− R̃(X(t) + α̃X̃(t))(X̃(t) + x̃e),
(34)
31




−R(X(t) + X̃(t))(X(t) + xe)
+ 2e−γτθ
[
X2(t− τ) +X(t− τ)X̃(t− τ)
]
+ 2e−γτR(X(t− τ) + X̃(t− τ))(X(t− τ) + xe),
(35)
and where the constant parameters ai are given by:
a1 = δ̃ + β̃(xe + α̃x̃e) + α̃θ̃x̃e, a2 = θ̃x̃e, a3 = 2(1− K̃)e−γ̃τ̃ ,
a4 = β̃(xe + α̃x̃e) + α̃θ̃x̃e, a5 = 2K̃e
−γ̃τ̃ , a6 = δ + β (xe + x̃e) + θxe,
a7 = θxe, a8 = 2e
−γτ [β (xe + x̃e) + θxe] , a9 = 2e
−γτθxe.
(36)
We notice that if the trajectories of (33) converge exponentially to the 0-
equilibrium, then the positive trajectories of the system (10) converge expo-
nentially to D. Now, we are going to state and prove some sector conditions
on the nonlinear terms R and R̃. Then, we deduce some upper-bounds on the
nonlinear terms F and G. For that purpose, we prove in Appendix B through
lengthy calculations that there exist strictly positive constants s, s̃, m and m̃,
satisfying:
|R(z)| ≤ s|z|, and |R̃(z̃)| ≤ s̃|̃z|, (37)
|R(z)| ≤ mz2, and |R̃(z̃)| ≤ m̃z̃2, (38)
for all z > −e (z and e are defined before (31)), and for all z̃ > −ẽ (z̃ and ẽ are
defined before (32)). Moreover, using (37) and (38), we can determine strictly
positive constants ci, i = {1, . . . , 6}, such that the following quadratic upper
bounds hold true: ∣∣∣F (X, X̃)∣∣∣ ≤ c1Q(X) + c2Q(X̃), (39)
∣∣∣G(Xt, X̃t)∣∣∣ ≤c3Q(X(t)) + c4Q(X̃(t)) + c5Q(X(t− τ)) + c6Q(X̃(t− τ)). (40)
Remark 4. (1) The upper-bounds given in (37), (38), (39), and, (40), will
not intervene when we determine the decay conditions and the decay rate of the
32
solutions. However, their effect appears in the size of the basin of attraction that
we will provide. Actually, if the constants s, s̃, m, m̃, in (37)-(38), as well as550
the constants ci in (39)-(40), are large, then the size of the basin of attraction
shrinks accordingly. (2) By comparing the present study with [23], we notice
that [23] was devoted to the study of a model which was simpler than the system
(33) under study in this paper. Indeed, the model in [23] can be obtained by
putting α̃ = 1 and by eliminating all the terms where x̃e is present in equations555
(33), (36), (34) and (35). (3) It is worth mentioning that the stability results
that we will determine later apply for a wide range of functions β and β̃, as long
as the sector conditions (37) and (38) are satisfied.
Now, we want to perform a stability analysis of the trivial steady state of the
(shifted) model using its representation in (33): we recall that the 0-equilibrium560
of (33) can be D or E of (10). For meeting such a purpose, strong tools are
provided by Lyapunov theory, in the analysis of nonlinear differential-difference
systems with possibly piecewise continuous solutions (see e.g. [41], [50], [61],
[68], and the references therein). However, finding a suitable LKF is not an easy
task. In addition, the provided stability conditions can be conservative. So, we565
adopt the following strategy that highlights our biological aims:
¬ Firstly, we use the descriptor method [37] that allows us to provide a
local (Lyapunov-based) stability result for our biological model. The advantage
of this approach is that it provides an effective tool (formulated as an LMI
condition) to check if a steady state of a specific biological model (defined by570
its set of parameters) is locally stable.
­ In order to address the following issue: How can we provide realistic sta-
bility conditions that can be interpreted and satisfied under the effect of drugs?,
the first approach will be slightly modified in a second time. Thus, we estab-
lish a different result (that can be seen as a particular formulation of the first575
approach) which relies on the analytic construction of a suitable Lyapunov-like
functional, specific for the studied biological system. The latter approach al-
lows us to provide more explicit decay conditions than the common LMI-type
33
approaches. We point out that even if the second construction provides more
conservative conditions than the LMI ones, they have the advantage of being580
more easily (biologically) understandable. It is to this end that, in the last sec-
tion, we show how the decay conditions can be interpreted, in practice, according
to the biological context of hematopoiesis and leukemia.
In summary, we determine throughout this section some exponential decay
conditions (along with an estimate of the decay rate of the solutions and a585
region of attraction of the favourable steady states), via two complementary
approaches: the descriptor method that provides local stability results for the
general structure of the studied system, and, a suitable explicit Lyapunov-like
construction that allows us to address the regional stability properties of the
dormancy steady state. The latter decay conditions lend themselves more easily590
than the LMI ones to medical interpretations.
5.2. Stability analysis using the descriptor method
In this section, we consider as a first step only continuous solutions of the





that we denote Z = col {Z1, Z2}. Then, by neglecting the nonlinear terms F
and G in (33), we rewrite the studied system in the following compact form:
 Ż(t) = B0Z(t) +B1Z(t− τ) +B2Ũ (t− τ̃) ,
Ũ(t) = B3Z(t) +B4Ũ (t− τ̃) ,
(41)















, and, B4 = a5 = 2K̃e
−γ̃τ̃ .
(42)
Next, we consider some symmetric positive definite matrices P > 0, S > 0,
J > 0, of appropriate dimension, together with a strictly positive constant ã,
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(`+ τ − t) ŻT (`)JŻ(`)d`,
(43)
along the trajectories of (41), is given by,













First, we notice that an upper-bound of V̇ is given by,




Ż(t) + ZT (t)SZ(t)− ZT (t− τ)SZ(t− τ)
+τ2ŻT (t)JŻ(t)− ZT (t)JZ(t) + ZT (t)JZ(t− τ)

























=− [Z(t)− Z(t− τ)]T J [Z(t)− Z(t− τ)] ,
and where P and P that appear in (44) are some free-weighting matrices of
appropriate dimension. Then, it follows that,
V̇ (t) ≤ ηT (t)Φη(t) + ãŨ2(t),
where η is an augmented state defined by,
ηT (t) =
[




and the matrix Φ is given by,
Φ =

S − J + pTB0 +BT0 P P − P
T












∗ ∗ −S − J 0




Noticing that, Ũ(t) =
[
B3 0 0 B4
]
η(t), it follows that,
ãŨ2(t) = ηT (t)Eη(t), where, E =
[




B3 0 0 B4
]
.
Therefore, by applying Schur complement, we conclude that V̇ (t) < 0 is satisfied
provided that the following LMI:
Ψ =

S − J + PTB0 +BT0 P P − P
T














∗ ∗ −S − J 0 0
∗ ∗ ∗ −ã BT4 ã




holds. Next, by following arguments of [36] we deduce from Ψ < 0 that the
last block in (47) satisfies
 −ã BT4 ã
∗ −ã
 < 0. The latter implies by Schur
complement that −I + BT4 B4 < 0. Hence, the eigenvalues of B4 are inside the595
unit circle, i.e. the difference equation Ũ(t) = B4Ũ(t− τ̃) is stable for all τ̃ > 0.
The latter, together with V̇ < 0, guarantees the asymptotic stability of the
system (41). We mention that it is possible to extend the stability result to the
nonlinear system (33), using the functional V (i.e. providing some conditions on
the nonlinear terms F and G as in [37], Section 3.11). However, since it seems600
actually difficult to interpret the LMI (47) as a combined targeted therapy for
the studied biological system, we slightly modify our Lyapunov approach by
36
designing, in the next section, a suitable specific LKF for the studied system
that provides explicit (sufficient) stability conditions for the dormancy steady
state of the nonlinear system (33). The functional that we are going to propose605
has some similarities with the functional V . Actually, in the next section, we
are going to select some matrices P , S and J , together with the constant ã,
involved in the above construction. Thus, we will determine analytically some
upper-bounds on V̇ , through classical inequalities. Not surprisingly, the latter
approach increases the conservatism of the sufficient stability condition in the610
LMI form (the LMI condition is given by (47)). That is the price of determining
more biologically exploitable results (i.e. explicit exponential decay conditions
with an estimate on the decay rate of the solution and a subset of the basin of
attraction of the trivial steady state of the nonlinear system (33)).
5.3. Obtaining Explicit Exponential Decay Conditions615
We focus on the coupled system using its representation in (33), with possibly
piecewise continuous solutions. Firstly, let us introduce the quadratic function:




and λ1 = 2. This is equivalent to put P = diag {1/2, 1} in V of the previous









where, ϕ ∈ C ([−τ, 0],R), ϕ̃ ∈ C ([−τ̃ , 0],R), and ρ1, ρ2, are strictly positive con-
stants that we determine later. In fact, observe that, compared to the integral
terms in V of the previous section, S and Y have exponential functions -in the
integral terms- that make it possible to get a lower-bound on the exponential
decay of the solutions. Next, in the quest for explicit decay conditions, we are
going to substitute Ẋ and ˙̃X when computing the derivative of Q (which is
37
not the approach adopted in the descriptor method, where Ẋ and ˙̃X were not
replaced). Thus, the derivative of Q along the trajectories of (33), satisfies
Q̇(t) =− 2a1λ1Q(X̃(t))− 2a6Q(X(t))− (a2λ1 + a7)X(t)X̃(t)
+ a3λ1X̃(t)Ũ(t− τ̃) + a8X(t)X(t− τ) + a9X(t)X̃(t− τ)
+ λ1X̃(t)F (X(t), X̃(t)) +X(t)G(Xt, X̃t).
(51)
Notice that the derivative of Y(Ũt), for almost all t ≥ 0, is
Ẏ(t) = Q(Ũ(t))− e−ρ1τ̃Q(Ũ(t− τ̃))− ρ1Y(Ũt). (52)
Now, using the second equation in (33), we obtain
Ẏ(t) =− ρ1Y(Ũt) + a24Q(X̃(t)) + a22Q(X(t))− (e−ρ1τ̃ − a25)Q(Ũ(t− τ̃))
+ a2a4X(t)X̃(t) + a2a5X(t)Ũ(t− τ̃) + a4a5X̃(t)Ũ(t− τ̃)
+Q(F (X̃(t), X(t)))− F (X(t), X̃(t))
[
a4X̃(t) + a2X(t) + a5Ũ(t− τ̃)
]
,
where the ai’s and F are defined after (33). Similarly, we compute the derivatives
of the functionals S (Xt) and S(X̃t). By combining the previous intermediate
results (i.e. Q̇, Ẏ and Ṡ), we deduce that the time derivative of the functional,
V †(Xt, X̃t, Ũt) = Q(X(t), X̃(t)) + λ2S (Xt) + λ3S(X̃t) + λ4Y(Ũt), (53)
where λ2, λ3 and λ4 are positive constants to be chosen later, along the trajec-
tories of (33) is given, for almost all t ≥ 0, by:
V̇ †(t) =−
[




2a6 − λ2 − λ4a22
]
Q(X(t))





− λ2e−ρ2τQ (X(t− τ))− λ3e−ρ2τQ(X̃(t− τ)) + a2a5λ4X(t)Ũ(t− τ̃)
− [a2λ1 + a7 − λ4a2a4]X(t)X̃(t) + a8X(t)X(t− τ) + a9X(t)X̃(t− τ)
+ [a3λ1 + a4a5λ4] X̃(t)Ũ(t− τ̃)− a5λ4F (X(t), X̃(t))Ũ(t− τ̃)






Next, we recall that for strictly positive constants, νi > 0, i = 1 to 5, (that we
will choose later), we have the following inequalities:
∣∣∣XX̃∣∣∣ ≤ 1ν1Q(X)+ν1Q(X̃),
|X(t)X(t− τ)| ≤ 1ν2Q(X(t)) + ν2Q(X(t − τ)),
∣∣∣X(t)X̃(t− τ)∣∣∣ ≤ 1ν3Q(X(t)) +
ν3Q(X̃(t− τ)),
∣∣∣X̃(t)Ũ(t− τ̃)∣∣∣ ≤ 1ν4Q(X̃(t)) + ν4Q(Ũ(t− τ̃)), ∣∣∣X(t)Ũ(t− τ̃)∣∣∣ ≤
1
ν5
Q(X(t)) + ν5Q(Ũ(t − τ̃)). Therefore, it follows that the derivative V̇ †(t)
satisfies, for almost all t ≥ 0, the following inequality:
V̇ †(t) ≤− [2λ1a1 − b1]Q(X̃(t))− [2a6 − b2]Q(X(t))− ρ2λ3S(X̃t)

















+ λ4Q(F (X̃(t), X(t)))− a5λ4F (X(t), X̃(t))Ũ(t− τ̃)








b1 = λ3 + λ4a
2
4 + ν1 |a2λ1 + a7 − λ4a2a4| ,











5 + ν4 |a3λ1 + a4a5λ4|+ ν5λ4 |a2a5| ,
b4 = ν2|a8|, and, b5 = ν3|a9|.
(55)
Now we are ready to determine decay conditions that ensure the regional
exponential stability of the trivial steady state of the system (33). The terms
where F and G are involved in (54) will be used only to determine a subset of
the basin of attraction of the trivial steady state of the system (33).
Let us focus on the constant which is multiplied by Q(Ũ(t − τ̃)) in (54).
Using the inequality |a3λ1 + a4a5λ4| ≤ λ1|a3| + λ4|a4a5|, we notice that the
inequality λ4e
−ρ1τ̃ − b3 > 0 is verified if
λ4
(
e−ρ1τ̃ − a25 − ν4|a4a5| − ν5|a2a5|
)
− ν4λ1|a3| > 0. (56)
For later use, we set d1 , λ4
(




We deduce that the first decay condition is given by:
a25 + ν4|a4a5|+ ν5|a2a5| < 1. (57)
Indeed, the previous condition is necessary to guarantee that (56) is satisfied.
Now, let us select ν4 =
1
2 |a4|
−1, and ν5 =
1
2 |a2|
−1, for a4 6= 0 and a2 6= 0.
Using the definitions of ai’s, ν4 and ν5, it follows that the first decay condition
(57) is equivalent to
(2K̃e−γ̃τ̃ )2 + 2K̃e−γ̃τ̃ < 1. (58)







−1, and that these choices are not unique. Indeed, our objective here
is to determine a sufficient decay condition that involves only the unhealthy
parameters of the permanently dividing subpopulation (for instance, the subpop-625
ulation with FLT3-type mutations in AML) which are, K̃, τ̃ and γ̃. For that
purpose, we derive a decay condition involving only the parameter a5. There-
fore, ν4 and ν5 are used in order to compensate a4 and a2. A more general form
is given by ν4 = ν̃4|a4|−1, ν5 = ν̃5|a2|−1, where ν̃4 > 0, and, ν̃5 > 0. In this
case, the decay condition (58) rewrites as, (2K̃e−γ̃τ̃ )2 + 2 (ν̃4 + ν̃5) K̃e
−γ̃τ̃ < 1.630














5 > 0. Conse-
quently, we deduce that d1, which is defined right after (56), and which is now






− ν4λ1|a3|, satisfies the inequality, d1 > 0,
for all λ4 =
λ̃4λ1ν4|a3|
e−ρ1τ̃−[a25+a5]
> 0, where λ̃4 > 1. Next, using the inequality,
∣∣∣F (X(t), X̃(t))Ũ(t− τ̃)∣∣∣ ≤ 2|a5|λ4
d1





it follows from (54) that,





























Q(F (X(t), X̃(t))) +X(t)G(Xt, X̃t)






Arguing similarly, we select ν2 and ν3 that compensate the terms a8 and a9 (for
|a8| 6= 0, and |a9| 6= 0). For instance, we can consider ν2 = 16|a8| and ν3 =
1
6|a9| .
Then, we put, for instance, λ2 = λ3 =
1
3 . We notice that our choices of ν2
and ν3 in this case are equivalent to b4 = b5 =
1








, we obtain in this case e−ρ2τ > 23 . Thus, we end up with
14











Finally, by selecting ν1 = λ1 = 2, all the setting parameters involved in
the functional V † are now chosen. We conclude that if the decay conditions
d4 , 2λ1a1 − b1 > 0, and d5 , 2a6 − b2 > 0, are satisfied, then (59) satisfies
for almost all t ≥ 0,








− d2Q(X(t− τ))− d3Q(X̃(t− τ)) +H(Xt, X̃t),
14Similarly to ν4 and ν5 in Remark 5, the choices of ν2 and ν3 are not unique (and, similarly,
those of λ2 and λ3 either). In Example 4, we are going to use different numerical values that
also satisfy d2 > 0 and d3 > 0.
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, d52 , ρ1, ρ2
}
. Next, in Appendix C, we focus on the non-
linear function H, defined right after (59), in order to define a subset of the
basin of attraction of the trivial steady state of system (33). By following the
arguments given in Appendix C, we prove that in a well-defined region (defined
in terms of the initial conditions) we get:
V̇ †(t) ≤ −2dV †(Xt, X̃t, Ũt), for almost all t ≥ 0. (62)
We integrate this inequality and we obtain for all t ≥ 0,
V †(Xt, X̃t, Ũt) ≤ e−2dtV †
(
ϕXt , ϕX̃t , ϕŨt
)
. (63)
Consequently, we get for all t ≥ 0, X2(t) + λ1X̃2(t) ≤ 2e−2dtV † (ϕX , ϕX̃ , ϕŨ ) .
We conclude that the trajectories X(t) and X̃(t) converge exponentially to the
trivial steady state of the shifted system, with a decay rate larger than, or equal
to, d. By classical arguments, we observe from the second equation in (33) that,
since 2K̃e−γ̃τ̃ < 1, Ũ(t) converges exponentially to zero when X(t) and X̃(t)635
converge exponentially to the zero.
To summarize, we considered that D (or E) exists and we rewrote the studied
system (10) in the form (33). Next, we proved that if the decay conditions
((58), d4 > 0, d5 > 0) are satisfied, then the trajectories of (33) associated with
initial conditions belonging to the set B, converge exponentially to 0-equilibrium640
of the shifted system (33), with a decay rate larger than, or equal to, d. By
explicitly rewriting the decay conditions, we summarize our findings in Section
5 as follows:
Theorem 2. (A) Assume that D (resp. E) exists, then consider the shifted
system (33), such that its trivial steady state corresponds to D (resp. E) of
(10). If there exist matrices P , S, J , P and P , of appropriate dimension, and
a positive constant ã, that satisfy the LMI (47), then the trivial steady state of
the shifted system (33), which is D (resp. E) of (10), is locally asymptotically
stable.
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(B) Assume that system (10) admits a positive steady state D (i.e. (25) or (26)





+ 2K̃e−γ̃τ̃ < 1,
ii) b14 − α̃θ̃x̃e < β̃ (xe + α̃x̃e) + δ̃,
iii) b22 − θxe < β(xe + x̃e) + δ,
(64)
are satisfied, ensuring also that d2 > 0 and d3 > 0, then D is regionally expo-




















(C) Assume that E exists (Proposition 1-(ii)), and consider that x̃e = 0 in (64).
If the conditions (64) are satisfied (for x̃e = 0), then E of (10) is regionally645
exponentially stable with a decay rate d and basin of attraction defined by (65),
where we consider now that x̃e = ũe = 0 in (65).
Example 4. In this example, we assume that α̃ = 5. For the unhealthy com-
partment, we consider the parameters given in Table 1, while for the healthy
case we consider the parameters of Table 2.650
We want to investigate the stability properties of the dormancy steady state:
D = (x̃e, ũe, xe), where, x̃e = 0.0217, ũe = 0.0593, and xe = 0.2535. Obviously,
if the decay conditions (64) are satisfied, then the LMI (47) admits a solution.
δ̃ γ̃ τ̃ β̃(m) K̃ ũe x̃e
0.928 0.4 1 2.781+3m2 0.2 0.05938567 0.02179864
Table 1: Parameters of the unhealthy compartment, and the values of x̃e and ũe.
δ γ τ β(m) xe
0.168 0.001 0.12 0.2191+4m2 0.25354595
Table 2: Parameters of the healthy hematopoetic stem cell compartment, and the value of xe.
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We check that the decay conditions (64) are verified:




= 0.659979347 > 0,





= 0.987350196 > 0,





= 0.000149333 > 0,
(66)
where we consider: λ1 = 2, λ2 = λ3 = 0.261780, λ4 = 2.205796, λ̃4 =
2, ν1 = 2, ν2 =
1
4|a8| = 1.301858, ν3 =
1




















= 0.038369. For these numerical values, we check that d2 =
d3 = 0.010577 > 0. Therefore, according to Theorem 2, the dormancy steady
state, D = (0.0217, 0.0593, 0.2535), is regionally exponentially stable, as illus-
trated in Figure 4. This example will be revisited in the next section, in the660
practical situation of therapeutic strategies.










Figure 7: Trajectories of the system of the numerical example 4 (Tables 1-2). In this case,
the dormancy steady state D exists, such that x̃e = 0.0217, ũe = 0.0593. The sufficient local
stability conditions given in Theorem 2-(B) are satisfied, as shown in (66), and the trajectories
of the system converge exponentially to D.
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6. Concluding comments on the findings and possible therapeutic
strategies oriented towards cancer dormancy
A first remark is that CSC dormancy probably results from complex rela-
tionships between the different biological parameters involved in this process,665
that are difficult to elicit, let alone to be understood. This observation concerns
the stability properties (decay conditions in Theorem 2), but also the conditions
of existence of dormancy (Proposition 1-(vii)), along with the role of the sen-
sitivity parameter α̃. This should lead us to develop further the mathematical
framework sketched here, in order to help us understand the mechanisms behind670
dormancy. In the current section, we emphasize the main case of hematopoiesis
and AML. In fact, experiments on fresh blood samples of patients with hyper-
leukocytosis may allow to identify the apoptosis and differentiation rates in the
specific case of AML. However, there is no immediate prospect for estimating
the proliferation functions β̃ and β, as well as the fast self-renewing parameter675
K̃. In addition, cancer dormancy is not easily traceable at the current time,
since clinical manifestation of cancer is detectable only when tumor size exceeds
a given threshold. Thus, model identification is a highly topical open issue,
and our attention is only focused on the qualitative asymptotic behavior of our
model, which is otherwise in line with the biological observations in this field.680
Nevertheless, as a first step, the analysis that we performed throughout this
paper reveals that our theoretical results may suggest some therapeutic guide-
lines to eradicate aggressive CSCs (E), or to bring them to dormancy (D), as
discussed in the sequel.
1) Towards the adoption of a common therapeutic strategy to yield685
states D and E? It cannot be claimed that convergence to the steady state
D and the steady state E should share the same therapeutic roadmap, since
a crucial difference lies in their conditions of existence. For instance, E exists
even if δ̃ > 2e
−γ̃τ̃−1
1−2K̃e−γ̃τ̃ β̃(0) (see Proposition 1), while the reverse situation is
required in order to allow for the existence of dormancy D, in addition to other690
conditions. We recall that in our system, the conditions of existence of the
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steady states of interest are a type of red lines, that must not be crossed when
elaborating a treatment strategy.
On the other hand, when we focus on the stability conditions, wondering how
therapeutic actions can make the biological system go into the direction of the695
decay conditions (64), we realize that the respective decay conditions of D and
E are substantially similar. More precisely, our sufficient stability conditions
suggest that the biological parameters that can be targeted in order to satisfy
(64), in either of the two states D or E, are similar (but not identical). In this
sense, we can state that a common therapeutic strategy for D and E can be700
proposed. So, in light of the existing therapies and recent clinical trials that
highlight novel effective molecules as potential drugs in AML, we briefly discuss
how a combined therapy - mostly composed of targeted therapies and standard
chemotherapy - may satisfy the theoretical conditions (64).
First, we observe that the condition (B-i) in Theorem 2 provides a restric-705
tion on the dynamics of over-proliferating cells, since K̃, γ̃ and τ̃ are involved.
Satisfying the previous condition relies in increasing the product γ̃τ̃ , and de-
creasing K̃. Increasing γ̃τ̃ means that we extend the average duration of the
cell cycle τ̃ and/or increase the apoptosis rate γ̃ in the population of unhealthy
cells. Leukemic cells may be targeted by drugs such as quizartinib (AC220 [94])710
or erlotinib [54] to increase τ̃ , while cytosine arabinoside can be used to increase
the apoptosis rate γ̃. Moreover, quizartinib can be used to decrease the fast self-
renewal rate K̃. In fact, K̃ is expected to be the hardest parameters to modify
in practice, due to preexisting mutations in epigenetic control genes (DNMT3A,
TET2). However, new FLT3 inhibitors, such as midostaurin15, have achieved715
good performance (see the recent quantitative results provided in [85]) and are
now approved for use along with chemotherapy to target leukemic cells in AML.
Next, in the conditions (B-ii) and (B-iii) of Theorem 2, the targets can
be the parameters δ and δ̃ (mainly δ̃, since it is the unhealthy parameter) that
15Midostaurin is a multi-targeted protein kinase inhibitor, which can be active against
oncogenic CD135 (FMS-like tyrosine kinase 3 receptor, FLT3). [25, 85]
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appear in the right hand sides of the corresponding inequalities. We recall that720
δ̃ includes the death rate and the differentiation rate of unhealthy resting cells.
In practice, increasing δ̃ means that we should increase the differentiation rates,
which can be achieved in the case of leukemia by infusing dasatinib [54], that
targets most of the tyrosine kinases including the c-KIT gene. In fact, it was
thought that drugs promoting re-differentiation of CSCs in many cancers are725
not effective in the specific case of AML. However, this therapeutic option has
been relaunched recently after successful clinical trials, where dihydroorotate
dehydrogenase (DHODH) inhibitors restored differentiation of leukemic cells in
AML [86]. Finally, increasing β(0) and β̃(0) can be performed by using G-CSF
molecules [34]. These are the main common targets shared by D and E.730
2) Constraints and spillover risks of CSCs eradication: Increasing
the parameters δ̃, γ̃ and τ̃ (using some of the previously mentioned molecules
or their equivalent), promotes the existence of the state E, together with its
stability. However, it may exclude the steady state D, by violating its condi-
tions of existence. Furthermore, an excessive therapy that affects also healthy735
cells leads, theoretically, to the extinction of all the cells (Theorem 1). At the
other extreme, insufficient drug dose might not successfully stop CSCs from
overproliferation (when 2K̃e−γ̃τ̃ > 1). The overproliferating behavior may be
worsened by CSC resistance to drugs. Thus, dormancy D appears as a delicate
intermediate equilibrium between the cancer progression and CSC eradication.740
3) Specific constraints related to dormancy: In the common strategy
that aims to satisfy the condition (64), we noticed that drugs have to increase
the product γ̃τ̃ . On the other hand, we recall from Proposition 1-(vii) that
the condition 1 < 2e−γ̃τ̃ is necessary for the existence of D. Thus, the therapy
action in this case has to take into account this supplementary condition. We745
infer from this remark that the probability to achieve the dormancy steady state
D by using the classical strategies that consist in giving the maximum tolerated
dose of drugs during the treatment period [28], is therefore very low. Indeed,
since a high dose is expected to yield 1 > 2e−γ̃τ̃ , the condition of existence of
D is then violated. The multiple restrictions on the biological parameters listed750
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in Proposition 1 show that the existence of D is more difficult to achieve than
the existence of E. However, we suggest that infusing G-CSF molecules appears
to favour the existence of a dormancy steady state, since increasing (relatively)
β(0) seems to go in the right direction in order to satisfy both the existence and
the stability conditions of D.755
4) The suggestion of therapeutic strategies that achieve dormancy:
In light of the above discussion, we propose to implement what can be consid-
ered as a simple theoretical therapeutic strategy that aims to achieve a stable
dormancy steady state. More precisely, we consider an hematopoietic system
with the clinical symptoms that we expect when facing some overproliferating760
malignant hemopathies. This ranges from a blockade in differentiation mecha-
nisms to the survival of abnormal cells, along with a high rate of self-renewal
activity. We will in fact check that in the absence of adequate treatment, the
unhealthy population will proliferate abundantly. Then, in a second time, our
objective is to stabilize the total cell density, through multiple drug infusions of765
a combined therapy that is in line with our theoretical results (i.e. the decay
conditions in Theorem 2). In other words, we aim to bring the hematopoietic
system from an initial abnormal overproliferating state into a dormant stable
steady state. For that purpose, let us assume that the initial parameters of the
unhealthy compartment are those given in Table 3. In fact, we have deliberately770
chosen an intuitive set of parameters that matches specific dysfunctions in over-
proliferating malignant hemopathies (particularly the condition 2K̃e−γ̃τ̃ > 1).
δ̃ γ̃ τ̃ β̃(m) K̃ α̃
0.25 0.1 0.2 2.781+m3 0.55 0.8
Table 3: The set of initial (i.e. before treatment) parameters of the unhealthy compartment.
On the other hand, we assume that the parameters of the healthy compart-
ment are those given in Example 4, and we consider that the therapy to be775
administrated has a negligible effect on ordinary cells.
In medical practice, usually the hematopoietic system is targeted through
48
chemotherapy or targeted therapy (a combination of two or three drugs), some-
times infused along with a complementary treatment. All these drugs have in
fact molecular targets (e.g. dasatinib targets BCR/Abl, Src, ephrin receptors,780
c-Kit and many other tyrosine kinases), that result in a modification of some
biological mechanisms (e.g. generally, dasatinib increases proliferation, and dif-
ferentiation in AML [30]). It should be borne in mind that the functional effect
resulting from the molecular action of the infused drugs, varies in practice ac-
cording to several facts (for instance, the buildup of many types of mutations785
by some individuals). However, when we put aside all the intermediate com-
plications that may exist in practice, we can take a shortcut that associates to
each infused drug its most likely action on one or several biological functions
(that are: differentiation, apoptotis, and so on), with a certain amount of con-
fidence. Thus, we can roughly state from medical practice some major families790
of molecules that can be used in the case of AML or other cancers, according
to their expected effect on the biological functionalities.
Fast self-renewing Quizartinib, midostaurin
(K̃) Dihydroorotate dehydrogenase (DHODH) inhibitors
Apoptosis (γ̃) Daunorubicin, cytosine arabinoside, volasertib
Differentiation (δ̃) Dihydroorotate dehydrogenase (DHODH) inhibitors
Cell cylce dur. (τ̃) Quizartinib, erlotinib, volasertib
Table 4: Here we associate the most likely (clinically established) effect of some advanced
drugs/molecules on the biological features of the hematopoietic system, in the specific case
of AML (without focussing neither on the molecular mechanisms behind each drug action, or
on the possible mutual interactions that may exist between drugs within some combinations).
The case of the sensitivity paprameter α̃ is discussed later, in Remark 7.
Remark 6. (i) One notices that some molecules in Table 4 are expected to
modify more than one model parameter. For instance, the DHODH inhibitor,
which is a differentiation re-activator, may decrease K̃ and increase δ̃, since795
both actions seem to promote a return into normal differentiation. (ii) The
volasertib (recognized as orphan drug for AML since 2014), belongs to the family
of Polo-like kinase (Plk) inhibitors. It can be used in the treatment of AML to
promote apoptosis and cell cycle arrest (see for instance [10]). In fact, the list
of drugs given in Table 4 is not exhaustive and can be enlarged, for instance, to:800
histone deacetylase (HDAC) inhibitors (vorinostat and panobinostat), and the
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family of aurora kinase inhibitors (AZD115).
Now, we observe that the biological parameters considered in Table 3 imply
that 2K̃e−γ̃τ̃ = 1.078. It follows that, theoretically, if AML is not treated,
unhealthy cells will invade the bone marrow and possibly the bloodstream. In805
Figure 8, we illustrate the evolution of cell densities for the selected model
parameters, where we observe the unbounded proliferation of unhealthy cells.
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Figure 8: Trajectories of the system for the (non-treated) model parameters of Table 3.
Remark 7. We expect that α̃ is less than 1 before therapy, then it starts to in-
crease when therapy is applied (an immunostimulating effect of cytotoxic drugs,
elicited e.g. in [96, 95]), and then greater than 1 when the immune system has810
learnt to counter the dodges of cancer cells (such as hiding their tumor antigens
or achieving inactivation of antibodies, e.g. by glycosylation), or when the reduc-
tion of the tumor burden has made immune cells proportionally more efficient
in their encounters with cancer cells, or also when successful immunotherapy is
used to directly target cancer cells.815
Actually, the elaboration of an optimal therapeutic strategy16 is beyond the
16The optimal therapy requires the determination of the best infusion planning, that takes
into account drug toxicity and other practical considerations (e.g. how the doses of each drug
type are spread over the duration of the therapy). These points deserve a separated study.
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scope of this work. Here, we are suggesting a theoretical therapeutic strategy,
that can be based on some suitable combination of drugs (listed in Table 4, or
others similar ones). We assume that the resulting evolution patterns of the
biological model parameters are those illustrated in Figure 9. In fact, we can820
distinguish between two evolution trends, nested within one another as follows:
1) The first series of infusions aims to decrease K̃ (fast self-renewing rate),
to increase τ̃ (cell-cycle duration), and to increase γ̃ (apoptosis rate). It is
worth mentioning that the direction of the change in the model parameters
(i.e. by increasing/decreasing the model parameters values) is in line with the825
observed effect of the drugs listed in Table 3. This treatment phase is expected
to limit the expansion of CSCs. We also assume that the first treatment phase
is accompanied by a slight increase of the value of α̃ (see Remark 7).
2) The second phase of the treatment aims, on the one hand, to maintain the
trend given for the parameters (K̃, τ̃ , γ̃), and on the other hand, to reactivate830
the differentiation of unhealthy cells (using DHODH inhibitors, for instance)
and to increase the sensitivity parameter α̃ with more virulence than in the first
series of infusions (e.g. using a suitable immunotherapeutic action, Remark 7).
Remark 8. It seems legitimate to wonder whether the reactivation of differ-
entiation of CSCs is a good strategy to fight cancer. The answer is argued for835
instance in [28], where it is explained how CSCs can initiate and regenerate
cancers, while differentiated cancer cells (called CCs [28]) will inevitably die out
(see the section “Cancer stem cells and non-stem cancer cells”, [28]). Thus,
promoting the differentiation of CSCs into CCs appears as a sustainable way to
both limit cancer progression, and avoid the escape from cancer dormancy.840
Now, let us assume that an adequate combination of drugs has been fixed.
We can highlight one suggestion among other possibilities, in which we propose:
¬ a shock treatment through chemotherapy that promotes apoptosis γ̃ and
cell arrest τ̃ (using volasertib for both objectives), and targeting K̃ using AC220
(which has also a suitable effect on cell arrest τ̃),845
­ followed by a more differentiation-oriented treatment (using drugs based
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Figure 9: An illustrative therapeutic strategy that gradually modifies five model parameters,
using adequates drugs: this can be achieved using a mixture of standard chemotherapy or
targeted therapies, along with complementary molecules and/or immunotherapeutic actions.
on DHODH inhibitors) and mitotic/proliferation inhibition of unhealthy cells
(possibly using some immunotherapy-based drugs, or vincristine, see also [79]).
We aim through the selected therapy to achieve an evolution pattern of the
model parameters as close as possible to the idealistic ones given in Figure 9.850
Remark 9. The treatment protocol that we suggest have many similarities with
classical methods in AML therapeutics [79]. We can mention in particular the
3+7 most famous strategy, which is also based on two main separated phases (7
days of intensive induction through cytarabine, plus 3 days of an anthracycline
[79]), and then possibly followed by consolidation chemotherapy and hematopoi-855
etic cell transplant [25, 79].
Next, we apply the therapeutic strategy given in Figure 9 to our model,
starting the first infusion at t = 1 day, and considering a fixed treatment step of
1 day between successive infusions (another choice may be envisaged if needed).
One notices that the model parameters after Infusion 9 are those given in Ex-860
ample 4, for which the decay conditions (64) of Theorem 2 are satisfied.
The evolution of the ordinary and mutated cell densities is shown in Figure
10. It is worth mentioning that in practice, the treatment of AML is spread
over several separated phases. For instance, in the recent experimental work
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[85], an AML (FLT3-type) therapy based on midostaurin and chemotherapy,865
has been separated into two induction phases, a consolidating phase and main-
tenance phase (59% of patients that have undergone the previously mentioned
therapeutic protocol, then underwent bone marrow transplant, have reached the
complete remission state [85]). Similarly, in our example, we assume that after
Infusion 9, a consolidating and a maintenance phases continue so as to correct,870
adjust, strengthen, and fortify the desired dormancy state of the hematopoietic
system (which is the state described by the set of parameters of Infusion 9).










Figure 10: The evolution of the total densities of healthy and unhealthy cells (resp. x(t) and
x̃(t)) and ũ(t), when we apply the theoretical therapeutic strategy illustrated in Figure 9. If
we do not change the parameter values, the model behaves as in Figure 8 (i.e. CSCs over-
proliferate). However, in the case of treated cancer, the trajectories converge to a dormancy
stable steady state, under the effect of the suggested therapy.
We conclude this work by referring to Table 1 in [79], which summarizes a
number of emerging promising AML therapies, that open up other possibilities
to act on cancerous hematopoietic systems. Many of these strategies can in875
fact be implemented and discussed within the modeling and analysis framework
that we introduced in our current work. It is worth mentioning that the ad-
dition of midostaurin to chemotherapy resulted in a 22% lower risk of death
among patients, in comparison to another more classical treatment (see [85]).
Notice that, most of the molecules listed in [79] (and the references therein)880
are in early phases of development and trials, but they participate greatly, as
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well as many multidisciplinary works, to nourish this hope of moving towards
systematic treatments for cancer, in general, and leukemia, in particular.
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[6] M.G. Al-Asadi, G. Brindle, M. Castellanos, S.T. May, K.I. Mills, N.H. Russell, C.H.
Seedhouse, M. Pallis, A molecular signature of dormancy in CD34+ CD38-acute myeloid
leukaemia cells, Blood, Oncotarget, 8(67), p.111405, (2017).900
[7] B. Alberts , D. Bray, K. Hopkin, A. Johnson, J. Lewis, M. Raff, K. Roberts, P. Walter,
Essential Cell Biology, Fourth Edition, Garland Science, pp. 865, (2013).
[8] J. L. Avila, et al., A coupled model for healthy and cancerous cells dynamics in Acute
Myeloid Leukemia, IFAC Proceedings Volumes 47.3: pp. 7529-7534, (2014).
[9] J.L. Avila, C. Bonnet, J. Clairambault, H. Özbay, S.I. Niculescu, F. Merhi, R. Tang, J.P.905
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Appendix A. Proof of Theorem 1 (cell extinction)
Simple calculations show that the derivative ofW, defined in (28), along the
trajectories of (10), satisfies, for almost all t ≥ 0,
Ẇ(t) =
[






−ρ∗1 τ̃ − 2K̃e−γ̃τ̃ )− 2(1− K̃)e−γ̃τ̃
]
ũ(t− τ̃)














2(`−t)β (x(`) + x̃(`))x(`)d`.
Now, according to (29), the conditions 2K̃e−γ̃τ̃ < 1 and ψ∗ > 0 are satisfied. It







, where k > 1 is a constant
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that we will select later, we get 0 < 1−2K̃e
−γ̃τ̃
k < e
−ρ1τ̃ −2K̃e−γ̃τ̃ < 1−2K̃e−γ̃τ̃ .



























is strictly positive. Next, since β̃ is decreasing, and using the fact that ψ11 > 1,
it follows that (ψ11 − 1) β̃ (x(t) + α̃x̃(t)) ≤ (ψ11 − 1) β̃(0). From the previous in-
termediate results, we conclude that for all t ≥ 0, −δ̃+(ψ1 − 1) β̃ (x(t) + α̃x̃(t)) ≤
ψ12β̃ (x(t) + α̃x̃(t)), where, ψ12 < 0. Now, we assume that the third decay con-
dition, δ > (2e−γτ − 1)β(0), is satisfied, and we put ψ3 = 2β(0)+(δ+β(0))e
γτ
4β(0) .






It follows that δ + (1− ψ2)β(0) is positive. For later use we denote δ∗ =





> 0, we deduce that
ψ3e
−ρ2τ − 1 is positive. For later use we denote ρ∗ = ψ3e−ρ
∗
2τ − 1. We conclude
that Ẇ(t) satisfies, for almost all t ≥ 0,








eρ2(`−t)β (x(`) + x̃(`))x(`)d`,
(A.1)
where, ψ12 < 0, k > 0, δ
∗ > 0, and, ρ∗ > 0. By integrating the previous
inequality (A.1), we deduce that the functional W is bounded over [0,+∞).
From the definition of W, it follows that for all t ≥ 0, the trajectories x̃(t) and
x(t) are bounded by, respectively, the positive constants x̃s and xs. A direct
60
consequence is that for almost all t ≥ 0,







eρ2(`−t)β (x(`) + x̃(`))x(`)d`.
We conclude that for almost all t ≥ 0, we have,
Ẇ(t) ≤ −ψ4W (x̃t, ũt, xt) , (A.2)
where ψ4 = min
{
−ψ12β̃(xs + α̃x̃s), δ∗, ρ∗1, ρ∗2
}
> 0. Now, by integrating the
inequality (A.2), we deduce that for all t ≥ 0,
W (x̃t, ũt, xt) ≤ e−ψ4tW (ϕx̃, ϕũ, ϕx) . (A.3)
It follows from the definition of W that x̃ and x converge exponentially to zero1125
with a decay rate larger than, or equal to, ψ4. From the second equation in
(10), we note that the linearity in ũ and the fact that 2K̃e−γ̃τ̃ < 1, imply that ũ
converges exponentially to the 0-equilibrium of the shifted system when x̃ and
x also converge exponentially to zero. This concludes the proof of Theorem 1.
Appendix B. Determining s, s̃, m, and m̃, in (37) and (38)1130
Since R and R̃ have similar forms, we prove the desired results only for R.









Obviously, when |z| > 1, we have
|R(z|
|z|
≤ 2β(0) + |θ|
|z|
≤ 2β(0) + |θ|. (B.2)
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b [en − (z + e)n]
q(z)
,
where q(z) = [1 + b(z + e)n] (1 + ben). Using,







ρ†(z) = −nben−1 z
q(z)
+ C(z), (B.3)





(m + e)n−2dmd`. We ease the notation by












































Now, we readily check that







From (B.3) we deduce that
∣∣ρ†(z)∣∣ ≤ nben−1q(z) |z| + |C(z)|. Using (B.7), it follows





(|z|+ e)n−2 |z|3. (B.8)




















On the other hand, we observe that, 1q(z) =
1
[1+b(z+e)n]h . Therefore, when z ≥ 0,
we have, 1q(z) =
1






[1+b(|z|+e)n]h . Consequently, for all z > −e, we have,
1
q(z)
≤ 1 + b(2e)
n
[1 + b(|z|+ e)n]h
. (B.10)






1 + (|z|+ e)n−2
1 + b (|z|+ e)n
+ p2
(|z|+ e)n−2 |z|






1 + (|z|+ e)n−2
1 + b (|z|+ e)n
+ p2
(|z|+ e)n−1
1 + b (|z + e)n
]
z2,


















2h2 . Next, observe that:
case 1: if |z|+ e ≤ 1, then 1+(|z|+e)
n−2
1+b(|z|+e)n ≤ 2, and,
(|z|+e)n−1
1+b(|z+e)n ≤ 1.
case 2: if |z| + e > 1, then 1+(|z|+e)
n−2
1+b(|z|+e)n ≤ b, and,
(|z|+e)n−1






. Therefore, in both cases, we proved that:
|R(z)| ≤mz2, (B.11)

















Therefore, we observe that if |z| ≤ 1, the inequality (B.12) implies that
|β(0)ρ†(z)− θz| ≤m|z|. (B.13)
From (B.2) and (B.13), we conclude that, for all z > −e and e > 0, we have,
|R(z)| ≤ s|z|, (B.14)
where s = max {m, 2β(0) + |θ|}.
Finally, based on (B.11), (B.14) and similar results for R̃, one can easily
determine constants ci so that (39) and (40) are satisfied.
Appendix C. Subsequent steps in the proof of Theorem 21135
Now, we focus on the function H, defined after (59). We recall that there
exist ci > 0, i = 1, . . . , 6 such that (39) and (40) are satisfied. In addition, from
the expression of V †, defined in (53), we notice that since λ1 = 2, we get,







∣∣∣X̃(t)∣∣∣ ≤√V †(Xt, X̃t, Ũt), and, |X(t)| ≤√2V †(Xt, X̃t, Ũt).
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By combining the previous inequalities, we get the following upper bound:
∣∣∣H(Xt, X̃t)∣∣∣ ≤ vV †2(Xt, X̃t, Ũt) + c5√2V †(Xt, X̃t, Ũt)Q(X(t− τ))
+ [λ4c1(a4 + a2) + c3]
√
2V †(Xt, X̃t, Ũt)Q(X(t))
+ [λ4c2(a4 + a2) + c4]
√
2V †(Xt, X̃t, Ũt)Q(X̃(t))
+c6
√





. A direct consequence is that the time
derivative of V † satisfies for almost all t ≥ 0,






d− vV †(Xt, X̃t, Ũt)
]





− (λ4c2(a4 + a2) + c4)
√














− (λ4c1(a4 + a2) + c3)
√











Consequently, for all initial conditions belonging to the set
B =
{
(ϕX , ϕX̃ , ϕŨ ) ∈ Cτ × C̃τ × C̃τ̃
∣∣∣ V † (ϕX , ϕX̃ , ϕŨ ) < V †} , (C.3)
where, with an abuse of notation, we consider the spaces of continuous func-
tions: Cτ = C ([−τ, 0], (−xe,+∞)), C̃τ = C ([−τ, 0], (−x̃e,+∞)), and, C̃τ̃ =
C ([−τ̃ , 0], (−ũe,+∞)), as well as the upper bound: V
†






















we finally find that the derivative of the functional V † satisfies:1140
V̇ †(t) ≤ −2dV †(Xt, X̃t, Ũt), where d > 0, for almost all t ≥ 0.
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