Abstract. The law of large numbers is studied under a weakening of the axiomatic properties of a probability measure. Averages do not generally converge to a point, but they are asymptotically confined in a limit set for any random variable satisfying a natural 'finite first moment' condition. It is also shown that their behaviour can depart strikingly from the intuitions developed in the additive case.
Introduction and main results
Both the law of large numbers and non-additive probabilities appear in Bernoulli's Ars Conjectandi (1713), although only separately: he proved his LLN in the additive setting related to games of chance, while non-additivity pertained to epistemic problems of rational belief (see [32] ). The frequentist properties of nonadditive set functions have attracted attention in various fields only much more recently.
Walley and Fine [33] tried to model real-world processes whose empirical frequencies failed to stabilize, naturally leading to upper and lower probabilities. Badard [4] was concerned with knowledge representation in artificial intelligence, where possibility measures replace addition by the maximum. Molchanov [24] studied the Glivenko-Cantelli theorem for capacities induced by random sets. Quadrat gave a law of large numbers for cost measures associated to solutions of optimization problems [1] . Marinacci [21] aimed at modelling a decisor's imperfect knowledge of the limit frequencies within the multiple priors approach to economic decision theory. Puhalskii [28] was studying the role of idempotent probabilities in large deviation theory. Peng [26] was motivated by problems of stochastic differential equations and risk modelling in finance.
In any of those fields, the law of large numbers can play a foundational role akin to its role in additive probability theory. Some works use alternative 'probability' axioms where the sum and product are replaced by another set of operations [1, 4, 28] , while others adopt weaker axioms making the convergence in the ordinary LLN (and maybe those alternative LLNs) a special case [21, 26, 33] . This paper contributes to the latter stream.
The non-additive counterpart of Bernoulli's LLN may be the best way to introduce our result. When the probability measure is replaced by a set function ν assumed to be completely monotone (a weakened form of the union-intersection formula), the empirical frequencies f n (A) of an event A over a sequence of Bernoulli trials satisfy
In absence of additivity the upper and lower bounds may not be the same, so in fact ν has a dual 'companion' ν(A) = 1 − ν(A c ); clearly, also ν(A) = 1 − ν(A c ). In order to replace the event by a random variable ξ on a measurable space (Ω, A), one wants to calculate expectations with respect to ν and ν in such a way that E ν [I A ] = ν(A), E ν [I A ] = 1 − ν(A c ) and both expectations equal the usual definition when ν is a probability measure. That is achieved by using the Choquet integral introduced in [9] .
The resulting type of limit theorem was already considered by Marinacci [21] , Maccheroni and Marinacci [20] and more recent papers [7, 10, 11, 29, 30] . In those papers, the weakening of the axiomatic properties of probability has been balanced by the incorporation of extra technical assumptions on the properties of Ω and/or the random variables. For instance, that Ω is a compact or Polish topological space, that the random variables are continuous functions, or bounded, or at least have sufficiently high moments, or are independent in an unreasonably strong sense, or satisfy ad hoc regularity requirements.
The aim of this paper is to show that additivity can be replaced by complete monotony in the LLN under 'the' reasonable first moment condition that both Choquet expectations E ν [ξ] and E ν [ξ] are finite, with no additional assumptions. Under the assumption that the sample space is endowed with a topology, also the continuity for monotone sequences can be relaxed.
In this paper, a capacity in a measurable space (Ω, A) is a set function ν :
If Ω has a topological structure and A is the corresponding Borel σ-algebra B Ω , it is advantageous to replace (iv) above by the following weaker assumption:
In that case we call ν a topological capacity. Indeed the full continuity property of capacities is usually too strong for applications (e.g. in potential theory and random sets).
Moreover, we make the assumption that ν is completely monotone:
The distribution or law of a random variable ξ is ν ξ : A ∈ B R → ν(ξ ∈ A). Two random variables on (Ω, A, ν) are identically distributed if they have the same law. A sequence {ξ n } n of random variables is called preindependent if
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for any choice of {n 1 , . . . , n k } ⊂ N, A i ∈ A and k ∈ N. If that property holds just for k = 2, the sequence is called pairwise preindependent.
The Choquet integral of a bounded random variable ξ against ν is defined to be 
) is a Polish space with its Borel σ-algebra and ν is a topological capacity, (iii) (Ω, A) is a topological space with its Borel σ-algebra, ν is a topological
capacity, and the ξ n are continuous functions on Ω.
Then,
To understand why separate bounds are needed instead of a single limit, it is helpful to recast the LLN as a uniform LLN over a family of probability measures: with [17, Theorem 7.1], conclusion (a) becomes (1) inf
The ξ n cannot be expected to satisfy that simultaneous LLN with a unique limit. The tools for proving these LLNs are developed in Section 3, and the laws themselves are proved in Section 4. The paper has a second part (Section 5) in which we examine at length some behaviours that the LLN allows. Such examples are conspicuously absent from previous papers; the emphasis on the formal parallels with the ordinary LLN, without testing their true reach against examples, may have caused in some readers (as was certainly my case) the wrong impression that what goes on is very similar, only with fluctuating instead of stabilizing frequencies.
The contribution to building a library of examples is, in my opinion, at least as important as the theorem-proving part of the paper. For instance, we will present a counterintuitive 'i.i.d.' sequence for which n
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A few other striking phenomena are the following. The 'weak' LLN can be stronger than the 'strong' LLN. A non-degenerate random variable can be 'independent' of itself (hence we prefer the term 'preindependence'). Two sequences of preindependent copies of a random variable can see their averages converge almost surely to different limits. The bounds in Theorem 1.1.(c) can be impossible to improve and yet can be the essential minimum and maximum of the variable.
Finally, Section 6 closes the paper with a discussion of the results and a list of open questions. The reader unfamiliar with the tools used in this paper is referred to [23, Chapter 1] for a basic overview of random sets and their interplay with capacities, and to the books [12, 14, 18] and the survey papers [2, 15] for more on capacities, Choquet integrals and some of their applications.
Preliminaries
The complement of a set A will be denoted A c , its closure cl A, and its convex
A set function ν which satisfies (v) just for n = 2 is called 2-monotone; 2-monotony already implies (ii). A capacity is called null-
If ν is completely monotone, then ν satisfies the property dual to (iv) obtained by reversing the inequality and interchanging unions and intersections (called complete alternation). The set of all probability measures dominated by ν is its core,
Sequences of random variables.
A sequence {ξ n } n converges almost surely to a random variable ξ if ν(ξ n → ξ) = 1.
The property that ν(ξ n → ξ) = 0, or equivalently ν(ξ n → ξ) = 1, is strictly weaker; it may happen that ν(ξ n → x) = 1 and ν(ξ n → y) = 1 for some x = y. The sequence converges in probability to ξ if, for each ε > 0,
Again, the property that ν(|ξ n − ξ| > ε) → 0, or equivalently ν(|ξ n − ξ| < ε) → 1, is strictly weaker. Following Norberg [25] , we say that a sequence {ν n } n of topological capacities converges weakly (or in law) to ν if both
for all open G, and (ii) lim sup n ν n (F ) ≤ ν(F ) for all closed F hold. These two conditions are equivalent for probability measures, but not in general.
When a sequence {ξ n } n is being considered, we denote
For ξ n , ξ n , we will use the notation S n , S n accordingly. Random sets. If Ω is a topological space, we denote by F(Ω) the class of all non-empty closed subsets of Ω, and by K(Ω) that of all non-empty compact subsets of Ω.
A mapping Γ from a probability space (Ω , A, P) to F(Ω) is called a random closed set or just a random set if it is measurable with respect to A and the Effros σ-algebra generated by {F(A) | A ∈ F(Ω)}. A random closed set Γ is called strongly measurable if the events {Γ ⊂ B} are A-measurable not just for closed sets but for all B ∈ B Ω .
A selection γ : Ω → Ω of Γ is a Borel measurable function such that γ ∈ Γ P-almost surely. The containment functional C Γ is the mapping
Since the family {F(A) | A ∈ F(Ω)} is a π-system, two random sets having the same containment functional are identically distributed.
Support results
In this section we develop the main tools for the proof of the laws of large numbers. The first result will allow us to reduce the proof in a general measurable space to the case of a Polish space with the Borel σ-algebra. 
(c) For any Polish space F, any sequence of Borel measurable functions f n : R N → F, and any sequence
(d) If the ξ n are preindependent, or pairwise preindependent, or identically distributed, then the η n are so as well.
N is indeed Polish, since it is generated by the separable complete metric
.
Its Borel σ-algebra is generated by the coordinate projections π n : x * → x n , since they are τ p -continuous and separate any two elements of R N [8, Théorème I.2.5]. Consider the mapping ξ * : Ω → R N given by
.).
Observe that ξ * is Borel measurable, since each π n (ξ * ) = ξ n is a random variable.
Proof of part (a). Define in R N the set function
Let us check that ν * is a capacity and that it is completely monotone if ν is so.
is a -homomorphism from B R N to A. As to the continuity properties (iii, iv), they follow easily from the properties of preimages and ν.
Proof of parts (b, c). Clearly (b) is a particular case of (c). Let us prove the latter in the liminf case; the limsup is analogous.
Take the random variables
Proof of part (d). Preindependence and equidistribution properties follow from particular choices of f and A in (b). To prove
take f the identity and
Proof of part (e). It follows from the definition of the Choquet integral, applying part (b) with
An important role will be played by the following proposition, which combines results of Philippe et al. [27] and Artstein [3] in a unified probability space. Proposition 3.2. Let ν be a completely monotone topological capacity in a Polish space Ω. Then, there exists a complete probability space (Ω , A , P) and a strongly measurable random set Γ :
Proof. We endow K(Ω) with the hit-and-miss topology having as a subbase the sets
g. [22, 23] ). Thus K(Ω) becomes a Polish space whose Borel σ-algebra is the trace Effros σ-algebra. Theorem 2 in [27] provides a probability measure Q on B K(Ω) whose extension Q to the σ-algebra Σ of universally measurable sets is such that
for all Borel B. Consider the productQ ⊗ λ [0, 1] ofQ with the Lebesgue measure in [0, 1], and define
and, by [27, Lemma 1], K(B) ∈ Σ. Thus {Γ ⊂ B} ∈ Σ ⊗ B [0, 1] and Γ is strongly measurable with the lawQ ⊗ λ [0, 1] . Now, if P ∈ core(ν) we have
and, taking complements,
for all closed F . Theorems 2.1 and 2.2 in ] and P the completion ofQ ⊗ λ [0, 1] , and check routinely that (a) and (b) hold not just for Q ⊗ λ [0,1] but also for P.
The next tool, once Proposition 3.2 has provided a random set, is a Strong Law of Large Numbers for random closed sets due to Hess [16, Theorem 3.5] . Its statement requires the following notions. Let X be a random closed set in R (we drop the former notation Γ because in the proof certain Γ n will be used to construct new random sets X n to which this law of large numbers will be applied). Its Aumann expectation is the set
Operations on sets are defined as
Taking the closure is necessary to ensure that the sum is again in F(R). For instance, if A = Z and B = {n + (n − 1)/(2n) | n ≥ 2}, then the elementwise sum is not closed. Lemma 3.3 (Hess) . Let {X n } n be a pairwise independent sequence of identically distributed random closed sets in R, such that E[d(0, X 1 )] < ∞. Then there is a null set out of which, for every x ∈ R,
The final preparations concern capacities and the expectations against them. The following properties are immediate consequences of the definitions and may be used in the sequel without explicit reference. As usual, we denote ξ + = max(ξ, 0) and ξ − = max(−ξ, 0). 
Lemma 3.4. Let ν be a capacity and ξ a random variable. Then,
Proof. The proof will be somewhat clearer if we focus on the equivalent claim that
If ξ is bounded, that identity is obtained by combining parts (iii) and (iv) of Lemma A.2 in [5] , so it suffices to extend it to unbounded random variables.
The inequality
is easy, since ν ≥ P for each P ∈ core(ν) and the Choquet integral is monotone with respect to the set function, e.g. [12, Proposition 5.2.(iii)].
As regards the converse, begin by assuming ξ ≥ 0, and set ξ n := min(ξ, n). Then
By applying the identity from the bounded case, the right-hand side equals sup n sup P ∈core(ν) E P [ξ n ], and so
Let us drop the non-negativity requirement on ξ. Since the Choquet integral is translation invariant (e.g. [12, Proposition 5.
+ n for any n, and Lemma 3.4 gives
Since (ξ + n) + is non-negative,
In turn, the analog of (2) with P replacing ν yields
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Whenever t ≥ 0, we have (ξ + n) − ≥ t if and only if −ξ ≥ t + n. Therefore,
and, analogously,
By the hypothesis, E ν [ξ] = −∞. Taking into account Lemma 3.4 and the fact that
Passing to the limit in (3) as n → ∞, we obtain
Proof of the laws of large numbers
Proof of Theorem 1.1.
Proof under assumption (ii).
Step 1. Let Ω be a Polish space, A its Borel σ-algebra, and ν a topological capacity in (Ω, A). Proposition 3.2 yields a complete probability space (Ω , A , P) and a strongly measurable random set Γ : Ω → F(Ω) such that ν is the containment functional of Γ, ν(B) = P(Γ ⊂ B), B ∈ B Ω , and, moreover, for every P ∈ core(ν), there exists a measurable selection γ : Ω → Ω with γ ∈ Γ P-almost surely and P γ = P . Therefore, for every random variable η : Ω → R and every A ∈ B R ,
Step 2. For each n, set X n = cl ξ n (Γ). We need to check that each X n is a random closed set. Let A be closed. Then the event
n (A)} is measurable, since ξ n is a random variable, A is Borel and Γ is strongly measurable.
The X n are pairwise independent. Indeed, for i = j and A, B ∈ F(R),
, and the pairwise preindependence of {ξ n } n yields
One checks similarly that all the X n share the same containment functional and so are identically distributed.
Since the X n are pairwise independent and identically distributed random closed sets, Lemma 3.3 applies if we check the condition E P [d(0, X 1 )] < ∞. Consider a probability distribution P ∈ core(ν) and a selection γ of Γ such that P = P γ . Then
because ξ 1 is integrable and ν ≤ P ≤ ν. Therefore, Lemma 3.3 yields a null subset N ⊂ Ω out of which, for every y ∈ R,
Step 3. Let us prove that, for each ε > 0,
almost surely. Besides, by Propositions 3.2 and 3.5,
Since E P [ξ(γ)] ∈ E co cl ξ(Γ) and the latter is closed, we have E ν [ξ] ∈ E co cl ξ(Γ), and so
for all sufficiently large n. Therefore,
Combining that with an analogous reasoning for the upper part and the completeness of P, we obtain
Finally, the inclusion
yields the desired identity (5).
Step 4: Proof of part (a). We begin by observing
Assume, by contradiction, that the latter does not converge to 1. Then, there would exist a subsequence {S n k } k such that, for all k ∈ N,
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But then
a contradiction to (5).
Step 5: Proof of part (b). Just observe that
Step 6: Proof of part (c). Write
By part (b) and the continuity of ν for decreasing sequences, 
Proof under assumption (i)
Obtaining Theorem 1.1.(c) from the transfer would be less obvious, but there is no need. Simply note that, in Step 6 above, (c) is proven directly from (b) in a way that carries over to an arbitrary measurable space.
Proof under assumption (iii).
What the transfer in Lemma 3.1 needs in order to produce a topological capacity in R N is that the preimages ξ
open, be contained in the class within which ν is continuous for increasing sequences.
Since each ξ n is assumed to be continuous, ξ * is τ p -continuous, and therefore the ξ −1 * (G) are open. The assumption that ν is a topological capacity yields
The remainder of the proof is unaltered.
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Some phenomena absent from the additive LLN
Let us begin by presenting a natural family of set functions within which the probabilistic relationship between almost sure convergence and convergence in probability is reversed.
Assume that Ω is a topological space. An inf-measure on B Ω is a set function
where φ is a function on Ω with sup φ(Ω) = 1, inf φ(Ω) = 0. In the special case when φ is the indicator function of an open set G, we obtain the topological capacity
Since ν is called the unanimity game of G c in cooperative game theory, and might also be termed a uniform inf-measure distribution in G c , we will denote it by u G c . Inf-measures are completely monotone, and under appropriate conditions on the function φ they become capacities or topological capacities. In particular, u F is a completely monotone topological capacity for each closed F .
Proposition 5.1. Let ν be an inf-measure. Then, for any random variables
where Clust denotes the cluster set in [−∞, ∞].
Proof. Write
By its definition, an inf-measure ν has the property that ν( i B i ) = inf i ν(B i ). By also using its monotony, we have
the proof of the first part is complete. The second part is similar.
We note that the usual proof that almost sure convergence implies convergence in probability does carry to the setting of capacities.
Proposition 5.2. Let ν be a capacity. Then, for any random variables
Thus, for capacities which are inf-measures, 'almost surely' and 'in probability' are synonymous. But for topological capacities which are inf-measures, 'in probability' can be strictly stronger than 'almost surely', as Proposition 5.3.(b,c) will show.
We will now examine the quality of the bounds in Theorem 1.1.(c). To do so, we adopt the following definitions. For a given pairwise preindependent sequence {ξ n } n of random variables identically distributed to ξ, we will call those bounds · sharp, if, maybe replacing {ξ n } n by other preindependent sequences {ξ n } n , {ξ n } n identically distributed to ξ, the averages S n admit a subsequence converging a.s. to the lower bound and the S n admit a subsequence converging a.s. to the upper bound. · optimal, if S n admits subsequences converging a.s. to each of the bounds. · trivial, if they coincide with the infimum and the supremum of the possible values of ξ. · subtrivial, if the possible values of S n are eventually confined within an interval which is a proper subset of the one given by the bounds. Triviality and sharpness involve only unidimensional law information, while subtriviality and optimality apply to a specific choice of the whole sequence. Proof. Let ν be the uniform inf-measure distribution u [0, 1] . Set
Proof of part (a). Since {ξ n ∈ A} is a proper subset of [0, 1] whenever A does not contain [0, 1], the law of each ξ n is u [0, 1] . To prove preindependence, we must check the identity
There are only two possibilities: either the right-hand side is 0 or it is 1. In the former case, we have ν(ξ i ∈ A i ) = 0 for some i, whence also the left-hand side is 0 by the monotony of ν. In the latter case, since each A i contains [0, 1], we have
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Proof of part (b). Clearly, ξ n → 0 pointwise. Since the Cesàro summability method is regular, S n → 0 pointwise as well.
Proof of part (c).
We proceed by contradiction. Fix ε ∈ (0, 1/4). Since ν = u [0, 1] , it can be the case that ν(|S n − η| < ε) → 1 for some random variable η only if {|S n − η| < ε} = [0, 1] for all sufficiently large n. We would then have, from the triangle inequality,
Since S m (n −1 ) = 0 whenever m < n, we deduce that
reaching a contradiction. Therefore, S n does not converge in probability. The inequality S n (n −1 ) > 1/2 also yields ν(|S n | ≤ 1/2) = 0.
Proof of part (d).
We leave it to the reader to check, using induction, that the maximum of each S n is actually reached at n −1 , with value (as shown above) (n + 1)/(2n). From the definition of the ξ n , the range of each S n is [0, (n + 1)/(2n)].
For any Borel set
There remains to prove the weak convergence of
which holds true.
Proof of part (e). Let us compute the bounds in Theorem 1.1.(c).
Since ξ is nonnegative,
Analogously, with Lemma 3.4,
whence the bounds are subtrivial. We already have one half of the sharpness, since part (b) gives S n → 0 a.s. We check, like we did with {ξ n } n , that {1 − ξ n } n are preindependent and identically distributed, with the same law u [0, 1] . Taking ξ n = 1 − ξ n , we have S n → 1 a.s., and the proof is complete. 
Proof. Let ν = u [0, 1] , and denote the identity mapping by ξ. This coincides with ξ 1 in the proof of Proposition 5.3. Now define ξ n = ξ for every n ∈ N.
Proof of part (a). Trivially, the ξ n are identically distributed; their common law is u [0, 1] by Proposition 5.3.(a). Preindependence of {ξ n } n amounts to saying that ξ is 'independent' from itself, namely
That can be proved like in Proposition 5.3.(a).
Proof of part (b). Trivial, since S n = ξ for all n ∈ N.
Proof of part (c). The bounds were shown in Proposition 5.3.(e) to be 0 and 1, and to be sharp. Since ξ(0) = 0 and ξ(1) = 1, they are trivial.
Proof of part (d).
For each x ∈ R we have {S n → x} = {x} c = [0, 1]. Therefore ν(S n → x) = 0, and equivalently ν(S n → x) = 1. Now we present a pairwise preindependent sequence, still with the same unidimensional marginals as above, whose cluster set is the whole interval given by the LLN bounds. Proof. Let ν = u [0, 1] . With {ξ n } n like in the proof of Proposition 5.3, define
where r(1) = 1, r(2) = r(3) = 2, and r(n), for n ≥ 4, is the natural number r such that
Thus, Denote by S n the Cesàro averages of η n (not ξ n ). Recall from Proposition 5.3 that ξ n → 0 almost surely, so any subsequence has Cesàro averages converging to 0. Accordingly, also any subsequence of {1 − ξ n } n has Cesàro averages converging to 1.
The subsequence S n k with n k the largest index in the (2k − 1)-th row converges almost surely to 0 since, at the end of each odd row, the proportion of indices for which η n = ξ n is four times larger. Using analogously the even rows, we construct another subsequence converging almost surely to 1. To obtain a subsequence converging to λ ∈ (0, 1), just take the intermediate n k which makes the proportion of indices for which η n = 1 − ξ n for n ≤ n k closest to λ (checking this formally is left to the reader).
Proof of part (a). The pairwise preindependence of {η n } n follows easily from that of {ξ n } n . Also, as mentioned in the proof of Proposition 5.3.(e), the ξ n and 1 − ξ n are identically distributed with law u [0, 1] ; in particular, the η n are identically distributed. Proof of part (c). Since S n has subsequences converging almost surely to 0 and 1, the bounds are optimal. Again Proposition 5.1.(e) shows that they are trivial.
Proof of part (b)
The former examples use the space [0, 1] with the topological capacity u [0, 1] . Note that u [0, 1] is not a capacity:
Recalling that finitely additive probabilities fail to be continuous, and fail the law of large numbers as well, it is a natural suspicion that this continuity defect might be the key for such examples to exist. That is partly true in view of the sequence converging almost surely but not in probability (Proposition 5.3). But if we replace [0, 1] by {0, 1} in Propositions 5.4 and 5.5, those examples continue to work. Since continuity is granted in a finite space, such behaviours cannot be connected to its absence.
We mention in passing that the sequence {ξ n = ξ} n on {0, 1} is an 'i.i.d.' sequence on a purely atomic space, in contrast to the fact that only non-atomic probability spaces support i.i.d. sequences. Also, {A n } n above is a sequence of null sets whose union has full measure.
We conclude this section by presenting a source of examples in which the bounds in Theorem 1.1.(c) are not reached. It has been claimed that those bounds are reached with measure 1 under certain conditions. That will be disproved in Section 6 using the following proposition. 
and
where the
Proof.
Proof of part (a). Consider the k-fold product of copies of the space (Ω, A, P) and take as random variables the coordinate projections
we see that P k is a containment functional and so completely monotone. The fact that it is a capacity follows easily from the properties of P.
As regards its null-additivity, whenever P k (B) = 0 we have
Proof of part (b). This is obvious.
Proof of part (c). Set ξ min = min 1≤i≤k ξ (i) . Note that
, with
By applying this to −ξ, we obtain the corresponding identity for the upper expectation. Conversely, if ξ is P k -integrable, since P k ≤ P ≤ P k it follows that E P [ξ] exists and is finite.
Therefore, by the Strong LLN for P, for a pairwise preindependent sequence of random variables identically distributed to a P k -integrable ξ, we have
almost surely and in probability.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 6. Discussion 6.1. Comparison to the literature. Part (c) of our LLNs is comparable to the LLN of Maccheroni and Marinacci [20] in terms of assumptions on the set function and core proof idea. Their Theorem 1 establishes part (c) of our conclusions in any of the following situations:
(i) ν is a completely monotone capacity in a Polish space, and the ξ n are bounded (our assumption (i) needs neither Polishness of the space nor boundedness of the random variables). (ii) ν is a completely monotone topological capacity in a Polish space, and the ξ n are either simple or bounded continuous functions (our assumption (ii) needs no assumptions on the ξ n and our assumption (iii) extends the case of continuous, maybe unbounded, functions to any topological space).
Conclusion (a) of Theorem 1.1 is a substantial improvement upon Marinacci's earlier LLN with convergence in probability [21, Theorem 13.(I)]. In that paper, the sample space is compact, the random variables are bounded continuous functions, and the sequence of random variables satisfies a restrictive assumption termed 'regularity' [21, Definition 5] . However, he did not require complete monotony but only 2-monotony, so his theorem is not subsumed by ours.
In recent years, a number of papers have contributed to the LLN for capacities. Their assumptions are too heterogeneous to discuss individually, but an LLN paralleling the classical 'first moment' condition has not been obtained.
Miranda and De Cooman [10] assumed bounded random variables. Their forward irrelevance condition is not a particular case of preindependence. The random variables in Rébillé's paper [30] are bounded continuous functions and Ω is a locally compact space. In that setting, he is able to drop the continuity for increasing sequences. Rébillé in [29] and Cozman in [11] use variance-like functionals, an approach superficially analogous to requiring a 'second moment'. We note that the supremum of all variances in the core easily becomes infinite (L 1 -bounded subsets need not be L 2 -bounded), so conditions involving those functionals may not be so useful. Finally, Chen [7] demands only 2-monotony but needs an '(1+ε)-th absolute moment', and the independence notion he uses is overly restrictive. For instance, not even P-independent Bernoulli variables are P k -independent in that sense, for any k > 1 (whereas P-independence is the same thing as P k -preindependence). (and the upper bound analog) under the following assumptions: Ω is a compact topological space, ν is a 2-monotone capacity, the ξ n are continuous, preindependent, identically distributed and regular. From [21, p. 153] , regularity is granted if ν is null-additive. Thus P k and a sequence of non-degenerate continuous P-i.i.d. random variables on [0, 1] satisfy those requirements. But, given a sufficiently small ε > 0,
by the Strong LLN applied to P.
Notions of independence.
The lack of a fully satisfactory generalization of probabilistic independence is a serious problem in non-additive variants of probability theory. Walley and Fine circumvented the problem of giving a definition of independence by constructing a product capacity (such constructions are not unique, see [6, 13, 19 ] for a few examples) and working only with the coordinate projections in a countable product space. Marinacci's definition by analogy via ν(A ∩ B) = ν(A) · ν(B) in [21] (what we have called 'preindependence') has since been often adopted and is general and pragmatic.
A limitation of the analogy definition comes from its very pragmatism, as it is weak enough to allow problematic behaviours like variables 'independent' from themselves. Our term 'preindependent' reflects the fact that a satisfactory notion might have to be stronger.
An intermediate approach to generalizing probabilistic independence would be to transfer the problem to a product space using Lemma 3.1 and then declaring the ξ n to be independent if the distribution of the vector ξ * is the product capacity according to some specific definition.
6.4. Open questions. 1. Due to the assumption of preindependence, Theorem 1.1 is valid for all possible constructions of a product capacity from the unidimensional marginals. Does choosing an independence definition along the lines suggested above, using some specific product capacity, impose interesting restrictions on the behaviour of S n ?
2. Since the 'almost sure', 'in probability' and 'in law' behaviours can all be different, is there also an LLN 'in law' whose content is not subsumed by the other two statements?
3. Do topological capacities admit a different definition of almost sure convergence which is stronger than convergence in probability, and for which the LLN holds?
4. To what extent can the assumptions on the capacity be weakened while preserving the LLN for all integrable random variables?
