We consider the Erdös-Rényi random graph G n,p and we analyze the simple irreversible epidemic process on the graph, known in the literature as bootstrap percolation. We give a quantitative version of some results by Janson et al. (2012) , providing a fine asymptotic analysis of the final size A * n of active nodes, under a suitable super-critical regime. More specifically, we establish large deviation principles for the sequence of random variables { n−A * n f (n) } n≥1 with explicit rate functions and allowing the scaling function f to vary in the widest possible range.
Introduction
Bootstrap percolation on a graph is a simple activation process that starts with a given number of initially active nodes (seeds) and evolves as follows. An inactive node that has at least r ≥ 2 active neighbors becomes active, and remains so forever. The process stops when no more nodes become active.
Bootstrap percolation has a rich history and was initially investigated on regular structures, see e.g. [1] for a survey. The study of bootstrap percolation on lattices and grids can be explained by its origin in the area of statistical physics. Bootstrap percolation on a lattice was introduced in [17] and further studied in [33] . Deep results for the bootstrap percolation process over finite grids (in two dimensions or more) were obtained by several authors [2, 6, 10, 11, 15, 16, 22, 24] . Bootstrap percolation on the hypercube and trees was investigated in [7] and [8] , respectively. We cite [21] and [29] for applications of bootstrap percolation to the Ising model.
More recently, the bootstrap percolation process has been investigated in the context of random graphs. This is partly motivated by the increasing interest in dynamical processes taking place over large-scale complex systems such as technological, biological and social networks whose irregular structure is better captured by random graphs models (see [20] for a comprehensive introduction to epidemics in complex networks). For example, in the case of social networks, bootstrap percolation may serve as a primitive model for the spread of ideas, rumors and trends among individuals.
Indeed, in this context one can assume that a person will adopt an idea after receiving sufficient influence by friends who have already adopted it [28, 34, 36] .
Bootstrap percolation on random regular graphs was studied in [9] and [25] . This analysis was extended in [3] to random graphs with given vertex degrees (configuration model). A bootstrap percolation model where edges are activated rather than nodes was introduced in [13] and recently analyzed in [12] . In [14] the authors derived critical thresholds for the bootstrap percolation process in random geometric graphs. Bootstrap percolation on random graphs was investigated also from an algorithmic perspective [18, 28] , with the goal of identifying the set of seeds that maximizes the final size.
In the seminal paper [26] , Janson, Luczak, Turova and Vallier provided a detailed analysis of the bootstrap percolation process on the Erdös-Rényi random graph G n,pn , i.e., the random graph on the set of nodes {1, . . . , n} where any two nodes are connected with probability p n , independently of all other node pairs. In [26] the authors assume that a n seeds are initially chosen uniformly at random among the nodes and, under suitable assumptions which imply a sub-linear growth of the number of seeds, proved the existence of a sharp phase transition. Roughly speaking, below a critical number of seeds a (n) c , whose value is available in closed form, the process essentially does not evolve, reaching, as n → ∞, a final size of active nodes A * n which is of the same order as a n (sub-critical case), i.e., in mathematical terms, A * n /a n converges in probability to a suitable positive constant. Instead, above the critical number a (n) c , the process percolates through the entire random graph, reaching, as n → ∞, a final size of active nodes which is of the same order as n (super-critical case), i.e., in mathematical terms, A * n /n converges to 1 in probability. In [27] the results of [26] were extended to k-uniform random hypergraphs. Bootstrap percolation on random graphs obtained by combining G n,pn with a regular lattice was investigated in [35] . We mention also the recent work [23] , where the authors studied the so-called majority bootstrap percolation on G n,pn , according to which nodes become active when the number of their active neighbors exceeds the number of inactive neighbors.
In this paper we consider the super-critical regime of bootstrap percolation on G n,pn and provide a deeper investigation of the results in [26] ; more specifically, we prove large deviation estimates for A * n . Roughly speaking, for any Borel set B and various scaling functions f and speed functions v, we establish asymptotic estimates of the form P n − A * n f (n) ∈ B ≈ e −I(B)v(n) , as n → ∞
where the quantity I(B) is explicitly given and the approximation is in the sense of large deviations (see Section 2.3 and Theorems 3.1, 3.3, 3.5, 3.6, 3.7). An estimate as (1) provides a natural quantitative version of the corresponding weak law of large numbers in [26] , in the following sense. On the one hand, the weak law of large numbers determines the most probable value of (n − A * n )/f (n), as n → ∞; on the other hand, the corresponding large deviation principle provides accurate estimates for the probability that (n − A * n )/f (n) deviates from its most probable value. We postpone to Section 4 an informal discussion of our results, and now proceed to describing the strategy of our proofs.
All the large deviation principles obtained in this paper are proved in the following way. Firstly, we characterize the asymptotic behavior of log P ((n − A * n )/f (n) > ε), with ε > 0, as n grows large (see Propositions 3.11, 3.12, 3.13, 3.15, 3.14) . Secondly, we provide large deviation principles by combining such tail asymptotics with elementary topological considerations which allow us to study the asymptotic behavior of log P ((n − A * n )/f (n) ∈ B), as n grows large, for any Borel set B (see the proofs of Theorems 3.1, 3.3, 3.5, 3.6, 3.7).
From a technical point of view, the first step is certainly the core of this paper. Its proof is based on a fine analysis of the set {(n − A * n )/f (n) > ε}, as n → ∞, aimed at determining the dominant event which characterizes the asymptotic behavior of the tail probability on a logarithmic scale. Basically, the set {(n − A * n )/f (n) > ε} is re-written as the union of suitable events whose probabilities are estimated by exploiting the "binomial structure" of the bootstrap percolation process discovered in [26] (see also Subsection 2.1). Such estimates are obtained via concentration inequalities for the binomial distribution and other tools from the theory of large deviations. We remark that the techniques of this paper differ substantially from those adopted in the seminal paper [26] , where the authors employ Doob's inequality to address a less general problem.
As a by-product of large deviations, we strengthen the results obtained in [26] for the supercritical regime, providing strong laws of large numbers for the final size of active nodes (see Theorems 3.8 and 3.9).
Finally, we emphasize that our results can be used as a building block to analyze the bootstrap percolation process on random graphs more general than G n,pn . Indeed, the simple structure of an Erdös-Rényi random graph can often be recognized in suitable sub-graphs of more complex networks. For example, in [4] bootstrap percolation on random graphs with power-law degree has been studied by applying the results in [26] to a properly defined sub-graph with a sufficiently large number of nodes of high degree. Random graph models capturing the community structure observed in many realistic systems (like stochastic block models [5] ) can be potentially analyzed exploiting similar ideas, i.e., by jointly applying available results for G n,pn to proper sub-graphs having an Erdös-Rényi structure. Tight exponential estimates on the convergence rate of the bootstrap percolation process on G n,pn , such as those derived here by large deviation principles, may be needed when the number of sub-graphs is unbounded. At last we wish to remark that complementary results to ours have been obtained in [30] , where large deviation bounds for A * n in the sub-critical regime have been derived.
The paper is organized as follows. In Section 2 we collect some preliminaries. Specifically, we provide the formal definition of the bootstrap percolation process on G n,pn , we introduce some notation and we recall the notion of large deviation principle. The main results of the paper are stated in Section 3, discussed in Section 4 and proved in Section 5. We include an Appendix which contains the derivations of some auxiliary asymptotic relations.
Preliminaries

The bootstrap percolation process on the random graph G n,pn
We consider the bootstrap percolation process on G n,pn starting with an initial set A n (0) ⊆ {1, . . . , n} of active nodes (seeds) of cardinality a n , which are chosen uniformly at random among the nodes of the random graph. Nodes not belonging to A n (0) are initially inactive. An inactive node becomes active as soon as at least r of its neighbors are active, where r ≥ 2 is a given integer. Seeds are declared to be active irrespective of the state of their neighbors. Active nodes never become inactive and so the set of active nodes grows monotonically.
The bootstrap percolation process naturally evolves through generations of nodes which are sequentially activated. The first generation is composed by all nodes having at least r seeds as neighbors. The second generation is formed by all nodes having at least r neighbors among the seeds and the nodes belonging to the first generation, and so on. The bootstrap percolation process stops when either all of the nodes are active or an empty generation is obtained.
To analyze the final number of active nodes it is convenient to adopt a problem reformulation, originally proposed in [32] , according to which a single node is activated at a time (note that, by so doing, we forget about the generations). Specifically, we introduce a virtual discrete time t ∈ N := {1, 2, . . .} and we assign a mark counter M (n)
i (0) := 0, to each inactive node i. At time t = 1 we arbitrarily choose u 1 ∈ A n (0) and add one mark to all its neighbors. We say that node u 1 has been 'used', we define U n (1) := {u 1 } and we update the set of active nodes setting A n (1) := A n (0) ∪ ∆A n (1), where ∆A n (1) is the set of inactive nodes that become active at time t = 1. We continue recursively: at a generic time t ∈ N, we choose a node u t ∈ A n (t − 1) \ U n (t − 1), i.e., an active node that has not yet been used, we add a mark to all its neighbors, we define U n (t) := U n (t − 1) ∪ {u t } = {u s } 1≤s≤t and we update the set of active nodes setting A n (t) := A n (t − 1) ∪ ∆A n (t), where ∆A n (t) is the set of inactive nodes that become active at time t. Note that ∆A n (t) = ∅ if t < r. The bootstrap percolation process terminates when A n (t) = U n (t).
Let T n be the time at which the process stops, i.e.,
Let A n (t) and U n (t) be the cardinality of A n (t) and U n (t), respectively. Since U n (t) ⊆ A n (t) and U n (t) = t, we have
where A * n := A n (T n ) is the final size of the set of active nodes. For later purposes, note that
We now introduce an alternative description of the random variable A n (t). For s ≤ T n and i / ∈ U n (s), let I (n) i (s) be the indicator that there is an edge between node u s and node i, i.e., the indicator that i gets a mark by the node used at time s. It follows that the number of marks that i / ∈ U n (t) has accumulated at time t ≤ T n is
The random variables I (n)
, are independent and Bernoulli distributed with mean p n , hence M (n) i (t) has the same law of Bin(t, p n ), where Bin(m, p) denotes a random variable distributed according to the binomial law with parameters (m, p). Furthermore, note that, for any i / ∈ U n (t) and 1 ≤ t ≤ T n , we have i ∈ A n (t) if and only if M (n) i (t) ≥ r. We have defined the random marks I (n) i (s) for s ≤ T n and i / ∈ U n (t), but, as noticed in [26] , it is possible to introduce additional, redundant random marks, which are independent and Bernoulli distributed with mean p n , in such a way that I (n) i (s) is defined for all i ∈ {1, . . . , n} and s ∈ N. Such additional marks are added, for any s ≤ T n , to already active nodes and so they have no effect on the underlying bootstrap percolation process. The gain of this construction is that, for any t ∈ N, we can consider a sequence {M (n) i (t)} 1≤i≤n of independent and identically distributed random variables expressed by (4) .
We define
is the time at which node i becomes active. We clearly have
and so, defining
≤ t} and A n (0) := a n ∈ N, we get A n (t) = a n + S n (t), t ≤ T n .
We note that S n (t) is distributed as Bin(n − a n , π n (t)), where
We remark that in the following, with a small abuse of notation, we will estend the definitions of π n (t) and S n (t) also to t > T n , as follows: π n (t) := P (Bin(t, p n ) > r) and S n (t) := Bin(n−a n , π n (t)). Furthermore, for t ∈ N,
where S ′ n (t) := S n (t) + Bin(a n , π n (t))
with Bin(a n , π n (t)) independent of S n (t). We extend the definition of S n , π n and S ′ n to R + := (0, ∞) by setting S n (t) := S n (⌊t⌋), π n (t) := π n (⌊t⌋) and
We extend the definition of S n , π n and S ′ n to R + := (0, ∞) by setting S n (t) := S n (⌊t⌋), π n (t) := π n (⌊t⌋) and S ′ n (t) := S ′ n (⌊t⌋), t ∈ R + . Hereafter, for x ∈ R, we put ⌊x⌋ := max{m ∈ Z : m ≤ x} and ⌈x⌉ := min{m ∈ Z : m ≥ x}.
Further notation and assumptions
We shall use the following asymptotic notation. Let f, g : N → R be two functions. We write:
. Unless otherwise specified, in this paper all the limits are taken as n → ∞. We denote by a ∧ b and a ∨ b the minimum and the maximum between a, b ∈ R, respectively.
As in [26] , throughout this paper we shall assume
and we shall consider the following critical quantities, which allow us to discriminate among different regimes:
As already mentioned in the Introduction, a
represents the critical number of seeds associated to the phase transition between the sub-critical and the super-critical case. In this paper we shall only consider the super-critical bootstrap percolation, i.e., we shall assume a n /a
The quantity t c has the same asymptotic behavior as the mean number of nodes with degree strictly less than r and, as we shall see at the end of Subsection 3.1, characterizes different regimes for the final size of active nodes.
It is of rather immediate verification (see [26] ) that, under (10),
Large deviation principles
We say that a family of probability measures {µ n } n∈N on a topological space (M, T M ) obeys a large deviation principle (LDP) on M with rate function I and speed
is a measurable function which diverges to infinity, and the following inequalities hold:
Similarly, we say that a family of M -valued random variables {V n } n∈N obeys an LDP on M with rate function I and speed v if {µ n } n∈N , µ n (·) := P (V n ∈ ·), obeys an LDP on M with rate function I and speed v. We refer the reader to [19] for an introduction to the theory of large deviations.
Main results
In this section we state our main results, referring the reader to Section 4 for an informal discussion. We define the following functions:
We denote by x 0 the unique point of minimum over [0, ∞) of J(x) and remark that J(x 0 ) ∈ R + (see Lemma 5.2).
Large deviations
In this subsection we state the LDPs for the sequence { n−A * n f (n) } n∈N for different choices of the scaling function f . A brief summary of the results, based on the identification of three different regimes, is given at the end of this subsection, after the statement of Theorem 3.7.
The following theorems hold.
Theorem 3.1 Assume (10), (14) and set
where g is an arbitrary function diverging to +∞, chosen in such a way that there exists the limit lim n→∞ p n f 1 (n) (finite or infinite) and
and rate function
where ℓ
n ) = p n , where the sequences {p n } n∈N ⊂ (0, 1) and {x
n →x ∈ (0, +∞]. Letting {v n } n∈N ⊂ R + denote a sequence diverging to +∞ such that log p n /v n → −c, for some c ∈ (0, +∞], by a direct computation, we have that {X n } n≥1 obeys an LDP on R with speed v n and rate function
and c := J(x 0 ), by Theorem 3.1 we have that {(n−A * n )/f 1 (n)} n∈N obeys the same LDP as {X n } n∈N . As we shall discuss in Section 4, this is in accordance with an intuitive interpretation of the result. Theorem 3.3 Assume (10), (14) , b
and let f 2 be a function such that
and rate function I 2 (x) := H(ℓ 2 x).
Remark 3.4 Let D n denote the number of nodes in G(n, p n ) with degree strictly less than r. By construction, we clearly have n − A * n ≥ D n almost surely. In the super-critical regime, one may naturally expect that n − A * n behaves similarly to D n , as n → ∞. At the level of the weak law of large numbers, this was pointed out by Janson's et al. in [26] . Indeed, if b (14) ,
and let f 3 be a function which diverges to +∞ in such a way that
) and rate function
Theorem 3.6 Assume (10), (14), b
and let f 4 be a function such that
c and rate function
(ii) If ℓ 4 = +∞ and
c /f 4 (n)) and rate function
Theorem 3.7 Assume (10), (14) ,
and let f 5 be a function such that
A brief summary of the these results can be given by distinguishing the following three different regimes:
(1) Under the first regime, Theorems 3.1, 3.3, 3.5 and 3.7 provide LDPs for {
c ; Theorem 3.5 provides an LDP with a scaling function f = f 3 such that b
c /(np n ); Theorem 3.1 provides an LDP with a scaling
(2) Under the second regime, Theorems 3.1, 3.5 and 3.7 provide LDPs for { n−A * n f (n) } n∈N with a divergent scaling function f such that f (n) n. Indeed, Theorem 3.5 provides an LDP with a scaling function f = f 3 such that
(3) Under the third regime, Theorems 3.1, 3.6 and 3.7 provide LDPs for { n−A * n f (n) } n∈N with a scaling function which may be either convergent or divergent. More precisely, we distinguish the following three cases:
In the first case, Theorem 3.6(i) provides an LDP with a convergent scaling function f (n) = f 4 (n) ∼ e ℓ 4 and Theorems 3.6(ii), 3.7(ii) and 3.1 provide LDPs with a divergent scaling function f such that f (n) n. Indeed, Theorems 3.6(ii) provides an LDP with a divergent
In the second case, Theorem 3.7(i) provides an LDP with a convergent scaling function f (n) = f 5 (n) ∼ e ℓ 5 and Theorem 3.1 provides an LDP with a divergent scaling function f = f 1 such that f 1 (n) n.
In the third case, Theorem 3.1 covers the whole range providing LDPs with a scaling function f = f 1 which is either convergent, i.e. f 1 (n) ∼ e ℓ, for some constant ℓ ≥ 1, or divergent in such a way that f 1 (n) n.
We conclude this subsection recalling (for later purposes) that, as noticed in [26] (see formula 3.10 therein), under (10), the three regimes (26) are equivalent to
respectively.
Laws of large numbers
The following laws of large numbers (LLNs) are corollaries of the previous LDPs. Their proofs are omitted since they are based on a standard application of the large deviation estimates and the Borel-Cantelli lemma. 
Theorem 3.8 Under the assumptions and notation of Theorem 3.3, we have
n − A * n f 2 (n) → ℓ −1 2 , almost surely.n − A * n f 3 (n) → 0, almost surely (29) ((n − A * n )/f 4 (n) → 0, (n − A * n )/f 5 (n) → 0, almost surely,
respectively).
To better position Theorems 3.8 and 3.9 with respect to the corresponding results in [26] , in Theorem 3.10 below we state the main achievements of [26] for the bootstrap percolation process in the super-critical regime.
Theorem 3.10 Assume (10) and (14) . Then:
→ 1, almost surely. This LLN generalizes the one in Theorem 3.10(i), where the convergence holds in probability.
Taking either f 4 ≡ 1 or f 5 ≡ 1 in Theorem 3.9, we have n − A * n → 0, almost surely. This LLN generalizes the one in Theorem 3.10(ii). Indeed, since the random variable n − A * n takes values in N ∪ {0}, for any ε ∈ (0, 1),
Therefore, if n − A * n → 0 almost surely, then n − A * n → 0 in probability, and so
→ b ∈ R + , then by Theorem 3.10(iii), we have that n − A * n → Po(b) in distribution, where Po(b) denotes a Poisson distributed random variable with mean b. It follows that, for any divergent function f 3 , we have (n − A * n )/f 3 (n) → 0, in probability. This weak LLN is extended by formula (29) in Theorem 3.9.
Tail asymptotics
The proofs of Theorems 3.1, 3.3, 3.5, 3.6 and 3.7 are based, respectively, on Propositions 3.11, 3.12, 3.13, 3.14 and 3.15 below, which provide asymptotic estimates for the tail of n − A * n . For reader's convenience, we summarize these tail estimates in Tables 1-5 , reported after the statement of Proposition 3.15. An informal discussion of these results is postponed to Section 4. 
and, for any arbitrarily fixed ε ∈ (0, ℓ
Proposition 3.13 Under the same notation and assumptions of Theorem 3.5, for an arbitrarily chosen ε ∈ R + , we have:
Proposition 3.14 Under the same notation and assumptions of Theorem 3.6, for an arbitrarily chosen ε ∈ R + , we have:
(ii) if ℓ 4 = ∞ and (24) holds, then
Proposition 3.15 Under the same notation and assumptions of Theorem 3.7, for an arbitrarily chosen ε ∈ R + , we have:
Using an obvious notation, the asymptotic estimates for the right tail of n − A * n , provided by the above propositions, can be summarized as
where z 0 is the most probable value of { n−A * n f (n) } n∈N as n → ∞. Tables 1-5 below report the function I and the speed function v for different choices of the scaling function f , in the three different regimes (26). 
Prop. 3.12 3.13 3.15 3.11 Table 2 : The functions I, v and f , in the regime b
Prop. 3.13 3.15 3.11
Informal discussion
In this section we provide an informal explanation of our results. Formula (34) establishes an asymptotic relationship between the "resolution" f at which we observe the fluctuations of the random variable n − A * n and the decay rate v at which the associated tail probability vanishes. One might intuitively expect the following "monotonicity" property: given two scaling functions f and f , with speed functions v and v, respectively, if f (n) ≪ f (n) then v(n) ≪ v(n), i.e., to a larger "resolution" corresponds a faster decay rate.
Propositions 3.11, 3.12, 3.13, 3.14 and 3.15 reveal that the "monotonicity" property suggested by the intuition is correct only as long as the scaling function f is such that
c /(np n ) → +∞. Specifically, Propositions 3.12, 3.13 and 3.14 support the intuition but Propositions 3.11 and 3.15 provide a somehow counterintuitive result showing that if the scaling function f is chosen in such a way that a
c . In conclusion, our results reveal that the bootstrap percolation process exhibits a fairly different behavior according to either
To intuitively explain the reason of such behavior, we note that the average number of usable nodes evolves, as the time t increases, according to the function e n (t) := E[A n (t)] − t, a n ≤ t ≤ n. As shown in [26] , starting at t = a n , e n (·) first decreases up to reach a minimal value ≃ a n − a
; then e n (·) increases quickly (super-linearly) up to reach a value ≃ n − t, where t is such that E[A n (t)] ≃ n; finally, e n (·) decreases linearly and approaches zero at t ≃ n − b 
Prop. 3.14 3.14 3.15 3.11 Table 4 : The functions I, v and f , in the regime b
Prop. 3.15 3.11 Table 5 : The functions I, v and f , in the regime b
Since the bootstrap percolation process stops the first time the number of active and not yet used nodes equals zero, assuming that this quantity is sufficiently concentrated around its average we expect the bootstrap percolation process to stop either at a critical time t ≃ a (n) c ∼ a n or when the process gets sufficiently close to its natural termination, i.e., at a critical time t ≃ n − b
Since we are considering T n = A * n only on time intervals of the form [a n , n − εf (n)), the choice of f (n) has a direct impact on the probability that the process stops before n − εf (n) at a time t = n − o(n), but it has no effect on the probability that the process stops at a time t ≃ a (n) c ∼ a n . It turns out that if f is such that
c /(np n )), then the probability that the bootstrap percolation process stops at an early stage (i.e., at a time t ≃ a
npn , then probability that the process stops just before n − εf (n) (i.e., at a time
c /(np n ), then the probability that the process stops just before n − εf (n) becomes comparable with the probability that the process stops at a time t ≃ a (n) c .
More precisely, our analysis shows that by selecting a scaling function f such that a
for any ε ′ > ε and any K ∈ R + big enough (see the proof of Proposition 3.11)). Instead, if we choose f in such a way that
c /(np n ), then there exist two functions v and I with v(n) ≪ a (n) c such that log P (T n < n − εf (n)) ∼ e log P (∃t ∈ {⌊n − ε ′ f (n)⌋, . . . , ⌊n − εf (n)⌋} : A n (t) ≤ t) ∼ e −I(ε)v(n) and lim
for any ε ′ > ε and any K ∈ R + (see the proofs of Propositions 3.12, 3.13, 3.14).
for any ε ′ > ε, and again log P (∃t ∈ {a n , . . . , ⌊Ka
(see the proof of Proposition 3.15).
Proofs
Asymptotic relations and deviation bounds
We start stating some preliminary asymptotic relations and deviation bounds, that will come in handy in the proofs.
Asymptotic relations concerning the binomial distribution
Let {q n } n∈N ⊂ (0, 1), {m n } n∈N ⊂ [1, +∞), {r n } n∈N ⊂ N and suppose q n → 0. The following asymptotic relations hold. If q n m n → 0 and m n → ∞, then, for any k ∈ N,
(see e.g. formula (8.1) in [26] ). If r n → ∞, the limit lim n→∞ q n m n exists (finite or not), rn qnmn → +∞ and r n m −1 n → 0, then
We refer the reader to the Appendix for the proof of (35) and (36) . If q n m n → ∞, then, for an arbitrarily fixed k ∈ N,
(see e.g. formula (3.7) in [26] ).
Asymptotic relations concerning a (n)
c , π n (t) and b
One may easily verify that
By the definition of π n , (10), (35) and the definition of a (n) c , for any fixed x ∈ R + , we have
Moreover, under (10), for any f such that
where
For later purposes, we remark that if lim n→∞ b
and that if lim n→∞ b
and log b
see the Appendix for a proof of (41) and (42).
Deviation bounds for the binomial distribution
Throughout this paper we will extensively exploit some classical deviation bounds for the binomial distribution (see e.g. Lemma 1.1 p. 16 in [31] ), which we report here for the sake of completeness. Let the function H be defined by (16) and set µ := np, for n ∈ N, p ∈ (0, 1). For any 0 < k < n, we have:
if k ≥ e 2 µ, then
Proofs of Proposition 3.11 and Theorem 3.1
The proof of Theorem 3.1 is based on Proposition 3.11, whose proof exploits in turn the following lemmas:
Lemma 5.1 Assume a n = o(n) and let {π(n)} n∈N ⊂ (0, 1) and {v(n)} n∈N ⊂ R + be two sequences
obeys an LDP on R with speed v(n) and rate function I := H.
Lemma 5.2 We have:
(i) x < h(x) for any x ≥ 0 (and so J is strictly positive on [0, ∞)), whenever α > 1.
(ii) J admits a unique point of minimum x 0 ∈ R + on [0, ∞).
The proofs of these lemmas are given in the latter paragraph of this subsection.
Proof of Proposition 3.11
As a guide to the intuition, we start by briefly describing the outline of the proof. For any ε ∈ (0, ℓ −1 1 ) and n ∈ N large enough, we have from (2) that :
Therefore,
where we used (5). We rewrite the event {(n − A * n )/f 1 (n) > ε} as the union of the events
where, as it will be made precise later on, K is a sufficiently large constant. Note that by construction B
(n)
Basically in the proof we show that B (n) 1 is the dominating event and we provide tight asymptotic estimates for P (B (n) 1 ). More precisely, since, by construction:
the claim will follow by the principle of the largest term (see e.g. Lemma 1.2.15 p. 7 in [19] ) provided that we are able to show that:
lim sup
and lim
The proofs of (51), (52) and (53) are based on the binomial structure of S n (t) and π n (t), which allows to exploit Lemma 5.1 and the deviation bounds summarized in Section 5.1.3.
We proceed by dividing the proof in four steps. In the first step, starting from the LDP principle stated in Lemma 5.1, we derive a new LDP for the sequence
c , x ≥ 0, n ∈ N. In the second step, we employ the previously obtained LDP to prove (51). In the third step, we prove (52). At last, in the fourth step we prove (53).
Step 1: An auxiliary LDP. Let x ≥ 0 be fixed. In this step we show that {S n (κ n (x))/((1 − r −1 ) −1 h(x)a c , is distributed as Bin(n − a n , π n (ℓ n (x))). Note also that by the super-critical condition and the second relation in (15) we have a n = v(n) = o(n), and by (39) and the definition of h easily follows that nπ n (ℓ n (x)) ∼ e v(n). Therefore by Lemma 5.1 we have that
and rate function I := H. Since the level sets of H are compacts, the claim of this step follows by e.g. Theorem 4.2.13 p. 130 in [19] if we prove that the processes
are exponentially equivalent i.e., for any δ ∈ R + ,
Let δ ∈ R + be arbitrarily fixed and let η ∈ R + be so small that r −1 ((α(x)+η) r −(α(x)−η) r ) < δ 1+η , where α(x) := (α + (1 − r −1 ) −1 x). We have lim sup
c ). For any n ∈ N, we clearly have E[Bin(n − a n , Π n (x, η))] ≤ nΠ n (x, η) and using (39) we get lim sup n→∞ E[Bin(n − a n , Π n (x, η))]
Therefore, by the choice of η, for all n large enough, we deduce
So, by (43), for all n large enough,
By (55), (56), (39) and a n /n → 0, we get lim sup
.
Letting η tend to zero we deduce (54) (indeed, xH(δ/x) → +∞ as x → 0).
Step 2: Proof of (51). For technical reasons which will be clear later on, we fix
and rewrite the event B
(n) 1
as the union of the events
We shall show later on
Since
Let t n ∈ {a n , . . . , ⌊κ n (x 0 )⌋} be such that max t∈{an,...,⌊κn(x 0 )⌋} P (S n (t) ≤ t − a n ) = P (S n (t n ) ≤ t n − a n ).
We have lim sup
Indeed, reasoning by contradiction, suppose lim sup
Letting {t n j } j∈N denote a subsequence of {t n } n∈N which realizes this lim sup, and setting
we have a n j − αa
Therefore, by the definition of κ n (x 0 ),
So, we may select a subsequence {x n jh } h∈N ⊆ {x n j } j∈N such that x n jh →x ∈ [0, x 0 ], as h → ∞. Consequently, for any h ∈ N,
and so by (57)
where the latter inequality follows by Lemma 5.2(ii). This contradicts (60) and proves (59), which yields lim sup
log((⌊κ n (x 0 )⌋ − a n + 1)P (S n (t n ) ≤ t n − a n ))
Arguing similarly (with obvious modifications), one may check lim sup
The matching upper bound for (58) (and so (51)) easily follows by the union bound, the principle of the largest term, (61) and (62). To conclude this step, it remains to show (57). We distinguish two cases: x > 0 and x = 0. Case 1: x > 0. By the super-critical condition
So for ε arbitrarily chosen in (0, x ∧ h(x)) ≡ (0, x) (see Lemma 5.2(i)) and n large enough log P (S n (κ n (x)) ≤ ⌊κ n (x)⌋ − a n ) ≥ log P S n (κ n (x))
By the LDP in Step 1 we have lim inf
where in (65) we used that H ≡ +∞ on R − and that H is continuously decreasing on [0, 1). By (64) and (65), we deduce lim inf
and taking the supremum over ε ∈ (0, x) by the properties of H and Lemma 5.2(i) we get the lower bound lim inf
Now we prove the matching upper bound (we remark that the proof of the matching upper bound we are going to give still holds for x = 0). For ε arbitrarily chosen in (x, ∞) and n enough, by (63) and the LDP in Step 1 we have lim sup
Taking the infimum over ε we then have lim sup
where the latter equality is a consequence of Lemma 5.2(i) and the fact that H ≡ +∞ on R − and H is continuously decreasing on [0, 1). Relation (57) follows by (66) and (67). Case 2: x = 0. We have
Therefore lim inf
where we used (39) (which yields π n (κ n (0)) ∼ e r −1 (1−r −1 ) r−1 α r a (n) c /n). The proof of the matching upper bound has been already done (see the Case 1).
Step 3: Proof of (52). For n ≥ 2 define
c .
By construction we have θ (n)
Jn ≥ ⌊p
where the second inequality is a consequence of the relations θ (7) and (70)
where for the latter inequality we used that S ′ n (t) is non-decreasing with respect to t and that θ (n) j is non-decreasing with respect to j (this latter monotonicity is guaranteed by the fact that K > 1). For all n large enough and j ∈ {⌈K⌉, . . . , J n − 1}, by the usual Poisson approximation for the binomial distribution we have
where in (72) we used the second relation in (70) and in (73) we used the definition of a (n) c . Therefore, for n large enough, we deduce
So, by (44), for all n large enough,
By (75), for n large enough and j = ⌈K⌉, . . . , J n − 1,
Therefore, using that H is decreasing on [0, 1) and (74),
and so, for n large enough and j = ⌈K⌉, . . . , J n − 1,
where we used the relation K (71) and (76), we have
Relation (52) follows by this inequality setting C K := e −3 (1−r −1 ) r−1 K r H(x ⌈K⌉ ) r > 0 and choosing K so large that C K > J(x 0 ).
Step 4: Proof of (53).
For n large enough, we have
for some small c ∈ (0, 1), see e.g. the proof of Lemma 8.2 Case 3 p. 26 in [26] . By (7), for n sufficiently large, we have
with the convention that the latter union of events is empty if ⌊n − p −1 n ⌋ > ⌊n − εf 1 (n)⌋ for all n large enough. From now on, we suppose
where for the latter inclusion we used that the events {S ′ n (u) ≤ v} are non-increasing in u and non-decreasing in v. By (77), for n large enough,
So by (44), for n large enough,
where the inequalities (80) and (81) follow recalling that H decreases on [0, 1] and using (77). Therefore, by the second limit in (15), we have lim sup
By (10) we deduce np n → ∞. So, using again (44), for n large enough,
moreover,
By (83) and (84) we have
Therefore, applying (45), we deduce
Here in (86) we used that, for any n ∈ N and y ∈ R,
By this latter inequality, (85) and the third limit in (15), we have lim sup
Arguing as for (86), we have
Let δ ∈ R + be so small that e −1 + δ < 1. By (37)
where the latter relation follows by the definition of f 1 and noticing that by (38)
Therefore, by applying again (45)
Consequently, by the definition of f 1 and (37)
The claim follows by this latter relation, (79), (82), (88) and the principle of the largest term.
Proof of Theorem 3.1
We divide the proof in two steps. In the first step we prove the large deviation lower bound and in the second step we prove the large deviation upper bound.
Step 1: large deviation lower bound.
By Lemma 5.2 we have J(x 0 ) > 0. Let 0 < η < J(x 0 ) be arbitrarily fixed. By Proposition 3.11 we have that there exists n η such that, for any n > n η ,
By (90) and (91), we easily have
and the large deviation lower bound for the case 0 ∈ O is proved. If 0 / ∈ O, then the claim is obvious if in addition ℓ
Otherwise, we distinguish two further cases: ℓ
where we used that, for n large enough,
The large deviation lower bound easily follows by Proposition 3.11.
Step 2: large deviation upper bound. Let C ⊆ R be a closed set. If 0 ∈ C, then the large deviation upper bound is trivial. If 0 / ∈ C, we start noticing that by (3) and n/f 1 (n) → ℓ −1 1 , for any δ ∈ R + and all n large enough,
Then we distinguish two cases: ℓ +∞] and the large deviation upper bound easily follows by (92) and Proposition 3.11. If ℓ
recalling that 0, ℓ
/ ∈ C, the large deviation upper bound easily follows by the principle of the largest term (see e.g. Lemma 1.2.15 p. 7 in [19] ), if we prove
To this aim, we start noticing that there exist κ 1 , κ 2 ∈ (0, ℓ
, and so
By this relation and (46), we have
{S n (t) + a n − t ≤ 0}, and so it suffices to prove
To this aim, we note that
so for n large enough
and consequently (94) follows by (53).
Proofs of lemmas
Proof of Lemma 5.1. We shall apply the Gärtner-Ellis Theorem (see e.g. Theorem 2.3.6 p. 44 in [19] ). Denote by Be(π(n)) a Bernoulli distributed random variable with mean π(n). For any θ ∈ R, we have Λ n (θ) := log E e θBin(n−an,π(n)) = (n − a n ) log E e θBe(π(n)) = (n − a n ) log(1 + π(n)(e θ − 1)).
By this relation and the assumptions of the lemma we deduce
where (95) follows by l'Hopital's rule, which is applicable since π(n) → 0. A straightforward computation shows that the convex conjugate of the function θ → e θ − 1 is H. By the Gärtner-Ellis Theorem we have that
satisfies the large deviation upper bound over the closed sets with speed v(n) and rate function I := H and, for any open set O ⊆ R, it is satisfied the lower bound lim inf
where F is the set of exposed points of H whose exposing hyperplane belongs to R (we refer to [19] for these notions). By Lemma 2.3.9(b) p. 46 in [19] we have F ⊇ R + . Setting Since H is strictly decreasing on [0, 1) and x → x h(x) is strictly decreasing on (α/r, ∞), we have that J is strictly increasing on (α/r, ∞). For ease of notation, set h(x) := x/h(x). A simple computation shows that the second derivative of (1 − r −1 )J is equal to
which is strictly positive on (0, α/r] and therefore J is strictly convex on (0, α/r]. Furthermore, we note that lim x→0 J ′ (x) = −∞. Collecting all these properties of J we finally deduce (ii).
Proofs of Proposition 3.12 and of Theorem 3.3
Proof of Proposition 3.12
Proof of (30) . Arguing as for (46), for any ε > ℓ
Let f 1 be defined as in the statement of Theorem 3. c /(np n ) → ∞, and so, for n large enough, f 1 (n) = (g(n)a (n) c )/(np n ). For later purposes, we choose g in such a way that ℓ 1 ∈ [0, 1) and (g(n)a
n )). Note that, by the latter relation in (15) and
c , for any fixed positive constant K, f 1 (n) > Kf 2 (n) asymptotically in n. For n ∈ N large enough and ε ′ > max{ε, ℓ
2 e 2 }, we define the events
{S n (t) + a n − t ≤ 0} and note that
By Proposition 3.11 and a
The claim then follows combining these relations with the inequality (98) and the principle of the largest term (see e.g. Lemma 1.2.15 p. 7 in [19] ). We proceed by dividing the proof in three steps. Throughout the proof we consider the quantity
Step 1: An auxiliary LDP.
2 be fixed. In this step we show that {(n − a n − S n (κ n (x)))/b c and rate function I := H. Note that n−a n −S n (ℓ n (x))), ℓ n (x) := n−xf 2 (n), is distributed as Bin(n − a n , 1 − π n (ℓ n (x))). Note also that a n = o(n), f 2 (n) ∼ b (n) c = o(n) and by (40) (which is applicable since b
Therefore, by Lemma 5.1 we have that {(n − a n − S n (ℓ n (x)))/b
and rate function I := H. Arguing as in the Step 1 of the proof of Proposition 3.11, then the claimed LDP follows if we prove that the processes
are exponentially equivalent. Let δ ∈ R + and η ∈ (0, 1) be arbitrarily fixed. We have lim sup
By (40) and (41) we deduce
Consequently, by (45), for all n large enough,
Finally, by (101), (103) and (102) we have lim sup
and the exponential equivalence is proved.
Step 2: Proof of (100). We shall show later on that, for
Let t n ∈ {⌊n − ε ′ f 2 (n)⌋, . . . , ⌊n − εf 2 (n)⌋} be such that max t∈{⌊n−ε ′ f 2 (n)⌋,...,⌊n−εf 2 (n)⌋} P (S n (t) ≤ t − a n ) = P (S n (t n ) ≤ t n − a n ).
Indeed, reasoning by contradiction suppose lim sup
we have
Therefore, by (18) and (87),
So, we may select a subsequence {x n jh } h∈N ⊆ {x n j } j∈N such that x n jh →x ∈ [ε, ε ′ ], as h → ∞. Consequently, for any h ∈ N,
Thus by (104)
where the latter inequality follows from the fact that H increases on (1, +∞) andx ≥ ε > ℓ −1
2 . This proves (106), and so lim sup
which is the matching upper bound for (105) and proves (100). It remains to show (104). Let δ ∈ R + be arbitrarily chosen and let n be so large that o(1) < δ. By the definition of κ n (x), for all n large enough,
It is readily checked that {(n − a n − S n (κ n (x))/f 2 (n)} n∈N and {(n − a n − S n (κ n (x)))/(ℓ 2 b
(n) c )} n∈N are exponentially equivalent. Moreover, by the LDP of Step 1 and the Contraction Principle (see e.g. Theorem 4.2.1 p. 126 in [19] ) we have that {(n − a n − S n (κ n (x)))/(ℓ 2 b (n) c )} n∈N obeys an LDP on R with speed v(n) := b (n) c and rate function I 2 (·) := H(ℓ 2 ·). Consequently, arguing as in the proof of Step 1 of Proposition 3.11, {(n − a n − S n (κ n (x))/f 2 (n)} n∈N obeys an LDP on R with speed v(n) := b (n) c and rate function I 2 . Therefore lim inf
where for the equality in (107) we used that H is continuously increasing on (1, +∞). Taking the supremum over δ > 0, we deduce the lower bound lim inf
Since H(1) = 0 the matching upper bound with
2 is trivially true. It remains to prove the matching upper bound for x > ℓ −1 2 . Take δ ∈ (0, 1 − (ℓ 2 x) −1 ) and let n be so large that −ε < o(1). Using again the LDP for {(n − a n − S n (κ n (x))/f 2 (n)} n∈N , we have lim sup
and the matching upper bound follows by letting δ tend to zero.
Step 3: Proof of (99). Letting S ′ n denote the process defined by (9), we have
where the latter relation follows by (87). By (40), (41) and the definition of ε ′ one has
Therefore, by (45), for all n large enough,
By this inequality we easily have (99) since ε ′ > ℓ
We proceed by diving the proof in two steps. In the first step we prove
and in the second step we conclude the proof of (31).
Step 1: Proof of (108). Since
the claim follows if we prove that, for any
By (87) we have P (S n (n − xf 2 (n)) + a n > ⌊n − εf 2 (n)⌋) = P (n − a n − S n (n − xf 2 (n)) < ⌈εf 2 (n)⌉)
The claim (109) follows by this relation noticing that arguing as in the Step 2 of the proof of (30) one has that the process
c and rate function I 2 .
Step 2: Conclusion of the proof of (31) .
Combining this with (108), since ε ′ > ℓ −1 2 is chosen in such a way that H(ℓ 2 ε ′ ) > H(ℓ 2 ε), we have
5 ) and so
which concludes the proof.
Proof of Theorem 3.3
Step 1: large deviation lower bound. Let O ⊆ R be an open set. If O ⊆ R − , then the claim is obvious and so we assume O ∩ [0, ∞) = ∅. By (3) we have
By Proposition 3.12 we have that, for η ∈ (0, H(ℓ 2 ε 1 ) ∧ H(ℓ 2 ε 2 )) arbitrarily fixed, there exists n η such that for any n > n η
and
By (110), (111) and (112) we easily have lim inf
and the large deviation lower bound for the case ℓ 2 , +∞) = ∅, however the proof can be easily adapted to the case when one of these two intersections is empty.
2 , +∞) = ∅, however the proof can be easily adapted to the case when one of these two intersections is empty. Set M := max{x :
2 )} and m := min{x :
for all δ ∈ R + small enough. Consequently, 5.4 Proofs of Proposition 3.13 and Theorem 3.5
Proof of Proposition 3.13
Let f 1 (n) be the function defined in the statement of Theorem 3.1. Since for n large enough f 1 (n) = (g(n)a (n) c )/(np n ), by the second relation in (20) f 1 (n) > f 3 (n) for all n large enough. Hereafter, we chose g in such a way that f 1 (n) = o(p −1 n ). For n ∈ N large enough, let B {S n (t) + a n − t ≤ 0}.
We have
2 ) + P (B
3 ) + P (B (n) 4 ).
Since P (S n (n − εf 3 (n)) + a n ≤ ⌊n − εf 3 (n)⌋) ≤ P (B (n) 4 ) ≤ P (S n (n − f 1 (n)) + a n ≤ ⌊n − εf 3 (n)⌋), by (87) we have P (n − a n − S n (n − εf 3 (n)) ≥ ⌈εf 3 (n)⌉) ≤ P (B (n) 4 ) ≤ P (n − a n − S n (n − f 1 (n)) ≥ ⌈εf 3 (n)⌉). (115) Let h be such that h(n) = o(p −1 n ). By (40)
Note that for any η ∈ (0, δ), there exists n η such that for any n > n η (119) holds with x ± δ in place of ε, and so c /f 3 (n)) , for any n > n η .
Therefore, taking the logarithm on this inequality, dividing then by −f 3 (n) log(b (n) c /f 3 (n)), and letting first n tend to ∞ and second η tend to zero, lim inf
The large deviation lower bound follows taking the supremum over all x ∈ O ∩ R + on this relation.
Step 2 5.5 Proofs of Proposition 3.14 and Theorem 3.6
Proof of Proposition 3.14
Proof of (i). Let f 1 be the function defined in the statement of Theorem 3.1 and let ε ∈ R + be arbitrarily fixed.
By (22) we have f 1 (n) = g(n)a (n) c npn for n large enough, and so f 4 (n) ≪ f 1 (n). We choose g in such a
way that f 1 (n) = o(p −1 n ) (and so, in particular, f 1 (n)/n → 0). For n ∈ N sufficiently large, let B {S n (t) + a n − t ≤ 0}.
Clearly,
2 ) ≤ P n − A * n f 4 (n) > ε ≤ P (B c /f 4 (n)) log P (B
2 ) = −ε.
The claim then follows combining these relations with (121) and the principle of the largest term.
Step 1: Proof of (127).
Note that −f 4 (n) log(b c /f 4 (n)) = −∞.
Step 2: Proof of (128). We still have the inequalities (124) and so the claim follows if we check that, for h(n) = o(p −1 n ) and ε ∈ R + , lim n→∞ 1 −f 4 (n) log(b (n) c /f 4 (n)) log P (n − a n − S n (n − h(n)) ≥ ⌈εf 4 (n)⌉) = −ε.
Since b → 0 and so by (40) we deduce (n − a n )(1 − π n (n − h(n))) → 0. Consequently by (36) log P (n − a n − S n (n − h(n)) ≥ ⌈εf 4 (n)⌉) = log P (Bin(n − a n , 1 − π n (n − h(n))) ≥ ⌈εf 4 (n)⌉) ∼ e εf 4 (n) log(b
By using (38), (24) and that log b c /f 4 (n)). Relation (129) follows by (130) and this latter asymptotic equivalence.
Proof of Theorem 3.6
Proof of (i). The proof is similar to the proof of Theorem 3.5 (but using Proposition 3.14(i) in place of Proposition 3.13), and therefore we omit the details. Proof of (ii). The proof is similar to the proof of Theorem 3.5 (but using Proposition 3.14(ii) in place of Proposition 3.13), and therefore we omit the details.
5.6 Proofs of Proposition 3.15 and Theorem 3.7
Proof of Proposition 3.15
Proof of (i ). Let f 1 be the function defined in the statement of Theorem 3.1 and let ε ∈ R + be arbitrarily fixed.
By (25) we have f 1 (n) = g(n)a (n) c npn for n large enough, and so f 5 (n) ≪ f 1 (n). We choose g in such a way that f 1 (n) = o(p −1 n ) (and so, in particular, f 1 (n)/n → 0). For n ∈ N sufficiently large, let B 
