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Efficient, accurate, and adaptable implicit solvent models remain a significant challenge in the field of molecu-
lar simulation. A recent implicit solvent model, IS-SPA, based on approximating the mean solvent force using
the superposition approximation, provides a platform to achieve these goals. IS-SPA was originally developed
to handle non-polar solutes in the TIP3P water model but can be extended to accurately treat polar solutes
in other polar solvents. In this manuscript, we demonstrate how to adapt IS-SPA to include the treatment
of solvent orientation and long ranged electrostatics in a solvent of chloroform. The orientation of chloroform
is approximated as that of an ideal dipole aligned in a mean electrostatic field. The solvent–solute force is
then considered as an averaged radially symmetric Lennard-Jones component and a multipole expansion of
the electrostatic component through the octupole term. Parameters for the model include atom-based solvent
density and mean electric field functions that are fit from explicit solvent simulations of independent atoms
or molecules. Using these parameters, IS-SPA accounts for asymmetry of charge solvation and reproduces
the explicit solvent potential of mean force of dimerization of two oppositely charged Lennard-Jones spheres
with high fidelity. Additionally, the model more accurately captures the effect of explicit solvent on the
monomer and dimer configurations of alanine dipeptide in chloroform than a generalized Born or constant
density dielectric model. The current version of the algorithm is expected to outperform explicit solvent simu-
lations for aggregation of small peptides at concentrations below 150 mM, well above the typical experimental
concentrations for these materials.
I. INTRODUCTION
The solvation of polar molecules changes the con-
formations they sample and the higher order struc-
tures they form relative to that found in vacuum.
Self-assembling peptides, for example, achieve different
macroscopic structure and properties under different sol-
vent environments.1 Computational tools used to predict
this behavior are limited due to (1) the length and time
scales achievable using all-atom simulations and (2) the
the lack of solvent transferability in coarse-grained mod-
els. A computationally cheap, thermodynamically accu-
rate, and solvent adaptable implicit solvent model will
have an immediate impact on studying these processes.
Molecular simulations play an important role at dis-
cerning the mechanism of aggregation and self-assembly
of peptide-based materials. Experimental approaches of-
ten lack the multiscale resolution necessary to determine
macroscopic structure as well as the underlying molecu-
lar driving forces. All-atom molecular dynamics (aaMD)
simulations have been employed to help elucidate the lat-
ter component.2–5 aaMD, however, cannot readily sam-
ple the large length- and time-scales necessary to capture
macroscopic self-assembly. Additionally, these methods
struggle with the low concentration of solutes typically
used in self-assembly experiments.6 Top-down coarse-
grained (CG) simulations and mesoscale models have
a)These authors contributed equally to this work.
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been used to investigate peptide aggregation but their
tie to atomistic detail is often obscured.7–10 Bottom-up
CG models provide a rigorous tie between scales but of-
ten lack transferability. Recent efforts have attempted
to alleviated the transferability issue but have not been
widely adopted in molecular simulations.11,12 Recently,
a multiscale model for peptide assembly has been pro-
posed that uses a combination of top-down CG models
and aaMD simulations but a rigorous connections be-
tween scales is not guaranteed.13 Thus, it remains an
open challenge in the field of molecular simulation to
achieve computationally efficient and thermodynamically
consistent bridge between all-atom and CG models.14
Implicit solvent models provide a necessary bridge be-
tween aaMD simulations and CG models and an appeal-
ing platform for self-assembly prediction. Previous sim-
ulation studies of peptide aggregation using implicit sol-
vation are limited.15,16 The limited application of these
models is due to the inaccuracies of the computationally
feasible models15 and the significant computational ex-
pense of more accurate models.16 Recent developments
have attempted to bridge the gap between the compu-
tationally expensive and cheap models but, as of yet,
the Goldilocks implicit solvent model does not exist.17–19
Additionally, much of the development of implicit solvent
models focus on water as the solvent and the portability
to other solvents is not considered.
Our recently developed implicit solvent model, im-
plicit solvation using the superposition approximation
(IS-SPA), provides a platform to achieve an accurate
and computationally feasible implicit solvent model.20
This model builds on previous approaches that uti-
ar
X
iv
:2
00
9.
14
31
2v
2 
 [p
hy
sic
s.c
he
m-
ph
]  
5 O
ct 
20
20
2lize the Kirkwood superposition approximation (SPA)21
to estimate the mean solvent force for a given solute
configuration.22,23 Initially developed for non-polar so-
lutes in water, nothing about the underlying theory is
specific to water as a solvent. Indeed, the SPA is pre-
dicted be more accurate for a less polar solvent, such as
chloroform.
In this paper, we extend the development of IS-SPA to
accurately and efficiently capture peptide monomer con-
figurations and dimerization behavior in chloroform. In
the subsequent theory section, we set forth the underly-
ing theory of IS-SPA and how it is adapted for (1) non-
spherically symmetric solvent forces and (2) polar solutes
in a polar solvent. The accuracy and limitations of the
approach are demonstrated on the solvation and dimer-
ization of spherical charges in chloroform followed by the
modeling of the monomeric conformations and dimeriza-
tion behavior of alanine dipeptide (ADP) in chloroform.
II. THEORY
IS-SPA relies on estimating the average solvent force
on atom i given the position RN of the N solute atoms,
which is given exactly when the solvent is spherically
symmetric as
〈fi〉solv = ρ
∫
fi,solv(r −Ri) g(r;RN ) dr, (1)
where ρ is the solvent density, g is the solvent distribution
function, and fi,solv is the solvent force. The first gen-
eration of IS-SPA introduced two main approximations
to estimate Equation 1 on the fly: (1) the many-body
solvent distribution function, g(r;RN ), is approximated
using SPA with atomic radial distribution functions fit
from the results of a single molecular configuration and
(2) Monte Carlo (MC) integration is used to approxi-
mate the integral.20 This second point yields a simula-
tion with the correct force on average, with the ther-
mostat being responsible for removing any excess heat
produced by the inexact calculation. This approach to
an implicit solvent model was shown to capture physics
of solvent interactions for non-polar association in water
better than other implicit solvent models such as SASA
and RISM.20 Subsequent sections detail the extensions of
IS-SPA to account for the non-spherically symmetric sol-
vent potentials, the long range electrostatic forces, and
how the associated parameters are calculated.
A. Inclusion of Non-spherically Symmetric Solvent
Potentials
The previous version of IS-SPA only considered the
spherically symmetric Lennard-Jones solvent forces from
the TIP3P model of water. In the case of polar solutes in
a solvent of chloroform, both the Coulomb and Lennard-
Jones solvent–solute forces also depend on the orientation
FIG. 1. Schematic of a chloroform molecule with the dipole
moment labeled as p and the displacement of the center of
force of the molecule labeled as d.
of the solvent relative to the solute atoms. The mean
solvent force found in Equation 1 is changed to be
〈fi〉solv = ρ
∫∫
fi,solv(r −Ri,Ω) g(r,Ω;RN ) dΩ dr,
(2)
where Ω represents the internal coordinates of the solvent
molecule. We use a series of approximations to analyt-
ically integrate over Ω such that only the position r of
the solvent needs to be sampled.
The first approximation we introduce is to presume
that the only important internal and orientational de-
gree of freedom of a solvent molecule is the alignment of
its dipole moment and that the molecule is axially sym-
metric. This reduces the twelve degrees of freedom in Ω
for a chloroform molecule to two, signified by pˆ. Next,
the SPA is modified to account for the orientation of the
dipole moment. Namely,
g(r, pˆ;RN ) '
∏N
i=1 gi(|r −Ri|) Pi(pˆ; |r −Ri|)∫ ∏N
i=1 Pi(pˆ; |r −Ri|) dpˆ
, (3)
where Pi(pˆ; |r − Ri|) is the probability distribution of
the dipole moment at a given distance from atom i.
Next, we approximate the distribution of the dipole
moment to be that of a thermally ideal dipole in a con-
stant electric field. Each atom is presumed to produce a
radially symmetric mean field along its separation vector,
Ei(r)rˆ. Thus,
Pi(pˆ; |r −Ri|) ' exp
[
− p
T
pˆ · rˆEi(|r −Ri|)
]
, (4)
where p is the static dipole moment of a chloroform
molecule and T is the temperature in units of energy. In
this sense, the orientation is dependent on the superpo-
sition of electric fields generated by each atom. The only
parameters that are needed for the model to predict the
solvent distribution function are the atomic radial distri-
bution functions gi(r) and the magnitude of the effective
electric field from each atom Ei(r). The latter is mea-
sured in simulation through the average polarization and
related to the effective electric field using the Langevin
function.
The solute–solvent force functions depend on all of the
solvent degrees of freedom so must be simplified in a man-
ner analogous to the distribution function. We use the
3expansion of the axial multipole moments for the elec-
trostatic force. A description of the equations associated
with the solvent force are found in the Supplementary
Information. For this, the multipole moments are cal-
culated for the minimum energy structure of the solvent
molecule in vacuum, assuming that the distribution of
the rotation around the dipole moment is isotropic. A
free parameter, d, is introduced relating to the position
of the molecular center relative to the carbon atom along
the dipole of the molecule, with positive value being to-
wards the chlorine atoms (Figure 1). We choose a value
of -0.21 A˚ from the carbon atom in order to minimize
the magnitude of the moments and to have the hexade-
capole moment be zero, as shown in Figure SI2. We then
calculate the solvent electrostatic force to fourth order.
The simplification of the Lennard-Jones potential is
not as immediately obvious. It is possible to expand
the potential analogous to the multipole expansion. The
problem with this approach is that the functions do not
converge as quickly due to the rapidly varying potential
energy as a function of orientation. Instead, we consider
the force to be radially symmetric, effectively truncating
the expansion at zeroeth order. We use the same defini-
tion of the solvent molecular center as with electrostatic
force. Instead of developing a function to describe the
Lennard-Jones force, the average force that the solvent
puts on each atom at a given distance along the separa-
tion vector is measured and histogrammed to be used in
the simulations.
B. Treatment of Long Ranged Electrostatics
The inclusion of electrostatic forces requires handling
their long range nature. We calculate an analytic result
for the long ranged interactions instead of proposing any
approximations to simplify the calculation of the elec-
trostatic solvent force. We limit the discussion to non-
periodic systems to avoid needing to use methods such
as particle mesh Ewald. This limitation still allows for
calculating the monomer configurations and dimer PMFs
discussed herein.
The approach to calculating the integral of the solvent
force over all space is to divide the space into two parts.
One part is the union of spherical volumes within some
cut off distance from the solute atoms, named the interac-
tion volume. The MC sampling is only performed within
the interaction volume and the force from any MC point
is calculated for all solute atoms. Outside of the interac-
tion volume, the Lennard-Jones force is set to zero, the
solvent density is presumed to be that of the bulk fluid,
and the polarization density is taken to be that found in
a constant density dielectric (CDD). A cut off distance
of 12 A˚ is chosen to define the interaction volume based
on when the variations in density and polarization tend
to these bulk values.
An analytic result for the force due to a CDD contin-
uum is not immediately accessible for an arbitrary shape
found for the interaction volume created by a molecule.
What is calculated readily is the result of the solvent
force on atom i from the solvent polarization produced
by the second j outside the interaction volume of the two
atoms. Namely,
fCDDij (rij) =

0 i = j
− q1q24pi0
(
1− 1
) rij(8rcut−3rij)
24r4cut
rˆij i 6= j, rij < 2rcut
− q1q24pi0
(
1− 1
)
2
3rij2
rˆij i 6= j, rij > 2rcut
. (5)
This pairwise force is added to the calculation of the di-
rect solute–solute forces. Since the law of superposition
is an exact relation in the case of the CDD, adding all
these pairwise interactions correctly calculates the force
outside of the interaction volume, at the expense of also
calculating the forces inside the interaction volume of the
rest of the molecule but outside that of the given ij pair.
This overcounted force is sampled along with the MC
sampling within the molecular interaction volume and
subtracted from the final forces. Note that this force is
non-zero even within the excluded volume of the atoms
such that the MC integration needs to sample volumes
that have zero density.
This exact approach to calculating the long range force
introduces many inefficiencies to the model, including the
need to sample within the excluded volume of the solute
where the solvent forces are identically zero and that the
force of each MC sampled point needs to be calculated for
each solute atom regardless of separation distance. These
inefficiencies are a target for future approximations to
simplify the calculations while introducing minimal error.
C. Fit Parameters for Molecular Systems
There are two parameter sets discussed in the above
theory that need to be measured for the system: the
atomic radial distribution functions and effective elec-
tric fields. In the previous work on IS-SPA, it is shown
that the SPA is not valid to describe the solvent distri-
bution function of a molecule built upon the radial dis-
tribution functions of each separate atom. Instead, it is
better to fit the parameters to the solvent distribution
4function observed for the molecule. The input for this
method is achieved by running a simulation with the so-
lute molecule pinned in space and sampling the solvent
distribution. The mean density and polarization of sol-
vent is measured in a cubic grid with cells much smaller
than the size of a solvent molecule, cubes of linear length
0.25 A˚ in the case of chloroform. Instead of restricting
the fit to some functional form with a minimal number of
free parameters, the functional form of the fit is a binned
function of distance with bins of 0.1 A˚.
Since the underlying statistics for measuring the dis-
tribution function from a molecular dynamics simulation
is counting statistics, the goodness of fit function that
is minimized in the case of finding parameters for the
atomic radial distribution function is related to the Pois-
son distribution. Finding the most likely set of param-
eters to describe the explicit solvent simulation results
leads to minimizing the function Υg with respect to each
fit parameter,
Υg =
∑
n∈cells
[
N∏
i=1
gi(|rn −Ri|)− gobsn
N∑
i=1
ln gi(|rn −Ri|)
]
,
(6)
where the outer sum is over all cells in the measured
distribution function, the inner sum and product are over
all solute atoms, and gobsn is the observed value of the
distribution function of the cell. The Newton-Raphson
method is applied to iteratively converge to the minimum
in Υg.
A different goodness of fit is needed for the case of find-
ing the effective electric field generated by each atom in
the solute. The nature of the statistics associated with
the distribution of polarizations of a solvent molecule is
not as simple, but it can be approximated as being that
of a dipole in a constant external field. Finding the most
likely set of parameters to describe the aaMD results
leads to minimizing the function ΥEF with respect to
each fit parameter,
ΥEF =
∑
n∈cells
Nn
[
ln
( p
T
|Emodn |
)
− ln sinh
( p
T
|Emodn |
)
+
p
T
〈pˆ〉n ·Emodn
]
, (7)
where Nn is the number of solvent molecules observed
in the cell, 〈pˆ〉n is the average unit vector of the dipole
moment in the cell, and the model effective electric field
Emodn is equal to
Emodn =
N∑
i=1
Ei(|rn −Ri|)
|rn −Ri| (rn −Ri). (8)
In this sense, the polarization is the observable in the
simulation and the effective electric field per atom is the
fit parameter. The total effective electric field in a given
point of space is the sum over all atomic effective fields
which is converted to a polarization using the Langevin
function. Again, Newton’s method is used to iteratively
converge to the minimum of ΥEF .
Using a goodness of fit function related to the underly-
ing statistics of the measurement gives the most reliable
set of parameters. In fact, artifacts in the fit parameters
can be found if a typical Gaussian χ2 method is used,
especially for small distances in the radial distribution
functions. It is also be noted that the parameters as-
sociated with atoms with identical underlying force field
parameters are fit to a single function. The results of
these fitting procedures are found in Figure SI3 for the
ADP system.
III. METHODS
Explicit solvent molecular dynamics simulations along
with the Generalized Born (GB) and constant CDD sim-
ulations are performed with the AMBER 18 software
package.24 The GB model used is the GBneck model us-
ing the modified Bondi radii for the atoms.25 The im-
plicit solvent models use an external dielectric constant
of 2.3473, as measured in the from the bulk chloroform
model.26,27 The custom-made single ion solutes are given
Lennard-Jones parameters of  = 0.152 kcal/mol and
rmin = 7 A˚. The parameters for alanine dipeptide are
from the ff14SB force field.28 Simulations were run in the
NPT ensemble at 298 K maintained using a Langevin
thermostat with a collision frequency of 2 ps−1 and a
pressure of 1 bar maintained using a Berendsen barostat.
A direct interaction cut off of 12 A˚ is used with particle
mesh Ewald being used to account for long range elec-
trostatic forces. SHAKE is employed to allow the use of
a 2 fs integration time step.
The IS-SPA simulations are performed using our own
Fortran code. These simulations maintain the NVT en-
semble with an Andersen thermostat with a collision fre-
quency of 16.67 ps−1. The mass of the hydrogen atoms
is set to 12 u to reduce the frequency of those bonds and
allow the use of a 2 fs integration time step. No cutoff is
used in the IS-SPA simulations and 100 MC points per
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FIG. 2. IS-SPA parameters for solvation from explicit solvent simulations of neutral and charged Lennard-Jones spheres in
chloroform. The top row shows behavior around the neutral and positive solute and the bottom row depicts behavior around the
neutral and negative solute. (a,d) The solute–solvent radial distribution function, (b,e) The solvent polarization as a function
of separation and (c,f) the mean solute–solvent Lennard-Jones force. Dashed lines in (b) and (e) are the constant density
dielectric results.
atom are used for estimating the integral in Equation 1
within a distance of 12 A˚ of all solute atoms.
Additional simulation details are provided in the Sim-
ulation Methods section of the Supplementary Material.
These details include the umbrella sampling protocols
and the magnitudes of the multipole moments of chlo-
roform used in the IS-SPA simulations.
IV. RESULTS AND DISCUSSION
A. Charged Lennard-Jones Solutes in Chloroform
The solvation and dimerization of neutral and charged
Lennard-Jones spheres are used as test cases for the IS-
SPA procedure. For the ions, point charges are placed at
the center of the Lennard-Jones spheres with |q| = 0,
0.5, and 1.0 e. The solute–solvent radial distribution
function, polarization of the solvent around the solute,
and mean Lennard-Jones solvent–solute force are mea-
sured from explicit solvent simulation of each of the five
Lennard-Jones spheres independently. These parameters
are then used to numerically integrate the IS-SPA equa-
tions for the dimerization of oppositely charged Lennard-
Jones species.
The solute–chloroform radial distribution functions for
the five different Lennard-Jones spheres as measured
from explicit solvent simulation are shown in Figure 2
(a) and (d). The q = 0 e, q = 0.5 e, and q = 1.0 e curves
depicted in Figure 2(a) all demonstrate a first solvation
shell peak at r = 6 A˚ with g < 2, followed by an inter-
stitial region, and a slight second solvation shell before
achieving bulk density. The only major discrepancy be-
tween these three species is the shoulder in the q = 0
e curve (purple curve) at r = 4.5 A˚. These results indi-
cate that the chloroform molecule packs similarly around
neutral and positively charged species. The q = 0 e,
q = −0.5 e, and q = −1.0 e curves depicted in Fig-
ure 2(d), however, demonstrate significant differences in
solvation structure. The q = −0.5 e species (green curve)
has its first solvation shell peak at r = 5 A˚ followed by
a shoulder at r = 6 A˚ before the chloroform starts to
behave similarly to that found in around the q = 0 e
species. The q = −1.0 e (yellow curve) g(r) demon-
strates even more dramatic discrepancy to the neutral
with g > 4 around 5 A˚. The discrepancy in radial pack-
ing around positive and negative ions can be attributed
to the asymmetric charge distribution in the chloroform
model. The asymmetry of charge solvation is something
that is also observed in water and any asymmetric polar
solvent.29 This asymmetry is captured in IS-SPA since
the g(r)’s plotted in Figure 2 (a) and (d) are used di-
rectly as parameters in the model.
The polarization of chloroform around the solute is
an additional parameter that is measured from explicit
solvent simulation and utilized in the IS-SPA equations.
From simulation of each solute, the average orientation
of the dipole moment of chloroform, pˆ, relative to the
solute–solvent separation vector, rˆ, is measured as a
function of solute–solvent separation distance. These
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FIG. 3. The potential of mean force (PMF) of dimerization of two Lennard-Jones spheres in chloroform. The red and blue
IS-SPA curves represent the integration of the positive and negative ion forces respectively. (a) The total PMF of dimerization
for neutral and oppositely charged ions in various models of chloroform. (b) The Lennard-Jones component of the PMF for
these same models and (c) the Coulombic component of the PMF for these same models.
functions are plotted for the five charged Lennard-Jones
spheres in Figure 2 (b) and (e). Given the orientation of
the dipole moment in chloroform depicted in Figure 1, a
value of 〈rˆ · pˆ〉 = 1 indicates that the hydrogen of the
chloroform is pointing towards the solute and a value of
〈rˆ ·pˆ〉 = −1 indicates that the hydrogen of the chloroform
is pointing away from the solute. Chloroform shows little
preferential orientation around the neutral solute (purple
curves in Figure 2 (b) and (e)) until it comes within 8
A˚ of the solute. At distances 6 < r < 8 A˚, the hydrogen
orients away from the solute until r < 6 A˚ at which point
the hydrogen orients toward the solute. This feature is
due to definition of the molecular center being closer to
the hydrogen atom and thus the chloroform must orient
in this manner to be able to pack close to the solute. This
orientation is also preferred around positively charged so-
lutes at short distances despite the Coulombic repulsion
between the positively charged hydrogen and solute. An
orientation with the hydrogen pointing away from the
solute is observed for the positively charged solutes at
distances r > 5 A˚, as expected. The decay of the solvent
orientation behavior agrees with the CDD result (dashed
lines, dielectric of 2.3473) at distance r > 9 A˚. The ori-
entation of the dipole plateaus to a magnitude of 1 at
around 5 A˚ that is not predicted by the CDD result but
is the result of having a physical dipole. Regardless of
the exact origin of the oscillations in the polarization,
these aspects of the individual solutes’ solvation are fed
directly into the IS-SPA model.
The final component necessary to parameterize IS-SPA
for Lennard-Jones sphere solutes are the force functions.
The electrostatic force functions are taken as the mul-
tipole expansion through the octupole moment as mea-
sured from the minimum energy structure of the solvent
molecule, as presented in the Supplementary Informa-
tion. The Lennard-Jones force function is truncated at
the radial component and is tabulated as the average
solvent–solute Lennard-Jones force dotted into the unit
separation vector as a function of separation as measured
in simulation. These are plotted for the five Lennard-
Jones solutes in Figure 2(c) and (f) for the five differ-
ent solute species. The shoulders and peaks observed
at r ≈ 5 A˚ demonstrate that these functions are not
strictly Lennard-Jones. Like Lennard-Jones functions,
these functions decay to zero at large distances due to
the short ranged nature of the interaction.
Using these parameters, IS-SPA reproduces the dimer
potential PMF for charged and uncharged Lennard-Jones
spheres with high fidelity. For this analysis, we look
at the PMF of dimerization of the neutral pair and the
|q| = 1 e pair, plotted in Figure 3(a). The green curves
are for the neutral pair with the explicit curve in dashed
lines and the IS-SPA curve in solid. The neutral species
has a minimum in the free energy of −1.63 kcal/mol and
−0.79 kcal/mol from explicit and IS-SPA respectively
at a separation distance of 6 A˚. Both IS-SPA and ex-
plicit solvent demonstrate a slight desolvation barrier at
9.5 A˚ with minimal correlations beyond this distance.
The charged Lennard-Jones spheres demonstrate a large
propensity to dimerize with the explicit (dashed purple)
and IS-SPA (solid blue and red) binding free energies be-
ing close to 30 kcal/mol. The CDD result under predicts
the stabilization of the contact pair by approximately 5
kcal/mol. The IS-SPA free energy curve for the oppo-
sitely charged solutes shows high fidelity with explicit
over the entire domain plotted, lending strong support
that IS-SPA is capturing the correct physics of ion solva-
tion in chloroform.
The Lennard-Jones and Coulombic components of the
free energy are computed separately in the IS-SPA frame-
work and can be assessed from explicit solvent using a
free energy decomposition scheme.4 Figure 3(b) shows
the Lennard-Jones component of the PMF and Fig-
ure 3(c) shows the Coulombic component of the PMF.
The oscillatory nature of the Lennard-Jones compo-
nent is qualitatively captured by IS-SPA; both explicit
(dashed lines) and IS-SPA (solid lines) demonstrate an
attractive component for the Lennard-Jones component
to the PMF of the negative ion (red) and a repul-
sive component to the PMF of the positive ion (blue).
7FIG. 4. Chloroform densities and polarization around a single configuration of alanine dipeptide. (a) Explicit solvent density,
(b) IS-SPA density fit to explicit density, and (c) free energy difference between explicit and IS-SPA chloroform densities. (d)
Explicit chloroform polarization, (e) IS-SPA polarization fit to explicit, and (f) difference in explicit and IS-SPA polarizations.
The discrepancies between IS-SPA and explicit solvent
Lennard-Jones components of the PMF are outweighed
by the dominant Coulombic contribution depicted in Fig-
ure 3(c). Of particular importance is how the positive
and negative ions have slightly different Coulombic con-
tributions, which is captured by IS-SPA. Additionally,
the CDD result agrees at large distance, as expected,
but deviates from the explicit and IS-SPA results of both
ions at distances shorter than 5 A˚.
The Lennard-Jones and Coulombic components of the
PMF need not be identical for the positive and negative
ion, as they are not state functions, but the sum of the
two must be equivalent. To demonstrate this, we inte-
grate the mean forces from IS-SPA on the positive and
negative ions separately and plotted them in solid red and
blue curves in Figure 3(a). Despite the different param-
eters for the cation and anion, IS-SPA produces nearly
identical PMFs for both species during their dimeriza-
tion. That IS-SPA accurately reproduces the explicit
PMF for both the positive and negative ions despite hav-
ing no closure relation to restrict such a equivalence is an
important test of the method.
B. Alanine Dipeptide in Chloroform
Alanine dipeptide (ADP) is chosen as a model molecu-
lar system since it is a well studied model system for sol-
vent models16,30 as well as enhanced sampling methods.
ADP has been mostly studied in aqueous environment
but there have been studies of how solvent, including
chloroform, affects the observed configurations.31–33 As
in these previous studies, we are concerned with the
monomer configurations observed in a solvent of chlo-
roform as quantified by the φ and ψ backbone dihedrals.
The solvent density around ADP is used to fit atom-
based radial density functions. For molecular systems, a
particular solute configuration is chosen and explicit sol-
vent simulation is run to measure the solvent distribution
around the solute. The chosen solute configuration and
a 2D slice of the 3D measured explicit solvent density are
shown in Figure 4(a). In this plot, white pixels indicate
bulk density, red indicates below bulk density, and blue
indicates above bulk density. The excluded volume of the
solute molecule is evident as the contiguous red area in
the center of the figure. The blue to black regions just
outside the excluded volume are the first solvation shell
of the molecule. Two subsequent rings of low and high
density are evident as the solvent gets radially farther
away from the solute followed by the noisy region of bulk
density. The complete 3D data set is used to fit radial
atomic densities (results provided in Figure SI1) using
the Poisson regression in Equation 6. The resulting SPA
fit densities are shown in Figure 4(b) and a quantitative
comparison of the relative free energies is shown in Fig-
ure 4(c). Overall, agreement is observed in comparison
with the explicit density. While there are discrepancies
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FIG. 5. Ramachandran plots of alanine dipeptide in (a) vacuum, (b) explicit chloroform, and (c) IS-SPA chloroform.
between the SPA and explicit, in particular in the im-
mediate vicinity of the solute molecule, the free energy
differences are within the thermal energy of the system.
Thus, we conclude that SPA and the fitting procedure
performed here are sufficient at reproducing the solvent
density around a given configuration of the solute.
Similarly, the solvent polarization around ADP is used
to fit atom-based radial electric mean fields. A 2D slice
of the 3D chloroform polarization around ADP measured
from explicit solvent simulation is presented as a vector
field in Figure 4(d). These are fit to atomic radial mean
fields using the regression in Equation 7, resulting in the
polarization depicted in Figure 4(e). A difference map is
present in Figure 4(f) with little quantitative difference
observed. Thus, we conclude that the SPA and fitting
procedure performed here are sufficient to capture the
polarization of chloroform around this single orientation
of ADP.
The atom-based parameters for density and polariza-
tion used to generate Figure 4(b) and (d), in combina-
tion with the force functions, can be used to compute
the mean solvent force as a function of ADP internal
coordinates. Unlike the results for the Lennard-Jones
spheres, the molecular systems necessitate a sampling
protocol for which we developed our own IS-SPA sim-
ulation code. The results from the IS-SPA simulation
are compared to vacuum and explicit chloroform simu-
lations by looking at the relative free energy from each
simulation as a function of two backbone dihedral an-
gles, φ and ψ. Also known as a Ramachandran plot, the
free energy plots are depicted in Figure 5 for (a) vac-
uum, (b) explicit solvent, and (c) IS-SPA. A low relative
free energy is depicted in black to purple and indicates
a high propensity for the simulation to populate that
state; a low propensity is indicated in yellow with re-
gions in white never being sampled. All three systems
(vacuum, explicit, and IS-SPA) have free energy wells in
four regions: C5 (
2
3pi < φ < − 23pi, 23pi < ψ < − 23pi), PII
(− 23pi < φ < 0, 23pi < ψ < − 23pi), Ceq7 (− 23pi < φ < 0,
0 < ψ < 23pi), and C
axial
7 (0 < φ <
2
3pi, − 23pi < ψ < 0).
There are discrepancies, however, in the relative popu-
lations of each of these states, as quantified in Table I.
The dominant state in vacuum is found to be Ceq7 with
a probability of 64.4% which is depleted in both explicit
(47.9%) and IS-SPA (36.7%) models of chloroform. The
dominant increase due to solvation is seen in the C5 pop-
ulations of both explicit (32.20%) and IS-SPA (41.18%)
as compared to vacuum (22.38%). Based on the proba-
bility of these four states, IS-SPA captures the impact of
chloroform solvation on the ADP monomer.
In addition to vacuum, explicit and IS-SPA simula-
tions of ADP monomer, we also ran simulations of ADP
with a CDD and GB solvent with the dielectric constant
of the solvent set to 2.3473 to match the explicit chlo-
roform. The percent populations of the four states dis-
cussed above are provided in Table I for CDD and GB
models in addition to vacuum, explicit and IS-SPA. The
CDD model dramatically overstabilizes the C5 configura-
tion (48.5%) and understabilizes the Ceq7 configuration as
compared to explicit solvent. The GB model also under-
stabilizes the C5 configuration but overtabilizes the PII
configuration as compared to explicit. To more concisely
compare these distributions, we consider the relative en-
tropy of the Ramachandran distribution of each model
(IS-SPA, CDD and GB) as compared to explicit solvent.
We include vacuum compared to explicit as a control in
the values tabulated in Table II. Of all the models, IS-
SPA has the smallest relative entropy value of 0.072(5),
indicating that it has the most similar Ramachandran
distribution to explicit solvent. Vacuum has a relative
entropy to explicit solvent of 0.114(5), demonstrating the
IS-SPA is more similar to explicit than vacuum is to ex-
plicit. Surprisingly, the CDD and GB results are actually
worse than vacuum.
C. Dimerization of Alanine Dipeptide in Chloroform
The IS-SPA parameters developed for the monomer of
ADP can also be used to simulate a dimer of ADP. To
quantitatively compare with explicit solvent, we investi-
9TABLE I. Percent population of monomer dihedral states in alanine dipeptide in different solvent models. The number in
parentheses is the error in the last digit(s).
Vacuum Explicit IS-SPA CDD GB
C5 22.48(13) 32.20(18) 41.18(19) 48.5(2) 33.6(2)
PII 8.74(10) 14.01(13) 19.00(14) 30.6(2) 30.5(2)
Ceq7 64.4(3) 47.9(3) 36.7(2) 13.76(15) 25.8(2)
Caxial7 2.883(11) 2.219(10) 1.294(6) 0.235(3) 0.842(6)
TABLE II. Relative entropy (unitless) between the distribu-
tion of backbone dihedral angles for explicit solvent and indi-
cated model system. The value in parentheses is the error in
the last digit(s).
Model Srel
Vacuum 0.114(5)
CDD 0.762(13)
GB 0.268(7)
IS-SPA 0.072(5)
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FIG. 6. The potential of mean force (PMF) as a function of
center-of-mass separation. R, for the dimerization of alanine
dipeptide (ADP). Five different solvation models are consid-
ered: Explicit, IS-SPA, vacuum, GB, CDD. Additionally, the
PMF is computed by integrating the mean force from IS-SPA
along the Explicit solvent configurations and this is denoted
IS-SPA/Explicit.
gate the dimerization behavior along the center-of-mass
separation distance. We utilize umbrella sampling simu-
lations of five different models: vacuum, explicit, IS-SPA,
GB and CDD. Additionally, we compute the PMF by in-
tegrating the mean force of IS-SPA using the configura-
tions sampled in the explicit solvent simulations and refer
to this data as ‘IS-SPA/Explicit’. The resulting PMFs
as a function of center-of-mass separation between the
monomers are shown in Figure 6.
IS-SPA correctly captures the effect of chloroform sol-
vation on the dimerization of ADP. This is evident in two
aspects of the PMFs shown in Figure 6. The first aspect
is the dimerization free energy of explicit and IS-SPA
as compared to vacuum. ADP dimerization has a min-
imum in the PMF of 5.0 kcal/mol in explicit solvent as
compared to 9.5 kcal/mol in vacuum. This demonstrates
that solvation destabilizes dimerization by 4.5 kcal/mol.
IS-SPA (green curve) destabilizes dimerization of ADP
relative to gas phase by 2.7 kcal/mol. The second aspect
of the PMFs that indicate IS-SPA is correctly capturing
this effect of chloroform is the position at which the PMF
goes to zero. Chloroform screens the interaction of one
ADP with the other such that the attractive component
of the PMF is not present until R < 8 A˚. This is as com-
pared to vacuum, and the GB and CDD models, that
demonstrate finite attraction between the molecules at
all distances beyond contact.
The quantitative discrepancy between explicit and IS-
SPA stems from a disagreement between populated so-
lute configurations between 5 and 8 A˚. This is demon-
strated in two ways. The first piece of evidence is the
impressive agreement between explicit solvent and the IS-
SPA/Explicit curves in Figure 6. This curve is computed
by integrating the mean IS-SPA force using the explicit
solvent sampled solute configurations. Thus, the IS-SPA
curve in Figure 6 differs from explicit due to sampling
different solute configurations. Since the solvent force
projected along the separation of the center of mass of
the two molecules agree, it must be a small difference in
the force acting in some other degree of freedom in the
system. The second piece of evidence is the deviation in
mean solute–solute forces along the center-of-mass sepa-
ration. The mean solute–solute force is decomposed into
Coulomb and Lennard-Jones components and plotted in
Figure 7(a) and (b) respectively. Focusing on the solute
Coulomb forces, we see that Explicit (purple) and IS-SPA
have finite attractive forces for R < 10 A˚ but that these
values are discrepant for 5 < R < 8 A˚. Outside of this
domain, IS-SPA and explicit have good agreement. This
suggests that IS-SPA and explicit solute configurations
are almost identical except for outside of this domain.
The discrepancy in forces in this domain propagate into
the PMF at the minimum upon integrating the mean
force. A similar argument can be made by investigat-
ing the solute Lennard-Jones force in Figure 7(b). We
note that the explicit, IS-SPA/Explicit, IS-SPA solvent–
solute forces plotted in Figure 7(c) and (d) demonstrate
less quantitative difference for R > 5 A˚ than the solute-
solute components. The takeaway is that IS-SPA simula-
tions populate a different set of solute configurations than
explicit in the domain 5 < R < 8 A˚ while populating the
same states in the rest of the domain sampled.
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IS-SPA better reproduces the explicit dimerization of
the PMF than the other solvation models tested here
as seen in Figure 6. Unlike Explicit and IS-SPA, GB
and CDD models demonstrate finite attraction out to
R > 10 A˚. Additionally, CDD and GB understabilize
the ADP contact dimer and oversimplify the curvature
near the minimum. These discrepancies can be quantified
in a single parameter, χ2, defined as the integral of the
squared difference between the PMFs,
χ2 =
1
T 2
∫
∆∆A(R)2 dR, (9)
where ∆∆A(R) = ∆A(R)model − ∆A(R)explicit. These
values are computed for each model depicted in Figure 6
as compared to explicit solvent and are tabulated in Ta-
ble III. The least discrepant model is IS-SPA/Explicit
with a value of χ2 = 6.0 A˚. With the IS-SPA simulation
and the sampling of different states between 5 < R < 8
A˚ we get an IS-SPA χ2 = 14.0 A˚ which is still smaller
TABLE III. Differences between PMFs shown in Figure 6 as
quantified by the χ2 = β2
∫
∆∆A(R)2dR.
Model χ2 (A˚)
IS-SPA 14.0(5)
IS-SPA/Explicit 6.0(10)
Vacuum 207.(5)
GB 19.5(3)
CDD 16.6(11)
than the CDD (χ2 = 16.6 A˚) and GB (χ2 = 19.5 A˚)
models.
D. IS-SPA Algorithm Scaling
An IS-SPA simulation follows typical all-atom molec-
ular dynamics simulation protocols expect for the inclu-
sion of an additional IS-SPA routine to estimate the mean
11
solvent force on each atom. Currently, this algorithm is
performed at every step of the simulation. For a system
of N solute particles and NMC MC points per particle,
the algorithm is as follows:
1. Generate N · NMC MC points (sampled from pre-
determined distribution).
2. For each MC point, loop over all atoms and use
SPA to determine density and mean field at MC
point.
3. For each atom, loop over all MC points and com-
pute Lennard-Jones and Coulomb force from MC
point on atom.
The algorithm involves two loops of size N2 ·NMC. The
first to compute the density and mean field at each MC
point and the second to push the force from that MC
point onto each atom. This is similar to what is done in
GB except that we have the additional NMC points per
solute atom in IS-SPA.
Considering a system of N solute particles solvated
with either M solvent atoms per solute atom in explicit
solvent or NMC MC points per solute atom in IS-SPA, we
achieve the following naive (no neighbor list, no PME)
performance scaling relationships for non-bonded and
solvent calculations
PIS-SPA ≈ a ·NMC ·N2 + b ·N2 (10)
PExplicit ≈ b · (M + 2)M ·N2 + b ·N2, (11)
where a and b are performance coefficients in front of the
IS-SPA and non-bonding loops, respectively. We expect
a ≥ 2b since IS-SPA involves two loops over all-pairs. In
practice, we get b ≈ 0.27a in our IS-SPA code due to the
additional algebraic steps to compute the solvent forces.
Notice that IS-SPA does not have an N2MC term in the
expected scaling relationship since each MC point is in-
dependent of the other. From these scaling relationships,
it is apparent that IS-SPA will perform better than ex-
plicit when NMC <
b
aM(M + 2). If we set NMC = 100
as used in the current work and ba = 0.27, we find that
IS-SPA is expected to perform better than explicit for
ADP concentrations of lower than 150 mM in chloroform.
This is significantly higher than the 54 mM high experi-
mental concentrations of diphenylalanine in self-assembly
experiments.6
V. CONCLUSIONS
In the current work, we adapt the previous IS-SPA
model to accurately account for polar solutes in a po-
lar, non-spherical solvent. We consider the solvent to be
a dipole orienting in a superposition of mean fields em-
anating from each solute atom. These mean fields and
radial solute–solvent densities are determined from a sim-
ulation of the monomer in explicit solvent. Combined
with a long-ranged electrostatic term and solvent–solute
Coulombic forces through the octupole term, IS-SPA sim-
ulations can be performed in a procedure analogous to
our previous non-polar version.
Using this model, it is demonstrated that polar so-
lute solvation and association is accurately captured. As
a test case, the dimerization of charged Lennard-Jones
spheres in chloroform using IS-SPA is found to be in high
fidelity with explicit solvent simulations. It should also
be noted that the asymmetry of charge solvation is built
into the parameters fed into IS-SPA. Thus, IS-SPA cap-
tures the asymmetry of charge solvation in a polar solute
such as chloroform. More importantly, the asymmetry of
the charge solvation still amounts to the same PMF on
the anion and cation for the dimerization of the opposite
charges. This behavior is not guaranteed due to the lack
of closure of the SPA.
These additions to IS-SPA also accurately capture the
solvation behavior of chloroform around alanine dipep-
tide. The Ramachandran plot of the monomer is well
replicated by the model, with IS-SPA netting the lowest
relative entropy to explicit solvent out of the three sol-
vation models tested. The dimerization of ADP is also
well captured by IS-SPA with the lowest integrated free
energy difference relative to explicit solvent. Here there
is still room for improvement. The quantitative discrep-
ancy in the dimer PMFs between 5 and 8 A˚ stem from
subtle inaccuracies in the solvent force. We hypothesize
this is mainly due to the Lennard-Jones force since we see
that this force is less quantitative in the Lennard-Jones
spheres. We will pursue a variety of ways to improve this
including accounting for the non-radial component of the
Lennard-Jones force from chloroform.
Finally, using the na¨ıve performance scaling behavior
we determined that the current IS-SPA model should out-
perform explicit solvent simulations at 150 mM peptide
solute concentration. This predicted behavior does not
account for neighbor lists or long-ranged electrostatic cor-
rections that will impact performance. Next steps in the
development of the method for broad use will be to de-
termine how to implement cut offs, and thus the ability
to use neighbor lists, while still accurately accounting for
the solvent forces.
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tion methods, multipole moments of chloroform, equa-
tions for the electrostatic solvent forces in IS-SPA, and
example atomic parameters for alanine dipeptide.
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I. SIMULATION METHODS
The model parameters used for chloroform in aaMD are for a completely flexible model.1,2
The custom-made single ion solutes were given Lennard-Jones parameters of  = 0.152
kcal/mol and rmin = 7 A˚ and charges spanning 0.0 e to 1.0 e of equal and opposite sign.
The parameters for alanine dipeptide are from the ff14SB force field.? Explicit solvent
molecular dynamics simulations along with the Generalized Born (GB) and constant CDD
simulations are performed with the AMBER 18 software package.3 The GB model used is the
GBneck model using the modified Bondi radii for the atoms.4 The implicit solvent models
use an external dielectric constant of 2.3473, as measured in the model solvent. The IS-SPA
simulations are performed using our own Fortran code.
All simulations are performed at a temperature of 298 K using a 2 fs time step in the
simulation. A Langevin thermostat with a collision frequency of 2 ps−1 is used in the
simulations using AMBER and an Andersen thermostat with a collision frequency of 16.67
ps−1 is used for IS-SPA simulations. The explicit solvent simulations are run at a pressure of
1 bar using a Berendsen barostat. For the explicit solvent simulations, a direct interaction
cut off of 12 A˚ is used with particle mesh Ewald being used to account for long range
electrostatic forces. No cut offs are used in the implicit solvent simulations. Simulations
run in AMBER use SHAKE to restrain the bonds containing hydrogen atoms in the solute
molecule while the IS-SPA code allows for fluctuations in these bonds but changes the mass
of the hydrogen atoms to 12 u to reduce the frequency of those bonds.
Initial frames for all the implicit solvent simulations are collected from the explicit solvent
simulations. The input for the explicit solvent simulations are produced using tleap. The
energy of the initial configuration is first minimized for 20000 steps. The system is then
heated to 298 K over 50 ps and then the volume is allowed to change for another 50 ps. The
system is evolved for 3 ns before collecting data in order to remove any artifacts from the
initial configuration.
The solvent forces in the IS-SPA simulations are calculated by MC integration of the
integral in Equation (1) from the Theory section. The focus of the current study is not on
the efficiency of calculating this integral. Instead, the sampling is performed in each step
with 100 MC sampled points per solute atom uniformly chosen in a spherical volume around
a solute atom with a 12 A˚ radius. The long range electrostatic force calculation discussed
2
in the Theory section requires sampling even within the excluded volume of the solute. For
the electrostatic force, the axial multipole moments of chloroform are calculated using the
minimum energy structure of the model system at a position of d = −0.21 A˚ as described in
the Theory section. These values are 0.2291 eA˚ for the dipole moment, 0.09275 eA˚2 for the
quadrupole moment, 0.5140 eA˚3 for the octupole moment, and 0 eA˚4 for the hexadecapole
moment. The calculation of the electrostatic forces is truncated at the octupole term.
The parameters for IS-SPA of the single Lennard-Jones ion are calculated from a simula-
tion of a single ion solvated with 33,000 chloroform molecules resulting in a cubic box with
an approximate linear length of 165 A˚. A total of 10 ns of simulation is run for each system
and the average solvent density, polarization, and Lennard-Jones force is measured in 0.1 A˚
bins.
The mean forces and PMFs of the Lennard-Jones ions are calculated by performing
umbrella sampling (US) simulations as a function of the separation distance between the
two solutes of equal and opposite charges. The two ions are solvated with 1,800 chloroform
molecules resulting in a cubic box with an approximate linear length of 62 A˚. A harmonic
restraint with a spring constant of 20 kcal/mol/A˚2 is applied to the two ions. The direct
interaction between the two ions is not calculated allowing for calculation of the PMF
between 0 A˚ and 25 A˚, using windows separated by 0.5 A˚. Each window is simulated for 100
ns. Only the explicit solvent model is simulated since the IS-SPA results can be obtained
by direct integration of the mean force for a given ion separation.
The distribution of internal orientations of alanine dipeptide is calculated by simulating
a single molecule. For the explicit solvent simulation, the molecule is solvated with 5,000
chloroform molecules resulting in a cubic box with an approximate linear length of 65 A˚. A
bias potential is applied to the φ-dihedral angle in order to fully sample the dihedral states
of the molecule. The bias potential is found by calculating the minimum energy states of
the system in vacuum in all φ- and ψ-dihedral space and finding the Fourier decomposition
to third order. The resulting potentials have spring constants of k1 = 3.8124 kcal/mol,
k2 = 3.2418 kcal/mol, and k3 = 3.2418 kcal/mol, and phase shifts of ψ1 = 4.6815 rad,
ψ2 = 1.9924 rad and, ψ3 = 3.3407 rad, where the subscript is the periodicity of the potential.
All solvent model systems were run with 5 replicas for 200 ns each.
Average solvent distributions for a single solute configuration are needed to parameterize
IS-SPA. A frame of alanine dipeptide in explicit solvent in the minimum free energy dihedral
3
configuration is chosen for this purpose. The solute atoms are then restrained as to not
move and the solvent distribution is sampled in a simulation of 100 ns. The resulting
solvent density and polarization are then measured in cubic bins of 0.25 A˚ length around
the molecule.
The mean force and PMF for two alanine dipeptide molecules are calculated by perform-
ing US simulations as a function of separation distance from the center of mass distance
between the three central heavy atoms in the solute. In the case of the explicit solvent sim-
ulations, the two solutes are solvated in 2,000 chloroform molecules resulting in a cubic box
with an approximate linear length of 65 A˚. A harmonic restraint with a spring constant of
20 kcal/mol/A˚2 is applied to the two solute molecules. The PMF is calculated via windows
between 3.5 A˚ and 16.5 A˚ separated by 0.5 A˚. Each window is simulated for 100 ns.
II. MULTIPOLE MOMENTS OF CHLOROFORM
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FIG. 1. Magnitude of the multipole moments for chloroform as a function of distance from the
carbon atom. A positive value is towards the chlorine atoms.
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III. ELECTROSTATIC SOLVENT FORCES IN IS-SPA
The force of the chloroform solvent electrostatic force is expanded in a multipole expan-
sion. The assumption is that the distribution of the dipole moment of a chloroform molecule
at a given point in space is that of an ideal dipole. Given that distribution, the average
force is then expanded. The force is calculated as
fCsolvent =
∞∑
`=1
qiM`〈P`(pˆ · rˆ)〉
4pi0r`+2
(
P ′`+1(Eˆ · rˆ)rˆ − P ′`(Eˆ · rˆ)Eˆ
)
, (1)
where qi is the charge on the solute atom, M` are the multipole moments, rˆ and r are the
unit vector and distance between the solute and solvent, Eˆ is the unit vector of the electric
field, and P` are the Legendre polynomials. The angle brackets is the ensemble average over
the distribution of dipole moments. This requires calculating 〈(rˆ · pˆ)`〉 for a dipole in a
uniform electric field, which is calculated recursively as
〈(rˆ · pˆ)`〉 = − `T
pE
〈(rˆ · pˆ)`−1〉+

1 ` even
1
tanh pE
T
` odd
, (2)
with 〈(rˆ · pˆ)0〉 = 1.
IV. ATOMIC PARAMETERS FOR ALANINE DIPEPTIDE
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FIG. 2. Plots of the atomic parameters for each atom type in alanine dipeptide. a) The free
energy of the solvent to a given atom. b) The effective electric field from a given atom. c) The
average Lennard-Jones force between a given atom and the solvent.
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