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We have analysed structural motifs in the Deem database of hypothetical zeolites, to investi-
gate whether the structural diversity found in this database can be well-represented by classical
descriptors such as distances, angles, and ring sizes, or whether a more general representation of
atomic structure, furnished by the smooth overlap of atomic positions (SOAP) method, is required
to capture accurately structure-property relations. We assessed the quality of each descriptor by
machine-learning the molar energy and volume for each hypothetical framework in the dataset. We
have found that SOAP with a cutoff-length of 6 A˚, which goes beyond near-neighbor tetrahedra,
best describes the structural diversity in the Deem database by capturing relevant inter-atomic
correlations. Kernel principal component analysis shows that SOAP maintains its superior per-
formance even when reducing its dimensionality to those of the classical descriptors, and that the
first three kernel principal components capture the main variability in the data set, allowing a 3D
point cloud visualization of local environments in the Deem database. This “cloud atlas” of local
environments was found to show good correlations with the contribution of a given motif to the
density and stability of its parent framework. Local volume and energy maps constructed from the
SOAP/machine-learning analyses provide new images of zeolites that reveal smooth variations of
local volumes and energies across a given framework, and correlations between local volume and
energy in a given framework.
I. INTRODUCTION
Zeolites are nanoporous, crystalline silica-based mate-
rials featuring a rich array of structures [1]. They are pri-
marily composed of corner-sharing SiO4 tetrahedra, and
may include heteroatoms such as Al, Ge, and P isomor-
phically substituted for Si sites. Because of their stable
frameworks and versatile structures and compositions,
zeolites have enjoyed many applications—especially as
catalysts in shape-selective transformations of hydrocar-
bons, and as molecular sieves for separating mixtures.
Databases of real [2] and hypothetical [3–7] zeolites have
been screened for new applications such as carbon diox-
ide storage [8], showing the potential utility of several
hypothetical zeolites. Despite this promise, synthesiz-
ing new, tailor-made zeolite frameworks has remained
a grand challenge in materials science, largely because
we lack fundamental understanding of how zeolites crys-
tallize in solution. To shed light on this, recent work
has considered assembly [9, 10] of various rings [11] and
cages [12] inspired by known or hypothetical zeolites.
While such approaches are logical, enumerating zeolite
sub-structures through the lens of known rings and cages
can leave out many conceivable local silica environments
not yet encountered, which may be synthesizable [7] and
also important for investigating disordered silica struc-
tures leading up to zeolite crystals. In pursuit of a
more bias-free understanding of zeolite structures, we im-
plement herein the smooth overlap of atomic positions
(SOAP) [13, 14] descriptor to represent local silica en-
vironments in the Deem database of hypothetical zeolite
frameworks, and critically compare this descriptor to sev-
eral well-established descriptors of zeolite structure.
Real and hypothetical zeolite structures are currently
understood in terms of framework topologies, which are
mathematical connectivities of corner-sharing tetrahe-
dra. These topologies are analyzed, in turn, by identi-
fying rings that form each structure, where an “n-ring”
involves n alternating –Si–O– atomic units. At the time
of this writing, there are 234 topologies (of which 223 are
fully connected) of fully ordered zeolite materials in the
online database of the International Zeolite Association
[2], each labeled by a three-letter code. For example, FAU
labels a topology with 12-rings exhibited by actual mate-
rials such as faujasite, NaX, and NaY, while MFI labels
a topology with 10-rings exemplified by zeolites silicalite
(all-silica) and ZSM-5. In this database there are roughly
40 topologies that can be synthesized as all-silica zeolites,
i.e., polymorphs of α-quartz. Forcefield calculations on
many of these all-silica zeolites have found them to be
8.0–20. kJ/mol SiO2 less stable than α-quartz, with en-
ergies that correlate linearly with framework density [15],
in good agreement with experimental calorimetry [16].
The Atlas of Zeolite Structures also contains a col-
lection of 60 zeolite building blocks known as compos-
ite building units (CBUs) [17], which are motifs such as
the double 4-ring (“d4r”) and the double 6-ring (“d6r”).
The overwhelming majority of CBUs are cage-like ob-
jects centered on empty space. In the present article,
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2we take a complementary approach to identifying zeolite
building blocks by constructing atom-centered environ-
ments rather than void-centered environments. We pur-
sue such atom-centered environments because we find it
simpler logically and mathematically to reconstitute ze-
olite frameworks and their properties by summing over
atoms instead of summing over void spaces. In addi-
tion, this construction represents a natural extension of
well-established approaches based on fragment decom-
position of molecules, and reflects the physical principle
that macroscopic properties of materials arise from the
combination of local contributions from their atomic or
molecular components.
In addition to the database of known all-silica zeo-
lites, there exist databases of hypothetical all-silica ze-
olites containing millions of candidate framework struc-
tures [3–7]. For example, the database constructed by
Deem and co-workers includes fully connected, all-silica
zeolitic structures with energies within 30 kJ/mol SiO2
of α-quartz [4], as computed with the shell-model-based
Sanders–Leslie–Catlow (SLC) forcefield [18, 19] in the
program GULP [20]. While these structures share com-
mon local structural features such as Si–O bond lengths
near 1.6 A˚ and O–Si–O angles near 109.5◦, they also ex-
hibit substantial diversity. This diversity is often charac-
terized by distributions over descriptors such as Si–O–Si
angles [21], Si –Si near-neighbor distances, and ring sizes
[3, 4, 22, 23]. In this article, we address the question of
whether such descriptors are optimal or even sufficient
for describing the structural diversity found in the Deem
SLC-PCOD database (which we refer to as simply the
“Deem database”), by comparing these conventional ze-
olite descriptors with a more general geometric repre-
sentation of network structure focused on atom-centered
environments.
To perform this comparative assessment of structural
descriptors, we require the following two components: (1)
an alternative mathematical description of zeolite struc-
ture that is concise yet complete, which incorporates
all of the trivial physical symmetries (e.g., translational
and rotational symmetries and invariance upon permut-
ing atom numbers) and that is sufficiently general to be
applicable to all known structures, as-yet-undiscovered
structures, and even disordered structures that may lead
to zeolites; (2) an objective way of assessing the perfor-
mance of a given structural representation in mapping
the relevant structural diversity [24].
The recent surge of applications of machine learn-
ing (ML) to chemistry and materials science, that in-
cludes accurate predictions of molecular properties[14,
25–37], the construction of data-driven interatomic po-
tentials [13, 38, 39], as well as fundamental studies of the
mathematical representation of atomic structures, [40–
42] provides several suitable mathematical descriptions
satisfying criterion (1) above. Previous applications of
ML in zeolite science, which include identifying zeo-
lite framework topologies [43] and predicting mechani-
cal properties [44], have relied on zeolite-specific struc-
tural descriptors. Our goal is to establish a more gen-
eral structural representation, which could be useful for
describing both crystal structures and disordered mate-
rials leading up to crystals. In particular, we choose the
smooth overlap of atomic positions (SOAP) representa-
tion [13], which has been used successfully to construct
interatomic potentials [45–51], to predict the properties
of atomic-scale structures or identify motifs in complex
materials such as molecular crystals [52] and polypep-
tides [53]. SOAP describes local atomic environments in
terms of spherically invariant measures of the neighbor
distribution around each atom, as described in more de-
tail in the next section, thus providing the atom-centered
approach discussed above. In the present article, we in-
vestigate the applicability of SOAP for elucidating the
structural diversity in the Deem SLC-PCOD database of
hypothetical zeolites. This choice is motivated by the
very large number of hypothetical, all-silica frameworks
that are present in this database (as compared to the 40
frameworks in the IZA database), which allows for ample
statistics and thus a proper machine learning study.
To objectively assess the performance of a given struc-
tural descriptor, we require that it leads to an effective
machine learning model to predict key materials proper-
ties [24]. Below we show that the SOAP-based represen-
tation includes more information than standard descrip-
tors such as Si–O–Si angles, Si–Si near-neighbor dis-
tances, and ring sizes as evidenced by more accurate ma-
chine learning predictions of zeolite molar volumes and
lattice energies, which are fundamental properties of ze-
olite frameworks [15]. By comparing the predictions of
zeolite volume and energy based on local atomic envi-
ronments with different nominal sizes, we also discover
the degree of locality of each property, i.e., the correla-
tion lengths that are required to determine the overall
behavior of that particular property. We also show be-
low new ways to visualize zeolite frameworks in terms of
local contributions to energy and volume.
The remainder of this article is organized as follows:
in Section II we provide a concise introduction to the
SOAP framework, and to the supervised and unsuper-
vised ML algorithms we adopt; in Section III we describe
the dataset we used to demonstrate our construction; in
Section IV we present and discuss our results, and in
Section V we draw our conclusions.
II. METHODS
We start by presenting an overview of the methods we
use to represent structural environments in silica-based
frameworks—which we define in terms of overlapping mo-
tifs centered on each Si atom in the framework—and to
investigate quantitatively the relation between such envi-
ronments and some macroscopic properties of each frame-
work, namely the molar volume and energy.
3A. Classical Descriptors
In the context of zeolitic structure analysis, the use
of geometric descriptors for classifying and rationaliz-
ing structure-property relationships is already well es-
tablished [1, 2, 54, 55]. The choice of the representa-
tion for a given zeolitic structure is often motivated by
physico-chemical understanding and intuition regarding
which structural features are relevant to the study of cer-
tain properties. For example, when investigating cat-
alytic properties of zeolites, one may consider correlating
acid-site strengths with Si–O–Al angular distributions.
On the other hand, when considering diffusion of guest
molecules through zeolite frameworks, one typically uses
zeolite ring distributions to rationalize transport proper-
ties. We refer to such representations as classical descrip-
tors to emphasize the difference between zeolite-specific
descriptors and general descriptors such as SOAP.
We focus in particular on three widely used classical
descriptors to serve as references for the chemical en-
vironment representations: Si–O–Si angles, Si–Si dis-
tances, and connected rings. The distance- and angle-
based descriptions are local, atom-centered features, and
are appropriate for representing properties that could be
safely decomposed into additive, local contributions. For
instance, bonding interactions in interatomic potentials
are often expressed in terms of bond angles and distances
[56, 57]. The distance- and angle-based representations
characterize the local environment of each Si as a vector
of the Si–Si distances or Si–O–Si angles between the
central reference Si atom and the four nearest Si atoms,
as these structures are mainly composed of Si tetrahe-
dra. In order to make these representations independent
of permutations of the atom indices, the vector elements
are arranged in descending order.
Ring-based descriptors involve correlations on longer
length scales, and consequently may be more suitable for
characterizing the topology of a given framework than
distance- or angle-based structural representations. Ze-
olitic frameworks can be described in terms of rings ac-
cording to various definitions; the ring classifications in-
cluded in the IZA database are those required to build
up a given structure, plus those required to define pores
and channels accessible to guest molecules. Such ring
systems are readily confirmed by visual inspection of the
crystal structure. To apply an automated analysis to a
large database of structures, we use two mathematically
rigorous definitions in our work, namely, King’s criterion
[55, 58] and the shortest path criterion [55, 59–61], as im-
plemented in the R.I.N.G.S. code [55, 62]. In both cases,
we translate the list of detected rings in a given zeolite
framework into vectors of features xs associated with lo-
cal Si environments by counting the number of times the
tagged Si atom appears in s-sized rings (since O atoms
are also present in the rings, the real ring size is 2s, here
we adopt the frequently used convention of naming a ring
counting only Si atoms). For example, the ring vector for
a Si atom in silica-sodalite (which are all equivalent by
symmetry) is [0, 0, 0, 2, 0, 4, 0, . . . , 0] indicating that each
Si atom is part of two 4-rings and four 6-rings. In general,
all ring vectors in the present work are 10-dimensional
vectors, ranging from 3-rings to 12-rings. In the present
work we focus on the shortest-path definition, which gave
marginally better performance than King’s when used as
the basis for predicting structure–property relations.
B. The SOAP representation
The SOAP representation can be seen in relation to
the symmetrised three-body atom correlation function,
defined for an environment Xj centered around the j-th
atom in a structure [41]. One can start by building a
smooth atom density centered on atom j, separated in
different channels depending on the chemical species α
(Si,O in this case) as follows:
ψαXj (r) =
∑
i∈Xαj
g(r− rij)fc(rij), (1)
where Eq. (1) involves a sum of Gaussian functions cen-
tered on the interatomic distances rij , which are re-
stricted to atoms of type α in the vicinity of atom j
using a smooth cutoff function, fc(rij). For the cutoff
function, we chose a section of a cosine function switching
from 1 to exactly zero within 0.5A˚ of the cutoff distance.
The (Gaussian-smoothed) three-body correlation func-
tion can be defined as an average over all rotations oper-
ators Rˆ of the density evaluated at two different points
〈αrα′r′ω|Xj〉 =
∫
dRˆ rr′ψαXj (rRˆeˆz)×
×ψα′Xj (r′Rˆ(ωeˆz +
√
1− ω2eˆx)),
(2)
which corresponds to the probability of finding two atoms
of type α and α′ at distances r and r′ from a tagged cen-
tral atom, in directions forming an angle arccosω. In
this expression, the density is evaluated at two points,
defined in terms of the unit vectors along the z and x
axes of a Cartesian reference system. This construction
is schematically depicted in Fig. 1, which shows the Gaus-
sian atom density built on the neighbors of a central
atom, and the two points at which the density is eval-
uated. For each value of (r, r′, ω) the resulting density
correlation is averaged over all the possible orientations
of the points in space.
This kind of correlation function is often used in the
statistical mechanical treatment of liquids, and is typi-
cally computed as an average over an ensemble of config-
urations. In the case of SOAP, however, each individual
atomic environment Xj is associated with a feature vec-
tor 〈αrα′r′ω|Xj〉 that provides a unique [13] description
of a given arrangement of atoms. For example, Fig. 2
shows a plot of 〈SirSir′ω|Xj〉 and 〈OrOr′ω|Xj〉 for a Si
atom in the framework of sodalite, indicating the corre-
spondence between peaks in the correlation function and
Si-Si-Si and O-Si-O atomic motifs.
4FIG. 1. Schematic of the SOAP representation applied to a
local Si environment in the zeolite CDO. A smooth atom den-
sity (here represented only for Si atoms) is built as a superpo-
sition of atom-centered Gaussians, and a smooth three-body
correlation function (as a function of two distances r and r′,
and of the angle between the two directions arccosω) is com-
puted by evaluating this density in two points, and averaging
the result over all orientations of the (r, r′, ω) stencil.
The representation 〈αrα′r′ω|Xj〉 can be expanded
on an orthogonal basis built out of radial functions
Rn(r) and Legendre polynomials Pl(ω) [41], leading
to the usual form of SOAP [13] as a power spectrum
〈αnα′n′l|Xj〉, which is the projection of the three-body
density onto radial basis functions n and n′ and Legen-
dre polynomial l. The numbers of radial and angular
functions are convergence parameters, and the two pa-
rameters that are more significant in determining the be-
havior of the SOAP representation are the cutoff distance
of the region included in the environment and the width
σ of the Gaussians, which controls how a difference in
atomic coordinates between two structures translates in
a difference between their respective 〈αrα′r′ω|Xj〉 vec-
tors. Below we consider cutoff distances of 3.5 A˚ and 6.0
A˚, leading to SOAP vectors with approximately 3,000
elements. In the Supporting Information, we list the re-
maining parameters needed to specify our application of
SOAP.
C. Machine learning model and
environment-centered properties
To assess the performance of the different represen-
tations in quantifying structure–property relations, we
built a machine learning model to predict the molar vol-
ume and the cohesive energy of each structure based on
the sum of environment feature vectors defined by each
representation. The performance of the model, and the
rate at which the error on a test dataset decreases as the
model is trained on increasing amounts of data (so-called
learning curves), offer insights into the completeness and
directness of a representation for describing a particular
property or set of properties [29, 34, 63]. For the prop-
erty prediction we use a statistical learning scheme based
on Kernel Ridge Regression (KRR), a relatively simple
approach that makes it possible to introduce some non-
linearity in the regression while having a deterministic
learning procedure. Kernel Ridge Regression has been
used successfully to build models for several classes of
atomic-scale properties [27–34], and a formally equiva-
lent method, Gaussian Process Regression, has been used
to create interatomic potentials [45–51].
For each descriptor, we built machine learning models
for the molar volume and energy, using a reference data
set that we introduce in Section III. To obtain a model
that can be evaluated at fixed cost and thus independent
on the training set size, we used a sparse KRR model [64–
66] employing a Gaussian kernel and based on a set of
2,000 representative environments M = {Xj} selected
with Farthest Point Sampling (FPS) [67–69]. [70] For
each regression task we optimized the parameters of the
kernel and the regression model through a grid search and
five-fold cross validation with the aim of minimizing the
mean absolute error (MAE) of the regression. Additional
details of our approach are discussed together with each
example in the Supporting Information.
The sparse KRR model we use approximates the target
property y for a zeolite framework A as a sum over con-
tributions from each environment X in that framework,
i.e.,
y(A) =
∑
X∈A
y(X ) =
∑
X∈A
∑
Xj∈M
xjk(X ,Xj), (3)
where xj is a weighting factor and k(X ,Xj) is the kernel
between the local environments X and Xj . As a conse-
quence, the regression exercise also permits decomposi-
tion of structure-wide properties (like volume or energy)
into contributions from the individual atomic environ-
ments y(X ), which can be used to investigate and visual-
ize the impact of local structural motifs on macroscopic
properties of the framework.
D. Dimensionality reduction
While machine learning models based on kernel meth-
ods can be quite powerful, they can also be computation-
ally expensive, especially for very large datasets. When
working with large amounts of data, as we do here, it
is often necessary to sparsify the kernel used in the ma-
chine learning model. To this end we use a low rank
approximation to the true kernel matrix built by consid-
ering the kernel between each environment and a set of
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FIG. 2. Contour plots corresponding to the 3-body correlation function for Si–Si (left) and O–O (right) atoms around a central
silicon atom. White, blue and orange contours (drawn for r < r′) correspond to three isocontours of the density averaged over
1,000 structures from the database. Red isocontours (drawn for r > r′) corrrespond to the density computed for silica sodalite
(SOD). The correspondence between some of the peaks and three-atom correlations around a framework node is also indicated.
Note that the correlations included in the SOAP features also incorporate some “self-correlation” for the density centered on
each atom, which have been eliminated here for clarity of visualization.
representative environments. We selected the represen-
tative environments with an iterative strategy based on
FPS [67–69], as noted in Section II C, to ensure that the
representative environments are structurally diverse. We
used approximate kernel matrices constructed in this way
to perform KRR and kernel principal component analy-
sis (KPCA) [71]. We applied KPCA to the SOAP-based
descriptors to reduce the dimensionality of the descriptor
and to assess the information content of the descriptor in
the context of predicting the energy and volume of hypo-
thetical zeolite structures. Additional details regarding
the kernel approximations for KRR and KPCA are given
in the Supporting Information.
III. DATA SELECTION
Our analysis of zeolite structures is based on the
DEEM SLC-PCOD database [4], which contains hypo-
thetical zeolite structures that are no more than 30
kJ/mol Si higher in energy than α-quartz. Given that the
database contains a few hundred thousand hypothetical
zeolites, each zeolite contains several Si-centered environ-
ments, and that a single SOAP feature vector can con-
tain thousands of components, computing and analyzing
the full SOAP vectors of every structure in the database
is computationally intractable at this time. Hence, we
reduced the dimensionality of the input space by con-
sidering a subset of the database and by selecting only
the most diverse SOAP components to use in our ML
model, as explained in Section II D. From the approxi-
mately 330,000 structures in the database, a subset of
10,000 structures was selected at a fixed stride following
the ID number, and the 500 most diverse SOAP vector
components were selected via FPS on a random selec-
tion of 2,000 structures from the 10,000-structure subset.
The Euclidean distance between SOAP vectors was used
as the distance metric for the FPS procedure [69]. The
SOAP vectors were then computed for all 10,000 struc-
tures in the subset, but only the FPS components were
retained. Through this scheme, we considered two SOAP
descriptors: one with a radial cutoff of 3.5 A˚, and another
with a 6.0 A˚ cutoff, so that the representation incorpo-
rates information on the size scale of nearest neighbor
Si atoms (3.5 A˚) or next-nearest neighbors, possibly in-
cluding a modestly sized ring (6.0 A˚). Each atomic en-
vironment comprised a central Si atom and all of the
surrounding Si and O atoms within the cutoff radius.
Oxygen atoms were not considered as environment cen-
ters. Additional details regarding the construction of the
SOAP vectors are given in the Supporting Information.
The distance-, angle-, and ring-based descriptors were
also calculated for the 10,000-structure subset for com-
parison against SOAP in our machine learning models.
Comparisons between the classical and SOAP descriptors
are examined in the following section.
In addition, we considered a subset of 1,000 stride-
selected structures from the DEEM SLC-PCOD database
for our analysis to test whether our results are influenced
by the size of our selected subset of structures. We found
that the results for the 1,000-structure sample yield simi-
lar conclusions to those that can be drawn for the 10,000-
structure sample, both in terms of performance when
being used as the basis of a machine learning model to
predict different geometric features, and in terms of the
representation of the data set using unsupervised learn-
ing. This robustness with respect to dataset size indicates
that our results have likely converged with respect to the
structural diversity in the Deem database, and thus, that
our results apply to the full Deem database. In Section
IV we report our findings based on the 10,000-structure
subset. The results for the 1,000-structure subset can be
found in the Supporting Information.
6IV. RESULTS
A. Comparison of Structural Representations
Many machine learning studies present parity plots to
show the quality of learning for a given property for the
best model. We prefer to quantify learning by calcu-
lating mean average errors (MAEs) of a property esti-
mation, and presenting MAEs as learning curves, i.e.,
as functions of the number of training points. Building
learning curves for the prediction of molar volume and
energy enables head-to-head comparisons of the infor-
mation content in the various structural descriptors. In
particular, the value of the MAE for small training set
sizes indicates whether the most prominent components
of a representation correlate strongly with a given prop-
erty. The asymptotic behavior in the large training set
sizes indicates how complete a representation is: satura-
tion of a learning curve, i.e., a learning curve that flattens
to nearly zero slope, indicates that there is not sufficient
information to improve the model, even when exposing
it to new data; while a substantial asymptotic slope in-
dicates that the model still has sufficient information to
improve its learning.
Figures 3(a) and 3(b) show the learning curves for pre-
dictions of the molar volume and molar energy, respec-
tively, using the classical and SOAP descriptors. We see
in Figures 3(a) and 3(b) that the Si–Si distance (green),
Si–O–Si angle (blue), and shortest-path rings (violet)
perform poorly at predicting both volume and energy,
saturating at MAEs above 1 A˚3/Si atom and 2 kJ/mol Si,
respectively. The ring-based descriptor is marginally bet-
ter at predicting volumes compared to the distance and
angle descriptors [see 3(a)], but it is the worst classical
descriptor at predicting energies [see 3(b)]. This is likely
because lattice energy is sensitive to ring geometries and
distortions, thus requiring more information than simply
the numbers of atoms in rings.
Using the SOAP descriptor with a 6.0 A˚ cutoff (red)
results in the best volume predictions for all training set
sizes, with MAEs as low as 0.4 A˚3/Si atom. This is prob-
ably due to the fact that accurate predictions of overall
framework densities require information on larger spatial
scales. The SOAP descriptor with a 3.5 A˚ cutoff (black)
performs only slightly better than the classical descrip-
tors in predicting volumes, but yields the best energy
predictions off all the descriptors for smaller training set
sizes, indicating that relatively local correlations are suf-
ficient for making estimates of lattice energy within 1
kJ/mol Si. This is perhaps not surprising since a sub-
stantial contribution to the zeolite lattice energy can be
accounted for through nearest-neighbor bond and angle
interactions, and thus the 3.5 A˚ based model, where only
the first neighboring tetrahedral information is included,
does a good job at estimating the energy even when the
training set has a modest size. However, the learning
potential of the 3.5 A˚ SOAP descriptor plateaus as the
training set size approaches 1,000 structures, while the
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FIG. 3. Learning curves of the classical and SOAP descriptors
for predictions of (a) volume per Si atom and (b) energy per
mol Si.
6.0 A˚ SOAP representation continues to improve at larger
training set sizes, yielding energy predictions with MAEs
as low as 0.4 kJ/mol Si. Overall, Figures 3(a) and 3(b)
show that the SOAP descriptor with a 6.0 A˚ cutoff does
an excellent job of accurately capturing zeolite energy
and molar volume, while the classical descriptors do not.
To investigate whether the improved predictive perfor-
mance and learning ability of the 6.0 A˚ SOAP descriptor
is a result of the intrinsic quality of the descriptor it-
self, or merely from the fact that the 6.0 A˚ SOAP repre-
sentation incorporates more information through higher-
dimensional vectors, we compare the learning curves of
the classical descriptors with those of the SOAP descrip-
tors whose dimensionality has been reduced through ker-
nel principal component analysis (KPCA). Because the
distance- and angle-based descriptors are represented as
4-element vectors (because of the tetrahedral coordina-
tion around Si) and the ring vectors contain ten ele-
ments (because ring sizes in our data set range between
3-rings and 12-rings), we find it instructive to compare
the classical descriptors with the first four and ten prin-
cipal components of the SOAP representations, shown in
Figs. 4(a) and 4(b). For the volume prediction (see 4(a)),
the SOAP-KPCA 6.0 A˚ including ten dimensions (red,
dashed) is the best model, followed by the SOAP-KPCA
6.0 A˚ including four dimensions (red, solid), which has
comparable performance to the ten-dimensional repre-
sentation for training sets containing fewer than 50 points
(structures). In the case of the energy prediction de-
picted in Figure 4(b), the best model is that based on
the SOAP-KPCA 3.5 A˚ descriptor including ten dimen-
7sions (black, dashed), followed by the four-dimensonal
descriptor (black, solid). Overall, we note that SOAP-
KPCA models equal or surpass the performance of the
classical descriptors at predicting energy and volume,
even after dimensionality reduction. This suggests that
SOAP inherently contains more information about the lo-
cal structure of a zeolite framework than do the classical
descriptors, and this is not a mere result of the flexibil-
ity afforded by the higher dimensionality of the feature
representation.
For predictions of the molar volume, the SOAP-KPCA
descriptors perform better than the classical descriptors
regardless of the dimensionality of the representation,
though the performance gain of the 3.5 A˚ SOAP-KPCA
descriptor over the classical descriptors is rather small.
For predictions of lattice energy per Si atom, the 3.5 A˚
SOAP-KPCA descriptor performs as well as or better
than the classical descriptors at larger training set sizes.
The 6.0 A˚ SOAP-KPCA descriptor, on the other hand,
performs worse than the distance- and angle-based de-
scriptors at comparable dimensionality, but better than
the rings-based descriptor. The behavior of 6.0 A˚ SOAP-
KPCA can be attributed to the fact that 6.0 A˚ SOAP
considers a larger local environment, and therefore, a
much larger amount of information about the surround-
ings of a single Si atom. This additional information
simply becomes noise within the regression model un-
less more information—in the form of additional prin-
cipal components—is included. Indeed, in predictions of
the energy per Si atom, we find that the 3.5 A˚ SOAP rep-
resentation outperforms the 6.0 A˚ SOAP representation
for a given number of principal components unless up-
wards of 100 components are included. (Learning curves
for the SOAP-KPCA representations with a larger range
of principal components are provided in the Supporting
Information.)
B. Low-Dimensional Maps of the Deem Dataset
The results in Fig. 4 show that the SOAP method pro-
vides sufficient information, even when truncated in di-
mensionality, to outperform classical descriptors in quan-
titatively accounting for the molar volume and energy of
a database of zeolites. This finding raises the following
question: how many dimensions of SOAP are required to
qualitatively account for the structural diversity found in
the Deem database? To answer this question, we show
in Fig. 5(a) the relative variances (σ2KPCA) of the ker-
nel principal components (KPCs) and their Pearson cor-
relation coefficients with energy (ρKPCA,E) and volume
(ρKPCA,V ). The KPCs are sorted, by construction, in a
way that reflects the intrinsic variability of the dataset,
and the first three components in Fig. 5(a) (open circles)
capture a substantial portion of the structural diversity
as evidenced by the relative variances all exceeding 0.6,
while all other relative variances are less than 0.3 and
most are much less than 0.1. The Pearson correlation
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FIG. 4. Learning curves of classical and SOAP-KPCA de-
scriptors with similar dimensionality for predictions of (a)
volume and (b) energy.
coefficients in Fig. 5(a) reveal that KPCs 1 and 2 cor-
relate strongly with volume while KPCs 2 and 3 corre-
late strongly with energy. These correlations can also be
visualized in the contour plots shown in Fig. 5(b)–(g),
where the environment energies and volumes are plotted
against values of the first three KPCs along with a linear
least squares fit to the data. The elongated shapes of
the contours indicate the correlations between the envi-
ronment properties and the SOAP vectors in KPC space,
and these correlations are quantified by the Pearson cor-
relation coefficients. Overall, Figs. 5(a)–(g) suggest that
a three-dimensional picture of structural diversity using
the first three KPCs can reveal the essential features of
the Deem zeolite data set.
Consequently, we can use the SOAP-KPCA construc-
tion to build a new 3D “atlas” of zeolite building blocks,
analogous to the list of 60 composite building units
(CBUs) in the IZA database [2, 17], and to the list of
“packing units” given by Blatov et al. [12]. As empha-
sized above, virtually all CBUs and packing units are
centered on void spaces; in contrast, our zeolite build-
ing blocks are atom-centered, allowing such environments
to be summed to yield macroscopic properties of overall
frameworks such as molar energy and volume. Because of
the very large number of local environments in the Deem
database, our new atlas has the feel of a point cloud in
3D-KPCA space.
Our SOAP-based “cloud atlas” is presented in Fig. 6,
where the SOAP environments are plotted in the space
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FIG. 5. (a) Pearson correlation coefficients between the first
50 KPCs of the 6.0 A˚ SOAP representation and the de-
composed environment volumes and energies in the 10,000-
structure sample. The relative variance in the KPCs at each
of the first 50 components is also plotted. The correlation co-
efficients and relative variance of the first three components
are highlighted with open symbols, as these are the KPCs
that correlate most strongly with the decomposed environ-
ment energies and volumes. (b)–(g) Kernel density estimation
of all environments in KPC–property space with a linear least
squares fit to the data to show the correlations in more detail
(red line). The value of the Pearson correlation coefficient is
given above each contour set.
defined by the first three KPCs of the dataset. Each
point (environment) is colored according to its energy
contribution (low = white, medium = blue/purple, high
= orange) and is sized according to the volume contri-
butions to its corresponding zeolite framework. Several
environments are highlighted to provide examples of the
“building blocks” present in this new cloud atlas. In
particular, we show in Fig. 6 the lowest- , median- , and
highest-energy SOAP environments, as well as the lowest-
, median-, and highest-volume SOAP environments. The
majority of environment volumes in Fig. 6 range from 30–
80 A˚3/Si, corresponding to a range of framework densi-
ties of 12.5–33.3 Si atoms per 1000 A˚3. (Actual zeolites
exhibit framework densities in the range of 12.5–21.0 Si
atoms per 1000 A˚3 [2], although the Deem database ex-
tends to larger framework densities than those of actual
zeolites.) Most environment energies fall within the range
of –20 kJ/mol Si to +30 kJ/mol Si. We note that the
notions of environment energy and volume relate herein
to the machine learning process and not necessarily to
physico-chemical notions of energy or volume. Neverthe-
less, as we will show later, this data-driven decomposition
ends up being consistent with physical considerations, as
was already observed in similar ML models of materials
and molecular properties [25, 72]. In each highlighted
environment, the atoms included within 6.0 A˚ SOAP are
shown in yellow (Si) and red (O), while the rest of the ze-
olite framework is depicted as corner-sharing tetrahedra.
Contour plots showing the distribution of environments
are projected onto the xy-, yz-, and xz-planes in Fig.
6. These contour plots reveal that the statistical distri-
bution of zeolite environments is unimodal and rather
broadly peaked, indicating a remarkably uniform distri-
bution of structural motifs. As such, we find no special
region in 3D KPC-space that is particularly well stocked
with building blocks for making hypothetical zeolites.
The broad distribution of environments shown in Fig.
6 suggests that the algorithm for producing these hypo-
thetical zeolite frameworks [3, 4] has left no substantial
gap in environment space.
A complementary way to visualize information con-
tained in the Deem dataset is by constructing energy–
volume contour plots for both frameworks and their con-
stituent environments; this is shown in the middle panel
of Fig. 7, with environment contours in solid black and
framework contours in dotted red. Each line in these
contour plots indicates a region of constant probability
for finding a framework, or an environment, with a cer-
tain combination of molar energy and volume. These
contour plots show an excellent overlap between frame-
work and environment spaces for energies between –20
kJ/mol Si to +10 kJ/mol Si. Indeed, Fig. 7 shows that
most local volumes obtained by machine learning map
very well onto the actual space of framework volumes in
the Deem dataset. Furthermore, the lower edges of both
contour plots (highlighted by the thick red line) follow
the energy-density correlation known for actual zeolites
[15]. This finding has already been noted by Deem and
coworkers [4] for the hypothetical frameworks; we find it
remarkable that the SOAP-based environments also ex-
hibit the signature of this energy–volume correlation.
The contour plots in Fig. 7 also show a significant
space of environments with local energies greater than
10 kJ/mol Si, i.e., greater than that of any framework in
our sample of the Deem database, which was constructed
to cover an energy range no more than 30 kJ/mol Si
above the molar energy of α-quartz [4]. This extension
to higher local energies raises the question of how high-
energy local environments manifest in overall framework
structures. Such a question on the connection between
local environments and overall frameworks can also be
raised for high-volume environments, which presumably
frame large pores. The top and bottom panels in Fig. 7
answer these questions for two hypothetical frameworks
labeled A (top) and B (bottom). Each panel has two
9FIG. 6. The new atlas of zeolite building blocks, where every 2,000-th environment of the 10,000-framework subset is plotted
as a point in the three-dimensional space formed by the first three kernel principal components of the SOAP construction
using a 6.0 A˚ cutoff. The points are colored and sized according to the energy and volume contribution of the corresponding
environment. The environments with the highest and lowest energies are highlighted along with environments contributing
energies and volumes close to the median of the dataset. Note that there exist some (extreme) outliers: the highest-energy
environment contributes more than 380 kJ/mol Si, and the lowest below –30 kJ/mol Si. The highest-volume environment
contributes more than 90 A˚3/Si atom, and the lowest less than 30 A˚3/Si atom. Energies falling outside the range of the
scalebar are assigned to the color at the nearest extreme of the colorscale. Environment centers are indicated by the asterisks
and their associated arrows; a dotted arrow signifies that the central atom is hidden behind the foremost atom visible in the
atomic snapshot. In each snapshot, the atomic environment is represented as a ball-and-stick model; the surrounding zeolite
structure is represented as SiO2 tetrahedra. Overall, we see a remarkably uniform distribution of environments.
copies of each framework showing local volumes (left) and
local energies (right), both color-coded according to low
= white, medium = blue, and high = orange. Framework
A (top) is shown because it contains the median-energy
environment in the Deem dataset, corresponding to the
solid blue dot in the contour plot, while its parent frame-
work (A) corresponds to the open blue dot. Framework
B (bottom) was chosen because it contains the highest-
volume environment in the Deem dataset, corresponding
to the solid green dot in the contour plot, while its parent
framework (B) corresponds to the open green dot.
These energy-volume color-coded images provide a
qualitatively new way to visualize zeolite frameworks,
yielding several interesting insights. First, by compar-
ing the color distributions in frameworks A and B, it is
readily apparent that A (a medium-pore framework) is
much more homogeneous in both local energy and vol-
ume than is B (an ultra-large-pore framework). Second,
we see that the indicated environment in B (centered on
the orange-colored Si atom) does indeed frame the ultra-
large pore. Surprisingly, though, the other Si atoms that
frame this same ultra-large pore exhibit lower local vol-
umes, presumably because these other Si atoms anchor
environments closer to denser regions of the framework
and its pore walls. Third, a visual comparison of the vol-
ume (left) and energy (right) representations of frame-
work B shows clear correlations between local volumes
and energies, reminiscent of the correlation for actual ze-
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FIG. 7. Middle panel: contour plots showing probabilities of
finding frameworks (red dotted lines) and environments (solid
black lines) with certain values of molar energy and volume
in the Deem dataset, using the SOAP 6.0 A˚ representation
on the 10,000-structure sample for the environment analy-
sis. Comparing framework and environment contours shows
similar structure below 10 kJ/mol Si, with the same energy–
volume correlation highlighted by a thick red line. Top and
bottom panels: hypothetical frameworks labeled A and B,
with median-energy (in framework A) and highest-volume (in
framework B) environments, corresponding to solid blue and
green dots, respectively, in the contour plot. Parent frame-
works A and B are labeled by open blue and green dots, re-
spectively, in the contour plot. Left and right panels show
local volume and energy distributions, respectively, for each
framework. Visual inspection shows that framework B ex-
hibits much more heterogeneity in both local energy and vol-
ume, with strong local energy–volume correlations.
olites reported by Henson and coworkers [15]. Such a
correlation is harder to discern for framework A because
of its homogeneous character. Overall, these color-coded
images, especially those for framework B, show that lo-
cal energies and volumes vary smoothly across a given
framework, possibly allowing the visualization of frame-
work strain and other materials and chemical properties,
to be studied in a forthcoming publication.
V. CONCLUSIONS
We have presented an analysis of the structural mo-
tifs found within a database of hypothetical zeolites,
the Deem SLC-PCOD database [4]. We have investi-
gated whether the structural diversity found in the Deem
database can be well-represented by classical descriptors
such as Si-Si distances, Si-O-Si angles, and ring sizes,
or whether a more general-purpose geometric represen-
tation of atomic structure, herein afforded by the SOAP
method, is required. We assessed the quality of each de-
scriptor by determining its ability to inform the machine-
learning of molar energy and volume for each hypothet-
ical framework in the dataset. We have found that a
SOAP representation with a cutoff-length of 6 A˚, which
captures local environments beyond near-neighbor tetra-
hedra, best describes the structural diversity in the Deem
database as measured by the accurate predictions of en-
ergy and volume afforded by this approach. The per-
formance gain of SOAP can be traced mainly to its de-
scription of all inter-atomic correlations within an atom-
centered environment. The SOAP approach was found
to maintain its lead even when reducing the dimension-
ality of SOAP feature vectors, through kernel principal
component analysis, to be comparable with those of Si-
Si distances, Si-O-Si angles, and ring sizes. We thus find
that SOAP provides a powerful tool for the statistical
analysis of local zeolite environments, i.e., the building
blocks of zeolites.
SOAP-KPCA also showed that the first three kernel
principal components capture the main variability in the
data set, allowing a 3D point cloud visualization of local
environments in the Deem database. We refer to this vi-
sualization as a “cloud atlas” of zeolite building blocks.
This cloud atlas was found to show good correlations with
the contribution of a given motif to the density and sta-
bility of its parent framework. Overall, the cloud atlas of
the Deem database shows a uniform distribution of struc-
tural motifs, suggesting that the algorithm for producing
the Deem database covered structure space in a thorough
and egalitarian fashion. Local volume and energy maps
constructed from the SOAP/machine-learning analyses
provide new ways of visualizing zeolites that reveal struc-
tural heterogeneity, smooth variations of local volumes
and energies across a given framework, and correlations
between volume and energy of local environments within
a given framework.
The present work raises many questions in both data
science and zeolite science. From a data science perspec-
tive, we wonder whether implementing SOAP with mul-
tiple length scales [73] or with radial scaling [74] could
optimize the packaging of zeolite structural information,
perhaps at the expense of introducing further optimiza-
tion parameters and obscuring some of the insights dis-
covered above. From a zeolite science perspective, sev-
eral questions arise, including whether the framework
density/stability maps introduced above can predict im-
portant zeolite properties like acid-site strength across a
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given framework. It is also interesting to consider apply-
ing the SOAP/machine-learning methods to actual zeo-
lites in the IZA database to determine similarities and
differences between actual- and hypothetical-zeolite data
sets. Finally, it is interesting to consider applying the
machinery of SOAP to simulations of zeolite formation
[75, 76] to determine the local environments that even-
tually lead to zeolite crysallization. These topics will be
addressed in forthcoming contributions.
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Methods
I. SOAP PARAMETERS
Both the 3.5 A˚ and 6.0 A˚ SOAP descriptors employed 12 radial basis functions, a spherical
harmonics band limit of 9, a cutoff transition width of 0.3, and an atomic Gaussian width of
0.3 (see the Quippy library reference for further information regarding the SOAP parameters,
available at https://libatoms.github.io/QUIP/descriptors.html).
II. COMPUTATIONAL TOOLS
The data analysis and and visualization for this study was performed in Python [1, 2]
with the aid of the SciPy [3], NumPy [4, 5], scikit-learn [6], Atomic Simulation Environment
(ASE) [7], quippy [8], and Matplotlib [9] packages in addition to Wolfram Mathematica
11.1 [10]. Atomic structure snapshots were created with Ovito [11] and Visual Molecular
Dynamics (VMD) [12] with the Tachyon [13] rendering utility.
III. SPARSE KERNEL METHODS
The sparse kernel methods that we use (KRR and KPCA) both approximate the full
N ×N kernel matrix KNN with a reduced matrix KNM that includes only a subset of the
columns of KNN in addition to KMM , the kernel matrix between only the M “representative”
feature vectors.
A. Sparse Kernel Principal Component Analysis
One can approximate the full kernel KNN using the eigendecomposition of its low rank
approximation K˜NN [14] [15],
KNN ≈ K˜NN = U˜NNΛ˜NNU˜TNN (1)
Under the Nystro¨m approximation [14, 16], one can rewrite K˜NN as [14],
K˜NN = KNMK
−1
MMKMN . (2)
2
Substituting KMM for its eigendecomposition [17], one obtains,
K˜NN = KNMUMMΛ
−1
MMU
T
MMKMN , (3)
which can be rewritten as
K˜NN = GNMGMN , (4)
where GNM = KNMUMMΛ
−1/2
MM U
T
MM . Centering GNM relative to its column means yields
an approximation to the centered kernel matrix via Eqn. 4. Therefore, in the following,
GNM and K˜NN will be assumed to be centered. The eigendecomposition of GMNGNM =
VMMWMMV
T
MM can then be used to approximate the M largest eigenvectors of K˜NN , i.e.
[18, 19],
U˜NM ≈ GNMVMMW−1MM . (5)
Therefore, the KPCA projections can be computed as [20]
K˜NNU˜NM = K˜NNGNMVMMW
−1
MM (6)
= GNMVMM (7)
= U˜NMWMM (8)
B. Sparse Kernel Ridge Regression
A sparse version of KRR can also be constructed from a subselected kernel matrix KNM .
In this case, the solution to the KRR problem can be found by minimizing [21]
1
2M
‖yN −KNMwM‖2 + λ1wTMKMMwM , (9)
with respect to the weights wM , for which the solution is [21]
wM = (Mλ1KMM + KMNKNM)
−1KMNyN , (10)
where yN is a vector of the target properties. In our case, a structural kernel KLM plays the
role of the subselected kernel matrix, where each row kM is the summation over a structure
S of the kernel between the environments comprising the structure and the M representative
3
environments across the whole dataset [22],
kM =
∑
A∈S
kAM , (11)
where A ∈ S denotes the atomic environments that belong to structure S. Furthermore, we
apply a scaling δ = M × Var(yL)/Tr(KMM) to the target property vector yL and to each
kernel matrix, and we include an additional “jitter” parameter λ2IMM so that the solution
to our sparse KRR model is [22],
wM = (λ
2
1δKMM + λ2IMM + δ
2KMLKLM)
−1δ2KMLyL, (12)
where λ1 and λ2 are regularization parameters, and yL is a vector containing the known
structural properties for the L structures. The parameter λ1 was optimized along with the
kernel width (in the case of Gaussian kernels) via five-fold cross validation; λ2 was set to
10−16 × σ, where σ is the largest eigenvalue of λ21δKMM + δ2KMLKLM .
The optimal weights wM can also be used to “decompose” the known structural property
values yL into contributions from the N individual atomic environments yˆN across the whole
dataset [22],
yˆN = KNMwM . (13)
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IV. RESULTS FOR THE 1,000-STRUCTURE SUBSET
Fig. S1 shows the learning curves for the classical and SOAP descriptors for the 1,000-
structure subset, analogous to Fig. 3 in the main text. Fig. S2 gives a comparison of the
SOAP-based and classical descriptors at comparable dimensionality for predicting the unit
cell volume per atom and the energy per mol Si for the 1,000-structure subset. Fig. S2 is
analogous to Fig. 4 in the main text. The learning curves of the 1,000-structure subset are
similar to the results of the 10,000-structure subset for the first 1,000 training points.
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FIG. S1. Learning curves of the classical and
SOAP descriptors for predictions of (a) volume
per Si atom and (b) energy per mol Si for the
1,000-structure subset.
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FIG. S2. Learning curves of classical and
SOAP-KPCA descriptors with similar dimen-
sionality for (a) predictions of volume per Si
atom and (b) energy per mol Si for the 1,000-
structure subset.
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V. SOAP KPCA
Figs. S3, S4, S5, and S6 show the learning curves for the prediction of zeolite volume
per Si atom and energy per mol Si using the SOAP-KPCA representation with different
numbers of principal components. As the number of principal components composing the
representation is increased, the prediction becomes more accurate.
In the case of predicting the volume per atom, a SOAP-KPCA representation including 50
principal components performs similarly to a representation using all 500 of the FPS SOAP
components (marked in the graph as “Original”). In the case of predicting the energy per
mol Si, upwards of 100 principal components are required to match the prediction accuracy
of the representation containing all 500 FPS SOAP vector elements.
The convergence of the prediction accuracy to that of the full FPS SOAP vector as
more information (more principal components) are included into the KPCA representation
also serves as a validation of the method: the KPCA-based representation can emulate the
diversity of the SOAP vector and thus the local chemical environment.
A comparison can also be made between the prediction accuracy of the SOAP-KPCA
representation and that of a classical descriptor with comparable information content (di-
mensionality). In this paradigm, a four-component SOAP-KPCA with 3.5 A˚ cutoff would
contain roughly the same amount of information as the Si–O distance and Si–O–Si angle
descriptors; a 10-component SOAP-KPCA with 6.0 A˚ cutoff would contain approximately
the same amount of information as the ring-based descriptor, as ring sizes in our dataset
range from 3–12.
When comparing the different representations in this manner, one finds that the perfor-
mance of the distance- and angle-based descriptors is comparable to, or slightly worse than,
the performance of a SOAP-KPCA descriptor including less than five principal components.
The same is true for the ring-based descriptor in predicting the energy, but even a single-
component 6.0 A˚ SOAP-KPCA descriptor outperforms the ring descriptor in predicting the
volume per Si atom.
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FIG. S3. Learning curves for the KPCA-SOAP
descriptor for cutoff radii of 3.5 A˚ and 6.0 A˚
including different numbers of principal compo-
nents for the 10,000-structure sample. Increas-
ing the amount of information embedded into
the descriptor (increasing the number of princi-
pal components) results in a better prediction of
the average volume per Si atom
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FIG. S4. Learning curves for the KPCA-SOAP
descriptor for cutoff radii of 3.5 A˚ and 6.0 A˚
including different numbers of principal compo-
nents for the 10,000-structure sample. Increas-
ing the amount of information embedded into
the descriptor (increasing the number of princi-
pal components) results in a better prediction of
the average energy per mol Si
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FIG. S5. Learning curves for the KPCA-SOAP
descriptor for cutoff radii of 3.5 A˚ and 6.0 A˚
including different numbers of principal compo-
nents for the 1,000-structure sample. Increasing
the amount of information embedded into the
descriptor (increasing the number of principal
components) results in a better prediction of the
average volume per Si atom
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FIG. S6. Learning curves for the KPCA-SOAP
descriptor for cutoff radii of 3.5 A˚ and 6.0 A˚
including different numbers of principal compo-
nents for the 1,000-structure sample. Increasing
the amount of information embedded into the
descriptor (increasing the number of principal
components) results in a better prediction of the
average energy per mol Si
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VI. RING-BASED DESCRIPTORS
In terms of predicting the molar volume and energy, both King’s definition and the
shortest path definition perform very similarly. Figs. S7 and S8 show the learning curves
for the ring descriptors built on the 1,000- and 10,000-structure samples. Two variations of
the rings descriptor are examined. The “Distribution” (“Dist.”) variant is the descriptor
described in the main text: the s-th element of the feature vector for a given Si-centered
environment is how many rings of size s that include the central Si. The “Binary” (“Bin.”)
variant is a boolean version of the “Distribution” representation: the s-th element of the
feature vector is 1 if the central Si participates in at least one ring of size s and is 0 otherwise.
As noted in the main article, the FPS of the ring descriptor often results in fewer than 2,000
unique environments. In these cases, only the unique feature vectors serve as representatives
in the learning models. Consequently, the models based on the “binary” variants of the King
and shortest path ring descriptors use 109 and 53 representatives (for the 1,000-structure
sample) and 239 and 94 representatives (for the 10,000-structure sample), respectively; the
model for the “distribution” variant of the shortest path ring counts in the 1,000-structure
sample uses 763 representatives.
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FIG. S7. Learning curves for the ring-based
descriptors from the sample of 10,000 structures
for predicting the volume per Si atom and the
energy per mol Si.
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descriptors for the sample of 1,000 structures for
predicting the volume per Si atom and the en-
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VII. PROPERTY CORRELATIONS
Figs. S9 is a plot of the Pearson correlation coeffients between the first 50 KPCs and the
energy and volume as in Fig. 5 in the main text, but using a KPCA of SOAP representation
with a 3.5 A˚ cutoff (instead of 6.0 A˚). Similarly, Figs. S10 and S11 show the volume and
energy correlations with the 3.5 A˚ and 6.0 A˚ SOAP-KPCA representations for the 1,000-
structure subset.
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FIG. S9. (a) Pearson correlation coefficients be-
tween the first 50 KPCs of the 3.5 A˚ SOAP rep-
resentation for the 10,000-structure sample and
the decomposed environment volumes and ener-
gies. The relative variance in the KPCs at each
of the first 50 components is also plotted. The
correlation coefficients and relative variance of
the first three components are highlighted with
open symbols. (b)–(g) Kernel density estimation
of all environments in KPC–property space with
a least squares fit to the data to show the corre-
lations in more detail. The value of the Pearson
correlation coefficient is given above each con-
tour set.
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FIG. S10. (a) Pearson correlation coefficients
between the first 50 KPCs of the 3.5 A˚ SOAP
representation for the 1,000-structure sample
and the decomposed environment volumes and
energies. The relative variance in the KPCs at
each of the first 50 components is also plotted.
The correlation coefficients and relative variance
of the first three components are highlighted
with open symbols. (b)–(g) Kernel density es-
timation of all environments in KPC–property
space with a least squares fit to the data to show
the correlations in more detail. The value of
the Pearson correlation coefficient is given above
each contour set.
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FIG. S11. (a) Pearson correlation coefficients
between the first 50 KPCs of the 6.0 A˚ SOAP
representation for the 1,000-structure sample
and the decomposed environment volumes and
energies. The relative variance in the KPCs at
each of the first 50 components is also plotted.
The correlation coefficients and relative variance
of the first three components are highlighted
with open symbols. (b)–(g) Kernel density es-
timation of all environments in KPC–property
space with a least squares fit to the data to show
the correlations in more detail. The value of
the Pearson correlation coefficient is given above
each contour set.
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