Abstract: The so-called ZOH discretization or step-invariant transformation is not one-to-one and hence one can not recover the continuous-time system from its discretized model without further information. Here we show that it is possible to reconstruct a continuous-time rational transfer function based on discretized models at several, suitably chosen, sampling rates. The results also relate to the problem of reconstructing continuous-time signals with rational Laplace transforms from their sampled versions at di erent rates.
INTRODUCTION
Given a continuous-time system G, its ZOH (zeroorder hold) discretization or step-invariant transformation is the discrete-time system G ( denotes the sampling period) depicted in with sampling period , which is a mathematical model for the A/D conversion, and H representing a synchronized zero-order hold, which is a model for the D/A conversion; see books on digital control, e.g., the books by Franklin, et al. (1990) , Phillips and Nagale (1990) , and Chen and Francis (1995) for further detail. Such a discretization process arises for two reasons. First, it is used in digital control to discretize analog plants to obtain discrete-time control systems which serve as exact models at the sampling instants. Second, it is one of several common methods for discretizing analog controllers for digital implementation. To be more speci c, suppose that we have a SISO (single-input, single-output) continuous-time system with n distinct poles for simplicity:
We can derive the ZOH discretized model If some i is zero, we interpret (e i ? 1)= i in (2) as the limit as i tends to zero, which equals .] Suppose that, using discrete-time system identi cation techniques, we identify G ; we assume that G is an exact model, derived from noise-free data. It is well-known that there exist in nite many continuous-time G giving rise to the same G . The question at hand is the following: What additional information, besides G and , is su cient to reconstruct the continuous-time G uniquely? In such cases, we say G is reconstructible (from this information). By way of motivation, let us discuss some simple su cient conditions for reconstructibility of G; these conditions relate to pole locations of G. From equations (1) and (2), the continuous-and discrete-time poles satisfy the following ZOH pole mapping formula:
i 7 ! e i ; i = 1; 2; ; n:
Since the function 7 ?! e is periodic with period j2 = , the continuous-time poles from which the discrete-time pole at e i could have arisen are given by P i := i + j 2 k : k 2 Z ; (3) with Z being the set of integers. If we can nd conditions which allow unique identi cation of the continuous-time poles i , then it is easy to obtain the coe cients fc i g in (1) from the corresponding ones in the discrete-time system in (2) and hence the continuous-time system G(s) is reconstructible. One simple su cient condition is that it be known that G(s) has all real poles. This information can be used to eliminate every element of P i except the real element i , and hence G is reconstructible.
To allow complex poles in G(s), let us assume that we know an upper bound, ! max , for the imaginary parts of the poles:
jIm( i )j ! max ; i = 1; 2; ; n:
Intuition suggests that if we sample fast enough, reconstruction of poles of G is possible and hence G is reconstructible. In fact, G is reconstructible if the sampling period < =! max , for then the upper bound can be used to eliminate every element in P i except for i . This is reminiscent of the well-known Shannon's Sampling Theorem. The two su cient conditions stated place restrictions on pole locations of G. Our purpose in this paper is to relax these conditions by way of introducing several discretized models. So the problem is as follows: Suppose that we identify the discretized models G for several choices of ; how do we choose these sampling periods so that from these models we can reconstruct G? The paper will focus on theoretical aspects of reconstructibility of continuous-time systems from discretized models. Brie y, the paper is organized as follows. In the next section we present the results on reconstructibility of continuous-time systems based on several discretized models. Section 3 relates to the case of reconstructing continuous-time signals from several sampled versions; the assumption made is that the Laplace transforms of the signals have nitely many poles. Section 4 looks at the extension to discrete-time systems subject to further downsampling. Finally, in Section 5 we mention possible extensions and limitations. which contradicts the hypothesis. So k 1 = k 2 = 0 and = i , which means that every member of P 1 \ P 2 is a pole of G(s).
()) Let T contain q elements 1 ; 2 ; ; q , and suppose that every pair of i ; j 2 T are rationally related. Then there exist positive integers k 1 ; k 2 ; ; k q ; and b so that which means that the latter set contains more than n elements and therefore G is not reconstructible. 2
It turns out that if we allow an in nite number of sampling periods then we can weaken the assumption in Proposition 1. Indeed, if the (positive) set T satis es inf T = 0; then with no constraint on the real part of the poles, it can be easily proven that no extra modes appear in (4) Proof:
We would like to prove that under the hypothesis, the set \ 2T P has exactly n elements. So suppose that it does not, i.e., that there exists a in this set which is not in f 1 ; 2 ; ; n g. It follows that there must exist i 1 ; i 2 ; ; i l+1 2 f1; 2; ; ng and k 1 ; k 2 ; ; k l+1 2 Z satisfying
Clearly we need Re ( i1 ) = = Re ( il+1 ); so from our hypothesis it follows that two of the ij 's must be equal; without loss of generality we assume that i1 = i2 . Hence, 2 k 1
Since is not a pole of G(s), neither k 1 nor k 2 can be zero, which means that
which is a contradiction. 2
RECONSTRUCTION OF CONTINUOUS-TIME SIGNALS
Next we turn to a similar situation of reconstructing continuous-time signals from their samples. The traditional assumption is that the signals are bandlimited (Zayed, 1993) ; our assumption here is di erent. We assume that the continuous-time signals f(t) have rational Laplace transforms; for simplicity, we further assume that the Laplace transforms F(s) have distinct poles. Then any F(s) under consideration takes the following form:
Suppose f(t) is sampled with sampling period to get the discrete-time signal f (k); we have
and in the frequency domain:
The question of interest is similar: We would like to reconstruct f(t) from F (z) for several choices of sampling periods. Let T be the set of sampling periods. The following results can be proven in almost the same way as those in Section 2.
Proposition 3 Suppose that T is nite and that
Re ( We would like to reconstruct G based on G m for several choices of m; the question is how to select these downsampling ratios so that G is reconstructible. The next result is slightly di erent from Proposition 2 stated in Section 2 due to the fact that P m is always a nite set.
Proposition 5 Suppose that i j = j j j , i = j:
Then G is reconstructible from fG m1 ; G m2 g i m 1 , m 2 are coprime.
Proof:
(() Suppose that m 1 and m 2 are coprime. It su ces to show that P m1 \ P m2 contains exactly the n poles, i , i = 1; 2; ; n. Take any 2 P m1 \ P m2 ; it follows that there exist some i; j 2 f1; 2; ; ng and integers k 1 ; k 2 with 0 k 1 < m 1 and 0 k 2 < m 2 such that = i e j2 k1=m1 = j e j2 k2=m2 :
Because of the hypothesis on the magnitudes of the plant poles, we have i = j and for some l 2 Z the following holds:
The coprimeness of m 1 and m 2 together with 0 k 1 < m 1 and 0 k 2 < m 2 implies that l = k 1 = k 2 = 0 and so = i , which means every member in P m1 \ P m2 is a pole of G(z).
()) Suppose that m 1 ; m 2 are not coprime. Then there exist positive integers l; m 1 ; m 2 , with l not equal to 1, such that m 1 = l m 1 and m 2 = l m 2 . Now notice that for every pole i of G(z), i e j2 =l = i e j2 m1=m1 = i e j2 m2=m2 ;
which means that i e j2 =l 2 P m1 \ P m2 . Hence G is not reconstructible. 2
The next result handles the case when G(z) has several poles with the same magnitude.
Proposition 6 Let M be a set of (integer) downsampling ratios. Proof:
We would like to prove that under the hypothesis, the set \ m2M P m contains exactly the n poles. So suppose that it does not, i.e., that there exists a in this set which is not in f 1 ; 2 ; ; n g. It follows that there must exist i 1 ; i 2 ; ; i l+1 2 f1; 2; ; ng and k 1 ; k 2 ; ; k l+1 satisfying 0 k j < m j ; j = 1; 2; ; l + 1; (5) and = i1 e j2 k1=m1 = = il+1 e j2 kl+1=ml+1 :
Clearly we need i1 j = = j im+1 j; so from our hypothesis it follows that two of the ij 's must be equal; without loss of generality we assume i1 = i2 . Hence e j2 k1=m1 = e j2 k2=m2 ;
and from (5) k 1 m 1 = k 2 m 2 :
Since is not a pole of G(z), neither k 1 nor k 2 can be zero, which implies that m 1 ; m 2 are not coprime; this is a contradiction. 2
We would like to remark that it is not crucial to use the upsampler for the setup in Figure 2 :
In fact, if we replace the upsampler " m by any upsampling device, e.g., a discrete-time zero-order hold with input and output de ned via (km + i) = (k); i = 0; 1; ; m ? 1; the results in this section hold without modi cation.
CONCLUDING REMARKS
The main result in this paper is that under appropriate assumptions on the sampling periods, a continuous-time system can be reconstructed by intersecting the possible continuous-time pole sets for several sampling periods. We believe that some of the technical assumptions can be relaxed, e.g., for the continuous-time systems, we can consider repeated poles and real-rational transfer functions; the results can also be extended to the case of multi-input and multi-output systems. The limitation is the following: Exact discretetime models/poles must be used, and when one intersects the pole sets to nd the continuous-time poles, in nite precision arithmetic is assumed. It is not clear at the time of writing how to relax these conditions.
