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Codes over Integer Residue Rings 
1AN F. BLAKE 
Department ofElectrical Engineering, University of Waterloo, 
Waterloo, Ontario, Canada 
Linear codes over the ring of integers modulo q = p~, p a prime, are con- 
sidered. Natural analogs to Hamming, Reed-Solomon, and BCH codes over 
finite fields are defined and their properties investigated. Some ring theoretic 
problems encountered are discussed. 
l .  INTRODUCTION 
In a previous paper, Blake (1972) investigated the structure of cyclic codes 
over the ring Z,~, the integers modulo m, where m is a product of distinct 
primes. This note continues the investigation of codes over rings and considers 
codes over the ring of integers modulo q, Zq, where q = pr, p a prime. 
Denote by Zm C~ the group ring of the cyclic group of order n, Cn, over 
s 
Z~.  I f  m = I~=lP~ then 
Z~C~ ~ + Z ~C~ 
/=1 
and every ideal(submodule) of Z~ C~ is a direct product of ideals (submodules) 
of Z~;~ Cn, i = 1,..., s, where Zm C~ can be viewed both as a ring and a 
module over Z,~. Defining a linear code over Z~ as a submodule and a 
cyclic code as an ideal, it is sufficient hen to consider the case n, = pr. In  
the next section, some results on finite rings and modules are collected for 
later use. The following sections define natural analogs to Hamming, Reed-  
Solomon, and BCH codes. The main intent of the note is to examine carefully 
the consequences of working over a ring, rather than a finite field. 
2. FINITE RINGS AND MODULES 
Let Z~* denote the group of units of Z~, of order ~(q) = (p - -  1)p r-1 
where ¢ is Euler's totient function. When p is an odd prime or p = 2 and 
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r ~ 1, 2, Zq* is cyclic. For convenience in enumeration, include the zero 
element as a zero divisor, and hence, every element of Zq is either a unit or 
a zero divisor. The elements of the form ap + b, 0 <~ a ~ (p(r-~) _ 1), 
1 ~< b ~< (p --  1), are the units of Zq and those of the form ap, 
0 ~< a ~< (p(r-1) _ 1), arc the zero divisors. Denote by Zq ~ the set of n-tuples 
over Zq. There is a natural isomorphism between Z~ ~ and Zq Cn.  Hamming 
weight and distance will be used exclusively in Zq n. 
The concept of linear dependence of elements of the module Zq ~ remains 
the same as for vectors but a square matrix over Zq is nonsingular (has an 
inverse) iff its determinant is a unit in Zq (Bourbaki, 1970, p. A l l l  93, 
Proposition 5). The existence of singular matrices with nonzero determinant 
is, in fact, one of the main problems in working over Z,,  as opposed to GF(q). 
The notion of elementary row operations on a matrix, and the consequences 
of it, also carry over to Zq with the understanding that only multiplication 
of a row by a unit is allowed, as opposed to multiplication by any nonzero 
elements which are all units in the case of a field. A direct consequence of 
these facts is that, for any k X n matrix A over Zq of rank k, there exists an 
(n --  h) × n matrix B of rank (n --  k) with the property that AB r = O. 
Let a = (a 1 ,..., a~), b = (bl ,..., b~) E Zq ~ and define 
=det  [bl ; ;]  =a ib j - -b ia j "  Ei] 
LEMMA 1. There exist elements o~, p ~ Zq such that ~a + fib = 0 ~ Z~ ~ 
iff  ei~ is a zero divisor for all distinct pairs 1 <~ i, j <~ n. 
Pro@ I f  one of the e~j is a unit, then a and b cannot be linearly dependent. 
For the converse assume that each ei~. is a zero divisor and that the greatest 
common divisor of the ei~. is kpL p 4 h. We assume that at least one of the 
ai's and at least one of the bi's is a unit since otherwise there is a trivial 
dependency relation between a and b. Assume a 1 e Zq* and consider the 
elements 
61] = a lb  j - -  bla j = h~p% sj > s, p ~C kj , j = 2 ..... n. 
It follows that p~-~el~. = 0 and hence, alpr-~b -- blp~"-~a = O, alp r-s ~ 0 i.e., 
a and b are dependent. 
3. HAMMING CODES 
Denote by Z the set of p(r-1)~ elements in ZJ  ~ whose components are all 
zero divisors. Define, a, b ~ Zq~\Z to be equivalent iff they are linearly 
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dependent. This is an equivalence relationship and we have the following 
result. 
LEMMA 2. The number of equivalence classes of ZqT~IZ is (pT: _ 1)/(p - -  1). 
Proof. Consider the element a ~ (a 1 , a~ ,..., a i ,  0, 0,..., 0) with i units 
and (k - -  i) zeros. Let b = (bl,  3 2 ,..., bi, bi+l .... , bn) be an arbitrary element 
of ZqT~\Z. In order for b to be equivalent to a it is necessary and sufficient hat 
(i) ajb~ = zero divisor, 1 <~ j <~ i, l > i and (ii) ajb~ -- a~bj = zero divisor, 
1 <~j, l <~ i. Since aj is a unit, (i) implies that b~, l > i, is a zero divisor. 
From (ii), 
b~ = a-[lazbi+a~ -1 × zero divisor, l=  1 .... , i - -  1, 
and if bi is a zero divisor then b~, l = 1,..., i is a zero divisor which would 
imply that b ~ Z, contrary to assumption. I fb  i ~ Zq* then b~, 1 = 1,..., i - -  1, 
is a sum of a unit and a zero divisor which is always a unit. For a fixed 
b icZq* ,  there are exactly p(r-1) solutions for b~, l = 1,..., i -  1, corre- 
sponding to the choice of zero divisor. Since bi can be chosen in (p - -  1)p (r-l) 
ways and each of the bz, l > i, in p(r-1) ways, it follows that there are 
(p -  1)p (r-1)1~ elements of Zqk\Z equivalent o a. The argument is easily 
extended to the case where a contains i units and (k -  i) arbitrary zero 
divisors and since it is independent of i, the number of equivalent classes 
of Zqk\Z is 
] Zq~\Z [/(p __ 1)p(~-l~ = (pr~ __ p(~-~)k)/(p __ 1)p(r~-~)k = (p~ __ 1)/(p - -  1) 
as required. 
I f  a parity check matrix, H, over Zq, is formed by choosing one element 
from each equivalence class, then the resulting code will have length 
(pT~ 1) / (p -  1), dimension ( (p l~ 1) / (p -  1 ) -  k) and distance 3 since 
it is readily checked that H has rank k. The code is a natural analog to the 
Hamming code over GF(q). The codes over Zq are not perfect unless r = 1 
since the sphere packing condition is not satisfied. 
There is an interesting alternative way to view the preceding material. 
Let a = (a 1 ,..., ak) and b = (b 1 ..... bk) be elements of Zq 7~ and denote 
a' = (al',... ,ak'), b' : (b i '  , .... b1~' ) where a (=a~ modp and b( =b~ 
mod p, i = 1 ..... k. Then a and b are linearly dependent over Zq iff a' and b' 
are linearly dependent as k-tuples over GF(p). Furthermore, if a E Zq~\Z 
then a', as an element of Zq k, is in the equivalence class of a. Consequently 
the Hamming code over Zq can be formed by taking the null space, over 
Zq, of the parity check matrix of the Hamming code over GF(p). 
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4. REED--SOLOMON AND BCH CODES 
In  this section a natural analog to a Reed-Solomon code over GF(q) is 
defined over Zq where we assume for convenience that p is an odd prime• 
Let ~ e Z~ be also a primitive element of the integers modulo p and let 
k = (p - -  2), m = p(~-l). Define the matrix 
H = l i O~m °~2m" """ °~km ~m+l  0~2 (re+l) . . .  OJ~ (re+l) O~m+d--2 o~2 (re+d--2) . . .  ~k (re+d--2) 
LEMMA 3. The null space of the matrix H over Zq is a code of length 
(p - -  1), distance d and dimension (p --  d). 
Proof. In  order for the code to have distance at least d it is necessary 
and sufficient hat any d - -  1 columns of H be linearly independent over Zq, 
or equivalently that the matrix 
I °jlm Oj2m "" " °~Sd-lm l 
(XJl(m+l) (X]2(m+l) ... o~Jd-l(m+l) 
be nonsingular, where ji ~{0, 1, 2,..., h}, i = 1,..., d -  1. Since we can 
express the determinant of this matrix as 
&(Jl+~'~+" " +ia-1 )m 
I[~ 1 "'" 1 
O~ '1 Cg]2 .. .  Cg54--1 
h(d-~) ~xJ~(g-2) ... ;&_,(a-2) 
which is a Vander Monde determinant, we conclude that the determinant 
is given by 
l q  - 
i>/e 
Thus  the matrix is nonsingular iff this last expression is a uni t  and this is 
true iff a and 1 - -  aJ, j = 1 ..... h are units. 
For any unit  fi ~ Zq, 1 - -  fi~-i is a zero divisor. For  a a primitive root 
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of Zg,  as an element of Zq, it follows that ~, 1 --  aJ, j -- 1, 2,.., (p --  2), 
are units. Thus H has rank d and the code has distance at least d. For any 
code of length n with M codewords over an alphabet of q letters, 
d~<n- - ( logqM)+l  
(e.g., Stiffler, (1971))• Thus, the present code has distance exactly d which 
completes the lemma. 
We conclude this section with some comments on the problem of defining 
BCH-type codes over Zq. Imitating the approach used when working over a 
finite field, we first seek to extend a finite ring by adjoining a root of an 
irreducible polynomial to it. The properties of the extension, however, 
depend on the root of the polynomial added• Thus, if we add a root S of the 
irreducible polynomial x~ ~- 2x -}- 2 over -79, then the group of units of the 
extension ring, Z~(S), is isomorphic to C~ × C~, whereas if ~ is a root of the 
irreducible polynomial x S -~ x @ 1, then Z9(3)  a< ~ C 6 X C 3 X C 3 . In 
general the structure and enumeration of finite rings is not well understood 
although Gilmer (1963) has determined all finite commutative rings with 
identity that have a cyclic group of units• 
Let us proceed to define a BCH code over Zq by following the same steps 
as over a finite field. Denote by Zq(S) some extension ring of Zq, where 3 
represents the root of some irreducible polynomial. Let a E Zq(3)* of order 
(k -}- 1)m be such that 1 --  c$, j = 1,..., h, are units in Zq(S). Then we 
define the BCH code over Z~of length h + 1 and design distance d to be the 
null space over Zq of the matrix 
I i O~m ~:2m ... 07cm c~m+l ct2(m+l) • . .  c~(~n.+l) ezra+d--2 cz2(m+d--2) ... ~k(m+d--2) 
The dimension of the code over Zq is at most k --  d + 2. As with BCH codes 
over GF(q), determining the actual distance and dimension of the code would 
appear to be a difficult problem• 
It is clear that this approach will yield natural and interesting analogs to 
BCH codes over finite fields. The problem of determining the elements 
a ~ Zq(~)* such that 1 --  aJ, ] = 1,..., h, are units is closely related to deter- 
mining the structure of Zq(S)*. As mentioned before, we seem to lack the 
necessary information as to what values of m and h are allowable in order to 
proceed in a systematic manner• 
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5. COMMENTS 
Natural analogs of Hamming, Reed-Solomon, and BCH codes over Z~ 
have been defined by applying the appropriate theorems of ring theory. 
While the description and properties of the Hamming and Reed-Solomon 
codes is quite complete, many interesting problems, mainly of a ring theoretic 
nature, remain unanswered for the BCH codes. Perhaps the central problem 
is to find a systematic construction of extension rings of Zq and the structure 
of its group of units. 
We should finally mention that the investigation of codes over integer 
residue rings is not for the sake of curiosity only. Codes over finite alphabets 
which are less structured than finite fields may be useful in certain applica- 
tions. For example, a code over an integer residue ring might be more 
appropriate to use for computer-to-computer communication than one over 
a finite (nonprime) field where the arithmetic is not particularly well suited 
to the computer. 
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