Abstract
Introduction

23
Global Climate Models (GCM) improved notably in their representation of the climate system 24 over the past couple of decades (IPCC, 2007) . Their design is focused on the global scale, and 25 2 their main scope consists in capturing the sensitivity of the global climate to changes in 26 external natural and anthropogenic forcing. The fairly low resolution of such models does not 27 allow for the detailed simulation of local atmospheric processes. In addition, the main focus 28 being the global energy balance, coupled models may exhibit significant regional biases in 29 important variables such as temperature or precipitation.
30
However, climate risk assessment requires horizontal resolution of the order of half a degree 31 or below and unbiased projections, especially when it comes to meteorological extremes.
32
More generally such information is required in order to design adaptation measures for which 33 impact models (e.g., with regards to food safety, energy, water, air pollution), tuned on 34 current climate observations, need to be applied to future climate projections. Such a 35 requirement cannot be met by current raw GCM outputs.
36
The transformation of global model outputs into high spatial resolution products is referred to physical modelling in addition to the GCM (Wilks and Wilby, 1999 , Vrac et al., 2007 , 42 Semenov et al., 1998 , Maraun et al., 2010 . To downscale a global model in a dynamical way, 43 one implements a Regional Climate Model (RCM) forced by the global fields at the 44 boundaries (Giorgi et al., 2009 , Laprise, 2008 . Similarly to the GCM, the RCM provides a 45 comprehensive physically-consistent representation of the climate system. However, GCM 46 biases are conveyed to the RCM, and the latter can only compensate, or enhance, these flaws.
47
In order to cope with these deficiencies, bias correction methods are often applied to RCM 48 outputs prior to the implementation of an impact model (Christensen et al., 2008, Oettli et al., 49 2011). However this methodology suffers from several caveats. On the one hand, the fields 50 3 are generally corrected without considering spatial, temporal or inter-variable correlation. On 51 the other hand, the bias correction requires high-resolution observations, generally not 52 available on a grid, but rather at scattered locations. These problems could be at least partly 53 avoided if most of the GCM biases were removed before the dynamical downscaling, an 54 approach that we investigate in this article. A few studies investigated the possibility to 55 correct large scale forcing prior to applying a mesoscale model (Rasmussen et al., 2012 , Schär 56 et al., 1996 Simon Laplace Coupled Model) GCM (Marti et al., 2010) .
82
The simulations used here are obtained with the "low resolution" versions prepared for the 
Statistical downscaling
87
The probabilistic downscaling methodology used here is the CDF-t (Cumulative Distribution
88
Function transform) of (Michelangeli et al., 2009 ), based on a variant of the "quantile-89 matching" technique (Déqué, 2007) . Quantile-matching consists in associating to a modelled 90 value, the value in a control distribution (e.g. observations) that has the same probability. In 91 other words, from a quantile in the CDF of the simulations, the corresponding quantile in the 92 CDF of the control data (e.g. observations) is determined. By scaling the quantile-quantile 93 relationship, the correction changes the shape of the distribution so that the events whose 94 frequency (or probability) is systematically biased in the model are better captured.
95
While classical applications of quantile-matching consider that the CDF of the simulations is 96 stationary in time (Maraun et al., 2010, Wilks and Wilby, 1999) , the scope of CDF-t consists 
104
This CDF-t technique has been used successfully in the past to downscale climate models 105 (Vrac et al., 2012 , Flaounas et al., 2011 , Michelangeli et al., 2009 
Dynamical downscaling 115
We use the Weather Research and Forecasting (Skamarock et al., 2008) 
Experimental design
122
We perform a CDF-t based correction of the large-scale input fields produced with the
123
IPSLcm model so that corrected fields will be used for the dynamical downscaling. Distributions are matched with those of reanalysed fields of the ERA-interim reanalysis.
125
Unlike existing applications of CDF-t that perform a scaling of large-scale model outputs to 126 point surface observations (Michelangeli et al., 2009) or gridded surface analyses (Flaounas et 127 al., 2011) we scale several variables of the model to the whole 3D fields of the reanalysis.
128
The correction is achieved at each GCM grid-point independently, where reanalysed fields 129 were previously interpolated. There was no attempt to maintain the spatial consistency of the The correction is done for 3D zonal and meridional wind, 3D relative humidity, and 3D and The evaluation experiment consists of simulations over a 11-year period for the downscaling.
148
The first year is considered as a spin-up period and it is thus discarded from the following 
Results
163
The evaluation of the results is performed against the European Climate Gridded dataset (E-
164
OBS) temperature and precipitation observations. 
Surface temperature
166
The bias of temperature averaged over the 10-year time period is given in Figure 1 the IPSLcm model was discussed before (Hourdin et al., 2012) and was improved in a more 180 recent version of the model including a higher resolution (Cattiaux et al., 2012 here. The statistical correction is efficient at reducing the temperature bias of IPSLcm, the 183 average bias of the corrected GCM is -1.36 ( =2.07) and its pattern resembles that of ERA-i.
184
The negative bias of IPSLcm is amplified in the raw regional climate model simulations 
193
The overall negative bias is primarily found for low temperatures during winter and to a lesser 
196
Seasonality has a strong impact, the mesoscale model tends to be warmer than the large scale 
212
The dynamical downscaling of the raw GCM outputs yields an even stronger overestimation 213 of the precipitation because of a negative feedback related to the low temperature bias. The 214 deficit over coastlines and mountains is compensated by the higher resolution of the model.
215
It is only with the hybrid downscaling that the results are significantly improved. can produce bias-corrected, yet physically consistent, 3D fields at higher spatial resolution.
233
An application to present-day climate shows that the statistical upstream correction leads to a 234 reduction of the surface temperature bias of a factor four in the regional climate simulation.
235
This improvement yields, in turn, a lower overestimation of precipitations.
236
The CDF-t upstream correction does not address yet spatial and temporal variability (climate 
249
The CORDEX framework and CEA CCRT computing facilities. climate models are given and the colour scale is reversed.
