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Summary 
A general expression is obcained for the elements of the information matrix 
of the maximum likelihood estimators of variance components derived from unbalanced 
data of any mixed model. This general expression is used to obtain explicit results 
for the 2-way nested classification, random model. 
Introduction 
Estimation of variance components from data that are unbalanced (having unequal 
numbers of observations in the subclasses) has been referred to by Hartley (1967) 
as involving "algebraic heroics". Obtaining sampling variances can be described 
similarly. There is little or no difficulty with balanced data because then, with 
customary normality assumptions, the sums of squares of an analysis of variance have 
independent x2-distributions, variance component estimators are linear functions of 
these and their variances are readily derived. / Furthermore, as Scheffe (1959) 
points out, these estimators (which are unbiased) are also minimum variance. 
In contrast to the relatively manageable situation of balanced data we consider 
here the estimation of variance components from unbalanced data, of which balanced 
data are deemed to be simply a special case. In particular we deal with the samp-
ling variances of large sample maximum likelihood estimators. Before doing so, 
a brief review of the present status of sampling variances of other estimators is 
in order. 
For random (and mixed) models Henderson (1953) developed three methods of 
estimating variance components from unbalanced data of any crossed and/or nested 
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classifications, the techniques of which have been further discussed in Searle (1968). 
Sampling variances of the resulting estimators have been extensively developed for 
only one of these methods, Method 1, that which is analogous to the analysis of 
variance method for balanced data. Furthermore, in all cases, sampling variances 
have been considered only in the case of random effects models [Model II of 
Eisenhart (1947)], and only on the basis of having normality assumptions as part of 
such models. ~Jithin this framework Crump (1951) derived sampling variances for 
variance components estimators obtained from 1-way classification data (between and 
within subclasses). Searle (1956), using matrix methods, re-1r1orked Crump's results 
and extended them to components of covariance; with the same methods Searle (1958 
and 1961) derived sampling variances of variance components estimators for both the 
2-way crossed and the 2-way nested classifications. Mahamunulu (1953) extended the 
~ methods to the 3-way nested classification, and Blischke (1966 and 1968) has used 
them on a 3-way crossed classification mixed model and on r-1r1ay classifications in 
general. These variances can also be found, in specific cases, by means of a 
(largely computational) method developed by Hartley (1967), a method which has been 
extended ry Rao (1968). 
Maximum likelihood estimation of variance components from unbalanced data has 
received somewhat less attention than other methods of estimation due to its under-
lying complexities. One of these is the need for maximizing over only non-negative 
values of the components, a difficulty that has been dealt with by Herbach (1959) 
and Thompson (1961) for balanced data. \!lith unbalanced data, hO\tever, the maximiz-
ing equations appear to yield no explicit solutions for the estimators. For 
example, even in the simplest case, that of the l-v1ay classification, terms such 
as E n./(a2 + n;a2cx) are involved in equations that have to be solved for a2 and a2. 
. ~ e ... e ex 
~ 
In view of this apparent intractability, Hartley and Rao (1967) have considered 
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iterative procedures for solving such equations, and in doing so they handle the 
quite general case of unbalanced data from any mixed Cor random) model. 
Despite the inability to obtain explicit expressions for maximum likelihood 
estimators of variance components derived from unbalanced data, Crump 
(1951) obtained their large-sample variances in the case of the 1-way classifi-
cation. These results we no\'1 extend. In general the large-sample variance-
covariance matrix of maximum likelihood estimators of parameters of any model is 
the inverse of the information matrix. And this matrix is minus the expected value 
of the Hessian with respect to those parameters of the logarithm of the likelihood. 
A general expression for an element of this matrix is here developed, apropos 
unbalanced data of any mixed (or random) effects model. This general result is 
then used to derive explicit expressions appropriate to variance components esti-
mators in the 2-\'lay nested classification random model. 
One value of the resulting expressions is that even though maximum likelihood 
estimators of the a2's cannot be obtained, values for their variances can; and 
against these can be compared variances of estimators obtained by other methods to 
give measures of efficiency of those other methods. 
The General Linear Model - Mixed Model 
The model 
Consider the general linear model 1:1ritten as "l = IJ.! + ~~ + ~' where "l_ is a 
vector of N responses, iJ. is a general mean, ! is a vector of N 1' s, lJJ is a kno1rm 
matrix, ~ is a vector of parameters (effects) in the model and e is a vector of 
error terms. If all the effects in Y are fixed effects the model is a fixed effects 
model; if they are all random it is a random effects model; and if some are fixed 
and some are random the model is known as a mixed model. In greatest generality, 
however, all models of the above form can be considered as mixed models because, 
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regardless of the elements of ~' the general mean ~ is a fixed effect and the error 
terms in e are random. Thus, without loss of generality, any linear model can be 
considered as a mixed model and expressed as 
~ = ~~ + Zu (1) 
where ~ is a vector of N observations; B is a p x 1 vector of fixed effects, that 
include the general mean ~; ~ is a vector of random effects, that include the error 
terms ~; and ~ and ~ are kno\in matrices--often, but not always, design matrices. 
The random effects are further specified as having zero mean and a variance-
covariance matrix A, that involves q variance components a21 , ••• , a2, one of ~hich 
- q_ 
is the error variance. In addition, for purposes of using maximum likelihood we 
adopt normality assumptions and so have u distributed as N(~, A). Thus ~ has 
variance-covariance 
(2) 
and so ~ is distributed as NC~£, V) where elements of V are linear functions of the 
q variance components. 
For the above model the likelihood of the sample is 
and, apart from a constant, the logarithm of this is 
The information matrix 
The variance-covariance matrix of the large sample maximum likelihood estimato~s 
of the p elements of ~ and the q variance components is the inverse of the infor-
mation matrix, which is minus the expected value of the Hessian of L with respect 
to these p + q parameters. The sub-matrices of this Hessian are: 
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o2L ~SS , a pxp matrix of elements for h,k = 1, ••• , p; 
o~h o0k 
L a2 o2L 
-P , a pxq matrix of elements _......;;_ for h = 1, ••• , p and j = 1, ••• , q; 
oi3h ocr2 j 
and L ~ ~ . o2L 
-cJcJ, a qxq matn.x of elements --~ for i, j = 
ocr2 o~ 
i J 
Then the variance-covariance matrix we seek is 
[ - cov(~o2) l var(l3) - EC~s~) YML = = covco-2ri) -2 - E(~Scr2)' var(cr ) 
1' ••• ' q. 
- EC~ra2) -1 
(3) 
- E(~a2a2) 
where ~ is the MoL. estimator of B and o2 is the vector of MoL. estimators of the 
q variance components. 
For convenience write 
Then 
and 
~ra2 = {~·c~-l)j(l- ~~)}for j = 1,2, ••• , q; 
and L ::>~={-%(d) .. - %(y- XG)•(v-1 ). .(y- XP)} for i,j = 1,2, .... , q. 
_()() 1J - -- - 1J - --
In these expressions 
v-l with respect to 
(d). . and 
l.J 
a~ and cr2 
1 j. 
(V-1 ) .. are partial derivatives of d = loglv_l and 
- 1J 
Thus 
e 
and 
d .. l.J 
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{ Ovr,s } 
2 cl- for r,s = 
oa. 0 . J. J 
1, 2, ••• , N, 
'·!here vr' s J.. s th ( ) ' th 1 t . v-1 . 
. e r,s e emen J.n _ ; 1.e., cv-1 ) .. is the matrix v-l with 
l.J 
every element differentiated with respect to ~ and a2 for i and j taking values J. j' 
1,2, ••• , q. 
Taking expectations we now have 
E(~f3f3) = x.v-lx 
{~· c~-1 )jECz "' E(!;p~) = - Xf3) ·. 
.J 
= o, for j = 1,2, ... ' q; 
and E(~cl-02) = {-%(d) .. - %tr [Ec~ - XS) Cy - xs)' cv-1 ). . ] l.J - -- - l.J 
{-%(d) .. - %tr r c -1) ] for i,j 1,2, q. = LV V .• = ... ' l.J - - l.J 
Substituting these expected values into (3) gives 
0 -1 
(4) 
0 Y2{Cloglvl) .. + tr [vcv-1 ) .. ]r 1J - - l.J i,j = 1, •• o, q 
Variance-covariance matrices 
Several features of th.ia result deserve mention. The first is that 
cov(f302) = 0; 
-- -
i.e., covariances beh.Jeen large sample N.L. estimators of fixed effects and variance 
components are zero. Since under conditions of normality the mean of a sample and 
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its sum of squares are independent, this result is not surprising. 
A second consequence of (4) is that the variance-covariance matrix of the 
large sample M.L. estimators of the fixed effects is 
(5) 
This corresponds to the equations whose solutions for ~ are the M.L. estimators 
of 13, namely ~p = O, tvhich is 
x·v-lxa = !'Y-ll (6) 
where v-l is v-l tv.lth the variance components oi' ... , ~ replaced by their M.L. 
estimators. This equation, (C), corresponds to (10) of Hartley and Rae (1967). 
Result (5) is also what one would get from estimating ~ by least squares from the 
model (1) assuming ~ of (2) to be known. It is therefore no surprise to see it 
arising from maximum likelihood. Nevertheless, it is interesting to note from ttis 
that even with unbalanced data from any mixed model, the variance matrix of the 
M.L. estimators of the fixed effects is exactly as it would be when the variance 
components were known and not having to be estimated simultaneously with the fixed 
effects. 
Finally from (3) and (4) the variance-covariance matrix of the large sample 
r1.L. estimators of the var:imce components is 
} -1 
••• ' q • (7) 
This, we see, is entirely free of the fixed effects and is solely a function of the 
variance-covariance matrix V of the observations ¥.• Since V in turn depends onl.y 
on the occurrence of the random effects in the model, we see that no matter what 
the fixed effects are, nor how they occur, they in no way affect var(~). Only to 
the extent that the fixed effects and random effects interact, with interaction 0ffectE 
that are deemed random - only to this extent do fixed effects affect var(§2). 
e 
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Further simplification of (9) comes not from substituting ~ = ZAZ' from (2) 
but from writing (?) as 
(8) 
with 
t .. = (loglvl) .. + tr[vcv-1 > .. ] 1J - 1J - - 1J (9) 
\-There the subscripts on the right-hand side denote partial differentiation with 
respect to ~and ~, for i,j = 1,2, ••• , q. To simplify we use a result implied 
1 J 
in Hartley and Rao (1967) that 
i.e. in our notation that 
Hence, because 
differentiation of (10) and 
and 
~loglyl ( -1 0 ) = tr ~ cl- ~ ' 0 . 0 . 1 1 
(loglvl>. = tr(v-1v.) • 
- 1 - -1 
cv-1 ). = -v-1v.v-1 , 1. - -1.-
(11) with respect to 0: gives 
J 
I I ( -1 -1 -1 ) (logV) .. =tr-V V.V V.+V V .. 
- 1J -J- -1. - -l.J 
(10) 
(11) 
(12) 
( -1) __ v-lv .v-1v_v-l -1 -1 -1 -1 -1 v . . - v v .. v + v v.v v .v • 1J - -J- -1- - -1J- - -1.- -J-
Multiplying this by ~ and taking the trace gives 
[ -1 J -1 -1 -1 -1 -1) tr V(V ) . = tr(V.V V.V - V .. V + V.V V.V 
- - iJ -J- -1.- -l.J- -1.- -J-
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and substituting this and (12) into (9) gives 
and so in (8) 
var(02) = 2T-l = 2{tr(v-Lv.v-lv.)}-l fori= 1,2, ••• , q (13) 
- - -2- -J 
where V. and V. are the partial differentials of V with respect to~ and a~. It 
-2 -J 2 J 
is worth emphasizing that in this formulation ~ is the variance-covariance matrix 
of the vector y and as such includes ~ as well as the variances of the random effect. 
e 
A simple example 
Before proceeding to use (13) for the 2-way nested classification random model, 
consider as a simple example of its use the model 
yi = ~ + ei fori= 1,2, ••• , N withe- N(O, a2!N). 
Then V 2 = (1/0 )~ and ~~ = lN· Hence 
-2 var(o ) = z{tr[(l/o2)!N!N]2}-l 
as is to be expected. 
Estimating the mean of a random model 
A special case of (6) is in the random effects model where the fixed effects 
terms XP in the general model (1) are ~l. The M.L. estimator of ~ is then 
(14) 
--1 
as mentioned by Koch (1967), its denominator being the sum of all elements in~ ; 
and the variance of this estimator is, from (5), 
- l I. 1 var(~) = ?r='~- ! , (15) 
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-1 the reciprocal of the sum of all elements of V • 
The 2-V/ay Nested Classification 
The model 
The random model for the 2-way nested classification can be written as 
y. 'k = IJ. + a. + ~-. + e. 'k ~J ~ ~J ~J (16) 
where y. 'k is the k'th response in the j'th level of the 0-effects in the i'th level 
~J 
of the a-effects. IJ. is a general mean, a. is the effect due to the i'th level of 
~ 
the a-effects, the main classification, and, ~ij is the effect due to the j'th level 
of the S-effects within the i'th level of thP. a's, and e. 'k is the random error term 
~J 
'peculiar toy .. k. It is assumed that the a's, I ~J P's and e's are all normally and 
independently distributed, with zero means and variances ~' ~ and cr;, respectively. 
The number of levels of the a-effects is denoted by a, so that i = 1,2, ••• , a; 
~and the number of levels of ~-effects within the i'th a-effect is ci' so that 
j = 1, 2, c .• 
~ 
The total number of such sub-classes will be represented by b, 
a 
giving b = ~c. = c ; and the number of observations in the j'th sub-class of the 
i=l ~ • 
i'th class is taken as n .. , so that k = 1,2, ••• , n ..• 
~J J.J 
An example 
Suppose that for 2 levels of the a-effects we have the following data 
Table 1. Example of data 
Levels of a. Observations and n .. 's 
J. J..l 
Levels of 13 ..• i within a n. c. J., i J.. J. 
1 2 3 
1 ylll'yll2 yl2l'yl22'yl23 - c1=2 
(~1=2) (~2=3) ~.=5 
2 y211 y22l'y222 y231 
(n21=1) (n22=2) (n23=1) n2.=4 
-
n =9 c =5 
•• 
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~ On defining~ as the vector of observations arrayed ink-order, vrithin j-order 
within i, we have 
To simplify notation in the writing of~= var(l), we use a and~' Panda~, 
and e and a; interchangeably; i.e. a ; ~' S ~ ~ and e _ 
V for this example is 
v :: .:;( +~+e a+~ a a a 
a+~ a+~+e ot a ot 
ot a a+~a a+f3 a+f3 
ot ot ot+B ot+S+~ ot+S 
ot a ot+f3 ot+P ot+f3+e 
0 ot+~+e 
~. 
e 
a 
a a+l3+e 
a a+s 
a ot 
The matrix V and its inverse 
Then the value of 
0 
(17) 
a 0! 
Ci!+f3 Ci 
a+C+e 0! 
a Q'+B+e 
.J 
~ 
From the above example the general form of ~ is clear. It is a diagonal matrix 
of square submatrices V. of order n. for i = 1,2, ••• , a: 
-~ ~. 
v = ~1 0 ••• 0 
0 ~2 
0 
0 0 v 
-a 
Thus V is the direct sum of the matrices ~i and so we write 
a 
V= z::+v. 
i::l -l. 
(18) 
(19) 
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using the symbol ~+ to denote the operation of direct sum. On comparing (17) and 
(18) it can be seen that V. may be partitioned as 
-l. 
where 
and 
V. = {v ... 1 } for j,j' = 1,2, l. -l.,JJ 
v ... = 
-l.,JJ 
v .... , = 
-l.,JJ 
ei + (a+f3) J 
-n .. -n .. l.J l.J 
aJ 
-n .. x n .. 1 l.J l.J 
for j I j 1 • 
where J is a matrix of order n .. x n .. 1 with every element unity; and 
-n .. x n .. 1 l.J l.J l.J l.J 
J is J , square of order n ..• 
-n. . -n .. x n. . l.J l.J l.J l.J 
Sampling variances 
(20) 
(21) 
(22) 
The variance-covariance matrix of the large sample M.Lo estimators of ~ = ~, 
cr~ ~ f. and cr; ::: e that we seek is, as in (3), 
VML • var(~) cov(~,~) # -2 cov( a'cre) 
cov(cr;,~) var(~) -2 # cov(crr3' e) 
cove#,#) cov(~,o;) -2 var(cr ) a e e 
2T-l 2 too tap tQ'e -1 = = 
taf3 tf3~ tse (23) 
tQ'e tr; t 
.e ee 
- 12a -e. ,,\ 
where the elements ofT are as indicated for (13); for example, t~a = tr(~-~~~-l~~), 
with ~~ = ~/o~ and similarly for ~~ and ~e· The algebraic details involved in 
finding y-l from Vas given in (19)-(22), and then its products withy~, Ys and 
V and hence the t's, are indicated in the appendix. The results are as follows. 
-e 
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Perine 
'1+ 'J m .. == n .. a'-1J 1J e 
c. p 1 n .. 
A. L: 1J for integers p and q, = 2 ' 1pq j=l m .. 1~1 
and ~ = 1 + a; Aill • 
Then the elements of T are 
and 
tae 
tss 
tse 
t 
ee 
= 
= 
= 
= 
a 2 L: Ailzlqi ~ 
i=l 
; (A.22 -
i=l 1 
2~ Ai33/% a4 A2 / 2) + ~ i2 qi ' 
~ (A.l2 -
i=l 1 
2~ Ai23/qi + cr~ Ail2Ai2/ ~) ' 
(25) 
(26) 
(27) 
(28) 
(29) 
(30) 
(31) 
(32) 
Using these terms as the elements of ! leads to no explicit expression for the 
elements of ~ML = 2~-1 of (23). Furthermore, the t' s involve the unkno"m variance 
components; replacing them by estimates of some kind and calculating the correspon~-
-1 ing values of the t's and hence ~ provides an estimate of ~ML' one that is 
dependent upon the estimates of the components used. As an estimator of ~ML it 
1as no known optimal properties; but no alternative estimator suggests itself. 
data 
A partial check on the validity of the above results is provided by investi-
sating their behaviour for balanced data. We find, as would be expected, that they 
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yield the variances of the analysis of variance estimators of the components of 
variance. This is now indicated. 
With balanced data, n .. = n for all i and j and c. = c for all i, so giving 
lJ l 
m .• 
lJ 
= nD + e, A. = lpq 
from (24)-(26). Then, on writing 
cna + n!3 + e 
nB + e 
X= 
a(c-1) 
2 ' (nS+e) 
a y =--;.;.....-~ 
(cna'+n0+e) 2 
ac(n-1) 
and z = 2 
T becomes, as shown in the appendix, 
T = 
2 2 
c n y 
2 
en y 
cny 
2 
en y 
2 
n (x+y) 
n(x+y) 
cny 
n(x+y) 
x+y-tz 
To obtain T-l we note that its determinant is 
and, for example, the 
cofactor of the (3,3) term in IT! is c2n4y(x+y-y) 
so that the 
(3,3) T-1 2 4 2 4 1/z. term in is c n xy/c n xyz = 
This, from (23), gives 
vnr('i2) = 2/z 
204 
e 
= ac(n-1) e 
the familiar result. Similarly, the 
e 
2 4 
= c n xy 
~ cofactor of the (2,2) term in T is c2n2y(x+y+z-y) = c2n2y(x+z) 
so that the 
(2,2) term in T-l is c2n2y(x+z)/c2n4xyz = 2 (x+z)/n xz o 
e 
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And from (23) this gives 
( (i 02)2 (~) 2(x+z) 2 (1 1) 2 r n B + e 
var [3 = 2 = 2 'i" + "Z' = 2L a(c-1) + 
n xy n n 
again a familiar result. 
The 1-way classification 
A further partial check on results (27)-(32) is that they reduce to those of 
the 1-way classification when the model is suitably amended by either of the two 
possible ways. One way is to ignore the P's in (16) and put aE ~ o. The effect 
of this on the t's is to ignore t~~, t~~ and tSe and, on writing 
n. e 
f J. .. w. or-"""'":-~~ , 
J. n. +e 
J.. 
the others become, as shown in the appendix 
and t 
ee 
-2( 2; 2 
= e Ew. n. + n J. J. 
Hence the determinant of T is 
ITI = t~atee - t~e 
-a) • 
.. 
= e-4[Lw~ Lw~/n. + (n -a) Lw~- (Lw~/n. ) 2] , 
J. J. J.. •• J. J. J.. 
which, on making use of Lagrange's identity (see Appendix), reduces to 
Hence 
-:::> 4 2 
var(o-) = 2tN ID = 20 Lw./D 
e v.Ci! e J. 
- 2 4 2 2 
-a)/D var(oQ' ) = 2t /D = 20 (Lw./n. + n ee e J. J. 
-2-2 
-2t /D = 4 2 and cov(a a ) = (-20 Lw./n. )/D • a e ae e J. J. • 
as given in Searle (1956). 
(33) 
(34) 
(36) 
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The other way of reducing the 2-way nested classification model to a 1-way 
classification is to ignore the ~'s in (16), treat the double subscript ij as a single 
subscript r, and put a; = 0. This gives a 1-way classification with c classes 
.. 
and n observations in the r'th class, r = 1,2, ••• c. On defining w = n e/(n S+e) 
r r r r 
the values of tPS' tSe and tee become analogous to those in (33), with results 
similar to (36). 
Estimation of 1-L 
We saw in (14) that the maximum likelihood estimator of the mean in a random 
- --1 --1 --1 
model is ~ = !'Y ~/!'~ ! where ~ is in terms of the M.L. estimators of the 
variance components. Since these estimators cannot be obtained explicitly we derive 
~ where the denominator l'V-ll is the variance of ~' as in (15). - 0 Then ~ is ~ with 
the variance components replaced by their maximum likelihood estimates. 
To consider the numerator of 1-.1.0 write the vector of observations in the i'tb. 
a-class as 
Y', (y y y y 
-:1. = ill' ••• , iln1.1 '••• ••• , · '1, ••• , iJ'n .. ' 1J 1J 
Then the vector of all observations is 
and 
-1 G -1 y'V = y'V 
- - 1-1 
-1 -1) y2'V2 • • • y'V • 
- - -a-a 
Hence the numerator of 1-.1.0 is 
-1 a -1) !'~ ~ = ~ (~elements in y!V. 
i=l - 1 - 1 
~ and, as shown in the appendix, this reduces to 
c. 
1 a 1 1 n .. ! I~- ~ : ~ - ~ ....hl. y • • • 
· lq. · lm. · 1 J• 1= 1 J= 1J 
••• ••• , yiN.l' ••• , 
1 
Y·w ). 
l .n.N 
1 1 i 
(37) 
e 
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Similarly, the denominator of ~0 and variance of ~ is 
l'V-ll = ~(all elements in v-l) 
a 
= ~ (~ all elements in v~1 ) 
i=l -~ 
and this reduces to 
c. 
1 a 1 ~ n .. 
1 'v- 1 = ~ - ~ ~.1 
• 
i=l ~ j=l mij 
Hence 
c. ~ c. a 1 ~ n.. a 1 ~ n .. 1-Lo - ~- L: .2:.:2. y ~- ~ .2.J. 
- · lq · · lm · · ~j • · 1° · · lm · · ~= ~ J= ~J ~ ~= L J= ~J 
= E E k .. Y. 0 E k .. 
. . ~J ~~- . . ~J 
~ J ~ J 
vJhere 
k .. 1 = (a~ a2;n .. )(1 +a2 1 ) ~J L: + 0! a2 a2;n .. e ~J j 13 + e ~J 
(39) 
In cases where variance components estimates have been obtained, iteratively by the 
Hartley and Rao (1967) methods for example, replacing ~' a~ and a; by their 
corresponding estimates in kij' and using the resulting values in 1-L0 leads to 1-L0 
being ;:1. 
As partial check on (39) we can show that when the model is reduced to that 
of a 1-way classification ~-t0 reduces to its familiar value. Thus on putting a~ -- 0 
vre get 
k .. 
~J 
n .. 
= ~----~~?.l~----~-
a2(1 + a2 ~ n . .;a2) 
e a . ~J e 
J 
and so (39) reduces to 
n .. 
= ~---~-.... :1--~ 
a2 + n. ali 
e ~. 
a 
110 = 2:.: 
i=l 
- ~ y. a l.. • 2:.: 
a2 + a2;n. i=l 
0! e l.a 
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1 
the familiar weighted mean of the y. 's, weighted inversely by their variances. 
l. •• 
If, instead, a; is put equal to zero 11° becomes 
y .. A 1 110 ::: 2:.: 2:.: 1..1 • 2:.: 2:.: _ __;;;..._ __ 
i j ~ + a2 /n. . i j ~ + a2 /n. . • 
fJ e l.J fJ e l.J 
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Appendix 
Inverse of V 
a 
Since V = E+ v;, as in (19) it is clear from the nature of a direct sum 
. 1 -~ ~= 
that 
-1 v 
a+ -1 
= E v. • 
. 1 -J. . 
~= 
For this, V~l is derived from the following theorem taken from Urquhart (1962). 
-~ 
!~~~!~~ Consider a matrix ~ partitioned as 
A= {A of order n x n} for p, q = l, 2, ..• , N 
- ~~q p q (Al)* 
such that 
A =bi +ILJ 
-pp p-n -pp-n p p 
(A2) 
and for p ~ q (A3) 
with G = {g } . 
- pq (A4) 
Then the inverse of A is 
A-1 = {CA-l) } of order n x n • 
- - pq p q 
(A5) 
(A-l) = (l/b )I + k J 
- pp p -n pp-n p p 
(A6) with 
and -1 L (A ) = k J for p r q 
- pq pq-n x n p q 
(A7) 
where ~ = {kpq} 
= r(GD + B)-l - B-ll D-l 
;_ -- - - _j -
(A8) 
with (A9) 
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The notation in (A9) indicates that ~ and ~ are diagonal matrices, Pnd in 
(A5) - (A7) the notation (A-1) does not indicate the inverse of e matrix; it is 
- pq 
the pq'th sub-matrix of the inverse of A. 
Comparing the definition of V. in (20) - (22) with that of A_ in (Al) - (A3) 
-1. 
-1 indicates that in applying the theorem to find V. theN of the theorem is c., b 
-1. l p 
is e, gpp is a+ ~ and gpq is a for p f q, for p, q = l, 2, 
(A4), which we now subscript with ito go with V., is 
-l 
G. = (3I + aJ 
-1 -c. -c. 
1. l 
Then from (A5) 
. . . ' c .• 1. 
Hence G of 
(AlO) 
v:1 = {cv:1) .. , of order n .. x n .. ,} for j, j' = 1, 2, •.. , c1. 
-]. -1. JJ l.J lJ 
(All) 
with, from (A6) and (A7), 
(y~1 )J.j = (1/e) !n .. +h .. . J 1., JJ-n .. lJ l.J (Al2) 
and 
-1) (V. "j' =h ... ,J 
-1. J l.,JJ -n .. x n .. , l.J l.J 
for j f j' (A13) 
where, from (A8) 
r -1 -1i -1 
1, 2, ••• , cl., =H.=' (G.D. +B.) -B. D. 
-1 L -1-1. -1. -1. ~ -1. (Al4) 
with (A9) giving 
D.= diag {n. 1 , ••. , n. } and B. = ei . 
-1. 1. l.C. -1 --C. 
l ]. 
Hence to obtain v~1 we need H. of (Al4), first finding the inverse of 
-1. -1. 
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G.D. + B. = -n; 1 (~ + S) + e -~-~ -1. ... ni2~ 
ni2(~ + s) + e 
For convenience define, 
m .. = n .. 13 + e, 
~J l.J 
c. 
P. = Til. m .. ' 1. j=l l.J 
c i n .. 
and qi = 1 + ~I: ..2l. j=l m .. l.J 
n. ~ 
l.C • 
1. 
n. Q' 
l.Cl 
n. c~ + S) + e 
~c. 
~ 
where m .. and q. are exactly as in (24) and (25). Then l.J 1. 
G.D. +B. ~-n1. 1~ + m;l 
-l-1. -~ ... 
with the determinant being, from diagonal expansion, 
ci ( ci n .. ~ ) IG.D. + B. I = TI m •• 1 + E _2l_ = p.q .• 
-1.-1. -~ . 'J m , , 1 ... . 1 . . ... ... J= J= ~J 
n. ~ 
~c. 
1. 
n. ~c.~ 
. ~ 
n. + m. 
~c. ~c. 
1. ~ 
To find the inverse of G.D. + B. we find the cofactors of its elements. 
-1.-~ -1. 
of its j'th diagonal element is, by analogy with (A20) 
c. cl.· n ~ n a P ~ ( i" .. ) . ( (1/m .. ) TIm .• \1 + E _J_ - ..2.L = _1._ q. 
l.J j=l l.J j=l mij mij mij 1 
n. ·"'\ l.,l 
;;:-:-) 
l.J 
(Al6) 
(A17) 
(AlB) 
(A20) 
(A2l) 
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and that of its (jj')'th off-diagonal element for j f j' is (-l)j+j' IM ... , I where 
-l,JJ 
M ... , is the corresponding minor. In subtracting the (j' - l)'th row of 
-1,JJ 
IM ... , I -which, for j < j', has come from the j' 'throw of G.D. +B. -from 
-1, JJ -l-1. -1 
every other row of IM ... ,I we find that fort I j I j' ?11 elements 
-l,JJ 
nit(C¥ + 13) + e become nitl3 + e and elements nitQ' become zero; and the only non-
zero element in the j'th column is n . . a in the (j' - l)'th position. Expanding 1J 
IM ... , I by elements of this column gives 
-l,JJ 
• I 1 . ci 
IM. j"'' == (-l)J- +Jn .. C¥ n (n .. (3 +e)= 
-1, J 1J tfjfj' 1J 
(-l)j'-l+j 
n .. n'p. /m .. m .. , • 
l.J 1. 1J l.J 
This is for j < j 1 • When j > j', the effect is to interchange j and j' in the 
above result, which merely replaces nij by nij 1 • Hence the cofactor of the element 
in the (jj')'th position, for j ~ j', is 
j+j' I (-1) IM ... , = -n .. Otp./m .. m .. , • 
-l.,JJ l.J 1 l.J 1J 
Dividing ) -1 (A21) and (A22) by (A20) shows that (G.D. + B. has its 
-1-1 -1 
and its 
j'th diagonal element 1 
n . . Ot 
= - - --:-1-::J:..-
m .. 
l.J 
2 
m •• q. l.J 1 
- n .. ,at 
(jj')'th element, j ~ j', = l.J 
m .• m •. , q. 
1J l.J 1. 
(A22) 
Therefore, with n~1 = diag {l/n. 1 , 
-l 1. . . . ' 1/n. } lC. 
1. 
-l I and B. = (1 e)I , the matrix H . 
-1. -c. -1 
1. 
of (Al4) has diagonal elements 
[ l n. · Ot l"1 1 h = __ .....,..l_..J ___ -
i,jj m. . 2 e_j n .. l.J m .. q. 1J 1J 1. 
(A23) 
which, from (Al6) reduces to 
h ... 
1,JJ 
AP - 5 
-8 Q' 
=--.....,..--2 m . . e 
l.J m .. q. l.J l. 
for j = 1, 2, .•. ,c.; l. (P24) 
and off-diagonal elements 
-Ct h ... , = __ .....;..;.. __ 
1,JJ m .. m .. , ql.. l.J l.J 
for j t j' = 1, 2, •.. , c. l. (A25) 
With these terms used in (Al2) and (Al3). v~ 1 of (All) is determined ann so 
-1. 
p 
L:+ V. is knmm. 
i=l -1. 
Elements of T 
To derive tOS = tr(y-~ay-~8 ) for example, we need the differentials of v 
a 
+ with respect to a and 8· This, because V = L: V., requires the differentials 
- i=l - 1 
of V., and from the definitions given in (20) - (22) it is readily seen that 
-1. 
2 
v. Q' = oV./ocr = J 
-1., -1. ot -n. 
1.. 
oyJacr~ ci v. a = = E J 
-1, j=l-nij 
and v. = ov.torl = I 
-1,e -1 e -n. l. 
With these values, and obtaining v~1 of (All) by using (A23) - (A25) in (Al2) en0 
-1. 
(Al3) we now derive the t's. First, taa' utilizing y A+ = r: v. i=l -l <>nd 
n n. -1 
= ~ L:l.. i.p.o. (r'th row of V. J ) 
i=l r=l -1 -n. 1.. 
and (r'th column of v~1J ) 
-1. -n i. 
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where i.p.o. stands for "inner product of". -1 ~ow in V. J every element in a row 
-1 -n1 
is the same; and so the columns ere equal. Therefore 
t = a a 
e ni. 1 -1 ~ ~ (element of r'th row of V~ J )(column sum of V. J ) (A26) 
-1 -n -1 -n. i=l r=l i. 1. 
-1 Now, by the nature of V. , the n. 
-1 1.. 
-1 
rows of V. J 
-1 -n. 
1.. 
are grouped naturally into 
c. sets of n .. rows each, for j = 1 1J 1, 2, ••• , c .. Therefore insteAd of considering 1. the 
the r'th row of v:1J 
-1 -n. 
1. 
in tQ'Q' we consider the k'th row in/ j 'th set of rows, and 
ni 
replace the summetion ~ by 
r=l 
~i ~ij Then 
j=l k=l 
-1 
an element in the k 1 th row of the j 1 th set of rows of V. J 
-1 -n. 
l. 
-1 
= ~ elements in the k'th row of the j 1 th set of rows of V. , 
-1. 
and from the nature of (Al2) and (Al3) this is 
= ( 1/ e + n .. h. . . ) + ~ n .. , h. . . 1 
1J l,JJ j'fj l.J I.,JJ 
which, on substituting from (A23) and (A25) is 
1 
= --m. 1j 
1 
= --
m .. l.J 
1 
- m .. lJ 
1 
= 
m. l.j 
n .. l.J 
- 2 
m .. l.J 
n .. l.J 
- 2 
m. l.j 
Cl 
- m .. l.J 
' q. 1 
Cl 
qi 
Cl 
qi 
qi 
a ( ~i nij I nij) 
m •. q. . ' 1 m .. I m .. 1J 1 J = 1J lJ 
( q. - 1) 
m .• q 1. 1 1J 
(A27) 
on making use of (Al6) and (Al8) in this reduction. Thus an element in the k'th 
row of the j'th set of rows of v~1J is 1/m .. q., and summing this over all rows 
-1. -n. I.J 1 1. 
gives 
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column sum of v~1J 
-1. -n. 
1. 
Substituting (A27) and (A28) in (A26) gives 
Now define 
ci np 
A. = 2:: ij 
1pq j=l q 
m .. 
1J 
( 1 ci n .. ) 
q. _2::1 m~~ = 
1 J= l.J 
for integers p and q, 
as in (25), noting from (Al8) that 
as in (26). Then t gets written as 
Q'Q' 
as shown in (27). 
(A28) 
The definitions and procedures introduced in deriving this result are use:'lc 
repeatedly below in obtaining the other t's. 
a -1 -1 
= 2:: tr(V. v. ~v.-v. 0 ) 
• 1 -1. -l.,u-1. -1.,~ 
1.= 
-1 
= 2::2:: i.p.o. (r'th row of V. J 
1. -1. -n. 
) and(r'th column of v~12:+ J ) 
-1. -n 
1. j i,j 
n. 
1..( -1 )( = ~ ~ element of r'th row of V. J 2:: elements in r'th col~~ of 
i r=l -1 -ni. 
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a c· n· · ~ ~J I 
= I: I: I: ( 1 m •. 
.. k 1 lJ 
q.)(E elements in k'th column of j'th set of columns of 
1 
~ J = v~~+ J ) 
-1. j -nij 
=I: I: I: (lim .. q.) {E elements in the column [(0 ... 0 1 0 
i j k lJ 1 -nij 
=I: I: I: (1/m .. q.)(E all elements in the j'th set of columns of v~1 ) 
i j k l.J 1. -1. 
= I: E E (1/m .. q.) {r: all elements in [ (v~1 ) .. + E (v~1 ) .. , J} 
i j k l.J 1. -~ JJ jfj -~ JJ 
= E E E ( 1/m. . q. ) ( n .. I e + n ~ . h. . . + E n. . n .. , h. . . , ) 
i j k ~J 1. l.J l.J ~,JJ j'fj l.J l.J l.,JJ 
= E E E (1/m .. q. )(n .. /m .. q.) from (A27) 
i j k l.J 1. l.J l.J 1. 
2 
- E L E nij 
- . 2 . 2 
1 qi J mij 
= E A. 22/q~ as shown in (28). 
• 1. 1. 
1. 
Similarly 
a -1 -1 
= E tr(V. V. V. V. ) 
• -1. -~ a-1. -1. e 
1.=1 ' ' 
-1 -1 
= E tr(V. J V. ) 
• -1. -n. -1. 
1. 1. 
= E E (element in r'th row of v~1J )(E elements in r'th column of v~1 ) 
• -1. -n. -~ 
1. r 1.. 
= E E E (1/m .. q.)(l/e + n .. h. j" + En .. , h ... ,) 
i j k l.J 1. ~J 1 ' J j'~j l.J l.,JJ 
= ~ ~ m~~jq. ( m.~ q.) from (A26) 
1. J l.J 1. lJ 1. 
= E A. 12/q~ , given in (29). 
• 1. 1. 
1. 
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In deriving the term 
we use the partitioning 
(L:+J )v~1 = {P ... ,} for j,j' = 1, 2, ... , c . 
. -n .. -1. -l.,JJ ~ 
J ~J 
with + -1 I P ... = (L: J )(v. ) . . = (1 e)J + n .. h ... J -~,JJ j -nij -1. JJ -nij lJ l.,JJ -nij 
+ -1 
P. . "' = (I:_ in. _) (y; )J.j = n .. h. . ., J 
-l,JJ .._ l.J l.,JJ -n .. x n .. , • J lJ lJ l.J 
and 
This gives 
tee =I: tr({~ .. -r} j,j' = 1, 2, ••. , c. ) 2 ~~ i l,JJ l 
2 
=I: tr(L: P ... +I: I: P ... ,P .. , .) 
i j -l.,JJ j j'fj-l,JJ -l,J J 
2 
=I: I: tr(P ... + I: P ... ,P .. ,j) 
i j -l.,JJ j'fj-l,JJ -l,J 
2 2 2 f ) 
=I: I: tr[(1le )n .. J + n .. h ... n . . J + 2~-:i., r; n. ~h. s JJ, jeT 
. . lJ-n. . ~J 1, JJ l.J-n. ~ · 1." 1, d.~ 1 ... r., j 1 J 1J li'J ~ . ..L~ 
+ I: n .. h ... ,J n._.ih .. ,jJ ·· J 
• 1 _1. lJ l,JJ -n .. x n .. , lJ ~,J -n .• ,x n .. J rJ lJ lJ 1 J lJ 
2 I 2 2 2 2 
= :E :E [n .. (1 e + n .. h 1 j') + n .. :En .. ,h ... ,] i j l.J lJ ' J l.J j'fj lJ l,JJ 
2 
[ 2 1 1 ni · ~)2 2 = I: I: n1 j \ - - 2 J + n. . I: 
n .. , Ot l l.J 
. . m. . l.J J' r J.J· 1 J l.J m. . q. r l.J l. 
2 2 2j 
m •• m •• , q. l.J lJ l 
2 2 2 2 cl 
[ n. ( n Ot 2n. . Ot) n. . ( = :E. I:. ~j 1 + -~~· J'-. ....._ - lJ + ~lJ..__-::- I: 
q2. _m1 j. q 1. m2. . 2 . , 1 J m. . m. . q. J l.J l.J l. l.J l. 
2 2 
n~j' _ n~j)J 
m •. , m .. l.J l.J 
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2 3 ri 2 2 
( n~j - 20:' n .. n .. n~j') =EE 1J + 1J L: 3 2 2 i j m .. m .. q. q. m .. j' mij' 1J 1J 1 1 l.J 
= ~ (A. 22 - 2~ A. 33/q. + cr~A1. 22/q~) as in (30). i=1 1 0:' 1 1. 
The penultimate term is 
-1 -1) 
= L: tr(v.-v. 0 V. 
• -1. -1.,1-'-1 
1. 
= E tr[i;pi· .j(v-11) "j + E E }? ••• ,(v:-1)"'.] i J- ,J - J •. t_.L•l.,JJ -1. J J J J FJ 
= L: E t-J[(1/e)J + n .. h .. . J ][(1/e)I +h .. . J ] 
. j .r·l -n.. l.J l.,JJ-n.. -n.. l.,JJ-n .. 
1. l.J l.J l.J l.J 
+ L n, .h. . . I J h • .. I J } j 1 ~j l.J l.,JJ -nij x nij' l.,JJ -nij' x ~ij 
= L: L: (n . ./e2 + 2n~ .h. ../e + n~ .h~ .. + n~. L: n .. ,h~ .. , ) 
i j l.J l.J l.,JJ l.J l.,JJ l.J j'~j l.J l,JJ 
I 2 2 2 = L: L: [ n1. J' ( 1 e + n. jh. .. ) + n. . E n. . , h . j . 1 ] i j 1. l.,JJ l.J j'~j l.J 1., J 
2 2 
r-niJ , n. ,0:' 
" [ l.J 
= ~ ~ :... 2 \ 1 + 2 2 
1. J m. . m •. q. l.J l.J 1. 
2n .. 0:' ) 
- l.J 
m •• q. l.J 1 
\E nij ' - nij )-! 
•1 2 2 -· J m •. 1 m .• l.J l.J 
and, similar to the final reduction of t 1313 , this becomes, as shown in (31), 
- a - a2 cr4 2 
tl3e -i~l(Ail2 2 ;Ai23/qi + ~ilzAi22/qi). 
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Finally we have 
t = tr(v-ly v-ly ) 
ee - -e- -e 
and on substituting from (Al2) and (Al3) this becomes 
t = ~ ~ tr{(l/e2)I + 2(1/e)h ... J 
ee . . -n. . ~JJ-n .. 
2 
+ h. . .n .. J 
~,JJ ~J-n .. 
~J ~ J ~J ~J 
2 I 2 2 2 
= ~ ~ (n . ./e + 2n .. h. . . e + n .. h. . . + n .. ~ n .. ,h ... 1 ) 
. . ~J ~J ~,JJ l.J J.,JJ l.J ·1.1· l.J l.JJ ~ J J rJ 
2 2 2 
= ~ ~ [(n .. - 1)/e + (lie+ n .. h ... ) + n .. ~ n. "'h ... ,] 
i j l.J l.J ~,JJ l.Jj'fj l.J l.JJ 
n - c 
.. 
= ---=----2 
e 
= (n - c 
n .. 
~J 
+ 2 
m •. 
~J 
2n . . a) ~J + 
m .• q. l.J ~ 
)I 2 ~ ( 2 2 A I a4 A2 I 2) 
e + i~l Ai02 - 0 a il3 qi + a il2 qi 
as shown in (32). 
Balanced Data 
With n .. = n, c. = c, for all i and j, l.J ~ 
m .• = n(3 + e 
~J 
cnp cna + nS + e 
A. = and q~ = nc + e • 
J.pq ( nj3 + e) q -'- ~"' 
Ap - 12 
a(c - 1) 
X = 2 ' (ns + e) 
a y=------"::::-
(cna + ns + e)2 
and z 
we obtain, from (27) - (32): 
and 
t = a ( . en ) 2 ( nS + e e)2 = 
Q'Q' ns + e cna + ne + 
2 2 
c n y 
2 ( \2 acn ns + e 
= _.;...._ _ __,.. = 
(nS + e)2 cna + ns + e/ 
2 
en y , 
a en 
t =---~ 
ae (nS + e)2 
2 
( ns + e ) = cny ' 
cna + ns + e 
= ac(n - 1) 
2 
e 
2 2 2 2 2 2 
= an 2 [ c(cna + ns + e) - 2 cna(cna + ns +e) + c n a J 
( ns + e) (en a + ns + e) 2 
in which the numerator inside the square brackets can be simplified as 
= (nS + e) 2 + (c-l)(ns + e) 2 + (c-l)c2n2rl + 2cna[c(nS +e) - (cna+ns +e)+ cn0] 
= (nS + e) 2 + (c-l)(cna + ns + e)2 
and so 
2 2 
t = an ( c-1) + ___ a.;;...n _____ .,.. 2( ) cc 2 = n x + y • ~~ (ns + e)2 (cna + ns +e) 
Furthermore, since in (31) the powers of n in the A-terms are one less than 
those in (30) 
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And similarly for the first term of (32), so that 
t = tQ /n + (acn - ac)/e2 = x + y + z. 
ee tJe 
The 1-way classification 
With a213 = 0 and using w1• = n.e/(e + n.a), (25) and (26) give 1 . 1 
A = e -q 2: n~. ipq . 1J 
J 
and q. = (e + n. a)/e = n. /w .• 
1 1. 1. 1 
Thus from (27), (29) and (32) 
-2 2 2/ 2 -2 2 t = 2: e n.w. n. = e 2: w. 
aa 111. 1 
-2 2/ 2 -2 2/ t = 2: e n.w. n. = e 2: w. n. 
ae 1.1 1. 1 1. 
and 
~ r ci 2a e ni. 
tee = L.. L 2- e + n.a 3 + 
e 1. e (e 
2 2 
e n. l 1. 
2 ; + 
+ n.a) e4 ..J 
1. 
n 
- c 
2 
e 
~ ( cmi )2] _2 = e- 2:(c1. - l) + 2: 1- · + e (n - c ) e + n. a •• 
1. 
-2 2/ 2 
= e (2: w. n. + n 
1 1.. • • 
... a), 
as shown in (33). 
The Lagrange identity is 
2 2 2 2 2:a . Lb . - ( 2:a . b . ) = ~L: L: ( 8 . b . , - 8 1• , b 1. ) • i 1 i 1 i 1 1 i~i' 1 1 
Hence, with w = n. e/(n. a+ e) i 1. 1. 
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2 21 2 2 2 Ew. L.w. n. - (Lw.ln. ) 
. l . l 1. . l l. 
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Hence in (34) 
as in (35). 
Estimation of 1.1. 
1 I -1 ~c~ 1 t . ~v-1) 
-
V_ y_ = w w e emen s 1.n y. . 
-l.-1 i 
= L::: L::: L. y .. k(L::: elements in k'th row of j'th set of rows of v~ 1 ) 
i j k 1 J -1. 
= L::: L. L::: y .. k(lle + n .. h ... + L. n .. ,h ... ,),from (Al2) Rnd (!.13), 
i j k 1J lJ l,JJ jlfj 1J l,JJ 
= L::: L::: L::: y .. kim .. q. from (A27) 
. . k lJ lJ l 
l J 
= L::: L::: n .. y .. lm . . q. 
. • lJ lJ. l.J 1 
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= L::: - L::: - y. . as in ( 37 . 
. q. . m. . lJ. 
l l J 1J 
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= L: l: l: (1/e + n .. h ... + l: n .. ,h. . . , ) from above, 
.. k lJ l,JJ .,_L. lJ l,JJ l J J FJ 
[ 1 nij. a a ( nij' nij)l 
= I: l: l: - - - l: -- - - J , from 
. . k m. . 2 m .. q. . , m .. , m .. 1 J lJ m .. q. lJ l J lJ lJ lJ l 
= l: (~ :ij) (1 -~ L: nij) 
i J qi j miJ" ij 
and using the definition of q. this becomes 
l 
1'V-11 = I: (~ :~~) ~- as in (38). 
i J lJ l 
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