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Local transformations operating ina tessellated n-dimensional space are characterized 
by conditions of continuity and translation i variance. Nondeterministic as well as 
deterministic transformations are discussed. Populations of configurations which 
can be derived from an initial configuration using a nondeterministic transformation 
are considered and the analogy with linguistics is stressed. The Garden of Eden 
theorem plus compactness of the product opology is used to obtain the following: 
If a local transformation is a one-to-one function, it must also be onto and have a local 
inverse. Infinite as well as finite configurations are allowed in the domain of a local 
transformation. 
A tessellation is a division of space into cubes of uniform size, each of which can be 
in one of a finite number of states. We suppose that time passes in descrete steps and, 
with time, the states of the cubes change according to some "law of nature." A "law 
of nature" is a local transformation if there is no instantaneous action at a distance. 
This paper is a contribution to the characterization f those events and processes which 
can occur in a tessellated universe in which the "law of nature" is a local trans- 
formation. 
The results for the deterministic case are very satisfactory: If T is a tessellation and 
F is a function from configurations to configurations, then F is a local transformation 
if and only if F is continuous in the product opology, F commutes with translation 
and F applied to the quiescent configuration gives the quiescent configuration. The 
result for the nondeterministic case (Theorem one of Section 1) is much more 
complicated and less evidently interesting. 
In the last part of Section I, an example is given of a tessellation T and a function F
which commutes with translation, is computable and leaves the quiescent con- 
figuration unchanged. F is not totally defined. F can't be "explained" by any deter- 
ministic local transformation, even allowing interpolation of any number of inter- 
mediate steps between X and F(X). 
* This work was begun in the summer of 1969 when the author was working with Professor 
Hugo Martinez in the department of biophysics and biochemistry atthe University of California 
Medical Center in San Francisco. 
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Tessellations with local transformations attached may be useful for making models 
of morphogenesis. It would seem natural to think of the developing architecture of 
cell colonies as being governed by a probabalistic local transformation. One model of 
this type for two-dimensional cancer growth has been proposed by Trevor Williams 
and Roll Bjerknes [10]. In Section 2 we describe populations of configurations which 
can be derived from an initial configuration using a nondeterministic local trans- 
formation. Thus we get "phrase structure grammars" whose associated "languages" 
are sets of configurations in space. Theorem 2 is an easy generalization of the well- 
known equivalence between context sensitive languages and sets accepted by linear 
bounded automata. 1 This theorem is intended to indicate that most natural classes of 
configurations can be derived via a local transformation. It doesn't contribute anything 
to biology but it seems to be evidence for the possibility of such a contribution. 
In Section 3 we combine the ideas of Section 1 with the Garden of Eden theorems 
of Moore and Myhill to get some results about tessellations with deterministic local 
transformations. Probably the most interesting result of Section 3 is: I f  a local trans- 
formation is a one-to-one function, it must have an inverse which is also a local 
transformation. 
I. A tesselation T is a triple (n, S, So) , where n is a natural number called the 
dimension of T, S is a finite set called the set of states of T, and s o is a special element 
of S called the quiescent state. 
Let T ~ (n, S, So) be a tessellation. A configuration of T is a function C from Z n, 
the set of n-tuples of integers, into S. 
Suppose we are observing some process in n dimensional space. A configuration i  
a tessellation may be used as a partial description of a state of affairs at an instant 
during this process. We assume a coordinate system and divide space into cubes of 
uniform size in such a way that each point with integral coordinates i at the center 
of one cube. We prepare a list of questions, Q1 ..... Qk, which are applicable to these 
cubes and which can be answered yes or no. Let I be an instantaneous state of affairs. 
I is represented by the configuration C such that, for all a in Z n, C(a) is equal to the 
list of answers to Q1 .... , Qk when applied to the cube with coordinates ~. 
We will often think of configurations as objects in space rather than as functions. 
The a cube of a configuration will mean the cube with coordinates ~. To say the 
cube of C is in state s will mean C(a) = s. 
Let C be a configuration of (n, S, So). The support of C will be the set of coordinates, 
a, such that C(a) ~ s o . The support is the part of C which is not quiescent. 
A pattern is a function from Z n into S which is only defined at finitely many points. 
The domain of a pattern is the set of points at which it is defined. 
1 A slightly different form of theorem two has been proved independently by David L. 
Milgram and Azriel Rosenfeld (see 5). 
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I f F  is a pattern and c~ is in Z n, then F ~ shall be the pattern obtained by translating 
F by ~, i.e., F(fi) = F~(a -t- fi) for all ft. 
We shall say that two patterns agree, or that a pattern agrees with a configuration 
if they are equal on the intersection of their domains. The relation of agreement 
between patterns is not transitive. Suppose F agrees with G and G agrees with H. 
We can only be sure that E agrees with H if we know that the intersection of the 
domains of F and H is contained in the domain of G. This will always be true if the 
domains are linearly ordered by set inclusion. 
A finite neighborhood condition, P(c~, C) is specified by a finite list of patterns, 
F 1 .... , F~. For ~ in Z n and C a configuration, we say that P(~, C) is true if and only 
if C agrees with one of F1 ~, .... Fk ~. 
Let T be a tessellation. A production over T is an expression of the form P(a, C) --~ s, 
where P(~, C) is some condition on a and C with ~ ranging over the points in Z ~ and 
C ranging over the configurations of T; and s is one of the states of T. We will say 
that a production is P(a, C) -+ s is admissable if P(0, Co) is false where C o is the 
quiescent configuration, or if s = s o . A production P(~, C) ~ s should be interpreted 
as saying: if P(a, C) is true it may happen that in one step C is changed into C' with 
C'(a) = s. An admissible production is one that would not allow the quiescent 
configuration to be changed into anything other than the quiescent configuration. 
A local transformation rule over T consists of a finite list of admissible productions 
over T 
Pl(Ot, C) --~ r l ,  
g~(~, C) ~ r,~, 
Pk(a, C) -~ rk, 
where each Pi(c~, C) is a finite neighborhood condition. We always assume there is 
some Pi(~, C) in the list with Pi(O, Co) true and rl = So. 
Let R be a local transformation rule over T. The local transformation generated 
by R, =~R, is a relation between configurations of T defined as follows: I f  X and Y 
are configurations of T, X ~R Y if and only if for all/3 in Z" there exists a production 
Pi(~, C) -~ r i in R so that Y(fi) = ri and Pi([3, X) is true. 
Let (Ci) be an infinite sequence of configurations. We say C is a point of 
accumulation of (Ci) if every pattern which agrees with C also agrees with C i for 
infinitely many i. (Recall that by definition a pattern has only a finite domain.) 
LEMMA 1. Every infinite sequence of configurations has a point of accumulation. 
Proof. Let (Ci) be an infinite sequence of configurations. Suppose (,~) is an 
enumeration of points in Z ~. There exists a sequence (Fi) of patterns o that the domain 
of F i is (e 9 [j ~ i}, F~ agrees with Cj for infinitely many j, and F i agrees with F i .  a 
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for all i. Let C* be defined by C*(~) = Fi(~i) for all i. Then C* is a point of accu- 
mulation of (Ci). 
Let T be a tessellation and R a binary relation on congfiurations of T. Let properties 
A, B, C, and D be as given below. 
(A) Co, the quiescent configuration, is terminal with respect o R, i.e., C o R C 
if and only if C = C o . 
(B) R is translation invariant, if F is any translation then X R Y if and only if 
(FX) R (FY). 
(C) R is forward continuous; if (Ci) is any sequence of configurations in the 
domain of R with a unique point of accumulation C*, then C* R Y if and only if Y 
is a point of accumulation of a sequence (Di) so that Ci R Di for all i. 
(D) Independence: I f  C is any configuration and a 1 ,..., e~ k is any finite sequence 
of points from Z n and r 1 ,..., rk is any corresponding sequence of states of T and for all i 
there is a configuration Di so that C R D i and Di(e~i) = ri, then there is a configuration 
D so that C R D and, for all i, D(e~i) = ri. 
TI~EOREM 1. I f  R is a local transformation then R has properties A, B, C, and D. 
On the other hand, if a binary relation R has properties A, B, C, and D there is a local 
transformation =~ so that X R Y if and only if X ~ Y, for all X in the domain of R. 
Proof. It  is obvious that a local transformation has properties A, B, and D. To 
prove that a local transformation has property C, suppose R is a local transformation. 
Let (Ci) be an infinite sequence of configurations in the domain of R and assume C* 
is the unique point of accumulation of (Ci). 
First suppose given (Di) such that Ci R Di for all i. Assume Y is a point of accu- 
mulation of (Di). We must show that C* R Y. Let ~ be fixed. Y(~) = Dt(o~) for 
infinitely many i. There must be a production P(~, C) -~ Y(~) in the rule for R so 
that P(~, Ci) is true for infinitely many i. Since (Ci) tends uniquely to C* we must 
have P(c~, C*) true. Since o~ was arbitrary, C* R Y. 
On the other hand, assume C* R Y. Define (Di) as follows: For each i and ~, let 
D~(c 0 =- Y(~) if there is a production P(~, C) ~ Y(~) in the rule for R so that P(c~, Ci) 
is true. Otherwise, let D~(c~) = r so that there is a production P(c~, C) ~ r in the rule 
for R with P(~, Ci) true. This can be done since Ci is in the domain of R. For all i, 
Ci R Di. We need only show that Y is a point of accumulation of (Di). Let F be any 
pattern that agrees with Y. Suppose the domain o f f  is ~1, a., ,..., ~ .  We have to show 
that F agrees with infinitely many D i . By the definition of (Di), we need only show 
that there are productions PI(~, C) ~ Y(C~l) , P2(c~, C) --~ Y(c~),..., P~(~, C) ~ Y(~j) 
in the rule for R so that, for infinitely many i, Pl(C~x, C,) and P2(c~, Ci), and "" and 
P~(a~, Ci) are true. Since C* R Y there are such productions with Pl(al, C*) and 
P2(c~, C*) and ' - -  and P~(aj, C*) true. Since Pl(a, C), P2(a, C),..., Pj(a, C) are finite 
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neighborhood conditions and thus their truth depends upon agreement with certain 
patterns, and since C* is a point of accumulation of (Ci), it follows that there are 
infinitely many i with P l (a l ,  Ci) and P~(a2, C 0 and "-- and Pj(a~, Ci) true. 
So we have established that a local transformation has property C. 
To prove the second part of the theorem, suppose that R has properties A, B, C, 
and D. Let So, s 1,..., sk be the states of the tessellation T. Let P be the set 
of productions 
{~Y(C R Y and Y(a) = s i ~ s i : i = O, 1,..., k}. 
Define Rp as follows: For configurations C and D, C Rp D if and only if 
'Ca ~ Z" ~ Y(C R Y and D(a) = Y(a)). 
C R D implies C R e D. 
Assume C R e D. By definition of R e , for any point a in Z n, there is a configuration 
D~ which agrees with D at ~ and is such that C R D o . R has the independence property. 
So if F is any pattern which agrees with D, there is a configuration DF which agrees 
with F so that C R Dr .  We can find a sequence (Dr) which has D as a point of accu- 
mulation. Since R is continuous, C R D. 
So R e is the same as R. R e , however, may not be a local transformation. We may 
have to change P slightly to get a local transformation. This is done below. 
Let PN be the set of productions 
i 3X3Y(XRY and Y(a) = s~ and C(a + fl) = X(a + fi) for all fit with 1/31 ~N-- -~s i :  i=0 ,  1 ..... k. 
The conditions on the left hand side are finite neighborhood conditions. I claim that if 
N is taken large enough, the conditions are admissible so that Pu is a local trans- 
formation rule, and also ~eu , the local transformation generated by PN, agrees 
with R e on the domain of R, i.e., XR e Y if and only if X ~eN Y for all X in the 
domain of R. This is demonstrated in the following two lemmas. 
LEMMA 2. There is a number N 1 so that i f  N is greater than N 1 , PN is a local 
transformation rule. 
Proof. We need only prove that the productions are all admissible for sufficiently 
large N. Suppose not, and assume that the i-th production (for i > 0) is inadmissible 
for arbitrarily large N. There must exist a sequence of configurations (XN) and a 
sequence (YN) SO that, for all N, XN R Yu and, for some ~, YN(a) = si and, for all// 
with 1/3 ] ~ N, X(~ + fl) = s o . By translation invariance, we can set a = 0 in all 
cases. I f  we do this, (XN) will have C O as its unique point of accumulation, and (Yu) 
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will have as point of accumulation some Y* where Y* @ C o . Thus, by continuky, 
C o R Y* and Y* @ C o . However, R has property A; so this gives a contradiction. 
LEMMA 3. There is a number N2 so that if N is greater than N2, we have X R Y 
if and only if X ~en Y for all X in the domain of R. 
Proof. X R Y implies X ~en Y for all X in the domain of R. For a proof by 
contradiction, suppose the converse is false for arbitrarily large N. Then there are 
sequences (XN), (YN) with (XN) in the domain of R so that XN ~e n YN but not 
XN R YN. There must be, for each N, a point aN so that, for all Y, XN R Y implies 
Y(aN) va YN(aN). (Otherwise, since R has properties C and D we would have 
XN R YN .) Since R has property B, we can translate any pair (XN, YN), moving 
aN to 0. Thus, there exist sequences (XN), (YN) with (XN) in the domain of R, 
XN ~e N YN and Xu R Y implies Y(0) @ YN(O). 
Since there are only finitely many possibilities for YN(0), we can assume that there 
exist sequences (XN), (YN) with the above properties and also YN(0) = Si for all N. 
Any sequence of configurations can be refined to a sequence with a unique point of 
accumulation. So we may assume that there exist sequences (XN), (YN) such that 
(1) (XN) has a unique point of accumulation, X*, 
(2) For all Y, XN R Y implies Y(0) v~ si, 
(3) YN(0) = s, for all N, 
(4) XN ~e N YN for all N, 
(5) X N is in the domain of R for all N. 
By (3) and (4), there exist sequences (XN'), (YN') SO that, for all N, Z N' R YN' and X N' 
agrees with XN at all a with ] a[ ~ N and YN'(0) = si. X* is the unique point of 
accumulation of (XN'). If Y* is a point of accumulation of (YN') we have X* R Y* 
and Y*(0) ~ si. But (XN) also tends uniquely to X*. Since R has property C, there 
exists a sequence (Y~) so that X~ R YN for all N and (Y~) has point of accumulation 
Y*. But this would imply Y~(0) = si for some N, contradicting (2). So the lemma is 
proved. 
To complete the proof of the theorem we take ~ to be ~en where N is greater than 
N 1 of Lemma 2 and also greater than N~ of Lemma 3. 
COROLLARY 1. I f  R is a binary relation on the configurations of T and the domain 
of R is the set of all configurations ofT, then R has properties A, B, C, and D if and only 
if R is a local transformation. 
Proof. By the theorem, if R has properties A, B, C, and D we can find a local 
transformation ~ which agrees with R on its domain. 
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COROLLARY 2. Suppose F is a totally defined function from configurations of T to 
configurations of T. Then F is a local transformation if and only if F(Co) = Co, F 
commutes with translations and F is continuous in the product opology. 
Proof. Any function has property D. For functions, property C is equivalent o 
continuity in the product topology. 
Let F be a function from configurations of T to configurations of T. We will say 
that F is computable if and only if there exists a Taring machine M so that, for any 
configurations X and Y, F(X) = Y if and only if M, when given any ~ in Z n and 
allowed to ask questions about states of cells in X, will compute Y(~). 
COROLLARY 3. Suppose F is a totally defined function from configurations of T to 
configurations of T. Then F is a local transformation if and only if F(Co) = Co, F 
commutes with translation and F is computable. 
Proof. A computable function is continuous in the product opology if it is totally 
defined. 
COROLLARY 4. Suppose R is a local transformation whose inverse is a .function. 
(We do not assume this function is totally defined.) Then there is a local transformation S 
so that, for all Y in the range of R, X R Y if and only if Y S X. 
Proof. The inverse of R has properties d and B. It also has property D since it is 
a function. We need only show that the inverse of R is a continuous function. Let 
(Y,,) be a sequence from the range of R with a unique point of accumulation, Y*. 
Let (X,,) be the sequence such that X ,  R Y~ for all n. Let X* be a point of accu- 
mulation of (X,,). X* R Y* since R has property C. So the inverse of R is a continuous 
function. 
Corollary 3 indicates the desirable features of a deterministic universe in which 
the laws of nature are a local transformation rule. The rest of this section is used to 
define a collection of sequences of events which could not occur in such a universe. 
From now on, a local transformation which is a function will be called a deter- 
ministic local transformation. I f  ~ is a local transformation, we will write X ~*  Y 
if and only if there exists a finite sequence of configurations, X a ,..., X~,, so that 
X = X 1 and, for all i < n, X i ~ Xi+l and X~ ~ Y. Let T 1 and :/'2 be tessellations. 
We will say that T 2 is an extension of T 1 if T1 = (n, $1, so) and T2 = (n, $2, so) with 
S 1 _C S~. Let T 1 be a tessellation and let F be a partially defined function from 
configurations of T 1 to configurations of T1. We will say that F is natural if there exists 
an extension T 2 of T1 and a deterministic local transformation => operating on Tz 
so that X ~ * F(X) for all X in the domain ofF. An unnatural function is, so to speak, 
one that can't be explained in a universe with a deterministic local transformation 
rule. An example is given below of a very simple unnatural function. 
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Let T = (1, {0, 1}, 0). The domain o fF  will be the configurations with no infinite 
blocks of l's. Let X be such a configuration. We define I1, the value o fF  at X as follows. 
Let a be any integer. I fX(a)  ---- 1 then Y(c 0 = 0. Suppose X(a) = 0. I fX (a  --  1) = 0, 
then Y(a) ~0.  Suppose X(a - -  1) =X(a - -2 ) - -  - -X (a - -n )  = 1 and 
X(a -- n -- 1) = 0. Then Y(a) = 1 if and only if X(c~ + n) = 1. 
F is computable. F(Co) = C o . F commutes with translation. We will show that F 
is not natural. 
Let T' = (1, S, 0) where {0, 1} _C S and let =~ be any deterministic local trans- 
formation defined on T'. We will write X ~n y if Y is obtained by applying =~n 
times starting with X. Assuming that for all X in the domain o f f  there is an n so that 
X ~nF(X)  we will get a contradiction. 
There is a number so that if X => Y, the value of Y(a) can be determined from the 
values of X(a  + i) for i with ] i I ~ r. If X =~n y, the value of Y(a) can be determined 
from the values of X(a + i) for i with ] i [ ~< nr. 
We define configurations X~ 'k, X~ "~, C1 k as follows: 
Xg '~(a)= 1 if k - -1  >~a/>k- -p ,  
X~'~(c~) = 0 otherwise 
X~'k(k + p) = 1, 
X~"k(a) = X~'~(a) for all a other than k + p, 
Clk(k) = 1, 
Clk(a) = 0 for all a v~ k. 
By definition ofF, F(X~ "k) = C o ;F(X~ "k) = Clk; F(C11~) = C o . Thus, for every p 
and k there exist numbers L, m, and n so that 
X~ ''~ ~ C~ ~ 2- C0, 
X~,k rl C 0 . 
L, m, and n are independent of k. L is uniquely determined by p since => is a function 
and C o =:- C O . 
We define addition of configurations as follows. X + Y = Z if Z(c 0 = 1 if and 
only if either X(a) = 1 or r (a)  = 1. 
I f  we choose k large enough so that (L + m + n)r < k --  p, we will have, for some 
number q, 
X~ "0 -I- X~ 'k q C1 k, 
Xt "k s C1 k, 
X~ "k ~ Co. 
Thus we can assume n ~ L for all p. 
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Assume Xf  'k ~LC1 k and X~ '''7r ~z 'C lk .  I f  we choose k so that k - -2p  > 
(L + L' + m)r we will have, for some number q, 
',o + x (  s c10 + 
X~,,o s Qo, 
X~"'k ~q Clk. So L = L'  : q. 
Thus we have the odd result that L must be independent of p as well as k. Now 
choosing p larger than Lr, we must have Xg "k ~L C1~:. But since n ~ L, this would 
imply C o ~L-n C1 , which is impossible. 
II. Let T be a tessellation. Some classes of configurations of T seem more 
natural than others. A class F is natural if the configurations in F have something in 
common. In the case of a class of finite configurations, it often happens that the 
common feature of a natural class is that everything in the class can be derived by 
some process from a single initial configuration. I f  we assume the derivation is governed 
by a local transformation rule, we get the following definitions of "language" and 
"grammar". 
A "grammar" is a triple (T, ~, C) where T is a tessellation, => is a local trans- 
formation of T, and C is a finite configuration of T called the initial configuration. 
Let (T, ~ ,  C) be a "grammar". The "language" generated by (T, ~, C) is defined 
to be the set of configurations Y, such that Y can be obtained by translation from some 
configuration X with C ~*  X and X ~ X. (:>*, the transitive closure of 3 ,  is 
defined earlier) 
I will keep the quotation marks to distinguish "languages" from the languages of 
linguistics. 
A "context sensitive language" is one with a "grammar" (T, ~>, C) where ~ never 
changes a nonquiescent cube to a quiescent one, i.e., X ~ Y and X(~) v a s o implies 
Y(~) @ s o . The rest of this section will be concerned with "context sensitive 
languages." There are, no doubt, other interesting sorts of "languages", possibly 
"regular languages," for example, but they haven't been investigated or, as far as 
I know, even defined. 
A language is context sensitive if and only if it is the language accepted by some 
linear bounded automaton. This seems to me to be the central theorem about context 
sensitive languages; see [4]. 
Our next step is to define "linear bounded automaton." The main idea is to have 
a finite state machine which operates inside the support of a configuration, which can 
only occupy one cube at a time, and which may be nondeterministic. We wish to have 
the possibility of simulating the machine by a local transformation. For simplicity, 
we will identify the machine with the simulation. 
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Let T be a tessellation. Say T = (n, S, So). A "linear bounded automaton" over T 
is a quadruple (T', =>, u 0 , u!), where T' = (n, A u (A • I), So) for some set I and 
some set A with S C A; => is a local transformation over the tessellation T'; and u 0 
and u! are elements of I. We require that =~ have the following three properties: 
(1) I f  X ~ Y, then the support of X and the support of Y are equal. 
(2) I f  there is just one ~ such that X(a) ~ A • I and X ~ Y, then there is just 
one ~ so that Y(a) ~A • I. 
(3) I f  X is a configuration with all cubes in states from 3 and X =~ Y, then 
Y=X.  
In case there is just one a so that X(a) 6 A • I, this a will be called the scanned 
cube of X; we think of the machine as being at point a in X. 
Condition (1) means that the machine can't leave the support of the configuration 
it is investigating. Condition (2) says that the machine can't act in more than one 
place at a time. Condition (3) says that nothing happens unless it is done by the 
machine. 
Let T be a tessellation and (T', ~ ,  u 0 , u!) a "linear bounded automaton" over T. 
I f  o~ is a point in the support of a configuration, C, of T, let I(~, C) be the configuration 
of T' which is equal to C at all points other than o~ and at a has state (C(~), u0). We say 
that (T', =~, u0, u!) accepts C if there exists an a in the support of C and a sequence 
Do, DI,..., Dk such that I(a, C) ~ D o => D 1 =~ "- => D k and every cube in the 
support of C has been scanned once in this derivation and the scanned cube of D k 
has state (s, u!) for some s in _d. 
The intention of the above is that the machine must peruse every nonquiescent 
cube and then go into the affirmative state u!. 
THEOREM 2. Let F be a class of configurations of a tessellation T. F is a "context 
sensitive language" i f  and only if there exists a "linear bounded automaton" M so that F 
is exactly the set of configurations which are accepted by M. 
Proof. Suppose F is a "context sensitive language" generated by (T, =~, C) 
where T ---- (n, S, so). We must describe a machine M = (T', =~', u0, u!) which 
accepts F. 
The idea of M is simple. Given X, M walks at random on the support of X; then 
attempts to construct a representation of C somewhere on the support of X; then, 
by repeated applications of ~ ,  attempts to generate a representation f X; then checks 
to see if X =~ X; I f  so and X has been generated from C, M declares X accepted. 
The problem is really only to show that M, which can only be in one place at a time 
can simulate ~ which may operate simultaneously over a large area. 
A program for M is given below. Let r be the least number such that if X =~ Y 
then the possible values for Y(o~) are determined by the values X(o~ + fl) for fl with 
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I fl ] ~ r. We define an r path through Z n to be a sequence of points from Z n, a l ,  
as ,..., ak, such that the distance from each point to the next is ~r .  The path connects 
its first and last element. A set of points in Z ~ is r connected if every two points can be 
connected by an r path. A configuration is r connected if its support is r connected. 
r connected means connected from the point of view of a person with leaping power r. 
We will assume that the initial configuration C is quiescent at all points other than the 
origin. This assumption allows some simplification of the programme for M. On the 
other hand, it is not a real limitation since given any "grammar" we can always find 
another "grammar" which generates the same "language" and which has an initial 
configuration satisfying the assumption. Allowing this assumption then, C is certainly 
r connected. ~ changes r connected configurations to r connected configurations, o 
every configuration in F is r connected. We will need this to show that the scanning 
mechanism of M works on configurations of/1. 
(For people who do not wish to read the program below: Assume that the only 
problem is the design of a scanner. This may be seen as a stepping stone problem. 
Assume we have a lake with a finite r connected pattern of stepping stones on it. 
We wish to instruct an automaton in such a way that it can paint all the stones and 
never have to step on any stone which has been previously painted. Of course, we 
assume the jumping power and seeing power of the automaton is bounded, as is the 
length of his brush. Clearly, we need only tell the automaton how to paint the first 
stone in such a way that the unpainted part of the pattern remains r connected. 
A solution would be to tell the automaton to dip its foot in the water and hop at 
random on the stones, never hopping to any stone on which it sees its own wet 
footprint. The first stone at which this process terminates is the first stone to be 
painted.) 
In the following, we will think of M as moving over the support of X, printing 
and erasing symbols in the nonquiescent cubes. M never obscures the original state 
of a cube, i.e., M in a cube near/3 can always read X(/3). The symbol ~ stands for the 
coordinates of the scanned cube. An instruction such as c~ - -  a q-/3 tells M to move 
in the direction and distance of/3. V shall be the set of/3 in Z ~ such that ]/3 I ~< r. 
M obeys the instructions given, starting from the first and making random choices 
where indicated. 
(1) 
(2) 
(3) 
(4) 
(5) 
printed 
such fl, 
Pick/3 in V such that X(c~ -b/~) 4- s o 9 
Set c~ = a +/3 .  Return to (l), or 
Print a representation f C(0) at a. 
Print 0 from V at c~. 
Pick /3 in V such that X(c~ +/3)  4= s o and c~ q-/3 has no symbol from V 
on it and no representation f a pattern F printed on it. In case there is no 
go to 8. Otherwise 
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(6) Set c~ = c~ +/3  
(7) Print/3 in the ~ cube. Return to 5). 
(8) In cube ~, print the pattern F which is defined at all points within distance 
r of the origin and is such that F ~ agrees with the configuration whose representation 
is printed on X. (If there is no visible representation of a state printed on a cube, 
that cube is assumed to have a representation of the quiescent state printed on it.) 
(9) Erase the symbol/3 which is printed at ~. Also, if there are any + or --  
symbols printed at e, erase them. 
(10) If/3 @ 0, set ~ = ~ --/3. Return to (5). Otherwise 
(11) P r in t0 f rom Vat  =. 
(12) Pick/3 in V such that X(~ +/3) @ s o and ~ +/3  has no symbol from V 
printed on it and no representation f a state s printed on it. In case there is no such/3, 
go to 15. Otherwise 
(13) Set c~ = ~ +/3.  
(14) Print/3 in the e cube. Return to 12). 
(15) Erase pattern F printed at ~. Erase any representation f a state at ~. 
Print a representation of some state s such that 3X3Y (X agrees with F and X =~ Y 
and Y(~) = s). 
(16) Erase the symbol/3 which is printed at c~. 
(17) If/3 v~ 0, set a = ~ -- t3. Return to (12). Otherwise 
(18) Print 0 from V at ~. 
(19) Pick/3 in V such that X(c~ +/3) 4= s o and e 9-/3 has no symbol from V 
printed on it and no q- or --  symbol printed on it. In case there is no such/3 go to 
(22). Otherwise 
(20) Set ~=e~+/3 .  
(21) Print/3 in the ~ cube. Return to (19). 
(22) Check whether or not X(e) is represented at ~. If so and if it is consistent 
with that part of X which is within distance r to assume X ~ X, print -]- at ~. 
Otherwise print --  at ~. 
(23) Erase the symbol/3 which is printed at ~. 
(24) If/3 4= 0, set ~ = ~ --/3. Return to (19). Otherwise 
(25) Announce X conditionally accepted if no --  has been printed since the 
last application of instruction (18). Otherwise, return to (4). 
The following lemma shows that the machine does what is wanted. 
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LEMMA. Suppose X is a finite and r connected configuration of T with no fl from V 
printed on it. Let a be a point in the support of X.  
(1) Suppose X has no pattern F printed on it. I f  we set o~ = a and begin the machine 
at instruction (4), the machine will execute instruction (8) once at each point in the support 
of X and then go to instruction (11). When it does this, X will have a pattern printed on 
each cube in its support but will not have any [3 from V or + or - -  printed on any cube. 
(2) Suppose X has a pattern printed on each cube of its support. I f  we set a = a 
and begin the machine at instruction (11), the machine will execute instruction (15) once 
in each cube in the support of X and then go to instruction (18). When it does this, X will 
have one representation of a state printed on each cube and will not have any pattern or 
[3 from V printed on any cube. 
(3) Suppose X has one representation of a state printed on each cube of its support 
but no + or -- printed on any cube. I f  we set a = a and begin the machine at instruction 
(18) the machine will execute instruction (22) once in each cube and then go to instruction 
(25). 
Proof. Only (1) will be done. The proof is by induction on the cardinality n of 
the support of X. For n -- 1, our assertion is true by inspection. Suppose that the 
assertion is true for n = k. Let X be an r connected configuration of T with k + 1 
points in its support. Assume X has no [3 from V printed on it and no pattern printed 
on it. Let a be a point in the support of X. Assume M begins with a = a at instruction 
(4). Let a i be the first value of a at which M goes to instruction (8). Following (4)-(7), 
M must have allowed a to assume a sequence of values a, a 1 , a2 .... , a j .  This sequence 
has several interesting properties. Any point of the support of X within distance r 
of a t appears in the sequence. M has printed on each at a vector from the preceding 
point to a i . No point appears twice in the sequence. The set {a, a 1 , a~ ,..., as_l} is r 
connected. From this we can show that support (X) - -  {as} is r connected. Suppose 
b 1 ,..., b~ is any r path through the support of X with neither bl nor b~ equal to a s . The 
claim is that we can always find an r path through the support of X from b 1 to b~, 
which doesn't go through aj .  If this claim were false there would have to be such a 
path of length three from which a t can't be eliminated. Assume bl,  a t , b~ is such 
a path. Since b~ and b~ are within distance r of a t and are in the support of X, they 
must appear in the set {a 1 ..... as_l}. But this set was r connected and didn't include 
a t . So b 1 and b~ can be connected by an r path which doesn't go through a t . 
Define X '  to be the configuration which is quiescent at a t and is equal to X at all 
other points. The support of X '  is support (X) - -  {ag}. So X '  is r connected. 
Now consider M at aj- in X. M executes instructions (8) and (9), i.e., M prints an 
appropriate finite pattern and then erases any [3 or + or -- printed at a t . Then M 
executes instruction (10) with/3 v a 0. This means that M returns to a~_ 1 and instruction 
(5). 
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Suppose M had been started with a ---- a at instruction (4) in X'.  M could have 
visited a, a 1,..., aj_ 1 and found itself in aj_ 1 at instruction (5). Instructions four 
through ten don't distinguish between cubes which are quiescent and cubes with 
patterns printed on them. Thus if M operates correctly on X',  it also does so 
on X. But, by induction, M does operate correctly on X '  and so the lemma is 
proved. 
Suppose X is conditionally accepted by M. We will say that X is accepted by M 
if in the course of conditionally accepting X, M has scanned every cube in the support 
of X. M accepts X if and only if X is r connected and M conditionally accepts X. 
This follows from the lemma and the fact that M can't scan all of the support of a 
configuration unless it is r connected. 
I f  M accepts X, then D ~*  X, where D is a translate of C, and X ~ X. Thus, 
for some Y, C ~ * Y and Y ~ Y and X is a translate of Y. So X is in/1. On the other 
hand, if X is in F, D ~*  X and X ~ X where D is a translate of C. So M conditionally 
accepts X. But X is r connected since it is in f'. So M accepts X. 
The translation of the program into a "linear bounded automaton" which fits 
the definition seems to be a mechanical and not very rewarding process, especially 
in view of Theorem 1, so it will be omitted. 
The proof of Theorem 2 in the other direction will only be sketched. Suppose M 
is a "linear bounded automaton" which accepts a set T' of configurations of tessellation 
T. A "grammar" to generate/1 will operate in the following way. Assume everything 
in / '  is r connected. From the initial configuration we generate an arbitrary r connected 
configuration X of T with an observor in the configuration. Then the observer 
imitates M. I f  M accepts X, the observer dissappears, leaving X. I f  M does not 
accept X, the observer continues acting forever. For an elaboration of this idea, 
see [4]. 
Many other theorems about context sensitive languages can be changed into 
theorems about "context sensitive languages". For candidates, see [4]. 
Theorem 2 gives some support to the idea about natural classes of configurations 
which was expressed at the beginning of this section. I f  it is easy for a human being 
to recognize an element of T', I would expect hat there would exist a "linear bounded 
automaton" which accepts/ ' .  Then T' can be derived from an initial configuration 
in a fairly direct way. 
The following problem is open, as far as I know: Let / '  be a "context sensitive 
language" of a tesselation T. Is it always true that the set of finite, connected con- 
figurations of T which are not in/1 is a "context sensitive language ?" 
II I . One version of the garden of Eden theorem of Moore and Myhill is the 
following: Let T be a tesselation and ~ a deterministic local transformation on T. 
Let ~ be the restriction of =~ to the finite configurations of T. Then ~ is a one-to-one 
function if and only if ~ has the property that given any pattern F there exists a 
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configuration Y in the range of ~ such that F agrees with Y. For a discussion of this 
theorem, see [1, 6, 7]. 
THEOREM 3. Let ~ be a deterministic local transformation and let ~ be =. restricted 
to the finite configurations. Then 
is one-to-one ~ is one-to-one 
is onto ~ is onto 
Proof. I f  ~ is onto, then ~, is one-to-one by the Garden of Eden theorem. 
Suppose ~ is one-to-one. Let Y be any configuration of T. Let (Fn) be a sequence 
of patterns so that Y is the only configuration which agrees with all (Fn). By the 
Garden of Eden theorem, there are sequences of configurations (Xn), (Y,,) so that, 
for all n, Xn ~ Yn and Y~ agrees with Fn .  Let X* be a point of accumulation of 
(Xn). X* ~ Y. Since Y was arbitrary, we have proved that ~ is onto. X* need not 
be finite, so the same proof can not be used to show that ~ is onto. 
Conversely, suppose ~ is onto. Given any pattern F, there is a configuration i  the 
range of =~ which agrees with F. But since F has finite domain, there is also a con- 
figuration in the range of ~ which agrees with F. So, by the Garden of Eden theorem, 
is one-to-one. 
Next, assume ~ is one-to-one. This immediately implies that ~ is one-to-one. 
Thus ~- is both one-to-one and onto. By Corollary 4 to Theorem 1, =~ has a local 
transformation asinverse. Let Y be any finite configuration. We know that there is an 
X so that X ~ Y. X must be finite since the inverse of ~ is a local transformation. 
So ~ is onto. This completes the proof of Theorem 3. 
COROLLARY 1. ~ is one-to-one if and only if the inverse of ~ is a local transformation. 
Proof. I f  ~ is one-to-one it must be onto. By Corollary 4 to Theorem 1, ~ has 
a local inverse. On the other hand, suppose ~ had a local inverse, S. ~ is onto. So 
is one-to-one. So S restricted to the finite configurations i  deterministic. But then 
S must be deterministic. So ~ is one-to-one. 
There are examples [1] to show that it is possible to have ~ one-to-one but not 
onto, and also possible to have ~ onto with =~ not one-to-one. Thus Theorem 3 
is as good as possible in the sense that there is no valid implication amongst he four 
properties mentioned which does not follow immediately. 
57I/6[5-2 
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