In this paper, we use PDE and probabilistic methods to obtain a kind of quasi-continuous random variables. We also give a characterization of M p G (0, T ) and get a kind of quasi-continuous processes by applying Krylov's estimates. Furthermore, the Itô-Krylov formula under the Gexpectation framework is established.
Introduction
Let Ω = C d 0 (R + ) and L ip (Ω) be the space of all bounded and Lipschitz cylinder functions on Ω (see Section 2 for definition). Motivated by model uncertainty in finance, Peng 2004 Peng -2005 firstly constructed a kind of dynamically consistent fully nonlinear expectations on (Ω, L ip (Ω)) by stochastic control and PDE methods (see [9, 10] ). An important case is G-expectationÊ [·] , which is a sublinear expectation. Under G-expectationÊ [·] , the canonical process (B t ) t≥0 is called G-Brownian motion. The completion of L ip (Ω) under the norm
. Under the G-expectation framework, the corresponding stochastic calculus of Itô's type and the existence and uniqueness theorem of G-SDEs were also established by Peng in [11, 12] .
Denis et al. [1] obtained a representation theorem of G-expectationÊ[·] by using stochastic control method: where P is a family of weakly compact probability measures on (Ω, B(Ω)). Furthermore, they gave a characterization of the space L p G (Ω), which shows that every element in L p G (Ω) is quasi-continuous (see Section 2 for definition). The representation theorem of G-expectationÊ [·] were also obtained in [5] by using a simple probabilistic method. Based on representation theorem, the properties of the solutions to G-SDEs were discussed in [2] .
On the classical probability space (Ω, B(Ω), P ), every random variable is quasi-continuous (Lusin's theorem). But under the G-expectation framework, it is difficult to verify that whether a random variable is quasi-continuous or not, because the elements in P are singular. The question is how big the space L In this paper, we partly solve this kind of problems, but our results imply that the space L p G (Ω) (resp. M p G (0, T )) is big enough to contain some useful random variables (resp. processes). We first use PDE and probabilistic methods to obtain some polar sets associated to X t , which is the solution to a multi-dimensional G-SDE. Then we apply these polar sets to obtain some quasi-continuous random variables. In particular, I {Xt∈[a,b]} is quasi-continuous. Next we give the characterization of M p G (0, T ), which is useful for the study of G-stochastic processes. Finally, we use Krylov's estimates to get a kind of processes in M p G (0, T ). Moreover, we also obtain dominated convergence theorem and Itô-Krylov's formula for the G-Itô processes.
This paper is organized as follows. In section 2, we recall some necessary notations and results of G-expectation theory. In section 3, we study the polar sets and give some useful quasi-continuous random variables. In section 4, we obtain the characterization of M p G (0, T ), state Krylov's estimates of Gdiffusion processes and establish Itô-Krylov's formula under the G-expectation framework.
Preliminaries
The main purpose of this section is to recall some basic notions and results of G-expectation, which are needed in the sequel. The readers may refer to [11] , [12] , [13] [14] for more details.
Let Ω = C d 0 (R + ) be the space of all R d -valued continuous paths (ω t ) t≥0 , with ω 0 = 0, equipped with the distance
For each t ∈ [0, ∞), we denote
• B(Ω): the Borel σ-algebra of Ω, Ω t := {ω ·∧t : ω ∈ Ω}, F t := B(Ω t );
• L 0 (Ω): the space of all B(Ω)-measurable real functions;
• L 0 (Ω t ): the space of all B(Ω t )-measurable real functions;
For each given monotonic and sublinear function G :
In this paper, we suppose that G is non-degenerate, i.e., there exist two constants 0 < σ 2 ≤σ 2 < ∞ such that
From this we can deduce that |G(A)| ≤ There exists a weakly compact set P ⊂ M 1 (Ω), the set of probability measures on (Ω, B(Ω)), such that
P is called a set that representsÊ.
Let P be a weakly compact set that representsÊ. For this P, we define capacity c(A) := sup
An important property of this capacity is that c(F n ) ↓ c(F ) for any closed sets 
X has a quasi-continuous version}. 
is well defined, see Peng [13] and Li-Peng [8] .
Quasi-continuous random variables
In this section, we shall find some sufficient conditions for some Borel measurable functions on Ω to be quasi-continuous by virtue of a PDE approach. We consider the following type of G-SDEs (in this paper we always use Einstein's summation convention): for each given x = (x 1 , . . . , x n ) T ∈ R n and q ≤ i ≤ n,
n×d are deterministic functions and σ i is the i-th row of σ. Denote by X x t = (X x1;1 t , . . . , X xn;n t ) T . Then the above G-SDE can be written as
In this paper, we shall use the following assumptions on the coefficients of G-SDE (1):
(H1) There exist two nonnegative constants C and C ′ such that for each (t, x),
(H3) There exist two constants 0 < λ < Λ < ∞ such that for each (t,
For each fixed t ≥ 0 and for each given ξ ∈ L 2 G (Ω t ; R n ), consider the following G-SDE:
For each fixed T > t and Φ ∈ C b.Lip (R n ), we define
In particular, for each x ∈ R n , we set
It is important to note that 
is a deterministic continuous function of (t, x);
(3) u is the unique viscosity solution of the following PDE:
Polar sets associated to G-SDEs
In the following, we first prove that c({X x t = a}) = 0 for any t > 0 and a ∈ R n . We remark that it is very difficult to deal with this problem by a probabilistic method.
Then for any
Proof. It is easy to check thatū m (t, x) = 0 is a viscosity subsolution of PDE (3).
Thus by comparison theorem we get u m (t,
It is obvious thatũ m (T,
). In the following, we show that u m is a viscosity supersolution of PDE (3) on t ≥ T − ε. It is easy to verify that
By the assumptions (H1)-(H3), we obtain that
which implies thatũ m is a viscosity supersolution of PDE (3) on t ≥ T − ε. Thus by comparison theorem we obtain for (t,
The proof is complete. 
, m ≥ 0 and the results also hold.
Remark 3.6 We remark that there is a potential to extend our results to a much more general nonlinear expectation setting. In particular, by slightly more involved estimates, our results still hold for the following PDE (see [3, 4] ):
where f i , i = 1, 2, is a Lipschitz continuous function satisfying f i (t, 0) = 0. The proof is the same without any difficulty.
Theorem 3.7 Under the same assumptions as in Lemma 3.4, we have for each
Furthermore, we have c({X
Proof. If T ≤ ε, it follows form Lemma 3.4 andÊ[exp(−
If T > ε, by Theorem 3.3 and Lemma 3.4, we get that
Thus we obtain equation (6) . Note that exp(−
Thus we can get c({X are identically distributed, whereX
By Remark 3.5 and Theorem 3.7, we obtain for each m ≥ 0,
Thus we get for each m,
By equation (8) and sending t → ∞, we get
Letting m → ∞, we conclude the desired result. 
Proof. By Remark 3.5 and Theorem 3.7, we obtain for each y ∈ R n and m ≥ 0,
Thus we get for each m and ǫ > 0,
In particular, taking m = 1 ǫ 2 , we get for each y ∈ R n , c(|X
which completes the proof.
Remark 3.10 From the Corollary 3.9, we can obtain that for each t > 0, y ∈ R d and ǫ > 0, we have
Next we shall show that c({X xi;i t = a i }) = 0 for any t > 0, i ≤ n and a i ∈ R.
Lemma 3.11 Assume (H1), (H2), (H4) and (H5) hold. Let
, where
Proof. The proof of u m (t, x) ≥ 0 is the same as in Lemma 3.4. Set
The proof is complete.
Remark 3.12
From the above proof, we know that the above result still holds if assumptions (H4) and (H5) just hold for some i.
Theorem 3.13 Under the same assumptions as in Lemma 3.11, we obtain that for each i ≤ n and T > 0 E[exp(− mβ|X
Proof. The proof is the same as in Theorem 3.7 and we omit it. Finally, we shall study the capacity of a curve.
Theorem 3.14 Assume (H1), (H2), (H4) and (H5) hold. Suppose f satisfies ∂ xi f, ∂ 2 xixj f ∈ C b,Lip (R n ) and there exist two constants 0 < δ ≤ ∆ < ∞ such that
Then for each T > 0 we have
Proof. Applying the G-Itô formula yields that
T can be seen as the solution to the G-SDE (1) with
.
It follows from Theorem 3.13 that c({f (X x T ) = 0}) = 0 and this completes the proof.
Remark 3.15
It is very difficult to find a supersolution for a curve. Here we deal with this question by a probabilistic method instead of a PDE approach. 
Some applications
In this subsection, we shall prove that some Borel measurable functions on Ω are quasi-continuous. In the sequel, we always assume (H1), (H2), (H4) and (H5) hold.
Thus we can find an i 0 such that c({ξ
c is closed and I {ξ∈A} is continuous on O c 1 . Thus I {ξ∈A} is quasi-continuous, which implies
We first consider the capacity of X t,ξ s on the boundary of cubes. Then by the above theorem, we can get a kind of quasi-continuous random variables associated to G-SDEs. 
Proof. It is easy to verify that
Thus by Theorem 3.13 we can get c({X 
Proof. We can choose a sequence 
Theorem 3.21 Let
Proof. This is a direct consequence of Lemma 3.20 and Theorem 3.18.
In the following, we only consider the capacity of B t on the spheres for simplicity. But the method can be extended to X t,ξ s . For each ǫ > 0, there exists a nonnegative function
Theorem 3.14, we obtain for each given t ≥ 0,
Remark 3.23 For each 0 ≤ t 1 ≤ t 2 < ∞, by Lemmas 3.20 and 3.22, we can also obtain that c({|B t1 | 2 + |B t2 | 2 = 1}) = 0.
The following result is a direct consequence of Lemmas 3.19 and 3.22. 
Theorem 3.24 Suppose
A i is a d-dimensional sphere or [a i , b i ] with a i , b i ∈ R d , a i ≤ b i for i ≥ 1 and D ∈ B(R d ) with ∂D ⊂ ∪ ∞ i=1 ∂A i . Then I {Bt∈D} ∈ L 1 G (Ω t ) for any t > 0.
Characterization of
We shall give a characterization of the space M p G (0, T ) for each T > 0 and p ≥ 1, which generalizes the results in [1] .
Set F t = B(Ω t ) for t ∈ [0, T ] and the distance
Define, for each p ≥ 1,
and the corresponding capacitŷ In the following, we do not distinguish two progressively measurable processes η and η ′ ifĉ({η = η ′ }) = 0.
Proof. It is obvious

Proposition 4.2 For each
p ≥ 1, M p (0, T )
is a Banach space under the norm
Proof. The proof is similar to the classical results and we omit it.
It is clear that
Proof. We first prove that the completion of
By Theorem 2.4, it is easy to verify that
where l is the upper bound of η.
Since ε is arbitrary, we get ||η
, which implies the desired result. Now we prove the converse part. For each givenη t = N −1 
η has a quasi-continuous version}.
Some applications of Krylov's estimates
Assume n ≤ d and consider the following n-dimensional G-Itô process: for each t ≥ 0,
where x 0 ∈ R n and the processes α,
. In this subsection, we make the following assumptions:
(B2) There exists a constantλ > 0 such that for each t > 0,
T ≥λI n×n ;
(B3) There exists a constantΛ > 0 such that for each t > 0, 
Proof. Let P be the weakly compact set that representsÊ. By Corollary 5.7 in Chapter 3 of [13] , we obtain that d B j , B k t =γ jk t dt q.s. and
Note that B is a martingale on the probability space (Ω, (F t ) t≥0 , P ) for each P ∈ P. Then it is easy to check that
is a Brownian motion on (Ω, (F t ) t≥0 , P ). Thus we have
Applying Theorem 2.4 in Chapter 2 of Krylov [6] (see also [7] ), we can find a constantN depending on p,λ, L, G, T and D such that for all Borel function f (t, x),
Therefore, we havê
and the second inequality can be proved in a similar way. 
Proof. The proof is immediate from the proof of Theorem 4.12 and Theorem 3.4 in Chapter 2 of [6] . 
In the following, we first use Krylov's estimates to get quasi-continuous processes.
Proof. Applying Sobolev's embedding theorem yields that ∂ xi u ∈ C(R n ), a.e.. Thus recalling Lemma 4.17, it suffices to prove the result under assumption
For each R > 0, we define τ R := inf{t > 0 : |X x0 t | ≥ R}. Then there exists a sequence of functions u ρ ∈ C 2 (R n ) such that:
(i) u ρ converges uniformly to u in the sphere {x : |x| ≤ R};
(ii) ∂ xi u ρ converges uniformly to ∂ xi u in the sphere {x : |x| ≤ R};
Applying G-Itô's formula given in [8] yields that Note that τ R → ∞ as R → ∞. Then we can get equation (13) by sending R → ∞. By a similar analysis, we can also obtain the following generalized Itô-Krylov's formula of G-Itô processes. In particular, we have the following dominated convergence theorem for Grandom variables.
