Simulations studies are used to show that the convergence properties of these algorithms are much improved upon those of the conventional LMS-CCCMA algorithm.
INTRODUCTION
We address the problem of joint blind equalization and source separation in a multi-input and multi-output (MIMO) con volutive system. Such a system is representative of spatial division multiple access (SDMA) in wireless communica tions, where a number U of independent and identically distributed (i.i.d.) source signals is transmitted through a linear channel, which is assumed of order L, and picked up by an arr ay of R antennae to exploit spatial diversity. To retrieve the original transmitted signals, the corrupted re ceived signal is processed by a band of U parallel space time equalizers and each of the space-time equalizers con sists of R sub-equalizers attached to different antennae. The order of the sub-equalizers is assumed to be N. The com posite source signal at time instant k is written as s( k ) = [sn k ) ... s�( k )JT, where si( k ) = [s;( k ) ... Bi( k -N -L»)T is the it" source vector. By denoting f:::" T as the chan nel convolution matrix, the space-time equalizer regressor x( k ) = [xn k ) ... x1;( k »)T is written as x( k ) = f:::" T s( k ) + n( k )
where xj( k ) = [xj( k ) ... xj( k -N)JT is the jth antenna output and n( k ) represents the additive noise. Notations (.)H, "OT and 0* denote Hermitian, transpose and com plex conjugate respectively. In determining the equalizer coefficients, blind adaptive algorithms are usually preferred since better channel utilization efficiency is achieved with the elimination of the training sequence. For the CC-CM criterion, which is also known as the multiuser-CMA crite rion, the underlying constant modulus property of the com munication signals is exploited whilst repeated retrieval of the same source is prevented by penalizing the cross correlation between multiple output signals [4] and [2] . Proof of its global convergence is shown in [5] . For the it" space time equalizer, the cost function is written as
where E{( i YI( k )12 -R 2 )Z} is the constant modulus cost, 
and E {PI m ( k , o )} is the estimator of the cross-correlation penalty. With � E (0, 1) controlling the length of the data 0-7803-7402-9/02lS17.00 «)2002 IEEE III -3065 �ndow in the estimalion, it can be recursively updated by
However, the LMS-CCCMA algorithm is observed to have slow convergence rate and therefore in this work, sec ond order Newton methods are proposed to overcome this shortcoming, namely the new BS-CCCMA and the FQN CCCMA algorithms. As the Hessian information is utilized to obtain better approximations of the error performance surface, faster convergence rate over the LMS-CCCMA al gorithm is achieved.
THE ALGORITHMS
Denote H, (k) as the Hessian matrix of the cost function.
The update direction of the Newton method is given by PI (k) = -H,-1 (k )g, (k) and the ith equalizer update equa tion becomes
As the exact Hessian matrix is difficult to compute, in the development of the following BS-CCCMA and the FQN CCCMA algorithms two different methods to approximate the inverse Hessian matrix are employed.
The BS-CCCMA algorithm
In the BS-CCCMA algorithm, the inverse Hessian matrix is approximated by the Shanno method, which is also known as the one-step BFGS algorithm [I] . As the adaptation is performed in a block-by-block fashion, the received data se quence is rearranged such that the kth data block is given by
, where the block size is selected as M :» N + L for accurate estima tion of the cross-correlation. The extended block CC-CM cost function for the ktk data block is defined as
For notational simplicity, we write x«k -I)M + i)
x( i). Thus, if not mentioned, the kth block is being pro cessed. Since the published Shanno algorithm literature re quires real input data, an equivalent form of eqn (6) is de rived to accommodate complex signals
where WI = [Re (wT) Im( wT>] T represents the lth space time equalizer tap weight vector in the real field. The matri ces XCi}, X'(i, 5 ) and X"(i, 5} are defined as followed. 
where a = _J.ln -1 + J�rr n and I is the identity matrix.
PI UI .
In fact, the computation of (Hi) -1 . can be avoided as the direct computation of the descent direction pf is possible, i.e., regressor since experience shows that a fairly' good approxi mation to the inverse of the Hessian can be constructed after this number of iterations. In term of the BS-CCCMA con vergence property, since the Shanno method ensures that ev ery step of the algorithm is always a descent direction by re taining the positive definite Hessian matrix, ill-convergence is avoided. Also notice that the BS-CCCMA algorithm is closely related to the block conjugate gradient type algo rithm in the sense that by setting b = 0, a block conjugate gradient cross-correlation and constant modulus algorithm is obtained.
FQN-CCCMA algorithm
Compared with the BS-CCCMA algorithm, the FQN-CCCMA algorithm uses the cost function in eqn (2) and approximates the inverse Hessian matrix with repeated applications of the matrix inversion lemma. To avoid the statistical expectation involved in the exact expression of the Hessian matrix, the following approximation is used
where 1l1(k ) and �(k) are Hermitian matrices given by 
By applying the matrix inversion lemma [6] to eqn (13), the inverse Hessian matrix is given by
where the computation of the matrix ",-1 ( k ) is solved by apply ing the matrix inversion lemma again, i.e.,
In the initialization, ",-1 (0) = <;1, where <; is a small con stant with typical value of 0.01. It is feasible for the ma trix in eqn (17) to lose its positive definite nature and mon itoring may therefore be necessary in practice. However, no problem was observed in the simulation studies, as in and a are small constants within the range of (0,1). In term of convergence, by inspection of eqn (13), provided the pos itive definite property of the approximated Hessian matrix is retained, the update direction is ensured to be a descent direction in the adaptation. For the computational complex ity, similar to the BS-CCCMA algorithm, the price for fast convergence is in the increase of computational complex ity, which is O(d 2 ). But if the inputs of the equalizer are statistically stationary or slowly varying compared with the convergence of the tilter tap weights, the update of the in verse Hessian matrices can be performed every d samples once steady state is reached.
SIMULATIONS
A three users and four antennae QPSK system with source alphabet { ± � ± �j } is assumed. The order of the chan nel is L = 1 and the order of the sub-equalizer is N = 2.
lIence the length of the space-time equalizers is R(N + III -3067 property of e N-CCCMA and BS-CCCMA algorithms over the conventional LMS-CCCMA algorithm is confirmed. . .
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