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a b s t r a c t
Positive results are proved here about the ability of balanced methods to reproduce
the asymptotic stability of the stochastic differential equation with jumps. Balanced
methods including strong balanced methods and weak balanced methods, which possess
implicitness in the diffusion term, have the potential to overcome some of the numerical
instabilities that are often experienced when using the explicit methods. The paper
shows that the asymptotic stability for stochastic jump-diffusion differential equations is
inherited by the two kinds of balanced methods with sufficiently small stepsizes. Some
numerical experiments included in the paper illustrate the theoretical results.
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1. Introduction
The stochastic model has come to play an important role inmany branches of science and engineering. Suchmodels have
been usedwith great success in a variety of application areas, including epidemiology, mechanics, economics and finance. In
certain areas, such as finance, the uncertainty in the dynamics is, in fact, the essential phenomenon that needs to bemodeled.
Event-driven dynamics has become more and more important in most fields of application and leads to the stochastic
differential equations (SDEs) with jumps. Several empirical studies, including Bates [1] and Pan [2], demonstrated the
existence of jumps in stockmarkets and bondmarkets. Therefore, models that incorporate jumps have become increasingly
popular in finance; see, for instance, Kou [3], Schönbucher [4] and Chiarella and Nikitopoulos-Sklibosios [5]. Beyond finance
there are many areas of application, including electrical engineering and biotechnology, which use jump-diffusion models
(see, e.g. [6,7]).
Unfortunately, SDEs with jumps rarely have explicit solutions. Thus, appropriate numerical methods are needed to apply
in practice and to study their properties. The numerical analysis of SDEs with jumps is well studied (see, e.g. [8–12]) and of
the stochastic differential delay equations (SDDEs) with jumps is discussed in [13,14].
However, it is already known that the majority of the numerical methods for SDEs with jumps or SDDEs with jumps
are explicit or semi-implicit methods. Semi-implicit methods are well adapted for stiff systems with small stochastic noise
intensity or additive noise. But in those cases in which the stochastic part plays an essential role in the dynamics, e.g., as
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it is with large multiplicative noise, the application of fully implicit methods also involving implicit stochastic terms is
unavoidable. One of the most important fully implicit numerical methods is the balanced implicit method, which was first
proposed by Platen et al. [15]. In 2006, Alcock and Burrage [16] obtained the region of the asymptotic stability and the
mean-square stability of balancedmethods for SDEs. Furthermore, Tan et al. [17] investigated the convergence and stability
of balancedmethods for SDDEs. Lately,Wang and Liu [18] discussed the convergence and stability of the split-step backward
balancedMilsteinmethods for SDEs. Moreover, Kahl and Schurz [19] introduced the balancedMilstein methods with strong
order 1.0.
Consider the following scalar linear jump-diffusion stochastic differential equation
dx(t) = ax(t−)dt + bx(t−)dW (t)+ cx(t−)dN(t), t > 0 (1.1)
with x(0−) = x0. Here x(t−) denotes lims→t− x(s), x0 ≠ 0 with probability one, the coefficients a, b, c ∈ R and c ≠ 0. Here,
W (t) is a scalar Brownianmotion independent ofN(t)which is a scalar Poissonprocesswith intensityλ(λ > 0), both defined
on an appropriate complete probability space (Ω,F , {Ft}t>0, P), with a filtration {Ft}t>0 satisfying the usual conditions
(i.e. it is increasing and right-continuous while F0 contains all P-null sets).
It is known that (1.1) has the analytic solution [20]
x(t) = x0(1+ c)N(t) exp

a− 1
2
b2

t + bW (t)

. (1.2)
Regarding stability analysis, Higham and Kloeden [10] discussed the mean-square stability of the strong theta method
and the weak theta method for the system (1.1).
Lately, Chalmers and Higham [21] have given the necessary and sufficient condition for the stochastically asymptotic
stability in the large (hereafter, asymptotic stability) of the system (1.1). Furthermore, they have studied the asymptotic
stability of the theta-method approximation.
There is also some work concerned with the weak approximation schemes for SDEs without jumps; see, for example,
Kloeden and Platen [22], Saito and Mitsui [23], Burrage et al. [24] and Cao and Liu [25].
However, to the best of our knowledge, there are no stability results of balanced methods for SDEs with jumps. The aim
of this paper is to investigate the asymptotic stability of balanced methods. In Section 2, we discuss the asymptotic stability
of strong balanced methods. Section 3 deals with the asymptotic stability of weak balanced methods. In addition, some
numerical results are reported in Section 4.
2. Asymptotic stability of strong balanced methods
Given a stepsize h > 0, a version of strong balanced methods for (1.1) is given by
Yn+1 = Yn + aYnh+ bYn∆Wn + cYn∆Nn + C(Yn)(Yn − Yn+1), n ≥ 0,
Y0 = Y (0), (2.1)
where Yn is an approximation to x(tn) with tn = nh, Y (0) = x(0),∆Wn = W (tn+1) −W (tn),∆Nn = N(tn+1) − N(tn) and
∆Wn is independent of∆Nn. Here C(Yn) is given by
C(Yn) = Cn = C0(Yn)h+ C1(Yn)|∆Wn| = C0nh+ C1n|∆Wn|, (2.2)
where the C0n = C0(Yn), C1n = C1(Yn) are called control functions. In order to obtain our main results in this paper, we
assume that C0n, C1n in Eq. (2.2) are constants, that is, C0n = C0, C1n = C1.
Assumption 1. For any real numbers α0 ∈ [0, α], α1 ≥ 0, where α ≥ h for all step sizes h considered, the constants C0, C1
satisfy 1+ α0C0 + α1C1 ≠ 0.
It is known that the balanced methods (2.1) give strong convergence rate of at least 1/2; see, for example, [26].
We say the balancedmethods (2.1) are asymptotically stable for a particular choice of a, b, c, λ and h if limn→∞ |Yn| = 0,
with probability one, for any Y0.
Lemma 2.1 gives the necessary and sufficient condition for the asymptotic stability of the system (1.1).
Lemma 2.1 ([21]). The exact solution x(t) of the system (1.1) is asymptotically stable if and only if
a− 1
2
b2 + λ ln |1+ c| < 0, (2.3)
where ln |1 + c| = −∞, as c = −1. Thus when c = −1, (2.3) means that the system (1.1) is asymptotically stable for any
a, b ∈ R.
The following lemma is important in the proof of Theorem 2.1. In the similar way as Theorem 3.2 in [27] we can obtain
the following lemma.
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Lemma 2.2. Let φ be a function such that E[φ(1+D1h+D2
√
h|ξ |+D3h+D4
√
hξ)] is well-defined. Suppose further that there
exists a functionφ : R→ R satisfying
(1) φ ≡ φ on A = [1− δ, 1+ δ], for some 0 < δ < 1,
(2) φ ∈ C3(R) and |φ′′′(x)| ≤ L for some L and all x ∈ R,
(3)

R |φ −φ|dx ≤ H < +∞ for some H.
Moreover, let ξ be a standard normal random variable. Then
E

φ

1+ D1h+ D2
√
h|ξ | + D3h+ D4
√
hξ

= φ(1)+ φ′(1)

D1h+ 2√
2π
D2
√
h+ D3h

+ φ
′′(1)
2

(D2)2h+ (D4)2h
+ o(h), h → 0, (2.4)
where D1,D2,D3,D4 ∈ R and they are constants.
Proof. The following proof is divided into two parts.
Part 1. We first prove formula (2.4) forφ(1+ D1h+ D2√h|ξ | + D3h+ D4√hξ). By the Taylor expansion
φ(1+ x) =φ(1)+φ′(1)x+ φ′′(1)
2
x2 + φ′′′(η)
6
x3 (2.5)
with η lying between 1 and 1+ x. Taking expectation and letting x = D1h+ D2
√
h|ξ | + D3h+ D4
√
hξ in (2.5) lead to
E[φ(1+ x)] = φ(1)+φ′(1)Ex+ φ′′(1)
2
Ex2 + E
φ′′′(η)
6
x3

= φ(1)+φ′(1)D1h+ 2√
2π
D2
√
h+ D3h

+ φ′′(1)
2

(D2)2h+ (D4)2h+ o(h)
+ 1
6
E
φ′′′(η)x3 . (2.6)
Here the fact has been used that Eξ = 0, E|ξ | = 2/√2π , E|ξ |2 = 1. Noticing thatφ ∈ C3(R) and |φ′′′(x)| ≤ L for all x ∈ R,
we derive16E φ′′′(η)x3
 ≤ L6E|x3| = o(h),
which implies
E[φ(1+ x)] =φ(1)+φ′(1)D1h+ 2√
2π
D2
√
h+ D3h

+ φ′′(1)
2

(D2)2h+ (D4)2h
+ o(h). (2.7)
Part 2. Now we are in a position to estimate the error term e = E[φ(u1 + u2ξ + u3|ξ |)−φ(u1 + u2ξ + u3|ξ |)]. Letting
u1 = 1+ D1h+ D3h, u2 = D4
√
h and u3 = D2
√
h gives
|e| =
 +∞−∞ φ(u1 + u2x+ u3|x|)−φ(u1 + u2x+ u3|x|) p(x)dx

=
 +∞
0

φ(u1 + (u2 + u3)x)−φ(u1 + (u2 + u3)x) p(x)dx
+
 0
−∞

φ(u1 + (u2 − u3)x)−φ(u1 + (u2 − u3)x) p(x)dx , (2.8)
where p(x) is the density of ξ .
Subsequent calculations depend on the values of u2 + u3 and u2 − u3. We discuss the following two cases.
Case 1. u2 + u3 ≠ 0 and u2 − u3 ≠ 0.
In this case, we set v1 = u1 + (u2 + u3)x, v2 = u1 + (u2 − u3)x. For the first integral in (2.8), letting B = [u1,+∞) or
(−∞, u1], and noticing that A is the integration range on which φ(v)−φ(v) = 0, we have +∞
0

φ(u1 + (u2 + u3)x)−φ(u1 + (u2 + u3)x) p(x)dx = 
B
[φ(v1)−φ(v1)]pv1 − u1u2 + u3

dv1
u2 + u3

≤

B
|φ(v1)−φ(v1)|pv1 − u1u2 + u3

dv1
|u2 + u3|
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≤

R
|φ(v1)−φ(v1)|pv1 − u1u2 + u3

dv1
|u2 + u3|
=

R\A
|φ(v1)−φ(v1)|pv1 − u1u2 + u3

dv1
|u2 + u3| . (2.9)
Similarly, we can obtain 0−∞ φ(u1 + (u2 − u3)x)−φ(u1 + (u2 − u3)x) p(x)dx
 ≤ 
R\A
|φ(v2)−φ(v2)|pv2 − u1u2 − u3

dv2
|u2 − u3| . (2.10)
Combining (2.9), (2.10) with (2.8) yields
|e| ≤

R\A
|φ(v1)−φ(v1)|pv1 − u1u2 + u3

dv1
|u2 + u3| +

R\A
|φ(v2)−φ(v2)|pv2 − u1u2 − u3

dv2
|u2 − u3|
≤ sup
v1∉A

p

v1 − u1
u2 + u3

1
|u2 + u3|

R
|φ(v1)−φ(v1)|dv1
+ sup
v2∉A

p

v2 − u1
u2 − u3

1
|u2 − u3|

R
|φ(v2)−φ(v2)|dv2
≤ H|u2 + u3|2 sup
v1∉A

p

v1 − u1
u2 + u3

1
|u2 + u3|3

+ H|u2 − u3|2 sup
v2∉A

p

v2 − u1
u2 − u3

1
|u2 − u3|3

= H|u2 + u3|2 sup
v1∉A

p

v1 − u1
u2 + u3

·
v1 − u1u2 + u3
3 · 1|v1 − u1|3

+H|u2 − u3|2 sup
v2∉A

p

v2 − u1
u2 − u3

·
v2 − u1u2 − u3
3 · 1|v2 − u1|3

= H(D4 + D2)2h sup
v1∉A

p(y1)|y1|3
|v1 − 1− D1h− D3h|3

+ H(D4 − D2)2h sup
v2∉A

p(y2)|y2|3
|v2 − 1− D1h− D3h|3

, (2.11)
where we set y1 = v1−u1u2+u3 , y2 =
v2−u1
u2−u3 .
Note that v1 ∉ A implies v1 ∈ (−∞, 1− δ) ∪ (1+ δ,+∞). Thus
y1 = v1 − u1u2 + u3 =
v1 − 1− D1h− D3h
D4
√
h+ D2
√
h
→∞, uniformly on v1 ∉ A,
as h → 0.
Similarly,
y2 = v2 − u1u2 − u3 =
v2 − 1− D1h− D3h
D4
√
h− D2
√
h
→∞, uniformly on v2 ∉ A,
as h → 0. Note further that (v1−1−D1h−D3h)3 are bounded away from zero uniformly on v1 ∉ A and (v2−1−D1h−D3h)3
are bounded away from zero uniformly on v2 ∉ A. Due to the properties of p(x), it is not difficult to prove p(y1)|y1|3 → 0 as
y1 →∞ and p(y2)|y2|3 → 0 as y2 →∞, hence
sup
v1∉A

p(y1)|y1|3
|v1 − 1− D1h− D3h|3

= o(1), h → 0,
sup
v2∉A

p(y2)|y2|3
|v2 − 1− D1h− D3h|3

= o(1), h → 0.
(2.12)
Inserting (2.12) into (2.11) yields
|e| = o(h).
Case 2. u2 + u3 = 0, u2 − u3 ≠ 0 or u2 + u3 ≠ 0, u2 − u3 = 0.
If u2 + u3 = 0, u2 − u3 ≠ 0, (2.8) reduces to
|e| =
 +∞
0

φ(u1)−φ(u1) p(x)dx+  0
−∞

φ (u1 + (u2 − u3)x)−φ (u1 + (u2 − u3)x) p(x)dx . (2.13)
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Noticing that u1 = 1+ D1h+ D3h ∈ Awhen h → 0, we get +∞
0
[φ(u1)−φ(u1)]p(x)dx = 0. (2.14)
In a similar way as in deriving (2.11), we have 0−∞[φ(u1 + (u2 − u3)x)−φ(u1 + (u2 − u3)x)]p(x)dx
 = o(h). (2.15)
Inserting (2.14) and (2.15) into (2.13) yields
|e| = o(h).
If u2 + u3 ≠ 0, u2 − u3 = 0, we can derive the desired assertion using the same arguments as above.
Thus in any case, it is always true that
|e| = o(h).
Combining Parts 1 and 2 gives the assertion (2.4). 
Remark 2.1. In what follows, we always apply Lemma 2.2 with φ(·) = ln | · |. The functionφ satisfying the conditions in
Lemma 2.2 exists. In fact,φ can be constructed as follows:φ is a polynomial function generated by the Hermite interpolation
of ln | · | on [−1+ δ, 1− δ] (0 < δ < 1) and is equal to ln | · | on R \ [−1+ δ, 1− δ]. Further, it is obvious that E[φ(1+D1h
+ D2
√
h|ξ | + D3h+ D4
√
hξ)] is well-defined.
Lemma 2.3 ([28]). Given a sequence of real-valued, nonnegative, independent, and identically distributed random variables {Zn},
consider the sequence of random variables {Yn}n≥1 defined by
Yn =

n−1
i=0
Zi

Y0,
where Y0 ≥ 0 and where Y0 ≠ 0 with probability 1. Suppose that the random variables log(Zi) are square-integrable. Then
lim
n→∞ Yn = 0, with probability 1⇔ E(ln(Zi)) < 0.
Armed with Lemmas 2.2 and 2.3, we can now begin to establish the main theorem in this section.
Theorem 2.1. If system (1.1) is asymptotically stable, then there exists 0 < h∗1 < 1, such that the strong balanced methods
(2.1) are asymptotically stable for all 0 < h < h∗1 , and vice versa.
Proof. Notice that if C0, C1 satisfy Assumption 1, the methods (2.1) are well-defined and we arrive at
Yn+1 =

1+

ah+ b√hξ + c∆Nn
 
1+ C0h+ C1
√
h|ξ |
−1
Yn. (2.16)
Here ξ is a standard normal random variable. By Lemma 2.3, the strong balanced methods (2.16) are asymptotically stable
if and only if
E

ln
1+ ah+ b√hξ + c∆Nn 1+ C0h+ C1√h|ξ |−1 < 0. (2.17)
Multiplying the expected value in (2.17) by eλh yields
eλhE

ln
1+ ah+ b√hξ + c∆Nn 1+ C0h+ C1√h|ξ |−1
=
∞
k=0
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1
= E

ln
1+ ah+ b√hξ 1+ C0h+ C1√h|ξ |−1
+ λhE

ln
1+ ah+ b√hξ + c 1+ C0h+ C1√h|ξ |−1
+
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1 . (2.18)
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The first term on the right-hand side of (2.18) can be written as
E

ln
1+ ah+ b√hξ 1+ C0h+ C1√h|ξ |−1
= E

ln
1+ C0h+ C1√h|ξ | + ah+ b√hξ − E ln 1+ C0h+ C1√h|ξ | . (2.19)
Using Lemma 2.2 with φ(·) ≡ ln | · | leads to
E

ln
1+ C0h+ C1√h|ξ | + ah+ b√hξ  = C0h+ 2√
2π
C1
√
h+ ah

− 1
2

(C1)2h+ b2h
+ o(h). (2.20)
Using (2.20) with a = b = 0 yields
E

ln
1+ C0h+ C1√h|ξ | = C0h+ 2√
2π
C1
√
h− 1
2
(C1)2h+ o(h). (2.21)
Inserting (2.20) and (2.21) into (2.19) gives
E

ln
1+ ah+ b√hξ 1+ C0h+ C1√h|ξ |−1 = a− 12b2

h+ o(h). (2.22)
To estimate the second term and the third term on the right-hand side of (2.18), let us discuss the following two possible
cases.
Case 1. c = −1.
In this case, we will show that the balanced methods (2.1) are also asymptotically stable with sufficiently small stepsize
h for all values of a, b and λ > 0. Letting c = −1 in (2.18) gives
eλhE

ln
1+ ah+ b√hξ + c∆Nn 1+ C0h+ C1√h|ξ |−1
= E

ln
1+ ah+ b√hξ 1+ C0h+ C1√h|ξ |−1
+ λhE

ln
1+ ah+ b√hξ − 1 1+ C0h+ C1√h|ξ |−1
+
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ − k 1+ C0h+ C1√h|ξ |−1
= E

ln
1+ ah+ b√hξ 1+ C0h+ C1√h|ξ |−1
+ λhE

ln
C0h+ C1√h|ξ | + ah+ b√hξ − λhE ln 1+ C0h+ C1√h|ξ |
+
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ − k 1+ C0h+ C1√h|ξ |−1 . (2.23)
Note that the first term on the right-hand side of (2.23) has been estimated in (2.22). Thus it remains to estimate the
other three terms. By (2.21), the third term on the right-hand side of (2.23) can be written as follows:
λhE

ln
1+ C0h+ C1√h|ξ | = o(h). (2.24)
The fourth term in the expansion of (2.23) can be analyzed as follows:
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ − k 1+ C0h+ C1√h|ξ |−1
=
∞
k=2
(λh)k
k! E

ln
1− k+ ah+ b√hξ + C0h+ C1√h|ξ |− ∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ |
=
∞
k=2
(λh)k
k! E

ln
1+ a1− kh+ b
√
h
1− kξ +
C0
1− kh+
C1
√
h
1− k |ξ |


+
∞
k=2
(λh)k
k! ln |1− k| −
∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ | . (2.25)
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For the first series on the right-hand side of (2.25), in a similar way as in deriving (2.20), we have ∞
k=2
(λh)k
k! E

ln
1+ a1− kh+ b
√
h
1− kξ +
C0
1− kh+
C1
√
h
1− k |ξ |


= (λh)2
 ∞
k=2
(λh)k−2
k!

C0
1− kh+
2√
2π
C1
√
h
1− k +
a
1− kh−
1
2

C1
1− k
2
h− 1
2

b
1− k
2
h+ o(h)

≤ (λh)2

|C0| + 2√
2π
|C1| + |a|

·
∞
k=2
λk−2
k!(k− 1) +

(C1)2
2
+ b
2
2

·
∞
k=2
λk−2
k!(k− 1)2 +
∞
k=2
λk−2
k!

≤ (λh)2(M1 +M2 +M3)
= O(h2), (2.26)
where we used the easy fact that h < 1 and that
|C0| + 2√
2π
|C1| + |a|

·
∞
k=2
λk−2
k!(k− 1) ≤ M1,
(C1)2
2
+ b
2
2

·
∞
k=2
λk−2
k!(k− 1)2 ≤ M2,
∞
k=2
λk−2
k! ≤ M3.
Using the property of series leads to ∞
k=2
(λh)k
k! ln |1− k|
 ≤ (λh)2 ∞
k=2
λk−2
k! k
= (λh)2
∞
k=1
λk−1
k!
≤ M4(λh)2
= O(h2), (2.27)
where
∞
k=1
λk−1
k! ≤ M4. By (2.21), the third series on the right-hand side of (2.25) can be analyzed as follows: ∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ |
 = (λh)2
 ∞
k=2
(λh)k−2
k!

C0h+ 2√
2π
C1
√
h− 1
2
(C1)2h+ o(h)

≤ (λh)2

|C0| + 2√
2π
|C1| + 12 (C1)
2 + 1
 ∞
k=2
λk−2
k!
≤ (λh)2

|C0| + 2√
2π
|C1| + 12 (C1)
2 + 1

M3
= O(h2). (2.28)
Combining (2.26)–(2.28) with (2.25) yields
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ − k 1+ C0h+ C1√h|ξ |−1 = O(h2). (2.29)
Now it remains to estimate the second term in the expansion of (2.23). Here we follow the techniques used in [21] to
finish the estimate. More formally, we derive that
E

ln
C0h+ C1√h|ξ | + ah+ b√hξ  = ln(√h)+ E ln C0√h+ C1|ξ | + a√h+ bξ  (2.30)
and thus
E

ln
C0h+ C1√h|ξ | + ah+ b√hξ − ln(√h) = 1√
2π
 +∞
−∞
ln
(C0 + a)√h+ bx+ C1|x| e−x2/2dx. (2.31)
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Comparing (2.31) with the identity (4.13) in [21], one can find out no essential differences between these two equations.
Thus using the same technique as used in the estimate of (4.13) in [21], one can similarly getE ln C0h+ C1√h|ξ | + ah+ b√hξ − ln(√h) ≤ M5, (2.32)
where the constant M5 is independent of h. Now the first term on the right-hand side of (2.23) was shown to be O(h) in
(2.22), the third termwas shown to be o(h) in (2.24) and the fourth termwas shown to be O(h2) in (2.29). Hence combining
(2.22), (2.24), (2.29) and (2.32), we conclude that for all sufficiently small h, | eλh
λh E[ln |1+ (ah+ b
√
hξ + c∆Nn)(1+ C0h+
C1
√
h|ξ |)−1|]− 12 ln h| is uniformly bounded, showing thatE[ln |1+(ah+b
√
hξ+c∆Nn)(1+C0h+C1
√
h|ξ |)−1|] is negative
for sufficiently small h, as required.
Case 2. c ≠ −1.
In this case, the second term on the right-hand side of (2.18) can be written as follows:
λhE

ln
1+ ah+ b√hξ + c 1+ C0h+ C1√h|ξ |−1
= λhE

ln
1+ C0h+ C1√h|ξ | + ah+ b√hξ + c− λhE ln 1+ C0h+ C1√h|ξ |
= λh ln |1+ c| + λhE

ln
1+ ah+ b√hξ + C0h+ C1√h|ξ | (1+ c)−1
− λhE

ln
1+ C0h+ C1√h|ξ | . (2.33)
Using Lemma 2.2 with φ(·) ≡ ln | · | leads to
λhE

ln
1+ ah+ b√hξ + C0h+ C1√h|ξ | (1+ c)−1
= λhE

ln
1+  a1+ c h+ b1+ c√hξ + C01+ c h+ C11+ c√h|ξ |

= λh

C0
1+ c h+
2√
2π
C1
1+ c
√
h+ a
1+ c h

− 1
2

C1
1+ c
2
h+

b
1+ c
2
h

+ o(h)

= o(h). (2.34)
Inserting (2.24) and (2.34) into (2.33) yields
λhE

ln
1+ ah+ b√hξ + c 1+ C0h+ C1√h|ξ |−1 = λh ln |1+ c| + o(h). (2.35)
For the third term on the right-hand side of (2.18), consider the following two subcases.
Subcase 1. c ≠ − 1k ,∀k ≥ 2.
The third term on the right-hand side of (2.18) can be written as follows:
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1
=
∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ | + ah+ b√hξ + ck
−
∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ | . (2.36)
Further, the first term on the right-hand side of (2.36) could be rewritten as follows:
∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ | + ah+ b√hξ + ck
=
∞
k=2
(λh)k
k! E

ln
1+ C01+ ckh+ C1
√
h
1+ ck |ξ | +
a
1+ ckh+
b
1+ ck
√
hξ


+
∞
k=2
(λh)k
k! ln |1+ ck|. (2.37)
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For this subcase, there exists some constant Q > 0 such that supk≥2 1|1+ck| ≤ Q . Using Lemma 2.2 with φ(·) ≡ ln | · | leads
to  ∞
k=2
(λh)k
k! E

ln
1+ C01+ ckh+ C1
√
h
1+ ck |ξ | +
a
1+ ckh+
b
1+ ck
√
hξ


=
 ∞
k=2
(λh)k
k!

C0
1+ ckh+
2√
2π
C1
1+ ck
√
h+ a
1+ ckh

− 1
2

C1
1+ ck
2
h+

b
1+ ck
2
h

+ o(h)

≤ (λh)2
∞
k=2
λk−2
k!

|C0| + 2√
2π
|C1| + |a|

Q + (C1)2 + b2Q 2 + 1
≤ (λh)2

|C0| + 2√
2π
|C1| + |a|

Q + (C1)2 + b2Q 2 + 1M3
= O(h2). (2.38)
Nowwe start to estimate the second term on the right-hand side of (2.37). Since c ≠ − 1k ,∀k ≥ 2, there exists some constantC > 0 such that
|ln |1+ ck|| ≤Ck
for all k ≥ 2. Therefore we have ∞
k=2
(λh)k
k! ln |1+ ck|
 ≤
 ∞
k=2
(λh)k
k!
Ck
≤ (λh)2C  ∞
k=2
(λh)k−2
(k− 1)!

≤ (λh)2C ·M6
= O(h2), (2.39)
where the fact was used that
∞
k=2
λk−2
(k−1)! ≤ M6.
Combining (2.37)–(2.39) yields
∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ | + ah+ b√hξ + ck = O(h2). (2.40)
Inserting (2.28) and (2.40) into (2.36) gives
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1 = O(h2). (2.41)
Subcase 2. There exists k∗ ≥ 2 such that c = − 1k∗ .
For this subcase, we write the third term on the right-hand side of (2.18) as follows:
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1
= (λh)
k∗
k∗! E

ln
ah+ b√hξ + C0h+ C1√h|ξ |
+

k≥2,k≠k∗
(λh)k
k! E

ln
1+ ah+ b√hξ + ck+ C0h+ C1√h|ξ |
−
∞
k=2
(λh)k
k! E

ln
1+ C0h+ C1√h|ξ | . (2.42)
For the first term on the right-hand side of (2.42), by (2.32) we have for k∗ ≥ 2
(λh)k
∗
k∗! E

ln
ah+ b√hξ + C0h+ C1√h|ξ | = o(h). (2.43)
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For the second term on the right-hand side of (2.42), noticing that c ≠ − 1k ,∀k ≠ k∗, k ≥ 2 we can follow the same
techniques as used in deriving (2.40) to obtain
k≥2,k≠k∗
(λh)k
k! E

ln
1+ ah+ b√hξ + ck+ C0h+ C1√h|ξ |−1 = O(h2). (2.44)
Inserting (2.28), (2.43) and (2.44) into (2.42) yields
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1 = o(h). (2.45)
Combining Subcases 1 and 2, one can deduce that, in the case of c ≠ −1, it is always true that ∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1
 = o(h). (2.46)
Inserting (2.22), (2.35) and (2.46) into (2.18) gives
eλhE

ln
1+ ah+ b√hξ + c∆Nn 1+ C0h+ C1√h|ξ |−1 = a− 12b2 + λ ln |1+ c|

h+ o(h).
From above, for sufficiently small stepsize h, we see the sign of E[ln |1+ (ah+ b√hξ + c∆Nn)(1+ C0h+ C1
√
h|ξ |)−1|]
is the same as that of a− 12b2 + λ ln |1+ c|, and hence the assertion follows in the case of c ≠ −1.
Finally, combining these two different cases completes the proof. 
3. Asymptotic stability of weak balanced methods
In this section, we will discuss the asymptotic stability of the weak balanced methods. Given a stepsize h > 0, weak
balanced methods are defined by Y0 = x(0) and
Yn+1 = Yn + aYnh+ bYn∆Wn + cYn∆Nn + Cn(Yn − Yn+1). (3.1)
Here Cn = C0h+ C1|∆Wn|, P(∆Wn = √h) = P(∆Wn = −√h) = 1/2 and P(∆Nn = 0) = 1− λh, P(∆Nn = 1) = λh.
We now present here an useful lemma, which will be used in the proof of Theorem 3.1.
Lemma 3.1. Let φ be a function such that E[φ(1+ D1h+ D2√h+ D3h+ D4√hξ)] is well-defined. Suppose further that there
exists a function φ : R→ R satisfying
(1) φ ≡φ on A = [1− δ, 1+ δ], for some 0 < δ < 1,
(2) φ ∈ C3(R) and |φ′′′(x)| ≤ L for some L and all x ∈ R,
(3)

R |φ − φ|dx ≤ H < +∞ for some H.
Then
E
φ(1+ D1h+ D2√h+ D3h+ D4√hξ)
=φ(1)+φ′(1)(D1h+ D2√h+ D3h)+ φ′′(1)2 (D2)2h+ (D4)2h+ o(h), h → 0, (3.2)
where D1,D2,D3,D4 ∈ R are constants,ξ satisfies P(ξ = 1) = P(ξ = −1) = 1/2.
Proof. It is not hard to derive the result (3.2) in a similar way as the proof of Lemma 2.2. 
Remark 3.1. Just as mentioned in Remark 2.1, in what follows we also apply Lemma 3.1 withφ(·) = ln | · | and φ exists.
The main theorem in this section is given as follows.
Theorem 3.1. The system (1.1) is asymptotically stable if and only if there existsh∗1 > 0, such that weak balanced methods
(3.1) are asymptotically stable for all 0 < h <h∗1 .
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Proof. It follows from (3.1) that
Yn+1 =

1+

ah+ b√hξ + c∆Nn 1+ C0h+ C1√h|ξ |−1 Yn
=

1+

ah+ b√hξ + c∆Nn (1+ C0h+ C1√h)−1 Yn
= R(a, b, c, h,ξ,∆Nn)Yn, (3.3)
where P(ξ = 1) = P(ξ = −1) = 1/2.
By Lemma 2.3, we deduce immediately that the asymptotic stability of the weak balanced methods (3.1) is equivalent to
E

ln
R(a, b, c, h,ξ,∆Nn) < 0. (3.4)
Noticing∆Nn comes from a two point distribution: P(∆Nn = 0) = 1− λh, P(∆Nn = 1) = λh, we show that
E

ln
R(a, b, c, h,ξ,∆Nn) = (1− λh)E ln 1+ ah+ b√hξ 1+ C0h+ C1√h−1
+ λhE

ln
1+ ah+ b√hξ + c 1+ C0h+ C1√h−1
= (1− λh)

E

ln
1+ C0h+ C1√h+ ah+ b√hξ − ln 1+ C0h+ C1√h
+ λh

E

ln
1+ C0h+ C1√h+ ah+ b√hξ + c− ln 1+ C0h+ C1√h
= (1− λh)E

ln
1+ C0h+ C1√h+ ah+ b√hξ − ln 1+ C0h+ C1√h
+ λhE

ln
1+ C0h+ C1√h+ ah+ b√hξ + c . (3.5)
Using Lemma 3.1 withφ(·) ≡ ln | · | gives
E

ln
1+ C0h+ C1√h+ ah+ b√hξ  = C0h+ C1√h+ ah− 12 (C1)2h+ b2h+ o(h). (3.6)
Again, using Lemma 3.1 withφ(·) ≡ ln | · | and a = b = 0 yields
ln |1+ C0h+ C1
√
h| = C0h+ C1
√
h− 1
2
(C1)2h+ o(h). (3.7)
Now it remains to estimate the third term on the right-hand side of (3.5). We consider the following two possible cases.
Case 1. c ≠ −1.
In this case, we have
λhE

ln
1+ C0h+ C1√h+ ah+ b√hξ + c
= λh ln |1+ c| + λhE

ln
1+ (1+ c)−1(C0h+ C1√h+ ah+ b√hξ) . (3.8)
Using Lemma 3.1 withφ(·) ≡ ln | · | givesλhE ln 1+ (1+ c)−1(C0h+ C1√h+ ah+ b√hξ)
= λh

C0
1+ c h+
C1
1+ c
√
h+ a
1+ c h−
1
2

C1
1+ c
2
h+

b
1+ c
2
h

+ o(h)

= o(h). (3.9)
By (3.6)–(3.9), we see from (3.5) that
E

ln
R(a, b, c, h,ξ,∆Nn) = a− 12b2 + λ ln |1+ c|

h+ o(h).
Obviously, with sufficiently small h, we have
E

ln
R(a, b, c, h,ξ,∆Nn) < 0⇔ a− 12b2 + λ ln |1+ c| < 0.
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Case 2. c = −1.
In this case, using the property ofξ , one sees that
λhE

ln
1+ C0h+ C1√h+ ah+ b√hξ + c = λhE ln C0h+ C1√h+ ah+ b√hξ 
= λh

1
2
ln h+ E

ln
C0√h+ C1 + a√h+ bξ 
= λh

1
2
ln h+ 1
2
ln
C0√h+ C1 + a√h+ b
+ 1
2
ln
C0√h+ C1 + a√h− b . (3.10)
Here we set ln |x| = −∞, as x = 0.
Inserting (3.6), (3.7) and (3.10) into (3.5), we derive that, for sufficiently small h,
E

ln
R(a, b, c, h,ξ,∆Nn)
=

a− 1
2
b2

h+ λh

1
2
ln h+ 1
2
ln
C0√h+ C1 + a√h+ b+ 12 ln C0√h+ C1 + a√h− b

+ o(h) < 0.
Combining these two different cases together, we obtain the desired results. The proof is completed. 
Theorems 2.1 and 3.1 show that strong balancedmethods (2.1) and weak balancedmethods (3.1) can well reproduce the
asymptotic stability of the system (1.1) for sufficiently small stepsize.
4. Numerical experiments
In this section several numerical examples are given to illustrate our theoretical results in the previous sections.
Consider the scalar linear equation
dx(t) = ax(t−)dt + bx(t−)dW (t)+ cx(t−)dN(t), t > 0 (4.1)
with x(0−) = 1, and with a, b, c ∈ R.
The following numerical solutions are simulated by one sample trajectory and all the graphs are drawn with the vertical
axis scaled logarithmically. Now we choose c ≠ −1 as the first case. In this case, we illustrate the asymptotic stability via
the two following examples.
Example 1. a = 1, b = 3, c = −0.1, λ = 2.
Example 2. a = −1, b = −2, c = 2, λ = 1.
Note that the parameters in the two examples satisfy the condition (2.3), and thus both solutions of (4.1) are
asymptotically stable. For the linear test equation (4.1), the balancedmethod obviously reduces to the drift-implicit method
in the case C1 = 0, C0 ≠ 0 and to the explicit method in the case C0 = C1 = 0. As C1 ≠ 0, due to the presence of
balanced factor C1|∆Wn|, the balanced method shows implicitness in the diffusion term, which has a potential to ensure
good stability property. So, we will focus on the effect of the balanced factor on stability. More precisely, we investigate the
numerical experiments with C0 = 0 or C0 = 1 fixed and only varying C1 ∈ {0, 1}. To this end, we choose the parameter pair
(C0, C1) as follows:
(1) C0 = 0, C1 = 0;
(2) C0 = 0, C1 = 1;
(3) C0 = 1, C1 = 0;
(4) C0 = 1, C1 = 1.
In Figs. 1–4, the green solid lines and the pink broken lines represent the solutions produced by the strong balanced
method with (C0, C1) = (0, 0) and the strong balanced method with (C0, C1) = (0, 1), respectively. And the black solid
lines and the blue solid lines represent the solutions produced by the strong balanced method with (C0, C1) = (1, 0) and
the strong balanced method with (C0, C1) = (1, 1), respectively. Moreover, we use red broken lines to represent the exact
solutions (1.2) in Figs. 1 and 2.
Applying the above numerical methods with four different parameter pairs to Examples 1 and 2, we plot the numerical
solutions of Example 1 in Fig. 1 and Example 2 in Fig. 2. From Fig. 1, one can easily observe that all the four numerical
simulations are stable for small stepsize h = 0.1. But when the stepsize h increases, different methods exhibit different
behaviors. For example, the explicit method with (C0, C1) = (0, 0) is not asymptotically stable on h = 0.25. However,
with C0 = 0 fixed and varying the parameter C1, the numerical method with (C0, C1) = (0, 1) is asymptotically stable on
h = 0.25. For drift implicit variant of the Euler-scheme, i.e., C0 = 1, C1 = 0, one can detect its good performance at the
upper part of Fig. 1, where stepsizes h = 0.1, 0.25 were used. Unfortunately, such drift implicit method becomes unstable
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Fig. 1. Strong balanced methods for Example 1. Upper left: h = 0.1; upper right: h = 0.25; lower left: h = 0.6; lower right: h = 1.
as larger stepsizes h = 0.6, 1 were involved. Varying the parameter C1 and leaving C0 unchanged, we obtain the balanced
method with (C0, C1) = (1, 1), which successfully reproduces the asymptotical stability of the test problem, even for large
stepsizes h = 0.6, 1. For Example 2, we can observe the similar conclusion from Fig. 2.
The above numerical results show that, the balancedmethodwith C1 ≠ 0 has better stability behavior than C1 = 0when
C0 is fixed. Now we try to explain such observation by the maximum allowable stepsizes of these numerical methods. In
fact, an estimate of the supremum of the stepsize h in (2.17) can be obtained. Noticing that ξ is a standard normal random
variable and considering the convergence of the series in (2.18), we can compute (2.18) approximately as follows:
eλhE

ln
1+ ah+ b√hξ + c∆Nn 1+ C0h+ C1√h|ξ |−1
= E

ln
1+ ah+ b√hξ 1+ C0h+ C1√h|ξ |−1
+ λhE

ln
1+ ah+ b√hξ + c 1+ C0h+ C1√h|ξ |−1
+
∞
k=2
(λh)k
k! E

ln
1+ ah+ b√hξ + ck 1+ C0h+ C1√h|ξ |−1
=
 +∞
−∞
1√
2π
e−
x2
2 ln
1+ ah+ b√hx 1+ C0h+ C1√h|x|−1 dx
+ λh
 +∞
−∞
1√
2π
e−
x2
2 ln
1+ ah+ b√hx+ c 1+ C0h+ C1√h|x|−1 dx
+
+∞
k=2
(λh)k
k!
 +∞
−∞
1√
2π
e−
x2
2 ln
1+ ah+ b√hx+ ck 1+ C0h+ C1√h|x|−1 dx
≈
 10
−10
1√
2π
e−
x2
2 ln
1+ ah+ b√hx 1+ C0h+ C1√h|x|−1 dx
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Fig. 2. Strong balanced methods for Example 2. Upper left: h = 0.1; upper right: h = 0.4; lower left: h = 0.6; lower right: h = 1.
Table 1
Upper bound hB for stability of the four kinds of strong balanced methods for Example 1.
C1 C0 = 0 C0 = 1
0 0.2058 0.3117
1 0.7229 1.2255
Table 2
Upper bound hB for stability of the four kinds of strong balanced methods for Example 2.
C1 C0 = 0 C0 = 1
0 0.3844 0.4926
1 0.7915 1.2582
+ λh
 10
−10
1√
2π
e−
x2
2 ln
1+ ah+ b√hx+ c 1+ C0h+ C1√h|x|−1 dx
+
10
k=2
(λh)k
k!
 10
−10
1√
2π
e−
x2
2 ln
1+ ah+ b√hx+ ck 1+ C0h+ C1√h|x|−1 dx
, f (h). (4.2)
Our aim is to find the supremum hB such that f (h) < 0 as h < hB. Applying the composite trapezoidal rule, we can approx-
imate the three integrals of f (h), where the integral interval [−10, 10] is divided into 200 equal subintervals. It is obvious
that f (h) is a nonlinear function with respect to h. We use the Newton–Raphson method to solve the nonlinear equation
f (h) = 0 and obtain its zero root h such that f (h) < 0, 0 < h < hB.
The stepsize’s supremums hB for Examples 1 and 2 are presented in Tables 1 and 2, respectively. For Example 1, we fix
C0 = 0 and have hB = 0.2058 and 0.7229 if C1 = 0 and 1, respectively. In the case of C0 = 1, we also find the same fact that
the stepsize’s supremum hB increases as C1 varies from 0 to 1. For Example 2, we can obtain the similar observation from
Table 2.
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Fig. 3. Weak balanced methods for Example 1. Left: h = 0.2; right: h = 0.5.
Fig. 4. Weak balanced methods for Example 2. Upper left: h = 0.2; upper right: h = 0.3; lower left: h = 0.4; lower right: h = 0.8.
Both the numerical results in Figs. 1 and 2 and the analysis of the stepsize’s supremum show that, the strong balanced
methods with C1 ≠ 0 possess better stability properties and have less restriction on the stepsize than the methods with
C1 = 0.
Now let us begin stability tests for theweak numericalmethods. Similarly to the strong numerical schemes,we can obtain
an estimate of the maximum allowable stepsizeshB in (3.4) for the weak numerical methods. Owing to the properties ofξ ,
we can rewrite (3.5) as follows:
E

ln
R(a, b, c, h,ξ,∆Nn)
= (1− λh)E

ln
1+ C0h+ C1√h+ ah+ b√hξ − E ln 1+ C0h+ C1√h
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Fig. 5. The numerical result for strong balanced methods with c = −1, (C0, C1) = (1, 1).
Table 3
Upper boundhB for stability of the four kinds of weak balanced methods for Example 1.
C1 C0 = 0 C0 = 1
0 0.2783 1.0236
1 0.8545 2.1808
+ λhE

ln
1+ C0h+ C1√h+ ah+ b√hξ + c
= (1− λh)

1
2
ln
1+ C0h+ C1√h+ ah+ b√h+ 12 ln 1+ C0h+ C1√h+ ah− b√h

− ln
1+ C0h+ C1√h+ λh · 12 ln 1+ C0h+ C1√h+ ah+ b√h+ c
+ λh · 1
2

ln
1+ C0h+ C1√h+ ah− b√h+ c
,f (h). (4.3)
It is obvious thatf (h) is a nonlinear function with respect to h. Using the Newton–Raphson method, we solve the nonlinear
equationf (h) = 0 andobtain its zero roothB such thatf (h) < 0 as h <hB. In thiswaywe canobtain the stepsize’s supremumhB of the weak balanced methods with four different parameter pairs, which are listed in Tables 3 and 4. Similarly to the
strong balancedmethods, with C0 fixed, themaximumallowable stepsizeshB increase significantly as themethod parameter
C1 varies from C1 = 0 to C1 = 1.
Applying the above four kinds of weak numerical methods to Examples 1 and 2, we plot the numerical solutions of
Example 1 in Fig. 3 and Example 2 in Fig. 4. In Fig. 3, we focus on the case of C0 = 0 fixed. For this case, C1 = 0 is enough
to guarantee stability on h = 0.2, but fails to preserve stability on larger stepsize h = 0.5. On the contrary, C1 = 1 ensures
good approximations for both stepsizes. From Fig. 4, one can observe a similar effect brought by increasing the parameter
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Fig. 6. The numerical result for weak balanced methods with c = −1, (C0, C1) = (1, 1).
Table 4
Upper boundhB for stability of the four kinds of weak balanced methods for Example 2.
C1 C0 = 0 C0 = 1
0 0.2816 0.4312
1 0.3291 3.4161
C1 = 0 to C1 = 1. Again, both the numerical results in Figs. 3 and 4 and the analysis of the stepsize’s supremum show that,
to preserve stability the weak balanced methods with C1 ≠ 0 allow for larger range of the stepsize than the weak balanced
methods with C1 = 0.
Now we are in a position to consider the case of c = −1. In this case, by Theorems 2.1 and 3.1, we know that for any
a, b ∈ R, the balanced methods are asymptotically stable with sufficiently small stepsize h. The following numerical results
will illustrate such theoretical result.
In the following experiments, we choose (C0, C1) = (1, 1). The blue broken lines represent the numerical solutions
in Figs. 5 and 6. Fig. 5 shows that the strong balanced methods (2.1) are asymptotically stable with the sufficiently small
stepsize h = 0.03. In Fig. 6, it is shown that the weak balanced methods (3.1) are asymptotically stable with the sufficiently
small stepsize h = 0.028.
5. Conclusion
In this work, we have examined the asymptotic stability of strong balanced methods and weak balanced methods for
the stochastic differential equations with jumps. The preceding results show that both classes of balanced methods can
reproduce the asymptotic stability of the system with sufficiently small stepsize h. The theory results and the numerical
experiments show that balanced methods which have implicitness in the diffusion term are indeed the superior schemes
for relatively large stepsizes and admit better stability property than both explicit and drift-implicit schemes.
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