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ABSTRACT
An algorithm to allow a redundant robot to avoid obstacles in its workspace is 
proposed. The task of path planning is formulated as a sequence of nonlinear 
programming problems. For each problem, the objective is to minimize the distance 
between the current location of the end-effector and some intermediate point along a 
desired path. Two penalties are added to the objective function to ensure that the robot is 
not colliding with an obstacle and that its links are intersecting one another. Inequality 
constraints describing the mechanical stops and limiting values for joint movements are 
incorporated. Obstacles are represented as polygons, which are composed of series of 
connecting line segments. Successive quadratic programming algorithm is used to solve 
the path planning problem. To save computation time, the algorithm activates the joints 
that are closer to the end effector. If activations of those joints cannot satisfactory 
complete the task, other joints will be sequentially mobilized until the desired path is 
reached. The proposed method is demonstrated especially efficient when the degrees of 
freedom are large.
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CHAPTER ONE
INTRODUCTION
According to the American Heritage Dictionary [1], a robot is "a machine that 
resembles a human being and is capable of performing human tasks." It is usually 
equipped with actuators and sensors, and controlled by a computer. The tasks to be 
performed are specified by people. This thesis concentrates on a special kind of robot 
called manipulator: an open-loop mechanical robot arm consisting of links and joints. 
Throughout this thesis, the word "robot" and "manipulator" will be used interchangeably.
Robots can release human involvement in dangerous and repetitive tasks, and 
produce more accurate results. For a robot to be effective, it must be able to move from 
one position to another. The mobility of a robot is measured by its degrees o f freedom. 
Usually, the degrees of freedom for an open-loop robot are equal to the number of joints. 
To reach an arbitrary point in a three-dimensional space with desired orientation, a robot 
is required to have at least six degrees of freedom: three for translations in x, y, and z 
directions, and three for rotations about those directions. Some highly specialized robots, 
such as welding or painting robots, have only five degrees of freedom, since rotation 
about the welding torch or spray is not required. In other simple tasks, where robots have
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to pick up some parts and place them in a convenient location, four degrees of freedom 
or less are usually sufficient.
The robots described above can satisfactorily perform simple tasks in a well- 
organized and obstacle-free work area. However, in many applications where human 
involvements are not desirable, such as space station assembly or hazardous material 
clean up, the environment is usually cluttered with both stationary and moving obstacles. 
Traditional industrial robots cannot transverse through such workspace easily because 
they lack the flexibility required to maneuver around obstacles. For example, when one 
joint of a such robot reaches a singularity configuration1, it is immobilized. As illustrated 
in Figure 1.1, the robot cannot continue to move along a desired path if a singularity is 
reached. To increase flexibility, some redundancies have to be incorporated in the design 
of robots. There are two types of mechanical redundancies: kinematic and actuation.
Since actuation redundancy is only applied to closed-loop mechanisms, redundant robots 
in this thesis refer to kinematic redundant robots that have more degrees of freedom than 
the required number for the end-effector to reach a desired position and orientation, that 
is, three degrees of freedom are required in two-dimensional space and six in three- 
dimensional space. These extra degrees of freedom enable a robot to avoid mechanical 
stops, obstacles, and singularity. In addition, redundant robots can change their interior 
joint angles without affecting the end-effector position and orientation [3]. The human 
arm is an example of a redundant robot: the wrist and shoulder joints have three degrees
'Singularity occurs when a joint is fully stretched or folded, or when one or more axes 
lined up in the same plane. This is equivalent to losing one or more degrees of freedom [2],
of freedom, while the elbow joint has one. This redundancy allows the elbow joint to 
change its position while the hand is grasping an object.
d e s i r e d  pa th
s i g u la r i t y  c o n f i g u r a t i o n
77777777
Figure 1.1 Singularity Configuration of a Robot
There are several areas in the study of redundant robots, including design, 
control, and path planning. This thesis concentrates primarily on the path planning 
aspects of robots with many degrees of redundancies traversing through obstacles with 
known locations.
Path planning is an indispensable part of constructing autonomous robots, since 
the robot cannot perform its tasks unless it knows how to go from its original position to 
the goal position. Thus, the objective of this thesis can be summarized as:
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Given the desired position and orientation along a prescribed robot path, find the 
robot's configurations along this path to avoid collision with obstacles. Report 
failure i f  the task cannot be completed.
At first glance, this may look like a simple problem, since collision avoidance 
involves nothing more than "common sense." However, problems that can be solved by 
our "common sense" are very difficult for a computer program to duplicate. Path 
planning involves transferring "common sense" into "automated reasoning." The 
difficulties of path planning of redundant robots arise because there is no one-to-one 
relationship between the end-effector location and interior joint angles of the robot.
There are many or even infinite combinations of interior joint configurations to produce 
the desired end-effector configuration. Therefore, some kind of optimization algorithm is 
needed to find the best solution. Path planning of those robots is a mathematically 
complicated and computationally intensive problem due to the large degrees of freedom 
involved. Reduction of computational time can make real-time applications more 
feasible.
Some of the issues must be addressed are:
—Mathematical representation of the robot, workspace, obstacles, and end- 
effector path.
-M athematical representation of the objectives.
-Collision detection.
-Collision avoidance.
-Reduction of computational time.
Path planning of a redundant robot is a widely researched area. There have been 
many approaches published, each with some advantages and disadvantages [4], [5]. 
Those approaches can be roughly classified as human guidance and graph search. Also, 
there are specialized approaches for robots with many degrees of freedoms.
The Human Guidance Approach
Human intuition can make a complex problem simple. A simple solution to the 
problem of path planning is to use a teach pendant or physically guide the robot through 
its tasks. Successive joint movements needed to generate the desired motions are 
recorded in a computer, so that the robot can retrace the path by using the recorded 
information. This is suitable for processes that are repeated for a long time. The 
disadvantages of this approach include tedious teaching process, and interruption of the 
productive service when teaching is underway. Moreover, when the locations of 
obstacles change, or an alternate paths are desired, the process must be repeated. The 
path obtained by this approach may not be the most accurate solution because it depends 
on the judgement of the operator.
Graph Search Approach
Because of the disadvantages of the human guidance approach, a more 
autonomous method is desired. It would be more convenient if a robot could generate the 
necessary information to move from its original position to the goal position. Automatic 
motion planning can relieve human operators from tedious tasks. This is usually
accomplished by on-line and off-line programming that can remove the robot's 
involvement in the planning stage.
Traditionally, this process is too slow to implement in real time because the large 
amount of computation involved. Recently, with rapid advances in computing 
technology, it has become feasible to build autonomous robots that operate at reasonable 
speeds.
Many graph search approaches are based on the concept of Configuration Space 
(C-space). A configuration of certain object is a description of the position of every point 
in this object relative to a fixed reference frame [6]. For the manipulator such as the one 
in Figure 1.2, the configuration is the description of the position and orientation of each 
joint angle with respect to coordinate system attached to the workspace of the 
manipulator. The configuration space is the space of all the configurations of the 
manipulator. The dimensions of the configuration space are the number of parameters 
describing the manipulator, in this case, the parameters are joint angles. For example, the 
two degrees of freedom manipulator in Figure 1.2 has a two dimensional C-space. If the 
joints, 0, and 02 can move from 0 lmjn to 0 lmax and 02min to 02max, respectively, the position 
of the end-effector can be represented by the space bounded by the minimum and 
maximum values for joint angles 0 , and 02. The used of the Configuration Space were 
popularized by the work of Lozano-Perez [7]. Everything within the workspace of the 
robot, such as obstacle and the end-effector path, is mapped into the c-space as a union of 
desired and undesired joint angles.
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Figure 1.2 A 2-D Robot and Its Corresponding Configuration Space
Researchers using the Configuration Space approach generally discretize the C-space into 
a regular grid and search for a free path. The accuracy of the solution depends on the size 
of the grid. If a resolution of 100 grids per joint is desired, the total number of points will 
be 104 for a two-joint robot or 1012 for a six-joint robot. This number will increase 
exponentially as the degrees of freedom increases. After the C-space has been established 
for the physical system, a graph search method is required to find the acceptable robot 
configuration to complete the task. One of the most efficient graph search methods is the 
potential fie ld  approach pioneered by the work of Khatib [8]. In this method, an artificial 
potential field is applied to the C-space: the goal position represents a positive attraction, 
and the obstacles represent negative attractions. Using this method, the robot can reach 
its goal by following the resulting gradient field. Comparing to other methods, the 
potential field method can be very fast. A disadvantage of this approach is that the robot
may be trapped into a local minima. Several attempts have been made to correct that 
problem. One research shows that the probability of being trapped is reduced if the 
selected path is modified under the influence of the potential field, until an acceptable 
path can be produced [9]. Another study [10] suggests that using several potentials 
concurrently can effectively deal with local minima. Moreover, this problem can be 
completely avoided if harmonic potential functions are used [11]. Once the path is 
generated, the required joint angles can be calculated by inverse kinematics. This is 
usually accomplished by pseudoinverse formulation [3], [12], extended Jacobian [13] or 
transpose of the Jacobian [14]. All of these methods required calculating the Jacobia, 
which is a matrix that connects the position of a robot to its velocity.
Approaches for Robot with Large Degrees o f Freedom
The methods described above can work properly if the number of joints is 
relatively limited. However, as the degree of redundancy increases, their effectiveness 
decreases. Because of the inherent complexities with the C-Space formulation, especially 
for robots with large degree of redundancy, many recent studies seek alternate methods. 
Kant [15] suggests a sequential search strategy: the base link is planned first, and the 
preceding links are planned based on the previous one. This way, a (n) dimensional C- 
space is reduced to (n) simpler link problems. Seraji, et.al. [16] proposes a straight 
forward approach based on configuration control that can reduce complexity. In this 
formulation, the obstacle avoidance requirement is represented as kinematic constrains.
Hennessy and Donath [17] present the "multiplexed joint" method to joint individually to 
reduce computational time and minimize errors.
The Proposed Method
In this thesis, a new method for path planning of serially connected redundant 
robots is proposed. It is based on two observations: (1) it may not be necessary to 
activate all joints simultaneously to follow a desired path due to its kinematic 
redundancy, and (2) activating the nearest joints to the end-effector usually results in 
spending less energy than the same number of joints that are closer to the robot's base. To 
take full advantage of the redundancy, the proposed algorithm adaptively selects the 
minimum number of joints required to accomplish the task. The proposed algorithm 
attempts to complete the desired motion between any two path points using the minimum 
number of actuators that are closest to the end-effector.
The problem is modeled as a nonlinear programming problem. The goal is to 
direct the robot to follow a specific end-effector path without colliding with an obstacle 
and itself. In this method, the robot and it environments are formulated in the world 
space to reduce mathematical complexity. Penalty functions are incorporated to the 
objective function for collision avoidance. Kinematic constraints are added to describe 
the effector for mechanical stops and smooth joint movements.
In the next several chapters, this algorithm is presented in detail. Chapter 2 
explains how the robot and its environment are represented, Chapter 3 describes the 
mechanics of collision detection, Chapter 4 states the objective function, penalty
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functions and constraints, Chapter 5 described the path planning algorithm in details, and 
finally, Chapter 6 presents several computer simulations for a robot with sixteen degrees 
of freedom traversing among obstacles.
CHAPTER TWO
REPRESENTATION OF THE ROBOT AND ITS ENVIRONMENT
The configuration space approach to motion planning creates a unified and 
convenient environment to search for an obstacle-free path between the start and goal 
configurations. However, as pointed out in the previous chapter, the computation is 
intensive when the degrees of freedom are large. Moreover, complicated mathematics is 
required to map obstacles and the end-effector path into the C-space. Although the 
approaches specialized for robots with large degrees of redundancy can reduce some of 
the complexities, computational time is still high for many applications.
This chapter presents a simplified method to represent the obstacles, robot, and 
end-effector path. An efficient representation can greatly reduce the amount of 
computational time.
Representation o f Obstacles
Obstacles are objects that lie within the workspace of the robot. Whenever these 
objects obstruct the motion of the robot, collision occurs. The robot must possess the 
ability to detect collision before it can autonomously traverse through a cluttered 
environment. Therefore, testing for the existence of collision is an important part of path
12
planning. A good mathematical representation of the obstacles is essential to the speed in 
which the robot recognizes collisions.
In this thesis, obstacles are stationary objects, and their locations and sizes are 
predetermined, that is, the robot has a "map" of the environment. Also, the coordinates of 
the obstacles are mathematically described in Cartesian space rather than joint space of 
the robot, since the redundancy of the robot makes joint space representation of obstacles 
difficult. To simplify calculation, obstacles are assumed to take the form of polygons 
(either concave or convex), which are line segments connected by vertices. If an obstacle 
is not a polygon, it can always be approximated by one with reasonable accuracy. In 
Figure 2.1, there are two polygons that can be used to approximate the same obstacle of 
arbitrary shape. The number of sides of the polygon is specified by the user, depending 
on the degree of accuracy wanted.
obstacle obstacle
a r b i t r a r y  o b s t a c l e
a p p r o x i m a t e d  p o l y g o n a l  o b s t a c l e s
Figure 2.1 Two Approximated Polygonal Obstacles
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Obstacles can also be approximated by other simple geometrical objects, such as 
circle and rectangle. While these representations can simplify calculation, the degree of 
accuracy is reduced.
Representation of the Robot
The terminology used to describe the robot is largely adapted from [2]. The robot 
studied in this thesis is a serially connected planar manipulator. It consists of rigid links 
that are connected by revolute joints, which allow rotational motion between adjacent 
links. This relative displacement is measured by joint angles. The base angle is measured 
with respect to the horizontal, and the rest of the angles are measured with respect to the 
previous link. The mechanical stop of a joint is the maximum changed of joint angle 
allowed. In general, the degree o f freedom  is the number of independent variables needed 
to completely describe a mechanism. Since the robot forms an open-loop mechanism, the 
degree of freedom of a robot equal to the number of joints. The end-effector refers to the 
last link of this open-loop mechanism, it is also the only link that is not connected by two 
joints. Figure 2.2 is an example of such manipulator with two degrees of freedom.
Each link of the robot is a two dimensional rigid body of arbitrary shape, so that 
it is computationally intensive to represent these planar objects. To reduce complexity, 
each link of the robot is reduced to a line segment, and each joint is reduced to a point. 
This way, a robot consists o f links and joints is transformed into line segments connected
14
e n d -e f f e c tor
jo int  2i
l ink 2
link 1
Figure 2.2 An Example of a Serially 
Connected Planar Robot.
by two consecutive points. However, the simplification may lead to an undesirable 
situation where the line segment representing the robot is not colliding with an obstacle 
even though the actual link is (Figure 2.3). This error can be corrected if all obstacles in
/  '  ^  ^
O r i g i n a l R e d u c e d
/
Figure 2.3 Reduced Robot Fails to Detect Collision.
the workspace are expanded in every direction by a distance equal to half the width of the 
rectangle enclosing the corresponding robot's link. This technique is known as "robot 
shrinkage and obstacle expansion" [18]. Since robots usually do not have links of equal 
width, each obstacle is expanded accordingly to avoid inaccuracy. Separate databases 
containing the information about the boundaries of expanded obstacles for each link is 
created. The obstacle expansion process is carried out only once at the beginning of the 
program so that the computational requirement is minimal. In Figure 2.4, when the robot 
is reduced to line segments, each obstacle is expanded into (n) obstacles, where (n) is the 
number of links. Obstacle (i) is produced by expanding the original obstacle by a 
distance equal to half the width of the rectangle enclosing link (i). Therefore, when 
considering collision between link (i) and an obstacle, the computer program selects the 
obstacle that has been expanded corresponding the half width of link (i).
o b s t a c l e
1
O b s t a c l e  b o u n d a r i e s  
f o r  l i n k  i +  I
O b s t a c l e  b o u n d a r i e s  
f o r  l i n k  i
/
Figure 2.4 Robot Shrinkage and Obstacle Expansion
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Digitization o f the Paths
One of the objectives of this thesis is directing the robot to follow a path that is 
specified by the start and goal position and orientation. The intermediate positions are 
generated by the robot, obeying imposed restrictions. Some of the restrictions are 
specified orientation, velocity and acceleration, and obstacle avoidance of each joint. In 
most cases, simply stating the beginning and ending position is not sufficient to describe 
a path. To describe the path more precisely, the robot is instructed to follow a sequence 
of additional intermediate points between the end positions of the desired path. These 
intermediate points are called path points (Figure 2.5), which can be used 
to interpolate a smooth path so that the motion of the robot is also smooth. Abrupt and 
gross motion may cause severe damage to the robot and create unwanted vibrations.
path  
* path points ,  Pi
Figure 2.5 Digitization of End-effector Path
The higher the number of path points, the smoother the motion will be. However, more 
computational time is needed if higher number of path points are supplied.
Representation o f the Workspace
The reachable workspace is the maximum reachable space of the robot's end- 
effector, regardless of its orientation. If orientation is specified, it is called the dexterous 
workspace [2]. Throughout this thesis, the word workspace refers to the dexterous 
workspace. Since the goal and all intermediate locations of the robot are assumed to be 
well within the workspace, it is not necessary to describe the workspace precisely. For 
convenience, it is defined as a rectangular area, or a subset of the workspace. This 
rectangular area is further divided into uniformly sized rectangular cells, each cell is 
identified by its grid location.
To identify the locations of obstacles, the computer program first surveys the 
workspace grid. If any cell is occupied by an obstacle, either entirely or partially (Figure 
2.6), this cell and its eight adjacent cells are labeled as an unsafe region.
j— | U n s a f e  
I— I R e g i o n s
H O b s t a c l e s
Figure 2.6 Workspace Grid and Unsafe Regions
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Figure 2.7 summarizes this representation. The use of unsafe region in collision detection 
will be discussed in the next chapter.
r e c t a n g u l a r  a rea
w o r k s p a c e
sa f e  r e g i o n s
c e l l s
u n s a f e  r e g i o n s
Figure 2.7 Representation of the Workspace
CHAPTER THREE
COLLISION DETECTION
When a robot traverses through a cluttered environment, two types of collisions 
may occur:
1. Collision between a robot link and an obstacle, Figure 3.1 (a).
2. Collision between two non-adjacent links (mechanical stops are usually added 
to each link to prevent collision between adjacent links), Figure 3.2 (b).
Collision detection is a time-consuming process, especially when the number of
links is high. For every incremental movement of the robot, calculation must be 
performed to check if either type of collision occurs, for any portion of the robot. In this 
chapter several techniques are used reduced the amount of computational time required 
for collision detection.
Collision Between Robot and Obstacles
Since the workspace is divided into rectangular grids, one of the ways to 
detectcollision is to mark the cells that are occupied by obstacles. When a joint passes
19
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through these cells, check whether links connecting by this joint and its adjacent joints 
collide with any of the edges of the obstacle. This method works well in most cases.
Collision between a obstacle Collision between non-
and the robot adjacent links
obstacle
( a ) (b)
F igure 3.1 Two Types of Collisions
However, as shown in Figure 3.2, the end-effector of the robot can collide with an 
obstacle even though none of robot's joints is in the same cell as the obstacle. The 
creation of unsafe regions, as described in the previous chapter, can account for this case. 
Collision detection for robot and obstacles is considered only if one or more joints are in 
the unsafe region, instead of only when a joint is in the same cell as an obstacle. The 
speed in which the computer locates the unsafe regions depends on the size of the cell. If 
the cells are small, more cells are needed to approximate the workspace. If the cells are 
large, the size of the corresponding unsafe region will also be bigger, so that the
21
possibility that the robot passes through the unsafe region is high. Small cells require 
more time to create unsafe regions, and large cells require more time to check for 
collision. For computer simulations preseented in Chapter five, the size of each each cell 
is set to be twice the length of the largest link, so that the establishment of unsafe region 
can completely eliminate the situation in Figure 3.2
u n s a f e  r e g i o n
o b s t a c l e
Figure 3.2 Collision Between the Robot and an Obstacle
Since both the robot and obstacles are reduced to line segments, the problem of 
collision detection becomes a problem of line intersection (Appendix B). The following 
steps are followed to check for collision:
1. Determine which links are located in an unsafe region, starting by the end- 
effector. Create an array containing those joints and their corresponding grid
locations.
2. For those joints, determine if there is collision between any of the obstacles 
located in this region.
By checking collision between obstacles and the robot only when the robot is in an 
unsafe region, computaion time is greatly reduced. This is because the time needed to 
determine whether a joint is in an unsafe region is substantially less than that of collision 
detection. The steps for collision detection are summarized in as a flow chart (Figure
Collision Between Non-Adjacent Links
Collision between non-adjacent links is checked for every incremental movement 
of the robot. This detection is carried out by considering non-adjacent links as obstacles.
C u r r e n t  j o i n t  in 
a n  u n s a f e  r e g i o n No
Y e s
a n d ■N o
Y e s
C o l l i s i o n  o c c u r s
S o l v e  f o r  u a n d  w
C u r r e n t  j o i n t  =  i
c h e c k  i n t e r s e c t i o n  b e t w e e n  l i n k  
c o n n e c t e d  b y  j o i n t  i a n d  i + 1  a n d  
e d g e s  o f  o b s t a c l e  k
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Figure 3.5 Flow Chart for Collision Detection.
CHAPTER 4
PATH PLANNING FORMULATION AND STRATEGIES
As mention in chapter 1, the two objectives of the path planning problem in this 
thesis are:
1. Direct the robot's end-effector to follow a specific path.
2. Prevent the robot to collide with any obstacle or itself while traversing between
the beginning and goal positions.
In this chapter, these two requirements are formulated as mathematical problems, 
and techniques are presented to solve these problems. Also, because of the computational 
complexities, special strategies are implemented to reduce computational time.
Location of End-Effector
The end-effector location of the planar manipulator is a function of length of each 
link and each joint angle:
(4.1)
where,
r:
0 :
end-effector location
angle of each joint, 0j is measured with respect to the horizontal line, 02 to
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0n are measured with respect to the previous link 
1: length of each link
n: number of links
For the 2-joint manipulator shown in Figure 2.1, the end-effector location can be 
derived from geometrical relationship,
/ \ (
- X
r  - rs
\
/j cos(0j) + l2 cos(0j + 02)
 ̂h sin(0j) + l2 sin(0j + 02)
For a general planar manipulator with n-joints, equation (4.2) becomes,
(4.2)
r ~
( \ x
\ y )
/
n
E  h cos
/  > n
E  0,
i - i v  - 1
n f \  n
E  h s i n
\ i -  l
E  0, 
- 1 /
(4.3)
To direct the end-effector to travel a specific path, the joint angles must be 
changed accordingly, therefore, the new location of the end-effector is,
/  \  
x
y)
cos
t -1
E  (0* + fi0,)
- I
n
E  ( 0 , + *0,)
(4.4)
where 59i is the change of joint angle (i).
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Objective Function
To ensure that the end-effector is following the desired path, the objective 
function is formulated such that the distance between the end-effector location and a 
specific path point is minimized. Mathematically, this objective function can be 
expressed as,
Minimize: (r - P () • (r -  P() i = 1 ...m (4.5)
where,
r : current location o f end-effector 
P t : path point (i) 
m : number o f  path points
The current location of the end-effector can be obtained from equation (4.3), and 
path points are explained in Chapter 2. Both variables are vector quantities that have 
components in x and y direction. The dot product eliminates the possible negative values 
resulting from the subtraction. This is illustrated in Figure 4.1.
Figure 4.1 The Distance Between the End- 
Effector Location and a Path Point
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By minimizing the proximity between the end-effector location and the a path, 
equation (4.3) satisfies the first objective of path planning. To satisfy the collision 
avoidance requirement, two penalty functions are added to the objective function, so that 
it becomes,
Minimize: (r -  P() • (r - P )  + Fgj + Fu i = 1 ...m (4.6)
where,
F = 0 if  there is no collision
(4.7)= eoi * tgi i f  there is collision
and,
F,. = 0 if  there is no collision
/ A  C \
= eu * tH if  there is collision
where e is a small constant, subscripts "o" and "1" refer to link-obstacle and link-link 
collisions, respectively. The values of t's depend on the "severity" of intersection 
(Appendix B). For example, when the robot link is intersecting an obstacle in the middle, 
it is more "severe" than when a robot's link is intersecting an obstacle near one of its 
edges. In this case, the t's will have larger values, so that the penalty functions will be 
larger. Whenever the path planning algorithm detects a collision occurrence, it will 
successively guide the robot toward a configuration where the corresponding "t" is
smaller until its value becomes zero.
This objective function is subjected to two inequality constraints in the forms of,
 ̂  ̂ ®tmax (4.9)
* 0 0 ^  (4.10)
where,
0imin and 0imax are the values of the mechanical stops of joint (i),
6 0 imax is the maximum permissible change in the value of angle (i).
The first constraint, equation (4.6), ensures that each joint angle is within its mechanical 
stop. The second constraint, equation (4.7), ensures that the change of joint angle of each 
joint is less than a preset limit. This prevents the motion of the robot being jerky.
Search Technique
To reach a point P;, small values of joint movements are used as the initial 
guesses. These values are usually bigger of outboard joints than for inboard joints, since 
moving the outboard joints requires less energy. The change of angles, 80i's, obtained 
from the previous movement to point Pit are applied as initial guesses to reach point Pi+1.
Observe that the objective function, equation (4.2), has (n) variables, and since 
the end-effector location is calculated by both sine and cosine functions, it is also non­
linear in nature. Moreover, both inequality constraints have (3n) variables. Therefore, a 
powerful optimization algorithm is required to find a solution in a short time.
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Subroutine NCONF of the IMSL [20] package, which utilizes the Successive Quadratic 
Programming Technique [21], is used solve the problem. This method assumes that the 
objective functions and constraints are continuously differentiable. It incorporates the 
constraints into the objective function by using the Lagrangian function. The subproblem 
is solved by quadratic approximation and linearization of the constraints.
This quadratic approximation is well suited for this application because the non­
linear nature of the objective function. However, because this is a gradient method, high 
precision calculations are required to avoid noncritical points during the solution process. 
Appendix C describes the Successive Quadratic Programming Technique in details.
Path Planning Strategies
After path planning requirements are formulated as a mathematical equation, the 
Quadratic Programming Technique is used to search for a suitable solution. The 
algorithm presented in the previous chapters succeeds in producing acceptable results 
when the number of links is relatively limited (ten or less). However, as the number of 
links increases, the success rate of the algorithm diminishes. Some of the difficulties 
encountered are:
1. The program fails to find a solution in some cases, even though visual 
inspection of the problem shows that a solution exists. This can be contributed 
partly to the local nature of the Successive Quadratic Programming Technique, 
but more importantly, it is because the large number of variables involved is 
overwhelming the computer program. It is observed that this type of failure does
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not occur when the number of joints is less than ten. Also, the computational time 
is high even when the planning is successful.
2. The search algorithm may lead the robot to approach a configuration with 
many joints at their respective mechanical stops. As shown in Figure 4.2, when a 
joint of a redundant manipulator reaches a mechanical stop, this joint cannot 
continue to move in the same direction. Due to the joint redundancy, the robot 
may still be able to traverse its path simply by moving other joints. However, 
having a joint at a mechanical stop restricts the mobility of the robot.
d i r e c t i o n  o f  m o t i o n
/
/
m e c h a n i c a l  s top
l in k  i l ink  i +
Figure 4.2 Mechanical Stop of a Joint
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To the remedy the problems described above, some path planning strategies are 
implemented to original formulation. These strategies include: (1) Adaptive Selection of 
Active joints, (2) Back-Tracking, and (3) Avoidance of Mechanical limits.
Adaptive Selection of Active Joints 
For a redundant robot, it is usually not necessary to activate all the joints at the 
same time to follow a desired path segment. As shown in Figure 4.3, there are many 
ways that the robot can reach a desired location. A four degrees of freedom robot (Figure 
4.3 (a)) can reach a desired point by moving only one joint (Figure 4.3 (b)), two joints 
(Figure 4.3 (c)) or even three joints (Figure 4.3 (d)). However, moving joints that are 
closer to the end-effector results in spending less energy than moving the same number 
of joints that are closer the base. Therefore, the algorithm activates the smallest number 
of outboard-most joints to complete a path segment. The smallest number corresponds to 
the non-redundant solution, that is, in two-dimensional 
space, the minimum number of joints for path planning in a obstacle-free 
environment is two joints and three joints when the end-effector orientation is specified. 
If the available joints have reached their mechanical limits, or there are obstacles 
obstructing the movements of the robot, the desired path cannot be satisfactorily 
followed by activations of these joint alone. In such situations, additional
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( a) (b) ( c) (d)
Figure 4.3 Several Configurations to Reach a Desired Point
joints will be activated successively one at a time. This is analogous to human arm 
movement: to reach an object, we tend to move the outer-most joint (the wrist) first. 
When moving only the wrist cannot complete the task, elbow and shoulder joints are 
then used. This is because moving the wrist joint requires less anergy than the shoulder 
joint. By reducing the number of joints involved, the number of variables decreases, the 
computer is able to produce acceptable results consistently, and the computation time is 
greatly reduced.
This method is based on another observation of the human arm movement. For 
example, in the first attempt to reach an object behind a box, the arm is stretched from 
the left side of the box. If we cannot reach the object, we will contract the arm away 
from the box, and make second attempt from the right side of the box. This kind of
Back-Tracking
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motion is called back-tracking, and it can be applied to the search algorithm, since the 
success of a search algorithm depends largely on the initial search direction. Therefore, 
whenever a path point cannot be reached, the robot will back-track to a previous position 
where path planning is successful, and use the negative values of the initial guesses. The 
opposite initial guesses may lead the robot to reach a desired location in a different 
position. In Figure 4.4, the robot tries complete a path with beginning point at (1) and 
end point at (6). The original direction of the robot fails to reach the end point because of
9  P a t h  p o i n tObstacle
o r i g i n a l  p o s i t i o n
P o s i t i o n  a f t e r  b a c k - t r a c k i n g
7777777777
Figure 4.4 Back-tracking
the presence of an obstacle. Subsequently, it back-tracks to the beginning the path 
segment and make a second attempt from a different position.
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Avoidance of Mechanical Stops 
Since there is no provision in the algorithm to prevent joints from reaching their 
mechanical stop, the robot may unknowingly move in that direction, and report failure 
when the next path point cannot be reached. To steer those joints away from their 
respective joint limits, the initial guesses are changed to,
6 0 , =
if joint (j) is at its maximum limit or,
0 -  0
60 = J S S . L
‘ 2
if joint (j) is at its minimum limits.
This is retrospective step that is taken only when a mechanical stop is reached and 
only when the goal position is not reached. Figure 4.5 summarized these strategies in a 
flow chart.
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Figure 4.5 Path Planning Strategies
C H A PTER  FIVE
COMPUTER SIMULATION
Two computer simulations examples using the algorithm described in the
previous chapter are presented here. The specifications of the manipulator and its
environment are summarized in Table 5.1 Table 5.2, respectively.
Table 5.1 Specifications of a Sixteen Degrees 
of Freedom Robot
Degrees of Freedom 16
Length of Each Link 1 unit
Maximum Change of 
Angles
45 degrees
Mechanical Stops (For 
all joints)
-90 -  90 
degrees
Initial Position (Base 
angle)
50 degrees
Initial Position (Angles 
2-15)
0 degrees
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Table 5.2 Specifications of the 
Environment
number of cells in 
x direction
8
number of cells in 
y direction
10
size of each cell 2 units
Simulation I
In this simulation, the manipulator described above is instructed to follow four 
straight path segments within a tunnel. The end-effector orientation is restricted to be 
the same as the path. As shown in Figure 5.1, two horizontal paths are connected by 
path points (1), (2) and (3), and two vertical path segments are connected by path 
points (3), (4) and (5). Figure 5.2 (a) to (e) show the robot path segments 1 to 5, 
respectively.
5
4
3  2  I
Figure 5.1 The Path and Obstacles of Simulation I
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Figure 5.2(c) Robot at Path Point
(3)
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Figure 5.2(e) Robot at Path Point
(5)
14
12
10
8
6
4
2
0
-2
-10 -8 -6 -4 -2 0 2 4 6
Figure 5.2(b) Robot at Path Point 
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Figure 5.2(d) Robot at Path Point
(4)
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Simulation Q
In this simulation, the robot is required to follow two straight horizontal and a 
vertical path, and then move around an octagon. The obstacles are a straight line 
segment to the right of the robot's base, a triangle to its left, and an octagon in 
between. Figure 6.3 shows the path segments and obstacle, Figure 6.4(a) to (1) 
describes the robot at each path point.
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Figure 5.3 The Path and Obstacles of Simulation II
40
20
18
16
14
12
10
8
6
4
2
0
- 8 - 6 - 4  -2 0 2  4 6 8 10 12
Figure 5.4(a) Robot at Path Point
(1)
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Figure 5.4(c) Robot at Path Point
(3)
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Figure 5.4(e) Robot at Path Point
(5)
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Figure 5.4(b) Robot at Path Point
(2)
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Figure 5.4(d) Robot at Path Point 
(4)
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Figure 5.4(f) Robot at Path Point
(6 )
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Figure 5.4(g) Robot at Path Point 
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Figure 5.4(i) Robot at Path Point 
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Figure 5.4(k) Robot at Path Point
(11)
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Figure 5.4(h) Robot at Path Point 
(8)
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Figure 5.4(j) Robot at Path Point 
( 10)
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Figure 5.4(1) Robot at Path Point
( 12)
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Figure 5.4(m) Robot at Path 
P o in t(13)
20
18
16
14
12
10
8
6
4
2
0
- 8 - 6 - 4  -2 0 2 4 6 8  10 12
Figure 5.4(o) Robot at Path Point
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Figure 5.4(q) Robot at Path Point
(17)
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Figure 5.4(n) Robot at Path Point 
(14)
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Figure 5.4(p) Robot at Path Point 
(16)
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Figure 5.4(r) Robot at Path Point
(18)
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Figure 5.4(s) Robot at Path Point 
(19)
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Figure 5.4(t) Robot at Path Point 
(20)
Observations
The number of joints activated and joint limit avoidance strategy in simulations I 
and II are summarized in Tables 5.3 and 5.4, respectively. In both cases, only subsets of 
the joints are needed to complete the two tasks. Path points 2 to 5 in simulation I require 
the most joints, twelve, or 75% of the total joints. This demonstrates the advantage of the
Table 5.3 Active Joint in Simulation I
P ath  Point N um ber o f A ctivated Jo in ts Jo in t L im it Avoidance
1 10 yes
2 12 yes
3 12 no
4 12 yes
5 12 no (goal reached)
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adaptive selection algorithm presented in Chapter 4. Since the computational requirement 
increases substantially as the number of joints increase, reduction of active joints greatly 
reduces computation. There are several situations where joints limits are reached, the 
joint limit avoidance strategy is able to steer the robot away from these positions so that
Table 5.4 Active Joints in Simulation II
P ath  Point N um ber o f  A ctivated Jo in ts Jo in t lim it Avoidance
1 8 no
2 8 no
3 8 yes
4 8 no
5 8 no
6 8 no
7 8 no
8 8 yes
9 8 yes
10 8 no
11 8 no
12 5 no
13 5 no
14 5 yes
IS 6 no
16 9 no
17 9 no
18 11 no
19 11 yes
20 11 no (goal reached)
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not additional joints are required to reach the next path point. In simulation I, back­
tracking is activated only once, this occurs at the beginning of the first horizontal path, 
where the robot attempt to reach the goal by traversing above the line segment. In the 
second simulation, back-tracking is unnecessary, due to the confining nature of the 
obstacles.
The relationships between joint angles and path points are shown in Figure 5.5 
and Figure 5.6. The robot is "well behaved" in both simulations since there are no 
mechanical stops reached and no abrupt changes of joint angles.
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Figure 5.5 Joint Angles of Active Joints in Simulation I
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Figure 5.6 Joint Angles of Active Joints in Simulation II
CHAPTER 6
CONCLUSION
A novel algorithm for path planning and obstacle avoidance of serially connected 
planar robots with large degrees of redundancy is presented. The motivation behind this 
algorithm is the need to reduce computational time, which can increase exponentially as 
the number joints increases. The robot and its environment are formulated in the world 
space to avoid the high dimensionality of the Configuration Space approach. Path 
planning requirements are represented as sequence of nonlinear programming problems. 
The objective of each problem is to minimize the distance between the end-effector 
location and a target point along the path. Penalties for collision with obstacles and for 
crossed over of links are added to each objective function. The algorithm calculates the 
minimum number of outboard-most joints needed to traverse a path segment. Collision 
detection scheme is conducted only if the robot is in an "unsafe region." An unsafe 
region is an area that may be fully or partially occupied by one or more obstacles. 
Provisions to modify initial guesses to traverse the path in a different direction and to 
move the joints away from their mechanical stops are incorporated. Subroutine NCONF 
of the IMSL package is used to solve the optimization problem. To demonstrate the 
effectiveness of the algorithm, two examples for path planing of a sixteen joint
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manipulator are presented. Although all joints are restricted by mechanical stops to 180 
degrees, and each joint is limited to move no more than 45 degrees at one time, both 
paths are successfully completed by activating only a subset of the joints.
Future Direction
The algorithm presented here can be further develop to include dynamic analysis, 
application of three dimensional robots, and cooperating robots.
Dynamic Analysis
In this thesis, only kinematic constraints are considered. Sometimes, additional 
restrictions, such as velocity and acceleration, are needed to impose on the robot. These 
restrictions can further ensure smooth motion of the robot.
Three Dimensional Robots
Both of the simulations presented in the previous chapter concern with only 
planar robots. However, with little modifications, the same algorithm can be applied to 
three dimensional ones. Obstacles can be assumed to be parellpipeds, while the robot is 
reduced to line segments. Thus, collision occurs when there is intersection between line 
segment and one of the sides of a parellpiped.
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Cooperating Robots
Two or more robots working on the same task usually results in higher efficiency, 
stability and work-load. To generate the configurations necessary to follow a desired 
path, the additional robots can be considered as extension of the first one. The algorithm 
presented in this thesis can be adopted to do so, except in this case, the degrees of 
freedom are multiplied.
APPENDIX A
PARAMETRIC REPRESENTATION FOR A LINE SEGMENT
For the line segment shown in Figure A l, the slope, m, is calculated by change 
in y over change in x, or,
y i ~  y Q / A771 = —  - (A.l)
*1 '  *0
Since the slope is the same everywhere along a line segment, m can be generalized as,
y  ~ y o /a  ™771 = ----  (A.2)
X -  *0
Combining equations (A .l) and (A.2) yields.
y  ~ yo = y i ~ y o
x  -  x Q x l -  x 0
Rearrange,
y  -  y 0 x  -  x Q
yi  ~ y 0 x i ~ xo 
Let both sides of (A.3) equal to u, where u = [0, 1 ]
(A.3)
u = ----   (A.4)
y i -  Jo
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and,
X ~ *o
U =-------- -  (A.5)
- * o
Rearrange (A.4) and (A.5) yields,
X  = XQ + u  (* ! -  JCq)
y = y0 + « -  ^o)
in matrix form,
e \w + u IX1 -  XQ (A.6)VI  ■ yoj
Equation (A.6) is valid because when u = 0, x = x0 and y = y0, and when u = 1, x = x, 
and y = y | .
(* , .  y,)
Figure A .l A line segment with end-points (x0, y0) and (x,, y,).
APPENDIX B
INTERSECTION BETWEEN LINE SEGMENTS
As described in the previous chapter, the robot is represented by line segments 
connected by joints, and obstacles are represented by line segments connected by 
vertices. Therefore, collision detection between obstacles and a robot can be carried 
out as intersection between line segments and polygons.There are several ways to do 
so [19]. One method is the point-containment test—if any part of the line segment is 
within a polygon, it is either intersecting or lie within that polygon. This method 
requires (n) operations, where n is the number of vertices. Each operation usually 
involves calculating both the sine and cosine relationships between the line segment 
and the vertices of the polygon, thus, computational time is relatively large. Another 
way to check for intersection is the line intersection rcjr—collision between the robot 
and the obstacles occurs whenever any of the line segments representing the robot 
intersects any of the line segments constituting the edges of the obstacles. This method 
also requires (n) operations, however, each operation consists of only solving linear 
equations. Therefore, this method is used because its lower computational requirement. 
Figure B.l shows a link of the robot (a line segment) intersecting with an edge of an
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obstacle (another line segment). The parametric equation for obstacle edge (i) can be 
written as (see Appendix A for derivation):
(x ) 'Xvn -  X \  *wn-1
J - Pyn-1; + U ?ijn 11
and for robot link (j):
0 ( x  \xM - i
/
X- XM~l
+ w
i f ' (B.2)
where,
x, y: intersection point
m, m-1: two vertices for edge (i)
n, n-1: two adjacent joints for link (j)
u and w: parameters describing the two line segments.
Equation (1) and (2) can be solved simultaneously to find the values for u and
w,
/ \ IK
- to jA y ,  + Ax,Ayj
(B.3)
where,
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obstacle edge (i)
r o b o ts ' l in k  (j)
Figure B .l Collision Between a Link and an Obstacle
The the values of u and w can be classified into four cases listed below,
1. If 0 < u < 1, and 0 < w < 1, then line i and j are intersecting at some point 
other than the end points of the lines (Figure B.2 (a)).
2. If 0 > u, w > 1, 0 > u or w > 1, then line i and j are intersecting at a point 
somewhere beyond the end points of the line segments (Figure B.2 (b)).
3. If u = 0, u = 1, w= 0, or w=l, then line i and j are intersecting at one of the 
end points of the lines (Figure B.2 (c)).
4. If no solutions can be found, then line i and j are either parallel or 
coincident (Figure B.2(d)).
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(a) Intersecting at a 
intermediate point
(b) Intersect ing at point beyond the 
end points  o f  the l ines
(c)  Intersecting at one (d) i and j are paral lel ,
o f  the end points  no intersect ion
Figure B.2 Four Possible Outcomes for Line Segment Intersection Test
Severity of Intersection
The values for u and w described above not only can determine the occurrence 
of intersection, they also predict how much one line is intersecting with another. For 
example, as shown in Figure B.3 (a), when a line segment is intersecting with the 
middle of another line segment, it is more "severe" than when the same line segment 
is intersecting near either of the end points of the other line segment. By substituting 
the coordinates of the two line segment into equation (B.3), the values of u and w are,
The values of u and w show that the most severe intersection occurs when the
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parameters are equal to 0.5. On the other hand, if the line segment is being intersected 
near a end point of a line, its parameter is closer to 0 or 1. This can be demonstrated 
in Figure B.3 (b), the values of u and w are,
With that observation, the values of t's in equation (4.7) and (4.8) are set to be, when 
intersections occur,
t  = u *  * w '
where,
u* = u if u = [0, 0.5)
= (1 - u) if u = [0.5, 1]
w* = w if w = [0, 0.5)
= (1 - w) if w = [0.5 1]
The maximum value t can take is 0.25, when both u* and w* are equal to 0.5, and the 
minimum vale for t is 0, when either u* or w* is equal to 1 or 0. Figure B.4 
demonstrates this relationship.
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Figure B.3 Severity of Line Intersection
Figure B.4 Relationship Between t, u, and w
APPENDIX C
SUCCESSIVE QUADRATIC PROGRAMMING TECHNIQUE
For a redundant robot, there are many possible configurations to yield a desired 
end-effeqtor position and orientation. As the number of joints increases, the computation 
requirement can increase exponentially. Therefore, a powerful optimization algorithm is 
needed to produce accurate results quickly. Because of the nonlinear nature of the 
objective function, the Successive Quadratic Programming Technique, selected from 
subroutine NCONF of the IMSL package [18], is chosen to solved the objective function.
Preliminaries
For a minimization problem of the form,
minimized: fix) (C .l)
Subject to
g(x) :> 0 (C.2)
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h(x) = 0 (C.3)
Equation (C .l) is called the objective function, (C.2) and (C.3) are called the 
inequality and equality constraints, respectively. If equations (C.2) and (C.3) are not 
included, the problem is called unconstrained. If they are included, the problem is 
constraint.
For a unconstrained problem, x* is a local minimum for f(x) if
Wx*) = o
and the Hessian Matrix
^ A x * )  = 0 is positive definite
For a constraint problem, both of inequality and equality constraints can be 
incorporated into the objective function by using Lagrange Multipliers. By eliminating 
the constraints, the condition for a local minimum stated above can be applied to a 
constraint problem.
To find a point that can satisfy this condition, it may be necessary to 
approximate f(x). If f(x) is continuous and continuously differentiable in interval [a, b], 
the Taylor Series Expansion of f(x), about a point x0, where x0 e [a, b], can be written 
as,
f"(x  )
Ax) = Axo) + f ix o)(* -  *o) + “ j j p f r  “ XQ? + •••
If the first two terms of the right side is used to approximate f(x), it is called the linear 
approximation, or linearization of f(x). On the other hand, if the first three terms are
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used, it called the quadratic approximation.
Successive Quadratic Programming Technique
The problem of path planning and obstacle avoidance has been formulated as,
m in im ize : f i d )
Subject to
5(9) * 0
0/ * 0 5 x*
where f(x) is equal to equation (4.6), or
m  = (r -  P J  • (r -  P )  + Fw + F u i  = 1 ...n
g(x) is equal to equation (4.10), or
S (0) = 50fcmtt " 60< * = h " n
x, and xu are the lower and upper bounds of x, respectively. In this case,
e, = 0../ mm
0 = 0 . u unax
f(x) is in the form of sine and cosine functions, so that it is continuously differentiable. 
Subproblems are obtained by using quadratic approximation of the Lagrange function 
and linearization of the constraints. The original problem becomes,
m in im ize : —d TB $  + Vf(xk) Td  
2
subject to,
V g (x k) Td  + g ( x ,)  z  0 
x ,  -  x k z  d  * x u - x k
where ,
d: variable to be solved 
Bk: approximation of the Hessian matrix 
xk: current value of the x, x0 is the initial guess 
The gradients are approximated by a finite difference method.
By supplying a initial guess, x0, a minimum value in the neighborhood of x0 
can be found. However, this value is not a minimum value of f(x). To find the 
minimum value, the algorithm successively evaluates minimum values in different 
neighborhoods. A new value of x, xk+1 is found by using,
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