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Approximants to the inverse Langevin and Brillouin functions appear in diverse contexts such as polymer
science, molecular dynamics simulations, turbulence modeling, magnetism, theory of rubber. The exact
inverses have no analytic representations, and are typically not implemented in software distributions.
Various approximants for the inverse Langevin function L1 had been proposed in the literature. After
proving asymptotic features of the inverse functions, that had apparently been overlooked in the past,
we use these properties to revisit this ﬁeld of ongoing research. It turns out that only a subset of existing
approximations obeys the relationships. Here we are able to derive improved (or ‘corrected’) approxima-
tions analytically. We disqualify the classical Padé solution approach that is typically used to obtain coef-
ﬁcients for approximate forms, and recommend a simple rational function L1FENEðyÞ=ð1þ y2=2Þ that has a
maximum relative error of 1–2 orders of magnitude smaller compared with the usually employed
approximations L1FENEðyÞ ¼ 3y=ð1 y2Þ (50% maximal relative error) or also L1CohenðyÞ ¼ L1FENEðyÞð1 y2=3Þ
(4.94%), while it is exactly as efﬁciently implemented and convenient for analytic (both force and energy)
calculations. A number of applications is worked out. Moreover is the strategy proposed in this manu-
script general and can be equally applied to ﬁtting problems when asymptotic features are known.
 2015 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Since the works of Kremer and Grest in 1990 [1], the computa-
tional and theoretical study of polymers has developed into a new
direction, known as coarse-grained modeling. For decades, generic
polymers are modeled using the so-called ﬁnitely extendable non-
linear elastic (FENE) (an anharmonic spring force law proposed by
Warner [2], supplemented only by the established Lennard-Jones
interaction), that is an approximation to the underlying inverse
Langevin function. The approximation is convenient because it is
efﬁciently implemented, and can be used in analytic theories. It
is nowadays heavily used for the computation of the mechanical
and optical properties of polymeric systems on nano- and meso-
scopic scales, and a standard part of textbooks in polymer physics.
Major molecular modeling softwares make use of the approxima-
tion, while the quality of the FENE approximation is known as
poor. Its deﬁciency is becoming a problem because nonequilibrium
situations and nanoscale problems under extreme conditions
(strong ﬂows, such as conﬁnement, stretched networks) easilyenter the regime, where the approximation starts to fail dramati-
cally [3,4]. The FENE approximant is actually asymptotically incor-
rect, and several recent works dealt with the problem ﬁnding both
accurate and simple approximants that can be used instead.
Attempts, including the one by Cohen [5], who ‘rounded’ the coef-
ﬁcients to ﬁnd better approximations for the inverse Langevin
function, starting from an approximation they obtained via the
classical one-point Padé solution approach, had a major ﬂaw, and
were actually never able to provide more useful candidates, for
reasons discussed in the manuscript. Still, Cohen’s derivation of
an approximant, supplemented by a rounding scheme, is not only
educationally appealing, but produced a highly useful result.
Here we show that using exact asymptotic behaviors of the
inverse Langevin function (and also the inverse Brillouin functions,
that contain the inverse Langevin function as a special case, and
appear in the theory of magnetism), it is almost trivial to prove that
we are able to calculate the best possible approximant to the
inverse Langevin function for given complexity, where low com-
plexity essentially stands for usefulness. We ﬁnd that Cohen’s
approximant is one of the exactly two members of the class with
lowest possible complexity, and that the second member of this
class, that remained so far unnoticed, is the one with a relative
78 M. Kröger / Journal of Non-Newtonian Fluid Mechanics 223 (2015) 77–87accuracy of about 1%, compared with 50% for the FENE force law,
and 4.5% for Cohen’s approximant. Using the new strategy that
has the potential to give rise to a modiﬁed Padé solution approach,
due to its generality, we furthermore present a slightly more
complex, still simple approximant with a relative error of only
0.2%. We compare the various approximants and work out implica-
tions. All proofs, a detailed assessment of the past attempts, and an
application to Non-Newtonian rheology are provided in the
appendices.
2. Brillouin and Langevin functions and their inverses
Let us shortly mention Brillouin’s functions Br that arise in the
mean-ﬁeld theory of systems with spin r, and non-interacting
paramagnetic species in an external ﬁeld. The inverse B1r is used
in the construction of an effective Hamiltonian as well as in
non-iterative molecular ﬁeld theory [6]. The magnetization is pro-
portional to rBr, where BrðxÞ ¼ ðd=dxÞ ln
Pr
s¼r expðxs=rÞ evalu-
ates to
BrðxÞ ¼ ð1þ Þ coth ð1þ Þx½    coth xð Þ; ð1Þ
with   ð2rÞ1 2 ð0;1 and x 2 R where r is a positive half-integer
for fermions. The magnetization per spin of an ideal paramagnet is
given by gr times rBrðxÞ where gr is the Landé g-factor, and
x ¼ grlBrB=kBT the dimensionless Zeeman energy of the magnetic
moment in the external magnetic ﬁeld B; here lB denotes Bohr’s
magneton.
In the classical limit, the moments can be continuously aligned
in the ﬁeld. Br then simpliﬁes to the even more important Langevin
function LðxÞ ¼ ðd=dxÞ R rs¼r expðxs=rÞds that evaluates to
LðxÞ ¼ cothðxÞ  1
x
¼ lim
r!1
BrðxÞ: ð2Þ
Both Br and L approach unity for x!1 and cannot be inverted ana-
lytically except for r 6 2 (Appendix D), while B1r rather than orig-
inal functions appear in various contexts including magnetic and
polymeric systems. For this reason there exists an amount of liter-
ature that attempted to ﬁnd analytic approximations for L1, in par-
ticular [7,6,5,2,8] as it determines the force-extension relationship
FðrÞ ¼ kBTL1ðyÞ of a ﬂexible polymer of extension r and contour
length l, where y ¼ r=l receives the meaning of relative stretch. In
the context of this problem the integral in the deﬁnition of L is a
partition sum, x a Lagrange parameter proportional to force, and
s=r 2 ½1;1 a relative orientation of a bond with respect to the
direction of the external force. We are going to demonstrate that
the most commonly used approximants are poor because they
had been guessed or ﬁtted numerically rather than derived taking
into account constraints. Before stating the constraints we’ll be
using to obtain admissible and better approximations, let us sum-
marize major past developments and attempts.
The most commonly used approximation for L1 is Warner’s [2]
L1FENEðyÞ ¼ 3y=ð1 y2Þ, widely used both in theory and molecular
modeling software packages like LAMMPS or GROMACS [9,10]. It
is the preferred polymer model in otherwise expensive turbulence
simulations [11,12]. Because the related (Kramers) stress tensor
 yL1FENEðyÞ is a simple function of y2, Peterlin’s preaveraging proce-
dure directly lead to a constitutive model for polymeric systems
known as FENE-P model [13–18]. The FENE force is an especially
poor approximation to the exact L1 for the case of strong stretch-
ing, while this part of the force law is relevant, e.g., for the calcula-
tion of stresses in chemical and (bio)physical networks subject to
strong deformation [14,19], for peptide microgel interactions in
the strong coupling regime [20], for ﬁbers with integrated
mechano-chemical switches such as ﬁbronectin networks [21],single chain, DNA or actin ﬁlament dynamics [22–25], the model-
ing of non-Gaussian extensibility effects and craze in elongation
[26], polyelectrolyte or hydrogels [27], polymer nanocomposites
[28], nanoscale brushes [29], slip-link simulations of entangled
polymers in extensional ﬂows [30], and more generally in the
coarse-grained description of macromolecules and nonlinear elas-
ticity theories [31–34].3. Features of admissible approximants
There is no doubt that the inverse functions can be calculated
numerically to any precision. An approximant must therefore be
both simple and accurate to be useful. The inverse
B1r ðyÞ ¼ ayþ Oðy3Þ with a ¼ 3=ð1þ 2Þ can be Taylor-expanded
about y ¼ 0 up to any order (Appendices Band D), but due to its
divergency at jyj ! 1, the expansion has a small convergence
radius and is unsuitable for approximations, while rational func-
tions are the proper candidates [35]. They can be used to study
resummations of divergent series known as zeta regularization,
or to extract critical points and exponents of functions. Yet, one
of the most widely used approximants for B1r is B
1
ArrottðyÞ ¼
ay=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 y2
p
proposed by Arrott [7]. While it is simple and quite
accurate especially for r ¼ 4, it suffers from the following short-
comings
R 1
0 B
1
ArrottðyÞdy ¼ a and limy!1 B1ArrottðyÞ= lnð1 yÞ ¼ 1. As
we prove in Appendices A, B, C, D, E the exact integral and asymp-
totic relations are
8rP0
Z 1
0
B1r ðyÞdy ¼ lnð1þ 2rÞ; ð3Þ
806r<1 B1r ðyÞ ¼ 2rtanh1ðyÞ ðy! 1Þ; ð4Þ
L1ðyÞ ¼ ð1 yÞ1 ðy ! 1Þ; ð5Þ
8rP0 B1r ðyÞ ¼ ayþ Oðy3Þ ðy! 0Þ: ð6Þ
Furthermore, B1r ðyÞ ¼ B1r ðyÞ. Notice that L1 as opposed to B1r
is non-integrable and that L1ðyÞ ¼ 3yþ Oðy3Þ in the limit y! 0 is
a special case of Eq. (6). An equivalent formulation of Eq. (5) will
be given in Eq. (7).
In short, we suggest to use approximants for L1 and B1r that
satisfy these constraints. Inverse functions, that do not satisfy
them, automatically perform poorly except maybe within a limited
region of y-space. This disadvantage could only be justiﬁed by a
particularly simple form of the approximant, that allows to per-
form calculations analytically. But if we were in the position to
choose between equally simple forms that differ in their quality,
the version with higher precision must be superior.
Many approximants to L1 are known in the literature (Fig. 1).
While the FENE approximant has a maximum relative error of
about D ¼ 50%, high quality approximants with DK1% had difﬁ-
cult forms, rational exponents etc. (Appendix F) that make them
unsuitable for both theory and efﬁcient simulation, while low qual-
ity approximants such as L1CohenðyÞ ¼ ð1 y2=3ÞL1FENEðyÞ [5] with
D  5% had been guessed rather then derived by using, as we will
demonstrate below, an inappropriate strategy known as Padé
solution method. Upon taking into account the above asymp-
totic features properly, we’ll be able to propose an approximant
that is exactly as simple as L1Cohen and of much better quality at
the same time. The L1 can be generally derived from a potential
UðyÞ ¼ yL1ðyÞ þ ln½L1ðyÞ= sinh L1ðyÞ so that L1ðyÞ ¼ U0ðyÞ. It is
important for applications that not only the forces, but also the
energies UFENEðyÞ ¼  32 lnð1 y2Þ (D  50%) and UCohenðyÞ ¼ 12 y2
lnð1 y2Þ (D ¼ 3:5%) are simple functions.
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Fig. 1. State-of-the-art diagram of approximants to the inverse Langevin function.
Maximum relative error D vs. complexity c for known (Appendix F), here derived,
and recommended approximants Eqs. (10) and (14) of L1, highlighted by colors. An
ideal approximant has low complexity, low error, odd symmetry and correct
asymptotic behaviors. Those with complexity exceeding c ¼ 9 or huge D > 50% fall
outside this plot (additional details given in the appendix). (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of
this article.)
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We now set up the class of rational approximants of L1 com-
patible with Eqs. (3)–(6). To this end we notice that Eq. (5) is equiv-
alent with
8l ð1 ylÞL1ðyÞ ¼ l ðy! 1Þ ð7Þ
because the Taylor expansion of ð1 ylÞ=ð1 yÞ about y ¼ 1 yields
lþ Oð1 yÞ, and because Eq. (5) is a special case of Eq. (7) for l ¼ 1.
The odd function that potentially fulﬁlls Eq. (7) (and thus Eq. (5))
and already fulﬁlls Eq. (6) by construction is a special case (marked
by an asterisk) of the more general class of rational functions ½m0=n0,
L1mnlðyÞ ¼
m0
n0
 
¼ 1þ
Pm
j¼1bjy
2j
1þPnj¼1bmþjy2j
3y
1 y2l
 
; ð8Þ
with ½m0=n0 ¼ ½2mþ 1=2nþ 2l and lP 1. Here the b’s are coef-
ﬁcients that need to be determined. They must respect the admissi-
bility criterion Eq. (7). This is done by calculating one of the mþ n
coefﬁcients, for example bmþn, explicitly via
2l
3
¼ 1þ
Pm
j¼1bj
1þPnj¼1bmþj : ð9Þ
This requirement contradicts the classical approach determin-
ing the coefﬁcients of an unconstrained Padé function by compar-
ing Taylor coefﬁcients of exact and approximate L1 up to
‘complexity’ c  m0 þ n0 [36]. Cohen and others [8] followed this
classical one-point Padé approach by matching the ﬁrst c coefﬁ-
cients. They immediately realized that the error of the
so-obtained unique approximant is large, and came up with
‘rounded’ coefﬁcients that perform better. To improve the quality
of approximants along these lines only marginally, researchers
invented the so-called multiple-point Padé approximation. It does
not help to erase by construction any disagreement with Eq. (5),but can be considered as a well-established technique [8,37,38].
Formally, Cohen’s rounded approximant can be recovered via a
two-point Padé approximation if the two points are only chosen
appropriately. Eq. (9) implies mþ n > 0 except if l ¼ 3=2. While
this case is known as L1PusoðyÞ ¼ 3y=ð1 y3Þ (D  4:6%) [39] it is
not only ruled out by its incorrect symmetry but moreover does
it not signiﬁcantly improve over the quality of L1Cohen.
The approach proposed here will be very simple. We enforce the
admissibility, i.e., Eq. (7) via Eq. (9), and then obtain the remaining
small set of 12 ðc  3Þ  l coefﬁcients in Eq. (8) for given lP 1 by
matching the Taylor series at y ¼ 0. So far we know that the min-
imum possible complexity for an admissible approximant is c ¼ 5
corresponding to mþ n ¼ l ¼ 1. For given complexity c, the semi-
positive number of adjustable b’s is p ¼ ðc  3Þ=2 l. The FENE
approximation L1FENEðyÞ ¼ L1001ðyÞ corresponds to c ¼ 3 and is there-
fore not admissible.
The class containing the smallest c ¼ 5 has no adjustable
parameters and contains exactly two members, ðmnlÞ ¼ ð101Þ
and ð011Þ. The ﬁrst member, L1101ðyÞ, has b1 ¼ 1=3 according to
Eq. (9) and is therefore identical with the mentioned L1CohenðyÞ,
while we actually derived rather than guessed or numerically
determined all the c ¼ 5 coefﬁcients of an approximant of this
order. To our surprise, the only remaining, second member of this
class, similarly characterized by b1 ¼ 1=2 according to Eq. (9), exhi-
bits a much smaller maximum relative error both for L1 and the
related potential, compared with the commonly used
approximants,
L1011ðyÞ ¼
3y
ð1 y2Þð1þ 12 y2Þ
; D ¼ 1:26%; ð10Þ
U011ðyÞ ¼ ln
1þ 12 y2
1 y2
 
; D ¼ 0:83%: ð11Þ
We performed a detailed assessment of a large number of pre-
viously suggested approximants to L1 in comparison with our Eq.
(10) (Figs. 1 and 2a). This approximant Eq. (10) we recommend to
replace the FENE force and potential. As opposed to the FENE form,
it exhibits correct asymptotic behaviors, and it improves the qual-
ity of the FENE force law and potential by about two orders of mag-
nitude at essentially no cost. To appreciate the uniqueness of the
proposed Eq. (10) and to understand why it had not been invented
earlier it is instructive to consider all (actually there are only two)
families of parameter-free (p ¼ 0) and admissible approximants.
According to Eqs. (8) and (9) one has
L110lðyÞ ¼
3y ð3 2lÞy3
1 y2l ; ð12Þ
L101lðyÞ ¼
6ly
ð1 y2lÞ½2lþ ð3 2lÞy2 : ð13Þ
The members are characterized by c ¼ 3þ 2l andmþ n ¼ 1. If we’d
calculate l by matching the Taylor series L1ðyÞ ¼ 3yþ ð9=5Þy3þ
Oðy5Þ, we would come up with non-integer l ¼ 12=5 and
l ¼ 15=4, respectively. Just rounding these values to l ¼ 2 and
l ¼ 4 seems appealing, but completely ignores the target: A useful
approximant has both small D and small complexity c (Fig. 3).5. Discussion
Obviously, more complex approximants exist for L1, while we
were so far interested in those that are obtained analytically and
useful for both analytic and computational purposes. Using the
described approach we analyzed all higher order approximations
with l ¼ 1 and mþ n > 1 to ﬁnd that a signiﬁcantly smaller error
(a)
(b)
Fig. 2. (a) Comparison of exact L1 with existing and proposed approximants (Eqs.
(10) and (14) and Appendix F). (b) Performance of the approximant of B1r (Eq. (17))
for various r. Warner’s approximant for r ¼ 1 is shown in addition. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)
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ber of the ½m0=n0L1 ¼ ½7=8 class. If we release the requirement fur-
ther and determine only mþ n 2 coefﬁcients using the current
approach, while adjusting the remaining parameter so that D
approaches its minimum, there is still just one unique best solution
for each choice of m;n, and l. It is most conveniently found by
plotting D versus y0, where y0 determines the free parameter via(a)
Fig. 3. Families of parameter-free admissible approximants. There are just two of them
shows the maximum relative error of the approximant, D (dotted), and of its integral, D
monotonic behavior that prohibits relying on ‘rounding’ procedures, the admissible a
approximant L1101 is highlighted by red color, while our approximant with identical comp
color in this ﬁgure legend, the reader is referred to the web version of this article.)L1mnlðy0Þ ¼ L1ðy0Þ. The only resulting expression that is worthwhile
being mentioned, due to its simultaneous simplicity and accuracy,
is a member of the c ¼ 9 class and readsL1301ðyÞ 
3y y5 ð6y2 þ y4  2y6Þ
1 y2 ; D ¼ 0:28%;
U301ðyÞ ¼  lnð1 y2Þ þ y
2
2
 y
4
20
 y
6
15
; D ¼ 0:11%: ð14Þ
It can be derived using y0 ¼ 0:6 and L1ð0:6Þ  2:4. Because
there is some history in the development of approximants that
have incorrect symmetry, we furthermore inspected the extended
class of rational functions ½m0=n0 with correct asymptotic behav-
iors. The one by Puso [39] we mentioned already. Others by
Darabi and Itskov [40] and Jedynak [8] were guessed starting from
the Padé solution method, following Cohen’s strategy. Revisiting
the class of rational functions upon releasing the requirement of
odd symmetry while preserving the constraint of correct asymp-
totic behavior, we obtain (i) ½3=1 ¼ ð51 49yþ 15y2Þy=17ð1 yÞ
(D ¼ 0:96 %) of the form proposed in 2015 by Darabi and Itskov
[40] while our version exhibits a higher accuracy, and (ii)
½3=2 ¼ 3 154 þ 173124 y2
 
y
	 ð1 yÞ 1 1131 y 
  (D ¼ 0:90%) of the form
proposed by Jedynak in 2014 [8], here also with signiﬁcantly
improved accuracy (Fig. 1). These examples help to support the
more general result of the present study, where we propose to take
into account asymptotic behaviors, rather than Taylor coefﬁcients
only, to obtain an approximant that is accurate over the whole
domain.
While L1 appears as the force strength in the force-extension
relationship of ﬂexible polymers, there are more applications. (i)
For idealized regular networks with N-strands subject to uniaxial
deformation with extension ratio k, the elongational stress r is
expressed as [5] 3r=mckBT ¼ k
ﬃﬃﬃﬃ
N
p
½L1ðk=
ﬃﬃﬃﬃ
N
p
Þ  k3=2L1ð1=
ﬃﬃﬃﬃﬃﬃ
Nk
p
Þ,
where mc is the number density of strands (Appendix B). The exten-
sion ratio is limited by the ratio between extensions of stretched
and coiled conformations, k 6
ﬃﬃﬃﬃ
N
p
. For small y  k=
ﬃﬃﬃﬃ
N
p
; L1ðyÞ ¼ 3y
and one recovers the result from the theory of linear viscoelasticity
r ¼ mckBTðk2  k1Þ, while the nominal stress is a factor k smaller.
For a typical N ¼ 200 and k ¼ 10, using the FENE and Cohen
approximants the stress is overestimated by 25:0% and 4.5%, while
using either the L1011 or L
1
301 approximant, the stress is overesti-
mated by only 0.18%. (ii) The effect of choice of approximant on
the planar elongational viscosity and zero rate viscosity of
L1-dumbbells is worked out in Appendix I.(b)
, (a) L110l and (b) L
1
01l (Eq. (13)). For selected members with l 2 f1;2;3g the graph
I (dashed). While this graph allows for non-integer c to visualize the origin of non-
pproximants have odd and integer-valued c (ﬁlled symbols). The classical Cohen
lexity, L1011 (Eq. (10)), is highlighted by green. (For interpretation of the references to
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functions. For an arbitrary isotropic inﬁnite range
spin-Hamiltonian HðyÞ with relative magnetization y 2 ½0;1 the
mean-ﬁeld equation y ¼ BrðH0=kBTÞ can be written as
kBT ¼ H0=B1r ðyÞ. With B1r at hand, we can calculate TðyÞ
non-iteratively. Using the convenient concept of Weiss-Curie tem-
perature TC , or reduced temperature h  T=TC , deﬁned by
hB1r ðyÞ ¼ yðdB1r ðyÞ=dyÞjy¼0 one has
hðyÞ ¼ TðyÞ
TC
¼ ay
B1r ðyÞ
; ð15Þ
while h > 0 and h < 0 for ferromagnetic and antiferromagnetic sys-
tems. Using Warner’s approximant in Eq. (15) yields a relative mag-
netization of yFENE ¼ ð1 hÞ1=2, the above-mentioned approximant
by Arrott gives yArrott ¼ ð1 h2Þ
1=2
. The two simple approximants
L1101 (Cohen) and L
1
011 (Eq. (10)) result in
y101ðhÞ ¼ ½ð3 3hÞ=ð3 hÞ1=2 and
y011ðhÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
9 8h
p
 1
2
" #1=2
: ð16Þ
In the vicinity of TC (h  1), all these approximants suggest
y / ð1 hÞ1=2, while the prefactors are unity (FENE), ﬃﬃﬃﬃﬃﬃﬃﬃ3=2p
(Cohen), and
ﬃﬃﬃ
2
p
for both Arrott and our L1011. At very low T, on
the other hand, where the saturation y approaches unity, Eq. (4)
implies yðhÞ ¼ 1 exp½6=ð1þ 2Þh in the limit h! 0 since
tanh1ðyÞ ¼  ln
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 y
p
in the limit y! 1. We are now in the posi-
tion to formulate an approximant for B1r , following our above
strategy for L1. We take into account Eq. (4), multiplied by the
simplest rational function with correct symmetry, so that the low-
est order expansion coefﬁcient about y ¼ 0 (Eq. (6)) is matched
exactly. This yields
~B1r ðyÞ ¼
a  by2
1 cy2
tanh1ðyÞ ð17Þ
with b ¼ 115 ð1 Þ (Appendix G) while c ¼ ða  bÞ  1 is a con-
sequence of Eq. (4). While Eq. (17) reproduces the exact result for
 ¼ 1 (Eq. (D.6)), a comparison between exact and approximate
functions is provided by Fig. 2b. ~B1r can also be used to solve the
inverse problem of mean-ﬁeld theory, ie. to determine the form of
the hamiltonian for measured magnetization as function of temper-
ature via HðyÞ ¼ kB
R y
0 Tmeasðy0Þ~B1r ðy0Þdy0. Similarly, the magnetic
entropy reduction relative to the paramagnetic phase is given via
DSðyÞ ¼ kB
R y
0
~B1r ðy0Þdy0 [6].
6. Conclusion
While we ended up with an approximant for B1r , the main
result of this contribution are the best possible, admissible approx-
imants for the inverse Langevin function L1 with complexity < 10,
Eqs. (10) and (14), while approximants with cP 10 are not any-
more simple. Eq. (10) can replace the FENE force law and potential
at basically vanishing computational cost, and it has the advantage
compared with Warner’s FENE, Cohen’s and other approximants
that it is highly accurate and does not break down when external
stimuli become ‘strong’.
Interestingly, there are several studies [12] that compare the
various FENE-P-type models with the FENE model, while the
FENE model itself is an approximation. Not only should compar-
isons of the various models be done against the unapproximated
inverse Langevin function, but the improved approximant could
be used to establish more accurate models of FENE-P type,eventually taking into account a closure approximation [41–43].
Without any further developments should the proposed Eq. (10)
(or Eq. (14)) replace the FENE force and energy expressions in
network theories and molecular dynamics of ﬁnite element codes
that are meant to produce accurate results not only under weak
ﬂow conditions.
Appendix A. Asymptotic behaviors of L
The Taylor expansion of the Langevin function about x ¼ 0 is
known as
LðxÞ ¼
X1
i¼1
Ai x2i1 ðA:1Þ
with expansion coefﬁcients
Ai ¼ 2
2iB2i
ð2iÞ! ; ðA:2Þ
where Bn denotes the nth Bernoulli number. One has, for example,
A1 ¼ 1=3;A2 ¼ 1=45;A3 ¼ 2=945. If we rewrite
LðxÞ ¼ cothðxÞ  x1 as follows
LðxÞ ¼ 1þ 2
e2x  1
1
x
¼ ðx 1Þe
2x þ 1þ x
xe2x  x ðA:3Þ
we ﬁnd
lim
x!1
LðxÞ ¼ lim
x!1
x 1
x
¼ 1: ðA:4ÞAppendix B. Asymptotic behaviors of L1
This section contains proofs of Eqs. (5), (7), and (9). The asymp-
totic behavior of L1 follows from the asymptotic behavior of L (Eq.
(A.4)). We can solve the asymptotic relationship
y ¼ LðxÞ ¼ ðx 1Þ=x for x ¼ L1ðyÞ ! 1, to obtain Eq. (5), that
states L1ðyÞ ¼ ð1 yÞ1 in the limit y ! 1. Because for any con-
stant l the Taylor expansion of ð1 ylÞ=ð1 yÞ about y ¼ 1 yields
8l 1 y
l
1 y ¼ lþ Oðy 1Þ ðy! 1Þ ðB:1Þ
with the help of l’Hopital’s rule, Eq. (5) implies Eq. (7). On the other
hand does Eq. (7) trivially imply Eq. (5); the two equations are thus
identical. Eq. (7) in turn implies that L1ðyÞ ¼ lð1 ylÞ1f ðyÞ is
asymptotically correct, if f ðyÞ ! 1 in the limit y! 1. This condition
is expressed by Eq. (9).
Next, we are seeking for the series coefﬁcients aj of a
polynomial
L1ðyÞ ¼
X1
j¼0
ajy2jþ1 ¼ L1ðyÞ ðB:2Þ
that corresponds to the Taylor expansion of L1ðyÞ about y ¼ 0. The
coefﬁcients solve the inﬁnitely many equations y ¼ LðL1ðyÞÞ.
Evaluating these equations upon inserting Eqs. (A.1) and (B.2) leads,
using a representation of a power series raised to a power [44,45],
to a simple recursive equation for the Taylor coefﬁcients of L1
aj ¼ 1
A2jþ11
Xj1
i¼0
aiQi;j; a0 ¼
1
A1
ðB:3Þ
with numerical prefactors
Qi;j ¼
1
A1
Xji
k¼1
2kð1þ iÞ
j i  1
 
Akþ1Qi;jk; ðB:4Þ
Qi;i ¼ A2iþ11 ðB:5Þ
0 50 100 150 200
0
10
20
30
j
ln
a j
Fig. B.4. First 200 exact series coefﬁcients aj of the inverse Langevin function
according to Eq. (B.3). Shown are ln jajj (ﬁlled circles) while the sign is encoded by
black (positive) or red (negative). Circles are connected by a thin gray line to guide
the eye. The magnitude of the coefﬁcients increases exponentially with j. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)
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coefﬁcients Ai from Eq. (A.2) one has a0 ¼ 3; a1 ¼ 9=5; a2 ¼ 297=175,
etc. and it is numerically cheap to calculate coefﬁcients up to a500,
say. But there is no reason to do so, because the convergence radius
of the expansion is extremely small, R  0:816 for an expansion
with 500 terms [44].
Due to its relevance in the theory of nonlinear elastic networks
[46–48] subjected to deformation tensor E let us mention the
related expansion of the strain energy density function
WðI1Þ ¼ NGcUðyÞ with modulus Gc ¼ mckBT, polymerization degree
of spacer chains N, tensor invariant I1 ¼ trðE  ETÞ ¼ 3Ny2, from
which the stress tensor is derived via r ¼ ð@W=@EÞ  ET=detðEÞ.
From Eq. Appendix B.6 we obtain
WðI1Þ ¼ Gc
X1
j¼1
ajI j1
Nj1
; aj  aj1
3 j 	 2j
ðB:6ÞAppendix C. Asymptotic behaviors of Br
It follows directly from the above considerations for the
Langevin function that the Taylor expansion of the Brioullin func-
tion about x ¼ 0 is
BrðxÞ ¼
X1
i¼1
Aix2i1 ðC:1Þ
with  ¼ ð2rÞ1 and the modiﬁed
Ai ¼ ð1þ Þ2i  2i
h i22iB2i
ð2iÞ! : ðC:2Þ
Notice A1 ¼ ð1þ 2Þ=3. Obviously, we recover Eq. (A.2) for  ¼ 0. For
large x
 r, on the other hand, the contributions with largest neg-
ative r dominate the Brillouin function and we ﬁnd from
BrðxÞ ¼ ddx ln
Xr
s¼r
expðxs=rÞ ðC:3Þ
the following asymptotic relation in the limit x!1
BrðxÞ ¼ ddx ln e
x þ expðxðr 1Þ=rÞ½  ðx!1Þ
¼ 1 1
rð1þ ex=rÞ ðx!1Þ: ðC:4ÞBecause there is actually no limit taken when r ¼ 1=2, Eq. (C.4)
is valid for any x, when r ¼ 1=2.
Appendix D. Asymptotic behaviors of B1r
This section contains proofs of Eqs. (4) and (6). Comparing Eqs.
(C.1) and (A.1) and repeating the arguments made above for L1 we
then also have a simple recursive equation for the Taylor coefﬁ-
cients of B1r
B1r ðyÞ ¼
X1
j¼0
ajy2jþ1: ðD:1Þ
The expression for aj is just identical with Eq. (B.3) with Ai’s
now deﬁned in Eq. (C.2). The ﬁrst few coefﬁcients are thus
a0 ¼ 31þ 2  a; ðD:2Þ
a1 ¼ 9½1þ 2ð1þ Þ
5ð1þ 2Þ2
; ðD:3Þ
a2 ¼ 297þ 54ð1þ Þ½22þ 27ð1þ Þ
175ð1þ 2Þ5 ðD:4Þ
proving Eq. (6), where we introduced the notation a for the impor-
tant coefﬁcient in Eq. (D.2). Eq. (C.4) can be inverted to yield the
asymptotic behavior B1r ðyÞ ¼ r lnð1 yÞ in the limit y! 1.
Because BrðxÞ is even in x, and using the identity
tanh1 ¼ 12 ln½ð1þ yÞ=ð1 yÞ, the asymptotic behavior with correct
symmetry becomes
B1r ðyÞ ¼ 2r tanh1ðyÞ ðy! 1Þ: ðD:5Þ
This is Eq. (4). Because Eq. (C.4) is not an approximation but exact
for r ¼ 1=2, the expression
B11=2ðyÞ ¼ tanh1ðyÞ ðD:6Þ
is exact. The exact expression for r ¼ 1 is
B11 ðyÞ ¼ ln
y
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 3y2
p
2ð1 yÞ
 !
ðD:7Þ
and for r ¼ 3=2 and r ¼ 2 it is still possible to write down analytic,
but lengthy expressions for B1r .
Appendix E. Integrals over L1 and B1r
Here we prove Eq. (3) valid for both Brillouin and Langevin
functions. Point of departure is a basic identity for a function f ðxÞ
and its inverse f1ðyÞ,Z f ðXÞ
0
f1ðyÞdy ¼ Xf ðXÞ 
Z X
0
f ðxÞdx; ðE:1Þ
valid for any X, provided f ð0Þ ¼ f1ð0Þ ¼ 0. If we replace f ðxÞ by
BrðxÞ in Eq. (E.1) we need the following result to proceedZ X
0
BrðxÞdx ¼ ln  sinh½ð1þ ÞXð1þ Þ sinhðXÞ
 
: ðE:2Þ
In the limit X !1 one has limX!1 BrðXÞ ¼ 1 and using Eq. (E.2) in
Eq. (E.1) we thus arrive atZ 1
0
B1r ðyÞdy ¼ ln 1þ
1

 
; ðE:3Þ
which is identical with Eq. (3). The inverse Langevin corresponding
to ! 0 is thus not integrable. But the following integral exists and
can be evaluated to arbitrary precision via
Fig. E.5. Integrated weighted L1. We have shown above that
R 1
0 ð1 yÞL1ðyÞdy ¼ 0:76066ð1Þ for the exact inverse. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
Fig. F.6. (a) Approximants to L1. The quality of the approximants is hardly visible in this representation, that does not extend to large y. (b) The weighted ð1 yÞL1ðyÞ vs. y.
For the exact inverse we have proven above limy!1ð1 yÞL1ðyÞ ¼ 1. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version
of this article.)
Fig. F.7. Relative error DðyÞ vs y. The second plot is a zoomed version of the ﬁrst one. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
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0
ð1 yÞL1ðyÞdy ¼ 1
2
Z 1
0
½1 LðxÞ2dx  tanhð1Þ: ðE:4Þ
The exact numerical value is 0:760661ð1Þ compared with
tanhð1Þ ¼ 0:761594ð1Þ. See Fig. E.5 for a comparison of the various
integrated approximants.Appendix F. Comparison of L1 approximants
The various rational function approximants to L1, are deﬁned,
plotted (Fig. F.6), and compared to each other below. The most
common quantity deﬁning the quality of an approximation is the
maximum relative error, denoted as D, while it is also instructive
to watch the relative error DðyÞ  j1 L1approxðyÞ=L1exactj as function
of y (Fig. F.7). Other quality criteria are the accuracy of UðyÞ, the
mean relative error,
R 1
0 DðyÞdy and the integral
R 1
0 ð1 yÞL1ðyÞdy.
Both the integral and UðyÞ are readily calculated analytically for
all approximants (Fig. E.5).
Warner [2] with correct symmetry but incorrect asymptotic
behavior
L1FENE ¼
1
2
 
¼ 3y
1 y2 D ¼ 50%: ðF:1Þ
Cohen [5] with correct symmetry but incorrect asymptotic
behavior
L1Cohen ¼
3
2
 
¼ y 3
36
35 y
2
 
1 3335 y2
D ¼ 100%: ðF:2Þ
Cohen [5] with rounded coefﬁcients and correct asymptotic
behavior
L1Cohen ¼
3
2
 
¼ yð3 y
2Þ
1 y2 D ¼ 4:9%: ðF:3Þ
Puso [39] with incorrect symmetry but correct asymptotic
behavior
L1Puso ¼
1
3
 
¼ 3y
1 y3 ; D  4:6%: ðF:4Þ
Rickaby and Scott [49] with incorrect symmetry and incorrect
asymptotic behavior
L1RickabyIðyÞ ¼
3
2
 
¼ 3 1
2
5 y
 
y
1 y2 D ¼ 9:9%: ðF:5Þ
Jedynak [8] with correct asymptotic behavior but incorrect
symmetry
L1JedynakðyÞ ¼
3
2
 
¼
3 13y5 þ 7y
2
10
 
y
ð1 yÞ 1þ 110 y
  ; D ¼ 1:5%: ðF:6Þ
Our improved version of Jedynak type, with correct symmetry
and asymptotic behavior
3
2
 
¼ 3
15
4 yþ 173124 y2
 
y
ð1 yÞ 1 1131 y
  ; D ¼ 0:9%; ðF:7Þ
where the coefﬁcients follow from the requirement of correct
asymptotic behavior. Indei et al. [50] proposed the following family
with yet unspeciﬁed parameter A,
L1IndeiðyÞ ¼
3
2
 
¼ 3y 1þ 2A
3
y2
1 y2
 
: ðF:8Þ
Inspecting its asymptotic behavior, A ¼ 1, and this version then
reduces to L1Cohen. It adsorbs some of the above-mentioned ½3=2
cases for different choices of A.Modiﬁed Rickaby and Scott [49] with both correct symmetry
and asymptotic behavior.
L1RickabyIIðyÞ ¼
5
2
 
¼ yð15 4y
2  y4Þ
5ð1 y2Þ ; D ¼ 7%; ðF:9Þ
L1RickabyIIIðyÞ ¼
3
4
 
¼ 3yð5 y
2Þ
ð1 y2Þð5þ y2Þ ; D ¼ 3:1%: ðF:10Þ
Treloar [46] with both incorrect symmetry and asymptotic
behavior
L1TreloarðyÞ ¼
1
6
 
¼ 3y
1 15 y 35 y2  15 y6
; D ¼ 99%: ðF:11Þ
Our improved Treloar with still incorrect symmetry but correct
asymptotic behavior
1
6
 
¼ 30y
10 6y2  3y4  y6 ; D ¼ 2:87%: ðF:12Þ
Darabi and Itskov [40]
L1DarabiðyÞ ¼
3
1
 
¼ ð3 3yþ y
2Þy
1 y D ¼ 2:8%: ðF:13Þ
Our improved version of Darabi & Itskov type
3
1
 
¼ ð51 49yþ 15y
2Þy
17ð1 yÞ D ¼ 0:96%: ðF:14Þ
For the sake of completeness of this section, let us also mention
the remaining approximations derived in the course of the present
work. Our proposed and preferred approximation that may be used
instead of L1FENE or L
1
Cohen due to its simplicity and excellent accuracy
is Eq. (3)
L1011ðyÞ ¼
1
4
 
¼ 3yð1 y2Þð1þ 12 y2Þ
; D ¼ 1:26%:
Another high quality approximation mentioned in this work is
Eq. (14)
L1301ðyÞ ¼
7
2
 
¼ y3
1
5 ð6y2 þ y4  2y6Þ
1 y2 ; D ¼ 0:28%:
All parameter-free p ¼ 0 approximants with both correct sym-
metry and asymptotic behavior have l ¼ ðc  3Þ=2 and
mþ n ¼ 1. As mentioned in Section 4, there are exactly two
parameter-free cases for each l. In the case of m ¼ 1 Eq. (9) is
solved by b1 ¼ 1þ 2l=3, in the second case of n ¼ 1 it is solved
by b1 ¼ 1þ 3=2l. All parameter-free approximations to L1 can
thus be labeled by l,
L110lðyÞ ¼
3y ð3 2lÞy3
1 y2l ; ðF:15Þ
L101lðyÞ ¼
6ly
ð1 y2lÞ½2lþ ð3 2lÞy2 ðF:16Þ
with l ¼ 1;2; . . . and the complexity of such an approximation is
3þ 2l.
Similarly, all admissible approximations with a single parame-
ter b have ðm;nÞ ¼ ð2;0Þ; ð0;2Þ, or ð1;1Þ.
L120lðyÞ ¼
3y ð3 2lþ 3bÞy3 þ 3by5
1 y2l ; ðF:17Þ
L111lðyÞ ¼
3y ½3 2lð1þ bÞy3
ð1 y2lÞð1þ by2Þ
; ðF:18Þ
L102lðyÞ ¼
6ly
ð1 y2lÞ½3y2 þ 2lð1 y2Þð1 by2Þ
: ðF:19Þ
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is L102lðyÞ with l ¼ 1 and b ¼ 0, which is actually identical with
our L1011ðyÞ. Any better approximation than the suggested L1011ðyÞ
with complexity 5 must have two or more parameters,
corresponding to mþ n ¼ 3 and complexity c ¼ m0 þ n0 ¼ 1þ
2mþ 2nþ 2lP 7þ 2l, ie c P 9 because lP 1. Such an example
was given by L1301 (Eq. (14)).Appendix G. Complex approximants to L1
An accurate approximation with D ¼ 0:064% that involves
a trigonometric function [51] and is therefore unfortunately
unsuitable for analytic calculations or efﬁcient implementation, is
L1BergstromðyÞ ¼
c1 tanðc2yÞ þ c3y; jyj < y;
1=½signðyÞ  y; y 6 jyj < 1

ðG:1Þ(a)
(b)
Fig. I.8. (a) Planar elongational viscosity g vs. dimensionless elongation rate _kH for vario
this particular comparison, 301 performs best, followed by [3/2], Darabi, 011, and [3/1]. W
underestimates it only slightly. (For interpretation of the references to color in this ﬁguwith c1 ¼ 1:31446; c2 ¼ 1:58986; c3 ¼ 0:91209, and y ¼ 0:84136.
The related potential is
UBergstromðyÞ ¼ c3y
2
2
 c1 ln½cosðc2yÞ
c2
ðG:2Þ
up to jyj < y, and UBergstromðyÞ þ lnð1 yÞ  lnð1 yÞ for jyjP y.
The approximant Eq. (G.1) has, by construction, both correct sym-
metry and asymptotic behavior, Eq. (7). It yieldsZ 1
0
ð1 yÞL1BergstromðyÞdy  0:760611: ðG:3Þ
Similarly, Nguessong et al. [52] came up with two versions of
approximants with D ¼ 0:072% (rounded) and D ¼ 0:046%
(numerically optimized for low D) that do not involve trigonomet-
ric functions, but noninteger powers a and b instead,
L1NguessongðyÞ ¼ L1CohenðyÞ þ aya þ bybðy 0:76Þð1 yÞ ðG:4Þus approximants at FENE parameter b ¼ 100. (b) Zoom into region marked in (a). For
arner’s and Treloar’s approximants clearly underestimate the viscosity, while Cohen
re legend, the reader is referred to the web version of this article.)
Fig. I.9. Zero rate viscosity g0 vs. FENE parameter b for various approximants. For
this particular comparison, 301 performs best, followed by Cohen (Padé), [3/1], [1/
6], Rickaby-III, while 301 and Cohen perform equally well. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of
this article.)
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and a ¼ 0:488; b ¼ 3:311;a ¼ 3:243, and b ¼ 4:789 for the numer-
ically optimized version. These function have incorrect symmetry,
but correct asymptotic behaviors. The corresponding numerical val-
ues for the integral in Eq. (G.3) are 0:757071 and 0:756244, respec-
tively. For comparison, our approximants L1011 and L
1
301 yieldZ 1
0
ð1 yÞL1011ðyÞdy ¼ ln
3
8
 
þ 23=2cot1
ﬃﬃﬃ
2
p
 0:76001; ðG:5ÞZ 1
0
ð1 yÞL1301ðyÞdy ¼
1503
700
 ln 4
 0:760848 ðG:6Þ
while the corresponding classical values are 3 ln 8  0:920558
(Warner) and 13=6 ln 4  0:780372 (Cohen), to be compared with
the exact result 0:76066ð1Þ. Depending on the criterion used to rate
the quality of the approximant, our recommended approximants
L1011 and L
1
301 seem to even better than the so far best known com-
plex approximant L1Nguessong with numerically optimized coefﬁcients.
Moreover they are simple rather than complex.
Appendix H. Approximant to B1r
Following our strategy worked out for L1 consider a simple
rational function, weighted by the known asymptotic behavior
Eq. (D.5)
~B1r ðyÞ ¼
a by2
1þ cy2
 
tanh1ðyÞ ðH:1Þ
as an approximant for B1r . It has the following symmetry and
asymptotic properties:
~B1r ðyÞ ¼ ~B1r ðyÞ; ðH:2Þ
~B1r ðyÞ ¼ ayþ
a
3
 b ac
 
y3 þ Oðy5Þ; ðH:3Þ
~B1r ðyÞ ¼
a b
1þ c
 
tanh1ðyÞ ðy! 1Þ: ðH:4Þ
According to Eqs. (D.2) and (D.5) for the exact B1r we must have
a ¼ a; ðH:5Þ
c ¼ ða bÞ  1: ðH:6Þ
If we were to match also the 2nd Taylor coefﬁcient
b ¼ 9=5 2=ð1 Þ þ 12=ð5þ 10Þ. However, as for L1 the 2nd
coefﬁcient of the Taylor series is irrelevant, and the best b ¼ bðÞ
is obtained by requiring validity of the integral relationship, Eq.
(E.3). Upon inspecting the numerical result we ﬁnd
b ¼ 11
5
ð1 Þ ðH:7Þ
to produce a simpler approximant with even smaller D, that reduces
to the exact result Eq. (D.6) for r ¼ 1=2, and begins to become
unsuitable for  > 0:6, where the approximate for L1 can be used
instead. Our explicit expression for an approximant of the inverse
Brillouin function, that results from the asymptotic and integral
behaviors is then provided by Eq. (H.1) with coefﬁcients given by
Eqs. (H.5)–(H.7),
~B1r ðyÞ ¼
½15 11ð1 Þð1þ 2Þy2tanh1ðyÞ
5þ 10 ð1 Þ½5þ 11ð1þ 2Þy2 : ðH:8Þ
For  ¼ 1 it reduces to the exact B11=2ðyÞ, for  ¼ 0 it is a trigonomet-
ric approximant of the inverse Langevin function and correctly
reproduces the ﬁrst two expansion coefﬁcient of its Taylor seriesabout y ¼ 0; ~B11 ðyÞ ¼ 3yþ 95 y3 þ Oðy5Þ. For all ﬁnite r it has the cor-
rect asymptotic behaviors of the Brillouin function.
Appendix I. Rheological properties of L1–dumbbells
For the case of homogeneous, potential ﬂows, characterized by
traceless, diagonal velocity gradient tensor j ¼ ðrvÞy, the steady
state solution of the Fokker–Planck equation for the probability
distribution wðQ ; tÞ of a non-Hookean dumbbell characterized by
the potential UðyÞ, with orientation u ¼ Q=Q , extension Q, and
maximum extension Qmax reads
wðu; yÞ  eUðyÞþkHy2j:uu
 b
; y ¼ Q
Qmax
; ðI:1Þ
where b ¼ HQ2max=kBT denotes a dimensionless parameter, and kH
the time constant of the corresponding Hookean dumbbell with
spring coefﬁcient H [53–56]. The dumbbell contribution to the
macroscopic stress tensor r is obtained from w via Giesekus’s
expression [53],
r
nkBT
¼ b y2ðj  uuþ uu  jÞ 
w
; ðI:2Þ
where n denotes the number density of dumbbells, and
hAiw ¼
R
d2u
R
dyAw. Let us consider planar elongational ﬂow with
dimensionless elongation rate _kH . The dimensionless stress tensor
r=nkBT can be calculated as function of b and _kH upon inserting
Eq. (I.1) into Eq. (I.2). To this end we introduce spherical
coordinates, u ¼ ðcos/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 z2
p
; sin/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 z2
p
; zÞ to arrive at
wðz; yÞ  exp½bUðyÞ  b _kHy2ð1 3z2Þ=2. For the relevant viscosity
g ¼ ðrzz  rxxÞ= _ the integration over / in Eq. (I.2) can be performed
analytically and the remaining double integral reads
g
nkBTkH
¼ b
2
R 1
0 dz
R 1
0 dyy
4ð1þ 3z2ÞwR 1
0 dz
R 1
0 dyy
2w
: ðI:3Þ
We have evaluated g (Fig. I.8) as function of _kH for various approx-
imants that enter w via their speciﬁc U’s. In the Newtonian limit
Eq. (I.3) further simpliﬁes to
M. Kröger / Journal of Non-Newtonian Fluid Mechanics 223 (2015) 77–87 873g0  lim
_kH!0
g ¼ bnkBTkH
R 1
0 y
4ebUðyÞ dyR 1
0 y
2ebUðyÞ dy
: ðI:4Þ
One has g0 ¼ nkBTkHb=ð5þ 3bÞ for Warner’s approximant, while all
others involve hypergeometric functions of b. The zero rate viscos-
ity is shown for all approximants together with the exact result in
Fig. I.9. Even though the choice of approximant is most relevant
for the moderate to strong ﬂow situation, it affects g0 as well. The
latter fact is important only if one wishes to extract b from mea-
sured g0 data.
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