A three-dimensional dispersion air pollution model with point sources is considered in a limited region. The adjoint model and the duality principle are used to pose a variational short-term control problem with the aim of determining optimal emission rates of the sources. The existence and uniqueness of the optimal control problem solution are proved. A numerical scheme using a process of orthogonal projections is given for approximating the optimal solution. The computing efficiency of the scheme is shown. Numerical results obtained in the case of a single point source demonstrate the method's ability.
Introduction
The control over emission rates of industrial plants is a kind of inverse problem in the context of air pollution modelling. This control is an important part of the atmospheric pollution control programs since it develops quantitative criteria for restricting the pollutant emissions in order to fulfill certain sanitary and ecological goals [1, 2] . Such criteria are designed taking into account the complexity inherent to the processes of dispersion and transformation of pollutants in the atmosphere, the number of point sources to control, their locations in a region under consideration and the corresponding ecological laws [3] [4] [5] [6] [7] .
In general, the objective of any atmospheric pollution control program is to establish a set of actions allowing satisfaction of existing air quality norms. In practice, it is required to reduce the concentration of each atmospheric pollutant to a level not exceeding the corresponding sanitary norm, or at least, to minimize the number of hours or days when the air quality norms are violated. All the control programs may be classified under two types: long-term and short-term controls [1] . These control programs complement each other and differ in the specific objectives and strategies applied to achieve them.
A long-term control (from months to years) is usually implemented for large-scale regions (from urban to global) and consists in applying strategies which reduce the total mass of the pollutants emitted during the whole period.
It should be stressed that the main goal of such a control is to minimize the number of days per annum when the air quality norms are violated, and hence, its application does protect the region under consideration from emergency days with rather dangerous pollution concentration levels. Such flexibility is inherent in the very nature of the long-term control that, in addition to air quality norms, takes into account a cost-benefit criterion.
On the other hand, the short-term control (from hours to days) is implemented for small scales (from local to urban) during atmospheric stability events (inversions, calm), which are favorable to the accumulation of pollutants. The specific goal of this control is to maintain the concentration of different pollutants below the sanitary norms. The actions undertaken to achieve the goal normally aim at immediate decrease of the pollutant emissions, right up to a full stop for some industries. We now define a short-term control problem for a pollutant.
Let M be a short-term dispersion model used to forecast the concentration φ of a pollutant in a bounded domain D ⊂ R 3 and finite time interval [0, T ]:
where − → q = (q 1 , . . . , q N ) is defined by nonstationary pollutant emission rates q i , located at the points r i ∈ D. The mean concentration of the pollutant in the domain Ω ⊂ D of measure (volume) |Ω | and interval [T − τ, T ] of length τ > 0, is defined by the functional
where J 0 > 0 is the air quality norm for the pollutant then emission rates are excessive, and the control problem consists in determining such − → q that J Ω ,τ (φ− → q ) ≤ J 0 . Note that each q i must be nonnegative. In general, this inverse problem is ill-posed because it may have many solutions or none depending on the pollutant initial distribution φ 0 = φ(0). In order to establish a well-posed problem, we introduce the following regularization method. Let
be a functional defined in the domain
The optimal control problem consists in determining such
Evidently, the control depends on the norm · used, and − → q * represents the least restriction imposed by the control on the punctual sources. The solution of a such variational problem is usually searched for with an iterative optimization method, which applies successive evaluation of the dynamic model M [8, 9] . In general, this process is not very efficient, since requires a lot of computations due to the complexity of M. In this work, we describe a technique, based in the adjoint operators, which allows one to resolve the optimal control problem without using the successive evaluation of M.
Dispersion and adjoint models

Dispersion model
Let D = D × (0, H ) be a domain in R 3 with the boundary ∂D = S 0 ∪ S ∪ S H which is the union of the cylindric lateral surface S, the base S 0 at z = 0, and the top cover S H at z = H . The short-term dispersion model M [10] , considered for a quasi-passive pollutant in the domain D, is
Here φ(r, t) ≥ 0 represents the concentration of the primary pollutant with a distribution φ 0 (r) in D at initial moment t = 0, σ (r, t) > 0 is the chemical transformation coefficient, and µ(r, t) > 0 and υ(r, t) > 0 are the horizontal and vertical turbulent diffusion coefficients, respectively. The wind velocity U(r, t) = (u, v, w) is assumed to be known and to satisfy the continuity equation (10) in D.
Assume that the forcing
is formed by the point sources (industries) located at the points r i ∈ D, i = 1, . . . , N , besides which q i (t) is the emission rate of the ith industrial plant, and δ(r−r i ) is the Dirac delta centered at the plant position r i (i = 1, . . . , N ). The conditions at the open boundary ∂D of the limited domain D lead to a well-posed problem in the sense of Hadamard [11] . We denote by U n = U · n the projection of the velocity U on the outward unit normal n to the boundary S, which is divided into the outflow part S + where U n ≥ 0 (advective pollution flow is directed out of D) and the inflow part S − where U n < 0 (advective pollution flow is directed into D). Thus, we suppose that there are no sources outside D, and by condition (7), the combined (diffusive plus advective) pollution flow is zero at the inflow part S − [12] . By (8) , the diffusive pollution outflow at S + is neglected as compared with the advective pollution flow. The condition (9) at S 0 represents the settlement of the substance on the ground with a velocity ζ .
The boundary conditions are mathematically good, because problem (5)- (10) is a well-posed one (its solution exists, is unique and continuously depends on the initial condition and forcing [12] ). This follows from the fact that the problem operator A is nonnegative:
Here (φ, η) = D φ η dr is the inner product. It can then be shown [12] that
The boundary conditions are also physically appropriate, since the integration of (5) over domain D leads to a mass balance equation
Thus, the total mass of the pollutant increases due to the nonzero emission sources q i (t), and decreases because of advective outflow across S + ∪ S + H , chemical transformations and settlement on the ground.
Adjoint model
As was mentioned above, the main objective of this study is developing an optimal short-term control allowing one to maintain the mean concentration (1) of a pollutant below a sanitary air quality norm J 0 :
The functional (1) does not provide explicit dependence of J Ω ,τ on the pollution emission rates, which is required to develop efficient emissions control and satisfy (11) . Such an explicit relation can be obtained with the adjoint dispersion model [2, 12] and duality principle (Lagrange identity) [13] . The adjoint approach not only provides an effective and economical technique for sensitivity study of the model solution with respect to the model parameters [7, 14, 15] , but also permits one to solve such important problems as optimal allocation of new industries [2, 15] , control of pollution emissions [3] [4] [5] [6] [7] , detection of the industrial plants that violate prescribed emission rates [16] .
To this end, we now consider in the domain D × (0, T ) the adjoint model associated with the original dispersion model by means of the Lagrange identity (Aφ, g) = (φ, A * g):
The forcing P(r, t) in (12) is defined as
The adjoint model being solved backward in time (from t = T to t = 0) also has a unique solution, which continuously depends on the forcing P(r, t). This result can be immediately shown by the transformation of variable t = T −t [12] . Combining the solutions of the dispersion model and its adjoint [2, 7, 10] , one can obtain an alternative (dual) formula J Ω ,τ in the zone Ω :
Estimate (17) is the required formula that explicitly relates J Ω ,τ to φ 0 (r) and q i (t). Although the adjoint model solution g depends on the meteorological conditions, sources positions and parameters τ and |Ω |, it is independent of the emission rates q i (t) and initial pollution distribution φ 0 (r). This solution is nonnegative and serves in (17) as the weight function for φ 0 (r) and q i (t). The last integral in (17) determines the impact of φ 0 on J Ω ,τ . In the case where this term is large enough, the air quality norm is violated (J Ω ,τ > J 0 ) even if all the emission rates are zero. This integral is a key parameter, which determines whether a control problem solution exists.
Optimal control
Let the dispersion model M coupled with a weather forecast model predict both meteorological and air quality conditions within (0, T ). Suppose that the air quality forecast obtained with emission rates
Then in order to prevent excessive concentration of a pollutant in Ω , a short-term control problem can be applied by establishing a more appropriate behavior of the industries within (0, T ). In other words, we determine reduced emission rates − → q , optimal in some sense, such that
Note that the control problem solution depends crucially on the parameter [17] 
If α < 0 then, due to (17) , no control problem solution exists because the sanitary norm J 0 will be violated even if any industrial activity is stopped (q i ≡ 0 ∀i). Thus, although the stop of the industries may reduce the risk of injurious effects, it cannot help to satisfy the air quality condition (11) . The case α ≥ 0 is more interesting. Then
and the control problem has infinite number of solutions. To guarantee the existence of a unique solution to the control problem, additional terms must be constructed. We now describe a regularization method.
be a Hilbert space with the inner product and norms defined as
which is nonempty, since α ≥ 0 and − → q = − → 0 ∈ Q. The optimal control problem consists in finding such − → q * ∈ Q that (4) is satisfied.
,
Proof. It is assumed that the measure of I i is positive: |I i | > 0 for each i. If this is not the case (|I j | = 0 for some j) then
and the jth source not polluting Ω can be excluded from the consideration. On the other hand, since J 0 = D g(r, 0)φ 0 (r) dr, domain Q is formed by such functions − → q that
where p i ∈ L 2 [0, T ] and p i ≥ 0. Thus, The case α > 0 is a more complex because each optimal emission rate depends not only on g(r i , t), but also on
The optimal solution will be obtained using a numerical method. We now show the existence and uniqueness of such a solution.
Theorem 2. The solution of the optimal control problem (4) is unique.
Proof. First of all, note that the domain (feasibility set) Q can be rewritten as
Now, if − → q 1 and − → q 2 belong to Q and λ ∈ [0, 1] then
and Q is convex. On the other hand, since
, and every term in the sum is strictly convex on Q, then the functional F is strictly convex on Q as well. These convexity properties guarantee the uniqueness of optimal control problem (4) [18] .
To show the existence of the solution we need the following results: Lemma 1. The feasibility set Q is closed in H.
Proof. We must prove that Q = Q. Let − → q 0 be an element of Q; then there is a sequence
To show that q 0i ≥ 0 for each i (1 ≤ i ≤ N ) we apply a proof by contradiction. Assume that q 0 j (t) < 0 on I ⊂ [0, T ] for some j, |I | > 0. Then
for any k. The last inequality contradicts the convergence of { − → q k } ∞ k=1 . On the other hand, the norm
due to the Schwarz inequality. Therefore, proceeding to limit in the inequality
Lemma 2. A closed convex set in a uniformly convex Banach space possesses a unique point closest to a given point.
Proof. This result of approximation theory can be found in [18] .
Theorem 3. The optimal control problem (4) has a solution.
Proof. Since H is a Hilbert space, it is a uniformly convex Banach space [18] . Moreover, by Theorem 2 and Lemma 1, Q is a closed convex set in H, and − → Q ∈ Q because this element satisfies (19) . Therefore, by Lemma 2, there is a point − → q * ∈ Q that minimizes the distance between the set Q and point − → Q . Such a point is the solution of (4).
We now obtain an explicit form of the solution to control problem (4) in the simplest case when there is only one pollution source in the domain D. Theorem 4. Let Q(t) be an emission rate of the only point source located at r 0 , and
is the optimal solution of the control problem (4) provided that it is a nonnegative function in [0, T ].
Proof. The function (22) has been obtained from the first variation of the Lagrangian L(q) = F(q) − ϑ( T 0 g(r 0 , t)q(t) dt − α). We now prove that (22) is the optimal control solution. Indeed, q * > 0 and q * ∈ Q, since
Now, let q = q * + δq be an arbitrary element of Q different from q * . Then
Thus, the optimal solution is given by (22).
Note that, due to (22), q * (t) = Q(t) if g(r 0 , t) = 0. In other words, the optimal emission rate coincides with Q(t) within the part of [0, T ] where the point source has no impact on the zone Ω . Unfortunately, if the difference J Ω ,τ (φ Q ) − J 0 or value of g(r 0 , t) is large enough then q * (t) defined by (22) can be negative. In this case, (22) is not the optimal solution and a numerical method must be used to approximate q * .
Numerical approach to the optimal control
This section starts with some results which characterize the optimal solution and are quite useful for the numerical approach.
Lemma 3. Let
− → q * be the solution of the optimal control problem (4). Then
Proof. Let us suppose that there are a number j and subset
where
On the other hand,
. This result contradicts the fact that − → q * is the optimal control problem solution.
Thus, the optimal emission rates never exceed the current emission rates Q i . Since Q i are upper bounded then, by Lemma 3, the optimal emission rates q * i have this property too. We now prove a result which allows us to reduce the admissible set in the optimal control problem. Such a reduction will be important for the numerical implementation.
Theorem 5. Let
− → q * be the solution of optimal control problem (4). Then
Proof. Let q * j be an optimal component such that q * j (t) < Q j (t), t ∈ I ⊂ [0, T ], |I | > 0. Such an optimal component must exist due to Lemma 3 and the fact that q * i = Q i ∀i is impossible. Let us define the new component q j as q j = q * j + ε(Q j − q * j ), 0 < ε < 1, and let − → q = (q * 1 , . . . , q * j−1 , q j , q * j+1 , . . . , q * N ). Thus,
Let us make a counter-assumption:
− → q * , − → g ) + ρ < α, and hence, − → q ∈ Q. On the other hand, Q j − q j = (1 − ε)(Q j − q * j ) which leads to Q j − q j ≤ Q j − q * j . The last inequality is strict on the interval I . Since |I | > 0, we get
This leads us to the inequality F( − → q ) < F( − → q * ), which contradicts the fact that − → q * is the optimal control solution.
Due to the last theorem, the feasibility set (21) is reduced to the set
(for simplicity of designations, we will continue to denote the smaller set (23) by the letter Q). From the point of view of approximate (numerical) solution to the optimal control problem, the new feasibility set (23) has a considerable advantage over the set (21). In order to get a discrete optimal control problem, we divide interval [0, T ] into K equal subintervals of length t > 0 such that t k = k t (k = 0, 1, . . . , K ) and t · K = T . Denote by t k+ 1 2 the mid-point of the interval (t k , t k+1 ). Using the notation q ik = q i (t k− 1 2
) and g ik = g(r i , t k− 1 2 ) (k = 1, . . . , K ) and approximating the integrals in the control problem (4) and feasibility set (23) with the middle-point rule, we establish the following quadratic minimization problem:
The optimization problem can be written in the equivalent form
Where x i , x 0 i , and b i represent enumerated terms q ik , Q ik and g ik , respectively. We have α =
i > α, and the discrete feasibility set Q d is defined by condition (24). The optimization problem (24) has a unique solution. The existence immediately follows from the fact that the goal function F is continuous and the feasibility set Q d is compact [19] . The uniqueness is the consequence of the facts that F is a strictly convex function and the set Q d is convex, too [19] . Moreover, due to convexity, the optimal constants x * i satisfy the conditions [17] , and hence, like in Lemma 3, the industrial sources must diminish their activity. The optimization problem solution x * = (x * j ) L j=1 is found by using the differential characterization theorem [17, 19] , which states that x * is the solution if
The first approximation of x * is obtained as the orthogonal projection in the minimization process using the Lagrange multipliers [19] :
This approximation satisfies the condition L j=1 b j x * j = α. To improve the approximation, successive orthogonal projections are used.
Algorithm of successive orthogonal projections
Step
. By the differential characterization theorem [17, 19] , x * is the minimum.
Step II. If at least one component of x * is negative then the projection needs to be redefined. Without loss of generality, assume that x * j ≤ 0 for j = l + 1, . . . , L (at any rate one of the components must be always positive, since α > 0). Let us define x * * j = 0 for j = l + 1, . . . , L, and the rest of the variables are taken from the new projection with restricted F and Q d :
This approximation also leads to the condition
follows from (25) that η > λ. This inequality, together with (25), leads to
Due to the differential characterization theorem [17, 19] , x * * is the minimum.
This algorithm converges to the exact solution in at most L iterations (projections), because α > 0. Moreover, it is not computer time-consuming [17] , since the number of arithmetic operations does not exceed 3(L 2 + L). For example, if the computer realizes 100,000 op s then all the optimal constants x * i can be determined in at most 0.5 min for L = 1000, and in 12.5 min for L = 5000. Thus, every time a short-term forecast is unfavorable, the optimal control of emission rates can rapidly be carried out. This property is especially important when the number of emission rates is large. Isolines of the dispersion model solution φ are shown in Fig. 1 with a one-hour quantization interval. There is seen a steady increase of the pollutant concentration in Ω due to the wind. Isolines of the adjoint model solution g are shown in Fig. 2 with a one-hour interval, too (from t = 4 to t = 0). The step function p(r, t) is propagated in the direction opposite to that of the wind U, that is, from the northwest to the southeast, as it must be.
The four different types of emission rates Q have been considered in the units kg h as Q 1 (t) = 3.8, Q 3 (t) = cos πt + 3.5, Fig. 3) . Thus, Q 1 (t) is constant, Q 2 (t) is constant during the first hour and then linearly decreases, Q 3 (t) is a periodic function with the two-hour period, and Q 4 (t) is constant during the first hour and then grows linearly. The mean pollution concentrations J Ω ,τ calculated with (18) 3 for each of these emission rates, respectively. Since all the results are unsatisfactory (they exceed the sanitary norm), we apply the optimal control method (22). The optimal emission rates q opt i given by the control are shown in Fig. 3 . As a result, the mean pollution concentrations J Ω ,τ obtained with the optimal emission rates coincide with the sanitary norm (1.5 µg m 3 ), as they should. In full accordance with Lemma 3, q opt i (t) ≤ Q i (t) for any t ∈ (0, 4) and 1 ≤ i ≤ 4. Also it is seen from Fig. 3 that q opt i (t) = Q i (t) during the last hour (3 ≤ t ≤ 4), that is, the optimal and original emission rates coincide with each other during the period when the adjoint model solution g(r 1 , t) is equal to zero, and hence, emissions give no contribution to the zone Ω . Finally, it is interesting to note that in the interval where these values do not coincide (0 ≤ t < 3), the temporal behavior of each optimal emission rate q opt i (t) is similar to that of the Fig. 2 . Isolines of the adjoint model solution g(r, t) for t = 3, t = 2, t = 1 and t = 0 h. corresponding original rate Q i (t). This fact is useful for the industries, since they must not drastically change their routine of work.
Summary
The progress achieved in numerical short-term weather forecasting and pollution transport modelling has opened up fresh opportunities for the development of methods capable not only of predicting pollutant concentrations, but also of controlling the industrial emission rates with the aim of preventing undesirable atmospheric conditions with dangerous levels of such concentrations. The development of the various control strategies is based on using the adjoint technique, allowing one to obtain dual (direct and adjoint) pollution concentration estimates in a few ecologically important zones. These two equivalent estimates complement each other nicely in the assessment and control of industrial emissions. The direct estimates require the solution of the pollution transport problem and enable a comprehensive analysis of the ecological situation over the whole area. By contrast, explicit dependence of the adjoint estimates on the number, positions and emission rates of industries, as well as on the initial distribution of pollutants in the urban region, make them very effective and economical in a model sensitivity study and short-term pollution control in the above-mentioned zones. Indeed, the adjoint model solutions serve as influence functions providing valuable information on the role of each of the industries in polluting a zone under consideration.
In the present work, a tridimensional dispersion air pollution model with point sources is considered in a limited region. The adjoint model and the duality principle are used to pose well a variational short-term control problem with the aim of determining optimal emission rates for the sources. The existence and uniqueness of the optimal control problem solution are proved. A numerical scheme using a process of orthogonal projections is given for approximating 
