This paper complements Alvarez and Arellano (2003) by showing the asymptotic properties of the system GMM estimator for AR(1) panel data models when both N and T tend to infinity. We show that the system GMM estimator with the instruments which Blundell and Bond (1998) used will be inconsistent when both N and T are large. We also show that the system GMM estimator with all available
Introduction
With the growing availability of comprehensive statistical databases, the use of dynamic panel models has increased steadily in recent decades. The advantages are clear: dynamic panel models not only allow us to take the dynamics of economic activity into account, they also make it possible to control for unobservable heterogeneity. To estimate dynamic panel data models, several estimators have been proposed. These include the instrumental variables estimator (Anderson and Hsiao, 1981) , the within groups estimator (Nickell, 1981) , the first difference GMM estimator (Arellano and Bond, 1991) , the level and the FOD-GMM estimator 1 (Arellano and Bover, 1995), the system GMM estimator (Blundell and Bond, 1998) , the LIML-type estimator (Alonso-Borrego and Arellano, 1999) , and the random effect maximum likelihood (RML) estimator (Blundell and Smith, 1991; Alvarez and Arellano, 2003) . Among these estimators, the system GMM estimator is the most widely used in empirical analysis. For example, Blundell and Bond (2000) , Bond Motivated by the increasing availability of micropanels in which T , the time series dimension, is not negligible relative to N, the cross-sectional size, a seminal paper by Alvarez and Arellano (2003) discussed the asymptotic properties of some of the estimators mentioned above when both N and T are large. Included in their discussion were the FOD-GMM, the LIML, the first difference GMM, and the RML estimators. However, oddly enough, Alvarez and Arellano did not show the asymptotic properties of the system GMM estimator even though this estimator is widely used in empirical analyses. One possible reason for this omission may be the technical difficulties involved. In fact, to derive the asymptotic properties of the system GMM estimator, we need to show the asymtotic properties of the level GMM estimator. However in deriving the asymptotic properties of the level GMM estimator, we need to derive the explicit expression of the inverse matrix of the population 1 The FOD-GMM estimator refers to the GMM estimator where individual effects in the model are removed by the forward orthogonal deviation transformation, and the instruments in levels are used in estimation. In Alvarez and Arellano (2003) , the FOD-GMM estimator is simply called the GMM estimator. moment matrix of the instruments. Although deriving the explicit expression of the inverse matrix is somewhat trivial in the case of the first difference GMM estimator, it seems nontrivial in the case of the level GMM estimator. The purpose of the present paper thus is to derive the explicit expression of the inverse matrix and show the asymptotic properties of the level and the system GMM estimators, thereby complementing the work of Alvarez and Arellano (2003) 
We find that the level GMM estimator with all instruments becomes inconsistent when both N and T are large, and that the level GMM estimator which Blundell and Bond (1998) used to construct the system GMM estimator will be consistent when N is large regardless of whether T is fixed or tends to infinity. Combining the results of the first difference and the level GMM estimators, we provide the results for the system GMM estimator. We consider three cases. The first is the case where all available instruments, including the redundant ones, are used. In this case, the system GMM estimator will be inconsistent unless 1 − α = σ 2 η /σ 2 v holds, where α is the parameter of the lagged dependent variable and σ 2 η and σ 2 v are the variances of individual effects and disturbances respectively. The second case we consider is where one instrument is used for each period in the first differenced and level models. In this case, the GMM estimator will be consistent when N is large regardless of whether T is fixed or tends to infinity. The third case, finally, is to examine the instruments used by Blundell and Bond (1998) . In this case, the GMM estimator will be inconsistent when both N and T are large.
The remainder of this paper is organized as follows. In the next section. we provide the model and the estimators, while the main results are reported in Section 3. In Section 4, simulation results are provided to assess the theoretical implications obtained in Section 3. Section 5 concludes.
The Model and Estimators
We consider an AR(1) panel data model given by
where α is the parameter of interest with |α| < 1 and v it has mean zero given
1) can be expressed in vector form as
By stacking by time we obtain
where y = (y 2 , ..., y T ) and y −1 = (y 1 , ..., y T −1 ) .
We impose the following assumptions. 
Assumption 3. The initial observations satisfy
where
These assumptions are the same as those in Alvarez and Arellano (2003) .
The GMM estimators we consider in this paper are the first differencing GMM estimator by Arellano and Bond (1991) , the level GMM estimator by Arellano and Bover (1995) , and the system GMM estimator by Blundell and Bond (1998) . For simplicity, we consider the inefficient one-step GMM estimator. We now define these estimators.
By first differencing model (2), we have
We consider two types of instrumental variables, Z d1 t = (y 1 , ..., y t−2 ) and Z d2 t = y t−2 . Let Z d1 and Z d2 denote block diagonal matrices whose (t − 2)th blocks are Z d1 t and Z d2 t respectively. Then the first differencing GMM estimators arê
where 
We consider three types of system estimators by choosing different instruments.
The model of the system estimator can be expressed as ⎡ (13) α all exploits all available instruments in the first differencing and the level estimators. Some instruments in the level estimators are redundant since they are linear transformations of the instruments used in the first differencing estimator.
α min uses the minimum number of instruments in the sense that it uses one instrument for each period.α bb is the system estimator proposed by Blundell and Bond (1998) in which the redundant instruments in the level model are excluded.
Asymptotic Properties of the Estimators
In this section, we derive the asymptotic properties of the GMM estimators defined in the previous section when both N and T are large. To derive the main results, we provide some lemmas. Some of these are reported in Alvarez and Arellano (2003 
1 
By utilizing the above lemmas, the following results are readily obtained. 
Remark 3α all will be consistent only when σ 2 η /σ 2 v = 1 − α holds. However, in other cases with σ 2 η /σ 2 v = 1 − α,α all is inconsistent.α min will be consistent when N is large regardless of whether T → ∞ or is fixed.
Remark 4
In the case ofα all , sinceα d1 has negative asymptotic bias andα l1 has positive asymptotic bias, the biases cancel each other out in the system GMM estimator. However, in the case ofα bb , sinceα d1 has negative asymptotic bias and α l2 is consistent, the "balance" betweenα d1 andα l2 breaks down. Hence, unlikê α all ,α bb is always inconsistent unless c = 0.
Monte Carlo Experiments
In this section, we confirm the theoretical implication through Monte Carlo experiments. We consider the following AR(1) model:
Here we consider N = 50, 100, T = 10, 25, 50 and σ 2 η = 0.2, 1, 10. σ 2 v is set to 1. The number of replications is 1000 for all cases. For each estimator, we compute the median (median), the interquartile range (iqr), and the median absolute error (mae). Tables 1 and 2 show the results for the first differencing and the level GMM estimators for the cases of N = 50 and N = 100, respectively. Tables 3 and 4 report the results for the system GMM estimator for the cases of N = 50 and N = 100, respectively. The theoretical asymptotic biases calculated in the previous section are tabulated in Table 5 .
We begin by considering the first differencing and level GMM estimators. Since the asymptotic properties ofα d1 are discussed by Alvarez and Arellano (2003) , here we focus on the other estimators,α d2 ,α l1 , andα l2 . Althoughα d2 is consistent when N is large regardless of whether T is fixed or tends to infinity, its finite sample bias is substantial even in the case of α = 0.2, 0.5, where the effects of weak instruments may be small. Especially as σ 2 η /σ 2 v gets larger, the bias gets larger. Next, we turn to the level GMM estimators. Table 1 shows that the bias ofα l1 is substantial when T and σ 2 η /σ 2 v are large. For example, in the case of α = 0.2, T = 50 and σ 2 η /σ 2 v = 10, although the true value is α = 0.2, the median is 0.908. This value obtained by simulation is close to the theoretical asymptotic bias reported in Table   5 . Also, althoughα l2 is consistent when N is large, its finite sample bias crucially depends upon the magnitude of σ 2 η /σ 2 v . In the case of α = 0.2 and σ 2 η /σ 2 v = 0.2, the finite sample biases ofα l2 at around 0.21 are not so large. However, when α = 0.2 and σ 2 η /σ 2 v = 10, the biases ofα l2 are around 0.52 and the finite sample bias is substantially large.
Finally, we consider the system GMM estimator. The theoretical results indi- These simulation results have several implications. The first is that the instruments which Blundell and Bond (1998) used does not provide desirable results when T is large. Using all instruments, including redundant ones, would be preferable
In contrast,α bb is not consistent. Second, although we can reduce the number of instruments and obtain consistency, there remain large finite sample biases when σ 2 η /σ 2 v is large. Thus, when the value of T is not negligible relative to N, and σ 2 η /σ 2 v is large, the system GMM estimator does not work well. In such cases where the system GMM estimator breaks down, it is advisable to use the FOD-GMM estimator. Alvarez and Arellano (2003) have shown that the FOD-GMM estimator is consistent when both N and T are large, and it is robust to large σ 2 η /σ 2 v . However, Okui (2005) and Hayakawa (2006) have shown that inference based on the FOD-GMM estimator is inaccurate. To overcome this problem, Hayakawa (2006) proposed a new form of instruments with which both the asymptotic bias and the variance of the GMM estimator can be reduced simultaneously and which allow accurate inferences. Hence, when T is large and σ 2 η /σ 2 v may be large, we propose to use the GMM estimator by Hayakawa (2006) instead of the system GMM estimator.
Conclusion
In this paper, we considered the asymptotic properties of the system GMM estimators when both N and T are large. We showed that if we use the all available instruments, including redundant ones in the level model, the system GMM estimator will be inconsistent except for the case when 1 − α = σ 2 η /σ 2 v holds. If we reduce the number of instruments so that we use one instruments for each period, the system GMM estimator is consistent, although its finite sample bias becomes very large when σ 2 η /σ 2 v is large. We also showed that the original system GMM estimator by Blundell and Bond (1998) will be inconsistent unless c = 0. Thus, the system GMM estimator is not recommendable when T is not negligible relative to N and σ 2 η /σ 2 v may be large. In this case, one possible solution is to use the GMM estimator proposed by Hayakawa (2006) , since its asymptotic bias and variance become small simultaneously and inference is accurate even if there is large heterogeneity.
A Appendix
In this appendix, we give the proofs of the lemmas and theorems given in the main context. To begin with, note that, under Assumptions 1, 2, and 3, y it can be expressed as
Note that Δy it = Δw it holds. We give some lemmas which are useful to prove the main results.
Lemma 3. Under Assumptions 1, 2, and 3, we have
. . .
, and
Proof of (31) and (32)
Δw i, 3 . . .
where w
where Υ 11 , Υ 12 , Υ 21 , and Υ 22 are partitioned conformably, i.e. Υ 11 is a (t−2)×(t−2) matrix, Υ 12 and Υ 21 are (t−2)×1 vectors, and Υ 22 is a scalar. From the partitioned inverse formula, we have
After some algebra, we obtain
Using the fact that (A + BCB )
can be expressed as
If Υ 11 can be expressed explicitly, the explicit form of [E(z l1 it z l1 it )] −1 is readily obtained since it is straightforward to obtain the expectations in (38). To this end, we need to calculateD −1 and [E(w 
Next, it follows that 4 E(w
Thus, using these results, we can calculate Υ 11 as in (33) 
Lemma 4. Under Assumptions 1, 2, and 3, as T → ∞ regardless of whether N →
∞ or is fixed, we have
and as N → ∞ regardless of whether T → ∞ or is fixed, we have
Proof of Lemma 4
Proof of (43) See Lemma C2 in Alvarez and Arellano (2003) . 
Proof of (44)
Also, note that ⎡
Hence, from (47), (48), and (49), it follows that
The last equality is due to the fact that
Since (50) is a linear combination of (t − 1) independent random variables, we have
Now we consider the decomposition:
The second equality is due to the fact that (
Since the maximum eigenvalue of (I N − P l1 t ) is equal to 1,
Hence, as T → ∞, it follows that
With regards to the proofs that the variances of (N(T − 2)) −1 T t=3 w t−1 w t−1 and (N(T − 2)) −1 T t=3 ε t ε t tend to zero, see Alvarez and Arellano (2003) . 
Proof of (45) and (46) See Hayakawa (2006).

Lemma 5. Let κ v
For t > s,
Proof of Lemma 5 proof of (i) For t > s,
where E t (.) denotes an expectation conditional on η i and {v i,t−j } ∞ j=1 . For t = s, see Alvarez and Arellano (2003) .
proof of (ii) With regards to the proof of (58), see Alvarez and Arellano (2003) .
To prove (59), we consider the case of P d t = P d1 t . From the Cauchy-Schwarz inequality,
Hence,
The case of P d t = P d2 t is proven in a similar way.
proof of (iii) By using w t−1 = αw t−2 + v t−1 , we get
In the case of t = s, from (56) and (58),
For t > s, by using (57), the result is readily obtained.
proof of (iv) The proofs are analogous to (i).
In view of Lemmas 4 and 5, the first, third and fourth terms converge to zero. The second term would be 2α
Hence, var(A (1) ) converges to zero. Next, we consider the variance of A (2) .
The second equality is due to the fact that var(
With regards to var(A (3) ), from Lemma 4, it follows that (4) ) → 0 is proven in a similar way to var(A (3) ).
Proof of (15) and (19)
We shall use the decomposition as follows:
For B (1) and B (2) , see Lemma 4 and A (3) respectively. The expectation of B (3) is given by
If
The variance of B (3) is shown to converge to zero as follows,
Proof of (16) and (20)
We decompose as follows:
Only C (1) has nonzero mean which is given by
Using Lemmas 4 and 5, the variances of C (1) , C (2) , C (3) , and C (4) are shown to tend to zero as follows:
Proof of (17) and (21)
Notice that D (1) = C (1) and D (3) = C (3) . With regards to D (2) , see Lemma 4. Note: 1000 replications; "iqr" is the interquartile range; "mae" denotes the median absolute error. Note: 1000 replications; "iqr" is the interquartile range; "mae" denotes the median absolute error. Note: 1000 replications; "iqr" is the interquartile range; "mae" denotes the median absolute error. Note: 1000 replications; "iqr" is the interquartile range; "mae" denotes the median absolute error. 
Proof of Theorems
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