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ON POINCARE´ SERIES ASSOCIATED WITH LINKS OF NORMAL SURFACE
SINGULARITIES
TAMA´S LA´SZLO´ AND ZSOLT SZILA´GYI
Abstract. Assume that M is a rational homology sphere plumbed 3–manifold associated with a
connected negative definite graph T . We consider the topological Poincare´ series ([N08]) associated
with T and its counting function, which expresses topological information, e.g. the Seiberg–Witten
invariant of M ([N11]).
In this article, we study the counting function interpreting as an alternating sum of coefficient
functions associated with some Taylor expansions. This is motivated by a theorem of Szenes and
Vergne [SzV03], which expresses these functions in terms of Jeffrey–Kirwan residues.
Using this method, we prove several results for the counting function: uniqueness of the
quasipolynomiality inside a special cone associated with the topology of M , a structure theo-
rem which gives a formula in terms of only one- and two-variable counting functions indexed by
the edges and the vertices of the graph. Moreover, this helps us to construct the multivariable
polynomial part of the Poincare´ series, which leads to a polynomial generalization of the Seiberg–
Witten invariant of M . Finally, we reprove and discuss surgery formulas for the counting function
([N11]) and for the Seiberg–Witten invariant of M ([BN10]) using this framework.
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1. Introduction
1.1. Let M be a closed oriented plumbed 3–manifold associated with a connected negative definite
plumbing graph T with vertices V . M can be realized as the link of a complex normal surface
singularity (X, 0), where T is a good dual resolution graph and it determines completely the topology
of the surfaceX at the singular point. Naturally, it has become an active research area to understand
what can we say about (invariants of) the analytic type of (X, 0) from the topological invariants of
M (cf. Artin–Laufer program, see [N99], [L13]).
T.L. is partially supported by OTKA Grants 100796 and K112735.
Zs.Sz. is supported by the ‘Lendu¨let’ program.
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A strategy to attack this question would be to study the topological analoques of the analytic
invariants and develop their connections. One can think about the Seiberg–Witten invariant conjec-
ture of Ne´methi and Nicolaescu [NN02] as an example, which targets the relations of the geometric
genus of the possible analytic types with the Seiberg–Witten invariant of the given manifold M .
More generally, we consider the theory of Hilbert–Poincare´ series associated with the analytic and
topological types of the singularity (X, 0). Series of articles of Campillo, Delgado and Gusein-Zade
(cf. [CDGZ04, CDGZ08]), and Ne´methi (cf. [N08, N12]), studied the Poincare´ series P (t) associated
with a divisorial multi-index filtration of functions on (X, 0). For ‘nice’ analytic structures (e.g.
rational singularities [CDGZ04], splice-quotient singularities [N12]) P (t) is equal with a topological
series Z(t), which can be expressed from the combinatorics of the resolution graph. Although, in
general this is not the case (we refer to [N08] for examples and obstruction), it makes a bridge
between the geometry and topology of the singularities, and one can think of Z(t) as the topological
counterpart of the ‘analytic’ Poincare´ series P (t) associated with (X, 0). In the sequel, we provide
some details on the definition and the topological information given by Z(t).
1.2. We assume that M is a rational homology sphere, or, equivalently T is a tree and all genus
decorations in the plumbing are zero. Let X˜ be the plumbed 4–manifold associated with T , hence
∂X˜ =M . Its second homology L := H2(X˜,Z) is a lattice, freely generated by the classes of 2–spheres
{Ev}v∈V , with a negative definite intersection form I = ( , ). The dual lattice is L′ := H2(X˜,Z)
generated by the (anti)dual classes {E∗v}v∈V . The intersection form embeds L into L′ and it extends
to L⊗Q ⊃ L′. We use the notation x2 := (x, x) for any x ∈ L′. Then one hasH := H1(M,Z) ≃ L′/L
with |H | = det(T ) := det(−I) and denote the class of x in H by [x].
Let K ∈ L′ be the canonical class, σ˜can the canonical spinc–structure on X˜ with c1(σ˜can) = −K,
and σcan ∈ Spinc(M) its restriction on M . Then Spinc(M) is an H–torsor, with action denoted by
∗. We denote by swσ(M) the Seiberg–Witten invariant of M indexed by the spinc–structure σ of
M .
We define the multivariable topological Poincare´ series as the Taylor expansion Z(t) =
∑
l′ pl′t
l′
at the origin of the rational function
f(t) =
∏
v∈V
(1− tE∗v )δv−2,
where we write tl
′
=
∏
v∈V t
lv
v for any l
′ =
∑
v∈V lvEv ∈ L′ and δv is the valency of the vertex
v. Notice that Z(t) ∈ Z[[L′]], the submodule of Z[[t±1/|H|]] in variables {t±1/|H|v }v. It has a
natural decomposition Z(t) =
∑
h∈H Zh(t), where Zh(t) =
∑
[l′]=h pl′t
l′ . We can also introduce the
equivariant function fH(t) =
∏
v∈V(1− [E∗v ]tE
∗
v )δv−2 with coefficents in the group ring Z[H ], which
decomposes into fH(t) =
∑
h∈H fh(t) · h and the Taylor expansion of fh(t) is Zh(t) (see 3.1).
For any h ∈ H we associate a counting function
Qh(x) =
∑
l′x, [l′]=h
pl′
with the coefficients of Zh(t), where ‘≥’ is the partial ordering (2.1.2) on L′. It is a finite sum since
Z(t) is supported on the Lipman cone S ′ := Z≥0〈E∗v 〉 (cf. (4)).
1.3. The first main result on the topological model is a theorem of Ne´methi [N11], which shows
that the Seiberg–Witten invariant can be expressed from the counting function. More precisely, if
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x ∈ −K + int(S ′) then
(1) Q[x](x) = − (K + 2x)
2 + |V|
8
− sw[−x]∗σcan(M).
Notice that to guarantee the polynomiality (right hand side) of the counting function, x should sit
in the affine subcone given above. This behaviour is understood precisely in the work of La´szlo´ and
Ne´methi [LN14], where they develop an equivariant mutivariable Ehrhart theory which explains the
(quasi)polynomiality of the counting function and it leads to the definition of the periodic constant
of multivariable series (one-variable case defined by Ne´methi and Okuma [NO09, O08]).
By the general theory, the Lipman cone in principle is divided into different (conical) chambers,
where the counting function can be realized by different quasipolynomials, in particular, they give
different periodic constants associated with the chambers. However, (1) ‘suggests’ that all the
quasipolynomials appearing in the Lipman cone coincide. In particular, [LN14, Corollary 5.2.1]
concludes that there is a unique periodic constant associated with the Lipman cone which is the
constant term of the right hand side of (1), i.e. it equals with the Seiberg–Witten invariant. The
coincidence phenomenon of the quasipolynomials is somewhat hidden in the structure of the function
f(t).
1.4. The main motivation of the present article is to propose a ‘different’ interpretation of the
counting function, which shows the uniqueness of the quasipolynomiality inside the Lipman cone.
In Section 3.1, we represent the counting function in the following form
(2) Qh(x) =
∑
∅6=I⊆V
(−1)|I|−1Coeff
(
T
[
t
−rh−[x]
I fh(tI) ·
∏
i∈I
tEiI
1− tEiI
]
, txI
)
,
where rh−[x] ∈ L′∩
∑
v∈V [0, 1)Ev is the unique lift of h−[x], and Coeff(T[R(tI)], txI) is the coefficient
of txI in the Taylor expansion of the rational function R with variable t
l′
I :=
∏
v∈I t
l′v
v for any
l′ =
∑
v∈V l
′
vEv ∈ L′.
Using this interpretation, we connect the counting function with Jeffrey–Kirwan residues (see
Section 3.2) by a theorem of Szenes and Vergne [SzV03]. This result concludes that the coefficient
functions from (2) are equal with sums of Jeffrey–Kirwan residues and they are quasipolynomials
inside the chambers of the Lipman cone. Again, in principle they can be different, but the special
structures of the ‘projections’ fh(tI) for I ⊆ V (Lemma 11) forces these quasipolynomials to coincide.
In Section 4.2 we present the proof of this uniqueness of the quasipolynomials. In particular, this is
a quadratic polynomial on a sufficiently sparse sublattice of L′, which confirms the form of Equation
(1).
1.5. Several expressions for the interpretation and computation of the Seiberg–Witten invariant
were established in the last years: surgery formula [BN10], Turaev torsion normalized by Casson–
Walker invariants [Nic04], etc. (see Section 2.2.2 for more details). We emphasize that the connection
with Jeffrey–Kirwan residues gives an explicit formula for the computation of the quasipolynomi-
als, in particular, for the Seiberg–Witten invariant. Nevertheless, the explicit computation can be
complicated in general (see Section 3.2.4 for the one dimensional case).
Another interesting combinatorial interpretation is proposed in [BN10] and [LN14]. Notice that
the number of variables of fh(t) is the number of vertices of the graph, which may increase consider-
ably for ‘simple’ (e.g. lens spaces, Seifert 3-manifolds) cases as well. However, [LN14, Theorem 5.4.2]
proved that from Seiberg–Witten invariant point of view, the number of variables can be reduced to
4 TAMA´S LA´SZLO´ AND ZSOLT SZILA´GYI
the number of nodes of the graph. Hence, we look at the reduced function fh(tN ) := fh(t) |tv=1,v/∈N
for any h ∈ H . For graphs with at most two nodes, [BN10] and [LN14] proved a decomposition
fh(tN ) = Ph(tN ) + f−h (tN ),
where Ph(tN ) is a Laurent polynomial and Ph(1) gives the Seiberg–Witten invariant associated with
h ∈ H . This polynomial is constructed by a division algorithm controlled by the vanishing of the
periodic constant.
In the present article we use the aforementioned interpretation to prove the existence and unique-
ness of this polynomial for graphs with any number of nodes. First of all, the result of Section 5 gives
a formula for the counting function in terms of one- and two-variable counting functions associated
with vertices and edges of T . This can be done for the reduced counting function as well (cf. Section
5.3). This is the main idea of the algorithm giving the polynomial in general, since it reduces to
one- and two-variable cases. In Section 6 we reprove the one- and two-variable cases in a slightly
more general setting than in [BN10] and [LN14], and we deduce the multivariable case in general.
Finally, Section 6.5 illustrates the algorithm with an example of a graph having three nodes.
We would like to emphasize that this result has twofold importance: on the one hand, it defines a
‘polynomial invariant ’ which generalizes the Seiberg–Witten invariant for negative definite plumbed
3-manifolds. On the other hand, it gives an explicit algorithm to compute it in terms of the graph
T .
1.6. In the last part, we are interested to discuss surgery formulas appearing in this context, using
the new approach given by the present article. In [N11, Theorem 3.2.13] one can find a recursion
formula for the quasipolynomial associated with the counting function. The essence of Section 7
is to show how to use the methods of Section 3 in order to deduce the recursion, first for the
counting function, then for the quasipolynomial associated with it. In particular, we discuss how
the recursion behaves on the level of periodic constant and we compare with the Braun–Ne´methi
[BN10] surgery formula for the Seiberg–Witten invariant. The present proof of the recurrence is
based on a decomposition of the sum from (2) in terms of the graph T , and on a projection property
(Lemma 16) of the coefficient functions.
1.7. Acknowledgement. The authors are grateful to Andra´s Ne´methi for the motivating conversa-
tions. The second author is thankful for the hospitality of the Alfre´d Re´nyi Institute of Mathematics,
Hungarian Academy of Sciences.
2. Preliminaries
2.1. Links of normal surface singularities.
2.1.1. We consider a connected negative definite plumbing graph T with vertices V . By plumbing
disk bundles along T , we obtain a smooth 4–manifold X˜ whose boundary is an oriented plumbed
3–manifold M . The graph T can be realized as the dual graph of a good resolution π : X˜ → X of
some complex normal surface singularity (X, 0) and M is called the link of the singularity. In this
article we assume that M is a rational homology sphere which is equivalent to the fact that T is a
tree and all the genus decorations are zero.
Then L := H2(X˜,Z) is a lattice, freely generated by the classes of the irreducible exceptional
curves {Ev}v∈V (or the cores of the plumbing construction), with a nondegenerate negative definite
intersection form I := [(Ev, Ew)]v,w.
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If L′ denotes H2(X˜,Z) ≃ Hom(L,Z), then the intersection form provides an embedding L →֒ L′
with finite factor H := L′/L ≃ H2(∂X˜,Z) ≃ H1(M,Z) and it extends to L′ (since L′ ⊂ L ⊗ Q).
Hence L′ is the dual lattice, freely generated by the (anti)duals {E∗v}v∈V , where we prefer the sign
convention (E∗v , Ew) = −δvw (the negative of the Kronecker symbol). The class of l′ ∈ L′ in H is
denoted by [l′]. One can identify H with its Pontrjagin dual Ĥ by the isomorphism [l′] 7→ e2πi(l′,·).
We use notation A for the positive definite matrix −I. In particular, Avv = −(Ev, Ev) > 0 for
all v ∈ V , and for v 6= w we have Avw = −1 if vw is an edge of T (since π : X˜ → X is a good
resolution), otherwise Avw = 0. Having this special shape, we refer to A as positive definite matrix
associated with T . Moreover, (A−1)vw = −(E∗v , E∗w) are the entries of the vectors E∗v in the basis
{Ev}v∈V , and all of them are positive (cf. [EN85, page 83 and §20]). We emphasize the relation
(3) [E∗v ]v∈V · A = [Ev]v∈V ,
which will be used frequently in the sequel.
2.1.2. We have the following partial ordering on L⊗Q: for any l1, l2 one writes l1 ≥ l2 if l1 − l2 =∑
v∈V ℓvEv with all ℓv ≥ 0. Denote by S ′ the Lipman cone {l′ ∈ L′ : (l′, Ev) ≤ 0 for all v} which
is generated over Z≥0 by the elements E∗v . We write S ′R := S ′ ⊗ R for the real Lipman cone. Since
all the entries of E∗v are strictly positive, for any fixed x ∈ L′ the set
(4) {l′ ∈ S ′ : l′  x} is finite.
2.1.3. For any class h ∈ H = L′/L we consider two distinguished representatives : the unique
element rh ∈ L′ characterized by rh ∈
∑
v[0, 1)Ev and [rh] = h, and the unique minimal element sh
of {l′ ∈ L′ : [l′] = h} ∩ S ′ (cf. [N05, 5.4]). One has sh ≥ rh, and in general sh 6= rh (for an example
see [N07, 4.5]). Both representatives appear from different perspectives in the ‘normalization’ term
of the Seiberg–Witten invariants (e.g. [BN10] and [N05]). In Section 7.3, we will discuss their
behaviour under certain projections.
2.1.4. For any J ⊆ V let δv,J be the valency of the vertex v in the complete subgraph TJ of T
with vertices J . We use shorter notation for δv := δv,V . We distinguish the following subsets of
vertices: the set of nodes N := {v ∈ V : δv ≥ 3} and the set of ends E = {v ∈ V : δv = 1}.
We consider the orbifold graph T orb constructed from T as follows: the vertices are the nodes of
T and two vertices are connected by an edge if the corresponding nodes in T are connected by a
path which, apart from the two nodes, consists only vertices with valency 2. One can decorate the
vertices and edges of T orb and define a nonintegral positive definite matrix Aorb by [BN07, Lemma
4.14]. Since we are interested rather in the shape of the graph, we omit the precise definitions here.
For more information one can consult with e.g. [BN07, LN14].
For more details on the links and resolution graphs of normal surface singularities see e.g. [N99,
N05, N07].
2.1.5. Spinc–structures. Let σ˜can be the canonical spin
c–structure on X˜. Its first Chern class
c1(σ˜can) = −K ∈ L′, where K is the canonical element in L′ defined by the adjunction formu-
las
(5) (K + Ev, Ev) + 2 = 0 for all v ∈ V
(cf. [GS99, p. 415]). The set of spinc–structures Spinc(X˜) of X˜ is an L′–torsor: if we denote the
L′–action by l′ ∗ σ˜, then c1(l′ ∗ σ˜) = c1(σ˜) + 2l′. Furthermore, all the spinc–structures of M are
obtained by restrictions from X˜ . Spinc(M) is an H–torsor, compatible with the restriction and the
6 TAMA´S LA´SZLO´ AND ZSOLT SZILA´GYI
projection L′ → H . The canonical spinc–structure σcan of M is the restriction of the canonical
spinc–structure σ˜can of X˜.
2.2. Topological Poincare´ series, Seiberg–Witten invariants and generalizations.
2.2.1. Poincare´ series: definitions and motivations. For any l′ =
∑
v∈V lvEv ∈ L′ we set tl
′
=∏
v∈V t
lv
v and let Z[[L
′]] be the Z[L′]-submodule of formal power series Z[[t±1/|H|v : v ∈ V ]] consisting
of series
∑
l′∈L′ al′t
l′ , with al′ ∈ Z for all l′ ∈ L′. The support of such a series is {l′ ∈ L′ : al′ 6=
0} ⊂ L′. We consider the rational function
(6) f(t) =
∏
v∈V
(1− tE∗v )δv−2.
Then the topological Poincare´ series Z(t) =
∑
l′ pl′t
l′ ∈ Z[[L′]] is the multivariable Taylor expan-
sion at the origin of f(t), and it decomposes uniquely into Z(t) =
∑
h∈H Zh(t), where Zh(t) =∑
[l′]=h pl′t
l′ . By (2.1.2), Z(t) is supported in S ′, hence Zh(t) is supported in (l′ + L) ∩ S ′, where
l′ ∈ L′ with [l′] = h.
This series was introduced by the work of Ne´methi [N08], motivated by the following fact: we
may consider the equivariant divisorial Hilbert series H(t) of a normal surface singularity (X, 0)
with fixed resolution graph T . The key point connecting H(t) with the topology of the link M
(or the graph T ) is introducing the series P(t) = −H(t) ·∏v∈V(1 − t−1v ) ∈ Z[[L′]]. Then Z(t) is
the ‘topological candidate’ for P(t). They agree for several singularities, e.g. for splice quotients
(see [N12]), which contain all the rational, minimally elliptic or weighted homogeneous singularities.
More details regarding this analytic motivation can be found in [CDGZ04, CDGZ08, N08, N12].
2.2.2. Seiberg-Witten invariants and counting functions. For a closed oriented 3-manifold M one
can associate the Seiberg–Witten invariant sw(M) : Spinc(M)→ Q, σ 7→ swσ (cf. [Lim00, Nic04]).
In the last years several combinatorial expressions were established regarding the Seiberg–Witten
invariants, since it is difficult to compute using its very definition. For rational homology spheres,
one direction was opened by the result of Nicolaescu [Nic04] showing that sw(M) is equal with the
Reidemeister–Turaev torsion normalized by the Casson–Walker invariant. In the case when M is
a negative definite plumbed rational homology sphere, combinatorial formula for Casson–Walker
invariant in terms of the plumbing graph can be found in Lescop [Les96]. The Reidemeister–Turaev
torsion is determined by Ne´methi and Nicolaescu [NN02] using Dedekind–Fourier sums, which is
still hard to determine in most of the cases.
In this article, we study a different direction which is a combinatorial interpretation of sw(M)
from the Poincare´ series Z(t), using qualitative properties of the coefficients. For any h ∈ H we
define the counting function of the coefficients of Zh(t) =
∑
[l′]=h pl′t
l′ by
x 7→ Qh(x) :=
∑
l′ 6≥x, [l′]=h
pl′ .
The above sum is finite by (4), moreover we have the following theorem.
Theorem 1 (Ne´methi [N11]). Fix some x ∈ −K + int(S ′). Then
(7) Q[x](x) = − (K + 2x)
2 + |V|
8
− sw[−x]∗σcan(M).
If we write x = l + rh with l ∈ L and h = [x] then the right hand side of (7) can be seen as a
multivariable quadratic polynomial on L with constant term
− (K + 2rh)
2 + |V|
8
− sw−h∗σcan(M),
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which we call the rh-normalized Seiberg–Witten invariant of M associated with h ∈ H . Similarly,
one can also define the sh-normalized Seiberg–Witten invariant by writing x = l+ sh for some l ∈ L
and h = [x], which appears in different contexts.
Remark 2. It is important to emphasize that the identity (7) was motivated by a similar analytic
identity which expresses the geometric genus of the complex normal surface singularity (X, 0) from
the series P (t) (cf. [N12, O08]).
2.2.3. Multivariable periodic constants. The article [LN14] developes a theory which gives better
understanding for the Equation (7) and shows how to recover the needed information from the
series (or rational function) in order to obtain closed formula or algorithm for the Seiberg–Witten
invariant, at least for special cases.
One can construct a (conical) chamber decomposition of the space L′⊗R. Once we fix a chamber,
the counting function is represented by a multivariable Ehrhart type quasipolynomial (coming from
counting lattice points in some special polytopes attached to f(t)) inside the chamber. The constant
term of the quasipolynomial is understood by the notion ofmultivariable periodic constant associated
with Z(t), which interprets the Seiberg–Witten invariant according to (7). More details about the
constructions can be found in [LN14, Sections 3 and 4].
In the sequel we briefly recall the main ideas from the case of one-variable series introduced by
Ne´methi and Okuma in [NO09, O08], then we discuss its generalization for the multivariable case
specialized to Z(t).
Let S(t) =
∑
l≥0 clt
l ∈ Z[[t]] be a formal power series with one variable and assume that for
some p ∈ Z>0 the counting function Qp(n) :=
∑pn−1
l=0 cl is a polynomial in n. Then the constant
term Qp(0) is independent of p and it is called the periodic constant pc(S) of the series S. The
intuitive meaning of the periodic constant is shown by the following example: assume S(t) is the
Hilbert series associated with a graded algebra/vector space A = ⊕l≥0Al (i.e. cl = dimAl) and the
series S admits a Hilbert quasipolynomial Q(l) (that is, cl = Q(l) for l ≫ 0). Then the periodic
constant of the ‘regularized series’ Sreg(t) :=
∑
lQ(l)t
l is zero. Hence the periodic constant of S(t)
measures exactly the difference between S(t) and Sreg(t), that is pc(S) = (S − Sreg)(1) collecting
all the anomalies of the starting elements of S.
For the multivariable case we consider the settings of Sections 2.1 and 2.2.1. Assume there is a
real cone K ⊂ L′⊗R whose affine closure has positive dimension, a sublattice L˜ ⊂ L′ of finite index
and l′∗ ∈ K such that Qh(l′) is a quasipolynomial for any L˜∩ (l′∗+K). Then we say that Z(t) admits
a multivariable periodic constant associated with K and it is defined by
(8) pcKh (Z) := Qh(0) for any h ∈ H.
Remark 3. The definition does not depend on the choice of the sublattice L˜, which corresponds to
the choice of p in the one-variable case. This is responsible for the name ‘periodic’ in the definition.
We will often use notation pcK(Zh) as well.
Notice that the multivariable periodic constant exists for any chamber C given by the decomposi-
tion of L′⊗R. However, the chamber decomposition is too fine in the sense that the Lipman cone can
be divided into several chambers in general. Hence, different quasipolynomials are attached, giving
different periodic constants. Although, Theorem 1 from [N11] suggests that they are the same. A
proof of this uniqueness question, using the methods of the present article, is given in Section 4.
2.2.4. Polynomial part of rational functions. In the one-variable case, we assume that f(t) is a
rational function of the form B(t)/A(t) with A(t) =
∏
i(1 − tai) and ai > 0. Then by [BN10,
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7.0.2] one has a unique decomposition f(t) = P (t) + D(t)A(t) , where P (t) and D(t) are polynomials
and D(t)/A(t) has negative degree with vanishing periodic constant. Hence, pc(S) equals P (1).
This decomposition was generalized in [LN14, Section 4.5] for two-variable functions of the form
f(t) = B(t)/
∏2
i=1(1 − tai) with all the coordinates of ai are strict positive. E.g. if we choose the
chamber C := R≥0〈a1, a2〉 one has
f(t) = P C(t) + f−,C(t)
with pcC(f−,C) = 0, hence pcC(f) = P C(1).
For more variables, the authors know no similar decompositions in general. Their experience
is that the geometry of the (Ehrhart) quasipolynomials associated with the counting function by
the theory of [LN14] cannot be controlled since the chamber decomposition can be cumbersome.
However, the counting function of rational functions defined in (6) have very special structure in
terms of the graph which makes the decomposition possible. See Section 5 and Section 6 for further
motivation and details.
2.2.5. Reduced Poincare´ series. The number of variables of Z(t) is the number of vertices |V| of the
graph T which implies that the quasipolynomials associated with the counting function have |V|
many variables too. Therefore, the ‘complexity’ can be different even in the case when T has no
nodes at all, that is when M is a lens space. Nevertheless, [LN14, Theorem 5.4.2] says that, from
Seiberg–Witten invariant (or periodic constant) point of view, the complexity is measured by the
number of nodes, that is the number of variables can be reduced to |N |.
For any h ∈ H , we define the reduced rational function by
fh(tN ) := fh(t) |tv=1,v/∈N
and its Taylor expansion Zh(tN ) is called the reduced Poincare´ series. Then there exists the periodic
constant of Zh(tN ) associated with the projected real Lipman cone πN (S′R) where πN : R〈Ev〉v∈V →
R〈Ev〉v∈N is the projection, and
pcπN (S
′
R
)(Zh(tN )) = pcS
′
R(Zh(t)) = −sw−h∗σcan(M)−
(K + 2rh)
2 + |V|
8
.
Remark 4. Notice that before the elimination of variables, we have to decompose the series Z(t)
into
∑
h∈H Zh(t) in order to preserve the information about the H invariants.
We would like to highlight that not only it is ‘easier’ to work with reduced series, but for special
classes of singularities it can be compared with other series (or invariants) describing the analytic or
topological types, see [N08] for examples. A more stronger reduction is given by lattice cohomological
methods in [LN15].
Therefore, in this article, the polynomial generalization of the Seiberg–Witten invariant will be
only constructed from the reduced rational function, giving a polynomial with |N | many variables.
3. Residues and the counting function
3.1. Counting function as coefficients of Taylor expansions. We express the counting function
Qh as alternating sum of coefficient functions of Taylor expansions. Using this presentation one can
associate quasipolynomials with the counting function in a standard manner.
We also introduce the equivariant rational function
fH(t) =
∏
v∈V
(1− hvtE∗v )δv−2,
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where hv = [E
∗
v ] denotes the class of E
∗
v in H = L
′/L. It is the equivariant version of f(t)
with coefficients in the group ring Z[H ]. It can be decomposed into equivariant parts fH(t) =∑
h∈H fh(t) ·h with fh(t) rational of form
∑
l′∈h+L bl′t
l′
∏
u∈E 1−t|H|E
∗
u
(with l′ ∈ S ′ when bl′ 6= 0) using expansion
of type
(9)
1
1− htx =
∑|H|−1
k=0 h
ktkx
1− t|H|x , h ∈ H, x ∈ L
′.
The h-equivariant part can also be extracted via Fourier transform
fh(t) =
1
|H |
∑
ρ∈Ĥ
ρ
(
h−1fH(t)
)
,
where Ĥ is the Pontryagin dual ofH . Using notations of Section 2.2.1, the Taylor expansion of fH(t)
at the origin is T[fH(t)] =
∑
l′∈L′ pl′ [l
′]tl
′
=
∑
h∈H Zh(t) · h. In particular, the Taylor expansion of
fh(t) at the origin is T[fh(t)] = Zh(t) =
∑
[l′]=h pl′t
l′ , hence Qh is the counting function associated
with the Taylor series T[fh(t)].
The counting function Qh can be presented in terms of coefficient functions of Taylor expansions
as follows. It can be written as Qh(x) =
∑
l′ 6≥x, [l′]=h pl′ =
∑
l′∈P(x)∩(h+L) pl′ , as counting function
supported on the semi-open bounded concave polytope P(x) = S ′R \ (x+ R≥0〈Ev〉v∈V), where S ′R =
R≥0〈E∗v 〉v∈V . The decomposition of P(x) into semi-open convex polytopes PI(x) = {
∑
v∈V yvEv ∈
S ′R : yv < xv, ∀v ∈ I}, where x =
∑
v∈V xvEv and ∅ 6= I ⊆ V , expressed in terms of characteristic
functions as P(x) =∑∅6=I⊆V(−1)|I|−1PI(x), yields a decomposition of the counting function
Qh(x) =
∑
∅6=I⊆V
(−1)|I|−1
∑
l′∈PI(x)∩(h+L)
pl′ .
It is not hard to see that for any x ∈ L′
(10) Qh(x) = Qh(x+ rh−[x]),
where rh−[x] ∈ L′ ∩
∑
v∈V [0, 1)Ev is the unique lift of h − [x] ∈ L′/L (cf. [LN14, 4.3.15]). Since
x+ rh−[x] ∈ h+ L it is enough to consider the restriction of Qh to the coset h+ L ⊂ L′. Hence, for
x, l′ ∈ h+ L we have l′ ∈ PI(x) exactly when l′ ∈ S ′R and
(11) l′v ∈ xv + Z<0, for all v ∈ I.
For any non-empty subset I ⊆ V we introduce notation VI = R〈Ei〉i∈I , V = VV and we denote
by πI : V → VI the projection along subspace VV\I . Moreover, for y ∈
∑
v∈V yvEv ∈ L′ we
will use notations tyI = πI(t
y) = tπI(y) :=
∏
v∈I t
yv
v . In this terms, (11) can be reformulated
as πI(l′ +
∑
v∈V Ev) + zI = πI(x) for some zI ∈ Z≥0〈Ei〉i∈I , hence
∑
l′∈PI(x)∩(h+L) pl′ can be
considered as the coefficient of txI in the Taylor expansion of fh(tI)
∏
i∈I
t
Ei
I
1−tEiI
at tI = 0. That is,
for x ∈ h+ L ∑
l′∈PI(x)∩(h+L)
pl′ = Coeff
(
T
[
fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
.
Summing up with signs with respect to subsets I and using relation (10) we get
Qh(x) =
∑
∅6=I⊆V
(−1)|I|−1Coeff
(
T
[
t
−rh−[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
,
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for any x ∈ L′. In order to unify the calculations, we remove the term rh−[x] and replace fh by a
more manageable function fH . Therefore, it is convenient to introduce the function CH : L
′ → Z[H ],
(12) CH(x) =
∑
∅6=I⊆V
(−1)|I|−1Coeff
(
T
[
fH(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
.
The decomposition fH =
∑
h∈H fh ·h yields decomposition CH =
∑
h∈H Ch ·h. In general, Ch 6= Qh,
nevertheless C[x](x) = Q[x](x) for all x ∈ L′. We also define the function C : L′ → Z,
(13) C(x) = C[x](x) =
1
|H |
∑
ρ∈Hˆ
ρ
(
[x]−1CH(x)
)
.
Note that Qh can be recovered from C via relations
(14) Q[x](x) = C(x) and Q[x](x− q) = C(x) for all q ∈ L′ ∩
∑
v∈V
[0, 1)Ev.
In the sequel we will study the quasipolynomial behaviour of the functions CH and C on the
Lipman cone S ′.
3.2. The Szenes–Vergne formula. In this section we recall the notion of Jeffrey–Kirwan residue
and the theorem of Szenes and Vergne about quasipolinomiality of coefficient functions, following
[SzV03] and [BV99].
Let V be an r-dimensional real vector space with a rank r lattice Γ ⊂ V . We consider a finite
collection of non-zero vectors Ψ ⊂ Γ (elements of Ψ are not necessarily disctinct). Assume that
all elements of Ψ lie in an open half-space of V . Denote B(Ψ) the set of all bases σ ⊂ Ψ of V .
Let Γ∗ = {p ∈ V ∗C : e〈α,p〉 = 1, ∀α ∈ Γ} be the 2π
√−1-multiple of the dual lattice of Γ. A big
chamber is a connected component of V \ ∪σ∈B(Ψ)∂R≥0〈σ〉, where ∂R≥0〈σ〉 = {v =
∑
β∈σ vββ :
vβ ≥ 0 ∀β and ∃β s.t. vβ = 0} is the boundary of the closed cone R≥0〈σ〉. For a big chamber c we
define the set of bases B(Ψ, c) = {σ ∈ B(Ψ) : c ⊂ R≥0〈σ〉}.
3.2.1. Total residue. Consider elements of V as linear functions on V ∗. Denote by C[V ∗] the poly-
nomial ring on V ∗ (which can be identified by the symmetric algebra of V ). Let RΨ be the complex
vector space spanned by fractions of form ψ = θ∏R
k=1 βk
, where θ ∈ C[V ∗], βk ∈ Ψ and R ∈ Z>0.
For any σ ∈ B(Ψ) the fraction 1∏
β∈σ β
is called simple. Let SΨ be the subspace of RΨ spanned by
simple fractions. Recall [BV99, Proposition 7] as formulated in [SzV03, Theorem 1.1].
Theorem 5. For v ∈ V ∗ and ψ ∈ RΨ let ∂vψ(z) := ddǫψ(z + ǫv)|ǫ=0 be the differentiation in
direction v. Then there is a direct sum decomposition
RΨ =
( ∑
v∈V ∗
∂vRΨ
)
⊕ SΨ.
Thus, the projection to the second component TresΨ : RΨ → SΨ is a well defined map, which is
called the total residue.
Grading on RΨ is defined as follows. If θ ∈ C[V ∗] is a homogeneous polynomial of degree N then
θ∏
R
k=1 βk
∈ RΨ has homogeneous degree N − R. The homogeneous degree d part of RΨ is denoted
by RΨ[d] and one has the decomposition RΨ = ⊕d∈ZRΨ[d].
Remark 6. Since SΨ ⊂ RΨ[−r] the total residue TresΨ vanishes on RΨ[d] unless d = −r.
Denote C[[V ∗]] the formal power series on V ∗ and let R̂Ψ be the complex vector space spanned
by fractions of form Θ∏R
k=1 βk
, where Θ ∈ C[[V ∗]] and βk ∈ Ψ. There is a filtration by degree on
C[[V ∗]]: for Θ =
∑
l≥0Θl with Θl ∈ C[V ∗]l homogeneous of degree l we say that Θ ∈ C[[V ∗]]≥d if
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Θl = 0 for all l < d. It induces a filtration R̂Ψ =
∑
d∈Z R̂Ψ[≥ d] compatible with the grading on
RΨ: we have
Θ∏
R
k=1 βk
∈ R̂Ψ[≥ d] if Θ ∈ C[[V ∗]]≥d+R. The total residue can be extended to R̂Ψ as
follows. Fix a d > −r and write ϕ ∈ R̂Ψ uniquely as ϕ = ϕpoly + ϕps with ϕpoly ∈ ⊕k<dRΨ[k] and
ϕps ∈ R̂Ψ[≥ d], then define TresΨ(ϕ) := TresΨ(ϕpoly). Note that it does not depend on the choice
of d by Remark 6.
3.2.2. The Jeffrey–Kirwan residue. Fix a volume form (or a scalar product) on V . For each σ ∈
B(Ψ) it gives the volume vol(σ) of any paralellepiped
∑
β∈σ[0, 1]β. A big chamber c is also fixed.
Using projection TresΨ, the Jeffrey–Kirwan residue on SΨ is defined by the formula
JKc
(
1∏
β∈σ β
)
=

1
vol(σ)
σ ∈ B(Ψ, c)
0 σ ∈ B(Ψ) \B(Ψ, c)
and it vanishes on the direct summand
∑
v∈V ∗(∂vRΨ).
3.2.3. The Szenes–Vergne formula. Consider a rational function f(t) =
∑
ξ∈I cξt
ξ
∏
R
k=1(1−tβk )
with I finite
subset of Γ and βk ∈ Ψ. It can be associated with a (meromophic) function on V ∗ of form ϕ(z) =
f(ez) =
∑
ξ∈I cξe
〈ξ,z〉
∏
R
k=1(1−e〈βk,z〉)
. Expand e〈ξ,z〉 and (1− e〈βk,z〉)−1 = −〈βk, z〉−1
∑
l≥0 γk(z)
l, where γk(z) =
− 〈βk,z〉2! − 〈βk,z〉
2
3! − . . . into power series, thus f(ez) can be considered as an element of R̂Ψ.
Let the set of poles SP (ϕ,Γ∗) of ϕ be the set of those p ∈ V ∗C such that {βk : e〈βk,p〉 = 1} spans
V . Note that SP (ϕ,Γ∗) is invariant under translation by elements of Γ∗. Let the reduced set of
poles be the quotient set RSP (ϕ,Γ∗) = SP (ϕ,Γ∗)/Γ∗ = ∪σ∈B(Ψ)(Zσ)∗/Γ∗, where (Zσ)∗ = {p ∈
V ∗C : e
〈α,p〉 = 1, ∀α ∈ σ} is the (2π√−1)-multiple of the dual lattice of Zσ. Note that the reduced
set of poles is a finite set and moreover, e〈α,p〉 is well defined for any p ∈ RSP (ϕ,Γ∗) and α ∈ Γ,
since it does not depend on the representative of p.
Finally, we state a slightly weaker version of the [SzV03, Theorem 2.3 and Lemma 2.2].
Theorem 7. Denote vol Γ the volume form on V such that parallelepiped of basis vectors of Γ has
volume 1. Then for a big chamber c the function
Qc(λ) =
∑
p∈RSP (ϕ,Γ∗)
JKc
(
e〈λ,z−p〉ϕ(p− z)
)
volΓ
is an exponential-polynomial (quasipolynomial) on Γ, moreover Qc(λ) = Coeff(T[f(t)], tλ) for all
(15) λ ∈ Λc(f) :=
⋂
ξ∈I
(ξ + c−(β)) ∩ Γ,
where (β) =
∑R
i=1[0, 1]βi.
Remark 8. By the properties of the Jeffrey–Kirwan residue, the degree of the quasipolynomial is at
most the number of linear terms in the denominator of f minus the dimension of V .
Remark 9. Substituting 1
1−tβk by equivalent fraction
1+tβk+...+t(n−1)βk
1−tnβk in f(t) does not change the
domain Γ ∩ξ∈I (ξ + c − (β)). Thus, using expansion of type (9), Theorem 7 remains valid for
ϕH(z) =
∑
ξ∈I cξe
〈ξ,z〉∏R
k=1
∑|H|−1
j=0 h
j
k
e〈jβk,z〉∏
R
k=1(1−e〈|H|βk,z〉)
associated with rational functions with Z[H ]-coefficients
of form
fH(t) =
∑
ξ∈I cξt
ξ∏R
k=1(1− hktβk)
with hk in a finite abelian group H .
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Remark 10. If ξ ∈ Γ ∩∑Ri=1(0, 1)βi for all ξ in the numerator of f then 0 ∈ Λc(f), thus Qc(0) =
Coeff(T[f(t)], t0) = 0 by Theorem 7. This property also holds for fH with Z[H ]-coefficients as in
Remark 9.
3.2.4. In dimension one the quasipolynomial in the above theorem can be computed as follows.
Assume that β1, . . . , βk are positive numbers and let q > 0 be the generator of the lattice Γ, i.e.
Γ = qZ. In this case Γ∗ = 2π
√−1
q Z and RSP (ϕ,Γ
∗) = 2π
√−1⋃Rk=1 {0, 1βk , . . . , dk−1βk } with dk =
βk
q ∈ Z>0. Then the quasipolynomial is given in terms of usual residue
λ 7→ q ·
∑
p∈RSP (ϕ,Γ∗)
Res
z=0
(
eλ(z−p)
∑
ξ∈I cke
ξ(p−z)∏R
k=1(1− epβke−βkz)
)
dz
(we chose the volume form on V such that vol(q) = 1).
We emphasize that the above theorem gives an explicit formula how to compute this quasipoly-
nomial, nevertheless the explicit computation may be lengthy.
4. Uniqueness of the quasipolynomial
Recall that the counting function CH(x) can be written as an alternating sum of coefficient
functions of form Coeff
(
T
[
fH(tI)
∏
i∈I
t
Ei
I
1−tEiI
]
, txI
)
for x ∈ L′. In general, the vector configuration
ΨI = {πI(E∗l ), Ei : l ∈ E , i ∈ I} of vectors appearing in the denominator of fH(tI)
∏
i∈I
t
Ei
I
1−tEiI
divides the open cone int(πI(S ′R)) into several big chambers. Hence, in principle one may happen
that CH(x) can be represented with different quasipolynomials on different chambers.
However, we show that still there is an affine ‘subcone’
∑
v∈V(δv − 2)E∗v + int(S ′) of the Lipman
cone, where CH(x) is a unique quasipolynomial. In particular, the restriction of CH in the open
cone int(S ′R) to a sufficiently sparse finite rank sublattice of L′ is a polynomial.
4.1. Factorization of the projections of fH . First, we prove a lemma showing how fH(t) re-
shapes for different projections. This is the core of the proof of the uniqueness result in Section 4.2.
Moreover, it will be important for the structure theorems in Section 5.2 too.
Lemma 11. (i) Let v′v′′ be an edge of a tree T with vertex set V. Decompose T \v′v′′ into disjoint
union of trees TV′ and TV′′ with vertex sets V ′ ∋ v′ and V ′′ ∋ v′′, respectively. Then for all
non-empty vertex set J ⊆ V ′′ the fraction
(16)
(
1− hv′′tE
∗
v′′
J
) ∏
v∈V′
(
1− hvtE
∗
v
J
)δv,V−2 ∈ Z[H ][πJ (L′)],
i.e. it is a Laurent polynomial with coefficients in Z[H ], supported on πJ (S ′).
(ii) Let J ⊆ V be a non-empty vertex set such that its associated subgraph TJ is a tree. Then∏
v∈V
(
1− hvtE
∗
v
J
)δv,V−2
= PJ (tJ ) ·
∏
j∈J
(
1− hjtE
∗
j
J
)δj,J−2
,
where
(17) PJ (tJ ) =
∏
u∈V\J
(
1− hutE
∗
u
J
)δu,V−2 ∏
j∈J
(
1− hjtE
∗
j
J
)δj,V−δj,J ∈ Z[H ][πJ (L′)]
is a Laurent polynomial with coefficients in Z[H ], supported on πJ (S ′).
(iii) There exists a positive definite rational matrix A˜J associated with the subtree TJ such that[
πJ (E∗j )
]
j∈J · A˜J = [Ej ]j∈J .
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Proof. (i) Let dV′,v′ = max{d(v, v′) : v ∈ V ′}, where d(u, v) is the length of the minimal path
between vertices u and v in TV′ . We proceed by induction on dV′,v′ .
If dV′,v′ = 0 then V ′ = {v′} and v′ is an end vertex of T . Since V ′ ⊆ V \ J , by the relation
Av′v′E
∗
v′ − E∗v′′ = Ev′ comming from (3) the expression (16) becomes
1− hv′′tE
∗
v′′
J
1− hv′tE
∗
v′
J
=
1− hAv′v′v′ t
Av′v′E
∗
v′
J
1− hv′tE
∗
v′
J
=
Av′v′−1∑
k=0
hkv′t
kE∗
v′
J ,
which is a polynomial in Z[H ][πJ (L′)].
If dV′,v′ = 1 then TV′ is star-shaped with node v′ and we have δv′,V′ = |V ′| − 1. That is, if
V ′ = {v′ = v0, v1, . . . , vs} then v1, . . . , vs ∈ E and δv0,V′ = δv0,V −1 = s. Moreover, we have relations
AviviπJ (E
∗
vi) = πJ (E
∗
v0), i = 1, . . . , s,
Av0v0πJ (E
∗
v0 )− πJ (E∗v1)− . . .− πJ (E∗vs) = πJ (E∗v′′ ),(18)
and similarly in H we have
(19) h
Avivi
vi = hv0 , i = 1, . . . , s, and h
Av0v0
v0 · h−1v1 · · ·h−1vs = hv′′ .
Note that in general one has the following decomposition
(20) 1− h0 · · ·hstx0+...+xs =
∑
∅6=S⊂{0,...,s}
(−1)|S|−1
∏
i∈S
(1− hitxi) =
s∑
i=0
qi(1 − hitxi),
where qi ∈ Z[H ][txi : i = 0, . . . , s]. Hence, together with (18) and (19) imply
1− hv′′tE
∗
v′′
J = q0
(
1− hAv0v0v0 t
Av0v0E
∗
v0
J
)
+
s∑
i=1
qi
(
1− h−1vi t
−E∗vi
J
)
=
s∑
i=0
pi
(
1− hvit
E∗vi
J
)
,
where p0 = q0
∑Av0v0−1
k=0 h
k
v0t
kE∗v0
J and pi = −qih−1vi t
−E∗vi
J , i = 1, . . . , s are Laurent polynomials.
Then (16) becomes(
1− hv′′tE
∗
v′′
J
)(
1− hv0t
E∗v0
J
)s−1
s∏
i=1
(
1− hvit
E∗vi
J
) = p0
(
1− hv0t
E∗v0
J
)s
s∏
l=1
(
1− hvlt
E∗vl
J
) + s∑
i=1
pi
(
1− hv0t
E∗v0
J
)s−1
s∏
l=1
l 6=i
(
1− hvlt
E∗vl
J
)
= p0
s∏
l=1
Avlvl−1∑
kl=0
hklvlt
klE
∗
vl
J +
s∑
i=1
pi
s∏
l=1
l 6=i
Avlvl−1∑
kl=0
hklvlt
klE
∗
vl
J ,
which is a Laurent polynomial with coefficents in Z[H ].
In general, we have decomposition V ′ = {v0} ⊎ V ′1 ⊎ . . . ⊎ V ′s such that TV′\{v0} = TV′1 ⊎ . . . ⊎ TV′s
is disjoint union of trees, and let vi ∈ V ′i, i = 1, . . . , s be the neighboring vertices of v0 in TV′ . We
introduce notation φV′
i
=
∏
u∈V′
i
(
1− hutE
∗
u
J
)δu,V−2
. Then by (20) there are Laurent polynomials pi
such that(
1− hv′′tE
∗
v′′
J
) ∏
v∈V′
(
1− hvtE
∗
v
J
)δv,V−2
=
(
1− hv′′tE
∗
v′′
J
)
·
(
1− hv0t
E∗v0
J
)s−1 s∏
i=1
φV′
i
=
(
s∑
i=0
pi
(
1− hvit
E∗vi
J
))
·
(
1− hv0t
E∗v0
J
)s−1 s∏
i=1
φV′
i
= p0
s∏
i=1
(
1− hv0t
E∗v0
J
)
φV′
i
+
s∑
i=1
pi ·
(
1− hvit
E∗vi
J
)
φV′
i
·
s∏
l=1
l 6=i
(
1− hv0t
E∗v0
J
)
φV′
l
.
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Since dV′
l
,vl < dV′,v0 , by induction hypothesis
(
1 − hv0t
E∗v0
J
)
φV′
l
is a Laurent polynomial. Finally,
we have to show that the term
(
1 − hvit
E∗vi
J
)
φV′
i
is also a Laurent polynomial. One can write
TV′
i
\{vi} = TW1 ⊎ . . . ⊎ TWr as disjoint union of trees and let wk be the (unique) neighboring vertex
of vi such that wk ∈ Wk, k = 1, . . . , r. Then
(21)
(
1− hvit
E∗vi
J
)
φV′
i
=
r∏
k=1
(
1− hvit
E∗vi
J
)
φWk ,
and dWk,wk < dV′,v0 , hence (21) is also a Laurent polynomial by induction. This completes the proof
of (i).
(ii) The subgraph TV\J decomposes into several trees TJ1 , . . . , TJr such that J1 ⊎ . . . ⊎Jr = V \ J .
For all i = 1, . . . , r denote ji ∈ J the unique vertex such that there is an edge in T from the vertex
ji to a vertex in Ji (it is possible that ji = jk for some i 6= k). Then∏
v∈V
(
1− hvtE
∗
v
J
)δv,V−2
=
∏
j∈J
(
1− hvjt
E∗vj
J
)δj,J−2 · r∏
k=1
(
1− hjkt
E∗jk
J
) ∏
u∈Jk
(
1− hutE
∗
u
J
)δu,V−2
,
and by (i) each term
(
1− hjkt
E∗jk
J
)∏
u∈Jk
(
1− hutE
∗
u
J
)δu,V−2
is a Laurent polynomial. Note that
r∏
k=1
(
1− hjkt
E∗jk
J
) ∏
u∈Jk
(
1− hutE
∗
u
J
)δu,V−2
=
∏
u∈V\J
(
1− hutE
∗
u
J
)δu,V−2 ∏
j∈J
(
1− hjtE
∗
j
J
)δj,V−δj,J
.
(iii) For J = V we choose A˜V = A. Let i ∈ J be an end vertex with neighboring vertex j and
denote J ′ = J \ {i}. Then πJ ′ is the composition of πJ and πij , the projection along REi.
The latter projection corresponds to removal of edge ij from TJ , hence by [EN85, Section 21]
we get that [πJ ′(E∗v )]v∈J ′ · A˜J ′ = [Ev]v∈J ′ , where (A˜J ′)kl = (A˜J )kl for all k, l ∈ J ′, except
(A˜J ′)jj = (A˜J )jj − 1/(A˜J )ii. Moreover, A˜J ′ is positive definite and it is associated with TJ ′ .
Finally, if J ⊆ V then we can realize πJ as composition of projections πij corresponding to successive
removal of edges not in TJ , and which are end edges of the respective intermediate trees. 
4.2. Uniqueness theorem.
Theorem 12. There exists a unique Z[H ]-valued quasipolynomial CH =
∑
h∈H Ch · h on the lattice
L′ (i.e. all equivariant parts Ch are quasipolynomials) with property CH(x) = CH(x) for all x ∈∑
v∈V(δv − 2)E∗v + int (S ′). In particular, there are unique quasipolynomials C and Lh on L′ such
that
C(x) = C(x) and Lh(x) = Qh(x) for all x ∈
∑
v∈V
(δv − 2)E∗v + int(S ′).
Since (13) and (14) imply that
C(x) = 1|H |
∑
ρ∈Hˆ
ρ([x]−1CH(x)),
Lh(x) = C(x) and Lh(x − q) = C(x) for x ∈ h + L and all q ∈ L′ ∩
∑
v∈V [0, 1)Ev, it is enough to
prove the theorem for CH . More precisely, the theorem follows from
Proposition 13. For all non-empty vertex set I ⊆ V the function
(22) x 7→ Coeff
(
T
[
t
−q
I fH(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
is quasipolynomial on
∑
v∈V(δv − 2)E∗v + int(S ′) for all q ∈ L′ ∩
∑
v∈V [0, 1)Ev.
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In the proof of the proposition we will use the following lemma.
Lemma 14. Let J ⊆ V be such that TJ is a subtree of T and let I ⊆ J be such that I contains the
set of end vertices EJ of TJ . If ΨI = {πI(E∗j ), Ei : j ∈ EJ , i ∈ I} then for any σ ∈ B(ΨI) we have
either R>0〈πI(E∗j )〉j∈J ∩R>0〈σ〉 = ∅ or R>0〈πI(E∗j )〉j∈J ⊂ R>0〈σ〉. That is, the projected Lipman
cone int (πI(S ′R)) = R>0〈πI(E∗j )〉j∈J is contained entirely in a big chamber of the configuration ΨI .
Proof. The statement is equivalent with the following: no facet of R≥0〈σ〉 cuts into R>0〈πI(E∗j )〉j∈J ,
that is
(23) R≥0〈πI(E∗j1 ), . . . , πI(E∗jl ), Eil+1 , . . . , Ei|I|−1 〉 ∩R>0〈πI(E∗j )〉j∈J = ∅,
for all j1, . . . , jl ∈ EJ and il+1, . . . , i|I|−1 ∈ I. Suppose that (23) does not hold. Then there are
j1, . . . , jl ∈ EJ and il+1, . . . , i|I|−1 ∈ I such that
(24) R≥0〈πJ (E∗j1 ), . . . , πJ (E∗jl), Eil+1 , . . . , Ei|I|−1〉+ VJ\I ∩ R>0〈πJ (E∗j )〉j∈J 6= ∅.
Denote J ′ = J \ {j1, . . . , jl} and let π′ be the composition of projections VJ → VJ ′ along
R〈πJ (E∗j1 ), . . . , πJ (E∗jl)〉 and πJ . Note that π′ restricted to VJ\I is the identity map, since
VJ\I ⊂ VJ ′ . Hence, from (24) we get
(25) R≥0〈π′(Eil+1), . . . , π′(Ei|I|−1 )〉+ VJ\I ∩ R>0〈π′(E∗j )〉j∈J ′ 6= ∅.
Denote i′ ∈ J the unique neighboring vertex in TJ of the end vertex i ∈ EJ . By Lemma 11(iii) we
have [πJ (E∗j )]j∈J ·A˜ = [Ej ]j∈J , where A˜ = A˜J is a rational positive definite matrix associated with
TJ . Then for all i ∈ {j1, . . . , jl} the relation A˜iiE∗i −E∗i′ = Ei implies that π′(Ei) = −π′(E∗i′ ) for i ∈
{j1, . . . , jl} and π′(Ei) = Ei for i ∈ J ′. After relabeling such that {j1, . . . , jl} ∩ {il+1, . . . , i|I|−1} =
{il+1, . . . , is} the relation (25) becomes
(26) R≥0〈−π′(E∗i′
l+1
), . . . ,−π′(E∗i′s), Eis+1 , . . . , Ei|I|−1〉+ VJ\I ∩ R>0〈π′(E∗j )〉j∈J ′ 6= ∅.
Note that we have
[
π′(E∗j )
]
j∈J ′ ·A′ = [Ej ]j∈J ′ with positive definite matrix A′ associated with tree
TJ ′ , got from A˜ by removing rows and columns j1, . . . , jl. In particular, for any j ∈ J ′ every coeffi-
cient of π′(E∗j ) in the basis {Ei}i∈J ′ is positive. Therefore, for k ∈ I\{j1, . . . , jl, is+1, . . . , i|I|−1} 6= ∅
the setR≥0〈−π′(E∗i′
l+1
), . . . ,−π′(E∗i′s), Eis+1 , . . . , Ei|I|−1〉+VJ\I is in the closed half-space {
∑
j∈J ′ yjEj :
yk ≤ 0}, while R>0〈π′(E∗j )〉j∈J ′ lies in the open half-space {
∑
j∈J ′ yjEj : yk > 0}, thus (26) cannot
hold. 
Proof of Proposition 13. We use notations of Lemma 14. By Lemma 11(ii)–(iii) the fraction fH(tI)
simplifies to PJ (tI) ·
∏
j∈J
(
1 − hjtE
∗
j
I
)δj,J−2
with PJ Laurent polynomial defined in (17). Note
that ΨI is the configuration of vectors appearing in the denominator of t
−q
I PJ (tI)
∏
j∈J
(
1 −
hjt
E∗j
I
)δj,J−2∏
i∈I
t
Ei
I
1−tEiI
, thus Lemma 14 and Theorem 7 imply the quasipolinomiality of the coef-
ficient function (22) when πI(x) ∈ yI + int (πI(S ′)) for a suitable yI ∈ πI(L′).
We show that πI
(∑
v∈V(δv − 2)E∗v
)
is an appropriate choice for yI . We can use the presentation
t
−q
I fH(tI)
∏
i∈I
t
Ei
I
1−tEiI
to determine the domain of quasipolynomiality of (22) by Theorem 7. The
monomials in the numerator of this presentation are of form t
∑
w∈N kwE
∗
w−q+
∑
i∈I Ei
I with 0 ≤ kw ≤
δw − 2, w ∈ N . Thus, it is enough to show that
∑
v∈V(δv − 2)πI(E∗v ) + int (πI(S ′)) is contained in∑
w∈N kwπI(E
∗
w)− πI(q) +
∑
i∈I Ei −
∑
i∈I [0, 1]Ei −
∑
u∈E [0, 1]E
∗
u + int (πI(S ′)) for all 0 ≤ kw ≤
δw − 2, w ∈ N , which follows from the inclusions
• ∑w∈N (δw−2)πI(E∗w)+int (πI(S ′)) ⊆∑w∈N kwπI(E∗w)+int (πI(S ′)) for all 0 ≤ kw ≤ δw−2,
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• 0 ∈ −πI(q) +
∑
i∈I Ei −
∑
i∈I [0, 1]Ei for all q ∈ L′ ∩
∑
v∈V [0, 1)Ev and
• −∑u∈E πI(E∗u) ∈ −∑u∈E [0, 1]πI(E∗u).

Remark 15. In particular, the uniqueness implies that there is a periodic constant pcS
′
R(Zh) asso-
ciated with the cone S ′R. Since in most cases we consider periodic constants pcπJ (S
′
R
)(Zh(tJ )), we
will omit the cone from the notation for simplicity.
5. Structure of the counting function
The main goal of this section is to prove a presentation of the counting function Qh using counting
functions associated with only one- and two-variable projections of fh(t). This presentation shows
the structure of the quadratic quasipolynomial, associated with Qh on a suitable affine ‘subcone’ of
the Lipman cone, in terms of the graph T . Moreover, we develop this structure for Qredh associated
with fh(tN ) in terms of the orbifold graph T orb as well.
5.1. Projection Lemma. We prove a projection lemma for the coefficient functions, which will be
used in the sequel.
Let V be an r-dimensional real vector space with a rank r lattice Γ ⊂ V and let Ψ = [β1, . . . , βn] ⊂
Γ be a collection of vectors lying in an open half space of V . Denote π : V → W the projection
along R〈β1, . . . , βr〉 to a complementary subspace W ⊂ V . Finally, let H be a finite abelian group.
Lemma 16. Assume that {β1, . . . , βr} can be extended to a basis of Γ and there is a big chamber
c ⊂ R≥0〈Ψ〉 associated with the vector configuration Ψ such that whenever c ⊂ R≥0〈σ〉 for a basis
σ ∈ B(Ψ) then {β1, . . . , βr} ⊂ σ. Then we have
Coeff
(
T
[ ∑
ξ∈I cξt
ξ∏r
i=1(1− tβi)
∏n
j=r+1(1 − hjtβj )
]
, tλ
)
= Coeff
(
T
[ ∑
ξ∈I cξt
π(ξ)∏n
j=r+1(1− hjtπ(βj ))
]
, tπ(λ)
)
for all λ ∈ ⋂ξ∈I(ξ + c − (β)) ∩ Γ, where I ⊂ Γ is a finite subset, (β) =∑ni=1[0, 1]βi, cξ ∈ Z[H ]
and hj ∈ H.
Remark. Sometimes the numerator
∑
ξ∈I cξt
ξ is not explicit, thus the description of the precise set
of lattice points where the above lemma holds can be cumbersome. Nevertheless, this set always
contains a maximal dimensional affine subcone of form y + (c ∩ Γ) with y ∈ c ∩ Γ where the lemma
can be applied. Therefore, we will refer to it as a suitable affine subcone.
Proof. It is enough to prove the lemma when
∑
ξ∈I cξt
ξ = 1. First, we show that for any µ ∈
(λ + R〈β1, . . . , βr〉) ∩ Z≥0〈βr+1, . . . , βn〉 we have λ ∈ µ + Z>0〈β1, . . . , βr〉. Indeed, if we write
µ = λ +
∑r
i=1 aiβi then ai ∈ Z, since β1, . . . , βr is part of a basis of Γ. We use induction on r to
show that ai < 0 for all i.
Remark that for any σ ∈ B(Ψ) such that c ⊂ R≥0〈σ〉 we have λ, β1, . . . , βr ∈ R≥0〈σ〉, hence
R≥0〈λ, β1, . . . , βr〉 is in the closure of c. Therefore, if ai ≥ 0 for all i then λ ∈ c implies that
µ ∈ c. The condition whenever c ⊂ R≥0〈σ〉 for a basis σ ∈ B(Ψ) then {β1, . . . , βr} ⊂ σ, implies
c ⊂ R≥0〈Ψ〉 \ R≥0〈βr+1, . . . , βn〉, thus µ ∈ c contradicts the assumption µ ∈ Z≥0〈βr+1, . . . , βn〉.
Therefore, one of the ai’s must be negative, and we can assume that ar < 0. Then we can write
µ− arβr = λ+
∑r−1
i=1 aiβi ∈ (λ+ R〈β1, . . . , βr−1〉) ∩ Z≥0〈βr, . . . , βn〉 and we can proceed as before.
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Thus, we get that a1, . . . , ar < 0. Finally, we compute
Coeff
(
T
[
1∏n
j=r+1(1− hjtπ(βj ))
]
, tπ(λ)
)
=
∑
µ∈λ+Z<0〈β1,...,βr〉
Coeff
(
T
[
1∏n
j=r+1(1− hjtβj )
]
, tµ
)
= Coeff
(
T
[
1∏r
i=1(1− tβi)
∏n
j=r+1(1 − hjtβj )
]
, tλ
)
for any λ ∈ c ∩ Γ. Moreover, both coefficient functions are quasipolynomial for λ ∈ (c − (β)) ∩
Γ by Theorem 7. Furthermore, the quasipolynomials concide, since they agree on the maximal
dimensional cone c ∩ Γ, thus the coefficient functions must agree on the larger set (c − (β)) ∩ Γ,
too. 
5.2. Structure theorem.
Theorem 17. With short notation tvw = t{v,w}, for any x ∈
∑
v∈V(δv − 2)E∗v + int (S ′) we have
Qh(x) =
∑
v∈V
Coeff
(
T
[
t
−rh−[x]
v fh(tv)
tv
1− tv
]
, txv
)
−
∑
vw edge of T
Coeff
(
T
[
t
−rh−[x]
vw fh(tvw)
tvtw
(1 − tv)(1 − tw)
]
, txvw
)
.
Regrouping the coefficient functions we can express the above result in terms of counting functions.
Corollary 18. For any x ∈∑v∈V(δv − 2)E∗v + int (S ′) we have
Qh(x) =
∑
vw edge
Qvwh (x)−
∑
v∈V
(δv − 1)Qvh(x),
where Qvh and Q
vw
h are counting functions associated with one-variable series Zh(tv) = T[fh(tv)]
and two-variable series Zh(tvw) = T[fh(tvw)], respectively. In particular, the multivariable periodic
constant can be expressed in terms of one- and two-variable periodic constants
pc(Zh(t)) =
∑
vw edge of T
pc(Zh(tvw))−
∑
v∈V
(δv − 1)pc(Zh(tv)).
In the proof of the theorem we use the following lemma.
Lemma 19. Let J ⊆ V be a subset such that TJ is a subtree of T and denote EJ ⊆ J the set of end
vertices of TJ . Then for any I such that EJ ⊆ I ⊆ J and for any x ∈
∑
v∈V(δv − 2)E∗v + int (S ′),
one has the following
Coeff
(
T
[
t
−rh−[x]
J fh(tJ )
∏
j∈J
t
Ej
J
1− tEjJ
]
, txJ
)
= Coeff
(
T
[
t
−rh−[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
.
Proof. Set x = x¯+ r[x] and note that the lemma is equivalent with
Coeff
(
T
[
t
−rh−[x]−r[x]
J fh(tJ )
∏
j∈J
t
Ej
J
1− tEjJ
]
, tx¯J
)
= Coeff
(
T
[
t
−rh−[x]−r[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, tx¯I
)
for any x¯ ∈ −r[x] +
∑
v∈V(δv − 2)E∗v + int (S ′), which will follow from Lemma 16.
We start verifying the conditions of Lemma 16. In Lemma 11(ii) we proved that fH(tJ ) simplifies
to a fraction PJ (tJ )
∏
j∈J
(
1 − hjtE
∗
j
J
)δj,J−2
, where PJ is the Laurent polynomial given by (17).
Using expansion of type (9) for this latter fraction, t
−rh−[x]−r[x]
J fh(tJ )
∏
j∈J
t
Ej
J
1−tEjJ
can be simplified
to a fraction gJ such that only vectors |H | · πJ (E∗i ) and Ej for i ∈ EJ , j ∈ J appear in its
denominator. Moreover, Lemma 14 shows that int (πJ (S ′R)) is contained entirely in a big chamber
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c of the vector configuration ΨJ = {|H | · πJ (E∗i ), Ej : i ∈ EJ , j ∈ J }. Note that {Ej}j∈J is a basis
of πJ (L) and the fraction gJ (tJ ) is a rational function in variables tj = t
Ej
J , j ∈ J . The condition
of Lemma 16 for c is satisfied if for any α1, . . . , α|J | ∈ ΨJ such that
(27) int (πJ (S ′R)) = R>0〈πJ (E∗j )〉j∈J ⊂ R≥0〈α1, . . . , α|J |〉
we have Ev ∈ {α1, . . . , α|J |} for all v /∈ EJ , in particular for all v ∈ J \ I. If (27) does not
hold then there exists w ∈ EJ such that Ew = αk and |H | · πJ (E∗w) = αl for some k and l.
Denote w′ ∈ J the unique neighbor of the vertex w in TJ . Hence A˜wwπJ (E∗w) − πJ (E∗w′) = Ew
by Lemma 11(iii). The inclusion (27) yields πJ (E∗w′) =
∑|J |
i=1 biαi with bi ≥ 0 for all i. Thus,
πJ (E∗w′) = −αk + A˜ww|H| αl = b1α1 + b2α2 + . . . + b|J |α|J |, which implies that bk = −1 by linear
independence of αi’s, which is a contradiction.
Finally, we show that −πJ (r[x]) +
∑
v∈V(δv − 2)πJ (E∗v ) + int (πJ (S ′)) is included in Λc(gJ ) (cf.
15). Since t
−rh−[x]−r[x]
J fh(tJ )
∏
j∈J
t
Ej
J
1−tEjJ
is a summand of t
−rh−[x]−r[x]
J fH(tJ )
∏
j∈J
t
Ej
J
1−tEjJ
, we have
Λc
(
t
−rh−[x]−r[x]
J fH(tJ )
∏
j∈J
t
Ej
J
1−tEjJ
)
⊂ Λc(gJ ), and similar proof as in Proposition 13 shows that
−πJ (r[x])+
∑
v∈V(δv−2)πJ (E∗v )+int (πJ (S ′)) is contained in Λc
(
t
−rh−[x]−r[x]
J fH(tJ )
∏
j∈J
t
Ej
J
1−tEjJ
)
.

Proof of Theorem 17. We have decomposition
(28) {I : ∅ 6= I ⊆ V} =
⊎
J∈Vtree
{I : EJ ⊆ I ⊆ J },
where Vtree = {J ⊆ V : TJ is a subtree} and EJ is the end-vertex set of TJ . Moreover, if J ∈ Vtree
such that EJ 6= J then∑
EJ⊆I⊆J
(−1)|I|−1Coeff
(
T
[
t
−rh−[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
=(29)
Coeff
(
T
[
t
−rh−[x]
J fh(tJ )
∏
j∈J
t
Ej
J
1− tEjJ
]
, txJ
) ∑
EJ⊆I⊆J
(−1)|I|−1 = 0
by Lemma 19. Furthermore, the only subtrees TJ of T with J = EJ are of form J = {v} with v ∈ V
and J = {v, w} with vw edge of T . Hence, the decomposition (28) of index sets and cancelations
from (29) yield the simplified formula for Qh. 
5.3. Structure theorem: orbifold version. As we already discussed in Section 2.2.5, it is rather
important to look at the ‘reduced’ function fh(tN ) and its series Zh(tN ), since it reduced the amount
of computation significantly and contains the same information about the Seiberg–Witten invariant.
These facts emphasize the importance of proving the reduced version of Theorem 17 and Corollary
18. These will lead to a generalization of the polyonomial part of the reduced Poincare´ series from
one and two nodal graphs (cf. Section 6).
Similarly to Section 3.1, the counting function of the reduced series Zh(tN ) = T[fh(tN )] can be
written as
Qredh (x) =
∑
∅6=I⊆N
(−1)|I|−1Coeff
(
T
[
t
−rh−[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
.
This can be simplified as follows.
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Theorem 20. For any x ∈∑v∈V(δv − 2)E∗v + int (S ′) we have
Qredh (x) =
∑
v∈N
Coeff
(
T
[
t
−rh−[x]
v fh(tv)
tv
1− tv
]
, txv
)
−
∑
vw edge of T orb
Coeff
(
T
[
t
−rh−[x]
vw fh(tvw)
tvtw
(1− tv)(1− tw)
]
, txvw
)
,
where T orb is the orbifold graph of T .
Proof. The proof goes similarly as in the case of Theorem 17. For any I ⊆ N let I¯ be the min-
imal subset of V with property I ⊆ I¯ and TI¯ is a subtree of T . Denote Ntree := {J ⊆ N :
T orbJ subtree of T orb}. Then J = I¯ ∩ N is the minimal set of N such that I ⊆ J and J ∈ Ntree.
Since EI¯ ⊆ I,J ⊆ I¯, Lemma 19 implies that
Coeff
(
T
[
t
−rh−[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
= Coeff
(
T
[
t
−rh−[x]
J fh(tJ )
∏
j∈J
t
Ej
J
1− tEjJ
]
, txJ
)
.
Moreover, for any J ∈ Ntree with EJ 6= J one has∑
J∈Ntree
∑
EJ⊆I⊆J
(−1)|I|−1Coeff
(
T
[
t
−rh−[x]
I fh(tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
=
∑
J∈Ntree
Coeff
(
T
[
t
−rh−[x]
J fh(tJ )
∏
i∈J
tEiJ
1− tEiJ
]
, txJ
) ∑
EJ⊆I⊆J
(−1)|I|−1 = 0.
Furthermore, subsets J ∈ Ntree with EJ = J are one element subsets J = {v} with v ∈ N and
two element subsets J = {v, w} with vw edge of T orb. Thus, the decomposition and cancellations
yield the simplified form of Qredh . 
Again, we can express the above simplified formula in terms of counting functions.
Corollary 21. Let δorbv be the valency of v ∈ N in the orbifold graph T orb. Then
Qredh (x) =
∑
vw edge of T orb
Qvwh (x) −
∑
v∈N
(δorbv − 1)Qvh(x)
for any x ∈∑v∈V(δv − 2)E∗v + int (S ′). In particular,
pc(Zh(tN )) =
∑
vw edge of T orb
pc(Zh(tvw))−
∑
v∈N
(δorbv − 1)pc(Zh(tv))
(here the periodic constants are associated with appropriate projections of the Lipman cone).
6. Polynomial generalization of the Seiberg–Witten invariant
6.1. Motivation. The main goal of this section is to prove that for the reduced rational function
fh(tN ) (h ∈ H) there is a special decomposition
fh(tN ) = Ph(tN ) + f−h (tN ),
in such a way that Ph is a Laurent polynomial with Ph(1) = pc(Zh(tN )), hence pc(T [f−h (tN )]) = 0,
and f−h (tN ) satisfies certain properties. Therefore, Theorem 1 (cf. Ne´methi [N11]) and [LN14,
Theorem 5.4.2] imply that
Ph(1) = −sw−h∗σcan(M)−
(K + 2rh)
2 + |V|
8
,
the rh-normalized Seiberg–Witten invariant ofM associated with the class h ∈ H (see Section 2.2.2).
The construction of the polynomial part has two main motivations:
20 TAMA´S LA´SZLO´ AND ZSOLT SZILA´GYI
(1) It gives a major tool in the computation of the Seiberg–Witten invariant for graphs with any
number of nodes. Particular cases were proved in [BN10] for one-variable Poincare´ series,
i.e. for graphs with only one node, and in [LN14] for graphs having at most two nodes.
(2) This will lead to a polynomial generalization of the Seiberg–Witten invariant for negative
definite plumbed 3-manifolds. One can expect a finer invariant both from topological and
analytical point of view: more precise ‘connection’ with the possible analytic type of normal
surface singularities which can be associated with the given 3-manifold.
The main difficulty in the general case is that the chamber decomposition of the (reduced) Lipman
cone can be cumbersome. Hence, one can not expect a division algorithm for each term of the
numerator of fh(tN ) separately, as in the case of [LN14, Theorem 4.5.1]. However, thanks to the
structure of the counting function given in the previous section, we can reduce the construction to
one- and two-variable cases.
First of all, we review the one- and two-variable cases from [BN10, LN14] in a slightly more
general setting, then we give the construction of the polynomial part for more variables in Section
6.4. Finally, we illustrate the method on a graph with three nodes.
6.2. Polynomial part in one-variable case. Fix a vertex v ∈ V and consider a rational function
fH(t) =
RH(t)∏m
i=1(1− hitαi)
with coefficients in Z[H ]. In this subsection we consider fH(t) as function in tv and other variables
tu, u 6= v are regarded as coefficients. Moreover, we assume that RH(t) and 1− hitαi are supported
on πv(L
′) ∩Q≥0〈Ev〉 (as series in tv).
Lemma 22. (cf. [BN10, Lemma 7.0.2]) There is a unique decomposition
(30) fH(t) = P
v
H(t) +
P ′H(t)∏m
i=1(1− hitαi)
such that as one-variable series in tv
(i) P vH(t) is finitely supported on πv(L
′) ∩Q≥0〈Ev〉,
(ii) P ′H(t) is finitely supported on πv(L
′) ∩∑mi=1[0, 1)πv(αi).
Moreover, pch(T[fH(tv)]) = P
v
h (1), where P
v
H(t) =
∑
h∈H P
v
h (t) · h.
We refer to P vh (t) as h-equivariant polynomial part of fH(t) as function in tv.
Proof. To show the uniqueness, note that the leading term of P vH(t)
∏m
i=1(1 − hitαi) as series in tv
is supported in the region πv(L
′)∩ (∑mi=1 πv(αi) +Q≥0〈Ev〉), which is disjoint from the support of
P ′H(t). Thus, if fH(t) = 0 then P
v
H(t) and P
′
H(t) both vanish.
Considering fH(t) as rational fraction in tv, division by remainder yields decomposition (30).
For the last part, by Remark 10 we have pch
(
T
[
P ′H (tv)∏
m
i=1(1−hit
αi
v )
])
= 0, thus pch(T[fH(tv)]) =
pch(P
v
H(tv)) = P
v
h (1). 
6.3. Polynomial part in two-variable case. Fix vertices v, w ∈ V and introduce shorter notation
πvw for the projection π{v,w}. Consider the rational function
fH(t) =
RH(t)∏m
i=1(1 − hitαi)
∏n
j=1(1− gjtβj )
with coefficients in Z[H ]. In this subsection we consider fH(t) as a function in tv and tw, and the
other variables tu, u 6= v, w are taken as coefficients. We impose the following conditions on fH(t).
There are α, β ∈ R>0〈Ev, Ew〉 such that πvw(αi) and πvw(βj) are positive integer multiples of fixed
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vectors α and β, respectively. Moreover, about their position we assume that β ∈ R>0〈Ew, α〉 and
α ∈ R>0〈β,Ev〉. Finally, RH(t), 1 − hitαi , 1 − gjtβj are supported on L′, moreover the projection
RH(t) has support in Q≥0〈α, β〉 (as series in tv and tw).
Lemma 23. (cf. [LN14, Theorem 4.5.1]) There is a unique decomposition
RH(t)∏m
i=1(1− hitαi)
∏n
j=1(1 − gjtβj )
= P vwH (t) +
P ′H(t)∏m
i=1(1− hitαi)
+
P ′′H(t)∏n
j=1(1− gjtβj )
(31)
+
P ′′′H (t)∏m
i=1(1− hitαi)
∏n
j=1(1− gjtβj )
,
such that as two-variable series in tv and tw
(i) P vwH (t) is finitely supported on πvw(L
′) \Q<0〈Ev, Ew〉,
(ii) P ′H(t) is finitely supported on πvw(L
′) ∩ (Q≤0〈Ev〉+∑mi=1[0, 1)πvw(αi)),
(iii) P ′′H(t) is finitely supported on πvw(L
′) ∩ (Q≤0〈Ew〉+∑nj=1[0, 1)πvw(βj)),
(iv) P ′′′H (t) is finitely supported on πvw(L
′) ∩ (∑ni=1[0, 1)πvw(αi) +∑nj=1[0, 1)πvw(βj)).
Furthermore, pcch(T[fH(tvw)]) = P
vw
h (1), where P
vw
H (t) =
∑
h∈H P
vw
h (t) · h and c = R>0〈α, β〉.
We refer to P vwh (t) as h-equivariant polynomial part of fH(t) as function in tv and tw.
Proof. For uniqueness we show that if RH(t) = 0 then each term on the right hand side of (31) is zero
individually. We take the common denominator and we introduce the ordering on πvw(L
′) induced
by tv > tw. Note that as series in tv, tw the leading term of P
vw
H (t)
∏m
i=1(1− hitαi)
∏n
j=1(1− gjtβj )
is supported on πvw(L
′) \ (∑mi=1 πvw(αi) +∑nj=1 πvw(βj) +Q<0〈Ev , Ew〉), which region is disjoint
from πvw(L
′)∩(∑mi=1[0, 1)πvw(αi)+∑nj=1[0, 1]πvw(βj)+Q≤0〈Ev〉), πvw(L′)∩(∑mi=1[0, 1]πvw(αi)+∑n
j=1[0, 1)πvw(βj) + Q≤0〈Ew〉
)
and πvw(L
′) ∩ (∑mi=1[0, 1)πvw(αi) + ∑nj=1[0, 1)πvw(βj)), where
P ′H(t)
∏n
j=1(1− gjtβj ), P ′′H(t)
∏m
i=1(1− hitαi) and P ′′′H (t) are supported, respectively. Thus P vwH (t)
must vanish. Moreover, the leading term of P ′H(t)
∏n
j=1(1 − gjtβj ) (as series in tv and tw) is sup-
ported in πvw(L
′) ∩ (∑nj=1 πvw(βj) + Q≤0〈Ev〉 +∑mi=1[0, 1)πvw(αi)), which is disjoint from the
support of P ′′H(t)
∏m
i=1(1−hitαi) and P ′′′H (t), hence P ′H(t) = 0. By symmetry P ′′H(t) = 0 too, which
implies P ′′′H (t) = 0.
For the existence we proceed as follows. We can write RH(t) = ρ1
∏m
i=1(1 − hitαi)
∏n
j=1(1 −
gjt
βj ) + ρ2
∏m
i=1(1 − hitαi) + ρ3
∏n
j=1(1 − gjtβj ) + ρ4 such that the support of ρ2 is in πvw(L′) ∩(
Q≥0〈α〉 +
∑n
j=1[0, 1)πvw(βj)
)
, of ρ3 is in πvw(L
′) ∩ (Q≥0〈β〉 +∑mi=1[0, 1)πvw(αi)) and of ρ4 is
in πvw(L
′) ∩ (∑mi=1[0, 1)πvw(αi) + ∑nj=1[0, 1)πvw(βj)). Moreover, as series in tv we can write
ρ2 = ρ
′
2
∏
j=1(1−gjtβj )+ρ′′2 such that ρ′′2 has support in πvw(L′)∩
(∑n
j=1[0, 1)πvw(βj)+Q≤0〈Ew〉
)
.
Similarly, considered as series in tw we can write ρ3 = ρ
′
3
∏m
i=1(1 − hitαi) + ρ′′3 such that ρ′′3 has
support in πvw(L
′) ∩ (∑mi=1[0, 1)πvw(αi) + Q≤0〈Ev〉). Thus, we get P vwH = ρ1 + ρ2 + ρ3, P ′H = ρ′′3 ,
P ′′H = ρ
′′
2 and P
′′′
H = ρ4.
For the last part, note that the periodic constant of the last term on the right hand side of
(31) vanishes by Remark 10. Directly from the definition of the two-variable periodic constant we
can see that pcch
(
T
[
P ′H(tvw)∏
m
i=1(1−hit
αi
vw)
])
= pcch
(
T
[
P ′H(tw)∏
m
i=1(1−hit
αi
w )
])
and pcch
(
T
[
P ′′H(tvw)∏
n
j=1(1−gjt
βj
vw)
])
=
pcch
(
T
[
P ′′H(tv)∏
n
j=1(1−gj t
βj
v )
])
, moreover they vanish by Remark 10. Thus, we get pcch(T[fH(tvw)]) =
pcch(P
vw
H (tvw)) = P
vw
h (1). 
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6.4. Polynomial part for more variables. We start with the decomposition
pc(Zh(tN )) =
∑
vw edge of T orb
pc(Zh(tvw))−
∑
v∈N
(δorbv − 1)pc(Zh(tv))
of the periodic constant from Corollary 21 and we will lift this relation to the level of the ratio-
nal function. The strategy is to construct the corresponding multivariable polynomials which are
polynomial parts of fh(tN ) considered as function in tv and tvw.
By Section 6.2 we can consider decomposition fh(tN ) = P v(tN )+f
v,−
h (tN ), where P
v
h (tN ) is the
polynomial part of fh(tN ) as function in tv, hence P vh (1) = pc(Zh(tv)).
Similarly, for any edge vw of the orbifold graph T orb we want to consider the decomposition
fh(tN ) = P vwh (tN ) + f
vw,−
h (tN ) by Lemma 23, where P
vw
h (tN ) is the polynomial part of fh(tN ) as
function in tvw, thus P
vw
h (1) = pc(Zh(tvw)). We check the requirements of the lemma as follows.
Removing the path connecting v and w from T we get two subtrees Tv and Tw containing v and
w, respectively. Then πvw(E
∗
u) is a positive multiple of πvw(E
∗
v ) (resp. πvw(E
∗
w)) for any vertex u
of Tv (resp. Tw). Indeed, the graph Tv \ v decomposes into union of trees and denote T ′ one of its
component with vertex set V ′. There is a unique vertex v′ ∈ V ′ such that vv′ is an edge of T , hence
set E′v′ = πvw(E
∗
v ) and E
′
u = 0 for u ∈ V ′ \ v′. Then, from the projected relations associated with
vertices of T ′ follows that [πvw(E∗u)]u∈V′ = (AV′)−1 · [E′u]u∈V′ , where AV′ is the positive definite
matrix associated with the subtree T ′. In particular, the inverse of AV′ has positive entries, thus
πvw(E
∗
u) is a positive multiple of πvw(E
∗
v ).
We can write fh(tN ) =
∑
vw edge of T orb fh(tN )−
∑
v∈N (δ
orb
v − 1)fh(tN ) in order to get a decom-
position fh(tN ) = Ph(tN ) + f−h (tN ) such that
(32) Ph(tN ) =
∑
vw edge of T orb
P vwh (tN )−
∑
v∈N
(δorbv − 1)P vh (tN )
is Laurent polynomial with Ph(1) = pc
πN (S
′
R
)(Zh(tN )), thus the periodic constant of the rational
function f−h (tN )) is zero. Moreover, it has the form
(33) f−h (tN ) =
∑
vw edge of T orb
fvw,−h (tN )−
∑
v∈N
(δorbv − 1)fv,−h (tN ),
which is unique by Lemma 22 and Lemma 23.
We summarize the above results in the following theorem.
Theorem 24. For any h ∈ H, there exists a unique decomposition
fh(tN ) = Ph(tN ) + f−h (tN ),
such that Ph(tN ) is a Laurent polynomial, supported on πN (L′) \ Q<0〈Ev〉v∈N , with Ph(1) =
pcπN (S
′
R
)(Zh(tN )) and f−h (tN ) is rational, satisfying (33).
6.5. Example. We consider the following graph T :
−2 −1
−3
−9 −1
−2
−13 −1
−3
−2
E1 E0 E2
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In this case the group H is trivial, hence
fH(tN ) =
(1 − t840 t1861 t722 )(1− t420 t841 t362 )(1 − t360 t721 t422 )
(1 − t420 t931 t362 )(1− t280 t621 t242 )(1 − t210 t421 t182 )(1− t180 t361 t212 )(1 − t120 t241 t142 )
=
(1 + t420 t
93
1 t
36
2 )(1 + t
21
0 t
42
1 t
18
2 )(1 + t
18
0 t
36
1 t
21
2 )
(1 − t280 t621 t242 )(1− t120 t241 t142 )
=
1 + t420 t
93
1 t
36
2 + t
21
0 t
42
1 t
18
2 + t
18
0 t
36
1 t
21
2 + t
63
0 t
135
1 t
54
2 + t
60
0 t
129
1 t
57
2 + t
39
0 t
78
1 t
39
2 + t
81
0 t
171
1 t
75
2
(1− t280 t621 t242 )(1 − t120 t241 t142 )
.
The orbifold graph T orb has three vertices E∗1 , E∗0 , E∗2 and two edges connecting E∗0 to E∗1 and
E∗2 , respectively. According to formula (32) the polynomial part of fH(tN ) has of form P (tN ) =
P 01(tN ) + P 02(tN )− P 0(tN ). For simplicity, we only discuss in more details the decomposition of
the summand
t630 t
135
1 t
54
2
(1−t280 t621 t242 )(1−t120 t241 t142 ) and its contributions to P
01, P 02 and P 0.
(1) Considering as function in variables t0 and t1 its decomposition by (31) yields
t230 t
49
1 t
16
2 + t
11
0 t
25
1 t
2
2 + t
−1
0 t1t
−12
2 −
t−10 t1t
−12
2
1− t120 t241 t142
− t
23
0 t
49
1 t
16
2
1− t280 t621 t242
+
t230 t
49
1 t
16
2
(1− t280 t621 t242 )(1 − t120 t241 t142 )
,
hence it contributes t230 t
49
1 t
16
2 + t
11
0 t
25
1 t
2
2 + t
−1
0 t1t
−12
2 to P
01.
(2) Considering as function in variables t0 and t2 its decomposition by (31) gives
t230 t
49
1 t
16
2 + t
11
0 t
25
1 t
2
2 −
t110 t
25
1 t
2
2 + t
7
0t
11
1 t
6
2
1− t120 t241 t142
+
t70t
11
1 t
6
2
(1− t280 t621 t242 )(1− t120 t241 t142 )
,
hence it contributes t230 t
49
1 t
16
2 + t
11
0 t
25
1 t
2
2 to P
02.
(3) Considering as one-variable function in t0 its decomposition according to (30) equals
t230 t
49
1 t
16
2 + t
11
0 t
25
1 t
2
2 +
t350 t
73
1 t
30
2 + t
39
0 t
87
1 t
26
2 + t
23
0 t
49
1 t
16
2 − t110 t251 t22 − t230 t491 t162
(1− t280 t621 t242 )(1 − t120 t241 t142 )
,
thus it contributes t230 t
49
1 t
16
2 + t
11
0 t
25
1 t
2
2 to P
0.
By similar computations for each summand of fH we get that
P (t0, t1, t2) = t
41
0 t
85
1 t
37
2 + t
29
0 t
61
1 t
23
2 + t
23
0 t
49
1 t
16
2 + t
20
0 t
43
1 t
19
2 + t
17
0 t
37
1 t
9
2 + t
13
0 t
23
1 t
13
2 + t
11
0 t
25
1 t
2
2
+ t80t
19
1 t
5
2 + t
5
0t
13
1 t
−5
2 + t
2
0t
7
1t
−2
2 + t0t
−1
1 t
−1
2 + t
−1
0 t1t
−12
2 + t
−1
0 t
−8
1 t2,
in particular the normalized Seiberg–Witten invariant of the associated manifold is equal with
pc(T[fH(t)]) = pc(T[fH(tN )]) = P (1) = 13.
7. Surgery (recursion) formulas
In this section we present a recursion formula for the counting function (Theorem 27) using the
interpretation of Section 3.1. It is given in terms of a surgery on the graph T . In particular, we
discuss the recurrence on the level of periodic constants too, and compare with a surgery formula of
Braun and Ne´methi [BN10] proved for the Seiberg–Witten invariants. For sake of completeness, we
recall first the formula from [BN10].
7.1. The Braun–Ne´methi surgery formula. Although the formula is true for any vertex of T ,
we restrict our attention to an end–vertex u ∈ E . Denote the plumbed 4– and 3–manifold associated
with T \ u by X˜u and Mu respectively.
For any h ∈ H , the spinc–structure σ = h ∗ σcan ∈ Spinc(M) can be extended uniquely to
σ˜ ∈ Spinc(X˜) such that σ˜ = rh ∗ σ˜can. We consider the projection π(u) : L′ → L′T \u, where
π(u)(E∗v ) = E
∗
v if v ∈ V \ u and π(u)(E∗u) = 0. Since the canonical spinc–structure of X˜ projects to
the canonical spinc–structure σ˜can,u of X˜u, σ˜ projects to σ˜u := π
(u)(rh) ∗ σ˜can,u, whose restriction
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to the boundary Mu is σu = [π
(u)(rh)] ∗ σcan,u. Then the main result of [BN10] is the following
theorem.
Theorem 25. (Braun–Ne´methi surgery formula)
sw−h∗σcan(M) +
(KT + 2rh)2 + |V|
8
= sw−[π(u)(rh)]∗σcan,u(Mu) +
(KT \u + 2π(u)(rh))2 + |V \ u|
8
− pc(Zuh ),
where Zuh is the one-variable series Zh|tv=1,v 6=u.
7.2. Recursion for the counting function and its quasipolynomial. To obtain a recursion for
the quasipolynomial and the periodic constant we use partial fraction decomposition and projections.
Fix an end-vertex u ∈ E and denote u′ ∈ V its unique neighboring vertex. Let V ′ = V \ u and
E ′ = u′ ∪ E \ u the vertex and end-vertex set of T \ u. We group non-empty subsets of V as follows:
(1) subsets I such that u ∈ I and I \ u 6= ∅,
(2) subsets I ′ such that u /∈ I ′,
(3) the subset {u}.
We use notation I ′ = I \ u for any subset I belonging to the first group, and write CTH and fTH
emphasizing their dependence on T . We decompose the function CTH given in (12) according to the
above grouping of subsets
CTH(x) =
∑
u∈I⊆V
|I|>1
(−1)|I|−1Coeff
(
T
[
fTH (tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
+(34)
∑
I′⊆V′
(−1)|I′|−1Coeff
(
T
[
fTH (tI′)
∏
i∈I′
tEiI′
1− tEiI′
]
, txI′
)
+Coeff
(
T
[
fTH (tu)
tu
1− tu
]
, txu
)
.
In general, for z = x+y ∈ L′ and hz = hxhy ∈ H we have the following partial fraction decomposition
1
(1− hxtx)(1− hyty) =
1
(1− hyty)(1− hztz) +
1
(1− hxtx)(1 − hztz) −
1
(1− hztz) .
In particular, for x = Auu πI(E∗u), y = −Eu, z = πI(E∗u′ ) it yields
tEuI(
1− tEuI
)(
1− hutE
∗
u
I
) = − ∑Auu−1k=0 hkutkE∗uI(
1− t−EuI
)(
1− hAuuu tAuuE∗uI
)
=
tEuI
∑Auu−1
k=0 h
k
ut
kE∗u
I(
1− tEuI
)(
1− hu′tE
∗
u′
I
) − 1(
1− hutE
∗
u
I
)(
1− hu′tE
∗
u′
I
) + ∑Auu−1k=0 hkutkE∗uI
1− hu′tE
∗
u′
I
.
If we introduce notation ϕI =
∏
v∈V′
(
1− hvtE
∗
v
I
)δv−2∏
i∈I′
t
Ei
I
1−tEiI
then the above relation gives
Coeff
(
T
[
fTH (tI)
∏
i∈I
tEiI
1− tEiI
]
, txI
)
= Coeff
(
T
[
tEuI
∑Auu−1
k=0 h
k
ut
kE∗u
I(
1− tEuI
)(
1− hu′tE
∗
u′
I
)ϕI
]
, txI
)
(35)
−Coeff
(
T
[
ϕI(
1− hutE
∗
u
I
)(
1− hu′tE
∗
u′
I
)
]
, txI
)
+Coeff
(
T
[∑Auu−1
k=0 h
k
ut
kE∗u
I
1− hu′tE
∗
u′
I
ϕI
]
, txI
)
.
Let Ψ′I = {πI(E∗j ), Ei : j ∈ E ′, i ∈ I \ u}. We will apply Lemma 16 to the right hand side of
(35) on a suitable affine subcone of the open polyhedral cone c given by the following lemma.
Lemma 26. There is a maximal dimensional open polyhedral cone c in the Lipman cone S ′R such
that πI(c) ∩ R≥0〈Ψ′I〉 = ∅ for all I ⊆ V with u ∈ I.
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Proof. Let cε = R≥0〈εEv + (1− ε)E∗u, E∗u〉v 6=u ∩ int (S ′R). We will show that there exists ε > 0 such
that c = cε satisfies the desired relations. We distinguish two cases. If u
′ ∈ I then the hyperplane
R〈πI(E∗u′ ), Ev : v ∈ I \{u, u′}〉 separates R≥0〈Ψ′I〉 and πI(int (S ′R)), hence we can choose any ε > 0.
If u′ /∈ I then we set E′v = Ev for v 6= u, u′ and E′u′ = πU (E∗u), where U = V \ u′. Then we
have relation [πU (E∗v )]v 6=u · AT \u = [E′v]v 6=u, where AT \u is the positive definite matrix associated
with the tree T \ u. In particular, any πI(E∗v ) has positive coefficients in basis {πI(E∗u), Ev}v∈I\u.
Thus, we can find ε = εI > 0 such that cε ∩ R≥0〈πI(E∗v ), Ev : v 6= u, i ∈ I \ u〉 = ∅. Note that
Ψ′I ⊂ {πI(E∗v ), Ei : v 6= u, i ∈ I \ u}, hence cε ∩ R≥0〈Ψ′I〉 = ∅ holds too. Therefore, c = cε for
ε = min{εI : I 6∋ u′} satisfies the requirements. 
First, we project along Eu for x ∈ L′ in a suitable affine subcone of c. Note that {E∗v , Eu}v 6=u′ is
a basis of L′, because E∗u′ = AuuE
∗
u − Eu. Thus, Lemma 16 gives
Coeff
(
T
[
tEuI
∑Auu−1
k=0 h
k
ut
kE∗u
I(
1− tEuI
)(
1− hu′tE
∗
u′
I
)ϕI
]
, txI
)
= Coeff
(
T
[∑Auu−1
k=0 h
k
ut
kE∗u
I′
1− hu′tE
∗
u′
I′
πI′(ϕI)
]
, txI′
)
= Coeff
(
T
[∑Auu−1
k=0 h
k
ut
kE∗u
I′
1− hAuuu tAuuE∗uI′
πI′(ϕI)
]
, txI′
)
(36)
= Coeff
(
T
[
πI′(ϕI)
1− hutE
∗
u
I′
]
, txI′
)
= Coeff
(
T
[
fTH (tI′)
∏
i∈I′
tEiI′
1− tEiI′
]
, txI′
)
,
since πI(c) ⊂ R≥0〈Eu,Ψ′I〉 \ R≥0〈Ψ′I〉.
Moreover, for x ∈ L′ in a suitable affine subcone of c we have
(37) Coeff
(
T
[∑Auu−1
k=0 h
k
ut
kE∗u
I
1− hu′tE
∗
u′
I
ϕI
]
, txI
)
= 0,
since πI(c)∩R≥0〈Ψ′I〉 = ∅. Therefore, (36) and (37) lead to cancellations and vanishings in (34) for
any x ∈ L′ in a suitable affine subcone of c, thus
CTH(x) = −
∑
u∈I⊆V
|I|>1
(−1)|I|−1Coeff
(
T
[
f ′H(tI)
1− hutE
∗
u
I
∏
i∈I′
tEiI
1− tEiI
]
, txI
)
+Coeff
(
T
[
fTH (tu)
∏
i∈I
tu
1− tu
]
, txu
)
,
where f ′H(tI) =
(
1− hu′tE
∗
u′
I
)−1∏
v∈V′
(
1− hvtE
∗
v
I
)δv−2
=
∏
v∈V′
(
1− hvtE
∗
v
I
)δv,V′−2.
The projection along E∗u is a bit more involved, because the presence of the group element hu.
Denote π
(u)
I′ : VI → VI′ the projection along πI(E∗u) and use short notation π(u) = π(u)V′ . Note that
we have commutation relation π
(u)
I′ πI = πI′π
(u), moreover π(u)(Ei) = Ei for i 6= u. We do not
have homomorphism from H = HT = L′/L to H˜ = HT \u = Z〈π(u)(E∗v )〉v∈V′/Z〈Ev〉v∈V′ , therefore
we introduce an intermediate group G := L′/Z〈Ev〉v∈V′ , which admits natural homomorphisms
φ : G→ H with kernel Z〈Eu〉 and φ˜ : G→ H˜ induced by projection along E∗u. We denote by x̂ and ĥv
the classes of x and E∗v in G, respectively. Moreover, there is a subgroupHu = ker(πu : G→ πu(L′)),
which can be also considered as subgroup of H and H˜ via homomorphisms φ and φ˜. Then
(38) Coeff
(
T
[∏
v∈V′(1− ĥvtE
∗
v
I )
δv,V′−2
1− ĥutE
∗
u
I
∏
i∈I′
tEiI
1− tEiI
]
, txI
)
= qI · x̂+ q′I · x̂
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with qI ∈ Z and q′I ∈ Z[Hu] \ Z0̂, where 0̂ is the identity element of G. Applying homomorphism φ
to (38) we get
Coeff
(
T
[
f ′H(tI)
1− hutE
∗
u
I
∏
i∈I′
tEiI
1− tEiI
]
, txI
)
= qI · [x] + q′I · [x],
thus by extracting coefficient of [x] ∈ H from CTH we get
(39) CT (x) =
∑
u∈I⊆V
|I|>1
(−1)|I|qI + 1|H |
∑
ρ∈Ĥ
ρ−1
(
[x]−1 Coeff
(
T
[
fTH (tu)
∏
i∈I
tu
1− tu
]
, txu
))
.
Moreover, applying homomorphism φ˜ to (38) one has
qI · [π(u)(x)] + q′I · [π(u)(x)] = Coeff
(
T
[
f ′
H˜
(tI)
1− tE∗uI
∏
i∈I′
tEiI
1− tEiI
]
, txI
)
= Coeff
(
T
[
f
T \u
H˜
(tI′)
∏
i∈I′
tEiI′
1− tEiI′
]
, t
π(u)(x)
I′
)
,
where the second identity is deduced from Lemma 16, projecting along E∗u. Hence, summing with
respect to I ′ = I \ u and extracting coefficient of [π(u)(x)] we get
(40) CT \u(π(u)(x)) =
∑
u∈I⊆V
(−1)|I|qI .
Thus, we arrive at recursive relation
(41) CT (x) = CT \u(π(u)(x)) +
1
|H |
∑
ρ∈Ĥ
ρ−1
(
[x]−1Coeff
(
T
[
fTH (tu)
∏
i∈I
tu
1− tu
]
, txu
))
for any x ∈ L′ in a suitable affine subcone of c.
Denote LuH =
∑
h∈H Luh ·h the quasipolynomial such that LuH(w) = Coeff
(
T[fTH (tu)
tu
1−tu ], t
w
u
)
for
w ≫ 0. Then by relations (41) and (14) we get the following theorem.
Theorem 27. For any u ∈ E end-vertex of T one has the recursion of quasipolynomials
LT[x](x) = LT \u[π(u)(x)](π(u)(x)) + Lu[x](xu)
for all x ∈ L′.
Remark 28. By Lemma 11(ii), the one-variable function
∏
v∈V
(
1 − hutE
∗
v
u
)δv,V−2
simplifies to a
fraction of form P (tu)
(
1−hutE
∗
u
u
)−2
, where P (tu) is a Laurent polynomial defined in (17). Thus, LuH
is the quasipolynomial associated with the coefficient function of the Taylor expansion of P (tu)tu
(
1−
hut
E∗u
u
)−2(
1− tu
)−1
, hence LuH has degree two by Remark 8. Moreover, by Theorem 27 we get that
LTH is also a quasipolynomial of degree two.
7.3. Recursion for the periodic constants. Let x ∈ L′ such that [x] = h for a fixed h ∈ H .
Recall that we have defined two distinguished representatives rh and sh in Section 2.1.3.
7.3.1. rh-normalization. We represent x = x+ rh for some x ∈ L. Then relations (14) and Theorem
27 imply that
LTh (x) = LTh (x) = LT \u[π(u)(x+rh)](π
(u)(x+ rh)) + Luh((x+ rh)u).
One can happen that [π(u)(x + rh)] varies in L
′
T \u/LT \u, hence the formula chooses different
quasipolynomials on T \ u. However, from periodic constant point of view it is enough to look
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at a sparse sublattice L of L in such a way that [π(u)(x+ rh)] is constant and equals with [π
(u)(rh)].
Therefore, by (8) we get
pch(Z
T ) = LTh (0) = LT \u[π(u)(rh)](π
(u)(rh)) + pc(Z
u
h ).
The problem is that in general r˜h := π
(u)(rh) is not in
∑
v∈V′ [0, 1)Ev, hence LT \u[r˜h] (r˜h) is not equal
with pc[r˜h](Z
T \u). This behaviour of the recurrence on the periodic constant level is in accordance
with the Braun–Ne´methi formula (Theorem 25), since for σ˜ = rh ∗ σcan we have σ˜u = r˜h ∗ σcan,u.
In special cases (e.g. h = 0 or rh = sh) we get purely a recursion of periodic constants.
7.3.2. sh-normalization. In this case, we write x = x+ sh for some x ∈ L. One can also modify the
definition of the periodic constant associated with Z and introduce sh-normalized periodic constant
by
pch(Z) := Lh(sh),
where Lh is the quasipolynomial on h+L associated with Z. Then by the same argument as in the
above section we get
(42) LTh (sh) = LT \u[π(u)(sh)](π
(u)(sh)) + Luh((sh)u).
However, the next lemma shows that sh is projected under π
(u) into a representative of the same
type.
Lemma 29. π(u)(sh) = s[π(u)(sh)] in L
′
T \u.
Proof. Denote [π(u)(sh)] by h. By the definition of π
(u) one has π(u)(sh) ∈ S ′T \u the Lipman cone
in L′T \u, therefore the unique representative associated with h can be written as sh = π
(u)(sh)− l,
with l ∈ LT \u ⊂ L and l ≥ 0. We set s := sh − l and we show that s ∈ S ′, i.e. (s, Ev) ≤ 0 for all v.
This would imply that l = 0 by the minimality of sh, hence π
(u)(sh) = sh.
Notice that sh ∈ S ′T \u is equivalent with (π(u)(sh)− l, Ev) ≤ 0 for all v 6= u. Moreover (sh, Ev) =
(π(u)(sh), Ev) for all v 6= u, hence (s, Ev) ≤ 0 for all v 6= u. On the other hand, (l, Eu) ≥ 0 since the
Eu-coefficient of l is 0. Hence (s, Eu) = (sh, Eu)− (l, Eu) ≤ 0 by sh ∈ S ′. 
Therefore, (42) can be interpreted as a recursion of sh-normalized periodic constants
pch(Z
T ) = pc[π(u)(sh)](Z
T \u) + pc(t−(sh)uZuh ),
where Zuh is the one-variable series Z
T
h |tv=1,v 6=u.
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