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Los	 resultados	 de	 este	 proyecto,	 realizado	 en	 colaboración	 con	 los	 profesores	
Rob	 Fergus	 de	 la	 New	 York	 University,	 Yair	Weiss	 de	 la	 Hebrew	University,	 y	
Antonio	Torralba	del	Massachusetts	Institute	of	Technology,	fueron	presentados	





Históricamente,	 se	 han	 utilizado	 diferentes	 esquemas	 de	 reconocimiento	 de	 la	
información	 disponible	 en	 Internet	 con	 el	 objetivo	 de	 reordenar	 o	 refinar	 los	
resultados	arrojados	por	los	motores	de	búsqueda.	Entre	otros,	se	incluyen:	Li	et	
al.	 [8],	 Fergus	 et	 al.	 [9],	 Berg	 et	 al.	 [10].	 A	 diferencia	 de	 nuestra	metodología,	
estos	enfoques	tratan	cada	clase	o	categoría	de	manera	independiente	y	no	están	
diseñados	 para	 trabajar	 eficientemente	 con	 los	miles	 de	millones	 de	 imágenes	
presentes	en	Internet.	
La	 compartición	 de	 información	 entre	 clases	 es	 un	 concepto	 ampliamente	
explorado	en	visión	y	aprendizaje,	por	 lo	que	existen	muchas	ópticas	desde	 las	
que	 abordarla.	 Algunos	 de	 los	 primeros	 esquemas	 utilizados	 para	 el	
reconocimiento	 de	 objetos	 están	 basados	 en	 redes	 neuronales	 donde	 la	
compartición	se	logra	mediante	capas	ocultas	comunes	a	todas	las	tareas	[11,12].	




información	 entre	 categorías	de	objetos	 compartiendo	un	 set	 común	de	partes	
[16,17],	 compartiendo	 transformaciones	 a	 través	 de	 diferentes	 instancias	 [18‐











Semi‐Supervised	 Learning	 (SSL)	 es	 un	 planteamiento	 eficaz	 en	 un	 contexto	
donde	 se	 dispone	 de	 pocos	 ejemplos	 de	 entrenamiento	 puesto	 que	 la	 propia	
densidad	 de	 los	 datos	 puede	 usarse	 para	 regularizar	 la	 solución.	 Esto	 permite	
paliar	 los	 efectos	 de	 over‐fitting	 por	 la	 utilización	 de	 pocos	 ejemplos	 de	
entrenamiento	 y,	 en	 consecuencia,	 obtener	 mejores	 soluciones.	 El	 método	 de	
aprendizaje	 semi‐supervisado	 utilizado	 en	 este	 proyecto	 fue	 desarrollado	 por	
Fergus,	Torralba	y	Weiss	[26]	y	se	basa	en	la	utilización	del	grafo	Laplaciano	para	
realizar	posteriormente	una	aproximación	que	reduce	el	tiempo	de	aprendizaje	
de	 polinómico	 a	 lineal	 en	 el	 número	 de	 imágenes.	 A	 continuación	 describimos	
brevemente	el	esquema	de	SSL:	
Dada	una	clase	o	categoría,	disponemos	de	un	dataset	de	L	imágenes	etiquetadas	
ሺ ௟ܺ, ௟ܻሻ ൌ ሼሺݔଵ, ݕଵሻ, … , ሺݔ௅, ݕ௅ሻሽ,	donde	ݔ௜	corresponde	al	descriptor	de	la	imagen	i	e	 ݕ௜	aporta	 la	 información	 acerca	 del	 etiquetado	 (tomando	 valor	 1	 para	 los	ejemplos	 positivos	 de	 la	 clase	 en	 cuestión	 y	 0	 para	 los	 negativos).	 Tenemos	
además	un	set	U	de	imágenes	sin	etiquetar	ܺ௨ ൌ ሼݔ௅ାଵ, … , ݔேሽ,	para	un	total	de	N	imágenes.	 En	 consecuencia,	 el	 objetivo	 consiste	 en	 hallar	 una	 función	 f	 que,	 a	
partir	del	aprendizaje	en	los	pares	de	entrenamiento	ሺ ௟ܺ, ௟ܻሻ	arroje	valores	para	las	imágenes	sin	anotar.	
Para	 ello,	 creamos	 un	 grafo	 cuyos	 vértices	 son	 las	 imágenes	 X	 (es	 decir,	 sus	
descriptores)	 y	 las	 aristas	 están	 modeladas	 por	 una	 matriz	 ponderada	 W	 de	
tamaño	NxN.	El	peso	de	 las	 aristas	queda	definido	por	 ௜ܹ௝ ൌ eିฮ୶౟ି୶ౠฮ
మ	/ሺଶ஫౛ሻ,	 la	
afinidad	 visual	 entre	 las	 imágenes	 i	 y	 j.	 Definiendo	 la	matriz	 diagonal	D	 cuyos	
elementos	 son	 ܦ௜௜ ൌ ∑ W୧୨୨ 	 obtenemos	 el	 grafo	 Laplaciano	 normalizado	 como	
ܮ ൌ Dିଵ/ଶWDିଵ/ଶ.	Este	grafo	L	nos	sirve	para	medir	la	suavidad	de	las	soluciones	
obtenidas	 en	 los	 datapoints	 ௟ܺ 		ݕ	ܺ௨	 ,	 puesto	 que	 las	 soluciones	 que	 buscamos	deben	 ser	 consistentes	 con	 las	 etiquetas	 proporcionadas	 pero	 también	 suaves	
con	respecto	al	grafo.	En	consecuencia,	el	funcional	a	minimizar	es:		
ܬሺ݂ሻ ൌ ݂୘ܮ݂ ൅෍ߣሺ ௜݂ െ ݕ௜ሻଶ ൌ
௟
௜ୀଵ
݂୘ܮ݂ ൅ ሺ݂ െ ݕሻ்Λሺ݂ െ ݕሻ	
Donde	 Λ	 es	 una	matriz	 diagonal	 cuyos	 elementos	 son	 Λ௜௜ ൌ ߣ	cuando	 i	 es	 una	imagen	anotada	y	0	si	es	una	imagen	por	etiquetar.	Así	pues,	observamos	que	el	
primer	término	del	funcional	contempla	la	suavidad	de	la	solución	mientras	que	
el	segundo	valora	la	adecuación	de	la	misma	a	los	ejemplos	de	entrenamiento.	
La	solución	se	obtiene	resolviendo	el	sistema	lineal	N	x	N	ሺܮ ൅ Λሻ݂ ൌ Λݕ,	por	lo	
que	se	necesitan	resolver	N	ecuaciones	lineales.	Para	valores	elevados	de	N,	esto	
implica	 una	 problemática	 importante	 en	materia	 de	 tiempo	 de	 computación	 y	
robustez.	 Sin	 embargo,	 como	 se	 sugiere	 en	 [25],	 la	 dimensión	 del	 problema	
puede	 reducirse	 significativamente	 si	 trabajamos	 únicamente	 con	 un	 pequeño	
número	de	eigenvectors	del	Laplaciano.	 	
Sean	Φ୧, ߶௜	los	eigenvectors	y	eigenvalues	del	grafo	Laplaciano	L.	Cabe	notar	que	




en	Թ୒	puede	escribirse	como	 ∑ ߙ௜௜ Φ୧,	 la	suavidad	de	un	vector	es	directamente	∑ ߙ௜ଶ௜ σ୧.	Por	ello,	es	lógico	pensar	que	los	vectores	suaves	serán	combinaciones	lineales	 de	 los	 eigenvectors	 con	 eigenvalues	 pequeños.	 Ésta	 es	 una	 estrategia	
común	[23‐25]	para	la	reducción	dimensional	del	problema.		
Así,	 podemos	 reducir	 la	 dimensión	 de	 f	 imponiendo	 que	 ésta	 sea	 de	 la	 forma		
f	 =	 ܷߙ,	 donde	 U	 es	 una	 matriz	 N	 x	 k	 cuyas	 columnas	 corresponden	 a	 los	 k	
eigenvectors	de	L	con	menor	eigenvalue.	Con	esta	aproximación,	el	 funcional	a	
minimizar	queda	
ܬሺߙሻ ൌ ߙ୘Σߙ ൅ ሺܷߙ െ ݕሻ்Λሺܷߙ െ ݕሻ		
siendo	Σ	la	matriz	diagonal	con	los	k	eigenvalues	menores.	Los	coeficientes	ߙ	se	
obtienen	mediante	 la	 resolución	del	 sistema	 lineal	k	 x	k	 ሺΣ ൅ ்ܷΛܷሻߙ ൌ ்ܷΛݕ.	
En	 estas	 condiciones,	 dados	 los	 eigenvectors	 el	 grafo	 Laplaciano	 puede	
resolverse	 el	 problema	 semi‐supervisado	 en	 un	 espacio	 dimensional	 reducido.	
Sin	 embargo,	 es	 necesario	 hallar	 en	 primer	 lugar	 los	 eigenvectors	 por	 lo	 que	
debe	 diagonalizarse	 la	 matriz	 L,	 de	 dimensiones	 NxN,	 un	 problema	 cuya	
complejidad	de	cálculo	es	ܱሺܰଶሻ,	completamente	inabordable	cuando	el	número	
de	imágenes	no	etiquetadas	crece	hasta	los	11	millones.	
Dada	 esta	 problemática,	 Fergus,	 Torralba	 y	 Weiss	 introducen	 en	 [26]	 un	
esquema	 eficiente	 para	 calcular	 aproximaciones	 de	 los	 eigenvectors	 de	 L	 en	
tiempo	ܱሺܰሻ.	Esta	aproximación	radica	en	la	formulación	del	problema	continuo	
(en	 el	 caso	 en	 que	 ܰ → ∞ሻ	 y	 el	 consiguiente	 cálculo	 de	 aproximaciones	
numéricas	de	los	eigenfunctions	(límite	de	los	eigenvectors	para	el	caso	infinito).	
A	continuación	se	obtienen	los	eigenvectors	aproximados	mediante	una	serie	de	
interpolaciones	 unidimensionales	 de	 los	 eigenfunctions	 numéricos.	 Los	
eigenvectors	aproximados	resultantes	(y	sus	eigenvalues	asociados)	se	usan	en	









entre	 diferentes	 categorías	 o	 clases	 semánticas,	 a	 partir	 del	 estudio	 en	 [22]	
usamos	un	árbol	definido	por	WordNet	[5].	WordNet	es	una	gran	base	de	datos	
de	 carácter	 léxico	 en	 lengua	 inglesa	 que	 contempla	multitud	 de	 acepciones	 de	
nombres,	 verbos,	 adjetivos	 y	 adverbios	 agrupados	 en	 conjuntos	 de	 sinónimos	
cognitivos	 o	 synsets,	 donde	 cada	 uno	 de	 ellos	 hace	 referencia	 a	 un	 concepto	
distinto.	 Cabe	 destacar	 que	 para	 nuestro	 proyecto	 tomamos	 únicamente	 la	
jerarquía	 referente	 a	 sustantivos.	Puesto	que	WordNet	 tiene	una	estructura	de	






௜ܵ௝ ൌ #	nodos	compartidos	entre	ramas	precendentesmax 	ሺlongitudሺrama	i, rama	jሻሻ 	
En	este	sentido,	puede	comprobarse	empíricamente	que	se	cumple	 la	hipotésis	
de	correlación	entre	similaridad	visual	y	semántica.	En	 	el	ejemplo	siguiente	se	
muestra	 la	 distancia	 semántica	 entre	 diversas	 categorías	 y	 	 dos	 ejemplos	
seleccionados	 ("long	 pants"	 y	 "China	 rose").	 En	 él,	 puede	 observarse	 que	 la	








según	 la	 fórmula	 ܣ ൌ eିச	ሺଵିୗሻ,	 donde	 S	 es	 la	 métrica	 definida	 anteriormente.		
Con	 esta	 transformación,	 se	 pretende	 que	 Aij	 sea	 prácticamente	 0	 cuando	 las	
clases	sean	poco	parecidas.	 	
Por	 ejemplo,	 para	 la	 clase	 "airbus"	 y	 una	 κ	 =	 10,	 las	 clases	 semánticas	 más	









Para	 incorporar	 la	 noción	 semántica	 a	 la	 solución	 original,	 es	 necesario	
reformular	el	problema	inicial	en	un	contexto	multiclase.		 	




ܬሺܨሻ ൌ ܨ୘ܮܨ ൅ ሺܨ െ ܻሻ்Λሺܨ െ ܻሻ	
Cabe	notar	que	F	=	 [f1,	 ...	 ,fc]	 es	 la	 concatenación	de	 las	 soluciones	 al	problema	
unidimensional	para	cada	una	de	las	c	clases.	
En	 este	 contexto,	 la	 afinidad	 semántica	 A	 será	 una	 matriz	 c	 x	 c	 simétrica.	
Mediante	 la	 sustitución	 de	 la	 matriz	 de	 etiquetado	 Y	 por	 Y·A	 posibilitamos	 la	
compartición	 de	 etiquetas	 entre	 clases.	 Esta	 sencilla	 operación	 tiene	 los	
siguientes	efectos:	
 Los	 ejemplos	 positivos	 se	 copian	 entre	 clases,	 debidamente	ponderados	
según	 su	 afinidad	 semántica.	 Por	 ejemplo,	 el	 vector	 y	 de	 etiquetas	 para	
"felis	domesticus"	tenía	previamente	valor	0	para	las	imágenes	de	"tabby	
cat",	pero	ahora	esos	elementos	presentan	un	valor	de	0.93.	






 Aunque	 cada	 clase	 tenga	 solamente	 unos	 pocos	 ejemplos	 anotados,	 la	
multiplicación	 por	 A	 transmitirá	 efectivamente	 ejemplos	 a	 través	 de	
clases	 semánticamente	 similares,	 mejorando	 considerablemente	 el	
número	de	ejemplos	disponibles	para	 entrenamiento,	 siempre	y	 cuando	
haya	clases	semánticamente	similares	en	el	set	C.	
Desde	 otra	 perspectiva,	 puede	 considerarse	 que	 éste	 mecanismo	 de	
compartición	transforma	el	problema	original	de	clasificación	en	un	problema	de	
regresión,	pues	los	valores	binarios	de	Y	se	convierten	en	valores	reales	en	Y·A.	






La	 evaluación	 de	 nuestro	 esquema	 de	 compartición	 se	 realiza	 en	 base	 a	 dos	
objetivos	distintos:	
1. Re‐ranking	 de	 imágenes:	 mejora	 de	 la	 eficacia	 en	 las	 imágenes	
encontradas	por	los	buscadores	de	Internet	
2. Clasificación	de	objetos	
Debe	 notarse	 que,	 mientras	 la	 primer	 tarea	 consiste	 en	 un	 conjunto	 de		
problemas	de	2	clases	(p.e.	identificar	y	clasificar	las	imágenes	de	"pony"	vs.	las	







A	 continuación,	 se	 selecciona	 un	 test‐set	 tomando	 aleatoriamente	 75	
ejemplos	 positivos	 y	 150	 negativos	 para	 cada	 clase,	 reflejando	 así	 la	
habitual	 SNR	 (signal‐to‐noise	 ratio)	 presente	 en	 las	 imágenes	 de	 los	
motores	de	búsqueda	de	Internet	y	un	validation‐set	de	25/50	ejemplos	
positivos/negativos.	
Finalmente,	 las	 200	 imágenes	 restantes	 por	 clase	 (100	 positivas	 y	 100	
negativas)	se	utilizarán	como	ejemplos	de	entrenamiento	(training‐set).	
	
 Tiny:	 El	 dataset	 de	 Tiny	 Images	 al	 completo,	 que	 contiene	 79.302.017	
imágenes	 distribuidas	 en	 74.569	 clases,	 las	 keywords	 usadas	 para	
descargar	las	 imágenes	de	Internet.	Al	no	haber	etiquetas	humanas	para	
este	dataset,	usamos	en	su	lugar	las	etiquetas	con	ruido	de	los	motores	de	
búsqueda:	 para	 cada	 clase,	 se	 asume	 que	 las	 primeras	 5	 imágenes	









53,564	 clases	 diferentes,	 distribuidas	 equitativamente	 entre	 las	 clases	
comprendidas	en	Tiny	Images.	Como	en	el	dataset	anterior,	no	se	utilizan	
imágenes	anotadas	manualmente	y	en	su	 lugar	se	toman	como	ejemplos	
positivos	 las	 5	 primeras	 imágenes	 de	 cada	 clase	 (y	 5	 negativos	













Para	 el	 re‐ranking	 de	 imágenes	 usamos	 primero	 el	 CIFAR	 dataset	 para	
cuantificar	 los	 efectos	 del	 Semantic	 Sharing.	 Para	 cada	 clase,	 entrenamos	
separadamente	 un	 clasificador	 mediante	 el	 training‐set	 y	 lo	 usamos	 para	
reordenar	 las	 250	 imágenes	 del	 test‐set.	 El	 clasificador	 utilizado	 es	 el	método	
SSL.	
	
A	 continuación,	 se	 muestra	 el	 impacto	 de	 diferentes	 estrategias	 de	 sharing,	
mostrando	la	precisión	media	de	las	126	clases	del	CIFAR	dataset	para	un	recall	
del	 15%.	 El	 validation‐set	 se	 utiliza	 para	 seleccionar	 automáticamente	 los	
valores	 óptimos	 para	 	 y	 .	 Los	 clasificadores	 utilizados	 son	 Semi‐Supervised	




Como	 puede	 observarse	 en	 ambos	 métodos,	 cuando	 se	 utiliza	 la	 matriz	 de	
WordNet	(rojo)	se	produce	una	mejora	significativa	respecto	al	esquema	de	no	






En	 consecuencia,	 se	 deduce	 que	 la	 matriz	 semántica	 debe	 reflejar	 la	 relación	
entre	clases	para	un	enfoque	efectivo.	En	la	figura	siguiente	se	muestran	algunos	






Estas	 son	 las	 imágenes	 de	 7	 categorías	 tomadas	 de	 las	 126	 clases	 del	 CIFAR	
dataset.	El	contorno	de	cada	imagen	indica	su	etiqueta	(usada	únicamente	para	
la	 evaluación)	 con	 respecto	 a	 la	 categoría	 en	 cuestión:	 verde	=	positivo,	 rojo	=	
negativo.	 En	 la	 parte	 superior	 se	muestra	 el	 ranking	 original	 de	 las	 imágenes,	
mientras	que	en	la	parte	inferior	aparecen	las	imágenes	re‐rankeadas	mediante	
nuestro	método,	 entrenado	 en	 las	 126	 clases	 con	 100	 pares	 de	 entrenamiento	
por	clase.	






número	 de	 clases	 y	 pares	 de	 entrenamiento	 utilizados,	 usando	 el	 Semantic	
Sharing	 en	 la	 imagen	de	 la	 izquierda	 y	 prescindiendo	de	 él	 en	 la	 imagen	de	 la	
derecha,	 respectivamente.	 La	 compartición	 de	 información	 arroja	 una	 mejora	
‐	16	‐	
	
significativa	 de	 la	 precisión,	 especialmente	 cuando	 existen	 pocos	 pares	 de	
entrenamiento	disponibles.	
El	esquema	de	compartición	puede	utilizarse	además	para	aprender	en	clases	de	







Cuando	 no	 se	 utiliza	 la	 matriz	 de	 sharing,	 el	 performance	 del	 método	 SSL	
desciende	 drásticamente	 en	 comparación	 con	 el	 resultado	 ofrecido	 cuando	 se	
dispone	de	pares	de	entrenamiento	para	la	clase,	esto	es,	el	punto	para	cada	clase	
excluida	cae	por	debajo	de	la	diagonal.	Sin	embargo,	cuando	se	utiliza	el	sharing,	
la	 caída	 en	 performance	 es	 relativamente	 pequeña,	 con	 la	 mayoría	 de	 puntos	
concentrados	entorno	a	la	diagonal.	
	
La	 mejora	 obtenida	 por	 la	 aplicación	 del	 Semantic	 Sharing	 la	 cuantificamos	 a	
gran	 escala	 valiéndonos	 del	 High‐Res	 dataset.	 El	 chance	 level	 corresponde	 al	
2569	/	(2569+2788)	=	48%.	Sin	usar	sharing,	el	SSL	presenta	una	performance	












lugar	 se	 toman	 como	 ejemplos	 positivos	 las	 5	 primeras	 imágenes	 (según	 el	
ranking	original	en	Internet)	de	cada	una	de	las	74.569	categorías.	Usando	estas	











Esta	 figura	muestra	 cualitativamente	 que	 el	método	 SSL	 con	 Semantic	 Sharing	
claramente	 mejora	 el	 rendimiento	 y	 eficacia	 de	 búsqueda	 respecto	 al	 ranking	





semánticamente	 cercanos	 del	 total	 de	 5*74.569	 =	 372.845	 ejemplos	 positivos.	












usar	 métricas	 estándar,	 decidimos	 medir	 cuán	 lejos	 la	 case	 predicha	 está	
respecto	a	la	clase	verdadera,	valiéndonos	de	la	métrica	definida	por	la	matriz	de	
distancia	 semántica	 S.	 Con	 esta	 métrica,	 dos	 imágenes	 de	 la	 misma	 clase	
presentan	distancia	0,	mientras	que	1	indica	una	total	disimilaridad.	
Realizamos	 una	 comparativa	 de	 nuestro	 método	 de	 Semantic	 Sharing	 en	 el	
framework	 de	 Semi‐Supervised	 Learning	 respecto	 a	 otras	 metodologías:	 (i)	
Support	Vector	Machines	(SVM)	lineal	1‐vs‐all	y	(ii)	SVM	jerárquico	de	Marszalek	
y	 Schmid	 [27].	 El	 segundo	 utiliza	 relaciones	 semánticas	 entre	 clases	 para	
construir	una	jerarquía	de	SVMs.	Para	la	implentación	de	este	método,	usamos	la	
misma	 estructura	 de	 árbol	 de	 WordNet	 de	 la	 que	 se	 obtiene	 la	 matriz	 de	
distancia	 semántica	 S.	 Para	 cada	 arista	 del	 árbol,	 entrenamos	 un	 SVM	 lineal	
según	el	método	descrito	en	 [27].	Cabe	destacar	que	nuestro	método	y	el	 SVM	
jerárquico	 disponen	 de	 la	 misma	 información	 semántica.	 En	 consecuencia,	 la	
comparación	de	ambos	permite	estudiar	cuál	realiza	un	uso	más	eficiente	de	la	
información	semántica.	
Estos	 tres	 enfoques	 se	 evalúan	 en	 CIFAR	 y	 High‐Res	 dataset	 en	 las	 figuras	












esta	primera	 figura	obervamos	que	el	 error	de	predicción,	 esto	es,	 la	distancia	
media	de	la	clase	predicha	respecto	a	la	clase	verdadera	de	la	imagen,	se	reduce	
progresivamente	a	medida	que	aumenta	el	número	de	pares	de	entrenamiento.	





En	 la	 siguiente	 figura,	 se	 estudia	 la	 distribución	 de	 las	 imágenes	 clasificadas	
según	su	error	de	predicción	cuando	se	dispone	de	100	pares	de	entrenamiento	
por	 clase,	donde	 la	 línea	en	negro	corresponde	a	una	clasificación	aleatoria,	 se	
observa	 que	 el	 Sharing	 SSL	 presenta	 una	 distancia	 semántica	 media	







Para	 el	 High‐Res	 dataset,	 la	 tarea	 de	 clasificación	 es	más	 difícil	 puesto	 que	 el	
chance	level	es	de	1	entre	53.564	clases.	En	la	imagen	de	la	izquierda	podemos	
observar	 que	 el	 Sharing	 SSL	 es	 el	método	más	 eficaz,	 al	 presentar	 una	menor	
distancia	semántica	media	respecto	a	 la	clase	verdadera.	En	 la	segunda	gráfica,	










en	 los	 experimentos	 anteriores,	 decidimos	 finalizar	 el	 proyecto	 con	 la	
implementación	 de	 una	 aplicación	 online	 que	 tiene	 por	 objetivo	 el	
reconocimiento	 y	 corrección	 de	 las	 categorías	 semánticas	 de	 las	 imágenes	




con	 10.957.654	 imágenes	 obtenidas	 del	 total	 de	 Tiny	 Images,	 para	 las	 cuáles	




un	 usuario	 accede	 a	 la	 página,	 se	 muestra	 un	 mapa	 visual	 de	 las	 imágenes,	
agrupadas	 en	 las	 53.564	 categorías	 por	 las	 cuáles	 fueron	 archivadas.	 Cada	
cuadrado,	 asociado	 a	 una	 categoría	 distinta,	 muestra	 el	 color	 medio	 de	 las	
imágenes	de	 la	 categoría	en	 cuestión.	Cabe	destacar	que	 la	 categoría	en	 la	que	
cada	 imagen	 está	 catalogada	 corresponde	 a	 la	 palabra	 clave	 por	 la	 que	 fue	
encontrada	 en	 el	 motor	 de	 búsqueda,	 independientemente	 de	 que	





enlace	 a	 Wikipedia.	 Con	 esta	 información,	 se	 pide	 al	 usuario	 que	 identifique	






de	usuarios	 anteriores	 y	 se	 ejecuta	 en	 tiempo	 real	 el	 algoritmo	de	 aprendizaje	
automático	y	la	compartición	de	etiquetas	a	través	de	las	clases.	Por	motivos	de	
eficiencia	 computacional,	 los	 eigenvectors	 del	 grafo	 Laplaciano	 L	 están	
precalculados	 y	 evidentemente	 sólo	 se	 calculan	 en	 tiempo	 real	 las	 soluciones	
para	 aquellas	 clases	 que	 se	 hayan	 visto	 alteradas	 por	 los	 nuevos	 datos	
introducidos	 (esto	 es,	 las	 clases	 que	 disponen	 de	 nuevas	 etiquetas	 y	 también	
aquellas	 clases	que	hayan	heredado	anotaciones	al	propagarse	 las	etiquetas	de	
clases	relacionadas	semánticamente).	
Una	 vez	 calculadas	 las	 nuevas	 soluciones,	 las	 imágenes	 de	 cada	 categoría	 son	
reordenadas	 acordemente.	 A	 nivel	 ilustrativo	 y	 para	 aumentar	 la	 experiencia	
interactiva	 de	 los	 usuarios,	 se	 despliegan	 un	 mapa	 visual	 de	 las	 categorías	
etiquetadas.	 El	 color	 blanco	 en	 una	 categoría	 indica	 10	 o	 más	 imágenes	
















Finalmente,	 se	 ha	 incorporado	 un	 subset	 de	 control	 para	 la	 medición	 de	 la	
fiabilidad	 y	 el	 descarte	 de	 las	 etiquetas	 deliberadamente	 fraudulentas.	 El	
porcentaje	de	 imágenes	 correctamente	 clasificadas	del	 set	 de	 control	 se	utiliza	
para	dar	una	estimación	de	la	cantidad	del	número	de	imágenes	correctamente	










La	 utilización	 de	 un	 esquema	 de	 Semi‐supervised	 Learning	 nos	 ha	 permitido	
trabajar	eficazmente	con	millones	de	imágenes	y	decenas	de	miles	de	categorías	
distintas.	En	este	contexto,	donde	se	dispone	comparativamente	de	muy	 	pocos	
ejemplos	 de	 entrenamiento	 y	 donde	 no	 puede	 asegurarse	 la	 disponibilidad	 de	
imágenes	 representativas	 para	 todas	 las	 clases,	 hemos	 introducido	 un	método	
para	 la	 compartición	 sistemática	 de	 etiquetas	 de	 entrenamiento	 entre	 clases.	
Nuestros	experimentos	en	diferentes	bases	de	datos	ponen	de	manifiesto	que	el	
Semantic	 Label	 Sharing	 aporta	 mejoras	 significativas	 en	 situaciones	 donde	
conviven	 muchas	 clases,	 un	 escenario	 habitual	 en	 grandes	 colecciones	 de	
imágenes.	 Se	 ha	 mostrado	 como	 el	 Semantic	 Sharing,	 en	 combinación	 con	 un	
esquema	de	Semi‐supervised	Learning,	puede	 llegar	a	operar	efectivamente	en	
bases	 de	 datos	 de	 hasta	 75.000	 clases	 y	 79	 millones	 de	 imágenes.	 Más	 aún,	
nuestros	 experimentos	 demuestran	 que	 nuestro	 esquema	 de	 compartición	
supera	 otros	 métodos	 que	 también	 se	 utilizan	 información	 semántica	 para	 la	
construcción	del	clasificador.		
Gracias	 al	 éxito	 del	método,	 se	 ha	 puesto	 en	marcha	 una	 aplicación	web	 en	 la	
base	 de	 datos	 de	 Tiny	 Images	 cuyo	 objetivo	 es	 apalancarse	 en	 la	 información	
proporcionada	 interactivamente	 por	 los	 usuarios	 para	 mejorar	 el	 proceso	 de	
aprendizaje	 y	 poder	 obtener	 mejores	 soluciones	 de	 clasificación	 para	 las	
imágenes	de	las	distintas	categorías.	
Como	trabajo	futuro,		debería	plantearse	la	posibilidad	de	incorporar	al	modelo	
la	 propagación	 de	 ejemplos	 negativos,	 puesto	 que	 nuestro	 Semantic	 Label	
Sharing	 solo	 transmite	 las	 etiquetas	 positivas.	 Además,	 la	 utilización	 de	 la	
información	 semántica	 presenta	 algunos	 límites	 al	 modelo	 que	 deberán	
abordarse	en	un	 futuro:	 la	polisemia	de	muchas	palabras,	o	 la	visualización	de	
conceptos	 abstractos	 presentes	 en	 WordNet	 pero	 sin	 una	 imagen	 clara	 son	
factores	 que	 se	 han	 excluido	 del	 presente	 trabajo.	 En	 este	 sentido,	 aunque	 la	
matriz	 de	 Semantic	 Sharing	 de	 WordNet	 ha	 sido	 útil	 y	 efectiva,	 un	 objetivo	





























































Semantic Label Sharing for Learning
with Many Categories
Rob Fergus1, Hector Bernal2, Yair Weiss3, Antonio Torralba2
1Courant Institute, 2CSAIL, 3School of Computer Science
New York University MIT Hebrew University
fergus@cs.nyu.edu, {hectorbernal,torralba}@csail.mit.edu,
yweiss@cs.huji.ac.il
Abstract. In an object recognition scenario with tens of thousands of
categories, even a small number of labels per category leads to a very
large number of total labels required. We propose a simple method of
label sharing between semantically similar categories. We leverage the
WordNet hierarchy to define semantic distance between any two cate-
gories and use this semantic distance to share labels. Our approach can
be used with any classifier. Experimental results on a range of datasets,
upto 80 million images and 75,000 categories in size, show that despite
the simplicity of the approach, it leads to significant improvements in
performance.
1 Introduction
Large image collections on the Internet and elsewhere contain a multitude of
scenes and objects. Recent work in computer vision has explored the problems
of visual search and recognition in this challenging environment. However, all
approaches require some amount of hand-labeled training data in order to build
effective models. Working with large numbers of images creates two challenges:
first, labeling a representative set of images and, second, developing efficient
algorithms that scale to very large databases.
Labeling Internet imagery is challenging in two respects: first, the sheer num-
ber of images means that the labels will only ever cover a small fraction of images.
Recent collaborative labeling efforts such as Peekaboom, LabelMe, ImageNet [2–
4] have gathered millions of labels at the image and object level. However this
is but a tiny fraction of the estimated 10 billion images on Facebook, let alone
the hundreds of petabytes of video on YouTube. Second, the diversity of the
data means that many thousands of classes will be needed to give an accurate
description of the visual content. Current recognition datasets use 10’s to 100’s
of classes which give a hopelessly coarse quantization of images into discrete
categories. The richness of our visual world is reflected by the enormous number
of nouns present in our language: English has around 70,000 that correspond
to actual objects [5]. This figure loosely agrees with the 30,000 visual concepts
estimated by psychologists [6]. Furthermore, having a huge number of classes di-
lutes the available labels, meaning that, on average, there will be relatively few






























































Fig. 1. Two examples of images from the Tiny Images database [1] being re-ranked by
our approach, according to the probability of belonging to the categories “pony” and
“turboprop” respectively. No training labels were available for either class. However
64,185 images from the total of 80 million were labeled, spread over 386 classes, some
of which are semantically close to the two categories. Using these labels in our semantic
label sharing scheme, we can dramatically improve search quality.
annotated examples per class (and many classes might not have any annotated
data).
To illustrate the challenge of obtaining high quality labels in the scenario of
many categories, consider the CIFAR-10 dataset constructed by Alex Krizhevsky
and Geoff Hinton [7]. This dataset provides human labels for a subset of the
Tiny Images [1] dataset which was obtained by querying Internet search engines
with over 70,000 search terms. To construct the labels, Krizhevsky and Hinton
chose 10 classes “airplane”, “automobile”, “bird”, “cat”, “deer”, “dog”, “frog”,
“horse”, “ship”, “truck”, and for each class they used the WordNet hierarchy to
construct a set of hyponyms. The labelers were asked to examine all the images
which were found with a search term that is a hyponym of the class. As an
example, some of the hyponyms of ship are “cargo ship”, “ocean liner”, and
“frigate”. The labelers were instructed to reject images which did not belong
to their assigned class. Using this procedure, labels on a total of 386 categories
(hyponyms of the 10 classes listed above) were collected at a cost of thousands
of dollars.
Despite the high cost of obtaining these labels, the 386 categories are of
course a tiny subset of the possible labels in the English language. Consider
for example the words “pony” and “turboprop” (Fig. 1). Neither of these is
considered a hyponym of the 10 classes mentioned above. Yet there is obvious
information in the labeled data for “horse” and “airplane” that we would like to
use to improve the search engine results of “pony” and “turboprop”.
In this paper, we provide a very simple method for sharing labels between
categories. Our approach is based on a basic assumption – we expect the clas-
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sifier output for a single category to degrade gracefully with semantic distance.
In other words, although horses are not exactly ponies, we expect a classifier
for “pony” to give higher values for “horses” than to “airplanes”. Our scheme,
which we call “Semantic Label Sharing” gives the performance shown in Fig. 1.
Even though we have no labels for “pony” and “turboprop” specifically, we can
significantly improve the performance of search engines by using label sharing.
1.1 Related Work
Various recognition approaches have been applied to Internet data, with the aim
of re-ranking, or refining the output of image search engines. These include: Li
et al. [8], Fergus et al. [9], Berg et al. [10], amongst others. Our approach differs
in two respects: (i) these approaches treat each class independently; (ii) they are
not designed to scale to the billions of images on the web.
Sharing information across classes is a widely explored concept in vision and
learning, and takes many different forms. Some of the first approaches applied
to object recognition are based on neural networks in which sharing is achieved
via the hidden layers which are common across all tasks [11, 12]. Error correct-
ing output codes[13] also look at a way of combining multi-class classifiers to
obtain better performance. Another set of approaches tries to transfer informa-
tion from one class to another by regularizing the parameters of the classifiers
across classes. Torralba et al. , Opelt et al. [14, 15] demonstrated its power in
sharing useful features between classes within a boosting framework. Other ap-
proaches transfer information across object categories by sharing a common set
of parts [16, 17], by sharing transformations across different instances [18–20],
or by sharing a set of prototypes [21]. Common to all those approaches is that
the experiments are always performed with relatively few classes. Furthermore,
it is not clear how these techniques would scale to very large databases with
thousands of classes.
Our sharing takes a different form to these approaches, in that we impose
sharing on the class labels themselves, rather than in the features or parameters
of the model. As such, our approach has the advantage that it it is independent
of the choice of the classifier.
2 Semantic Label Sharing
Following [22] we define the semantic distance between two classes using a tree
defined by WordNet1. We use a simple metric that measures the intersection be-
tween the ancestors of two words: the semantic distance Sij between classes i and
j (which are nodes in the tree) is defined as the number of nodes shared by their
two parent branches, divided by the length of the longest of the two branches,
i.e. Sij = intersect(par(i), par(j))/max(length(par(i)), length(par(j))), where
1 Wordnet is graph-structured and we convert it into a tree by taking the most common
sense of a word.
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par(i) is the path from the root node to node i. For instance, the semantic sim-
ilarity between a “felis domesticus” and “tabby cat” is 0.93, while the distance
between “felis domesticus” and a “tractor trailer” is 0.21. We construct a sparse
semantic affinity matrix A = exp(−κ(1 − S)), with κ = 10 for all the exper-
iments in this paper. For the class “airbus”, the nearest semantic classes are:
“airliner” (0.49), “monoplane” (0.24), “dive bomber” (0.24), “twinjet” (0.24),
“jumbo jet” (0.24), and “boat” (0.03). A visualization of A and a closeup are
shown in Fig. 3(a) and (b).
Let us assume we have a total of C classes, hence A will be a C×C symmetric
matrix. We are given L labeled examples in total, distributed over these C
classes. The labels for class c are represented by a binary vector yc of length L
which has values 1 for positive hand-labeled examples and 0 otherwise. Hence
positive examples for class c are regarded as negative labels for all other classes.
Y = {y1, . . . , yC} is an N × C matrix holding the label vectors from all classes.
We share labels between classes by replacing Y with Y A. This simple oper-
ation has a number of effects:
– Positive examples are copied between classes, weighted according to their
semantic affinity. For example, the label vector for “felis domesticus” previ-
ously had zero values for the images of “tabby cat”, but now these elements
are replaced by the value 0.93.
– However, labels from unrelated classes will only deviate slightly from their
original state of 0 (dependent on the value of κ).
– Negative labeled examples from classes outside the set of C are unaffected
by A (since they are 0 across all rows of Y ).
– Even if each class has only a few labeled examples, the multiplication by A
will effectively pool examples across semantically similar classes, dramati-
cally increasing the number that can be used for training, provided seman-
tically similar classes are present amongst the set of C.
The effect of this operation is illustrated in two examples on toy data, shown
in Fig. 2. These examples show good classifiers can be trained by sharing labels
between classes, given knowledge of the inter-class affinities, even when no labels
are given for the target class. In Fig. 2, there are 9 classes but label data is only
given for 7 classes. In addition to the labels, the system also has access to the
affinities among the 9 classes. This information is enough to build classification
functions for the classes with no labels (Fig. 2(d) and (f)).
From another perspective, our sharing mechanism turns the original classifi-
cation problem into a regression problem: the formerly binary labels in Y become
real-values in Y A. As such we can adapt many types of classifiers to minimize
regression error rather than classification error.
3 Sharing in Semi-Supervised Learning
Semi-supervised learning is an attractive option in settings where very few train-
ing examples exist since the density of the data can be used to regularize the


































Fig. 2. Toy data illustrating our sharing mechanism between 9 different classes (a) in
discrete clusters. For 7 of the 9 classes, a few examples are labeled (b). No labels exist
for the classes 3 and 5. (c): Labels re-weighted by affinity to class 3. (Red=high affinity,
Blue=low affinity). (d): This plot shows the semi-supervised learning solution fclass=3
using weighted labels from (c). The value of the function fclass=3 on each sample from
(a) is color coded. Dark red corresponds to the samples more likely to belong to class 3.
(e): Labels re-weighted by affinity to class 5. (d): Solution of semi-supervised learning
solution fclass=5 using weighted labels from (e).
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Fig. 3. Wordnet sub-tree for a subset of 386 classes used in our experiments. The
associated semantic affinity matrix A is shown in (a), along with a closeup of 10
randomly chosen rows and columns in (b).
solution. This can help prevent over-fitting the few training examples and yield
superior solutions. A popular class of semi-supervised algorithms are based on
the graph Laplacian and we use an approach of this type.
We briefly describe semi-supervised learning in a graph setting. In addition
to the L labeled examples (Xl, Yl) = {(x1, y1), ..., (xL, yL)} introduced above,
we have an additional U unlabeled images Xu = {xL+1, ..., xN}, for a total
of N images. We form a graph where the vertices are the images X and the
edges are represented by an N × N matrix W . The edge weighting is given
by Wij = exp(−‖xi − xj‖
2/2ǫ2), the visual affinity between images i and j.
Defining D = diag(
∑
j Wij), we define the normalized graph Laplacian to be:
L = I = D−1/2WD−1/2. We use L to measure the smoothness of solutions over
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the data points, desiring solutions that agree with the labels but are also smooth
with respect to the graph. In the single class case we want to minimize:




2 = fTLf + (f − y)TΛ(f − y) (1)
where Λ is a diagonal matrix whose diagonal elements are Λii = λ if i is a
labeled point and Λii = 0 for unlabeled points. The solution is given by solving
the N ×N linear system (L+ Λ)f = Λy.
This system is impractical to solve for large N , thus it is common [23–25]
to reduce the dimension of the problem by using the smallest k eigenvectors
of L (which will be the smoothest) U as a basis with coefficients α: f = Uα.
Substituting into Eqn. 1, we find the optimal coefficients α to be the solution of
the following k × k system:
(Σ + UTΛU)α = UTΛy (2)
where Σ is a diagonal matrix of the smallest k eigenvectors of L. While this
system is easy to solve, the difficulty is computing the eigenvectors an O(N2)
operation.
Fergus et al. [26] introduced an efficient scheme for computing approximate
eigenvectors in O(N) time. This approach proceeds by first computing numerical
approximations to the eigenfunctions (the limit of the eigenvectors as N →∞).
Then approximations to the eigenvectors are computed via a series of 1D interpo-
lations into the numerical eigenfunctions. The resulting approximate eigenvectors
(and associated eigenvalues) can be used in place of U and Σ in Eqn. 2.
Extending the above formulations to the multi-class scenario is straightfor-
ward. In a multi-class problem, the labels will be held in an N×C binary matrix
Y , replacing y in Eqn. 2. We then solve for the N × C matrix F using the ap-
proach of Fergus et al. Utilizing the semantic sharing from Section 2 is simple,
with Y being replaced with Y A.
4 Experiments
We evaluate our sharing framework on two tasks: (a) improving the performance
of images returned by Internet search engines; (b) object classification. Note
that the first problem consists of a set of 2-class problems (e.g. sort the pony
images from the non-pony images), while the second problem is a multi-class
classification with many classes.
These tasks are performed on three datasets linked to the Tiny Images
database [1], a diverse and highly variable image collection downloaded from
the Internet:
– CIFAR: This consists of 63,000 images from 126 classes selected2 from the
CIFAR-10 dataset [7], which is a hand-labeled sub-set of the Tiny Images.
2 The selected classes were those that had at least 200 positive labels and 300 negative
labels, to enable accurate evaluation.
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These keywords and their semantic relationship to one another are shown in
Fig. 3. For each keyword, we randomly choose a fixed test-set of 75 positive
and 150 negative examples, reflecting the typical signal-to-noise ratio found
in images from Internet search engines. From the remaining images for each
class, we randomly draw a validation set of 25/50 +ve/-ve examples. The
training examples consist of +ve/-ve pairs drawn from the remaining pool
of 100 positive/negative images for each keyword.
– Tiny: The whole Tiny Images dataset, consisting of 79,302,017 images dis-
tributed over 74,569 classes (keywords used to download the images from
the Internet). No human-provided labels are available for this dataset, thus
instead we use the noisy labels from the image search engines. For each class
we assume the first 5 images to be true positive examples. Thus over the
dataset, we have a total of 372,845 (noisy) positive training examples, and
the same number of negative examples (drawn at random). For evaluation,
we can use labeled examples from either the CIFAR or High-res datasets.
– High-res: This is a sub-set of 10,957,654 images from the Tiny Images, for
which the high-resolution original image exists. These images span 53,564
different classes, distributed evenly over all classes within the Tiny Images
dataset. As with the Tiny dataset, we use no hand-labeled examples for
training, instead using the first 5 examples for each class as positive exam-
ples (and 5 negative drawn randomly). For evaluation, we use 5,357 human-
labeled images split into 2,569 and 2,788 positive and negative examples of
each class respectively.
Pre-processing: For all datasets, each image is represented by a single Gist
descriptor. In the case of the Tiny and CIFAR datasets, a 384-D descriptor is
used which is then mapped down to 32 and 64 dimensions using PCA, for Tiny
and CIFAR respectively. For the High-res dataset, a 512-D Gist descriptor is
mapped down to 48-D using PCA.
4.1 Re-ranking experiments
On the re-ranking task we first use the CIFAR dataset to quantify the effects of
semantic sharing. For each class separately we train a classifier on the training
set (possibly using sharing) and use it to re-rank the 250 test images, measuring
the precision at 15% recall. Unless otherwise stated, the classifier used is the
semi-supervised approach of Fergus et al. [26].
In Fig. 4(left) we explore the effects of semantic sharing, averaging perfor-
mance over all 126 classes. The validation set is used to automatically select
the optimal values of κ and λ. The application of the Wordnet semantic affinity
matrix can be seen to help performance. If the semantic matrix is randomly
permuted (but with the diagonal fixed to be 1), then this is somewhat worse
than not using sharing. But if the sharing is inverted (by replacing A with 1−A
and setting the diagonal to 1), it clearly hinders performance. The same pattern
of results can be see in Fig. 4(right) for a nearest neighbor classifier. Hence the
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Fig. 4. Left: Performance for different sharing strategies with the semi-supervised learn-
ing approach of [26] as the number of training examples is increased, using 126 classes
in the CIFAR dataset. Right: As for (left) but with a nearest neighbor classifier. The
black dashed line indicates chance level performance. When the Wordnet matrix is
used for sharing it gives a clear performance improvement (red) to both methods over
no sharing [26] (green). However, if the semantic matrix does not reflect the similarity
between classes, then it hinders performance (e.g. random (blue) and inverse (magenta)
curves).
semantic matrix must reflect the relationship between classes if it is to be ef-
fective. In Fig. 5 we show examples of the re-ranking, using the semi-supervised
learning scheme in conjunction with the Wordnet affinity matrix.
In Fig. 6(left & middle), we perform a more systematic exploration of the
effects of Wordnet sharing. For these experiments we use fixed values of κ = 5
and λ = 1000. Both the number of classes and number of images are varied, and
the performance recorded with and without the semantic affinity matrix. The
sharing gives a significant performance boost, particularly when few training
examples are available.
The sharing behavior can be used to effectively learn classes for which we
have zero training examples. In Fig. 7, we explore what happens when we allocate
0 training images to one particular class (the left-out class) from the set of 126,
while using 100 training pairs for the remaining 125 classes. When the sharing
matrix is not used, the performance of the left-out class drops significantly,
relative to its performance when training data is available (i.e. the point for
each left-out class falls below the diagonal). But when sharing is used, the drop
in performance is relatively small, with points being spread around the diagonal.
Motivated by Fig. 7, we show in Fig. 1 the approach applied to the Tiny
dataset, using the human-provided labels from the CIFAR dataset. However, no
CIFAR labels exist for the two classes selected (Pony, Turboprop). Instead, we
used the Wordnet matrix to share labels from semantically similar classes for
which labels do exist. The qualitatively good results demonstrated in Fig. 1 can
only be obtained relatively close to the 126 keywords for which we have labels.
Semantic Label Sharing for Learning with Many Categories 9
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Fig. 5. Test images from 7 keywords drawn from the 126 class CIFAR dataset. The
border of each image indicates its label (used for evaluation purposes only) with respect
to the keyword, green = +ve, red = -ve. The top row shows the initial ranking of the
data, while the bottom row shows the re-ranking of our approach trained on 126 classes









































































Fig. 6. Left & Middle: The variation in precision for the semi-supervised approach as
the number of training examples is increased, using 126 classes with (left) and without
(middle) Wordnet sharing. Note the improvement in performance for small numbers of
training examples when the Wordnet sharing matrix is used. Right: Evaluation of our
sharing scheme for the re-ranking task on the 10 million image High-res dataset, using
5,357 test examples. Our classifier was trained using 0 hand-labeled examples and 5
noisy labels per class. Using a Wordnet semantic affinity matrix over the 53,564 classes
gives a clear boost to performance.
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Fig. 7. An exploration of the performance with 0 training examples for a single class,
if all the other classes have 100 training pairs. Left: By using the sharing matrix A, we
can obtain a good performance by transferring labels from semantically similar classes.
Right: Without it, the performance drops significantly.
This performance gain obtained by Wordnet sharing is quantified in a large-
scale setting in Fig. 6(right) using the High-res dataset. Chance level perfor-
mance corresponds to 2569/(2569+2788) = 48%. Without any sharing, the semi-
supervised scheme (blue) gives a modest performance. But when the Wordnet
sharing is added, there is significant performance boost.
Our final re-ranking experiment applies the semantic sharing scheme to the
whole of the Tiny dataset (with no CIFAR labels used). With 74,569 classes,
many will be very similar visually and our sharing scheme can be expected to
greatly assist performance. In Fig. 11 we show qualitative results for 4 classes.
The semi-supervised algorithm takes around 0.1 seconds to perform each re-
ranking (since the eigenfunctions are precomputed), compared to over 1 minute
for the nearest-neighbor classifier. These figures show qualitatively that the semi-
supervised learning scheme with semantic sharing clearly improves search per-
formance over the original ranking and that without the sharing matrix the
performance drops significantly.
4.2 Classification experiments
Classification with many classes is extremely challenging. For example, picking
the correct class out of 75,000 is something that even humans typically cannot
do. Hence instead of using standard metrics, we measure how far the predicted
class is from the true class, as given by the semantic distance matrix S. Under
this measure the true class has distance 0, while 1 indicates total dissimilarity.
Fig. 8 illustrates this metric with two example images and a set of samples
varying in distance from them.
We compare our semantic sharing approach in the semi-supervised learning
framework of [26] to two other approaches: (i) linear 1-vs-all SVM; (ii) the hier-
archical SVM approach of Marszalek and Schmid [27]. The latter method uses
the semantic relationships between classes to construct a hierarchy of SVMs. In







Semantic distance to “Long pants”














Semantic distance to “China rose”
0.47 0.910.820.620.33 0.640 0.38
Fig. 8. Our semantic distance performance metric for two examples “Long pants” and
“China rose”. The other images are labeled with their semantic distance to the two
examples. Distances under 0.2 correspond to visual similar objects.
implementing this approach, we use the same Wordnet tree structure from which
the semantic distance matrix S is derived. At each edge in the tree, we train a
linear SVM in the manner described in [27]. Note that both our semantic sharing
method and that of Marszalek and Schmid are provided with the same semantic
information. Hence, by comparing the two approaches we can see which makes
more efficient use of the semantic information.
These three approaches are evaluated on the CIFAR and High-res datasets in
Figures 9 and 10 respectively. The latter dataset also shows the semi-supervised
scheme without sharing. The two figures show consistent results that clearly
demonstrate: (i) the addition of semantic information helps – both the H-SVM
and SSL with sharing beat the methods without it; (ii) our sharing framework
is superior to that of Marszalek and Schmid [27].
5 Summary and future work
We have introduced a very simple mechanism for sharing training labels between
classes. Our experiments on a variety of datasets demonstrate that it gives signif-
icant benefits in situations where there are many classes, a common occurrence
in large image collections. We have shown how semantic sharing can be com-
bined with simple classifiers to operate on large datasets up to 75,000 classes
and 79 million images. Furthermore, our experiments clearly demonstrate that
our sharing approach outperforms other methods that use semantic information
when constructing the classifier. While the semantic sharing matrix from Word-
net has proven effective, a goal of future work would be to learn it directly from
the data.
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Fig. 9. Comparison of approaches for classification on the CIFAR dataset. Red: 1 vs all
linear SVM; Green: Hierarchical SVM approach of Marszalek and Schmid [27]; Blue:
Our semantic sharing scheme in the semi-supervised approach of [26]; Black: Chance.
Left: Mean semantic distance of test examples to true class as the number of labeled
training examples increases (smaller is better). Right: For 100 training examples per
class, the distribution of distances for the positive test examples. Our sharing approach
has a significantly lower mean semantic distance, with a large mass at a distance < 0.2,
corresponding to superior classification performance. See Fig. 8 for an illustration of
semantic distance.

































Average semantic distance from true class
Fig. 10. Comparison of approaches for classification on the High-res dataset. Red: 1
vs all linear SVM; Green: Hierarchical SVM approach of Marszalek and Schmid [27];
Magenta: the semi-supervised scheme of [26]; Blue: [26] with our semantic sharing
scheme; Black: Random chance. Left: Bar chart showing mean semantic distance from
true label on test set. Right: The distribution of distances for each method on the test
set. Our approach has more mass at a distance < 0.2, indicating superior performance.
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Fig. 11. Sample results of our semantic label sharing scheme on the Tiny dataset (79
million images). 0 hand-labeled training examples were used. Instead, the first 5 im-
ages of each of the 74,569 classes were taken as positive examples. Using these labels,
classifiers were trained for 4 different query classes: “pony”, “rabbiteye blueberry”,
“Napoleon” and “pond lily”. Column 1: the raw image ranking from the Internet
search engine. Column 2: re-ranking using the semi-supervised scheme without seman-
tic sharing. Column 3: re-ranking with semi-supervised scheme and semantic sharing.
Column 4: re-ranking with a nearest-neighbor classifier and semantic sharing. Without
semantic sharing, the classifier only has 5 positive training examples, thus performs
poorly. But with semantic sharing it can leverage the semantically close examples from
the pool of 5*74,569=372,845 positive examples.
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