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A MEMS-based in-situ TEM nanomechanical testing technique was 
developed to characterize mechanisms of plastic deformation in ultrafine-
grained FCC metals via transient mechanical tests. Advances were made to an 
existing in-situ TEM nanomechanical tensile testing technique which uses a 
MEMS device that integrates a thermal actuator and two capacitive sensors to 
load and measure the uniaxial stress-strain response of a sample, respectively. 
Several characterization tools such as SEM along with Finite Element models 
were used to rationalize and correct the stress-strain curves obtained with the 
MEMS device. This MEMS device was used to measure the signature parameters 
of rate-controlling mechanisms of plastic deformation, like true activation 
volume, of ultrafine-grained FCC microspecimens and the reliability of the 
measurements was quantified. In a separate study, MEMS-based 
microresonators were used to study the effects of an 850-nm-thick Au coating 
on very high cycle fatigue behavior of Ni microbeams under extreme stress 
gradients. FIB, SEM and EDS techniques were used to characterize cracking in 
the microbeams and models were developed to rationalize the observations. 
Three significant improvements were made to the existing MEMS-based 
in-situ TEM nanomechanical tensile testing technique: (1) Electronic sensing 
scheme was modified to obtain independent measurements from the two 
capacitive sensors compared to the old scheme of measuring only the difference 
between the capacitive sensor readings. (2) The elastic compliance due to the 
epoxy used for clamping the microspecimens was measured and its viscoplastic 
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behavior was characterized. Finite Element models along in-situ SEM 
characterization were used to establish that the plastic strain in the 
microspecimen can be accurately measured although there are compliance 
issues with obtaining elastic strains. (3) LabView code was developed to filter the 
electronic signals to maintain a low noise-to-signal ratio required for performing 
transient mechanical tests. Finally, issues related to drift in the TEM imaging 
while performing in-situ TEM experiments were mitigated. This enhanced 
MEMS technique was used to perform transient repeated stress relaxations on 
UFG 100-nm-thick Au and 200-nm-thick Al microspecimens inside the TEM. 
For Au microspecimens the true activation volume was found to be between 2-
10 𝑏3 while for Al microspecimens it was between 5-20 𝑏3. The environment 
(vacuum vs air) was seen to have no effect on the activation volumes. It was found 
that the value of the true activation volume was very sensitive to the logarithmic 
fits used to obtain strain rates from the relaxation segments. A value greater than 
0.9 for the R2 of the fit and a noise-to-signal ratio smaller than 0.2 were identified 
as thresholds for reliable true activation volume measurements. It was found that 
the accurate determination of the calibration constant of the capacitive sensor 
measuring the stress 𝛼𝐶𝑆2 was very crucial for the accuracy of stress as well as 
true activation volume. It was found that the error in true activation volume was 
directly proportional to the error in 𝛼𝐶𝑆2. GB dominated dislocation plasticity 
was observed in the Au microspecimens during the in-situ stress relaxations. The 
Al microspecimens were tested with a PTP device in combination with 
Precession Enhanced Diffraction (PED). From the PED maps grain growth was 
observed to occur in conjunction with plastic deformation.  
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The effect of an 850-nm-thick electroplated Au coating on the very high 
cycle bending fatigue behavior of electroplated Ni microbeams tested under 
resonance in air at high frequencies (~9 kHz) was investigated. The S-N curves 
show longer fatigue lives for the coated microbeams by at least a factor of 5 
compared to the uncoated ones. This beneficial effect was demonstrated to be 
related to the delay in oxygen-assisted void formation, and therefore in void-
assisted fatigue crack nucleation and growth in Ni. The improvement in fatigue 
life was limited by the fatigue degradation of the Au coating, which was also 
controlled by the formation of nanosized voids. Once a fatigue crack in the 
coating reached the interface, delamination occurred, leading to exposure of the 
underlying Ni to air and fast, “uncoated-like”, fatigue degradation thereafter. 
This study highlighted that thin, noble metallic coatings can significantly 
improve the fatigue lives of metallic microbeams whose very high cycle fatigue 
behavior is sensitive to the environment and controlled by void formation. 
These studies have provided new insights towards our understanding of 
the mechanisms of plastic deformation in ultrafine-grained metals. The 
development of this quantitative MEMS based in-situ TEM tensile technique is a 
major step towards integrating our understanding from computer simulations, 
which have become powerful enough to simulate volumes as big as a cubic 
micrometer, to the in-situ TEM observations directly. The study on the very high 
cycle fatigue behavior highlights a radical shift needed in our understanding of 
the mechanisms responsible for crack nucleation and propagation under 









Thin films are classified as a layer of material whose characteristic 
dimension, in this case thickness, ranges from fractions of a nanometer to several 
micrometers. Thin films have aroused interest in researchers since the early 20th 
century. Unusual optical and electrical properties of deposits on the walls of glass 
discharge tubes made researchers curious. Eventually thin films found their way 
into large scale industrial use during the Second World War as optical coatings 
(mirrors, anti-reflective coatings, etc.). Since then advances in microscopy 
techniques and vacuum technology have paved the way to a wide variety of 
applications and materials being used as thin films. The technological revolution 
brought about by the microelectronics industry saw an unprecedented increase 
in the use of thin films made from metals as conductive interconnects between 
different layers of the assembly. Until the late 1990s, the attractive electronic, 
magnetic and optical properties were the cornerstone of interest in thin films, 
however it was soon realized that the mechanical properties cannot be neglected.  
The thin films used as interconnects experience tremendous stresses due 
to the high temperature processing of these devices. This can lead to failure and 
less reliability of these devices. It has become progressively important to 
understand the mechanical properties of thin film materials both for extensive 
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applications as non-structural elements and for use as microelectromechanical 
devices [1].  
This chapter aims to understand two aspects of the mechanical behavior 
of thin films: (i) the mechanisms responsible for the plastic deformation of thin 
films in Section 1.2 and (ii) the very high cycle fatigue behavior of thin metallic 
coatings at small scale in Section 1.3. Therefore, this chapter is divided into two 
parts, each part discussing the prior art separately. 
1.2. Part I: Mechanical behavior of metallic thin films 
Thin films exhibit mechanical properties significantly different from their 
bulk counterparts. Our understanding of the bulk material behavior generally 
fails to describe the mechanical properties of thin films because of the 
dominance of effects of surfaces/interfaces, finite number of grains in the 
structure and the role played by manufacturing process. It has been shown that 
the manufacturing process controls the microstructure and surfaces in the 
material and hence plays an important role in determining the mechanical 
properties [2]. 
When the characteristic length of the microstructure become comparable 
to the characteristic dimensions of the structure mechanical properties tend to 
depend on the size of the structure and start showing size effects. In metallic thin 
films this translates to mechanical properties showing size effects when the film 
thickness approaches the micrometer and submicrometer regime. Elastic 
mechanical properties are determined by atomic interactions and therefore they 
are not expected to differ between bulk material and thin films. On the other 
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hand, mechanical properties such as yield stress, fracture toughness which are 
determined by plastic processes differ between bulk material and thin films. 
Plasticity, fatigue and fracture processes depend on defect generation and 
evolution, which are mechanisms that operate on characteristic length scales. 
These length scales are comparable to the thickness of thin films and size of 
MEMS devices. Therefore it is important to understand the basic mechanisms of 
plastic deformation at micrometer structural length scale to be able to design the 
MEMS systems for better strength and reliability. 
 
Figure 1.1 Schematic depicting the length scales at which mechanical 
properties start showing size effects [3]. 
The size effect in mechanical properties is not only observed in thin films 
but is a more general phenomena. The crucial idea is that whenever the 
geometric or microstructural length scales are comparable to the characteristic 
length scale of the plastic processes (i.e., submicrometer) mechanical properties 
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show size effect. In other words if the grain size, an important microstructural 
dimension, of a bulk material is reduced to submicrometer or below mechanical 
properties would differ from a coarse-grained bulk material. Metals with grain 
size less than 100nm are classified as nanocrystalline (NC) metals while those 
with grain sizes between 100nm to 1 𝜇m are called ultrafine grained (UFG) 
metals. The average grain size of thin films is usually controlled by the thickness 
of the film due to something called the “specimen thickness effect” [4, 5]. 
1.2.1. Mechanical properties of NC and UFG FCC metals 
This section reviews the elastic and plastic mechanical properties of 
nanocrystalline (NC) and ultrafine grained (UFG) FCC metals and the physical 
mechanisms responsible for the observed trends. These NC/UFG FCC metals 
may show reduced elastic modulus [6-12], higher yield stress [13-17], lower 
ductility [18-22] and higher strain rate sensitivity [23-27] compared to the 
corresponding coarse-grained metals. One important thing to keep in mind is 
that the studies presented below have been performed by different investigators 
on different materials using different processing techniques. Therefore, 
completely isolating the sole effect of grain size on the mechanical properties 
from the effects of processing such as defect density, porosity, etc. is not a trivial 
task. In order to capture the intrinsic effect of the small grain size on mechanical 
properties it will be desirable if a group conducts investigations on a single 





1.2.1.1. Yield strength 
The size effect in mechanical properties can be easily observed in the yield 
stress of metals which is very strongly affected by the grain size. It is generally 
observed that the yield stress increases with decreasing grain size. In 
conventional grain size regime (micrometer or coarse-grained) the dependence 
of yield stress, 𝜎𝑦, on the grain size, 𝑑, is very well captured by the Hall-Petch 
relation [28, 29]: 
  𝜎𝑦 = 𝜎0 + 𝑘𝑑
−1 2⁄  (1-1) 
where 𝜎0 is the friction stress and 𝑘 is a constant. This is indeed an 
approximation, and a more general formulation is to use a power expression with 
exponent – 𝑛, where 0.3 ≤ 𝑛 ≤ 0.7. 
In accordance to the Hall-Petch relation, nanostructured metals, because 
of their small grain sizes, are expected to be strong and hard. This has been 
indeed found to be the case by several studies which have measured the yield 
stress through uniaxial tension/compression tests and micro- or nano-
indentation. It has been shown by several investigators that by decreasing the 
grain size by 2-3 orders of magnitude, nanostructured materials are at least 4-5 
times stronger than their coarse-grained counterparts. The peak yield strength 
of pure nanostructured copper with grain size approaching approximately 20 nm 
can reach as high as 900 MPa [13-16] compared to 200 MPa for coarse-grained 
copper. Compressive and microhardness tests on NC-Pd have reported at least a 
4-fold increase in yield stress for grain sizes ~50nm compared to coarse-grained 
Pd [14, 17]. 
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However, it has been observed that the Hall-Petch relationship is not 
followed at the finer grain sizes and yield stresses in the UFG/NC are much lower 
than predicted by the Hall-Petch relation [13, 16]. In this context, it is important 
to remember that the strength values determined in bulk NC metals obtained by 
consolidating metal powders have to be considered with caution. Since the 
relative densities of materials produced this way were not near theoretical values, 
the strength values determined might have been lower than the true values. 
However, samples produced by severe plastic deformation methods also show 
similar behavior [30]. Some researchers have also reported a negative Hall-Petch 
slope for very small grain sizes, i.e., yield stress decreases as grain size is 
decreased below ~10-15 nm [13, 31, 32].  
The breakdown in the Hall–Petch trend has been attributed to different 
deformation mechanisms that become dominant once the grain size is reduced 
down below a critical value [33]. Chokshi et al. [13] attributed this negative trend 
to diffusional creep in nanocrystalline samples at room temperature analogous 
to grain-boundary sliding in conventionally-grained samples at high 
temperature. Another common explanation for the break-down of Hall-Petch 
relationship is pile-up breakdown at small grain sizes. The concept of pile-ups 
has been at the root of the traditional explanation for the H–P effect. As the grain 
size is decreased, the number of dislocations piled up against a grain boundary 
decreases, at a fixed stress level, since this number is a function of the applied 
stress and of the distance to the source. Conversely, an increased stress level is 
needed to generate the same number of dislocations at the pile-up. At a critical 
grain size, we can no longer use the concept of a pile-up to explain the plastic 
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flow. Figure 1.3 (a) shows pile-ups for a grain size in the micrometer regime. The 
sources are assumed to be in the center of the grain, leading to positive and 
negative dislocation pile-ups generated by the activation of a Frank–Read source. 
As the grain size is reduced to the nanocrystalline regime, the number of 
dislocations at the pile-up is eventually reduced to one. Thus, the multiplying 
effect on the stress field is lost [34, 35]. This is shown in Figure 1.3 (b). 
 
 
Figure 1.2 Plots showing the trend of yield stress with grain size for different 
metals as compared to the conventional Hall-Petch response: (a) copper, (b) 




Figure 1.3 Breakup of dislocation pile ups: (a) microcrystalline regime and (b) 
nanocrystalline regime [36]. 
 
1.2.1.2. Ductility 
Ductility is defined as the maximum amount of strain a material can 
endure without fracture or rupture. It is conventional wisdom that strengthening 
of a metal generally leads to loss of ductility. However, this depends on the 
mechanism of strengthening. Precipitation hardening and cold work increase the 
strength of metals at the expense of ductility of the metal, however grain size 
refinement or Hall-Petch strengthening does not lead to loss in ductility in 
coarse-grained metals. Hall-Petch strengthening is probably the only classical 
mechanism which leads to increase in both strength and ductility. But as we 
approach ultrafine or nanocrystalline regime the room temperature ductility is 
observed to decrease with reduction in grain size [18, 19] although the strength 
increases as discussed in Section 1.2.1.1. Most nanostructured metals fail in the 
elastic regime without undergoing any plastic deformation [20-22]. Further, 
metals that exhibit ductile behavior at conventional grain sizes show reduced 
ductility, sometimes brittle behavior, at the smallest nanometer grain sizes [37]. 
The loss of ductility in the NC/UFG regime prevents the use of these metals in 
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load bearing applications, to avoid catastrophic failures, even though they 
possess high strength. 
Koch [38] identified three major sources of limited ductility in 
nanocrystalline materials, namely: (1) artifacts from processing (e.g., pores); (2) 
tensile instability; (3) crack nucleation or shear instability.   
 
1.2.1.3. Strain hardening 
NC and UFG metals cannot generally sustain uniform tensile elongation. 
Several reports show virtually no strain hardening after an initial stage of rapid 
strain hardening over a small plastic strain regime (~1-3%) which is different 
from the response of coarse-grained polycrystalline metals [37-41]. The 
conventional mechanism for the high work-hardening rates in FCC metals, 
including the formation of dislocation locks, formation of dipoles and significant 
pinning due to dislocation intersections, have yet to be experimentally confirmed 
for NC materials during room-temperature tensile tests [42]. 
That the strain hardening capacity is saturated very quickly is easy to 
understand for some nanostructured metals processed by severe plastic 
deformation (SPD) [30]. In this case, the refinement of the originally large grains 
into the NC or UFG regime is achieved through the accumulation and 
rearrangement of dislocations generated during SPD. Such NC or UFG metals 
usually contain a high density of dislocations in a heavy-deformation 
microstructure. Similar to the later stages of strain hardening of conventional 
metals [43], the strain hardening rate is very low because the densities of 
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dislocations appear to saturate due to dynamic recovery. Work hardening is 
observable only when very large additional strain is added. Strain hardening also 
remains insignificant in cases where NC/UFG bulk metals processed using SPD 
have undergone either dynamic recovery during SPD, or recovery through post-
SPD annealing such that the dislocation density is low inside the grains [30, 41, 
44].  
In all dislocation models, strain hardening is a consequence of the fact 
that some fraction of the mobile dislocations that produce the strain do not exit 
through the surface, and are not absorbed in the grain boundaries, and do not 
annihilate each other, but are stored in the crystals or react with other 
dislocations to form new obstacles to continued slip [45]. The strain hardening 
capacity of NC metals is not expected to be very large as their extremely small 
grain size makes it difficult to store dislocations. Small grain size increases the 
image forces on dislocations and interactions with grain boundaries. Some 
estimates have predicted no dislocation pile-up (at least two dislocations) for 𝑑 
< ~ 20 nm [46]. This is shown as a schematic in Figure 1.4. Therefore, it follows 
from the above discussion that strain hardening in metals with grain sizes less 
than 20 nm is expected to be negligible. 
However, even in metals with grain sizes are in the ultrafine regime strain 
hardening has been found to be diminishing at room temperature [27, 47-49]. 
This is due to the fact that dynamic recovery processes are the main reason for 
the inability to effectively accumulate defects, thereby saturating the defect 




Figure 1.4 The dislocation pile-up mechanism must break down when the 
diameter 𝑑 of the smallest dislocation loop does not fit into a grain of size 𝐷 
[50]. 
 
1.2.1.4. Strain rate sensitivity 
Strain rate sensitivity 𝑚 measures the sensitivity of the material response 
to the applied strain rate. When it is used to describe the effect of strain rate on 
the yield stress, it is defined as:  
𝑚 = 𝜕 ln 𝜎 𝜕 ln ̇⁄  (1-2) 
The strain rate sensitivity is found to increase in the ultrafine and nanocrystalline 
regime compared to the coarse-grained metals. Values as high as 𝑚 ~ 0.5 have 
been reported for NC Ni [23], Au [24] and Cu [25]. But it has been argued that 
under very slow strain rates observed during the creep behavior, deformation can 
be entirely controlled by diffusional mechanisms such as Coble creep (𝑚 = 1) and 
grain boundary sliding (𝑚 = 0.5) [26, 27]. But nevertheless, compared to large-
grained Cu, 𝑚 for SPD processed UFG Cu tested in quasi-static strain rate regime 
12 
 
have been found to be around 0.015 [26]. Values in the range of 𝑚~0.04 have 
been reported for cryo-rolled UFG Cu [27]. These 𝑚 values are also substantially 
elevated compared to large-grained FCC metals whose 𝑚 values are around 
0.004 [51]. Figure 1.5 shows the variation of 𝑚 with grain size 𝑑 as documented 
by several experimental studies for Cu and Ni. It can be clearly seen that strain 
rate sensitivity for FCC metals increases when the grain size reduces to NC and 
UFG regimes. Another important aspect that can be seen from Figure 1.5 is the 
scarcity of experimental data regarding the 𝑚 values at reduced grain sizes. A 
systematic study from coarse-grained conventional microstructures down to 
UFG/NC grain sizes would therefore be particularly useful.  
Strain rate sensitivity 𝑚 is associated with a corresponding activation 
volume 𝑣 by Eq. (1-3). Higher 𝑚 values mean lower 𝑣, and this implies a change 
in the rate controlling deformation mechanisms as described in Section 1.2.3. The 
activation volumes associated with NC/UFG metals are in the range of 1-10 𝑏3, 






where 𝑘 is the Boltzmann constant, 𝑇 is the absolute temperature and 𝜎 is the 
uniaxial flow stress. 
 
Figure 1.5 𝑚 vs 𝑑 for (a) Cu and (b) Ni [26]. 
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1.2.2. Deformation mechanisms in NC and UFG FCC metals 
Most of the deformation mechanisms known to operate in coarse-grained 
metals are also found in NC/UFG metals. What is notable though, is the striking 
difference in the regimes at which these mechanisms operate in nanograin 
compared to a large micron-size grain, and in the intrinsic relation and 
competition between these mechanisms.  
 
Figure 1.6 Schematic of various deformation mechanisms that can operate in 
NC/UFG metals [52]. 
 
1.2.2.1. Dislocation-based mechanisms 
In coarse grained metals the dominant deformation mechanism is usually 
the slip of dislocations in the grains interior. The dislocations are generated and 
stored in the grains interior during plastic deformation. The dislocation based 
mechanisms for plastic deformation have been studied for well over 70 years. 
Therefore, we expect to see dislocation activity even in smaller grains. Indeed, 
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dislocations have been directly observed by several researchers in NC/UFG 
metals in the TEM, both during in-situ straining and also inferred from the post-
mortem imaging of fractured samples [53-55]. There also have been several 
reports of the lack of observation of any kind of dislocation activity in metals 
with grain size smaller than 20 nm [56]. In general though, dislocation-based 
plasticity is observed above a critical grain size somewhere in the vicinity of 30–
100 nm. This critical grain size has not been pinned down conclusively, and is 
undoubtedly dependent on the metal, its microstructure (e.g. texture, 
impurities, grain size distribution) and the processing history. Below the critical 
size, if dislocations are moving, they do not leave any evidence in their wake. For 
FCC metals, which have been the object of most of the studies, it appears that 
this critical grain size is around 30 nm [57].  
Dislocations in coarse grained metals are believed to be generated at 
Frank-Read sources especially those formed due to double cross slip [58, 59]. A 
Frank-Read source operates at the shear stress 𝜏𝐹−𝑅 ≈ 𝐺𝑏/𝐿, where 𝐺 denotes 
the shear modulus, 𝑏 the magnitude of Burgers vector, and 𝐿 the source size, that 
is, the distance between two pinning points for the initial gliding dislocation 
segment. For geometric reasons, the maximum size 𝐿𝑚𝑎𝑥  of a conventional 
Frank-Read source that can operate in a grain of size 𝑑 is estimated as 𝐿𝑚𝑎𝑥 ≈
𝑑/3 [60]. Therefore, in order to activate a Frank-Read source, one needs to apply 
a critical minimum shear stress of: 
𝜏𝐹−𝑅 ≥ 3𝐺𝑏/𝑑 (1-4) 
This stress rapidly increases with decreasing grain size d. According to Eq. (1-4), 
the critical stress for activating a Frank- Read source can be increased to 
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unrealistically huge values of G/40-G/10 in NC metals with grains sizes of 10–30 
nm or smaller. Therefore, dislocation generation via Frank-Read sources in 
metallic nanomaterials is significantly hampered, or even completely suppressed 
when the grain size decreases to the order of 10 nm. 
These Frank-Read sources exists in the grain interior as discussed above. 
However, there are also arguments that Frank-Read source has not been 
observed experimentally [61]. Theoretically, any dislocation segment that can 
slip but have two ends pinned can act as a Frank-Read source. Considering that 
dislocations slip on different slip systems often interact with each other to form 
dislocation jogs and networks, it is reasonable to assume that the Frank-Reed 
source can easily form in the interior of coarse-grains. When grains are refined 
to a critical size below 100 nm, dislocations often no longer exist in the grain 
interior. Although trapped dislocations have been observed in grains much 
smaller than 100 nm, and even down to 5 nm [42, 62], these are exceptions in a 
small fraction of grains instead of typical cases. Shown in Figure 1.7 is hierarchy 
and size ranges of different structural features of nanostructured Ti, which was 
processed by severe plastic deformation (SPD) [63]. As shown, the interiors of 
grains or sub-grains smaller than 100 nm are largely dislocation free. Without 
dislocations in the interior of nanometer-sized grains, the conventional 




Figure 1.7 Hierarchy and size ranges of different structural features in 
nanostructured Ti processed by severe plastic deformation. Grains and 
subgrains are largely dislocation free in their interior when their sizes are 
reduced to below 100 nm [63]. The acronyms are G – grains, SBG – subgrains, 
DC – dislocation cells. 
 
It is commonly understood that grain boundaries act as barriers to 
dislocation motion [58]. The microstructural constraint on the size of the Frank-
Read sources limits dislocation sources in the grain interiors of NC/UFG grains 
and leads to intricate interplay between dislocation and grain boundary 
processes [64]. For grain sizes smaller than 1 𝜇m, mobile dislocations must be 
nucleated from sources other than Frank-Read sources, such as the grain 
boundaries or grain junctions [65]. Since, the fraction of grain boundaries 
increases drastically at smaller grain sizes, grain boundaries can become effective 
dislocation sources and sinks [53, 55, 66].  Emission of dislocations from grain 
boundaries has been experimentally documented in UFG meals [55, 67] and NC 
metals [53, 68].  
Dislocations emitted by GBs are not only full dislocations but they are also 
emitted as partial dislocations. Typically, in all of the early MD simulations for 
NC metals performed at grain sizes below 20nm dislocations were found only in 
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the form of single partial dislocations [31, 69, 70]. This was later experimentally 
verified under high-resolution electron microscopy (HRTEM) [71-73]. This has 
been justified because when the grain size is below a critical size, it becomes 
easier to emit partial dislocations than full dislocations [64, 74]. It is found that 
in nanocrystalline Ni full dislocations on the non-equilibrium GBs are often 
dissociated into two partials, which can readily glide into the grain interior, with 
a wide stacking fault in-between [75]. Another reason for the observation of 
partial-slip-generated stacking fault is due to the large splitting distance between 
the leading and trailing partials of a full dislocation [74, 76]. Due to the 
orientation difference between the Burgers’ vectors of the leading and trailing 
partials, the applied stress may drive the two partials further apart. When the 
splitting distance is larger than the grain size, the trailing partial will not have 
the opportunity to be emitted from the GB and the leading partial produces a 
stacking fault across the grain. Since the emission and slip of partial dislocations 
from GBs leave behind stacking faults, this can have beneficial effect on the 
mechanical properties by increasing the ductility and work hardening in the 
metal.  
 
1.2.2.2. Deformation twinning 
Classically, the phenomenon of deformation twinning is limited to large 
grain sizes (>10𝜇m) and metals with low stacking fault energy such as Cu [77], 
although high strain rate and low deformation temperature can significantly 
promote twinning. In comparison, nanocrystalline materials have a very different 
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behavior in the formation of stacking faults and deformation twins [64]. 
Deformation twinning in NC Al was found by MD simulations [65, 68] and then 
confirmed experimentally [78, 79]. Nanocrystalline FCC metals are found to 
generally deform by twinning more easily, especially in those FCC metals with 
medium to high stacking fault energy, although twinning may become difficult 
again at very small grain sizes [80].  
Coarse-grained FCC metals are believed to twin via several conventional 
mechanisms including the pole mechanism [81], prismatic glide mechanism [82], 
faulted dipole mechanism [83], or other mechanisms [84, 85]. These 
mechanisms often require a dislocation source in the grain interior to operate. 
This poses a problem for NC metals and alloys since their grain interior are often 
free of dislocations as discussed earlier. 
Twinning mechanisms observed and proposed in NC FCC metals by both 
MD simulations [65, 68] and HRTEM [64] include homogeneous nucleation by 
the coincidental overlapping of two stacking fault ribbons formed by dissociated 
lattice dislocations [71], grain boundary splitting and migration [79], overlapping 
of a stacking fault from the grain boundary with a dissociated lattice dislocation 
[75], partial dislocation emission from the GBs [72, 86], cross-slip of twinning 
partials [87, 88], the dislocation rebound at GB [87, 89], etc. The primary 
mechanism for the formation of deformation twins in NC FCC metals is partial 
dislocation emission from GBs. A partial multiplication mechanism on the GB 
has been proposed to explain why partials can be emitted from every slip plane 




1.2.2.3. Grain boundary sliding 
Grain boundary sliding (GBS) means a relative shear of neighboring grains 
across the grain boundary as shown in Figure 1.8. It is clear that sliding alone 
cannot accomplish this deformation. Plastic flow is necessary to accompany 
sliding in order to accommodate the grains. In coarse-grained metals there are 
two separate, and mechanistically distinct, types of GBS [91]. The first type of 
GBS refers to the relative displacement of adjacent grains where the grains retain 
essentially their original shape but they become visibly displaced with respect to 
each other. This type of GBS is designated Rachinger sliding and it occurs in a 
polycrystalline matrix under creep conditions where there is a net increase in the 
number of grains lying within the gauge length along the direction of the tensile 
stress. In practice, grains have irregular shapes in polycrystalline matrices and it 
follows, therefore, that Rachinger sliding must be accommodated by some 
intragranular movement of dislocations within the adjacent grains. The second 
type of GBS occurs exclusively in Nabarro- Herring and Coble diffusion creep and 
it refers to the boundary offsets that develop as a direct consequence of the 
stress-directed diffusion of vacancies. This type of GBS is designated as Lifshitz 
sliding [92]. 
 
There are several studies experimentally reporting GBS at room 
temperature in UFG and NC metals [93-95]. However, there are new and 
different accommodation mechanisms in NC metals as compared to the 
mechanisms during superplasticity of coarse-grained metals where GBS is the 
dominant mechanism. GB sliding is found in large number of MD simulations of 
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NC metals at low temperature (𝑇 < 0.3𝑇𝑚) [31, 96, 97]. At present there is a firm 
consensus among researchers that GB sliding is an important deformation mode 
in NC and UFG metals at room temperature but the atomistic mechanisms 
responsible for or accommodating GB sliding are still under debate. These 
mechanisms include stress-assisted free volume migration [97], GB diffusion 
[98], generation and motion of GB dislocations [99].  
 
 
Figure 1.8 Grain boundary sliding model: (a) initial position of grains and (b) 
position after top layer has slid to right [36]. 
 
1.2.2.4. Grain rotation 
It has been shown by post deformation and in-situ TEM experiments that 
plastic flow can be accommodated by the rotations of crystal lattice or grain 
rotation which plays an essential role in the deformation of NC metals [54, 62, 
100-102]. One way by which grains can rotate is by disclination motion. A 
disclination is a line defect characterized by a rotation of the crystalline lattice 
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around its line [100]. Motion of a disclination dipole, which is a combination of 
two disclinations, causes plastic flow accompanied by crystal lattice rotation 
behind the disclinations. 
 
Figure 1.9 Illustration of the elastic distortion associated with a partial wedge 
disclination (or terminating tilt grain boundary). (a) A set of planes in a perfect 
crystal. A wedge shaped piece of material is removed from the crystal in (b), 
and the new surfaces are allowed to close in (c) to fill the wedge. The resulting 
crystal in (c) contains a terminating tilt grain boundary, i.e., a terminating array 
of edge dislocations, and considerable elastic distortion, which increases the 
elastic strain energy of the remaining solid [103]. 
 
 
Figure 1.10 Misorientation band in a crystal under stress (schematically). 
Disclinations (triangles) are generated at grain boundaries and compose a 
dipole configuration. Their motion along grain boundaries mediates plastic 





1.2.2.5. Stress driven grain boundary migration 
Stress-driven migration of GBs can contribute to both plastic flow and 
grain growth in NC/UFG metals [104-108], as with their CG counterparts; see, 
e.g., [109, 110]. In particular, grain growth mediated by GBs migration can result 
in nano-to-CG transformation, which causes strain softening. Following 
experimental observations [106, 108, 111] and computer simulations [112, 113], GB 
migration and grain growth extensively occur in NC/UFG metals deformed at 
high stresses. GB migration and grain growth in UFG Al and Al-Mg films was 
observed under in-situ indentation under TEM at room temperature [105, 114]. 
Stress-driven migration of GBs was identified as an important deformation 
mechanism in UFG metals subjected to high stresses during indentation at room 
temperature. It was reported that NC Al film has significant grain growth at room 
temperature during tensile tests at high stresses [108]. It is important to note 
that substantial grain growth was observed exclusively in regions with high local 
stresses. Specifically, grain growth occurred in vicinities of crack tips serving as 
effective stress concentrators. Stress-driven GB migration is believed occurred, 
leading to grain growth. 
 
1.2.2.6. Interaction between different mechanisms and deformation 
maps 
In general, various deformation modes can concurrently operate and 
significantly affect each other in nanostructured metals with NC and/or UFG 
grains. In particular, various deformation mechanisms accommodate each other 
23 
 
in nanostructured metals, so that there exists effective interaction between such 
mechanisms [115]. There are several important examples of interacting 
deformation mechanisms in NC/UFG metals. Dislocation slip effectively 
accommodates GB sliding through emission of dislocations from triple junctions 
that stop GB sliding [99]. At the same time, GB sliding itself can be stimulated 
by slip. Dislocations that slip in the grain interior reach GB regions and undergo 
splitting transformations [30]. As a result of such transformations, GB 
dislocations are formed whose motion leads to GB sliding. Thus, the dislocation 
slip and GB sliding sustain/accommodate each other, providing effective 
concurrent operation in nanostructured metals. GB sliding can also be 
accommodated by grain rotations [55, 99]. Experimental data indicates 
occurrence of concurrent GB sliding and grain rotations in NC Pd and Ni [116, 
117]. This interplay between GB sliding and rotational deformational modes plays 
an important role in superplastic deformation in nanostructured metals.  
Along with GB sliding, GB migration under stress can occur as an effective 
deformation mechanism in NC/UFG metals. Following [118], stress-driven GB 
sliding and migration can cooperatively occur as one process mediating plastic 
flow in NC metals. During such a cooperative operation, mutual accommodation 
of defects generated owing to GB sliding and those generated owing to GB 
migration comes into play. The cooperative GB sliding and migration process 
serves as a special deformation mode that is more energetically favored then 
‘‘pure” GB sliding. Theoretical results [118] are consistent with experimental 
observations [119, 120] of concurrent GB sliding and grain growth in plastically 
deformed NS materials. In a recent study concurrent GB migration and grain 
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rotation in thin nanocrystalline Au films with a thickness of 10 nm and average 
grain size of 18 nm was observed in situ at room temperature using a TEM [101].  
It is also important to note that different deformation mechanisms can be 
dominant in a NC/UFG metal, depending on its grain size, temperature, strain 
rate and stress. Figure 1.11 shows the statistical distribution of the probability of 
different deformation mechanisms in NC Au films. It can be seen that above 
20nm grain size, the dominant deformation mode is plasticity by full 
dislocations. On the other hand for smaller grain sizes, GB migration dominates 
the deformation. Figure 1.12 shows a deformation map for nanostructured FCC 
metals by [99]. Here also, slip by full dislocations dominates grain sizes above 
100 nm. But for smaller grain sizes Coble creep dominates for slower strain rates 
and GB sliding and migration dominate during higher strain rates. Twinning and 
slip by partial dislocation occupy the region between 30-100 nm grain size and 
moderate to high strain rates. 
 
 
Figure 1.11 Statistical distributions of the probability for the action of 





Figure 1.12 Schematic deformation mechanism map for nanostructured FCC 
metals with medium to high stacking fault energy at room temperature [99]. 
 
1.2.3. Activation volumes of NC and UFG FCC metals 
1.2.3.1. Activation volume theory 
In this section, a brief overview is provided of the classical theory behind 
stress-assisted, thermally activated dislocation plasticity, and of the use of 
transient tests to calculate the activation volume associated with the governing 
deformation mechanisms. More thorough treatments of these topics can be 
found in textbooks [122, 123], and additional overviews in [124-128]. First, the 
Orowan equation is invoked, highlighting the fact the plastic shear strain rate 
(?̇?𝑝) is governed by both mobile dislocation density (𝜌𝑚) and dislocation velocity 
(𝑣): 
?̇?𝑝 = 𝛼𝜌𝑚𝑣𝑏 (1-5) 
where 𝑏 is the Burgers vector and 𝛼 is a geometric coefficient. Since the 
dislocation glide velocity is thermally activated, 𝑣 is given by: 
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𝑣 = 𝑣0exp (−∆𝐺(𝜏
∗) 𝑘𝑇⁄ ) (1-6) 
where 𝑣0 is the pre-exponential factor, k is the Boltzmann constant, T is the 
temperature, and ∆𝐺 is the activation energy to overcome the local barrier that 
is associated with a specific dislocation mechanism.  
Because the dislocation mechanism is also stress assisted, the magnitude 
of ∆𝐺 is a (decreasing) function of the local shear stress, 𝜏∗. Here, the applied 
shear stress 𝜏 is assumed to be the sum of two components, highlighting the 
necessity for the applied stress 𝜏 to counterbalance both lattice resistance and 
local microstructural barriers for dislocation glide: 
𝜏 = 𝜏𝑖 + 𝜏
∗ (1-7) 
where 𝜏𝑖 is the internal stress and 𝜏
∗ is the effective stress. The internal stress 𝜏𝑖 
is the athermal contribution to the flow stress, resulting from long-range internal 
stresses impeding the plastic flow, the temperature dependence of which is weak 
in FCC metals. The effective (or local) stress 𝜏∗ is the thermal component of the 
total stress, and accounts for the stress needed to overcome the short-range 
barrier responsible for the temperature and strain-rate dependence in FCC 
metals. Distinct mechanisms can have similar ∆𝐺 values, hence it is useful to 
assess the variation of ∆𝐺 with 𝜏∗ to further identify the governing mechanism. 







This equation highlights the fact that during thermal activation, the 
effective stress 𝜏∗does work on the activation volume 𝑉∗, thereby reducing the 
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effective energy barrier ∆𝐺 as illustrated in Figure 1.13. Physically, 𝑉∗ is 
proportional to the number of atoms involved in the thermally activated process 
responsible for the dislocation overcoming the local barrier, which is why it is 
considered a signature of that specific mechanism. For competing processes with 
the same activation energy ∆𝐺, the operating mechanism can be determined by 
calculating the true activation volume, as different rate processes can have very 
different  𝑉∗ values [128].  
 
Figure 1.13 Schematic showing the contributions of thermal and mechanical 
driving forces to overcome an energy barrier created by an obstacle of size 𝑙 for 
a dislocation to pass through [129]. 
 






given that at a given instant, 𝜌𝑚 is constant and therefore ?̇?𝑝 (a measurable 
quantity) can be used instead of dislocation velocity 𝑣. Experimentally, the 
derivative in Eq. (1-9) can be calculated by measuring small finite changes, more 
specifically during a stress relaxation segment: 
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where ?̇?𝑝1 and ?̇?𝑝2 represent the plastic shear strain rate at the beginning and 
end of the segment, respectively, and  ∆𝜏∗ represents the decrease in effective 
stress during the segment. The issue with Eq. (1-10) is that the mobile dislocation 
density 𝜌𝑚 may not necessarily be constant during the relaxation segment, 
thereby invalidating the assumption of a frozen microstructure used for Eq. (1-
9). Because both dislocation density and dislocation velocity change during a 









where ∆𝜏 represents the decrease in total applied stress, since both 𝜏𝑖 and 𝜏
∗ vary 
during the relaxation segment. The right-hand side term of Eq. (1-11) is used if 
normal stress 𝜎 and strain  are employed instead of the shear values (we have 
𝜎 = √3𝜏). Compared to 𝑉∗and Eq. (1-8), 𝑉𝑎 represents the effect of the total shear 






The following phenomenological equation is often employed to calculate 𝑉𝑎, in 
cases where the stress relaxation follows a logarithmic variation with time: 
𝑉𝑎 = −
𝑘𝑇 ln(1 + 𝑡 𝑐𝑟⁄ )
∆𝜏
= −





In order to calculate 𝑉∗, Eq. (1-10) is employed during a repeated stress 
relaxation test which allows for the separation of the effects of dislocation density 
and dislocation mobility on the strain rate. Specifically, the specimen is reloaded 
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at the end of the first relaxation segment, typically to a stress value equal to the 
initial stress of the first relaxation segment. The critical assumption is that the 
reloading occurs at a constant dislocation density 𝜌𝑚, either because we can 
assume that the reloading is elastic, or because the reloading occurs fast enough 
such that there is no time for significantly increasing 𝜌𝑚. Hence, with this 
assumption, the observed increase in plastic shear strain rate after the reloading 
(initial rate of the second relaxation segment, ?̇?𝑖2) with respect to the rate right 
before the reloading (rate at the end of the first relaxation segment, ?̇?𝑓1) only 
results from an increase in 𝑣, and the true activation volume can be calculated 









where ∆𝜏12 is the increase in stress during reloading. Here ∆𝜏12 also represents a 
change in effective stress 𝜏∗ based on the assumption of a constant 𝜌𝑚.  
This theory mainly concerns with the thermal activation of dislocations 
in a classical context of interactions of dislocations with other dislocations or 
obstacles. These obstacles can include grain boundaries in a process such as 
pinning of dislocations by grain boundaries. However, rate controlling processes 
involving grain boundaries such as dislocation emission through grain 
boundaries, grain boundary sliding, grain boundary diffusion must also be 
included when activation volumes of nanocrystalline materials are been 
considered. Therefore, this framework is extended to consider any thermally 
activated process and Eqs. (1-6), (1-8) and (1-12) are valid for any process that is 
thermally activated.    
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Different rate processes can have drastically different characteristic 
activation volumes; for example, 𝑉∗ ≈ 0.1 𝑏3 for lattice diffusion versus 𝑉∗ ≈
1000 𝑏3 for the Orowan looping of a dislocation line across the pinning points in 
coarse-grained metals, where 𝑏 is the Burgers vector length. As a result, the 
activation volume can serve as an effective kinetic signature of deformation 
mechanism. This is illustrated by the schematic in Figure 1.14, where the 
activation volume corresponds to the slope of an activation energy curve plotted 
as a function of stress. Notice that while the activation volume generally varies 
with stress, it is often treated as a constant when the rate or stress change is not 
large. Suppose the two competing processes have the same activation energy 
(indicated by the short-dash line in Figure 1.14) giving the same rate of transition, 
one can use the activation volume to identify the operative one in an experiment 
or a simulation. Furthermore, Figure 1.14 indicates that for the two processes with 
different activation volumes, the process with a higher energy barrier at low 
stresses may change to have a lower barrier at high stresses. This cross-over of 
energy barriers often underlies the switching of the rate-controlling mechanism 
in experiments. 
 
1.2.3.2. Activation volumes for NC/UFG metals 
Plastic flow in coarse grained FCC metals is governed by motion of 
dislocations and has been extensively studied [129]. As described in the previous 
section, dislocations interact with various types of obstacles and thermal 
activation can sometimes assist the dislocations to overcome obstacles with a 
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sufficiently low energy barrier. At room temperature, several obstacles for 
dislocation glide have been reported and each of them have a characteristic 
activation volume. A dislocation cutting forest dislocations has a very large 
activation volume, generally of the order of 1000𝑏3 [122, 124]. However, 
activation volume values of the order of 40𝑏3 have also been reported for cross-
slip [130]. A kink-pair mechanism exhibits small activation volumes in the range 
of 10𝑏3 [131]. 
Figure 1.15 shows activation volumes obtained by different investigators 
for NC and UFG metals at room temperature. Karanjgaokar et al. [132] report 
apparent activation volumes of 6.4𝑏3 at room temperature which monotonically 
increases to 29.5𝑏3 at 110 C for 850-nm-thick Au films with grain size of 64 nm 
tested at strain rates of 10-5 -10-2 s-1. They suggest grain boundary diffusion plays 
an important role in the plastic deformation in this strain rate regime although 
the activation volume is not ~1 𝑏3. They propose that since these grain boundary 
processes occur together with other deformation mechanisms that ensure 
geometric compatibility, a coupling of no less than two deformation mechanisms 
is necessary. Thus, the activation volume for GB diffusional processes would be 
higher than the expected true activation volume of 1 𝑏3 for a purely diffusional 
process. Jonnalagadda et al. [10] reported a change in activation volume from 4.5 
𝑏3 to 12.5 𝑏3 after a strain rate of 10-4 s-1 was reported for Au films with 30 nm 
grain size and was attributed to a change from grain boundary processes to 
dislocation plasticity.  
On the other hand, several researchers do not consider Coble creep and 
grain boundary sliding to dominate tensile deformation in the grain size range 
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greater than 30 nm. Wang et al. [124] obtained true activation volume of the 
order of 10 𝑏3 in Ni thin films with average grain size of ~30nm. Although the 
activation volume is similar to values obtained for Au, they disregard Coble creep 
and grain boundary sliding to be dominant because the activation volumes are 
not close to 1 𝑏3. Instead they suggest interactions of partial dislocations with 
grain boundaries to control the strain rate. 
Mohanty et.al [125] also report true activation volumes for NC Ni in the 
vicinity of ~10 𝑏3 but they do not attribute this value to any specific mechanisms 
instead they propose that multiple mechanisms like dislocation-grain boundary 
interactions (by dislocation propagation and/or nucleation), grain boundary 
diffusion and grain boundary sliding can have activation volumes in the vicinity 
of ~10 𝑏3. They further say that activation volume represents the sum total of all 
operative deformation mechanisms.   
Gianola et al. [133] have reported activation volumes in the range of 10-55 
𝑏3 (𝑚 ~ 0.036-0.14) for 300 nm thin NC aluminum films with average grain size 
of 104 nm. They have associated the high strain rate sensitivities to stress-
assisted grain growth and MD simulations predict these high 𝑚 values for GB 
mediated processes such as GB sliding, migration and dislocation nucleation. 
However, these MD simulations were carried out at very high strain rates 
although the experiments were conducted at much lower strain rates ranging 
from 10−5 to 10−3 𝑠−1. 
As described in this section there is a lot of discrepancy in determining 
the dominant mechanisms operating in nanocrystalline metals partly arising due 
to the various interpretations of the meaning of activation volume itself. 
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Quantitative in-situ TEM experiments seem to be the way forward to better 
understand these mechanisms and the meaning of activation volumes associated 
with these mechanisms. 
Further, there is no established relationship between the true and 
apparent activation volumes. Mohanty et al. report true activation volume is 
always lower than the apparent activation volume, but the difference is large at 
low strains and becomes almost negligible at strains ≳ 8% for NC Ni with average 
grain size 26nm [125]. Wang et al. also observe apparent activation volumes 
higher than the true activation volumes at low plastic strains, even at high 
temperatures [124, 134]. Conrad calculates that the true activation volume for 
dislocation glide is 1.5 times the apparent activation volume [135]. Duhamel et al. 
predict, using a model considering exclusively grain boundary sliding and 
dislocation emission from grain boundaries, that the apparent activation volume 
is greater than the true activation volume and it reaches a maxima at a critical 
effective stress [136]. Using this technique, this can also be further investigated. 
 
Figure 1.14 Schematic of the stress-dependent activation energy for two 
competing thermally activated processes. They have different activation 
volumes ( 𝑉*1 versus 𝑉
*





Figure 1.15 Activation volumes of NC and UFG metals at room temperature 
from the literature. 
 
1.2.4. Small scale mechanical testing 
It is obvious that the micro- and nano-sized structures such as thin films, 
nanowires, etc. require mechanical testing methods at the relevant length scales 
to quantitatively determine their mechanical properties such as elastic modulus, 
flow stress, and fracture toughness, however the same holds true for bulk 
materials with nano-sized microstructures. Bulk materials have undergone 
significant developments in the last decades to enhance their structural and 
functional properties often rendering them as nanomaterials from a 
microstructure perspective e.g., bulk nanocrystalline metals. Micro- and nano-
mechanical testing methods can often shed light into the deformation 
mechanisms of these bulk materials. Further, the fracture of a bulk material 
begins with local formation and accumulation of defects, therefore any bulk 
material benefits from the understanding of mechanical phenomena at the 
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nanoscale. Mechanical testing at the micro- and nanoscales is quite 
challenging. Since the physical dimensions of specimens range from a few 
hundred micrometers down to as small as 1 nm, novel mechanical testing 
methods have been developed to successfully measure their properties. 
Specimens of such size are easily damaged through handling and it is difficult to 
position them to ensure uniform loading along specimen axes. They are also 
difficult to attach to the instrument grips. Testing has been shown to suffer from 
inadequate load resolution as well as having data reduction formulas that are 
hypersensitive to precise dimensional measurements. To minimize these effects, 
a variety of micro- and nanoscale testing techniques have been employed to 
investigate size effects on mechanical properties [1, 3, 138, 139].  
Most small scale testing methods have been centered on two main 
geometries namely thin films and nanowires. Methods for testing thin films 
include using a either a sharp or flat indenter to probe a small volume of material 
[140-143], methods based on bending or curvature of the thin film [144, 145], 
tensile testing methods and MEMS-based techniques [146-149]. Methods for 
testing a nanowire include scan probe microscopy, AFM, SEM and TEM based 
methods [150, 151]. In this section the focus will be on the scope and limitations 
of the methods used to test thin films. 
A relatively versatile method for probing the mechanical response of thin 
film is nanoindentation, e.g., [140-142], which allows determining the hardness 
and Young’s modulus. Nevertheless, substrate effects are difficult to avoid when 
the films are very thin (typically 100–200 nm) to keep sufficient accuracy in the 
depth and force measurements. Furthermore, the extraction of strength and 
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strain hardening data in ductile films is extremely complex due to the inherent 
strain gradient plasticity effects [152], [153] as well as pile-up and sink-in effects 
[154], [155]. Fracture properties are not easily accessible either [156]. The bulge 
test constitutes another type of test for imposing to submicrometer material 
films relatively homogenous plane strain tension state of stress if sufficiently 
wide [144, 145]. Moderate amount of deformation can be imposed without failure 
at the boundaries. Boundary condition effects usually prevent cracking to occur 
within the homogenously deformed region. Compression methods have recently 
received much interest, following the pioneering work of [143]. The compression 
is provided by a flat punch pushing on micropillars with small aspect ratio to 
avoid buckling problems. This test can be performed up to very large strains to 
address thus not only the first instants of plasticity but also the large strain 
behavior and strain hardening response. The boundary conditions are difficult 
to control and the test does not allow probing the fracture properties. Although, 
these methods were significant developments in measuring the mechanical 
response at the small scale but their capabilities for probing into the mechanisms 
responsible for the mechanical behavior is severely limited.  
In-situ nanomechanical testing are the current state-of-the-art 
techniques to understand material behavior down to the nanoscales. A few novel 
in-situ experimental set-ups have been developed to study NC/UFG metals. One 
of the first successful attempts was a set-up developed by Swygenhoven et al. 
[157] that uses in situ synchrotron x-ray-diffraction technique (Figure 1.16 (f)) 
which allows the measurement of diffraction profiles continuously during 
mechanical testing, providing an in situ peak profile analysis capability. This 
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technique although very powerful is still dwarfed by direct in-situ TEM 
measurements since it relies on the interpretation of the measured peak 
broadening. A unique in-situ tensile testing method was realized by coupling a 
TEM nanoindentation device with a push-to-pull (PTP) device [151, 158] shown 
in Figure 1.16 (e). A PI 95 TEM PicoIndenter system from Hysitron Inc. was used 
in displacement-controlled compression mode with a conductive diamond flat 
punch indenter to acquire raw load and displacement data and the motion of the 
flat punch indenter was converted to tensile strain via the PTP device, also 
developed by Hysitron Inc. This system allows for real time observations of the 
deformation in the sample however thermal drift of the indenter could be an 
issue while performing transient mechanical tests. Similar “push-to-pull” 
mechanisms have been realized by using a micro-mechanical device (MMD) 
loaded via the Nanofactory TEM-nanoindenter [159, 160]. 
MEMS-based methods have by far proven to be superior to any other 
tensile testing methods for thin films [146-149]. MEMS has the potential to 
impact nanomechanical characterization through controlled actuation, high-
resolution force/displacement measurements, integrated multi-functions and 
tiny size for in situ electron microscopy testing. MEMS based testing have two 
essential features: a mechanism for providing the driving force or displacement 
and a sensor for measuring the load and displacement in the specimen [147, 161]. 
MEMS based testing systems have an added benefit that they can be 
miniaturized to be placed inside a TEM and allow in-situ testing of 
nanostructures to directly observe their deformation mechanisms, allowing truly 
quantitative in situ TEM nanomechanical testing [162-164]. The most 
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straightforward way to measure force and displacement with a high degree of 
resolution is to take advantage of the high magnification imaging inside a TEM 
to measure the displacement of various components of the MEMS device (load 
sensor, actuator, specimen) to measure force and displacement with a high 
degree of resolution [162-165]. Espinosa and coworkers were the first to measure 
the load electronically via a capacitive sensor [166-168] (shown in Figure 1.16 (b)). 
This was a major development since it allowed the TEM or SEM to be used for 
continuous observation of the specimen deformation and failure with sub-
nanometer resolution, while simultaneously measuring the applied load 
electronically with nanonewton resolution. Therefore, the electron beam need 
not be frequently switched to measure load and displacement. The displacement 
of the sample was however still measured using displacement markers on the 
specimen itself or using the gap edges as the markers. This limited the 
magnification to a certain extent.  
This limitation was overcome by Pierron and coworkers using two 
capacitive sensors on either side of the specimen to measure the load and 
displacement electronically [169, 170] as shown in Figure 1.16 (d). This MEMS 
device is the nanoscale equivalent of the universal testing machine in the sense 
that the two capacitive sensors provide a complete 𝜎-  response directly without 
the need for any kind of imaging. As shown in Figure 1.17 a fully quantitative 
nanomechanical technique such as this MEMS device which can perform 
simultaneous microstructural observations is a significant step towards a better 
fundamental understanding of the rate-controlling mechanisms when combined 




Figure 1.16 (a) A preliminary in-situ MEMS-based tensile testing set-up with 
markers for force and displacement sensing and a bulk piezoelectric actuator 
[8, 171, 172]. (b)  MEMS platform consisting of a thermal actuator and a 
capacitive sensor [167, 168, 173]. (c) Schematic of “lab-on-chip” tensile stage 
[174]. (d) MEMS with capacitive sensors for load and displacement sensing and 
a thermal actuator [169, 175]. (e) A push-to-pull device for in-situ testing [151, 
158, 176]. (f) In-situ X-ray diffraction set-up [157].   
 




1.2.5. Current state of the MEMS technique developed by Pierron 
and co-workers 
The MEMS device has been used to characterize transient relaxation 
behavior in 100-nm-thick UFG Au microspecimens [177]. The in situ TEM results 
show that the transient relaxation behavior under large stresses is 
accommodated by sustained dislocation motion, either intergranular or 
transgranular, only in a few grains (the larger grains (above ∼200 nm) that are 
favorably oriented for maximum shear (main glide plane or grain boundary 
orientation close to 45°)). Over time, the dislocation sources, located in or close 
to grain boundary and triple junctions, become less operative as a result of the 
decrease in applied stress, or exhausted, likely leading to a transition to a grain 
boundary- diffusion based mechanism. However, most of these sources are 
robust enough to produce additional dislocations upon increase of the applied 
stress, contributing to significantly larger ductility than for monotonic tests by 
maintaining localized shear regions. 
These TEM observations have provided many insights into the transient 
behavior of the UFG Au microspecimens, there are several outstanding 
questions. What is the rate-controlling mechanism? What is the activation 
volume for such mechanisms? A deeper quantitative understanding is needed to 
answer these questions. Although these TEM observations were made using the 
MEMS device, the electronic sensing was not functional during these 
experiments. This highlights an important issue of reliability with the current 
state of the MEMS technique.  
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In order to fulfil the approach shown in Figure 1.17 for understanding the 
rate controlling mechanisms it is therefore important to repeat these transient 
relaxation experiments in-situ with complete quantification of the relaxation 
behavior such as the strain rates and stress so that signature parameters of the 
rate controlling mechanisms can be identified. There are several challenges in 
accomplishing this task. The MEMS device needs to be characterized for the 
accuracy of the measurements needed for such transient tests. Factors that 
frequently introduce errors in nanomechanical testing such as compliance of the 
clamps need to be quantified. In-situ experiments are always prone to drift issues 
and the problem is complicated even further when electronic measurements 
down to the nanometer resolution need to be made in the TEM. Therefore, after 





1.3. Part II: Thin metallic coatings to enhance fatigue life in 
small scale materials 
1.3.1. Classical fatigue mechanisms 
It is now well-known that fatigue crack initiation in conventional coarse 
grain pure FCC metals is triggered by extrusion-mediated surface roughness as 
presented in Figure 1.18 [178, 179]. This roughness occurs at the intersection of 
free surface and persistent slip bands (PSBs) and is a direct consequence of cyclic 
microplasticity [180]. In the saturation stage of the cyclic loading, strain is highly 
localized near PSBs. Ultimately cyclic irreversibilities along PSBs trigger the 
formation of protrusions [181, 182]. The corners of protrusions, with irreversible 
slip-unslip, are the preferential sites for fatigue crack initiation [183]. This 
sequence of events is regarded as conventional for fatigue crack nucleation in 
pure mono-crystalline and coarse grain FCC metals. One of the most 
comprehensive theories of surface relief formation is based on the hypothesis 
that the origin of irreversibility for the motion of PSBs is dislocation pair 
annihilation and generation of vast number of vacancies within PSBs [184]. 
 
Figure 1.18 Schematic diagram of stages before crack nucleation in fatigued 
coarse grain FCC metals [185]. 
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1.3.2. Metallic thin films as coatings to enhance fatigue life 
The NC/UFG metals are frequently found in applications in the form of 
thin films. Thin hard coatings are routinely employed in structural materials, 
particularly metals, to protect them from corrosion and wear [186, 187]. Their use 
for improving fatigue life is less straightforward [188-195]. Any surface coating 
that could potentially delay fatigue crack nucleation at or near the surface would 
in principle improve the high cycle fatigue (HCF) behavior of a metal (whose life 
is mainly dominated by the nucleation of fatigue cracks) [193]. However, the 
coating may break at the location of the extrusions developing at the surface of 
the underlying metal due to persistent slip band (PSB) formation, thereby 
resulting in little benefit [194]. Alternatively, secondary cracking resulting from 
the presence / deposition of the coating (either due to cracking of the coating 
[190, 196] or cracking of the metal underneath the coating due to surface 
modification resulting from the coating process [197]) can also decrease the 
fatigue life of the component [195]. Cracking of the coating is more likely if large 
residual tensile stresses are present [190, 191]. Secondary cracking may not reduce 
fatigue life if the presence of the coating results in large compressive residual 
stresses that can effectively improve the fatigue life by decreasing the effective 
stress intensity factor range (i.e. decreasing crack growth rates) [198, 199], with 
the opposite effect for residual tensile stresses.  Stoudt et al. argued an effective 
coating should exhibit the following five properties to prevent fatigue crack 
nucleation: “(i) hardness — to suppress the development of the characteristic 
PSB-induced surface morphology, (ii) toughness — to resist cracking where 
44 
 
subsurface PSBs intersect the film, (iii) cyclic work hardenability — to prevent 
slip localization, (iv) residual compressive stresses — to counter the effects of 
tensile stresses, and (v) adherence — to maintain surface film contact with the 
substrate” [195]. They demonstrated that a 5-m-thick nanometer-scale 
multilayered coating, consisting of 125 40-nm-thick Cu/Ni bilayers and likely 
having the five aforementioned characteristics, significantly improved the 
fatigue life (by more than one order of magnitude) of bulk polycrystalline Cu. 
1.3.3. Small-scale metallic coatings 
In contrast to bulk metals, only a few studies have investigated the role of 
coatings on the fatigue properties of small scale materials, such as thin films and 
microbeams [200-203]. Additional coating characteristics may be required 
because of the possible size effects on fatigue mechanisms. A recent HCF study 
showed an order of magnitude increase in 𝑁𝑓 due to the presence of a 10-nm-
thick Ta coating on 1-𝜇m-thick Cu films on polymer substrates [202]. For the 1-
𝜇m-thick Cu films with a mean grain size of 1.2 𝜇m, fatigue extrusions form under 
reverse loading and plastic strain amplitudes up to 0.5% as a result of cell-like 
dislocation structures [204]. For this film thickness / grain size regime, Kraft and 
co-workers have shown that the dislocation structures are similar to that 
observed in bulk materials (thinner films / small grain size are required to 
transition from bulk behavior to interface-dominated behavior) [204]. Wang et 
al. investigated the effect of a 10-nm-thick Ta coating on the HCF regime (𝑁𝑓 
between 105 and 106 cycles) of these 1-𝜇m-thick Cu films [202]. They showed that 
the increase in 𝑁𝑓 for the coated films results from the suppression of extrusion 
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formation due to the inability of the dislocations to escape at the Cu film’s 
surface. Instead of well-defined extrusions, wrinkles form at the surface, leading 
to either cracking of the Ta coating (from which extrusions can eventually form), 
or bulging and delamination of the Cu film from the substrate (also eventually 
leading to film cracking). 
Compared to the thin metallic films on polymer substrates, the bending 
fatigue behavior of the Ni microbeams studied by [205-208] is significantly 
different due to the presence of extreme stress gradients (𝜂 = 17%/m) as shown 
in . The corresponding plastic strain gradient is ~45%/m. In other words, at a 
distance of 2 𝜇m from the sidewall’s surface (~equivalent to one or twice the 
grain size) of the microbeam, the plastic strain is only 5% the value of the outer 
edge. These extreme stress gradients, which are at least one order of magnitude 
larger than sharp notches at the macroscopic scale, have been shown to affect 
significantly the S-N curves of the microbeams [205]. Our recent quantitative in 
situ SEM testing of these microresonators and post-mortem FIB cross-sections 
gave further insight into the environmental effects and governing fatigue 
mechanisms [208]. We showed that the endurance limit (at ~108 cycles) is 
related in both environments (vacuum and air) to the threshold for fatigue crack 
nucleation. However, the threshold in vacuo (𝜎𝑎 = 420 MPa) is much larger than 
in air (𝜎𝑎 = 300 MPa), with corresponding approximate plastic strain amplitudes 
of 10-4 and 10-5, respectively. During a fatigue test in vacuo at 𝜎𝑎 = 420 MPa, 
extrusions are observed on the sidewalls, but no fatigue cracks are nucleated 
(even after 6.4 × 107 cycles). For 𝜎𝑎 > 420 MPa, fatigue cracks do nucleate at the 
edges of extrusions, but require about one order of magnitude more cycling 
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compared to air. Post-mortem FIB cross-sections highlighted the presence of 
nanoscale voids in the subsurface of the extrusions, whose interconnections 
formed fatigue cracks. Also, a larger concentration of voids was observed in air 
compared to vacuum. These observations suggest that the nucleation of fatigue 
cracks is controlled by void formation, supposedly from vacancy condensation 
processes that are known to be enhanced in the presence of oxygen [209-213]. 
Fatigue damage controlled by void formation, including the nucleation of fatigue 
cracks, has already been observed in VHCF studies of bulk UFG Cu at low 𝑝𝑎 < 
10-6 [214, 215]. It is therefore reasonable that this mechanism also govern the 
fatigue crack nucleation of the microbeams under extreme plastic strain 
gradients that may prevent the formation of cell-like dislocation structures in the 
HCF regime.  
 
 
Figure 1.19 (a) SEM image of entire microresonator. (b) Microbeam 
characterized by 𝜂 = 17%/m (see (c) stress distribution across the beam width 






1.4. Motivation for the thesis 
It has been definitively recognized by experiments and simulations that 
the NC/UFG FCC metals show an order of magnitude higher strain rate 
sensitivity compared to their microcrystalline counterparts [23-27]. The 
activation volume associated with the high strain rate sensitivity of 
nanostructured metals is of the order of 1-10 𝑏3 which is two orders of magnitude 
lower than CG metals implying different atomistic mechanisms controlling the 
deformation in nanostructured metals compared to CG metals. However, the 
mechanisms underlying such trends are not well understood even after decades 
of research [217]. Several deformation mechanisms have been identified, either 
via experiments and/or simulations, in NC /UFG metals which are not observed 
in CG metals at room temperature but there is a lack of quantitative 
understanding of these mechanisms that can rationalize the observed variations 
in parameters as the characteristic structural length scales are altered by several 
orders of magnitude. MD simulations can provide deeper insights into the 
underlying mechanisms but they suffer from several limitations from being 
applicable to quasi-static strain rates [218]. Also, the results from MD simulations 
need to be verified experimentally. Moreover, plastic deformation in nano-grains 
does not leave behind any footprints in its wake unlike CG metals [219], so post-
deformation analysis would not be of much help in understanding the 
deformation mechanisms. Therefore, there is a need for developing in-situ 
quantitative nanomechanical techniques for better quantitative understanding 
of the deformation mechanisms. 
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This thesis aims at building on top of the MEMS-based technique for in-
situ TEM nanomechanical testing proposed in [169, 170, 175]. It will aim at 
overcoming the limitations in the capacitive sensing capabilities of the MEMS 
device, highlighted in Section 1.2.4. The capabilities of the technique to 
accurately measure stresses and strains will be assessed by characterizing the 
various sources of errors such as compliance in the clamps and noise-to-signal 
ratio of the capacitive sensing. Further, the issues related to the drift during in-
situ operation of the MEMS device will have to be studied for successful 
experiments. After establishing the capability of the technique to measure 
activation volumes and performing microstructural observations at the same 
time, the MEMS device will be used to perform transient stress relaxations of 
UFG Au and Al microspecimens in the TEM. 
This thesis also aims to study the use of UFG Au in thin film form as a 
coating to improve fatigue behavior. As emphasized in Section 1.3 recent studies 
by our group have highlighted strong size effects on the bending high cycle 
fatigue behavior of electroplated Ni microbeams tested using MEMS 
microresonators [208]. Ultralow fatigue crack growth rates were measured for 
these microbeams (average values down to ~10-14 m/cycle), and a discontinuous 
process for both fatigue crack nucleation and propagation that involved void 
formation, most likely based on vacancy condensation processes was proposed 
[208]. The environment plays a significant effect on fatigue lives that are three 
orders of magnitude longer in vacuo than in air. Studies on irradiation of metals 
(whereby large concentrations of vacancies are introduced) have shown that 
oxygen stabilizes void nucleation compared to the other vacancy cluster defects, 
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by decreasing the void surface energy through a chemisorption process [209-
213]. It is therefore possible that the formation of voids during cyclic loading of 
the Ni microbeams in air is facilitated by the presence of oxygen, resulting in 
faster nucleation and growth of small cracks. Given the observed fatigue damage 
and significant environmental effects for the uncoated microbeams, an Au 
coating on the Ni microbeams is expected to act as a diffusion barrier to prevent 
oxygen from assisting void formation. 
The objectives of this thesis are as follows: 
 Develop a fully quantitative in-situ TEM MEMS-based 
nanomechanical testing technique which can simultaneously measure 
activation volume and allow microstructural observations under high 
magnification. 
 Understand and qualify the issues related to the drift in the TEM 
imaging as well as electronic sensing during in-situ operation of the 
MEMS set-up.  
 Provide measures of reliability for the signature parameters such 
as the true activation volume calculated from in-situ transient stress 
relaxations. 
 Investigate the role of 850-nm-thick electroplated Au coatings on 
the fatigue behavior of Ni microbeams, particularly its effect on void-









This chapter presents different nanomechanical testing methods used 
and developed in this study. Section 2.2 outlines the development of a MEMS 
based technique for in-situ TEM tensile testing. Section 2.3 presents the details 
of the commercial in-situ tensile testing technique based on Push-to-Pull 
devices. Section 2.4 presents the details of MEMS microresonators used for Very 
High Cycle Fatigue (VHCF) testing of microbeams under extreme stress 
gradients.   
2.2. Development of MEMS-based in-situ TEM tensile testing 
2.2.1. Geometry of the MEMS device 
The MEMS device shown in Figure 2.1 (a) and schematized in Figure 2.1 
(b) provides the means for the actuation and sensing via electrical signals and is 
central to the testing technique. It consists of a thermal actuator, two 
interdigitated capacitive sensors (𝐶𝑆1 and 𝐶𝑆2), a load sensing beam and a 
“specimen gap” for observations in the TEM. The MEMS devices are fabricated 
by MEMSCAP using the SOIMUMPs process. The silicon-on-insulator (SOI) 
wafer consists of a 10-𝜇m-thick n-type monocrystalline Silicon on a 1 𝜇m thin 
oxide layer sitting on a 400-𝜇m-thick substrate. The monocrystalline Si 
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structural layer is patterned to create the required components of the device 
while the substrate is patterned and etched from “bottom” side to the oxide layer 
to create freestanding structures for TEM imaging purposes.  
The thermal actuator consists of ten pairs of beams inclined at 5° which 
provide the driving displacement to the device by resistive heating. The 
displacement of the thermal actuator can be controlled by controlling the voltage 
being applied across the inclined beams, however the displacement of the 
specimen being tested cannot be controlled as explained later in this section. A 
very large heat sink is provided between the thermal actuator and the nearest 
capacitive sensor, the distance of the actuator from the specimen gap being 
about 1.5 mm. This heat sink limits the temperature increase near the specimen 
gap to 0.07 °C/10 nm displacement of the thermal actuator which means a 
temperature increase of 10 °C for a typical test [175]. The capacitive sensor 𝐶𝑆1 is 
sandwiched between two air gaps filled with epoxy glue which provide a rigid 
and yet electrically isolated connection to the rest of the device as shown in 
Figure 2.1 (b). It should be noted that the SOIMUMPs Plus process offers the 
capability of having free-standing silicon oxide bridges underneath the Si 
structural layer [220], which would circumvent the need to filling the air gaps 
with epoxy glue. One of the air gaps connects 𝐶𝑆1 to the thermal actuator while 
the other air gap connects it to one end of the specimen gap. 𝐶𝑆1 therefore 
measures the displacement of the thermal actuator 𝑋𝐴. The other capacitive 
sensor 𝐶𝑆2 is rigidly connected to the load sensor and hence measures the 
displacement of the load sensor 𝑋𝐿𝑆. The specimen gap lies between the two 
capacitive sensors and the displacement of the specimen 𝑋𝑆 is therefore given by: 
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𝑋𝑠 = 𝑋𝐴 − 𝑋𝐿𝑆 (2-1) 
It should be noted that in the absence of a specimen the load sensor does not 
move and therefore 𝐶𝑆2 measures zero displacement upon application of a 
voltage to the thermal actuator. It should also be noted that the test is not 
displacement controlled since 𝑋𝑆 cannot be controlled. 𝑋𝐴 can be controlled via 
controlling the voltage applied to the thermal actuator but 𝑋𝐿𝑆 depends on the 
specimen since the load sensor has to move in order to measure the load in the 
specimen, therefore from Eq. (2-1) 𝑋𝑆 cannot be controlled. The load sensor is 
made of 4 beams (length: 500 𝜇m) deforming in bending mode. The width of the 
load sensor beam primarily dictates the load sensor stiffness 𝐾𝐿𝑆, which can 
either be 480 or 100 Nm-1 in the present study. 𝐾𝐿𝑆 should be designed such that 
it is less than the stiffness of the specimen (𝐾𝑆) being tested. The force 𝐹 
measured by the load sensor can be calculated from its displacement 𝑋𝐿𝑆 as 
follows: 
    𝐹 = 𝐾𝐿𝑆*𝑋𝐿𝑆 (2-2) 
The applied stress is obtained by dividing 𝐹 by the specimen’s cross sectional 
area, and the strain by dividing 𝑋𝑆 by the specimen’s gauge length. The next 





Figure 2.1 (a) SEM image of a wirebonded device, (b) Schematic showing 
different components of the MEMS device and the associated displacements 
and (c) Lump model of the MEMS device with corresponding governing 
equations. 
2.2.2. Capacitive sensing of displacements 
As mentioned above, the load and displacement of the specimen are 
electronically measured using the two capacitive sensors. Each of the capacitive 
sensors consist of a set of beams attached to the device (fixed beams) and a set 
of beams attached to the moving central shuttle of the device (moving beams). 
Every single fixed beam forms a capacitive pair with a corresponding moving 
beam comprising a total of 21 pairs of combs on each side of the MEMS device 
symmetry axis. During a test, the moving beams are displaced with respect to the 
fixed beams and this displacement causes a change in capacitance of the sensors. 
Therefore, the change in capacitance in each of the capacitive sensors is 
measured and the associated displacement is analytically calculated. When an 
input voltage 𝑉𝑖𝑛 is applied to the thermal actuator, the resulting displacement 
of the thermal actuator, 𝑋𝐴, produces a corresponding displacement in the beams 
of both capacitive sensors 𝐶𝑆1 and 𝐶𝑆2 if a specimen is present in the specimen 
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gap (only the 𝐶𝑆1 beams move if there is no specimen). The displacement, 𝑋, of 
the capacitive sensors can be related to their capacitance 𝐶 using: 







where 𝛼 is the calibration constant, 𝜅 is the relative permittivity of air (𝜅 ≈ 1), 
0 = 8.854 × 10
−12 Fm−1 is the permittivity of free space, 𝑛(= 42) is the number 
of comb structures, A is the overlapping area of the comb structure, 𝑑1(nominal 
value: 2.5 𝜇m) and 𝑑2(nominal value: 10.5 𝜇m) are the initial gaps between the 
comb structures which are actually measured using SEM images of the device 
typically after or before the test. The change in capacitance, ∆𝐶, between 𝑋 =
0(𝑉𝑖𝑛 = 0) and 𝑋(𝑉𝑖𝑛) is given by: 













The capacitance changes are measured using a commercially available 
capacitive readout sensor MS3110, manufactured by Microsensors Inc. MS3110 is 
an ultra-low noise CMOS IC capable of sensing capacitance changes down to 4 
aF/rtHz [221]. MS3110 senses the difference in capacitance between two 
capacitors whose capacitances are to be measured (say, 𝐶1,𝑒𝑥 and 𝐶2,𝑒𝑥) and 
provides an output voltage proportional to that difference. Two internal 
capacitances 𝐶1,𝑖𝑛 and 𝐶2,𝑖𝑛 are provided to form a balanced pair with the external 
capacitances (𝐶1,𝑒𝑥 and 𝐶2,𝑒𝑥) as shown in Figure 2.2. The output voltage 𝑉𝑜𝑢𝑡 is a 
linear function of the difference between sensing capacitances 𝐶2,𝑡 and 𝐶1,𝑡 
according to Eq. (2-5): 
    𝑉𝑜𝑢𝑡 = 𝜆(𝐶2,𝑡 − 𝐶1,𝑡) + 𝑉𝑟𝑒𝑓 




𝐶1,𝑡 = 𝐶1,𝑖𝑛 + 𝐶1,ex 
 
    𝜆 = 𝐺𝐴𝐼𝑁 ∗ 𝑉2𝑃25 ∗ 1.14/𝐶𝐹 (2-6) 
where, 𝜆 is constant for a particular test and is determined by Eq. (2-6) using the 
parameter values selected for the chip as shown in Figure 2.3. 𝑉2𝑃25 is equal to 
2.25 V, 𝐺𝐴𝐼𝑁 can be either 2 or 4 V/V (always kept at 2) and 𝐶𝐹 is usually kept 
at 2.014 pF.  𝑉𝑟𝑒𝑓 is an output offset voltage which be set to 0.5 V or 2.25 V (always 
kept at 2.25 V) using SOff in Figure 2.3 and it also remains constant during a test.  
 





Figure 2.3 MS3110 chip parameters used in a particular test. It should be noted 
that the CSELECT value should always be kept at 0.5 kHz to minimize noise. 
All other parameters except for CS1 and CS2 (which correspond to the values of 
the internal capacitances 𝐶1,in and 𝐶2,in) are usually never changed. 
Since the MS3110 chip measures the difference between two input 
capacitances, in order to measure the value of just one capacitive sensor (say 𝐶𝑆1 
or 𝐶𝑆2), one can measure the difference between 𝐶𝑆1 (or 𝐶𝑆2) and a constant 
capacitor as shown in Figure 2.7 (b). Since the capacitances of 𝐶𝑆1 and 𝐶𝑆2 are of 
the order of pF, an error in the value of the constant capacitor will significantly 
affect the stress and strain calculations. However, the constant capacitor can be 
eliminated from the equation by taking the difference between 𝑉𝑜𝑢𝑡 at a 
particular 𝑉𝑖𝑛 (at which the displacement is to be measured) and 𝑉𝑜𝑢𝑡(𝑉𝑖𝑛 = 0).  
This procedure provides us with ∆𝐶𝑆1 (or ∆𝐶𝑆2) as a function of 𝑉𝑖𝑛 as given by: 
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    ∆𝐶𝑆1 = [𝑉𝑜𝑢𝑡




    ∆𝐶𝑆2 = [𝑉𝑜𝑢𝑡
𝑏̅̅ ̅̅ ̅(𝑉𝑖𝑛 = 0) − 𝑉𝑜𝑢𝑡
𝑏̅̅ ̅̅ ̅(𝑉𝑖𝑛)]/𝜆
𝑏 (2-8) 
where the superscripts 𝑎 and 𝑏 refer to the two MS3110s respectively, 𝜆𝑎 and 𝜆𝑏 
are the proportionality constants of the two MS3110s. 𝑉𝑜𝑢𝑡̅̅ ̅̅ ̅ represents the average 
of the samples of 𝑉𝑜𝑢𝑡 collected by the data acquisition unit as shown in Figure 
2.4. 
 
Figure 2.4 National Instruments Data Acquisition system (NI-DAQ) to sample 
𝑉out collected from the two MS3110 chips 
 
The sampled 𝑉𝑜𝑢𝑡 collected from the DAQ system is divided into blocks 
of 10000 measurements and the average value of each block is calculated to give 
𝑉𝑜𝑢𝑡̅̅ ̅̅ ̅. The size of these blocks and the sampling frequency can be controlled. It 
should be noted however, choosing a high sampling frequency slows down the 
data acquisition rate and therefore the speed of the test. Choosing too large a 
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block size can prevent one from capturing the transient response since the 
transient response would be averaged out. Sometimes the sampled 𝑉𝑜𝑢𝑡 can be 
very noisy due to external parasitic capacitances which vary depending on the 
set-up. An example is shown in Figure 2.5 (a) where the noise in the sampled 
𝑉𝑜𝑢𝑡 data corresponds to 1 𝜇m of displacement in the capacitive fingers. This level 
of noise is obviously unrealistic and cannot correspond to physical mechanical 
motion of the fingers since the fingers move by only 1.6 𝜇m of displacement at 
the application of 4V to the thermal actuator. If this sampled data were divided 
into blocks and then each block was averaged then the 𝑉𝑜𝑢𝑡̅̅ ̅̅ ̅ obtained would 
result in a very large noise of the order of 1 fF in the capacitive signals. This noise-
to-signal ratio is unacceptable for our experiments because the capacitive signal 
changes by only a few femtofarads during stress relaxations. Therefore, in order 
to be able to capture stress relaxation, noise levels of 0.1 fF are required in the 
capacitive data measurement. Figure 2.5 (b) shows the histogram of the samples 
of 𝑉𝑜𝑢𝑡 from one block of 10000 measurements (this block corresponds to the 
first 1 second of samples in Figure 2.5 (a)). As shown, most the samples of 𝑉𝑜𝑢𝑡 
are scattered around the mean of the block of data. Therefore, in order to reduce 
the noise in the data the following strategy is proposed. A noise reduction band 
of a certain amplitude is used to filter out the samples of 𝑉𝑜𝑢𝑡 that lie above below 
this band. This band is placed around the mean of a block of the sampled data 
and then the filtered data in the block is averaged to obtain 𝑉𝑜𝑢𝑡̅̅ ̅̅ ̅. By choosing the 
amplitude of the band appropriately, usually around 20-40 mV, the noise in the 
data can be reduced as shown in Figure 2.5 (c). As shown in Figure 2.5 (d) the 
filtering allows us to capture stress relaxations on the order of 7 MPa very 
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accurately. It should be noted the noise in the sampled 𝑉𝑜𝑢𝑡 does not actually 
affect the average 𝑉𝑜𝑢𝑡̅̅ ̅̅ ̅ obtained by averaging the samples in the individual block. 
This is because as shown in Figure 2.6 the DC component of the FFT of the 
sampled 𝑉𝑜𝑢𝑡 has a very large amplitude compared to the higher frequencies. 
Therefore, removing the higher frequency components from a block of the 
sampled 𝑉𝑜𝑢𝑡 will not affect the average of the block which will be equal to the 
amplitude of the DC component of the FFT. Thus, filtering out the higher 
frequencies of the sampled 𝑉𝑜𝑢𝑡 will not reduce the noise in the capacitive data. 
Therefore, the elaborate noise reduction method, described in this section, by 




Figure 2.5 (a) Sampled outV  with a large noise-to-signal ratio. The band for 
reducing noise (noise reduction amplitude = 35 mV) is shown and a block from 
which outV  is calculated is indicated on the chart. (b) Histogram of the outV  
from one block of the sampled data (~1s) shows a very narrow distribution of 
the samples around the mean. The band for removing the noise is also shown. 
(c) The effect of changing the amplitude of the noise reduction band on the 





















noise. (d) Filtering can reduce the noise levels from 1 fF to 0.1 fF which 
corresponds to a reduction of noise in the stress from ±5 MPa to ±0.5 MPa.  
 
Figure 2.6 FFT of the sampled outV  showing that the DC component has 
a very large amplitude compared to the higher frequencies so therefore filtering 




2.2.2.1. Sensing calibration  
The calibration constant, 𝛼 in Eqs. (2-3) & (2-4) accounts for the deviation 
of the capacitances measured by the capacitive sensors from the analytical 
equation and is assumed to be a constant for the entire duration of a test. It has 
to be obtained separately for each of the two MS3110s used to measure ∆𝐶𝑆1 and 
∆𝐶𝑆2. To calculate 𝛼𝐶𝑆1(𝛼 associated with the MS3110 chip measuring Δ𝐶𝑆1), 𝑋𝐴 
is measured optically at a particular 𝑉𝑖𝑛 (say 3V) and the corresponding (∆𝐶𝑆1)𝑒𝑥𝑝 
is measured via the MS3110 chip. Assuming, 𝛼 = 1 in Eq. (2-3), the difference 
between 𝐶(𝑋𝐴) − 𝐶(𝑋 = 0) is calculated as (∆𝐶𝑆1)𝛼=1. The ratio of (∆𝐶𝑆1)𝑒𝑥𝑝 to 
(∆𝐶𝑆1)𝛼=1 is equal to the calibration constant 𝛼𝐶𝑆1. Technically, 𝛼𝐶𝑆2 can be 
After removing the DC 
component




calculated in a similar manner, i.e., by measuring 𝑋𝐿𝑆 and the corresponding 
(∆𝐶𝑆2)𝑒𝑥𝑝, but the values of 𝑋𝐿𝑆 are typically around 100 nm which makes it 
difficult to measure optically. Therefore, to measure 𝛼𝐶𝑆2 the two MS3110s were 
switched after the specimen had failed so that the MS3110 measuring Δ𝐶𝑆2 during 
the test now measures Δ𝐶𝑆1 and hence can be calibrated in a similar manner to 
𝐶𝑆1. The ratio of (∆𝐶𝑆1)𝑒𝑥𝑝 (measured after switching the MS3110s) to (∆𝐶𝑆1)𝛼=1 
is equal to the calibration constant 𝛼𝐶𝑆2. It should be noted however that in an 
in-situ test where 𝑋𝐴 and 𝑋𝐿𝑆 can be measured at high magnifications down to a 
resolution of 10 nm via electron beam, there is no need to make such 
assumptions and 𝛼𝐶𝑆1and 𝛼𝐶𝑆2 are calculated independently. The difference 
between the ex-situ and in-situ methods of obtaining the calibration constants 
is summarized in Table 2.1.  
 
Table 2.1 Methods for obtaining calibration constants 𝛼 for 
1CS  and 2CS  




MS3110 for 𝐶𝑆1 
𝑋𝐴 measured 
optically 
(∆𝐶𝑆1)𝑒𝑥𝑝 (∆𝐶𝑆1)𝛼=1⁄  
𝐶𝑆2 








MS3110 for 𝐶𝑆1 
𝑋𝐴 measured by 
TEM 
(∆𝐶𝑆1)𝑒𝑥𝑝 (∆𝐶𝑆1)𝛼=1⁄  
𝐶𝑆2 
Measured with 
MS3110 for 𝐶𝑆2 
𝑋𝐿𝑆 measured by 
TEM 




2.2.2.2. Differential vs single sensing 
The capacitive technique (single capacitive sensing) presented in this 
thesis is a significant improvement over the differential sensing technique used 
earlier [169, 170]. In a differential capacitive sensing technique only one MS3110 
chip is used, to measure Δ𝐶𝑆2 − Δ𝐶𝑆1 as shown in Figure 2.7 (a) and Eq. (2-9). 
By assuming the material being tested to behave in a linear elastic manner, Δ𝐶𝑆1 
and Δ𝐶𝑆2 are then obtained from the difference Δ𝐶𝑆2 − Δ𝐶𝑆1 using an iterative 
procedure starting with an initial value of the unknown Young’s modulus of the 
material and running the procedure until the solution converges (see [169] for 
details). As it can be clearly seen, unlike the single sensing, differential sensing 
does not provide independent measurements of Δ𝐶𝑆1 and Δ𝐶𝑆2, which means 
that Δ𝐶𝑆2 could not be measured in real-time with differential sensing used in 
earlier works [169]. With independent sensing, Δ𝐶𝑆2 can be measured in real 
time and hence by Eqs. (2-2) & (2-4) (see Section 2.2.4) stress can be measured 
in real time which significantly expands the envelope of this technique and 
enables performing transient mechanical tests such as repeated stress 
relaxations. 







Figure 2.7 (a) Differential capacitive sensing used in previous works 
[169, 170] and (b) Single capacitive sensing with two MS3110 chips (a and b) and 
constant capacitors [222, 223]. 
 
2.2.3. Specimen fabrication and handling 
Nanomechanical testing usually involves handling and manipulation of 
small scale specimens. Several issues arise with poor manipulation of specimens 
including misalignment of the specimen with respect to the loading axis, which 
is significant especially in a tensile test [224]. The microstructure of the thin film 
could be affected and the film itself can be damaged during manipulation. 
Clamping of these specimens also presents a great challenge in terms of keeping 
the stiffness of the clamps large as compared to the specimen being tested. 
Perhaps the best solution to circumvent these issues is to co-fabricate the 
specimens with the MEMS device, which can be done with ultrathin films [8, 174, 
225]. However, this limits the use of a MEMS device to only one specimen, and 
restricts the choice of materials and structures (mainly thin films) to be tested. 
Omniprobes in combination with focused ion beam (FIB) microscopes can be 
used to pick and place specimens and clamp them with electron-beam induced 
Pt deposition [226, 227]. However it has been observed that the ion beam 
damages the specimen because of deposition of Ga ions [228] and that the 
64 
 
stiffness of the Pt clamps may not necessarily be large enough to prevent their 
deformation. Recent improvements in FIB microscopes, such as Helium ion 
microscope [229] may provide a pathway to efficient pick-and-place approaches. 
It should also be noted that clamps compliance is not necessarily an issue if an 
independent technique for strain measurements (based on digital image 
correlation) is employed [227, 230].           
The specimens used in this study were fabricated independent of the 
device. using a process involving optical lithography, electron-beam evaporation, 
a lift-off technique, and XeF2 etching of the Si substrate with a thin native oxide 
[169]. At the end of the process, the specimens are free-standing cantilevers, 
connected on one side to a large island as a support. In order to test these free-
standing specimens, we have developed a FIB-less procedure for manipulating 
microspecimens made of ultrathin film materials under an optical microscope 
using a micromanipulator. The main idea is to fabricate “dog-bone” shaped 
specimens (see Figure 2.8 (a)) with large ends (~30 by 20 𝜇m) with respect to 
the gauge section (a nanobeam that is ~25 𝜇m long, ~1.8 𝜇m wide and ~100 nm 
thick) to facilitate the process of manipulation and effective clamping of the 
specimens on our MEMS devices. The free-standing specimen is broken off from 
the large islands (see Figure 2.8 (a)) using a very fine tungsten tip such that one 
end of the dog-bone structure gets attached to the tip because of surface tension. 
Once the specimen has been ‘picked’ this way, it can be ‘placed’ on the sample 
gap in the MEMS device shown in Figure 2.8 (b). The large ends of the dog-bone 
structure can then be clamped by placing the ends over epoxy (typical modulus 
3-4 GPa) pre-dispersed on the Si bridges as shown in Figure 2.8 (b), which should 
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result in stiff clamps given the large area of the ends. The advantage of the dog-
bone shape can be appreciated in the pick and place step. Since only the ends of 
the structure come in contact with the tungsten tip the gauge length remains 
free of any physical damage and also the damage caused to the ends is immaterial 
since they are used only for clamping. The gauge length is chosen as the 
freestanding length of the gauge section which does not have any glue 
underneath it. This is explained further in the Section 3.3.6. 
 
 
Figure 2.8 Steps to FIB-less manipulation. (a) A micromanipulator is used to 
break freestanding specimens from an island and “pick” them. (b) The “picked” 
specimens are “placed” on the sample gap and clamped using UV-curable glue. 
There is no FIB damage to the gauge length using this procedure. 
 
2.2.4. Calculation of stress and strain 
Figure 2.9 shows the calculation of stress and strain from the raw data 
(∆𝐶𝑆1 & ∆𝐶𝑆2) obtained using the MS3110 chips. 𝑋𝐿𝑆 is calculated from ∆𝐶𝑆2 
using Eq. (2-4) and the force 𝐹 in the sample is obtained from 𝑋𝐿𝑆 using Eq. (2-
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2). The stress in the sample, 𝜎, is calculated by dividing 𝐹 by the nominal cross-
sectional area 𝐴 of the sample. Similarly, 𝑋𝐴 is calculated from ∆𝐶𝑆1 using Eq. (2-
4) and the displacement in the sample is obtained using Eq. (2-1). The strain in 
the sample is calculated by dividing the displacement by the gauge length, 𝑙. 
 
 
Figure 2.9 Methodology to obtain stress and strain from the measured raw 
data, Δ𝐶𝑆1 and Δ𝐶𝑆2. 
 
2.2.5. Ex-situ and in-situ TEM set-up 
Figure 2.10 shows the ex-situ and the in-situ TEM set-ups for these 
experiments. The in-situ experiments were performed in FEI Tecnai F30 TEM. A 
16-lead electrical biasing holder by Nanofactory shown in Figure 2.10 (c) was 
used to perform the in-situ experiments. The MEMS device was glued to the chip 





Figure 2.10 Ex-situ and in-situ TEM set-ups. 
 
2.2.6. FEM modeling 
To study the effect of the compliance of the glue on the modulus, a 3D 
finite element model of the specimen and glue was developed using ANSYS 16.1. 
Figure 2.11 shows the geometry of the model, consisting of half the Au specimen 
(100-nm-thick) and the epoxy glue (thickness 𝑡𝑔 = 1 and 10 𝜇m) underneath one 
clamp. The overlap between the glue and the specimen varies in the model, in 
order to study cases where glue is present underneath part of the specimen’s 
nominal gauge length (~20 𝜇m). Linear elastic material properties were assumed 
and are listed in Table 2.2. The bottom of the glue was fixed and a normal stress 
(of 300 MPa) was applied onto the other end of the specimen, in order to mimic 




















Table 2.2 Material properties used in the FEM model 
Material E (GPa) 𝝂 
Gold 80 0.43 
Glue (Epoxy) 3 0.3 
 
 
Figure 2.11 Schematic showing the geometry, loads and boundary conditions 
used in the FEM model to study the effect of compliance of the glue on the 
effective modulus of the microspecimen [222]. 
 
2.3. Push-to-pull (PTP) device for in-situ TEM tensile testing 
A commercial technique to realize in-situ tensile testing is by a TEM 
nanoindentation device (PI 95 PicoIndenter from Hysitron, Inc., Minneapolis, 
MN, USA) [142, 231-233] coupled with a push-to-pull (PTP) device developed by 
Hysitron, Inc [151, 158]. The PTP device is microfabricated on a silicon-on-
insulator wafer and consists of a semicircular end and specifically designed 
cutouts, as shown in Figure 2.12 (a). When a diamond punch is driven into the 
semicircular end, the gap in the middle of the device is elongated and a sample 
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spanning this gap is pulled uniaxially in tension, attenuated by the spring 
constant of the PTP device. The gauge section of the sample stays within the field 
of view of the TEM while the sample is being pulled, and a real-time video of the 
sample across the gap is taken. The force and displacement of the 
nanoindentation punch are also recorded simultaneously by the 
nanoindentation device. This in situ tensile testing setup allows for the 
investigation of the strain-induced microstructural evolution and mechanical 
properties in NWs and other electron-transparent samples. The force-
displacement curve of an empty PTP device (i.e., without an attached test 
specimen) is shown in Figure 2.12 (b). As designed, the force loaded on the PTP 
device is linearly proportional to the motion distance of the nanoindentation 
punch, which represents the device stiffness along the tensile axis. The linear 
response of the PTP device facilitates the extraction of the contribution of a 
sample when attached to the device, because the sample and the PTP device 
springs are mechanically in parallel. It should be pointed out here that the 
stiffness of the PTP device can be tuned by changing the dimensions of the 
springs and that the lateral stiffness of the PTP device is much larger than that 
along the tensile axis to ensure a predominantly uniaxial loading condition. 
Additionally, by adjustment of the stiffness or mass of the movable portion of the 
device, the device’s resonant frequency can be improved to protect the sample 





Figure 2.12 (a) SEM image of the microfabricated push-to-pull (PTP) device 
[151]. When the device is pushed on the semicircle end (arrow at left), the 
specimen gap (dashed rectangle) expands while staying in the field of view of 
the electron microscope. (b) The linear force vs displacement response of the 
PTP device without a sample spanning the specimen gap, showing the inherent 























2.4. MEMS microresonators for fatigue bending   
2.4.1. Specimen geometry and material properties 
The specimens were fabricated with the MetalMUMPs® process from 
MEMSCAP. MetalMUMPs is an electroplated nickel micromachining process, 
which includes the patterning of a thick layer of photoresist that forms a 
patterned stencil for the electroplated Ni. The electroplating process is at 30 °C, 
with a current density of 20mA/cm2 and a pH level of 4 [234]. The Ni bath 
consists of nickel sulfamate, nickel bromide, nickel, and boric acid, with a 
concentration of Ni in the bath of 99.9%. A 20-𝜇m-thick structural layer of Ni is 
electroplated on top of a 0.55-𝜇m-thick Cu base layer, and the top of the Ni layer 
is covered with a 0.5-𝜇m-thick Au layer. The fabrication process allows an 
optional coating of the metallic layer with a 0.85 m-thick electroplated layer of 
Au deposited on the top surface and side walls in selected regions [235]. Figure 
2.13 shows the geometry of the Au-coated fatigue specimens which are on-chip 
microresonators (shown in Figure 2.13 (a)), consisting of a large fan-shaped mass 
connected to a Au-coated Ni microbeam (see Figure 2.13 (b) for the location of 
the Au coating, covering the entire microbeam). The microbeam is ~60𝜇m long 
and the width of the narrowest Ni section is ~11.5𝜇m which produces a 





= 17% 𝜇𝑚−1. The cross-
section SEM image (see Figure 2.13 (c)) shows the 0.85-m-thick Au coating 
along the sidewalls, and the 1.35-m-thick Au coating at the top. The fan shaped 
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mass has two sets of interdigitated fingers (two “combs”), one for electrostatic 
actuation and one for capacitive sensing.       
The Ni layer has a strong ⟨001⟩ crystallographic out-of-plane texture and 
a columnar microstructure, with columnar grains that are ~5-10 𝜇m in height 
[207]. The average grain size (diameter) is 1.2 m, based on SEM images of FIB 
cross-sections. The tensile properties were measured using microtensile testing 
of dog-bone shaped specimens [207]: yield stress of 656 ± 70 MPa, tensile 
strength of 873 ± 26 MPa, and plastic strain at failure of 7.4 ± 2.8%. The high 
strength of this electroplated Ni is consistent with previous reports, knowing that 
the strength is affected by grain size (Hall-Petch effect) and the amount of 
impurities (likely resulting in solid solution strengthening), which both depend 
on the Ni bath composition and deposition conditions [236, 237]. The stress-












with 𝐸𝑁𝑖 = 172 GPa (a value consistent with the texture [207]), 𝐾 = 1451 MPa, and 
𝑛 = 0.136.  
The average grain size of the Au coating is 650 nm based on SEM images 
of the FIB cross-sections. The tensile properties of the Au coating could not be 
measured directly. Instead, the elastic modulus of Au, 𝐸𝐴𝑢, was calculated using 
finite element modeling to match the measured effect of the Au coating on the 
microresonator’s resonance frequency (f0); see sections 2.3. A value of 71 GPa was 
obtained for EAu (see section 3.1). Nanoindentation was also performed on the 
top surface of the Au coating to determine its hardness. The top surface was first 
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polished using FIB milling and then indentation was performed using a Cube 
corner 3-sided pyramid tip made of Diamond and having a tip radius of ~100nm 
(half angle = 35.26, included angle = 90). The resulting hardness was 3.02±1.1 
GPa obtained from 7 measurements taken at locations 2 𝜇m apart with 
maximum indentation depth of 120 nm. The large hardness value and therefore 
high strength seems consistent with the small grain size and possible 
strengthening due to impurities. 
 
 
Figure 2.13 (a) & (b) SEM images of the microresonators with Au coated 
microbeams; (c) Cross section of a coated microbeam; (d) SEM image of the Au 
side wall prior to fatigue testing, (e) a and 𝜃0 relationship; (f) stress-strain 
curves for Ni and Au [238]. 
 
2.4.2. Fatigue testing set-up 
The microresonators are micro-scale equivalent of bulk ultrasonic fatigue 
testers: they are driven at resonance, which lead to fully-reversed cyclic bending 
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of microbeams and fatigue failure under large enough amplitudes of rotation 
[206, 216]. A fatigue test consists of driving a microresonator at resonance (𝑓0 ~ 
9.5 kHz for the coated devices) and periodically measuring the evolution of 𝑓0 
throughout the test. Fatigue failure is defined as the number of cycles required 
to reach a 10% reduction in f0 , which was shown to correspond to a crack size of 
approximately 2 𝜇m on each side of the microbeam [206]. Unlike bulk ultrasonic 
fatigue testing, the large surface-to-volume ratio associated with the small 
specimen size prevents any significant heating of the microbeam at resonance: a 
50°C increase in temperature would lead to a reversible decrease in f0 of ~1%. 
Therefore, no significant increase in temperature occurs since the measured 
decreases in f0 during the fatigue tests are irreversible.  
The electrically grounded microbeam is actuated via electrostatic forces 
by applying an AC signal (with no offset) to one comb structure (using a 
combination of an Agilent 33220A 20 MHz waveform generator and an 
AVTECH-110G high voltage amplifier). A DC bias voltage of 100 V is applied to 
the second, sensing comb structure, resulting in induced currents generated 
during cyclic motion, which are amplified and converted to a voltage with a 
custom-made, off-chip, current-to-voltage amplifier circuit. This output voltage 
is measured with an SR830 DSP lock-in amplifier, and is proportional to the 
amplitude of rotation (0). The second comb structure is therefore used to 
measure f0 by performing frequency sweeps around the expected f0 value [207, 
239]. The amplitude of rotation 0 is also measured at the beginning of each 
fatigue test using optical images and a technique described in [206], with a 




Figure 2.14 High cycle fatigue testing setup used for tracking the changes in 
resonant frequency during the test [240].  
 
2.4.3. Numerical modelling 
A three-dimensional (3-D) finite element model (see Figure 2.15) was 
created in ANSYS 16.1 to calculate 𝐸𝐴𝑢, and to assess the effect of cracks in the Au 
coating. Modal analyses were done using Block-Lancos method to evaluate the 
microresonators’ 𝑓0 with and without the Au coating (𝑓0
𝑐𝑜𝑎𝑡𝑒𝑑 and 𝑓0
𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑, 
respectively). The model consisted of 17136 SOLID 186 elements and mesh 
convergence was ensured. Linear elastic material properties were used for Au and 
elastic-plastic material properties were used for Ni, as shown in Figure 2.13 (f). 
All displacements at the base of the beam were set to zero and the analysis was 
limited to small displacements.  
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The FEM model was also further modified to include cracks in the Au 
coating (see Figure 2.15 (c)) in order to capture the effect of cracking of the Au 
coating on f0. The cracks extend through the entire coating and the crack 
opening at the outer surface is kept at 300 nm. 
 
 
Figure 2.15 (a)-(c) Geometries of the cracked Au coated microbeams used in 




2.4.4. Calculation of stress and strain amplitudes 
The strain amplitude at the outer edges of the Ni beam, 𝑎,𝑁𝑖, is calculated 
from the measured 𝜃0 at the beginning of each fatigue test, using a finite element 
model of the microresonator described in [239], whose results are shown in 
Figure 2.13 (e). Conventional beam bending theory was used to calculate the 
corresponding strain amplitude at the outer edge of the Au coating, 𝑎,𝐴𝑢. Based 
on the half-width of the microbeam (5.75 m) and the coating thickness (0.85 




× 𝑎,𝑁𝑖 = 1.148 × 𝑎,𝑁𝑖  (2-11) 
These strain amplitude values are used to estimate the corresponding 
stress amplitudes in Ni (𝜎𝑎,𝑁𝑖) and Au (𝜎𝑎,𝐴𝑢), based on the following 
assumptions. First, any transient cyclic behavior is ignored since it cannot be 
accurately measured with the current technique that does not include a force 
transducer. Instead, the monotonic properties are employed for both Ni and Au, 
using the measured stress-strain curve for Ni (see Eq. (2-10) and Figure 2.13 (f)), 
and assuming a nominally elastic behavior for Au (see Figure 2.13 (f)). The 
assumption for Au is justified by the fact that the maximum strain amplitude in 






2.4.5. Fractography methods 
 
Figure 2.16 (a) Schematic of a horizontal cross-section of a microbeam. (b)-(f) 
Steps involved in the processing of a horizontal FIB cut (see text for details) 
[238]. 
 
A combination of SEM and FIB milling was used to observe the fatigue 
damage in the tested microbeams. FIB cuts were made using Ga ions in the FEI 
Nova Nanolab 200 FIB/SEM tool. The regions around the cracks were protected 
by depositing a ~2-𝜇m-thick layer of platinum (Pt) as shown in Figure 2.16 (c) 
prior to the FIB milling to prevent any damage to the crack morphology. The Pt 
deposition was done at 30 kV and at a current of 0.3 nA. Three kinds of FIB cuts 
were made: transverse, vertical and horizontal cuts. Transverse and vertical cuts 
were made perpendicular to the top surface of the coated beam, the cutting plane 
being perpendicular to the neutral plane for the transverse cuts while the cutting 
plane was parallel to the neutral plane for the vertical cuts as shown in Figure 5.5 
(b)-(d) (see Figure 5.5). The transverse and vertical cuts were made at 30 kV and 
1 nA current. Horizontal cuts were made perpendicular to the side wall of the 
beam as shown in Figure 2.16. To do the horizontal FIB cuts, the microbeam has 
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to be rotated by 90 and therefore is cut from the rest of the microresonator at 
high currents of 5 nA at 30 kV (see Figure 2.16 (c)-(f)). A tip mounted on a 
Kleindiek MM3A-EM micromanipulator is attached to the top of the microbeam, 
which is rotated by 90 so that the side walls are horizontal. The microbeam is 
mounted on a substrate using Pt clamps. FIB cuts are then made perpendicular 
to the side walls at a beam current of 1 nA at 30 kV.  
2.5. Conclusions 
Three nanomechanical testing techniques, two in-house MEMS-based 
techniques and one commercial technique using a Push-to-Pull device, were 
described. The two MEMS techniques shown here covered two different realms 
of nanomechanical testing: one was developed for in-situ tensile testing and the 
other for very high cycle bending fatigue. The development of the MEMS-based 
in-situ TEM nanomechanical tensile testing technique involved improvements 
in the existing electronic sensing scheme. The VHCF bending fatigue was 
realized by using kilohertz microresonators and actuating them under resonance 
and tracking the evolution of their natural resonant frequency. It was shown that 
coating these microbeams can be an effective way of studying the influence of 









The methodology to perform transient relaxation tests using the MEMS 
and the accuracy of the signature parameters obtained from such tests is 
presented in this chapter. Three different microspecimens were tested in-situ to 
calculate their 𝑉∗: 100-nm-thick Au, 200-nm-thick as-deposited Al and 200-nm-
thick annealed Al. The details of the microstructure of the three microspecimens 
are described in the Section 3.2. Section 3.3 analyzes the 𝜎-  response obtained 
through ex-situ characterization using the MEMS device and describes the 
various corrections that need to be made to the raw data. Section 3.4 then 
describes the in-situ monotonic response of all the three microspecimens. 
Section 3.5 describes the methodology to perform transient relaxation tests in-
situ and presents the results from the in-situ repeated stress relaxation 
experiments on the three microspecimens. Section 3.6 talks about the practical 
considerations while performing an in-situ experiment. Section 3.7 presents 
some preliminary TEM observations during relaxation of 100-nm-thick Au 
microspecimens and the 𝑉∗ associated with those relaxation segments. Finally, 
the accuracy of the values of 𝑉∗ obtained in these in-situ tests is discussed in 
Section 3.8 and guidelines to obtain a reliable 𝑉∗ are presented. 
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3.2. Microstructure of Au and Al ultrathin microspecimens 
As mentioned earlier, the free-standing ultrathin microspecimens were 
fabricated independent of the MEMS device, using a process involving optical 
lithography, electron-beam evaporation, a lift-off technique, and XeF2 etching of 
the Si substrate with a thin native oxide. The details of the fabrication of these 
microspecimens can be found in [169, 185].  
The SEM images of the free-standing Au microspecimens are shown in 
Figure 3.1 (a) & (b). The nominal gauge length of these specimens is 20 𝜇m, width 
is 1.8 𝜇m and thickness is 100 nm. It can be seen in Figure 3.1 (b) that there are a 
few large grains ~ 300-400 nm in size among a lot of small grains < 100nm in 
size. This can be better seen from the grain size distribution shown in Figure 3.1 
(e). Figure 3.1 (c) shows a TEM image of the ultrathin microspecimen. Twins and 
dislocations can be seen within some of the grains and the diffraction patter in 
the inset shows no in-plane texture. Figure 3.1 (d) shows a TKD (Transmission 
Kikuchi Diffraction) [241] map of the microspecimen which clearly reveals a <111> 
out-of-plane texture, as in common observed in deposited Au films [10, 11]. The 
grain size distribution shown in Figure 3.1 (e) was obtained from this TKD map 
with average grain size of ~150 nm. The AFM map of the surface roughness of 
these microspecimens shown in Figure 3.1 (f) reveals that the average surface 
roughness of these microspecimens is 1.5 nm (~1.5% of the thickness). However, 
there are some very large grooves ~5 nm deep which can influence the 
mechanical properties of these ultrathin microspecimens. 
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The SEM images of the free-standing as-deposited microspecimens are 
shown in Figure 3.2 (a) & (b). The nominal gauge length of these specimens is 20 
𝜇m, width is 1.6 𝜇m and thickness is 200 nm. It can be seen in Figure 3.2 (b) that 
the grains are roughly the same size, which is also better seen from the narrow 
grain size distribution shown in Figure 3.2 (e). Figure 3.2 (c) shows a TEM image 
of the ultrathin microspecimen and no dislocations could be observed in the as-
deposited state. Figure 3.2 (d) shows a TKD map of the microspecimen which 
clearly reveals a random texture. The diffraction contrast was not very clear for 
the Al microspecimens, therefore the dictionary approach was used to obtain the 
TKD map [242]. The grain size distribution shown in Figure 3.2 (e) was obtained 
from this TKD map with average grain size of ~90 nm and a very narrow grain 
size distribution. The lack of fringes in the TEM image in Figure 3.2 (c) means 
that there is only one grain per thickness which would mean the grains are 
columnar since the average grain size is less than the thickness of the 
microspecimen, although thickness contours could be seen in several grains 
indicating that the size of the grains is not uniform through the thickness. The 
AFM map of the surface roughness of these microspecimens shown in Figure 3.2 
(f) reveals that the average surface roughness of these microspecimens is 2.7 nm 
(~1.4% of the thickness).  
The as-deposited Al samples were annealed at 4500C under high vacuum 
conditions (less than 10-7 Torr) with the purpose of increasing the grain size of 
the microspecimens, however not much increase in grain size was observed after 
annealing. Figure 3.4 shows the microstructural characterization of the annealed 
Al microspecimens and the microstructure is very similar to the as-deposited Al 
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microspecimens. The grain size distribution obtained from the PED (Precession-
Enhanced Diffraction) [243] map of the annealed Al microspecimens shown in 
Figure 3.4 (e) gives the average grain size as 50 nm. Although it is almost half of 
the average grain size of the as-deposited Al specimens obtained from the TKD 
map, the PED map of the as-deposited specimens gives an average grain size of 
50 nm as well. Therefore, it was concluded that there was not much increase in 
grain size during the annealing of the Al microspecimens. The reason for the 
discrepancy between the PED and TKD maps is not known. The geometry of the 
annealed microspecimens is exactly the same as that of the as-deposited 
specimens except for one difference. As shown in Figure 3.3 the as-deposited 
microspecimens have a very thin boundary layer on the sides which is not present 
in annealed microspecimens. The nature of this layer is amorphous as can be 
seen from the TEM images. The boundary layer could be the result of the 
deposition process and might evaporate during annealing. The PED map shown 
in Figure 3.4 (d) shows a random texture just like the as-deposited specimens. 
The AFM map of the surface roughness shown in Figure 3.4 (f) reveals that the 




Figure 3.1 Microstructural characterization of 100-nm-thick Au ultrathin 
microspecimens. (a) & (b) SEM images of the free-standing microspecimens 
(Scale bar: 1 𝜇m and 2 𝜇m). (c) TEM image of the film showing twins and 
dislocations within the grains (Scale bar: 100nm). (d) TKD map of the gauge 
length showing <111> out-of-plane texture. (e) Grain size distribution. (f) AFM 







Figure 3.2 Microstructural characterization of 200-nm-thick as-deposited Al 
ultrathin microspecimens. (a) & (b) SEM images of the free-standing 
microspecimens. (c) TEM image of the microspecimen. (d) TKD map of the 
gauge length showing random texture. (e) Grain size distribution. (f) AFM map 
of the surface roughness.  
  
 
Figure 3.3 Images showing the boundary layer in (a) as-deposited Al 














Figure 3.4 Microstructural characterization of 200-nm-thick annealed Al 
ultrathin microspecimens. (a) & (b) SEM images of the free-standing 
microspecimens. (c) TEM image of the microspecimen. (d) PED map of the 
gauge length showing random texture. (e) Grain size distribution. (f) AFM map 
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3.3. Ex-situ testing: Correcting and rationalizing the 𝝈-𝜺 curve 
Figure 3.5 shows data obtained from the capacitive sensors 𝐶𝑆1 and 𝐶𝑆2 
during a monotonic ex-situ test of 100-nm-thick Au microspecimens and the 
resulting 𝜎–  curve. Figure 3.5 (a) shows Δ𝐶𝑆1 vs the voltage applied to the 
thermal actuator 𝑉𝑖𝑛 during the test and once the specimen fractures. The value 
of ∆𝐶𝑆1 (for a given 𝑉𝑖𝑛) is expected to decrease in the presence of a specimen 
because the displacement of the thermal actuator, 𝑋𝐴 (measured by ∆𝐶𝑆1), in the 
presence of a force (due to the specimen) is less compared to when there is no 
force (or no specimen). Although as shown in Figure 3.5 (a) the difference is not 
significant. Figure 3.5 (b) shows Δ𝐶𝑆2 vs the voltage applied to the thermal 
actuator 𝑉𝑖𝑛 during the test and once the specimen fractures. It can be seen that 
the value of Δ𝐶𝑆2 does not go to zero when the specimen fails. This is anomalous 
behavior since Δ𝐶𝑆2 measures the force in the specimen and the force should go 
to zero when the specimen fails. Figure 3.5 (c) shows the resulting 𝜎–  curve from 
this capacitive data and it can be seen that the 𝜎 goes to -180 MPa instead of zero 
once the specimen fractures as is expected because of the anomalous behavior of 
Δ𝐶𝑆2. Also, once 𝑉𝑖𝑛 begins to unload after the specimen has fractured, the 𝜎 
does not remain at -180 MPa but starts to increase as 𝑉𝑖𝑛 reduces (again 
corresponding to the anomalous behavior of 𝐶𝑆2 in Figure 3.5 (b)). Ultimately, 
when 𝑉𝑖𝑛 has completely unloaded to zero 𝜎 still shows a negative value of -90 
MPa. Finally, the elastic modulus obtained from the 𝜎–  curve is 36 GPa which 
is only 45% of the bulk value of 80 GPa for Au [244]. 
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Figure 3.6 shows more examples of 𝜎–  curves obtained with this MEMS 
device. It can be seen from Figure 3.6 (a), (b) & (c) that sometimes during initial 
loading the microspecimen does not come under stress even when there is an 
applied 𝑉𝑖𝑛 and the sample gap 𝑋𝑆 is increasing (as indicated by the increasing 
). This is due to the initial buckling of the specimen either because of previously 
accumulated plastic strain or due to improper manipulation. When the 
microspecimen is initially buckled and a 𝑉𝑖𝑛 is applied it only comes under stress 
once the microspecimen becomes taut. Figure 3.6 (c) & (e) show examples of 
buckling of the specimen (post-test) due to the elongated gauge length because 
of accumulated plastic strain during the test. Figure 3.7 (a) shows a SEM image 
of an unfractured buckled Al microspecimen. Figure 3.7 (c), (d) & (e) show 
examples of plastic overlap obtained after fracture of a microspecimen due to 
elongation in gauge length because of plastic deformation. Figure 3.7 (b) shows 
that a fractured Au microspecimen buckled instead of showing the plastic 
overlap. Figure 3.7 (c) shows a fractured Au microspecimen which exhibits 
buckling and has plastic overlap. The buckling (to accommodate plastic strain) 
or the plastic overlap is a direct consequence of the geometry of the 
microspecimens. Since the microspecimens are so thin, the stiffness of these 
specimens is not sufficient to change the specimen gap to accommodate the 
extra length acquired by these microspecimens once they elongate during a test 
and hence they either buckle or show plastic overlap. 
Negative 𝜎 values are obtained not only when a microspecimen fails as 
shown in Figure 3.5 (c) and Figure 3.6 (b) but also upon unloading 𝑉𝑖𝑛 (as shown 
in Figure 3.6 (d) & (e)). However, when negative 𝜎 values are obtained with the 
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microspecimen not fractured, the  does not go to zero (see Figure 3.6 (d) & (e)) 
unlike when the microspecimen fractures (see Figure 3.5 (c) and Figure 3.6 (b)). 
In fact it is expected that the  shows a positive value upon complete unloading 
when 𝜎 is negative (and the specimen is not fractured). Assuming 𝑋𝐴 is 
completely reversible upon complete unloading of the sample (i.e., 𝑉𝑖𝑛= 0), if 𝜎 
is negative upon complete unloading (which means Δ𝐶𝑆2 or 𝑋𝐿𝑆 is negative), Eq. 
(2-1) implies that 𝑋𝑆 should be positive or  should be positive. Lastly, negative 𝜎 
values are not always obtained when the microspecimen fails or completely 
unloads as shown in Figure 3.6 (a) & (c). It should be noted that in Figure 3.6 (c) 
 also goes to zero upon complete unloading. 
It is pretty clear by now from the 𝜎–  curves shown in Figure 3.5 and 
Figure 3.6 that there are several unresolved issues in fully understanding the 𝜎–
 curves obtained with this MEMS technique. It will be shown in this section that 
the accuracy of stress and strain measurement (and therefore elastic modulus) 
depends on six factors: 
(a) The error induced by not correcting the raw Δ𝐶𝑆2 data. This is especially 
important for the accuracy of 𝜎. 
(b) The accuracy of the calibration constants 𝛼𝐶𝑆1 and 𝛼𝐶𝑆2.  
(c) Pre-stress in the microspecimen. This can easily be measured and 
accounted for. 
(d) Drift in the capacitive signals. This is the most significant source of error 
since it is very difficult to quantify and nearly impossible to control. The drift in 
the capacitive signals makes it difficult to control the other sources of error such 
as (a) and (b). 
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(e) Compliance of the epoxy glue. This affects the elastic modulus directly. 




Figure 3.5 (a) Raw capacitive measurement of Δ𝐶𝑆1 showing little difference 
between the data with and without the microspecimen, (b) Raw capacitive 






Figure 3.6 Different types of 𝜎–  curves obtained during testing with the 
MEMS device. (a) 100-nm-thick Au. (b) 200-nm-thick annealed Al. (c) 100-nm-





Figure 3.7 (a) Inclined SEM image showing buckling caused by plastic 
deformation in an unfractured microspecimen. (b) Inclined SEM image 
showing buckling caused by plastic deformation in a failed microspecimen. (c) 
SEM image showing buckling and plastic overlap in a fractured Au 
microspecimen. (d) SEM image showing plastic overlap after fracture. (e) TEM 




3.3.1. Correction of the raw CS2 data 
 
Figure 3.8 Monotonic testing of 100-nm-thick Au. (a) Raw capacitive 
measurement of Δ𝐶𝑆2 with and without the specimen. (b) Corrected capacitive 
measurements of Δ𝐶𝑆2. (c) Uncorrected and (d) Corrected 𝜎–  curve. 
 
As shown earlier and in Figure 3.8 (a) Δ𝐶𝑆2 does not go to zero when the 
specimen fails. In situ SEM examination shows that 𝐶𝑆2 does not move in the 
absence of a specimen (based on SEM images providing a precision of 5 nm) for 
𝑉𝑖𝑛= 3 V, whereas the corresponding measured Δ𝐶𝑆2 value of −2 fF would be 
equivalent to a displacement of 80 nm [222]. Therefore, it can be concluded that 
the non-zero values of 𝐶𝑆2 in the absence of a specimen are not related to 
mechanical motion but instead electrical parasitic coupling [223]. This requires 
that the raw ∆𝐶𝑆2 measurement be corrected for this behavior. A polynomial is 
fit between ∆𝐶𝑆2 and 𝑉𝑖𝑛 (obtained in the absence of a sample) shown in Figure 
3.8 (a) and using this fit the appropriate correction corresponding to the applied 
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voltage is added to ∆𝐶𝑆2 obtained from a test. The corrected curves for Δ𝐶𝑆2 are 
shown in Figure 3.8 (b). It can be readily seen that ∆𝐶𝑆2 goes to zero when the 
sample fractures. It can also be seen from Figure 3.8 (c) & (d) that the apparent 
elastic modulus increases by ~17% from 36 GPa to 42 GPa upon correcting the 
anomalous Δ𝐶𝑆2 behavior. Also, 𝜎 more or less stays flat upon unloading after 
the correction as shown in Figure 3.8 (d). 𝜎 upon failure is however still has a 
negative value of -90 MPa even after correction. This could be due to pre-stress 
in the microspecimen or the drift in the capacitive signals.  
It is important to note that the magnitude and direction of the anomalous 
behavior of 𝐶𝑆2 can be very different. Figure 3.9 shows several examples. But no 
matter what this behavior is completely an electrical effect and not a physical 
one. This behavior is also seen in 𝐶𝑆1 sensor but the magnitude of 𝐶𝑆1 signals are 
of the order of 100 fF (see Figure 3.5 (a)) and therefore this anomalous behavior 
whose magnitude is typically of the order of 5 fF is negligible for Δ𝐶𝑆1. It is 
however very critical for Δ𝐶𝑆2 as has been shown here. 
 
Figure 3.9 Different kinds of anomalous behavior of the capacitive sensors. (a) 
Positive values. (b) Negligible anomalous behavior. (c) Negative values. It 
should be noted that in (c) anomalous behavior of 𝐶𝑆1 is also shown when the 
𝐶𝑆1 gap is not glued and thus 𝐶𝑆1 beams do not move upon applying a voltage to 
thermal actuator and therefore ideally Δ𝐶𝑆1 should be zero. It is interesting that 




3.3.2. Error in calibration constant 
Figure 3.10 shows the effect of changing 𝛼𝐶𝑆2 while keeping 𝛼𝐶𝑆1 constant 
on the monotonic response of a 100-nm-thick Au microspecimen. It can be seen 
that there is an inverse relationship between 𝜎 and 𝛼𝐶𝑆2. As 𝛼𝐶𝑆2 is doubled 𝜎 
decreases by a factor of two and vice-versa. However, this relationship is not as 
linear for all values of Δ𝐶𝑆2 (see Section 3.8). As 𝛼𝐶𝑆2 is increased the apparent 
Young’s modulus decreases more sharply. As 𝛼𝐶𝑆2 was doubled, the apparent 
Young’s modulus reduced by one-third. This is because increasing 𝛼𝐶𝑆2 decreases 
𝜎 and therefore 𝑋𝐿𝑆 and so 𝑋𝑠 increases leading to increase in  and the 
combination of the two factors leads to a sharper decrease in the apparent 
Young’s modulus.  
Figure 3.11 shows the effect of changing 𝛼𝐶𝑆1 while keeping 𝛼𝐶𝑆2 constant 
on the same monotonic response. As expected 𝜎 values are not affected however 
 decreases as 𝛼𝐶𝑆1 is increased. This two studies show the importance of 
determining 𝛼 accurately and therefore doing calibration in-situ using TEM is 




Figure 3.10 Effect of changing 𝛼CS2 
on the 𝜎–  curve. 𝛼CS2
 is increased from an 
initial value of 0.39 by 10%, 25%, 50%, 100% and -50%. The apparent Young’s 
modulus (in GPa) obtained from the slope initial linear portion of the curves 
are 39.5, 33.29, 26.93, 20.42, 13.75 and 190.84 respectively. (𝐾LS = 480 N/m, 
𝑑CS2  = 2.68 𝜇m). 
 
Figure 3.11 Effect of changing 𝛼CS1 on the 𝜎–  curve. 𝛼CS1 is increased from an 
initial value of 0.47 by 10%, 25%, 50% and 100%. The apparent Young’s 
modulus (in GPa) obtained from the slope initial linear portion of the curves 
are 39.5, 47.08, 61.44, 98.51 and 192.54 respectively. (𝑑CS1  = 2.40 𝜇m). 
 
Figure 3.12 Values of 𝛼 for various in-situ and ex-situ tests. 
 
Figure 3.12 shows the different calibration constants for the in-situ and 
ex-situ tests done by the MEMS device. It can be clearly seen that the assumption 
used to calculate 𝛼𝐶𝑆2 for an ex-situ test does not give the same results as the 
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independent in-situ calibration for 𝐶𝑆1 and 𝐶𝑆2. It is important however to 
highlight that any drift in the capacitive signals can completely throw the 
calibration off. 
3.3.3. Pre-stress in the microspecimens 
Figure 3.13 shows the monotonic behavior of an Au sample tested in –situ. 
The 𝜎 value after the microspecimen fails is -150 MPa. It was measured from TEM 
images of 𝐶𝑆2 gap before and after test that the gap increases by 25 nm. The 
initial gap (with unfractured specimen at 𝑉𝑖𝑛 = 0) was 2.68 𝜇m and the gap 
increased to 2.885 𝜇m after the microspecimen failed. This means 𝐶𝑆2 was under 
a positive stress equivalent to 25 nm of 𝑋𝐿𝑆 which corresponds to 𝜎 equal to 55 
MPa. However, the pre-stress doesn’t match the -150 MPa. Further, there is no 
physical change in the 𝐶𝑆2 gap during the drop in 𝜎 shown within the dotted 
circle in Figure 3.13. The reason for this drop could not be drift or anomalous 
behavior of 𝐶𝑆2 because of the instantaneous nature of the drop once the 
specimen completely fails. This drop could however explain the negative 𝜎 




Figure 3.13 Pre-stress calculation. (a) Monotonic 𝜎-  curve of 100-nm-thick Au 
microspecimen showing a negative stress of -150 MPa after failure instead of 
zero. (b) Overlay of the TEM images of the 𝐶𝑆2 gap before test and after 
microspecimen failure showing a difference of 25 nm in the gap indicating the 
existing of a tensile pre-stress of 55 MPa (see text) in the microspecimen. 
3.3.4. Drift in the capacitive signals 
Figure 3.14 shows Δ𝐶𝑆1 signal during a stress relaxation segment. Ideally, 
since 𝑋𝐴 remains constant during a stress relaxation Δ𝐶𝑆1 should also remain 
constant. This has been verified with in-situ SEM experiments that 𝐶𝑆1 gap does 
not change even at high applied voltages when the temperature near the 𝐶𝑆1 gap 
is high and can cause the epoxy to creep. However, as shown in Figure 3.14 Δ𝐶𝑆1 
drifts with time and so does Δ𝐶𝑆2. The reason for this kind of drift has to be 
purely electrical as physically there is no motion. It is therefore to quantify and 
predict this kind of drift and therefore very difficult to control. This can cause 
issues with calibration. Figure 3.6 (d) shows that 𝜎 after complete unloading is -
170 MPa however from TEM images before and the end of the test the change in 
𝐶𝑆2 gap corresponds to -60 MPa of change in 𝜎. The negative value of 𝜎 is 
therefore only partially explained by the pre-stress in the microspecimen. The 
value of 𝛼𝐶𝑆2 used for this test was 0.54 and if the value of the negative 𝜎 of -60 
MPa were to be matched by the capacitive data then the value of 𝛼𝐶𝑆2 that needs 
to be used is 0.90. This is almost a 50% change in 𝛼𝐶𝑆2 or 50% error in 
calibration. Figure 3.14 shows that this much error in 𝛼𝐶𝑆2 is not likely to occur 




Figure 3.14 Drift in Δ𝐶𝑆1 signal (a) and correspondingly 𝑋A (b) during a stress 
relaxation segment during which 𝑋A and Δ𝐶𝑆1 should ideally be constant. 
3.3.5. Deformation of the epoxy glue 
Figure 3.8 (c) shows that the modulus of the 100-nm-thick Au 
microspecimen is about 53% of the bulk value of 80 GPa. This low value of elastic 
modulus is partially the result of deformation of the sample outside of the “gauge 
length” due to compliance of the epoxy glue underneath it.  
Figure 3.15 (a) & (b) show the normal strain distribution obtained for a 
stress of 300 MPa in the specimen’s gauge section for two thicknesses of the glue 
(𝑡𝑔 = 10 𝜇m and 1 𝜇m respectively), corresponding to two free-standing half gauge 
lengths (5 and 10 𝜇m). The strain maps clearly illustrate non-negligible local 
deformation of the specimen in the fillet region and gauge section where glue is 
underneath, while the deformation in the widest part of the pad is negligible (as 
predicted in [223]). The strain distribution as a function of distance from the 
specimen’s half point is shown in Figure 3.15 (c) & (d); as a reference, the ideal 
case (rigid glue) is shown as well. In each case, an effective 𝐸 value, 𝐸𝑒𝑓𝑓, is 
calculated by including the finite deformation of the section of the specimen that 






























lower than  𝐸𝐴𝑢 = 80 GPa) in the case of the entire gauge section being free-
standing. The 19.75% decrease in 𝐸 results from the local deformation in the fillet 
region. If the glue is present underneath 5 𝜇m of the gauge section, the model 
predicts  𝐸𝑒𝑓𝑓 = 45.7 GPa (42.9% lower than 𝐸𝐴𝑢 = 80 GPa). The model predicts 
little effect of the thickness of the glue (see Figure 3.15 (c) and (d)). This model 
therefore shows that the accuracy in elastic strain measurement from the MEMS 
device is poor, in part due to the local deformation of part of the specimen that 
is glued. Another important reason for the poor accuracy is that the value of 
elastic strain in these specimens itself is very small due to the very small gauge 
lengths. A gauge length of 10 𝜇m would accommodate an elastic strain of 20 nm 
(0.2%) and an error of only 6 nm in the measurement can produce 30% error in 
the elastic strain. However, such a small error will not produce a significant 
inaccuracy in the measurements of plastic strain (typically 200-400 nm), as is 
shown next. 
Figure 3.15 (c) & (d) show that the stress in the specimen drops quickly in 
the section where glue is underneath. Hence it is reasonable to assume that most 
of the plastic deformation of the specimen only occurs within the free-standing 
part of the gauge section. Therefore, in the plastic regime, the increase in 𝑋𝑆 
corresponds to the increase in plastic elongation of the specimen’s free-standing 
gauge section, implying that plastic strains can be measured accurately (the free-
standing gauge length can be measured accurately from SEM images). This is 
only true if the glue underneath the specimen does not deform plastically or 
viscoelastically. This was confirmed with in situ SEM measurements. Figure 3.16 
(a) shows a clamped specimen that underwent a series a loading-unloading at 
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increasing 𝑉𝑖𝑛 values, including three holds at large 𝑉𝑖𝑛 values during which the 
specimen deforms viscoplastically [177]. The specimen was then loaded to failure, 
which occurred at 𝑉𝑖𝑛 = 2.89 V. The plastic overlap at the failure location (see 
Figure 3.16 (b)) after the test is ~370-400 nm. The distance 𝑑 between the tip of 
the specimen and one edge of the Si MEMS (see Figure 3.16 (a)) was measured 
during most of the load-unloads and holds, and no significant change could be 
measured (within the resolution of the SEM images ~ 6.2 nm; for example see 
Figure 3.16 (c)). Any change in 𝑑 would be related to plastic deformation of the 
glue (the predicted change in 𝑑 due to elastic deformation of the glue is ~0.2 
nm). Hence, a constant 𝑑 is a clear indication that no plastic or viscoelastic 
deformation of the glue occurred during the test which resulted in 370-400 nm 






Figure 3.15 (a) & (b) Strain maps for glue thickness (𝑡g) of 10 𝜇m and free 
standing lengths of the specimen (𝑙free) equal to 5 𝜇m and 9.9 𝜇m respectively, 
(c) & (d) Strain distribution along the length of the specimen and in the clamps 




Figure 3.16 (a) Clamped specimen before any tests, (b) Plastic overlap after 
several relaxations and (c) the variation in ‘𝑑’ measured during one of the 
relaxation segments. 
3.3.6. Uncertainty in gauge length 
  As the FEM model discussed in Section 3.3.5 predicts that most of the 
elastic strain and therefore stress is taken by the free-standing part of the 
specimen where there is no glue underneath it. Therefore, since failure and 
plastic deformation is expected to occur in the region where stresses are the 
highest, nominal gauge length for a test is chosen to be the free-standing length 
of the microspecimen as shown in Figure 3.17 (a). However there are certain 
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issues with this assumption. In practice it is difficult to say whether a part of the 
specimen that has glue underneath it is actually attached to the glue. For 
example, as shown in Figure 3.17 (b) fracture was observed in the region that had 
glue underneath it. This creates uncertainty in determining the gauge length. 
 
Figure 3.17 (a) Before test SEM images to identify nominal gauge length. (b) 
After test SEM images showing fracture outside nominal gauge length. 
 
 
Figure 3.18 (a) Specimen with no glue on top completely slips over the glue 
underneath under worst case scenario, (b) Addition of two small drops of glue 
on top on the same specimen improves the clamping substantially. 
 
Further, it was observed that, for the specimen shown in Figure 3.18 (a), 





even move upon testing the specimen after curing the glue. The specimen was 
loaded to 2.71 V corresponding to 𝑋𝐴 of 0.82 m, yielding 𝑋𝐿𝑆 = 0 instead of an 
expected value of 350 nm assuming the modulus of the specimen is 70 GPa. 
Therefore, the end of the specimen pulling 𝐶𝑆2 was not clamped well enough to 
pull the load sensor and the specimen was just slipping over the glue underneath 
to accommodate 𝑋𝐴 of 0.82 m. However, when the additional two drops of glue 
were dispersed as shown in Figure 3.18 (b), and the specimen was loaded to 2.71 
V, a 𝑋𝑆 of 340 nm and 𝑋𝐿𝑆 of 450 nm were recorded giving a modulus value of 16 
GPa. The two small drops were clearly not large enough to provide good 
clamping for the specimen but large size of the drops should improve the 
clamping significantly. This might be due to the glue underneath the specimen 
not getting cured under UV light, which is possible since the specimen is not 
transparent. This type of behavior adds to the uncertainty in choosing the 
nominal gauge length.  
 
3.4. In-situ monotonic testing 
The in-situ TEM monotonic response of 100-nm-thick Au films is shown 
in Figure 3.19 (a). The test was conducted in a strain rate regime of ~1-2x10-4 𝑠−1. 
The apparent elastic modulus obtained from the linear portion of the stress-
strain curve was 40 GPa. The tensile strength was obtained as 460 MPa after 
accounting for the pre-stress. The ductility was around 4%. The curve shows very 
little work hardening and plateaus around 1.5% strain showing virtually no work 
hardening. The failure occurred at 450 to the tensile axis as shown in Figure 3.20 
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(a) and Figure 3.21 (f). Figure 3.21 shows snapshots from an in-situ TEM 
monotonic test of the 100-nm-thick Au microspecimens. It was observed that 
below 1% strain there is not much dislocation activity but it rapidly increases in 
several grains as the strain increases. The strain remains almost uniformly 
distributed until 3% strain as can be seen from the local strain distribution in the 
microspecimen in Figure 3.21 (a)-(c), (g) & (h). But the strain rapidly localizes 
(see Figure 3.21 (d), (g) & (h)) and voids start to form as the strain further 
localizes (see Figure 3.21 (e)) and eventually the sample fails by the coalescence 
of the voids along a plane at 450 to the tensile axis (see Figure 3.21 (f)).  
The yield stress of the 100-nm-thick Au microspecimens was obtained as 
450 MPa at a strain rate of ~1-2 x 10-4 𝑠−1. Wang and Prorok [11] obtained yield 
stress yield stress values around 390 MPa for 250-nm-thick Au films with average 
grain size of 40nm tested at a strain rate of 2 x 10-4 𝑠−1.  Emery and Povirk [245] 
obtained yield stress in the range of 380-470 MPa for Au films with thickness 
ranging from 200-550 nm (thicker films having lower yield stresses) tested in 
the 10-5 – 10-4 𝑠−1 strain rate range. Chasiotis et al. [246] obtained yield and 
saturation stress as 220 MPa and 280 MPa respectively for 500-nm-thick Au 
films tested at 10-4 𝑠−1. Jonnalagadda et al. [10] measured the yield stress of 850-
nm-thick Au films with average grain size of 40 nm as 700 MPa tested at 10-4 
𝑠−1.  
The in-situ TEM monotonic response of 200-nm-thick as-deposited Al 
films is shown in Figure 3.19 (b). The test was conducted in a strain rate regime 
of ~1-2x10-4 𝑠−1. The apparent elastic modulus obtained from the linear portion 
of the stress-strain curve was 17 GPa. The tensile strength was obtained as 235 
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MPa and the ductility was around 4%. The curve becomes non-linear showing 
some work hardening after just 1% of strain and ultimately plateaus around 3% 
strain. The in-situ TEM monotonic response of 200-nm-thick annealed Al films 
is shown in Figure 3.19 (c). The test was conducted in a strain rate regime of ~1-
2x10-4 𝑠−1. The apparent elastic modulus obtained from the linear portion of the 
stress-strain curve was 20 GPa. The tensile strength was obtained as 280 MPa 
after accounting for the pre-stress and the ductility was around 2.5%.  
The yield stress of the 200-nm-thick Al microspecimens was obtained as 
220 MPa at a strain rate of ~1-2 x 10-4 𝑠−1. Haque and Saif [8, 247] measured the 
yield stress of 50-nm-thick Al films with average grain size of 22 nm as 350 MPa. 
Haque and Saif [8] also tested 100-nm-thick Al films with 50 nm grain size which 
failed in a brittle manner at stress of 680 MPa. They also tested films with 
thickness 150 nm and 480 nm with grain sizes 65 nm and 212 nm respectively 
and obtained yield stresses of 420 MPa and 280 MPa respectively. Gianola et al. 
[133] measured the yield stress of 150-nm-thick Al films with mean grain size of 
62 nm as 200 MPa tested at 10-5 𝑠−1.  
The thickness of the films could be responsible for higher strength of the 
Au microspecimens compared to the Al films even though Al has lower grain 
size. Due to the Hall-Petch relationship, the yield stress of Al was expected to be 
higher than Au. During a test when the as-deposited Al sample was not exposed 
to electron beam the stress at failure was 360 MPa as compared to 250 MPa when 
the sample was exposed to the TEM while testing. Stress relaxation upon 
exposure to high energy electron beam has been observed in Al films by Haque 
and Saif [247]. Several researchers have reported artifacts introduced by the 
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electron beam during in-situ TEM testing of nanostructured metals [248]. So, 
the yield stress of Al could be lowered because of the electron beam effects.  
The comparison between the in-situ and ex-situ monotonic behavior of 
the three microspecimens is shown in Figure 3.19. It should be noted that the ex-
situ stress values may not be accurate since the capacitive sensor 𝐶𝑆2 cannot be 
calibrated ex-situ. The in-situ and ex-situ monotonic 𝜎-  curve is similar for Au 
and annealed Al films except for the magnitude of 𝜎 however differs significantly 
for the annealed Al film but the discrepancy can be explained in terms of the 
error in the calibration of 𝐶𝑆2 as shown in Section 3.3.2. The responses are 
qualitatively similar suggesting that the response does not change between ex-
situ and in-situ testing. The monotonic response of the as-deposited Al 
microspecimens however is significantly different when the microspecimen is 
tested in air (ex-situ) vs when it is tested in vacuum (in-situ). As shown in Figure 
3.19 (b), ex-situ the 𝜎-  curve has a strain softening behavior after the peak 𝜎 is 
reached similar to that of annealed Al behavior but in vacuum the 





Figure 3.19 Comparison of ex-situ and in-situ monotonic test data of the three 
microspecimens: (a) 100-nm-thick Au, (b) 200-nm-thick as-deposited and (c) 
200-nm-thick annealed Al. 
 
 
Figure 3.20 Fracture surfaces of (a) 100-nm-thick Au microspecimens, (b) 200-







Figure 3.21 In-situ TEM monotonic testing of 100-nm-thick Au 
microspecimens. Local strain distributions in three regions namely top, middle 
and bottom are shown in (a)–(d) computed by DIC at instances indicated on 
the stress-strain curve in (h). (e) & (f) TEM snapshots very close to failure of the 
microspecimen. (g) Evolution of the strains computed by DIC in the three 




Figure 3.22 In-situ TEM monotonic testing of 200-nm-thick annealed Al 
microspecimens. Local strain distributions in three are shown in (a)–(f) 
computed by DIC at instances indicated on the stress-strain curve in (h). (g) 
Evolution of the strains computed by DIC in the three regions compared to 
overall strain calculated by capacitive data. 
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3.5. Transient testing 
3.5.1. Methodology for calculating activation volumes 
A material undergoes stress relaxation when the total strain in the sample 
is held constant. In this MEMS device this is achieved by maintaining a constant 
voltage to the thermal actuator 𝑉𝑖𝑛 which leads to the applied displacement 𝑋𝐴 
being held constant. Therefore by Eq. (2-9), the sum of the displacement of the 
sample and the load sensor remains a constant during a relaxation experiment: 
𝑋𝐴 = 𝑋𝑆 + 𝑋𝐿𝑆 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (3-1) 
The load sensor is assumed to undergo only elastic deformation and the 
machine-specimen modulus 𝑀 is given by: 








The plastic strain rate in the sample can be related to the rate of decrease in the 
stress in the sample using 𝑀 [122]: 
?̇? = −?̇? 𝑀⁄  (3-3) 
Repeated stress relaxation experiments consist of several consecutive 
relaxation segments, with each relaxation segment beginning at the same stress 
level and each relaxation lasting for the same amount of time [126]. The loading 
between consecutive relaxation segments must be elastic in order to prevent any 
substructure changes and to ensure that all the relaxations begin with nominally 
the same substructure and stress. The stress at the beginning of each relaxation 
can be the same by making sure that all relaxation segments begin at a similar 
value of ∆𝐶𝑆2, which is monitored in real-time during reloading with our 
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independent sensing scheme of 𝐶𝑆1 and  𝐶𝑆2. As explained in Section 1.2.2, 𝑉
∗ is 
calculated using Eq. (2-14) which does not require the stress at the end of the 
reloading to be equal to the initial stress. Hence, there is some flexibility in 
determining the amount of reloading (i.e. increasing  𝑉𝑖𝑛), as long as the 
reloading is elastic (an assumption that can be verified with in situ TEM 
experiments).  
As shown in the previous section the elastic strain calculations are not 
accurate because of the local, non-negligible elastic deformation of part of the 
specimen’s clamp that is glued. As a result, this technique cannot determine 
accurately the elastic modulus. Additional measurements would be necessary to 
calculate accurately 𝐸, such as digital image correlation to keep track of the 
elongation of the gauge length. However, it is important to note that this 
deficiency of the technique does not affect the accurate calculation of 𝑉∗. As 
explained in this section, these parameters are only extracted from stress and 
plastic strain measurement, which are accurately measured as shown above.  
 
3.5.2. MEMS stability during transient mechanical tests 
Figure 3.23 (a) shows the raw data Δ𝐶𝑆2 as a function of time during a 
series of four repeated stress relaxation experiments. To confirm that the 
observed decreases in Δ𝐶𝑆2 are solely the result of plastic deformation of the 
specimen, a MEMS device with the glued specimen gap was used to measure the 
evolution of Δ𝐶𝑆2 for the same 𝑉𝑖𝑛 loading series. In this case Δ𝐶𝑆2 is much larger 
since 𝑋𝐿𝑆 =  𝑋𝐴. Importantly enough, the signal is fairly constant in the case of 
113 
 
the glued MEMS, confirming the stability of the MEMS device to perform these 
measurements. This is further shown in Figure 3.23 (b) where the MEMS device 
behavior is shown without any glue in the gaps. 
 
Figure 3.23 (a) Raw data Δ𝐶𝑆2 as a function of time during a series of four 
repeated stress relaxation experiments of an Au specimen (black data), along 
with baseline behavior of an all-glued MEMS (see text for details) [222]. (b) 
MEMS baseline behavior without any glue in the gaps. 
 
3.5.3. Extraction of signature parameters 
As described in Section 3.5.1 the MEMS device can used to study stress 
relaxation behavior of the thin films. The stress relaxation data can then be used 
to calculate an apparent activation volume 𝑉𝑎 using Eq. (2-13). Figure 3.24 shows 
the raw data Δ𝐶𝑆1 and Δ𝐶𝑆2 as a function of time for one particular relaxation 
segment for an Au microspecimen. The decrease in Δ𝐶𝑆2 indicates relaxation of 
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the stress, whose evolution with time is shown in Figure 3.24 (a). Figure 3.24 (a) 
shows the logarithmic nature of the stress relaxation, with the fit corresponding 
to Eq. (2-13). From this fit the apparent activation volume was calculated as ~12 












In this equation, ?̇? was calculated using Eq. (3-3). As mentioned in the previous 
section, this equation reveals that the accuracy of 𝑉𝑎 only depends on the 
accuracy of stress measurements, and can be accurately determined from 
measuring the slope in  Figure 3.24 (b). Alternatively, ?̇? can be calculated from 
the slope of the plastic strain vs time curves. For the latter, the plastic strain is 
calculated as follows: 
𝑝 = − 𝜎 𝐸⁄  (3-5) 
where  is the total strain (obtained as shown in Figure 2.9)and  𝐸 is the Young’s 
modulus (calculated from the actual stress-strain curve). Both methods of plastic 
strain rate calculation are consistent (see Figure 3.24 (d)), showing that the lump 
model of the setup (Eqs. (2-1), (2-2), (3-1), (3-2) & (3-3)) is accurate. Likewise, the 
𝑉𝑎 values calculated from Eqs. (2-13 & 3-4) are in very close agreement (~12 𝑏
3), 
again showing the logarithmic nature of the relaxation. 
Corresponding to the apparent activation volume, strain rate sensitivity 
𝑚 can be calculated for each relaxation using Eq. (3-6) or equivalently from the 
slope in Figure 3.24 (c) [124, 136], which gives a 𝑚 value of ~0.08 for the 
relaxation curve shown in Figure 3.24 (a). 




Figure 3.24 (a) Evolution of stress during a relaxation segment, and fit based 
on Eq. (2-13), showing the logarithmic nature of the stress relaxation. (b) Linear 
fit of ln(−𝑑𝜎/𝑑𝑡) vs 𝜎, whose slope is proportional to 𝑉a. (c) Linear fit of ln 𝜎  𝑣𝑠 
ln(−𝑑𝜎/𝑑𝑡), whose slope is proportional to 𝑚. (d) Two equivalent methods of 
calculating plastic strain rate from the relaxation data 
 
 






3.5.4. In-situ repeated stress relaxation: Proof-of-concept 
experiments 
Repeated stress relaxation experiments were performed in-situ, on the 
three microspecimens, consisting of consecutive 30-60 seconds long stress 
relaxation segments, each relaxation segment starting at approximately at the 
same stress. Although the length of the relaxation segments was nominally 
around 30 seconds for most ex-situ experiments, this duration was increased to 
60-120 seconds for in-situ experiments to increase the accuracy of the 
measurements. Apart from these short transients longer transients up to 20 
minutes long were needed to make TEM observations.  
Figure 3.27 shows transient repeated stress relaxations of 100-nm-thick 
Au microspecimens done in-situ. Figure 3.27 (a) shows the stress-strain curve 
corresponding to the complete test including these stress transients. The stress 
transients are seen as straight lines with a negative slope on the graph. Figure 
3.27 (b) shows the individual relaxation segments which are each 60 seconds 
long and it can be easily seen that the amount of stress relaxation Δ𝜎 depends on 
the initial stress levels 𝜎𝑖. When 𝜎𝑖 is around 250-300 MPa Δ𝜎 in 60 seconds is 
approximately 20 MPa. At higher stress levels 𝜎𝑖 around 450 MPa the Δ𝜎 is 
around 100 MPa (~ 25% of 𝜎𝑖). This is extremely large amount of stress relaxation 
compared to coarse-grained metals. As shown in Figure 3.27 (c) & (d), the true 
activation volume 𝑉∗ is ~ 3 𝑏3 for these transients. The strain rate sensitivity 𝑚 
~ 0.1 and the apparent activation volume 𝑉𝑎 is between 5-30 𝑏
3 as seen in Figure 
3.27 (e) & (f) respectively.  
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Figure 3.28 shows transient repeated stress relaxations of 200-nm-thick 
as-deposited Al microspecimens done in-situ. Figure 3.28 (a) shows the stress-
strain curve corresponding to the complete test including these stress transients. 
The microspecimen failed during the last relaxation stress transient. Figure 3.28 
(b) shows the individual relaxation segments most of which are 60 seconds long 
and it can be easily seen gain in this case that the amount of stress relaxation Δ𝜎 
depends on the initial stress levels 𝜎𝑖. When 𝜎𝑖 is around 200 MPa, Δ𝜎 in 60 
seconds is almost negligible approximately 5 MPa. At higher stress levels 𝜎𝑖 
around 250 MPa the Δ𝜎 is around 30 MPa. As shown in Figure 3.28 (c) & (d), the 
true activation volume 𝑉∗ is between 5-40 𝑏3 for these transients. Similarly, the 
strain rate sensitivity 𝑚 is anywhere between 0.05 to 0.1 and the apparent 
activation volume 𝑉𝑎 is between 10-150 𝑏
3 as shown in Figure 3.28 (e) & (f) 
respectively. This large scatter in the data suggests that there could be issues with 
the accuracy with the calculation of true activation volume when the Δ𝜎 is very 
small.  
Figure 3.29 shows transient repeated stress relaxations of 200-nm-thick 
annealed Al microspecimens done in-situ. Figure 3.29 (a) shows the stress-strain 
curve corresponding to the complete test including these stress transients. The 
microspecimen failed during the last relaxation stress transient. Figure 3.29 (b) 
shows the individual relaxation segments each 60 seconds long and it can be 
easily seen gain in this case that the amount of stress relaxation Δ𝜎 depends on 
the initial stress levels 𝜎𝑖. When 𝜎𝑖 is around 170 MPa, Δ𝜎 is almost negligible 
approximately. At higher stress levels 𝜎𝑖 around 230 MPa the Δ𝜎 is around 15-20 
MPa. As shown in Figure 3.29 (c) & (d), the true activation volume 𝑉∗ is around 
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10 𝑏3 for these transients. Similarly, the strain rate sensitivity 𝑚 is between 0.05-
0.1 and the apparent activation volume 𝑉𝑎 is between 5-25 𝑏
3 as shown in Figure 
3.29 (e) & (f) respectively.  
Figure 3.26 shows the comparison between the measurements of true 
activation volume in-situ vs ex-situ for both Au and Al microspecimens. For this 
comparison no distinction was made between annealed and as-deposited Al 
microspecimens. It can be seen in Figure 3.26 (a) that true activation volume for 
Au microspecimens does not show a discernible difference between in-situ and 
ex-situ measurements. 𝑉∗ for Au microspecimens lies between 3-15 𝑏3 with the 
modal value being ~5 𝑏3. It also appears that at as 𝜎 increases, 𝑉∗ decreases. In 
the case of Al also as shown in Figure 3.26 (b) the in-situ and ex-situ 
measurements of 𝑉∗ are similar except for a few data points which show a very 
high value. The ex-situ measurements of 𝑉∗~ 10 𝑏3 and the in-situ measurements 
lie between 5-10 𝑏3 except for a few data points which show 𝑉∗between 30-40 
𝑏3. It was found that these high values correspond to cases where the reloading 
stress values were relatively small around ~ 5 MPa. The reliability of these 
activation volumes especially for the ex-situ case will be discussed in Section 3.8. 
 
Figure 3.26 Comparison of ex-situ vs in-situ measurements of true activation 


























Figure 3.29 In-situ repeated stress relaxations in 200-nm-thick annealed Al 
microspecimens. 
 
3.6. Practical considerations for in-situ experiments 
Figure 3.31 shows the drift issues in the TEM when a voltage was applied 
to the MEMS device. The TEM image was seen to drift rapidly whenever the 







constant for a period of time as shown in Figure 3.31. When the voltage was 
removed the drifted image came back to its original position after a long period 
of time. The drift was observed irrespective of which part of the MEMS device 
was imaged. The electrical sensing worked reliably despite of this drift. If this 
drift were actually real, i.e., the device actually heated up and physically moved 
in the TEM when a voltage was applied, the MEMS substrate temperature would 
have to increase by 2000C in order to account for the ~ 2 𝜇m of drift. To prove 
that the drift was not the physical motion of the device, an experiment was 
performed by sticking a Au wire on the rear of the TEM holder as shown in Figure 
3.32 so that both the MEMS and the Au wire can be observed through the TEM 
window. If the drift were due to the physical motion of the MEMS device then 
the Au wire would not drift. But as shown in Figure 3.32 both the Au wire and 
the MEMS device were observed to drift very similar to each other. This further 
points to that the fact that the MEMS device cannot be physically moving and 
the most likely cause of the drift can be either the heat generated when a voltage 
is applied or some distortion of the magnetic field of the TEM. A further 
experiment was done by applying a voltage to the CS2 beams instead of the 
thermal actuator. This would heat the beams but the beams would not move 
unlike the thermal actuator. As shown in Figure 3.32 very minimal drift was 
observed proving that the cause of the drift is the motion of the thermal actuator 
beams. 
As shown in Figure 3.30, a good practice while wirebonding the MEMS 
device to the chip carrier is to have spider-shaped wirebonds. This helps in 
reducing the parasitic noise sometimes and it easier to manipulate specimens on 
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to the MEMS device if the wires are not crossing each other over the MEMS 
device. 
 
Figure 3.30 Best practice for wirebonding is to bond the wires in “spider-like” 
fashion such that no two wires are crossing each other and no wire goes across 











Figure 3.32 Experiments proving the cause of the drift observed in the TEM to 
be the motion of thermal actuator beams. 
 
3.7. TEM observations during stress relaxation 
Figure 3.33 shows TEM snapshots during two consecutive stress 
relaxation segments starting at 𝜎 = 230 MPa. Figure 3.33 (a) shows a dislocation 
loop originating at a triple junction in the middle of the first relaxation at 𝜎 ~ 215 
MPa. Over the next four and half minutes this dislocation loop grows in size and 
traverses through the grain (shown by white arrows) and ultimately exists the 
crystal (see Figure 3.33 (b)-(g)). There are two important features of the growth 
of this dislocation loop: (i) The size of the dislocation loop does not seem to 
increase much during the reloading segment as shown in Figure 3.33 (d) & (e). 
(ii) The pinning points of the dislocation loop are always at the grain boundaries. 
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This could reflect the fact that the density of dislocation interlocks is not as high 
as in conventional CG metals and the grain boundaries therefore act as the major 
pinning points. The true activation volume 𝑉∗ obtained from the reloading 
segment was 6 𝑏3.  
 
 
Figure 3.33 A dislocation loop originating from a triple junction, traversing 
through a grain and exiting the crystal. 
 
Figure 3.34 shows TEM snapshots during a stress relaxation segment on a 
different Au microspecimen. As shown in Figure 3.34 (a) & (b), a dislocation 
(pointed by red arrows) is seen to traverse through a grain (highlighted in dotted 
line) and absorbed by a grain boundary as shown in Figure 3.34 (c) & (d). It 
should be noted that even in this case the ends of the dislocation were pinned by 
the grain boundaries. The abrupt decrease in stress during the relaxation 
between the points ′𝑐′ and ′𝑑′ is most likely a result of noise in the data and not 
due to a physical process. The true activation volume 𝑉∗ obtained from the 





Figure 3.34 A single dislocation moving through a grain during stress 
relaxation and getting absorbed by a grain boundary. 
 
Figure 3.35 shows TEM snapshots during a relaxation segment during 
which the microspecimen failed. The most important aspect of the crack growth 
is that it is completely intergranular. As seen in Figure 3.35 (e) - (g), the crack 
growth is a result of shearing of the grain boundaries. Figure 3.35 (a) – (d) show 
the slow growth of the void as the stress decreased at a constant pace. 
Dislocations were seen to be emitted from the crack tips into the grain interiors. 
A large amount of dislocation transgranular dislocation activity was observed 
during the rapid void growth in Figure 3.35 (f) & (g) during which the stress 
rapidly decreased. The microspecimen ultimately fails because of coalescence of 





Figure 3.35 Growth and coalescence of voids during stress relaxation. 
 
3.8. Discussion 
Using Eq. (3-3), Eq. (1-14) can be re-written as follows:   
𝑉∗ = √3𝑘𝑇







Eq. (3-7) shows that the true activation volume does not depend on the 
gauge length or the absolute value of 𝜎 or . The accuracy of the true activation 
volume depends only on the accuracy of the plastic strain rates ̇ or the rates of 
stress decrease ?̇? and the accuracy of the measurement of Δ𝜎. The accuracy in 
the determination of the rates depends largely on the goodness of the 
logarithmic fit to the data and therefore it is affected significantly by the noise-
to-signal ratio (NSR) of the measurement.  
In order to calculate NSR for a relaxation segment, the amount of stress 
relaxation Δ𝜎 and the noise 𝛿𝜎 needs to be calculated. NSR is then given by: 
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NSR = |𝛿𝜎| Δ𝜎⁄  (3-8) 
 To calculate Δ𝜎 and 𝛿𝜎 for a relaxation segment, first the best logarithmic fit to 
relaxation segment needs to be determined. This is the same logarithmic 
function used to calculate 𝑉𝑎 given by Eq. (1-13). Then the Δ𝜎 is given by the 
difference between the initial and final values of 𝜎 during the relaxation. |𝛿𝜎| is 
given by twice the standard deviation of the difference between the actual data 
and the fit.  
 
 
Figure 3.36 A relaxation segment with a high noise-to-signal ratio NSR fitted 
with a logarithmic function. Δ𝜎 for the relaxation segment is also shown. 
 
 
Figure 3.37 Comparing a low NSR (0.19) measurement (in red) to a high NSR 
(0.83) measurement (in yellow) for a small Δ𝜎 (10 MPa). (a) Noise in Δ𝐶𝑆2: 





Figure 3.38 (a) Logarithmic fits for the data with low NSR. (b) Only one 




Figure 3.39 Comparing a low 𝛿𝜎 (NSR = 0.075) measurement (in red) to a high 
𝛿𝜎 (NSR = 0.12) measurement (in yellow) for a large Δ𝜎 (50 MPa). (a) Noise in 
Δ𝐶𝑆2: ±0.05 fF vs ±0.2 fF and (b) 𝛿𝜎: ±1 MPa vs ±3 MPa. (c) Comparison of the 





















Fit A Fit B
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Figure 3.37 shows a comparison between two measurements, one with a 
±0.08 fF noise level in Δ𝐶𝑆2 which corresponds to 𝛿𝜎 of ±1 MPa (NSR = 0.19), 
second with ±0.25 fF noise level in Δ𝐶𝑆2 which corresponds to 𝛿𝜎 of ±3.5 MPa 
(NSR = 0.83). As can be seen from Figure 3.38 that for relaxation segments having 
small Δ𝜎 ~ 10 MPa, the low NSR measurements can be easily fitted with 
logarithmic fits however it was not possible to fit all the relaxation segments with 
the high NSR. As the Δ𝜎 itself is only ~10 MPa, a 𝛿𝜎 of ±3.5 MPa would cause a 
lot of scatter in the data making it unsuitable for any kind of fitting.  However 
for a large Δ𝜎 ~ 50 MPa, a 𝛿𝜎 of ±3 MPa would still give a low NSR (0.12) and 
would not cause too much scatter in the data as shown in Figure 3.39. This has 
huge implications for true activation volume calculations from the logarithmic 
data fitting. As can be seen from Figure 3.39 (c) that for the large Δ𝜎 both low 
and high 𝛿𝜎 measurements yield similar values of 𝑉∗. But for small Δ𝜎, 𝛿𝜎 is a lot 
more significant as the high 𝛿𝜎 yields a considerably bad NSR. Consider the fits 
Fit A (low noise measurement) and Fit B (high noise measurement) shown in 
Figure 3.38. The R2 value for Fit A is 0.827 and for Fit B is 0.264. For Fit A the 
ratio of the rates at the beginning of the relaxation to the end of the relaxation is 
115 while that for Fit B is 40. This difference in ratio of the rates leads to difference 
of ~ 25% in the activation volume according to Eq. (3-7). Moreover, for the 2nd 
and the 3rd relaxation segments, the data with the high NSR could not even be 
fitted and therefore no activation volume could be calculated from such data. 
It can be seen from Figure 3.39 (c) that even when Δ𝜎 is large there can 
be up to 20% variation in the values of 𝑉∗ between high and low 𝛿𝜎 
measurements. This is because ?̇? is very sensitive to the fit used. This is especially 
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true when the NSR is large. The NSR can be large either because Δ𝜎 is small or 
because the 𝛿𝜎 is large and Δ𝜎 is moderately large (see Figure 3.41). Therefore, it 
is important to associate the fit used for calculating 𝑉∗ with a R2 value such that 
by choosing fits with a reasonable R2 value the error associated with fitting can 
be minimized. Table 3.1, Table 3.2 and Table 3.3 show the three components used 
in calculating 𝑉∗ namely ?̇?2, 𝑓1̇  and Δ𝜎 and the corresponding NSR and R
2 values 
of each relaxation segment (~60 seconds long) for 100-nm-thick Au, 200-nm-
thick as-deposited Al and 200-nm-thick annealed Al microspecimens 
respectively. It is not trivial to choose a R2 value which can be used to distinguish 
between reliable and unreliable fits, but most fits with NSR less than 0.2 have 
been found to have R2 values greater than 0.90 as seen from Table 3.1, Table 3.2 
and Table 3.3. Figure 3.40 shows the fits used to calculate 𝑉∗ with a R2 value 
greater than 0.90. Note that the NSR is very low for both the fits. Figure 3.41 
shows examples of fits with a R2 value less than 0.90. In both cases the NSR is 
greater than 0.2. A NSR of 0.2 means that if Δ𝜎 is 10 MPa then 𝛿𝜎 of ±1 MPa 
would be desirable (see Figure 3.40 (b)). However, if the noise level is ±3 MPa 
then the NSR would be 0.6 and the fit will result in a poor R2 (see Figure 3.41 (a)). 
Figure 3.42 shows the effect of choosing fits with similar R2 values for high noise 
to Δ𝜎 ratio relaxation segment. As can be seen from Table 3.4 𝑉∗ can vary from 1 
to 18 𝑏3 for the same reloading segment depending on the fit chosen. A data can 
be fitted with different fits only when the NSR is large or the R2 is small (in this 
case ~0.75). When R2 is in the vicinity of 0.99, it is not possible to have 
completely different fits have the same R2 and therefore 𝑉∗ calculated from fits 
with high R2 can be relied upon. Also, although it is generally true that the 
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transient relaxations follow a logarithmic function but sometimes when the NSR 
is high other functions like linear or quadratic fits can also work as shown in 
Figure 3.42 and can result in very different 𝑉∗ values.   
 
Table 3.1 Components of 𝑉* for 100-nm-thick Au 
?̇?2 (𝑠
−1) 𝑓1̇  (𝑠
−1) ?̇?2 ?̇?1⁄   Δ𝜎 (MPa) 𝑉
∗ (𝑏3) NSR R2 
- - - - - 0.21 0.877 
2.1 E-05 1.1 E-05 1.91 30 2.8 0.37 0.746 
1.3 E-05 4.8 E-06 2.79 30 4.4 0.38 0.734 
1.6 E-05 6.0 E-06 2.63 40 3.1 0.28 0.826 
3.5 E-04 8.5 E-05 41.73 196 2.5 0.05 0.990 
2.4 E-04 2.6 E-05 9.29 101 2.9 0.04 0.993 
7.6 E-05 2.5 E-05 3.03 49 3.0 0.12 0.963 
 
 
Table 3.2 Components of 𝑉* for 200-nm-thick as-deposited Al 
?̇?2 (𝑠
−1) 𝑓1̇  (𝑠
−1) ?̇?2 ?̇?1⁄   Δ𝜎 (MPa) 𝑉
∗ (𝑏3) NSR R2 
- - - - - 0.16 0.934 
7.3 E-05 1.2 E-05 6.35 6 39.6 0.12 0.944 
4.2 E-05 8.9 E-06 4.75 6 37.7 0.15 0.924 
2.0 E-05 8.1 E-06 2.42 4 33.4 0.17 0.934 
6.0 E-05 1.4 E-05 4.41 29 6.9 0.05 0.993 
6.4 E-05 2.3 E-05 2.79 10 13.7 0.07 0.984 
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Table 3.2 continued  
7.9 E-05 2.6 E-05 3.10 11 13.8 - 0.989 
- - - - - 0.02 0.999 
2.3 E-04 8.3 E-05 2.78 16 8.7 0.03 0.998 
 
 
Table 3.3 Components of 𝑉* for 200-nm-thick annealed Al 
?̇?2 (𝑠
−1) 𝑓1̇  (𝑠
−1) ?̇?2 ?̇?1⁄   Δ𝜎 (MPa) 𝑉
∗ (𝑏3) NSR R2 
- - - - - - 0.229 
2.5 E-05 6.5 E-06 3.87 24 7.4 0.38 0.744 
4.3 E-05 1.7 E-05 2.46 7 18.3 0.31 0.783 
9.3 E-05 1.1 E-05 8.48 34 8.5 0.05 0.991 
7.9 E-05 3.7 E-05 2.16 9 11.5 0.06 0.989 
8.2 E-04 4.1 E-05 2.01 10 9.5 0.06 0.990 
8.0 E-05 4.3 E-05 1.88 11 7.4 0.05 0.993 







Figure 3.40 Examples of fits with R2 more than 0.90. (a) NSR = 0.04, 
corresponds to the reloading segment in 100-nm-thick Au with 𝑉* = 2.9 𝑏3 
shown in Table 3.1 (𝜎 at 𝑡 = 0s is 460 MPa). (b) NSR = 0.06, corresponds to the 
reloading segment in 200-nm-thick annealed Al with 𝑉* = 9.5 𝑏3 shown in Table 
3.3 (𝜎 at 𝑡 = 0s is 230 MPa). 
 
 
Figure 3.41 Examples of fits with R2 less than 0.90. (a) High 𝛿𝜎 (±2.6 MPa) and 
moderate Δ𝜎 (~15 MPa), NSR = 0.38. Corresponds to the reloading segment in 
100-nm-thick Au with 𝑉* = 4.4 𝑏3 shown in Table 3.1 (𝜎 at 𝑡 = 0s is 241 MPa). (b) 
Low 𝛿𝜎 (±0.5 MPa) and low Δ𝜎 (~3.5 MPa), NSR = 0.31. Corresponds to the 
reloading segment in 200-nm-thick annealed Al with 𝑉* = 18.3 𝑏3 shown in 





Table 3.4 Components of 𝑉*for the fits with low R2 shown in Figure 3.42 
 ?̇?2 (𝑠
−1) 𝑓1̇  (𝑠
−1) ?̇?2 ?̇?1⁄   Δ𝜎 (MPa) 𝑉
∗ (𝑏3) R2 
(a) 4.3 E-05 1.7 E-05 2.46 7.0 18.3 0.744, 0.783 
(b) 3.3 E-05 2.0 E-05 1.59 7.7 8.0 0.750, 0.781 
(c) 2.3 E-05 2.2 E-05 1.05 6.7 1.0 0.759, 0.692 
(d) 3.9 E-05 2.2 E-05 1.78 6.7 11.5 0.759, 0.817 
 
 
Figure 3.42 Low R2 fits with similar R2 can result in very different 𝑉* values. (a) 
& (b) Logarithmic fits. (c) Linear fits. (d) Linear and quadratic fits. This is due 
to the high noise-to-signal ratio which allows for several fits with very different 
initial and final slopes (see Table 3.4) to have similar R2 values. 
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The examples of the logarithmic fits shown until now involved short 
transients (~ 60 seconds long) of relaxation. However, in practice while in order 
to make in-situ TEM observations generally long periods of stress relaxation 
interrupted by short transients make the most sense. The rates can be 
significantly affected by fitting the whole segment compared to the initial or final 
60 seconds of the relaxation segment. Figure 3.43 (a) shows a 20 minute long 
relaxation transient and the corresponding logarithmic fit. The R2 of the fit is 
0.995 which is extremely good but if the first 60 seconds of the data is taken then 
the fit does not seem as good as seen in Figure 3.43 (b). Compared to Figure 3.43 
(d) where a separate fit has been used to fit the first 60 seconds of the data, the 
fit in Figure 3.43 (b) is poor. The initial strain rate from the fit in Figure 3.43 (b) 
was 1.4 x 10-4 𝑠−1 while the fit in Figure 3.43 (d) gives an initial strain rate of 3.3 x 
10-4 𝑠−1. This difference in strain rates will cause an error of 15% in 𝑉∗. Figure 
3.43 (c) shows the last 100 seconds of the data and it can be seen that the fit in 
Figure 3.43 (a) has a R2 of only 0.075 for the last 100 seconds which is extremely 
poor. The strain rate obtained from this fit was 6.0 x 10-6 𝑠−1 which is really small. 
In fact since the Δ𝜎 is almost negligible any line with a slope between 10-5 - 10-6 
𝑠−1 can be fitted. This will cause serious errors in 𝑉∗. It can be seen from Table 
3.1, Table 3.2 and Table 3.3 that strain rates of the order of 10-5 𝑠−1 can be 
measured quite accurately with this technique but when the strain rates decrease 
to 10-6 𝑠−1 the measurements become very uncertain. It is therefore best to 





Table 3.5 Effect of changing 𝛼CS2 on 𝑉
* (KLS = 100 N/m) 
𝛼𝐶𝑆2 ?̇?2 (𝑠
−1) 𝑓1̇  (𝑠
−1) ?̇?2 ?̇?1⁄   Δ𝜎 (MPa) 𝑉
∗ (𝑏3) R2 
0.42 1.1 E-04 5.4 E-05 2.10 17 5.7 0.993, 
0.996 
0.46 1.1 E-04 5.2 E-05 2.10 17 6.0 0.993, 
0.996 
0.53 1.0 E-04 4.8 E-05 2.15 16 6.5 0.993, 
0.996 
0.63 9.4 E-05 4.4 E-05 2.16 14 7.3 0.993, 
0.996 
0.84 8.0 E-05 3.7 E-05 2.18 12 8.7 0.993, 
0.996 






Figure 3.43 (a) A long transient relaxation with the logarithmic fit. (a) First 60 
seconds of the data are not as well fit. (c) Last 100 seconds of data also are not 
well fitted. (d) Separate fit for the first 60 seconds of data. 
 
 
Figure 3.44 Effect of changing 𝛼CS2 on 𝑋LS. 𝑑CS2 = 2.5 𝜇m. 
 
It has been shown that there are several issues with obtaining the rates 































(a) (b) = 0.5
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can be errors in 𝑉∗ induced by errors in Δ𝜎. 𝜎 is affected mostly by errors in 𝛼𝐶𝑆2 
as shown in Section 3.3.2. To analyze the error induced in Δ𝜎 by 𝛼𝐶𝑆2 it is 
sufficient to analyze the change in 𝑋𝐿𝑆 with 𝛼𝐶𝑆2. Figure 3.44 shows the change 
in the value of 𝑋𝐿𝑠 with changes in 𝛼𝐶𝑆2 for several values of Δ𝐶𝑆2. The curve 
follows a log type function so the slope at smaller values of  Δ𝐶𝑆2 is larger than 
the slope at higher values (seen in Figure 3.44 (b)) therefore the maximum 
change in 𝑋𝐿𝑆 upon changing 𝛼𝐶𝑆2 will occur at small values of Δ𝐶𝑆2 (typical 
values of Δ𝐶𝑆2 during a test are ~5-50 fF). It can be seen from Figure 3.44 (a) 
that for values of Δ𝐶𝑆2 ~10 fF, when 𝛼𝐶𝑆2 is halved/doubled, 𝑋𝐿𝑆 (and therefore 
𝜎 or Δ𝜎) double/halve respectively. From Table 3.5 it can be seen that the major 
effect on 𝑉∗ when 𝛼𝐶𝑆2 is changed comes from Δ𝜎 and from Eq. (3-7) 𝑉
∗ is 
inversely proportional to Δ𝜎, therefore the change in 𝑉∗ is directly proportional 
to the change in 𝛼𝐶𝑆2. It is important to note that this is the worst case scenario 
because as it can be seen from Table 3.5 that when 𝛼𝐶𝑆2 is changed by ±50% 𝑉
∗ 
changes only by ±30%. 
 The 𝛼𝐶𝑆2 is pretty accurately calculated during in-situ testing but 
however in ex-situ testing there can be a lot of errors in the values of 𝛼𝐶𝑆2 (see 
Section 2.2.2.1). The average value of 𝛼𝐶𝑆2 from ex-situ tests is 0.73±0.18 and that 
of 𝛼𝐶𝑆2 from in-situ tests is 0.44±0.10 (see Figure 3.12). The lower and upper 
negative error bounds on 𝛼𝐶𝑆2 from ex-situ tests are therefore 13% and 65% 
respectively. So, it can be assumed that the average negative error in 𝛼𝐶𝑆2 is the 
average of the upper and lower bounds which is ~40%. The positive error in 𝛼𝐶𝑆2 
can be assumed as the standard deviation in 𝛼𝐶𝑆2 from the ex-situ tests which is 
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about 20%. Figure 3.45 shows the values of 𝑉∗ obtained from ex-situ and in-situ 
tests with good R2 values and including the error bars of +20%/-40% for the ex-
situ values (to account for the error in 𝛼𝐶𝑆2).  
 
 
Figure 3.45 𝑉* of Au and Al microspecimens obtained from fits with R2 greater 
than 0.9. The solid circles represent ex-situ data and the open circles represent 
in-situ data. Error bars have been added to the ex-situ data to account for the 
errors in 𝛼CS2. 
 
3.9. Conclusions 
It was shown that this MEMS device can be used to reliably extract 
signature parameters of plastic deformation such as true activation volume in-
situ. True activation volume calculations were performed in-situ on 100-nm-
thick Au and 200-nm-thick Al microspecimens. It was observed that for Au 𝑉∗ 
values between 2-10 𝑏3were obtained while for Al 𝑉∗between 5-20 𝑏3 was 
obtained. It was found that the care should be taken while calculating the rates 
for calculation of 𝑉∗ and Table 3.6 shows the important bounds for different 

















Table 3.6 Limits on different parameters required to obtain a reliable 𝑉* 
Parameter Value 
R2 for the fits > 0.9 
NSR for the relaxation segment < 0.2 
Noise in Δ𝐶𝑆2 < 0.1 fF 
decrease in Δ𝐶𝑆2 during a relaxation 
segment 
> 0.5 fF 
 
 
The following are some of the best practices while performing in-situ 
transient experiments: 
 Doing short transients when a TEM observation is made in between long 
transients. 
 Use MEMS devices with low 𝐾𝐿𝑆 to reduce 𝛿𝜎. 
 The rate of loading the thermal actuator should be kept low to about 0.01 











This chapter describes results from in-situ TEM testing of 200-nm-thick 
Al microspecimens using the PTP device. PED maps of the gauge length were 
collected during various stages of deformation. Section 4.2 describes the tests 
done on both annealed and as-deposited Al microspecimens and the analysis of 
the PED maps. Only one specimen of each type was tested. Section 4.3 discusses 
various studies that have reported grain growth in Al and compares the results 
obtained in this study to the literature. Finally, in Section 4.4 a comparison is 
made between the in-house MEMS technique described in Chapters 2 and 3 and 
the PTP technique. 
4.2. Mechanical tests using the PTP device and PED maps 
The 200-nm-thick as-deposited and annealed Al microspecimens were 
tested under monotonic loading using the PTP device. These in-situ tests were 
conducted in the JEOL 200 KeV TEM. The reasoning behind conducting these 
tests was to (i) compare the mechanical behavior of the microspecimens 
obtained using the MEMS and the PTP device, (ii) the JEOL TEM was equipped 
with additional capability of collecting Precession enhanced diffraction (PED) 
maps. PED maps were obtained for both microspecimens to investigate whether 
the Al microspecimens showed any signs of grain growth. The microspecimens 
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were manipulated in a FIB-less manner but clamped using Pt instead of glue as 
shown in Figure 4.2 (d). This was done again to compare the elastic compliance 
between the glue and the Pt clamps.  
The annealed microspecimens were tested in a displacement controlled 
manner. Figure 4.2 (a) & (b) show the PED maps of the entire gauge length 
obtained before testing the annealed films and after they failed, respectively. As 
can be clearly seen from the PED maps that there is significant amount of grain 
growth in certain grains of the annealed Al microspecimens. This is better seen 
through the grain size distributions plotted in Figure 4.2 (c). The plot clearly 
shows that there was negligible fraction of grains above 150 nm grain size before 
testing while after failure 10% of the grains have sizes between 150-200 nm. The 
grain growth is actually even more severe since the PED assumes the sample to 
be in-plane however it can be clearly seen from Figure 4.2 (e) that the sample 
was in fact severely bent out-of-plane after failure. This out-of-plane bending is 
the direct result of the extra length acquired by the microspecimen during plastic 
deformation. Due to this the actual grain sizes of the grains after the failure is 
underestimated by the PED map.  
The as-deposited samples were notched before testing as shown in Figure 
4.6 (a) by condensing the electron beam in Tecnai F30 TEM to a point. The 
purpose of the notch was to observe grain growth in the vicinity of the notch. 
The as-deposited Al microspecimens were tested in a load controlled manner. 
PED map of the region local to the e-beam notch was obtained before testing the 
as-deposited microspecimen shown in Figure 4.3 (a). The sample was loaded and 
unloaded three times, each load-unload cycle was followed by a PED scan of the 
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notch area, leading to a total of four PED scans in the area, as shown in Figure 
4.3. The failure of the sample however did not occur at the notch but elsewhere 
as shown in Figure 4.6 (a). It was observed that right from the first loading cycle 
a crack developed near the top edge of the microspecimen which ultimately led 
to the failure of the microspecimen. Two PED maps were obtained in this area 
after the first and second loading-unloading cycles as shown in Figure 4.4. PED 
maps could not be obtained after the microspecimen failed because of the plastic 
overlap as shown in Figure 4.6 (a). The grain size distributions obtained from the 
PED scans near the notched area shown in Figure 4.3 (e) do not shown much 
grain growth in the first three scans i.e., until the end of second loading-
unloading cycle or the test 2. However, after the failure of the specimen during 
the third load-unload cycle there is some amount of grain growth. Similarly, PED 
maps from the region where failure occurred do not shown grain growth during 
test 2 as seen in Figure 4.4 (c). But it can be seen from Figure 4.4 (d) that the 
grain size distribution near the non-notch region after test 2 is similar to the 
grain size distribution in the notched region after failure. So, if we assume that 
the grain size distribution before testing is nominally the same throughout the 
entire gauge length then there is evidence of grain growth in the non-notch 
region. 
To verify where the differences in the amount of grain growth between 
the as-deposited and annealed microspecimens could be associated with the 
distribution of plastic strains in the gauge length, the local strains were measured 
using DIC in both specimens as shown in Figure 4.5 and Figure 4.6. It can be 
clearly seen that the deformation was more uniform in the case of annealed 
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microspecimens as shown in Figure 4.5 and also where large amounts of grain 
growth was observed. However, there was almost no strain in the notched region 
of the as-deposited microspecimen until the test 3 (see Figure 4.6 (b) & (c)) and 
correspondingly there was not much grain growth as seen in Figure 4.3 (e). The 
fact that the notched region was not strained can also be seen from the fact that 
there is no blunting of the notch as seen from Figure 4.6 (b) & (c) after test 1 and 
test 2. However as can be seen from the blunting of the notch in Figure 4.6 (a) 
after the failure of the specimen, there must have been plastic deformation 
during test 3 near the notch region and correspondingly there is small amount 
of grain growth as seen in Figure 4.3 (e). In conclusion, there seems to be a 





Figure 4.1 Bright field and dark field TEM images of (a) annealed and (b) as-






Figure 4.2 Testing of as-deposited 200-nm-thick Al microspecimen using PTP 
device. (a) PED map and TEM image before testing. (b) PED map and TEM 
image after failure. (c) Comparison of grain size distributions obtained from the 
PED maps. (d) SEM image pre-test showing the Pt clamps. (e) SEM image after 




Figure 4.3 PED maps near the E-beam notch. (a) before test. (b) after test 1. (c) 
after test 2. (d) after failure. 
 
 
Figure 4.4 (a) & (b) PED maps near the region where failure occurred (non-




Figure 4.5 Regions used for obtaining the strain distribution along the length 
of the annealed microspecimen.  
 
 
Figure 4.6 TEM images of the as-deposited Al microspecimen with a pre-notch 
created via electron beam. (a) Images before testing (top) and after sample 
failure (bottom). (b) Images before and at the maximum load during test 1. (b) 
Images before and at the maximum load during test 2. Also, the strain 





The topic of grain growth in nanostructured metals has attracted a lot of 
attention. Several researchers have reported grain growth in NC/UFG metals 
[105, 106, 108, 133, 249-252]. In contrast, there are several others who do not 
report any grain growth in NC/UFG metals [124, 134, 253, 254]. The studies which 
report grain growth cite various reasons associated to grain growth. Jin et al. [105] 
observed deformation-induced grain growth resulting from grain boundary 
migration, grain rotation and grain coalescence during indentation on UFG Al 
films deposited on a Si substrate. Gianola et al. [133] reported stress-assisted grain 
growth in 150-nm-thick and 300 nm-thick Al films with mean grain sizes 62 nm 
and 104 nm respectively due to grain boundary processes such as migration, 
sliding, and dislocation nucleation. Legros et al. [106] showed clear evidence of 
stress-coupled grain boundary migration through in-situ straining of UFG Al 
films in the TEM. Grain growth has been associated with plastic deformation as 
well. Gianola et al. [108] have established grain growth as an active deformation 
mode in abnormally ductile NC Al thin films at room temperature. Legros at. al 
[106] observed grin growth only near crack tips in 380-nm-thick and 180-nm-
thick Al films with mean grain sizes 90 nm and 40 nm respectively. Mompiou 
and Legros [249] provide quantitative measurements of both grain growth and 
grain rotation in notched areas of a 250-nm-thick Au film with grain size of 250 
nm. They also provide evidence that grain rotation results from the motion of 
intergranular dislocations. The results presented in this section on the Al 
microspecimens tested using the PTP are aligned with the observations made by 
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other studies. The grain growth observed in both as-deposited and annealed 
specimens was associated with plastic deformation. In the case of as-deposited 
Al microspecimen grain growth was observed in the notched region only when 
there was plastic deformation in the notched region. Dislocation activity was 
seen in the grains near the fracture surface in the post-mortem TEM images of 
both microspecimens, as shown in Figure 4.1. It can be seen from Figure 4.2 (b) 
that the grains near the fracture surface of the annealed microspecimen show 
significantly larger sizes compared to the grains in Figure 4.2 (a). The grains in 
Figure 4.2 (b) also seem to be elongated in the tensile direction probably 
suggesting a preference in the direction of grain boundary migration. It was 
difficult to study grain rotations because of the complications arising due to out-
of-plane bending of the microspecimen after fracture as shown in Figure 4.2 (e).  
The apparent elastic modulus obtained from the 𝜎-  curve for annealed 
Al microspecimens shown in Figure 4.5 was 25 GPa. The bulk value of the elastic 
modulus for Al is 70 GPa [244]. This shows that even Pt clamps suffer from the 
same compliance issues as the epoxy glue for specimen manipulation. With the 
MEMS technique, the apparent elastic modulus for Al microspecimen is between 
15-20 GPa. The reason for compliance with the Pt clamps probably is the poor 
adhesion between the deposited Pt and the Si of the PTP device which allows to 
microspecimen to pull the clamps along with it.    
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4.4. Comparison between the MEMS technique and the PTP 
device 
As can be seen in Figure 4.7, the force in the sample is measured directly 
in the MEMS technique. However, to measure the force with the PTP device the 
stiffness of the device needs to be subtracted and that introduces error in force 
measurement. Therefore, after proper calibration MEMS is a more reliable 
technique for force measurement.  
 
Figure 4.7 Comparison of PTP device and MEMS technique. 
 
MEMS also has a better capability to perform transient tests than PTP 
because of the use of capacitive sensors which are very sensitive to displacements 
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and have very high displacement resolution (<0.1 nm). Further, the noise in the 
MEMS capacitive data is only due to parasitic capacitances and not any physical 
reasons while the PTP has drift issues due to the physical contact between the 
picoIndenter and the PTP device which makes it unreliable for doing transient 
mechanical tests which are only a few seconds long. Also, the MEMS technique 
is more customizable compared to PTP since PTP is a commercial technique. 
One of the great flexibilities that MEMS offers is the dynamic control of the load 
profile which is not possible with a PTP device. The reason for this flexibility is 
that the LabView program for controlling the MEMS is totally customizable 
while the use of PTP is limited by the software capabilities provided by Hysitron. 
The biggest disadvantage of using the MEMS technique is that the long term 
stability in the MEMS is completely dominated by electrical drift which cannot 
be controlled however the PTP has the advantage of the drift settling over time. 
The PTP can be used to perform fatigue tests with frequencies as high as 200 Hz 
however the maximum frequency of a fatigue test with the MEMS is limited by 
the speed of data collection in MEMS which is about ~1Hz.  
 
4.5. Conclusions 
Grain growth was observed in 200-nm-thick Al microspecimens using 
PED in combination with PTP testing. The grain growth occurred in conjunction 
with plastic deformation suggesting it could be the rate controlling mechanism 
in these Al microspecimens. The amount of grain growth found in the annealed 
microspecimens was found to be significantly higher than the as-deposited 
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microspecimens. This discrepancy was attributed to the strain localization seen 
in as-deposited microspecimens due to cracking of the microspecimen. The Pt 











Section 5.2 discusses the FEM results to calculate the 𝐸𝐴𝑢 and predict the 
percent decrease in 𝑓0 due to cracking in the Au coating. Section 5.3 presents the 
difference in the S-N curves for the coated and uncoated microbeams. Section 
5.4 discusses the evolution of 𝑓0 in the Au coated microbeams up to failure. 
Section 5.5 presents the analysis of the cross-sections by FIB of the cracked 
microbeams. Section 5.6 discusses the mechanisms of cracking during VHCF 
under extreme stress gradients based on the results presented.      
5.2. FEM results 
The change in 𝑓0 of the Au-coated microresonators as a function of 𝐸𝐴𝑢 
was evaluated using the modal analysis described in Section 2.4.3. Figure 5.1 
shows the 𝑓0
𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 / 𝑓0
𝑐𝑜𝑎𝑡𝑒𝑑 ratio as a function of 𝐸𝐴𝑢. The average experimental 
value of 𝑓0
𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 is 8630±210 Hz based on the initial values of 22 uncoated 
microbeams [205], and the average value of 𝑓0
𝑐𝑜𝑎𝑡𝑒𝑑 is 9512±169 Hz,  based on 11 
Au-coated microbeams. Therefore, the FEM model predicts a value of 𝐸𝐴𝑢 = 71 
GPa to best match the experimental ratio 𝑓0
𝑢𝑛𝑐𝑜𝑎𝑡𝑒𝑑 𝑓0
𝑐𝑜𝑎𝑡𝑒𝑑⁄  = 0.907 (see Figure 
5.1).  
Further modal analyses were performed to evaluate the effect of cracks in 
the Au coating on f0. The cracks were modelled on both Au side walls in a 
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symmetrical fashion; see two crack configurations in Figure 5.1 (b) & (c). For one 
crack on each side of the microbeam, f0 decreases by ~1.3%, due to the associated 
decrease in stiffness. For three cracks on each side that are spaced 2 𝜇m apart, 
the decrease in f0 is larger (2.2%) but to a lesser extent.    
 
Figure 5.1 (a) Normalized decrease in f0 due to the Au coating as a function of 
EAu; (b) & (c) Effect of cracks in Au coating on f0 [238]. 
 
5.3. S-N curves 
Eleven Au-coated Ni microbeams were tested in laboratory conditions 
until failure (defined as the number of cycles required for a 10% reduction in f0) 
or a run-out behavior. Figure 5.2 (a) & (b) show the S - N  and 𝑎 - N curves, 
respectively, for the Au-coated and uncoated Ni microbeams. The graphs show 
both the stress and strain amplitudes in the Ni at the outer edge of the 
microbeam (for all specimens) and the amplitudes at the outer edge of the Au 
coating for the coated specimens. The Au-coated microbeams show an increase 
in 𝑁𝑓 by at least a factor of 5 compared to uncoated ones tested in air at similar 
stress levels. Therefore, the coating provides a beneficial effect on 𝑁𝑓 in air, even 
though it does not appear to significantly affect the endurance limit 
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(approximately 𝜎𝑎,𝑁𝑖 ~ 300 MPa).  As a comparison, however, the fatigue 
behavior of the Au-coated microbeams in air is not as good as that of the 
uncoated microbeams tested in vacuum, which exhibit much longer fatigue lives 
and larger endurance limit (approximately 𝜎𝑎,𝑁𝑖  = 440 MPa).  
 
Figure 5.2 (a) S - N and (b) a - N curves for Au-coated microbeams tested in 
air, compared to uncoated microbeams tested in vacuo and in air; open dots 
represent run-out tests [238]. 
 
5.4. Resonant frequency evolution curves 
The beneficial effect of the coating on the fatigue behavior in air can also 
be observed with the f0 evolution curves which indicate accumulation of damage. 
Figure 5.3 (a) compares the f0 evolution curves for a coated microbeam tested at 
𝜎𝑎,𝑁𝑖 = 290 MPa versus an uncoated microbeam tested at 𝜎𝑎,𝑁𝑖 = 305 MPa. Both 
tests were run-outs (i.e. less than a 10% decrease in f0). However, Figure 5.3 (a) 
clearly indicates a different fatigue behavior, with a decrease of 6% after 1.5 × 109 
cycles for the uncoated microbeam, whereas the coated microbeam kept its f0 
nearly constant over 5.2 × 109 cycles. As will be shown later, this behavior 
indicates less fatigue damage along the sidewalls of the Ni microbeam thanks to 
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the coating. Similarly, Figure 5.3 (b) highlights significantly different 
characteristics in the f0 evolution curves of two specimens (coated vs uncoated) 
for similar 𝜎𝑎,𝑁𝑖 values (350 vs 340 MPa). The uncoated specimen fails after 4 × 
107 cycles with a steady decrease in f0. Instead, the coated specimen fails after 
1.05 × 109 cycles, with a very slow decrease of ~1% over the first 109 cycles, 
followed by a sharp decrease that is similar in rates with that of the uncoated 
specimen. The f0 evolution curves of the microbeams shown in Figure 5.3 (b) are 
representative of all other fatigue tests in air for 𝜎𝑎,𝑁𝑖 > 300 MPa, and indicate 
that the increase in 𝑁𝑓 by at least a factor of 5 for the coated microbeams results 
from the initial slow decrease in f0 prior to a fast decrease that is similar to that 
of the uncoated specimens.  
Figure 5.3 also shows that the coated microbeams exhibit an initial 
increase in f0 (over the first 1 to 5 × 108 cycles) of ~0.5-1%, regardless of the 𝜎𝑎,𝑁𝑖 
value (based on 11 tests). This initial increase is not observed for the uncoated 
microbeams and is therefore directly related to the presence of the coatings. One 
possible explanation is a transient cyclic hardening behavior of the Au that could 
result in an apparent stiffer coating.  
Figure 5.3 (c) and (d) show the f0 evolution curves for a coated microbeam 
that was first tested in air for 7 × 108 cycles at 𝜎𝑎,𝑁𝑖 = 375 MPa, until the specimen 
reached the transition from a slow decrease to a sharp decrease in f0. The test 
was then interrupted and resumed in vacuum (inside the SEM, as done in [208]) 
at a similar 𝜎𝑎,𝑁𝑖 of 385 MPa. At the end of the fatigue test in air, f0 decreased by 
about ~2.5% in less than 106 cycles while in vacuum, f0 decreased by less than 
0.5% in more than 5 x 106 cycles, a decrease rate almost 25 times lower. Hence 
160 
 
the environment plays a critical role in the fatigue of the coated microbeams for 
the portion of the test corresponding to the fast decrease in f0. 
ˆ 
Figure 5.3 . (a) and (b) Comparison of f0 evolution curves of coated and 
uncoated fatigue tests in air at similar stress levels. (c) and (d) f0 evolution 
curve of a coated specimen tested in air (a,Ni = 375 MPa) up to 7.2 × 108 cycles 
than tested in vacuo (a,Ni = 385 MPa) inside a SEM [238].  
 
5.5. Fractography 
A series of SEM images, including FIB cuts, after completed or interrupted 
fatigue tests, were taken to determine the extent and location of fatigue damage 
and correlate it to the f0 evolution curves shown in the previous section. SEM 
images of a coated microbeam tested at 𝜎𝑎,𝑁𝑖 = 290 MPa for 5.2 × 10
9 cycles did 
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not reveal any cracks in the Au coating, although fatigue damage in the form of 
extrusions could be seen. Fatigue extrusions were also observed for a microbeam 
tested at 𝜎𝑎,𝑁𝑖 = 350 MPa for 3 × 10
7 cycles, corresponding to an increase in f0 of 
0.6%. Figure 5.4 (a)-(f) show SEM images of a Au-coated Ni microbeam tested at 
𝜎𝑎,𝑁𝑖 = 315 MPa for ~1.9 × 10
9 cycles, with a corresponding 27% decrease in f0. In 
that case, two main cracks grew, one from each sidewall, towards the neutral 
plane of the beam, extending throughout the microbeam’s thickness (see Figure 
5.4 (a) & (b)). Extrusions in the Au coating surrounding the fatigue crack can also 
be observed (see Figure 5.4 (c)). Figure 5.4 (d) shows the cross sectional view of 
the same fatigued microbeam after rupturing the remaining ligament 
(corresponding to the middle part of the cross section). The SEM image suggests 
transgranular fatigue failure. In addition, a large amount of voids are present in 
both Ni and Au (see Figure 5.4 (e)). EDS map of the cross-section in Figure 5.4 
(f) shows a smooth interface between the Au coating and the Ni microbeam, 
indicating that the presence of the Au coating prevented the formation of large 
extrusions/intrusions in the Ni that were observed for the uncoated fatigued 




Figure 5.4 . (a)-(c) Fatigued coated microbeam tested at a,Ni = 315 MPa for 1.9 
x 109 cycles; (d) & (e) Cross-sectional view of the fatigue surface of the same 
microbeam, (f) EDS of the cross-section showing absence of any significant 
extrusions in Ni [238]. 
 
Figure 5.5 shows transverse (see Figure 5.5 (b) and (c)) and vertical (see 
Figure 5.5 (b) and (d)) FIB cuts (see their locations on Figure 5.5 (a),(e), and (i)) 
that were obtained after an interrupted fatigue test of a coated microbeam (8.5 
× 108 cycles at 𝜎𝑎,𝑁𝑖 = 350 MPa, leading to a decrease of only 1.8% in f0, i.e. before 
the test reached the fast decrease portion of the f0 evolution curve (see schematic 
in Figure 5.5 (a))). Figure 5.5 (f)-(h) show cracks and voids in the Au coating, 
along the sidewalls and on top of the sidewall (i.e., at the location of the largest 
stress amplitudes). In contrast, no cracks or voids can be observed in Ni even in 
the vicinity of the sidewall where 𝜎𝑎 is maximum. Figure 5.5 (i) shows the 
location of three vertical cuts made on the same microbeam at increasing 
distances w from the sidewall (i.e., closer to the neutral plane), w = 1.4,  3.2, and 
4.8 m. Figure 5.5 (j)-(o) show extensive fatigue damage in the top Au layer in 
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the form of extrusions and voids at distances w = 1.4 m  (𝜎𝑎 = 335 MPa in Ni, 
95% of 𝜎𝑎,𝑁𝑖) and 3.2 m (𝜎𝑎 = 275 MPa in Ni, 80% of 𝜎𝑎,𝑁𝑖). More specifically, 
Figure 5.5 (n) & (o) (w = 1.4 m) show a crack through the thickness of the Au 
coating that appears to be formed by the coalescence of adjacent nanometer scale 
voids. Figure 5.5 (k) & (l) also show a few voids in Ni.  Small extrusions in Ni can 
also be seen in Figure 5.5 (m) & (o). For 𝑤 = 4.8 m (where 𝜎𝑎 = 230 MPa in Ni 
(~66% of 𝜎𝑎,𝑁𝑖)), no extrusions or voids can be seen in the Au coating or in Ni 
(see Figure 5.5 (p)), providing evidence that the damage observed for w = 3.2 and 
1.4 m is due to fatigue.  
Figure 5.6 (d)-(h) show SEM images of horizontal FIB cuts on a coated 
microbeam fatigued at σa,Ni = 350MPa for ~10
9 cycles that resulted in a decrease 
in f0 of 9.3%. As was shown in Figure 5.4 (a), the large decrease in f0 results from 
cracking of the Ni microbeam. The fatigue crack in the Ni has similar 
characteristics than the fatigue cracks observed for the uncoated microbeams 
tested in air [208]. Specifically, the crack follows a tortuous crack path, and 
appears to be formed by connection of a large density of voids that only form in 
its vicinity.  As was shown for fatigue tests of uncoated microbeams in air, the 
voids in Ni are associated with larger oxygen concentration (see EDS maps in 
Figure 5.6 (i)). As can be seen in Figure 5.6 (d), there is only one fatigue crack in 
the Au coating (that looks similar to the fatigue crack observed in Figure 5.5 (n) 
and (o) and consists of a large density of nanoscale voids (<10 nm in size), at the 
location of the Ni fatigue crack. It is therefore likely that the fatigue crack in the 
Au coating first reached the Au/Ni interface before propagating in Ni. In fact, 
Figure 5.6 (e)-(g) clearly show signs of delamination at the Au/Ni interface, 
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suggesting that interfacial cracking occurred once the fatigue crack in the Au 
reached the interface and before propagation of the fatigue crack in Ni.  
 
Figure 5.5 (a) Coated microbeam tested at a,Ni = 350 MPa for 8.5 × 108 cycles; 
(b)-(d) Attributes of the transverse and vertical FIB cuts; (e) Location of the 
transverse FIB cut; (f)-(h) Cracks and voids in Au top layer and side wall; (i) 
Locations of the vertical FIB cuts; (j)-(m) Damage in Au and Ni at w = 3.2 m 
(a = 275 MPa in Ni, 80% of a,Ni); (n) & (o) Cracking of Au coating by void 
coalescence at w = 1.4 m (a = 335 MPa in Ni, 95% of a,Ni); (p) No extrusions 





Figure 5.6 (a) Coated microresonator tested at a,Ni = 350 MPa for 109 cycles 
showing locations of the horizontal FIB cuts; (b) & (c) Attributes of the 
horizontal FIB cut; (d)-(h) Voids in both Au and Ni all along the crack path, 
highlighting as well delamination between Au and Ni; (i) EDS images showing 
larger concentrations of oxygen present at the marked locations (corresponding 
to voids) along the crack [238]. 
 
5.6. Discussion 
The results of this study highlight a beneficial effect (i.e. an increase in Nf 
by at least a factor of 5) of 850-nm-thick Au coatings on the bending HCF / VHCF 
behavior of 11.5-m-wide Ni microbeams in air. However, the underlying 
mechanisms are different from the studies presented in Section 1.3 due to 
166 
 
significant size effects that can govern the fatigue properties of metallic micro-
components [204-206, 216, 255-257], the main reason here being the presence 
of extreme stress gradients in the microbeams [205, 208]. Our results show that, 
in air, the coated microbeams exhibit longer fatigue lives than the uncoated ones 
by reducing and delaying void formation in Ni. As shown in Figure 5.5, very few 
voids could be observed in the Ni underneath the Au coating at 𝜎𝑎 = 350 MPa 
and after 8.5 × 108 cycles in air. In contrast, the uncoated beams fail in air at 𝑁𝑓 
~ 107 cycles at 𝜎𝑎 = 350 MPa (see Figure 5.2 (a)), for which FIB cuts have revealed 
a large concentration of voids (see [208]). Hence, the coating effectively delayed 
fatigue crack nucleation by preventing void formation. To further confirm that 
these findings are specific to void-driven fatigue mechanisms, we performed two 
“manual” low cycle fatigue (LCF) tests of coated and uncoated microbeams. 
These tests consist of using a micromanipulator placed at the bottom of the fan-
shaped mass to cycle back-and-forth the microbeam to the maximum allowable 
angle of rotation that is dictated by the comb drive design (80 mrad; see Figure 
2.13 (a)). This angle of rotation corresponds to 𝜎𝑎 = 720 MPa, 𝑎 = 1% and 𝑝𝑎 = 
0.6% for Ni. The fatigue life of the uncoated microbeam was 1000. Interruption 
of the fatigue test revealed fatigue cracks after only 500 cycles, and average crack 
growth rates of 6 nm/ cycle between 500 and 700 cycles (compare Figure 5.7 (a) 
and (b)). These crack growth rates are more than 3 orders of magnitude faster 
rates compared to that measured in the HCF regime in air (~10-12 m/cycle). The 
fracture surfaces did not reveal any void formation (see Figure 5.7 (d)). This 
result clearly highlights different fatigue mechanisms between LCF and 
HCF/VHCF regimes. In the LCF regime, the measured crack growth rates and 
167 
 
lack of void formation suggest that the classical fatigue mechanisms, based on 
sufficient crack tip plasticity for fatigue crack growth, are dominant. As such, the 
effect of the Au coating on LCF properties should be different from what we 
observe in the HCF/VHCF regimes. In fact, the fatigue life of the coated 
microbeam for 𝑝𝑎 = 0.6% is 1900, which represents a much smaller increase in 
𝑁𝑓(less than a factor of 2). Figure 5.7 (h) shows a fracture surface of the Ni similar 
to that of the uncoated LCF test, with no voids. In that case, the increase in Nf is 
likely due to the extra cycling required to induce fatigue failure of the Au coating. 
After only 500 cycles, only extrusions in the Au coating could be observed 
(Figure 5.7 (e)) whereas clear fatigue cracks were already formed in the uncoated 
Ni (Figure 5.7 (a)). After 700 cycles, the extrusions in the coating were more 
developed and some fatigue crack embryos were present in the coating (see 
Figure 5.7 (f)), whereas the fatigue cracks had already propagated towards the 
neutral axis for the uncoated microbeam (Figure 5.7 (b)). As shown in Figure 5.7 
(g), only after 1000 cycles could well developed fatigue cracks be observed. 
Presumably between 1000 and 1900 cycles, these cracks propagated into the Ni 




Figure 5.7 Comparison of evolution of fatigue damage for two LCF tests ( a,Ni = 
1%, pa,Ni = 0.6%) of (a)-(c) uncoated and (e)-(g) coated microbeams. Fracture 
surface after fatigue failure occurring after (d) 1000 cycles for uncoated 
microbeam and (h) 1900 cycles for coated microbeam [238]. 
 
Even though the Au coating delays fatigue crack formation in Ni in air, 
our results show that it eventually undergoes fatigue failure, as evidenced by the 
extrusions formation in Au (see Figure 5.4 (c,(f) and (i)) as well as Figure 5.5 (e)) 
and the fatigue cracks observed in Figure 5.5 (n) and Figure 5.6. In addition, our 
FEM results showed that a crack in the Au coating through the thickness of the 
microbeam represent a 1% decrease in f0. Hence the observed decrease of ~1-2% 
decrease in f0 over the first 109 cycles (see Figure 5.3 (a) and (b)) is consistent 
with the notion of a few fatigue cracks developing inside the coating and 
reaching the Au/Ni interface (as observed for example is Figure 5.5 (n)). Figure 
5.6 (d)-(h) show a fatigue crack in Ni, based on interconnected voids, at the 
location of a fatigue crack in the Au coating, as well as delamination between the 
coating and Ni. Once a fatigue crack in the coating reaches the interface, Ni 
becomes exposed to the environment, especially if delamination occurs. As such, 
the fatigue process in the exposed Ni is expected to be similar to that of the 
uncoated microbeams fatigued in air. This is consistent with the same fatigue 
damage observed in Ni for both uncoated and coated microbeams tested in air, 
and the similarity in f0 evolution curves (see Figure 5.3 (b); the last portion of the 
f0 evolution curve for the coated microbeam, corresponding to the cracking in 
Ni, is similar to the curve for the uncoated microbeam). This is also consistent 
with the results shown in Figure 5.3 (c) and (d), showing that the last portion of 
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the  f0 evolution curve for the coated microbeam is also very sensitive to the 
environment, as is for uncoated microbeams [208]. 
Figure 5.8 summarizes the overall HCF/VHCF fatigue behavior of the 
coated and uncoated microbeams in air discussed above, by plotting two 
representative f0 evolution curves and highlighting the corresponding nature and 
location of fatigue damage throughout the fatigue test. In contrast to the five 
desired coating properties listed in the introduction to prevent/delay PSB-
induced fatigue damage and to the known coating effects for bulk alloys 
undergoing classical fatigue mechanisms [188-195], the main reason for the delay 
in fatigue crack nucleation for the coated microbeams is the Au coating acting as 
an oxygen barrier. However, the fatigue life of the coated microbeams in air is 
less than that of the uncoated microbeam tested in vacuo (see Figure 5.2), 
because the improvement in the fatigue behavior is limited by the fatigue 
behavior of the Au coating. Hence, the coating needs to have a good fatigue 
resistance (better than that of the Ni) to be effective. As explained above, the 
fatigue damage in the Au coating is, similarly to Ni, associated with void 
formation. There are two possible explanations for its good fatigue resistance. 
First, its small grain size likely results in a large enough yield stress that 
minimizes the plastic strain amplitude, thereby preventing the development of 
PSB-induced extrusion. Second, as a noble metal, the void formation in Au is 
unlikely to be assisted by a chemisorption process of oxygen on the void surface, 
which could explain why only small voids were formed in the coating in 




Figure 5.8 Schematics summarizing the overall fatigue behavior of the coated 
and uncoated microbeams in air, with the corresponding representative f0 






The effect of an 850-nm-thick electroplated Au coating on the very high 
cycle bending fatigue behavior of electroplated Ni microbeams tested under 
resonance in air at high frequencies (~9 kHz) was investigated. The S-N curves 
show longer fatigue lives for the coated microbeams by at least a factor of 5 
compared to the uncoated ones. This beneficial effect was demonstrated to be 
related to the delay in oxygen-assisted void formation, and therefore in void-
assisted fatigue crack nucleation and growth in Ni. The improvement in fatigue 
life was limited by the fatigue degradation of the Au coating, which was also 
controlled by the formation of nanosized voids. Once a fatigue crack in the 
coating reached the interface, delamination occurred, leading to exposure of the 
underlying Ni to air and fast, “uncoated-like”, fatigue degradation thereafter. 
This study highlighted that thin, noble metallic coatings can significantly 
improve the fatigue lives of metallic microbeams whose very high cycle fatigue 












Novel MEMS-based nanomechanical testing methods were presented in 
this dissertation aimed at providing a fundamental understanding of plasticity in 
ultrafine-grained FCC microspecimens. This understanding provides useful 
guidelines for increasing the safety and mechanical reliability of thin films and 
coatings, frequently used in MEMS technology. 
The significant contributions are: 
1. Advanced an existing novel MEMS-based in-situ nanomechanical 
testing technique proposed by Pierron and co-workers [169, 170, 175]. The 
capacitive sensing scheme was modified to get independent measurements of 
stresses and strains which expanded the envelope of the technique to perform 
transient mechanical tests such as repeated relaxation. Methods to control the 
noise-to-signal ratio were developed to maintain noise levels of ~0.1 fF required 
for measuring relaxation behavior during short transient mechanical tests. These 
advancements make this technique uniquely capable for performing in-situ 
repeated stress relaxation tests in the TEM and make microstructural 
observations simultaneously. As shown in Figure 1.17, this advancement of the 
MEMS-based nanomechanical technique is a very important step towards 
understanding the rate-controlling mechanisms in NC/UFG metals. The unit 
cubic micrometer sized volumes investigated with the microspecimens allow for 
direct comparisons with atomistic simulations by taking the advantage of the 




2. True activation volume calculation for nanograined metals were 
performed in-situ for the first time. 100-nm-thick Au microspecimens were 
tested in-situ and ex-situ and true activation volumes of the order of 2-10 𝑏3 were 
obtained. The environment (vacuum vs air) was seen to have no effect on these 
values. GB mediated dislocation plasticity was observed in the TEM in these Au 
microspecimens. This provides a very clear evidence of a correlation between GB 
mediated mechanisms and low activation volumes observed in NC/UFG metals. 
200-nm-thick Al microspecimens were also tested in-situ and ex-situ. True 
activation volumes of the order of 5-20 𝑏3 were obtained but in these 
microspecimens grain growth was observed. These microspecimens were also 
tested with a PTP device in combination with PED mapping techniques to show 
grain growth. The addition of the PED is a very powerful tool when combined 
with either the MEMS or PTP techniques.  
3. It was demonstrated that a thin Au coating can improve the fatigue 
life of electroplated Ni microbeams in the HCF / VHCF regime by at least a factor 
of 5. Previous work already highlighted the beneficial effect of coatings for HCF 
[195], including for thin film fatigue [202], mainly by preventing the 
development of PSB-induced surface morphology that results in fatigue crack 
initiation. In contrast, the novelty of this work is to demonstrate an effective 
coating strategy against fatigue degradation involving void-assisted fatigue crack 
nucleation and propagation, which characterizes the HCF/VHCF behavior of the 
uncoated Ni microbeams [208]. Specifically, the coating needs to prevent 
exposure of the underlying Ni to air, given that the fatigue lives of the uncoated 
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microbeams in vacuum conditions are three orders of magnitude longer than in 
air. Here, the combination of a noble metal with small grain size resulted in a 
coating that is more fatigue resistant than Ni, even though the underlying fatigue 













The MEMS device has great capabilities but there are several areas of 
improvements. The capacitive sensor design can be modified to accommodate 
differential sensing in both capacitive sensors which will greatly reduce the 
parasitic noise and increase the simplicity of the circuitry. Conductive epoxy 
should be sought after for clamping and bridging the gaps between the thermal 
actuator, 𝐶𝑆1 and sample gaps for reducing charging in the TEM. 
It is highly recommended the existing in-situ technique be combined with 
other techniques like the PED to provide more guided TEM observations to 
increase the likelihood of observing a mechanism and increasing the statistical 
understanding of the entire gauge length. Because of the modular nature of the 
technique this can be easily achieved. 
Many researchers have noted the effect of texture on the mechanical 
properties of thin films [258-260], therefore it is recommended to compare films 
with different textures preferably by keeping the grain size distribution similar. 
Single crystal or bi-crystal nanowires can also provide great insight into the 
plastic mechanisms. To exploit the full potential of the technique in-situ 
experiments in an environmental TEM such as TITAN are highly recommended.  
To further increase the understanding of the void controlled fatigue crack 
initiation and propagation low cycle fatigue tests should be studied in detail to 
prove that the void controlled mechanisms are indeed activated during 
HCF/VHCF. Also, Ni microbeams coated with different materials such as Cu or 
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Pd which are not noble metals should be tested to confirm the effects of the Au 
coatings observed in this study. Further TEM observations on lamellas of the 
microbeams should be made to study the dislocation structures. EBSD can be 
used to study the orientations of the grains during fatigue. It is highly 
recommended to combine all this experimental observations with crystal 
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