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1. Introduction
Let U denote the unit disc U = {z ∈ C : |z| < 1} and let A be the class of the analytic functions defined in U with
normalization of the form
f (z) = z + a2z2 + a3z3 + · · · .
The usual classes of convex and starlike functions are
K =

f ∈ A : Re

1+ zf
′′(z)
f ′(z)

> 0, z ∈ U

,
S∗ =

f ∈ A : Re

zf ′(z)
f (z)

> 0, z ∈ U

.
A function f is said to be uniformly convex in U , if f is in K and has the property, that for every circular arc γ contained in
U , with center ζ , also in U , the image f (γ ) is convex arc. The class of uniformly convex functions will be denoted by UCV .
The author has shown in [1] that
UCV =

f ∈ A : Re

1+ zf
′′(z)
f ′(z)

>
 zf ′′(z)f ′(z)
 , z ∈ U .
Let β ∈ (−∞, 1). A special subclass ofA is the class of starlike functions of order β , given by
S∗(β) =

f ∈ A | Re zf
′(z)
f (z)
> β, z ∈ U

.
The following implication holds: β ∈ [0, 1)⇒ S∗(β) ⊂ S∗.
IfB ⊂ A is an arbitrary class of analytic functions, then the order of starlikeness of the classB is
β∗(B) = sup{β ∈ [0, 1) | B ⊂ S∗(β)}.
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It was proved in [2] that if f ∈ UCV , then
Re
zf ′(z)
f (z)
>
1√
2
, z ∈ U .
This implies the inequality:
β∗(UCV ) ≥ 1√
2
.
The best result we know about this question is
f ∈ UCV ⇒ Re zf
′(z)
f (z)
>
1
2 ln 2
, z ∈ U
and it was published in [3]. Another result concerning the order of starlikeness of the class UCV was published in [4], in this
case, the authors showed that if f ∈ UCV , f (z) = z + a2z2 + a3z3 + · · ·with an ∈ R, an ≥ 0, n ∈ N∗, then
Re
zf ′(z)
f (z)
>
4
5
, z ∈ U
and this result is sharp. Thus we obtain the following inequality:
β∗(UCV ) ≤ 4
5
.
The purpose of this paper is to determine β∗(UCV ). Before proving the main result, we will give the necessary definitions
and lemmas in the next section.
2. Preliminaries
Definition 1. For δ ∈ [0, 1), let UCV (δ) be the class of uniformly convex functions of order δ defined by the equality:
UCV (δ) =

f ∈ UCV : Re

1+ zf
′′(z)
f ′(z)

> δ +
 zf ′′(z)f ′(z)
 , z ∈ U .
It is obvious that if 1 > δ > δ′ ≥ 0, then UCV (δ′) ⊃ UCV (δ), in particular
UCV = UCV (0) ⊃ UCV (δ).
Lemma 1 ([5]). Let h be analytic in U, with h(0) = 1, and let q with q(0) = 1 satisfy the differential equation:
q(z)+ zq
′(z)
q(z)
= h(z), z ∈ U .
If we suppose that:
(a) h is convex in U
(b) Req(z) > 0, z ∈ U,
then q is univalent and is given by
q(z) = zk
′(z)
k(z)
, k(z) =
∫ z
0
g(t)
t
dt and g(z) = z exp
∫ z
0
h(t)− 1
t
dt

.
Moreover, if f is analytic in U, with f (0) = 0 and 1+ zf ′′(z)f ′(z) ≺ h(z), then zf
′(z)
f (z) ≺ q(z).
The result is sharp, and the extremal function is f = k.
We will use the following lemma several times.
Lemma 2. If
A(θ, t) =
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
cos θ − xv
1+ x2v2 − 2xv cos θ dvdudx
B(θ, t) =
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx,
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then the equalities hold:
A(θ, t) =
∞−
n=0
1− tn+1
(n+ 1)2

n−
k=0
1
2k+ 1

cos(n+ 1)θ
B(θ, t) =
∞−
n=0
1− tn+1
(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ. (1)
Proof. We have:
A(θ, t)+ iB(θ, t) =
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
eiθ
1− xveiθ dvdudx
=
∞−
n=0
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
xnvnei(n+1)θdvdudx
=
∞−
n=0
1− tn+1
(n+ 1)2

n−
k=0
1
2k+ 1

ei(n+1)θ ,
and the desired equalities follow. 
Lemma 3. Let B : [0, π] × [0, 1] → R be the function defined by the equality:
B(θ, t) =
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx.
The following inequalities hold:
B(θ, t) ≤ B(θ0, 0) ≤ 1.07 for all (θ, t) ∈ [0, π] × [0, 1],
where θ0 = 4 arctan

1
e
π
2

, and
B

θ,
1
3

≤ 8
9
B(θ0, 0) ≤ 0.952 for all θ ∈ [0, π].
The function B(θ, 0) is increasing on [0, θ0] and decreasing on [θ0, π].
Proof. Since
B(θ, t) ≤ B(θ, 0), for all t ∈ [0, 1],
in order to prove Lemma 3, we have to study B(θ, 0). Note first that, according to (1), we have:
B(θ, t) =
∞−
n=0
1− tn+1
(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ,
and
B′θ (θ, 0) =
∞−
n=0
1
n+ 1

n−
k=0
1
2k+ 1

cos(n+ 1)θ = Re

ei
θ
2
∞−
n=0
einθ
2n+ 1
2
= 1
4
Re

log

1+ ei θ2
1− ei θ2
2
= 1
4
[
ln2

cot
θ
4

−
π
2
2]
. (2)
Hence B′θ (θ, 0) ≥ 0 for θ ∈ [0, θ0] and B′θ (θ, 0) ≤ 0 for θ ∈ [θ0, π], and the inequality B(θ, 0) ≤ B(θ0, 0), θ ∈ [0, π]
follows. A suitable approximation shows that B(θ0, 0) < 1.07.
The following equalities hold:
B(θ,
1
3
) =
∞−
n=0
1−  13 n+1
(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ
=
∞−
n=0
1
(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ −
∞−
n=0
 1
3
n+1
(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ
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=
∫ 1
0
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx−
1
3
∫ 1
0
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v29 − 23xv cos θ
dvdudx. (3)
The inequality 3(1+ x2v2 − 2xv cos θ) > 1+ x2v29 − 23xv cos θ holds in case | cos θ | ≤

13
16 and x, v ∈ [0, 1]. This implies
that:
B

θ,
1
3

<
8
9
B(θ0, 0), θ ∈

arccos

13
16
, π − arccos

13
16

. (4)
According to (3) in case of θ ∈

0, arccos

13
16

we have
∂B
∂θ

θ,
1
3

= ∂B
∂θ
(θ, 0)−
∞−
n=0
 1
3
n+1
n+ 1

n−
k=0
1
2k+ 1

cos((n+ 1)θ),
and
∂B
∂θ
(θ, 0) = 1
4
[
ln2

cot
θ
4

−
π
2
2]
>
1
2
, ∞−
n=0
 1
3
n+1
n+ 1

n−
k=0
1
2k+ 1

cos((n+ 1)θ)
 ≤ ∞−
n=0

1
3
n+1
= 1
2
.
Consequently we get that:
∂B
∂θ

θ,
1
3

> 0, θ ∈

0, arccos

13
16

.
On the other hand
∂B(θ, t)
∂θ
=
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
(1+ x2v2) cos θ − 2xv
(1+ x2v2 − 2xv cos θ)2 dvdudx < 0, θ ∈

π − arccos

13
16
, π

.
Therefore, B

θ, 13

is strictly increasing on

0, arccos

7
8

, and strictly decreasing on

π − arccos

7
8 , π

. This implies
inequality (4) for every θ ∈ [0, π]. 
Lemma 4. If t ∈  13 , 1 , θ ∈ [0, π] then∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
(1− xv)(1+ cos θ)
(1+ xv)(1+ x2v2 − 2xv cos θ)dvdudx
≥ 5
11
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx
2
. (5)
Proof. An approximation shows that:
∞−
n=0
1−  13 2n+1
(2n+ 1)2

2n−
k=0
1
2k+ 1

<
11
10
.
Since ∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
1− x2v2 dvdudx ≤
∫ 1
1
3
∫ 1
0
1
1− u2
∫ 1
u2
1
1− x2v2 dvdudx
=
∞−
n=0
∫ 1
1
3
∫ 1
0
1
1− u2
∫ 1
u2
x2nv2ndvdudx
=
∞−
n=0
1−  13 2n+1
(2n+ 1)2

2n−
k=0
1
2k+ 1

, t ∈
[
1
3
, 1
]
,
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we deduce∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
1− x2v2 dvdudx ≤
11
10
, t ∈
[
1
3
, 1
]
. (6)
According to the Cauchy–Schwarz inequality for integrals we have:∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
1− v2x2 dvdudx∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
(1+ xv)(1+ x2v2 − 2xv cos θ)dvdudx
≥
∫ 1
0
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)√1+ x2v2 − 2xv cos θ dvdudx
2
. (7)
A simple calculation leads us to:
1
(1+ xv)√1+ x2v2 − 2xv cos θ ≥
sin θ2
1+ x2v2 − 2xv cos θ
for all x, v ∈ [0, 1], θ ∈ [0, π] and by integrating this inequality we obtain:∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)√1+ x2v2 − 2xv cos θ dvdudx ≥
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ2
1+ x2v2 − 2xv cos θ dvdudx. (8)
Now (6), (7), (8) imply (5). 
The following lemma is a slight modification of a result due to Wilken and Feng [6].
Lemma 5. Let µ be a positive measure on [0, 1] and let g be a complex- valued function defined on [0, 2π ] × [0, 1], so that
g(·, t) is continuous in [0, 2π ] for every t ∈ [0, 1] and g(θ, ·) isµ-integrable on [0, 1] for each θ ∈ [0, 2π ]. In addition, suppose
that the function a : [0, 1] → (0,∞) is also µ-integrable and
Re
1
g(θ, t)
≥ 1
a(t)
, for θ ∈ [0, 2π ] and t ∈ [0, 1].
If g(θ) =  10 g(θ, t)dµ(t), then
Re
1
g(θ)
≥ 1 1
0 a(t)dµ(t)
,
for every θ ∈ [0, 2π ].
Proof. The condition
Re
1
g(θ, t)
≥ 1
a(t)
, θ ∈ [0, 2π ], t ∈ [0, 1],
is equivalent tog(θ, t)− a(t)2
 ≤ a(t)2 θ ∈ [0, 2π ], t ∈ [0, 1].
Henceg(θ)− 12
∫ 1
0
a(t)dµ(t)
 = ∫ 1
0
[
g(θ, t)− a(t)
2
]
dµ(t)
 ≤ 12
∫ 1
0
a(t)dµ(t),
and this is equivalent to
Re
1
g(θ)
≥ 1 1
0 a(t)dµ(t)
,
for every θ ∈ [0, 2π ]. 
Lemma 6. Let ϕ : 0, π2 → R be the function defined by the equality ϕ(x) = eαx2 cos x, where α ∈  12 ,∞. If there is a point
x0 ∈

0, π2

for which ϕ(x0) ≥ 1, then ϕ(x) ≥ 1 for every x ∈ [0, x0].
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Proof. Since
ϕ′(x) = eαx2(2αx− tan x) cos x, x ∈

0,
π
2

,
the condition 2α > 1 implies that there is a unique point y0 ∈

0, π2

, such that ϕ′(y0) = 0, ϕ′(x) ≥ 0, for x ∈ (0, y0)
and ϕ′(x) ≤ 0, for x ∈ y0, π2 . We conclude that the function ϕ is increasing on (0, y0] and decreasing on y0, π2 . Since
ϕ(0) = 1, the assertion holds. 
Lemma 7 ([7]). If p is an analytic function in U, p(0) = 1, and
Re

p(z)+ zp
′(z)
p(z)

> 0, z ∈ U, (9)
then Rep(z) > 0, z ∈ U.
Lemma 8. Let B(θ, t) be defined as in Lemma 2; then θ2 + 8π2 B(θ, t) ∈ [0, π2 ] for all t ∈ [0, 1] and θ ∈ [0, π].
Proof. We have to prove our lemma only in case t = 0. Let ψ : [0, π] → R be the function defined by
ψ(θ) = θ
2
+ 8
π2
B(θ, 0).
According to (2), the derivative of ψ satisfies
ψ ′(θ) = 1
2
+ 8
π2
B′θ (θ, 0) =
1
2
+ 2
π2
[
ln2

cot
θ
4

−
π
2
2] ≥ 0
for all θ ∈ [0, π]. Consequently ψ is increasing on [0, π] and the inequalities 0 = ψ(0) ≤ ψ(θ) ≤ ψ(π) = π2 hold for all
θ ∈ [0, π]. 
Lemma 9. If θ ∈ 0, 63π100  and t ∈ 0, 13 , then∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− x2v2
(1+ x2v2 − 2xv cos θ)2 dvdudx
≥
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
2xv − 2x2v2 cos θ
(1+ x2v2 − 2xv cos θ)2 dvdudx (10)
Proof. We use the notations introduced in (1) again:
A(θ, t) =
∞−
n=0
1− tn+1
(n+ 1)2

n−
k=0
1
2k+ 1

cos(n+ 1)θ
B(θ, t) =
∞−
n=0
1− tn+1
(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ. (11)
The inequality (10) can be rewritten in the following form:
− 1
sin θ
A′θ (θ, t) ≥ −
cos θ
sin θ
A′θ (θ, t)− B′θ (θ, t), θ ∈
[
0,
63π
100

and t ∈
[
0,
1
3
]
,
and this is equivalent to
∞−
n=0
1− tn+1
(n+ 1)

n−
k=0
1
2k+ 1

cos

(n+ 1)θ − θ
2

≥ 0, θ ∈
[
0,
63π
100

, t ∈
[
0,
1
3
]
. (12)
On the other hand, the equalities hold:
∞−
n=0
1− tn+1
(n+ 1)

n−
k=0
1
2k+ 1

cos

(n+ 1)θ − θ
2

= Re

ei
θ
2
∞−
n=0
einθ
1− tn+1
(n+ 1)
∫ 1
0
1− u2n+2
1− u2 du

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= Re

ei
θ
2
∞−
n=0
einθ (1− tn+1)
∫ 1
0
1
1− u2
∫ 1
u2
vndvdu

= Re
∫ 1
0
1
1− u2
∫ 1
u2

ei
θ
2
1− veiθ − t
ei
θ
2
1− tveiθ

dvdu
= cos θ
2
∫ 1
0
1
1− u2
∫ 1
u2

1− v
1+ v2 − 2v cos θ − t
1− tv
1+ t2v2 − 2tv cos θ

dvdu. (13)
Let
φ1(θ) =
∫ 1
0
1
1− u2
∫ 1
u2
1− v
1+ v2 − 2v cos θ dvdu
and
φ2(θ, t) = t
∫ 1
0
1
1− u2
∫ 1
u2
1− tv
1+ t2v2 − 2tv cos θ dvdu.
In order to prove inequality (12), we have to show that
φ1(θ) ≥ φ2(θ, t) for all θ ∈ (0, π) and t ∈
[
0,
1
3
]
. (14)
Since
∂φ2
∂t
(θ, t) =
∫ 1
0
1
1− u2
∫ 1
u2
1− 2tv − t2v2 + 2t2v2 cos θ
(1+ t2v2 − 2tv cos θ)2 dvdu ≥ 0 for all θ ∈ (0, π) and t ∈
[
0,
1
3
]
,
the function φ2(θ, t) is increasing with respect to t on the interval

0, 13

for every fixed θ ∈ (0, π). Thus the inequality (14)
must be checked only in case t = 13 . The functions φ1(θ) and φ2

θ, 13

are decreasing on the interval (0, π). Consequently,
if we check that
φ1(θk) ≥ φ2

θk−1,
1
3

, where θk = kπ100 , k = 1, 63, (15)
then φ1(θ) ≥ φ1(θk) ≥ φ2

θk−1, 13
 ≥ φ2 θ, 13  for every θ ∈ [θk−1, θk], k = 1, 25 and the inequality (14) follows.
According to (13), the equalities hold:
φ2(θ, t) = 1
cos θ2
∞−
n=0
tn+1
(n+ 1)

n−
k=0
1
2k+ 1

cos

(n+ 1)θ − θ
2

= 1
cos θ2
Re
tei θ2  ∞−
n=0
1
2n+ 1 (te
iθ )n
2
= 1
cos θ2
Re
e−i θ2
4

log
1+√teiθ
1−√teiθ
2
= 1
4

ln2
1+ t + 2√t cos θ2
1+ t − 2√t cos θ2
− arctan2

2
√
t sin θ2
1− t

+ 2 tan

θ
2

ln

1+ t + 2√t cos θ2
1+ t − 2√t cos θ2
 arctan2√t sin θ2
1− t

. (16)
An analogous calculation leads to
φ1(θ) = 14

ln2

cot
θ
4

−
π
2
2 + π tanθ
2

ln

cot
θ
4

. (17)
A computer program can easily check conditions (15) using the equalities (16) and (17). 
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Lemma 10. If θ ∈  63π100 , π and t ∈ 0, 13 , then∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv
1+ cos θ
1+ x2v2 − 2xv cos θ dvdudx
≥ 0.44
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx
2
. (18)
Proof. Since the functions fx, gx : [0, 1] → R defined by fx(v) = 1−xv1+xv and gx(v) = 11+x2v2−2xv cos θ are both decreasing in
case of fixed θ ∈  63π100 , π and x ∈ [0, 1], Cebîşev’s inequality implies that:∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv
1
1+ x2v2 − 2xv cos θ dvdudx
≥ 1
1− t
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv dvdudx
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
1+ x2v2 − 2xv cos θ dvdudx. (19)
We will prove that the function h defined by
h : [0, 1)→ R, h(t) =
 1
t
 1
0
1
1−u2
 1
u2
1−xv
1+xvdvdudx
(1− t)  1t  10 11−u2  1u2 1(1+xv)2 dvdudx
is increasing. The derivative of h is h′(t) = N(t)M(t) , where
N(t) = −(1− t)
∫ 1
0
1
1− u2
∫ 1
u2
1− tv
1+ tv dvdu
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)2 dvdudx
+
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)2 dvdudx+ (1− t)
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ tv)2 dvdu

×
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv dvdudx
and
M(t) = (1− t)2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)2 dvdudx
2
.
SinceM(t) ≥ 0, t ∈ [0, 1], to prove the inequality
h′(t) ≥ 0, t ∈ (0, 1), (20)
we have to show that N(t) ≥ 0, t ∈ [0, 1]. To do this, we define the function Q : [0, 1] → R by the equality
Q (t) = 2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv dvdudx− (1− t)
∫ 1
0
1
1− u2
∫ 1
u2
1− tv
1+ tv dvdu.
It is easily seen that
N(t) ≥ Q (t)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)2 dvdudx, t ∈ [0, 1].
Therefore, to prove (20) we have to show that Q (t) ≥ 0, t ∈ [0, 1]. Differentiating Q twice, we get:
Q ′(t) =
∫ 1
0
1
1− u2
∫ 1
u2
−1+ 2v − 2tv + t2v2
(1+ tv)2 dvdu
and
Q ′′(t) =
∫ 1
0
1
1− u2
∫ 1
u2
4tv2 − 4v2
(1+ tv)3 dvdu.
Since Q ′′(t) ≤ 0, t ∈ [0, 1],Q ′ is strictly decreasing on [0,1]. It is easily seen that we have: Q ′(0) > 0,Q ′(1) < 0. These
imply thatQ ′ has exactly one root t0 ∈ (0, 1). Consequently,Q is increasing on [0, t0] anddecreasing on [t0, 1]. Therefore, the
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inequalities Q (0) ≥ 0,Q (1) ≥ 0 imply Q (t) ≥ 0, for all t ∈ [0, 1]. Thus condition (20) holds and so the inequality
h(t) ≥ h(0), t ∈ [0, 1] follows. Since h(0) > 0.88 we obtain: 1
t
 1
0
1
1−u2
 1
u2
1−xv
1+xvdvdudx
(1− t)  1t  10 11−u2  1u2 1(1+xv)2 dvdudx > 0.88, t ∈ [0, 1]. (21)
An elementary calculation leads to the inequality
1
(1+ xv)2 ≥
sin2 θ2
1+ x2v2 − 2xv cos θ for all x, v ∈ [0, 1], θ ∈ [0, π],
and this implies that:∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)2 dvdudx ≥
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin2 θ2
1+ x2v2 − 2xv cos θ dvdudx,
t ∈ [0, 1], θ ∈ [0, π]. (22)
Thus (18) follows from (19), (21) and (22). 
3. The main result
Theorem 1. If f ∈ UCV (δ), 1 > δ ≥ 0, then
Re
zf ′(z)
f (z)
>
1 1
0 e
− 2(1−δ)
π2
 1
t
1
x

log 1+i
√
x
1−i√x
2
dx
dt
, z ∈ U (23)
and the result is sharp. This means that in case 1 > δ ≥ 0 we have:
β∗(UCV (δ)) = 1 1
0 e
− 2(1−δ)
π2
 1
t
1
x

log 1+i
√
x
1−i√x
2
dx
dt
.
Proof. According to the definition, f ∈ UCV (δ) is equivalent to
Re

1+ zf
′′(z)
f ′(z)

>
 zf ′′(z)f ′(z)
+ δ, z ∈ U . (24)
This implies that 1 + zf ′′(z)f ′(z) lies in a domain Ωδ , which contains the point w0 = 1 and it is bounded by the parabola
v2 = 2u(1− δ)− (1− δ2).
The Riemann mapping hδ : U → Ωδ, hδ(0) = 1 has the form
hδ(z) = 1+ 2(1− δ)
π2

log

1+√z
1−√z
2
.
The inequality (24) is equivalent to
1+ zf
′′(z)
f ′(z)
≺ hδ(z).
If we introduce the notation p(z) = zf ′(z)f (z) , then the previous subordination becomes
p(z)+ zp
′(z)
p(z)
≺ hδ(z), z ∈ U . (25)
Thus a function f ∈ A belongs to the class UCV (δ) if and only if the function p defined by p(z) = zf ′(z)f (z) satisfies (25). It is
clear that Re hδ(z) > 0, z ∈ U , and hδ is a convex function. This implies that Re

p(z)+ zp′(z)p(z)

> 0, z ∈ U , and we get
Re(p(z)) > 0, z ∈ U by applying Lemma 6. In the particular case
q(z)+ zq
′(z)
q(z)
= hδ(z), z ∈ U, (26)
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we get Re(q(z)) > 0, z ∈ U . The conditions of Lemma 1 are satisfied and so we obtain that the solution
q(z) =
z exp

2(1−δ)
π2
 z
0
1
t

log 1+
√
t
1−√t
2
dt

 z
0 exp

2(1−δ)
π2
 s
0
1
t

log 1+
√
t
1−√t
2
dt

ds
, z ∈ U (27)
of the differential equation (26), is univalent and p(z) ≺ q(z). This subordination implies
inf
p≺q{infz∈U Re(p(z))} = β
∗(UCV (δ)) = inf
z∈U Re(q(z)).
According to the minimum principle for harmonic functions, we get the equality
inf
z∈U Re(q(z)) = infθ∈[0,2π ]
1 1
0 exp
[
− 2(1−δ)
π2
 1
t
1
x

log 1+
√
xeiθ
1−
√
xeiθ
2
dx
]
dt
.
In order to determine the above infimum, we apply Lemma 5. Let g : [0, 2π ] × [0, 1] → R be the function defined by
g(θ, t) = exp
−2(1− δ)
π2
∫ 1
t
1
x

log
1+√xeiθ
1−√xeiθ
2
dx

and let a : [0, 1] → (0,+∞) be defined by
a(t) = g(π, t) = exp

−2(1− δ)
π2
∫ 1
t
1
x

log
1+ i√x
1− i√x
2
dx

.
We show that if θ ∈ [0, 2π ], then
Re
1
g(θ, t)
≥ 1
a(t)
, t ∈ [0, 1]. (28)
If (28) holds, then the inequality 1 1
0 g(θ,t)dt
≥ 1 1
0 g(π,t)dt
, θ ∈ [0, 2π ] follows from Lemma 5, and we obtain the order of
starlikeness of the class of uniformly convex functions
β∗(UCV (δ)) = inf
z∈U Re(q(z)) = infθ∈[0,2π ] Re
1 1
0 g(θ, t)dt
= 1 1
0 g(π, t)dt
= 1 1
0 e
− 2(1−δ)
π2
 1
t
1
x

log 1+i
√
x
1−i√x
2
dx
dt
.
In order to prove (28) we observe that this inequality is equivalent to
Re
exp
2(1− δ)
π2
∫ 1
t
1
x

log
1+√xeiθ
1−√xeiθ
2
dx
 ≥ exp

2(1− δ)
π2
∫ 1
t
1
x

log
1+ i√x
1− i√x
2
dx

, t ∈ [0, 1],
θ ∈ [0, 2π ].
The following identities hold:
Re
1
g(θ, t)
= Re
exp
2(1− δ)
π2
∫ 1
t
1
x

log
1+√xeiθ
1−√xeiθ
2
dx

= Re

exp

8(1− δ)
π2
eiθ
∫ 1
t
∞−
n=0
1
n+ 1

n−
k=0
1
2k+ 1

xneinθdx

= Re
[
exp

8
π2
(1− δ)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
eiθ
1− xveiθ dvdudx
]
= exp

8
π2
(1− δ)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
cos θ − xv
1+ x2v2 − 2xv cos θ dvdudx

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× cos

8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx

,
and
1
a(t)
= 1
g(π, t)
= exp

−8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1
1+ xv dvdudx

.
According to the deduced identities, inequality (28) is equivalent to
exp
[
8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
(1− xv)(1+ cos θ)
(1+ xv)(1+ x2v2 − 2xv cos θ)dvdudx
]
× cos

8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx

≥ 1 θ ∈ [0, 2π ], t ∈ [0, 1]. (29)
Let χ : [0, 2π ] × [0, 1] → R be the function defined by
χ(θ, t) = exp
[
8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
(1− xv)(1+ cos θ)
(1+ xv)(1+ x2v2 − 2xv cos θ)dvdudx
]
× cos

8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx

.
Using the notations of Lemma 2, we get:
χ(θ, t) = e 8(1−δ)π2 A(θ,t) cos

8(1− δ)
π2
B(θ, t)

.
Since χ(2π − θ, t) = χ(θ, t), inequality (29) must be checked only in case θ ∈ [0, π]. We will prove the restriction of
inequality (29) to [0, π] in three steps.
First, assume that t ∈  13 , 1 and θ ∈ [0, π].
Lemma 4 implies that in order to prove (29), it is sufficient to prove that the following inequality is valid:
exp

5π2
88(1− δ)

8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx
2
cos

8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx

≥ 1 θ ∈ [0, π], t ∈
[
1
3
, 1
]
. (30)
If δ ∈ [0, 1), and t ∈  13 , 1, then we get the following estimation from Lemma 3:
8(1− δ)
π2
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
sin θ
1+ x2v2 − 2xv cos θ dvdudx ∈ [0, x0],
where x0 = 8π2 0, 952. Now, according to Lemma 6, in order to prove (30), we have to check the inequality
e
5π2
88 x
2
0 cos x0 ≥ 1,
which is immediate using a computer.
In the next step, let us assume that t ∈ 0, 13  , θ ∈  63π100 , π. In this case, according to Lemma 10, the following inequality
holds:
χ(θ, t) ≥ exp

0, 44
π2
8(1− δ)

8(1− δ)
π2
B(θ, t)
2
cos

8(1− δ)
π2
B(θ, t)

. (31)
Since B(θ, 0) is decreasing on [ 63π100 , π]we have
0 ≤ 8(1− δ)
π2
B(θ, t) ≤ 8
π2
B(θ, 0) ≤ 8
π2
B

63π
100
, 0

< 0.553 = x1.
Now, inequality (31) and Lemma 6 assert that in order to prove (29), we have to check:
e0,44
π2
8 x
2
1 cos x1 > 1,
but this can be easily done by using a computer.
It remains to discuss the third case t ∈ 0, 13  , θ ∈ 0, 63π100 .
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In this case, we calculate the derivative of χ :
∂χ
∂θ
(θ, t) = −8(1− δ)
π2
exp
[
8(1− δ)
π2
A(θ, t)
]
×

sin

θ + 8(1− δ)
π2
B(θ, t)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− x2v2
(1+ x2v2 − 2xv cos θ)2 dvdudx
− sin

8(1− δ)
π2
B(θ, t)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
2xv − 2x2v2 cos θ
(1+ x2v2 − 2xv cos θ)2 dvdudx

.
We will prove in the third step, that ∂χ
∂θ
(θ, t) ≤ 0 for all t ∈ 0, 13  and θ ∈  63π100 , π. Since
sin

θ + 8(1− δ)
π2
B(θ, t)

− sin

8(1− δ)
π2
B(θ, t)

= 2 sin θ
2
cos

θ
2
+ 8(1− δ)
π2
B(θ, t)

,
Lemma 8 implies that
sin

θ + 8(1− δ)
π2
B(θ, t)

≥ sin

8(1− δ)
π2
B(θ, t)

for all θ ∈ [0, π], t ∈
[
0,
1
3
]
. (32)
Furthermore, (32) and Lemma 9 imply
sin

θ + 8(1− δ)
π2
B(θ, t)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
1− x2v2
(1+ x2v2 − 2xv cos θ)2 dvdudx
≥ sin

8(1− δ)
π2
B(θ, t)
∫ 1
t
∫ 1
0
1
1− u2
∫ 1
u2
2xv − 2x2v2 cos θ
(1+ x2v2 − 2xv cos θ)2 dvdudx,
and this yields
∂χ(θ, t)
∂θ
≤ 0, θ ∈
[
0,
63π
100
]
, t ∈
[
0,
1
3
]
.
Thus for every fixed t ∈ 0, 13 , the function χ(θ, t) is decreasing with respect to θ and this implies that
χ(θ, t) = exp
[
8(1− δ)
π2
A(θ, t)
]
cos

8(1− δ)
π2
B(θ, t)

≥ χ

63π
100
, t

≥ 1,
for all θ ∈
[
0,
63π
100
]
, t ∈
[
0,
1
3
]
.
The last inequality holds in the above inequality chain becausewe have already proved thatχ
 63π
100 , t
 ≥ 1, for all t ∈ 0, 13 .
Consequently, (29) holds in this case too, and the proof is done.
If k is defined by k(z) = ze
 z
0
q(t)−1
t dt , then zk
′(z)
k(z) = q(z), where q is given by (27). Thus conditions (25) and (26) imply
k ∈ UCV (δ). On the other hand
zk′(z)
k(z)
|z=−1 = q(−1) = 1 1
0 e
− 2(1−δ)
π2
 1
t
1
x

log 1+i
√
x
1−i√x
2
dx
dt
.
Consequently
inf
f∈UCV (δ)
[
inf
θ∈[0,2π ]

eiθ f ′(eiθ )
f (eiθ )
]
= 1 1
0 e
− 2(1−δ)
π2
 1
t
1
x

log 1+i
√
x
1−i√x
2
dx
dt
.
This means that the result deduced in Theorem 1 is sharp for every δ ∈ [0, 1), and k is the extremal function. 
Remark 1. We get the order of starlikeness of the class UCV in the particular case δ = 0:
β∗(UCV (0)) = β∗(UCV )
= 1 1
0 e
− 2
π2
 1
t
1
x

log 1+i
√
x
1−i√x
2
dx
dt
= 0.73719 . . . .
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4. Estimations used in the numerical approaches
1. We used the following estimation: if p > e4 then ∞−n=p 1(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ0
 ≤ ∞−n=p 1(n+ 1)2

n−
k=0
1
2k+ 1

≤
∞−
n=p
1+ 12 ln(n+ 1)
(n+ 1)2 ≤
∞−
n=p

ln n
n
− ln(n+ 1)
n+ 1

= ln p
p
,
to approximate B(θ0, 0) in the proof of Lemma 3. We obtained B(θ0, 0) = 1.0651 . . . .
2. An analogical estimation has been used to prove (4):
∞−
n=p
1−  13 2n+1
(2n+ 1)2

2n−
k=0
1
2k+ 1

≤
∞−
n=p
1
(n+ 1)2

n−
k=0
1
2k+ 1

≤ ln p
p
,
we got
∞−
n=0
1−  13 2n+1
(2n+ 1)2

2n−
k=0
1
2k+ 1

= 1.0981 . . . .
3. Inequality (19) holds provided that h(0) > 0.88. To prove this inequality we have used the following:
h(0) =
 1
0
 1
0
1
1−u2
 1
u2
1−xv
1+xvdvdudx 1
0
 1
0
1
1−u2
 1
u2
1
(1+xv)2 dvdudx
and ∫ 1
0
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv dvdudx = 2
∞−
n=0
(−1)n
(n+ 1)2

n−
k=0
1
2k+ 1

− 1,
∞−
n=0
(−1)n
(n+ 1)2

n−
k=0
1
2k+ 1

= 0.774 . . . , ∞−n=p (−1)
n
(n+ 1)2

n−
k=0
1
2k+ 1
 ≤ ln pp ,
and ∫ 1
0
∫ 1
0
1
1− u2
∫ 1
u2
1
(1+ xv)2 dvdudx =
∞−
n=0
(−1)n
n+ 1

n−
k=0
1
2k+ 1

=
 ∞−
n=0
(−1)n
2n+ 1
2
= π
2
16
.
In the proof of the same lemma (Lemma10) we have used that
Q (0) = 2
∫ 1
0
∫ 1
0
1
1− u2
∫ 1
u2
1− xv
1+ xv dvdudx− 1
= 4
∞−
n=0
(−1)n
(n+ 1)2

n−
k=0
1
2k+ 1

− 3 > 0.
4. We used in the proof of the main result (page 17) the inequality:
8
π2
B

63π
100
, 0

< 0.553 = x1.
To approximate B
 63π
100 , 0
 = 0.6819 . . . . we used again the estimation: ∞−n=p 1(n+ 1)2

n−
k=0
1
2k+ 1

sin(n+ 1)θ
 ≤ ln pp , p > e4.
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