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Abstract. It’s proved that a function connected with the Green function
of the even order symmetric focal boundary value problem takes its maximal
value on the diagonal.
1. Introduction.
We consider a focal boundary value problem for the simplest ordinary differential
equation with even order n = 2k:{
(−1)n−kx(n)(t) = f(t), t ∈ [0, 1],
x(i)(0) = 0, i = 0, . . . , k − 1, x(j)(1) = 0, j = k, . . . , n− 1. (1)
This problem is uniquely solvable, that is for every integrable function f , it has
a unique solution
x(t) =
∫ 1
0
G(t, s)f(s) ds, t ∈ [0, 1],
with the Green function
G(t, s) =
1
(m!)2
∫ min(s,t)
0
(t− τ)m(s− τ)m dτ, t, s ∈ [0, 1],
where m = k − 1 [1] (so, the function G(t, s) is symmetric: G(t, s) = G(s, t) for all
t, s ∈ [0, 1]).
Put
M(t, s) ≡
√
G(t, s)G(1, 1)−
√
G(t, 1)G(s, 1), t, s ∈ [0, 1].
The aim of the work is to prove the following technic assertion which is useful for
proving of solvability of focal boundary value problems for functional differential
equations, for example, for proving Theorem 1.2 in [2, p. 31].
Theorem 1. The functionM(t, s) takes its maximum on the diagonal of the square
(t, s) ∈ [0, 1]× [0, 1]:
max
06s61
06t61
M(t, s) =M(t0, t0)
for some t0 ∈ [0, 1].
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2. Proof
1. It’s clear, the function M(t, s) is symmetric:
M(s, t) =
√
G(s, t)G(1, 1)−
√
G(s, 1)G(1, t) =M(t, s), t, s ∈ [0, 1].
Moreover,
M(t, 0) =M(t, 1) = 0, t ∈ [0, 1], M(0, s) =M(1, s) = 0, s ∈ [0, 1].
For m = 0, we have
M(t, s) =
{ √
t(1−√s), 0 6 t 6 s 6 1,√
s(1−√t), 0 6 s < t 6 1,
and
max
06s61
06t61
M(t, s) =M
(
1
4
,
1
4
)
.
Further we assume that integer m > 1.
Now we show that M(t, s) > 0 for all t, s ∈ (0, 1). We have
M(t, s) =
G
(
t 1
s 1
)
M1(t, s)
, t, s ∈ (0, 1),
where
G
(
t 1
s 1
)
≡
∣∣∣∣ G(t, s) G(t, 1)G(1, s) G(1, 1)
∣∣∣∣ ,
M1(t, s) ≡
√
G(t, s)G(1, 1) +
√
G(t, 1)G(s, 1) > 0, t, s ∈ (0, 1).
The Green function Грина G(t, s) of the boundary value problem (1) is a oscilla-
tion kernel [3, Theorem 8 (Kalafati-Gantmacher-Krein) or Theorem 9]. Therefore,
in particular, for all τ1, τ2, s1, s2 such that 0 < τ1 < τ2 6 1, 0 < s1 < s2 6 1, the
following inequality is valid:
G
(
τ1 τ2
s1 s2
)
=
∣∣∣∣ G(τ1, s1) G(τ1, s2)G(τ2, s1) G(τ2, s2)
∣∣∣∣ > 0.
Therefore, G
(
t 1
s 1
)
> 0 for all t, s ∈ (0, 1). It follows that M(t, s) > 0 for all
t, s ∈ (0, 1).
Note, that the function M0(t, s) ≡ G
(
t 1
s 1
)
takes its maximal value just on
the diagonal. Indeed, M0(t,s)G(1,1) is the Green function of the problem
(−1)n−kx(n)(t) = f(t), t ∈ [0, 1],
x(i)(0) = 0, i = 0, . . . , k − 1,
x(1) = 0,
if n > 2, then x(j)(1) = 0, j = k, . . . , n− 2.
(2)
The Green function of (2) is also the oscillation kernel (by the Kalafati-Gantmacher-
Krein theorem [3, теорема 8] or by Theorem 9 from the same article. Therefore,
in particular, the inequality
M0
(
s t
s t
)
> 0, 0 < s < t < 1,
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holds. This inequality means that
M0(t, s) <
√
M0(t, t)M0(s, s) 6 max{M0(t, t),M0(s, s)}, 0 < s < t < 1.
Thus, the function M0(t, s) takes its maximum value on the diagonal of the square
(for some t = s ∈ (0, 1)).
However, a such short proof for the function M(t, s) is unknown for us. For this
function, we divide the proof into some steps. First, we prove inequality (3) (item
2). It follows that the extremal points ofM(t, s) can be placed only on the diagonal.
Inequality (3) with respect the variables t and s is reduced to inequality (7) with
respect the variables s, t, s/t (item 3), which is equivalent to the increasing of the
function F (y) (from equality (11) for all y ∈ (0, 1)) (items 4, 5). The increasing
of F (y) is equivalent to the increasing of the function Xm(x) from equality (13)
for x > 0 (items 6, 7). The function Xm is fraction (14) whose numerator and
denominator are polynomials with positive coefficients. The increasing of Xm is
equivalent to the increasing of the consequence of the relations of the corresponding
coefficients of these polynomials. The coefficients have the representation (15), (16)
via finite sums (item 8). With this representation, the increasing of the consequence
can be checked (Lemma 4).
2. Suppose the maximum of the positive in [0, 1]× [0, 1] functionM(t, s) is taken
at the point (t0, s0) ∈ (0, 1)× (0, 1):
max
t,s∈[0,1]
M(t, s) =M(t0, s0).
For t, s ∈ (0, 1), we have
∂M(t, s)
∂s
=
1
2
G′s(t, s)
G(t, s)
√
G(t, s)G(1, 1)− 1
2
G′s(1, s)
G(1, s)
√
G(1, s)G(t, 1),
∂M(t, s)
∂t
=
1
2
G′t(t, s)
G(t, s)
√
G(t, s)G(1, 1)− 1
2
G′t(t, 1)
G(t, 1)
√
G(1, s)G(t, 1),
where
G′t(t, s) ≡
∂G(t, s)
∂t
, G′s(t, s) ≡
∂G(t, s)
∂s
.
Further we also use the notation
G′′ss(t, s) ≡
∂2G(t, s)
∂s2
.
By the equalities
∂M(t0, s0)
∂s
= 0,
∂M(t0, s0)
∂t
= 0,
it follows that
G′t(t0, s0)
G(t0, s0)
G′t(t0, 1)
G(t0, 1)
=
√
G(1, s0)G(t0, 1)
G(t0, s0)G(1, 1)
=
G′s(t0, s0)
G(t0, s0)
G′s(1, s0)
G(1, s0)
,
therefore,
G(1, s0)
G′s(1, s0)
G(t0, 1)
G′t(t0, 1)
=
G′t(t0, s0)
G′s(t0, s0)
.
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We will show that
G(1, s)
G′s(1, s)
G(t, 1)
G′t(t, 1)
>
G′t(t, s)
G′s(t, s)
при всех 0 < s < t < 1. (3)
It will follows that the maximum of M cannot be taken in the triangle 0 6 s <
t 6 1 and (by the symmetry) in the triangle 0 6 t < s 6 1. Thus, the maximum of
M(t, s) is taken at some t = s ∈ (0, 1).
3. To prove (3) we first obtain representations (as finite sums) for all functions
from this inequality. For all 0 < s < t < 1, we have
(m!)2G(1, s) =
∫ s
0
(s− τ)m(1− τ)m dτ,
(m!)2G(t, 1) =
∫ t
0
(t− τ)m(1− τ)m dτ,
(m!)2G′s(1, s) = m
∫ s
0
(s− τ)m−1(1− τ)m dτ,
(m!)2G′t(t, 1) =
∫ t
0
(t− τ)m−1(1− τ)m dτ,
(m!)2G′t(t, s) = m
∫ s
0
(s− τ)m(t− τ)m−1 dτ.
For integer non-negative i, j, by induction with respect to j, we see that∫ 1
0
θi(1− θ)j dθ = i!j!
(i+ j + 1)!
.
From this, we get the representation, for example, for the function G′s:
(m!)2G′s(t, s) = m
∫ s
0
(t− τ)m(s− τ)m−1 dτ
= ms2m
∫ s
0
(
t
s
− τ
s
)m (
1− τ
s
)m−1 dτ
s
= ms2m
∫ 1
0
(
t
s
− θ
)m
(1− θ)m−1 dθ
= ms2m
m∑
i=0
(
t
s
)m−i
(−1)i
(
m
i
)
i!(m− 1)!
(i+m)!
= s2m
m∑
i=0
(
t
s
)m−i
(−1)i
(
2m
m− i
)
(m!)2
(2m)!
= smtm
m∑
i=0
(s
t
)i
(−1)i
(
2m
m− i
)
(m!)2
(2m)!
.
Similarly, the following equalities can be obtained (for all 0 < s < t < 1):
G(t, s) = sm+1tm
m∑
i=0
(s
t
)i
(−1)i
(
2m+ 1
m− i
)
1
(2m+ 1)!
,
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G′t(t, s) =
mtm−1sm+1
(m!)2
∫ 1
0
(
1− s
t
θ
)m−1
(1− θ)m dθ
= sm+1tm−1
m−1∑
i=0
(s
t
)i
(−1)i
(
2m
m− 1− i
)
1
(2m)!
,
G′s(t, s) =
mtmsm
(m!)2
∫ 1
0
(
1− s
t
θ
)m
(1− θ)m−1 dθ
= smtm
m∑
i=0
(s
t
)i
(−1)i
(
2m
m− i
)
1
(2m)!
,
G(1, s) =
sm+1
(m!)2
∫ 1
0
(1− sθ)m (1− θ)m dθ
= sm+1
m∑
i=0
si(−1)i
(
2m+ 1
m− i
)
1
(2m+ 1)!
,
(4)
G′s(1, s) =
msm
(m!)2
∫ 1
0
(1− sθ)m (1− θ)m−1 dθ
= sm
m∑
i=0
si(−1)i
(
2m
m− i
)
1
(2m)!
,
(5)
G(t, 1) = tm+1
m∑
i=0
ti(−1)i
(
2m+ 1
m− i
)
1
(2m+ 1)!
,
G′t(t, 1) = t
m
m∑
i=0
ti(−1)i
(
2m
m− i
)
1
(2m)!
.
Consider the right hand side of inequality (3). For 0 < s < t < 1, we have
G′t(t, s)
G′s(t, s)
=
tm−1sm+1
tmsm
∑m−1
i=0
(
s
t
)i
(−1)i( 2mm−1−i)∑m
i=0
(
s
t
)i
(−1)i( 2mm−i) =
s
t
Q˜
(s
t
)
,
where
Q˜(s) =
∑m−1
i=0 s
i(−1)i( 2mm−1−i)∑m
i=0 s
i(−1)i( 2mm−i) .
Obtain a representation for the left-hand side of (3). Denote
Q(s) ≡ G(1, s)
G′s(1, s)
=
sm+1
∑m
i=0 s
i(−1)i(2m+1m−i ) 1(2m+1)!
sm
∑m
i=0 s
i(−1)i( 2mm−i) 1(2m)! ≡ s2m+ 1 Q̂(s), (6)
where
Q̂(s) ≡
∑m
i=0 s
i(−1)i(2m+1m−i )∑m
i=0 s
i(−1)i( 2mm−i) .
Obviously, that Q(s) > 0, Q̂(s) > 0 for s ∈ (0, 1). Moreover, Q˜(s) + 1 = Q̂(s).
Indeed,
Q˜(s) + 1− Q̂(s) =
∑m
i=0 s
i(−1)i
((
2m
m−1−i
)
+
(
2m
m−i
)− (2m+1m−i ))∑m
i=0 s
i(−1)i( 2mm−i) = 0.
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So, inequality (3) is equivalent to the inequality
Q(s)
Q(t)
=
s
t
Q̂(s)
Q̂(t)
>
s
t
Q˜
(s
t
)
,
that is equivalent to the inequality
Q̂(s)
Q̂(t)
> Q̂
(s
t
)
− 1, 0 < s < t < 1. (7)
4. Consider inequality (7) for t = 1. We have
Q̂(1) =
∑m
i=0(−1)i
(
2m+1
i
)∑m
i=0(−1)i
(
2m
i
) = (2mm )(2m−1
m
) = 2, (8)
To prove (7) for t = 1 it remains to prove the inequality
Q̂(s) < 2, s ∈ (0, 1).
Here and further we use the following assertion.
Lemma 2. Let Aj > 0, Bj > 0 for j = 0, . . . , J .
If the sequence AjBj , j = 0, . . . , J , doesn’t decrease and are not constant, the
function
X(x) ≡
∑J
j=0Ajx
j∑J
j=0Bjx
j
, x > 0,
increases.
Proof. It’s enough to compute the derivative:
dX
dx
=
∑J
j=0Ajjx
j
∑J
i=0Bix
i −∑Ji=0Aixi∑Jj=0Bjjxj
x
(∑J
j=0Bjx
j
)2
=
∑
06i<j6J BjBi
(
Aj
Bj
− AiBi
)
(j − i)xi+j
x
(∑J
j=0Bjx
j
)2 > 0 for x > 0.

From the equality (8) and from the next lemma, it follows that inequality (7) is
fulfilled for t = 1, s ∈ (0, 1).
First, it will be useful to compute the following integral. For integer non-positive
M and K we have∫ 1
0
(1− θ)K(1− θs)M dθ =
∫ 1
0
(1− θ)K(s(1− θ) + 1− s)M dθ
=
M∑
i=0
si
∫ 1
0
(1− θ)i+K dθ
(
M
i
)
(1− s)M−i =
M∑
i=0
si(1− s)M−i
i+K + 1
(
M
i
)
=
M∑
i=0
(
s
1− s
)i (M
i
)
(1− s)M
i+K + 1
.
(9)
Lemma 3. The function Q̂(s) increases for s ∈ (0, 1).
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Proof. Using (4) and (5), for the function Q̂ defined in (5), we obtain
Q̂(s) =
(2m+ 1)G(1, s)
sG′s(1, s)
=
2m+ 1
m
∫ 1
0
(1− sθ)m(1− θ)m dθ∫ 1
0
(1− sθ)m(1− θ)m−1 dθ
.
Further, by (9) for M = m и K = m, K = m− 1, we have
Q̂(s) =
2m+ 1
m
∑m
i=0
(
s
1−s
)i (
m
i
)
1
i+m+1∑m
i=0
(
s
1−s
)i (
m
i
)
1
i+m
. (10)
Now it’s enough to apply Lemma 2: the corresponding sequence
Ai
Bi
=
i+m
i+m+ 1
, i = 0, . . . ,m,
decreases. Therefore, the right-hand side of (10) increases in the variable s1−s and
the function Q̂ increases for s ∈ (0, 1). 
So, we proved that inequality (7) is strict for t = 1, s ∈ (0, 1).
5. Now we will prove that for all 0 < s < t < 1 inequality (7) holds if the
function
F (y) ≡ y
dQ(y)
dy
Q(y)
(11)
decreases for y ∈ (0, 1), where the function Q is defined by (6). Multiplication by
a constant function or by a power function preserves increasing of F , therefore the
function F increases if the function
F̂ (y) ≡ y
dQ̂(y)
dy
Q̂(y)
increases.
Denote Q̂′(y) ≡ dQ̂(y)dy .
Put k = s/t ∈ (0, 1). If the function F̂ (y) increases, then
d
dt
Q̂(kt)
Q̂(t)
=
kQ̂′(kt)Q̂(t)− Q̂(kt)Q̂′(t)
(Q̂(t))2
=
(
ktQ̂′(kt)
Q̂(kt)
− tQ̂
′(t)
Q̂(t)
)
Q̂(kt)
tQ̂(t)
=
(
F̂ (kt)− F̂ (t)
) Q̂(kt)
tQ̂(t)
< 0, t ∈ (s, 1),
therefore, inequality (7) is valid for s/t = k, since it holds for t = 1. The number
k ∈ (0, 1) is arbitrary, therefore, inequality (7) holds for all 0 < s < t < 1.
6. Consider the case m = 1. Then
F (y) =
y2 − 4y + 6
(3− y)(2− y) , F
′(y) =
6− y2
(3− y)2(2− y)2 > 0, y ∈ (0, 1).
Thus, for m = 1, the function F decreases and inequalities (7), (3) are fulfilled.
7. Let further m > 2.
We have
Q(s) =
G(1, s)
G′s(1, s)
, Q′(s) = 1− G(1, s)G
′′
ss(1, s)
(G′s(1, s))2
,
F (s) =
sQ′(s)
Q(s)
= s
(
G′s(1, s)
G(1, s)
− G
′′
ss(1, s)
G′s(1, s)
)
. (12)
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It remains to prove that the function F (y) increases for y ∈ (0, 1). For this, it’s
convinient to get new representations for the functions G(1, s), G′s(1, s), G′′ss(1, s).
The first two functions are defined by (4) and (5). The function G′′ss(1, s) is defined
by the equality
G′′ss(1, s) = m(m− 1)
∫ s
0
(s− τ)m−2(1− τ)m dτ 1
(m!)2
=
m(m− 1)sm−1
(m!)2
∫ 1
0
(1− sθ)m (1− θ)m−2 dθ.
We use (9) for computing G(1, s) for K = m, M = m, for computing G′s(1, s)
when K = m− 1, M = m and G′′ss(1, s) for K = m− 2, M = m:
G(1, s) =
sm+1(1− s)m
(m!)2
m∑
i=0
(
s
1− s
)i (m
i
)
i+m+ 1
,
G′s(1, s) =
msm(1− s)m
(m!)2
m∑
i=0
(
s
1− s
)i (m
i
)
i+m
,
G′′ss(1, s) =
m(m− 1)sm−1(1− s)m
(m!)2
m∑
i=0
(
s
1− s
)i (m
i
)
i+m− 1 .
Substituting the obtained expressions in (12), we get the representation for the
function F (s), s ∈ (0, 1) which increasing should be proved:
F (s) = m
∑m
i=0
(
s
1−s
)i (mi )
i+m∑m
i=0
(
s
1−s
)i (mi )
i+m+1
− (m− 1)
∑m
i=0
(
s
1−s
)i (mi )
i+m−1∑m
i=0
(
s
1−s
)i (mi )
i+m
.
Introducing a new variable x = s1−s , we obtain that we need to prove the in-
creasing of the function
Xm(x) = m
∑m
i=0
(mi )
i+mx
i∑m
i=0
(mi )
i+m+1x
i
− (m− 1)
∑m
i=0
(mi )
i+m−1x
i∑m
i=0
(mi )
i+mx
i
, x > 0. (13)
We have
m∑
i=0
(
m
i
)
i+m+ 1
xi
m∑
i=0
(
m
i
)
i+m
xi
=
2m∑
k=0
xk
min(k,m)∑
j=max(0,k−m)
(
m
j
)(
m
k − j
)(
1
j +m+ 1
1
k − j +m
)
=
2m∑
k=0
xk
m∑
j=0
(
m
j
)(
m
k − j
)
1
2m+ k + 1
(
2(j +m+ 1/2)
(j +m+ 1)(j +m)
)
,
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m
m∑
i=0
(
m
i
)
i+m
xi
m∑
i=0
(
m
i
)
i+m
xi − (m− 1)
m∑
i=0
(
m
i
)
i+m+ 1
xi
m∑
i=0
(
m
i
)
i+m− 1x
i
=
2m∑
k=0
xk
min(k,m)∑
j=max(0,k−m)
(
m
j
)(
m
k − j
)
×
(
m
j +m
1
k − j +m −
m− 1
j +m+ 1
1
k − j +m+ 1
)
=
2m∑
k=0
xk
m∑
j=0
(
m
j
)(
m
k − j
)
1
2m+ k
(
2(j +m+ j/(j +m− 1))
(j +m+ 1)(j +m)
)
.
Here, as usual, it’s supposed that
(
m
j
)
= 0, если m > 0, j < 0 или j > m.
8. Now the function Xm(x) can be written in the following way:
Xm(x) ≡
∑2m
k=0Ak,mx
k∑2m
k=0Bk,mx
k
, x > 0, (14)
where
Ak,m =
m∑
j=0
(
m
j
)(
m
k − j
)
1
2m+ k
fj > 0, (15)
fj =
2(j +m+ j/(j +m− 1))
(j +m+ 1)(j +m)
,
Bk,m =
m∑
j=0
(
m
j
)(
m
k − j
)
1
2m+ k + 1
gj > 0, (16)
fj =
2(j +m+ 1/2)
(j +m+ 1)(j +m)
.
Lemma 4. Let m > 2. The sequence Ak,mBk,m , k = 0, . . . , 2m, increases.
Proof. It follows from equalities (15), (16) that
Ak,m =
m∑
j=0
Rm,k,j
2m+ k
fj , Bk,m =
m∑
j=0
Rm,k,j
2m+ k + 1
gj ,
где
Rm,k,j ≡ m
j kjmk−j
k!j!
, ij ≡
 0, целое j < 0,1, j = 0,
i(i− 1) . . . (i− j + 1), целое j > 1.
Now we will compute the difference between neighbour terms in the sequence Ak,mBk,m ,
k = 0, . . . , 2m:
Ak+1,m
Bk+1,m
− Ak,m
Bk,m
=
Ak+1,m −Ak,mBk+1,m
Bk,mBk+1,m
,
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Ak+1,mBk,m −Ak,mBk+1,m =
m∑
i=0
Rm,k+1,i
2m+ k + 1
fi
m∑
j=0
Rm,k,j
2m+ k + 1
gj
−
m∑
j=0
Rm,k,j
2m+ k
fj
m∑
i=0
Rm,k+1,i
2m+ k + 2
gi =
m∑
i=0
m∑
j=0
Rm,k+1,iRm,k,j
figj
(2m+ k + 1)2
−
m∑
i=0
m∑
j=0
Rm,k+1,iRm,k,j
fjgi
(2m+ k)(2m+ k + 2)
=
m∑
i=1
i−1∑
j=0
(
Rm,k+1,iRm,k,j
(2m+ k + 1)2
− Rm,k+1,jRm,k,i
(2m+ k)(2m+ k + 2)
)
(figj − fjgi).
For m > 2, we have
figj − fjgi = 2(i− j)((m− 1− j)i+ (m− 1)(3m+ j))
(i+m)(i+m− 1)(i+m+ 1)(j +m)(j +m+ 1)(j +m− 1) > 0,
0 6 j < i 6 m.
Further,
Rm,k+1,iRm,k,j
(2m+ k + 1)2
− Rm,k+1,jRm,k,i
(2m+ k)(2m+ k + 2)
=
mimj ki−1 kj−1mk−imk−j
(k + 1)!k!i!j!
(k + 1)
×
(
(k + 1− j)(m− k + i)
(2m+ k + 1)2
− (k + 1− i)(m− k + j)
(2m+ k)(2m+ k + 2)
)
=
mimj ki−1 kj−1mk−imk−j
((k)!)2 i!j!
× (2m+ k + 1)
2(i− j)(m+ 1)− (k + 1− j)(m− k + i)
(2m+ k + 1)2(2m+ k)(2m+ k + 2)
> 0,
since i− j > 1 and 2m+ k + 1 > |m− k + i|, 2m+ k + 1 > |k + 1− j|, moreover,
the inequality is strict if i, j ∈ [max(0, k −m),min(m, k)]. So, the sequence Ak,mBk,m ,
k = 0, . . . , 2m, increases. 
By Lemmas 3 and 4, the function Xm(x) = F (s) increases for s ∈ (0, 1), x > 0.
Therefore, inequality (3) is fulfilled. The proof is completed.
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