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Abstract
We apply a variational approach to the one-dimensional version of the widely used Perona–Malik
equation in image processing. We rephrase the problem into the one related to the quasiconvex hull
of a graph in the space of 2 × 2 matrices M2×2. We then use the solutions of some heat equations as
the centre of the mass for the Young measure-valued solutions to construct the approximate solutions
by using simple laminates. The approximate solutions can be viewed as solutions of a perturbation
problem by W−1,p (or W−1,∞) functions. The sequences of the approximate solutions generates
Young measure-valued solutions. Our results also show that the solutions of the one-dimensional
Perona–Malik equation are unstable under small W−1,∞ perturbations.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The Perona–Malik equation was originally introduced [32] as an edge enhancement
evolution equation model in image processing. The model has motivated many new models
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and methods for image processing by using evolutionary partial differential equations (see,
e.g., [16] and references therein). The original Perona–Malik equation is a two-dimensional
forward–backward diffusion equation in the form
ut = div
(
ρ
(|Du|)Du),
with (t, x) ∈ (0, T )×Ω , where Ω ⊂ R2 is a bounded domain. Most work has been done on
either Dirichlet or Neumann boundary conditions. Perona and Malik proposed two models
for ρ(s), that is
either ρ(s) = s/
(
1 +
(
s
k
)2)
or ρ(s) = e−( sk )2 . (1.1)
In both cases, the Perona–Malik equations are heat equations of forward–backward type
and are non-coercive. Let k = 1 for simplicity and let
σ(s) = s/(1 + s2), (1.2)
we see that σ(s) reaches its maximum at s = 1 (Fig. 1).
The one-dimensional version of the Perona–Malik equation becomes simply ut =
σ(ux)x with σ(·) as in Fig. 1. This one-dimensional model is also used in the contin-
uum modelling for movements of biological organisms by Horstmann, Painter and Othmer
[18], where the equation is
vt = σ(v)xx.
Obviously, if u is a weak solution of the Perona–Malik equation, v = ux is a solution of the
biological model above. Under large initial data, numerical computations in [18] indicate
that for large values of approximate solutions of v, very fast oscillations may occur.
There are two main approaches to the Perona–Malik equations. One is to design var-
ious numerical schemes [16,18,32,40] to simulate the solution. The other is to study
existence/non-existence of solutions [3,19,20] and their regularity properties. For the nu-
merical approach, there is no proof that the numerical schemes devised converge to a
solution. The schemes intuitively work well except for the staircase phenomenon [16,32,
40]. The mathematical study of the equations reveals [19,20] that in general, there are no
smooth solutions and when the gradient of the initial value is small, the equation has a
solution which is also a solution of a forward only heat equation [20]. It was also reported
in [20] that an attempt was made by using an ε-regularized form of the equation. The
problem of this ‘vanishing viscosity’ approach is that when ε goes to zero, it could not be
shown that the regularized solutions converge to a solution of the Perona–Malik equation.
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tions, the approach in [11–13,23,41] for forward–backward diffusion equations via Rothe’s
Method does not work as Perona–Malik equation is not coercive. In [8], a one-dimensional
steady-state case of Perona–Malik equation was studied by using regularization and Γ -
convergence, showing the formation of a staircase function as a possible limit.
In this paper, we consider the one-dimensional case of the Perona–Malik equation
and prove that for initial values with smooth partial derivatives, there are infinitely many
measure-valued solutions whose centers of mass are not solutions of the original equation.
This is to be compared with the work of K. Höllig [17] who showed that for a one-
dimensional forward–backward parabolic Neumann problem with piecewise affine σ(·),
there are infinitely many solutions generated by the forward part only. In our case, the con-
structive method used in [17] does not seem to work. However, we observe that it is rather
easy to construct Young measure-valued solutions (for the precise definition of young mea-
sures, see Proposition 2.1). Our construction of the approximate sequences can also be seen
as showing that the solutions of the equation under small W−1,∞ perturbations are unstable
(Corollary 1.4).
Our approach is based on an alternative formulation of the problem as follows. Let
σ(s) = s/(1 + s2). The first Perona–Malik model in one-space dimension with parameter
k = 1 can be written as
ut =
(
σ(ux)
)
x
, (t, x) ∈QT = (0, T )× (0, l). (1.3)
If u is a weak solution of Eq. (1.3) in the sense of that∫
QT
uφt − σ(ux)φx dx = 0 for φ ∈ C∞0
and if we view (σ (ux), u) as a vector field in QT ⊂ R2, then the above equality is equiva-
lent to
curl
(
σ(ux), u
)= 0
in the sense of distributions in QT . Thus there is a scalar-valued ψ :QT → R, such that
Dψ = (σ (ux), u), where Dψ(t, x) = (ψt (t, x),ψx(t, x)). Thus the equation is equivalent
to the first order system
∂ψ
∂t
= σ(ux), ∂ψ
∂x
= u (1.4)
in QT . We further write Φ = (ψ,u) as a vector valued mapping from QT to R2, then u is
a weak solution of (1.3) if Φ is a solution of the following first order differential inclusion
problem:
DΦ(t, x) ∈ Γu(t,x), a.e. in QT ,
where {(
σ(X) u(t, x)
) }Γu(t,x) =
Y X
, X,Y ∈ R .
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systems and has been studied recently in [21,28–30,35] and by many others. The origi-
nal aim for such a setting using first order system or first order differential inclusion is to
construct nowhere C1 solutions for two-dimensional elliptic systems under affine bound-
ary conditions. For the corresponding parabolic version, see [37]. However, it should be
noted that all constructions in these elliptic examples lead to Young measure solutions and
multiple solutions which are unstable.
In our present situation, the Young measure-valued solutions can be generalized by the
following method.
Let u(t, x) be such that for a.e. (x, t), Φ = (ψ, u) satisfies DΦ(x, t) ∈ Qp(Γu(t,x)),
where Qp(Γc) is the p-quasiconvex hull [44] of Γc, then we may generate a sequence
Φj = (ψj ,φj ) ∈W 1,10 (QT ) such that
lim
j→∞
∫
QT
distp
(
DΦ(t, x)+DΦj(t, x),Γu(t,x)
)
dt dx = 0.
This implies that
u(t, x)+ φj (t, x) = ∂ψ
∂x
+ ∂ψj
∂x
+mj ,
σ
(
ux + (φj )x
)= ∂ψ
∂t
+ ∂ψj
∂t
+ nj ,
where mj → 0, nj → 0 in Lp(QT ) strongly. Thus
curl
(
σ
(
ux + (φj )x
)
, u(t, x)+ φj (t, x)
)= curl(nj ,mj )→ 0
as j → ∞ strongly in W−1,p(QT ), or equivalently,
ut + (φj )t − σ
(
ux + (φj )x
)
x
→ 0
strongly in W−1,p(QT ). The Young measure (if it exists, as in our case) associated with
Du+ Dφj is then defined as the measure-valued solution of the forward–backward solu-
tion as for each η ∈ C10(QT ), we have
lim
j→∞
∫
QT
[
ut + (φj )t
]
η − σ (ux + (φj )x)ηx dt dx = 0.
Let {ν(t,x)} be the family of Young-measures associated with Du+Dφj , we have∫
QT
utη +
[ ∫
R2
σ(λ2) dν(t,x)(λ)
]
ηx dt dx = 0, (1.5)
with λ= (λ1, λ2).
In general, the quasiconvex hull Qp(K) for a closed set K ⊂ M2×2 is not easy to cal-
culate. For unbounded sets, the quasiconvex hull depends on the behavior of the set at
infinity. In our present case, and for our main purpose of constructing measure-valued so-
lutions, we only need to calculate the rank-one convex hull R(Γα). In fact, we only need
to calculate the closed lamination convex hull Lc(Γα) (see [43] and Section 2) which is
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build the measure-valued solutions by using a semi-explicit construction of approximate
sequences described as above.
Lemma 1.1. For any fixed α ∈ R, let
Γα =
{(
σ(X) α
Y X
)
, X,Y ∈ R
}
, (1.6)
where σ(·) is given by (1.2). Then
Lc(Γα) =
{(
Z α
Y X
)
,X,Y,Z ∈ R, 0 Z  σ(X), if X  0;
0 Z  σ(X), if X  0
}
. (1.7)
Remark 1.2. It was observed in [44] that a ‘graph’ for a mapping A= (A1,A2) : R2 → R2
in M2×2 given by
ΓA =
{(
A2(X,Y ) −A1(X,Y )
X Y
)
, X,Y,∈ R
}
does not have rank-one connections if and only if the mapping A is strictly monotone. Thus
we observe in the forward–backward systems, the ‘graph’ should have rank-one connec-
tions.
Yet another remark is that for general parabolic systems, monotonicity is not neces-
sary. It was established in [39] that for a double well energy W defined on MN×n, the
corresponding heat flow ut = divDW(Du) has solutions for all t > 0 under the Neumann
boundary condition.
Before we state our main results, we define a family of strictly monotone functions
based on the Perona–Malik model (1.3), which will be used for constructing our W 1,∞-
Young measure valued solutions.
We define for s  0 a C2,1 function σε,δ(s) (Fig. 2) satisfying σ ′ε,δ(s)  τε,δ > 0 for
s  0, such that σε,δ(s) = σ(s), if 0 s  ε, σε,δ(s) = c(ε)+ δ(s − 3ε) when s  3ε and
we make an odd extension to s < 0. We can make 0 < c(ε) Cε for a constant C > 0. We
give an explicit construction for such an σε,δ at last.
Now we state our first main result. From its proof we will see that the case 1 p < ∞ is
easier to implant numerically than the sharper one p = ∞ which is theoretically interestingFig. 2. Constructed σε,δ for the given σ .
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equation

ut = (σ (ux))x, (t, x) ∈QT ,
u(0, x) = v(x), x ∈ [0, l],
ux(t,0) = ux(t, l) = 0, 0 t < T .
(1.8)
Theorem 1.3. Suppose σ(·) is given by (1.2). Let v ∈ C3,α([0, l]) with 0 < α  1, vx(0) =
vx(l) = 0. Let ε > 0 be such that |σε,δ(vx(x))|  |σ(vx(x))| for x ∈ [0, l]. Let u be the
solution of the Neumann problem of the following heat equation:

ut = (σε,δ(ux))x, (t, x) ∈QT ,
u(0, x) = v(x), x ∈ [0, l], vx(0) = vx(l)= 0,
ux(t,0) = ux(t, l) = 0, 0 t < T .
(1.9)
Then
(i) There exists a bounded piecewise affine sequence of functions φj ∈ W 1,∞0 (QT ) which
vanish near [0, T ]× {0, l} such that φj → 0 uniformly in Q¯T , φj ⇀∗ 0 in the weak-∗
sense in W 1,∞0 (QT ) as j → ∞, and
div
(
u+ φj , −σ(ux + (φj )x)
)→ 0
strongly in W−1,p(QT ) for each fixed 1 p < ∞ as j → ∞.
(ii) There exists a bounded sequence φm ∈ W 1,∞0 (QT ) which vanish near [0, T ] × {0, l}
such that φm → 0 uniformly in Q¯T , φm ⇀∗ 0 in the weak-∗ sense in W 1,∞0 (QT ) as
m→ ∞, and
div
(
u+ φm, −σ
(
ux + (φm)x
))→ 0 (1.10)
strongly in W−1,∞(QT ), as m→ ∞.
(iii) Let {ν(t,x), (t, x) ∈ QT } be the family of gradient Young measures generated by
Du+Dφj , or Du + Dφm, then {ν(t,x)} is a Young measure solution of (1.8) in the
sense that∫
QT
[
utψ +
∫
R2
σ(λ2) dν(t,x)(λ)ψx
]
dx dt = 0, (1.11)
where λ= (λ1, λ2) ∈ R2.
A direct consequence of Theorem 1.3 is the following instability theorem for the one-
dimensional Perona–Malik equation under small W−1,∞ perturbations.
Corollary 1.4. For the initial value v given as in Theorem 1.3, there is a sequence of
mappings Fj = (mj ,nj ) ∈ L∞(QT ,R2) such that(i) Fm → 0 in L∞(QT ,R2) as m→ ∞;
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
ut = (σ (ux))x + div Fm, (t, x) ∈ QT ,
u(0, x) = v(x), x ∈ [0, l],
ux(t,0) = ux(t, l) = 0, 0 t < T ,
(1.12)
has a weak solution um ∈ W 1,∞(QT ) in the sense that for any test function η ∈
C10(QT ),∫
QT
(um)tη − σ
(
(um)x
)
ηx − Fm ·Dηdx dt = 0;
(iii) the sequence uj converges in the weak-∗ sense in W 1,∞ to u ∈ C1(Q¯T ) while u is not
a solution of (1.8).
Remark 1.5. According to [3], a multiscale analysis of a given image is a family of
mappings Ts(u0) = u(s, x) obtained by a (non)-linear evolution process satisfying certain
conditions. As will be seen in the proof of Theorem 1.3, item (ii) is more like a multiscale
analysis scheme as the change on t-variable in the solution u(t, x) is small, while (iii)
might incur large changes in the t-derivative ut in our construction.
Remark 1.6. In the above theorem, we observe that the centre of the Young measure ν(t,x)
is Du(t, x). From our proof later, it will become clearer that if |ux(t, x)| is small, σ(ux)=
σε,δ(ux), where the Young measure will be the delta-function at ux . As for large t > 0, |ux |
would decay to 0, hence the Young measure solution would eventually become a function
which is no longer measure-valued and becomes a solution of the original problem (1.8).
Let W be a non-negative primitive of σ(·), W ′(s) = σ(s). It was observed in [8] that
the minimizers uε of a regularized problem
Iε(u) =
1∫
0
ε|uxx |2 +W(ux)dx
behave like a staircase function consisting of jumps and constant functions as ε → 0+. It
is natural to construct measure-valued solutions to reflect such situations, that is, for large
time t > 0, the function u(t, ·) behaves like the staircase function.
Remark 1.7. The existence, regularity and bounds for ux for the problem

ut = σε,δ(ux)x, (t, x) ∈QT ,
u(0, x) = v(x), x ∈ [0, l], vx(0) = vx(l) = 0,
ux(t,0) = ux(t, l) = 0, 0 t < T ,
can be found in [15,24,25] as we may let ux = w, then w satisfieswt = σε,δ(w)xx, (t, x) ∈ QT ,
w(0, x) = vx(x), x ∈ [0, l], (1.13)
w(t,0) = w(t, l)= 0, 0 t < T .
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|ux | max
0xl
∣∣vx(x)∣∣.
By slightly modifying our constructions in the above theorem, we have
Theorem 1.8. Suppose σ(·) is given by (1.2). Let v ∈ C3,α([0, l]) with vx(0) = vx(l) = 0.
Let ε > 0 be such that ε|vx(x)|  |σ(vx(x))| for x ∈ [0, l]. Let u be the solution of the
Neumann problem of the following heat equation:

ut = εuxx, (t, x) ∈QT ,
u(0, x) = v(x), x ∈ [0, l],
ux(t,0) = ux(t, l) = 0, 0 t < T .
(1.14)
Then there exists a bounded sequence φj ∈ W 1,10 (QT ) which vanish near [0, T ] × {0, l}
for each fixed j , such that φj → 0 uniformly in Q¯T , φj ⇀∗ 0 in the weak-∗ sense in
BV(QT ) [14] as j → ∞, and
div
(
u+ φj , −σ
(
ux + (φj )x
))→ 0 (1.15)
strongly in W−1,p(QT ) for each fixed p  1 as j → ∞.
Let {ν(t,x), (t, x) ∈ QT } be the family of biting Young measures generated by Dφj , then
{ν(t,x)} is a Young measure solution of (1.8) in the sense that∫
QT
[
utψ +
∫
R2
σ(λ2) dν(t,x)(λ)ψx
]
dx dt = 0, (1.16)
where λ= (λ1, λ2) ∈ R2.
In a recent work [18] a one-dimensional anisotropic diffusion model derived from the
Perona–Malik model was proposed for movements of certain biological organisms (see
(1.17) below). As an easy consequence of our main results, we have the following re-
sults for the continuum model for movements of biological organisms [18] under Dirichlet
boundary values:

vt = (σ (v))xx, (t, x) ∈QT ,
v(0, x) = w(x), x ∈ [0, l],
v(t,0) = v(t, l) = 0, 0 t < T ,
(1.17)
under the assumption that w ∈ C1,α[0, l] with 0 < α  1. The following result can be
easily deduced from our main result (Theorem 1.3) by letting v = ux .
Theorem 1.9. Suppose σ(·) is given by (1.2). Let w ∈ C1,α([0, l]) with w(0) = w(l) = 0.
Let ε > 0 be such that |σε,δ(w(x))| |σ(w(x))| for x ∈ [0, l]. Let v be the solution of the
Dirichlet problem of the following heat equation:vt = (σε,δ(v))xx, (t, x) ∈QT ,
v(0, x) = w(x), x ∈ [0, l],w(0)= w(l) = 0, (1.18)
v(t,0) = v(t, l) = 0, 0 t < T .
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the two sides [0, T ] × {0, l} of QT , such that φm ⇀∗ 0 in the weak-∗ sense in L∞(QT ) as
m → ∞, and if we let {ν(t,x), (t, x) ∈ QT } be the family of Young measures generated by
v + φm, then∫
QT
[
vψt −
∫
R2
σ(λ2) dν(t,x)(λ)ψxx
]
dx dt = 0, (1.19)
for all ψ ∈ C20(QT ).
We give preliminaries on gradient Young measures and quasiconvex functions and the
quasiconvex hull in Section 2 and establish our main results in Section 3 which also con-
tains our construction of the modified function σε,δ(·) which is used in our main theorems.
2. Preliminaries
We denote by x · y the inner product of x, y ∈ Rn. Let C∞0 (Ω,Rn) be the space of
smooth functions φ :Ω → Rn having compact support in Ω. We denote the Lebesgue
spaces Lp(Ω,RN) and Sobolev spaces W 1,p(Ω,RN) and W 1,p0 (Ω,R
N) for vector-valued
functions u :Ω → RN as usual [1]. The Lebesgue measure of a measurable set S in
Rn is |S|. We define the p-distance function from Y ∈ MN×n to a set K ⊂ MN×n by
distp(Y,K) := infA∈K |Y −A|p. We use various C’s to denote positive constants.
In the study of material microstructures, it is found that the simplest microstructure
supported on a closed set in MN×n is generated by the so-called rank-one connections.
Two matrices A, B ∈ MN×n are rank-one connected if rank(A − B) = 1. If this happens,
we may write A − B = c ⊗ m where c ∈ RN , m ∈ Rn with |m| = 1. From Hadamard’s
jump condition [6,7,27], we may define a layered function φ from a domain Ω ⊂ Rn to
RN , such that Dφ takes only two values A and B .
We use the following theorem concerning the existence and properties of Young mea-
sures, biting Young measures [5,22,31,38] and the gradient Young measures [22,31].
Proposition 2.1. Let (zj ) be a bounded sequence in L1(Ω;Rs). Then there exist a sub-
sequence (zjk ) of (zj ) and a family (νx)x∈Ω of probability measures on Rs , depending
measurably on x ∈Ω , such that
f (zjk )⇀
∫
Rs
f (λ) dνx(λ), in L1(Ω)
for every continuous function f : Rs → R such that (f (zjk )) is sequentially weakly rela-
tively compact in L1(Ω).
Furthermore, if |Ω| < ∞ and f satisfies |f (z)|  C(|z| + 1), there is a sequence of
measurable sets Em ⊂ Ω , with Em+1 ⊂ Em, |Em| → 0, such that
f (zjk )⇀
∫
f (λ)dνx(λ), in L1(Ω \Em)Rs
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If the sequence (zj ) is in the form of gradients zj = Duj , where Ω ⊂ Rn is open
and bounded, and (uj ) is a bounded sequence in W 1,p(Ω, RN) for some 1 < p ∞,
then the corresponding Young measure νx is called p-gradient Young measures (see [22,
31]). The Young measure is trivial if νx is a Dirac measure for a.e. x. In this case there
exists a function u such that νx is the Dirac measure at Du(x), and up to a subsequence,
Duk →Du a.e.
Let f :MN×n → R be a continuous function. The following are some convexity condi-
tions which are relevant to our current approach and are related to weak lower semiconti-
nuity of the integral (cf. [2,4,10,26]):
I (u) =
∫
Ω
f
(
Du(x)
)
dx.
(i) f is rank-one convex if for each matrix A ∈ MN×n and each rank-one matrix B =
a ⊗ b ∈MN×n, the function t → f (A+ tB) is convex.
(ii) f is quasiconvex at A ∈ MN×n on Ω , if for any smooth function φ :Ω → RN com-
pactly supported in Ω ,∫
Ω
f
(
A+Dφ(x))dx 
∫
Ω
f (A)dx
holds. f is quasiconvex if it is quasiconvex at every A ∈ MN×n. The class of quasi-
convex functions is independent of the choice of Ω.
It is well known that (ii) ⇒ (i), while (i) 	⇒ (ii) (cf. [4,10,26,34]).
There are several well-known versions of semiconvex envelopes for functions arising
from these notions of semiconvex functions. For a given function f :MN×n → R, the
rank-one convex envelope R(f ) is defined by R(f ) = sup{g  f,g is rank-one convex}
and the quasiconvex envelope Q(f ) is defined by Q(f ) = sup{g  f,g is quasiconvex}
[10]. Note that there is a trivial relation [10]: C(f )Q(f )R(f ) f .
In the study of material microstructures, the following concepts of semiconvex hulls for
a compact set K ⊂ MN×n are naturally introduced.
K ⊂ MN×n is called stable under lamination (or lamination convex) [28] if A, B ∈ K
is rank-one connected, that is, rank(A−B)= 1, then for all λ ∈ (0,1), one has (1−λ)A+
λB ∈ K . For a given K ⊂ MN×n, The lamination convex hull L(K) is defined as the
smallest lamination convex set that contains K [28]. We also define the closed lamination
convex hull Lc(K) as the smallest closed lamination convex set that contains K [43].
We also have the rank-one convex hull R(K) [36]:
R(K) =
{
X ∈MN×n, f (X) sup
Y∈K
f (Y ), for every rank-one convex}f :MN×n → R ;
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Q(K) =
{
X ∈ MN×n, f (X) sup
Y∈K
f (Y ), for every quasiconvex f :MN×n → R
}
;
and the polyconvex hull P(K) [36],
P(K) =
{
X ∈ MN×n, f (X) sup
Y∈K
f (Y ), for every polyconvex f :MN×n → R
}
.
Clearly, if K is closed,
K ⊂ Lc(K) ⊂ R(K) ⊂ Q(K) ⊂ P(K) ⊂ C(K).
If Lc(K) is convex, obviously, all other ‘semiconvex’ hulls are identical to C(K).
When K is compact, the quasiconvex hull Q(K) can be defined by a single quasiconvex
function [42] as Q(K) = {A ∈MN×n, Qdistp(A,K) = 0} for any 1 p < ∞.
3. Proof of the main results
Proof of Lemma 1.1. Let A(X,Y,Z) = (Z α
Y X
)
with X > 0, 0 <Z  σ(X), then, there are
two solutions 0 <X1 <X and X2 >X for σ(U)= Z. We have
A(X,Y,Z) = λA(X1, Y, σ (X1))+ (1 − λ)A(X2, Y, σ (X2))
for some λ > 0 (see Fig. 3) and
det
(
A
(
X1, Y, σ (X1)
)−A(X2, Y, σ (X2)))
= det
(
σ(X1)− σ(X2) 0
0 X1 −X2
)
= 0.
Thus A(X1, Y, σ (X1)) and A(X2, Y, σ (X2)) are rank-one connected, and A(X,Y,Z) is a
convex combination of the two matrices, hence A(X,Y,Z) ∈ Lc(Γα). If X  0, a similar
result holds. Because Lc(Γα) is a closed set, we see that{(
Z α
Y X
)
,X,Y,Z ∈ R,0Z  σ(X), if X  0;
0Z  σ(X), if X  0
}
⊂ Lc(Γα).Fig. 3. Lamination in Lemma 1.1.
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one connections as for A(X1, Y1,Z1), A(X2, Y2,Z2) with X1 > 0, X2 < 0, one has
det(A(X1, Y1,Z1)−A(X2, Y2,Z2)) > 0. Thus
Lc(Γα) =
{(
Z α
Y X
)
,X,Y,Z ∈ R, 0 Z  σ(X), if X  0;
0 Z  σ(X), if X  0
}
. 
Proof of Theorem 1.3(i). Our semi-constructive proof might look complicated. However,
it is a standard construction by laminates in the theory of quasiconvexity (see, e.g., [6,7,21,
27–29]).
Fix ε > 0, δ > 0, we let σε,δ(·) = σ ∗(·). Since curl(σ ∗(ux), u) = 0 in QT , there is a
smooth function ψ : Q¯T → R, such that (σ ∗(ux), u) = Dψ = (ψt ,ψx).
Without loss of generality, we may assume that T = nl, that is, T is a multiple of l.
We divide QT , for each j > 0 into finitely many squares Djk,r with disjoint interior whose
sides are parallel to the axes t and x with side length l/2j (Fig. 4(a)).
We denote the centre of each square Dmk,r as p
m
k,r = (tmk , xmr ). Now since the solution u
of (1.9) has a continuous gradient Du = (ut , ux) in Q¯T , by uniform continuity of u and
σ ∗(ux), for any integer j > 0, there is some Mj > 0, when mMj ,∣∣u(t, x)− u(tmk , xmr )∣∣ 1/j, ∣∣σ ∗(ux(t, x))− σ ∗(ux(tmk , xmr ))∣∣ 1/j, (3.1)
for (t, x) ∈ D¯mk,r .
Now fix m = Mj . On any given square Dmk,r , if σ ∗(ux(tmk , xmr )) = σ(ux(tmk , xmr )), we
define φj (t, x) = 0.
If ux(tmk , x
m
r ) > 0 and 0 < σ ∗(ux(tmk , xmr )) < σ(ux(t
m
k , x
m
r )), hence ux(tmk , x
m
r ) > ε by
our construction of σ ∗ = σε,δ . The equation σ(X)= σ ∗(ux(tmk , xmr )) has exactly two solu-
tions, X1 = ux(tmk , xmr ) − amk,r , X2 = ux(tmk , xmr ) + bmk,r with amk,r > 0, bmk,r > 0, and there
is some 0 < λmk,r < 1, such that
ux
(
tmk , x
m
r
)= λmk,rX1 + (1 − λmk,r)X2.
Equivalently, we have
−amk,rλmk,r +
(
1 − λmk,r
)
bmk,r = 0. (3.2)Fig. 4. Partition on QT for (i) and details.
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λmk,r =
bmk,r
amk,r + bmk,r
. (3.3)
Now we define φj (t, x) on Dmk,r as follows where m = Mj .
We divide Dmk,r into j evenly divided thin strips parallel to the t-axis: D
m
k,r =
⋃j
s=1 S
m
k,r,s
(Fig. 4(b)). We let the centre of Smk,r,s be qmk,r,s = (tmk , xmr,s). The width of Smk,r,s is then
l/(2mj). We define on Smk,r,s the following functions:
φ+j (t, x) = bmk,r
(
x − xmr,s +
l
2m+1j
)
,
φ−j (t, x) =
(−amk,r)
(
x − xmr,s −
l
2m+1j
)
. (3.4)
We then let φ(1)j = min{φ+j (t, x),φ−j (t, x)} on Smk,r,s for each s = 1, 2, . . . , j . Clearly,
the maximum of φ(1)j is reached at
x = xmr,s +
l
2m+1j
bmk,r − amk,r
bmk,r + amk,r
and the maximum is
λmk,rb
m
k,r
l
2m+1j
= (1 − λmk,r)amk,r l2m+1j . (3.5)
We view φ(1)j as defined on the whole square D
m
k,r . To make our function φj have zero
value on the boundary of Dmk,r , we now define
φ
(2)
j = min
{
λmk,rb
m
k,r
(
t − tmk + 2m+1
)
,−λmk,rbmk,r
(
t − tmk − 2m+1
)}
,
and let
φj (t, x) = min
{
φ
(1)
j (t, x),φ
(2)
j (t, x)
}
, (t, x) ∈ Dmk,r .
Clearly, φj  0 in Dmk,r , the maximum of φj is λmk,rbmk,r l2m+1j , and for
tmk −
l
2m+1
+ l
2m+1j
 t  tmk +
l
2m+1
− l
2m+1j
, φj (t, x) = φ(1)j (t, x).
If ux(tmk , x
m
r ) < 0 and 0 > σ ∗(ux(tmk , xmr )) > σ(ux(t
m
k , x
m
r )), due to the symmetry of σ
and σ ∗, we may construct φj in a similar way.
Obviously, the sequence (φj ) we have just constructed is bounded in W 1,∞(QT ) as
when ux(tmk , x
m
r ) > ε, the solutions of σ(s) = σ ∗(ux(tmk , xmr )) are bounded. Also, it is
easy to see that at least up to a subsequence, φj ⇀∗ 0 in W 1,∞(QT ) as j → ∞.
Finally we show that(
σ
(
ux + (φj )x
)
, u+ φj
)− (ψt ,ψx) → 0
in Lp(QT ) for any p  1, as j → ∞, hence( ( ) )curl σ ux + (φj )x , u+ φj → 0 (3.6)
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lim
j→∞ div
(
u+ φj ,−σ
(
ux + (φj )x
))= 0 (3.7)
in W−1,p(QT ).
To show this, we have, by noticing that (ψt ,ψx)= (σ ∗(ux), u),∫
QT
∣∣(σ (ux + (φj )x), u+ (φj )x)− (ψt ,ψx)∣∣p dx dt
 C0
∫
QT
∣∣σ (ux + (φj )x)− σ ∗(ux)∣∣p dx dt +
∫
QT
|φj |p dx dt := Ij + IIj , (3.8)
where C0 > 0 is a constant depending only on p. Since
max
QT
|φj | = max
Dmk,r
λmk,rb
m
k,r
l
2m+1j
 C l
2m+1j
→ 0,
we see that φj → 0 uniformly in QT hence IIj → 0 as j → ∞.
We also have
Ij = C0
∫
QT
∣∣σ (ux + (φj )x)− σ ∗(ux)∣∣p dx dt
=
∑
k,r
∫
Dmk,r
∣∣σ (ux + (φj )x)− σ ∗(ux)∣∣p dx dt
 C1
∑
k,r
∫
Dmk,r
∣∣σ (ux(t, x)+ (φj )x(t, x))− σ (umx (tk, xr )+ (φj )x(t, x))∣∣p dx dt
+C1
∑
k,r
∫
Dmk,r
∣∣σ (umx (tk, xr)+ (φj )x(t, x))− σ ∗(umx (tk, xr ))∣∣p dx dt
+C1
∑
k,r
∫
Dmk,r
∣∣σ ∗(umx (tk, xr))− σ ∗(ux(t, x))∣∣p dx dt =: J1 + J2 + J3, (3.9)
where C1 > 0 is another constant depending on p only.
Now since σ and σ ∗ are both continuous, (φj )x is bounded and |umx (tk, xr )−ux(t, x)| <
1/j in Dmk,r and m= Mj , for any given η > 0, we have J1 < η, J3 < η for large j > 0.
Next we estimate J2. On each Dmk,r , when
tmk −
l
2m+1
+ l
2m+1j
 t  tmk +
l
2m+1
− l
2m+1j
,φj (t, x) = φ(1)j (t, x), (3.10)
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Wmk,r =
{
(t, x) ∈Dmk,r , either t  tmk −
l
2m+1
+ l
2m+1j
or t  tmk +
l
2m+1
− l
2m+1j
}
,
then
∣∣Wmk,r ∣∣ 2l
2
2m2m+1j
,
and on Wmk,r ,∣∣σ (umx (tk, xr )+ φj (t, x))− σ ∗(umx (tk, xr ))∣∣ 2
as |σ(·)| is bounded by 1 while |σ ∗(umx (tk, xr))| |σ(umx (tk, xr )|. Thus
J2 = C1
∑
k,r
∫
Wmk,r
∣∣σ (umx (tk, xr)+ (φj )x(t, x))− σ ∗(umx (tk, xr ))∣∣p dx dt
 C1
∑
k,r
2p
2l2
2m2m+1j
= C12
p|QT |
j
→ 0
as j → ∞. The proof is finished. 
Remark 3.1. In our construction of the sequence φj , the boundary condition
ux(t,0)+ (φj )x(t,0) = ux(t, l)+ (φj )x(t, l) = 0
is automatically satisfied at least for large j > 0. In fact, since u is a smooth solution of
(1.9), and ux(t,0) = ux(t, l) = 0. By continuity, there is a neighborhood of the two line
segments{
(t,0), 0 t  T
}∪ {(t, l), 0 t  T }
in Q¯T in which |ux(t, x)| < ε. From our construction of σ ∗ = σε,δ , we see that in this
neighborhood, u is the solution of the original Perona–Malik equation (1.8) as σ ∗(ux) =
σ(ux). In the above proof, we defined φ = 0 in Dmk,r if the value |umx (tk, xr )|  ε. Thus,
for large j > 0, we have, near the two line segments above, φj = 0, hence the boundary
condition is satisfied.
Remark 3.2. In the proof of Theorem 1.3(i), our construction for φj involves a division of
QT into finitely many subsets along x-direction. This makes it possible to derive numerical
schemes for constructing terms of the sequence φj . The drawback is that near the two ends
of t-axis of a given square Dmk,r we need to modify our function φj to make sure that it has
zero boundary value. The reason of this is due to the fact that we only used one of rank-one
connection. To get a sharper result, we need to introduce more rank-one connections as
will be seen in the proof of Theorem 1.3(ii).
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A(X,Y,Z) =
(
Z α
Y X
)
.
We observed earlier that A(X1, Y1, σ (X1)) and A(X2, Y2, σ (X2)) are rank-one connected
if σ(X1) = σ(X2) which is independent of the choice of Y1 and Y2. Now given X > 0
and 0 <Z < σ(X), then A(X,Y,Z) can be written as convex combinations of two pairs of
rank-one connected matrices. Let 0 <X−a <X <X+b be the two solutions of σ(s) = Z
with a > 0, b > 0, then there is some λ > 0 such that λ(X − a) + (1 − λ)(X + b) = X,
which is equivalent to −aλ+ b(1 − λ) = 0. If we consider two pairs of matrices
{
A
(
X − a,Y − a,σ (X − a)),A(X + b,Y + b,σ (X + b))},{
A
(
X − a,Y + a,σ (X − a)),A(X + b,Y − b,σ (X + b))}
then each is rank-one connected and
A(X,Y,Z) = λA(X − a,Y − a,σ (X − a))+ (1 − λ)A(X + b,Y + b,σ (X + b)),
A(X,Y,Z) = λA(X − a,Y + a,σ (X − a))+ (1 − λ)A(X + b,Y − b,σ (X + b)).
Also note that on the X–Y plane the two vectors (X + b,Y + b) − (X − a,Y − a) =
(b + a, b + a) and (X + b,Y − b) − (X − a,Y + a) = (b + a,−(b + a)) are orthogonal
to each other and along the two directions e1 = (1, 1) and e2 = (1, −1).
Now we divide QT in a different way. Again we assume that T = nl is a multiple of l.
Given an integer m > 0, at each of the points (kl/2m,0), (kl/2m, l), k = 0,1, . . . , n2m,
(0, sl/2m), (T , sl/2m), s = 0,1, . . . ,2m, we draw two lines along e1 and e2. This divides
QT into squares whose sides are parallel to e1 and e2 and some triangles along the bound-
ary of QT (Fig. 5(a)). Take each triangle and take the midpoint of the longer side and draw
line segment along e1, e2 again. We obtain a smaller square and two smaller triangles. Re-
peat this process (Fig. 5(c)), we may obtain a countable family of squares Dmk centred at
pmk , such that QT ⊂
⋃∞
k=1 D¯mk ⊂ Q¯T . We denote this division by Dm.Fig. 5. Partition on QT for (ii).
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length hmk and centre p
m
k , we assume that ux(p
m
k ) 0, otherwise we use the symmetry of
σ ∗ and σ to give a similar construction.
If 0 ux(pmk ) ε, we define φm(t, x) = 0 in Dmk .
If ux(pmk ) > ε, we define four non-negative affine functions on D
m
k and take their mini-
mum to obtain a tent-like function φm on Dmk (Fig. 5(b)). Let ux(pmk )− amk , ux(pmk )+ bmk
be the two positive solutions of σ(s) = σ ∗(ux(pmk )), we see that amk > 0, bmk > 0. Define
φ1,+m (t, x) = bmk
[(
(t, x)− pmk
) · e1 + hmk /2], ((t, x)− pmk ) · e1 + hmk /2 0,
φ1,−m (t, x) = −amk
[(
(t, x)− pmk
) · e1 − hmk /2], ((t, x)− pmk ) · e1 − hmk /2 0,
φ2,+m (t, x) = bmk
[(
(t, x)− pmk
) · e2 + hmk /2], ((t, x)− pmk ) · e2 + hmk /2 0,
φ2,−m (t, x) = −amk
[(
(t, x)− pmk
) · e2 − hmk /2], ((t, x)− pmk ) · e2 − hmk /2 0,
and let
φm(t, x) = min
{
φ1,+m (t, x),φ1,−m (t, x),φ2,+m (t, x),φ2,−m (t, x)
}
, (t, x) ∈Dmk .
From our definition, we see that φm = 0 on the boundary of Dmk . If we let
Kmk =
{(−amk ,−amk ), (bmk , bmk ), (amk ,−amk ), (−bmk , bmk )},
then Dφm(t, x) ∈ Kmk almost every where in Dmk . Let P2(Kmk ) be the projection of Kmk
to its second components, we see that P2Kmk = {−amk , bmk }, and (φm)x ∈ P2Kmk almost
everywhere.
Also
max
D¯mk
|φm|max
{
amk , b
m
k
}
hk  C(ε)
l
2m
, (3.11)
where C(ε) > 0 is a constant depending on ε > 0 only.
Now we show that(
σ
(
ux + (φm)x
)
, u+ φm
)− (ψt ,ψx) → 0
in L∞(QT ) strongly, which then implies
curl
(
σ
(
ux + (φm)x
)
, u+ φm
)→ 0
in W−1,∞(QT ) strongly.
Note again that (ψt ,ψx) = (σ ∗(ux), u). Let us consider∥∥σ (ux + (φm)x)− σ ∗(ux)∥∥L∞(QT ) + ‖u+ φm − u‖L∞(QT ).
Due to (3.11), we have
‖u+ φm − u‖L∞(QT ) = sup
k
‖φm‖L∞(Dmk )  C(ε)
l
2m
→ 0
as m → ∞. We estimate the first term on each square Dmk . Given η > 0, obviously, if 0
ux(p
m
k ) ε, or 0 ux(pmk )−ε, we have σ ∗(ux(pmk )) = σ(ux(pmk )). Since σ(ux(t, x))
is uniformly continuous in Q¯T , there is M > 0, when m>M ,∥ ( ) ∥ ∥ ( ( ))∥∥σ ux + (φm)x − σ ∗(ux)∥L∞(Dmk ) = ∥σ(ux)− σ ux pmk ∥L∞(Dmk )  η.
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
∥∥σ (ux + (φm)x)− σ (ux(pmk )+ (φm)x)∥∥L∞(Dmk )
+ ∥∥σ (ux(pmk )+ (φm)x)− σ ∗(ux(pmk ))∥∥L∞(Dmk )
+ ∥∥σ ∗(ux(pmk ))− σ ∗(ux)∥∥L∞(Dmk ) := I km + IIkm + IIIkm.
Similar to the proof of part (i) on J1 and J3, since (φm)x is bounded in Q¯T and both
σ(·) and σ ∗(·) are uniformly continuous, there exists M1 > 0, such that when m>M1,
I km =
∥∥σ (ux + (φm)x)− σ (ux(pmk )+ (φm)x)‖L∞(Dmk )  η,
IIIkm =
∥∥σ ∗(ux(pmk ))− σ ∗(ux)∥∥L∞(Dmk )  η,
and the estimates are independent of squares Dmk ∈ Dm. Next, we show that IIkm = 0 for
any k. Note that Dφm ∈ Kmk almost every where in Dmk , and
ux
(
pmk
)+ (φm)x ∈ ux(pmk )+ P2Kmk = {ux(pmk )− amk ,ux(pmk )+ bmk },
almost everywhere in Dmk , hence
σ
(
ux
(
pmk
)+ (φm)x)− σ ∗(ux(pmk ))= 0
almost everywhere in Dmk .
If ux(pmk ) < −ε, we may construct a similar φm by symmetry. Therefore when m >
M +M1,∥∥σ (ux + (φm)x)− σ ∗(ux)∥∥L∞(Dmk )  2η
for all k. The proof of (ii) is complete. 
Remark 3.3. A similar construction of φm to that in [9] where ‘pyramid’ like microstruc-
tures was used for approximate solutions of the Eikonal equation modelling the shape-
from-shading in computer vision.
Remark 3.4. The proof of Theorem 1.3(iii) follows directly from the representation of gra-
dient Young measures. We would like to point out that the structure of the Young measures
generated by our method can be explicitly described provided that the solution u of prob-
lem (1.9) is given explicitly. Given ux(t, x) > ε, (or ux(t, x) < −ε), let the two positive
solutions of the equation σ(s) = σ ∗(ux(t, x)) be ux(t, x)− a(t, x) and ux(t, x)+ b(t, x),
then a(x, t) > 0, b(x, t) > 0. The Young measure at (t, x) is
ν(t,x) = λδ(0, ux(t,x)−b(t,x)) + (1 − λ)δ(0, ux(t,x)+b(t,x)),
where λ is the unique positive number such that −a(t, x)λ+ b(t, x)(1 − λ) = 0.
The Young measure for (ii), when ux(t, x) > ε is supported at the four-point set K(t,x) =
{A+1 ,A−1 ,A+2 ,A−2 }, where
S. Taheri et al. / J. Math. Anal. Appl. 308 (2005) 467–490 485A−1 =
(
ux(t, x)− a(t, x), ux(t, x)− a(t, x)
)
,
A+1 =
(
ux(t, x)+ b(t, x), ux(t, x)+ b(t, x)
)
,
A−2 =
(
ux(t, x)+ a(t, x), ux(t, x)− a(t, x)
)
,
A+2 =
(
ux(t, x)− b(t, x), ux(t, x)+ b(t, x)
)
,
and the Young measure is
ν(t,x) = λ2 δA−1 +
(1 − λ)
2
δA+1
+ λ
2
δA−2
+ (1 − λ)
2
δA+2
. (3.12)
However, since σ(ux) depends only on the second component of Du = (ut , ux), we see
that in the Young measure representation (3.12) in both cases (i) and (ii) are the same. We
have, in both cases, for any test function η ∈ C10(QT ),
0 =
∫
QT
ut (t, x)η(t, x) dt dx +
∫
{(t,x)∈QT , |ux(t,x)|ε}
σ
(
ux(t, x)
)
ηx(t, x) dt dx
+
∫
{(t,x)∈QT , ux(t,x)>ε}
(
λσ
(
ux(t, x)− a(t, x)
)
+ (1 − λ)σ (ux(t, x)+ b(t, x)))ηx(t, x) dt dx
+
∫
{(t,x)∈QT , ux(t,x)<−ε}
(
λσ
(
ux(t, x)+ a(t, x)
)
+ (1 − λ)σ (ux(t, x)− b(t, x)))ηx(t, x) dt dx
=
∫
QT
(
ut (t, x)η(t, x)+ σ ∗
(
ux(t, x)
))
dt dx.
This shows that although the sequences we constructed are different, the resulting rep-
resentation can be the same. However, the convergence property of the sequence (φm) for
case (ii) is much stronger than that for case (i).
Proof of Corollary 1.4. (i) Let φm be the sequence constructed in the proof of Theo-
rem 1.3(ii). We define
Fm =
(
u+ φm,−σ
(
ux + (φm)x
))− (ψx, −ψt). (3.13)
From our estimates in the proof of Theorem 1.3(ii), we have ‖Fm‖L∞(QT ) → 0 as m→ ∞.
(ii) Let um = u+φm. For any test function η ∈ C10(QT ), take inner production between
Dη and Fm on both side of (3.13) and then integrate the resulting function, we have∫
QT
Fm ·Dηdt dx =
∫
QT
(
umηt − σ(um)xηx
)
dt dx,
by noticing that div(ψx, −ψt) = 0.
(iii) We only need to point out that the solutions (um) of the perturbed problem (1.12)converges in the weak-∗ sense to u, which is not a solution of the original problem. 
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Malik equation can have solutions under small W−1,∞ perturbations. The mappings Fm
are smooth except on a lower dimensional subset of QT as seen from the construction of
φm in the proof of Theorem 1.3(ii). The mappings divFm can be viewed as a sequence
of ‘spiking’ perturbations or Radon measures with lower dimensional concentrations. For
parabolic systems under standard monotonicity and growth conditions, this type of ‘van-
ishing’ perturbations have no effect for the stability of the equations. The solutions of the
perturbed system converges strongly to a solution of the unperturbed system.
From the view point of quasiconvexity, the graph Γα of a one-dimensional parabolic
equation is itself a quasiconvex set and if the equation is strictly parabolic, that is σ ′(s) > 0,
Γα does not support non-trivial gradient Young measures, hence the sequences of gradients
Dum of the approximate solutions converges strongly to a solution of the original equa-
tion. On the other hand, the graph Γα corresponding to the one-dimensional Perona–Malik
equation is not quasiconvex, the approximate solutions may oscillate and converges only
weakly to a function which is contained in the quasiconvex hull of Γu.
Proof of Theorem 1.8. Now we have different σ that is σ ∗(s) = εs hence for |s| small, we
have σ(s) = σ ∗(s) only when s = 0. However, we also have |σ(s)− σ ∗(s)| (1 + ε)|s|.
The proof is similar to that of Theorem 1.3(i). The only exception is that bmk,r > 0 is not
necessarily bounded when ux(pmk ) > 0 is small. On the other hand, we need the approxi-
mate solutions u+ φj to satisfy the Neumann boundary condition.
We assume as in the proof of Theorem 1.3(i) that T = nl for some positive integer n. We
divide QT into squares (Dmk,r ) with side length l/2m and centre p
m
k,r = (tmk , xmr ). We also
assume that for any j > 0, there is some Mj > 0, such that when mMj , (3.1) holds. Let
m = Mj , we define φj = 0 on Dmk,r if |ux(pmk,r )| 1/j . Thus by using a similar argument
as in the proof of Theorem 1.3(i), we can show that u+φj satisfies the Neumann boundary
condition.
If |ux(pmk,r )|  1/j , we define φj on Dmk,r as in the proof of Theorem 1.3(i) replacing
σ ∗(s) = σε,δ(s) by σ ∗(s) = εs. Now we show that Dφm is bounded in L1(QT ). We have,
on a given square Dmk,r , m = Mj ,
∫
Dmk,r
|Dφj |dx dt  l
2
22m
((
1 − λmk,r
)∣∣bmk,r ∣∣+ λmk,r ∣∣amk,r ∣∣).
Since (1 − λmk,r )bmk,r − λmk,ramk,r = 0, we find
λmk,r =
bmk,r
amk,r + bmk,r
, 1 − λmk,r =
amk,r
amk,r + bmk,r
,
we have
∫
|Dφj |dx dt  2l
2
22m
amk,rb
m
k,r
am + bm 
2l2
22m
‖ux‖C0(Q¯T ),Dmk,r
k,r k,r
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which implies 0 < amk,r < ux(p
m
k,r ). Consequently for large m,∫
Dmk,r
|Dφj |dx dt  2‖ux‖C0(Q¯T ),
hence φj is bounded in W 1,1(QT ) and in BV(QT ).
Now similar to our proof for Theorem 1.3(i), we see that(
σ
(
ux + (φj )x
)
, u+ φj
)− (ψt , ψx) → 0
strongly in Lp(QT ) for any fixed 1 p ∞, hence
curl
(
σ
(
ux + (φj )x
)
, u+ φj
)→ 0
in W−1,p(QT ) as j → ∞. If we let {λ(t,x)}(t,x)∈QT be the family of biting gradient Young
measures generated by the sequence (Dφj ), then the λ(t,x) is in the form (3.12) and satisfies∫
QT
utη dt dx −
∫
QT
∫
suppν(t,x)
σ (ux + λ2) dν(t,x)ηx dt dx,
for each fixed η ∈ C10(QT ).
We conclude the paper by an explicit construction of the strict increasing function σε,δ
used earlier. The calculation is a bit tedious. However, we do this to make the paper rigor-
ous and self contained.
To define a well-behaved function σε,δ(s), we first consider a non-positive function
σ ′′ε,δ(s)-that is negative on the interval (0,3ε) for a given constant ε > 0, and zero elsewhere
(Fig. 6). Then we get σε,δ(s) after integrating σ ′′ε,δ(s) twice. We define
σ ′′ε,δ(s) =


σ ′′(s), [0, ε],
σ ′′(ε)− 1
ε
(σ ′′(ε)+m)(s − ε), [ε,2ε],
m
ε
(s − 3ε), [2ε,3ε],
0, [3ε,∞).
Therefore we have
σ ′ε,δ(s) =


σ ′(s), [0, ε],
−σ ′′(ε)2ε (2ε − s)2 − m2ε (s − ε)2 + c2, [ε,2ε],
m
2ε (s − 3ε)2 + c3, [2ε,3ε],
c3, [3ε,∞).Fig. 6. Constructed σ ′′ .
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′′(ε)ε
2 , c3 = −mε + σ ′(ε)+
σ ′′(ε)ε
2 . Taking into consideration that σ
′
ε,δ(3ε) = δ, we obtain
σ ′ε,δ(s) =


σ ′(s), [0, ε],
σ ′(ε)+ σ ′′(ε)2ε (ε2 − (2ε − s)2)− m2ε (s − ε)2, [ε,2ε],
σ ′(ε)+ σ ′′(ε)ε2 − mε2 − m2ε (ε2 − (s − 3ε)2), [2ε,3ε],
σ ′(ε)+ σ ′′(ε)ε2 −mε = δ, [3ε,∞),
and finally integrating again, we find
σε,δ(s) =


σ(s), [0, ε],
σ ′′(ε)
6ε (2ε − s)3 − m6ε (s − ε)3 + σ ′(ε)(s − ε)
+ σ ′′(ε)ε2 (s − ε)+ c1, [ε,2ε],
m
6ε (s − 3ε)3 + (σ ′(ε)+ σ
′′(ε)ε
2 −mε)(s − 2ε)+ c2, [2ε,3ε],
(σ ′(ε)+ σ ′′(ε)ε2 −mε)(s − 3ε)+ c3, [3ε,∞).
Continuity implies that c1 = σ(ε) − σ ′′(ε)ε26 , c2 = σ(ε) + σ
′′(ε)ε2
3 + εσ ′(ε), c3 =
2εσ ′(ε)+ 56σ ′′(ε)ε2 + σ(ε)−mε2. So we have
σε,δ(s) =


σ(s), [0, ε],
σ(ε)− σ ′′(ε)ε26 + σ ′(ε)(s − ε)+ σ
′′(ε)ε
2 (s − ε)
+ σ ′′(ε)6ε (2ε − s)3 − m6ε (s − ε)3, [ε,2ε],
σ(ε)+ σ ′′(ε)ε23 + σ ′(ε)ε + m6ε (s − 3ε)3
+ (−mε + σ ′(ε)+ σ ′′(ε)ε2 )(s − 2ε), [2ε,3ε],
σ(ε)+ 2εσ ′(ε)+ 56σ ′′(ε)ε2 −mε2 + δ(s − 3ε), [3ε,∞)
where δ = −mε + σ ′(ε) + 12σ ′′(ε)ε. To guarantee that σε,δ(3ε) < σ(3ε), we consider the
fact that
σ ′(ε) = 1 − ε
2
(1 + ε2)2 
1
2
.
If ε is small enough and
σ ′′(s) = −2s(1 + s
2)− 4s(1 − s2)
(1 + s2)3 <
−4s
(1 + s2)3 ,
we have
σ(3ε)− σε,δ(3ε) σ ′(ε)ε + σ ′′(ξ).2ε2 − 13σ
′′(ε)ε2 − δε
for ε  ξ  3ε. Therefore
∣ ∣ ε ∣ ∣ 1 ∣ ∣∣σ(3ε)− σε,δ(3ε)∣ 2 − ∣σ ′′(ξ)∣.2ε2 − 3 ∣σ ′′(ε)∣ε2 − δε,
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(1+ξ2)3
∣∣ 12ε and |σ ′′(ε)| 12ε, so
∣∣σ(3ε)− σε,δ(3ε)∣∣ ε2 − 24ε3 − 4ε3 − δε = ε
(
1
2
− 28ε2 − δ
)
>Cε,
for a constant C when δ → 0. Also σ ′′ε,δ  0 and σ ′ε,δ is decreasing implies that σ ′ε,δ(s) δ.
According to construction of σε,δ we have σε,δ(s)  σ(s) for s ∈ [0,Mε,δ] but after a
while these two functions have another intersection, say Mε,δ , because lims→∞ σ(s) = 0.
By considering this fact that, when δ → 0 we get the bigger solution of σ(s) = σ(3ε), Mε,δ
can be chosen as large as we like by adjusting ε, δ.
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