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Résumé
Dans ce travail, nous établissons des mesures d’indépendance linéaire de logarithmes d’un groupe al-
gébrique commutatif dans le cas rationnel. Plus précisément, soit k un corps de nombres et v0 une place
quelconque de k. Soit G un groupe algébrique commutatif défini sur k et H un sous-groupe algébrique
connexe de G, d’algèbre de Lie Lie(H). Soit u ∈ Lie(G(Cv0)) un logarithme d’un point p de G(k). Dans le
cas non-périodique (le point p n’est pas de torsion modulo certains sous-groupes de G), nous obtenons des
minorations de la distance de u à Lie(H)⊗k Cv0 qui généralisent en partie les mesures déjà connues dans
le cas d’un groupe linéaire. Les principales caractérisques de ces résultats sont d’une part d’améliorer la
dépendance en la hauteur loga du point p, en supprimant une puissance de log loga, et, d’autre part, d’être
valides dans un contexte très général. La démonstration utilise le formalisme des tailles de sous-schémas
formels au sens de Bost en association avec un lemme arithmétique de Raynaud. Nous avons également
recours à un lemme de Siegel absolu et, lorsque v0 est ultramétrique, à un lemme d’interpolation de Roy.
© 2007 Elsevier Inc. Tous droits réservés.
Abstract
We establish new measures of linear independence of logarithms on commutative algebraic groups in the
so-called rational case. More precisely, let k be a number field and v0 be an arbitrary place of k. Let G
be a commutative algebraic group defined over k and H be a connected algebraic subgroup of G. Denote
by Lie(H) its Lie algebra at the origin. Let u ∈ Lie(G(Cv0)) a logarithm of a point p ∈ G(k). Assuming
(essentially) that p is not a torsion point modulo proper connected algebraic subgroups of G, we obtain
lower bounds for the distance from u to Lie(H) ⊗k Cv0 . For the most part, they generalize the measures
already known when G is a linear group. The main feature of these results is to provide a better dependence
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É. Gaudron / Journal of Number Theory 127 (2007) 220–261 221in the height loga of p, removing a polynomial term in log loga. The proof relies on sharp estimates of
sizes of formal subschemes associated to H (in the sense of Bost) obtained from a lemma by Raynaud as
well as an absolute Siegel lemma and, in the ultrametric case, a recent interpolation lemma by Roy.
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MSC : 11J86 ; 11J61 ; 11J13
Mots-clés : Formes linéaires de logarithmes ; Cas rationnel ; Méthode de Baker ; Groupe algébrique commutatif ; Taille
de sous-schéma formel ; Lemme d’interpolation p-adique ; Lemme de Siegel absolu
Notations et conventions
Soit g un entier naturel  1. Pour t = (t1, . . . , tg) ∈ Ng , on désigne par |t| la longueur t1 +
· · ·+ tg de t, et, si X = (X1, . . . ,Xg) est un g-uplet de variables (ou d’objets mathématiques plus
généraux, tels des opérateurs différentiels), on note Xt = Xt11 · · ·X
tg
g . Si x un nombre réel, on
note log+(x)= log max{1, x} et [x] la partie entière de x.
Si G est un schéma en groupes sur un corps commutatif, tG ou Lie(G) désigne son espace
tangent à l’origine. Si E est un espace vectoriel, S(E) (resp. Sg(E)) est l’algèbre symétrique
de E (resp. la composante de degré g de S(E)) et P(E) désigne le schéma projectif Proj S(E).
Lorsque k est un corps commutatif, on note k une clôture algébrique de k. Soit dorénavant k
un corps de nombres, d’anneau des entiers Ok , et v une place de k.
Normes et valeurs absolues
• Soit v une place ultramétrique de k, qui correspond à un idéal premier p de Ok , et p le
nombre premier qui engendre l’idéal p ∩ Z. On note kv (resp. Ov) le complété p-adique de
k en p (resp. son anneau de valuation). On munit kv de l’unique valeur absolue | · |v qui
vérifie |p|v = p−1. Cette valeur absolue s’étend (de manière unique) à kv et, en particulier,
aux extensions finies de kv . Soit Cv = Cp le complété du corps valué (kv, | · |v). Si Ev est un
Cv-espace vectoriel de dimension g, alors toute base (e1, . . . , eg) de Ev définit une norme
v-adique ‖ · ‖v sur Ev par ∥∥∥∥∥
g∑
i=1
xiei
∥∥∥∥∥
v
:= max
1ig
{|xi |v}.
Ainsi, lorsque Ev = Cgv est muni de sa base canonique, on note ‖F‖v ou |F|v la norme d’un
vecteur F = (f1, . . . , fg) ∈ Cgv :
‖F‖v = |F|v = max
1ig
{|fi |v}.
• Soit v une place archimédienne de k. On munit Cv = C de la valeur absolue usuelle. Si
F = (f1, . . . , fg) ∈ Cg , on note
|F|v := max
1ig
{|fi |v} et ‖F‖v := ( g∑
i=1
|fi |2
)1/2
.
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l’ensemble des places de k et [kv : Qv] est le degré local 1,2 ou [kv : Qp] selon le caractère réel,
complexe ou p-adique de la place v.
Hauteurs
Soit F ∈ kg \ {0}. La hauteur de Weil (logarithmique absolue1) de F est
h(F)=
∑
v
[kv : Qv]
[k : Q] log|F|v.
C’est une hauteur projective (∀α ∈ k \ {0}, h(αF)= h(F)) et elle se prolonge naturellement aux
points de Pg−1(k). La hauteur L2 de F est
hL2(F)=
∑
v
[kv : Qv]
[k : Q] log‖F‖v.
On a h(F)  hL2(F)  h(F) + 12 log(#F) et l’inégalité de Liouville log |α|v  −[Q(α) :Q]h({1, α}) (pour toute place v de Q(α)). Soit v1, . . . , vd des vecteurs linéairement indépen-
dants de Qg (muni de sa base canonique e1, . . . , eg). La hauteur de Schmidt de (v1, . . . , vd) est
la hauteur L2 de l’ensemble des coordonnées de Plücker du produit extérieur v1 ∧· · ·∧vd dans la
base ei1 ∧ · · · ∧ eid (1 i1 < · · ·< id  g). Cette définition ne dépend en réalité que de l’espace
vectoriel V sur Q engendré par les vecteurs v1, . . . , vd et induit la hauteur de Schmidt h(V ) de V
(et, par convention, h({0})= 0).
1. Introduction
L’objectif de ce travail est d’établir des résultats généraux — archimédiens et ultramétriques
— de la théorie des formes linéaires de logarithmes dans le cas particulier où le lieu des zéros des
formes linéaires est une algèbre de Lie algébrique, c’est-à-dire l’algèbre de Lie d’un sous-groupe
algébrique.
Soit G un groupe algébrique commutatif de dimension g défini sur un corps de nombres k et
v0 une place (quelconque) de k. Le groupe de Lie G(Cv0) possède une application exponentielle
expv0 :Tv0 →G(Cv0) définie sur un voisinage ouvert Tv0 de 0 dans l’algèbre de Lie de G(Cv0)(notée LieG(Cv0) ou tG(Cv0) dans la suite). Considérons un élément u 	= 0 de Tv0 d’exponen-
tielle p := expv0(u) k-rationnelle et donnons-nous par ailleurs une norme ‖ · ‖v0 sur Tv0 (de
distance associée dv0 ) ainsi qu’une fonction hauteur h  0 sur G(Q) (provenant par exemple
d’une hauteur de Weil sur un espace projectif dans lequel G se plonge).
La théorie des formes linéaires de logarithmes consiste, dans son aspect quantitatif, à fournir
des minorations de la distance dv0(u,V ) entre u et une sous-k-algèbre de Lie V de Lie(G), en
fonction des invariants liés aux données introduites (hauteur des quantités algébriques, norme
de u, degré de k, etc.). Pour qualifier une minoration de dv0(u,V ), on parle aussi de mesure
d’indépendance linéaire de logarithmes. Le donnée principale à laquelle on va s’intéresser ici
est la hauteur du point p.
1 Comme le seront toutes les hauteurs de ce texte.
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l’existence d’une fonction c1 = c1(G, k, v0,‖ · ‖v0) 1, indépendante de p, telle que
log‖u‖v0 −c1 max
{
1, h(p)
} (1)
pourvu que le sous-groupe engendré par p ne rencontre aucun sous-groupe algébrique strict de
G(k) sauf en 0. Il s’agit d’une variante sophistiquée de l’inégalité de Liouville (voir la discussion
à la suite du corollaire 1.2 de [16]). Une propriété importante de cette minoration est d’être
optimale en la hauteur de p, comme on peut le voir en se plaçant sur le groupe additif Ga. Pour
un espace V quelconque, les meilleures mesures connues de log dv0(u,V ) en fonction de h(p)
sont de la forme :
log dv0(u,V )−c2 max
{
1, h(p)
}g/t+ (2)
où t est la codimension de V dans Lie(G),  > 0 un nombre réel et c2 une fonction qui ne dépend
pas de la hauteur de p.2
Dans cet article, nous montrons que l’on peut supprimer  dans le minorant (2) dans le cas dit
rationnel où l’algèbre de Lie V est algébrique. Nous démontrerons le résultat suivant (qui sera
rendu plus précis au §1.2).
Théorème 1.1. Soit G,k, v0,‖ · ‖v0,p,u,V, t les données générales introduites ci-dessus. Il
existe une fonction c3 = c3(G, k, v0,‖u‖v0) ayant la propriété suivante. Supposons d’une part
que le sous-groupe de G engendré par p ne rencontre aucun sous-groupe algébrique strict de G
(sauf en 0) et, d’autre part, que V est l’algèbre de Lie d’un sous-groupe algébrique H de G. Soit
b un nombre réel  e tel que logb soit un majorant de la hauteur de V . Alors
log dv0(u,V )−c3(logb)1+
g+1
t max
{
1, h(p)
}g/t
. (3)
Jusqu’à présent, seul le cas d’une puissance du groupe multiplicatif Gm et d’une forme linéaire
(t = 1) a vraiment été étudié (voir [2,14,19,23,24,33,34,37]3). Bien qu’il soit extrêmement pro-
bable que la minoration (3) reste vraie en supprimant le terme (g+1)/t dans l’exposant de logb,
il s’avère que les méthodes employées ici pour démontrer cette inégalité ne sont pas suffisantes
pour obtenir cela.
1.1. Données générales
Dans ce paragraphe, nous fixons des notations qui seront utilisées tout au long de ce texte.
Certains des théorèmes qui vont suivre ne seront valides qu’avec des hypothèses supplémentaires
sur les objets introduits ici, hypothèses qui seront alors explicitement mentionnées.
Soit n un entier naturel  1, k un corps de nombres de degré D et v0 une place quelconque
(archimédienne ou ultramétrique) de k qui sera privilégiée par la suite.
2 La quantité h(p) dans (2) peut être remplacée par une puissance entière convenable du logarithme de h(p).
3 Vu la grande richesse de la littérature sur ce thème, il serait vain d’essayer d’entrer dans tous les détails sans augmenter
de manière exponentielle cette introduction ; le lecteur intéressé pourra se reporter au livre de M. Waldschmidt [33] dont,
en particulier, le §10.4 « The state of the Art » ainsi que les pages 545 à 547 qui retracent les principales étapes de
l’histoire du sujet.
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leurs dimensions respectives. Soit Φi :Gi ↪→ PNik un plongement de Gi dans l’espace projec-
tif PNik . En particulier, les degrés et fonctions de Hilbert–Samuel géométriques considérés dans
la suite sont relatifs aux faisceaux OGi (1), 1 i  n, induits par ces plongements. Notons G le
groupe G1 × · · · ×Gn, g := g1 + · · · + gn sa dimension et Φ le plongement de G dans le pro-
duit des PNik induit par les Φi . Soit Gi → SpecOk[1/mi] (mi ∈ N \ {0}) un schéma en groupes
lisse et dont la fibre générique Gi × Spec(k) est (isomorphe à) Gi . Quitte à restreindre Gi à un
ouvert plus petit, nous pouvons supposer d’une part que mi est le même entier m pour tous les
i et d’autre part que l’anneau Ok[1/m] est principal.4 Soit G → SpecOk[1/m] le modèle lisse
de G induit par les Gi . Fixons v une place de k et i ∈ {1, . . . , n}. Considérons expi,v une ap-
plication exponentielle du groupe de Lie v-adique Gi(Cv), définie sur un voisinage ouvert de
0 dans tGi (Cv). Lorsque v est une place archimédienne, il est bien connu que cette application
se prolonge en un morphisme analytique à tout l’espace tangent tGi (Cv) et définit ainsi une ap-
plication Cv-analytique expi,v : tGi (Cv) → Gi(Cv) surjective. Lorsque v est ultramétrique, ces
propriétés ne sont plus vraies en général. Notons alors dans ce cas Ti,v un sous-groupe ouvert de
tGi (Cv) tel que expi,v réalise un difféomorphisme analytique de Ti,v sur son image Ui,v (ouvert
de Gi(Cv) contenant l’élément neutre). Dans la suite, l’exponentielle expi,v sera l’application
restreinte Ti,v → Ui,v . Afin d’uniformiser les notations, nous écrirons encore Ti,v = tGi (Cv)
(resp. Ui,v =Gi(Cv)) dans le cas archimédien, bien que l’exponentielle « restreinte » ne soit plus
alors un difféomorphisme (en général). L’espace tangent à l’origine tGi de Gi est un Ok[1/m]-
module libre (car projectif, voir note de bas de page) de rang gi et tG est également libre de
rang g. Soit e = (e1, . . . , eg) une base sur Ok[1/m] de tG obtenue par concaténation de bases
des tGi , 1 i  n. Quitte à multiplier chacun des ei par une puissance suffisamment grande de
m, nous pouvons supposer que, pour toute place ultramétrique v, le disque ouvert
D(0, rp)=
{
z = z1e1 + · · · + zgeg ∈ tG(Cv); max
1jg
|zj |v < rp
}
,
où rp := |p|1/(p−1)v , est inclus dans Tv := T1,v × · · · ×Tn,v . En effet, il existe un entier n0  1,
ne dépendant que de (G,m), pour lequel, en toute place v, le développement en série de l’expo-
nentielle de G(Cv) au voisinage de 0 s’écrit∑
n∈Ng
an,v
n! z
n
avec an,v ∈Ov[1/m], polynôme en 1/m de degré  n0|n|. Aux places v  m, on a an,v ∈Ov et
l’on sait que le disque D(0, rp) est contenu dans le domaine de convergence strict de cette série.
Si v | m, on se ramène au cas précédent en considérant les coordonnées de z dans la base mn0 e
de tG(Cv).
L’exponentielle expv := (exp1,v, . . . , expn,v) de G(Cv) munie de la base e est appelée dans la
littérature exponentielle normalisée (cela fixe un isomorphisme de Uv := U1,v ×· · ·×Un,v avec
un groupe standard selon la terminologie de Bourbaki [9], III, §7, no 3). La base e confère éga-
lement à tG(Cv) une structure d’espace vectoriel normé, par transport de la structure hermitienne
(v archimédienne) ou de la norme du sup (v ultramétrique) fournie par la base canonique de Cgv
4 Si bien qu’un Ok[1/m]-module projectif (de type fini) est nécessairement libre.
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distance associée à cette norme).
Considérons un point5 p = (p1, . . . , pn) de G(k) ∩ Uv0 ainsi qu’un logarithme u =
(u1, . . . , un) ∈ Tv0 de ce point :
expv0(u)= p.
Soit V un sous-espace vectoriel de l’espace tangent tG(k), de codimension t  1 (ce qui suit
est trivial et dénué d’intérêt lorsque t = 0, c.à-d. V = tG(k)).
Hypothèse. Dans tout ce texte, nous supposerons que V est l’algèbre de Lie d’un sous-groupe
algébrique connexe H de G.
En d’autres termes, l’espace V est une algèbre de Lie algébrique au sens de [13] (II, §6, 2.4,
p. 262).
Importante convention. Dans toute la suite, le mot « constante » qualifie un nombre réel 1 qui
ne dépend que de G,Φ,G,m, e, (dv)v, v0, c’est-à-dire du groupe algébrique G et des données
satellites autour de G. Partant, ce nombre réel est indépendant de k (il ne dépend que d’un corps
de définition de G), de p,u,V etc. Une telle constante sera désignée par la lettre c munie d’un
indice.
1.2. Résultats
Les théorèmes que nous allons énoncer ici concernent tous le cas rationnel, comme nous
l’avons mentionné dans l’introduction.
Fixons auparavant quelques notations supplémentaires. Pour i ∈ {1, . . . , n}, le plongement (en
tant qu’espace quasi-projectif) de Gi dans PNik fournit une hauteur de Weil h sur l’ensemble des
points Q-rationnels de Gi (dont, en particulier, pi ). Nous noterons encore h la hauteur induite
sur G(Q). Soit ρi l’ordre analytique de Gi défini comme suit : ρi = 1 si Gi est un groupe linéaire
et ρi = 2 sinon (c’est-à-dire lorsque Gi a une composante abélienne non triviale). Soit y ∈ {0,1}
un paramètre tel que y = 0 lorsque G est une variété semi-abélienne et y = 1 sinon.
Dans le cas archimédien, l’énoncé le plus général que nous obtenons est le suivant.
Théorème 1.2. Il existe une constante c4  1 ayant la propriété suivante. Supposons que v0 est
une place archimédienne. Soit e un nombre réel  e et a un entier naturel supérieur ou égal à
Dmax{1, h(V )}/ log e. Notons U0 le nombre réel
U0 := (a log e)
(
ay + D
log e
log
(
e+ D
log e
))1/t
×
n∏
i=1
(
1 + Dmax0sc4a{h(spi)} + (ea‖ui‖v0)
ρi
a log e
)gi/t
. (4)
5 La lettre p désigne à la fois ce point et le nombre premier qui divise v0. Mais cette maladresse ne devrait pas créer
d’ambiguïté.
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vérifiant tG′ + V 	= tG on ait s(p1, . . . , pn) /∈G′(k). Alors u /∈ V ⊗v0 C et
log dv0(u,V )−c4U0. (5)
Formellement, ce résultat est très proche de celui énoncé avec t = 1 dans le théorème principal
de [15]. Hormis la disparition de la hauteur d’une Q-base de k, c’est surtout la définition de
l’entier a qui change radicalement. Dans l’article en question, cet entier était (en substance)
D
loge logh(p) alors qu’ici il dépend du sous-espace V mais pas du point p. Sachant qu’il existe
une constante c5 pour laquelle h(spi)  c5sρi max{1, h(pi)} pour tout entier s  1, l’on déduit
aisément de la définition de U0 la dépendance standard en h(p) décrite dans l’introduction. Si
n = 1, nous pouvons regarder la dépendance minimale en h(p) de U0, c’est-à-dire choisir e
(qui est le seul paramètre vraiment « libre » du théorème 1.2) de sorte que U0, comme fonction
uniquement de h(p), soit minimal. Avec des considérations élémentaires, on s’aperçoit que, dans
cette optique, le meilleur choix pour e est e
√
max{1, h(p)}, ce qui conduit à l’estimation
log dv0(u,V )−c6
(
max{1, h(p)}
log max{e,h(p)}
)g/t
(6)
où c6 est une fonction des données qui ne dépend pas de la hauteur de p. Si nous comparons cela
à la conséquence I.3.3 de [15] (écrite avec t = 1), nous constatons à nouveau la disparition d’un
logarithme de h(p) (qui était au numérateur du membre de droite de (6)). Autrement dit, nous
vérifions ainsi que l’amélioration en h(p) est bien une caractéristique intrinsèque de la mesure (5)
et non pas le simple effet d’un choix différent de paramètres dans deux énoncés « semblables ».
Nous avons également une version ultramétrique de l’énoncé 1.2.
Théorème 1.3. Il existe une constante c7  1 ayant la propriété suivante. Supposons que v0 est
ultramétrique et que ‖u‖v0 < r2p (où, rappelons-le, p est la caractéristique résiduelle de v0 et
rp = p−1/(p−1)). Considérons un nombre réel r dans l’intervalle ouvert ]1, r2p/‖u‖v0[. Soit a un
entier naturel vérifiant
a Dmax{1, h(V )} + log
+((log(r))−1)
log r
.
Notons U1 le nombre réel
(
a log(1 + r))(ay + D
log r
log
(
e+ D
log r
))1/t n∏
i=1
(
1 + Dmax0sc7a{h(spi)}
a log r
)gi/t
. (7)
Supposons que pour tout entier s ∈ {1, . . . , c7a} et tout sous-groupe algébrique connexe G′ de G
tel que tG′ +V 	= tG on ait s(p1, . . . , pn) /∈G′(k). Alors u /∈ V ⊗ Cv0 et log dv0(u,V )−c7U1.
Remarques 1.4.
(1) Les différences entre les versions archimédienne et ultramétrique résident d’une part dans
le changement de e par r et d’autre part dans une contrainte plus forte sur l’entier a dans
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n’apparaît plus.
(2) Soulignons que cette minoration ne dévoile pas la dépendance en la place v0, dont une partie
est dans la constante c7, non explicite.
Si la littérature est assez riche et variée en analogues p-adiques de mesures d’indépendance
linéaire de logarithmes lorsque G est un groupe linéaire (en particulier grâce aux travaux de
Yu [35–37]), elle est en revanche beaucoup plus réduite si G a une partie abélienne, voire même
inexistante lorsque, comme ici, G est quelconque. Mentionnons la série d’articles de Bertrand
[3–5] (la dernière référence est un article en commun avec Yu. Flicker) à la fin des années 70,
ainsi que le résultat de Rémond & Urfels [25] qui traite le cas du produit de deux courbes ellip-
tiques.
2. Quelques mots sur la démonstration des théorèmes 1.2 et 1.3
Nous n’allons pas expliquer ici le schéma de la démonstration, somme toute assez classique,
fondé sur la méthode de Baker revisitée et approfondie par Philippon & Waldschmidt [22]. La
démarche est rappelée au début du §4. Nous voulons plutôt dégager de façon élémentaire la
difficulté technique sur laquelle achoppaient les preuves dans le cas du tore pour le passage à un
groupe algébrique quelconque. Nous en profiterons également pour mettre en lumière certaines
modifications techniques de la démonstration, qui la simplifient (dans une certaine mesure), mais
au prix, il est vrai, de l’hypothèse sur le point p déjà rencontrée dans l’énoncé 1.1.
Commençons donc par expliquer l’idée fondamentale du cas rationnel usuel dans Gnm qui
conduit à de meilleures mesures d’indépendances linéaires de logarithmes. Pour cela, simplifions
la situation au maximum et ne conservons que G= G2m, la forme linéaire z2 − bz1 (b ∈ Z, z1, z2
coordonnées sur Lie(G)) et le point p = (α1, α2) ∈ (k \ {0})2 de logarithme (u1, u2). Autrement
dit, nous nous intéressons à la forme linéaire en deux logarithmes Λ = u2 − bu1. Les preuves
« classiques » qui mènent à une minoration de |Λ|v0 reposent sur l’étude des dérivées (divisées)
le long de la droite z2 = bz1 d’un certain polynôme exponentiel (z1, z2) → P(ez1 , ez2) (P ∈
k[X,Y ]) en les points s · (u1, u2), s ∈ N. Par translation sur le groupe G, l’on peut se ramener à
s = 0 et le résultat clef qui permet d’exploiter l’hypothèse b ∈ Z est le suivant.
Fait 2.1. Soit P ∈ Z[X,Y ], b un entier et  un entier naturel. Supposons que l’application
z → P(ez, ebz), analytique au voisinage de 0, s’annule à l’ordre  en 0. Alors le nombre
1
!
(
d
dz
)
P
(
ez, ebz
)∣∣∣
z=0 (8)
est un entier relatif.
Il y a au moins deux preuves assez différentes de ce résultat. La première utilise les polynômes
binomiaux
Δ0(X) := 1, Δn(X) := X(X + 1) · · · (X + n− 1)
n!
(
n ∈ N \ {0}) (9)
qui prennent des valeurs entières aux points entiers. En considérant un monôme XiY j qui inter-
vient dans P (avec le coefficient pi,j ∈ Z), la dérivée  ème de z → e(i+jb)z en 0 vaut (i+jb)/!.
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les coefficients ne dépendent que de . L’hypothèse sur P se traduit alors par l’égalité entre le
coefficient (8) et ∑
i,j
pi,jΔ(i + jb), (10)
manifestement un entier, ce qui conclut la preuve. Aussi astucieux soit-il, ce procédé comporte
néanmoins une limitation consubstantielle puisque b ne peut être qu’un entier (ou au pire un
nombre rationnel), faute de quoi il est difficile d’envisager une généralisation. La seconde preuve
du fait 2.1 que nous connaissons est basée sur un changement de variables. On pose T = ez − 1.
Comme b ∈ Z, chacune des fonctions e(i+jb)z = (1 + T )i+jb appartient à l’anneau de séries
formelles ZT . Il en est donc de même pour P(ez, ebz) et l’hypothèse sur P implique que le
coefficient (8) est également le coefficient de T  dans ce développement. C’est donc un entier.
Contrairement à la démonstration précédente, cette méthode peut être généralisée à un groupe
algébrique quelconque. D’ailleurs, rappelons que ce passage de la variable z (sur Lie(Gm)) à
la variable T (sur Gm) et ses répercussions arithmétiques constituent la cheville ouvrière des
récentes avancées dans le domaine des formes linéaires de logarithmes (voir [11,15]), mais aussi
dans les questions liées à l’algébricité de feuilles formelles [8,17]. C’est cette observation qui
apporte l’essentiel des résultats nouveaux de cet article.
Il me faut signaler cependant qu’une difficulté technique échappe à l’analyse du cas d’un tore
telle que nous venons de la faire. Dans le cas général, nous avons besoin de modèles lisses des
groupes G et H (rappelons que V = Lie(H)) sur des anneaux de la forme Ok[1/m], où m est
un entier > 0. Si pour le groupe G cela ne pose aucun problème (m dépend de G), le groupe H ,
quant à lui, admet un modèle lisse mais sur un anneau localisé Ok[1/mm′] avec m′ un entier qui
dépend a priori de H . Par conséquent, il est important de contrôler l’entier m′ fonction du modèle
de H . Cela revient à avoir des estimations p-adiques de nombres algébriques plus généraux issus
de (8) qui soient les plus précises possible et qui tiennent compte du modèle choisi pour H . C’est
pourquoi nous emploierons un formalisme particulièrement adapté à cette exigence, décrit par
Bost au §3.1 de [8]. Le langage géométrique de ce formalisme, qui s’exprime en termes de
« tailles de schémas formels lisses », éclaire le rôle exact joué par le choix du modèle de H .
Mais la difficulté technique évoquée ne disparaît pas pour autant dans ce langage. Un théorème
de Raynaud, donnant un condition pour que l’inclusion entre variétés abéliennes se prolonge en
une immersion fermée pour les modèles de Néron correspondants, permet alors de contrôler très
précisément l’entier m′. Nous détaillerons tout cela au §4.2.
Cet argument arithmétique crucial s’accompagne d’une double utilisation d’un lemme de Sie-
gel absolu, à la fois pour bâtir le « classique » polynôme auxiliaire requis par la démonstration
de transcendance mais aussi pour fixer une k-base de V = Lie(H), de « petite » hauteur, qui
restera la même à chaque étape de la preuve. Ce dernier point évite le recours à certaines bases
orthonormées de Lie(G)⊗v C et les contrôles de changements de bases subséquents, qui interve-
naient auparavant. Quant à construire le polynôme auxiliaire de la sorte, cela procure l’avantage
de supprimer la quantité Dh(ξ1, . . . , ξD), où ξ1, . . . , ξD est une Q-base de k (i.e., de manière
équivalente, le logarithme du discriminant absolu de k, cf. [28]), qui apparaissait dans les me-
sures de [15]. L’emploi d’un lemme de Siegel absolu dans le contexte des formes linéaires de
logarithmes nous avait été communiqué par S. David (voir [1,11]). Il remplace le lemme de
Thue–Siegel dont on se servait d’ordinaire. Nous le présentons au §3.7 et nous l’appliquons aux
§4.1.3 et 4.4. Tous les bienfaits de ce lemme pour la démonstration (à commencer par la clarté
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je ne sais pas surmonter sans supposer que le groupe engendré par le point p ne rencontre aucun
sous-groupe strict de G(k) sauf en 0. Nous avions déjà été contraint d’émettre ce type d’hypo-
thèses lorsque nous avions mis en œuvre la méthode des pentes, qui elle, pourtant, ne requiert
aucun lemme de Siegel (voir [16]). Le point commun aux deux approches est un certain sous-cas,
appelé cas périodique, que je ne sais pas intégrer dans les preuves, bien qu’il fût déjà résolu de
manière très astucieuse par Philippon & Waldschmidt dans leur article [22], grâce à une extrapo-
lation (à la manière de Gel’fond) sur les dérivations.
3. Préparatifs
La démonstration des théorèmes 1.2 et 1.3 requiert plusieurs énoncés d’intérêts indépendants
que nous présentons dans cette partie.
3.1. Mise en place de données supplémentaires
Considérons le groupe Ga ×G, le point q = (1,p) ∈ (Ga ×G)(k) et le sous-espace vectoriel
W de tGa ⊕ tG défini par tGa ⊕V . L’élément 1⊕u ∈ tGa(Cv0)⊕Tv0 est un logarithme du point q .
Pour uniformiser les notations, nous posons G0 := Ga et u0 := 1. Par ailleurs, considérons un
entier i compris entre 1 et n. Soit Φi un plongement de Gi dans l’espace projectif PNik du type de
ceux construits par Serre [30]. Quitte à effectuer un changement de coordonnées, nous pouvons
supposer que l’élément neutre de Gi est représenté par (1 : 0 : · · · : 0) ∈ PNi . Soit x ∈Gi(Cv0) et
(x0 : · · · : xNi ) les coordonnées de Φi(x). On note
A(i)x =
(
A
(i)
x,0(X,Y) : · · · :A(i)x,Ni (X,Y)
) (11)
une famille de polynômes (à coefficients dans Ov0(k)) qui exprime la loi d’addition de Gi au
voisinage de x. Dans cette formule, X et Y sont des (Ni + 1)-uplets de variables et chacun des
A
(i)
x,j (X,Y), 0 j Ni , est homogène de même degré sur chacune des variables X,Y, inférieur
à une constante c8, qui peut être choisie uniforme en x (quasi-compacité de Gi ) et en i (nombre
fini). Cette constante ne dépend que de (G,Φ). Dans la suite, pour ne pas alourdir excessivement
les notations, nous omettrons souvent la référence à x en indice et nous écrirons A(i)j au lieu
de A(i)x,j . Soit v une place quelconque de K . Il est possible également de représenter l’exponen-
tielle v-adique de Gi(Cv) par des fonctions (θv,i,j )0jNi , analytiques et sans zéros communs
dans Ti,v , telles que (θv,i,0(0), . . . , θv,i,Ni (0))= (1,0, . . . ,0) :
expi,v(z)=
(
θv,i,0(z) : · · · : θv,i,Ni (z)
)
, z ∈ Ti,v.
Nous noterons
Θv,i : z ∈ Ti,v →
(
θv,i,0(z), . . . , θv,i,Ni (z)
) ∈ CNi+1v
et, si j est un entier naturel inférieur à Ni ,
Ψv,i,j : z ∈ Ti,v \ θ−1v,i,j
({0}) → ( θv,i,0
θ
(z), . . . ,
θv,i,Ni
θ
(z)
)
∈ CNi+1v .v,i,j v,i,j
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au lieu de la ième composante de z sur Ti,v . Comme nous l’avons vu au §1.1, lorsque v est
ultramétrique, le choix de la base e permet d’écrire chacune des coordonnées θv,i,j (z) sous la
forme d’une série
∑
n
an,v,i,j
n! z
n où z = (z1, . . . , zgi ) sont les coordonnées de z dans la base e et
an,v,i,j ∈Ov . De plus, lorsque v est archimédienne, les fonctions θv,i,j , 0 j Ni , sont d’ordre
analytique  ρi et il existe une constante c9  1 telle que, pour tout entier i ∈ {1, . . . , n}, pour
tout vecteur z de Ti,v , on ait
−c9
(
1 + ‖z‖v
)ρi  log max
0jNi
∣∣θv,i,j (z)∣∣ c9(1 + ‖z‖v)ρi . (12)
La k-structure de l’espace tangent tGi entraîne une stabilité par dérivation (selon un vecteur de
tGi (k)) de l’anneau k[(θv,i,j /θv,i,0)0jNi ]. Ces propriétés seront utilisées aux paragraphes 4.2
et 4.3.
Dans la suite nous noterons P l’espace multiprojectif P1 × PN1 × · · · × PNn (le corps de base
étant k, k ou Cv0 selon le contexte). Il est naturellement muni du faisceau canoniqueOP(1, . . . ,1)
et, si V est une sous-variété (fermée) de P, l’entier deg V (resp. le polynôme H(V;X0, . . . ,Xn))
désigne le degré (resp. le polynôme de Hilbert–Samuel) de V relatif à ce faisceau. On considère
également le multidegré
H (V;X0, . . . ,Xn) := (dim V)! lim
α→+∞
H(V;α.X0, . . . , α.Xn)
αdim V
et on étend cette définition aux sous-schémas intègres de P en prenant l’adhérence de Zariski
dans P. Le plongement G0 ×G ↪→ P permet alors de définir le polynôme H (G′;X0, . . . ,Xn)
pour tout sous-schéma en groupes G′ de G0 ×G. Rappelons que ses coefficients sont des entiers
naturels de somme égale à degG′.
3.2. Paramètres et choix d’un sous-groupe
Soit x, D˜0, D˜1, . . . , D˜n, T˜ ,C0 des nombres réels strictement positifs et 0 < S0  S des en-
tiers. Posons, pour chaque entier i ∈ {0, . . . , n}, D˜#i := xD˜i et Di := [D˜#i ], ainsi que T := [T˜ ].
Nous supposerons que l’entier T est non nul. En guise de support à l’intuition, mentionnons que
x est une variable « d’ajustement », les Di des degrés de polynômes, T un ordre de dérivation,
S un nombre de points (tous multiples de q) et C0 une constante positive (que l’on peut prendre
entière) plus grande que toutes celles qui interviendront dans ce texte.
Lorsque G′ est un sous-groupe algébrique de G0 × G, on note λ′ := codimW W ∩ tG′ et
r ′ := codimGG′.
Définition 3.1. Soit G′ un sous-groupe algébrique connexe de G0 ×G tel que tG′ +W 	= tG0×G.
On définit
A(G′) :=
( T˜ λ′ card(Σq(S)+G′(k)
G′(k)
)
H (G′; D˜0, . . . , D˜n)
C0H (G0 ×G; D˜0, . . . , D˜n)
) 1
r′−λ′
et B(G′) :=A(G′) r
′−λ′
r′ max{1,A(G′)} λ
′
r′
.
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B(G′);B(G′) B({0}) et tG′ +W 	= tG0×G}
est fini. En effet, si B(G′)  B({0}) alors A(G′)  B({0}) donc H (G′; D˜0, . . . , D˜n) et par
conséquent degG′ sont bornés. Le degré de G′ étant un entier, il n’y a qu’un nombre fini de
valeurs possibles pour lui et comme les coefficients du polynôme H (G′;X0, . . . ,Xn) sont des
entiers compris entre 0 et degG′, il n’y en a également qu’un nombre fini. Il est alors clair que
B(G′) ne prend qu’un nombre fini de valeurs lorsque G′ varie (parmi les sous-groupes tels que
B(G′) B({0})). Cela justifie la définition suivante.
Définition 3.2. On définit le nombre réel strictement positif
x := min
tG′+W 	=tG0×G
{
B(G′)
}
où G′ varie parmi les sous-groupes algébriques connexes de G0 ×G tel que tG′ +W est stricte-
ment inclus dans l’espace tangent tG0×G. On note également G˜ un sous-groupe parmi les G′ en
question tel que x = B(G˜).
Lemme 3.3. Supposons qu’il existe un sous-groupe algébrique connexe H1 ⊆ G0 × G tel que
tH1 +W 	= tG0×G et A(H1) 1. Alors x  1 et pour tout sous-groupe algébrique connexe G′ de
G0 ×G vérifiant tG′ +W 	= tG0×G, on a
T˜ λ
′
card
(
Σq(S)+G′(k)
G′(k)
)
H
(
G′;D#0, . . . ,D#n
)
C0H
(
G0 ×G;D#0, . . . ,D#n
)
. (13)
De plus, cette inégalité est une égalité pour G′ = G˜.
Démonstration. De l’existence de H1, on déduit immédiatement que B(H1) 1 et donc x  1.
Par ailleurs, pour un schéma en groupes G′ qui vérifie les hypothèses de l’énoncé, considérons
le nombre réel
G′ := T˜
λ′ card
(Σq(S)+G′(k)
G′(k)
)
H (G′;D#0, . . . ,D#n)
C0H (G0 ×G;D#0, . . . ,D#n)
.
On a xr ′G′ =A(G′)r ′−λ′ par homogénéité de H .
• Si A(G′) 1 on a G′  1/xr ′  1.
• Si A(G′) 1 on a B(G′)=A(G′) r
′−λ′
r′  x donc encore G′  1.
Cela démontre l’inégalité (13). De plus comme A(G˜)  1 (sinon x = B(G˜) serait > 1), on a
x =A(G˜) r˜−λ˜r˜ puis G˜ = 1 et il y a donc bien égalité dans (13) pour G˜. 
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Soit (P0 = 1,P1, . . . ,PD0) une base de k[X]D0 et D = (D0, . . . ,Dn). Considérons l’espace
vectoriel k[P]D des polynômes multihomogènes en les variables Xi = (X(i)0 , . . . ,X(i)Ni ), 0 i  n(en posant N0 := 1), de multidegrés D. Lorsque v est une place de k et
P =
∑
|λi |=Di
qλ
n∏
i=0
Xλii ∈ k[P]D
(λ = (λ0, . . . , λn) ∈∏ni=0 NNi+1, pλ ∈ k), nous noterons FP,v , ou plus simplement F s’il n’y a
pas d’ambiguïté, l’application
FP,v : z →
∑
λ
qλz
λ0
0
n∏
i=1
Θ
λi
v,i(zi) (14)
définie pour z = (z0, z1, . . . , zn) ∈ Cv × Tv et à valeurs dans Cv . Dans cette expression, nous
avons identifié l’élément λ0 ∈ N2 de longueur D0 avec sa projection sur {0} × N, notée aussi λ0
(nous commettrons souvent cet abus de notation). Nous noterons (pλ) les coefficients de P dans
la base induite par Pλ0 , ce qui se traduit pour FP,v par
FP,v(z)=
∑
λ
pλPλ0(z0)
n∏
i=1
Θ
λi
v,i(zi).
Soit E la composante de degré D de l’espace vectoriel k[P] quotienté par l’idéal des poly-
nômes identiquement nuls sur G0 × G (c’est-à-dire tels que FP soit identiquement nul). Soit
w = (w0, . . . ,wg−t ) une base de W et Dwi l’opérateur différentiel associé à wi . Soit S1, T1 des
entiers naturels non nuls. Considérons le système
∀(s,τ ) ∈ N × NdimW ; 0 s  S1, |τ | T1, DτwFP,v0(s, su)= 0 (15)
en les variables qλ ou, de manière équivalente, en les variables pλ. En considérant un sous-
groupe algébrique G′ de G0 × G, nous allons majorer le rang ρ du système (15) en fonction
de G′. Pour cela, nous adoptons la même démarche que celle du lemme 6.7 de [22] (voir aussi
la preuve du lemme 6.1 de [10]). Soit w′ une base d’un supplémentaire de W ∩ tG′ dans W et
λ′ = dimW −dim(W ∩ tG′). Avec ces données, on montre que ρ est inférieur au rang du système
∀(s,τ ) ∈ N × Nλ′ ; 0 s  S1, |τ | T1, Dτw′P(sq +G′)= 0,
et donc aussi plus petit que
card
{
τ ∈ Nλ′ ; |τ | T1
}× card(Σq(S1)+G′(k)
G′(k)
)
dim
(
Cv0[P]/I (G′)
)
2D.
En vertu d’un théorème de Nesterenko [20], le dernier terme est lui-même contrôlé en fonction
de H (G′) :
dim
(
Cv0[P]/I (G′)
)
 c10H
(
G′;D′0, . . . ,D′n
)
2D
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constante c11 telle que
ρ  c11T λ
′
1 card
(
Σq(S1)+G′(k)
G′(k)
)
H
(
G′;D′0, . . . ,D′n
)
. (16)
En appliquant ce résultat au sous-groupe G′ = G˜ introduit dans la définition 3.2, nous avons la
Proposition 3.4. Supposons que sq /∈ G˜(k) pour tout s ∈ {1, . . . , S}. Alors le rang ρ du sys-
tème (15) avec S1 := S0 et T1 := 2(g + 1)T vérifie
ρ C3/20
S0
S
H
(
G;D′0, . . . ,D′n
)
.
Démonstration. En effet la dernière assertion du lemme 3.3 permet de simplifier la majora-
tion (16) en
ρ  c11C0
card
(Σq(S0)+G˜(k)
G˜(k)
)
card
(Σq(S)+G˜(k)
G˜(k)
)H (G;D′0, . . . ,D′n)
car chacune des applications partielles
xi → H (G˜;x0, . . . , xn)/H (G;x0, . . . , xn)
est décroissante (voir propriété 4.4, p. 414, de [18]) et D#i  2D′i . Pour conclure, nous utilisons
l’hypothèse faite sur q . 
Remarque 3.5. L’hypothèse sur q correspond à celle faite sur p dans les théorèmes 1.2 et 1.3 et
elle n’intervient dans toute la preuve qu’à cet endroit précis.
3.4. Remarque auxiliaire (non-nullité du max{Di})
Lemme 3.6. Supposons que x  1 et que sq /∈ G˜(k) pour tout s ∈ {1, . . . ,C0 deg(G0 ×G)}. Si
les deux conditions suivantes sont satisfaites
(1) S  C0 deg(G0 ×G),
(2) T˜ (S + 1)max1in{D˜i} C0 deg(G0 ×G)D˜0,
alors les entiers Di , 1 i  n, ne sont pas tous nuls.
Démonstration. Par construction, il s’agit de montrer que max1in{xD˜i}  1. Comme x =
B(G˜)=A(G˜) r˜−λ˜r˜ (car précisément x  1 par hypothèse), on a
(
x max {D˜i}
)r˜ = T˜ λ˜ card(Σq(S)+G˜(k)G˜(k) )H (G˜; D˜0, . . . , D˜n)max1in{D˜i}r˜˜ ˜ . (17)1in C0H (G0 ×G;D0, . . . ,Dn)
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π0(G˜)= {0} alors G˜= {0} × π(G˜) donc
• card(Σq(S)+G˜(k)
G˜(k)
)= S + 1 (car la première composante de q est 1),
• λ˜ 1 (car sinon W ⊆ tG˜ et on aurait tG0 ⊆ tπ0(G˜) = {0}),
• H (G˜; D˜0, . . . , D˜n)min i1+···+in=dim G˜
0ijgj
{D˜i11 · · · D˜inn }
et de la formule (17) on déduit(
x max
1in
{D˜i}
)r˜
 T˜ (S + 1)max1in{D˜i}
C0 deg(G0 ×G)D˜0
(18)
et cette dernière quantité est supérieure à 1 par hypothèse.
Si π0(G˜)=G0 on a alors
H (G˜; D˜0, . . . , D˜n) D˜0 min
i1+···+in=dim G˜−1
0ijgj
{
D˜
i1
1 · · · D˜inn
} (19)
et
(
x max
1in
{D˜i}
)r˜

T˜ λ˜ card
(Σq(S)+G˜(k)
G˜(k)
)
C0 deg(G0 ×G)  1 (20)
par hypothèse. 
3.5. Lemme de multiplicités
Rappelons que si w = (w0, . . . ,wg−t ) désigne une base de W , on note Dwi l’opérateur
différentiel associé à wi . L’objet de ce paragraphe est de montrer que, sous des hypothèses
« minimales » (en particulier sans la nécessité d’un choix très précis des paramètres à cette étape)
et grâce au lemme de multiplicités de Philippon [21], il est possible d’affirmer que le système
∀(m, t) ∈ N × NdimW, 0m (g + 1)S, |t| (g + 1)T , DtwFP,v0(m,mu)= 0 (21)
n’admet pas de solution polynomiale P non nulle (les notations sont celles du §3.3).
Lemme 3.7. Supposons que les entiers D1, . . . ,Dn ne sont pas tous nuls et que x  1. Supposons
également que, pour tout sous-groupe algébrique G′ de G tel que tG′ +V 	= tG, pour tout entier
s ∈ {1, . . . ,C0}, on ait sp /∈G′(k) et supposons enfin que
T˜  c12 max
{
D˜0
(S + 1)1−y , D˜1, . . . , D˜n,1
}
(22)
avec c12 = 8g(degG0 × G)∏ni=1 degGi . Alors il n’existe pas de polynôme P ∈ Ev0 \ {0} tel
que la dérivée DtwFP,v0(m,mu) soit nulle pour tout (m, t) ∈ N × NdimW, 0m (g + 1)S et|t| (g + 1)T .
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tiplicités [21], il existe un sous-groupe algébrique connexe et strict G′ de G0 ×G tel que
T λ
′
card
(
Σq(S)+G′(k)
G′(k)
)
H
(
G′;D′0, . . . ,D′n
)
 2gH
(
G0 ×G;D′0, . . . ,D′n
) (23)
où, rappelons-le, λ′ = codimW W ∩ tG′ et D′i = max{1,Di}. Nous allons examiner séparément
les cas tG′ +W = tG0×G et tG′ +W 	= tG0×G afin de conclure que G′ ne peut pas exister.
Si tG′ +W = tG0×G alors λ′ = r ′ = codimG0×GG′ et l’inégalité (23) entraîne
T r
′  2g
(
deg(G0 ×G)
)
max{D0, . . . ,Dn}r ′,
ce qui contredit l’hypothèse (22) lorsque y vaut 1 (cas général). Dans le cas semi-abélien (y = 0),
le groupe G′ s’écrit G′0 ×A avec G′0 ⊆G0 et A⊆G. Si G′0 =G0 alors l’inégalité (23) implique
T r
′
H
(
A;D′1, . . . ,D′n
)
 2g
(
deg(G0 ×G)
)(
D′1
)g1 · · · (D′n)gn
ce qui est incompatible avec T˜ > 4g(deg(G0 ×G))max{D˜1, . . . , D˜n}. Si G′0 = {0} alors
card
(
Σq(S)+G′(k)
G′(k)
)
= S + 1
et (23) devient
T r
′
(S + 1)H (A;D′1, . . . ,D′n) 2g(deg(G0 ×G))D′0(D′1)g1 · · · (D′n)gn
ce qui implique T r ′(S + 1) 2g(deg(G0 ×G))D′0 max{D1, . . . ,Dn}r
′−1
, ce qui est encore im-
possible d’après l’hypothèse (22). Ce cas ne peut donc pas se produire et on a nécessairement
tG′ +W 	= tG0×G. Soit alors 1 κ1 < · · ·< κh  n les entiers pour lesquels Dκi 	= 0, 1 i  h,
et notons πκ :G0 ×G→∏hi=1 Gκi la projection canonique.
Si D′0 = 1, on a(
dimG′
dimπκ(G′)
)
H
(
πκ(G
′);Dκ1, . . . ,Dκh
)
H
(
G′;D′0, . . . ,D′n
) (24)
ce qui entraîne via (23)
T λ
′
card
(
Σq(S)+G′(k)
G′(k)
)
 c13
H (πκ(G);Dκ1 , . . . ,Dκh)
H (πκ(G′);Dκ1, . . . ,Dκh)
avec
c13 := 2
g(g + 1)!(dimπκ(G′))!(dimG′ − dimπκ(G′))!
(dimπκ(G))!(dimG′)!
∏
m 	=κi
degGm
gm! .1ih
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xi → H (πκ(G);Dκ1 , . . . , xi, . . . ,Dκh)
H (πκ(G′);Dκ1, . . . , xi, . . . ,Dκh)
, 1 i  h,
est croissante sur ]0,+∞[, on déduit de la majoration Di  xD˜i l’inégalité
T λ
′
card
(
Σq(S)+G′(k)
G′(k)
)
 c13
H (πκ(G); D˜κ1 , . . . , D˜κh)
H (πκ(G′); D˜κ1, . . . , D˜κh)
xdimπκ(G)−dimπκ(G′). (25)
Posons
G′′ := πκ(G′)×
∏
m/∈{κ1,...,κh}
Gm
(vu, après permutation éventuelle des facteurs, comme un sous-groupe de G0 × G). Ce
groupe algébrique est différent de G sinon πκ(G′) = πκ(G) et l’inégalité (25) entraîne
T λ
′
card(Σq(S)+G
′(k)
G′(k) ) c13. L’hypothèse sur le point p (appliquée à la projection de G′ sur G)
entraîne alors C0  c13 ce qui est impossible si C0 est assez grand. Nous allons maintenant
obtenir à partir de (25) une inégalité pour G′′ analogue à (23). En effet, observons d’une part que
H (G0 ×G; D˜0, . . . , D˜n)
H (G′′; D˜0, . . . , D˜n)
= c14 H (πκ(G); D˜κ1, . . . , D˜κh)
H (πκ(G′); D˜κ1, . . . , D˜κh)
avec c14 := (g+1)!(dimπκ(G′))!(dimG′′)!(dimπκ(G))! et, d’autre part, on a
(1) dimπκ(G)− dimπκ(G′)= codimG0×GG′′ =: r ′′,
(2) λ′′ := codimW W ∩ tG′′  codimW W ∩ tG′ = λ′ (car G′ ⊆G′′),
(3) card(Σq(S)+G′′(k)
G′′(k) ) card(
Σq(S)+G′(k)
G′(k) ).
L’inégalité (25) devient
T λ
′′
card
(Σq(S)+G′′(k)
G′′(k)
)
H (G′′; D˜0, . . . , D˜n)
H (G0 ×G; D˜0, . . . , D˜n)
 c13
c14
xr
′′
. (26)
En reprenant alors exactement les mêmes arguments que dans la première partie de la preuve et
en remplaçant la constante 2g par c13/c14 (il faut observer que ce quotient est strictement plus
petit que 4g
∏n
i=1 degGi ), on démontre que tG′′ + W 	= tG0×G. L’inégalité (26) se lit alors en
fonction de A(G′′) (en minorant T par T˜ /2) :
A(G′′)r ′′−λ′′ 
(
2λ′′c13
)
xr
′′
. (27)c14C0
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A(G′′)
r′′−λ′′
r′′ , ce qui contredit (27). On vient donc de montrer que nécessairement D′0 = D0,
c.à-d. D0  1. À quelques variantes près, la même preuve conduit encore à une contradiction. En
effet, considérons π0,κ la projection G0 ×G→G0 × πκ(G) et posons
G = π0,κ (G′)×
∏
m/∈{κ1,...,κh}
Gm, (28)
vu comme sous-groupe de G0 ×G. Comme(
dimG′
dimπ0,κ (G′)
)
H
(
π0,κ (G
′);D0,Dκ1, . . . ,Dκh
)
H
(
G′;D′0, . . . ,D′n
)
, (29)
un raisonnement similaire au précédent (à partir de l’inégalité (24)) conduit encore à une impos-
sibilité à condition de remplacer πκ(G′) par π0,κ (G′) et G′′ par G (dans les constantes c13 et
c14 en particulier).
Conclusion. Dans tous les cas, l’existence de G′ aboutit à une contradiction, ce qui démontre
ainsi le lemme 3.7. 
3.6. Poids de la droite affine
Rappelons que (Pλ0)λ0∈{0,...,D0} désigne une famille libre de polynômes en une variable (voir
§3.3). Dans ce paragraphe, nous introduisons une quantité mi-arithmétique mi-analytique qui
mesure l’influence du choix de cette famille sur les paramètres U0 et U1 des théorèmes 1.2
et 1.3. C’est ce que nous voulons évoquer par la terminologie « poids de Ga ».
Définition 3.8. Si v0 est archimédienne, nous appelons poids de Ga relatif à la famille (Pλ0), aux
paramètres (T ,S, e) et à la place v0, la quantité
ℵ((Pλ0)) := h({ 1t0!P (t0)λ0 (s), 0 λ0 D0, 0 s  S, 0 t0  T
})
+ 1
D
log max
0t0T|z|eS
∣∣∣∣ 1t0!P (t0)λ0 (z)
∣∣∣∣
v0
.
Lorsque v0 est ultramétrique, le poids de Ga (relatif à (T ,S, r)) est la quantité obtenue en rem-
plaçant ci-dessus eS (qui est en indice dans le dernier terme) par r.
Le poids de Ga est le terme résiduel qui provient de l’introduction même du groupe Ga dans
la démonstration des théorèmes 1.2 et 1.3. Cet inconvénient s’avère largement compensé par
au moins deux avantages que procure Ga. D’une part, il s’accompagne d’un paramètre D0 qui
facilite la construction du polynôme auxiliaire en rendant la condition de Siegel plus simple à
satisfaire. D’autre part, il permet de modifier le point p en un point q = (1,p) moins vulnérable
aux phénomènes de torsion modulo des sous-groupes particuliers de G0 ×G (à commencer par
le sous-groupe nul, q n’étant alors jamais de torsion). Cela est particulièrement important pour le
lemme de multiplicité qui fait intervenir le cardinal du quotient (Σq(S)+G′(k))/G′(k), G′ étant
un sous-groupe algébrique de Ga ×G (voir à cet égard le §3.5).
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la manière suivante. Soit (Δn)n∈N la famille des polynômes binomiaux définie par (9).
Définition 3.9. Étant donné λ0,D0 ∈ N, le polynôme de Matveev δD0(X;λ0) est ΔD0(X)
qΔr(X)
où les entiers q et r sont respectivement les quotient et reste de la division euclidienne de λ0
par D0.
Le degré de δ
D

0
(X;λ0) est λ0. Par conséquent, lorsque D0 est fixé, la famille δD0(X;λ0),
λ0 = 0, . . . ,D0, forme une base de k[X]D0 .
Lemme 3.10. Il existe une constante absolue c15  1 pour laquelle nous disposons des estima-
tions suivantes.
• Si v0 est archimédienne alors
ℵ((δ
D

0
(X;λ0)
)
λ0
)
 c15
(
D0 log
(
e+ S
D

0
)
+ min (D0, T )D0 +
D0
D
log
(
1 + eS
D

0
))
. (30)
• Si v0 est ultramétrique alors l’inégalité ci-dessus reste vraie en remplaçant le dernier terme
par D0
D
log(r).
Dans le cas archimédien la démonstration de cette majoration découle des estimations sur les
polynômes de Matveev qui sont données dans le livre de Waldschmidt [33], p. 269 et suivantes.
Dans le cas ultramétrique, l’évaluation de la dérivée δ
D

0
(X;λ0, t0) pour t0  T et |z| r repose
sur la formule de Leibniz et l’existence d’une constante absolue c16 > 0 telle que |λ0!|v0  cλ016.
Notons par ailleurs qu’en choisissant D0 = 1 l’on retrouve une estimation du poids de la famille
(Xλ0)0λ0D0 :
ℵ((Xλ0)) c16D0(logS + log e
D
)
(et r à la place de e dans le cas ultramétrique).
Remarque 3.11. Bien que tous les théorèmes énoncés reposent sur le même choix de la base
(Pi)i (base des polynômes de Matveev en l’occurrence), il nous semble préférable de conserver
une base indifférenciée jusqu’à la toute fin de la démonstration (§4.6). Outre une justification
a posteriori du choix des paramètres, cela permet également d’obtenir d’une part des variantes
d’énoncés à moindre frais et d’autre part une meilleure compréhension du rôle joué par ce facteur
Ga supplémentaire au cours de la preuve, comme nous venons de le voir. Ce procédé a déjà été
mis en œuvre (sous une forme très légèrement différente) par Waldschmidt (voir [33], pp. 477–
480).
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Nous présentons un raffinement du lemme de Siegel absolu de Roy & Thunder [27], signalé
par David et Philippon dans [12], et qui repose sur une inégalité de Zhang relative aux minima
successifs d’une variété arithmétique.
Lemme 3.12. Soit m un entier naturel 1 et V un sous-espace vectoriel de Qm+1, de dimension
d  1. Il existe une base (v1, . . . , vd) de V telle que
d∑
i=1
hL2(vi) h(V)+ d log(d) (31)
où h(V) est la hauteur (logarithmique absolue) de Schmidt de V.
Le résultat précédemment cité de Roy & Thunder conduit à une majoration de ce type mais
avec un terme linéaire en d2 en lieu et place du d log(d). En fait l’argument de [12], remarque
du §4.2, pp. 523–524, fournit un résultat un peu plus fort : pour tout nombre réel  > 0, il existe
une base (v1, . . . , vd) de V (qui dépend de cet ) telle que
d∑
i=1
hL2(vi) h(V)+
d−1∑
j=1
j∑
i=1
1
2i
+ . (32)
4. Démonstrations des théorèmes 1.2 et 1.3
Nous fixons une fois pour toutes un corps de nombres K , qui contient k, de sorte que tous les
nombres algébriques considérés au cours de la démonstration et qui, bien sûr, sont en nombre
fini, sont inclus dans K . Il est commode d’introduire un tel corps pour les estimations locales de
ces nombres algébriques.
Description de la preuve
La démarche suivie est assez classique et elle est commune aux deux théorèmes à démontrer.
Il s’agit de construire un élément α de K \ {0}, de « petite » hauteur, et dont toutes les valeurs
absolues v-adiques, pour v une place de K au-dessus de v0, sont majorées par un terme linéaire
en la distance dv0(u,V ). De sorte que de la formule du produit appliquée à α se déduit une
minoration de cette distance, ce qui est l’assertion des théorèmes 1.2 et 1.3. Comme cela est
fréquent en transcendance, l’élément α en question provient d’un coefficient de Taylor d’une
fonction de la forme P ◦ exp(G0×G)(Cv0 ) restreinte à l’espace W . Dans cette expression, P est
un polynôme construit au moyen du lemme de Siegel absolu énoncé dans le paragraphe précé-
dent et exp(G0×G)(Cv0 ) := (expG0(Cv0 ), expv0) désigne l’exponentielle (à valeurs dans l’espace
multiprojectif P) du groupe de Lie (G0 ×G)(Cv0).
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Dans ce paragraphe, nous précisons toutes ces données pour la démonstration proprement dite
des théorèmes 1.2 et 1.3. Cependant les choix que nous dévoilons ici ne seront véritablement
utilisés qu’à l’étape « Extrapolation » (§4.5) via les lemmes 4.1 et 4.2 qui vont suivre. Posons
Υ := {(s, t) ∈ N × NdimW ; 0 s  S0 et |t| 2(g + 1)T }.
Dans un souci de clarté, nous distinguons les choix selon que v0 est une place archimédienne ou
ultramétrique.
4.1.1. v0 archimédienne
Rappelons que a désigne un entier supérieur ou égal à Dmax{1, h(V )}/ log e. Le paramètre
C0 est une constante suffisamment grande par rapport à toutes les constantes ci qui interviendront
dans la suite. Posons alors S0 := C30a, S := C60a,
U := C25g0 (a log e)
(
ay + D
log e
log
(
e+ D
log e
))1/t
×
n∏
i=1
(
1 +
Dmax0s(g+1)C60a{h(spi)} + (ea‖ui‖v0)
ρi
a log e
)gi/t
(il s’agit essentiellement de C25g0 U0 mais où la constante « indéfinie » c4 qui est en indice du
max{h(spi)} dans U0 est remplacée par (g + 1)C60 ),
T˜ := C0U
S0 log e
, T := [T˜ ],
D˜i := U
C20(Dmax0s(g+1)S{h(spi)} + (eS‖ui‖v0)ρi + S0 log e)
si 1 i  n. Soit également
D

0 :=
[
S0 log e
DC30
]
et D˜0 := U
C40(D log(e+ Dloge )+ Sy0 log e)
.
La définition 3.2 introduit un nombre réel x > 0 et l’on note Di := [xD˜i], pour tout i ∈ {1, . . . , n}.
Considérons alors pour (Pλ0) la famille des polynômes de Matveev(
δ
D

0
(X;λ0)
)
0λ0D0
définie au §3.6.
Voici résumées en quelques lignes les principales conditions que satisfont ces paramètres.
Lemme 4.1. On a
➀ T˜  C2, S/S0  C2, S0  C2,0 0 0
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➂ T˜ g−t+1(S + 1) C0D˜0D˜g11 · · · D˜gnn ,
➃ U  C3/20 Dℵ((Pλ0)),
➄ S0 log e C30Dmax{1, h(V )},
➅ U  C20Di(Dmax0s(g+1)S{h(spi)} + (eS‖ui‖v0)ρi ) pour tout 1 i  n.
Démonstration. Les points ➀ et ➁ découlent immédiatement de la définition des paramètres.
L’inégalité ➂ correspond précisément à la définition de U0 à une constante près. La condi-
tion ➃ découle du lemme 3.10 et les points ➄ et ➅ sont évidents à partir des définitions de a
et des D˜i . 
Accessoirement, on pourra aussi noter que U  C20D log(D0S). La condition ➂ et le
lemme 3.3 avec H1 = {0} impliquent x  1.
4.1.2. v0 ultramétrique
Reprenons les notations r,a du théorème 1.3. Posons S0 := C30a, S := C60a,
U := C25g0 (a log r)
(
ay + D
log r
log
(
e+ D
log r
))1/t
×
n∏
i=1
(
1 +
Dmax0s(g+1)C60a{h(spi)}
a log r
)gi/t
,
puis T˜ := C0U/(S0 log r), T := [T˜ ] et
D˜i := U
C20(Dmaxs(g+1)S{h(spi)} + S0 log r)
pour 1 i  n.
Soit
D

0 :=
[
S0 log r
C30D
]
et D˜0 := U
C40(D log(e+ Dlogr )+ Sy0 log r)
.
Ensuite, comme dans le cas archimédien, nous prenons le nombre réel x > 0 de la définition 3.2
(p. 231), nous formons les entiers Di := [xD˜i], i ∈ {1, . . . , n}, et la famille (Pλ0) est la même
que celle du cas archimédien.
Les conditions remplies par ces paramètres sont les conditions ➀, ➁, ➂ du lemme 4.1 (en
particulier, on a x  1) et celles apportées par le lemme suivant.
Lemme 4.2. On a
➍ U  C3/20 Dℵ((Pλ0)),
➎ S0 log rC0(Dmax{1, h(V )} + logS0),
➏ U  C20DDi maxs(g+1)S{h(spi)}.
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première, par exemple, étant une conséquence de la majoration
ℵ((Pλ0)) c15(D0 log(e+ S
D

0
)
+ TD0 +
D0 log r
D
)
induite par le lemme 3.10. 
Remarques 4.3.
(1) La présence du logarithme de S0 dans la condition ➎, présence qui sera requise lors de
l’extrapolation p-adique,6 explique la modification du paramètre a par rapport au cas archi-
médien, avec l’ajout du terme
log+((log(r))−1)
log(r)
.
(2) Il est facile de vérifier qu’avec ces choix les hypothèses du lemme 3.6 sont satisfaites et,
par conséquent, qu’au moins un des entiers D1, . . . ,Dn est non nul. En revanche, bien que
D˜0 soit clairement supérieur à 1, il se pourrait que D0 soit nul.7 Cela n’a (paradoxalement)
aucune conséquence dans la suite de la démonstration.
(3) Lorsque dans la preuve on choisit de mettre sur la partie Ga la base des monômes usuels, cela
remplace le terme ay + Dloge log(e +D/ log e) qui est dans U par ay + D logaloge . Cela rajoute
donc une dépendance supplémentaire en le logarithme de la hauteur du sous-espace V .
4.1.3. Choix d’une base de W
Soit w0 la base canonique de tGa et (w1, . . . ,wg−t ) une base de V ⊗ Q fournie par le
lemme 3.12 (l’espace V ⊗ Q étant identifié à un sous-espace de Qg via la base e de tG in-
troduite au §1.1). Par définition, nous avons ‖w0‖v = 1 pour toute place v de K et hL2(w1) +
· · · + hL2(wg−t ) h(V )+ g log(g). Nous supposerons que ces vecteurs sont définis sur K (voir
préambule) et que chacune des normes ‖wj‖v avec j ∈ {1, . . . , g − t} et v une place de K au-
dessus de v0 est supérieure ou égale à 1. Cela est toujours possible quitte à multiplier wi par
un nombre rationnel convenable et à utiliser l’invariance par homothétie des hauteurs L2. De
cette manière, nous fixons une base w := (w0, . . . ,wg−t ) de W . Tous les énoncés qui vont suivre
jusqu’à la fin du §4.4 restent vrais avec une base quelconque de W .
4.2. Estimations ultramétriques d’un coefficient de Taylor
Dans tout ce paragraphe, v désigne une place ultramétrique du corps de nombres K et p la
caractéristique résiduelle de v.
4.2.1. Nous rappelons la notion de taille d’un sous-schéma formel lisse telle qu’elle a été
définie par Bost au §3.1 de [8]. Rappelons qu’au §1.1, nous avons introduit un modèle lisse
6 Voir le lemme 4.21 et en particulier le réel κ .
7 Je ne sais pas si cette éventualité peut se produire.
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formel Ĝv de G × Spec(Ov) à l’origine (Ov étant l’anneau de valuation du complété Kv). C’est
un groupe formel lisse sur Spec(Ov) et le choix de coordonnées locales étales au voisinage de
l’origine fournit un isomorphisme de schémas formels (sur Ov)
Ĝv  ÂgOv := SpecfOvX1, . . . ,Xg.
Si X est un sous-schéma formel lisse de ĜKv  Ĝv ⊗̂ SpecKv , on dispose d’un nombre réel
RG,v(X) ∈ [0,1], appelé taille de X relativement au modèle Ĝv de ĜKv , défini de la manière
suivante. Considérons l’image de X (notée encore X) dans ÂgKv via le choix de coordonnées
précédent. Le groupe Aut(ÂgKv ) des automorphismes de Â
g
Kv
s’identifie à l’ensemble des g-
uplets de séries formelles f = (f1, . . . , fg) ∈ KvX1, . . . ,Xgg tels que f (0) = 0 et la matrice
jacobienne D0f = (∂fi/∂xj (0))i,j soit inversible. Pour ϕ =∑n∈Ng anXn ∈ KvX et r > 0, on
note
‖ϕ‖r := sup
n∈Ng
|an|vr |n| ∈ [0,+∞]
et
Gω(r) :=
{
f ∈ Aut( ÂgKv ); D0f ∈ GLg(Ov) et ‖f ‖r := max1ig ‖fi‖r  r}.
Alors, par définition, la taille de X est
RG,v(X) := sup
{
r ∈ ]0,1]; ∃f ∈Gω(r); f ∗(X)= ÂdKv × {0}
}
où d := dimX. La borne supérieure est prise dans [0,1], ainsi RG,v(X) = 0 si l’ensemble pré-
cédent est vide. Dans cette écriture, f ∗(X) désigne l’image inverse de X par f . Le nombre
RG,v(X) est strictement positif lorsque X est analytique. Observons également que si X pro-
vient d’un sous-schéma de G × SpecOv , lisse le long de l’origine, alors RG,v(X) = 1. Lorsque
cette dernière condition de lissité n’est pas remplie, nous disposons néanmoins d’une estima-
tion un peu meilleure que seulement RG,v(X)  0. Supposons que X est le complété formel le
long de l’origine d’un sous-groupe algébrique de GKv . Rappelons que le groupe formel Ĝv pos-
sède une exponentielle formelle qui, en termes des coordonnées Xi , s’écrit comme un g-uplet
E = (E1(X), . . . ,Eg(X)) de séries formelles de KvX, telles que les coefficients de Xn (n ∈ Ng)
de E1, . . . ,Eg sont de la forme αn/n! avec αn ∈Ov . On peut normaliser cette exponentielle de
sorte que la différentielle à l’origine D0E soit l’identité. Soit rp = |p|1/(p−1)v (déjà introduit
p. 224). Le g-uplet E est un élément de Gω(rp) puisque |n!|v  r |n|−1p . Au moyen de cette ap-
plication exponentielle, il est alors aisé de construire un automorphisme f ∈ Gω(rp) tel que
f ∗(X) = ÂdKv × {0}. Ce qui entraîne la minoration RG,v(X) rp (pour toute place v  m). Tou-
tefois cette estimation n’est vraiment utile qu’en un nombre fini de places v puisque le produit
infini
∏
p rp diverge.
Revenons au cas d’un sous-schéma formel lisse X quelconque de ĜKv . L’espace tangent à
l’origine tX de X est muni d’une structure entière en considérant le module
tX ∩ tGv =
{
z ∈ tX ⊆ tG(Kv); ‖z‖v  1
}
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 ∈ N une norme notée ‖ · ‖S(tvX).
Ces définitions conduisent alors au lemme suivant.
Lemme 4.4. (Lemme 3.3 de [8].) Soit  ∈ N, Ω un sous-schéma ouvert de Gv contenant la
section nulle et s une fonction régulière sur Ω telle que sKv s’annule ainsi que ses dérivées
d’ordre <  le long de X en l’élément neutre de GKv . Alors le jet jXs d’ordre  le long de X en 0
— vu comme élément de S(tX)v 8 — vérifie∥∥jXs∥∥S(tX)v RG,v(X)−. (33)
Soit Ĥv le complété formel à l’origine du schéma H ×SpecKv . C’est un sous-schéma formel
lisse de ĜKv . Soit P =
∑
λ pλXλ un polynôme de Kv[PN1 × · · · × PNn]. Soit pλ˜ un coefficient
de P pour lequel |pλ˜|v = maxλ{|pλ|v}. En appliquant le lemme à la section de OGv définie par
(P/pλ˜) ◦ expv au voisinage de 0 et X = Ĥv , nous obtenons le
Corollaire 4.5. Soit  un entier non nul et P le polynôme ci-dessus. Supposons que les dérivées
Dτw(P ◦ expv)(0) soient toutes nulles lorsque τ ∈ NdimV vérifie |τ | < . Supposons également
que v ne divise pas m. Alors la valeur absolue v-adique du coefficient de Taylor
Dτ1w1 · · ·Dτg−twg−t
τ1! · · · τg−t !
(
P ◦ expv(z)
)∣∣∣
z=0, (34)
pour (τ1, . . . , τg−t ) ∈ NdimV de longueur , est majorée par
RG,v(Ĥv)− max
λ
{|pλ|v} g−t∏
i=1
‖wi‖τiv .
Désignons par χH la somme finie
χH := 1[K : Q]
∑
vm
v ultramétrique
[Kv : Qp] logRG,v(Ĥv)−1 ∈ R+. (35)
Nous disposons d’une estimation uniforme de χH qui nous a été signalée par J.-B. Bost.
Lemme 4.6. Il existe une constante c17  1 ne dépendant que de G (en particulier indépendante
du corps K et du groupe H ) telle que χH  c17.
Ce résultat est une conséquence du théorème suivant de Raynaud.
8 C’est-à-dire, si l’on écrit s(x)= F(z).s0(x) où x = expv(z) et F analytique dans un voisinage de 0 de tG(Cv), on a
j s = jett F (0).s0.X X
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et A1 ⊆ A2 deux variétés abéliennes sur k0. Soit A1,A2 leurs modèles de Néron respectifs
sur Ok0 . Soit v une place finie de k0, de caractéristique résiduelle p et d’indice de ramifica-
tion e((k0)v | Qp).9 Si e((k0)v | Qp) < p − 1 et si A2 a bonne réduction en v alors A1 a bonne
réduction en v et l’unique morphisme A1 →A2 issu de la propriété de modèle de Néron de A2
est une immersion fermée.
Lemme 4.8. Soit G1 un sous-groupe algébrique connexe de Gd0a × Gd1m , défini sur un corps de
nombres k0. Il existe un sous-schéma en groupes G1 ↪→ Gd0a,Ok0 × G
d1
m,Ok0 , lisse sur SpecOk0 et
de fibre générique G1.
Démonstration. Par décomposition, il suffit de traiter les cas G1 ⊆ Gd0a et G1 ⊆ Gd1m . Dans
le premier cas, on choisit le fibré vectoriel V((tG1(k0) ∩ Od0k0 )v). Dans le second cas, il existe
un sous-groupe facteur direct Φ de Zd1 tel que, si M := Zd1/Φ et si Z[M] est la Z-algèbre
engendrée par M , on a G1 = Spec Z[M] ×Spec Z Speck0. On choisit G1 := Spec Z[M] ×Spec Z
SpecOk0 , qui est lisse sur SpecOk0 car M est sans torsion. 
Démonstration du lemme 4.6. Le groupe algébrique G est connexe par hypothèse. D’après le
théorème de décomposition de Chevalley, et après une éventuelle extension finie du corps de
nombres de définition k0 de G, il existe des entiers naturels d0 et d1 et une variété abélienne A,
définie sur k0, tels que G soit une extension du groupe linéaire G0 := Gd0a,k0 × G
d1
m,k0
par A. Le
sous-groupe H de G est alors une extension d’un sous-groupe algébrique (connexe) G1 de G0
par une sous-variété abélienne B de A. Soit G0 (resp. A) le schéma en groupes Gd0a,Ok0 ×G
d1
m,Ok0(resp. le modèle de Néron de A sur SpecOk0 ). De même, soit G1 ↪→ G0 le modèle lisse de G1
donné par le lemme 4.8 et soit B le modèle de Néron de B . Il existe un ensemble fini F de places
ultramétriques de k0 (qui ne dépend pas de H ) tel que, si v /∈ F , les propriétés suivantes sont
vérifiées :
(1) La suite 0 → G0,v → Gv →Av → 0 est exacte (l’indice v signifie que nous avons considéré
le produit fibré avec SpecOv).
(2) Le schéma Bv est un sous-schéma abélien de Av .
Cette seconde assertion découle du théorème 4.7 : elle n’est pas satisfaite seulement si v est une
place de mauvaise réduction pour A ou si la caractéristique résiduelle p de v est plus petite que
e((k0)v | Qp)+ 1, quantité elle-même inférieure à [k0 : Q] + 1 (nombre fini de telles places).
Soit v /∈ F . Posons d := d0 + d1 et h := dimA. On choisit des coordonnées locales x1, . . . , xd
(resp. y1, . . . , yh) sur G0,v (resp. Av) étales en l’origine, telles que x1, . . . , xdimG1 (resp.
y1, . . . , ydimB ) soient des coordonnées locales de G1,v (resp. Bv) (critère de Jacobi, voir la pro-
position du chapitre 2 de [6]). On obtient ainsi un système de coordonnées locales étales qui
paramétrisent Hv :=H ×Spec(k0)v au voisinage de l’origine, et qui, relativement à (x1, . . . , yh),
est de taille 1. Ainsi, pour v /∈ F , on a RG,v(Ĥv) = 1. En les autres places, on utilise la minora-
tion RG,v(Ĥv) |p|1/(p−1)v évoquée un peu plus haut. Pour conclure il suffit d’observer que χH
9 De la sorte, si  est une uniformisante de l’anneau de valuation Ov ⊆ (k0)v , l’idéal engendré par p est
()e((k0)v |Qp) .
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places ultramétriques de k0 qui ne divisent pas m. L’existence de la constante c17 s’ensuit. 
Remarque 4.9. En réalité, il n’est pas nécessaire d’avoir une estimation aussi fine de χH pour
démontrer les théorèmes 1.2 et 1.3. Lorsque nous laissons χH « indéterminé » (ce que nous fe-
rons dans la suite), nous constatons qu’il apparaît dans le facteur max{1, h(V )} (intervenant dans
le paramètre a), qui devient alors max{1, h(V ),χH }. Autrement dit, il suffirait de montrer l’exis-
tence d’une constante c18 telle que χH  c18 max{1, h(V )} pour obtenir exactement les mêmes
énoncés que les théorèmes 1.2 et 1.3. Et cela est possible de manière élémentaire sans avoir
recours au résultat de Raynaud. La démarche consiste à se ramener comme ci-dessus au cas abé-
lien puis à comparer la structure entière sur tB donnée par le modèle de Néron B de B et celle
donnée par le module saturé tB ∩ tA, à partir duquel se calcule la norme des jets le long de tB .
Le calcul du quotient (tB ∩ tA)/tB (voir, par exemple, p. 33 de [7]) fournit alors une constante
c19 telle que χH  c19 max{1, log degB} où le degré est relatif à un plongement (quelconque) de
A dans un espace projectif. Il ne reste plus qu’à observer que log degB est du même ordre de
grandeur que la hauteur de tB (voir, par exemple, le lemme 4.8 de [16]), elle-même majorée par
c20 max{1, h(V )} pour une certaine constante c20.
4.2.2. Avant de passer aux estimations archimédiennes, nous aurons besoin d’une consé-
quence (qui en est aussi une généralisation en quelque sorte) du corollaire 4.5. Soit maintenant
P un polynôme de l’espace E, considéré au §3.3 et F := P ◦ exp(G0×G)(Cv0 ) l’application as-
sociée à P en la place v0, définie par (14). Soit  ∈ N, z un vecteur de Tv0 d’exponentielle
K-rationnelle et z0 un élément de tG0(K)K (le corps K est plongé dans Kv0 ). Dans l’énoncé
qui va suivre, nous supposerons que F s’annule à l’ordre  le long de W au point (z0, z), ou, en
d’autres termes :
∀i = (i0, . . . , ig−t ) ∈ NdimW, |i| − 1, DiwF(z0, z)= 0 (36)
(si  = 0 cette condition est vide). Pour chaque entier i ∈ {1, . . . , n}, nous fixons un entier εi de
l’ensemble {0, . . . ,Ni} pour lequel θv0,i,εi (z) 	= 0.
Lemme 4.10. Dans ces conditions, étant donné un multiplet (τ0, . . . , τg−t ) de longueur , le
coefficient de Taylor tordu
1∏n
i=1 θv0,i,εi (z)Di
Dτ0w0 · · ·Dτg−twg−t
τ0! · · · τg−t ! F(z0, z), (37)
appartient à K .
Démonstration. Nous allons utiliser les formules de translations sur le groupe algébrique
G(Kv0) pour nous ramener en 0.10 Soit Q˜ le polynôme défini par
Q˜(X1, . . . ,Xn)=
∑
λ
pλ
P
(τ0)
λ0
(z0)
τ0!
n∏
i=1
A(i)
(
Ψv0,i,εi (z),Xi
)λi (38)
10 Il s’agit de « l’astuce d’Anderson-Baker-Coates » (voir, par exemple, la démonstration du lemme 13 de [15]).
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au voisinage de x = expv0(z) (voir §3.1). La formule de Leibniz et l’hypothèse (36) montrent
que le coefficient (37) égale
Dτ0w0 · · ·Dτg−twg−t
τ0! · · · τg−t !
(
F(z0 + z′0, z+ z′)∏n
i=1 θv0,i,εi (z+ z′)Di
)∣∣∣∣
(z′0,z′)=(0,0)
. (39)
Or, par définition,
θv0,i,j (z+ z′)
θv0,i,εi (z+ z′)
= A
(i)
j (Ψv0,i,εi (z),Θv0,i (z
′))
A
(i)
εi (Ψv0,i,εi (z),Θv0,i (z
′))
pour z′ proche de 0, donc
F(z0 + z′0, z+ z′)∏n
i=1 θv0,i,εi (z+ z′)Di
=
(∑
λ
pλPλ0
(
z0 + z′0
) n∏
i=1
A(i)
(
Ψv0,i,εi (z),Θv0,i (z
′)
)λi)
× 1∏n
i=1 A
(i)
εi (Ψv0,i,εi (z),Θv0,i (z
′))Di
.
En dérivant par rapport à z′0, on a
Dτ0w0
τ0!
(
F(z0 + z′0, z+ z′)∏n
i=1 θv0,i,εi (z+ z′)Di
)∣∣∣∣
z′0=0
= FQ˜,v0(z
′)∏n
i=1 A
(i)
εi (Ψv0,i,εi (z),Θv0,i (z
′))Di
.
Cette égalité implique en particulier que les dérivées DiwFQ˜,v0(0) pour |i| <  − τ0 sont toutes
nulles. En appliquant alors l’opérateur
Dτ1w1 · · ·D
τg−t
wg−t /(τ1! · · · τg−t !)
aux deux membres puis, à nouveau, la formule de Leibniz pour le second, on déduit l’égalité
1∏n
i=1 θv0,i,εi (z)Di
Dτ0w0 · · ·Dτg−twg−t
τ0! · · · τg−t ! FP,v0(z0, z)
= 1∏n
i=1(A
(i)
εi (Ψv0,i,εi (z), (1 : 0 : · · · : 0)))Di
Dτ1w1 · · ·Dτg−twg−t
τ1! · · · τg−t ! FQ˜,v0(0). (40)
Maintenant, par choix de z, chacune des coordonnées de Ψv0,i,εi (z) appartient à K , ainsi bien sûr
que les coefficients des polynômes A(i)εi et des polynômes des formules différentielles vérifiées
par les θv0,i,j en 0 (rappelons que Θv0,i (0)= (1,0, . . . ,0)). Par suite, le membre de droite de (40)
est clairement un élément de K , ce qui démontre le lemme. 
En chemin, nous avons montré que le polynôme Q˜ satisfaisait aux hypothèses du corol-
laire 4.5. De l’égalité (40) et d’une estimation immédiate des coefficients de Q˜ découle alors
la
248 É. Gaudron / Journal of Number Theory 127 (2007) 220–261Proposition 4.11. Avec les notations et hypothèses ci-dessus et si v  m, la valeur absolue
v-adique du coefficient (37) est majorée par
max
{|pλ|v} n∏
i=1
max
0jNi
{∣∣∣∣ θv0,i,jθv0,i,εi (z)
∣∣∣∣
v
}c8Di
max
λ0
{∣∣∣∣ 1τ0!P (τ0)λ0 (z0)
∣∣∣∣
v
}
×
g−t∏
i=1
‖wi‖τiv ×RG,v(Ĥv)− ×
n∏
i=1
1
|A(i)εi (Ψv0,i,εi (z), (1,0, . . . ,0))|Div
. (41)
Si v |m la majoration ci-dessus reste vraie en remplaçant RG,v(Ĥv)− par c+D1+···+Dn21 où c21
est une constante  1.
Des estimations du même type aux places archimédiennes sont plus rudimentaires et font
l’objet du paragraphe suivant.
4.3. Estimations archimédiennes de coefficients de Taylor
Dans tout ce paragraphe, v est une place archimédienne de K . Nous voulons obtenir ici une
majoration du coefficient tordu (37) en la place v. Commençons tout d’abord par noter le
Lemme 4.12. Il existe une constante c22 telle que soit vérifiée la propriété suivante. Soit λ =
(λ1, . . . , λn) ∈ NN1+1 × · · · × NNn+1, z = (z1, . . . , zn) un vecteur de tG(Cv), f = (f1, . . . , fg)
une base de tG(Cv) et τ = (τ1, . . . , τg) ∈ Ng . Pour chaque entier i ∈ {1, . . . , n}, considérons
εi ∈ {0, . . . ,Ni} un entier pour lequel θv,i,εi (z) 	= 0. Alors la valeur absolue du coefficient de
Taylor
Dτf
τ !
(
n∏
i=1
Ψ
λi
v,i,εi
)
(z)
est majorée par
c
|τ |+|λ|
22
(
g∏
j=1
‖fj‖τjv
)
n∏
i=1
max
0jNi
{∣∣∣∣ θv,i,jθv,i,εi (z)
∣∣∣∣
v
}c22|λi |
.
Ce résultat quoique technique ne pose aucune difficulté particulière lorsque l’on se rappelle
que pour chaque i ∈ {1, . . . , n} l’anneau
k[Ψv,i,εi ] := k
[
(θv,i,j /θv,i,εi )0jNi
]
est stable par dérivation le long d’un vecteur de tG(k). Il faut cependant observer que la constante
c22 est bien indépendante de la base f choisie. Mais cela se voit immédiatement en écrivant les
vecteurs fj/‖fj‖v dans une base orthonormée quelconque de tG(Cv) (qui, elle, ne dépend que
G et de la norme sur tG(Cv)) et en majorant leurs composantes par 1.
Maintenant, considérons une situation semblable à celle du dernier énoncé du paragraphe
précédent. Étant donné un polynôme P ∈ E, un entier  ∈ N et un vecteur (z0, z) ∈ tG0×G(Cv0)
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du coefficient de Taylor tordu (37). La réponse se trouve aussitôt dans l’égalité (40) (qui repose
sur les formules d’addition « explicites » de G) et le lemme 4.12, ce qui conduit à la
Proposition 4.13. Il existe une constante c23  1 ayant la propriété suivante. Pour toute place
archimédienne v et avec les notations et hypothèses ci-dessus, la valeur absolue v-adique du
nombre (37) (|τ | = ) est majorée par
c
T+logD0+D1+···+Dn
23
(
g−t∏
i=1
‖wi‖τiv
)
max
λ
{|pλ|v}max
λ0
{∣∣∣∣ 1τ0!P (τ0)λ0 (z0)
∣∣∣∣
v
}
×
n∏
i=1
1
|A(i)εi (Ψv0,i,εi (z), (1 : 0 : · · · : 0))|Div
n∏
i=1
max
0jNi
{∣∣∣∣ θv0,i,jθv0,i,εi (z)
∣∣∣∣
v
}c23Di
.
Remarque 4.14. Le logarithme de D0 qui apparaît en exposant de c23 provient simplement de la
dimension de E (qui vaut H(G0 ×G;D0, . . . ,Dn)).
4.4. Construction du polynôme auxiliaire
Soit Υ l’ensemble défini au début du §4.1. Soit E l’espace vectoriel quotient (k[P]/I (G0 ×
G))D introduit au §3.3 et F le sous-espace de QdimE défini par
F :=
{
(pλ)λ ∈ QdimE; ∀(s, t) ∈ Υ,
∑
λ
pλDtw
(
Θλ
)(
s(1, u)
)= 0} (42)
où Θλ est une notation abrégée pour
Pλ0
n∏
i=1
Θ
λi
v0,i
= Pλ0
n∏
i=1
Ni∏
j=0
θ
λi,j
v0,i,j
(43)
(λi = (λi,0, . . . , λi,Ni ) est un multiplet de longueur Di ). En d’autres termes, cet espace s’identifie
à l’ensemble des polynômes P de E⊗v0 Q tel que, pour tout (s, t) ∈ Υ , la dérivéeDtwFP,v0(s, su)
est nulle. Nous savons que F n’est pas réduit à {0}. En effet, le système linéaire d’équa-
tions définissant F a été étudié au §3.3 et nous avons vu que son rang ρ était majoré par
C
3/2
0
S0
S
H (G0 × G;D′0, . . . ,D′n). Or, d’une part, le rapport S0/S est inférieur à 1/C20 (choix
des paramètres) et, d’autre part, comme les paramètres Di , 0  i  n, ne sont pas tous nuls, il
existe une constante c24 telle que H (G0 ×G;D′0, . . . ,D′n) c24 dimE. Nous en déduisons que
ρ  (dimE)/2 (pourvu que C0 soit assez grand) et donc dimF  (dimE)/2. Dans ces condi-
tions, le lemme de Siegel absolu énoncé au §3.7 fournit naturellement un élément de F \ {0} de
« petite » hauteur, et, plus précisément, on a la
Proposition 4.15. Il existe une constante c25  1 et une famille (pλ)λ ∈ F \ {0} de hauteur
(logarithmique absolue) L2 majorée par
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(
logD0 + max
1in
{Di} + ℵ
(
(Pλ0)
)+ n∑
i=1
Di max
0s(g+1)S
{
h(spi)
}
+ T (1 + χH + hL2(w1)+ · · · + hL2(wg−t ))
)
.
L’élément (pλ)λ représente les coefficients du polynôme auxiliaire P que l’on cherchait à
construire (ainsi les notations (pλ)λ et P sont-elles désormais fixées jusqu’à la fin de la preuve
des théorèmes 1.2 et 1.3). Par la suite nous supposerons qu’un des coefficients pλ vaut 1 (ce qui
est loisible puisque la hauteur L2 est projective), si bien que chacun des termes locaux intervenant
dans hL2((pλ)) est positif.
Démonstration de la proposition 4.15. Comme nous l’avons mentionné ci-dessus, c’est le
lemme 3.12 qui fournit l’élément (pλ)λ de F \ {0} recherché. Sa hauteur est majorée par
h(F )/(dimF) + log(dimF) (en prenant le vecteur de hauteur minimale parmi ceux de la base
apportée par ce lemme). La principale difficulté est d’évaluer soigneusement la hauteur de F
pour ne pas faire apparaître un terme en T log(T ).
Pour un multi-indice λ comme ci-dessus et (s, t) ∈ Υ , considérons un entier εi,s ∈ {0, . . . ,Ni}
pour lequel θv0,i,εi,s (su) 	= 0. Posons εs := (ε1,s , . . . , εn,s) et désignons par aλ,(s,t) le nombre
algébrique (élément de K ⊆Kv0 )
aλ,(s,t) := 1t!D
t
w
(
Ψ λv0,εs
)
(s, su)
où Ψ λv0,εs est une notation condensée pour Pλ0
∏n
i=1 Ψ
λi
v0,i,εi,s
. L’égalité
Θλv0 =
(
n∏
i=1
θ
Di
v0,i,εi,s
)
×Ψ λv0,εs , (44)
la formule de Leibniz et le fait que Υ contienne à (s, t) fixé tous les (s, t′) avec |t′|< |t| permet-
tent de décrire F avec les équations
∀(s, t) ∈ Υ,
∑
λ
pλaλ,(s,t) = 0.
Parmi ces équations, choisissons-en codimF = dimE − dimF linéairement indépendantes et
formons alors la matrice F à dimE lignes et codimF colonnes constituée des aλ,(s,t) correspon-
dants. De la sorte, F est de rang maximal et les vecteurs colonnes C1, . . . ,CcodimF de F forment
une base de l’orthogonal F⊥ de F (pour le produit scalaire usuel). La formule de dualité de
Schmidt11 h(F )= h(F⊥) permet alors de calculer la hauteur de F au moyen de ces vecteurs co-
lonnes. Les coordonnées de Plücker (dans la base canonique de QdimE) des produits extérieurs
C1 ∧ · · · ∧CcodimF conduisent à l’égalité
11 Voir [29].
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∑
σ :K↪→C
[Kσ : R] log
(∑
F0
|det F0|2σ
)1/2
+ 1[K : Q]
∑
v∞
[Kv : Qp] log max
F0
{|det F0|v}
où F0 parcourt les mineurs maximaux (codimF × codimF ) de la matrice F. Nous appellerons
h∞(F ) (resp. hf (F )) la première (resp. la seconde) somme du membre de droite de cette égalité.
Étant donné une place archimédienne σ de K et un tel mineur F0, l’inégalité de Hadamard
entraîne
|det F0|σ 
codimF∏
i=1
‖Ci‖σ
(les colonnes de F0 étant en norme plus petites que celles de F). Comme il y a
(dimE
dimF
)
mineurs
maximaux possibles pour F, on obtient
h∞(F )
∑
(s,t)
h∞,L2
(
(aλ,(s,t))λ
)+ 1
2
log
(
dimE
dimF
)
(45)
(la notation h∞,L2 signifie que nous n’avons pris que la somme portant sur les places archimé-
diennes de K des normes L2 des vecteurs (aλ,(s,t))λ). Le lemme 4.12 fournit un majorant de
chacun des |aλ,(s,t)|σ et donc une estimation de la somme ci-dessus.
En ce qui concerne l’estimation du déterminant det F0 en une place ultramétrique v, nous
constatons qu’il n’est pas possible d’utiliser en l’état la proposition 4.11 puisque les coefficients
de la matrice F0 ne proviennent pas (a priori) de polynômes qui s’annulent aux ordres de dériva-
tions précédents. Nous allons donc faire apparaître de tels polynômes en procédant de la manière
suivante. Considérons une colonne (s, t) de F0 telle que la longueur de t soit maximale et notons
L1, . . . ,LcodimF les lignes du mineur F0, qui, elles-mêmes, correspondent (respectivement) aux
lignes λi1, . . . , λicodimF de F. Si nous supprimons la colonne (s, t) de F0, les lignes L˜j de la ma-
trice restante (j est un entier compris entre 1 et codimF , et L˜j := (aλij ,(s,t′))t′ 	=t) sont liées sur Q
et il est possible de trouver une relation de dépendance linéaire entre ces lignes sur K ∩Ov avec
au moins un des coefficients égal à 1. Pour cela, il suffit de considérer une relation sur OK puis
de diviser par le coefficient dont la valeur absolue v-adique est minimale (non nulle). Autrement
dit, il existe j0 ∈ {1, . . . , codimF } et (αj )j 	=j0 ∈ (K ∩Ov)codimF−1 tels que
L˜j0 =
codimF∑
j=1
j 	=j0
αj L˜j .
Ainsi, en soustrayant
∑
j 	=j0 αjLj à la j
ème
0 ligne de F0, nous obtenons une matrice de même
déterminant que F0 et dont la j ème0 ligne est composée de zéros sauf à la position (s, t) où le
coefficient est
ξ(s,t) := aλij0 ,(s,t) −
∑
αjaλij ,(s,t).j 	=j0
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leur absolue du déterminant d’un mineur F˜0 de taille codimF − 1 de la matrice F à laquelle
on a retiré la colonne (s, t) et la ligne j0. Soit (qλ)λ l’élément de KdimE défini par qλij0 = 1,
qλij
= −αj si j ∈ {1, . . . , codimF } \ {j0} et qλ = 0 si Lλ n’est pas une ligne de F0. Le polynôme
Q correspondant à ces coordonnées vérifie
Dt′w
(∑
λ
qλΨ
λ
v0,εs
)
(s, su)= 0
pour tout t′ ∈ NdimW de longueur strictement inférieure à |t| (puisque |t| a été choisi maxi-
mal). En particulier l’égalité (44) et la formule de Leibniz entraînent, pour tout |t′| < |t|,
Dt′wFQ,v0(s, su)= 0 et
ξ(s,t) = 1∏n
i=1 θv0,i,εi,s (su)Di
Dtw
t! FQ,v0(s, su).
La proposition 4.11 peut donc s’appliquer à ξ(s,t), ce qui fournit une majoration de |ξ(s,t)|v
(indépendante de la taille v-adique des coefficients de Q). En opérant de la même manière
pour F˜0, nous déduisons par récurrence immédiate que |det F0|v s’écrit comme un produit∏codimF
i=1 |ξ(si ,ti )|v où chacun des ξ(si ,ti ) est borné comme dans la formule (41) de la proposi-
tion 4.11. La majoration du logarithme de maxF0{|det F0|v} qui en découle (valable pour toute
place ultramétrique v) et l’inégalité archimédienne (45) entraînent alors la proposition 4.15. 
4.5. Extrapolation
Étant donné (s,τ ) ∈ N × NdimW et P le polynôme construit au paragraphe précédent, nous
disposons d’un coefficient de Taylor tordu
1∏n
i=1 θv0,i,εi (su)Di
Dτw
τ ! (P ◦ exp(G0×G)(Cv0 ))(s, su)
(
voir (37)). (46)
Pour une raison technique qui apparaîtra à la fin de la preuve de la proposition 4.19 (p. 254),
nous supposerons que εi ∈ {0, . . . ,Ni} est choisi de telle sorte que∣∣θv0,i,εi (su)∣∣v0 = max0jNi{∣∣θv0,i,j (su)∣∣v0}.
En particulier θv0,i,εi (su) 	= 0. D’après le lemme 3.7 et le choix des paramètres (voir l’inégalité➁
du lemme 4.1), il existe un couple (s,τ ) avec 0 s  (g + 1)S et |τ | (g + 1)T pour lequel le
nombre (46) est non nul. Parmi ces couples, choisissons-en un tel que (s, |τ |) soit minimal pour
l’ordre lexicographique dans N2, et notons α le terme (46) correspondant. On notera que par
construction de P on a nécessairement s  S0 + 1 et α ∈K (lemme 4.10). Les propositions 4.11
et 4.13 apportent des estimations de |α|v en toutes les places v de K et, par suite, de la hauteur
de Weil de α.
Considérons une place quelconque de K au-dessus de v0, place que nous noterons encore v0.
Nous allons donner ici une majoration de |α|v0 qui dépend de la distance dv0(u,V ) de sorte que
si celle-ci est « trop petite », il y aura une contradiction avec la formule du produit.
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précisément, si u˜ est un élément de V ⊗ Cv0 tel que dv0(u,V ) = ‖u− u˜‖v0 , il revient au même
— modulo un terme d’erreur linéaire en dv0(u,V ) — de majorer (46) avec (s, su˜) au lieu de
(s, su) (sous réserve, dans le cas p-adique, d’avoir vérifié que u˜ appartenait bien à Tv0 ). Le
point remarquable est alors le suivant. La fonction analytique définie dans le disque unité de Cv0
par
fτ (z)= D
τ
w
τ ! (P ◦ exp(G0×G)(Cv0 ))(z, zu˜)
admet des dérivées (divisées) qui sont elles-mêmes des combinaisons linéaires très simples
des fτ ′ , avec |τ ′| = |τ | + ordre de dérivation, car (1, u˜) ∈ W ⊗ Cv0 . Un lemme d’interpolation
permet alors de majorer aisément |fτ (s)|v0 en fonction des valeurs |fτ ′(s0)|v0 pour 0 s0  S0
et |τ ′| 2(g + 1)T .
Ce schéma de démonstration ne dépend pas vraiment de la nature, archimédienne ou p-adique,
de la place v0. Néanmoins, il me semble préférable dans un souci de clarté pour la présentation
de distinguer ces deux cas.
4.5.1. v0 archimédienne
Avant d’énoncer la proposition principale, commençons par quelques résultats préliminaires
usuels dans ce contexte.
Lemme 4.16. Il existe une constante c26  1 ayant la propriété suivante. Soit z = (z0, . . . , zn) ∈
tG0(Cv0) ⊕ tG(Cv0), λ = (λ0, λ1, . . . , λn) ∈ N ×
∏n
i=1 NNi+1 et h = (h0, . . . , hg−t ) ∈ NdimW .
Alors la valeur absolue du coefficient 1h!DhwΘλ(z) est majorée par
c
|h|+|λ|
26
(
g−t∏
j=1
‖wj‖hjv0
)
max
λ0
{∣∣∣∣ 1h0!P (h0)λ0 (z0)
∣∣∣∣} exp
{
c26
n∑
i=1
|λi |
(
1 + ‖zi‖v0
)ρi}
(voir (43) pour la définition de Θλ).
La preuve de ce lemme est essentiellement la même que celle du lemme 4.12 en tenant compte
de l’inégalité (12).
Soit m ∈ N, h ∈ NdimW et F = FP,v0 la fonction associée à P . Soit également (comme dans
l’introduction) u˜ un vecteur de V ⊗v0 C pour lequel dv0(u,V ) = ‖u − u˜‖v0 . Le théorème des
accroissements finis appliqué à la fonction
x −→ 1
h!D
h
wF
(
m,mu+ xm(u˜− u))
de la variable réelle x ∈ [0,1] entraîne alors immédiatement le
Lemme 4.17. (Comparer avec le lemme 8 de [15].) Il existe une constante c27  1 ayant la
propriété suivante. Avec les notations ci-dessus, la valeur absolue de la différence
1 DhwF(m,mu)−
1 DhwF(m,mu˜)h! h!
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c
T+log(D0)
27 max
λ
{|pλ|v0}
(
g−t∏
j=1
‖wj‖hjv0
)
mdv0(u,V )
× max
λ0
{∣∣∣∣ 1h0!P (h0)λ0 (m)
∣∣∣∣}× exp
{
c27
n∑
i=1
Di
(
1 +m‖ui‖v0
)ρi}
pourvu que dv0(u,V ) 1.
Nous aurons aussi besoin du lemme d’interpolation suivant, dû à Waldschmidt [32]. Si x est
un nombre réel positif et f une fonction définie sur le disque fermé D(0, x)= {z ∈ C; |z| x},
on note |f |x la borne supérieure des |f (z)|, z ∈D(0, x).
Lemme 4.18. Soit S1, T1 des entiers naturels strictement positifs et R  r  2S1 des nombres
réels. Soit f une fonction analytique (d’une variable complexe) dans le disque D(0,R). Alors
on a
|f |r  2|f |R
(
2r
R
)T1S1
+ 5
(
9r
S1
)T1S1
× max
0h<T1
0m<S1
{∣∣∣∣ 1h!f (h)(m)
∣∣∣∣}.
De la sorte, pour m S et au moyen des inégalités du lemme 4.1, le majorant du lemme 4.17
s’écrit plus simplement
max
λ
{|pλ|v0}max
j
{
1,‖wj‖v0
}c28T ec28Udv0(u,V )
pour une certaine constante c28  1 et où j parcourt l’ensemble {1, . . . , g − t}.
Le résultat central de ce paragraphe est le suivant.
Proposition 4.19. Supposons que log dv0(u,V )−C30U . Alors
|α|v0  e−U max
λ
{|pλ|v0}max{1,‖w1‖v0, . . . ,‖wg−t‖v0}C0T .
Démonstration. Soit f : C → C la fonction entière définie par
f(z)= 1 DτwF(z, zu˜).τ !
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est projective et quitte à multiplier wi par un entier assez grand12 (pour 1  i  g − t), nous
pouvons supposer que |xi | 1. Pour tout entier  0, la dérivée ème de f vérifie la formule
f()(z)
! =
∑
j∈NdimW
|j|=
(
τ + j
j
)
xj
Dτ+jw
(τ + j)!F(z, zu˜)
et donc il existe une constante c29  1 telle que
max
(g+1)T
s0S0
{∣∣∣∣ f()(s0)!
∣∣∣∣} cT29 max
(s0,j)∈Υ
∣∣∣∣Djwj! F(s0, s0u˜)
∣∣∣∣. (47)
Si l’on remplace u˜ par u dans le membre de droite de cette inégalité, le terme obtenu est nul par
construction de F . Par conséquent, le lemme de comparaison 4.17 entraîne la majoration
max
(g+1)T
s0S0
{∣∣∣∣ f()(s0)!
∣∣∣∣} e−C20U maxλ {|pλ|v0}maxj {1,‖wj‖v0}c30T .
De même, le lemme 4.16 conduit à la majoration
|f|R max
λ
{|pλ|v0}e(U/2+∑ni=1 C0Di(1+R‖ui‖v0 )ρi ) × max
λ0|z0|R
{∣∣∣∣ 1τ0!P (τ0)λ0 (z0)
∣∣∣∣}
× max
j
{‖wj‖v0}c31T (48)
valide pour tout nombre réel R ∈ [1,dv0(u,V )−1]. En prenant R := 2e(g + 1)S, nous constatons
que le produit des deux dernières quantités de la première ligne du membre de droite de (48) est
inférieure à eU , ce qui fournit la majoration plus simple
|f|R max
λ
{|pλ|v0}max
j
{
1,‖wj‖v0
}c31T eU .
Mentionnons que pour cela nous avons utilisé les inégalités ➃ et ➅ du lemme 4.1. Choisissons
T1 := (g + 1)T , S1 := S0, r := s et appliquons le lemme d’interpolation 4.18 à ces données et à
la fonction f. Il vient ∣∣f(s)∣∣ e−C0U max
λ
{|pλ|}max
j
{
1,‖wj‖v0
}c32T
12 Par exemple, 2 max{1, [|x1|], . . . , [|xg−t |]} convient. Cette astuce ne dépend que de la place v0 sur k (et non du choix
de la place de K au-dessus de v0).
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paraison 4.17, nous obtenons
∣∣∣∣ 1τ !DτwF(s, su)
∣∣∣∣ 2e−C0U maxλ {|pλ|}maxj {1,‖wj‖v0}c33T .
La borne pour |α|v0 se déduit de cette inégalité via la minoration de |θv0,i,εi (su)| donnée par
l’inégalité (12) (p. 230) et grâce au choix de εi . 
4.5.2. v0 ultramétrique
Considérons le nombre algébrique α introduit au début du paragraphe 4.5. La condition de
minimalité sur (s, |τ |) implique que α est aussi égal à
Dτw
τ !
(∑
λ
pλΨ
λ
v0,0
)
(s, su) (49)
où, comme dans la démonstration de la proposition 4.15, Ψ λv0,0 désigne
Pλ0(z0)
n∏
i=1
Ψ
λi
v0,i,0.
Dans la suite, nous noterons F˜ la somme des pλΨ λv0,0. L’écriture (49) pour α s’avère plus com-
mode dans le cas ultramétrique car l’on connaît un développement en série de Ψ λv0,0, qui converge
sur le disque ouvert D(0, rp) :
∀λ, ∃(ai,λ)i ∈ONgv0 ; Ψ λv0,0(z)= Pλ0(z0)
(∑
i∈Ng
ai,λ
i! z
i
)
lorsque z = (z1, . . . , zg) désigne les coordonnées de z ∈ D(0, rp) dans la base e (rappelons que
c’est précisément le choix de cette base qui assure l’intégralité des coefficients ai,λ, voir §1.1).
Nous avons conservé Pλ0(z0) intact dans ce développement pour des raisons pratiques afin de
ne pas mélanger les coefficients de Pλ0 (qui n’appartiennent pas nécessairement à Ov0 ) avec
les ai,λ ∈ Ov0 . Pour tout multiplet h = (h0,h′) ∈ N × Ng et tout élément (z0, z) ∈ tG0(Cv0) ×
D(0, rp), nous obtenons alors
Dhe
h! F˜ (z0, z)=
∑
λ,i
pλ
P
(h0)
λ0
(z0)
h0!
ai,λ
(i − h′)!z
i−h′ (50)
(i parcourt {(i1, . . . , ig) ∈ Ng; ∀j ∈ {1, . . . , g}, ij  h′j }). Pour j un entier naturel, notons σp(j)
la somme des chiffres de j écrit en base p (le nombre premier p est la caractéristique résiduelle
de v0). On sait que la valuation p-adique de j ! est (j −σp(j))/(p−1) ce qui entraîne |j !|v0  rjp
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l’égalité (50) et de l’inégalité ultramétrique se déduit la majoration∣∣∣∣Dheh! F˜ (z0, z)
∣∣∣∣
v0
max
λ
{|pλ|v0}max
λ0
{∣∣∣∣P (h0)λ0 (z0)h0!
∣∣∣∣
v0
}
(51)
valide pour tout (z0, z) ∈ tG0(Cv0) × D(0, rp). Cette inégalité se généralise immédiatement à
une base quelconque e′ = (e′0, . . . , e′g) de tG0×G(Cv0) en multipliant le membre de droite par∏g
j=0 ‖e′j‖
hj
v0 . De la même façon, l’estimation∣∣zi − z′ i∣∣ ‖z− z′‖v0 max{‖z‖v0,‖z′‖v0}|i|−1
conduit au lemme de comparaison suivant.
Lemme 4.20. Supposons que dv0(u,V ) = ‖u− u˜‖v0 est strictement inférieur à rp . Alors, pour
tout couple (m,h) ∈ N×NdimW , la valeur absolue de la différence Dhwh! F˜ (m,mu)− D
h
w
h! F˜ (m,mu˜)
est majorée par
max
λ
{|pλ|v0}max
λ0
{∣∣∣∣P (h0)λ0 (m)h0!
∣∣∣∣
v0
} g−t∏
j=1
‖wj‖hjv0 × dv0(u,V ).
La condition ‖u− u˜‖v0 < rp équivaut à ‖u˜‖v0 < rp (puisque ‖u‖v0 < rp) et assure de la sorte
la cohérence de l’énoncé.
Enfin, comme dans le cas archimédien, nous aurons besoin d’un lemme d’interpolation (en
une variable), dû à Roy [26].
Lemme 4.21. Soit S1, T1 des entiers  1 et R r 1 des nombres réels. Posons
κ := S1 − σp(S1)
p − 1 +
[
logS1
logp
]
.
Soit f :D(0,R)→ Cp une fonction analytique. Alors
|f |r
r(S1+1)T1
 pκT1 max
{
max
0m<S1
0h<T1
{∣∣∣∣f (h)(m)h!
∣∣∣∣},( 1R
)(S1+1)T1
|f |R
}
.
Démonstration. Il s’agit d’un cas très particulier du corollaire 1.2 de [26] qui avait été conjec-
turé par P. Robba en 1978. Avec les notations de cet article, choisissons K = Cp , n = ρ = 1,
E =Ω = {0, . . . , S1}, L=M = (S1 + 1)T1. L’énoncé de Roy donne le résultat avec Δ(E)δ(E)
à la place de p−κ , où Δ(E) = minx∈E∏y∈E\{x} |y − x|v0 et δ(E) = minx 	=y∈E |y − x|v0 . En
observant que
Δ(E)= |S1!|v0 = |p|
S1−σp(S1)
p−1
v0 et δ(E)= |p|
[ logS1logp ]
v0 ,
on a Δ(E)δ(E)= |p|κv = p−κ . 0
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Proposition 4.22. Supposons que log dv0(u,V )−C30(1 + (log r−1p )/ log r)U . Alors
|α|v0  e−U max
λ
{|pλ|v0}max
j
{
1,‖wj‖v0
}C0T .
Démonstration. Elle suit d’assez près celle de la proposition 4.19 en comportant néanmoins
quelques variantes liées, en particulier, à la finitude du rayon de convergence de l’exponen-
tielle p-adique. Soit Du = {z ∈ Cp, zu ∈ Tv0} et f :Du → Cp la fonction définie par f(z) =
1
τ !DτwF˜ (z, zu˜). L’hypothèse log dv0(u,V )−C30U entraîne la majoration ‖u− u˜‖v0 < ‖u‖v0 et
donc ‖u‖v0 = ‖u˜‖v0 , ce qui assure l’analycité de f sur Du. Les dérivées de cette application vé-
rifient la même formule que dans le cas archimédien et la majoration (47) est vraie avec c29 = 1.
Le lemme 4.20 entraîne alors
max
0s0S0
0(g+1)T
{∣∣∣∣ f()(s0)!
∣∣∣∣
v0
}
max
{|pλ|v0} max
λ0
h0(g+1)T
s0S0
{∣∣∣∣P (h0)λ0 (s0)h0!
∣∣∣∣
v0
}
dv0(u,V )
× max{1,‖w1‖v0, . . . ,‖wg−t‖v0}2(g+1)T
max
{|pλ|v0}max
j
{
1,‖wj‖v0
}2(g+1)T
× exp{−C20(1 + (log r−1p )/ log r)U}. (52)
En outre, de l’inégalité (51) et de la remarque qui suit, nous déduisons la majoration
|f|R max
{|pλ|v0} max
λ0|z0|R
{∣∣∣∣P (τ0)λ0 (z0)τ0!
∣∣∣∣
v0
} g−t∏
j=1
‖wj‖τjv0
valide pour tout R dans l’intervalle [0, rp‖u‖v0 [. En appliquant le lemme d’interpolation 4.21
avec S1 := S0, T1 := (g + 1)T , r := 1 et R := r r−1p à la fonction f := f. Le nombre κ =
(S0 − σp(S0))/(p − 1) + [logS0/ logp] de ce lemme est naturellement majoré par S0/(p −
1)+ (logS0)/ logp et le choix des paramètres entraîne
pκ(g+1)T 
(
r−1p
)(g+1)T S0eU  exp{C3/20 (1 + (log r−1p )/ log r)U}.
De la sorte, et grâce à l’estimation (52), nous obtenons
pκ(g+1)T max
0s0S0
0(g+1)T
{∣∣∣∣ f()(s0)!
∣∣∣∣
v0
}
max
{|pλ|v0}max
j
{
1,‖wj‖v0
}2(g+1)T
e−C0U .
Et par ailleurs nous avons
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(
1
R
)(S0+1)(g+1)T
|f |R
max
{|pλ|v0}max
j
{
1,‖wj‖v0
}2(g+1)T
e−C
1/2
0 U .
Le lemme 4.21 implique alors∣∣f(s)∣∣ |f|1 max
λ
{|pλ|v0}max
j
{‖wj‖v0}c34T e−C1/20 U
et nous concluons avec le lemme 4.20. 
4.6. Fin de la démonstration
Comme nous l’avons vu, le nombre algébrique α introduit au paragraphe précédent est non
nul et satisfait donc à la formule (du produit) :
∑
v place de K
vv0
[Kv : Qv]
[K : Q] log|α|v = −
∑
v|v0
[Kv : Qv]
[K : Q] log|α|v. (53)
D’après les propositions 4.11 et 4.13 (appliquées avec (z0, z) = (s, su)), il existe une constante
c35 telle que le membre de gauche soit majoré par
c35
(
T
(
χH +
g−t∑
i=1
hL2(wi)
)
+ h(P )+
n∑
i=1
Dih(spi)+ ℵ
(
(Pλ0)
))
. (54)
Au passage, il faut noter qu’apparaît dans le majorant du membre de gauche de (53) la quantité
1
[K : Q]
∑
vv0
i∈{1,...,m}
log
1
|A(i)εi (ψv0,i,εi (su), (1 : 0 : · · · : 0))|Div
(55)
qui, en vertu de la formule du produit, vaut
1
[k : Q]
m∑
i=1
log
∣∣A(i)εi (ψv0,i,εi (su), (1 : 0 : · · · : 0))∣∣Div0 ,
expression qui elle-même est plus petite que c36
∑m
i=1 Di(h(spi)+ 1) pour une certaine
constante c36  1. La somme (55) ci-dessus est donc bien comprise dans le majorant (54). Par
construction, nous disposons d’une majoration de la somme des hL2(wj ) (voir §4.1.3) ainsi que
de la hauteur de P , donnée par la proposition 4.15. En vertu du lemme 4.6, la quantité χH est bor-
née. Les lemmes 4.1 et 4.2 montrent alors que la quantité (54) est majorée par U/(C0D). Quant
au membre de droite de l’égalité (53), il est minoré par U/D−h(P )−C0∑j hL2(wj )U/(2D)
dès lors que log dv0(u,V )−C30U (resp. log dv0(u,V )−C30(1 + (log r−1p )/ log r)U ) si v0 est
archimédienne (resp. ultramétrique). Nous constatons alors une contradiction avec le majorant
260 É. Gaudron / Journal of Number Theory 127 (2007) 220–261U/(C0D). Ce qui conclut la démonstration des théorèmes 1.2 et 1.3 (en observant pour ce dernier
que le terme 1 + (log r−1p )/ log r est majoré par c37 log(r + 1)/ log r pour une certaine constante
absolue c37).
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