Existence of homoclinic orbits in the cubic nonlinear Schrödinger equation under singular perturbations is proved. Emphasis is placed upon the regularity of the semigroup e ǫt∂ 2 x at ǫ = 0. This article is a substantial generalization of [3] , and motivated by the effort of Dr. Zeng [9] [8]. The mistake of Zeng in [8] is corrected with a normal form transform approach. Both one and two unstable modes cases are investigated.
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where q = q(t, x) is a complex-valued function of the two real variables t and x, t represents time, and x represents space. q(t, x) is subject to periodic boundary condition of period 2π, and even constraint, i.e.
q(t, x + 2π) = q(t, x) , q(t, −x) = q(t, x) .
ω is a positive constant, α > 0 and β > 0 are constants, and ǫ > 0 is the perturbation parameter.
In this work, we revisit the problem on the existence of homoclinic orbits in perturbed nonlinear Schrödinger equations [3] . The crucial new feature is as follows: Singular perturbation ǫ∂ 2 x q will be investigated in contrast to the regular perturbation ǫ∂ 2 x q considered in [3] , where∂ 2 x is a pseudo-differential operator obtained from a truncation of ∂ 2
x . This study is motivated by the effort of Dr. Zeng [9] [8] . The main difficulty introduced by the singular perturbation ǫ∂ 2 x is that it breaks the spectral gap condition of the unperturbed system. Therefore, standard invariant manifold results will not apply. Nevertheless, it turns out that certain invariant manifold results do hold. The regularity of such invariant manifolds at ǫ = 0 is controled by the regularity of e ǫ∂ 2
x at ǫ = 0. Difficulties and interesting results created by the singular perturbation term ǫ∂ 2 x q will all be commented in Remarks. The entire theory of locating a homoclinic orbit is divided into two parts. Part 1 deals with local invariant manifold theory. Part 2 deals with global theory which includes integrable theory, Melnikov analysis, etc..
The notation | | will denote absolute value, and the notation s will denote the Sobolev H s (i.e. W s,2 ) norm of periodic function with period 2π. This article is written for experts only. Standard details will be omitted.
Local Theory
Local theory is referred to a theory in a neighborhood of certain circle of fixed points, which includes local unstable fiber theorem, local center-stable manifold theorem, and size estimate of local stable manifold for certain saddle. These are some of the tools needed in locating a homoclinic orbit.
Dynamics in a 2D Invariant Subspace
The 2D subspace Π, where I and θ are given in (2.6).
2. The focus P ǫ in the neighborhood of S ω (2.3), Its eigenvalues are
where I and θ are given in (2.8).
3. The saddle Q ǫ in the neighborhood of S ω (2.3), where I and θ are given in (2.10). Now focus our attention to order √ ǫ neighborhood of S ω (2.3) and let
we have
12)
13)
. To leading order, we get
14)
There are two fixed points which are the counterparts of P ǫ and Q ǫ (2.8) and (2.10):
The fish-like dynamics in the neighborhood of the resonant circle S ω .
1. The center P * ,
Its eigenvalues are
2. The saddle Q * ,
In fact, (2.14) and (2.15) form a Hamiltonian system with the Hamiltonian
Connecting to Q * is a fish-like singular level set of H, which intersects the axis j = 0 at Q * andQ = (0,θ),
where θ * is given in (2.18). See Figure 2 .2 for an illustration of the dynamics of (2.12)-(2.15). For later use, we define a piece of each of the stable and unstable manifolds of
for some smallδ > 0, and for (2.12) and (2.13). The homoclinic orbit to be located will take off from Q ǫ along its unstable curve, flies away from and returns to Π, lands near the stable curve of Q ǫ and approaches Q ǫ spirally.
Change of Coordinates
As mentioned above, interesting dynamics happens in the neighborhood of the circle S ω (2.3). It is natural and convenient to center our coordinates around S ω . First, write q as
where ρ and θ are polar coordinates on Π (2.1), and f has zero spatial mean. We use the notation · to denote spatial mean,
Since the L 2 -norm is an action variable when ǫ = 0, it is more convenient to replace ρ by:
Since S ω corresponds to I = ω 2 , the final pick is
In terms of the new variables (J, θ, f ), Equation (1.1) can be rewritten aṡ
where
33)
Proof. The proof is an easy direct verification.
Normal Form Transformation
In locating a homoclinic orbit to Q ǫ (2.10), we need to estimate the size of the local stable manifold of Q ǫ . The size of the variable J is of order O( √ ǫ). The size of the variable θ is of order O(1). To be able to track a homoclinic orbit, we need the size of the variable f to be of order O(ǫ µ ), µ < 1. Such an estimate can be achieved, if the quadratic term N 2 (2.34) in (2.29) can be removed through a normal form transformation.
In terms of Fourier transforms,
and the two terms in N 2 can be written as,
(2.36)
It turns out to be convenient to work with the symmetrized form (2.36). We will search for a normal form transformation of the general form,
where 
into an equation with a cubic nonlinearity
where L ǫ is given in (2.30), andÑ 2 has the expression (cf: (2.34)),
will be shown to be cubic in f . To eliminate the quadratic terms, we need to set
which takes the explicit form:
Since these coefficients are even in (k, ℓ), we will search for even solutions, i.e. 
Therefore we can expressK j (k, ℓ) in terms of K as,
45)
Substituting these expressions into (2.42), we get
, the denominators in (2.43)-(2.46) and (2.48)-(2.50), and σ j (1 ≤ j ≤ 4) vanish at ω in a finite subset. For ω not in this finite subset,
, and σ is a O(ǫ) small perturbation of σ j (1 ≤ j ≤ 4). Setting σ = 0, we have K = 2ω, which leads to the solution given in [3] . To the order O(ǫ),
We will show that the denominator in (2.51) does not vanish except for ω in a finite subset. Denote the denominator by D. As k → ±∞, or ℓ → ±∞,
We also know that , D does not vanish except for ω in a finite subset.
The denominator in (2.47) has the representation:
Therefore, for ω ∈ /S, where S is a finite subset. As in [3] , K(f, f ) is also a bounded bilinear map:
We can invert the equation
Remark 2.2. In this remark, we would like to make a comparison between the above normal form transform with that in [3] , and in particular to comment on why the above normal form transform is necessary when singular perturbation ǫ∂ 2 x f is studied. In [3] , the linear operator L ǫ is replaced by L 0 (i.e. setting ǫ = 0 in L ǫ ) in constructing normal form transform. The corresponding normal form transform is given by 
We apply the normal form transform given by (2.43)-(2.47) to the full equation (2.29) , and the full system (2.27)-(2.29) is transformed into:
where L ǫ , V ǫ , R J 2 and R θ 2 are given in (2.30)-(2.33) with f = g + K(g), and
where N 2 ,Ñ 2 and N 3 are given in (2.34), (2.38) and (2.35) with f = g + K(g). N has the estimate,
Unstable Fibers
Under regular perturbations as in [3] , center-stable, center-unstable, and center manifolds, and Fenichel stable and unstable fibers persist as in the standard theory. Under the singular perturbation, what are the objects that persist? We start with the linear operator L ǫ .
The Spectrum of L ǫ
The spectrum of L ǫ consists of only point spectrum. The eigenvalues of L ǫ are:
, 1 , only µ , only µ From now on, we will take the case of two unstable eigenvalues as our example to conduct the arguments. The case of one unstable eigenvalue is easier. The eigenfunctions corresponding to the real eigenvalues are:
Notice that they are independent of ǫ. The eigenspaces corresponding to the complex conjugate pairs of eigenvalues are given by:
and have real dimension 2.
The Set-Up of Equations
For the goal of this subsection, we need to single out the eigen-directions (2.61). Let
where ξ ± k are real variables, and
In terms of the coordinates (ξ ± k , J, θ, h), (2.55)-(2.57) can be rewritten as: 
Statement of the Unstable Fiber Theorem
The main unstable fiber theorem can be stated as follows. 
F
+ p is also C 1 smooth in ǫ, α, β, ω, and p in n norm, for any n ≥ 1, ǫ ∈ [0, ǫ 0 ) for some ǫ 0 > 0. 
+ p has the exponential decay property: Let S t be the evolution operator of (2.62)-(2.66),
{F
+ p } p∈A forms an invariant family of unstable fibers,
Proof of the Unstable Fiber Theorem
There are two main approaches in establishing invariant manifolds and fibrations: 1. Lyapunov-Perron's method [6] , 2. Hadamard's method [2] . Here we will adopt the LyapunovPerron's method, pay special attention to non-standard applications of the method, and focus on the difficulties generated by the singular perturbation ǫ∂ 2 x . Definition 1. For any δ > 0, we define the annular neighborhood of the circle S ω (2.3) as
To apply the Lyapunov-Perron's method, it is standard and necessary to modify the J equation so that A(4δ) is overflowing invariant. Let η ∈ C ∞ (R, R) be a "bump" function:
We modify the J equation (2.63) as follows: 
be the backward orbit of the modified system (2.67) and (2.64) with the initial point (J 0 , θ 0 ). If
is a solution of the modified full system, then one haṡ
System (2.69)-(2.70) can be written in the equivalent integral equation form: 
G σ,n is a Banach space under the norm · σ,n . Let B σ,n (r) denote the ball in G σ,n centered at the origin with radius r. Since A only has point spectrum, the spectral mapping theorem is valid. It is obvious that for t ≥ 0,
for some constant C. Thus, if g(t) ∈ B σ,n (r), r < ∞ is a solution of (2.71)-(2.72), by letting t 0 → −∞ in (2.72) and setting t 0 = 0 in (2.71), one has
For g(t) ∈ B σ,n (r), let Γ(g) be the map defined by the right hand side of (2.73)-(2.74). Then a solution of (2.73)-(2.74) is a fixed point of Γ. For any n ≥ 1 and ǫ < δ 2 , and δ and r are small enough, F + k and F are Lipschitz in g with small Lipschitz constants. Standard arguments of the Lyapunov-Perron's method readily imply the existence of a fixed point g * of Γ in B σ,n (r). The difficulties lie in the investigation on the regularity of g * with respect to (ǫ, α, β, ω, J 0 , θ 0 , ξ + k (0)). That is our focus. The most difficult one is the regularity with respect to ǫ due to the singular perturbation, which is our further focus. Formally differentiating g * in (2.73)-(2.74) with respect to ǫ, one gets
where T = transpose, and (J * , θ * ) are given in (2.68). The troublesome terms are the ones containing A ǫ or u * ,ǫ in (2.77)-(2.78).
wherec is small when ( · ) on the right hand side is small.
where sup t≤0 eν t |J * ,ǫ | can be bounded when ǫ is sufficiently small for any fixedν > 0, through a routine estimate on Equations (2.67) and (2.64) for (J * (t), θ * (t)). Other terms involving u * ,ǫ can be estimated similarly. Thus, the σ,n norm of terms involving u * ,ǫ has to be bounded by σ+ν,n norms. This leads to the standard rate condition for the regularity of invariant manifolds. That is, the regularity is controlled by the spectral gap. The σ,n norm of the term involving A ǫ has to be bounded by σ,n+2 norms. This is a new phenomenon caused by the singular perturbation. This problem is resolved by virtue of a special property of the fixed point g * of Γ. Notice that if σ 2 ≥ σ 1 , n 2 ≥ n 1 , then G σ 2 ,n 2 ⊂ G σ 1 ,n 1 . Thus by the uniqueness of the fixed point, if g * is the fixed point of Γ in G σ 2 ,n 2 , g * is also the fixed point of Γ in G σ 1 ,n 1 . Since g * exists in G σ,n for an fixed n ≥ 1 and σ ∈ (
and Γ ′ denote the linear map defined by the right hand sides of (2.75) and (2.76). Since the x is holomorphic in ǫ when ǫ > 0, and not differentiable at ǫ = 0. Then, notice that g * ∈ G σ,n for any n ≥ 1, thus, e ǫ∂ 2 x g * is differentiable, up to certain order m, in ǫ at ǫ = 0 from the right, i.e.
exists in H n . Let
where t ≥ 0, ∆ǫ > 0, and
Since w(0) = 0, by the Mean Value Theorem, one has
where at λ = 0,
, and
Since dw d∆ǫ (0) = 0, by the Mean Value Theorem again, one has
Therefore, one has the estimate
This estimate is sufficient for handling the estimate involving A ǫ . The estimate involving u * ,ǫ can be handled in a similar manner. For instance, let
From the expression of F (2.70), one has
and the term [ ] on the right hand side can be easily shown to be bounded. In conclusion, let
one has the estimate
whereκ is small, thus
This implies that Let S t denote the evolution operator of (2.69)-(2.70), then
That is, {F 
Center-Stable Manifold
We start with Equations (2.62)-(2.66), let
and let E n (r) be the tubular neighborhood of S ω (2.3):
E n (r) is of codimension 2 in the entire phase space coordinatized by (ξ 
is uniformly bounded in v ∈ E n+4 (r) and ǫ ∈ [0, ǫ 0 ).
W
cs n is C 1 smooth in (α, β, ω). 
The annular neighborhood A in Theorem 2.1 is included in W

Remark 2.7. C 1 regularity in ǫ is crucial in locating a homoclinic orbit. As can be seen later, one has detailed information on certain unperturbed (i.e. ǫ = 0) homoclinic orbit, which will be used in tracking candidates for a perturbed homoclinic orbit. In particular, Melnikov measurement will be needed. Melnikov measurement measures zeros of O(ǫ) signed distances, thus, the perturbed orbit needs to be O(ǫ) close to the unperturbed orbit in order to perform Melnikov measurement.
Proof of the Center-Stable Manifold Theorem
Let χ ∈ C ∞ (R, R) be a "cut-off" function:
We apply the cut-off
to Equations (2.62)-(2.66), so that the equations in a tubular neighborhood of the circle S ω (2.3) are unchanged, and linear outside a bigger tubular neighborhood. The modified equations take the form:
where A is given in (2.70),
T , T = transpose,
Equations (2.87)-(2.88) can be written in the equivalent integral equation form:
We introduce the following space: For σ ∈
}, and n ≥ 1, let
G σ,n is a Banach space under the norm · σ,n . LetÃ σ,n (r) denote the closed tubular neighborhood of S ω (2.3):
whereṽ is defined in (2.85). If g(t) ∈Ã σ,n (r), r < ∞, is a solution of (2.89)-(2.90), by letting t 0 → +∞ in (2.89) and setting t 0 = 0 in (2.90), one has
For any g(t) ∈Ã σ,n (r), letΓ(g) be the map defined by the right hand side of (2.91)-(2.92). In contrast to the map Γ defined in (2.73)-(2.74),Γ contains constant terms of order O(ǫ), e.g.F J andF θ both contain such terms. Also,Ã σ,n (r) is a tubular neighborhood of the circle S ω (2.3) instead of the ball B σ,n (r) for Γ. Fortunately, these facts will not create any difficulty in showingΓ is a contraction onÃ σ,n (r). For any n ≥ 1 and ǫ < δ 2 , and δ and r are small enough,F + k andF are Lipschitz in g with small Lipschitz constants.Γ has a unique fixed pointg * inÃ σ,n (r), following from standard arguments. For the regularity of g * with respect to (ǫ, α, β, ω, v(0)), the most difficult one is of course with respect to ǫ due to the singular perturbation. Formally differentiatingg * in (2.91)-(2.92) with respect to ǫ, one gets
95)
and µ + k,ǫ and A ǫ are given in (2.79)-(2.81). The troublesome terms are the ones containing A ǫ in (2.96). These terms can be handled in the same way as in the Proof of the Unstable Fiber Theorem. The crucial fact utilized is that if v(0) ∈ H n 1 , theng * is the unique fixed point ofΓ in bothG σ,n 1 andG σ,n 2 for any n 2 ≤ n 1 . We have
Remark 2.8. In the Proof of the Unstable Fiber Theorem, the arbitrary initial data in
forg * ∈Ã σ,n+2 (r), whereC j (j = 1, 2, 3) are constants depending in particular upon the cut-off inF + k andF . LetΓ ′ denote the linear map defined by the right hand sides of (2.93)-(2.94). If v(0) ∈ H n+2 andg * ∈Ã σ,n+2 (r), standard argument shows thatΓ ′ is a contraction map on a closed ball in L(R,G σ,n ). ThusΓ ′ has a unique fixed pointg * ,ǫ . Furthermore, if v(0) ∈ H n+4 andg * ∈Ã σ,n+4 (r), one has thatg * ,ǫ is indeed the derivative ofg * in ǫ, following the same argument as in the Proof of the Unstable Fiber Theorem. Here one may be able to replace the requirement v(0) ∈ H n+4 andg * ∈Ã σ,n+4 (r) by just v(0) ∈ H n+2 andg * ∈Ã σ,n+2 (r). But we are not interested in sharper results, and the current result is sufficient for our purpose. Definition 3. For any v(0) ∈ E n (r) where r is sufficiently small and E n (r) is defined in (2.86), letg * (t) = (ξ + k (t), v(t)) be the fixed point ofΓ inG σ,n , where one has
which depend upon v(0). Thus
defines a codimension 2 surface, which we call center-stable manifold denoted by W cs n .
The regularity of the fixed pointg * immediately implies the regularity of W cs n . We have sketched the proof of the most difficult regularity, i.e. with respect to ǫ. Uniform boundedness of ∂ ǫ ξ + * in v(0) ∈ E n+4 (r) and ǫ ∈ [0, ǫ 0 ), is obvious. Other parts of the detailed proof is completely standard. We have that W cs n is a C 1 locally invariant submanifold which is C 1 in (α, β, ω 
1). The proofs of the Unstable Fiber Theorem and the Center-Stable Manifold Theorem also imply the following:
S t is a C 1 map on H n for any fixed t > 0, n ≥ 1. S t is also C 1 in (α, β, ω). S t is C 1 in ǫ as a map from H n+4 to H n for any fixed n ≥ 1, ǫ ∈ [0, ǫ 0 ), ǫ 0 > 0.
Stable Manifold of Q ǫ
As mentioned earlier, the homoclinic orbit to be located will be asymptotic to the saddle Q ǫ (2.10). Dynamics on the invariant plane Π (2.1) on which Q ǫ lives, is governed by Equations (2.4)-(2.5) which are equivalent to Equation (2.27)-(2.28) with f = 0. The eigenvalues of Q ǫ are given by (2.11) on Π and (2.60) off Π. Thus Q ǫ has three unstable eigenvalues of two scales: One unstable eigenvalue of order O( √ ǫ) with eigen-direction in Π, the other two unstable eigenvalues of order O(1) with eigen-directions off Π. On Π, Q ǫ has the unstable curve φ u √ ǫ with approximate representation (2.22). Thus the 3D unstable manifold of Q ǫ , W u (Q ǫ ) has the representation
where F /S, where S is a finite subset, we apply the normal form transform given by (2.43)-(2.47) to Equation (2.29), then the system (2.27)-(2.29) is transformed into the system (2.55)-(2.57). By virtue of the estimate (2.59), the theorem follows from standard argument. For details, see [3] .
As discussed in the subsection on Center-Stable Manifold, the center-stable manifold W cs n is unique. Thus W s n (Q ǫ ) is a codimension 1 submanifold of W cs n .
Global Theory
Global Theory is referred to a theory global in phase space, which includes integrable theory, Melnikov measurement, and the so called second measurements. These are tools necessary in locating a homoclinic orbit.
The entire process of locating the homoclinic orbit can be briefly summarized as follows: The integrable theory will provide explicit representations for certain family of homoclinic orbits asymptotic to periodic orbits on the invariant plane Π. Local unstable fiber theorem will provide ways of picking orbits in the local unstable manifold of Q ǫ , that are close to certain unperturbed homoclinic orbits. Our main strategy is to use the unperturbed homoclinic orbits to trace the candidates for a perturbed homoclinic orbit. The procedure is splinted into two steps:
Step 1. Find an orbit that is in
Step 2. Find out when this orbit is also in
Step 1 will be accomplished through Melnikov measurement. The Melnikov vectors will be provided by integrable theory. The Melnikov integrals will be evaluated along the unperturbed homoclinic orbits mentioned above. In contrast to the work [3] , the new feature in Step 1 is that W cs n is not C 1 in ǫ everywhere rather only at its subset W cs n+4 . This difficulty is overcome by the fact that W u (Q ǫ ) ⊂ H n for any fixed n ≥ 1 by virtue of the unstable fiber theorem. Step 2 will be accomplished by the so called second measurement. It turns out that one can trace the perturbed orbit in W u (Q ǫ )∩W cs n through an unperturbed homoclinic orbit to an order O(ǫ| ln ǫ|) neighborhood of Π (2.1). In order to check when this orbit can be in
, one needs the size of W s n (Q ǫ ) off Π to be large enough, and O( √ ǫ) is sufficient.
Integrable Theory
Consider the integrable 1D cubic focusing nonlinear Schrödinger equation (ǫ = 0 in (1.1)),
Its Lax pair is given by the Zakharov-Shabat linear system,
Isospectral Theory
Focusing one's attention on the spatial part (3.2) of the Lax pair (3.2,3.3), one can define the fundamental matrix solution M(x), s.t. M(0) is the 2 × 2 identity matrix. Then the Floquet discriminant ∆ is defined as ∆ = trace M(2π) . ∆ = ∆(λ, q), as a functional in q for any λ ∈ C, provides enough functionally independent constants of motion to make NLS (3.1) integrable in the classical Liouville sense. For each fixed q, there is a sequence of special points {λ s j , j ∈ Z} of λ ∈ C called simple points for which |∆(λ s j , q)| = 2. There is also a sequence of critical points {λ The geometric multiplicity is the dimension of the eigenspace of (3.2) at the double point.
Definition 4. The sequence of constants of motion F j is defined as
(3.4) F j 's provide a sequence of Melnikov functions. More importantly, the gradients of F j 's, which will be the Melnikov vectors, have a simple representation,
where q = (q,q)
T are two eigenfunctions at λ = λ c j , and W (ψ
is the Wronskian. For more details on the isospectral theory of NLS, we refer the readers to [4] .
Bäcklund-Darboux Transformation
The particular form of the Bäcklund-Darboux transformation for NLS (3.1), that is useful for our purpose, is due to David Sattinger and V. Zurkowski [7] . 
We use φ to define a Gauge transformation matrix
Then we define Q and Ψ by
and Ψ = Gψ , where ψ solves the Lax pair (3.2,3.3) at (λ, q) . Then Ψ solves the Lax pair (3.2,3.3) at (λ, Q), and Q also solves NLS (3.1).
Figure Eight Structures
Consider the special solution of NLS (3.1),
The corresponding Floquet discriminant is given by
and two eigenfunctions (Bloch functions) are
When k is real, to have temporal growth (and decay) in ψ ± , one needs λ to be purely imaginary. The temporal growth (and decay) in ψ ± is connected to the linear instability of q c , since quadratic products of ψ ± solve linearized NLS [4] . The temporal growth is also necessary for constructing homoclinic solutions through the Bäcklund-Darboux transformation. Specifically, the double points of ∆ are given by
If one requires that a lies in the interval
then there is only one pair of complex double points
If one requires that a lies in the interval a ∈ (1, 3/2) , then there are two pairs of complex double points λ = ±ν = ±iσ , and λ = ±ν = ±iσ ,σ = √ a 2 − 1 . Next we will construct homoclinic orbits, starting from the special solution q c , through the Bäcklund-Darboux transformation. Notice that building the Bäcklund-Darboux transformation at λ = ν v.s. at λ = −ν and at λ =ν v.s. at λ = −ν always lead to equivalent results. We will choose λ = ν and λ =ν.
One Pair of Complex Double Points Case
Let φ ± = ψ ± (t, x, ν) defined in (3.8), and let where
As t → ±∞,
Thus Q is asymptotic to q c up to phase shifts as t → ±∞. We say Q is a homoclinic orbit asymptotic to the periodic orbit given by q c . For a fixed amplitude a of q c , the phase γ of q c and the Bäcklund parameters ρ and ϑ parametrize a 3-dimensional submanifold with a figure eight structure. For an illustration, see where the upper sign corresponds to 0. Then for a fixed amplitude a of q c , the phase γ of q c and the Bäcklund parameter ρ parametrize a 2-dimensional submanifold with a figure eight structure. For an illustration, see Figure 3 .2.
Two Pairs of Complex Double Points Case
Letφ ± = ψ ± (t, x,ν) defined in (3.8), and let
In this "two pairs of complex double points" case, to get the complete foliation of the figure eight structure, one needs to iterate the Bäcklund-Darboux transformation. First one needs to apply the Bäcklund-Darboux transformation at λ = ν, then one needs to iterate the Bäcklund-Darboux transformation at λ =ν. Switching the order between ν andν leads to the same result. At λ = ν, the Gauge transform G = G(λ; ν, φ) (3.6), then one defineŝ
After an iteration on the Bäcklund-Darboux transformation, one gets the solution of NLS (3.1) with the representation,
Explicit formula forQ is,
where Q is given in (3.10), ·(sinθ 0 + sechτ cosŷ) (1 + sin ϑ 0 sechτ cos y) , 
The asymptotic phase of Q is as follows, as t → ±∞,
ThusQ is asymptotic to q c up to phase shifts as t → ±∞. We sayQ is a homoclinic orbit asymptotic to the periodic orbit given by q c . For a fixed amplitude a of q c , the phase γ of q c and the Bäcklund parameters ρ, ϑ,ρ, andθ parametrize a 5-dimensional submanifold with a figure eight structure. For an illustration, see Figure 3 .3. If one put restrictions on the Bäcklund parameters ϑ andθ, s.t.
then Q is even in x. Then for a fixed amplitude a of q c , the phase γ of q c and the Bäcklund parameters ρ andρ parametrize a 3-dimensional submanifold with a figure eight structure. For an illustration, see Figure 3 .4. 
Melnikov Vectors
Notice that (3.5) evaluated at (ν, Q) and (ν, Q) are linearly dependent. Same is true for (ν,Q) or (ν,Q).
One Pair of Complex Double Points Case
In this case, the Melnikov vector is δF 1 δ q , (3.5) at λ = ν, evaluated along the homoclinic orbit Q (3.10) or (3.13).
where (cf: (3.6)),
φ (3.9) can be rewritten as
and other notations have been defined in (3.7, 3.11, 3.17) . Finally, one gets the explicit representation for the Melnikov vector,
(3.22)
Two Pairs of Complex Double Points Case
In this case, the Melnikov vectors are δF 1 δ q and δF 2 δ q (3.5) at λ = ν and λ =ν respectively, evaluated along the homoclinic orbitQ (3.17) or (3.19). We know thatΦ is defined in (3.16). Then we useΦ to define a Gauge matrix G(λ;ν,Φ). Let
where Φ ± andΦ ± are defined in (3.20, 3.15) . Then the Melnikov vectors are
By L'Hospital's rule,
,
We know that φ (3.9) can be rewritten as (3.21).φ (3.14) can also be rewritten aŝ
and other notations have been defined in (3.7, 3.11, 3.17). Using (3.21, 3.26), one can get the representation forΦ (3.16),
where V 1 and V 2 are defined as
27)
Finally, one gets the explicit representations
where S l andŜ l (l = 1, 2) are independent of the phase γ of q c , and have the representations
32)
(3.34)
Melnikov Analysis
Let p be any point on φ u √ ǫ (2.22) which is the unstable curve of Q ǫ in Π (2.1). Let q ǫ (0) and q 0 (0) be any two points on the unstable fibers F 
The key point here is that F + p ⊂ H s for any fixed s ≥ 1. By Remark 2.9, the evolution operator of the perturbed NLS equation (1.1) S t is C 1 in ǫ as a map from H n+4 to H n for any fixed n ≥ 1, ǫ ∈ [0, ǫ 0 ), ǫ 0 > 0. Also S t is a C 1 map on H n for any fixed t > 0, n ≥ 1. Thus
where T > 0 is large enough so that
Our goal is to determine when q ǫ (T ) ∈ W cs n through Melnikov measurement. Let q ǫ (T ) and q 0 (T ) have the coordinate expressions
Letq ǫ (T ) be the unique point on W cs n+4 , which has the same v-coordinate as q ǫ (T ),
By the Center-Stable Manifold Theorem, at points in the subset
(3.36)
Also our goal now is to determine when the signed distances
are zero through Melnikov measurement. Equivalently, one can define the signed distances
where F k and ∇F k are given in the subsection on Integrable Theory, q 0 (t) is the homoclinic orbit also given in the same subsection. In fact, q ǫ (t),q ǫ (t), q 0 (t) ∈ H n , for any fixed n ≥ 1. The rest of the derivation for Melnikov integrals is completely standard. For details, see [3] [5] .
where q 0 (t), ∂ q F k , and ∂qF k are given in the subsection on Integrable Theory. Proof. This theorem follows immediately from the explicit computation in the subsection on Evaluation of Melnikov Integrals and Second Distance, and the implicit function theorem.
The Second Measurement
The second measurement starts with the orbit obtained in Theorem 3.2, i.e. q ǫ (t) where q ǫ (T ) =q ǫ (T ). The goal is to determine when q ǫ (t) is also in W height. Thus we have to continue to follow q ǫ (t) and q 0 (t) to a smaller neighborhood of Π.
From the explicit expression of q 0 (t), we know that q 0 (t) approaches Π at the rate O(e −µt ),
(cf: (2.60)). Thus
40)
Proof. We start with the system (2.91)-(2.92). Let
Let T 1 (> T ) be a time such that where r is small. Since actually q ǫ (t), q 0 (t) ∈ H n for any fixed n ≥ 1, by Theorem 2.2, where H is given in (2.20). The common zero of M k (3.37) andd and the implicit function theorem imply the existence of a homoclinic orbit asymptotic to Q ǫ . Much detailed arguments have been given to the signed distanced and the second measurement in [3] and [5] . 
Evaluation of Melnikov Integrals and Second Distance
It turns out that to the leading order, one can evaluate M k (3.37) at q 0 (t) where a = ω. Our goal in this subsection is to find the common zero of M k (3.37) andd (3.51).
One Pair of Complex Double Points Case M 1 = 0 andd = 0 lead to and P is given by Q = q c P , and Q is given in (3.13). Equations (3.52) and (3.53) define a codimension-one surface in the space of (α, β, ω), given by and its graph is plotted in Figure 3 .6.
Two Pairs of Complex Double Points Case M j = 0 (j = 1, 2) andd = 0 lead to
j + β cos γM 
1 − M
1 M
2 ) −1 (M
2 − M
2 M
1 )
+ω ∆γ(2 sin ∆γ 2 ) −1 (M
1 ) , and its graph is plotted in Figure 3 .7.
3.5 Statement of the main Theorem Proof. From the explicit computation in last subsection and the implicit function theorem, d k andd are zero for the parameter values specified in the theorem .
