Let G be a locally compact group. We show that the category A(G) of actions of G on C * -algebras (with equivariant nondegenerate * -homomorphisms into multiplier algebras) is equivalent, via a full-crossed-product functor, to a comma category of maximal coactions of G under the comultiplication (C * (G), δ G ); and also that A(G) is equivalent, via a reduced-crossed-product functor, to a comma category of normal coactions under the comultiplication. This extends classical Landstad duality to a category equivalence, and allows us to identify those C * -algebras which are isomorphic to crossed products by G as precisely those which form part of an object in the appropriate comma category.
Introduction
Landstad duality (a term coined by the second author in [8] ) refers to a particular method of characterizing crossed product C * -algebras. The first appearance of this method is in [6] , where Landstad characterized reduced crossed products by actions of locally compact groups in terms of the existence of suitably equivariant reduced coactions. The second author proved a dual version in [8] , giving a characterization of crossed products by coactions in terms of the existence of suitably equivariant actions. In [5] , the authors applied the recently developed theory of maximal coactions (see [1] ) to give a version of Landstad's characterization for full rather than reduced crossed products by actions.
In the present paper we analyze the method of Landstad duality more deeply, shifting the focus from characterizing crossed products to developing a process which recovers the action from its crossed product. It is useful to compare this with the more well-established crossedproduct duality, which uses the crossed product by the dual coaction to recover the action up to Morita-Rieffel equivalence (see [2, Appendix] for a recent survey), whereas Landstad duality recovers the action up to isomorphism.
Our main objective in the present paper is to promulgate a "categorical imperative": in order to have a robust and complete theory, it is not enough to establish results for the C * -algebras alone -rather, one must also take care of the morphisms. There are numerous results in the literature concerning equivariant homomorphisms (and isomorphisms in particular), and categorical techniques give a unified way of dealing with these issues. Together with Echterhoff and Raeburn, we established such a framework in [2] for C * -correspondences, and in the present paper we do it for homomorphisms. One of the main differences between the categories of [2] and here is what isomorphism means -Morita-Rieffel equivalence in the memoir and ordinary isomorphism here.
Our two versions of categorical Landstad duality (Theorems 4.1 for reduced crossed products and 5.1 for full crossed products) give equivalences between the category of actions of a given group G and the categories of normal and maximal coactions, respectively, equipped with suitably equivariant homomorphisms of G (see Section 1 for the definitions). The power of the categorical approach is manifested via the use of comma categories to encode the "suitably equivariant homomorphisms".
We give a third category equivalence (Theorems 3.5 and 3.7 -the second includes appropriate comma categories), between maximal and normal coactions. In fact, we use this to deduce our categorical Landstad duality for full crossed products from the version for reduced crossed products. The method of proof of Theorem 3.5 deserves comment: maximal and normal coactions of G form subcategories of the category of all G-coactions, and they are related to the ambient category in dual ways. Every coaction is a quotient of a maximal one, and has a normal one as a quotient, and in both cases the quotient homomorphisms give isomorphic crossed products. In Section 2 we study this situation in an abstract setting, and prove two category equivalences (Propositions 2.1 and 2.2) which may be well-known to category cognoscenti, although we could not find them in the literature. We then apply these abstract results in Section 3 to relate maximal and normal coactions.
The results on Landstad duality currently in the literature lead one to suspect that recovering an action from the crossed product and a suitable equivariant coaction is some sort of "inverse process", but it is only through the use of categorical methods that this suspicion is fully justified and made precise.
Similarly, the universal properties of maximal and normal coactions lead one to suspect that these two types of coaction are "essentially the same", but again it is the categorical framework of the present paper that tells the full story.
We hope it will become clear that the results of the present paper do not consist of merely translating pre-existing results on Landstad duality into categorical language: for example, the proof of Theorem 4.1 occupies four pages. This is necessary to handle the morphisms, and this requires new arguments.
We have written this paper primarily for operator algebraists. We use categorical methods in crucial ways, but we are not experts in category theory. Consequently, we have written the category-theoretical portions of this paper at a "beginner level", and the notation and terminology might be somewhat nonstandard.
The authors thank Iain Raeburn for helpful conversations.
Preliminaries
Categories. We adopt the conventions of [7] for category theory. If C is a category then Obj C denotes the class of objects. If x, y ∈ Obj C then C(x, y) denotes the set of arrows of C with domain x and codomain y. Each C(x, y) is called a hom-set, and as usual "f : x → y in C" means f ∈ C(x, y). We will use the following standard fact: (1) every object in D is isomorphic to one in the image of F , and (2) F is bijective on hom-sets.
More precisely, condition (1) means that for all y ∈ Obj D there exists x ∈ Obj C such that y ∼ = F x, and condition (2) means that for all x, y ∈ Obj C, F maps C(x, y) bijectively to D(F x, F y).
We also need the following slight modification of Proposition 1.1:
Proof. Elementary exercise in category theory.
We will make extensive use of comma categories, and we record our notation for them here: Let a be an object in a category C. The comma category a ↓ C of objects of C under a has objects (x, f ), where f : a → x in C, and an arrow h : (x, f ) → (y, g) is an arrow h : x → y in C such that h • f = g. Heuristically, an object in a ↓ C is an arrow a f x, and an arrow in a ↓ C is a commuting triangle
If D is a subcategory of C, we get a subcategory a ↓ D of a ↓ C by restricting the x, y, and h (but not the f or g!) to be in D.
Dually, the comma category C ↓ a of objects over a has objects (x, f ) where f : x → a in C and arrows h :
Again, if D is a subcategory of C we can form the subcategory D ↓ a of C ↓ a.
Actions and coactions. We adopt, more or less, the conventions of [2] , [1] , and [9] for actions and coactions of locally compact Hausdorff groups on C * -alebras, with the proviso that we use full coactions throughout, and we build nondegeneracy into the definition of coaction, so that for us a coaction δ : A → M(A ⊗ C * (G)) of a locally compact group G (and we also refer to δ as a G-coaction) on a C * -algebra A satisfies the strong nondegeneracy condition span{δ(A)(1 ⊗ C * (G))} = A ⊗ C * (G).
We will emphasize the categorical point of view for all our constructions. This entails some minor adjustments in standard terminology and notation, so to be on the safe side we give here a somewhat longer description of the preliminaries on actions and coactions than is typical in a paper on operator algebras. The fundamental category for us is C, in which an object is a C * -algebra A, and in which an arrow φ : A → B is a nondegenerate homomorphism φ : A → M(B). A key feature of this category is that isomorphisms coincide with the usual isomorphisms of C * -algebras.
Most of our other categories arise from C by attaching extra structure. For example, A(G) denotes the category in which an object is an action (A, α) of G (which we also call a G-action), and in which an arrow φ :
Similarly, C(G) denotes the category in which an object is a coaction (A, δ) (which we also call a G-coaction), and in which an arrow φ : (A, δ) → (B, ε) is an arrow φ : A → B in C which is δ − ε equivariant. Warning: [2] uses the same notation for categories whose arrows are isomorphism classes of right-Hilbert bimodules (also called correspondences); we have no need of this type of arrow in this paper. Note that isomorphism in the categories of [2] coincides with (equivariant, in the cases of A(G) and C(G)) Morita-Rieffel equivalence of C * -algebras.
Notation and Terminology 1.3. For a coaction (A, δ), although an object in the comma category (A, δ) ↓ C(G) is officially an ordered pair ((B, ε), φ) with φ : (A, δ) → (B, ε) in C(G), we find it convenient to write this as a triple (B, ε, φ), and we also let (A, δ, φ) denote the corresponding object in the comma category C(G) ↓ (B, ε).
We freely identify an arrow u : C * (G) → A in C with a strictly continuous unitary homomorphism u : G → M(A). With this convention, a covariant homomorphism (C, π, u) of an action (A, α) may be defined as a pair
where Ad u is the action of G on C implemented by u. These covariant homomorphisms are the objects of a category CH(A, α), in which an arrow σ :
A crossed product of (A, α) may be defined as an initial object of the category CH(A, α), i.e., an object (C, π, u) such that for every (D, ρ, v) ∈ Obj CH(A, α) there is a unique arrow σ : (C, π, u) → (D, ρ, v), as in the following commuting diagram:
Operator algebraists are accustomed to giving a particular construction of the crossed product, then verifying that it is functorial from A(G) to C (i.e., only keeping the C * -algebra from the covariant homomorphism) by applying the universal property. Our viewpoint in this paper is that there is no need for us to make a choice of the crossed product -universality makes the crossed product functorial no matter what choice is made, and any other choice of crossed product would give a naturally isomorphic functor. Because this idea is central for the various constructions we make in this paper, for clarity we give a little more detail in this case: the idea is to choose crossed products arbitrarily, and then universality tells us what to do for the arrows:
and for each (C, π, u) ∈ Obj CH(A, α) let π × u (the "integrated form of (π, u)") be the unique arrow in C making the diagram
commute; π×u exists and is unique precisely because (A× α G, i A , i G ) is an initial object in the category CH(A, α) of covariant homomorphisms. The crossed product illustrates the "categorical imperative" mentioned in the Introduction, namely the necessity of handling morphisms: it is not the C * -algebra A × α G that is universal; one must also include the
By universality (i.e., since crossed products are initial), there is a unique arrow φ × G making the diagram commute. Then, again by universality, the assignments
Any other choice of crossed products would give a naturally isomorphic crossed-product functor. We give the details this time, to serve as a model which can be applied in other similar circumstances: suppose that for each action (A, α) we have made another choice
are initial objects in the category CH(A, α), they are isomorphic; in fact,
For naturality of the isomorphisms θ, we must show that the outer rectangle of the diagram
commutes. The top and bottom triangles commute by definition of θ, and the left and right quadrilaterals commute by functoriality of crossed products. Thus the two possible paths starting at (A, C * (G)), going up to A × α G, then around the perimeter to B × ′ β G, coincide (starting with either A or C * (G)), giving equality of the two associated covariant homomorphisms from (A, α) to B × ′ β G. Therefore the integrated forms are also equal:
as desired.
Thus, we can, and will, assume that some choice of crossed-product functor has been made, but it is completely irrelevant for our purposes which particular choice this is.
Similarly for coaction-crossed products: A covariant homomorphism
of arrows in C such that π is δ − Ad µ equivariant. As before, a crossed product of (A, δ) is an initial object in the category of covariant homomorphisms. For each coaction (A, δ) choose a crossed product (A × δ G, j A , j G ), and for each arrow φ :
is a functor from C(G) to C, and any other choice of crossed product yields a naturally isomorphic functor. If (A, α) is an action, then α denotes the dual coaction of G on A × α G. A fundamental property of the dual coaction is that
We can, and will, regard the crossed product as a functor
Similarly, if (A, δ) is a coaction, then δ is the dual action of G on A × δ G, and the crossed product is a functor
(and even into an appropriate comma category, but we will have no need of that in this paper).
A coaction (A, δ) is maximal [1] if full-crossed-product duality holds, i.e., the canonical surjection
is an isomorphism, and is normal [9] if the homomorphism
is injective (and there is also a characterization in terms of reducedcrossed-product duality [1, Proposition 2.2], but we will not need it in this paper). Let C m (G) and C n (G) dentote the full subcategories of C(G) whose objects are maximal and normal coactions, respectively. For an action (A, α) we let Λ = Λ (A,α) : A × α G → A × α,r G denote a choice of regular representation onto (a choice of) the reduced crossed product, and in particular, taking A = C, we let λ : C * (G) → C * r (G) denote the regular representation onto the reduced C * -algebra of G. It does not matter how the reduced crossed product is chosen, as long as the kernel of Λ in A × α G is the correct ideal. The surjection Λ is the integrated form of a covariant homomorphism which we denote by (i r A , i r G ). There is a unique coaction α n such that Λ :
and in particular there is a unique coaction δ n G such that λ :
commutes. The associated reduced-crossed-product functor is given by
and this can also be regarded as a functor
Moreover, by construction the arrows Λ (A,α) give a natural transformation between the full-and reduced-crossed-product functors.
We freely appeal to results from the literature concerning reduced coactions. This is justified by the following facts, collected from [9, Proposition 3.3, Proposition 3.8, and Theorem 4.7] (see also [10] ): if (A, δ) is a normal coaction, then the homomorphism δ r defined by the commuting diagram
is a reduced coaction of G on A, and the crossed products coincide:
Moreover, if (A, ε) is a reduced coaction, then there exists a unique normal coaction (A, δ) such that ε = δ r .
Elementary category theory results
In this section we record a couple of general results in category theory which may be well-known, but since we could not find them in the literature we give the proofs for completeness. First we prove an abstract category-equivalence result for subcategories, which we then promote to an equivalence between comma categories. We will later apply these results to obtain an equivalence between maximal and normal coactions.
Throughout this section, we consider the following situation: D and E are subcategories of a category C, with D coreflective and E reflective. Recall from [7, Section 4.3] that reflectivity of E means that the inclusion functor E ֒→ C has a left adjoint; however, since we will have no need for adjoint functors here, we use the following characterization of reflectivity: for each x ∈ Obj C the comma category x ↓ E (recall that we defined this as a subcategory of x ↓ C) has an initial object. We turn this into a functor in the standard way: For each x ∈ Obj C we choose an initial object (F x, η x ) of x ↓ E. Thus we have the universal property that for all y ∈ Obj E and f ∈ C(x, y) there exists a unique g ∈ E(F x, y) making the diagram Similarly, coreflectivity of D means that the inclusion functor D ֒→ C has a right adjoint, but we prefer to use the characterization that for each x ∈ Obj C we can choose a final object (Gx, ψ x ) of the comma category D ↓ x, so that for all y ∈ Obj D and f ∈ C(y, x) there exists a unique g ∈ D(y, Gx) making the diagram . Now replace the above F and G with their restrictions to D and E, respectively. Although [7, Section 4.8] implies that this restricted pair F and G are adjoint functors, we want more: namely, we want F and G to be an equivalence pair
For this we need to impose a further property of the universal arrows: we assume that for x ∈ Obj D and y ∈ Obj E the arrows η x and ψ y are actually "universal on both sides", i.e., we assume that not only is (F x, η x ) initial in x ↓ E, but also (x, η x ) is final in D ↓ F x, and similarly we assume that not only is (Gy, ψ y ) final in D ↓ y, but also (y, ψ y ) is initial in Gy ↓ E, Summarizing, we assume:
(1) for all z, x ∈ Obj D, w ∈ Obj E, f ∈ C(y, F x), and g ∈ C(x, z), there exist unique h ∈ D(z, x) and k ∈ E(F x, w) such that 
Now it is an elementary exercise in category theory to show that the above assumptions imply that (F, G) an equivalence pair; the following is presumably well-known to experts in category theory, but we do not know a reference, so we give the proof for completeness: Next we verify that the above equivalence carries over to comma categories: Let a ∈ Obj D, and consider the subcategories a ↓ D and a ↓ E of the comma category a ↓ C. Proposition 2.2. Let F : D → E be an equivalence between subcategories of C as in Proposition 2.1, and let a ∈ Obj D. Then the mapping
is also an equivalence.
Proof. It is routine to verify that F is a functor. We first show that every object (y, g) in a ↓ E is isomorphic to one in the image of F . Next we show that F is bijective on hom-sets. Let
Consider the diagram
We must show that there exists a unique k : (x, f ) → (y, g) in a ↓ D such that h = F k. Consider the diagram a f | | y y y y y y y y y
We want a unique k for which the top triangle commutes and h = F k = F k. Since F is bijective on hom-sets, there exists a unique k ∈ D(x, y) such that h = F k. It suffices to show that the top triangle commutes, for then k will be the unique arrow from (x, f ) to (y, g) in a ↓ D such that h = F k. Since F is an equivalence, it suffices to show that the bottom triangle commutes. Since h is an arrow from
and we are done.
Maximal and normal coactions
Here we apply Propositions 2.1 and 2.2 to maximal and normal coactions. First we recall a few more definitions and basic properties. Let (A, δ) be a coaction. 
is an object (B, ε, φ) of Nor(A, δ) such that the coaction (B, ε) is normal; we also call φ a normalizing map of (A, δ).
Maximalizations and normalizations always exist (see [1, Theorem 3.3] for maximalizations and [9, Proposition 2.3] for normalizations).
There are categorical characterizations of maximality and normality: Proof.
(1) First assume that (A, δ) is maximal, and let (B, ε, φ) ∈ Obj Max(A, δ) . Since the diagram
Conversely, assume that φ is an isomorphism for all (B, ε, φ) ∈ Obj Max(A, δ), and let (B, ε, φ) be a maximalization of (A, δ). Since the diagram
commutes, Φ A is an isomorphism. Thus (A, δ) is maximal.
(2) First assume that (A, δ) is normal, and let (B, ε, φ) ∈ Obj Nor(A, δ).
Since the diagram
Conversely, assume that φ is an isomorphism for all (B, ε, φ) ∈ Obj Nor(A, δ), and let (B, ε, φ) be a normalization of (A, δ). Since the diagram
commutes. Similarly, once a maximalization (A m , δ m , ψ (A,δ) ) has been chosen for every coaction (A, δ), there is a unique functor
commutes. Now observe that if (A, δ) is a maximal coaction, then η (A,δ) : (A, δ) → (A n , δ n ) is not only a normalizing map of (A, δ), but also a maximalizing map of (A n , δ n ). Similarly, if (A, δ) is normal then ψ (A,δ) : (A m , δ m ) → (A, δ) is not only a maximalizing map of (A, δ), but also a normalizing map of (A m , δ m ). Thus the normalizing and maximalizing maps are "universal on both sides", as in the hypotheses of Proposition 2.1. Therefore, that proposition tells us that, restricting normalization to C m (G) and maximalization to C n (G), we have: Theorem 3.5. Normalization and maximalization give a category equivalence C m (G) ∼ C n (G).
We give a simple application of the above theorem. [5, Lemma 4.3] states that if φ : (C, ε) → (A, δ) is an arrow in C m (G) such that φ(C) = A and φ n : C n → A n is an isomorphism, then φ is an isomorphism. We can strengthen this:
Then φ is an isomorphism if and only if its normalization φ n : C n → A n is.
Proof. φ n : C n → A n is an isomorphism in C if and only if φ n : (C n , ε n ) → (A n , δ n ) is an isomorphism in C n (G). Thus the result follows immediately from Theorem 3.5.
As we have seen abstractly in Section 2, the extension of all the above to comma categories is now automatic. We have in mind to use comma categories of objects under the coaction (C * (G), δ G ). Since the coaction (C * (G), δ G ) is maximal, we are precisely in the situation of Proposition 2.2, so we get: Theorem 3.7. Normalization gives an equivalence
Note that the normalization of an object (A, δ, u) of (C * (G δ) ) is the normalization of the coaction (A, δ).
Actions and normal coactions
Here we aim to show that the reduced-crossed-product functor gives rise to a category equivalence. Thus, what the second author has called "Landstad duality" [8] is actually an equivalence in the technical sense. 
Note that the definition of the functor is valid because the coaction α n is normal.
Proof. We need two verify two things:
(1) every object in (C * (G), δ G ) ↓ C n (G) is isomorphic to one in the image of the functor, and (2) the functor is bijective on hom-sets.
(1) follows from Landstad's characterization [6, Theorem 3] (when translated from reduced to normal coactions), so we turn to (2): suppose (A, α) and (B, β) are actions and σ : (A × α,r G, α n , i α,r G ) → (B × β,r G, β n , i β,r G ) is an arrow in (C * (G), δ G ) ↓ C n (G). We must show that there exists a unique arrow φ :
Consider the diagram
Step 1. We first show that there is a unique homomorphism φ making the diagram commute. Since the homomorphism i r B is faithful, it suffices to show that M(B) ). Let a ∈ A. To show that x := σ • i r A (a) ∈ i r B (M(B) ), by nondegeneracy of i r B it suffices to show that x idealizes i r B (B). Let y ∈ i r B (B). We must show that xy, yx ∈ i r (B). Upon taking adjoints, it suffices to consider xy, and for this it suffices to verify Landstad's conditions [6, Equations (3.6)-(3.8)]:
(1) β n (xy) = xy ⊗ 1,
is norm continuous. Of course, y itself satisfies these conditions. Since σ is α n − β n equivariant, we have
The first part of (2), is immediate because yi r G (f ) ∈ B × β,r G. For the second part of (2), let y = i r
which is norm continuous, and (3) follows because s → Ad i β,r G (s)(y) is also norm continuous.
Thus σ : i r A (A) → M(i r B (B)) = i r B (M(B) ), and by injectivity of i r B there is a unique homomorphism φ :
Step 2. We show that φ : A → M(B) is α − β equivariant: again by injectivity of i r B the following computation suffices:
Step 3. Finally, we show that φ : A → M(B) is nondegenerate. Suppose not. Then we can find a nonzero functional ψ ∈ B * which annihilates φ(A)B. Our strategy is to use crossed-product duality: the double-crossed-product homomorphism Let ξ, η ∈ L 2 (G) be nonzero. Then the functional ψ ⊗ ω ξ,η ∈ (B ⊗ K(L 2 (G))) * is nonzero, where ω ξ,η is the vector functional T, ω ξ,η = (T ξ, η) for T ∈ K(L 2 (G)).
The composition
π := Φ • (φ × r G × G) • j A×G • i r A : A → M(B ⊗ K(L 2 (G))) is nondegenerate, and so is the representation M : C 0 (G) → B(L 2 (G)), so we can find a ∈ A, b ∈ B, f ∈ C 0 (G), and T ∈ K(L 2 (G)) such that π(a)(b ⊗ M f T ), ψ ⊗ ω ξ,η = 0.
We have
Also, 
Actions and maximal coactions
Here we combine Theorems 3.7 and 4.1 to show that the full-crossedproduct functor gives a category equivalence. Proof. Theorem 4.1 says that the reduced-crossed-product functor gives an equivalence A(G) ∼ (C * (G), δ G ) ↓ C n (G), and Theorem 3.7 says that normalization gives an equivalence (C * (G), δ G ) ↓ C m (G) ∼ (C * (G), δ G ) ↓ C n (G).
Thus it suffices to show that the composition
i.e., full crossed product followed by normalization, is naturally isomorphic to the reduced-crossed-product functor Then u coincides with the canonical embedding of G in M(C * (G)).
