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Postmortem microbial communities are being extensively studied for their utility 
in forensic science investigations. Microbial communities associated with decomposition, 
necrobiome, have been shown to react in a predictable manner to the postmortem interval 
or time since death. These communities are affected by environmental factors such as 
temperature and humidity which can cause variabilities in the community structural and 
functional turnover. However, the transmigration patterns across organs and functional 
activity as decomposition progresses is still relatively unknown in a highly controlled 
system. This study aims to describe the community structural changes that take place 
during a highly controlled decomposition in mice along with one of the first 
representations of visualizing transmigration and detecting functional pathway 
differences between postmortem times. Although, postmortem microbial communities 
have been viewed under the scope of forensics, there are also extended uses of early 
postmortem microbiome communities that represent the antemortem microbiome for 
health research. Additionally, in this study we aim to provide evidence for the use of the 
early postmortem microbiome as a public health surveillance tool by detecting antibiotic 
 
 
resistance determinants with their corresponding bacterial genera in human autopsies. 
These results have provided important baseline microbial community structure and 
function data for forensic research in murine models and have identified antibiotic 
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1.1 Death of the Host 
The Uniform Determination of Death Act was established in 1980 and states that 
an individual is dead after “sustaining irreversible cessation of circulatory and respiratory 
function, or irreversible cessation of function of the entire brain, including the brain 
stem”.  This definition was approved by the American Medical Association in 1980 and 
by the American Bar Association in 1981 (LAWS, 1981). 
In the absence of technical intervention, decomposition begins almost 
immediately after death as the body goes through five stages: fresh, bloat, active decay, 
advanced decay, and dry remains (commonly the bloat, active, and advanced decay 
stages are referred to as a single stage called putrefaction) (Table 1.1) (Payne, 1965; 
Vass, 2001; Carter et al., 2007; Janaway et al., 2009; Payne-James et al., 2011).  
The first step to occur after death is a process called autolysis. Autolysis is 
defined as the self-digestion of cells and tissues of the body by its own enzymes. This 
process begins as an individual’s heart stops, blood ceases to flow and tissues can no 
longer receive oxygen, thus leading to the buildup of carbon dioxide and waste products 
that damage cells (Vass, 2001; Janaway et al., 2009; Payne-James et al., 2011). The 
body’s enzymes, such as lipase, start to dissolve the cells causing cell leakage and the 
release of nutrients into the body (Payne-James et al., 2011). The breakdown of 
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connective tissue also leads to the distinct skin slippage characteristic (Vass, 2001; 
Payne-James et al., 2011). 





Fresh 0 Days - 1 Days 
Body Cooling, Limb Stiffening Followed by Limb Relaxation, 
Blood Pooling, Skin Discoloration, Increasing Microbial 
Activity 
Bloat 1 Days - 3 Days 
Internal Gas Accumulation, Bloated Appearance, Skin Tearing, 
Sloughing, and Rupture, Fluid and Gas Release into Surrounding 
Area, Highest Microbial Activity 
Active Decay 3 Days - 6 Days 
Mass Tissue Loss, Tissue Liquefaction, Strong Odor, Tissue and 
Fluid Release into Surrounding Area, Bone Exposure, High 
Microbial Activity 
Advanced Decay 6 Days - 8 Days 
Small Amounts of Tissue Present, Most of Internal Tissues and 
Fluids have Disintegrated, Microbial Activity Decreasing 
Dry Remains >8 Days 
Predominately Bones, Cartlidge, and Trace Amounts Of 
Desiccated Tissue, Microbial Activity Minimal 
*Estimated time range is in postmortem time or time since death with external exposure 
to scavengers during the summer season. Times will vary depending on the environment 
and scavenger availability.  
 
Simultaneously, the body temperature cools to ambient temperature at a rate of 
1.5°F (0.83°C) per hour, blood begins pooling due to gravity (marbling), and ATP in 
muscles dwindle, leading to the stiffening of the muscles during the fresh stage (Vass, 
2001; Janaway et al., 2009; Payne-James et al., 2011). As the body cools, the optimal 
temperature for the host’s enzymatic activity is lost.  However, the enzymatic activity 
range for microbes that are colonizing the body is broader allowing for continued 
microbial growth (Voet and Voet, 2005). Autolysis also helps facilitate putrefaction by 
releasing nutrients to the microbial communities inside the body and by breaking down 
the body’s immune cells (Vass, 2001). Microorganisms from all three domains of life are 
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involved in putrefaction, but the focus of this literature review, and studies presented in 
subsequent chapters, will be centered upon bacterial communities.  
Putrefaction begins with the bacterial communities in the gut proliferating, 
performing anaerobic fermentation, and breaking down tissue.  Gases that are released 
and liquids that cannot escape during this process create the recognizable bloat 
characteristic (Payne, 1965; Vass, 2001; Carter et al., 2007; Janaway et al., 2009; Payne-
James et al., 2011). During active decay, bacterial communities along with scavengers 
begin breaking down skin and internal tissues leading to a large loss of body mass until 
the majority of the body mass is gone (advanced decay) (Payne, 1965; Campobasso et al., 
2001; Vass, 2001; Janaway et al., 2009). Decomposition processes continue until most of 
the flesh and tissue is missing from the body leaving it skeletonized, or dry 
environmental conditions lead to natural mummification (Payne, 1965; Vass, 2001; 
Janaway et al., 2009).  
For the most part, all bodies go through these stages sequentially, although the 
rate of decomposition can vary greatly due to a number of abiotic and biotic conditions 
(Payne, 1965; Vass, 2001; Carter et al., 2007; Janaway et al., 2009; Payne-James et al., 
2011). Temperature is one of the largest contributors to the rate of decomposition (Vass, 
2001; Zhou and Byard, 2011). Exogenous factors such as high ambient temperatures, 
clothing, or unrefrigerated storage will lead to prolonged increased body temperature 
which promotes rapid microbial growth. Endogenous factors such as increased body fat 
or an increased body temperature at death due to infection may also affect the rate of 
cooling. Conversely, a cold, dry climate will slow microbial growth and may lead to 
preservation of the remains (Carter et al., 2008; Bunch, 2009; Carter et al., 2015). 
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Another contributor to the decomposition rate is vertebrate and invertebrate scavenger 
access. This can affect the rate of decomposition by increasing the time for flesh to be 
separated from the body (O'Flynn, 1983; Rodriguez and Bass, 1983; Campobasso et al., 
2001; Carter et al., 2007; Benbow and Tomberlin, 2015).  
Because of these variabilities, there has been extensive research carried out at 
body farms across the world where human remains are placed to decompose in conditions 
that can be studied, and decomposition measured, as a reference for when a body is 
discovered in a similar habitat. These studies focus on a comparison of the decomposition 
rate and associated metrics and response variables with the time since death, or 
postmortem interval (PMI), to aid forensic investigators when a body is discovered. In 
addition to body farm studies, many researchers have begun investigating other methods 
that can be used in conjunction to help narrow down the PMI estimation window. A few 
of these methods have been focused on studying the life cycles of invertebrates 
associated with bodies. This method uses the premise that insects such as the blowfly 
(Family Calliphoridae) utilize the body as an ephemeral nutrient resource and deposit 
eggs on the body, that then hatch and feed on the remains (O'Flynn, 1983; Rodriguez and 
Bass, 1983; Benbow and Tomberlin, 2015). Since the eggs hatch and the larvae grow to 
pupae and adults in a consistent manner, collecting the insects’ life cycles can be used to 
infer the time they were laid and provide insight on when the body was placed in the 
environment (O'Flynn, 1983; Rodriguez and Bass, 1983; Benbow and Tomberlin, 2015). 
Another method currently utilized has revolved around studying the microorganisms 
associated with the body internally and externally (known as the necrobiome) and 
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determining how the necrobiome changes and correlates with PMI (Benbow et al., 2013; 
Pechal et al., 2014b). 
1.2 Microbial Ecology of Decomposition 
1.2.1 Human Terrestrial Decomposition 
Microorganisms reside as natural inhabitants on and within humans, with 
microbiota with the intestinal tract containing the highest density (Turnbaugh et al., 2007; 
Huttenhower et al., 2012). The microbiota serves multiple beneficial purposes such as 
assisting in the breakdown of food compounds in the intestines and helping to prevent 
pathogenic organisms from colonizing due to lack of space and nutrients (Turnbaugh et 
al., 2007; Cho and Blaser, 2012; Huttenhower et al., 2012). The microbiota diversity 
varies depending on the body location in their host (Turnbaugh et al., 2007). Organisms 
that prefer oxygen and higher salt levels may be found on the skin while organisms with 
limited or no oxygen tolerance may be found in the intestinal tract (Turnbaugh et al., 
2007; Cho and Blaser, 2012; Huttenhower et al., 2012). The environment selects for what 
organisms can colonize that region, and homeostasis is generally maintained, particularly 
within a healthy individual (Costello et al., 2009).    
However, when the host dies, the internal body environment immediately begins 
to change and homeostasis is lost. Changes in nutrients, pH, and temperature lead to 
bacterial phenotypic and genotypic changes to promote survival (Bassler, 1999). Bacteria 
may respond by modifying gene expression or movement to a more sustainable 
environment. This movement, often referred to as bacterial transmigration, is a defining 
feature during decomposition (Kellerman et al., 1976). These environmental responses 
are responsible for changes of gene expression as cells modulate which proteins need to 
 
6 
be created to allow for the best chance at survival (Bassler, 1999; Boor, 2006). As the 
environment changes, microbial communities better suited for the new environment will 
become more dominant and out compete the other inhabitants (Boor, 2006). It has been 
shown that microbial communities are highly dynamic during the decomposition process 
and change at a rate that is unique to the decomposition stage and PMI (Vass, 2001; Hyde 
et al., 2013; Metcalf et al., 2013; Can et al., 2014; Pechal et al., 2014b; Burcham et al., 
2016; Metcalf et al., 2016).  
Vass (2001) described the process of human decomposition along with the 
microbial succession associated and found that aerobic organisms belonging to the genera 
Staphylococcus, Bacillus, and Streptococcus were detected during early decomposition 
(Vass, 2001). As the cadaver progressed through putrefaction, oxygen was depleted and 
the anaerobic organisms in the genera Clostridium, Proteus, and Klebsiella began to 
dominate the cadaver. From his work, Vass (2001) speculated that bacterial groups come 
in identifiable waves similar to that of insects (Vass, 2001).  He soon found that studying 
microbial communities was limited by low bacterial culturability, which underrepresents 
the true bacterial diversity and richness. This limitation has been circumvented greatly by 
the introduction of high throughput sequencing, and researchers have been able to gather 
and analyze community data on an unprecedented scale. The ability to sequence the 
whole genome of organisms, create metagenomes of the combined organisms in an 
environment, and create community profiles to discover what organisms are doing at a 
certain time and at what abundance has expanded forensic research. Researchers are 
using these methods in addition to classical microbiological methods and beginning to 
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appreciate how bacterial communities change and adjust metabolism and physiology, 
with potential value for PMI estimation.  
1.2.2 Nonhuman Terrestrial Decomposition 
Nonhuman models provide a way to obtain statistically significant study sizes that 
can be controlled in a laboratory setting. Multiple nonhuman models have been used for 
decomposition studies with the most common being murine and swine. One of the first 
studies using a murine model was performed by Melvin et al. (1984) who used culture 
methods to demonstrate that bacterial species translocate out of the intestines in 
succession (Melvin et al., 1984). They showed that temperature drove transmigration 
time and that Staphylococcal species were the first to migrate followed by coliforms, and 
finally anaerobic species, such as Clostridium. Utilizing new high throughput sequencing 
methods, Metcalf et al. (2013) sequenced the 16S and 18S rRNA amplicons associated 
with the abdominal cavity, skin, and soil of decomposing murine models to further study 
microbial taxa turnover (Metcalf et al., 2013). In that study gut microbes 
Lactobacillaceae and Bacteroidaceae increased through the bloat stage, but decreased as 
the body ruptured, allowing colonization of aerobic microbes such as Enterobacteriaceae 





Figure 1.1 Bacterial Relative Abundance at the Phyla Level in Across Postmortem 
Time 
The day 0 abdominal site contains the cecum, feces, abdomen, and liquid samples. 
Reprinted/adapted by permission from eLife Sciences Publications by Metcalf et al. 
(2013). 
 
This was also the first study to discover an increased abundance in bacterivorous 
nematodes in gravesoil after carcass rupture. Pechal et al. (2014) collected samples from 
the buccal cavity and skin from swine carcasses over a period of 5 days after placement, 
and used targeted metagenomics to determine microbial community succession (Pechal et 
al., 2014b). Results generated from that work differed from Metcalf et al. (2013), and 
showed instead that Gammaproteobacteria were highly present in the beginning and were 
absent after 3 days, but Firmicutes increased as decomposition advanced with the 
Planococcaceae family and the Clostridiales order being the most prevalent at 5 days 




Figure 1.2 Bacterial Relative Abundance at (a) Phyla and (b) Family Levels 
Rare taxa was determined at <3% relative abundance. Reprinted/adapted by permission 
from Springer Nature: International Journal of Legal Medicine by Pechal et al. (2014). 
 
Can et al. (2014) found a similar result in humans where Lactobacillus spp. was 
associated with organ tissues and blood samples of cadavers with short PMIs and 
Clostridium spp. with longer PMIs (Can et al., 2014). These studies are good examples of 
variation that can potentially result from differences in study design, environmental 
conditions, type of animal model used, and differences between human and animal 
models. For instance, Metcalf et al. (2013) performed their mouse study in a laboratory at 
room temperature while Pechal et al. (2014) performed their swine study in a terrestrial 
habitat (Metcalf et al., 2013; Pechal et al., 2014b). 
In a recent study by Metcalf et al. (2016), 16S rRNA metagenomic data were used 
to infer the functional capabilities of the bacterial communities (Metcalf et al., 2016). 
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They found that in the abdominal cavity of mice there was a predicted increase in genes 
related to nitrogen cycling and amino acid degradation. Specifically, they found genes 
encoding enzymes needed to break down lysine and arginine to create cadaverine and 
putrescine, the compounds that give decomposition the distinct putrid smell. In the grave 
soil, Metcalf et al. (2016) also detected an increase of pH, ammonium, and nitrates along 
with an increase in predicted glutamate degradation genes (Metcalf et al., 2016). While 
these studies and many others have shown invaluable information and insight on the 
bacterial communities involved with decomposition, one major limitation still needs to be 
resolved to move toward using this information in a real world setting. It is well known 
that microbial communities can be highly affected by abiotic and biotic factors; therefore, 
studies investigating necrobiomes for forensic utility should be highly controlled with the 
addition and subtraction of factors such as humidity, temperature, and bodily injury to 
determine the influences these variables have on the host necrobiome as references for 
further research. Obtaining a microbial community structure and activity baseline is 
crucial for building upon current and future knowledge needed to implement forensic 
microbiology in real death investigations. 
1.2.3 Gravesoil Microbiology during Decomposition 
As with the microorganisms associated with bodies, soil microorganisms are a 
complex ecosystem that change as decomposition takes place. After the bloat stage the 
body purges internal fluids and microbes that leach into the soil. Microbial biomass in the 
soil increases as these new organisms not normally found in the soil are introduced 
(Hopkins et al., 2000; Carter and Tibbett, 2006). Carter et al. (2007) has shown that 
microbial biomass in the soil is greater when vertebrate scavengers do not have access to 
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the body since the tissue is separated from the body and digested before it can fully 
decompose and leach into the environment (Carter et al., 2007). Along with increased 
biomass, gravesoil is known to contain high amounts of carbon and nitrogenous 
compounds (Spicka et al., 2011). The chemical signatures left behind by microbial 
activity affects the surrounding plant communities and has been detectable for up to one 
year, depending on the carcass biomass (Towne, 2000; Carter et al., 2007). 
Exogenous factors, such as seasonality, have been shown to have a profound 
effect on gravesoil communities. In particular, the increase of microbial activity during 
decomposition is more apparent during summer months compared to winter months 
where in the summer an increased abundance of Sphingobacterium and nematodes has 
been observed (Carter et al., 2015). Burial also affects decomposition rate by providing 
insulation from weather and scavengers. This typically creates a delay in decomposition 
as the majority of tissue breakdown is dependent on internal and external microbes and 
soil characteristics (Fiedler and Graw, 2003; Carter et al., 2007; Tibbett and Carter, 2008; 
Schoenen and Schoenen, 2013). Soil characteristics that can affect decomposition 
include: temperature, moisture, aeration, pH, and the preexisting microbial communities, 
among others (Carter and Tibbett, 2006; 2008; Carter et al., 2008; Carter et al., 2010; 
Schoenen and Schoenen, 2013). 
1.2.4 Invertebrate Microbiology during Decomposition 
Entomology is commonly associated with studying decomposition and has shown 
that remains have a pre- and postcolonization interval to primary colonizers such as blow 
flies (Tarone and Foran, 2008; Matuszewski, 2011; Tomberlin et al., 2011; Matuszewski, 
2012). The colonization rates, along with reproduction cycles, are often used for 
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estimating minimum PMI for exposed remains. Blow flies and subsequent colonizers are 
attracted to remains by chemical signatures in the air that originate from invertebrate and 
microbial processes at different stages of decomposition (Boissière et al., 2012; Frago et 
al., 2012; Davis et al., 2013; Jones et al., 2013; Pechal et al., 2013). These chemical 
signatures, often referred to as volatile organic compounds (VOCs) have been shown to 
originate from Proteus spp., Klebsiella spp., Serratia spp., and Enterobacter spp. and 
attract the landing and oviposition of blow flies (Emmens and Murray, 1982; Chaudhury 
et al., 2010). It is currently unknown exactly how many VOCs are emitted from 
decomposing remains, but multiple studies have shown key compounds that regulate 
insect behavior present when comparing fresh remains vs. bloat and active decay (Vass et 
al., 2004; Perez et al., 2005; Statheropoulos et al., 2005; Vass et al., 2008; 
Dekeirsschieter et al., 2009; Stavert et al., 2014). Obtaining a VOC and invertebrate 
attraction timeline through all stages of decomposition is a current goal for forensic 
entomologists that has potential to aid in minimum PMI estimation. 
1.3 Forensic Role of Postmortem Microorganisms 
1.3.1 Forensic Microbiology in Perspective 
 Forensic microbiology can be seen as a merging of microbial and molecular 
epidemiology with the criminal justice system. This makes it imperative that forensic 
microbiology research be held to the same standards as other forensic techniques with 
proper, detailed chain of custody and rigorous scrutiny that allows data conclusions to be 
upheld in the court of law. Forensic microbiology is a relatively new field that stemmed 
from postmortem cause of death diagnoses and sexual assault trace evidence (Burcham et 
al., 2016). An increased interest for microbiological evidence as criminal evidence 
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occurred after the 2001 anthrax attacks in the United States sparked public concern for 
biological weapons and biocrimes (Higgins et al., 2003). Microbiological evidence began 
to be collected and analyzed when it was suspected that Bacillus anthracis had been 
purposely transmitted to either humans or agriculture. Other cases utilizing microbial 
evidence includes those collected in 1994 when evidence showed that a 
gastroenterologist knowingly injected his girlfriend with HIV and hepatitis C.  This was 
among one of the first cases using phylogenetic analysis to confirm the HIV strain 
injected in the victim originated from one of the doctor’s patients, demonstrating 
malicious intent in a US criminal case (Metzker et al., 2002).  Now with the emergence 
of high-throughput sequencing, knowledge of microbial community interactions has 
increased, leading to the increased potential of microbial community interactions 
providing new microbiological evidence, such as aiding in PMI.  
 Although, with any new form of forensic evidence and data collection, the 
continued use of stringent procedures to ensure chain of custody along with strong 
research background is necessary to provide reproducible and reliable data that leaves 
little to refute in court (Moenssens et al., 1973; Evans and Stagner, 2003). Forensic 
microbiology must utilize the scientific method in techniques used in case investigation. 
Because of this, statistically rigorous, standardized methods for sampling and analytics of 
microbial analysis must be established across all researchers and investigators. One 
challenge in determining standardized methods and results from microbial community 
data is being able to take into account the variability that may occur in microbial 
community interactions based on the host, diet, geography, etc (Turnbaugh et al., 2007; 
Huttenhower et al., 2012). Animal models provide a good first step in acquiring this data 
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as a surrogate for human models because of their mass availably, lower costs, and ease to 
manipulate in a controlled setting. Animal models provide researchers the ability to 
control biotic and abiotic factors so that the microbial community variabilities can be 
recorded and investigated in human models (Gootenberg and Turnbaugh, 2011; Kostic et 
al., 2013; Metcalf et al., 2016). 
1.3.2 Postmortem Interval Estimation 
Postmortem interval estimation is a crucial component of forensic investigations 
and is one of the first steps in the process. Current methods of PMI estimation rely on 
visual analysis of decay and invertebrate colonization cycles (Goff and Flynn, 1991; 
Megyesi et al., 2005; Tomberlin et al., 2011). The study of microbial succession for use 
in estimating PMI is not a completely new idea, but, as researchers found out, a large 
consortium of microbes are involved in the decomposing process leaving culturing 
methodology difficult to assess (Vass, 2001) However, recent technological advances of 
next-generation sequencing has allowed researchers to gain in-depth knowledge of the 
culturable and nonculturable microbial communities present during the decomposition 
process. Microbial communities play significant and dynamic roles in nutrient 
acquisition, transmigration, and are the driving force for the decomposition process 
(Vass, 2001; Janaway et al., 2009; Gunn and Pitt, 2012; Pechal et al., 2013; Crippen et 
al., 2015; Metcalf et al., 2016). These roles are now being elucidated to determine 
whether they can provide useful indicators to PMI. PMI estimation with microbes is 
being studied by multiple aspects of microbial involvement with the majority of research 
focusing on bacteria. The most common trends investigated include bacterial 
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transmigration, community turnover, and gene biomarkers (Pechal et al., 2014b; Metcalf 
et al., 2016; Mesli).  
Bacterial transmigration was described by Melvin et al. (1984) out of murine 
intestines with relation to the species succession and PMI (Melvin et al., 1984). They also 
reported translocated slowed with reduced temperatures with microbes first appearing 
after 2 - 3h after death at 37C and 5 - 6h at 25C. This related to the change of body 
temperature after death to ambient temperature and shows that transmigration rate of 
some species may be affected. Heimesaat et al. (2012) described intestinal transmigration 
in conventional and humanized mice where they found that the surrounding organs 
(spleen, liver, and kidney) were virtually uncolonized at 1h PMI, but reached maximum 
levels after 48-72h (Heimesaat et al., 2012). Surprisingly, they detected cardiac blood to 
be culture positive within 5m postmortem with maximum levels at 72h. The bacteria they 
detected most were lactobacilli, enterococci, clostridia, and Bacteroides spp. Heimesaat 
et al. (2012) was also one of the first groups to describe the modulation of multiple 
aspects of the immune system within 24h following death, an important mechanism for 
transmigration to internal areas of the body where the immune system would normally 
inhibit during host life (Heimesaat et al., 2012). 
 While understanding how individual species transmigrate is important for 
discovering potential PMI estimation targets, it is just as important to understand how the 
entire community reacts and changes with decomposition. This is primarily studied by 
determining the community structure turnover at different postmortem times. These 
turnovers give insight into what organisms are able to thrive and outcompete, giving 
information into potential environmental abiotic factors present based on which 
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organisms able to survive. As discussed is Section 1.2, studies have shown predictable 
changes in the bacterial community structures, and few have even proposed PMI 
estimation models (Damann and Carter, 2013; Pechal et al., 2014b; Johnson et al., 2016; 
Belk et al., 2018). Peachal et al. (2014) was able to construct a model using the indicator 
phyla: Bacteroidetes, Firmicutes, Proteobacteria, and Actinobacteria to accurately 
estimate the physiological time 94.4% of the time (Pechal et al., 2014b). Metcalf et al. 
(2013) was able to predict PMI within 3.30±2.52 days when using both the skin and 
gravesoil microbial communities (Metcalf et al., 2013). In a similar follow-up study, 
Metcalf et al. (2015) estimated PMI within 2-3 days of the correct PMI when 
decomposition had not progressed over 25 days (Metcalf et al., 2016). They saw the most 
accurate models were derived from the samples taken from the cecum and gravesoil. 
When they compared with data to those from a small human study, similar PMI 
estimation results using microbial communities were discovered in two human bodies. 
The PMI estimation error rate using microbial methods was within currently accepted 
entomology error rates and was not affected by the season (Hyde et al., 2017). This is a 
promising step to the use of microbial communities for PMI estimation. 
In order for microbial evidence to have its day in court, it is imperative that 
microbial trends detected across models and geography be validated by multiple, 
independent research groups to ensure confidence in results. Along with validation, 
researchers will need to agree on standardized sampling and analytical methods with 
focus on the same indicator taxa, genes, and/or proteins. Hyde et al. (2017) compared 
bacterial taxa that were found across murine, swine, and human models to determine 
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which taxa have the potential to be biomarkers for PMI estimation (Hyde et al., 
2017)(Table 1.2).  
Table 1.2 Presence of Bacterial Taxa in Three Decomposition Models 



















Family       
Xanthomonadaceae Y, lower Y, higher Y Y Y, lower Y, higher 
Clostridiaceae Y, lower Y, higher Y, lower Y, higher Y, lower Y, higher 
Moraxellaceae N N Y, higher Y, lower Y, lower Y, higher 
Pseudomonadaceae Y, lower Y, higher na na na na 
Sphingomonadaceae Y, lower Y, higher na na na na 
Genus       
Corynebacterium na na na na Y, lower Y, higher 
Clostridium na na Y, lower Y, higher Y, lower Y, higher 
Ignatzschineria N N na na Y, higher Y, lower 
Pseudomonas na na Y, higher Y, lower Y, higher Y, lower 
Reprinted/adapted by permission from John Wiley and Sons: Forensic Microbiology by 
Hyde et al. (2017). 
 
However, it is important to notice that some bacterial taxa determined to be 
potential biomarkers have not been shown in all models, which is lacking in current 
knowledge. Microbial taxa predicted to be biomarkers need to show the same trends in 
each model (i.e.  Clostridiaceae are found at higher abundances during the late stages of 
decomposition) so that it can be accurately studied in nonhuman systems and then 
subsequently applied to human models. Taxa present in all models suggests they play a 
crucial role in the decomposition process and may have a strong enough correlation to 
decomposition time to not be as affected by environmental factors. Current research has 
discovered broad changes in microbial systems that relate to PMI, but there is still much 
work to be done to implement bacterial biomarkers in investigations. Currently, 
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functional gene changes and baseline activity of microbial activities without 
compounding environmental factors is still relatively unknown. These functional changes 
will contribute to understanding how microbes respond to decomposition to assist 
researchers in predicting environmental variability effects and create a database of 
microbial signatures for PMI estimation. Creating a database that contains the microbial 
signatures known for varying environments can only be created as studies including 
environmental factors are performed and related to baseline community activity in a 
laboratory controlled setting.  
1.3.3 Cause of Death Determination 
Postmortem interval estimation is not the only use for microbes in forensic 
science. In fact, one of the earliest uses of microorganisms came from their use in 
determining cause of death in natural, accidental, and criminal cases. Along with 
estimating the time of death, the first objective when a death is discovered is to determine 
the cause and manner of death. When infection is suspected to be the cause, medical 
examiners can order serological or genomic analysis to test for suspected organisms 
(Kellerman et al.). This can be beneficial for determining route of infection internally and 
epidemiological information (i.e. food contamination). If a body is discovered on or near 
water it is either suspected that the individual drowned or the body was disposed of in 
water. Coupled with physiological inspection of the lungs, water microbial communities 
not naturally found in the body found in the lungs from forced inhalation or in the blood 
from diffusion can be indicators of drowning, even differentiating between fresh and salt 
water sources (Ludes et al., 1999; Piette and Els, 2006; Lucci et al., 2008; Lin et al., 
2014; Rutty et al., 2015). 
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1.3.4 Trace Evidence 
Physical evidence that is transferred or deposited across objects by contact is 
considered trace evidence (Moenssens et al., 1973). Trace evidence is important for 
determining if a victim or suspect came in contact with a weapon or were in certain 
locations by detecting evidence such as DNA, hair, and clothing fibers. Current 
knowledge of the human microbiome has shown that humans constantly shed and acquire 
microorganisms from surrounding environments (Proctor and Relman, 2017; Cundell, 
2018). So much so that studies have been able to link individuals to objects and spaces 
based on their microbial similarity.  This finding has increased the interest of 
investigating microbes as a form of trace evidence with a large focus on the built 
environment (Lax et al., 2014; Lax et al., 2015; Lax and Gilbert, 2017; Metcalf et al., 
2017).  
The skin microbiome and built environment (e.g. human made infrastructure) 
interaction is widely studied because of the continual contact and influence between the 
two (Lax and Gilbert, 2017). For instance, the human skin microbiome has been shown to 
be a complex and diverse ecosystem of symbiotic microorganisms including bacteria and 
fungi (Grice and Segre, 2011). The environmental characteristics of the skin vary 
depending on the site of the body; where the skin has a spectrum of degrees of moisture 
and salinity. This abiotic variability leads to specialized bacterial communities to 
establish themselves in different niches on the body with the most preserved sites being 
the ear, nose, and inguinal crease (Grice et al., 2009). While microbial shifts occur 
interpersonally due to external exposure, the variation intrapersonally is far greater 
allowing for individuals to contain unique microbial signatures (Gao et al., 2007; Costello 
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et al., 2009; Bouslimani et al., 2015). The unique microbes deposited into the 
environment (i.e. sitting on a chair) can be mapped back to the original host, but research 
is still being performed on how long signatures remain on various surface materials (Lax 
et al., 2014; Lax et al., 2015; Lax and Gilbert, 2017; Metcalf et al., 2017). 
1.4  Public Health Role of Postmortem Microorganisms 
The postmortem microbiome has proven more useful beyond the traditional 
forensic scope. The postmortem microbiome can be mined for epidemiological and 
public health data to monitor the dispersion of pathogens or genetic material such as 
antibiotic resistance. Currently, microbiological sampling during autopsies are an integral 
part of routine death investigations which aid to determine the cause of death, pathology 
of disease, and surgical treatment success or failure. Along with individual cases, 
autopsies are also beneficial for monitoring the effect of disease outbreaks on public 
health (Costache et al., 2014). Although, with the increase of medical technology, strict 
legislation, population increase, and expanded workload for medical professionals, the 
autopsy rate has drastically declined since 1972 from 19.3% to below 10% currently 
(Hoyert, 2011). This decline is largely due to the increase of antemortem diagnoses by 
means of modern technology as opposed to postmortem autopsy.  However, the 
disagreement rate between these have been shown to be as high as 82%, though this has 
decreased to around 55% in recent years (Hoyert, 2011; Hamza, 2017). Yet, this high rate 
of disagreement shows that, while technology has continuously improved, autopsies 
remain an integral resource in death investigation. In fact, the utility of autopsy could 
continue to expand by serving as a tool to advance population antemortem health 
surveillance. Autopsy provides a unique sampling opportunity by allowing researchers 
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access to internal and external anatomical locations that may not be accessible 
antemortem (i.e. deep organ tissue). One public health issue that has the potential to be 
monitored through postmortem microbial sampling is the dispersion of antibiotic resistant 
bacteria along with their associated genetic determinants.  
1.5  Research Significance and Innovation 
Postmortem microbial function and structure is a diverse, complex system that is 
both unique to the individual and behaves in a predictable manner as the body 
decomposes. It has been shown that microbial communities are stable within the first 48 
hours after death and the subsequent community structure changes have been well 
documented, but the potential uses of the postmortem microbiome are still being 
elucidated (Pechal et al., 2014b; Finley et al., 2015; Hauther et al., 2015; Metcalf et al., 
2017; Pechal et al., 2018).  
Studies and data described in subsequent chapters are significant in that they 
provides an expanded understanding of how the microbial communities alter both 
functionally and structurally in a high controlled model system in response to the 
environmental changes taking place during decomposition, but also how the early 
postmortem microbiome provides a snapshot in to the antemortem microbiome of an 
individual with the potential to aid in public health data collection (Pechal et al., 2018). 
Findings from this work have contributed to the field by identifying functional pathways 
such as amino acid metabolism utilized by bacterial communities as they transition from 
early and to late decomposition environments, potentially leading to the discovery of 
metabolomic biomarkers for PMI estimation. Additionally, findings from this work 
provides strong evidence for the use of the early postmortem microbiome as a proxy for 
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antemortem microbiome research by demonstrating potential pathogens along with their 
antibiotic resistant determinants in an individual that are of grave concern to public health 
as multiple belong to last-resort antibiotics. This has the potential to be used to surveil 
antibiotic resistance determinants in the community through routine autopsy 
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2.1 Abstract 
Microbially-mediated mechanisms of human decomposition begin immediately 
after death, and are a driving force for the conversion of a once living organism to a 
resource of energy and nutrients. Little is known about postmortem microbiology in 
cadavers, particularly the community structure of microflora residing within the cadaver 
and the dynamics of these communities during decomposition. Recent work suggests 
these bacterial communities undergo taxa turnover and shifts in community composition 
throughout the postmortem interval. In this study we describe how the microbiome of a 
living host changes and transmigrates within the body after death thus linking the 
microbiome of a living individual to postmortem microbiome changes. These differences 
in the human postmortem from the antemortem microbiome have demonstrated promise 
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as evidence in death investigations. We investigated the postmortem structure and 
function dynamics of Staphylococcus aureus and Clostridium perfringens after intranasal 
inoculation in the animal model Mus musculus L. (mouse) to identify how transmigration 
of bacterial species can potentially aid in postmortem interval estimations. 
Staphylococcus aureus was tracked using in vivo and in vitro imaging to determine 
colonization routes associated with different physiological events of host decomposition, 
while C. perfringens was tracked using culture-based techniques. Samples were collected 
at discrete time intervals associated with various physiological events and host 
decomposition beginning at 1 hour and ending at 60 days postmortem. Results suggest 
that S. aureus reaches its highest concentration at five to seven days postmortem then 
begins to rapidly decrease and is undetectable by culture on day 30. The ability to track 
these organisms as they move in to once considered sterile spaces may be useful for 
sampling during autopsy to aid in determining postmortem interval range estimations, 
cause of death, and origins associated with the geographic location of human remains 
during death investigations. 
2.2 Introduction 
Identification of a biological indicator that is consistently identified on cadavers 
and exhibits similar postmortem patterns regardless of the death circumstances could be 
crucial in narrowing a postmortem interval (PMI) range estimate.  Only a few studies 
have focused on commensal microbial communities (i.e., located internally and 
externally of a living person) for determining dynamics, such as microbial 
transmigration, under carefully controlled conditions following host death (Melvin et al., 
1984; Schafer, 2000; Janaway et al., 2009; Heimesaat et al., 2012).  Here we present a 
 
25 
controlled study used to determine the bacterial movement of intentionally infected 
model organisms from a specific anatomical location during the progression of host 
decomposition. We co-infected mice nasally with Clostridium perfringens and a 
Staphylococcus aureus strain with constitutively-expressed fluorescent protein. 
Staphylococcus aureus is a facultative anaerobe of the phylum Firmicutes, and is a 
natural commensal of the nares (Wertheim et al., 2005).  Clostridium perfringens is a 
strict anaerobe and normal commensal of the gastrointestinal tract (Nagahama et al., 
2015; Uzal et al., 2015). Both of these bacterial species were previously found associated 
with the decomposition of human surrogates (Melvin et al., 1984; Pechal et al., 2013; 
Pechal et al., 2014b).  We tracked these bacteria using in vivo and in vitro imaging and/or 
culture in order to determine colonization routes associated with bacterial oxygen 
requirements, anatomical location, and different physiological events of host 
decomposition. Additionally, a subset of mice was immediately surface sterilized 
following sacrifice and compared to non-surface sterilized in order to determine the 
influence of external microbiota on colonization. 
2.3 Materials and Methods 
2.3.1 Construction of Staphylococcus aureus KUB7 
To construct a S. aureus strain with constitutively-expressed fluorescent protein, 
the gene encoding a codon-optimized DsRed.T3 (DNT) was amplified by PCR from 
pRFP-F (Table 2.1) (Bose et al., 2013) using primers JBKU13 and JBKU14. This 
construct also contains an optimized ribosome binding site for enhanced expression. The 
resulting PCR product was cloned downstream of the constitutively-expressed PsarAP1 
promoter in pCM29 (Pang et al., 2010) using EcoRI and KpnI, replacing the gfp gene in 
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this plasmid. The resulting plasmid, pJB1005, was digested with PstI and EcoRI and the 
fragment containing the PsarAP1::dsRed construct was ligated into the same sites of 
pJC1112 (Chen et al., 2014), resulting in pJB1008. Next, pJB1008 was transformed into 
strain DC10B to facilitate electroporation. 
Table 2.1 Primers used in this study 
Name Sequence (5’ 3’)a Reference 
JBKU13 ccggtaccTGATTAACTTTATAAGGAGGAAAAACATATGG This study 
JBKU14 ccgaattCATCTGTGGTATGGCGCTAG This study 
JCO717 GTGCTTCACCAGCACCACATGCTG 
(Chen et al., 
2014) 
a lower-case italicized bases are non-homologous nucleotides added for cloning purposes. 
Reprinted/adapted by permission from Elsevier: Forensic Science International by 




Table 2.2 Bacterial strains and plasmids used in this study and associated references 
Bacteria Characteristicsa, b Reference 
E. coli DC10B ΔhsdRMS Δdcm 
(Monk et al., 
2012) 
S. aureus AH1263 CA-MRSA USA300 strain LAC without LAC-p03 
(Boles et al., 
2010) 
S. aureus KUB7 AH1263 with pJB1008 in SaPI1 site This study 
Plasmid   
pCM29 Ampr Chlr Source of PsarAP1 
(Pang et al., 
2010) 
pJB1005 PsarAP1::dsRed in pCM29 This study 
pJB1008 PsarAP1::dsRed in pJC1112 This study 
pJC1112 Eryr SaPI1 integration plasmid 
(Chen et al., 
2014) 
pRFP-F Source of dsRed 
(Bose et al., 
2013) 
pRN7023 Chlr Integration helper plasmid 
(Chen et al., 
2014) 
a dsRed encodes DsRed.T3(DNT) 
b Eryr and Chlr denote erythromycin and chloramphenicol resistance for S. aureus, 
respectively. Ampr identifies ampicillin resistance in E. coli. Reprinted/adapted by 
permission from Elsevier: Forensic Science International by Burcham et al. (2016). 
 
pJB1008 was isolated from DC10B and used for electroporation of AH1263 
containing the integration helper plasmid pRN7023, leading to integration of pJB1008 into 
the SaPI1 site. Integration was confirmed using primers JCO717 and JBKU13. To ensure 
loss of pRN7023, the integrated pJB1008 was transferred into AH1263 using Φ11-
mediated phage transduction as previously described (Krausz and Bose, 2016).  Bacterial 
strains and plasmids used for this study are listed in Table 2.2. 
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2.3.2 Molecular Genetic Techniques 
All manipulations were performed in Escherichia coli DH5α. Escherichia coli 
was grown in LB media supplemented with ampicillin (100 µg mL-1) as necessary. 
Staphylococcus aureus was grown in TSB with erythromycin (5 µg mL-1) or 
chloramphenicol (10 µg mL-1) as needed for selection. Solid media contained 1.5% agar. 
Oligonucleotides were synthesized by Integrated DNA Technologies (Coralville, IA). 
High-fidelity PCR for cloning purposes was performed using KOD DNA Polymerase 
(Novagen, Madison, WI) while chromosome integration confirmation utilized Midas 
Master Mix (Monserate Biotechnology Group, San Diego, CA). PCR was performed on 
an Applied Biosystems GeneAmp 9700 (Life Technologies) and products were purified 
using the DNA Clean and Concentrator-5 kit (Zymo Research, Orange, CA). Plasmids 
were purified with the Wizard Plus SV Minipreps DNA Purification System (Promega 
Corporation, Madison, WI). Restriction endonucleases and T4 DNA Ligase were 
purchased from New England Biolabs (Beverly, MA). All PCR products were sequenced 
by ACGT, Inc (Wheeling, IL) to ensure there were no unintended changes and 
sequencing data was analyzed using Vector NTI (ThermoFisher Scientific). 
2.3.3 Clostridium perfringens Preparation 
Clostridium perfringens type A strain WAL 14572 was obtained from ATCC, and 
maintained anaerobically on reinforced Clostridial medium (Hopkins et al.) agar at 37oC 
prior to infection. Clostridium perfringens was used as a negative control for aerobic 
nasal inoculation as this species is a strict anaerobe. 
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2.3.4 Inoculum Preparation 
Staphylococcus aureus KUB7 was grown in tryptic soy broth (TSB) to an optical 
density (OD600) of 0.5-0.55 while C. perfringens was grown in 100 mL of reinforced 
Clostridial medium (RCM) broth to an OD600 of 0.3-0.35. One milliliter of each culture 
was aliquoted into a total of 64 tubes containing 1 mL of respective bacterial suspension, 
then centrifuged at 12,000G for 10 minutes to pellet the cells. Each inoculum was 
individually plated, then Staphylococcus aureus KUB7 was resuspended in 7 μL of TSB 
and added to C. perfringens resuspended in 7 μL of RCM broth containing 60g/L of 
sucrose. The final inoculum was 2.8x108 CFU/mL and 2.24x107 CFU/mL for S. aureus 
KUB7 and C. perfringens, respectively. 
2.3.5 Animals 
Ninety healthy female, SKH-1 Elite female mice, weighing 16–22 g and of 9-12 
weeks of age, were obtained from Charles River Laboratories and included in 
experiments of nares infection studies. SKH-1 mice are hairless, euthymic and 
immunocompetent. Mice were housed at a constant room temperature (25oC) with a 
natural day/night light cycle (12L:12D) in a conventional animal colony at the 
Mississippi State University Veterinary School. Standard, antibiotic-free laboratory food 
and water was provided ad libitum. Before experiments, mice were adapted to conditions 
for a period of 5 days. Mice were equally divided among three treatment groups: 1) 
Control, uninfected mice; 2) Infected mice without postmortem surface sterilization; and 
3) Infected mice with postmortem surface sterilization. All animal experiments were 
conducted according to Mississippi State University IACUC approved protocol 14-102. 
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2.3.6 Intentional Bacterial Inoculation and Sacrifice 
Mice were sedated with isoflurane and randomly chosen and inoculated nasally 
(allowing the mice to inhale) with the previously described S. aureus KUB7/C. 
perfringens mix (N=60) or were used as control, uninfected mice (N=30). Mice were 
sorted into habitats according to their treatment of being either infected without surface 
sterilization postmortem, infected with surface sterilization postmortem, or an uninfected 
control. Mice were sacrificed 24 hours post infection by cervical dislocation. Thirty of 
the inoculated mice were surface sterilized by submerging the body in a 10% bleach 
solution for 45 seconds while being careful to avoid submerging the ears, mouth, and 
nares. The bleached mice were then immediately rinsed twice with distilled water. The 
remaining 30 inoculated mice were not surface sterilized. All mice were placed 
individually in to a Nalgene bottle top 0.2 μm filter container (Thermo Scientific) sealed 
with Parafilm M and placed in a room of ambient temperature within a bilaminar flow 
hood with continuous airflow. 
2.3.7 Dissection and Organ Harvest 
Three mice per treatment were analyzed per time point (T=1H, 3H, 5H, 24H, 5D, 
7D, 14D, 30D, and 60D postmortem). Mouse skin was swabbed as a composite using a 
sterile cotton swab saturated in nuclease free water and by swabbing both dorsal and 
ventral sides; the swab was immediately swabbed on to a mannitol salt agar (MSA) and 
RCM plate and then transferred into a 2.0 mL screwcap tube to be frozen for future 
companion studies. The initial incision took place vertically from the lower throat to 
above the genitalia using sterile blades for each mouse. The liver, lungs, spleen, heart, 
stomach, one kidney, and a composite of the intestines were extracted using individual, 
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sterile forceps and placed into respective 2.0 mL screwcap tube. Each organ was crushed 
with a sterile cotton swab and swabbed on to a MSA and RCM plate. Afterwards, the 
preservation solution RNAlater® (Ambion) was added to each organ tube. The MSA 
plates were incubated 1-2 days aerobically at 37oC and the RCM plates were incubated 1 
day anaerobically at 37oC. Plates were visualized for signs of growth. 
2.3.8 Plate Analysis 
Isolates from the RCM plates for each organ were counted and recorded. Colony 
counts greater than or equal to 300 colonies on a single plate were recorded as 
“maximum countable colonies”; MSA plates were counted and recorded prior to 
assessment of red fluorescence. The MSA plates containing growth were analyzed for the 
number of red fluorescence colonies compared to the total number of colonies to obtain a 
percent of fluorescent colonies. Fluorescent analysis was performed using an EVOS 
digital inverted microscope (AMG). 
2.3.9 Whole Body Imaging 
Three mice from each treatment were left intact for analysis by whole body 
fluorescent imaging using the iBox Scientia Small Animal Imaging System (UVP) 
throughout the course of the study. Mice were imaged at the same time points (T=1H, 
3H, 5H, 24H, 3D, 5D, 7D, 14D, 30D, and 60D postmortem) using the parameters: 75 tray 
height, 580-630 nm RFP filter, intensity of 5, and a two second exposure. 
2.4  Results 
Whole body fluorescent imaging and culture-based methods of tracking S. aureus 
KUB7 and C. perfringens showed transmigration during murine decomposition. Whole 
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body fluorescent imaging showed S. aureus KUB7 nasal colonization 1H post sacrifice in 
the surface sterilized and non-surface sterilized mice (Figure 2.1A and B).   
 
Figure 2.1 Whole Body Imaging Detecting Staphylococcus aureus KUB7 
Translocation 
Detection in infected, surface sterilized (A), infected, non-surface sterilized (B) and 
uninfected, control mice (C) 1H, 3H, 5H, 24H, 3D, 5D, and 14D post mortem. The 
intensity of fluorescence is based on a scale from blue being the lowest and red being the 
highest. Reprinted/adapted by permission from Elsevier: Forensic Science International 
by Burcham et al. (2016). 
 
Imaging showed evidence of increased S. aureus KUB7 transmigration occurring 
in the non-surface sterilized mice over decomposition time. Staphylococcus aureus 
KUB7 was at the highest detectable concentrations within the nasopharyngeal area 
among surface sterilized mice up to 24H, but was detected throughout the body among 
non-surface sterilized mice during this timeframe. Increased visible evidence of 
transmigration was found from 3D to 14D in both sample sets. Imaging 30D post 
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sacrifice showed elevated autofluorescence of control mice that continued (though with 
decreasing intensity) throughout the remaining time points of the 60D study (data not 
shown).  Autofluorescence was likely due to breakdown of blood over time that became 
detectable within the fluorescence spectra of RFP (T. B. Feldman, 2010).  
Autofluorescence of control mice prevented identification of S. aureus KUB7 among 
treatment groups using whole-body imaging from samples collected 30D and 60D post 
sacrifice (Figure 2.1C). All of the composite fluorescent whole body images can be found 
in the Appendix as Figures B.1 - B.9. 
Staphylococcus aureus KUB7 was isolated from all analyzed organ swabs from 
surface sterilized mice 1H post sacrifice and from all analyzed organ swabs from the non-
surface sterilized mice except for the liver (Figure 2.2). Swabs from liver, stomach, 
intestine, and skin remained positive 3H post sacrifice and up to 14D for both surface and 
non-surface sterilized mice, except for negative intestine samples from surface sterilized 
mice at the 7D time point. Remaining organs showed undulating positivity from 3D to 




Figure 2.2 Mean Percentage of Staphylococcus aureus KUB7 Colonies Isolated from 
Mouse Organs over Time 
Kidney, liver, lung, spleen, heart, stomach, intestines, and skin samples were analyzed for 
S. aureus KUB7 isolated 1H to 60D post sacrifice.  Blue bars represent mean percent of 
fluorescent colonies among organs from non-surface sterilized mice.  Green bars 
represent mean percent of fluorescent colonies among organs from surface sterilized 
mice. Mean represented with +/- Standard Error of the Mean (SEM). Reprinted/adapted 
by permission from Elsevier: Forensic Science International by Burcham et al. (2016). 
 
In comparison to surface sterilized mice, Staphylococcus aureus KUB7 was 
detected in more of the analyzed organs from non-surface sterilized mice from the 3H, 
24H, and 7D time points (6, 7, and 8 positive organs as opposed to 5, 5, and 5 positive 
organs from surface-sterilized mice at the respective time points). Surface sterilized mice 
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had more organs positive than non-surface sterilized mice organs 1H and 5D post 
sacrifice (8 organs versus 7 respectively at both time points).  Both treatment groups 
showed six positive organs 5H, and eight organs 14D post sacrifice.  All analyzed organs, 
however, were negative for 30D and 60D post sacrifice time points (Figure 2.3).  
 
Figure 2.3 Staphylococcus aureus KUB7 Isolation from Mice by Culture 
Isolation from (A) non-surface sterilized mice and (B) surface sterilized mice by culture 
on MSA detected by plate count and fluorescence confirmation using fluorescent 
microscopy. Triplicates were averaged for mean fluorescence associated with each organ 
then compared to the total fluorescence present across all organs at the different 
postmortem times up to 14D. The 30D and 60D time points were not included as S. 
aureus KUB7 was not detected at those time points. Reprinted/adapted by permission 




The inability of C. perfringens WAL 14572 to withstand oxygen exposure was 
confirmed by culturing a 2.8x108 CFU/mL C. perfringens inoculum following aerobic 
exposure. The culture was anaerobically incubated and did not yield colonies.  However, 
growth of anaerobic bacteria including non-specific clostridium was measured on 
reinforced Clostridial medium and showed varying numbers of anaerobic bacteria in 
liver, lung, spleen, heart, and intestine samples from the 1H to 24H time points among 
both treatment groups that reached and remained at maximum countable limits 5D to 
14D. Isolates were also recovered from these samples at 30 and 60D, though differences 
were found in bacterial counts between sampled organs and treatment groups (Figure 
2.4). Kidney samples from both treatment groups showed undulating positivity 
throughout the study where surface sterilized mice kidney samples increased to reach 
maximum countable bacterial numbers at 5D and 7D, but decreased 14D, 30D, and 60D.  
Kidney samples from non-surface sterilized mice increased to reach maximum countable 
bacterial numbers at 7D and 14D, but decreased at 30D and 60D. Anaerobic bacteria 
were differentially isolated from skin samples among treatment groups 1H to 24H post 
sacrifice, but reached maximum countable numbers 5D to 7D, where they subsequently 





Figure 2.4 Mean Isolated Anaerobic Colonies among Organs over Time 
Kidney, liver, lung, spleen, heart, intestine, stomach, and skin swabs from non-surface 
and surface sterilized mice were analyzed by culture on reinforced Clostridial medium 
(RCM) incubated anaerobically.  Blue bars represent samples obtained from non-surface 
sterilized mice and green bars represent samples from surface sterilized mice. Mean 
represented with +/- Standard Error of the Mean (SEM). Colony counts greater than or 
equal to 300 on a single plate were considered to have maximum countable colonies and 
no error bars were expected.  
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2.5 Discussion  
We have expanded current studies of postmortem microbial transmigration by 
providing data of intentionally inoculated bacteria transmigration dynamics following 
host death. Antemortem infection with S. aureus KUB7 and C. perfringens WAL 14572 
allowed controlled and specific tracking of model commensal organisms through the 
nasal tract using in vivo and in vitro imaging and culture methods (Figures 1-4). As 
expected for this study, a strict anaerobe, C. perfringens WAL 14572, was not viable 
following exposure to aerobic conditions.  However, results showed S. aureus KUB7 was 
infected in the nasal tract where transmigration was detected at the earliest time point 
following host death, reaching its highest concentrations by culture on 5D and 7D for 
surface sterilized and non-surface sterilized mice, respectively. Non-surface sterilized 
mice showed a wider distribution of S. aureus KUB7 presence in organs over time both 
from culture and from whole body imaging.  Additionally, S. aureus KUB7 was detected 
during the majority of decomposition among organs, such as the stomach and intestines, 
which are normally heavily colonized in the living host; whereas previously sterile 
organs, such as the kidney, liver, spleen, and heart, showed undulating positivity over 
time.  It is possible that S. aureus KUB7 was ingested soon following infection leading to 
instant colonization; however, it is also possible that antemortem indigenous microbes 
contribute to S. aureus KUB7 colonization postmortem, perhaps through providing 
nutrients or aiding in elimination of toxins resulting from decomposition.  
Kidney, lung, spleen, and heart showed undulating positivity 3D to 7D for both 
infection groups. For instance, S. aureus KUB7 was detected in kidneys 1H post sacrifice 
from both treatment groups, was not detected from kidneys of surface sterilized mice 3H, 
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5H, and 24H post sacrifice, but was detected again 5D through 14D. Heimesaat et al. 
(2012) showed similar findings from their intestinal transmigration study (Heimesaat et 
al., 2012).  Their data showed the total bacterial load in the small intestines increased 12 
and 24H post sacrifice due to high levels of enterobacteria and lactobacilli.  They noticed 
a decline in total bacterial load 15 and 30 minutes postmortem due to significant 
decreases in enterobacteria, enterococci, bifidobacteria, and Clostridium spp. with a 
subsequent increase in the bacterial groups reaching maximum levels at the end of the 
study (Heimesaat et al., 2012). The authors speculated that the undulating pattern might 
be associated with physiological changes in the intestinal intraluminal milieu during 
temporal decomposition stages (Heimesaat et al., 2012). The authors also found intestinal 
tissue destruction characterized by an increase in apoptotic cells and neutrophils within 
3H postmortem, with T- and B-lymphocytes and regulatory T-cells decreasing between 3 
and 12H postmortem that could compromise the replication of the intestinal bacteria at 
specific time points. Though more data needs to be gathered, our data support initial 
interpretations of Heimesaat et al. (2012) (Heimesaat et al., 2012). All cadavers were 
held at constant temperature, however body temperature and decomposition stages were 
evident at discrete time points potentially explaining some of the observed patterns of 
bacterial culture and transmigration to specific organs. 
Anaerobic organisms, while not obligate anaerobes, were isolated at every time 
point, and increased in concentration over time, especially for organs considered to be 
sterile antemortem, such as the kidney, liver, and spleen, and also for skin.  However, 
there was a decrease in these organisms by the end of the study. Replicate variability was 
observed in some of the sample from both treatment groups, possibly a reflection of the 
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sample size (N=3) in each group.  Additionally, specific anaerobic species were not 
identified here that could influence successional colonization events over time.  
Furthermore, our results mirror those found from other animal surrogate studies that 
showed a shift from aerobic to anaerobic microbial taxa through progressive successional 
decomposition stages (Melvin et al., 1984; Metcalf et al., 2013; Pechal et al., 2013; 
Pechal et al., 2014b). Studies are currently underway using molecular methods to 
quantify microbial response from intentionally infected bacteria and identify associated 
microbial consortia from anaerobic organs following host decomposition in order to 
identify significant differences between anatomical locations and oxygen conditions, 
which may be used as reliable indicators for time since death. 
As cadavers decompose, the environment inside the body undergoes rapid 
changes such as oxygen availability, pH, and nutrient availability (Janaway et al., 2009; 
Metcalf et al., 2013). It is known that microbial communities that were a part of the 
normal bacterial flora of the once living host play a significant role in decomposition, and 
that these communities are highly dynamic (G. Payen, 1988; Janaway et al., 2009; Pechal 
et al., 2014b). These communities thrive in a living host by utilizing the nutrients and 
surface areas provided by the host, and are usually kept to a specific niche by the living 
host’s immune system. Following host death, the body becomes a large nutrient source 
and niche for specific microbial communities that begin to transmigrate to previously 
sterile locations in the body due to the gradual loss of a functional immune system that 
can no longer travel throughout the body by blood circulation (Janaway et al., 2009). 
Changes in this environment, such as oxygen availability, and increased toxicity also 
likely select for microbial species that can survive the shifting environment by regulating 
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their gene expression and products to accommodate their survival needs as their 
environment changes. Bacteria respond to stress and dynamic environmental conditions 
by modulating gene expression that controls the cell’s structure and function, (Cotter and 
Hill, 2003; Ron, 2009), and an extreme stress will force some microbes to dormancy or 
death (Schimel et al., 2007). Competition and dispersal among microbial communities 
also occurs when resources become limited (Boor, 2006; Cornforth and Foster, 2013). 
This ecosystem shift causes community instability until dominant organisms outcompete 
those that are less tolerant or resilient (Cornforth and Foster, 2013). It is likely that S. 
aureus KUB7 modulated gene expression to adapt to physiological changes associated 
with each anatomical location.  Additionally, other members of the microbial consortium 
likely contributed to presence or absence of S. aureus both temporally and spatially.  
In addition to the data presented in this study, we are currently using additional 
molecular methods, data not presented, to survey the entire microbial consortium 
associated with each organ in order to obtain information on interacting microbial taxa 
during dispersal associated with physiological conditions of decomposition events. A 
comprehensive understanding of the impact of anatomical location on microbial 
transmigration and subsequent microbial mechanisms of host decomposition is key in 
determining colonization routes correlating to the changes in decomposition process 
across the postmortem interval. Identifying consistent postmortem temporal shifts of a 
biological indicator, such as a microbial taxon or community transmigration, may prove 
to be useful in future forensic applications by providing more specific PMI range 
estimates. These data are an additional step to identify postmortem microbial movement 
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or metabolic signatures for applications in the potential use to improve quantifiable, 
precise measurements of PMI estimates in forensic science. 
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3.1 Abstract 
Decomposing remains are a nutrient-rich ecosystem undergoing constant change 
due to cell breakdown and abiotic fluxes, such as pH level and oxygen availability. These 
environmental fluxes act as a constant pressure on bacterial communities who respond in 
a predictive manner associated with the time since death, or the postmortem interval. 
Profiles of microbial taxonomic turnover and transmigration are currently being studied 
in decomposition ecology, and in the field of forensic microbiology as indicators of the 
postmortem interval. We monitored bacterial community structural and functional 
changes taking place during decomposition of the intestines, bone marrow, lungs, and 
heart in a highly controlled murine model. We found that organs presumed to be sterile 
during life are colonized by Clostridium during later decomposition as the fluids from 
internal organs begin to emulsify within the body cavity. During this colonization, gene 
expression changes in different metabolism biomarkers correlated with certain genera to 
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be predominate and thrive, then once nutrients became sparse, the transcripts associated 
with stress response and dormancy increased. We found our model strengthens known 
bacterial taxonomic succession data after host death, along with providing one of the first 
metatranscriptomics analysis of these communities, showing metabolic changes may be 
similarity predictive as genera turnover in decomposition ecology.  
3.2 Introduction  
Decomposing remains are a continuously shifting ecological system leading to 
changes in nutrient availability and microhabitat conditions, thus yielding a microbial 
consortium under constant selective pressures (Carter et al., 2007; Janaway et al., 2009; 
Hyde et al., 2013; Metcalf et al., 2016). Microorganisms associated with vertebrate 
remains are ubiquitous and were either part of the existing microflora during life or 
deposited on a body from the environment, invertebrate or vertebrate scavengers of the 
necrobiome (Benbow et al., 2018; Pechal et al., 2018). Vertebrate decomposition begins 
immediately after death and as tissue begins to breakdown during autolysis, an efflux of 
cellular components and nutrients occurs which is used by microbial, predominately 
bacterial, communities (Janaway et al., 2009; Hyde et al., 2013; Crippen et al., 2015). 
Bacterial communities begin to exponentially proliferate, transmigrate, and create 
specialized proteins that digest host tissues during putrefaction. These metabolic changes 
drive the transformation of the environmental decomposing landscape through the release 
of waste products, nutrient depletion, oxygen availability, and pH cycles. In turn, 
bacterial communities involved in the decomposition process are highly dynamic and 
constantly competing for survival, nutrient acquisition and habitat space. 
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Bacterial community succession occurs in a predictive manner associated with the 
time since death, or postmortem interval (PMI) (Finley et al., 2015; Hauther et al., 2015; 
Burcham et al., 2016). This discovery has led to extensive research of bacterial 
communities associated with remains for understanding intrinsic microbial ecology of 
decomposition, and more recently, to aid in biomarker discovery for forensic PMI 
estimation (Pechal et al., 2014b; Javan et al., 2016b; Metcalf et al., 2016). Postmortem 
interval estimation supports forensic investigations by providing a window of time when 
death occurred to help support or refute eyewitness accounts regarding events leading up 
to death. These community analyses have now been widely performed on animal models 
targeting the bacterial 16S gene for taxonomic community profiling and predictive 
function in an attempt to discover PMI associated biomarkers (Damann and Carter, 2013; 
Metcalf et al., 2013; Pechal et al., 2014b; Metcalf et al., 2016). Although research is also 
conducted on human remains, animal models provide investigators the ability for robust 
sample sizes in order to create statistically powerful studies, and control of habitat 
conditions, such as with insect colonization, temperature, etc. (Finley et al., 2015; Hyde 
et al., 2017; Pechal et al., 2018). In a study using terrestrial swine models, microbial 
diversity decreased as decomposition progressed with Proteobacteria being the dominant 
phylum in early stages, while Firmicutes dominated late stages. In those studies, 
Clostridiaceae was one of the most dominant families towards the end of decomposition 
(Pechal et al., 2014b). Additionally in terrestrial murine models, during bloat stage the 
abdominal cavity has increased relative abundances of anaerobic gut microbiota, 
Lactobacillaceae and Bacteroidaceae, but transitions to oxygen-tolerant (i.e. 
Enterobacteriaceae) bacteria following burst (Metcalf et al., 2013; Metcalf et al., 2016). 
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Overall, animal models have shown similarities to microbial succession discovered in 
human remains such as the transition from aerobic to anaerobic bacteria, prevalence of 
Clostridium in late stages, and bacterial community differences based on body location 
(Hyde et al., 2013; Finley et al., 2015; Hauther et al., 2015). These data are promising for 
the use of animal decomposition models as surrogates for microbial involvement within 
human remains, and for measuring correlates of microbial structure and function during 
decomposition.  
While recognizing the broad trends in microbial contributions to decomposition is 
important for narrowing research foci, it is imperative that we study microbial 
interactions at a finer resolution with reference baseline activity, if specific, usable 
biomarkers are going to be detected. This fine resolution along with baseline data 
approach is important for teasing apart bacterial taxonomic and functional succession 
variability in the decomposition process, which may affect potential microbial biomarker 
discovery. This approach raises the call for highly controlled studies with the ability to 
focus on the microbial interactions solely associated with the host so that a host baseline 
can be established and built upon with other variables (i.e. climate, soil, and scavengers) 
and external environmental microbial communities. 
Our study aims to continue development of the host postmortem microbial 
structural and functional baseline using a highly controlled laboratory setting, without the 
introduction of external environmental factors. We have established a murine model 
containing a normal, healthy murine microflora within an immunocompetent host, with 
the introduction of two species from the normal living flora known to be contributors to 
human decomposition processes (Staphylococcus aureus and Clostridium perfringens). 
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These two species have shown to colonize living humans, albeit in separate niches, and 
have been shown to transmigrate and produce enzymes that break down tissues during 
decomposition (Kellerman et al., 1976; Melvin et al., 1984; Tuomisto et al., 2013; 
Burcham et al., 2016). In the first part of our study we introduced chromosomally labeled 
red fluorescent S. aureus and untagged C. perfringens to the nasal pharynx and upper 
respiratory tract of mice by inhalation. This location was selected as it is a natural 
colonization site for S. aureus in humans and C. perfringens should not thrive in these 
oxygen rich environments, serving as a colonization negative control. A natural murine 
microbiota allowed for community structural and functional changes to be assessed 
through next-generation sequencing. We monitored bacterial community changes taking 
place during early, middle and late decomposition in the bone marrow, lungs, and heart, 
and intestines composite. These organs were selected because the intestines are widely 
used for postmortem microbiome studies, the lungs are the colonization site following 
inhalation, and bone marrow and heart are presumed to be sterile during life (Metcalf et 
al., 2013; Hauther et al., 2015). Our rationale for studying the transmigration via 
inhalation to numerous organs that have pre-existing microbiota or are presumed sterile 
was to establish transmigration patterns at distinct times after death in a way that is 
forensically and medically relevant. 
3.3 Materials and Methods 
3.3.1 S. aureus/C. perfringens Preparation and Murine Inoculation 
Detailed description on the construction of Staphylococcus aureus KUB7 and 
Clostridium perfringens inoculums along with the murine inoculation, sacrifice, and 
organ harvest can be found in Burcham et al. 2016 (Burcham et al., 2016). An 
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experimental procedure flow chart is detailed in Figure 3.1. Briefly, S. aureus KUB7 is a 
constructed strain that constitutively expresses a red fluorescent protein. C. perfringens 
type A strain WAL 14572 was obtained from ATCC.  S. aureus KUB7 and C. 
perfringens were grown to exponential phase in 100 mL tryptic soy broth (TSB) or 
reinforced Clostridial medium (RCM), respectively. Sixty-four 1 mL cultures obtained 
from the original culture were pelleted and S. aureus KUB7 was resuspended in 7 μL 
TSB while C. perfringens was resuspended in 7 μL of RCM supplemented with 60g/L 
sucrose. The resuspensions were combined and used for nasal inoculation through 
inhalation in 42 isoflurane sedated SKH-1 female mice (N=42) obtained from Charles 
Rivers Laboratories with 21 mice not being inoculated as controls (N=21) for a total of 
90 mice (N=63). The final inoculum was 2.8 x 108 CFU/mL and 2.24 x 107 CFU/mL for 
S. aureus KUB7 and C. perfringens, respectively. All animal experiments were 




Figure 3.1 Mouse Study 2015 Experimental Flow Chart 
A visual representation of the experimental design and downstream analyses. Mouse 
groups are represented as SSC = surface sterilized, colonized; NSSC = non-surface 
sterilized, colonized; and CON = control. 
 
3.3.2 Murine Sacrifice, Controlled Decomposition, and Organ Harvest 
Twenty-four hours after inoculation, all mice were sacrificed by cervical 
dislocation, as previously described (Burcham et al., 2016). Twenty-one of the 42 
inoculated mice were randomly chosen to be surface sterilized to disrupt the skin 
microbial communities. The surface sterilized mice were submerged in a 10% bleach 
solution for 45 seconds avoided sterilization of the mouth, nares, and ears to prevent the 
bleach solution from entering the body. The bleach solution was rinsed twice 
successively with distilled water. All 63 mice were individually placed in a Nalgene 
bottle top 0.2 μm filter container (Thermo Scientific) and sealed with Parafilm M to 
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prevent environmental microbial and insect contamination. Mouse carcasses were 
allowed to naturally decompose within a bilaminar flow hood at ambient room 
temperature for up to 30 days during July 2015 in Starkville, Mississippi, USA.  
Three mice per treatment (control, inoculated, and inoculated with surface 
sterilization) were analyzed per time point (T = 1h, 3h, 5h, 24h, 7d, 14d, and 30d 
postmortem). All tissue harvesting, and subsequent analyses were performed in a 
bilaminar flow hood under BSL2 and sterile conditions.  A sterile scalpel blade was used 
to cut through the right hind leg and femur. The separated leg was used to obtain bone 
marrow from the femur using a sterile syringe containing nuclease free water. A second 
sterile scalpel blade was used to dissect each mouse from the ventral side to remove the 
lungs, heart, and composite of the intestines using sterile forceps, individual for each 
organ. The bone marrow solution and each organ were transferred to individual 2.0 mL 
screw cap tubes. Each organ was crushed with a sterile cotton swab excluding the bone 
marrow solution. All organ swabs were swabbed on specialized agar plates for plate 
count determination discussed in Burcham et al. 2016 (Burcham et al., 2016). 
Afterwards, RNAlater® (Ambion) was added to each tube and the samples were stored in 
-20°C until nucleic acid extraction. Due to the variation of decomposition across 
individuals, some organs were no longer discernable in the later stages of decomposition 
and composite samples of the organ location were collected. Decomposition stages 




Figure 3.2 Mouse Decomposition Stages 
Images of mice before dissection and organ harvest for their selected postmortem times 
to represent the decomposition stages present at each timepoint 
 
3.3.3 Nucleic Acid Extraction and Purification 
The following postmortem timepoints were chosen for sequencing to focus on the 
early decomposition processes: 1h, 3h, 5h, 24h, and 7d. Therefore, to obtain both RNA 
and DNA from these samples, the dual extraction method using the TRIzol™ Reagent 
(Thermo Fisher) standard issued protocol was performed on the preserved samples after 
being spun down and RNAlater® removed. Briefly, 100 mg of tissue or the pelleted bone 
marrow was added to 1 mL of TRIzol™ Reagent and a mix of 0.1/0.5 mm glass beads. 
The samples were homogenized in a bead beater with phase separation following 
chloroform addition.  RNA was precipitated with isopropanol, washed with 75% ethanol, 
and resuspended in 50 μL of nuclease free water, and incubated at 60°C for 15 minutes. 
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The samples were purified using the PowerClean® Pro RNA Clean-Up Kit (Qiagen), 
quantified fluorometrically using a Qubit 2.0™ (Invitrogen), and then stored at -80°C. 
DNA was extracted during the TRIzol™ Reagent protocol as described above. DNA 
within the sample interphase was precipitated with ethanol, washed with 0.1 M sodium 
citrate in 10% ethanol, washed with 75% ethanol, and resuspended in 0.6 mL of 8 mM 
NaOH. The samples were purified using a PowerClean® Pro DNA Clean-Up Kit 
(Qiagen). All samples were quantified fluorometrically using a Qubit 2.0™ (Invitrogen) 
and stored at -20°C. The non-sequenced timepoints (T = 14d and 30d) had DNA 
extracted using a modified protocol of that discussed in (Williamson et al., 2014).   
3.3.4 S. aureus KUB7 Quantitative PCR Analysis 
Transmigration of S. aureus KUB7 through body tissues as decomposition 
progressed was tracked at all postmortem times (1h, 3h, 5h, 24h, 7d, 14d, and 30d) using 
qPCR by amplifying the red fluorescent protein gene incorporated in the genome of S. 
aureus KUB7. A 25 μL reaction was created using 3 μL template, 12.5μL 
SsoAdvanced™ Universal Probes Supermix (Bio-Rad), 1 μL forward primer (5’-
TTGAAGGTGAAGGTGAAGGA-3’), 1 μL reverse primer (5’-
TGCAAATGGTAATGGACCAC-3’), 2.5 μL FAM probe (5’-
6FAMTGGAAGGTACACAAACAGCAAAAMGBNFQ-3’), and 5 μL nuclease free 
water. The reaction was amplified using a Bio-Rad C1000 Touch™ thermal cycler and 
measured with a Bio-Rad CFX96™ real-time system with the following cycling 
conditions: 95°C for 10 minutes and (95°C for 15 seconds, 56°C for 30 seconds) x 40 
cycles. Each sample was ran in duplicate to obtain an average CQ value and copies/run, 
which was extrapolated to obtain the mean genomic units of KUB7 per sample. The R 
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statistical package was used to remove outliers in each organ as determined by Cook’s 
distance (Team, 2013). The mean genomic units were log transformed, the mean log 
genomic units (logGU) ± standard error of the mean for each postmortem time for each 
organ were calculated. Wilcoxon rank sum significance testing between (non-)surface 
sterilization did not show a difference between treatments (intestines: p = 0.79, bone 
marrow: p = 0.56, heart: p = 0.16, lungs: p = 0.84). Therefore, both treatments were 
combined and treated as the same for further testing. Significant differences between 
postmortem times were tested using a Kruskal-Wallis rank sum test for each organ. 
Significance was based on a p < 0.05. 
3.3.5 Metagenomic/Metatranscriptomic Library Preparation 
The following postmortem timepoints were chosen for sequencing to focus on the 
early decomposition processes: 1h, 3h, 5h, 24h, and 7d. Total DNA libraries were created 
using the NEBNext® Ultra™ DNA Library Prep Kit and NEBNext® Multiplex Oligos 
(Dual Index Primers) for Illumina® (New England BioLabs) protocols on all samples. 
Total RNA libraries were created using the NEBNext® Ultra™ RNA Library Prep Kit 
and NEBNext® Multiplex Oligos (Dual Index Primers) for Illumina® (New England 
BioLabs) protocols for use with purified mRNA or rRNA depleted RNA on the non-
surface sterilized and control samples excluding the lungs since they did not sequence 
well for metagenomic analysis. These protocols were chosen to maintain rRNA and 
mRNA within the RNA sample in order to preserve 16S rRNA genes and mRNA for both 
structural and differential transcript expression analysis.  DNA samples were used for 
metagenomics community analysis. 
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3.3.6 Whole Metagenome/Metatranscriptome Shotgun Sequencing and Processing 
High-throughput whole metagenome and metatranscriptome sequencing was 
performed by St. Jude Children’s Research Hospital on a Illumina HiSeq2000 with 2 X 
100bp PE (paired end) read lengths. Sequences were initially trimmed by the sequencing 
facility using TrimGlare v0.4.2 (Krueger, 2015), but a more stringent quality trimming 
was also performed using Trimmomatic v0.33 (Bolger et al., 2014). Metagenome 
sequences were trimmed to remove nucleotides in a four position sliding window with an 
average phred33 score less than 28, and read lengths less than 36bp. The trimmed 
metagenomic sequences were then used for bacterial community analysis. 
Metatranscriptome sequences were input in the SAMSA2 pipeline (Westreich et al., 
2018). SAMSA2 was used to merge the paired-end sequences with PEAR v0.9.10 (Zhang 
et al., 2014), and then trimmed in a four position sliding window with an average phred33 
score less than 20, and read lengths less than 99bp with Trimmomatic v0.3 (Bolger et al., 
2014). SortMeRNA v2.1 was used to remove bacteria/archaea 16S/23S rRNA genes and 
eukaryotic 18S/28S/5S/5.8S rRNA genes based on the documentation recommended 
SILVA and Rfam databases (Kopylova et al., 2012; Quast et al., 2013; Yilmaz et al., 




Table 3.1 Mouse Study 2015 Sample Metadata 







MG01 C N N 1H BM 519 10642207 0 
MG02 C N N 1H HT 141 9424377 0 
MG03 C N N 1H INT 6869462 11198249 5 
MG04 C N N 1H LU 246592 NA 0 
MG05 NS Y N 1H BM 12541054 6174552 4 
MG06 NS Y N 1H HT 4069 4370991 0 
MG07 NS Y N 1H INT 13588235 9345718 9 
MG08 NS Y N 1H LU 7921779 NA 0 
MG09 S Y Y 1H BM 12371788 NA 2 
MG10 S Y Y 1H HT 114640 NA 0 
MG11 S Y Y 1H INT 23356918 NA 14 
MG12 S Y Y 1H LU 5764224 NA 0 
MG13 C N N 3H BM 3085317 6966014 0 
MG14 C N N 3H HT 68 6198445 0 
MG15 C N N 3H INT 1519870 10537046 3 
MG16 C N N 3H LU 552826 NA 0 
MG17 NS Y N 3H BM 9372874 6585375 2 
MG18 NS Y N 3H HT 11238 8625237 0 
MG19 NS Y N 3H INT 3748353 9724755 6 
MG20 NS Y N 3H LU 16267397 NA 0 
MG21 S Y Y 3H BM 12034029 NA 0 
MG22 S Y Y 3H HT 10885 NA 0 
MG23 S Y Y 3H INT 3403829 NA 3 
MG24 S Y Y 3H LU 13384061 NA 0 
MG25 C N N 5H BM 2082085 6939217 0 
MG26 C N N 5H HT 671145 7417681 0 
MG27 C N N 5H INT 12924794 9505797 6 
MG28 C N N 5H LU 667927 NA 0 
MG29 NS Y N 5H BM 14411164 6502696 3 
MG30 NS Y N 5H HT 1353231 6454480 1 
MG31 NS Y N 5H INT 4597616 5133461 7 
MG32 NS Y N 5H LU 12237082 NA 0 
MG33 S Y Y 5H BM 12515225 NA 0 
MG34 S Y Y 5H HT 14546830 NA 12 
MG35 S Y Y 5H INT 17560686 NA 10 
MG36 S Y Y 5H LU 20161875 NA 1 
MG37 C N N 24H BM 5704975 3622308 0 
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Table 3.1 (continued) 
MG38 C N N 24H HT 1583416 3309305 0 
MG39 C N N 24H INT 9105711 5814593 2 
MG40 C N N 24H LU 654955 NA 0 
MG41 NS Y N 24H BM 5137625 1608180 0 
MG42 NS Y N 24H HT 5126506 5397803 0 
MG43 NS Y N 24H INT 6336406 771048 3 
MG44 NS Y N 24H LU 11441973 NA 0 
MG45 S Y Y 24H BM 13481461 NA 0 
MG46 S Y Y 24H HT 4407690 NA 0 
MG47 S Y Y 24H INT 34742830 NA 4 
MG48 S Y Y 24H LU 20444728 NA 0 
MG49 C N N 7D BM 59584111 778479 2 
MG50 C N N 7D HT 7277358 3818602 3 
MG51 C N N 7D INT 142284 2124152 3 
MG52 C N N 7D LU 16679 NA 0 
MG53 NS Y N 7D BM 63145271 537412 2 
MG54 NS Y N 7D HT 10769919 3795345 1 
MG55 NS Y N 7D INT 6286983 5305095 10 
MG56 NS Y N 7D LU 11484731 NA 0 
MG57 S Y Y 7D BM 16535712 NA 1 
MG58 S Y Y 7D HT 9303940 NA 1 
MG59 S Y Y 7D INT 27283847 NA 21 
MG60 S Y Y 7D LU 13993375 NA 3 
Table demonstrates the sample identification with their treatment (C = Control, NS = 
Non-surface Sterilized, S = Sterilized), if they were colonized (Y = Yes, N = No), if they 
were sterilized (Y = Yes, N = No), their PMI (1 Hour, 3 Hour, 5 Hour, 24 Hour, 7 Day), 
the organ the sample was obtained from (BM = Bone Marrow, HT = Heart, INT = 
Intestines, LU = Lungs), the average number of DNA reads between paired-end reads, the 
number of RNA reads after paired-end merging, and the genera richness. Read counts are 
after quality control 
 
3.3.7 Metagenomic Bacterial Community Analysis 
Relative abundance of the bacterial genera present in each metagenomic sample 
was determined using MetaPhlAn2 (Truong et al., 2015). MetaPhlAn2 uses roughly one 
million clade specific markers from over 7 500 species to characterize the microbial 
taxonomic profiles. Genera that constituted less than 3% of sample were grouped as rare 
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taxa to reduce sampling noise, but were not grouped as rare taxa for community metrics. 
The relative abundances were used to determine the log genera richness, Shannon 
diversity indices, and Bray-Curtis and binary Jaccard distance indices using the R 
statistical package vegan v2.5-1 (Oksanen et al., 2018). The metadata factors 
(colonization, sterilization, organ, and postmortem time) were used in a type-II 
MANOVA additive model to test for differences in log genera richness, Shannon 
diversity indices and Pielou’s evenness using the R statistical package car v3.0-0 (Fox 
and Weisbert, 2011). The Bray-Curtis and binary Jaccard indices were tested against the 
metadata factors in a type-II permutational MANOVA additive model using the R 
statistical package RVAideMemoire v0.9-69-3 (Herve, 2018). Determination of the 
distance-based redundancy analysis (dbRDA) explanatory variables (metadata factors) 
was performed using forward selection with both distance indices after the recommended 
“method 1” transformation by (Legendre and Anderson, 1999). The determined 
explanatory variables were used to create dbRDA ordination plots with both distance 
indices and the explanatory variables as interactions. The genera driving the ordination 
distances were determined with permutation environmental fit by their p-value and R2. 
The dbRDA and environmental fit analyses were performed using the R statistical 
package vegan v2.5-1 (Oksanen et al., 2018). Significance was established as p < 0.05. 
3.3.8 Transcript Annotation and Differential Expression Analysis 
Ribosomal RNA depleted RNA transcripts were used in the SAMSA2 pipeline 
(Westreich et al., 2018). The reads were annotated using the DIAMOND sequence 
aligner to a database created from the March 2018 NCBI nr-protein database (Buchfink et 
al., 2015). The best protein hit for each read in the sample was aggregated for differential 
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expression analysis using the R statistical packages edgeR v3.22.1 and DESeq2 v1.20.0 
(Robinson et al., 2010; McCarthy et al., 2012; Love et al., 2014). Treatments were not 
differentiated, as community analysis showed no difference between colonization nor 
surface sterilization. In edgeR, the counts per million were computed and transcripts that 
were not present more than 1 CPM in at least 2 samples were removed to reduce noise. In 
DESeq2, transcripts that were not present in at least 2 samples with counts above 1 were 
removed. Normalization by library size was performed based on each packages’ 
recommended method. EdgeR dispersion estimations were determined individually per 
organ with bone marrow using bin-spline, heart using power, and intestines using spline. 
DESeq2 dispersions were estimated based on the default settings from the DESeq 
command. All models were created with no y-intercept and the postmortem timepoint 
groups as the variable for each organ. EdgeR models were negative binomial generalized 
log-linear models (GLM) with quasi-likelihood and DESeq2 models were negative 
binomial GLMs with likelihood ratio tests between the full and reduced model without 
timepoints. For both methods, differential expression was tested to contrast the timepoint 
groups (early v. middle, middle v. late, early v. late) for each organ and significantly 
differentially expressed transcripts were identified based on a Benjamini-Hochberg 
corrected p-value < 0.10 above 1 log2-fold-change threshold. Only transcripts determined 
to be significant by both methods were considered truly significantly expressed, to reduce 
procedural bias. Transcripts were annotated into pathways based on the KEGG and 




3.4.1 S. aureus KUB7 Quantitative PCR 
The S. aureus KUB7 mean log genomic units (logGU ± SE) in the lungs 
decreased from 6.91±2.32 logGU to 4.21±2.74 logGU then to 0±0 logGU from 1 to 3 
then 5h after death, respectively. After 5h, the mean logGU increased from 0±0 logGU to 
3.95±1.90 logGU after 24h, 18.97±2.69 logGU after 7d, and reached its maximum 
concentration (19.09±6.77 logGU) after 14d. Finally, the mean logGU decreased to levels 
similar to early timepoints of 6.75±2.17 logGU at 30d postmortem (Figure 3.3A). 
Overall, the lungs began with S. aureus KUB7 present then diminished within 5h 
postmortem. Afterwards, S. aureus KUB7 increased rapidly until returning to low levels 
after 14d postmortem.  
The S. aureus KUB7 mean logGU ± SE in the intestines stayed relatively 
consistent the first three timepoints (T = 1h, 3h, and 5h) with logGU of 11.33±0.95, 
13.90±0.58, and 12.40±0.87, respectively. A decrease occurred at 24h to 7.57±3.40 
logGU. The logGU increased to its maximum concentration after 7d to 18.08±2.0 logGU. 
S. aureus KUB7 detection decreased to below starting levels after 14d (4.85±1.57 
logGU) to the minimum (2.86±1.81 logGU) after 30d postmortem time (Figure 3.3B). 
Overall, S. aureus KUB7 concentrations in the intestines during early postmortem times 
were relatively stable until exponential growth after 7d, but then immediately began to 
decrease to levels below initial sampling. 
S. aureus KUB7 detection in the heart remained at zero until 7d postmortem 
(11.72±2.64 logGU) and increased to its maximum (18.49±7.25 logGU) after 14d. After 
30d, detection decreased to levels near zero (3.07±3.07 logGU) (Figure 3.3C). Overall, 
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the heart did not appear to be colonized, based on qPCR detection, by S. aureus KUB7 
until 7d postmortem, but once established, grew substantially until decreasing back to 
almost undetectable levels by 30d postmortem.  
S. aureus KUB7 detection in the bone marrow started at 6.08±3.13 logGU and 
decreased to 0±0 logGU after 3 hours. Detection increased to 1.88±1.88 logGU after 5 
hours to 4.17±2.64 logGU after 24 hours and then to the maximum of 8.18±3.71 logGU 
at 7 days. Detection decreased to 4.35±3.27 logGU after 14 days then to 0±0 logGU by 
30 days postmortem (Figure 3.3D). Surprisingly, S. aureus KUB7 was detected almost 
immediately in the bone marrow after death, but then quickly decreased after 3h until 
steadily increasing to its highest concentration after 7d, then dissipating.  
When testing for a significance difference between postmortem times in each 
organ using Kruskal-Wallis rank sum test based on logGU we were able to reject the null 
hypothesis that the mean logGU of all timepoints are equal in the lungs (χ2= 19.71, df = 
6, p = 0.003), intestines (χ2= 23.94, df = 6, p = 0.0005), and heart (χ2= 25.28, df = 6, p = 
0.0003). We were not able to reject the null hypothesis for the bone marrow samples. The 
qPCR results for the rest of the organs not targeted for this study can be found in the 




Figure 3.3 S. aureus KUB7 Detection with qPCR in Organs as Decomposition 
Progresses 
The log genomic units are plotted on the y-axis and postmortem time on the x-axis. Each 
circle represents a sample and the line represents the mean (±SE) log genomic units of S. 
aureus KUB7 during decomposition in the A. lungs, B. intestines, C. heart, and D. bone 
marrow. 
 
3.4.2 Metagenomic Bacterial Genera Relative Abundance 
Twenty-six unique genera were detected across the 60 samples for a total of 144 
detections (min = 0, max = 21, mean = 2.4, SD = 4.08). Thirty-one samples did not match 
classified bacteria. These samples were pre-dominantly associated with early-middle 
(≤24h) postmortem times in the lungs, bone marrow, and heart. In the lungs, only two 
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samples provided community profiles (Figure 3.4A). Sample MG36 contained 100% 
Lactobacillus at 5H and sample MG60 was made up of approximately 44% and 55% 
Clostridium and Staphylococcus, respectively. As expected, the intestines provided the 
most robust abundance community profiles (Figure 3.4B). Early (≤5h) postmortem times 
in the intestines showed dominating bacterial genera consisting of Parabacteroides (μ = 
47.0%), Mucispirillium (μ = 29.6%), and Lactobacillus (μ = 14.4%). At 24h, there was a 
decrease of relative abundance in Parabacteroides (μ = 10.5%), disappearance of 
Mucispirillium and increase of Lactobacillus (μ = 86.3%). At 7d, Lactobacillus (μ = 
30.6%) had decreased, allowing for the increase of Anaerostipes (μ = 28.6%), 
Clostridium (μ = 16.1%), and Enterococcus (μ = 13.3%). Bacterial genera within the 
heart were only detected at 5h and 7d (Figure 3.4C). At 5h, sample MG30 showed 100% 
Escherichia, while MG34 showed a diverse community with the highest percentage of 
genera detected being Candidatus Arthromitus (31.7%), Parabacteroides (24%), 
Anaerostipes (19.3%), and Dorea (10.7%). At 7d, the highest percentage of genera 
detected was Clostridium (μ = 72.1%), with Lactobacillus (μ = 15.5%) and 
Peptostreptococcaceae spp. (μ = 12.4%) being detected in one sample. In the bone 
marrow, 4 out of 9 samples in early (≤24h) postmortem times provided detected genera 
(Figure 3.4D). The early time group genera detected were Propionibacteriaceae spp. (μ = 
10.6%), Staphylococcus (μ = 9.1%), Propionibacterium (μ = 8.8%), Enterococcus (μ = 
8.3%), and Pseudomonas (μ = 7.1%). At 7d, similar to heart sequences, Clostridium 
dominated the samples (μ = 84.0%), with Peptostreptococcaceae spp. (μ = 11.7%) and 




Figure 3.4 Bacterial Genera Relative Abundance in Samples at Postmortem Times 
The bacteria genera detected in A. lungs, B. intestines, C. heart, and D. bone marrow 
samples are represented by their relative percent abundance on the x-axis with the sample 
on the y-axis. The samples are labeled by postmortem timepoint group with the color bars 
(green = early (1h, 3h, 5h), purple = middle (24h), and yellow = late (7d)). Genera that 
constituted less than 3% of sample were grouped as rare taxa to reduce sampling noise. 
Relative abundances were determined using MetaPhlAn v2.0.  
 
3.4.3 Metagenomic Bacterial Community Analyses 
Type-II MANOVA additive model testing for log genera richness only showed a 
significant difference among organs (SS = 8.05, df = 2, F = 9.28, p = 0.002) with pairwise 
analysis determining differences between intestines-bone marrow (p = 0.01) and 
intestines-heart (p = 0.02). Type-II MANOVA additive model testing Shannon diversity 
indices only showed a significant difference among organs (SS = 1.71, df = 2, F = 4.07, p 
= 0.04) with pairwise analysis determining no significant pairs. Type-II MANOVA 
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additive model testing squared Simpson’s diversity indices showed no difference. The 
type-II permutational MANOVA additive model for Bray-Curtis distance showed a 
difference between organs (SS = 1.74, mean sq. = 0.87, df = 2, F = 4.68, p = 0.001) and 
postmortem times (SS = 2.81, mean sq. = 0.70, df = 4, F = 3.79, p = 0.001). The type-II 
permutational MANOVA additive model for binary Jaccard distance showed a difference 
among organs (SS = 1.83, mean sq. = 0.92, df = 2, F = 4.19, p = 0.001) and postmortem 
times (SS = 2.2, mean sq. = 0.55, df = 4, F = 2.51, p = 0.001). 
The forward selection model for all metadata factors using dbRDA ordination on 
Bray-Curtis distances determined the explanatory variables to be PMI (R2 = 0.18, df = 4, 
AIC = 69.90, F = 2.45, p = 0.002) and organ (R2 = 0.32, df = 2, AIC = 66.32, F = 3.24, p 
= 0.002). These explanatory variables were treated as interactions to create the Bray-
Curtis dbRDA ordination (Figure 3.5A). The environmental fit of the organ (R2 = 0.48, p 
= 0.001) and PMI (R2 = 0.46, p = 0.003) variables were significant with improved fits. 
Seven genera were identified to be structuring the ordination by environmental fit (Figure 
3.5A). The forward selection model for all metadata factors using dbRDA ordination on 
Jaccard distances determined the explanatory variables to be PMI (R2 = 0.21, df = 4, AIC 
= 62.18, F = 2.76, p = 0.002) and organ (R2 = 0.35, df = 2, AIC = 58.43, F = 3.33, p = 
0.002). These explanatory variables were treated as interactions to create the Jaccard 
dbRDA ordination (Figure 3.5B). The environmental fit of the organ (R2 = 0.32, p = 
0.001) and PMI (R2 = 0.54, p = 0.001) variables were significant with the organ fit 
decreasing slightly and PMI fit improving. Six genera were determined to be driving the 




Figure 3.5 Distance-based RDA Plots of the Mouse Organ Microbiome over the 
Postmortem Interval 
Distance-based RDA plots were created for both A. Bray-Curtis and B. Jaccard distances. 
Colors represent the postmortem intervals and shapes represent the organ from where the 
sample was obtained. Linear vectors were determined by genera with a significant 





3.4.4 Differential Expression 
The edgeR mean transcript library sizes after filtering for the intestines was 
24,055 (min = 10,549; max = 38,257; SD = 8,702.23), the heart was 116,150 (min = 
52,102; max = 191,191; SD = 47,094.28), and the bone marrow was 22,882 (min = 
17,500; max = 84,116; SD = 25,909.62). The DESeq2 mean transcript library sizes after 
filtering for the intestines was 17,899 (min = 9,570; max = 26,012; SD = 4,920.05), the 
heart was 110,393 (min = 50,531; max = 185,198; SD = 46,014.13), and the bone marrow 
was 34,932 (min = 14,795; max = 79,693; SD = 24,868.38). Significantly differentially 
expressed transcripts for each method were determined, but only transcripts that were 
reported as significant by both edgeR and DESeq2 were considered significant to reduce 
program bias (Table 3.2). The intestines contained no significantly down-regulated or up-
regulated transcripts. 
In total, the heart contained 58 significantly down-regulated transcripts, and 8,305 
significant up-regulated transcripts. Out of the significant transcripts in the heart, 25 of 
the 58 down-regulated transcripts and 753 of the 8,305 up-regulated transcripts were 
annotated as hypothetical or ribosomal proteins. In total, the bone marrow contained, 734 
significantly down-regulated transcripts, and 22 significant up-regulated transcripts. Out 
of the significant transcripts in the bone marrow, 422 of the 734 down-regulated 
transcripts and 12 of the 22 up-regulated transcripts were annotated as hypothetical or 
ribosomal proteins. A difference was detected in the heart and bone marrow between the 
early v. late and middle v. late group comparisons, while no difference occurred between 
the early and middle timepoint groups. In the heart, the pathway regulations were nearly 
identical with the majority of the pathways detected being up-regulated (N = 7,552) 
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(Figure 3.6A). Metabolic pathways were the most up-regulated with other notable 
pathways detected in abundance being stress response, sporulation, cell motility, and 
membrane transport. Few transcripts were significantly down-regulated (N = 33), but the 
most abundantly down-regulated were associated with metabolism (N = 15). 
  In the bone marrow, the majority of the significant transcripts occurred from a 
comparison of the early and late timepoint groups and most pathways were down-
regulated (N = 312) (Figure 3.6B). Energy and carbohydrate metabolism were the most 
detected down-regulated pathways with other notable pathways being transport and 
catabolism, stress response, and cell motility. Few transcripts were significantly up-
regulated (N = 10), though the most abundant pathway was sporulation (N = 3). A 
complete list of the individual significant transcripts with their logFC, FDR, NCBI nr 
protein annotation, and pathway annotation can be found in the Jordan Lab external hard 














DESeq2 EdgeR DESeq2 EdgeR DESeq2 EdgeR 
Intestines 
Early v. Middle 0(0) 0(0) 26563 26500 0(0) 2(0) 
Middle v. Late 0(0) 0(0) 26563 26501 0(0) 1(0) 
Early v. Late 0(0) 439(0) 26563 26055 0(0) 8(0) 
Heart 
Early v. Middle 86(0) 1(0) 27968 24623 52(0) 1(0) 
Middle v. Late 6024(3774) 6358(3774) 27968 17740 41(14) 527(14) 
Early v. Late 6023(3778) 8919(3778) 27968 13613 44(19) 2093(19) 
Bone 
Marrow 
Early v. Middle 1(0) 0(0) 14329 10416 687(0) 0(0) 
Middle v. Late 36(3) 17(3) 10278 14326 483(44) 121(44) 
Early v. Late 16(7) 1022(7) 8632 14689 704(268) 762(268) 
Time comparisons are separated by their postmortem time groups: early (1h, 3h, 5h), 
middle (24h), and late (7d). The number of significant transcripts from each analysis 






Figure 3.6 Heatmaps of the Significant Pathway Regulation during Timepoint Group 
Comparisons  
Heatmaps for A. Heart and B. Bone marrow representing the transcript count of each 
pathway annotated from the significant transcripts of each comparison by color. Pathway 
is included on the x-axis and timepoint group (EvL = early v. late, MvL = middle v. late) 
on the y-axis. Down-regulated transcripts were considered negatives and up-regulated 
transcripts were considered positives. Pathways that were not detected in a comparison 





The microbial changes that take place during decomposition have been long 
studied with the intent to describe patterns that are consistent, reproducible and precise 
for forensic evidence. Our data have shown that individual bacterial strains can be 
tracked as they migrate across organs in the body and behave in a similar manner across 
different locations for when they reached maximum abundance and subsequently began 
to decline. Staphylococcus aureus KUB7 introduction and surface-sterilization did not 
significantly alter detection of transmigration, nor of the bacterial communities. It is 
possible the introduction of S. aureus KUB7, while detectable through sensitive DNA 
techniques, was not at a concentration to alter the existing community structure. This 
result suggests that future transmigration studies could be performed using appropriate 
organisms and concentrations without concern for disrupting the natural microbiota. The 
lack of significant alteration by surface-sterilization suggests that while external 
microbiota play a large role in skin decomposition, the breakdown of internal tissues 
relies predominately on internal microbes. If this were not the case, it would be expected 
that surface-sterilization would alter each organ’s microbial communities as 
decomposition progressed. These results are useful for future studies that may aim to 
investigate transmigration and source tracking of specific internal microbes in relation to 
PMI. 
 Our transmigration tracking of inhaled S. aureus KUB7 showed similar 
overarching trends in the body as a whole, but with slight differences depending upon the 
organ (Figure 3.3). In the lungs (Figure 3.3A) and the heart (Figure 3.3C) S. aureus 
KUB7 reached its highest count at 14d, while in the intestines (Figure 3.3B) and the bone 
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marrow (Figure 3.3D) the highest count was reached at 7d. We expected the lungs and 
the intestines to contain S. aureus KUB7 immediately after death as these sites were most 
likely to be colonized following inhalation, and sometimes leading to intake of S. aureus 
KUB7 down the esophagus. The decrease of S. aureus KUB7 in the lungs immediately 
following death could be attributed to competition with other microbial species or lack of 
oxygen as blood flow and breathing ceased since S. aureus KUB7 is a facultative 
anaerobe. S. aureus KUB7 prefers and grows faster in the presence of oxygen, but the 
lack of oxygen does not stop growth and in fact only slows the process. This may account 
for the decrease immediately following death, as metabolism shifted and a lag of growth 
occurs. The spike of growth from 7 - 14d is likely due to the reintroduction of oxygen, 
being accustomed to an anaerobic environment, or increase of nutrients present after 
tissue breakdown. The same reasoning can be used to explain the trend found in the 
intestines as the growth spike occurs at the same time, but the absence of a dip 
immediately following death may be attributed to the fact that the environment in the 
intestines is already anaerobic and a drastic shift in oxygen availability didn’t occur 
coupled with the fact the S. aureus KUB7 present had likely already adjusted to this 
environment during living colonization.  Furthermore, the presence of non-circulating, 
active but decreasing host apoptotic cells and neutrophils between early and late 
timepoints could also potentially account for fluctuations in S. aureus KUB7 
concentrations (Heimesaat et al., 2012). All organs returned to bacterial levels either 
similar to or below 1h postmortem levels by the end of seven days. 
 The bone marrow and heart trends are interesting as they do not represent 
locations where colonization should have occurred from initial host inhalation, and in fact 
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should represent sterile locations during life that are colonized through transmigration 
after death. Interestingly, S. aureus KUB7 was detected within the first hour in the bone 
marrow, possibly resulting from rapid transmigration or an artifact from the skin when 
the femur was cut. If rapid transmigration occurred, then S. aureus KUB7 was not able to 
thrive in the early bone marrow environment leading to the immediate decrease at 3h. 
However, transmigration began slowly around 5h until reaching its highest concentration 
after 7d. The heart had no detection of S. aureus KUB7 until 7d postmortem and reached 
maximum detected abundance at 14d. Suggesting S. aureus KUB7 migrated to the heart 
sometime after 24h, though it is not clear exactly when it occurred. The 14d peak may be 
due to the lag in time between transmigration and heart colonization, as the organ is 
presumed sterile during host life. The decline seen at the later timepoints are likely due to 
nutrient limitations or toxicity. However, determining the window where migration into 
the heart can be pinpointed may serve as a useful biological marker for narrowed PMI 
estimation ranges.  
 Bacterial community and differential expression analyses aimed to 1) strengthen 
existing knowledge of community shifts in vertebrate intestines, 2) provide data towards 
community shifts in underexplored organs, and 3) investigate the cellular processes and 
metabolic changes taking place from early to late decomposition. Our data suggests 
genera richness and Shannon diversity indices vary by organ. Bray-Curtis and Jaccard 
indices were affected by both organs and postmortem time. This is not surprising as the 
intestines are a natural location of high levels of microbial diversity compared to other 
organs, and as decomposition occurs these less diverse organs begin to increase in 
diversity as transmigrations occurs due to the increase of nutrients and lack of immune 
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system (Pechal et al., 2014b; Guo et al., 2016). These microbial shift trends have been 
shown in both animal and human models (Heimesaat et al., 2012; Hyde et al., 2013). We 
found that Bray-Curtis dissimilarity index ordination fit the community profile and 
genera environmental fit better than Jaccard (Figure 3.5). Jaccard indices treat data as 
presence-absence, while Bray-Curtis indices accounts for genera richness, which is 
needed when comparing organs and postmortem times that have been previously shown 
to vary drastically in their diversity and richness. 
We detected distinct microbial changes in the community structure, which 
corroborate shifts seen in other studies (Metcalf et al., 2013; Tuomisto et al., 2013; 
Pechal et al., 2014b; Hauther et al., 2015). In particular, the ratio decreased of 
Parabacteriodes and increase of Lactobacillus in the first 24h followed by the increased 
ratio of Enterococcus and Clostridium in late stages is a common postmortem trend 
(Figure 3.4B).  The Bray-Curtis ordination (Figure 3.5A) similarly shows the transition of 
the intestinal community from Parabacteriodes to Clostridium. However, we did not 
detect any significantly differential expressed transcripts within the timepoint group 
comparisons for the intestine microbial communities (Table 3.2). The cellular pathways 
needed to survive in the intestines may be relatively consistent during the first 7d, but 
then community turnover in the intestines may be attributed to factors involved in 
abilities to use alternate sources to maintain existing pathways, outcompete for nutrients, 
or replicate faster.  
 Due to poor sequence coverage or bacterial abundance lower than the needed 
threshold for quality sequencing, only two lung samples (MG36 & MG60) and two heart 
samples (MG30 & MG34) from the first 24h could be classified for structure profiles 
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(Figure 3.4A; Figure 3.4C). The two 5h cardiac samples were drastically different 
because MG30 only has a single genus detected (Escherichia), while MG34 and 
contained 6 genera that were not considered rare taxa. The 7d heart samples were mostly 
predominated by Clostridium with one sample containing Lactobacillus and 
Peptostreptococcaceae; all of which are common Gram positive gut bacteria associated 
with decomposition (Pechal et al., 2014b; Javan et al., 2017). The heart contained the 
most differentially expressed transcripts (Table 3.2). Over 99% of the transcripts were 
up-regulated from ≤24h to 7d postmortem. This activity is likely due to the influx of 
microorganisms from transmigration leading to an increase usage of motility and 
metabolism pathways to use nutrients in the new environment (Figure 3.6A) as some 
organisms, such as some species of Clostridium, are motile and replicate extremely fast. 
These organisms could also have migrated to the heart between 24h and 7d, leading to 
nutrient depletion after 7d with an increased stress response and sporulation to prepare 
for dormancy.  
The bone marrow had bacterial classifications in 5 samples ≤24h postmortem 
(Figure 3.4D). The majority of these early-detected genera are associated with the skin 
microbiome. Since early timepoints contained multiple genera associated with the skin 
microbiome, it is likely early bone marrow samples obtained these genera during 
dissection, but it cannot be fully ruled out that early transmigration took place. As with 
the heart, the bone marrow 7d samples were dominated by Clostridium. However, 
opposed to the heart, the bone marrow’s differentially expressed transcripts were 
predominately down-regulated (312 of 322 classified genes) (Table 3.2). These down-
regulated transcripts were primary attributed to energy metabolism, carbohydrate 
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metabolism, and transport and catabolism (Figure 3.6B). The early bone marrow genera 
can survive in oxygenated environments (i.e. Propionibacterium) so that anaerobic shifts 
would cause oxidative energy metabolism pathways to be down-regulated as they switch 
to the preferred anaerobic energy metabolism pathways. Additionally, these profiles 
could result from late-arriving genera (i.e. Clostridium) having to use carbohydrates not 
available in the early stages of decomposition, and obtaining energy anaerobically as the 
oxygen availability shifted from aerobic to anaerobic. 
We also detected up-regulation of sporulation in marrow samples during late 
decomposition, suggesting a need to prepare for dormancy, similar to the heart 
community. The Bray-Curtis ordination (Figure 3.5A) separated the early bone marrow 
samples from the rest of the organs due to the early classification of potential skin 
microbes, but showed similarities in bone marrow and heart microbial communities. A 
homogenization of microbial communities (Clostridium begins to dominate) probably 
occurs as organ communities become more similar due to the decomposition process. 
However, a similar trend was not clearly visualized by the Jaccard ordination (Figure 
3.5B), as early bone marrow and late intestines were similar in Jaccard distance though 
not reflected in the detected microbial communities from each organ at those times. 
These conflicting data reflect an important point of consideration when dealing with 
different organ ecosystems using a presence-absence model, as opposed to taking in 
account the genera richness. This suggests comparing ecosystems suspected to vary in 
microbial abundance and diversity should be compared using methods that take into 
account richness, to not overinflate rare taxa (Lozupone et al., 2007). 
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We have also shown community structure results in our system that correlates 
with results that have been shown in work by other researchers using animal and human 
models in multiple geographic locations (Pechal et al., 2014b; Guo et al., 2016; Metcalf 
et al., 2016; Javan et al., 2017). This corroboration by multiple, independent sources is a 
critical step for future implementation of microbiological assessment to the postmortem 
interval in forensic cases (Burcham et al., 2016). Lastly, we have performed one of the 
first studies including bacterial metatranscriptomic analyses as decomposition occurs. 
The functions of these communities are imperative to understand as we explore in-depth 
analysis of transmigration for understanding microbial reaction to the changing 
environments within the once living host. We have provided a broad overview of the 
metabolic and stress response changes taking place during decomposition, along with the 
individual transcript fold changes, so that future research can narrow its scope to clusters 
of genes, along with associated community composition, with potential for biomarkers to 
aid in PMI determination.  
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4.1 Abstract 
Providing accurate windows that narrow estimation of the time since death, or 
postmortem interval, is an integral part of death investigations. Multiple methods have 
been proposed to achieve this, and recently the discovery of bacterial community 
turnover during decomposition has shown itself to have predictable patterns that may 
prove useful to forensic research. In this study, we demonstrate the use of total RNA 
from the internal postmortem microbiome as a method to obtain both community 
structure and functional data from the same sample to be able to correlate the bacteria 
present with their biological functions. We found that known antemortem colonized sites 
and presumed sterile sites are unique in their colonization patterns. We also provide one 
of the first analyses into the functional pathways used by bacterial communities 
colonizing the heart during the decomposing as a first step to discovering postmortem 




One of the most important issues facing the legal system is the development of a 
defendable, unbiased, and reproducible process to accurately determine time of death, or 
postmortem interval (PMI). These data are critical for determining if a death is within the 
bounds of medicolegal relevance. This determination, however, is often challenging, as 
interpretation of data relevant to the case might be subject to confounding factors that 
could bias or distort PMI estimates (Knight, 1997; Janaway et al., 2009; Carter et al., 
2010; Pechal et al., 2014a; Carter et al., 2015). Investigation begins with body 
examination and evidence collection at the scene and proceeds through history, physical 
examination, laboratory tests, and diagnosis that should be handled in a scientifically 
defensible manner by personnel with medical training, knowledge, and objectivity. Such 
evidence in court is key to convict the guilty, protect the innocent, and unlock 
circumstances surrounding the death and/or crime so that justice may be upheld. 
However, steps within this process are time consuming, many times inconsistent between 
investigators, and costly. Therefore, there is a forensically relevant need to implement 
successful methodologies resulting in data that yield accurate results regardless of 
potential confounders, and that would improve investigative accuracy and speed, while 
also potentially reducing costs.  
The use of microorganisms in forensic science is a relatively new field. 
Application of microbes as evidence is now viewed as a next frontier in forensic science 
with potential to provide objective, reproducible evidence of cause, time, and manner of 
death for adjudication by the criminal justice system. Furthermore, the use of innovative 
approaches to analyze microbes at the genome, transcript, and protein level has exciting 
 
79 
potential for accuracy and consistency in data analysis of microbial samples. Research 
has shown applicable microbial community contributions to trace evidence, biocrimes, 
and manner of death (Harmsen and Karch, 2004; Lax et al., 2014; Meadow et al., 2014; 
Tridico et al., 2014; Lax et al., 2015; Burcham et al., 2016; Leake et al., 2016; Luongo et 
al., 2017). Additionally, a literature review revealed a number of studies detailing 
predictable microbial successional patterns associated with stages of human 
decomposition (Dickson et al., 2011; Metcalf et al., 2013; Pechal et al., 2014b; Cobaugh 
et al., 2015; Hauther et al., 2015).   
The majority of these studies have included both animal and human models with 
exposure to the outside environment including natural shifts of multiple biotic and abiotic 
factors; important since forensic investigations rarely encounter bodies discovered in 
sterile, controlled environments. Although, it is known that changes in environmental 
factors can have drastic effects on the progress of decomposition, and with multiple 
factors providing this pressure, it may be difficult to determine which factor has what 
effect. For this reason, we created a controlled model system to determine the baseline 
decomposition community turnover solely taking place in and on the body. This baseline 
model allows researchers to build upon the model with environmental factors so that 
researchers and investigators can work in unison to create a database of models that 
account for varying conditions in which a body can be discovered.  
We have established a murine model containing a normal, healthy murine 
microflora within an immunocompetent host, and introduction of two known contributors 
to the human decomposition process (Staphylococcus aureus and Clostridium 
perfringens) (Kellerman et al., 1976; Melvin et al., 1984; Tuomisto et al., 2013). These 
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two bacterial species have found in mice and shown to colonize living humans, albeit in 
separate niches, and have been shown to transmigrate and produce enzymes that break 
down tissues during decomposition.  We describe here where we infected these mice 
orally with chromosomally tagged red fluorescent S. aureus and untagged C. perfringens.   
We sequenced total RNA from multiple organs to monitor both the microbial community 
and functional changes from a single sample.  We show that both microbial mRNA and 
rRNA can be successfully extracted and separated computationally to allow for both 
structural and functional analyses that are comparable to performing individual 
sequencing. Further, we have performed one of the first metatranscriptomic studies on the 
internal bacterial communities detecting true functional microbial genes during 
decomposition. This technique will also aid to further microbial biomarker discovery 
utilizing both taxa and their related functional genes during decomposition in a more 
economic manner. 
4.3 Materials and Methods 
4.3.1 S. aureus KUB7/C. perfringens+pZMB2 Creation 
Detailed description on the construction of Staphylococcus aureus KUB7 can be 
found in Burcham et al. 2016, and an experimental procedure flow chart is included as 
Figure 4.1 (Burcham et al., 2016). S. aureus KUB7 is a constructed strain that 
constitutively expresses a red fluorescent protein. C. perfringens type A strain WAL 
14572 was obtained from ATCC. The vector pGLOW-C-Bs2 which contains the 
evoglow-Bs2 cyan fluorescent gene was obtained from Jena Bioscience. To create a 
constitutively expressed vector, C. perfringens DNA was extracted using a modified 
protocol of that discussed in Williamson et al. 2014 (Williamson et al., 2014). The per-
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fdx promoter was amplified out and EcoR1 and Sac1 restriction sites were added at the 5’ 
of the forward and reverse strands, respectively, using the following PCR parameters: 
3m-95°C, (30s-95°C, 30s-58°C, 30s-72°C)x39, 5m-72°C.  
 
Figure 4.1 Mouse Study 2017 Experimental Flow Chart 
A visual representation of the experimental design and downstream analyses. Mouse 
groups are represented as SSI = surface sterilized, colonized; NSSI = non-surface 
sterilized, colonized; and CON = control. 
 
 
The promoter is a ferredoxin gene based promoter primer sequences were 
obtained from Takamizawa et al. 2004 (forward: (5’-
CG[GAATTC]TAGGCTAAATATGCTTAAAAGAG-3’) and reverse: (5’-
GG[GAGCTC]ATATTTATATTATCATATTTTTGCTAA-3’)) (Takamizawa et al., 
2004). The promoter amplicon was confirmed on a 7.5% polyacrylamide gel. Both the 
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amplicon and pGLOW-Bs2 were sequentially digested with EcoR1 then Sac1, then the 
digested amplicon and vector were ligated using T4 DNA ligase. Digestion and ligation 
were performed with New England BioLabs® (NEB®) enzymes following stand 
manufacture protocol. The newly created vector was chemically transformed using 
NEB® 5-alpha Competent Escherichia coli (High Efficiency) following manufacture 
protocol. Transformants were confirmed with colony PCR using per-fdx promoter 
detection and stored at -80°C. The pGLOW-Bs2-fdx vector was isolated using the 
QIAGEN® Plasmid DNA Maxiprep kit. We had difficulty transforming pGLOW-Bs2-
fdx into C. perfringens; therefore, we amplified the per-fdx promoter and CFP gene out 
of the vector and added a Xho1 cut site on the 5’ forward with the primers (forward: (5’-
GC[CTCGAG]TACGAATTCTAGGCTAAAT-3’) and reverse: (5’-
GCAGGTCGACTCTAGAGGATCCTTA-3’)). The amplified product and new vector 
pJIR750 obtained from ATCC were double digested with EcoR1-HF and Xba1, and 
completed digests were ligated together using T4 DNA ligase. A Kpn1 digest was 
performed on the ligation to vector kill any plasmids that did not obtain the PCR product 
since insertion of the product interrupts the Kpn1 cut site only non-ligated vectors will 
contain the cut site. Afterwards, the newly created vector (pZMB2) was cleaned using the 
QIAGEN® DNeasy PowerClean Pro CleanUp kit and resuspended in 30 μL nuclease-
free water. Electroporation was performed using 1 μL vector and 25 μL NEB® 5-alpha 
Electrocompetent E. coli in 1 mM cuvette on the Bio-Rad Gene Pulser Xcell™ preset 
protocol. Transformants were confirmed with colony PCR using per-fdx promoter 
detection and stored at -80°C. Electrocompetent C. perfringens was created by growing 5 
mL anaerobically overnight in LB. The next day, the overnight culture was added to 50 
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mL fresh LB and incubated at 37°C for 2.5h. The culture was spun down at 12,000G for 
10m at 4°C, washed with 5 mL of SMP buffer, spun down, resuspended in 1 mL SMP 
buffer, aliquoted into 100 μL tubes, and stored at -80°C. C. perfringens electroporation 
was set-up using 1 μG pZMB2 and 50 μL of electrocompetent C. perfringens in a 1 mM 
cuvette in a Bio-Rad Gene Pulser Xcell™ using the settings: 625V, 25 μF, and 200Ω. 
The sample was immediately transferred to 1 mL of 37°C SOC medium and let recover 
anaerobically for 3 hours at 37°C. Afterwards, 100 μL was plated on LB supplemented 
with Chloramphenicol (20 μG/mL) and left to incubate overnight anaerobically at 37°C. 
Transformants were confirmed for pZMB2 using colony PCR and positive samples were 
stored at -80°C. 
4.3.2 Inoculum Preparation and Murine Inoculation 
S. aureus KUB7 and C.perfrigens+pZMB2 were grown overnight in 3 mL LB 
aerobically and anaerobically, respectively. The next morning, each 3 mL overnight 
culture was added to fresh 100 mL LB. S. aureus KUB7 was grown aerobically to OD600 
of 0.5 and C. perfringens+pZMB2 was grown anaerobically to OD600 of 0.35. S. aureus 
KUB7 and C.perfrigens+pZMB2 were aliquoted to 64 1 mL microcentrifuge tubes and 
pelleted to remove supernatant. The S. aureus KUB7 pellet was resuspended in 100 μL 
PBS then the resuspension was used to resuspend C.perfrigens+pZMB2 to create a single 
co-inoculum. The inoculum was brought up to 600 μL with PBS. The inoculum CFU/mL 
count was calculated and the inoculum was diluted to obtain counts in colonization range. 
The final inoculums contained 1.1x109 CFU/mL S. aureus KUB7 and 2.49x108 CFU/mL 
C.perfrigens+pZMB2. Thirty isoflurane sedated SKH-1 female mice (N=30) obtained 
from Charles Rivers Laboratories were given 100 μL of the co-inoculum through oral 
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gavage and 15 mice were given 100 μL PBS with as controls (N=15) for a total of 45 
mice (N=45). Mice were housed based on their randomly chosen postmortem timepoint 
for dissection with no more than 5 mice per housing. All animal experiments were 
conducted in July 2017 according to Mississippi State University IACUC approved 
protocol 14–102.  
4.3.3 Murine Sacrifice, Controlled Decomposition, and Organ Harvest 
Twenty-four hours after inoculation, all mice were sacrificed by cervical 
dislocation, as previously described (Burcham et al., 2016). Fifteen of the 30 inoculated 
mice were randomly chosen to be surface sterilized to disrupt the skin microbial 
communities. The surface sterilized mice were submerged in a 10% bleach solution for 
45 seconds avoided sterilization of the mouth, nares, and ears to prevent the bleach 
solution from entering the body. The bleach solution was rinsed with distilled water 
twice. All 45 mice were individually placed in a Nalgene bottle top 0.2 μM filter 
container (Thermo Scientific) and sealed with Parafilm M to prevent environmental 
microbial and insect contamination. Mouse carcasses were allowed to naturally 
decompose within a bilaminar flow hood at ambient room temperature for up to 170 
hours (approx. 7 days) in July 2017 in Starkville, Mississippi, USA. 
Three mice per treatment (control, inoculated, and inoculated with surface 
sterilization, N = 9 total) were analyzed per time point (T = 3h, 9h, 26h, 74h, and 170h 
postmortem). All tissue harvesting, and subsequent analyses were performed in a 
bilaminar flow hood under BSL2 and sterile conditions, as previously described 
(Burcham et al., 2016).  A sterile scalpel blade was used to cut through the right hind leg 
and femur. The separated leg was used to obtain bone marrow from the femur using a 
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sterile syringe containing nuclease free water. A second sterile scalpel blade was used to 
dissect each mouse from the ventral side to remove the stomach, heart, and composite of 
the intestines using sterile forceps, individual for each organ. The bone marrow solution 
and each organ were transferred to individual 2.0 mL screw cap tubes. Each organ was 
crushed with a sterile cotton swab excluding the bone marrow solution. Afterwards, 
RNAlater® (Ambion) was added to each tube and the samples were stored in -20°C until 
nucleic acid extraction. Nine mice were used for fluorescent whole body imaging, but did 
not provide useable results. These images can be found in the Appendix as Figures B.11 - 
B.19. 
4.3.4 Total RNA Extraction and Purification 
Total RNA extraction using the TRIzol™ Reagent (Thermo Fisher) with standard 
issued protocol was performed on the preserved samples after being spun down and the 
RNAlater® removed. Briefly, 100 mg of tissue or the pelleted bone marrow was added to 
1 mL of TRIzol™ Reagent and a mix of 0.1/0.5 mm glass beads. The samples were 
homogenized in a bead beater with phase separation following chloroform addition.  
RNA was precipitated with isopropanol, washed with 75% ethanol, and resuspended in 
50 μl of nuclease free water, and incubated at 60°C for 15 minutes. The samples were 
purified using the PowerClean® Pro RNA Clean-Up Kit (Qiagen), quantified 
fluorometrically using a Qubit 2.0™ (Invitrogen), and then stored at -80°C. Study target 
and non-target organs were tested for S. aureus KUB7 and C. perfringens+pZMB2 using 
qPCR and the results are presented in the Appendix as Figures B.20 - B.23.  
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4.3.5 Total RNA Library Preparation, Shotgun Sequencing, and Processing 
Total RNA libraries were created using the NEBNext® Ultra™ RNA Library 
Prep Kit and NEBNext® Multiplex Oligos (Dual Index Primers) for Illumina® (New 
England BioLabs) protocols for use with purified mRNA or rRNA depleted RNA on the 
surface-sterilized and control samples. These protocols were chosen to maintain rRNA 
and mRNA within the RNA sample in order to preserve 16S rRNA transcripts and 
mRNA transcripts for both structural and differential transcript expression analysis. 
High-throughput total RNA sequencing was performed by St. Jude Children’s Research 
Hospital on an Illumina HiSeq2000 with 2 X 100bp PE (paired end) read lengths. 
Sequences were initially trimmed by the sequencing facility using TrimGlare v0.4.2, but 
a more stringent quality trimming was also performed using Trimmomatic v0.33 (Bolger 
et al., 2014; Krueger, 2015). Sequences were input in the SAMSA2 pipeline (Westreich 
et al., 2018). SAMSA2 was used to merge the paired-end sequences with PEAR v0.9.10 
and then trimmed in a four position sliding window with an average phred33 score less 
than 20, and read lengths less than 99bp with Trimmomatic v0.36 (Bolger et al., 2014; 
Zhang et al., 2014). SortMeRNA v2.1 was used to extract bacteria 16S rRNA transcripts 
and limit archaea 16S/23S rRNA transcripts and eukaryotic 18S/28S/5S/5.8S rRNA 
transcripts based on the documentation recommended SILVA and Rfam databases 
(Kopylova et al., 2012; Quast et al., 2013; Yilmaz et al., 2014; Kalvari et al., 2018). The 
remaining 16S rRNA transcripts were used for community structure analyses and the 
rRNA depleted RNA was used for differential expression analyses. Sample identifiers 



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.3.6 16S rRNA Community Analysis 
Community structure was determined using QIIME 2 2018.4 (https://qiime2.org) 
(Caporaso et al., 2010). The reads were truncated to a maximum length of 180 bp and 
denoised to remove sequencing errors and chimeras with DADA2 (Callahan et al., 2016). 
To generate a phylogenetic tree for diversity analyses, we first performed a multiple 
sequence alignment using MAFFT then mask the alignment to remove highly variable 
regions (Stackebrandt and Goodfellow, 1991; Katoh and Standley, 2013). An unrooted 
tree was created from the masked alignment with FastTree 2 (Price et al., 2010). We 
applied midpoint rooting at the midpoint of the longest tip-to-tip distance. Taxonomic 
identification was performed using VSEARCH consensus taxonomy classifier using the 
SILVA 132 QIIME release 99% majority 16S rRNA only reads with 7 level taxonomy 
(Quast et al., 2013; Yilmaz et al., 2014; Rognes et al., 2016; Bokulich et al., 2018). Any 
classified reads that had a frequency less than 10 or classified belonging to mitochondria 
or chloroplast where discarded. The relative abundances of the bacterial families present 
were determined for each sample with any family present less than 3% in a sample being 
considered rare taxa. Alpha and beta diversity analyses performed on the classified OTUs 
at a sampling depth of 900 reads per sample with metadata included in the analyses: 
treatment, organ, and postmortem time. Shannon alpha diversity was calculated and 
compared against metadata using pairwise Kruskal-Wallis. We calculated both weighted 
and unweighted UniFrac distances (beta diversity) then compared them against the 
metadata using pairwise PERMANOVA (permutations = 999). The weighted and 
unweighted UniFrac distances were used to create PCoA plots. UniFrac distances 
incorporate phylogenetic relationships while weighted distances take into account the 
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bacterial abundances and unweighted treats data as presence-absence (Lozupone et al., 
2011). Analysis of Composition of Microbiomes (ANCOM) was performed to identity 
taxonomic families in each organ that are differentially abundant across postmortem time 
(Mandal et al., 2015). Statistical significance was determined as p<0.05. 
4.3.7 Transcript Annotation and Differential Expression Analysis 
Ribosomal RNA depleted RNA transcripts were used in the SAMSA2 pipeline 
(Westreich et al., 2018). The reads were annotated using the DIAMOND sequence 
aligner to a database created from the March 2018 NCBI nr-protein database (Buchfink et 
al., 2015). The best protein hit for each read in the sample was aggregated for differential 
expression analysis using the R statistical packages edgeR v3.22.3 and DESeq2 v1.20.0 
(Robinson et al., 2010; McCarthy et al., 2012; Love et al., 2014). Treatments were not 
differentiated as community analysis showed no difference between colonization nor 
surface sterilization. In edgeR, the counts per million were computed and transcripts that 
were not present more than 1 CPM in at least 2 samples were removed to reduce noise. In 
DESeq2, transcripts that were not present in at least 2 samples with counts above 1 were 
removed. Normalization by library size was performed based on each packages 
recommended method. EdgeR dispersion estimations were determined individually per 
organ with bone marrow and stomach using spline and heart and intestines using bin-
spline. DESeq2 dispersions were estimated based on the default settings from the DESeq 
command. Timepoint groups were as follows: early (3h and 9h), middle (26h and 74h), 
and late (170h). All models were created with no y-intercept and the postmortem 
timepoint groups as the variable for each organ. EdgeR models were negative binomial 
generalized log-linear models (GLM) with quasi-likelihood and DESeq2 models were 
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negative binomial GLMs with likelihood ratio tests between the full and reduced model 
without timepoints. For both methods, differential expression was tested to contrast the 
timepoint groups (early v. middle, middle v. late, early v. late) for each organ and 
significantly differentially expressed transcripts were identified based on a Benjamini-
Hochberg corrected p-value < 0.10 above 1 log2-fold-change threshold. Only transcripts 
determined to be significant by both methods were considered truly significantly 
expressed to reduce procedural bias. Transcripts were annotated into pathways based on 
the KEGG and UniProt databases (Kanehisa and Goto, 2000; The UniProt, 2017). 
4.4 Results 
4.4.1 16S rRNA Family Relative Abundance 
In total, 41 unique families were detected across 60 samples for a total of 
3,751,013 classifications (min = 0, max = 1,482,222, mean = 91,488.12, SD = 
301,722.61). Two samples were unclassified and both samples belonged to bone marrow 
early postmortem times (3h and 9h). The two most detected families by over 800,000 
classifications were Lactobacillaceae (N = 1,482,222) and Clostridiaceae I (N = 
1,242,443). Twenty-six families (63%) were found in low abundance across all samples 
and were grouped into rare taxa. The stomach (Figure 4.2A) showed a microbial shift 
after 26h as Ruminococcaceae, Nitrososphaeraceae, and Lachnospiraceae began to 
decrease in relative abundance with Lactobacillaceae dominating at 74h and the 
introduction of Clostridiaceae I at 170h postmortem. The intestines (Figure 4.2B) showed 
a similar trend where the ≤26h samples were dominated by Ruminococcaceae and 
Lachnospiraceae then a shift occurs as Lactobacillaceae dominates at 74h and 
Clostridiaceae I begins to compete at 170h. In the heart (Figure 4.2C), early postmortem 
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times (≤9h) were predominately Nitrososphaeraceae. After 26h, Clostridiaceae I begins to 
increase and by 74h the heart was dominated by Clostridiaceae I with a small community 
of Enterobacteriaceae. Bone marrow (Figure 4.2D) samples ≤26h were predominately 
Nitrososphaeraceae with the exception of MS1730 which only Deferribacteraceae was 
detected. Lactobacillaceae was detected in high abundance at 74h, but was over masked 
by Clostridiaceae I and Clostridiales Family XI by 170h postmortem. 
 
Figure 4.2 16S rRNA Family Relative Abundance in Samples at Postmortem Times 
The families detected in A. stomach, B. intestines, C. heart, and D. bone marrow samples 
are represented by their relative percent abundance on the x-axis with the sample on the 
y-axis. The samples are labeled by postmortem timepoint group with the color bars: red = 
3h, blue = 9h, yellow = 26h, green = 74h, and purple = 170h. Families that constituted 
less than 3% of sample were grouped as rare taxa to reduce sampling noise. Relative 




4.4.2 16S rRNA Community Diversity 
Comparing Shannon diversity indices as grouped by the metadata factors showed 
that only the organ in which the sample originated had an effect, not the postmortem time 
or treatment (H = 23.46, p = 3.24x10-5). The bone marrow (H = 11.69, q = 1.89x10-3), 
heart (H = 18.43, q = 1.06x10-4), and stomach (H = 8.83, p = 5.93x10-3) all had 
significantly smaller Shannon diversity indices when compared to the intestines (Figure 
4.3).  
 
Figure 4.3 Alpha-Diversity Comparisons between Organs 
Boxplots representing the pairwise Kruskal-Wallis comparisons of Shannon diversity 
indices across organs. Analysis was performed in QIIME 2 and significance levels are as 
follows: p ≤ 0.05*, p ≤ 0.01**, p ≤ 0.001***.  
 
Beta diversity comparisons with PERMANOVA showed a significant difference 
in weighted UniFrac distances between organ (pseudo-F = 4.32, p = 1x10-3, k = 4, N = 
50) and postmortem time (pseudo-F = 5.94, p = 1x10-3, k = 5, N = 50) (Figure 4.4A&B). 
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Pairwise analyses for weighted and unweighted UniFrac organ and postmortem time 
comparisons can be found in Table A.1. Weighted UniFrac distance comparison to the 
intestines (Figure 4.4A) shows that the intestines mean beta diversity is different from 
bone marrow and heart while the stomach is only different from the heart. The stomach 
and intestines tended to score similarly while also the heart and bone marrow tended to 
score similarly. When comparing the weighted UniFrac distance by postmortem times 
(Figure 4.4B) it was shown that first 26h were similar but afterwards we began to see 
separation at 74h from the ≤26h timepoints with further separation taking place at 170h. 
Beta diversity comparisons showed a significant difference in unweighted UniFrac 
distances between organ (pseudo-F = 4.4, p = 1x10-3, k = 4, N = 50) and postmortem time 
(pseudo-F = 3.63, p = 1x10-3, k = 5, N = 50) (Figure 4.4C&D). Interestingly, performing 
the same comparisons using the unweighted UniFrac distances determined more 
significant comparisons exist between both organs and postmortem times. Unweighted 
UniFrac distance comparisons by organ (Figure 4.4C) returned significant differences 
between the intestines and all other organs along with differences between the stomach 
and heart as well as stomach and bone marrow. Although the intestines and stomach 
tended to score similarly again, they were determined to be different enough to be 
significant. As with the weighted UniFrac distances, the bone marrow and heart scored 
similarly with unweighted distances. Unweighted UniFrac comparison between 
postmortem times (Figure 4.4D) again showed no difference during the first 26h, then a 
separation at 76h with further separation at 170h, but in contrast to the weighted analysis, 




Figure 4.4 Beta-Diversity Comparisons between Postmortem Times and Organs 
Boxplots representing the PERMANOVA comparisons of weighted UniFrac distances 
across A. organ and B. postmortem time, and unweighted UniFrac distances across C. 
organ and D. postmortem time. Analysis was performed in QIIME 2 and significance 




After visualizing the weighted and unweighted UniFrac distances with a PCoA 
(Figure 4.5) we found that the heart and bone marrow, then intestines and stomach tended 
to group closely, suggesting the similarity we saw in the pairwise comparisons. In the 
weighted UniFrac PCoA (Figure 4.5A) we found that the ≤26h heart and bone marrow all 
clustered closely and the ≤26h intestines clustered together but separate from the heart 
and bone marrow. Interestingly, the ≤26h stomach samples had a larger variability 
between them, but continued to stay in the range of the other ≤26h timepoints. As 
decomposition progressed to 170h postmortem, the intestines and stomach became 
similar likely due to the samples being dominated by Lactobacillaceae and the heart and 
bone marrow likely became similar with the increase of Clostridiaceae I. Samples 
primary moved along axis 1 as decomposition progresses which explains 49% of the 
variation. The heart and bone marrow moved the furthest distance on axis 1. The 
unweighted UniFrac PCoA (Figure 4.5B) again showed early (≤26h) communities in the 
heart and bone marrow to be similar but unique from early intestines and stomach with 
the exception of one 3h stomach sample. As decomposition progressed, both clusters 
moved across axis 1 (27%) and 2 (17%) until converging. The intestines and stomach 
communities transition in a “step-like” pattern while the heart and bone marrow 
transitioned rapidly at 74h. ANCOM determined the differentially abundant taxa over the 
course of decomposition to be Lactobacillaceae (W = 9) and Clostridiaceae I (W = 8) in 
the bone marrow; Lactobacillaceae (W = 42), Clostridiaceae I (W = 42), and 
Enterobacteriaceae (W = 40) in the heart; Lactobacillaceae (W = 47), Enterococcaceae (W 
= 43), and Clostridiales Family XI (W = 41) in the intestines; and Clostridiaceae I (W = 




Figure 4.5 PCoA Plots of the Mouse Organ Microbiome over the Postmortem Interval 
PCoA plots were created for both A. weighted and B. unweighted UniFrac distances. 
Colors represent the postmortem intervals and shapes represent the organ from where the 
sample was obtained. Image was created using QIIME 2 and Emperor.  
 
4.4.3 Transcriptome Differential Expression 
The edgeR mean transcript library sizes after filtering for the intestines was 
8,760.4 (min = 1,138, max = 34,656, SD = 8,760.4), heart was 34,171 (min = 5,717, max 
= 116,326, SD = 36,751.99), bone marrow was 7,489.47 (min = 2,347, max = 17,850, SD 
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= 5,048.7), and stomach was 14,198.2 (min = 1,448, max = 96,625, SD = 26,168.53). The 
DESeq2 mean transcript library sizes after filtering for the intestines was 7,019 (min = 
1,045, max = 26,751, SD = 8,792.68), heart was 31,480 (min = 5,492, max = 104,198, 
SD = 33,544.22), bone marrow was 6,722 (min = 2,193, max = 14,501, SD = 4,267.12), 
and stomach was 12,828 (min = 1,319, max = 87,270, SD = 23,682.44). Significantly 
differentially expressed transcripts for each method were determined, but only transcripts 
that were reported as significant by both edgeR and DESeq2 were considered significant 









# of significant up-
regulated transcripts 
# of non-significantly 
expressed transcripts 
# of significant down-
regulated transcripts 
DESeq2 EdgeR DESeq2 EdgeR DESeq2 EdgeR 
Intestines 
Early v. Middle 0(0) 42(0) 15,647 9,642 0(0) 0(0) 
Middle v. Late 0(0) 2,134(0) 15,647 7,470 0(0) 62(0) 
Early v. Late 0(0) 3,684(0) 15,647 5,977 0(0) 5(0) 
Heart 
Early v. Middle 276(0) 0(0) 19,917 12,945 6(0) 0(0) 
Middle v. Late 1,056(1,023) 7,073(1,023) 19,138 5,859 5(2) 13(2) 
Early v. Late 1,056(1,028) 8,256(1,028) 19,137 4,622 6(4) 67(4) 
Bone 
Marrow 
Early v. Middle 0(0) 18(0) 9,949 3,967 0(0) 3(0) 
Middle v. Late 0(0) 45(0) 9,949 3,861 0(0) 82(0) 
Early v. Late 0(0) 32(0) 9,949 3,911 0(0) 45(0) 
Stomach 
Early v. Middle 0(0) 432(0) 14,300 8,771 0(0) 28(0) 
Middle v. Late 0(0) 1(0) 14,300 8,800 0(0) 430(0) 
Early v. Late 0(0) 0(0) 14,300 9,212 0(0) 19(0) 
Time comparisons are separated by their postmortem time groups: early (3h, 9h), middle 
(26h, 74h), and late (170h). The number of significant transcripts from each analysis 




Neither the intestines, bone marrow, nor stomach contained significantly up-
regulated or down-regulated transcripts from both programs. In total, the heart contained 
2,051 significantly up-regulated transcripts and 6 significantly down-regulated 
transcripts. The significant comparisons came from comparison expression levels 
between early and late decomposition and comparing middle and late decomposition. The 
early v. late comparison contained 1,028 up-regulated transcripts with 252 of them being 
annotated as hypothetical, ribosomal, or unknown and 4 down-regulated transcripts all 
annotated as hypothetical. The middle v. late comparison contained 1,023 up-regulated 
transcripts with 247 of them being annotated as hypothetical, ribosomal, or unknown and 
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2 down-regulated transcripts both having a hypothetical annotation. Out of the up-
regulated transcripts, 1,022 (99.8%) were shared between the two group comparisons. 
The most up-regulated pathways were amino acid and carbohydrate metabolism (Figure 
4.6). Other notable pathways include stress response, membrane transport, sporulation, 
and cell motility. A complete list of the individual significant transcripts with their 
logFC, FDR, NCBI nr protein annotation, and pathway annotation can be found in Jordan 










Figure 4.6 Heatmap of the Significant Pathway Regulation during Timepoint Group 
Comparisons in Heart 
Heatmap representing the transcript count of each pathway annotated from the significant 
transcripts of each comparison by color. Pathway is included on the x-axis and timepoint 
group (EvL = early v. late, MvL = middle v. late) on the y-axis. Pathways that were not 
detected in a comparison are in gray. 
 
4.5 Discussion  
When comparing the family relative abundances, we found that the intestines and 
stomach showed similar communities and turnover as decomposition progressed. In the 
first 26h PMI the intestines and stomachs were dominated by Lachnospiraceae which is a 
common intestinal tract commensal, a strict anaerobe, and has a Gram positive cell wall 
helping protect the cells from the low pH in the stomach. The lower abundances of 
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Ruminococcaceae are another Gram positive, strict anaerobe from in the human intestinal 
tract that break down complex carbohydrates (Biddle et al., 2013). After 26h, both of 
these families decrease in relative abundance and Lactobacillaceae increased. 
Lactobacillaceae are lactic acid producing bacteria, that are generally anaerobic but many 
are aerotolerant. The ability to withstand oxygen is an advantageous attribute during the 
decomposition process as the initially anaerobic intestines increases in oxygen levels 
after the bloat stage as the body purges internal fluids (Janaway et al., 2009; Metcalf et 
al., 2013). Along with aerotolerance, the creation of lactic acid from fermentation has an 
inhibitory effect on many microbial species that cannot tolerate the low pH which may 
allow Lactobacillaceae to outcompete other families in the stomach and intestines during 
early decomposition. After 170h, Clostridiaceae I increased in relative abundance in the 
stomach and intestines. Clostridiaceae are common vertebrate decomposers found in late 
postmortem intervals and ferment amino acids and fatty acids that are found in remains 
(Can et al., 2014; Pechal et al., 2014b; Metcalf et al., 2016). Clostridiaceae are Gram 
positive, anaerobic, and spore-forming cells but many have the ability to withstand small 
amounts of oxygen (Hillmann et al., 2008). Clostridiaceae could grow in the anaerobic 
niches in the intestines until oxygen levels increase above their threshold or nutrients 
deplete, then start forming endospores that allow the cells to go dormant and resist 
unfavorable environmental conditions. The stomach and intestines bacterial communities 
appear to be stable at least for 26h after death, with a dramatic shift by 74h.  
Interestingly, the heart and the femur bone marrow show similar communities and 
turnover events as well, despite their distance from each other in the body. This may be 
due to each site being sterile or of extremely low colonization during life leading to the 
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transmigration of microorganisms to the area in search of nutrients. One of the early 
colonizers we detected in both the heart and bone marrow was Nitrososphaeraceae, an 
archaeal family of nitrogen oxidizers. As far as we know, Nitrososphaeraceae has not 
been shown to be associated with the internal microbial communities of decomposition 
but this may be due to the lack of forensic archaea community analyses of decomposing 
vertebrate remains. Nitrogen oxidation, nitrification, occurs when nitrogen levels are high 
oxidizing ammonia to nitrite, releasing hydrogen protons and creating a decrease of pH. 
This process has been shown to play a role in nitrogen cycling in grave soils potentially 
by nitrifying Proteobacteria, and is suspected to play a role in nitrogen cycling in the 
carcass as well (Carter and Tibbett, 2008; Anderson et al., 2013; Metcalf et al., 2016). 
Conversely, the intestinal fluids pre-rupture have been shown to contain high amounts of 
ammonia as nitrite is reduced (Janaway et al., 2009; Metcalf et al., 2016). This suggests 
that the abiotic factors contributing to the bone marrow and heart environment during 
early decomposition are inverse to those of the stomach and intestines, and yield high 
amounts of ammonia that may be ultimately oxidized by Nitrososphaeraceae during early 
decomposition. Further investigation into these abiotic concentrations will be an 
important next step to determine this.  It is also important to note, some 
Nitrososphaeraceae species have been shown to contain flagella and are motile, which 
would allow for early advantageous transmigration into sterile organs.  
Similar to the intestines and stomach, the bone marrow had a microbial shift after 
26h to be dominated by Clostridiaceae while the heart began to shift after 9h with both 
Clostridiaceae and Enterobacteriaceae increasing in relative abundance. 
Enterobacteriaceae are Gram negative, anaerobes with aerotolerance, and are common 
 
105 
inhabitants of the intestinal tract. The microbial shift after 26h we are detecting is 
consistent with human postmortem microbiota data by Pechal et al. (2018) which 
demonstrated that the human microbiota is relatively stable within 48h after death 
suggesting that a major microbial turnover event takes place between 48-74h. The only 
exception we found to this was the heart which began to shift after 9h. This post 48h 
change likely corresponds to the transition from fresh remains to the high microbial 
activity anaerobic bloat stage and the subsequent rupture which introduces oxygen to the 
internal organs selecting for more aerotolerant species (Janaway et al., 2009; Metcalf et 
al., 2013).  
Shannon diversity comparisons only showed a significant difference between 
organs and not with postmortem time. The variation likely occurs from the consistent 
high bacterial richness and diversity found in the intestines compared to presumed sterile 
antemortem organs bone marrow and heart. The stomach is colonized during life, but the 
bacterial abundance is far less than the intestines and our data suggests there is a larger 
variation in the bacterial abundance in the stomach across individuals than in the 
intestines. Comparisons of beta diversity through weighted and unweighted UniFrac 
distances showed that the comparisons using unweighted UniFrac tended to provide more 
significant comparisons than weighted. This is likely due the nature of the calculation of 
the distances in which weighted takes in to account the species presence along with 
abundance while unweighted only takes in to account the presence or absence of a 
species (Lozupone and Knight, 2005; Lozupone et al., 2011). Comparing the two 
weighted and unweighted distance comparisons by organs differ when it comes to the 
stomach due to high variation, but the overarching results suggest that there is a stark 
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difference between the intestines and the heart and bone marrow in beta diversity, with 
the stomach being more similar to the intestines. Beta diversity analyses of the 
postmortem times confirms what we suspected from the relative abundances, in that the 
first 26h is relatively stable and a turnover event takes place by 74h postmortem. This 
separation between the known colonized organs and others was seen in the PCoA plots 
along with the stabilization of the under 26h communities since the early samples are 
seen clustering near each other. Data based solely on organisms present show microbial 
convergence in all organs.  However, data weighted by abundance yielded clustering and 
separation of the intestines/stomach and heart/bone marrow cluster at late stages of 
decomposition. This is likely due to the fact the while all organs contained Clostridiaceae 
and Lactobacillaceae, the ratio between the two differed based on the organ. The 
importance of these two families was ultimately confirmed with ANCOM showing their 
significantly different abundances across postmortem times in each organ. Differences 
across organs may be due to antemortem colonization of the intestines and stomach 
compared to colonizing sites postmortem, competition between species, or a difference in 
the nutrients available leading to selection of organisms that can better utilize what is 
present. Similarly, the turnover event at 26h is likely due to the same variables. 
The functional capabilities of the organisms present can help elucidate factors 
driving the microbial turnover by investigating which pathways are being regulated. In 
this study, we are the first to our knowledge to extract total RNA to be able to identify the 
microbial communities present along with the functional pathways they are actively using 
at different stages of decomposition. Since we know that a community structural turnover 
event is taking place sometime between 26h and 74h we stratified functional analysis in 
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to three parts: early, middle, and late. We expected the comparison of differential 
expression between the early and middle time groups to be similar if the communities are 
stable, and that is exactly what data showed. Differential expression between pathways 
did not occur until early and middle timepoints were compared with the late 170h time 
point, and the heart was the only organ to contain significant transcripts. We hypothesize 
that the heart contained significant transcripts due to its significant shift in communities 
due to the increase of bacterial abundance and new species colonization as decomposition 
progress.  Interestingly, the significant pathways and individual transcripts that were 
upregulated during late decomposition were almost identical in both the early and middle 
decomposition time groups further underscoring that a major change occurred in the body 
after 26h postmortem affecting the bacterial community structure, but now also their 
function.  
The increase of amino acid and carbohydrate metabolism suggests that nutritional 
utilization is a key factor in determining which species dominate. Energy metabolism 
increases predominately related to oxidative phosphorylation which correlates with the 
increase of aerobic respiration after the body ruptures (Janaway et al., 2009; Metcalf et 
al., 2013). A few interesting pathways we saw were stress response, sporulation, and cell 
motility. These allow organisms an advantage by allowing adaptation to adverse 
environmental conditions such as with adaptation to temperature (stress response), 
sporulation, or the ability to transmigrate within the body in search for nutrients 
(motility). These were not identified in bone marrow, likely due to the relatively small 
transcripts obtained. The intestines and stomach community functions may not change 
drastically enough between time groups, although the community structure does still 
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change. It is possible the community turnover in the intestines and stomach is caused by 
the ability to replicate or acquire nutrients more efficiently within the same pathway as a 
competitor instead of the ability to use different pathways.  
In this study, we have demonstrated the use of total RNA as a more cost-efficient 
method to obtain both community structural and functional data. We have shown the 
taxonomic information extracted computational from total RNA sequencing is 
comparable with sequencing of 16S rRNA without amplifying the 16S rRNA gene which 
sequencing errors can overinflate diversity estimates (Kunin et al., 2010; Oulas et al., 
2015). Although, the cost of whole genome sequencing is larger, sequencing costs 
continue to decrease and with this data, researchers can obtain structural and functional 
data from a single nucleic acid isolation allowing for more accurate comparisons of the 
community and its function. This is one of the first studies to provide a broad analysis of 
the true function of bacterial communities during decomposition and is a first step into 
being able to deeply analysis functional pathways and individual transcripts in 
conjunction with taxonomic analysis at varying stages of decomposition for potential 
biomarker discovery with forensic relevance.  
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HIGH FREQUENCY DETECTION OF CRITICAL ANTIBIOTIC RESISTANCE 
GENES THROUGH ROUTINE MICROBIOME SURVEILLANCE 
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5.1 Abstract 
Population-based public health data on antibiotic resistance gene carriage is 
poorly surveyed. Research of the human microbiome as an antibiotic resistance reservoir 
has primarily focused on gut associated microbial communities, but data have shown 
more widespread microbial colonization across organs than originally believed, with 
organs previously considered as sterile being colonized. Our study demonstrates the 
utility of postmortem microbiome sampling during routine autopsy as a method to survey 
antibiotic resistance carriage in a general population. Postmortem microbial sampling 
detected pathogens of public health concern including genes for multidrug efflux pumps, 
carbapenem, methicillin, vancomycin, and polymixin resistances. Results suggest that 
postmortem assessments of host-associated microbial communities are useful in 




Antibiotic resistance (AR) mechanisms are creating an enormous clinical and 
financial burden on healthcare systems worldwide, and have greatly contributed to newly 
emerging pathogens, epidemics, and pandemics (Fischbach, 2009; Davies and Davies, 
2010; Mauldin et al., 2010). In the US, the CDC reports that at least 2 million people 
become infected with antibiotic resistant bacteria each year, and at least 23,000 people 
die as a result of those infections (Prevention, 2013). Furthermore, a WHO report issued 
in May 2014 estimated a yearly cost of $21 to $34 billion attributed to AR within the US 
healthcare system alone, with 8 million additional days spent in the hospital 
(Organization, 2014).   
United Nations leaders recently committed to global action plans to understand 
the full scale of AR and increase surveillance to rapidly respond to threats (Release, 
2016). A significant problem in achieving these goals is the availability of 
comprehensive, reliable surveillance tools, as most data are collected in association with 
hospital stays or following antibiotic failure, leaving the majority of data hospital-
acquired, and community-acquired resistance underreported (Organization, 2014). 
Currently, the US surveils AR bacteria from ill people (CDC), retail meats (FDA), and 
livestock (USDA) (Control, 2016). However, the current method of reporting standards 
fails to address indigenous bacterial populations residing within natural, commensal 
microbial communities, and asymptomatic infections of humans that contain antibiotic 
resistance genes (ARGs) (Prevention, 2013; Organization, 2014; Prevention, 2016).  
Therefore, reliable, widespread surveillance methodologies that include both hospital and 
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community populations will be important for discovering and preparing for potential AR 
threats. 
The acquisition and transfer of superbugs such as Staphylococcus aureus, 
Neisseria gonorrhea, Clostridium difficile, Klebsiella, and Enterobacter, have arisen 
through both hospital and community exposure (Prevention, 2013), proliferating more-so 
during civil unrest, violence, famine, natural disasters, and poor or nonexistent hospital or 
hygiene practices (Davies and Davies, 2010). Increasing concerns of these multidrug 
resistant (MDR) bacteria across the human population has led to expanded research, 
leading to the CDC establishing the Antibiotic Resistance Laboratory Network in 2016 to 
rapidly detect and respond to AR threats from community and healthcare sources 
(https://www.cdc.gov/drugresistance/solutions-initiative/ar-lab-networks.html).   
A CDC study published in April 2018 investigated infection data from the 
National Healthcare Safety Network from 2006–2015 and discovered that carbapenem-
resistant Enterobacteriaceae infections had decreased over the studied timeframe, 
suggesting increased detection and early response to emerging AR threats have the 
potential to slow dissemination (Prevention, 2018). Moreover, asymptomatic carriage 
was detected in 11% of screening tests for carbapenemases in healthcare contacts 
(Woodworth et al., 2018). These findings underscore the importance of continued 
surveillance for asymptomatic colonization of antibiotic resistant bacteria, as increased 
prevalence of these organisms could lead to rapid transmission across human 
communities, which could result in higher morbidity.  Furthermore, antibiotic resistant 
bacteria asymptomatically colonizing the human microbiome can evolve more 
recalcitrant pathogens by acquiring mutations with increased transmissibility and 
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dissemination across human populations, due to a lack of detection.  For example, in 
March 2018, the Public Health England Reference Laboratory reported the first case of 
high-level azithromycin and ceftriaxone resistant Neisseria gonorrhea (England, 2018). 
This discovery of multi-drug resistant N. gonorrhea raises great concern as it is 
contracted sexually, difficult to treat, and can asymptomatically colonize humans, thus 
facilitating global AR dispersal through unaware transmission.   
The human microbiome is presumably one of the most accessible and 
underutilized ARG reservoirs due to the high density of microorganisms (Sender et al., 
2016). The composition of the human microbiome varies spatiotemporally across 
anatomical areas both internally and externally (Huttenhower et al., 2012; Li et al., 2012). 
Hence, creating a dynamic and mobile environment of ARG transfer amongst 
populations. Research of the human microbiome as an AR reservoir, known as the human 
resistome, has primarily focused on gut associated microbial communities, but data have 
shown more widespread microbial colonization across organs than originally believed, 
with organs previously considered as sterile being colonized (Kostric et al., 2018; 
Rahman et al., 2018). Moreover, the characterization of microbial communities carrying 
AR, collected from healthy human organs, has been largely underexplored (Javan et al., 
2016a). But, in order to determine the extent of resistome dissemination within the 
human population, it will be necessary to account for the entire microbial ecosystem 
within the human landscape. 
Our study utilized postmortem microbiome sampling during routine autopsy as a 
method to broadly survey resistomes in a general population. Autopsies are an integral 
part of routine death investigation, used for determining cause of death, pathology of 
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disease, and surgical treatment success or failure (Goldman et al., 1983). Along with 
individual cases, autopsies are beneficial for monitoring the effect of disease outbreaks 
on public health and are proven, valuable procedures for human anatomy education 
(Harms et al., 2010; Sedmak et al., 2010; Costache et al., 2014; Pechal et al., 2018).  The 
expanded range and availability of autopsy cases can provide sample sizes needed for 
more realistic cross-sectional data that may include underreported populations, such as 
asymptomatic carriers. Cases can be studied from a broad range of medical care contact, 
bridging the gap between hospital- and community-acquired data to provide direct and 
predictive information towards the presence of ARGs in the community as a whole. 
Medical examiners may also obtain medical records from autopsy cases that can be used 
to document past antibiotic treatment regimens and exposures. Additionally, death is 
universal regardless of age, race, financial status, or ability to obtain medical attention. 
This allows the reduction of selection- and volunteer-biases in comparison with 
traditional antemortem resistome surveillance, as study inclusion utilizing the 
postmortem population presumably has fewer biases.   
Microbial samples collected during routine autopsy, therefore, provided a unique 
opportunity to comprehensively characterize human resistomes by allowing access to 
anatomical locations not easily accessible antemortem for more in-depth microbiome 
sampling. Our approach is innovative and timely by expanding the routine bacterial 
sampling procedures already performed during autopsy and for forensic investigations, in 
an easily incorporated manner, to create surrogate models of a living human population 
for biomonitoring ARG presence and abundance associated with clinically important 
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drugs. This method aims to reduce biases in traditional cohorts or from studies of single 
organisms, and expand current resistome surveillance of entire microbial ecosystems. 
5.3 Materials and Methods 
5.3.1 Wayne County Medical Examiner Information 
The Wayne County Medical Examiner receives approximately 3,500 bodies for 
death investigation, annually. The U.S. Census Bureau July 2016 census details Wayne 
County, MI, USA as having a population of 1,749,366. Persons under the age of 5 years 
make up 6.6%, under 18 years make up 24.0%, and equal to or above 65 years make up 
14.4% of the population. Females were 51.9% of the population. Race origins of white 
alone make up 54.6%, black alone make up 39.2%, American Indian or American 
Alaskan make up 0.5%, Asian alone make up 3.2%, and two or more races make up 2.5% 
of the population. 
5.3.2 Sample Collection and DNA Extraction 
Microbial communities were collected from thirty-nine cases received to the 
Wayne County Medical Examiner’s Office, MI as part of routine death investigation, 
previously described in Pechal et al. (2018) (Pechal et al., 2018). All swab sampling was 
performed by trained personnel at the Wayne County Medical Examiner’s Office. 
Inclusion criteria for cases in this dataset were chosen to reflect demographics of the 
living human population and included: age 10-80 years old; male or female; black or 
white. The following information for collected for each case:  sex, age, ethnicity, manner 
of death (natural, accidental, homicide, or suicide), body mass index (BMI) as determined 
at autopsy by a board certified forensic pathologist. BMI was classified into weight 
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classifications according to World Health Organization recommendations: underweight 
[<18.5], normal [18.5-24.9], overweight [25-29.9], or obese [30+]. Cases were grouped 
by  age (Y = youth [0-17yo], YA = young adult [18-25yo], A = adult [26-40yo], MA = 
middle aged adult [41-60yo], OA = old aged adult [61+yo]) based on a modified version 
of the United States Library of Congress preferred terms for life stages/age groups with 
the early ages 0-17 years being classified as “youth”. The death event location, or where 
a body was discovered, were classified broadly as: indoors, outdoors, or hospital (Table 
5.1). 
Samples were collected in conjunction with a previous study. Seven anatomical 
locations were collected using DNA-Free, sterile cotton-tipped applicators: the external 
auditory canal, eyes, nose, mouth, umbilicus, rectum, and trabecular space of the occipital 
bone. Swabs were also taken from the interhemispheric fissure in some cases (Table 5.1). 
For each anatomic location, an individual swab was physically rubbed while rotating the 
swab for 3-5 second, then the cotton end of the applicator was placed in an individual, 
sterile microcentrifuge tube filled with 200 μl of molecular grade ethanol. Samples were 
stored -20oC until further processing. All swab sampling was performed by trained 
personnel at the Wayne County Medical Examiner’s Office (Detroit, MI). Genomic DNA 
was extracted from applicator tips, as previously described, following the manufacturer’s 
instructions for the PureLink® Genomic DNA Mini Kit with the following modification: 
15 mg/mL of lysozyme was added during the lysis step for reaction (Pechal et al., 2018). 
DNA was quantified using the Quant-iT dsDNA HS Assay kit and a Qubit 2.0. DNA 
elutions were stored at -20°C until library preparation (described below), and submission 
for high-throughput sequencing using the Illumina HiSeq 2000 platform.  
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Table 5.1 Metadata Table of Cases Sampled during Routine Autopsy 
Case ID Test Location Year Race Sex Age BMI Site MoD ePMI 
HJ001 S* T 2014 B F MA N I N 24H 
HJ002 S* T 2014 W M MA OV I A 24H 
HJ003 S* T 2014 W F A NA I NA NA 
HJ004 S T 2014 W F MA OV O H 24H 
HJ005 S* T 2014 W M MA NA I NA NA 
HJ006 S T 2014 B M A OV I H 24H 
HJ007 S T/W 2014 W F MA OV I A 24H 
HJ008 S*/Q T/W 2014 B M MA N I N 24H 
HJ009 S* T 2014 W M MA OV I N 24H 
HJ010 S* T 2014 B M A NA O A 24H 
HJ011 S T 2014 W M A N I A 24H 
HJ012 S*/Q T/W 2014 W F A N I A 24H 
HJ013 S T 2014 B M OA N NA N 24H 
HJ014 S* T 2014 BH M MA NA I NA NA 
 HJ015 S*/Q T/W 2014 W M A NA I NA NA 
HJ016 S* T 2014 W F YA OV I A 48H 
HJ017 S* T 2014 W M MA OB I A 24H 
HJ018 S/Q T/W 2014 B F OA N I N 24H 
HJ019 S/Q T/W 2014 B M YA OV I A 24H 
HJ020 S*/Q T/W 2014 B F A OB I S NA 
HJ021 S/Q T/W 2014 W M A OV I S NA 
HJ022 S/S/Q T/I/W 2015 B M YA UN O H >72H 
HJ023 S/S/Q T/I/W 2015 B M OA OV H N 24H 
HJ024 S/Q T/W 2015 B M Y N I H >72H 
HJ025 S/S/Q T/I/W 2015 B F Y N I H >72H 
HJ026 S*/S*/Q T/I/W 2015 W M OA OB H N 24H 
HJ027 S/S/Q T/I/W 2015 W F MA OB I A 48H 
HJ028 S/S/Q T/I/W 2015 B F YA OV H N 24H 
HJ029 S/S T/I 2015 B M A N I H 24H 
HJ030 S/S/Q T/I/W 2015 B M MA OB I H 48H 
HJ031 S T 2014 B M A N O H 24H 
HJ032 S T/W 2014 W F MA N I N 24H 
HJ033 S T/W 2014 W F MA NA I NA NA 
HJ034 S T 2014 B M MA OB I N 24H 
HJ035 Q W 2014 B M YA N O H 24H 
HJ036 Q W 2014 B F OA OV O A 24H 
HJ037 Q W 2014 B M OA UN I N 24H 
HJ038 Q W 2014 W M A OB I S 24H 
Attributes that are not known are designated with “NA”. Starting from the first column, 
the case ID is the identification used for the study, the test that were performed on the 
case (S = sequenced, S* = sequenced but did not meet metagenome size threshold to be 
analyzed, Q = qPCR analysis), sampled locations (T= trabecular space, I = 
interhemispheric fissure, W = “whole case”), race (B = black, BH = black-hispanic, W = 
white), sex (M = male, F = female), age group (Y = youth [0-17yo], YA = young adult 
[18-25yo], A = adult [26-40yo], MA = middle aged adult [41-60yo], OA = old aged adult 
[61+yo]), BMI group (UN = underweight [<18.5], N = normal [18.5-24.9], OV = 
overweight [25-29.9], OB = obese [30+]), the case discovery site (I = indoors, O = 
outdoors, H = hospital), broad manner of death (N = natural, A = accident, H = homicide, 
S = suicide), and estimated postmortem interval. 
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5.3.3 Library Preparation and Whole Genome Shotgun Sequencing 
DNA from 34 cases were processed for sequencing, with 26 cases having solely 
used in this study.  All anatomical locations listed above were pooled. However, DNA 
from trabecular space DNA and eight cases having DNA from both the trabecular space 
and interhemispheric fissure were used to create libraries for whole genome shotgun 
sequencing using the NEBNext® Ultra™ DNA Library Prep Kit for Illumina® and 
NEBNext® Multiplex Oligos for Illumina® (Dual Index Primers Set 1) according to 
manufacturer protocols (Table 5.1). Briefly, DNA ends were repaired and Illumina 
adapters were ligated to the newly repaired ends. The adapter-ligated DNA was cleaned 
without size selection and enriched through PCR to add the universal and index primers 
allowing for multiplexing. PCR amplicons were cleaned, combined, and stored at -20°C 
until sent to St. Jude Children’s Research Hospital (Memphis, TN) for whole genome 
shotgun sequencing. Libraries were sequenced using an Illumina HiSeq 2000 platform 
creating the 100 bp paired-end sequence reads for each sample that were parsed out along 
with the removal of the Illumina adapters and primers by the St. Jude Children’s 
Research Hospital streamlined post-sequencing processing protocol. 
5.3.4 Metagenome Assembly and Antibiotic Resistance Gene Detection 
Paired-end sequence reads for each sample were trimmed to remove low quality 
nucleotides, remaining adapters, or primer sequences using Trimmomatic v0.33 (Bolger 
et al., 2014). Paired-end reads for each sample were assembled de novo into 
metagenomes using the default parameters and multiple k-mer values using metaSPAdes 
v3.10.1, with exception to HJ031, which was too large to assemble using multiple k-mers 
and was assembled using a single k-mer of 21 (Nurk et al., 2017). Sequences from 14 of 
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the 34 cases assayed using metagenomics sequencing were removed from the analysis 
due to poor sequencing depth and metagenome size, as discussed below (Table A.2).  A 
nucleotide BLAST database was created using ARG FASTA protein homolog sequences 
found in the Comprehensive Antibiotic Resistance Database (Woodworth et al.) v1.1.8, 
updated May 2017 (Altschul et al., 1990; McArthur et al., 2013; McArthur and Wright, 
2015; Jia et al., 2016). Contigs from each metagenome were screened for ARGs using a 
local BLASTn search with an e-value cutoff of 1.0e-10 to ensure high alignment 
confidence. A detection limit cut-off was created at the size of the smallest metagenome 
that provided a positive gene hit (5,268,350 nucleotides). Any metagenomes below the 
detection limit were considered too small to analyze. When a sequence segment aligned 
to multiple ARGs, the hit with the lowest e-value, along with the longest alignment 
length was considered the true match. There were a total of 418 query hits with an 
average length of 538 bp (min = 47; max = 3,184; SD = 550) and average percent identity 
of 91% (min = 72; max = 100; SD = 9). Resulting data from cases with DNA from both 
the trabecular space and interhemispheric fissure were combined to represent the detected 
ARGs. 
5.3.5 Bacterial Community Analysis 
For each case analyzed for metagenome ARG detection, paired-end sequence 
reads were trimmed to remove low quality nucleotides and remaining Illumina adapter or 
primer sequences using Trimmomatic v0.33 (Bolger et al., 2014). Bacterial detection in 
the interhemispheric fissure was limited by the small amount of DNA recovered from the 
site, but when detected, closely resembled trabecular space communities of the same case 
(data not shown). For this reason, sequence reads for the trabecular space and 
 
120 
interhemispheric fissure were combined for each case to create a community profile of 
the brain space. Taxonomic profiling and relative abundance of bacteria at the genera 
level were estimated using MetaPhlAn v2.0 (Truong et al., 2015). Genera that constituted 
less than 3% relative abundance of the sample were grouped as rare taxa to reduce 
sampling noise, though this grouping of rare taxa was not performed during diversity 
analyses.  
5.3.6 Theoretical Models for Metagenome ARGs in a Microbial Community 
The empirical data suggested a relationship between the number of taxa (richness) 
in the postmortem bacterial communities and the number of ARGs found in the 
metagenomes from each host. We started by hypothesizing that the number of ARGs (gi) 
in a community (i) is the product of the number of taxa in the community (si), and the 
expected number of ARGs carried by each pN (where p is the probability of a bacterial 
taxon carrying a ARG, and N is the number of ARGs that can potentially be detected): 
gi = si · pN 
This equation was for a straight line with a y-intercept of zero (when there are zero 
species in a community, there should be zero resistance genes), and a slope of pN. For the 
current project, our model indicated up to N = 2122 ARGs could be detected in each 
sample.  
Taxonomic richness (s) is either distributed as a Poisson random variable 
(variance  mean), or as a negative binomial random variable if the variance in richness 
is greater than the mean. The latter would suggest that a few hosts carry a very diverse 
community of microbes relative to others. If the number of ARGs per microbial taxon is 
sensitive to the relative abundance of microbial species, and/or some species are more 
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likely than others to carry ARGs, we would expect that the probability p of carrying an 
ARG would vary from sample to sample. This would suggest that pN is distributed as a 
beta-binomial random variable. Alternatively, if horizontal transfer of ARGs has a greater 
effect than the identity of microbial taxa, we would expect pN to be distributed as a 
binomial random variable. The combinations of these four possibilities define hypotheses 
for the distribution of ARGs in the community (Table 5.2).  
Table 5.2 ARG Distribution Hypotheses 
 
 
5.3.7 Quantitative PCR ARG Assay 
DNA isolated from multiple anatomical locations from twenty cases was 
combined to obtain samples representing an entire case, and screened for ARGs using the 
Qiagen 96-well Microbial DNA qPCR Array (Table 5.1). This array detects 84 ARGs 
across multiple antibiotic classes including: aminoglycoside, beta-lactam, 
fluoroquinolone, glycopeptide, macrolide, tetracycline, and multidrug efflux pumps. A 
full list of the genes detected in the assay can be found in the manufacture’s user manual. 
For each case, DNA was pooled from the eyes, ears, nares, mouth, umbilicus, and rectum 
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in roughly equal concentrations to create a 500 ng pooled DNA sample. Four cases 
(HJ025, HJ027, HJ030, and HJ036) only contained 5 anatomical sites since DNA was not 
successfully extracted from one site (rectum, umbilicus, umbilicus, and mouth, 
respectively). Two negative controls assays were performed using nuclease-free water 
that did not contain DNA. A BioRad C1000 Touch™ Thermocycler with CFX96™ Real-
Time System was used to perform quantitative PCR using initial cycling conditions 
consisting of 10 minutes at 95°C, followed by 40 cycles of: 15 seconds at 95°C and 2 
minutes 60°C with FAM fluorophore detection. Values for Cqs were recorded for each 
well and 20.0 - 37.99 was chosen as the range for positive detection as recommended by 
the assay manufacturer. 
5.3.8 Statistical Information 
 Basic statistical analyses of antibiotic resistance gene counts were performed to 
determine the minimum, maximum, mean and standard deviation if the data was 
considered normal by a Shapiro-Wilks test and the minimum, maximum, mean, median, 
and interquartile ranges were determined if the data was considered non-normal using the 
basic stats package in the R statistical program v3.4.0 (Team, 2013). 
 Shannon diversity index (H’) and rank abundances were calculated for 
each case based on the genera taxonomic level relative abundance using the vegan 
package v2.4-4 in R (Oksanen et al., 2018). A one-way ANOVA followed by Tukey’s 
honest significant difference test from the basic stats package of R was used to compare 
between H’ indices and each effect of the metadata (i.e. sex, age range, sample year, race, 
BMI, case discovery site, and manner of death) (Team, 2013). We removed effects that 
contained variables with fewer than three samples from the analysis since not enough 
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data was present to perform parametrical statistics. A MANOVA followed by Tukey’s 
honest significance difference test was used to compare between H’ indices and each 
possible two effect pairing, but a model could not be created with more than two effects 
due to limitations in sample size. Recognizing that the inability to create one model that 
accounts for all the effects increases the chance for false positives, we performed a 
Bonferroni correction to obtain a new alpha value for the ANOVAs (α = 0.007) and the 
MANOVAS (α = 0.002). Statistical power analyses for one-way ANOVA was performed 
with the R pwr package v.1.2-1 to confirm that the number of samples were too small to 
detect large variation between the metadata populations (Champely, 2015).  Parameters 
included the single effect alpha value above, power value of 0.80, group number 
determined per metadata section, and effect size of 0.40 to detect large differences.  
We estimated maximum likelihood estimates (MLEs) for the theoretical models 
using the mle2 function from the bbmle package in R and compared models using the 
AIC function to determine the best model (Team, 2013; Team, 2017). We also wanted to 
confirm that the detection of ARGs was not a function of the metagenome sizes (number 
of nucleotides) above the cut-off. This was tested by creating a linear regression model in 
R of both the square root transformed metagenome sizes (independent variable) and 
number of ARGs detected (dependent variable). The correlation significance was 
determined with Spearman’s rank correlation in R (Team, 2013). 
5.4 Results 
5.4.1 Bacterial Community Diversity 
Of the 34 cases sequenced, 20 (59%) harbored bacterial metagenomes of 
sufficient size for ARG detection (Table 5.1). Fifty-six unique genera were detected 
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across included cases from metagenome analyses (min = 1, max = 31, mean = 13.95, and 
SD = 8.97, Table A.2). The top three genera detected (Figure 5.1) by total percentage 
were Pseudomonas (17.7%), Porphyromonas (13.4%), and Staphylococcus (11.5%). 
These genera are consistent with microbiota found in human skin, mouth, and mucosal 
membranes (Dewhirst et al., 2010; Human Microbiome Project, 2012). Other notable and 
medically relevant organisms were Streptococcus (6.1%), Clostridium (5.7%), and 
Neisseria (0.6%), but at lower abundances. Shannon diversity indices were tested among 
the metadata factors using ANOVA/MANOVAs, but yielded no significant differences in 
species diversity. The similarity in diversity is likely due to the convenient, cross-
sectional sampling design, leading to a low sampling size of each metadata group, which 
was confirmed by statistical power analyses for ANOVA. The similarity of the bacterial 
communities among cases was relatively high (median Bray-Curtis = 0.7257), with 
differences in mean community similarity being largely explained by bacterial richness 




Figure 5.1 Metagenomic Bacterial Genera Community Relative Abundance  
The relative genera taxonomic level abundance of bacterial communities detected in each 
case. The highest detected genera in terms of total percentages were Pseudomonas 
(17.7%), Porphyromonas (13.4%), and Staphylococcus (11.5%). Genera that constituted 
less than 3% of sample were grouped as rare taxa to reduce sampling noise. Relative 
abundances were determined using MetaPhlAn v2.0. 
 
4.4.2 Theoretical Models for ARGs 
The best model was based on the hypothesis that bacterial richness in these 
communities is governed by a negative binomial distribution (μ = 13.95, k = 2.45) and 
that the number of ARGs per taxon is binomially-distributed (pg = 7.5e
-4). Our estimate of 
pg was used to predict the slope of the relationship between taxonomic richness and the 
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number of ARGs as Npg = 1.59 (95% CI: 1.12 - 2.22) (Figure 5.2). Using our theoretical 
model, the relationship with richness accounted for 62% of the variation in the number of 
resistance genes which suggests a linear relationship between bacterial richness and the 
number of resistance genes in the community with a zero intercept and a slope equal to 
pN = 1.63. The slope estimate from a linear regression on the empirical data estimates the 
slope is 1.67. Metagenome size above the cutoff was shown not to be a predictor for the 
number of ARGs detected with a linear regression model (adjusted r2 = -0.03, median = -
0.47, IQR = 5.05, P = 0.54) and Spearman’s rank correlation (rs = 0.08, P = 0.70). 
 
Figure 5.2 Linear Relationship of the Metagenomic ARGs as a Function of Bacterial 
Richness 
The dotted slope estimate based on the theoretical model suggests a linear relationship 
between bacterial richness and the number of resistance genes in the community with a 
zero intercept and a slope equal to pN = 7.66e−04 · 2122 = 1.63. The solid slope estimate 
from a linear regression on the empirical data estimates the slope is 1.67.  
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5.4.3 Metagenome Alignment to ARG Database 
Ninety-five unique ARGs were found within this survey; however, these genes were 
detected multiple times for a total of 418 gene detections across the population (min = 0, 
max = 70, mean = 20.9, median = 11.5 genes, and IQR = 31.5) (Table A.3). The 95 
unique genes created products that either interact with 12 antibiotic drug classes 
[fluoroquinolone, aminoglycoside, tetracycline, beta-lactam, macrolide, phenol, 
elfamycin, pseudomonic acid, aminocoumarin, streptothricin, streptogramin, and (Oulas 
et al.)peptide], or are part of multidrug efflux pumps. In total, multidrug efflux pump 
related genes were detected 149 times, tetracycline detected 106 times, macrolide 57, 
beta-lactam 25, fluoroquinolone 18, phenol 16, elfamycin 15, aminoglycoside 9, (Oulas 
et al.)peptide 9, pseudomonic acid 7, aminocoumarin 3, streptothricin 2, and 
streptogramin 2 (Figure 5.3). Although in small amounts, we detected genes playing a 
role in resistance to methicillin and polymixins, including mecR1 (2 detected), arnA (2 




Figure 5.3 Heatmap Visualization of Genes Associated with Antibiotic Classes found 
in Each Case using Metagenomic Alignments 
Resistance genes to streptogramins, streptothricins, aminocoumarins, pseudomonic acids, 
(Oulas et al.)peptides, aminoglycosides, elfamycins, phenols, fluoroquinolones, beta-
lactams, macrolides, tetracyclines, and multidrug efflux pumps were identified. The color 
and numbers represent the range of genes found to inhibit antibiotic classes.  Blue 
indicates no detection and red the highest detection. 
 
5.4.4 Quantitative PCR Array for ARGs 
In total, 24 unique ARGs were detected across qPCR analyzed cases, of which 18 
were detected multiple times leading to a total of 141 gene detections within the study 
population (min = 1 gene, max = 12, mean = 7.05, and SD = 2.70) (Table A.3). These 
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genes were found to be associated with resistance to 6 antibiotic drug classes 
(fluoroquinolones, aminoglycosides, glycopeptides, tetracyclines, beta-lactams, and 
macrolides), or part of multidrug efflux pumps. In total, genes expressing resistance to 
macrolides were detected 65 times, beta-lactams 56 times, tetracycline 10 times, 
glycopeptide 4 times, aminoglycoside 3 times, multidrug efflux pumps twice, and 
fluoroquinolones once (Figure 5.4). Genes detected in the highest abundance were ermB 
and mefA. Notably, genes were detected that play roles in resistance to carbapenems, 
vancomycin, and methicillin, including OXA groups (4 detected), vanB (4 detected), and 





Figure 5.4 Heatmap Visualization of Genes Associated with Antibiotic Classes found 
in Each Case using ARG qPCR Arrays 
Resistance genes to fluoroquinolones, multidrug efflux pumps, aminoglycosides, 
glycopeptides, tetracyclines, beta-lactams, and macrolides were discovered. Color and 
numbers represent the range of abundance of genes found to inhibit antibiotic classes. 
Blue represents no detection and red the highest detection. 
 
5.5 Discussion  
All but one case yielded detection of ARGs associated with activity against 
multiple antibiotic classes. Macrolide resistance genes were most common in qPCR 
assays, while multidrug efflux pumps were common in metagenomes. However, both 
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tetracycline and beta-lactam resistance genes were widely detected. Additionally we 
detected clinically relevant ARGs associated with polymixins, carbapenem, vancomycin, 
and methicillin resistance. We also detected genera containing common antibiotic 
resistant species, such as Clostridium, Pseudomonas, Staphylococcus, and Neisseria. 
While these genera are expected to be present as they are natural commensals of the 
human microbiota, the presence of the genera along with the presence of their known AR 
determinants within the same sample are cause for increased concern as the genes needed 
for antibiotic resistance may be already present in their genome or may be acquired 
through horizontal gene transfer and natural competence.  For example, with HJ024 and 
HJ025, we detected Pseudomonas as well as the OXA-50 carbapenemase gene associated 
with carbapenem-resistant P. aeruginosa (Walther-Rasmussen and Hoiby, 2006).  
The Infectious Diseases Society of America has referred to the six most life-
threatening MDR nosocomial infectious bacteria as the “ESKAPE pathogens” 
(Enterococcus faecium, S. aureus, Klebsiella pneumoniae, Acinetobacter baumannii, P. 
aeruginosa, and Enterobacter species (Pendleton et al., 2013). We detected ARGs 
associated with all six “ESKAPE pathogens”, including genes that encode products for 
resistance-nodulation-division (RND) multidrug efflux pumps, which have been shown to 
provide resistance to carbapenems, fluoroquinolones, chloramphenicol, and 
aminoglycosides to Gram-negative bacteria (Piddock, 2006). Detecting these genera and 
associated genes is alarming as it demonstrates potential for genera to either have or 
acquire resistances. However, the presence of these ARGs does not necessarily correlate 
to expression and transmission, and functional confirmatory tests should be performed for 
genes in question.  
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We detected OXA genes associated with carbapenem resistance in three cases 
(HJ024, HJ025, and HJ037) and pmr genes associated with polymixin resistance in four 
cases (HJ018, HJ019, HJ024, and HJ031), with one case containing both genes (HJ024).  
Carbapenems and polymixins are both antibiotics used as a last line of therapy against 
life-threatening infections, including antimicrobial strains (Daly et al., 2017; Sun et al., 
2017). Carbapenems are the most effective broad spectrum beta-lactam antibiotics used 
to treat severe infections and are known to be less vulnerable to resistance mechanisms. 
However, resistance in Enterobacteriaceae associated with carbapenemases has rapidly 
disseminated across the globe in the past decade. Carbapenem-resistant 
Enterobacteriaceae (CRE) was originally discovered in a healthcare setting, but since 
these AR determinants are being detected on mobile genetic elements it is becoming a 
growing issue that CRE will disseminate through the public and the number of cases will 
continue to increase (Walther-Rasmussen and Hoiby, 2006; Meletis, 2016). Polymixins, 
including the antibiotic colistin, are antimicrobial peptides used to treat MDR and have 
been heavily relied upon to clinically treat carbapenem resistant bacteria. Polymixin 
resistance has been found to be both intrinsic and acquired, with reports of resistance 
increasing.  Recently, human isolates of K. pneumoniae and Escherichia coli were found 
to harbor a plasmid-mediated polymixin resistance gene, suggesting horizontal gene 
transfer had taken place (Stoesser et al., 2016). It is important to note that none of the 
cases containing resistance determinants for carbapenem or polymixin resistance within 
our study were hospital-related deaths. While it is possible the cases had contact with a 
healthcare setting sometime prior to death, the individuals were considered part of the 
public community at the time of death. Emergence of resistance to these “last line” 
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antibiotics is a tangible public health threat, therefore it is vital to monitor and understand 
dissemination mechanisms between resistomes at a broad and global scale, and account 
for ARG reservoirs from both hospital and community settings.  
In three separate instances, we also detected both determinants of methicillin and 
vancomycin resistance from the same case (HJ023, HJ024, and HJ029). Concerns 
associated with methicillin resistant S. aureus (MRSA) are well characterized, and 
vancomycin has been widely used for therapy against MRSA. Unfortunately, vancomycin 
resistance has spread with unanticipated rapidity and is now encountered by hospitals in 
most states along with recent reports of vancomycin resistant S. aureus (Boyce, 1995; 
Boyce et al., 1995; da Silva et al., 2014; Kampmeier et al., 2017; Remschmidt et al., 
2017) (Loomba et al., 2010; Thati et al., 2011; Gardete and Tomasz, 2014). Finding both 
determinants in a single case suggest genes can be exchanged between organisms, 
potentially leading to an organism acquiring resistance to both antibiotics. 
Many bacterial strains are naturally competent for DNA uptake and have high 
transformation rates (Aminov and Mackie, 2007; Blair et al., 2015), while other strains 
are rapidly evolving by cooperative mechanisms for antibiotic inactivation (Vega and 
Gore, 2014). Resistance genes can be disseminated vertically when new generations 
inherit resistance genes, or horizontally by the sharing or exchange of genetic material 
between bacterial strains (Lenski, 1998; Aminov and Mackie, 2007; Davies and Davies, 
2010). We investigated the impact of bacterial richness to ARG abundance with a 
theoretical model relating ARG abundance to the taxonomic richness in postmortem 
samples to emphasize the importance of antemortem microbial community structure. We 
found that models accounting for overdispersion in microbial richness described the data 
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better than those accounting for different probabilities of carrying ARGs for different 
taxa. Therefore, theory predicts that cases with diverse microbial communities are likely 
to carry increased numbers of ARGs, regardless of taxon identity. This implies our 
postmortem sampling methodology corroborates the idea that mechanisms of horizontal 
gene transfer among species has a greater influence than vertical spread within lineages 
on the number of ARGs detected. The lack of a relationship between metagenome size 
and number of ARGs detected shows that having a larger metagenome does not predict 
gene frequency, suggesting that bacterial richness may account for this variance.  
We have demonstrated that sampling the human postmortem microbiome through 
routine autopsy serves as a surrogate model for investigating the human ARG carriage. 
Previous studies by our group and others have demonstrated human postmortem 
microbiome stability for up to two days after death, and closely represents antemortem 
microbial composition; thus our microbial samples from cases, with detected ARGs, are 
expected to be associated with the living individual (Table 5.1) (Pechal et al., 2018). Our 
methodologies allowed access to sampling areas that otherwise would not be routinely 
accessible in the living, and underscored the value of routine autopsy collected samples 
for a holistic ARG surveillance approach, reducing potential biases of traditional 
surveillance methods. We recognize that specific microbial community taxa may become 
enriched or excluded following host death and prior to sampling.  However, the extent of 
this enrichment has not been investigated or reported, and it is doubtful that ARGs arise 
in this short postmortem interval and have a significantly divergent profile from what is 
present during life.  It is also important to note that detection of a specific ARG does not 
necessarily translate to the presence or viability of a specific organism, activation of the 
 
135 
gene, or ability to exchange the gene to other organisms. Targeted functional analyses 
will be useful for these determinations.  Yet, the presence of an ARG demonstrates 
resistance and transmission potential.  These data are an important first step in 
determining baseline information for more targeted studies.  
While the use of sensitive DNA techniques to discover AR determinants in the 
population is not novel, we have for the first time demonstrated the application of 
postmortem microbiome sampling during routine death investigation as a tool for robust 
antibiotic resistance surveillance. Given the breadth of the global population, our sample 
size was small and geographically focused in comparison.  However, data from our study 
shows feasibility and value for implementation of such methodology at a larger scale.  
This method of sampling can potentially reduce biases found in studies and cohorts 
where living participants are used, as autopsies include a wide-range of demographics 
that provide a closer snapshot of the population rather than studies based on participant 
volunteering which might over- and/or underrepresent key demographics. Medical 
Examiner’s also have the ability to request medical records of the deceased (if allowable 
by state law), which can be used to determine if the individual had recent or past 
treatments, such as antibiotic usage. Currently, whole genome sequencing is likely too 
costly to implement on a population wide scale, but sequencing cost continue to decrease 
as sequencing sensitively increases. Lowering costs may allow AR determinant 
surveillance sequencing techniques to be executed in areas deemed high risk, for aiding 
public health officials in knowledge of specific resistome dissemination in a community, 
and can provide high financial return by predicting and preparing potential outbreaks.  
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The increased threats of multidrug resistant bacteria has heightened the need for 
AR carriage surveillance, particularly those colonizing asymptomatically, across 
communities. However, current reporting methods are predominately healthcare related 
and fail to address indigenous bacterial populations and asymptomatic infections in 
humans of both hospital and community populations. Data from our study have shown 1) 
ARGs associated with bacteria of the greatest public health concern, 2) horizontal gene 
transfer likely drives AR spread, and 3) the utility of the autopsy as an invaluable tool 
towards public health surveillance. Our data suggest that postmortem assessments of 
host-associated microbial communities are useful in acquiring community specific 
resistome data while reducing volunteer and selective-participant biases. Further, these 
procedures could provide data from a robust cross-section of populations leading to early 
identification of ARG dissemination from within the human AR reservoir. The ability to 
monitor ARG dissemination to such a degree would allow source tracking, outbreak 
preparation, and treatment alternatives to help reduce AR selective pressure needed by 
bacteria to maintain resistance. This methodology aims to focus on preventative measures 
instead of reactive medicine. Therefore, we propose that routine autopsy microbial 
sampling and metagenomic analysis provides the tools necessary to expand AR 
surveillance across the human populations. Data from this work demonstrates the ability 
to detect multiple ARGs associated with known life-threatening bacteria, which could 
otherwise go undetected as they disperse across the living population.  
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With the increasing usage of high throughput sequencing, utilizations of the 
human, animal, and environment microbiomes are being elucidated. Microorganisms 
were known to be contributors to decomposition before sequencing, but because of the 
community complexity it was difficult to identify all the players by traditional culture 
based methods. Now the postmortem microbiome is being investigated for its use in 
estimating the postmortem interval and as trace evidence in forensic investigations. 
Additionally, the early postmortem microbiome may be a promising tool for gaining 
extensive information of the antemortem microbiome for public health surveillance 
purposes. The central hypotheses of the research presented in this dissertation were that 
1) postmortem bacterial community structure and function behave in a predictable 
manner in a laboratory controlled murine model system as decomposition progresses and 
2) human postmortem microbiome samples taken at autopsy can provide informative 
public health data as a surrogate for antemortem microbiome sampling.  
Bacteria colonize specific niches in and on the body based on environmental 
conditions. S. aureus and C. perfringens have been shown to be contributors to 
decomposition and colonizers of the respiratory tract and intestinal tracts, respectively. In 
an attempt to increase our understanding of bacterial transmigration, we were able to 
fluorescently label S. aureus and track the transmigration from the respiratory tract 
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colonization sites using both whole body imaging and culture based techniques. 
Unfortunately, when we introduced, S. aureus to the intestinal tract through ingestion we 
did not obtain a strong output suggesting the majority of the culture could not withstand 
the stomach conditions. When S. aureus began in the respiratory tract, it was determined 
that S. aureus concentration increased through the first 14d of decomposition until 
beginning to die off. The results from Chapter II show that ability to monitor a single 
strain as transmigration occurs across multiple organs, though the abundance and rate of 
motility is dependent on the organ. This may prove to be a valuable method to monitor 
specific bacterial species during the decomposition to determine common routes of 
transmigration in biomarker species. Furthermore, using culture based methods the 
transition of aerobic to anaerobic communities can be seen to take place after 24h 
marking an important transition in the internal environment of the corpse.  
In Chapter III, we aimed to expand on Chapter II by investigating the bacterial 
community structure turnover trends using metagenomics along with providing one of the 
first measurements of functional pathway regulations between early and late 
decomposition. Genera richness and diversity was organ dependent, and early 
postmortem interval community detection was limited in all organs except the intestines. 
As seen with human and other animal models, diversity increased in organs that are 
colonized in low abundance during life as decomposition progressed to 7 days with 
Clostridium starting to dominate. This was shown in both the community relative 
abundances and the environmental fit from the dbRDA analyses. Early genera 
domination was dependent on organ with the genera being either intestinal or skin 
microflora. Differential expression analyses showed that there is a significant difference 
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between early and late postmortem times in the heart and bone marrow, but 
predominately the heart. This is likely due to the transmigration of bacterial species with 
the increase of motility and metabolism, but stress responses were also increased as cells 
prepared for dormancy. This is one of the first instances of obtaining true function of 
bacterial communities during decomposition.  
In Chapter IV, we investigated a second murine study in which we attempted to 
colonize mice with fluorescently labelled S. aureus KUB7 and C. perfringens+pZMB2. 
Unfortunately, we did not obtain a substantial output of either species by culture or qPCR 
detection leading us to believe colonization of each species was inhibited by ingestion 
into the low pH environment of the stomach. Bacterial community structure and function 
was still able to be elucidate, but in contrast to the first murine study, sequences were 
obtained from metatranscriptomic RNA as compared to metagenomic DNA and RNA. 
This method allows community and functional data to be obtained from the same tissue at 
the exact same time in a cost effective manner. Using extracted 16S rRNA sequences, we 
were able to detect early and late bacterial community structure changes in all organs. 
Unsurprisingly, the intestines and stomach were similar in families present. Though 
interestingly, the heart and bone marrow were similar in their community turnover which 
may be due to transmigration which we previously discussed in Chapters II and III. 
Similar community turnover event took place in both murine studies where Clostridium 
dominated late postmortem times in antemortem low colonized organs and Lactobacillus 
in late intestines with Clostridium increasing. Differential expression from the second 
murine study was promising because the significant transcripts from the heart were 
almost identical to the transcripts from the first study. This is a good step towards 
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discovering potential biomarkers for postmortem interval estimation from either 
transcript or protein detection since the results appear to be reproducible across studies. 
Potential targets may reside in amino acid metabolism, energy metabolism, and stress 
response pathways since these were a few of the most upregulated pathways during late 
decomposition as compared to early decomposition.  
The objective of Chapter V was to show the potential of the postmortem 
microbiome outside the scope of forensic sciences. We demonstrated the use of the 
postmortem microbiome as a public health surveillance tool by the detection of antibiotic 
resistance determinants from human autopsy samples. These samples come from early 
postmortem times which have been shown to closely resemble the antemortem 
microbiome up to 3 days postmortem. The detection of critical antibiotic resistance genes 
associated with carbapenem, polymixin, and vancomycin resistance is alarming as these 
are predicted to be of the biggest burden to the healthcare community in coming years. 
The bacterial genera associated with the determinants we detected were also found 
through sequencing, but no viability data was collected to determine if the organisms are 
alive and/or are resistant. Though, while we do not have viability data, these determinants 
can be spread through horizontal gene transfer or incorporated from the environment 
leading to acquired resistance to a new species. These results show promise for the use of 
early postmortem microbiome sampling for aiding public health officials in knowledge of 
specific resistome dissemination in a community, and can provide high financial return 
by predicting and preparing potential outbreaks. 
Current knowledge of the postmortem microbiome is still lacking in reliable, 
reproducible data on how bacterial communities react to multiple environmental 
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conditions that may be encountered in forensic investigations and uses of the postmortem 
microbiome outside of forensic sciences is limited. Upon the conclusion of these studies, 
we have expanded the field by demonstrating community structural and functional 
changes during decomposition in a laboratory controlled model. This is one of the first 
times individual species have been tracked both visually through fluorescence and 
through sensitive DNA techniques as transmigration occurs. These studies have also 
provided one of the first insights into the functional pathway regulations made by 
bacterial communities as decomposition progresses. This is important for future detailed 
investigations into individual potential biomarkers at each stage of decomposition for 
postmortem interval estimation. Additionally, this work has provided evidence to suggest 
that postmortem microbiome data can be used to asset in public health surveillance by the 
detection of antibiotic resistance detriments in the human population. Collectively, these 
results show the abundance of meaningful data for multiple research facets available 
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Table A.3 WGSS and qPCR Assay Detected ARGs across Cases 
Case WGSS Genes Present qPCR Genes Present 
HJ004 mdtE, tet38 Not Tested 
HJ006 
acrB, acrS, arlR, arlS, blaZ, mdtL, mepA, 
mepR, msbA, sav1866, tet38, tetQ 
Not Tested 
HJ007 No Detection Not Tested 
HJ008 
Not Tested aadA1, SHV, DHA, qnr-23 Group, ermB, 
mefA, tetB, vanB 
HJ011 
aadA, acrF, arnA, cfxA, ermF, ermX, mdtE, 
mdtO, tetM, tetO, tetW 
Not Tested 
HJ012 
Not Tested SHV(156G), SHV(238G240E), ermB, ermC, 
mefA, msrA, mecA 
HJ013 




Not Tested IMI/NMC-A, SHV(156G), SHV(238S240K), 
ACT5/7 Group, ermB, ermC, mefA, msrA 
HJ018 
cfxA, EF-Tu, ermF, hmrM, ileS, mefA, mel, 
mtrD, parY, patB, pmrA, rlmA(II), TEM, 
tetA46, tetA60, tetB46, tetB60, tetM, tetQ 
msrA 
HJ019 
cfxA, EF-Tu, ermB, ermF, farA, farB, hmrM, 
ileS, macA, macB, mefA, mel, mtrD, mtrR, 
patB, pmrA, rlmA(II), tetA60, tetB60, tetM 
SFO-1, SHV(238S240K), ermB, ermC, 
mefA, msrA 
HJ020 
Not Tested SHV, SHV(156G), SHV(238G240E), MOX, 
ermB, ermC, mefA, msrA, tetA, tetB, mecA 
HJ021 cfxA, ermF, lsaC, tet32, tetM, tetQ ermB, ermC, mefA, msrA, tetA 
HJ022 
acrB, arnA, cfxA, cpxR, ermF, ermX, mefA, 
mel, mexA, mexB, mexC, mexD, mexE, 
mexF, mexI, mexK, mexN, mexP, mexQ, 
mexW, mexY/amrB,  
mexY/amrB, muxB, opmH, oprM, PDC, 
pmpM, smeE, tetQ, tetW, triA, triC 
SHV(238S240K), ermB, mefA, msrA, mecA 
HJ023 
acrD, arnA, cfxA, cpxR, EF-Tu, ermB, ermF, 
ermX, lsaC, mefA, mel, mexB, mexC, mexD, 
mexE, mexF, mexI, mexK, mexN, mexP, 
mexQ, mexW, mexY/amrB, muxB, opmH, 
oprM, patB, pmpM, rlmA(II), smeB, tetA60, 
tetM, tetO, tetW, triA, triC 
SHV(156G), ermB, ermC, mefA, msrA, 
vanB, mecA 
HJ024 
acrB, acrF, pmrE, tetW SHV(156G), SHV(238S240K), ACT 5/7 
Group, MOX, OXA-50 Group, OXA-51 
Group, ermB, ermC, mefA, msrA, vanB, 
mecA 
HJ025 
cpxR SHV, SHV(156G), SHV(238G240E), MOX, 
OXA-50 Group, ermB, mefA, oprJ, oprM 
HJ026 Not Tested SHV, SHV(156G), SHV(238G240E), MOX 
HJ027 
mprF, tetA(P), tetB(P) SHV, SHV(156G), SHV(238G240E), MOX, 
ermB, ermC, mefA, msrA, mecA 




Table A.3 (continued) 
HJ029 
No Detection SHV, SHV(156G), SHV(238G240E), MOX,  
ermB, ermC, mefA, msrA, tetA, tetB, vanB, 
mecA 
HJ030 
No Detection SHV, SHV(156G), SHV(238G240E), ermB, 
ermC, mefA, msrA, tetB 
HJ031 
blaZ, cfxA, ermB, hmrM, mefA, mel, patB, 
pmrA,  
rlmA(II), TEM, tetK, tetB46, tetM, tetO, 
tetW, tetX, vgaA 
Not Tested 
HJ032 ermF, lsaC, TEM, tetM, tetQ, tetT, tetW Not Tested 
HJ033 
aad(6), ant(6)-Ia, aph(3')-Ia, aph(3')-IIIa, 
cfxA, EF-Tu, ermC, ermF, ermG, ermX, ileS, 
mecR1, parY, sat-4, tetM, tetO, tetQ, tetW 
Not Tested 
HJ034 
aad(6), ant(6)-Ia, aph(3')-IIIa, arlS, blaB, 
blaZ, cfxA, EF-Tu, ermA, ermC, ermF, 
ermX, ileS, lsaC, mecR1, mefA, mphC, 
mtrA, norA, parY, qacA, qacA/qacB, sat-4, 
tetK, tetM, tetO, tetQ, tetW, tetX, vgaA 
Not Tested 
HJ035 Not Tested ermB, mefA, msrA, mecA 
HJ036 
Not Tested aac(6)-Ib-cr, aadA1, ermB, ermC, mefA, 
msrA, mecA 
HJ037 
Not Tested aadA1, DHA, OXA-51 Group, ermB, mefA, 
msrA, tetB 
HJ038 Not Tested ermB, mefA, msrA, tetB, mecA 
Representation of all the genes that were detected across both assays in each case. The 
anatomical location is represented as (Costache et al.) for trabecular space of occipital 









Figure B.1 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Surface Sterilized Mouse One Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.2 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Surface Sterilized Mouse Two Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.3 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Surface Sterilized Mouse Three Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.4 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Non-Surface Sterilized Mouse One Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.5 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Non-Surface Sterilized Mouse Two Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 







Figure B.6 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Non-Surface Sterilized Mouse Three Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.7 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Control Mouse One Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.8 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Control Mouse Two Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.9 Mouse Study 2015 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Control Mouse Three Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.10 Mouse Study 2015 qPCR of S. aureus KUB7 in Non-Target Organs across 
Decomposition 
The log genomic units are plotted on the y-axis and postmortem time on the x-axis. Each 
circle represents a sample and the line represents the mean (±SE) log genomic units of S. 
aureus KUB7 during decomposition in the A. kidneys, B. liver, C. spleen, D. stomach, 





Figure B.11 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Surface Sterilized Mouse One Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.12 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Surface Sterilized Mouse Two Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.13 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Surface Sterilized Mouse Three Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.14 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Non-Surface Sterilized Mouse One Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.15 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Non-Surface Sterilized Mouse Two Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 





Figure B.16 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Non-Surface Sterilized Mouse Three Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.17 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Control Mouse One Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.18 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Control Mouse Two Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.19 Mouse Study 2017 Whole Body Fluorescent Imaging of S. aureus KUB7 in 
Control Mouse Three Across Decomposition 
The intensity of fluorescence is based on a scale from blue being the lowest and red being 






Figure B.20 Mouse Study 2017 qPCR of C. perfringens pZMB2 in Target Organs 
across Decomposition 
The log genomic units are plotted on the y-axis and postmortem time on the x-axis. Each 
circle represents a sample and the line represents the mean (±SE) log genomic units of C. 
perfringens pZMB2 during decomposition in the A. intestines, B. stomach, C. heart, and 






Figure B.21 Mouse Study 2017 qPCR of C. perfringens pZMB2 in Non-Target Organs 
across Decomposition 
The log genomic units are plotted on the y-axis and postmortem time on the x-axis. Each 
circle represents a sample and the line represents the mean (±SE) log genomic units of C. 
perfringens pZMB2 during decomposition in the A. kidneys, B. skin, C. spleen, D. lungs, 





Figure B.22 Mouse Study 2017 qPCR of S. aureus KUB7 in Target Organs across 
Decomposition 
The log genomic units are plotted on the y-axis and postmortem time on the x-axis. Each 
circle represents a sample and the line represents the mean (±SE) log genomic units of S. 







Figure B.23 Mouse Study 2017 qPCR of S. aureus KUB7 in Non-Target Organs across 
Decomposition 
The log genomic units are plotted on the y-axis and postmortem time on the x-axis. Each 
circle represents a sample and the line represents the mean (±SE) log genomic units of S. 
aureus KUB7 during decomposition in the A. kidneys, B. skin, C. spleen, D. lungs, and 
E. liver. 
