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abstract
The prediction of adequate claims reserves is a major subject in actuarial practice and
science. Due to their simplicity, the chain ladder (CL) and Bornhuetter^Ferguson (BF) methods
are the most commonly used claims reserving methods in practice. However, in contrast to the
CL method, no estimator for the conditional mean square error of prediction (MSEP) of the
ultimate claim has been derived in the BF method until now, and as such, this paper aims to fill
that gap. This will be done in the framework of generalized linear models (GLM) using the
(overdispersed) Poisson model motivation for the use of CL factor estimates in the estimation of
the claims development pattern.
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". Introduction
Often in non-life insurance, claims reserves are the largest item on the
liability side of the balance sheet. Therefore, given the available information
about the past, the prediction of an adequate amount to face the responsibilities
assumed by the non-life insurance company as well as the quantification of
the uncertainties in these reserves are major issues in actuarial practice and
science; see e.g. Casualty Actuarial Society (1990) and Teugels & Sundt
(2004).
Due to their simplicity, the chain ladder (CL) and Bornhuetter^Ferguson
(BF) methods are among the easiest claims reserving methods and, therefore,
the most commonly used techniques in practice. Mack (1993) published a
fundamental article on claims reserving regarding the estimation of the
conditional mean square error of prediction (MSEP) in the CL method.
Unfortunately, until now, no estimator for the conditional MSEP of the
ultimate claim has been derived in the BF method.
A.A.S. 4, I, 7-31 (2009)
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The BF method goes back to Bornhuetter & Ferguson (1972). Apart from
its simplicity, the BF method is a very popular claims reserving method since
it is rather robust against outliers in the observations and allows for
incorporating prior knowledge from experts, premium calculations or
strategic business plans. Furthermore, in contrast to the CL method, the BF
method has proven to be a very robust method, in particular, against
instability in the proportion of ultimate claims paid in early development
years. The BF method, as it was stated in the original work of Bornhuetter &
Ferguson (1972), was not formulated in a probabilistic way. The work of
Mack (2000) and Verrall (2004) puts the BF method into a probabilistic
framework; we discuss this further below. Before describing the method in
detail we would like to mention that there are also rather sceptic and critical
opinions of the use of the BF method. The purpose of this paper is not to
improve the method in view of this criticism but rather to explain from a
probabilistic point of view, what is done when actuaries use the BFmethod in its
current state and to derive analytic estimators for the prediction uncertainty.
The BF method is based on the simple idea of stabilizing the BF estimatedCi;JBF using an initial estimate bmi of the ultimate claim Ci;J based on external
knowledge. Then it is standard practice to use the prior estimate bmi with the
CL factor estimates bfj to predict the ultimate claim. In this case, the CL
method and the BF method only differ in the choice of the estimate for the
ultimate claim (CL estimate versus prior estimate). Hence, in this regard the
BF method is a variant of the CL method that uses external information to
obtain an initial estimate for the ultimate claim. Mack (2000) studied this
from a probabilistic point of view. In his work he analysed the stochastic
model for given (deterministic) claims development patterns, which are the
analogon to the CL factors, and random initial estimates bmi. Mack (2000)
then derived optimal credibility weighted averages between the CL and the
BF method. However, in most practical applications the claims development
pattern and the CL factors are unknown and need to be estimated from the
data. This adds an additional source of uncertainty to the problem. Verrall
(2004) has studied these uncertainties using a Bayesian approach to the BF
method. If one uses an appropriate Bayesian approach with improper priors
and an appropriate two stage procedure, one then arrives at the BF method.
We use a similar procedure within generalized linear models (GLM) using
maximum likelihood estimators (MLE). This framework allows for an
analytic estimate for the mean square error of prediction using asymptotic
properties of MLE. Note that in a Bayesian framework one can, in general,
only give numerical answers using simulation techniques such as the Markov
chain Monte Carlo method.
A criticism of the BF method as it is currently used is that the use of the
CL estimates bfj contradicts the basic idea of independence between the last
observed cumulative claims Ci;Ii and the estimated outstanding claims
liabilities dCi;JBF  Ci;Ii, which was fundamental to the BF method; see e.g.
8 Mean Square Error of Prediction in the
Core terms of use, available at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S1748499500000580
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 30 May 2017 at 17:05:22, subject to the Cambridge
Mack (2006). Therefore, Mack (2006) proposed different estimators for the
claims development pattern. In this paper however, we do not follow this
route. We rather use the well-known fact that the (overdispersed) Poisson
model leads to the same claims reserves and payout pattern as the CL model.
This means that we use the (overdispersed) Poisson model motivation for
the use of the CL factor estimatesbfj. It is then straightforward to use GLM
methods for parameter estimation and to derive an estimator for the
conditional MSEP of the ultimate claim in the BF method.
Organization of the paper. In Section 2 we provide the notation and data
structure. In Section 3 we give a short review of the CL and BF methods and
compare these two techniques. Section 4 is dedicated to the overdispersed
Poisson model and its representation as a GLM. In Section 5 we give an
estimation procedure for the conditional MSEP in the BF method. Finally, in
Section 6 we discuss an example.
Æ. Notation and Data Structure
Throughout, we assume the loss data for the run-off portfolio is given by
a claims development triangle of observations. However, all claims reserving
methods discussed in this paper can also be applied to other shapes of loss
data (e.g. claims development trapezoids). In this claims development
triangle the indices i 2 f0; 1; . . . ; Ig and j 2 f0; 1; . . . ; Jg with I  J refer to
accident years and development years, respectively. The incremental claims
(i.e. incremental payments, change of reported claim amount or number of
newly reported claims) for accident year i and development year j are
denoted by Xi;j and cumulative claims (i.e. cumulative payments, claims
incurred or total number of reported claims) of accident year i up to
development year j are given by
Ci; j ¼
Xj
k¼0
Xi;k: ð2:1Þ
We assume that the last development year is given by J, i.e. Xi;j  0 for
all j > J, and the last accident year is given by I. Moreover, our assumption
that we consider claims development triangles implies I ¼ J.
Usually, at time I (i.e. calendar year I), we have observations DI in the
upper claims development triangle, defined as follows,
DI ¼ fXi;j; iþ j  Ig: ð2:2Þ
We need to predict the random variables in its complement
DcI ¼ fXi;j; iþ j > I; i  Ig: ð2:3Þ
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Figure 1 shows the claims data structure for the claims development
triangle described above.
Furthermore, let Ri and R denote the outstanding claims liabilities for
accident year i at time I,
Ri ¼
XJ
j¼Iiþ1
Xi;j ¼ Ci;J  Ci;Ii for 1  i  I; ð2:4Þ
and the total outstanding claims liabilities for aggregated accident years,
R ¼
XI
i¼1
Ri; ð2:5Þ
respectively. The prediction of the outstanding claims liabilities Ri and R by
the so-called claims reserves or best estimates, as well as quantifying the
uncertainty in this prediction, is the classical actuarial claims reserving
problem studied at every non-life insurance company.
. Bornhuetter^Ferguson and Chain Ladder Methods
In this section we give a short review of the CL and BF methods, which
are the most commonly used claims reserving methods in practice on account
of their simplicity. Our review is similar to the one given in Mack (2000).
3.1 Chain Ladder Method
The classical actuarial literature often explains the CL method as a pure
computational algorithm to estimate claims reserves. The first distribution-
free stochastic model was proposed by Mack (1993).
Figure 1. Claims development triangle
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Model Assumptions 3.1 (CL Model):
 There exist deterministic development factors f0; . . . ; fJ1 > 0 such that
for all 0  i  I and all 1  j  J we have
E½Ci;j j Ci;0; . . . ;Ci;j1 ¼ E½Ci;j j Ci;j1 ¼ fj1Ci;j1: ð3:1Þ
 Claims Ci;j of different accident years i are independent.
An easy exercise in calculating conditional expectation leads to
E½Ci;J j DI ¼ fJ1E½Ci;J1 j Ci;Ii ¼ . . . ¼ Ci;Ii
YJ1
j¼Ii
fj; ð3:2Þ
for all 1  i  I, where the factors fj are called CL factors or development
factors. Given the observations DI and CL factors fj, (3.2) gives a recursive
algorithm for predicting the ultimate claim Ci;J. However, in most practical
applications the CL factors fj are not known and have to be estimated from
the data DI. It is well known that the DI-measurable estimators for the CL
factors fj, defined by
bfj ¼PIj1i¼0 Ci;jþ1PIj1
i¼0 Ci;j
; ð3:3Þ
for all 0  j  J 1, are unbiased and uncorrelated; see e.g. Mack (1993).
However, they are not independent since the squares of two successive
estimators bfj and bfjþ1 are negatively correlated; see e.g. Mack (2006) and
Wu« thrich et al. (2008).
The properties of the CL factor estimates bfj imply that, given Ci;Ii, the
CL estimator of the ultimate claim Ci;J, defined by
dCi;JCL ¼ Ci;Ii YJ1
j¼Ii
bfj for all 1  i  I; ð3:4Þ
is an unbiased estimator for E½Ci;J j DI.
3.2 Bornhuetter^Ferguson Method
The BF method goes back to Bornhuetter & Ferguson (1972). Analogously
to the CL method, the classical actuarial literature often explains the BF
method as a pure computational algorithm to estimate claims reserves
although there are several stochastic models that motivate the BF method.
The following stochastic model is consistent with the BF method.
Bornhuetter^Ferguson Claims Reserving Method 11
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Model Assumptions 3.2 (BF Model):
 There exist parameters m0; . . . ; mI > 0 and a pattern b0; . . . ; bJ > 0 with
bJ ¼ 1 such that for all 0  i  I; 0  j  J 1 and 1  k  J j
E½Ci;0 ¼ b0mi; ð3:5Þ
E½Ci;jþk j Ci;0; . . . ;Ci;j ¼ Ci;j þ bjþk  bj
 
mi: ð3:6Þ
 Claims Ci;j of different accident years i are independent.
These assumptions imply
E½Ci;j ¼ bjmi and E½Ci;J ¼ mi; ð3:7Þ
which is often used to explain the BF method; see e.g. Radtke & Schmidt
(2004). The sequence bj
 
j denotes the claims development pattern and, if Ci;j
are cumulative payments, bj is the expected cumulative cashflow pattern
(also called payout pattern). Such a pattern is often used when one needs to
build market-consistent/discounted reserves, where money values differ over
time.
Assumption (3.6) motivates the BF estimator for the ultimate claim Ci;J
given by
dCi;JBF ¼ Ci;Ii þ 1bbIi bmi; ð3:8Þ
for all 1  i  I, where bbIi is an appropriate estimate for bIi and bmi is a
prior estimate for the expected ultimate claim E½Ci;J. In practice, bmi is an
exogenously determined estimate (i.e. without the observations DI) such as a
plan value from a strategic business plan or the value used for premium
calculations.
3.3 Comparison of BF and CL Methods
From the CL Assumptions 3.1 we obtain
E½Ci;J ¼ E½Ci;j
YJ1
k¼j
fk; ð3:9Þ
which implies that
E½Ci;j ¼
YJ1
k¼j
f 1k E½Ci;J; for all 0  j  J: ð3:10Þ
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If we compare this to the BF method, see e.g. (3.7), we find that
QJ1
k¼j f
1
k
plays the role of bj. Therefore, these parameters are often viewed equally and
if one knows the CL factors fk one can construct a development pattern ðbjÞj
and vice versa. That is, in practice the bj are usually estimated by
bbðCL Þj ¼bbj ¼YJ1
k¼j
1bfk ; ð3:11Þ
where bfk are the CL factor estimates given in (3.3). Moreover, using the
estimatorbbðCL Þj for bj in the BF method, we see that
dCi;JBF ¼ Ci;Ii þ 1bbðCL ÞIi bmi; ð3:12ÞdCi;JCL ¼ Ci;Ii þ 1bbðCL ÞIi dCi;JCL ; ð3:13Þ
which means that the CL method and BF method only differ in the choice
of the estimator for the ultimate claim Ci;J (prior estimate bmi versus CL
estimate dCi;JCL ). In other words, if we identify bbðCL Þj and QJ1k¼j bf 1k , the BF
method is a variant of the CL method that uses external information to
obtain an initial estimate for the ultimate claim. The main criticism of this
approach is that the use of the CL factor estimates bfk contradicts the basic
idea of independence between last observed cumulative claims Ci;Ii and
estimated outstanding claims liabilities dCi;JBF  Ci;Ii, which was fundamental
to the origin of the BF method; see e.g. Mack (2006). Therefore, Mack
(2006) constructed different estimators for the claims development pattern
ðbjÞj. However, we do not follow this route here. We rather concentrate on
the overdispersed Poisson model motivation for the use of the CL factor
estimates bfk and utilize the fact that the overdispersed Poisson model is a
GLM. It is then straightforward to use GLM methods for parameter
estimation and to derive an estimator for the conditional MSEP of the
ultimate claim in the BF method.
ª. Overdispersed Poisson Model and Generalized Linear Models
In this section we give a brief review of the overdispersed Poisson model
and its formulation in a GLM context.
4.1 Overdispersed Poisson Model
We define the overdispersed Poisson model by first considering the
exponential dispersion family. Random variable Y belongs to the exponential
dispersion family if its density or probability distribution function can be
Bornhuetter^Ferguson Claims Reserving Method 13
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written as
fY ðy; y;fÞ ¼ exp f½yy bðyÞ=aðfÞ þ cðy;fÞg: ð4:1Þ
The overdispersed Poisson model is a member of this family with aðfÞ ¼ f,
bðyÞ ¼ ey and cðy;fÞ ¼ lny. It differs from the Poisson model in that the
variance is not equal to the mean. This model was introduced for claims
reserving in a Bayesian context by Verrall (1990, 2000, 2004) and Renshaw &
Verrall (1998) and it is also used in the GLM framework; see e.g.
McCullagh & Nelder (1989) and England & Verrall (2002, 2007). It is
well-known in actuarial literature that the (overdispersed) Poisson model
leads to the same claims reserves as the CL model. This result goes back
to Hachemeister & Stanard (1975) and can be found, for example, in
Mack (1991) and Verrall & England (2000). This means that although the
CL model and the overdispersed Poisson model are very different, they
lead to the same reserve estimates, the difference in the two models is
relevant only if we estimate higher moments. In the following, we will
utilize this correspondence as we do not motivate the use of the estimatebbðCL ÞIi by CL factor estimates bfk but rather by the MLEs in the overdispersed
Poisson model. Note that CL factor estimates are used to calculate the
MLEs.
Model Assumptions 4.1 (Overdispersed Poisson Model):
 The increments Xi;j are independent overdispersed Poisson distributed
and there exist positive parameters g0; . . . ; gJ, m0; . . . ; mI and f > 0 such
that
E Xi;j
  ¼ mi;j ¼ migj; ð4:2Þ
Var Xi;j
  ¼ fmi;j; ð4:3Þ
with
PJ
j¼0 gj ¼ 1.
 bmi are independent random variables that are unbiased estimators of
mi ¼ E Ci;J
 
for all i.
 Xi;j andbmk are independent for all i; j; k.
From Model Assumptions 4.1 we obtain
E½Ci;jþk j Ci;0; . . . ;Ci;j ¼ Ci;j þ
Xk
l¼1
E½Xi;jþl ¼ Ci;j þ ðbjþk  bjÞmi; ð4:4Þ
where bj ¼
Pj
k¼0 gk. This means that the overdispersed Poisson model satisfies
Model Assumptions 3.2 and can also be used to explain the BF method.
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Remarks 4.2:
 The so-called dispersion parameter f does not depend on accident year i
and development year j. The restriction in the overdispersed Poisson
model is that we require Xi;j to be non-negative.
 The parameters gk define an expected incremental reporting/cashflow
pattern over the development years j.
 The exogenous estimator bmk is a prior estimate for the expected ultimate
claim E½Ck;J, it is solely based on external data and expert opinion.
Therefore, we assume that it is independent of the data Xi;j (this is in the
BF spirit as explained by Mack (2006)). Moreover, in order to obtain a
meaningful model, we assume that it is unbiased for the expected
ultimate claim. In this sense, we follow a pure BF method.
There are different methods for estimating the parameters mi and gj. In
the following we use MLEs. The MLEsbm ðML EÞi andbg ðML EÞj in the overdispersed
Poisson model are found by solving
bm ðML EÞi XIi
j¼0
bg ðML EÞj ¼XIi
j¼0
Xi;j; ð4:5Þ
bg ðML EÞj XIj
i¼0
bm ðML EÞi ¼XIj
i¼0
Xi;j; ð4:6Þ
for all 0  i  I and 0  j  J under the constraint thatPJj¼0bg ðML EÞj ¼ 1.
Remarks 4.3:
 Because of the multiplicative structure of the overdispersed Poisson
model, see e.g. (4.2), the parameters mi and gj can only be determined up
to a constant factor, i.e. emi ¼ cmi and egj ¼ gj=c would give the same
estimate for mi;j. Therefore, we need to impose a side constraint. In our
situation this becomes that the MLEs bg ðML EÞj form a development
pattern, i.e. that
PJ
j¼0bg ðML EÞj ¼ 1.
 If we now use these MLEs bg ðML EÞj for the estimation of the expected
incremental cashflow pattern gj we obtain the following BF estimator,
dCi;JBF ¼ Ci;Ii þ 1XIi
j¼0
bg ðML EÞj !bmi; ð4:7Þ
see e.g. (3.8). Moreover, under Model Assumptions 4.1, it has been
proved that
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Xj
k¼0
bg ðML EÞk ¼bbðCL Þj ¼YJ1
k¼j
1bfk ; ð4:8Þ
see e.g. Mack (1991) or Taylor (2000), which implies that the BF
estimator,
dCi;JBF ¼ Ci;Ii þ 1bbðCL ÞIi bmi; ð4:9Þ
is perfectly motivated by the overdispersed Poisson model and the
use of the MLE bg ðML EÞj for gj. This is exactly the BF estimator as it
is commonly used in practice; see e.g. (3.12). Henceforth, in this
understanding we do not motivate the use of the estimate bbðCL ÞIi by CL
factor estimates bfk but rather by the MLEs bg ðML EÞk in the overdispersed
Poisson model. This means that (4.8) provides the essential steps for the
use ofbbðCL Þj in the BF method.
 Note that we use a similar two stage procedure as described by Verrall
(2004). First we estimate the claims development pattern gj and the
exposures mi using MLE methods resulting inbg ðML EÞj and bm ðML EÞi . Only the
simultaneous MLE of gj and mi give the CL pattern given in (4.8). In the
second step we then replace the MLE bm ðML EÞi by an external estimate bmi.
It could be argued that this is, in some sense, inconsistent, but it describes
what practitioners do in the BF method to smoothen the claims reserves
estimates.
4.2 Overdispersed Poisson Model as a Generalized Linear Model
Renshaw (1995) and Renshaw & Verrall (1998) were the first to implement
the standard GLM techniques for the derivation of estimates for incremental
data in a claims reserving context. In this subsection we give a brief
description of the overdispersed Poisson model in the GLM framework. For
more details on the overdispersed Poisson model in the GLM context and on
GLMs and their statistical background we refer to England & Verrall (2002)
and McCullagh & Nelder (1989) or Fahrmeir & Tutz (2001), respectively.
A specific GLM model (in a parametrization suitable for claims reserving)
is fully characterized by the following three components
(a) the type of the Exponential Dispersion Family for the random component
Xi;j;
(b) the link function g relating the expectation of the random component
Xi;j to the linear predictor Zi;j ¼ Gi;jb, i.e.
g E½Xi;j
  ¼ Zi;j
for all 0  i  I and 0  j  J;
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(c) the design matrices Gi;j for all 0  i  I and 0  j  J.
In the overdispersed Poisson model the distribution of the random
component is given by the overdispersed Poisson distribution, and for the
multiplicative structure of Model 4.1 it is straightforward to choose the log-
link gðÞ ¼ logðÞ as link function. Then we have
Zi;j ¼ g mi;j
  ¼ logðmiÞ þ logðgjÞ: ð4:10Þ
For GLMs, it is easy to obtain MLEs of the parameters mi and gj using
standard GLM software. However, since the multiplicative structure of Model
4.1 is overparametrized it becomes necessary to set constraints which could
take a number of different forms. In the last subsection we derived the MLEsbg ðML EÞj under the normalization assumption PJj¼0bg ðML EÞj ¼ 1 in order to obtain
a claims development pattern; see e.g. Remarks 4.3. However, in the
framework of GLMs it is more natural and indeed convenient to choose the
constraint m0 ¼ 1, hence logðm0Þ ¼ 0 and
Z0;j ¼ logðgjÞ for all 0  j  J; ð4:11Þ
see e.g. (4.10). This parametrization leads to the following vector of
unknown parameters
b ¼ logðm1Þ; . . . ; logðmIÞ; logðg0Þ; . . . ; logðgJÞ0; ð4:12Þ
and the 1 ðIþ Jþ 1Þ design matrices
G0;j ¼ ð0; . . . ; 0; 0; 0; . . . ; 0; eIþjþ1; 0; . . . ; 0Þ; ð4:13Þ
Gi;j ¼ ð0; . . . ; 0; ei; 0; . . . ; 0; eIþjþ1; 0; . . . ; 0Þ; ð4:14Þ
for 1  i  I and 0  j  J, where the entries ei ¼ 1 and eIþjþ1 ¼ 1 are on the
i-th and the ðIþ jþ 1Þ-th position, respectively. We obtain the linear predictor
Zi;j ¼ Gi;jb: ð4:15Þ
Hence, we have now reduced the dimension from ðIþ 1Þ  ðJþ 1Þ unknown
parameters mi;j to p ¼ Iþ Jþ 1 unknown parameters logðmiÞ and logðgjÞ.
Using standard GLM software based on the Fisher scoring method, these
parameters are then estimated with the MLE method. We obtain the MLEs
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bb ¼  dlogðm1ÞGL M; . . . ; dlogðmIÞGLM; dlogðg0ÞGLM; . . . ; dlogðgJÞGLM0; ð4:16Þ
which implies a second “payout’’ pattern
bg0 ðGL MÞ; . . . ;bgJ ðGL MÞ; ð4:17Þ
where
bgj ðGL MÞ ¼ exp dlog gjGL M ð4:18Þ
for all 0  j  J. The following relationships hold,
bg ðML EÞj ¼ bg ðGL MÞjPJ
l¼0
bg ðGL MÞl for all 0  j  J: ð4:19Þ
Remarks 4.4:
 Note the superscripts MLE and GLM, which are used to differentiate
between the two normalizations, one natural to maximum likelihood for
claims reserving and the other more practical for GLM modelling
purposes.
 In multiplicative models like the overdispersed Poisson model it is
natural to use the log-link gðÞ ¼ logðÞ as the link function since the
systematic effects are additive on the scale given by the log-link function.
Moreover, the log-link is the so-called canonical link function for the
(overdispersed) Poisson distribution that has convenient mathematical
and statistical properties; see e.g. McCullagh & Nelder (1989) or
Fahrmeir & Tutz (2001).
 In the next section, relationship (4.19) will be crucial to incorporate our
results from GLM theory in the derivation of an estimate of the
conditional MSEP in the BF method.
 From GLM theory it is well-known that the MLE (4.16) is asymptotically
multivariate normally distributed with covariance matrix Cov
bb;bb
estimated by the inverse of the Fisher information matrix (denoted by
H1
bb), which is a standard output in all GLM software packages; see
e.g. Panjer (2006) or Fahrmeir & Tutz (2001).
. MSEP in the BF Method using GLM
In this section we quantify the uncertainty in the estimation of the
ultimate claims Ci;J and
PI
i¼1 Ci;J by the estimators
dCi;JBF and PIi¼1dCi;JBF,
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respectively, given the observations DI. More precisely, our goal is to derive
an estimate of the conditional MSEP for single accident years 1  i  I,
msepCi;J jDI
dCi;JBF  ¼ E Ci;J dCi;JBF 2
DI
" #
ð5:1Þ
¼ E
XJ
j¼Iiþ1
Xi;j  1bbðCL ÞIi bmi
 !2" DI
#
; ð5:2Þ
as well as an estimate of the conditional MSEP for aggregated accident
years
msepPI
i¼1 Ci;JjDI
XI
i¼1
dCi;JBF
 !
¼ E
XI
i¼1
Ci;J 
XI
i¼1
dCi;JBF
 !2DI
" #
: ð5:3Þ
This is described in the next subsections.
5.1 MSEP in the BF Method, Single Accident Year
We choose 1  i  I. Since the incremental claims Xi;j are independent the
conditional MSEP (5.1) can be decoupled in the following way:
E
XJ
j¼Iiþ1
Xi;j  1bbðCL ÞIi bmi
 !2" DI
#
¼
XJ
j¼Iiþ1
VarðXi;jÞ þ E
XJ
j¼Iiþ1
E½Xi;j  1bbðCL ÞIi bmi
 !2" DI
#
þ 2E
XJ
j¼Iiþ1

Xi;j  E½Xi;j
 ! XJ
j¼Iiþ1
E½Xi;j  1bbðCL ÞIi bmi
 !" DI
#
:
ð5:4Þ
Note that bmi is independent of Xk;j for all k; j, that bbðCL ÞIi is DI-measurable
and that E bmi  ¼ mi; see e.g. (3.11) and Model Assumptions 4.1. Therefore,
the last term in the above equality disappears and we get
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msepCi;JjDI
dCi;JBF  ¼ XJ
j¼Iiþ1
Var Xi;j
 þ 1bbðCL ÞIi 2Var bmið Þ
þ m2i
XJ
j¼Iiþ1
gj 
XJ
j¼Iiþ1
bg ðML EÞj !2: ð5:5Þ
Hence, the three terms on the right-hand side of (5.5) need to be estimated
in order to get an appropriate estimate for the conditional MSEP in the BF
method. The first term as a (conditional) process variance originates from the
stochastic movement of Xi;j. The second and third term on the right-hand
side of (5.5) constitute the (conditional) estimation error which reflects the
uncertainty in the prior estimatebmi and theMLEsbg ðML EÞj , respectively.
5.1.1 Process variance
For the estimation of the (conditional) process variance, Model Assumptions
4.1 motivates the following estimator:
dVarðXi;jÞ ¼ bfbmi XJ
j¼Iiþ1
bg ðML EÞj
¼ bfbmi 1bb ðCL ÞIi ; ð5:6Þ
where bf is an estimate of the dispersion parameter f. Within the framework
of GLM we use different types of residuals (Pearson, deviance, Anscombe,
etc.) to estimate f; see e.g. McCullagh & Nelder (1989) or Fahrmeir & Tutz
(2001). In the following we will use the Pearson residuals defined by
bRðpÞi;j ¼ Xi;j bmi;jﬃﬃﬃﬃbmp i;j ; ð5:7Þ
where bmi;j is the GLM estimate of mi;j given by
bmi;j ¼bm ðGL MÞi bg ðGL MÞj ð5:8Þ
for all 0  iþ j  I. The estimate of the dispersion parameter is then given
by
bf ¼P0iþjI bRðpÞi;j
 2
N p ; ð5:9Þ
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where
N ¼ number of observations Xi;j in DI; i:e: N ¼ jDIj ð5:10Þ
p ¼ number of estimated parameters, i.e. p ¼ Iþ Jþ 1: ð5:11Þ
5.1.2 Estimation error
The (conditional) estimation error is given by the second and third term
on the right-hand side of (5.5). This means that we need to quantify the
volatility of the prior estimates bmi and the MLEs bg ðML EÞj around the true
parameters mi and gj, respectively.
Prior estimatebmi: The second term
1bbðCL ÞIi 2Var bmið Þ ð5:12Þ
quantifies the uncertainty in the prior estimate bmi of the expected ultimate
claim E½Ci;J. Since bmi is determined exogenously, see e.g. Remarks 4.2, this
can generally only be done using external data like market statistics and
expert opinion. The regulator, for example, provides an estimate for the
coefficient of variation of bmi, denoted by dVcoðbmiÞ, that quantifies how good
the exogenous estimator bmi is. Statistical estimates based on impact studies
for the determination of estimates dVcoðbmiÞ exist, for example, in the context
of the Swiss Solvency Test (2006). These studies suggest that 5% to 10% is a
reasonable range for dVcoðbmiÞ. Hence the term (5.12) is estimated by
1bbðCL ÞIi 2dVar bmið Þ ¼ 1bbðCL ÞIi 2bm2i dVco bmið Þ2: ð5:13Þ
Note that an appropriate choice for dVco bmið Þ is crucial for a meaningful
analysis. This choice is closely related to a Bayesian setup where one chooses
an appropriate prior distribution for bmi; see e.g. Mack (2000). Of course, the
choice of this prior distribution and/or its coefficient of variation depends on
the internal processes of the company. Ideally, this is determined using
market statistics as described above (and similarly as used, for example, in
the context of modelling operational risk, see Lambrigger et al. (2007)).
Unfortunately, in many cases there are no market statistics available and one
tries to adjust the priors using internal data. However, this approach
contradicts the BF method if we interpret it in the strict sense described by
Mack (2006), since the choice of the prior bmi should be independent from
the observations Xk;j. We would like to motivate further research into this
direction, i.e. (1) finding appropriate priors and (2) describe the internal
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processes as they are used in practice. This could lead to a new theory and
method using Kalman filters, see e.g. Chapter 9 in Bu« hlmann & Gisler
(2005) and Chapter 10 in Taylor (2000), to describe loss ratio prediction
based on observations of past accident years. One then immediately loses the
independence assumptions and the conditional MSEP no longer decouples
in a nice way.
MLEs bg ðML EÞj : The estimation of the third term on the right-hand side of
(5.5) requires more work. We have to study the fluctuations of the MLEsbg ðML EÞj around the true parameters gj
XJ
j¼Iiþ1
gj 
XJ
j¼Iiþ1
bg ðML EÞj
 !2
: ð5:14Þ
Neglecting that MLEs have a possible bias term we estimate (5.14) by
Var
XJ
j¼Iiþ1
bg ðML EÞj ! ¼ XJ
j;k¼Iiþ1
Cov bg ðML EÞj ;bg ðML EÞk 
¼
XJ
j;k¼Iiþ1
Cov
bg ðGL MÞjPJ
l¼0bg ðGL MÞl ; bg
ðGL MÞ
kPJ
l¼0bg ðGL MÞl
 !
¼
XJ
j;k¼Iiþ1
Cov
1
1þPl6¼jbg ðGL MÞlbg ðGL MÞj
;
1
1þPl 6¼kbg ðGL MÞlbg ðGL MÞk
0BBB@
1CCCA; ð5:15Þ
see e.g. (4.19). Here, we restricted our probability space such that a solution
to the above equations exist. We define
Dj ¼
XJ
l¼0
l 6¼j
bg ðGL MÞlbg ðGL MÞj and dj ¼ E Dj  ð5:16Þ
for all I iþ 1  j  J. Hence we need to calculate
Cov
1
1þ Dj
;
1
1þ Dk

 
ð5:17Þ
for all I iþ 1  j; k  J. We first do a Taylor approximation around dj.
To this end we define the function
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f ðxÞ ¼ 1
1þ x with f
0ðxÞ ¼  1ð1þ xÞ2 ð5:18Þ
and obtain for the first order Taylor approximation around dj
f ðxÞ 	 f ðdjÞ þ f 0ðdjÞðx djÞ ¼
1
1þ dj
 1ð1þ djÞ2
ðx djÞ: ð5:19Þ
This implies that
Cov
1
1þ Dj
;
1
1þ Dk

 
	 1ð1þ djÞ2
1
ð1þ dkÞ2
Cov Dj;Dk
 
¼ 1ð1þ djÞ2
1
ð1þ dkÞ2
X
l 6¼j
X
m6¼k
Cov
bg ðGL MÞlbg ðGL MÞj ;bg
ðGL MÞ
mbg ðGL MÞk
 !
:
ð5:20Þ
It only remains to calculate the covariance terms on the right-hand side
of (5.20). We use the following linearization (Taylor approximation for the
exponential function)
bg ðGL MÞlbg ðGL MÞj ¼ exp log bg
ðGL MÞ
lbg ðGL MÞj
 ! !
¼ gl
gj
exp log
bg ðGL MÞlbg ðGL MÞj
 !
 log gl
gj

  !
	 gl
gj
1þ log bg ðGL MÞlbg ðGL MÞj
 !
 log gl
gj

  !
: ð5:21Þ
Using (5.21) we obtain for the covariance terms on the right-hand side of
(5.20)
Cov
bg ðGL MÞlbg ðGL MÞj ;bg
ðGL MÞ
mbg ðGL MÞk
 !
	 gl
gj
gm
gk
Cov log
bg ðGL MÞlbg ðGL MÞj
 !
; log
bg ðGL MÞmbg ðGL MÞk

  !
: ð5:22Þ
Now, we define the slightly modified design matriceseGj ¼ ð0; . . . ; 0; eIþjþ1; 0; . . . ; 0Þ0 for all 0  j  J; ð5:23Þ
which implies that, see (4.16) and (4.18),
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log bg ðGL MÞj  ¼ eGjbb for all 0  j  J: ð5:24Þ
Hence
Cov log
bg ðGL MÞlbg ðGL MÞj
 !
; log
bg ðGL MÞmbg ðGL MÞk

  !
¼ eGl eGj Covbb;bb eGm eGk 0: ð5:25Þ
Using the inverse of the Fisher information matrix H
bb for the estimation
of the covariance term Cov
bb;bb we obtain for (5.15)
Var
XJ
j¼Iiþ1
bg ðML EÞj ! 	 XJ
j;k¼Iiþ1
1
ð1þ djÞ2
1
ð1þ dkÞ2

X
l
X
m
gl
gj
gm
gk
eGl eGj HðbbÞ1 eGm eGk 0; ð5:26Þ
see e.g. Remarks 4.4. Hence we define the estimator
dVar XJ
j¼Iiþ1
bg ðML EÞj ! ¼ XJ
j;k¼Iiþ1
1
ð1þbdjÞ2 1ð1þbdkÞ2

X
l
X
m
bg ðGL MÞlbg ðGL MÞj bg
ðGL MÞ
mbg ðGL MÞk eGl eGj HðbbÞ1 eGm eGk 0; ð5:27Þ
where we set bdj ¼PJl¼0
l6¼j
bg ðGL MÞlbg ðGL MÞj ; see e.g. (5.16). This can be rewritten in matrix
notation, we define the parameter cj;k ¼bg ðGL MÞj bg ðGL MÞk bm ðML EÞ0 4 and bc ¼
ð0; . . . ; 0;bg ðGL MÞ0 ; . . . ;bg ðGL MÞJ Þ0. Furthermore, we define
Cj;k ¼ cj;k bc0HðbbÞ1bcbm ðML EÞ0 bc0HðbbÞ1 eGj þeGk þ bm ðML EÞ0 2HðbbÞ1j;k : ð5:28Þ
Then we obtain
dVar XJ
j¼Iiþ1
bg ðML EÞj ! ¼ XJ
j;k¼Iiþ1
Cj;k: ð5:29Þ
Putting the three estimates (5.6), (5.13) and (5.29) together we obtain the
following estimator for the (conditional) MSEP for a single accident year:
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Estimator 5.1 (MSEP for the BF method, single accident year)
Under Model Assumptions 4.1 an estimator for the (conditional) MSEP for
a single accident year I Jþ 1  i  I is given by
dmsepCi;J jDI dCi;JBF  ¼ bf 1bbðCL ÞIi bmi þ 1bbðCL ÞIi 2bm2i dVco bmið Þ2
þbm2i XJ
j;k¼Iiþ1
Cj;k; ð5:30Þ
see (5.6), (5.13) and (5.29).
5.2 MSEP in the BF Method, Aggregated Accident Years
In this subsection we derive an estimate for the conditional MSEP for
aggregated accident years (5.3). We start by considering two different
accident years i < l,
msepCi;JþCl;J jDI
dCi;JBF þdCl;JBF  ¼ E Ci;J þ Cl;J dCi;JBF dCl;JBF 2DI :
ð5:31Þ
By the usual decomposition we find
msepCi;JþCl;JjDI
dCi;JBF þdCl;JBF 
¼ msepCi;JjDI dCi;JBF þmsepCl;JjDI dCl;JBF 
þ 2miml
XJ
j¼Iiþ1
gj 
XJ
j¼Iiþ1
bg ðML EÞj ! XJ
k¼Ilþ1
gk 
XJ
k¼Ilþ1
bg ðML EÞk
 !
: ð5:32Þ
That is, we need to give an estimate for the term on the right-hand side of
(5.32). Analogously to (5.14), we have to study the fluctuations of the MLEsbg ðML EÞj around the true parameters gj. Again, neglecting the possible bias of
the MLEs, we estimate this term by
Cov
XJ
j¼Iiþ1
bg ðML EÞj ; XJ
k¼Ilþ1
bg ðML EÞk
 !
¼
XJ
j¼Iiþ1
XJ
k¼Ilþ1
Cov bg ðML EÞj ;bg ðML EÞk 
	
XJ
j¼Iiþ1
XJ
k¼Ilþ1
1
ð1þ djÞ2
1
ð1þ dkÞ2

X
n
X
m
gn
gj
gm
gk
eGn eGj HðbbÞ1 eGm eGk 0; ð5:33Þ
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see e.g. (5.26). Again, as with the single accident year case, we restrict our
probability space such that the above covariance exists. This motivates the
following estimator for the covariance term (5.33)
Ui;l ¼ dCov XJ
j¼Iiþ1
bg ðML EÞj ; XJ
k¼Ilþ1
bg ðML EÞk
 !
¼
XJ
j¼Iiþ1
XJ
k¼Ilþ1
Cj;k: ð5:34Þ
This leads to the following estimator for the (conditional) MSEP for
aggregated accident years:
Estimator 5.2 (MSEP for the BF method, aggregated accident years)
Under Model Assumptions 4.1 an estimator for the (conditional) MSEP for
aggregated accident years is given by
dmsepPI
i¼1 Ci;J jDI
XI
i¼1
dCi;J BF
 !
¼
XI
i¼1
dmsepCi;JjDI dCi;JBF 
þ 2
X
1i<lI
bmibmlUi;l: ð5:35Þ
The natural extension of this work would be to obtain some properties of
Estimators 5.1 and 5.2, for example, asymptotic behaviour. However, we
omit this presently, because it would go beyond the context of this work.
. Example and Simulation
In this section we state an example and a simulation.
6.1 Example of MSEP in the BF Method
Using the incremental claims data provided in Table 1, which are scaled
incremental payments from property business, we calculate the BF reserves
and the estimators for the conditional MSEP as derived for Estimator 5.1
(single accident year) and Estimator 5.2 (aggregated accident years).
Furthermore, we compare these results with the estimators for the conditional
MSEP of the overdispersed Poisson method/Poisson GLM method, with
reserves matching those of the CL method. However, before we can estimate
the conditional MSEP for the BF method, we must first specify the
assumptions regarding ultimate claim estimatesbmi.
We assume the prior estimates bmi for the expected ultimate claims E½Ci;J
are given by Table 2. Furthermore, we have to specify the uncertainty in
these estimates. To this end we assume for the coefficient of variation a flat
rate of 5% for all accident years, i.e.
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dVcoðbmiÞ ¼ 0:05 for 1  i  I: ð6:1Þ
This assumption, as previously stated, has been shown to be reasonable in
the Swiss Solvency Test (2006). To view the effect of changing this input see
Table 5 where we have presented the BF MSEP as a function of the
coefficient of variation for the expected ultimate estimates. For the dispersion
parameter f we obtain the estimate
bf ¼ 14;714; ð6:2Þ
see e.g. (5.9).
Now we can calculate the estimators for the conditional MSEPs as given
by Estimator 5.1 and 5.2 and obtain the values given in Table 3. If we
compare these results to the results for the overdispersed Poisson GLM
method in Table 4 we observe the following: (a) The claims reserve estimates
are rather large for the BF method, reflecting the conservative prior
estimates bmi for the expected ultimate claims given by Table 2. (b) As a
Table 1. Observed incremental claims Xi;j
0 1 2 3 4 5 6 7 8 9
0 5,946,975 3,721,237 895,717 207,760 206,704 62,124 65,813 14,850 11,130 15,813
1 6,346,756 3,246,406 723,222 151,797 67,824 36,603 52,752 11,186 11,646
2 6,269,090 2,976,233 847,053 262,768 152,703 65,444 53,545 8,924
3 5,863,015 2,683,224 722,532 190,653 132,976 88,340 43,329
4 5,778,885 2,745,229 653,894 273,395 230,288 105,224
5 6,184,793 2,828,338 572,765 244,899 104,957
6 5,600,184 2,893,207 563,114 225,517
7 5,288,066 2,440,103 528,043
8 5,290,793 2,357,936
9 5,675,568
Table 2. Prior estimates for the expected ultimate claims
i bmi
0 11,653,101
1 11,367,306
2 10,962,965
3 10,616,762
4 11,044,881
5 11,480,700
6 11,413,572
7 11,126,527
8 10,986,548
9 11,618,437
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Table 3. Results for the stochastic BF method
i BF
reserves
Process
std. dev.
Prior
std. dev.
Parameter
b std. dev.
Prior and
parameter
std. dev.
msep1=2 Vco
1 16,120 15,401 806 15,539 15,560 21,893 135.8%
2 26,998 19,931 1,350 17,573 17,624 26,606 98.5%
3 37,575 23,514 1,879 18,545 18,639 30,005 79.9%
4 95,434 37,473 4,772 24,168 24,635 44,845 47.0%
5 178,023 51,181 8,901 29,600 30,910 59,790 33.6%
6 341,305 70,866 17,065 35,750 39,614 81,187 23.8%
7 574,089 91,909 28,704 41,221 50,231 104,739 18.2%
8 1,318,645 139,294 65,932 53,175 84,703 163,025 12.4%
9 4,768,385 264,882 238,419 75,853 250,195 364,362 7.6%
total 7,356,575 329,007 249,828 228,249 338,396 471,971 6.4%
Table 5. The BF msep1=2 as a function of dVcoðbmiÞdVcoðbmiÞ msep1=2
0.00 400,428
0.01 403,534
0.02 412,710
0.03 427,565
0.04 447,535
0.05 471,971
0.06 500,219
0.07 531,671
0.08 565,794
0.09 602,133
0.10 640,311
Table 4. Results for the overdispersed Poisson method
i Reserves Process
std. dev.
Parameter
std. dev.
msep1=2 Vco
1 15,125 14,918 14,611 20,882 138.1%
2 26,257 19,656 17,160 26,093 99.4%
3 34,538 22,543 17,159 28,331 82.0%
4 85,301 35,428 22,040 41,724 48.9%
5 156,493 47,986 27,108 55,113 35.2%
6 286,120 64,885 32,927 72,761 25.4%
7 449,166 81,296 38,935 90,139 20.1%
8 1,043,242 123,897 66,175 140,462 13.5%
9 3,950,816 241,107 227,661 331,605 8.4%
total 6,047,059 298,290 309,563 429,891 7.1%
28 Mean Square Error of Prediction in the
Core terms of use, available at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S1748499500000580
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 30 May 2017 at 17:05:22, subject to the Cambridge
consequence of (a) the process standard deviations of the BF method are
larger than the ones of the overdispersed Poisson GLM method. (c) The
totals of prior and parameter uncertainty in the estimators bmi and bbCLj are
slightly higher than the estimation errors in the overdispersed Poisson GLM
method. As a consequence, the conditional MSEPs of the BF method are
larger than the ones of the overdispersed Poisson GLM method. However,
due to the conservative estimation of the claims reserves, the coefficients of
variation are smaller than the ones of the overdispersed Poisson GLM
model.
6.2 Simulation
In the derivation of Estimators 5.1 and 5.2 we used various approximations.
We test the strength of our results by simulation. Assuming the incremental
claims Xi;j are overdispersed Poisson distributed with parameters bg ðML EÞj andbm ðML EÞj and dispersion parameter (6.2), see e.g. Model Assumptions 4.1, we
generate 10,000 run-off triangles DI from which we calculate (for each
simulation/run-off triangle) the estimated payout pattern bbðCL Þj . From the
generated samples we obtain the empirical distribution of the payout pattern,
and hence calculate its empirical standard deviation.
Table 6 provides the resulting empirical payout pattern, the empirical
variance and the estimated variance for each development year j. From these
results it is clear that the approximation of the variance of the cumulative
payout pattern is very close to the empirical value. This means that the
approximation given in (5.26) performs very well for a typical payout pattern
in practice.
Table 6. Simulation results comparing empirical and estimated standard
deviations of the cumulative payout pattern
j bbðCL Þj Empirical
s.d.
bbðCL Þj  Estimateds.d.bbðCL Þj 
using (5.27)
0 58.96% 0.654% 0.653%
1 88.00% 0.486% 0.484%
2 94.84% 0.373% 0.370%
3 97.01% 0.317% 0.313%
4 98.45% 0.260% 0.258%
5 99.14% 0.220% 0.219%
6 99.65% 0.177% 0.175%
7 99.75% 0.162% 0.160%
8 99.86% 0.138% 0.137%
9 100.00% 0.000% 0.000%
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