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ABSTRACT
Plausibility is a formalization of exact tests for parametric models and generalizes procedures such
as Fisher’s exact test. The resulting tests are based on cumulative probabilies of the probability
density function and have a goodness-of-fit interpretation with exact control of the α level for finite
sample size. Model comparisons are not possible in this approach. We generalize plausibility by
incorporating weighing which allows to perform model comparisons. We show that one weighing
scheme is asymptotically equivalent to the likelihood ratio test (LRT) and has finite sample guarantees
for the test size under the null hypothesis unlike the LRT. We confirm theoretical properties in
simulations that mimic the data set of our data application. We apply the method to a retinoblastoma
data set and demonstrate a parent-of-origin effect.
Weighted plausibility also has applications in high-dimensional data analysis and P-values for
penalized regression models can be derived. We demonstrate superior performance as compared to a
data-splitting procedure in a simulation study. We apply weighted plausibility to a high-dimensional
gene expression, case-control prostate cancer data set.
We discuss the flexibility of the approach by relating weighted plausibility to targeted learning, the
bootstrap, and sparsity selection.
Keywords plausibility, exact testing, parametric, retinoblastoma, high-dimnesional data, global testing, high-
dimensional P-values
1 Introduction
Exact inference has a long tradition in the statistical literature. Well known examples include Fisher’s exact test [1, 2]
and Clopper-Pearson intervals for the binomial distribution [3, 4]. Reasons for pursuing exact inference are warranted in
cases when reliance on asymptotic properties of statistical procedures such as maximum-likelihood (ML) seem doutful
which include small sample size, complex models and skewed distributions. Plausibility is a framework that allows
to compute exact P-values in a likelihood framework [5] and exploits the concept of using cumulative probabilites
for statistical inference. Under a parametric model, the cumulative probability of observed data maximized over the
parametric family is considered and can be interpreted as a goodness-of-fit statistic for this family. The statistic itself
can be used as a P-value. Plausibility has been demonstrated theoretically and in simulations to have exact properties
[5] and includes the examples mentioned above as special cases.
The goodness-of-fit characteristic can be a major limitation in some applications. For example, in a regression setting,
the effect of a specific covariate might be of interest, controlled for a number of nuiscance covariates. In this case, the
plausibility statistic might have low power as it rejects against all alternatives deviating from the null distribution in
contrast with a model comparison of two nested models. The motivating example for this study concerns retinoblastoma
(RB) patients and implies research questions best answered with model comparisons. RB is a hereditary tumor syndrome,
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where a pre-existing variant allele increases the risk of tumor formation in the eye. A single variant allele segregates in
a family and the risk increase due to this allele (penetrance) is of interest. The so-called Knudson model was a first
statistical approach based on a Binomial model [6]. As extensions, the analysis of different effects of different mutations
and the effect of the parental origin (parent-of-origin; POO) are of interest. Families can be small and exact inference
seems prudent. In principle, these research questions can be analyzed using a goodness-of-fit approach. For example,
using equal penetrances of RB families for our family of distributions should reject data coming from inhomogenous
families for sufficient sample size with high probability. On the other hand, this approach wastes power as the test
would also reject alternatives which are not of interest, e.g. inhomogeneity within families. One major goal of this study
is therefore to extend the plausibilty framework with the possibility to perform model comparisons which focusses
power on certain alternatives. This will be achieved by introducing a weighing scheme leading to weighted plausibility
which puts probability mass on the model comparison rather than the goodness-of-fit.
Model comparisons in the plausibility framework are straightforward to extend to high-dimensional data analysis.
Penalized regression is a widely used method for such data sets, however, the derivation of P-values is challenging. Data
splitting is one possible approach, which selects variables in one part and estimates effect sizes in the second part [7, 8].
We contrast this approach with a plausibility approach. The Bayesian interpretation of penalized regression allows to
perform high-dimensional inference[5]. If only the alternative is high-dimensional, a strictly frequentist analysis is
possible.
The paper is structured as follows: First, we re-state the plausibility model and extend it with a weighing scheme that
allows for model comparison. We show close kinship to likelihood procedures. In section 3, we perform simulations and
apply the methods to a retinoblastoma (RB) data set. Section 4 contains results for the normal model, introduces a global
testing procedure, and demonstrates applications to high-dimensional data with simulations and a data analysis. The
following section relates the current extensions of plausibility to related approaches. Finally, we end with a discussion
where we highlight some future directions, mention limitations and discuss the relationship with targeted learning. An
appendix contains proofs.
2 Methods
2.1 Plausibility functions
We start this section by quickly reiterating important definitions and results from the plausibility framework. Results
are taken from previous work unless stated otherwise[5]. We add an asymptotic result at the end of the section. We
assume dataY to be sampled from a member of a parametric family of distributions Pθ. First, we define statistic T as
Ty,θ = Ty,θ,l = exp{−(l(y, θ)− c(y))}.
Here, l is a loss function, in the following taken to be the negative log-likelihood, and c(y) is a normalizing term,
usually taken to be c(y) = l(y, θˆ) where θˆ is the maximum likelihood estimator (MLE). The normalizing term l(y, θˆ)
allows to develop the theory by guaranteeing that statistic Ty,θ has support [0, 1] for any Pθ, θ ∈ Θ, however, this is
non-essential. We also consider c(y) = 0 later. The plausibility function is defined as:
ply(A) = sup
θ∈A
Fθ(Ty,θ),
where Fθ is the distribution function of Ty,θ. We call θ∗ := arg supθ∈A Fθ(Ty,θ) the plausibility estimate. To shorten
notation, we define the distribution function of ply(A) as Ply,θ(α) := Plθ(α) := Pθ(ply(A) ≤ α), and also abbreviate
ply(θ) := ply({θ}) for θ ∈ Θ.
Theorem 1. Let A ⊂ Θ. For any θ ∈ A, α ∈ [0, 1], Y ∼ Pθ, plY (A) is stochastically larger than uniform, i.e.
sup
θ∈A
PlY,θ(α) ≤ α
The proof was given previously (Theorem 1). We now assume that Y = (Y1, ..., Yn) is an i.i.d. sample with Y1 ∼ Pθ
and denote the plausibility function and its CDF with pln and Pln, respectively, to indicate sample size. If l does not
have discontinuities, pln is uniformly distributed for all n on (0, 1) as shown previously. Otherwise convergence holds
in distribution as n→∞ when the following uniqueness condition is met.
Definition 1. Likelihood L(y; θ) has unique point masses if and only if for point mass αm, the set Ym := {y ∈
Rn|ply,θ(A) = αm} only contains exchangable observations, i.e. they only differ up to ordering y, y′ ∈ Ym ⇒
((y(1), ..., y(n)) = ((y
′
(1), ..., y
′
(n)),
2
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where x(i) denotes the ith order statistic for vector x = (x1, ..., x(n)).
Lemma 1. If L has unique point masses and under the assumptions of the previous paragraph,pln(θ) converges weakly
to the standard uniform U(0, 1).
The proof is given in the appendix.
The restriction to unique point masses guarantees the uniqueness of the plausbility estimate and is theoretically strong
but usually not strong in practice as in the following example. To illustrate the problems that might occur, consider a
likelihood of i.i.d. Bernoulli variables for which the likelihood is modelled as L(θ;Y ) =
∏N
i=1 θ
Yi(1− θ)1−Yi . For
θ = .5, every data set has the same probability and therefore both θ = .5 and the MLE θ = θˆ maximize the plausibility
function for every data set. We call a value that maximizes the plausibility for every data set a non-plausible value. The
uniqueness condition is usually not fullfilled for most discrete distributions. For example, the binomial distribution with
paramter 0.5 would be non-unique due to symmetry around 0.5. The lemma would still hold as non-uniqueness would
be restricted to pairs of unique events. We do not try to optimally characterize conditions on the likelihood to garuantee
unique estimates. Instead, we see lemma 1 as a guiding principle. For example, a solution for the Bernoulli example is
to add the binomial coefficient to the likelihood which garuantees unique estimates by the additional arguments given
above.
2.2 Plausible model comparisons
We prepare model comparison by considering a real-valued, measurable function w that acts on realizations Y . We
assumew : Y→ R to be free of θ. We first observe that when defining T , we can construct plausibity functions based on
w(Y ) by replacing the loss function−l byw to get Twy,θ := w(y)/cw(y). If normalization is desired cw(y) is taken to be
cw(y) = supy w(y), or 1 otherwise. The distribution function of T
w can the be written as: Fθ(t) = Pθ({y|w(y) ≤ t}),
which induces plwy (A) = supθ∈A Fθ(T
w
y,θ) and Pl
w
y,θ(α) = Pθ(pl
w
y (A) < α). If w is bijective, a strict order is imposed
on events and the CDF is calculated under this ordering.
Lemma 2. With the notation from the previous paragraph, let θ ∈ Θ, A ⊂ Θ and w some test statistic w : Y → R
which is free of θ. Then,
sup
θ∈A
PlwY,θ(α) ≤ α,
i.e. plwY (A) is stochastically larger than uniform, with Pl
w
Y,θ(α) = Pθ(Fθ(T
w
y,θ) ≤ α).
Proof. By definitions of PlwY,θ,
PlwY,θ(α) = Pθ(sup
θ∈A
Fθ(T
w
Y,θ) ≤ α)
≤ Pθ(Fθ(TwY,θ) ≤ α).
As Fθ is the distribution function of TwY,θ, Pθ(Fθ(T
w
Y,θ) ≤ α) ≤ α by definition. Supremizing over θ completes the
proof.
This proof implies Theorem 1 as a special case. We now consider model comparisons. The idea is to choose a weighing
function w such that a model comparison is performed. Let the null hypothesis be represented by Θ0 ⊂ Θ and the
alternative by Θ1 ⊂ Θ with Θ0 ⊂ Θ1, i.e. the situation of nested model comparisons. We now define a weighing
function w(y) = supθ∈Θ0 l(y, θ)/ supθ∈Θ1 l(y, θ) =: l(y, θˆ0)/l(y, θˆ1).
Remark 1. With the notation above, w(y) = l(y, θˆ0)/l(y, θˆ1),
U := sup
θ∈Θ0
PlY,θ,w(α)
defines a testing procedure with rejection region [0, α) for alpha level α.
For discrete distributions, U is a cumulative sum of probabilities. In these cases, the cumulative sum proceeds by
summing event probabities that are likely under the alternative but whose probabilities are evaluated under the null
hyptothesis. Intuititvely, U will therefore be more likely to reject the null if the observation was indeed drawn under the
alternative. To formally characterize U , we now show that it is asymptotically equivalent to the likelihood ratio (LR)
test for the same model comparison. U can therefore be considered an exact version of the LR. We base our argument
on the comparison of rejection regions of the LR and weighted plausibility tests. We start with a lemma about event
sequences.
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Lemma 3. Under the assumptions above, let E1, ..., En and E′1, ..., E′n be two sequences of events for which either
En ⊂ E′n or E′n ⊂ En. Let Dn = En4E′n be the symmetric difference. If probabilities of both sequences converge
for some θ ∈ Θ, α := limn→∞ Pθ(Ei), β := limn→∞ Pθ(E′i), then
lim
n→∞Pθ(Ei) = limn→∞Pθ(E
′
i) if and only if Pθ(Dn)→ 0 in probability.
The proof is given in the appendix. For a given θ, the rejection region of the LR test is composed of y’s, for which
the LR is large, i.e. w(y) is small. As w(y) is also used as the weighing function in the plausibility test, the rejection
regions overlap and thereby fulfill the conditions of Lemma 3.
Theorem 2. Let θ ∈ Θ0 be fixed and known, α ∈ (0, 1). For w(y) := l(y, θˆ0)/l(y, θˆ1), The rejection region for
U = supθ∈Θ0 PlY,θ,w(α), is asympotically identical to the rejection region of the LR-test, i.e. the probability mass of
the symmetric difference between the rejection regions converges to 0 in probability.
Again, we give the proof in the appendix. From this asymptotic equivalence, some properties of the LR procedure are
inherited by the weighted plausibility test.
Corollary 1. In the one-parameter situation, i.e. dim(θ) = 1, the test U = supθ∈Θ0 Pl
w
Y,θ(α) is asymptotically
efficient.
In the next section, we deal with the problem of constructing confidence regions for the unrestricted parameter θ ∈ Θ1.
2.3 Marginal Plausibility Functions
In the context of nested model comparisons, often it is possible to express the null and alternative hypotheses by splitting
the parameter vector θ = (ψ, λ) ∈ Ψ× Λ = Θ and constraining ψ to a subset Θψ0 ⊂ Θ under the null, while leaving λ
free. λ can be seen as a nuisance parameter. In this context, it is interesting to consider the relative profile likelihood to
obtain
Ty,ψ = Ly((ψ, λˆ(ψ))/c(y),
which allows to define the so-called marginal plausibility function:
mply(A) = sup
ψ∈A
Fψ(Ty,ψ).
In principle, it is possible to base inference on the plausibility region for ψ:
Πy(ψ) := {ψ : mply(ψ) > α}.
However, in order to be exact, Ty,ψ has to be free of λ. This means that Ty,ψ has to be an ancillary statistics of λ which
is a strong limitation in practice. The reason is that Ty,ψ will be evaluated in (ψ, λˆ(ψ)) instead of the true (ψ, λ(ψ)).
To make coverage exact, the distribution of λˆ(ψ) would have to be known, which is difficult in practice.
An alternative is to use the weighted plausibility framework to construct a marginal plausibility function. In this case,
the relative profile likelihood is seen as a function of λ instead of ψ, and ψ is considered a fixed parameter.
Ty,λ;ψ = Ty,λ = Ly((ψ, λ))/c(y),
We again choose w(y) = supθ∈Θ1 Pθ(y) and use Ty,θ,w = exp{−(w(y, θ) − c(y))} = exp{−(w(y) − c(y))} and
choose Θ0 := Θψ = {ψ} × Λ and U(ψ) := PlY,(λ,ψ),w for the construction of the plausility region. Let α ∈ (0, 1).
mplply (α) = {ψ|U(ψ) > α}. (1)
Lemma 4. The coverage probability of the marginal likelihood is nominal for ψ, i.e. for α ∈ (0, 1), θ = (ψ, λ),
Pθ(θ ∈ {λ} ×mplply (α)) ≥ 1− α.
Proof. When interpreting the weighted plausibility used for mplply as a model comparison test, the proof follows
analogous to the equivalence of confidence intervals and significance testing. The exactness follows from the fact
that, by construction, mplply (Λ) is a plausibility function for Ty,(λ,ψ),w which is stochastically larger than uniform.
Therefore, the event that ψ is not contained in (1) happens with probability ≤ α.
4
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3 The normal model
Plausibility can be applied to high-dimensional data (N < p), i.e. data for which the number of predictors (p)
exceeds that of observations (N ). We first give a motivation by linear models and then introduce penalized models.
For a linear model with data Y, we assume a fixed design with design matrix X so that Y = Xβ + , with
 = (1, ..., N ), i
iid∼ N(0, σ2). We take the estimate θˆ for (β, σ2) as the ML-estimate, where the variance estimate
is bias-corrected. The plausibility estimate of the parameter vector θ = (β, σ2) ∈ A can the be found by:
θ∗ = (β∗, σ2∗) = arg sup
θ∈A
F(β,σ2)(Ty,(β,σ2)).
We call θ∗ the plausibility estimate.
Remark 2. In the linear model above, the plausibility estimate does not exist for A = Rp+1 × R+.
This follows from F(β,σ2)(Ty,(β,σ2)) → 1 for σ2 → ∞ and any fixed β which in turn is due to the fact that any tail
probability of the normal distribution converges to 1 for increasing variance. We call such parameters non-plausible.
One possible approach to non-plausible parameters is to plug in an estimate of such parameters based on fixing the
other parameters. For example, in the case of the linear model the unbiased estimate of residuals can be used (σˆ2(β)).
We call a plausibility function based on such an estimate a profile-plausibility.
Lemma 5. In the linear model above, the profile-plausibility using the unbiased variance estimator for σ2, the
plausibility estimate for θ equals the ML estimate, i.e. β∗ = βˆ.
The proof uses elementary calculations and is given in the appendix.
Remark 3. In the linear model above, the profile-plausibility function is degenerate, i.e.
plY(A) = 1 ∀Y,
with A = Rp+1.
This is due to the fact that each data set has a likelihood of (2piσˆ2)−
n
2 exp(n−12 ) when evaluated in θˆ. All potential
data leading to different estimates, have lower likelihood as compared to the observed data. We note, that conditional
on any estimate θ∗ = (β∗, σˆ2), data is uniformly distributed on the SN−1σˆ + β∗ sphere. If data is standardized first,
the uniformity is on SN−1 directly. In most situations the scale of the variable is not of interest or even arbitrary. In
these cases it is justified to use the conditional distributionY|β∗ as the null distribution in the plausibilty model. If we
call the conditional density l∗ and the weighted profile-plausibility function Pl∗w,σˆ
2
Y,β (α), this observation motivates the
following lemma, using notation from lemma 2.
Lemma 6. With the notational conventions from lemma 2 and the paragraphs above, Pl∗w,σˆ
2
Y,β (α) is stochastically
larger then uniform.
Intuitively, the lemma follows from the fact that, conditional on the profile-plausibility estimate, data is uniformly
distributed. The proof is given in the appendix. Draws from this distribution can be made as an iid sample from an
arbitrary normal distribution after which the sample is re-standardized to β∗.
3.1 Global test
To motivate a testing procedure, we first assume thatY has mean 0 and known variance σ2. If we are interested in a
global test without nuisance covariates, the null hypothesis of interest is β = 0 against β 6= 0. If the alternative βA 6= 0
is known, the likelihood ratio (LR) test is defined as
Λ =
∏
i
ϕ(Yi; (β
T
aX)i, σ
2)/
∏
i
ϕ(Yi; 0, σ
2),
where ϕ(·;µ, σ2) is the density of the normal distribution with paramters (µ, σ2). Λ > c is a uniformly most powerful
test due to the Neyman-Pearson lemma for appropriate c. This property of the LR motivates the use of the following
weighing statistic:
5
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Λ(X,Y) =
∏
i
ϕ(Yi; (βˆ
T
0 X0 + βˆ
T
aXa)i, σ
2)/
∏
i
ϕ(Yi; (βˆ
T
0 X0)i, σ
2), (2)
whereX partitions into nuiscance covariates and predictorsX = (X0,Xa), and (βˆ0), (βˆ0, βˆa) are the ML estimates
under null and alternative, respectively. To evalute the plausibility function, random draws ofY(j) are taken under the
null modelY|X ∼ N(βˆ0X0, σˆ2), and
Plσˆ
2
Y,β,w(α) ≈
1
M
M∑
j
I{Λ(X,Y) > Λ(X,Y(j))}, (3)
for M approximation samples.
3.2 High-dimensional data
We now consider the situation, where N < p, otherwise keeping the linear model from the previous section. First, we
investigate the problem of testing the global null hypothesis β = 0 for the modelY = Xβ +  as introduced above,
where we assume Y to be centered to justify β = 0. As the problem is ill-posed, one solution is to use penalized
regression for the estimation of βˆ. As βˆ is no longer a ML-estimate, standard likelihood theory does no longer apply
and the distribution of βˆ has to be recovered by additional steps. One approach is to use data-splitting as reviewed in
the introduction. We will use one implementation of data splitting to compare to a plausibility comparison [9]. For our
weighted plausibility approach, we use the same weighting function (2) as above where we plug in penalized estimates.
We consider the Lasso [10], elastic net [11], and Ridge penalties [12] as implemented in glmnet [13]. Under certain
conditions, the penalized estimates converge to the true parameter values for a limiting process for which both N and p
tend to infinity (see references given in [14]). In the finite samples situtation, the LRT statistic using penalized estimates
needs to separate the models well. It is difficult to attain theoretical guaranteees. In this papaer, we rely on simulations
to investigate properties of this approach.
4 Data Examples
4.1 Retinoblastoma
RB is a childhood tumor of the eye that follows a dominant inheritance pattern [6]. The disease has given rise to the so
called two-hit hypothesis: a tumor supressor gene needs to acquire two mutations to inactivate both copies available on
autosomal chromosomes. In familial cases, one variant copy is inherited and only a second mutation is necessary to
initiate tumor formation. If the probability for this second hit is high, most indviduals inheriting the first mutation will
develop a tumor and disease appears to be dominant, as expressed in the penetrance of the disease (disease probability,
given presence of first mutation). In RB, families with reduced penetrance are known and one question is whether
characteristics of the first variant introduced by a mutation in parents can explain this variation. As a second important
question, RB1 gene has been shown to be imprinted at least in some constitutional cells, meaning that only one parental
copy is preferentially active these cells. This can lead to allelic imbalance of expression in cells showing RB imprinting.
This has not been shown for the putative precursor cells of retinoblastoma as yet [15]. A statistical analysis can help
clarifying this question by analyzing the effect of parental origin on disease penetrance.
4.1.1 The Knudson model
Let Yi ∈ {0, 1, 2} denote the number of affected eyes in individual i = 1, ..., N , Y = (Y1, ..., YN ). We assume
Yi = I{Xil > 1}+ I{Xir > 1},
Xij iid ∼ Poisson(λ), i = 1, ..., N, j ∈ {l, r},
where Xij is the number of tumors that individual i has in eye j. We assume that the number of tumors is not known,
only the presence of tumors is recorded, making Yi the sum of two indicator variables. Since all Xij are considered
6
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Figure 1: Pedgree of a family with Retinoblastoma. Black: affected individuals, Question mark: unknown phenotype
status.
independent, Yi is a binomial Yi ∼ Binom(2, p) with MLE
pˆ =
1
2N
∑
i
Yi =
NU + 2NB
2N
,
where NU and NB are the number of unilaterally and bilaterally affected individuals, respectively. As we have the
relationship λ = − log(1− p), we get λˆ = − log(1− pˆ)
λ is the average tumor count per eye. If measured per individual (as in the Knudson paper), we re-parametrize as
λI = 2λ (called m in the Knudson paper) and get the eye-distribution (pN , pU , pB) = ((1− p)2, 2p(1− p), p2) (none,
unilateral, bilateral), with p = 1− exp(−λI/2).
To model covariates, we use a logistic model for p. For individual i, we define disease probability pi as follows:
logit(pi) = β
Txi,
where xi is the covariate vector of individual i and β is the vector of regression coefficients. We assume xi1 = 1 for an
intercept model. In our context, relevant covariates are family membership as a proxy for variant type and parental
origin of the variant allele. An example pedigree is shown in figure 1. Note, that families are ascertained, i.e. at least
one member is affected by RB. This fact can be modeled by an ascertainment correction in the likelihood. Founders, i.e.
individuals without parents in the pedigree, are ignored as they may have acquired the mutation and, if so, may have it
present in a mosaic state, i.e. the variant allele would be present in only part of the cells of the body. In our notation, we
asssume that founders have already been removed, i.e. N represents the effective number of individuals in the pedigree.
In total, the following likelihood is used:
L(Y ;β) = A(β)−1
N∏
i
{
Zi
(
logit−1(βTxi)
)}
, Zi(pi) = P
B
pi (Yi = yi) =
(
yi
n
)
piyi(1− pi)n−yi (4)
where the ascertainment correction A(β) = 1− P (Y = 0)N = 1− (∫
x
P (Y = 0|X = x)P (X = x)dx)N represents
the event that at least one individual is affected. If ascertainment is modeled, the covariate distribution needs to be
modeled as well. In the following, we assume a random design, i.e. X is drawn from the underlying population.
4.1.2 Simulations
All families in our data set contain several affected members (e.g. Figure 1). This implies that the ascertainment
correction in formula (4) will be close to one, i.e. the probability of no affected family members will be small.
7
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As a consequence, we did not model ascertainment in the simulations and used parameter values that emulate this
characteristic. This makes it also easier to compare to other standard tests such a χ2 goodness-of-fit test which does not
allow to account for ascertainment in its standard form.
For our simulations, we have implemented the calculation of ply,w by an exact computation, which was feasible for
data considered here. An alternative is to use stochastic integration of
∫ Tθ,w(y)
−∞ Tθ,w(x)f(θ, x)dx to compute ply,w, by
drawing samples from Pθ, where f is the density of T .
First, we regroup (4) into sets with identical covariate vectors, by considering only discrete covariates. Setting c(y) to 0,
Pl for a binomial (k, n), covariate values xi, and observed counts yi = (yi0, ..., yin) for this covariate combination
becomes
Plxiy,w =
∑
ei∈Ei(yi,w)
PMpi(β)(ei) =
∑
ei∈Ei(y,w)
(|ei|
ei
) n∏
j
PBpi(β)(Y = j)
eij ,
where Ei(yi, w) = {ei ∈ ∆˜n|w(PMpi(β)(ei)) ≤ w(PMpi(β)(yi))}, where ∆nN is the standard (n − 1)-simplex scaled
to n and restricted to Nn to represent all integer paritions of n (∆˜n = n∆n ∩ Nn). For covriate combinations
x = (x1, ..., xK), we have
Ply,w =
∑
e∈E(y,w)
K∏
i
PMpi(β)(ei)
For sample sizes up to N = 30, the plausibility function can still be efficiently evaluated exactly without resorting to
stoachastic integration.
Families were simulated by deterministically distributing sample size across generations, adding a new founder per
generation and drawing an inheritance vector for non-founders from a multivariate Bernoulli iid Binom(1, .5). Parent-
of-origin was added as an addititional covariate and inferred from the simulated data. Finally, outcome was drawn from
the model specified above according to effects considered in the simulation scenarios. Sample size was set to N = 8 for
all simulations, two families and two generations per family were simulated.
We compared the following procedures: (1) Unweighted plausibility goodness-of-fit, (2) Weighted plausibility, (3)
Parametric Bootstrap, (4) Pearson goodness-of-fit statistic comparing expected binomial counts under the logistic model
with observed count (Pearson), (5) the likelihood-ratio test, and finally (6) Relative plausibility. Relative plausibility
is the a weighted plausibility where parameters for the LR-weights are estimated from the data to be tested. Relative
plausibility serves as an example where weights are not free of θ. Unweighted plausibility evaluates a goodness-of-fit
to a model where effects for variables of interest are set to zero (e.g. family). For the simulations, 200 replications,
and 103 bootstrap samples were used. Figure 2 shows simulation results under the null hypothesis when an intercept
model is compared to a model containing a family effect. Sample sizes of 8 and 20 were considered. Unweighted
plausibility is conservative, weighted plausibility precisely exhausts the α-level, whereas relative plausibility is highly
anti-conservative. Both the Pearon and the Boostrap tests perform well but show α-levels with conservative and
anti-conservative behavior. The LR test is similar to the Bootstrap and Pearson tests except that deviations of size from
α-level are stronger.
Under the alternative, several scenarios with values for the intercept of 0.5 and 1 and family effects between 0.5 and 2
(on the log-OR scale) have been evaluated for an α-level of 0.05 (figure 3. Relative plausibility performs best but has to
be discounted due to anti-conservative behavior. Otherwise, the LR test performs best but very similar to weighted
plausibility. The difference is best explained by slightly anti-conservative behavior of the LR test at the 0.05 level.
Bootstrap and Pearson’s test show power close to the 0.05 level and seem unable to cope with the small sample size.
Unweighted plausibility has some power when the intercept is small or when family effect is large (log-OR 2) but power
is always smaller than 15%. The simulations confirm that LR and weighted plausibilty behave very similarly.
4.1.3 Data analysis
We used data from a larger database on Retinoblastoma collected from the literature. Initially, we selected the largest
families as they should be most informative. To restrict the computational burden, the five smallest families have been
selected from this subset. Outcome data was explicitly ignored when making this decision. Outcome distribution is
shown in table 1A for both total families and mutation carriers. Parent-of-origin (i.e. the sex of the transmitting parent)
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Figure 2: Simulation results under the null hypothesis. X-axis is the α-level of the test and Y-axis is the actual test size.
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Figure 3: Simulation results under the alternative hypothesis, for a fixed family effect (log-odds ratio 1) and varying
intercept (a) and fixed intercept (0.5) and varying family effect. X-axis represents the varying parameter and the Y-axsis
is power. Change points indicate scenarios that have been evaluated twice.
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Family # Y0 Y1 Y2 Ym0 Ym1 Ym2
1 17 13 3 1 3 3 1
2 18 17 1 0 7 1 0
3 19 16 1 2 5 1 2
4 20 16 2 2 4 2 2
5 31 20 9 2 6 8 1
Y pat mat
0 13 12
1 4 11
2 1 5
(A) (B)
Table 1: Descriptive data analysis. (A) Distribution of number of affected eyes. #: number of family members, Yi:
number of family members with i affected eyes. Ymi: numbers among mutations carriers. (B): cross-tabulation of eye
affection status Y and parental origin of mutation (pat: paternal, mat: maternal).
Method F0 F1 Intercept Fid Poo P
Plausibility y ∼ 1 y ∼ fid -2.18 - - 0.447
Weighted Plausibility y ∼ 1 y ∼ fid -2.17 - - 0.197
LR y ∼ 1 y ∼ fid -0.79 -1.91, 0.28 - 0.171
Plausibility y ∼ fid y ∼ fid + poo -0.75 -2.10, 0.23 - 0.484
Weighted Plausibility y ∼ fid y ∼ fid + poo -0.63 -2.69, 0.18 - 0.0028
LR y ∼ fid y ∼ fid + poo -1.63 -2.83, 0.21 1.87 0.0019
Table 2: Results of data analysis. Method: test used, F0: Null-model in notation outcome ∼ fixed model, fid: factor for
family, poo: parent-of-origin. F1: Model under alternative. Intercept: estimated coefficient. Fid: range of coeffiencts
for the families. Poo: coefficient for parent-of-origin. P: P-value.
for mutation carriers is summarized in table 1B. From this table it is apparant that parental origin strongly influences
tumor status.
To be able to compute plausibility statistics, stochastic integration was used as complete iteration of all possible events
was unfeasible. Also a grid search over all parameters was not possible as the grid increases exponentially with the
number of paramters. R function optim with the Nelder-Mead algorithm was used to find plausibililty estimates. The LR
statistic was computed by fitting nested models and using the R function anova with the χ2 statistic. Results are shown
in table 2. Heterogeneity between families could not be demonstrated (first half). Notably, the P-value of standard
plausibility is much larger than the P-value of the weighted plausibility. This reflects the fact that standard plausibility
rejects against a wider class of alternatives whereas weighted plausibility focuses power on a small class of alternatives.
Analysis of the parent-of-origin (POO) effect shows statistically significant findings for weighted plausibility and the
LR test. The P-value for standard plausibilty is not significant. Plausibility estimates for family effects are close to but
not identical to ML estimates. Technically, the ML-estimates are corrected for POO whereas plausibility estimates are
not which is one explanation of discrepancies apart from differences in methodology. In all cases plausibility P-values
are larger than LR-based P-values.
4.2 High-dimensional data
In this sub-section, we investigate finite sample properties of plausible model comparisons, first using simulations
and apply the global test constructued above to a well-known prostate cancer data set. The outcome is binary for the
simulations and the data analysis and a logistic model is used.
4.2.1 Simulations
In order to evaluate behavior of the compared tests, high-dimensional data was simulated. Sample size was chosen to
be either N = 200 or N = 500. p = 500 covariates were simulated. Covariates were drawn in independent blocks
of 10 covariates with an exchangable correlation structure of .1 (low) or .9 (high). Under the null, the outcome was
independently drawn from a standard normal distribution. 5× 103 replications were used to determine test size. For the
stochastic integration 103 samples were used and the mixing parameter of elastic net regression was set to α = 0.9. 1e3
data splits were used for lms. Figure 4 shows test sizes. Ridge regression perfectly exhausts the α level, whereas elastic
net and Lasso exhaust the α level up to 0.75 for low correlation above which the procedures become conservative.
This is due to the sparsity induced by these methods. For high correlation, this behavior is a bit more pronounced and
conservative behavior starts at an α level of roughly 0.6. Under the null, elastic net and Lasso behave almost identical.
lms shows poor exhaustion of the α-level in both scenarios.
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Figure 4: Simulation results under the null hypothesis. X-axis is the α-level of the test and Y-axis is the actual test size.
(A) N = 200, p = 500, correlation low (see text), (B) N = 500, p = 500, correlation high (see text).
Simulations of covariates were performed identically to simulations under the null hypothesis. To generate an outcome,
positive regression coefficients were chosen for the first two blocks of covariates. For the dense scenario (A), regression
coefficients of the first or the first two blocks were set to identical values within each block. The sparse scenario (B),
only assigns positve regression coefficients to the first covariate of the first or the first two blocks. All other coefficients
were zero. Outcomes were simulated by adding a standard normal to the predictorXβ. Results from the simulations
are shown in Figure 5. In the dense scenario (A), ridge regression performed best throughout. Increasing correlation
increased power for all methods. lms has poor power in these scenarios.
In the sparse scenario, lasso and elastic net performed very similarly and were the most powerful procedures in all
scenarios that were considered. lms could outperform ridge regression for the scenario of a single, strong effect and low
correlation between covariates. In all other scenarios, lms was the least powerful procedure. In general, power was
again poor for lms.
For a sample size of 100, plausibility based methods had sufficient power in scenarios that matched the method (dense
vs sparse). For a sample size of 200 power was still below 80% for many scenarios.
In general, correlation structure was very important as power increases substantially when comparing low and high
correlation scenarios, e.g. power for lasso and an effect size of 0.075 for low correlation and sample size of 200 is
∼55% and increases to > 80% (dense scenario).
4.2.2 Data analysis
As an illustration, we analyze a prostate cancer data set [16] as provided by R package sda [17]. The data set contains
healthy (N = 50) and prostate cancer samples (N = 52) and measurements of 6033 gene expression values. We
analyze the data set using a logistic model and the penalties used in the simulation secction as well as the lms method.
To get the lms run, the penalty parameter had to be increased from the default choice (λ =
√
N + p/5 instead of
λ =
√
N + p/10). With this penalty, lms could not select any predictor and resulted in a P-value of 1. All plausibility
models resulted in P-values < 10−3, when the P-value was limited by the number of stochastic integration samples.
To illustrate the methods, figure 6 shows the regression coefficients from the penalized plausibility models evaluated
at the median penalty parameter from models generated during stochastic integretion. The figure clearly reflects the
different sparsities of the methods. While lasso and elastic net (α = 0.9) select few variables, elastic net with α = 0.1
selects more and ridge all variables. Effect size change correspondingly (large for sparse methods, low for dense
methods). We discuss this finding later.
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Figure 5: Simulation results under the alternative hypothesis. Color indicates sample size. The top row of each cell
inidcates correlation structure (0.02, 0.5, see text). The second row indicates range of effect sizes used for the first two
blocks of covariates (see text). Part (A): dense alternative; Part (B): sparse alternative. Methods considered are Lasso
(glmnet), Elastic Net (enet), Lasso multi-split (lms), Ridge regression (ridge).
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Figure 6: Data analysis. X-axis are predictors 1, ..., 6033 with regression coefficients represented as bars for the
methods: Lasso (lasso), Elastic Net (enet, α = 0.9), Elastic Net (enet0_1, α = 0.1), Ridge regression (ridge).
5 Comparison with related methods
5.1 Bootstrap
When stochastic integration is used to evaluate the plausiblity statistic (3), it looks identical to the bootstrap statistic.
The difference is that the plausibility statistic is optimized over the parameter space under the null. Our simulations
indicate that this make a difference in practice. An additional difference is technical. When optimization of statistic (3)
takes place, stochastic sampling adds noise that can impact the optimization process. It is therefore important to use the
same sample in (3) during the full optimization process. Samples have to be re-weighted using an imporance sampling
scheme to correct the integral for the mismatch of distribution under consideration and distribution of origin of the
approximation sample. After finding the optimum, a new sample can be drawn to repeat the process. In practice this did
not turn out to be necessary as long as a reasonable starting value was used such as a ML estimate.
The development of plausibility in a parametric context raises the question about non-parametric approaches. For
unweighted plausibility such an approach would obviously meaningless, as every data set would have plausibility of
one. However, weighted plausibility can make use of a non-parametric model. If data is sampled from the empirical
cumulative distribution function (ECDF) during stochastic integration, this sample would correspond to a standard
non-parametric bootstrap sample [18] and bootstrap and weighted plausibility would therefore coincide if the bootstrap
statistic would be the same as the plausibility weighing function.
Alternatively, kernel density estimates or histograms estimated from the data could be used to establish a null model.
Such estimates would be subject to additional tuning parameters, such as a kernel bandwidth. Like in the normal model
these tuning parameters would have to be profiled as maximizing the plausibility would lead back to the ECDF in the
case of kernel density estimates. Empirical work would have to be conducted to investigate potential benefits.
5.2 Targeted Learning
Targeted analysis defines so-called target parameters for which statistical inference is required. Typically, this would
be the difference between a treatment effect and a counterfactual opposite treatment decision in the case of clinical
studies [19]. Testing the target parameter corresponds to a model comparison of a null effect with a model including a
treatment effect. Given that the target parameter can be defined using high-dimensional data, the model comparison is
high-dimensional. The proposed way to evaluate the global test is the influence function using cross-validation [20].
Weighted plausibility is a natural alternative to evaluate the test statisc in targeted analyses. Such an analysis would be
similar to what was used in section 3.2. The weighing would result from the same procedure used in targeted learning.
Depending on the assumptions of the null model, such an anlysis could be benefitial in some cases as the full data is
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used as compared to cross-validation. Emprical studies would have to show under which circumstances this would be
the case.
5.3 Partition principle
The paritioning princple (PP) [21] is a procedure applied in multiple testing problems and relates closely to closed
testing [22]. The so-called general PP states that for a disjoint partitioning of the parameter spaceH = ⋃˙iHi, every
partition can be tested at level α and rejection of all such tests leads to rejection of the union hypothesisH. In our case
A ⊂ Θ, the argument of the plausibility function can be seen as being partioned into individual pointsHθ = {θ ∈ A}.
Applying the PP leads to alternative proofs for theorem 1 and lemma 2. While in the context of plausbility we are
not interested in hypotheses other than the point hypothesesHθ, the PP can become helpful when plausiblity is itself
embedded in a larger multiple-testing problem. In this case,
6 Discussion
In this paper, we have extended the plausibility framework by a weighing component. For discrete data, the weighing
leads to a re-ordering of data sets so that cumulative probabilities are no longer evaluated according to ordered probabil-
ities but according to an (arbitrary) re-ordering induced by the weighing. Intuitively, it is clear that properties from
plausibility carry over to weighted plausibility as long as the weighing does not depend on the data. Ordering by proba-
bility thus turns out to be just one possible ordering corresponding to goodness-of-fit evaluations. Comparing models
corresponds to weighing by LR. More precisely, a plausibility-ratio should be considered but his is computationally
expensive. This aspect will be further discussed below.
The flexibility of weighing is illustrated by our data analysis in the high-dimensional setting. Regression coefficients in
this case strongly depend on the sparsity of the method. This fact is well known among practitioners and can lead to
difficulties in model interpretation as it is often unclear how to choose sparsity. To the authors’ knowledge theoretical
underpinning is lacking. A weighted plausibility can be constructed for which the weighing function tunes the sparsity
parameter. There would be no guarantees that the sparsity thus chosen would have theoretical properties but would
reflect steps taken in practice. Other weighting schemes could consider non-nested models. by evaluating data under
one of the models and weighing data sets by a contrast between the models. This could be prediction accuracies,
cross-validated LRs, or information criteria. The possibilities are clearly endless.
On the other hand, the resulting tests have less strong interpretations as compared to alternative approaches. In the
high-dimensional data analysis, there are some important difference between the considered plausibility tests and the
lms method. lms uses models coming from a conditional lasso model. lms can thereby reject a single co-variate while
controlling family-wise error rates. The only test we considered was global test based on the linear predictor of all
covariates. Rejecting the null hypothesis would therefore not entail the rejection of any single covariate and further steps
are needed. One approach is to hierarchically split the covariates according to some outcome-independend procedure
(say hierarchical clustering), and test covariates along the tree. This can lead to efficient procedures, e.g. [23, 24]. A
straightforward approach would analyze covariates marginally, i.e. the model would be an intercept model against the
model of all selected variables and not be corrected for the other covariates. If a conditional model is desired, model
comparison of penalized models can be used via a Bayesian prior in the analysis. The hyper-parameters would have to
be fitted as part of the optimization in an empirical-Bayes spirit. However, it is very expensive to fit such a plausibility
model as in general a grid search is required. It is an open question in how far approximations can be used and whether
errors can be bounded, if say, ML-estimates are used instead of plausibility estimates.
The plausibility framework does have some important limitations. We mention non-plausible parameters and non-
plausible parameter values. Non-plausible parameters have to be handled by a different estimation procedure which
might involve iterated estimation between say, plausibility and ML. In the normal model, this limitation is non-essential.
Non-plausible parameter values seem to be rather a technical problem, although the problem manifested itself in
simulations during the preparation of this manuscript. Some care therefore needs to be taking when deriving the
likelihood to be used. A major limitation is certainly computation time. While this limitation is shared with other
methods like cross-validation as used in target learning, bootstrapping, or data-splitting (lms), the problem is usually
more severe for plausibility. During stochastic integration, a full penalized analysis including parameter tuning through
cross-validation has to be performed for every data set. In our analyses of high-dimensional data, we did not include
covariates under the null, which made the evaluation of plausibility relatively cheap. A single data set was analyzed in a
matter of a few minutes. There are several ways to improve efficiency. Using importance sampling during stochastic
integration seems to be a promising approach. We have also implemented some short-cuts, for example evaluating the
penalty parameter first and using it throughout stochastic integration. Certainly, efficiency remains a challenge.
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Plausibility can guarantee test sizes under the null for finite samples. A fully non-parametric treatment leads back
to a non-parametric bootstrap procedure. A compromise by using, say, kernel density estimates seems promising in
some cases by accounting for the oversampling of identical individuals in the non-parametric bootstrap. It would be
interesting to investigate whether a similar correction to the 1−  correction used in the bootstrap can be achieved.
In conclusion, the plausibility framework allows to conduct extact model comparisons in small sample size situations
such as our RB data set. In these cases, valid concerns can be present about the validity of asymptotic or empirical
p-values computed by other means, which was confirmed by our simulations. The conceptual similarity to the bootstrap
is reflected by the fact that any data independent test statistic can be used as a weighing function allowing applications
in high-dimensional data analysis, targeted anlysis or non-nested model comparisons.
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A Appendix
Proof of lemma 1.
Proof. If Plθ(α) is continuous in α, i.e. Plθ(α) = Plθ(α−), Plθ(α) = α by the properties of the CDF. Otherwise,
assume θ known and define plY,θ := Fθ(Ty,θ) and PlY,θ the corresponding CDF. Then ∆ := sup{Pl1,θ(α) −
Pl1,θ(α−)} the supremum over the discontinuities of Pl1,θ(α) which we assume to be bound away from 1. Let
αM := arg sup{Pln,θ(α) − Pln,θ(α−)} and Ym := {y|ply,θ(A) = αm}. Then for each ym ∈ Ym, Ty,θ ≤ ∆n,
as T = Tn is the product measure of T1 and Pθ(Ym) ≤ |Ym|∆n (| · | denotes cardinality). Due to the uniqueness
assumption of point masses, each y ∈ Ym contains exchangable observations, i.e. different vectors y are identical
up to ordering. The size of |Ym| is given by a multinomial coefficient which can be upper bounded by the bionmial
coefficient
(
n
n/2
)
. The maximal discontinuity for this case is achieved for class probabiltities close to .5 and therefore
∆ ≈ 0.25. By Sterling’s approximation ( nn/2) ∼ 1√pi/2n2n, so that Pθ(Ym)→ 0 with rate of at least√n. This implies
that Pln,θ(α) converges pointwise to the CDF of the uniform. Applying Portmanteau’s theorem completes the proof for
known θ.
Let now θ∗n be a sequence of plausibility estimates whith θ
∗
n
P→ θ∗ (see proof of theorem 3 in[5]), or equivalently,
pln(θ) → 0 with Pθ∗-probability for θ 6= θ∗. αM (θ) can therefore be bounded by a continuous function in an
appropriately chosen neigborhood U of θ∗, which completes the proof.
Proof of lemma 3.
Proof. „⇒”: Assume Pθ(Dn) >  > 0 for n > n0 ∈ N, Un := Ei ∪ E′i, In := Ei ∩ E′i.
If E′n ⊃ En for all n > n1, then Pθ(E′n) = Pθ(Un) = Pθ(In) + Pθ(Dn) = Pθ(En) + Pθ(Dn) →
n→∞ c > α + .
Otherwise, Ei ⊃ E′i infinitely often. By applying the above argument to the sub-sequence for which this inclusion
holds, the same contradiction arises.
„⇐”: Assume |β − α| >  > 0. For E′n ⊃ En for all n > n1, Pθ(E′n) = Pθ(Un) = Pθ(In) + Pθ(Dn) →
n→∞ α, a
contradiction, which arises again for the sub-sequence for which Ei ⊃ E′i.
Proof of theorem 2.
Proof. Y = (Y1, ..., Yn), Yi iid ∼ P 0θ , Pθ = (P 0θ )n. The rejection region of the LR test is given by RLRn = {y|w(y) <
c}, where c is the appropriately transformed quantile of a χ2-distribution. For the rejection region of the plausibility
test, we have Rpln = {y|w(y) < c′}, where c′ is chosen smallest, so that Pθ(Rpln ) ≤ α. By definition, we therefore have
Rpln ⊂ RLRn or RLRn ⊂ Rpln . Let Dn be the symmetric difference between the rejection regions, i.e. Dn = Rpln4RLRn .
From standard likelihood theory we have Pθ(RLRn )
P→ α. Using lemma 1, we also have Pθ(Rpln ) P→ α. Applying
lemma 3 completes the proof.
Proof of lemma 5.
Proof. Let T σˆ
2
Y,β be the profile-plausibility and assume β
∗ 6= βˆ. Define data Y ′ as having rescaled residuals by
the factor σˆ2(β∗)/σˆ2(βˆ) and being shifted by X(βˆ − β∗). Then, L(Y, (β∗, σˆ2(β∗)) = L(Y ′, (βˆ, σˆ2(βˆ))). As the
likelihood for any observation is retained by this transformation, also F σˆ
2(β∗)
β∗ (T
σˆ2(β∗)
Y,β∗ ) = F
σˆ2(βˆ)
βˆ
(T
σˆ2(βˆ)
Y ′,βˆ
). The
distribution function Fσ
2
β (t(Y)) is a radial function in β and can be evaluated by the integral 1−C
∫ R
0
ϕσ2(r)r
N−1dr,
where ϕ is the density of the normal distribution with mean zero and variance σ2, C is a normalizing constant and
R = ‖Y − β‖ (R = ϕ−1σ2 (t), t(Y) = ϕσ2(‖Y − β‖)). Therefore, Fσ
2
β (t) is strictly, monotonously decreasing in t but
‖Y ′ − βˆ‖ > ‖Y − βˆ‖, a contradiction.
Proof of lemma 6.
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Proof.
pl∗w,σˆ
2
Y,β (A) =
∫
w(Y′)≤w(Y)
Tw(Y′, β)dPY
′|β∗ ,
where PY
′|β∗ is the conditional distribution ofY givenY ∈ {Y′|β∗(Y′) = β∗}. Here, β∗(Z) denotes the plausibity
estimate for Z. Wlog letY be standardized, so that theY′ in the integral above are uniform on the SN−1 sphere. We
can now invoke lemma 2 for the single distibution PY
′|β∗ . pl∗w,σˆ
2
Y,β (A) is therefore stochastically larger than uniform
for any profile-plausibility estimate.
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as T = Tn is the product measure of T1 and Pθ(Ym) ≤ |Ym|∆n (| · | denotes cardinality). Due to the uniqueness
assumption of point masses, each y ∈ Ym contains exchangable observations, i.e. different vectors y are identical
up to ordering. The size of |Ym| is given by a multinomial coefficient which can be upper bounded by the bionmial
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)
. The maximal discontinuity for this case is achieved for class probabiltities close to .5 and therefore
∆ ≈ 0.25. By Sterling’s approximation ( nn/2) ∼ 1√pi/2n2n, so that Pθ(Ym)→ 0 with rate of at least√n. This implies
that Pln,θ(α) converges pointwise to the CDF of the uniform. Applying Portmanteau’s theorem completes the proof for
known θ.
Let now θ∗n be a sequence of plausibility estimates whith θ
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P→ θ∗ (see proof of theorem 3 in[5]), or equivalently,
pln(θ) → 0 with Pθ∗-probability for θ 6= θ∗. αM (θ) can therefore be bounded by a continuous function in an
appropriately chosen neigborhood U of θ∗, which completes the proof.
Proof of lemma 3.
Proof. „⇒”: Assume Pθ(Dn) >  > 0 for n > n0 ∈ N, Un := Ei ∪ E′i, In := Ei ∩ E′i.
If E′n ⊃ En for all n > n1, then Pθ(E′n) = Pθ(Un) = Pθ(In) + Pθ(Dn) = Pθ(En) + Pθ(Dn) →
n→∞ c > α + .
Otherwise, Ei ⊃ E′i infinitely often. By applying the above argument to the sub-sequence for which this inclusion
holds, the same contradiction arises.
„⇐”: Assume |β − α| >  > 0. For E′n ⊃ En for all n > n1, Pθ(E′n) = Pθ(Un) = Pθ(In) + Pθ(Dn) →
n→∞ α, a
contradiction, which arises again for the sub-sequence for which Ei ⊃ E′i.
Proof of theorem 2.
Proof. Y = (Y1, ..., Yn), Yi iid ∼ P 0θ , Pθ = (P 0θ )n. The rejection region of the LR test is given by RLRn = {y|w(y) <
c}, where c is the appropriately transformed quantile of a χ2-distribution. For the rejection region of the plausibility
test, we have Rpln = {y|w(y) < c′}, where c′ is chosen smallest, so that Pθ(Rpln ) ≤ α. By definition, we therefore have
Rpln ⊂ RLRn or RLRn ⊂ Rpln . Let Dn be the symmetric difference between the rejection regions, i.e. Dn = Rpln4RLRn .
From standard likelihood theory we have Pθ(RLRn )
P→ α. Using lemma 1, we also have Pθ(Rpln ) P→ α. Applying
lemma 3 completes the proof.
Proof of lemma 5.
Proof. Let T σˆ
2
Y,β be the profile-plausibility and assume β
∗ 6= βˆ. Define data Y ′ as having rescaled residuals by
the factor σˆ2(β∗)/σˆ2(βˆ) and being shifted by X(βˆ − β∗). Then, L(Y, (β∗, σˆ2(β∗)) = L(Y ′, (βˆ, σˆ2(βˆ))). As the
likelihood for any observation is retained by this transformation, also F σˆ
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β∗ (T
σˆ2(β∗)
Y,β∗ ) = F
σˆ2(βˆ)
βˆ
(T
σˆ2(βˆ)
Y ′,βˆ
). The
distribution function Fσ
2
β (t(Y)) is a radial function in β and can be evaluated by the integral 1−C
∫ R
0
ϕσ2(r)r
N−1dr,
where ϕ is the density of the normal distribution with mean zero and variance σ2, C is a normalizing constant and
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R = ‖Y − β‖ (R = ϕ−1σ2 (t), t(Y) = ϕσ2(‖Y − β‖)). Therefore, Fσ
2
β (t) is strictly, monotonously decreasing in t but
‖Y ′ − βˆ‖ > ‖Y − βˆ‖, a contradiction.
Proof of lemma 6.
Proof.
pl∗w,σˆ
2
Y,β (A) =
∫
w(Y′)≤w(Y)
Tw(Y′, β)dPY
′|β∗ ,
where PY
′|β∗ is the conditional distribution ofY givenY ∈ {Y′|β∗(Y′) = β∗}. Here, β∗(Z) denotes the plausibity
estimate for Z. Wlog letY be standardized, so that theY′ in the integral above are uniform on the SN−1 sphere. We
can now invoke lemma 2 for the single distibution PY
′|β∗ . pl∗w,σˆ
2
Y,β (A) is therefore stochastically larger than uniform
for any profile-plausibility estimate.
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