Motivated by telecommunications applications we investigate the minimum spanning tree problem where edge costs are interval numbers. Since minimum spanning trees depend on the realization of the edge costs, we deÿne the robust spanning tree problem to hedge against the worst case contingency, and present a mixed integer programming formulation of the problem. We also deÿne some useful optimality concepts, and present characterizations for these entities leading to polynomial time recognition algorithms. These entities are then used to preprocess a given graph with interval data prior to the solution of the robust spanning tree problem. Computational results show that these preprocessing procedures are quite e ective in reducing the time to compute a robust spanning tree.
Introduction
The purpose of this paper is to introduce the robust version of the minimum spanning tree problem where edge costs (lengths) are speciÿed as interval numbers. Each edge cost can take any value in its interval, independent of the other edge costs. Under the above speciÿcation of the data, we propose to compute a robust spanning tree, i.e., a spanning tree whose total cost minimizes the maximum deviation from the optimal spanning tree over all realizations of the edge costs. Our study is motivated by two applications in the telecommunications industry. Consider, for instance, the design of a communication network where routing delays on links are not known with certainty due to the time varying nature of the tra c load on the network. In this application, it is desirable to develop a network conÿguration that hedges against the worst possible contingency in terms of routing delays [4] . A second application arises when a supervisor node in a data network wants to send a control message to all other nodes in the network where transmission lines are subject to uncertain delays [3] . Then, the supervisor node may want to use a robust spanning tree to broadcast the message to all nodes while hedging against the worst possible delay. The combination of interval uncertainty with robustness is attractive in three respects: (1) we do not have to specify a distribution for the data, nor its moments, which is not always easy, (2) although the complexity status of the problem is open we can formulate the robust spanning tree problem as a mixed integer linear program that can be solved by o -the-shelf software as demonstrated in Section 3.5, and (3) the interval uncertainty allows us to derive properties of the robust spanning tree that we use to our advantage as a preprocessor to reduce signiÿcantly the solution time of the mixed integer program.
Our study is not the ÿrst to consider a robust version of the minimum spanning tree problem. Kozina and Perepelista [5] have studied the minimum spanning tree problem with interval edge costs. They have deÿned a relation order on the set of feasible solutions and generated a Pareto set. Kouvelis and Yu [4] have studied the robust spanning tree problem for problems where edge costs assume values in a certain scenario set. They prove that the problem is NP-hard for bounded number of scenarios, and strongly NP-hard for unbounded number of scenarios.
On the other hand, the concept of robustness was studied by Mulvey et al. [7] , and Ben-Tal and Nemirovski [2] . Mulvey et al. use a scenario based approach for modeling uncertainty. They use penalty functions to develop robust models to hedge against the worst possible scenario. Under a minimax penalty function, our approach would be similar to the Mulvey et al. approach with the important di erence that we refrain from the use of scenarios which we ÿnd hard to specify. The approach of Ben-Tal and Nemirovski is based on specifying the uncertainty in a certain ellipsoidal set, and deÿning a robust counterpart problem. This approach would lead to the speciÿcation of a nonlinear 0 -1 program in the case of the spanning tree problem, and hence, would be computationally much less practical. A similar remark holds in our case for the use of stochastic programming [8] . Here, we would be in need of specifying a probability distribution, and converting the problem to optimization of expected value (or quantiles) of the objective. This approach would again lead to a possibly nonlinear 0 -1 program, which we avoid in our present approach.
Next, we establish the notation used in the sequel. Let G = (V; E) be an undirected graph with n nodes and m edges. Each edge e = {i; j} has cost c e ∈ [c e ; c e ]. No probability distribution is assumed for edge costs. We use c s e to denote the cost of edge e in scenario s. We denote by c e an arbitrary cost for edge e in [c e ; c e ]. A spanning tree is a set T ⊆ E such that for all i ∈ V there exists j ∈ V with {i; j} ∈ T and such that the subgraph (V; T ) is acyclic. Let denote the set of all spanning trees. We denote the cost of spanning tree T under scenario s by c s T = e∈T c s e . We use c T to denote the cost of spanning tree T when the costs of all edges on this tree are at lower bounds and c T denotes the cost of spanning tree T when the costs of all edges on this tree are at upper bounds.
The rest of the paper is organized as follows. In Section 2, we deÿne the concepts of weak edge and strong edge used to preprocess the graph efÿciently prior to solution of the robust spanning tree problem by mixed-integer programming. Weak and strong edges are characterized in such a way that they can be easily (polynomially) identiÿed. In Section 3, we deÿne the robust spanning tree problem, discuss its properties and relation to strong and weak edges. More speciÿcally, it is shown that robust spanning trees must consist entirely of weak edges, and that there exists a robust spanning tree which uses every strong edge in the graph. A mixed-integer programming formulation for the solution of the robust spanning tree problem is given. We preprocess the mixed integer program by removing from the graph edges which are not weak and by forcing strong edges into the solution. We also report our computational experience in this section. Concluding remarks are given in Section 4.
Weak and strong edges
In this section we analyze the problems of deciding whether a given edge is always on a minimum spanning tree (strong edge), or whether a given edge is never on a minimum spanning tree (non-weak edge) and give characterizations to solve both problems in polynomial time.
Weak edges and trees
We begin our analysis by a characterization of weak trees, i.e., spanning trees that have minimum costs for some realization of edge costs. Similar concepts are proposed in [9] for location of problems. Deÿnition 2.1. A spanning tree is a weak tree if it is a minimum spanning tree for some realization of edge costs.
The following theorem characterizes weak trees. Theorem 2.1. A spanning tree is a weak tree if and only if it is a minimum spanning tree when the costs of all edges on this tree are at their lower bounds and the costs of the other edges are at their upper bounds.
Proof. If a spanning tree is minimum for the stated realization of edge costs, it is a weak tree by deÿnition.
If a spanning tree T is a weak tree then there exists a scenario s for which c 2. An edge is a weak edge if it lies on some weak tree.
The following theorem gives a characterization of weak edges.
Theorem 2.2.
Edge e is a weak edge if and only if there exists a minimum spanning tree using edge e when the cost of edge e is at its lower bound and the costs of the remaining edges are at upper bounds.
Proof.
If there exists a minimum spanning tree that uses edge e for the above scenario, then edge e is weak by deÿnition.
We prove the converse by showing that if there does not exist a minimum spanning tree using edge e for the stated scenario, then edge e cannot be weak. Consider Kruskal's algorithm [1] which sorts all edges in non-decreasing order of their costs, and deÿnes L, the set of edges chosen to form a minimum spanning tree. Kruskal's algorithm proceeds as follows. Initially, the set L is empty. The algorithm examines each edge in the sorted order in turn and checks whether adding the current edge to the set L creates a cycle with the edges already in L. If it does not, the current edge is added to L, otherwise it is discarded. The algorithm stops when there are n − 1 edges in L. In case of ties in the sorted order, an edge may be chosen arbitrarily from amongst those with least cost: we modify Kruskal's algorithm slightly by asking that in case of ties, the algorithm favors edge e over other edges to add to L. With this modiÿcation, it can be shown that if e is not on the minimum spanning tree found by the algorithm for a particular scenario, then it is not on any minimum spanning tree for that scenario. Let s be the scenario with cost on edge e at its lower bound and all other costs at their upper bounds. We now show that if e is not on any minimum spanning tree for costs c s , then it cannot be on any minimum spanning tree under any scenario, and so it must be that edge e is not weak. Let L s denote the minimum spanning tree returned by the algorithm applied to the graph under scenario s , i.e. with edge costs c s . If e is not on any minimum spanning tree for costs c s , then it is not on the minimum spanning tree found by the algorithm for costs c s , so either |L s | reaches n − 1 before e is encountered in the sorted order, or adding edge e to L s at the point it was encountered would have introduced a cycle. In either case adding e to L s at the point it is encountered in the sorted order would introduce a cycle. Let C denote the edges in such a cycle. Now suppose there is a scenario s such that e ∈ L s . Let D denote the set of edges e ∈ C \ e such that e ∈ L s . Clearly D = ∅ and C \ D ⊆ L s . For each edge e ∈ D, since it was not added to L s , it must be that e forms a cycle with edges already in L s : let C e denote the edges in such a cycle. Now it is not hard to see that (C \ D) ∪ ( e ∈D C e \ e ) induces a cycle with all edges in the set L s . This is a contradiction, since L s forms a tree, so e cannot lie on a minimum spanning tree for scenario s found by the algorithm, for any scenario s . Furthermore, by our modiÿcation to Kruskal's algorithm, we have that e cannot lie on any minimum spanning tree under any scenario s , and hence e cannot be a weak edge.
As a corollary of this theorem, we can decide whether a given edge e is weak in O(m log m) time. All we have to do is to set the cost of edge e to its lower bound, all other edge costs to their upper bounds and apply Kruskal's algorithm in a fashion which will favor edge e as stated in the previous proof. If the minimum spanning tree contains edge e then it must be weak, otherwise it cannot be weak.
Strong edges
Deÿnition 2.3. An edge is a strong edge if it lies on a minimum spanning tree for all realizations of edge costs.
Below, we give a characterization for strong edges. The proof is similar to that of Theorem 2.2, and, hence is omitted. Theorem 2.3. Edge e is a strong edge if and only if there exists a minimum spanning tree using edge e when the cost of edge e is at its upper bound and the costs of the remaining edges are at lower bounds.
As in the case of weak edges we can recognize very e ciently strong edges in a graph using an algorithm similar to the one mentioned at the end of Section 2.1.
Robust trees
The purpose of this section is threefold. First, we deÿne the concept of a "robust spanning tree". We deÿne two robustness measures, absolute robustness and relative robustness for the minimum spanning tree problem with interval edge costs, and characterize the worst case scenarios for a given spanning tree for both measures. Second, we propose a mixed integer programming formulation to compute a robust spanning tree. Finally, in Section 3.4 we relate the robust spanning tree to weak and strong edges to help preprocess the graph prior to solution by a mixed integer programming solver. Let S denote the set of all possible scenarios.
Absolute robust trees
Deÿnition 3.1. Given a spanning tree T , an absolute worst case scenario s a T is a scenario in which the cost of this spanning tree is the maximum. That is, s a T ∈ arg max s∈S c s T .
It follows from this deÿnition that in an absolute worst case scenario for a given spanning tree the costs of all edges of the spanning tree are ÿxed at their upper bounds and the costs of the remaining edges can assume any value in their intervals.
Deÿnition 3.2.
A spanning tree whose absolute worst case scenario cost is minimum is called an absolute robust spanning tree. So an absolute robust spanning tree is given by T a ∈ arg min T ∈ max s∈S c s T .
Consider the scenario in which all edge costs are at their upper bounds. The set of minimum spanning trees under this scenario is exactly the set of absolute robust spanning trees. In particular, every absolute robust spanning tree is a weak tree. Kouvelis and Yu [4] have studied the absolute robust spanning tree problem, where the scenario set is ÿnite, and they have shown that the absolute robust spanning tree problem is NP-complete for bounded scenario set and strongly NP-hard when the scenario set is unbounded. However, in view of the remarks and deÿnitions made above, the absolute robust spanning tree problem with interval edge costs can be solved in polynomial time by ÿnding a minimum spanning tree when all edge costs are at upper bounds.
Relative robust trees
Deÿnition 3.3. Given a spanning tree T , a relative worst case scenario s T is a scenario in which the difference between the cost of the spanning tree T and the cost of a minimum spanning tree is maximum. That is, s T ∈ arg max s∈S {c 
Deÿnition 3.4.
A spanning tree whose robust deviation is minimum is called a relative robust spanning tree. In other words, a relative robust spanning tree T r ∈ arg min T ∈ d T .
The following proposition gives a relative worst case scenario for a given spanning tree. Kouvelis and Yu [4] also proved that the relative robust spanning tree problem is NP-complete for bounded number of scenarios and is strongly NP-hard with unbounded number of scenarios. They conjecture that the problem with interval edge costs is also NP-complete.
A mixed integer programming formulation
From this section onwards, we will refer to the relative robust spanning tree problem as the robust spanning tree problem for short. In [6] , the minimum spanning tree problem is considered as a special version of a network design problem: we wish to send ow between the nodes of the network and view the edge variable x e as indicating whether or not we install the edge e ∈ E to be available to carry any ow. One such ow model as stated in [6] is the single commodity model. In this model, one of the nodes, say node 1 serves as a source node. One unit of ow must be sent from this node to every other node. Deÿne the arc set A = {(i; j) ∈ V × V : {i; j} ∈ E}. Let f ij denote the ow on arc (i; j). The model is min e∈E c e x e s:t:
f ji 6 (n − 1)x ij ∀{i; j} ∈ E; (P 1 ) e∈E x e = n − 1; f¿ 0;
x e ∈ {0; 1} ∀e ∈ E:
Magnanti and Wolsey [6] point out that if we select any node, say node 1, as the root node for any spanning tree, then we can direct the edges of the tree so that the path from the root node to any other node is directed from the root to that node. To develop a model for this directed version of the problem, the digraph D = (V; A) is formed. Using these concepts, the authors present another formulation of the minimum spanning tree problem, called the directed multicommodity ow model. In this model every node k = 1 deÿnes a commodity: one unit of commodity k originates at the root node 1 and must be delivered to node k. Letting f In this model, the variable y ij deÿnes a capacity for the ow of each commodity on arc (i; j) only if that arc is a member of the directed spanning tree deÿned by the vector y. Notice that we do not impose the constraints that y ij 's are integer. This is due to the result of Magnanti and Wolsey [6] where it is shown that the feasible set of P 2 has integer extreme points. We shall use both formulations in our model to ÿnd a robust spanning tree. We shall use model (P 1 ) to characterize the edges on the robust spanning tree, and the dual version of model (P 2 ) to ÿnd the cost of the minimum spanning tree when the costs of all edges on the robust tree are at upper bounds and the costs of all remaining edges are at lower bounds. We replace the ow balance constraints by the equivalent inequality constraints. Then, the dual LP of (P 2 ) can be written as follows:
; ¿ 0 and unrestricted;
where we have associated dual variables {
: (i; j) ∈ A and k ∈ V \ {1}} and for each set of the primal constraints, respectively. Now, we are ready to give our robust tree formulation:
f ij 6 (n − 1)x ij ∀{i; j} ∈ E; (R) f ji 6 (n − 1)x ij ∀{i; j} ∈ E; e∈E x e = n − 1; f; ; ¿ 0 and unrestricted;
The binary variables x e 's index the edges in the potential robust tree, e∈E c e x e is the cost of this tree under a relative worst case scenario. For a given 0 -1 vector x deÿning a spanning tree, the cost of edge e can be expressed as c e + ( c e − c e )x e . In particular, this model looks for the spanning tree whose robust deviation is the minimum.
Robust trees, weak edges and strong edges
As pointed out in Section 3.1, an absolute robust spanning tree is a weak tree. Proposition 3.2 below shows that a relative robust spanning tree is also a weak tree. This result is instrumental in preprocessing the graph before the search for the robust tree as it implies that we can discard non-weak edges from the graph. Proof. If T is not the unique minimum spanning tree for scenarioŝ, there exists a spanning tree T = T which is a minimum spanning tree for this scenario. For any scenario s, Corollary 3.1. If T is the unique minimum spanning tree under some scenario; then T is the unique minimum spanning tree for the scenarioŝ with costs on edges in T at their lower bounds and costs on edges not in T at their upper bounds.
Proposition 3.2.
A relative robust spanning tree is a weak tree.
Proof. Let T be a spanning tree which is not weak. By Therefore T cannot be a robust spanning tree.
In the remainder of this section our purpose is to establish in Corollary 3.3 that there exists a relative robust spanning tree that uses every strong edge in the graph. To arrive at this conclusion we prove several intermediate results which, among other things, contain a characterization of strong edges using the concept of unionwise permanent sets that we deÿne below [9] . In the sequel we work with the following assumption that is instrumental in the proof of Lemma 3.2. Assumption 3.1. All edges have non-degenerate costs; that is c e ¡ c e for all e ∈ E. Deÿnition 3.5. A set of spanning trees is a unionwise permanent set if for each realization there exists a minimum spanning tree in this set. Deÿnition 3.6. A unionwise permanent set is a minimal unionwise permanent set if it is no longer a unionwise permanent set when a spanning tree is removed. Lemma 3.3. If a spanning tree T is never the unique minimum spanning tree; there exists a spanning tree T such that c T ¿ c T for all scenarios and T is the unique minimum spanning tree for some scenario.
Proof. If T is not the unique minimum spanning tree for any scenario, then by Lemma 3.1 there exists another spanning tree T 1 = T such that c T ¿ c T1 for all scenarios. If T 1 is the unique minimum spanning tree for some scenario, we are done. Assume not. Then there exists another spanning tree T 2 = T 1 such that c T1 ¿ c T2 for all scenarios by Lemma 3.1. Besides T 2 = T since the contrary would imply that c T = c T1 = c T2 for all scenarios, which contradicts Lemma 3.2. Repeating this argument we either stop with a spanning tree which is the unique minimum spanning tree for a scenario or we enumerate all the spanning trees in the graph. In the latter case, we will end up with a sequence of spanning trees which are not the unique minimum spanning tree for any scenario and which satisfy:
Note that in this sequence no spanning tree can be repeated since by Lemma 3.2 two distinct spanning trees cannot have the same cost under all scenarios. For this scenario, tree T k is the unique minimum spanning tree and so it is the desired spanning tree T . Now we give a characterization for a minimal unionwise permanent set and show that it is unique. Theorem 3.1. Let be the set of spanning trees each of which is the unique minimum spanning tree when the costs of all edges on this spanning tree are at their lower bounds and the costs of the remaining edges are at their upper bounds. Then; is a minimal unionwise permanent set.
Proof.
Assume is not a unionwise permanent set. Then there exists a scenario s, for which no spanning tree in is minimum. Let T be a minimum spanning tree under scenario s, so T is a weak tree and c . This contradicts that cost of T is smaller than the costs of all spanning trees in . So is a unionwise permanent set. is minimal since any spanning tree in is the unique minimum spanning tree for some scenario. Proof. All of the trees in deÿned in the statement of Theorem 3.1 must be in any unionwise permanent set, since they are unique minimum spanning trees with respect to some scenario. Furthermore, since they form on their own a minimal unionwise permanent set, they must be the only such set.
As the minimal unionwise permanent set is unique, when we refer to the minimal unionwise permanent set, we refer to the set which is deÿned in Theorem 3.1. Now we are in a position to characterize strong edges in terms of the minimal unionwise permanent set.
Proposition 3.3.
An edge is strong if and only if all spanning trees in the minimal unionwise permanent set share that edge.
Proof.
If an edge e is strong, it is on a minimum spanning tree for all scenarios. Since each spanning tree in the minimal unionwise permanent set is the unique minimum spanning tree for some scenario, e should lie on all of them.
If an edge e is shared by all spanning trees in the minimal unionwise permanent set, then it is on a minimum spanning tree for all scenarios, thus it is strong. Proposition 3.4. There exists a relative robust spanning tree in the minimal unionwise permanent set .
Proof. Assume none exists. Then there is a relative robust spanning tree T ∈ \ . By Proposition 3.2, T is a weak tree, and since T ∈ , it is not the unique minimum spanning tree for the scenario with costs of edges in T at their lower bounds and costs of other edges at their upper bounds. So by Corollary 3.1, T is not the unique minimum spanning tree for any scenario. Then by Lemma 3.3, there exists a spanning tree T such that c s T ¿ c s T for all scenarios s, and such that T is the unique minimum spanning tree for some scenario. The latter implies that T ∈ . Consider a relative worst case scenario s T for spanning tree T . We have
Since spanning tree T is a relative robust spanning tree, we have d T = d T therefore T is also a relative robust spanning tree.
The following is now a corollary of Propositions 3.3 and 3.4.
Corollary 3.3.
There exists a relative robust spanning tree such that every strong edge in the graph lies on the tree. Theorems 2.2 and 2.3 show that all weak and strong edges in the graph can be identiÿed in polynomial time. By Proposition 3.2, we know that every relative robust tree uses only weak edges, and by Corollary 3.3 we know that every strong edge in the graph must lie on some relative robust tree. We can use these results to preprocess the mixed integer programming formulation, as follows. For every e ∈ E which is not weak, we may set x e = 0, since edges which are not weak cannot lie on a relative robust tree. For every edge e ∈ E which is strong, we may set x e = 1, since there exists a relative robust tree which includes all the strong edges in the graph.
Computational results
We used our MIP formulation (R) to compute the robust spanning tree in complete graphs with n = 10; 15; 20; 25. We conduct two experiments on a Pentium II PC with 450 MHz clock speed: (1) We solve the model using the CPLEX 6.5.1 MIP solver without any preprocessing, and (2) we preprocess the problem graph using the results of the previous sections before we feed to the CPLEX solver, i.e., remove the non-weak arcs and set the variables corresponding to strong edges equal to 1. For problems with n = 10; 15 and 20 we generated six sets of ÿve problems each with varying interval speciÿcations as follows:
For each edge e; c e is uniformly distributed in the ÿrst interval, and c e is uniformly distributed in the second interval, respectively, as listed below: For the case n = 25 we solved only ÿve test problems generated from the ÿrst set above as a result of increasing computational time of solving model (R) without any preprocessing. The results are reported in the table below where we give the minimum and maximum number of strong and weak edges, respectively along with average computational times in CPU seconds. The % gain is deÿned as the ratio of the di erence in CPU times to the computation time without preprocessing (see Table 1 ). The preprocessing procedure which eliminates non-weak and strong edges results in the removal of approximately 50 -70% of the edges of the graph as can be seen from the table above. These results show that, on higher dimensions the computational savings from preprocessing almost become a requirement in the solution of the robust tree problem.
Conclusion
In this paper, we investigated the robust version of the minimum spanning tree problem where edge costs are represented by intervals. We deÿned two robustness measures, showed that we can solve the absolute robust tree problem in polynomial time and proposed an MIP formulation for the relative robust tree problem. To preprocess a given graph for the relative robust tree problem, we analyzed edges to distinguish the ones that are on minimum spanning trees for all realizations and the ones that are on minimum spanning trees for some realizations. We presented characterizations for these edges which suggest polynomial time algorithms to decide whether a given edge is weak and strong. Our computational results show that knowing weak and strong edges helps shorten signiÿcantly the computation of the relative robust tree.
