Introduction
Let Pi be the relative frequency of Xi(i = l, 2, ■ ■ ■ , m) in a frequency distribution. If the number of elements in the distribution be infinite and a sample of size n be drawn, the probability of obtaining exactly sx elements of size Xx, and at the same time s2 of size x2, etc., is known to be »!
(1) P = -,-;pl*>-■ ■ Pm'm, Pl + p2-\-\-pm=l, sil ■ ■ ■ sml where the s's are integers whose sum is n. P is a function of m -1 independent variables, and is called the multinomial solid. When m = 2, it degenerates into the general term of the point binomial, (pi+p2)n. Although much has been known about this solid, its usefulness has not been sufficiently recognized. In this paper I shall point out certain of its properties and two applications, one to a well known theorem in sampling, and one to the x-test. The proof of the x-test here given may be thought of as supplementing Pearson's original prooff in that it replaces an assumed approximation by a demonstrated approximation.
It is not related to Pearson's second prooff which is a variant of Soper's. § 2. General properties t (a) P may be written in the form P=Pi ■ ■ ■ Pm=Pi ■ ■ ■ Pm_i; where Pi is a function of Si only, and is a point binomial; P2 is a function of Si, s2 only, and is a point binomial if Si be fixed; etc.; P, is a function oí sx ■ ■ ■ s,-only, and is a point binomial if Si • • • s¿_i be fixed; Pm = 1 ; thus:
I" «! < n-. IT (W_5l)! / P2 V* F=ls~1~Kn-s1)\Pl'l(1 ~ Pl)n jLi!(»-Ji-i.)!\l -Pi) n-pi-M'-''-'-r (w-5!-52)! _/ />8 y»n-pi-p2-¿at-^*. The form (a) shows that equation (1) might have been derived by the following reasoning: Find the probability of exactly Si successes with Pi as probability and n as the number of drawings; multiply by the probability of exactly s2 successes with p2/(l-pi) as probability and (n-Si) as the number of drawings; multiply, etc.
Definitions, (a) Any positive integrable function of (m-1) independent variables may be considered an (m-1)-way frequency solid (or surface or curve), and may be represented in m-dimensional space.
(0) If, in an (m-l)-way solid, r variables be fixed, there is left a function of (m -1 -r) variables, therefore an (m-1 -r)-way solid; this is to be called an (m -1-r)-way array.
Example. If m = 4, the (m -l)-way solid is a 3-way correlation solid, say a function of *, y, and z. If one fixes x and y, thus taking r = 2, the one-way arrays resulting are straight lines or columns in the z-direction. If, further, one added up the frequencies in each of these columns, one would arrive at a set of totals which might be thought of as spread over the #y-plane, thus comprising a two-way correlation table.
(7) If one adds the frequencies in each of the (m-1 -r)-way arrays, the result is a function of r variables; this is an r-way total.
(c) Totals. If, in P above, the variable Si be fixed, and if the frequencies of each of the (m -2)-way arrays thus determined be added, the one-way total finally determined is Px. If both the variables sx and s2 be fixed, and if the frequencies in each of the (m -3)-way arrays thus determined be added, the two-way total determined is PiP2. If si, s2, ■ ■ • , sm_2 be fixed, and the totals of the one-way arrays be found, the (m -2)-way total that results is P\P2 ■ • ■ -Pm-2-These facts follow easily from the form (a). E.g., fixing $1,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (d) Means of totals. The mean of the one-way total of P in the Si direction is pin; the mean of the two-way total in SiS2-space is (Pin, p2n)\ the general mean of the whole solid is (pin, p2n, ■ ■ ■ , pm-in).
These facts follow also from the form (a) and the well known theorems that the coordinates of the general mean of a correlation solid are the means of its one-way totals.
3. Regression surfaces (a) The mean of the one-way array in the sm_i direction made by fixing
This may be thought of as a linear function of the m -2 variables, Si, s2, ■ • • , im-2, and thus yields the equation of the regression surface, sm-i on
Use the form of §2(a). The one-way array isPiP2 • • • Pm-i, and its total is, by §2(c), PiP2 • • • Pm-2-So its mean is
The last named sum is the mean number of successes in a point binomial distribution in which pm-i/(\-Pi-■ ■ ■ -Pm-2) is the probability of a success, and (n-si-■ ■ ■ -sn-2) is the number of drawings. This is well known to have the value given above.
(b) Every partial regression is also a linear function. (For one needs only to fix certain of the variables of the regression surface in (a) to obtain the partial regression surface.) It follows from (a) and (b) that, for m = 4, this solid is an example of the all linear case I have considered elsewhere.* Application. Let m = 3. The mean of the one-way array made by fixing Si is the following linear function of Si: p2(n-si)/(l-pi).
This fact, now proved to be true, was chosen by Pearson as a reasonable assumption in his proof of a fundamental theorem in sampling,f viz.: that the coefficient of correlation between two frequencies with which two fixed values of a variable will occur is -(Pfa/iq^))1'3.
The Laplace approximation
It has been generally assumed, specifically by Pearson in deriving the X-test, that the multinomial solid just considered could be approximated when n is large, by the normal solid. I wish to examine the measure of this approximation, and to do so I shall also derive the normal solid from the multinomial solid in a manner similar to that used by Laplace for the one-dimensional case.
In (1) Use Stirling's approximation, and the symbol = to mean "is approximately equal to," and drop the subscript from r temporarily:
and the relative error thus introduced into r is known* to be 1-e~,ni, where 0<t < l/(np(l+co)).
It is now necessary to impose certain restrictions on e, u, a, m. These will seem arbitrary to the reader, and indeed they are.
* The usual statement is x\ = (2irx)inxxe~zeBl^2x'1, where0<9<l.
Hence, if y is the approximate value, y=*!e-*'(1,I>. The relative error in x\ is (-y-r-*!)/ac! = -yA!-|-l = -e-i'<11*>+l, where
They have been chosen after considerable experimentation so as to give results as favorable as possible to the general purposes of the x-test. Doubtless more useful conditions might be found. Certainly it would be easy to discover better conditions if one restricted his view to special cases. For example, the point binomial case (m = 2) is a very special one. These conditions are not chosen so as to measure well the closeness of the approximation in this case. Let
It follows that np(í+ü))=np+k^3, and so f<l/(»/>(l+«)) <l/3; and therefore the maximum relative error in r, as given by (6), is
Now let A =np(l-u2/2)+B, where and the error thus made in eB is (B2/2)(l+B/3+B2/12+ ■ ■ ■). We can find an upper limit to this by the use of (9) and (7) (b) and (c) : (11) Let a = u(a -3)/6. By (7), |a|<0.1.
(12) B2{\ + | B |/3)/2 < {a2(l -co/2)2 + 0.000,308 +0.000,001,96} (1 +0.0372 + 0.00104 + 0.0001 + • • -)/2 < {a2(l -w/2)2 + 0.000,155} (0.520) = 0.52a2(l -co/2)2, which we shall take as the maximum absolute error made in eB by the approximation of (10). We shall now increase this error slightly by cutting off from (10) a part of B, writing B = a. The additional absolute error thus made is,
by (11) and (9), at most equal to | «a(-m/12 + «2/20 -co730 + w4/42-)
From this inequality and (12) it follows that the maximum error made in eB by writing
We need, however, the maximum relative error in eB. To get this we divide (14) by the minimum value of eB, which is the series l-0.
Hence the maximum relative error in eB as given by (13) More terms must be added to (18) unless condition (7)(d), thatm^20, is satisfied, but it usually is in practice, if the other conditions of (7) are.
In equation (4) we now write n\ = nne~n(2irn)in with a maximum relative error of 1-r1«1'^ 1/(12«), so that, finally, Up to this point we have derived in (19) an approximation to the Ordinate of the point binomial solid at the point (kx, ■ ■ ■ , km-i). When m = 2 this reduces to Laplace's well known form for the point binomial. What we really seek however is an approximation to the sum of such ordinates. We shall accordingly find the sum of all Pkl...km's for all values of the k's numerically less than a prescribed fixed set. This prescribed set we shall now call (ki, ■ • ■ , km), using (k{, ■ ■ • , £"') for the sets of smaller numbers. It is necessary to explain in more detail precisely what ordinates, and parts of ordinates, our sum is to include. The case of the point binomial shall serve as our model. Putting m = 2 for a moment we have (Pl + Pi)" = Pf +-H nCtpl'pt* +-h p2" = «0 4-+ U, -\-h Un.
Let us think of a histogram in which the base of each rectangle is unity and the altitude one of the «'s. If it happens that the mean t, t=p2n, is the coordinate of the middle or one end of one of these bases, then when we add a positive number k so that we come to the middle of a base on the right of the mean, it will also happen that when we subtract k we shall arrive at the middle of a base on the left. Then if we add all the ordinates at these two end points and at the intermediate points we shall have the same result as if we added the corresponding rectangles of the histogram, i.e., we need to add those rectangles which lie in the interval (t -k -l/2, t+k + 1/2). But, if the mean is not so situated, then when we add k so as to arrive at the middle of a base on the right it will happen that when we subtract k we shall not arrive at the middle of a base on the left. The sum desired in this case is defined to be the total area of those rectangles or parts of rectangles included in the same interval as before. Now, in our general case when m ¿¿ 2 each base of unit length is replaced by a unit cube of m-1 dimensions, and the sum desired is the sum of volumes of parallelepipeds found by multiplying the volume of each of these cubes by the length of the ordinate P supposed erected at the middle point of the cube. In case />i»i, p2n2, etc., are integers, as happens in our most important application, then whole parallelepipeds only are included in our sum. If not, partial parallelepipeds may be included; the summation in any event shall extend over the intervals
We now note from (11) that, if kit i^m -1, is replaced by -ki, aki becomes -aki, but <(> is unchanged. To obtain then the approximation corresponding to (19) for any of the points whose coordinates, referred to the general mean of the solid, are (±kly • ■ ■ , + km-i), we have only to change the signs of certain of the a*/s, i^m-l, and then obtain akm from the formula a*" =-1-3 ), km = -(¿i + • • • + km-i) ;
6npm \ npm / but we must be careful to insist here that both np{ and kt shall be integers, for by (2) np{+ki was an integer and so now nPi -k{ would have to be. In case these numbers are not integers we shall still assume that the formal approximation holds for those ordinates which are at points having integral coordinates and lying in unit cubes contiguous to the one enclosing the point (±ki, ■ ■ ■ , ±km-i); for if n is fairly large the relative errors involved at two such adjacent ordinates are almost exactly the same. In forming our sum, we begin by adding the P's at all the 2 m~l vertices of the outer parallelepiped, i.e., at the points (±ki, ■ ■ ■ , ±km-i), and denote this sum by ?*,.. .*". The coefficient of <t> in (19) When we form our sum for all the vertices mentioned, certain of the terms that appear like those of (21) will cancel in pairs. To prove this, we note first that, since km=-(ki+ ■ • • +£m_i), if we change all the signs of ki, k2, ■ • • , ¿m_i, we shall change the sign only of km, and hence the sign only of akm; but that, if we change some only of the signs of ki, k2, ■ ■ ■ , km-i, we may change the numerical value of km and hence of Okm. It follows that by pairing the vertices properly the terms of the type 2~la< wül vanish, also, if m is odd, terms of the type* (ai • • • am). To see that this last group vanishes, we note that, if (ki, ■ ■ ■ , ¿m-i) is a specified vertex, these k's being positive or negative, there exists also a vertex (-ki, ■ ■ ■ , -km-i).
For the first vertex our term involves ai ■ ■ ■ am, and for the second it involves (-oi What we have just done for the parallelepiped ki ■ ■ ■ km we may repeat for each of the smaller parallelepipeds k{ ■ ■ • km , obtaining a sum in each case which we may denote by Pk[..-k'm-Then by adding all these P's together we shall obtain the sum originally sought, viz. :
(24) e=I>oe-*2/2. This is Pearson's expression which he has evaluated by means of a definite integral and tabulated,! but his (1 -P) equals my Q, and his «' equals my m.
In order to obtain an estimate of the error in Q we might use the fact that the absolute error in ?*;.. .k'm is no greater, relatively, than in ?»,...»", but this, although true, would lead us to an inequality too wide to be useful, and so it is better to make an assumption. We shall assume that the absolute error in Pk\...k'm is not greater than in ?*,.. .i". This is a reasonable assumption, and we know that when the k's are nearly zero, the error also is nearly zero. However, it must be used with caution, for if the k's were allowed to be quite large the value of <p would be so exceedingly small that the error 77 would also be exceedingly small, no matter what the other factors of 77 might be, and we could not be sure that this absolute error would not be exceeded at points nearer the general mean of the solid; but, as the k's have been considerably restricted by (7), we are not in serious danger on account of that possibility. We shall keep in mind the fact that from now on we are only estimating our maximum error instead of computing it by using the phrase "estimated maximum error." The estimated maximum absolute error in Q as approximated by (23) Sometimes it is quite sufficient to know that always t<1.55. If this gives a sufficiently small value of E, the computation is greatly shortened. Finally, it is necessary to notice that the conditions (7) need not be satisfied exactly in order that the above expression for E may hold approximately, small changes in the conditions (except in (7)(d)) producing small changes in E; but we must not depart from them widely.
Numerical examples
The x-test may now be used to establish rigorously statements which heretofore one could not be truly sure of. As an example we choose the first one used by Pearson in which he appeared to show a bias in dice.* I * Philosophical Magazine, loc. cit., p. 167.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use give below Pearson's figures and also a set of revised figures. My conditions (7) were not nearly satisfied in his last two groups, and so in my proposed revision I have lumped together his last three groups. This of course amounts to a restatement of the whole problem, but the new problem thus created will serve the general purpose Pearson had in view substantially as well as the old one. In this new problem all my conditions are satisfied except for the figures in parentheses, and in these cases they are nearly satisfied, and so, as observed at the close of §4, we may be sure that our E is approximately correct. The second column, marked /, consists of the "observed frequency of dice with five or six points when a cast of twelve dice was made 26,306 times." The column marked np (Pearson's m) consists of the corresponding theoretical frequencies.
The first column, marked "dice", indicates the number of dice in a cast which showed 5 or 6 points. Pearson found that 1 -Q was 0.000,016. This was the probability that a set of dice with no bias would give results as far removed from the theoretical as those observed. It is so small as to make one practically certain that there was bias. But, since in this case we are not sure that it is proper to compute 1 -Q by the use of the normal function, as he did, I have modified the problem slightly so as to be sure. I find \ -Q = 0.000,086, and, although this is not so small as Pearson's value, it is still small enough to be convincing. It is not always feasible to rephrase a problem in this fashion and still keep the general purpose of the investigation in view. Sometimes, however, another sort of revision is possible, which may as well be illustrated in a further, though in this case needless, refinement of the example above. In the revision of that example the last value of « was 0.2857, instead of the 0.2 permitted by (7), and accordingly we had to think of E and therefore of 1-Q as possibly a little larger than as stated. Let us now decrease this co to less than 0.2 by arbitrarily changing the observed frequency opposite it from 18 to 16 and compensating for this by adding arbitrarily 2 to the frequency 6144, where np is large and k is negative. The total effect is again to set up a new problem : Pearson's was the first, our revision a second, and now we have a third; but, since no k has been numerically increased in passing from the second to the third, the value of Q for the third is known to be smaller than the value of Q sought in the second, since we would now be adding up frequencies over a parallelepiped enclosed in the one used before. We should thus arrive rigorously at a lower limit for the second Q, i.e., at an upper limit for the second 1 -Q, and this might still be small enough to support the general conclusion that there was bias in the dice. We do here in fact obtain xJ = 34.983, l -Q = 0.000,13, and so we are sure that the value of 1 -Q in the second problem was less than 0.000,13. E has very nearly the same value as before.
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