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Introduction
Communication complexity, introduced by Yao [13] , quantifies the number of bits that two or more players need to communicate amongst themselves in order to compute a function whose input is split between them. This fundamental complexity measure has repeatedly proven to be a very useful tool for proving lower bounds. Its applications touch upon a wide range of topics, such as circuit complexity, cell probe complexity, space-bounded computation, and (more recently) combinatorial auctions. A comprehensive treatment of the subject and its many applications can be found in the book of Kushilevitz and Nisan [10] ; an overview of more recent research can be found in the survey by Babai [4] .
In this paper we study the complexity of functions with a large number Ø of arguments. Consequently, the communication models of interest involve Ø players, each of whom holds one of the arguments. 1 In the general multi-party communication model, the players may exchange several messages, taking turns to speak in an arbitrary sequence. A predesignated player (w.l.o.g., player Ø) then announces the output of the function. A more restricted model is the one-way com- 1 It is very important to note that the models we work with differ from the well-studied "number on the forehead" models, in which player holds all of the arguments except the Ø one.
munication model, which requires that players speak exactly once each, and in the order ½ ¾ Ø , with player speaking only to player · ½ (for Ø) and player Ø announcing the output of the function. Here, we obtain improved lower bounds for the set disjointness problem in both these models.
The above models of communication turn out to be naturally related to the data stream model, which has been at the centre of much recent research [3, 9, 2] on algorithms for massive data sets. In this model, an algorithm is allowed to make a few passes (usually one pass) over its massively long input and has only a limited amount of workspace in which to store and manipulate parts of this input. The connection between space complexity in the data stream model and multi-party communication complexity has been observed earlier [3, 5] . In this paper we again exploit this connection to translate our improved communication lower bounds into data stream space lower bounds.
Our Results
In the multi-party set disjointness problem, each of the Ø players is given a set from the universe Ò ½ ¾ Ò together with a promise that the sets are either pairwise disjoint or are uniquely intersecting, i.e., they have one element in common but are otherwise disjoint. The players must distinguish between these two cases, using a possibly randomised protocol.
The above problem was first studied by Alon, Matias, and Szegedy [3] who proved a lower bound of ª´Ò Ø µ on its communication complexity. They also showed, via a reduction, that this implies an ª´Ò ½ µ lower bound on the space complexity of approximating the Ø frequency moment of an input sequence in the data stream model. 2 The communication lower bound was subsequently improved to ª´Ò Ø ¾ µ by Bar-Yossef, Jayram, Kumar, and Sivakumar [5] ; for the special case of one-way communication it was improved to the nearly optimal ª´ ¾ Ò Ø ½· µ.
In this paper, we prove a lower bound of ª´Ò ´Ø ÐÓ Øµµ for the communication problem in the general model, which beats all of the aforementioned bounds. In the one-way model we can further improve our bound to an optimal ª´Ò Øµ. Both these results 2 If the item occurs times in the input sequence, the Ø frequency moment is defined as
hold in the so-called blackboard model in which the players write their messages on a blackboard for all other players to see; in the one-way case, the players write messages strictly in the order ½ ¾ Ø . Using the reduction of Alon, Matias, and Szegedy [3] , we can then show that approximating the Ø frequency moment of a sequence of integers from Ñ has space complexity ª´Ñ ½ ¾ ÐÓ Ñµ if the algorithm is allowed a constant number of passes over its input. The best result obtainable previously was ª´Ñ ½ ¿ µ. If the algorithm is allowed only one pass over its input, we again improve earlier results and obtain an ª´Ñ ½ ¾ µ bound; this improvement is largely technical, since Bar-Yossef et al. were already able to establish a ª´ ¾ Ñ ½ ´¾· µ µ bound. It is worth noting that the best upper bound for the problem in the one pass model is Ç´Ñ ½ ½ µ for ¿ and Ç´ÐÓ Ñµ for ¾ ¼ ½ ¾ .
Our Techniques
Our proofs make crucial use of the notion of information cost which was formally introduced by Chakrabarti, Shi, Wirth, and Yao [6] , and is also implicit in recent work by Ablayev [1] and Saks and Sun [12] . More precisely, we use the extension and generalisation of this notion due to Bar-Yossef et al [5] . Roughly speaking, the information cost of a protocol is the amount of information that can be gleaned about the players' inputs by examining the transcript of the protocol, constituted by the players' messages. When defined appropriately, the corresponding complexity measure, known as information complexity, can be shown to lower bound the actual communication complexity and satisfy direct-sum like properties. The key insight in the work of Chakrabarti et al. [6] as well as Bar-Yossef et al. [5] can be summed up as follows:
To lower bound the actual complexity of a complex "direct-sum like" problem, it suffices to lower bound the information complexity of a simpler "primitive" problem.
In this work, the complex problem we are concerned with is the set disjointness (promise) problem. Suppose we require the players to output ¼ to indicate that their sets are disjoint and ½ to indicate that they intersect. Viewing the input of each player as an Ò-bit string (the characteristic vector of his set), we see that the function to be computed is the OR of Ò bits, each of which is the AND of Ø bits. Accordingly, we are interested in the information complexity of the function AND Ø in which Ø players are given one bit each and have to compute the AND of their bits.
At this point our techniques deviate considerably from earlier ones. Bar-Yossef et al. [5] relate the information cost of a protocol to certain well-studied distance measures between probability distributions; specifically, Hellinger and related distances. We use analytical properties of functions arising in the definition of information cost, together with the special combinatorial structure of communication protocols, to obtain a tighter tradeoff between the information cost and the error probability of a protocol. As observed in [5] , the earlier lower bounds were not tight due to limitations of the properties of the statistical distance measures used therein. Thus, our direct analytical approach appears necessary.
Optimality
Our lower bound for the one-way model is optimal, and therefore, our lower bound for the general model is nearly optimal. This is because there is a blackboard one-way protocol for the problem that uses Ç´Ò Ø · Ø · ÐÓ Òµ bits of communication. Without the oneway restriction the same upper bound holds even in the private message (i.e., non-blackboard) model. We now outline a proof of these upper bounds.
A result due to Håstad and Wigderson [8] says that the two-party set disjointness problem with input sets of size at most has a public coin randomised communication protocol with cost Ç´ µ, independent of the size of the universe. Now, if the universe has size Ò, applying the private versus public coin theorem of Newman [11] gives us a private coin protocol with cost Ç´ · Ð Ó Òµ.
Let ¿Ò Ø. Because of the unique intersection promise we know that at least Ø ¾ of the players have input sets of size at most each; call these players "good." Using Ç´Øµ bits of private message communication, two good players can identify one another. By the unique intersection promise, the desired output is 1 iff the sets of these two players intersect. Thus, the two players may run the Håstad-Wigderson protocol and communicate the outcome to player Ø who then announces the output. The cost of this protocol is clearly Ç´Ø · · Ð Ó Òµ, as desired. The protocol can be made one-way by exploiting the structure of the Håstad-Wigderson protocol and involving all of the good players in it; we omit the details.
Organisation of the Paper
The remainder of this paper is organised as follows. In Section 2 we outline the decomposition paradigm which is central to our proof and formally state our results. We then present our proofs in the next two sections. Section 3 handles general protocols and proves a near-optimal lower bound, and Section 4 improves the bound to an optimal one for one-way protocols.
Information Cost and the Decomposition Paradigm
We now formally introduce the notion of information cost and briefly review the decomposition paradigm of Bar-Yossef et al [5] . Since the main focus of this paper is the particular problem of set disjointness, we sometimes sacrifice full generality for ease of presentation.
Conventions and Basic Definitions. We shall use boldface letters to denote vectors and capital letters to denote random variables. We use "ÐÓ " to denote logarithm to the base ¾ and "ÐÒ" to denote the natural logarithm. Ê · shall denote the set of nonnegative reals. For discrete distributions we let À´ µ denote the entropy of and Á´ µ the mutual information between and . We recall that
See [7] for further background.
We are interested in the computation of func- For the decomposition paradigm, it is necessary to consider the following more general notion. where the ´ µ are as above. 3 The corresponding complexity measure, denoted Á AE´ Ò AE Ø µ, is defined in the obvious way.
We would like to relate the AE-error randomised communication complexity, AE´ Ò AE Ø µ, to the conditional information complexity of the simpler function Ø with respect to some appropriate distributions. To enable this, and are required to satisfy the following properties: must be a "collapsing" distribution for Ò AE 3 Our notation differs slightly from that of Bar-Yossef et al. [5] who would use something like Ó×Ø Ò´¥ Ò µ.¯ must "partition" . This means that for every in the support of , the conditional distribution´ µ must be a product distribution on ¼ ½ Ø .
We can now state the direct sum theorem that is the basis of the decomposition paradigm. For the particular case of the disjointness problem, let be a uniform random integer from Ø and let be distributed uniformly on ¼ . It is easy to verify that this choice of distributions satisfies the required conditions, and so we have:
The set disjointness problem with the unique intersection promise, denoted DISJ Ò Ø , satisfies
Accordingly, we direct our efforts towards studying the one-bit function AND Ø .
Communication Complexity Results.
In the language just developed, our results for communication complexity can be stated as follows. When protocols are restricted to be one-way, we can tighten our analysis by making use of the additional combinatorial properties that result from this restriction. This yields: 
The Information Complexity of AND Ø
We now turn to the study of communication protocols for the function AND Ø . This specific function itself plays very little role in the analysis in this section, though we do care that AND Ø´¼ µ AND Ø´½ µ. Thus, the lower bound on the -conditional -information complexity that we obtain here holds for a very general class of functions. However, this generalisation does not extend easily to the communication complexity world, and that is because the particular distributions and used here were custom-made for the DISJ Ò Ø problem. Recall that is a random integer chosen uniformly from Ø and that is a random vec- 
Proof (sketch):
It is well known that deterministic communication protocols satisfy the following "rectangle" property: the set of all inputs that produce a fixed transcript form a combinatorial rectangle (see, e.g., [10, Ch. 1]). A randomised protocol can be thought of as a deterministic protocol in which each player's input is his original (one-bit) input plus the (multi-bit) contents of his random tape. With these observations, the statement of the lemma reduces to a simple combinatorial fact. It is clear that Ñ Ü AE ¼ AE ½ lower bounds the error probability of ¥. Thus, our goal is to prove that á ½ ÐÓ Øµ for sufficiently small constants AE ¼ and AE ½ .
An Analytic Formulation
By definition of information cost, The following lemma collects together several useful facts about these functions which we shall repeatedly use.
Lemma 3.3 The functions , , and · satisfy the following properties:
(i) · is nonnegative, decreasing in ¼ ½ , increasing in ½ ½µ, and convex in ¼ ½µ.
Proof : All of these facts can be proved via simple calculus. We omit the details.
We note that replacing with · in (4) yields an expression which lower bounds : In view of the above lemma, we shall henceforth assume that our protocol ¥ is balanced.
The Proof for Balanced Protocols
Consider, for a moment, the case when ¥ satisfies an additional nice property: Ü is never zero.
Then, since ¥ is balanced, Part (iv) of Lemma 3.3 allows us to lower bound ´Ü µ by ÐÒ Ü for each and . By (7), an appropriate weighted sum of ´Ü µ lower bounds . On the other hand, by (3), the same weighted sum of ÐÒ Ü upper bounds ÐÒ AE ½ .
Therefore, would be lower bounded by a constant! The analysis below is based on this idea, but unfortunately the presence of zeroes among the Ü causes considerable complication. In particular, we are only able to show the slightly weaker result that ª´½ ÐÓ Øµ. Notice that we may assume that AE ¼ ½ and that ½ since otherwise there is nothing to prove. Then, we have
Using, in succession, (3), (1), Jensen's inequality for the function "ÐÒ", (8), Lemma 3.3 (iv), the definition of Í ¼ , the definition of Í Ö , and (7), we derive
We shall now bound the latter sum from below. Fix an Ö such that Í Ö is nonempty. Since is decreasing in ¼ ¾ , lower bounding ´ µ for ¾ Í Ö roughly corresponds to upper bounding the quantities Ü . Inequality (1), based on the combinatorial structure of the protocol, provides a tool for doing this, but due to the presence of zeroes amongst the Ü , we need to apply it with a carefully chosen set Á Ø which avoids most of these zeroes. In the sequel, we shall average over all Á of a particular size ×, where × depends on Ö.
Let 
where the final inequality follows by applying (1) for all the Á 's.
Consider a ¾ Í Ö and an ¾ Ø such that Ü ¼ . In the expression that defines Ë Ö , the term Ô ´Ü µ appears exactly as many times as there are sets Á which contain but do not contain any such that Ü ¼. There are precisely Ö such 's, and so this latter number is
where the inequality holds because ´¼µ ¼. A similar counting argument yields 
A Tight Bound for One-Way Protocols
One-way communication protocols have special structural properties that are stronger than the "rectangle" property which was crucial in our arguments in Section 3. In particular, a one-way Ø-player protocol has a recursive structure given by the strategy of the first player and a collection of´Ø ½µ-player protocols, one for each possible message of the first player. Moreover, this recursive structure gives us recursive formulae for the information cost as well as the error probability of the original protocol in terms of those of the sub-protocols. Using analytic tools (in particular, a novel inequality for probability distributions) we can then process these recursive formulae into an inductive proof of an ª´½ Øµ lower bound on the information cost of the original protocol.
Fix a one-way protocol ¥ for AND Ø . Let Å´ µ denote the message of player 1 on input ¾ ¼ ½ ; note that Å´ µ is a random variable. For each possible message Ù, let Ô Ù (resp. Õ Ù ) be the probability that player 1 produces Ù on input ¼ (resp. ½), and let ¥ Ù be the´Ø ½µ-player protocol that the rest of the players execute upon seeing Ù. Let È (resp. É) denote the probability distributions given by Ô Ù (resp. Õ Ù ).
The distributions È and É and the collection ¥ Ù of´Ø ½µ-player protocols completely specify ¥. To finish this recursive description, we note that a ½-player protocol ¥ simply consists of the sole player announcing the protocol's output; it is therefore given by two pairs of probabilities´Ô ¼ Õ ¼ µ ´Ô ½ Õ ½ µ -with Ô ¼ ·Ô ½ Õ ¼ ·Õ ½ ½ -corresponding to the two messages "0" (the protocol outputs "0") and "1" (it outputs "1").
Let and be the distributions specified in Section 2; we write them as Ø and Ø to emphasise their dependence on Ø. Defining ´¥µ Ø ¡ Ó×Ø Ø´¥ Ø µ for a Ø-player protocol, we have: Proof : This follows in a straightforward fashion from the definitions. We omit the details.
Let AE ¼´¥ µ be the probability that ¥ outputs "½" on input ¼, and let AE ½´¥ µ be the probability that it outputs "¼" on input ½. In case ¥ is a protocol for AND Ø , Ñ Ü AE ¼´¥ µ AE ½´¥ µ lower bounds the error probability of ¥. The following lemma, whose easy proof we omit, provides recursive formulae for these quantities: This proves claim (13) . Since · is decreasing iń ¼ ½µ, if AE ½´¥ µ and AE ¼´¥ µ are chosen sufficiently small, we can ensure that ´¥µ ½ ¾ .
The above lemma shows that Ó×Ø ´¥ µ ª´½ Øµ, for any ¥ which solves AND Ø , and this in turn completes the proof of Theorem 2.6.
