Abstract. For every complex number x, let x Z := min{|x − m| : m ∈ Z}.
Introduction
Throughout this paper, let N denote the set of positive integers and fix an embedding fromQ to C. For every complex number x, let x Z denote the distance to the nearest integer:
x Z := min{|x − m| : m ∈ Z}.
In 1957, Mahler [Mah57] used Roth's theorem (or more precisely, Ridout's nonarchimedean version of Roth's theorem) to prove that for α ∈ Q \ Z satisfying α > 1 and for θ ∈ (0, 1), there are only finitely many n ∈ N such that α n Z < θ n . Consequently, the number g(k) in Waring's Problem satisfies: Theorem 1.1 (Corvaja-Zannier). Let α > 1 be a real algebraic number. Assume that for some θ ∈ (0, 1), there are infinitely many n ∈ N such that α n Z < θ n . Then there is d ∈ N such that α d is a Pisot number.
Note that a Pisot number is a real algebraic integer greater than 1 while all the other conjugates have modulus less than 1. By considering the trace of α dn for n ∈ N, it is clear that the conclusion of Theorem 1.1 is optimal. Moreover, the condition that α is algebraic is necessary as illustrated in an example constructed by Corvaja and Zannier [CZ04, Appendix] .
By regarding {α n : n ∈ N} as a very special instance of linear recurrence sequences, it is natural to ask for an extension of Theorem 1.1 to an arbitrary linear recurrence sequence of the form {Q 1 (n)α n 1 + . . . + Q k (n)α n k : n ∈ N} where α i ∈Q * and Q i (x) ∈Q[x] \ {0} for 1 ≤ i ≤ k. Without loss of generality, we can assume that |α i | ≥ 1 for 1 ≤ i ≤ k. In fact, we will solve this problem for the more general sequence of the form q 1 α n 1 + . . . + q k α n k where q 1 , . . . , q k are non-zero algebraic numbers having small logarithmic height compared to n.
Let G Q be the absolute Galois group of Q and let µ be the group of roots of unity. We have: Definition 1.2. The tuple of non-zero algebraic numbers (α 1 , . . . , α k ) is called non-degenerate if
This definition does not rule out the possibility that some α i is a root of unity. When working with sums of the form q 1 α n 1 + . . . + q k α n k , we can assume that (α 1 , . . . , α k ) is non-degenerate without loss of generality. Indeed, suppose α k α k−1 = ζ is an m-th root of unity. For 0 ≤ r ≤ m − 1, we restrict to n ∈ N congruent to r modulo m, and write n = r + mñ. Then the sum q 1 α B := {β ∈Q * \ {β 1 , . . . , β k } : β = σ(β i ) for some σ ∈ G Q and 1 ≤ i ≤ k}.
Note that when k = 1, our definition of being pseudo-Pisot here is slightly different from Corvaja-Zannier [CZ04, p. 176] since we do not require that |β i | > 1 for 1 ≤ i ≤ k. Such generality is necessary in order to deal with the condition |α i | ≥ 1 with the possibility of an equality.
Let h denote the absolute logarithmic Weil height (see [BG06] or Section 2). By a sublinear function, we mean a function f : N → (0, ∞) satisfying lim n→∞ f (n) n = 0. Let K be a number field, our main result is the following: Theorem 1.4. Let k ∈ N, let (α 1 , . . . , α k ) be a non-degenerate tuple of algebraic numbers satisfying |α i | ≥ 1 for 1 ≤ i ≤ k, and let f be a sublinear function. Assume that for some θ ∈ (0, 1), the set M of (n, q 1 , . . . , q k ) ∈ N × (K * ) k satisfying:
is infinite. For all but finitely many (n, q 1 , . . . , q k ) ∈ M, the following hold:
When k = 1, properties (i) and (ii) recover the conclusion in Theorem 1.1. As is the case with the Corvaja-Zannier theorem, it is not difficult to see that properties (i)-(iv) above are sufficient. In fact q 1 α n 1 + . . . + q k α n k is a subsum of an integervalued trace and, according to properties (iii) and (iv), any term that does not appear in this subsum must have the form σ(q i α
n for some θ ∈ (0, 1) when n is sufficiently large. This explains why we have
Remark 1.5. As mentioned before, the condition |α i | ≥ 1 for 1 ≤ i ≤ k is nonessential. Indeed if, say, |α i | < 1 then |q i α n i | < θ n for every θ ∈ (|α i |, 1) when n is sufficiently large. This follows from the condition that |q i | = e o(n) . Then we can simply consider the smaller subsum without the term q i α n i . If α i is a root of unity then (by choosing j = i), Property (iii) implies that for all but finitely many (n, q 1 , . . . , q k ) ∈ M, σ(q i α n i ) = q i α n i for every σ which means q i α n i ∈ Q. For every polynomial Q(x) ∈Q[x] and σ ∈ G Q , let σ(Q) be the polynomial obtained by applying σ to the coefficients of Q. For every rational function
. This is independent of the choices of (Q 1 , Q 2 ). We have the following immediate consequences:
Corollary 1.6. Let k ∈ N and let (α 1 , . . . , α k ) be as in Theorem 1.4. Let a n :=
Assume that for some θ ∈ (0, 1), the set M θ = {n ∈ N : a n Z < θ n } is infinite. Then the following hold:
for all but finitely many n ∈ M θ .
For an arbitrary linear recurrence sequence, we obtain the following result in the style of the classical Skolem-Mahler-Lech theorem. Corollary 1.7. Let (a n ) n∈N be an arbitrary linear recurrence sequence overQ. Assume that for some θ ∈ (0, 1), the set M θ as defined in Corollary 1.6 is infinite. Then there is θ 0 ∈ (0, 1) such that for everyθ ∈ (θ 0 , 1), the set Mθ is the union of a finite set and finitely many arithmetic progressions.
The Subspace Theorem obtained by Schmidt and extended by Schlickewei and Evertse (see [Sch72] , [ES02] , [BG06, Chapter 7] and the references there) plays a crucial role in the proof of our results. Our applications of the Subspace Theorem are based on the paper [CZ04] together with several modifications. We conclude this introduction with a brief comparison to the compelling results of [CZ04] . The paper of Corvaja-Zannier settles the case k = 1 and q 1 is of the form qδ where q ∈ Z and δ is a fixed algebraic number. In this paper, we investigate an arbitrary sum (k ≥ 1) and allow the q i 's to be in an arbitrary number field. While the key construction of linear forms in [CZ04, Lemma 3] is rather neat, the construction in this paper is a bit more complicated due to the extra generality noted above and so requires some technical modifications (see Section 3).
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Some classical applications of the Subspace Theorem
For P ∈ P m (Q), let K be a number field such that P =x for some x ∈ K m+1 \ {0} and define:
Define h(P ) = log(H(P )). For α ∈ K, write H(α) := H([α : 1]) and write h(α) := log(H(α)). Now we present the celebrated Subspace Theorem. The readers are referred to [BG06, Chapter 7] and the references there for more details.
Theorem 2.1. Let n ∈ N, let K be a number field, and let S ⊂ M K be finite. For every v ∈ S, let L v0 , . . . , L vn be linearly independent linear forms in the variables X 0 , . . . , X n with K-algebraic coefficients in K v . For every ǫ > 0, the solutions
are contained in finitely many hyperplanes of K n+1 .
Variants of the following applications of the Subspace Theorem are well-known. We include the proofs due to the lack of an immediate reference.
Proposition 2.2. Let (α 1 , . . . , α k ) be a non-degenerate tuple of non-zero algebraic numbers, let f be a sublinear function, and let K be a number field. Then there are only finitely many tuples (n,
Proof. Assume there is a counter-example given by (K, f, k, α 1 , . . . , α k ) where k is minimal. This implies that there are infinitely many such tuples (n, b 1 , . . . , b k ). By the height inequality on the b i 's and the Northcott property, we must have that n is unbounded in any infinite collection of such tuples. By extending K if necessary, we can choose a finite subset
which gives a contradiction when n is sufficiently large.
|S| possibilities for the choices of the i(v)'s, hence we may assume that some fixed choice is used for infinitely many tuples (n, b 1 , . . . , b k ), from now on we will focus on these tuples only. For v ∈ S and 1 ≤ j ≤ k − 1, define:
Since the α i 's are S-units, by the product formula, we have:
Again, using the fact that the α i 's are S-units, we have:
.
From (1) and (2), we have:
) then C > 1 thanks to non-degeneracy of (α 1 , . . . , α k−1 ). We have: (3) and (5) give that for every ǫ ∈ (0, 1/2) we have:
when n is sufficiently large. Hence Theorem 2.1 gives that there exist a subset {i 1 , . . . , i ℓ } of {1, . . . , k − 1} and c i1 , . . . , c i ℓ ∈ K * such that:
for infinitely many tuples (n, b i1 , . . . , b i ℓ ). By modifying the sublinear function f , the infinitely many tuples (n, c i1 b i1 , . . . , c i ℓ b i ℓ ) yield that there is a counter-example with parameter ℓ ≤ k − 1 < k, contradicting the minimality of k.
The next result is a slight modification of [CZ04, Lemma 1]:
Proposition 2.3. Let k ∈ N, let K be a number field, let S be a finite subset of M K containing M ∞ K , and let λ 1 , . . . , λ k be non-zero elements of K. Fix w ∈ S and ǫ > 0. Let S be an infinite set of solutions (u 1 , . . . , u k , b 1 , . . . , b k ) of the inequality:
where u j is an S-unit and b j ∈ K * for 1 ≤ j ≤ k. Then there exists a non-trivial linear relation of the form
Proof. When k = 1, the given inequality together with the Northcott property imply that the set S must be finite. Hence we may assume k ≥ 2. We now apply the Subspace Theorem as in the proof of [CZ04, Lemma 1]. Without loss of generality and by replacing S by an infinite subset, we may assume:
As in the proof of Proposition 2.2, we have:
. Together with (6), we have:
Theorem 2.1 yields the desired conclusion.
The Key Technical Results Toward the Proof of Theorem 1.4
The main technical results obtained in this section play a crucial role in the proof of Theorem 1.4. We define an equivalence relation ≈ onQ * as follows: α ≈ β if there is σ ∈ G Q such that α σ(β) ∈ µ. Let K be a number field and write
We have the following:
Lemma 3.1. Let {γ 1 , . . . , γ d } be a basis of K over Q. There exist constants C 1 and C 2 depending only on the γ i 's such that for every q ∈ K we can write
Proof. We can solve for the coefficients b i 's using the discriminant of the given basis and the Galois conjugates of q and the γ i 's to obtain the desired height inequality.
3.1. A common setup. The notation and assumptions given in this subsection will appear many times. Let K, k, (α 1 , . . . , α k ), and f be as in Theorem 1.4; in particular (α 1 , . . . , α k ) is non-degenerate. Assume there is θ ∈ (0, 1) such that the set M defined as in Theorem 1.4 is infinite. Let M 0 be an infinite subset of M.
By the given inequality on max 
The tuple (α 1 , . . . , α k ) is said to satisfy Property (P2) if the following holds:
Proof. We must have α i ≈ α j , hence Property (P2) implies that α i is Galois conjugate to α j . Hence we can write β = σ(α i ) and γ = τ (α i ) for some σ, τ ∈ G Q .
Since
For the rest of this subsection, assume that (α 1 , . . . , α k ) satisfies both Properties (P1) and (P2). By extending K, we may choose a finite subset S of M K containing M ∞ K such that α i is an S-unit for 1 ≤ i ≤ k. Now we partition {α 1 , . . . , α k } into s subsets whose cardinalities are denoted by m 1 , . . . , m s according to the s equivalence classes with respect to ≈. From now on, we relabel our notation as α i,1 , . . . , α i,mi where {α i,1 , . . . , α i,mi } for 1 ≤ i ≤ s are the sets in the resulting partition. The q 1 , . . . , q k are also relabelled as q i,1 , . . . , q i,mi for 1 ≤ i ≤ s accordingly. So the original sum By Property (P2), for 1 ≤ i ≤ s, the elements α i,1 , . . . , α i,mi are Galois conjugate to each other and we let d i ≥ m i denote the number of all possible Galois conjugates. We now denote all the other Galois conjugates that do not appear in {α i,1 , . . . , α i,mi } as α i,mi+1 , . . . , α i,di . Let L/Q be the Galois closure of K/Q. For every σ ∈ Gal(L/Q), for 1 ≤ i ≤ s, let σ i be the permutation on {1, . . . , d i } corresponding to the action of σ on {α i,1 , . . . , α i,di }. In other words, σ(α i,j ) = α i,σi (j) for 1 ≤ j ≤ d i .
The Key Technical Results
, and the basis {γ 1 , . . . , γ d } be as in Subsection 3.1; in particular (α 1 , . . . , α k ) satisfies both (P1) and (P2) and each α i is an S-unit. Relabel the α i 's and q i 's as α i,j and q i,j for 1 ≤ i ≤ s and 1 ≤ j ≤ m i , and let d 1 , . . . , d s and α i,j for m i < j ≤ d i as before.
Remark 3.3. Let x be a complex number. When the fractional part of the real part of x is 1 2 , there are two integers having the closest distance to x. To be precise, we define the closest integer to x to be the smallest integer p such that |x − p| = x Z .
Proposition 3.4. There exists an infinite subset M 1 of M 0 such that the following holds. For every (n, q i,j ) i,j = (n, q 1 , . . . , q k ) ∈ M 1 , let p denote the closest integer
η i,j α n i,j with the following properties:
(ii) For every σ ∈ Gal(L/Q) and 1 ≤ i ≤ s, let σ i denote the induced permutation on {1, . . . , d i } as in Subsection 3.1. We have σ(η i,j ) = η i,σi(j) for v . In other words, for every α ∈ L, we have:
For 1 ≤ i ≤ s and for v ∈ M ∞ L , let σ v,i be the induced permutation on {1, . . . , d i } as in Subsection 3.1 which means σ v (α i,j ) = α i,σv,i(j) . For (n, q i,j ) i,j ∈ M 0 , for 1 ≤ i ≤ s and 1 ≤ j ≤ m i , write:
where b i,j,ℓ ∈ Q. Let p be the closest integer to
and by the definition of M, we have:
Let I be the set of quadruples (i, j 1 , j 2 , ℓ) satisfying the following:
we associate a vector y := y(n, q i,j ) i,j whose components are indexed by I and defined to be
Inequality (8) can be rewritten as:
Among all infinite subsets of M 0 , let M ′ 0 be such that the vector space over L generated by the set {y(n, q i,j ) i,j : (n, q i,j ) i,j ∈ M ′ 0 } has minimal dimension. Let V denote this vector space and let r = dim L (V ). By applying Gaussian elimination to a system of linear equations defining V , we obtain a subset I * of I consisting of r elements together with scalars c a,b ∈ L for a ∈ I \ I * and b ∈ I * such that V is given by the linear system:
Therefore y a = (9) is rewritten as:
We are ready to apply the Subspace Theorem as follows. The vector of variables X consists of X 0 and X b for b ∈ I * . Let S ′ be the set of places of L lying above S. For w ∈ S ′ the collection L w of |I * | + 1 = r + 1 linear forms, whose members are denoted L w,0 (X) and L w,b (X) for b ∈ I * , is defined as follows:
Clearly, the linear forms in L w are linearly independent for every w ∈ S ′ . For (n, q i,j ) i,j ∈ M ′ 0 , we define the vector x whose coordinates are denoted as x 0 and x b for b ∈ I * as follows:
and H(b i,j,ℓ ) = e o(n) for 1 ≤ ℓ ≤ d by Lemma 3.1. By (8), we have:
for some constant C 3 depending only on K, the α i,j 's, and the sublinear function f . Hence there is a constant C 4 depending only on K, S, f , the α i,j 's, and the γ ℓ 's such that:
which is the number of triples (i, j, ℓ). By inequality (10), the product formula (applied to the S-units α i,j 's), and the integrality of p, we have:
Together with (12), we have:
From θ ∈ (0, 1), B = e o(n) , together with (11) and (13), there is ǫ > 0 such that:
when n is sufficiently large. By Theorem 2.1, there exists a non-trivial linear relation:
holds for every (n, q i,j ) i,j ∈ M 2 . We claim that a 0 = 0. Indeed, if we have a 0 = 0, the nontrivial linear relation b∈I * a b y b = 0 implies that the vector space over L generated by {y(n, q i,j ) i,j : (n, q i,j ) i,j ∈ M 2 } has dimension at most r − 1. This violates the minimality of r.
Therefore, we can write p = 
with η i,j ∈ L satisfying h(η i,j ) = o(n) for every (i, j). Thus we can achieve property (i) in the proposition. For 1 ≤ i ≤ s and m i < j ≤ d i , we define q i,j = 0 formally. Then for every (n, q i,j ) i,j ∈ M 2 , we have:
Here we note that σ
is the inverse of the permutation σ i on {1, . . . , d i } which is also the permutation induced from σ −1 . From (15) and (17), we have:
Then there is a fixed set P such that:
o(n) , we have that |q i,j − η i,j | > δ n when n is sufficiently large. From (19), we can apply Proposition 2.3 to have a non-trivial linear relation among the (q i,j −η i,j )α n i,j for (i, j) ∈ P for infinitely many (n, q i,j ) i,j ∈ M 
which gives a contradiction as n is sufficiently large thanks to Lemma 3.2. Hence there is a subset M 1 of M ′′ 2 such that M ′′ 2 \ M 1 is finite and the η i,j α n i,j 's are distinct for every (n, q i,j ) i,j ∈ M 1 . Given (n, q i,j ) ∈ M 1 , let B be the set defined in Property (iv) of the proposition. For 1 ≤ i ≤ s and m i < j ≤ d i , there is σ ∈ Gal(L/Q) such that σ(α i,1 ) = α i,j ; consequently σ i (1) = j. We have:
Conversely if β ∈ B, write β = σ(q i,j α 
By Lemma 3.2, Proposition 2.3, Proposition 2.2, and the fact that H(η i,j ) = e o(n) , we have:
for all but finitely many (n, q i,j ) i,j ∈ M 1 . By Property (iv) in Proposition 3.4, we have that (q i,j α n i,j : 1 ≤ i ≤ s, 1 ≤ j ≤ m i ) is a pseudo-Pisot tuple for all but finitely many (n, q i,j ) i,j ∈ M 1 . This contradicts the choice of M 0 .
4.2.
Proof of Property (ii) of Theorem 1.4. Without loss of generality, assume that α 1,1 is not an algebraic integer and we will arrive at a contradiction. There is a non-archimedean place w ∈ S ′ such that |α 1,1 | w > 1. We now let M 0 = M. Let M 1 be an infinite subset of M 0 satisfying the conclusion of Proposition 3.4. Hence for every (n, q i,j ) i,j ∈ M 1 , we can write p = s i=1 di j=1 η i,j α n i,j where the η i,j 's satisfy the properties given in Proposition 3.4 (hence η i,j = 0 for every (i, j)). We have:
From H(1/η 1,1 ) = H(η 1,1 ) = e o(n) , we have that for every δ ∈ (0, 1), |η 1,1 | w > δ n when n is sufficiently large. In particular, for every 1 < Ω < |α 1,1 | w , we have:
when n is sufficiently large. Since H(η i,j ) = e o(n) , from inequalities (21), and (22), we can apply Proposition 2.3 (with an appropriate ǫ) to conclude that the η i,j α n i,j 's satisfy a non-trivial linear relation for infinitely many (n, q i,j ) i,j ∈ M 1 . Proposition 2.2 and Lemma 3.2 yield a contradiction.
4.3. Proof of Property (iii) of Theorem 1.4. From H(q i,j ) = e o(n) , we have that for sufficiently large n, for 1 ≤ i 1 , i 2 ≤ s, 1 ≤ j 1 ≤ m i1 , and 1 ≤ j 2 ≤ m j2 if σ(q i1,j1 α n i1,j1 ) = q i2,j2 α n i2,j2 then σ(α i1,j1 )/α i2,j2 ∈ µ. For the converse statement, it suffices to prove the following claim: fix σ ∈ Gal(L/Q), (i 1 , j 1 ), and (i 2 , j 2 ), then for all but finitely many (n,
We prove this claim by contradiction: assume there is an infinite subset M 0 violating the conclusion of the claim. By Lemma 3.2, we necessarily have that σ(α i1,j1 ) = α i2,j2 and indeed i 1 = i 2 := i * (otherwise, there is no such σ and the claim is vacuously true). Hence σ i * (j 1 ) = j 2 . As before, let M 1 be an infinite
we have:
, contradicting the fact that M 0 does not satisfy the claim.
4.4. Proof of Property (iv) of Theorem 1.4. We need to prove that |α i,j | < 1 for 1 ≤ i ≤ s and m i < j ≤ d i . In fact, we will prove the stronger inequality that |α i,j | ≤ θ for 1 ≤ i ≤ s and m i < j ≤ d i .
Assume |α i * ,j * | > θ for some 1 ≤ i * ≤ s and m i * < j ≤ d i * . Let M 0 = M and let M 1 be an infinite subset of M 0 satisfying Proposition 3.4. As before, for every (n, q i,j ) i,j ∈ M 1 , we have: 
.
Since H(1/η i * ,j * ) = e o(n) , for every δ ∈ (0, 1), we have |η i * ,j * | > δ n when n is sufficiently large. Together with the property H(η i,j ) = e o(n) , we have: Together with inequality (23), Proposition 2.3, Proposition 2.2, and Lemma 3.2, we obtain a contradiction.
5. Proof of Corollary 1.6 and Corollary 1.7
5.1. Proof of Corollary 1.6. Parts (i) and (ii) follow immediately from Theorem 1.4. In fact, for part (ii), we actually have that |σ(α i )| ≤ θ thanks to the arguments in Subsection 4.4. For part (iii), by using Theorem 1.4, we have that σ(R i (n)α n i ) = R j (n)α n j for all but finitely many n ∈ M θ . This immediately implies part (iii).
5.2. Proof of Corollary 1.7. As explained before, we may assume that the linear recurrence sequence a n = Q 1 (n)α . Hence we may assume that (α 1 , . . . , α k ) satisfies Properties (P1) and (P2) in Subsection 3.1. Let s and m 1 , . . . , m s be as before. We also relabel the α i 's and Q i 's as α i,j and Q i,j for 1 ≤ i ≤ s and 1 ≤ j ≤ m i as in Subsection 3.1. Corollary 1.6 gives that for every σ ∈ G Q , 1 ≤ i ≤ s, and 1 ≤ j 1 , j 2 ≤ m i , if σ(α i,j1 ) = α i,j2 then σ(Q i,j1 ) = Q i,j2 . In particular, we have Q i,j ∈ Q(α i,j )[x] for every 1 ≤ i ≤ s and 1 ≤ j ≤ m i . Let d 1 , . . . , d s and α i,j for m i < j ≤ d i be as in Subsection 3.1. We can now define the polynomials Q i,j for 1 ≤ i ≤ s and m i < j ≤ d i as follows: pick any σ ∈ G Q such that σ(α i,1 ) = α i,j , then define Q i,j = σ(Q i,1 ). Therefore the linear recurrence sequence:
is invariant under G Q . Let D ∈ N such that the coefficients of DQ i,j are algebraic integers for all i, j. Since the α i,j 's are algebraic integers by Corollary 1.6, we have Db n ∈ Z for every n ∈ N. Let θ 0 = max{|α i,j | : 1 ≤ i ≤ s, m i < j ≤ d i }. We have that θ 0 < 1 by Corollary 1.6 (in fact, we even have θ 0 ≤ θ by the proof of Corollary 1.6). Let θ ∈ (θ 0 , 1). When n is sufficiently large, the inequality a n Z <θ n is equivalent to the condition that b n ∈ Z which is, in turn, equivalent to Db n ≡ 0 modulo D. The set of such n's is the union of a finite set and finitely many arithmetic progressions.
