Abstract. We consider the problem of merging two sorted sequences on a comparator network that is used repeatedly, that is, if the output is not sorted, the network is applied again using the output as input. The challenging task is to construct such networks of small depth. The first constructions of merging networks with a constant period were given by Kutyłowski, Loryś and Oesterdikhoff [7] . They have given 3-periodic network that merges two sorted sequences of N numbers in time 12 log N and a similar network of period 4 that works in 5.67 log N. We present a new family of such networks that are based on Canfield and Williamson periodic sorter [4] . Our 3-periodic merging networks work in time upper-bounded by 6 log N. The construction can be easily generalized to larger constant periods with decreasing running time, for example, to 4-periodic ones that work in time upper-bounded by 4 log N. Moreover, to obtain the facts we have introduced a new proof technique.
Introduction
Comparator networks are probably the simplest parallel model that is used to solve such tasks as sorting, merging or selecting [6] . Each network represents a data-oblivious algorithm, which can be easily implemented in hardware. Moreover, sorting networks can be applied in secure, multi-party computation (SMC) protocols. They are also strongly connected with switching networks [9] . The most famous constructions of sorting networks are Odd-Even and Bitonic networks of depth 1 
log
2 N due to Batcher [2] and AKS networks of depth O(log N) due to Ajtai, Komlos and Szemeredi [1] . The longstanding disability to decrease a large constant hidden behind the asymptotically optimal complexity of AKS networks to a practical value [15] has resulted in studying easier, sorting-related problems, whose optimal networks have small constants.
A comparator network consists of a set of N registers, each of which can contain an item from a totally ordered set, and a sequence of comparator stages. Each stage is a set of comparators that connect disjoint pairs of registers and, therefore, can work in parallel (a comparator is a simple device that takes a contents of two registers and performs a compare-exchange operation on them: the minimum is put into the first register and the maximum into the second one). Stages are run one after another in
Periodic merging networks
Our merging networks are based on the Canfield and Williamson [4] O(log N)-periodic sorters. We recall now the definition of their networks: for each k ≥ 1 let CW k = S 1 , . . . , S k denote a network of N = 2 k registers, where the stages are defined as follows (see also Figures 1 and 2 ): The merging and sorting properties of the networks are given in the following proposition. We would like to implement a version of this network as a constant-periodic comparator network. Consider first the most challenging 3-periodic implementation. We start with the definition of a temporally construction P k which structure is similar to the structure of CW k . Then we transform it to 3-periodic network M k . The idea is to replace each register i in CW k (except the first and the last ones) with a sequence of k − 2 consecutive registers, move the endpoints of long comparators one register further or closer depending on the parity of i and insert between each pair of stages containing long comparators a stage with short comparators joining the endpoints of those long ones. The result is depicted in Fig. 3 . In this way, we obtain a network in which each register is used in at most three consecutive stages. Therefore the network P k can be packed into the first 3 stages and used periodically to get the desired 3-periodic merging network. 
Let [i : j] denote a comparator connecting registers i and j. A comparator [i : j]
is standard if i < j. For an N-register network A = S 1 , S 2 , . . . , S d , where S 1 , S 2 , . . . , S d denote stages, and for an integer j ∈ {1, . . . , N}, we will use the following notations:
where
Let us define formally the new family of merging networks. For each k ≥ 3 we would like to transform the network CW k into a new network P k . Definition 1. Let n k = 2 k−1 − 1 be one less than the half of the number of registers in CW k and b k = 2(k − 2). The number of registers of P k is defined to be −3 are defined by the following equations, where j = 1, . . . ,
The network P 5 is depicted in Figure 4 . 
, where empty stages are added at the end of the network of smaller depth.
For any comparator network A = S 1 , . . . , S d and D = delay(A), let us define a network B = T 1 , . . . , T D to be a compact form of A, where
Observe that B is correctly defined due to the delay of A. Moreover, depth(B) = delay(B) = delay(A).
Definition 2. For k ≥ 3 let M k denote the compact form of P k with the first and the last registers deleted. That is, the network
It is not necessary to delete the first and the last registers of P k but this will simplify proofs a little bit in the next section. The network M 5 is given in Fig. 5 . 
The proof is based on the observation that M k merges k − 2 pairs of sorted subsequences, one after another, in pipeline fashion. Details are given in the next section.
In a similar way, we can convert CW k into a 4-periodic merging network. Assume that k is even. We replace each register (except the first and the last ones) with a sequence of (k − 2)/2 consecutive registers, move the endpoints of long comparators in such a way that exactly two long comparators start or end at each new register and insert after each pair of stages containing long comparators a stage with short comparators joining the endpoints of those long comparators. The result is depicted in Fig. 6 .
Proof of Theorem 2
The first observation we would like to make is that we can consider inputs consisting of 0's and 1's only. The well-known Zero-One Principle states that any comparator network that sorts 0-1 input sequences correctly sorts also arbitrary input sequences [6] . In the similar way, we can prove that the same property holds also for merging: 
Since M k consists of three stages T k 1 , T k 2 and T k 3 , we extend the notation to describe the output of each stage:
For other values of j we assume that x (i, j) = x (i+ j div 3, j mod 3) . We will use this superscript notation for other equivalent representations of sequence x. Now let us fix some technical notations and definitions. A 0-1 sequence can be represented as a word over Σ = {0, 1}. A non-decreasing (also called sorted) 0-1 sequence has a form of 0 * 1 * and can be equivalently represented by the number of ones (or zeros) in it. For any x ∈ Σ * let ones(x) denote the number of 1 in
Reduction to Analysis of Columns
A content of all registers in the matrix, that is x ∈ Σ N k , can be equivalently represented by the sequence of contents of registers in
Since b k is an even number, the following fact is obviously true.
Fact 3 If x
That is, the columns are sorted at the beginning of a computation of 2k − 5 passes of M k . The first lemma we would like to prove is that columns remain sorted after each stage of the computation. We start with a following technical fact: 
Proof.
To prove (i) we show only that y a i ≤ y a i+1 for i = 1, . . . , n−1.
since min is a non-decreasing function and both x A and x B are sorted . 
⌋} (sets S j are defined in Def. 1). Using the notation from Fact 4, the following fact is an easy consequence of Definition 1.
Fact 5 Let L i = C i and R i = C b k −i+1 denote the corresponding left and the right columns of registers, and h
i = 2 k−i−1 − 1, i = 1, . . . , b k 2 . Then (i) regs(S k,1 ) ⊆ L 1 ∪ R 1 and S k,1 = S R 1 −{N k },L 1 −{1},0 (ii) regs(S k,2 j ) ⊆ L j ∪ R j and S k,2 j = S L j ,R j ,h j , for any j = 1, . . . , b k 2 (iii) regs(S k,2 j+1 ) ⊆ L j ∪ L j+1 ∪ R j+1 ∪ R j and S 2 j+1 = S L j ,L j+1 ,0 ∪ S R j+1 ,R j ,0 , for any j = 1, . . . , b k 2 − 1 (iv) regs(S k,2k−3 ) ⊆ L k−2 ∪ R k−2 and S k,2k−3 = S L k−2 ,R k−2 ,0 (v) if (L j ∪ R j ) ∩ regs(S k,i ) = / 0 then 2 j − 1 ≤ i ≤ 2 j + 1, for any j = 1, . . . , b k 2 − 1 ⊓ ⊔
Lemma 1. If the initial content of registers is a 2-sorted 0-1 sequence x then after each stage of multi-pass computation of M k
Proof. By induction it suffices to prove that for each sequence y ∈ Σ N k with sorted columns C j , j = 1, . . . , b k , the outputs z i = T k i (y), i = 1, 2, 3 have also the columns sorted. Since each T k i , as a mapping, is a composition of mapping
⌋, each of which, due to Facts 4 and 5, transforms sorted columns into sorted columns, the lemma follows.
⊓ ⊔ From now on, instead of looking at 0-1 sequences with sorted columns, we will analyze the computations of M k on sequences of integers c = (c 1 , . . . , c b k ), where c t , t = 1, . . . , b k , denote the number of ones in a sorted column C t . Transformations of 0-1 sequences defined by sets S j , j = 1, . . . , 2k − 3 will be represented by the following mappings: (dec
Proof. Generally, the fact follows from Fact 5 and the part (ii) of Fact 4 We prove only its parts (i) and (ii). Part (iii) can be proved in the similar way.
It follows that only the content of columns L 1 = C 1 and R 1 = C b k can change, but they remain sorted (according to Lemma 1) . Using Fact 4 (ii) we have:
Now let us consider the following three cases of values x 1 and x N k :
(ii) We fix any j ∈ {1, . . . ,
It follows that only the content of columns L j = c j and R j = c b k − j+1 can change, but they remain sorted (according to Lemma 1) . Using Fact 4 (ii) we have:
Let us observe that each function in Q k i , i = 1, 2, 3, can only modify a few positions in a given sequence of numbers. Moreover, different functions in Q k i can only modify disjoint sets of positions. For a function f : R m → R m let us define
The following facts formalize our observations.
Fact 7 args(cyc
k ) = {1, b k }, args(dec k i ) = {i, b k − i + 1}, args(mov k i ) = {i, i + 1, b k − i, b k − i + 1}, where i = 1, . . . , k − 2. ⊓ ⊔ Fact 8 For each pair of functions f , g ∈ Q k i , f = g, i = 1, 2, 3, we have (i) args( f ) ∩ args(g) = / 0; (ii) for any c = (c 1 , . . . , c b k ) and j ∈ {1, . . . , b k } ( f (g(c))) j =    ( f (c)) j if j ∈ args( f ) (g(c)) j if j ∈ args(g) c j otherwise (16) ⊓ ⊔ Corollary 1. Each set Q k i , i = 1, 2, 3
, uniquely determines a mapping, in which functions from Q k i can be apply in any order
We would like to prove that the result of applying 
Using Lemma 2 and easy induction we get that the equality
Analysis of Balanced Columns
Due to Lemma 3 we can only analyze the results of periodic application of the functions Q k 1 , Q k 2 and Q k 3 to a sequence of integers representing the numbers of ones in each register column. We know also that an initial sequence is 2-flat. To simplify our analysis further, we start it with initial values restricted to be balanced 2-flat sequences. Then we observe that the functions are monotone and any 2-flat sequence can be bounded from below and above by balanced 2-flat sequences whose heights differ only by one. 
It follows from Lemma 4 that if we start the periodical application of the functions Q k 1 , Q k 2 and Q k 3 to a balanced 2-flat initial sequence then it remains balanced after each function application and its height will not changed. Therefore, we can only trace the values in the first half of generated sequences. If needed, a value in the second half can be computed from the height and the corresponding value in the first half. To get a better view on the structure of generated sequences, we subtract half of the height from each element of the initial sequence and proceed with such modified sequences to the end. At the end the subtracted value is added to each element of the final sequence. The following fact justifies the described above procedure.
Fact 9 Let f be a function from Q k
Then f is monotone and for each t ∈ R and (c 1 , . . . , c b k ) the following equation is true
. ,t) .
Proof. The fact follows from the similar properties of min and max functions: they are monotone and the equations: min(x − t, y − t) = min(x, y) − t and max(x − t, y − t) = max(x, y) − t are obviously true. Each f in Q k 1 ∪ Q k 2 ∪ Q k 3 is defined with the help of these simple functions, thus f inherits the properties.
⊓ ⊔ 
Then f is monotone and for any t ∈ R and
(c 1 , . . . , c b k ) ∈ R b k f (c 1 − t, . . . , c b k − t) = f (c 1 , . . . , c b k ) − (t, . . . ,t) .(d 1 + s 2 , d 2 + s 2 , . . . , d k−2 + s 2 , s 2 − d k−2 , s 2 − d k−3 , . . . , s 2 − d 1 ) .
For any t ∈ R and a function f : R b k → R b k that maps each balanced sequence to a balanced one and preserves its height let reduce( f ,t) denote a function on
R k−2 such that (reduce( f ,t))(d) = reduce( f (ext(d,t))) for any d ∈ R k−2 .
Observe that for a balanced sequence c with height s the sequence ext(reduce(c), s) is equal to c. Moreover, for any t ∈ R and a sequence d ∈ R k−2 the sequence ext(d,t) is balanced and its height is t, thus reduce(ext(d,t)) = d. Note also that functions
and Q k 3 preserve the property of being balanced and the sequence height (see Lemma 4) , so we can analyze a periodical application of their reduced forms to a reduced balanced 2-flat input. 
where ⊕ denote concatenation of sequences and for i = 1, 2
Lemma 5. Let k ≥ 3 and t ∈ R. Then reduce(Q k i ,t) = ⊗Q k i , where i = 1, 2, 3 and ⊗ denotes the Cartesian product of a sequence of functions.
Proof. Let k ≥ 3, i ∈ {1, 2, 3} and t ∈ R.
The sequence e is balanced and height(e) = t. To get the lemma we would like to prove that for j = 1, . . . , k −2 the equalities (
The proof is by case analysis of values of i and j. In the following equations we use Definitions 3, 4, 6 and 7.
(Case
: i = 1 and j = 1). Then (Q k 1 (e)) 1 = (cyc k (e)) 1 = max(d 1 + t 2 , −d 1 + t 2 − 1) = max(d 1 , −d 1 − 1) + t 2 = Cyc(d 1 ) + t 2 = ((⊗Q k i )(d)) 1 + t
. 2. (Case: i+ j > and i+ j ≡ 0(mod 3)). Let l be such that
j = 3l − i. Then (Q k i (e)) j = (dec k 3l−i (e)) 3l−i = min(d 3l−i + t 2 , −d 3l−i + t 2 +2 k−(3l−i)−1 −1) = min(d 3l−i , −d 3l−i + H k−(3l−i)−1 ) + t 2 = Dec k−3l+i−1 (d 3l−i ) + t 2 = ((⊗Q k i )(d)) j + t 2 . 3. (Case: i + j > 2, j < k − 2 and i + j ≡ 1(mod 3)). Let l be such that j = 3l − i + 1. Then (Q k i (e)) j = (mov k 3l−i+1 (e)) 3l−i+1 = min(d 3l−i+1 + t 2 , d 3l−i+2 + t 2 ) = min(d 3l−i+1 , d 3l−i+2 ) + t
. Starting from the other side we get ((⊗Q
) and we are done. 4. (Case: i + j > 2, j = k − 2 and i + j ≡ 1(mod 3)). Let l be as in previous case. Then Proof. The proof of each inclusion is a straightforward consequence of the definitions of a given function and intervals. Therefore we check only inclusions given in the first item. Let 
Note that all sequences defined above are of length 3⌈ = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) be any sequences, where a, b) denote (a 1 , . . . , a i , b i+1 , . . . , b k−2 ). Definition 11. Let k ≥ 3. Let X k i denote a state sequence after i stages and be defined as:
For example, to create X k 1 we take the first element of V k 1 and the rest of elements from U k 1 obtaining the sequence (k − 1, ±k, −k, ±k, ±k, −k, ±k, ±k, −k, . . .) of length k − 2. In the next lemma we claim that X k 1 really describes the state after the first stage of computation, where input is a balanced 2-flat sequence. 
2 ]. It follows from the following sequence of inequalities:
2 . Moreover, the sequence d is 2-flat, because c is 2-flat. That means that 
and we have to show that d k ′′ ≤ 0. To this end let us notice that
and this concludes the proof of Fact 12. From Fact 12 and since d is 2-flat we can immediately get the following corollary.
To finish the proof of the lemma we need one more fact:
. To prove this fact let us firstly represent X k 1 in the same form asQ k 1 is. 
Proof. We have to prove that for k ≥ 3 and x = 1, 2, 3 the following inclusions are true: 3 ⌋ for x = 2. The sequences X k * are defined with the help of sequences U k * , V k * , W k * and Z * , therefore we prove the fact by considering all possible cases in the following table. In it we assume that U k
Cases of
Cases of Value of Value of Why
The two remaining cases: As in the case of Dec * functions we prove the fact by considering all possible cases in the following table. In it we assume that U k
Cases of Cases of Value of Value of Why
The remaining case X k
The last function we have to consider is MinMax, which appears in the definition of allQ k x , x = 1, 2, 3, functions. InQ k 1 (Q k 2 andQ k 3 , respectively) a copy of MinMax is on positions (3, 4), (6, 7) , . . . ((2,3) , (5, 6) , . . . and (1,2), (4,5), . . . , respectively). Thus, to prove the lemma, it suffices to show the following fact. ⌋ for x = 2, 3.
As in the case of previous functions we prove the fact by considering all possible cases in the following table. In it we assume that U k
To reduce the size of the table we also use the following shortcuts: a = 3 j + x, b = 3l − x + 1 and y = k − 3l + x − 2. Observe that 2 ≤ y ≤ k − 2, therefore I(0) ⊆ I(y) ⊆ I(±k) and we can also apply Fact 11.5. Cases of (s 1 , s 2 ) Cases of (t 1 ,t 2 ) Value of Value of Why (I(s 1 , s 2 ) )? In this way, with respect to Lemma 3, we have proved that the network M k is able to merge in 5k − 12 stages two sorted sequences given in odd and even registers, provided that the numbers of ones in our matrix columns form a balanced sequence. If the sequence is not balanced, k − 3 additional stages are needed to get a sorted output.
otherwise, be the position of this new element and a t = c i t ,t ′ be its value. Finally, let n t = |{1 ≤ l ≤ t|a l = s ′ }| be the number of moving elements in the region after stage i t .
Fact 22
Using the above definitions, for t = 1, . . . , k−2, if a t = s ′ then for i = 0, . . ., 6k− 15 − i t we have c i t +i,max(t−i,n t ) = a t if s is odd and c i t +i,min(t ′ +i,b k −n k +1) = a t , otherwise.
Proof. We prove the fact only for odd s, that is, for the left region. The proof for the right region is symmetric. We would like to show that if a t = s ′ appears at position t ′ = t after stage i t then it moves in each of the following stages one position to the left up to its final position n t . The proof is by induction on t and i. If t = 1 and a 1 = s ′ appears at position 1 after stage i 1 = 3k − 6 then n 1 = 1 and a 1 is already at its final position. It never moves, because values at second position are ≥ s ′ , by Facts 20 and 21. If t > 1 and a t = s ′ then the basis i = 0 is obviously true. In the inductive step i > 0 we assume that c i t +i−1,max(t ′ −i+1,n t ) = a t and that the fact is true for smaller values of t. If max(t − i + 1, n t ) = n t then also max(t − i, n t ) = n t and, by the induction hypothesis, values at positions 1, . . . , n t − 1 are all equal s ′ . That means that a t is at its final position and we are done. Thus we left with the case: n t < t − i + 1, that is, with n t ≤ t − i.
Consider the sequences c i t +i−1 and c i t +i = f i t +i (c i t +i−1 ). We know that c i t +i−1,t−i+1 = s ′ . To prove that c i t +i,t−i = s ′ we would like to show that c i t +i−1,t−i = s ′ + 1 and mov k t−i ∈ f i t +i . The later is a direct consequence of an observation that mov k a ∈ f b if and only if (a + b) ≡ 1( mod 3). In our case (t − i) + (i t + i) = t + i t = t + 3k + 2t − 8 ≡ 1( mod 3). To prove the former, let us consider a u = s ′ , u ≤ t − 1. Then i u ≤ i t − 2 and n u ≤ n t − 1. By the induction hypothesis, c i u + j,max(u− j,n u ) = s ′ . Setting j = i t − i u + i − 1 we get j ≥ i + 1 and max(u − j, n u ) ≤ max(t − 1 − (i + 1), n t − 1) < max(t − i, n t ) = t − i. 
Conclusions
For each k ≥ 3 we have shown a construction of a 3-periodic merging comparator network of N k = 2 k (k − 2) registers and proved that it merge any two sorted sequences 
