One of the central problems of functional genomics is revealing gene expression networks -the relationships between genes that reflect observations of how the expression level of each gene affects those of others. Microarray data are currently a major source of information about the interplay of biochemical network participants in living cells. Various mathematical techniques, such as differential equations, Bayesian and Boolean models and several statistical methods, have been applied to expression data in attempts to extract the underlying knowledge. Unsupervised clustering methods are often considered as the necessary first step in visualization and analysis of the expression data. As for supervised classification, the problem mainly addressed so far has been how to find discriminative genes separating various samples or experimental conditions. Numerous methods have been applied to identify genes that help to predict treatment outcome or to confirm a diagnosis, as well as to identify primary elements of gene regulatory circuits. However, less attention has been devoted to using supervised learning to uncover relationships between genes and/or their products. To start filling this gap a machine-learning approach for gene networks reconstruction is described here. This approach is based on building classifiers -functions, which determine the state of a gene's transcription machinery through expression levels of other genes. The method can be applied to various cases where relationships between gene expression levels could be expected.
Introduction
So far, great effort has been put into various applications of supervised learning to the problems of discrimination between different sample classes or experimental conditions based on corresponding expression profiles. Multi-class cancer recognition [1, 2] , disease diagnosis [3, 4] and prediction of treatment/survival outcome [5, 6] are among examples of successful applications of supervised techniques. Learning functional classification of uncharacterized genes or proteins represents another area for use of supervised methodologies [7] [8] [9] [10] .
All the studies above aim to discover genes and their characteristic expression parameters, which help to discriminate between object classes. Therefore, all of them fall into the category of data mining methods for determining whether or not a previously unobserved example belongs to a known predefined class. One of the earliest and most distinctive examples of such applications is the study by Golub et al. [2] , in which the authors generally considered two problems: the problem of identification of new cancer classes (class discovery) and the problem of assignment of new samples to known classes (class prediction). For the first problem they used self-organizing maps, a clustering method [11, 12] , while a supervised classification procedure resembling weighted voting was used for the second.
Although in many cases, and the above examples demonstrate this quite well, classification models do not have to be interpretable to be useful [13] , there is a different point of view that it would be productive to construct the learning process as step-by-step generation of essential descriptive hypotheses, which can be verified by and compared with conventional knowledge, e.g. with the facts reported in literature.
Learning, definitions and terms
In this review the applications of machine learning methods are considered only in the context of gene expression networks reconstruction from microarray data. However, in many respects, this study is relevant also for understanding protein-protein interaction networks as well as metabolic networks that represent the major components of the biochemical network.
We start with definitions and concepts in machine learning and some practical examples of their use in the analysis of expression data. All learning techniques fall into two broad classes: supervised and unsupervised. The main difference between them is that the first effectively make use of prior knowledge in order to achieve accurate results, while the latter are constructed in such a way that they do not need additional, previously derived, information about the data to be used. In practice, this is revealed in the initial requirements needed to run the algorithms. In the case of supervised methods the researcher has to introduce a set of training examples of known classification to make an induction algorithm learn from these examples and produce a result in the form of a classifier -a function that, when applied to previously unseen examples, assigns them to one of the classes. Consequently, any object considered for classification in supervised learning has a set of features and a label assigned to the feature's set according to the classifier. The purpose of a classification is to assign a label to a given set of features correctly [14] .
As for the unsupervised techniques, they do not need examples of correct classification to be used. Normally, one should only introduce a relative measure of how distant or how close objects are. As soon as the matrix of pairwise distances is constructed, the researcher can start to unite the objects into homogeneous groups, which are, in turn, supposed to be maximally separated by means of some criteria.
At this point textbooks on machine learning usually contain a notion that unsupervised learning is for discovering new patterns in data and supervised methods are mainly for mining data according to prior knowledge. Although being formally correct, this notion should be used carefully depending on what exactly we mean by 'pattern' or 'knowledge' (discussed below).
Two more concepts, hypothesis and space of hypotheses, are necessary for our study. Once we are given a training set, in order to choose the appropriate learning algorithm and to tune its parameters, we should make some assumptions 
Expression data
The main form of representation of expression data is via a gene expression data matrix X, in which rows represent genes and columns represent samples or experimental conditions [15] . Each element of X specifies the expression level of a gene in a particular sample and is called a gene expression value. Expression values may be represented in various ways, but the key point is that only consistent measurements can be used within a single dataset.
One of the major problems of comparative studies of microarrays is that data often come from different platforms, laboratories, etc. It is often difficult or even impossible to compare results of experiments done by different research groups. Nevertheless, there exist cases when the data obtained in different experiments were combined, renormalized and reanalysed successfully [16] . For instance, Spellman et al. [17] used the Cho et al. [18] dataset in their search for cell-cycleregulated genes of Saccharomyces cerevisiae. However, often it is impossible to unite different experimental datasets [19] .
The method of expression data analysis discussed in the next section of this review is promising, for it allows comparing hypotheses generated from different datasets, removing the restriction of compulsory consistency of measurement units across individual experiments.
Reconstruction by learning

Expression data in learning terms
For the purposes of gene network reconstruction it is usually assumed that the transcription machinery of a gene can be in a finite number of states. The exact definition and biological interpretation of 'state' depends on the type of hypotheses that one wishes to generate and explore. For example, for Boolean networks only two states, on and off, are needed. The flexibility of supervised classification is that one can incorporate various types of prior information, along with specific reasoning, when constructing a training set.
Assuming that genes are connected via the expression network, the goal is to find the state of a particular gene g from the expression measurements of other genes. The gene g is called the predicted gene, while the genes with which we make the prediction are explaining genes. If the expression data matrix is rearranged so that the predicted gene g is in the bottom row with the expression values transformed into states, it is called a prediction matrix for gene g (Table 1 ). In terms of machine learning, each column of the prediction matrix is an example of correct classification, where the last element of a column is the label and the other elements, expression values of other genes, are the features. Note that the features and the label do not necessarily have to be from the same sample; for example, we may look for the dependencies between gene expression levels at different time points.
Our goal here is not to 'predict' but to find the exact rules that define the states of given genes through the expression values of other genes. That is, we aim to uncover unknown relationships between genes from the data. Even though supervised classification methods are being used to solve 
this problem, this is a problem of knowledge discovery, the discovery of unknown gene interrelations (Table 1) . One could argue here that the results of classification may be highly dependent on the particular definition of state of a gene. On the other hand, the way of defining the state of a gene depends on the meaning of a gene network and the constraints imposed on the space of hypotheses. For example, one can consider a two-state static model as a graph where nodes represent genes and a connection between two nodes represents the fact that the product of the first gene binds to a binding site in the promoter region of the other [20] . In contrast, if it is known that the product of a gene interacts with three different proteins at different expression levels then at least three states should be considered for that gene if the connection between genes means the existence of interaction between their products.
Let us define for each gene the normal expression level range -the range of mRNA levels observed in a steady unperturbed state of a cell. Generally, the following related questions can be considered for a particular gene: how does its expression profile compare with some reference level, chosen from the normal expression level range (e.g. the average expression level under unperturbed conditions), under different conditions and in different cell types? Producing hypotheses answering these questions requires information about the expression levels of genes of treated and untreated cells, which normally are available in most types of comparative microarray experiments. Furthermore, we should use a common, unified language to be able to construct such hypotheses for different microarray experiments separately. The technical details of how to achieve an accurate hypothesis description are not discussed here. However, the general idea is to switch from quantitative (exact) to qualitative (relative) descriptions, e.g. by indicating for a gene that its expression is more/less than the normal expression level. In other words, we aim to describe expression profiles in terms of significant/nonsignificant changes. The chosen description language would then determine how finely we can detect these changes and distinguish between real changes and noise [21] .
Some properties of gene networks
Now we briefly consider some general properties of gene regulatory networks, as related to the question of hypothesis selection. In the classification approach the relationships between genes are expressed in the form of classifiers. Mathematically, classifiers are functions, and thus, to start the analysis one has to determine the type of functions that most accurately represent the genes' interrelations. Whatever type is chosen (Boolean, linear, non-linear, etc.), one needs to know the number of arguments and parameters of the model. To get an insight into this issue we need to explore the space of the network's states. Though a lot of work has been devoted to this, even the question of what proportion of theoretically possible states may be observed in practice remains open.
The common view in modern biology is that the whole gene regulatory system may be divided into fairly small subpopulations of genes carrying out some vital functions and connected to each other via the global signalling network [22, 23] . Thus the states of genes in the network are often considered in relation to some cellular processes, modules, etc. [24, 25] . This makes possible selecting subsets of genes for further detailed analysis. Such a selection along with ensuring that the selected genes are expressed differentially from sample to sample in the considered experiments is crucial due to the restricted amount of data. It may seem that the power of high-throughput methodologies is not fully used by such an approach. Indeed, what would be the point in measuring expression levels of all genes in the genome, if you are interested only in some subset? The answer is that apart from interactions within the set of selected genes it is essential to know the interactions of the subset with the other parts of the system under various conditions. This is one of the key reasons for using supervised algorithms, when we do not need to pretend that nothing is known about the interactions within the biochemical networks and we do not have to consider them as 'black boxes'.
Given a state for each particular gene, we can determine the state for the whole network as a superposition of given genes' states. Even in theory, only a small fraction of all 'theoretically possible' states are expected to be occupied by a real biological system [26, 27] . Therefore, it is likely that there are many states, which we never see in our experiments. The living cell, in practice, cannot be forced into all kinds of conditions in order to observe the relationships between input and output signals, the common procedure in reverse engineering, just because the biological systems may not be functional (dead) at that point. Due to this uncertainty, we cannot learn genes' precise interconnections by observing all the biologically realizable states. Thus, with the expression data and additional biological information available now, the best strategy would be to construct essential hypotheses for further experimental verification [25, 28] . The important question is how confident we are that these hypotheses are not produced just by chance, e.g. due to the noise and the limited amount of available data. This is a subject of a separate study and will not be discussed in detail here, although some related aspects will be considered further in the text.
To summarize the preceding discussion, I shall list the steps of analysis involved:
(i) pre-select a set of 'interesting' genes, e.g. ones known to participate in a certain cellular process; (ii) make sure that the selected genes are expressed differentially; (iii) for each gene define its states; (iv) pre-define the space of hypotheses as narrowly as possible; (v) for each pre-selected gene construct a training set using relevant biological information.
Now we can start to discuss the questions of verification of obtained relations between genes in the network.
Table 2 Errors in the prediction matrix
The last column exemplifies the relevance of explaining genes for the prediction of the states of gene 4. Sample 3 is wrongly labelled (see Table 1 ). Thus the data shown in italics here are either irrelevant or misclassified. 
Errors in expression data
When inferring dependencies between predicted and explaining genes we may generally consider two types of error. The first is related to the columns of the expression data matrix and the second is related to its rows. Due to experimental noise/variations as well as due to the lack of information there may be examples (samples) with wrong labels; and, there may be features (genes) that are irrelevant for the classification of a given predicted gene (Table 2 ). There exist various approaches, used in addition to normalization, to deal with noise in microarray data: data randomization [29, 30] , receiver operating characteristic (ROC) curve analysis [31] , estimation of the statistical significance of the results [32] [33] [34] , etc. For machine learning, there also are several techniques to handle noisy data and this section describes some of them.
The most common way to reduce the effects from misclassified instances (columns of expression data matrix) is to perform cross-validation [35] . When cross-validating the results, the training set is split into n folds, and then the learning algorithm is trained n times, each time on all but one of the n folds and is tested on the remaining one, leaving out a different fold each time. Two parameters are typically traced during this procedure: the accuracy of the tests and the stability of the classifier. If the classifier is stable (unchanged) under different n-fold splits, we can conclude that the level of noise associated with the misclassified samples is reasonably low. Furthermore, stability implies that test accuracy, averaged across all the n-fold splits, is a reliable estimate of the prediction accuracy. Therefore, one should prefer those classifiers that have the highest average accuracy and are most stable under multiple n-fold splits. Although the cross-validation procedure might seem to be rather simple, multiple studies show that, without the possibility of making reliable assumptions about the data in advance (which is practically always the case for microarray data), it is one of the most natural and effective techniques [36] .
It is generally assumed that a reasonably small number of explaining genes are sufficient for accurate classification [20, 37] . The search for features (rows of expression data matrix) relevant for classification of a particular gene is known as a feature subset selection problem. For feature selection either filter or wrapper methods can be used [39] . To find the most predictive subset of features by filter approach, some objective function is used in a filtering procedure before running the induction algorithm. Since the specific properties of a particular algorithm are completely ignored in this method, it is regarded as its weakness. The wrapper approach uses the induction algorithm itself to evaluate an objective function and to find relevant features. In the search for the best features this method 'wraps' the induction algorithm into a searching procedure feeding it with several heuristically selected feature subsets and getting feedback as an output of some objective function (normally the accuracy of classification). Wrappers have been reported as performing better than the filter approach for various learning problems [14] .
At this point the list of steps involved in the data analysis should be continued:
(vi) for each selected gene create a classifier using feature subset selection and cross-validating the results obtained; (vii) select stable classifiers with the high cross-validation accuracy estimates.
Hypothesis selection
The preceding sections describe how to find relationships between genes from expression data. It should be understood that the structure of such relationships, given in the form of classifiers, can be quite complex (graphs, functions of various types, probability distributions, etc.). To be able to compare or verify them some additional steps should be taken. Thus, when the classifiers are produced, the next problem is to transform them into the hypotheses presented in a simple form suitable for further comparisons and verification. Classifiers in the form of decision trees or even more complex functions can be decomposed into decision rules each of which may be considered to be the desired simple hypothesis [35, 38, 39] . Once produced, rules are not bound to the classifiers anymore and can be verified and evaluated separately. This is an important property of the presented approach, for it gives an idea of how to solve the problem of incompatibility of different microarray datasets, mentioned in the Introduction. The possibility to evaluate rules independently is also advantageous because classifiers constructed for the whole dataset may perform differently on different parts of the data; for example, branches of a decision tree may have unequal accuracy rates on the training/test examples covered by them.
Each extracted rule is an indication of some recurring pattern in the data. To be relatively significant this pattern necessarily has to be more than a reflection of some local properties of the dataset and should hold true for several separate datasets. Also, the accuracy of prediction of the predicted gene state must be high. And, finally, to be trustworthy, the rule has to be stable, i.e. to remain unchanged under moderate perturbations of the data [14] . Given the A list of possible decision rules is provided for gene G4. G1 > 100% means that expression of G1 is more than 100% of its normal level. Two states are presented here for G4: 'up-regulated' and 'down-regulated'. See also Table 2 .
rules in a unified representation (see Expression data in learning terms for clarification), we may select and compare them based on the following criteria: significance/coverage, accuracy and stability.
Since we are looking for patterns confirmed by different distinct studies, the most promising hypotheses are those that are preserved between different experiments. Therefore, in the list of the analysis steps formulated earlier we should include:
(viii) transform classifiers into relevant hypotheses for the following verification; (ix) generate hypotheses for each dataset separately and in unified form; (x) select hypotheses according to their significance, accuracy and stability; (xi) find those that are common for the majority of given datasets; (xii) connect genes according to the produced hypotheses ( Figure 1 ).
The structure of decision rules allows connecting genes in an interaction network in a straightforward manner. Any decision rule is directed, i.e. genes on the left-hand side of the rule explain the gene on the right-hand side, thus defining the direction of the connection [39, 40] . The list of rules for a certain predicted gene represents a control function transforming the expression levels of explaining genes (input) into the states of the predicted gene (output). Once the rules are verified independently it may turn out that only a part of them can be selected as high-quality hypotheses, because some may be questionable and some incorrect [40] . Though the list of high-quality rules may be incomplete, covering only some of the possible inputs, this should be considered to be an advantage rather than a weakness of the method, for it allows the flexibility to add new rules as new knowledge comes to light and to define relatively complex dependencies between gene expression levels.
Conclusions
Supervised classification techniques have proven to be an effective and powerful tool for uncovering significant recurring patterns in various types of data. It looks promising to expand their applications to the area of gene network reconstruction. In this study one of the possible methodologies for such applications is described. The method was successfully tested [40] and hopefully this will encourage experts in the field to participate in its further progress.
