Abstract Regime width of alluvial channels is a vital problem in river morphology and channel design. Many equations are available in the literature to predict regime width of alluvial rivers. In general, there are many approaches to estimate regime width; however, none of them is widely accepted at present. This is due to the fact that most hypotheses have many constrains which may lead to simplify governing conditions and also lack of knowledge of some physical processes associated with channel formation and maintenance. Intelligent models are a new approach to describe complex problems one of which is artificial neural networks. In this research, initially, gravel bed rivers database was used in bankfull discharge condition to train various dimensional and non-dimensional neural-network schemes with three and four variables as input data, respectively. Then, the same database was applied to fit regression analysis to estimate regime width; this led to drive dimensional and nondimensional equations. Finally, dimensional and nondimensional neural-network models and regression equations were compared together based on 50% error bands with other dataset. Results show that neural network can adequately estimate the regime width in gravel bed rivers and multilayer perceptron network with one hidden layer and eight hidden neurons based on dimensional data set was selected as optimum network to predict regime width. A sensitivity analysis also shows that bankfull discharge has a greater influence on regime width of gravel bed channels than the other independent parameters in dimensional scheme of neural network.
Introduction
Notion of stable width prediction in gravel bed rivers has always been an intriguing topic which may be quite important for fluvial morphologists and river engineers. A variety of methods may currently be applied to determine stable width of channels for engineering and channel design purposes. These approaches are classified into four categories namely: empirical relationships (Leopold and Maddock 1953; Shirkhani 2010) , mechanistic method (Lacey 1930; Lane 1955; Glover and Florey 1951) , semi-theoretical approach (Julien and Wargadalam 1995) , and procedures based on extremal hypotheses (Parker 1978; Chang 1988; Huang and Nason 2000) . The most traditional procedure for the design of stable channels dimensions is empirical formulae in which, stable width of channel is determined by a power function of bankfull discharge (Leopold and Maddock 1953) or an appropriate combination of bankfull discharge, mean bed particle size and channel slope. Mechanistic or tractive force methods employ the basic laws of mechanics to obtain expressions that specify the geometry of stable channel section (ASCE Task Committee on Hydraulics 1998). Semitheoretical approach and procedures based on extremal hypotheses are those derived from a combination of relationships for resistance to flow and sediment load, with a third empirical equation and morphologic relationship, respectively (Farias H et al. 1998) . The most applied approaches in extremal hypothesis procedures are minimum power expenditure per unit channel length (Chang 1988) , minimum Froude number (Jia 1990) : maximum flow efficiency (Huang and Nason 2000) and maximum entropy-minimum energy (Singh V et al. 2003) . However, Farias H et al. (1998) and Shirkhani (2010) believe that none of these procedures is widely accepted up to now. This is due to the fact that there is a lack of knowledge in some physical processes associated with channel formation and maintenance. The stable width in gravel bed rivers is self-formed by the interaction of water discharge, sediment supply and transport, bed material calibration and bed slope (Farias H et al. 1998) . For a channel to reach equilibrium condition, it is considered to be of a given initial geometry such as trapezoidal that is excavated in alluvial non-cohesive soil and water flows at or about bankfull stage, after some time, boundary material shows comparable characteristics with the sediment transported by the channel. During this process the initially flat bed tends to develop waves (bedforms) while the initially plane banks tend to acquire a curvilinear shape. Farias H et al. (1998) show this process in a form of Fig. 1 .
In general, an alluvial river is in dynamic equilibrium, stability or regime conditions when the sediment transport capability of the flow is balanced with the supply rate of solid material to the reach under consideration (Farias H et al. 1998) .
In spite of that, in recent years, the new procedures of intelligent techniques such as fuzzy logic, artificial neural networks (ANN), neuro-fuzzy, genetic programming, decision support systems, support vector machines, and fuzzy genetic programming have been used to describe different complex problems in various branches of science. For example, Rajaee et al. (2009) evaluated wavelet and neuro-fuzzy combined model to predict daily suspended sediment load.
One of the most practical model of these procedures is ANN. It has been widely applied to solve complex problems in various fields of hydrology and water resources (ASCE Task committee 2000), scour prediction (Liriano and Day 2001; Kambekar and Deo 2003; Azmathullah et al. 2005 Azmathullah et al. , 2006 Bateni et al. 2007; Muzzammil 2008 ) sediment transport (Nagy et al. 2002) , rainfall-runoff modeling (Kumar and Ray 1997) , water level and ice jam thickness forecasting (Wang et al. 2010 ) and time series of total ozone modeling (Bandyopadhyay and Chattopadhyay 2007) .
In this research, a field database was initially utilized to the schemes of ANN methods to train in two types of dimensional and non-dimensional parameters as input data and then, regression analysis was carried out on both sets of data. Finally, dimensional and non-dimensional regression equations accompanied by both ANN schemes were compared with a different field database based on 20 and 50% error bands (Shirkhani 2010) .
Materials and methods

Materials
The training, validation and testing of ANN was conducted with a large database including 473 data points from Kellerhals et al. (1972) , Charlton et al. (1978) , Bray (1982) , Andrews (1984) , Bathurst (1985) , Van den berg (1995) , Pitlick and Cress (2002) , Parker et al. (2003) , Mccandless (2003) , Rinaldi (2003) , Wohl et al. (2004) , Wohl and Wilcox (2005) , Parola et al. (2005) , Sherwood et al. (2005) , Christiane et al. (2007) , Arbeláez et al. (2007) and Kallio (2010) . The data set is fairly comprehensive and includes bankfull discharge (Q), mean flow depth (h), channel width (W), hydraulic slope (S) and mean bed particle size (d 50 ). The data set covers a wide range of flow conditions for gravel bed rivers with different planform geometry varying from meandering to braided. It is noticeable that total load sediment per unit width (q s ) in the data set was computed by Engelund and Hansen (1972) formulae. Table 1 shows range of effective hydraulic parameters in the data set.
Methods
Estimations of parameters were made by applying a neural network (ANN), is a powerful data modeling tool that is able to capture and represent complex input/output relationships. In regression methods, the analysis begins with the prior Fig. 1 The process of regime reaches in alluvial channel (Farias H et al. 1998) choice of a relationship (usually linear) between the output and input variables. ANN is a mathematical tool, which attempts to represent low-level intelligence in natural organisms and it is a flexible structure, capable of making a nonlinear mapping between input and output spaces.
The data are presented to the network in the form of input and output parameters, and the optimum nonlinear relationship is found by minimizing a penalized likelihood. In fact, the network tests many kinds of relationships in its research for an optimum fit. As in regression analysis, the results then consist of a specification of the function, which in combination with a series of coefficients (called weights), relates the inputs to the outputs. The search for the optimum representation can be computed intensively, but once the process is completed (i.e., the network has been trained), the estimation of outputs is very rapid (Bateni et al. 2007 ).
ANN processing is based on the performance of many simple processing units called neuron, cell, node or processing element (PE). Each neuron, in each layer, is connected to all elements in the previous and the next layer with links, each has an associative weight. ANNs are characterized by their topology, weight vectors and activation function that are used in the hidden layers and output layer. The general ability of an ANN is to learn and to simulate the natural and complex phenomena. Considering X = [x1, x2, …, xn] as input vector and w = [w1, w2, …, wn] as network parameter (weight vector) and also if the goal is to approximate the multi variant function f(x), the learning procedure is to find the best weight vector (w) to have the best approximation of the f(x). Although ANNs come in various forms, the most popular structure has been defined as multi-layer perceptron (MLP) and radial-basis function network (RBF so far).
The MLP network [i.e., back propagation (BP) network] is probably the most popular ANN in engineering problems in the case of nonlinear mapping which is called ''Universal Approximator''. The learning process is performed using the well-known BP algorithm which is used in this study. Two main processes are performed in a BP algorithm, a forward pass and a backward pass. In the forward pass, an output pattern is presented to the network and its effect propagated through the network, layer by layer, the activation function used in the both hidden and output layers is a nonlinear function, where as for the input layer, no activation function is used since no computation is involved in the input layer. All neurons in a layer are fully connected to neurons in the adjacent layers.
After calculating the activation function, the second step of the BP algorithm (i.e., the backward process) is commenced by back propagation of the network error to the previous layers. Using gradient descent technique, the weights are adjusted to reduce the network error. Figure 2 shows the structure of the neural network used in MLP model. In the figure, the structure has some arbitrary independent variables in input layer and some parameters in output layer. To predict the output, i.e., the stable width, hidden nodes were used between the inputs and the output so that more complex relationships could be expressed.
Radial basis function network (RBF) has not been used extensively in environmental studies in the past except a few researchers such as Azmathullah et al. (2005) , (2006) and Bateni et al. (2007) . RBF simulates an unknown function using a network of Gaussian basis functions in the hidden layer and linear activation functions in the output layer. Training an RBF involves two stages. First, the basic functions must be established by an algorithm to cluster data in the training set. Typical ways to do this include k-means clustering, decision trees, genetic algorithms or orthogonal least squares and Max-Min algorithms. Once the basis functions have been established, it is necessary to fix the weights linking the hidden and the output layers. If neurons, in the output layer, contain linear activation functions, these weights can be computed directly from matrix inversion and matrix multiplication. Alternatively, if a nonlinear activation function is used, the weights can be established by an iterative algorithm such as error back As natural rivers are generally very wide and shallow, the mean flow depth (h) is used to replace the hydraulic radius in the calculation Fr Froude number propagation. Because of the direct computation of the weights in an RBF, it is usually much quicker to train than that of MLP. However, in some cases accuracy can be a compromise and an RBF is less able to generalize, therefore, a trade-offs must be made (Fig. 3) .
Training of neural network
Multi-layer perceptron and RBF algorithm were developed in the MATLAB software for estimating regime width of gravel bed rivers in two forms of dimensional and nondimensional parameters as input data, 70, 15 and 15% of all available data were selected randomly for training, validation and testing the networks, respectively. Therefore, the whole data set was divided into three parts; a training set consisting of 331 data points, validation set consisting of 71 data points and testing set with 71 data points. Initially, data are normalized to restrict the range within 0 and 1 before entering the network. Weight variation corresponding to the activated value near 0 or 1 is minimal since the neuron is dull, whereas closer to 0.5, the neurons respond more. Therefore, it is clear that the average value of data points should have the normalized value equal to 0.5. Normalization was performed herein using linear scaling of data as follows (e.g., Bateni et al. 2007 ):
where X n = normalized value of X, X max = maximum value and X min = minimum value of each variable of the original data. Normalization is not essential to the neural network approach; however, it allows the network to be trained better. As it mentioned earlier the number of input and output neurons have been fixed, so the next step is to select the number of hidden layers and the number of neurons in them. Determination of appropriate number of neurons in hidden layer is an important aspect of an efficient network, because, it generally enhances the performance of neural networks. Hecht-Nielsen (1987) suggested that an upper limit of (2i ? 1) hidden layers, where i is the number of input neurons. There are many methods to introduce the number of hidden layers and the neurons in each layer among which trial and error was selected to apply for the network. Table 3 shows the details of the networks structure MLP and RBF. After the network was defined, the training of that was then carried out and monitored with a useful diagnostic tool available in the MATLAB software. The network training was stopped only when the validation error was larger than training error.
Selecting parameters
Regime width of gravel bed rivers in a steady flow depends on variables characterizing flow and bed sediment. The following functional relationship describes hydraulic geometry in terms of its independent parameters (Farias et al. 1998; Shirkhani 2010) .
In which q w is fluid density (kg/m 3 ), q s is sediment density (kg/m 3 ), g is gravitational acceleration and t is kinematic viscosity (m 2 /s). Using dimensional analysis method, the variables in equation (2) 
Data presentation
The manner in which the data are presented for training is the most important aspect of the neural network method. This is often done in more than one way; the best configuration is determined by trial-and-error. It can also be beneficial to examine the input/output patterns or data sets that the network finds difficult to learn. This enables a comparison of the performance of the neural network model for the different combinations of data. To predict regime width of the gravel bed rivers, two combinations of data were considered as inputs. The first combination, which is used by original (dimensional) data, involves eight variables of Eq. (2) as the input pattern and the regime width (W) as the output pattern. The second combination, which is used by dimensionless form of the data, includes five parameters of Eq. (3) and the non-dimensional regime width (W/d 50 ) as the input and output patterns, respectively.
Models development
Two types of ANN models were developed:
1. Single and multiple hidden-layers neural-network models (MLP). The task of identifying the number of neurons in the input and output layers is normally simple, as it is dictated by the input and output variables considered to model the physical process. The performance of all neural network model configurations was based on mean-square error (MSE), correlation factor (R), and determination coefficient (R 2 ), of the linear regression line between predicted values from the neural-network model and desired outputs, as follows: Fig. 4 Plot of observed and predicted width (W) by chosen ANN scheme for dimensional data (scheme 3 of ANN model in Table 3 ). a Training, b validation, c test, and d all data where O i and t i are target and network output for the ith output, respectively. O i is the average of target outputs, and P is the total number of events considered. Since the appropriate number of hidden layer nodes for the models is not known, a trial-and-error method was used to find the best network configuration. The optimal architecture was determined by varying the number of hidden neurons, which was based upon minimizing the difference among the neural network predicted values and the desired outputs. The training of the neural network models was stopped when either the acceptable level of error was achieved or the number of iterations were exceeded a prescribed maximum of 1,000. The neural-network model configuration that minimized MSE and maximized R 2 was selected as the optimum and the whole analysis was repeated several times.
ANN models using non-dimensional and dimensional data set Dimensional model involves the training of ANN with discharge (Q), total load sediment per unit width (q s ), mean bed particle size (d 50 ), and channel slope (S) as inputs and the regime width (W) as output, therefore, the number of input and output neurons have already been fixed. The other parameters in Eq. (2) have constant values and are not considered as input data. In addition, non-dimensional model involves non-dimensional parameters in Eq. (3) as inputs and the regime width (W/d 50 ) as output.
According to Table 3 and Figs. 4 and 5, the best network is MLP with eight neurons in one hidden layer (Fig. 6) . The number of hidden layers as well as number of neurons in the hidden layers is important for the successful application of MLP scheme of ANN. The use of one hidden layer is generally recommended at least in preliminary studies. Kumar and Ray (1997) suggested that the performance of single hidden layer is better than that of double hidden layers for the rainfall-runoff modeling. Further, an increase in the number of hidden layers generally shows the training process without substantially improving the efficiency of the network (Muzzammil 2008) . Two hidden layers were studied; however, significant changes in the results were not noticed. Therefore, MLP network with two hidden layers is not recommended, because, high processing time is required. Figures 7 and 8 show the determination coefficient variations and MSE of MLP networks as a function of number of hidden neurons.
Regression analysis of regime width prediction A nonlinear regression approach was used to estimate the regime width using 70% of the data selected randomly after removing the outliers in the data set. This leads to the following equations for estimation of regime width in gravel bed rivers in two forms of dimensional and nondimensional, respectively. 
Results and discussion
A comparison of ANN models with regression equations
To assess the accuracy of the neural-network models, Hey and Thorne (1986) data were applied to make a comparison of ANN models with the obtained regime width prediction equations. Table 3 shows the range of effective hydraulic parameters in Hey and Thorne (1986) data set. For comparison of ANN models, dimensional and nondimensional equations, ±20 and ± 50% error bands were applied, respectively (Table 4) , from which only ±50% error bands are shown in Fig. 8 . The last two columns of Table 4 show percentage of the data lie within the error bands.
It is noticed that the dimensional MLP scheme predicted in regime width is better than dimensional and non-dimensional equations, and also, non-dimensional MLP scheme. In ANN scheme number 3 with dimensional input data, the predicted and measured regime width is in good agreement and 84.01% of all comparison data set fall within the ±50% error bands (Table 4 and Fig. 9 ).
Sensitivity analysis of the input data in ANN models
Sensitivity tests were conducted to ascertain the relative significance of each of the independent parameters on the regime width. In other words, it is a technique for systematically changing parameters in a model to determine the effects of such changes. All the independent parameters are considered, in turns, in the sensitivity analysis. The results of the analysis for the regime-width parameters in the non-dimensional and dimensional forms have been shown in Tables 5 and 6 , respectively. These provide a comparison between the ANN models of all independent parameters with ANN models having one of the independent variables removed in each case. t 2 has the least effect on the regime width. These effects of the independent parameters on the dependent parameter are consistent with the current understanding of the relative importance of the various parameters on the regime width.
Limitation, error sources and practical application of these ANN models Artificial neural networks learn general rules by means of numerical computation on the input data, and for this respect, they are called intelligent (Tahershamsi et al. 2006) . Some advantages of neural networks are: (1) more like a real-nervous system, (2) parallel organization permits solutions to problems where multiple constraints must be satisfied simultaneously, (3) graceful degradation, (4) rules are implicit rather than explicit, (5) including requiring less formal statistical training, (6) ability to implicitly detect complex nonlinear relationships between dependent and independent variables, (7) ability to detect all possible interactions between predictor variables, and (8) the availability of multiple training algorithms (Tu 1996) .
Disadvantages include its ''black box'' nature, greater computational burden, proneness to overfitting, and the empirical nature of model development (Tu 1996) . However, the major disadvantages of back propagation of neural network (BPNN) are its relatively slow convergence rate and solutions being trapped at local minima (Zweiri et al. 2003) . Sometimes, the network is stuck where there exists another set of synaptic weights for which the cost function is smaller than the local minimum in the weight space. This made termination of the learning process at local minima by BPNN is undesirable. Besides, there are many elements to be considered by NN modeler, such as the number of input, hidden and output nodes, learning rate, momentum rate, bias, minimum error and activation/transfer function. All these elements will also affect the convergence of BPNN learning. Many solutions are proposed by neural network researchers to overcome the slow convergence rate and solutions being trapped at local minima problems. Another solution proposed by NN researcher is trying to guide the learning so that the converge speed become faster. The guidelines provided include: selected better functions, learning rate, momentum rate and activation functions (Kuok et al. 2009 ).
In recent years, hydrologists have successfully applied BPNN as a tool to model various nonlinear hydrological processes because of its ability to generalize patterns in imprecise or noisy and ambiguous input and output data sets (Kuok et al. 2009) . A variety of methods may currently be applied to determine stable width of channels for engineering and channel design purposes. However, Farias H et al. (1998) and Shirkhani (2010) believe that none of these procedures is widely accepted up to now. This is due to the fact that there is a lack of knowledge in some physical processes associated with channel formation and maintenance.
Neural network (ANN scheme number 3) predicted the regime width with R 2 = 0.96 and MSE = 0.16 9 10 -3 for the training data set and R 2 = 0.90 and MSE = 0.44 9 10 -3
for testing data set. Thus, it can be concluded that the ANN method can be successfully used to model the regime width relationship in gravel bed rivers and it could be to be applied to other rivers.
Conclusion
The artificial neural network with commonly used algorithms such as MLP and RBF has been developed to predict regime width for gravel bed rivers using a field data set. The ANN models of the various training schemes under consideration appear to be better than the dimensional and non-dimensional regression models based on the 50% error bands for both calibration and validation data set. It also indicates that the prediction based on the dimensional data performs better than those based on non-dimensional parameters. The MLP network with one hidden layer and eight hidden neurons based on dimensional data set was selected as an optimum network to predict regime width. Sensitivity analysis demonstrated that Q and d 50 have the most and the least effect on the regime width (W), respectively.
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