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Abstract
Brualdi and Hoffman (1985) proposed the problem of determining the maximal spec-
tral radius of graphs with given size. In this paper, we consider the Brualdi-Hoffman type
problem of graphs with given matching number. The maximal Q-spectral radius of graphs
with given size and matching number is obtained, and the corresponding extremal graphs
are also determined.
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1 Introduction
Unless stated otherwise, we follow [3, 9] for terminology and notations. All graphs
considered here are simple and undirected. Let G be a graph with vertex set V(G) and
edge set E(G). The order of G is the number of vertices in V(G). The number of edges
in E(G) is called the size of G, and denoted by m(G). The signless Laplacian matrix of G
is denoted by Q(G). The largest eigenvalue of Q(G) is called the Q-spectral radius of G,
and write q(G).
Spectral extremal problem is a classical issue in graph spectra theory. The core of the
issue is to ask the extremal value of a spectral parameter of graphs under some constraints.
In 1985, Brualdi and Hoffman proposed the following spectral extremal problem:
Problem 1. (Brualdi-Hoffman Problem) For graphs of size m, what is the maximum of a
spectral parameter?
When m is equal to
(
k
2
)
for some integer k, Brualdi and Hoffman [4] determined the
maximal spectral radius of graphs of size m. Moreover, Brualdi and Hoffman proposed a
conjecture for any m.
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2Conjecture 1. (Brualdi and Hoffman [4]) If m =
(
k
2
)
+ s, where s < k, the maximal
spectral radius of a graph G of size m is attained by taking the complete graph Kk with k
vertices and adding a new vertex which is joined to s of the vertices of Kk.
Friedland [14] confirmed the conjecture for some special cases. Finally, the conjecture
was proved by Rowlinson [23]. However, the Brualdi-Hoffman problem will become
more difficult if adding some constraints, such as the size and order are both fixed. Brualdi
and Solheid [5] considered the maximal spectral radius of connected graphs of order n and
size m = n + k, where k ≥ 0. If 0 ≤ k ≤ 5 and n is sufficiently large, it was proved that
the extremal graph is the graph obtained from the star K1,n−1 by adding edges from a
pendant vertex to the other pendant vertices. Brualdi and Solheid conjectured that the
above conclusion also holds for all k, when n is sufficiently large with respect to k. Later,
Cvetkovic´ and Rowlinson [8] gave an affirmative answer for the conjecture of Brualdi
and Solheid. However, for any positive integersm and n, the Brualdi-Hoffman problem of
graphs of order n and size m is still open. In order to determine the extremal graph in the
Brualdi-Hoffman problem under the constraint of order, many reports about the analysis
of the extremal graph were presented (see, for example, [1, 2, 7, 22, 24, 25]). Therefore, it
is interesting to investigate the Brualdi-Hoffman problem under additional constraints.
Matching theory is a basic subject in graph theory, and it has many important ap-
plications in theoretical chemistry and combinatorial optimization [18]. Recall that a
matching in a graph is a set of pairwise nonadjacent edges. The number of edges in
a maximum matching of a graph G is called the matching number of G, and denoted
by β(G). The matching number of a graph is closed related to the spectral parameters.
In [21], O and Cioabaˇ presented the connections between the eigenvalues and the match-
ing number of a regular graph. Cioabaˇ and Gregory [12] obtained some spectral sufficient
conditions for the existence of large matching in regular graphs. A graph contains a
perfect matching if its matching number is half of the order. Some spectral sufficient con-
ditions, which guarantee the graph has a perfect matching, were proved in [6,11,13]. The
matching number and (Q-) spectral radius of graphs were investigated in many papers
(see [10, 15–17, 19, 20, 26, 27]). Inspired by these observations, we consider the Brualdi-
Hoffman problem with the additional matching constrain, that is,
Problem 2. For graphs of size m and matching number β, what is the maximum of the
Q-spectral radius?
We remark that Problem 2 is trivial when β = 1. Let G be a graph with size m and
matching number β = 1. Thus, G is a star or a triangle (only for m = 3) with possibly
some isolated vertices. In particular, if m = 3, then the maximum of the Q-spectral
radius is q(K1,3) = q(K3) = 4. If m , 3, then the maximum of the Q-spectral radius is
q(K1,m) = m + 1. Let S a,b,c denote the graph obtained from a vertex v1 by attaching a
pendant edges, b pendant paths of length 2 and c pendant triangles (see Fig. 1). When
β ≥ 2, Problem 2 is solved in the following theorem.
Theorem 1.1. Let G be a graph of matching number β ≥ 2 and size m ≥ β. Then
q(G) ≤ q(S a,b,c), with equality if and only if G  S a,b,c with possibly some isolated edges
and isolated vertices. Moreover,
(i) if m ≥ 3β − 1, then a = m − 3β + 3, b = 0 and c = β − 1;
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Fig. 1: The graph S a,b,c, where a, b, c ≥ 0.
(ii) if m ≤ 3β − 2 and m − β is odd, then a = b = 1 and c = m−β−1
2
;
(iii) if m ≤ 3β − 2 and m − β is even, then a = 1, b = 0 and c = m−β
2
.
The proof of Theorem 1.1 is provided in the next section. Before proceeding further,
let us recall some definitions and notations. Let G be a graph with signless Laplacian
matrix Q(G) and Q-spectral radius q(G). It is well-known that
q(G) = max
||Y ||=1
YTQ(G)Y = XTQ(G)X =
∑
uv∈E(G)
(xu + xv)
2,
where such nonnegative unit eigenvector X is called the principal eigenvector of Q(G).
2 Proofs
Let Gm, ≥β be the set of graphs of size m with at least β independant edges. In order to
prove Theorem 1.1, we first look for the extremal graph with maximal Q-spectral radius
among all graphs in Gm, ≥β.
Lemma 2.1. Let G be a non-empty graph and X be the principal eigenvector of Q(G) with
coordinate xv corresponding to v ∈ V(G). Assume that u1u2 ∈ E(G) and v1v2 < E(G). If
xv1 + xv2 ≥ xu1 + xu2 and xv1 + xv2 > 0, then q(G − u1u2 + v1v2) > q(G).
Proof. For convenience, let G′ = G − u1u2 + v1v2. Then
q(G′) − q(G) ≥ XTQ(G′)X − XTQ(G)X = (xv1 + xv2)2 − (xu1 + xu2)2 ≥ 0.
Thus, q(G′) ≥ q(G). If q(G′) = q(G), then q(G′) = XTQ(G′)X and hence X is also the
principal eigenvector of Q(G′). We may assume that v2 < {u1, u2}, since {v1, v2} , {u1, u2}.
Then dG′(v2) = dG(v2) + 1. Note that q(G)xv = dG(v)xv +
∑
w∈NG(v) xw for any v ∈ V(G).
Thus,
q(G′)xv2 = dG′(v2)xv2 +
∑
w∈NG′ (v2)
xw = dG(v2)xv2 +
∑
w∈NG(v2)
xw + xv1 + xv2 > q(G)xv2 ,
which contradicts q(G′) = q(G). Therefore, q(G′) > q(G). 
We now introduce a special matching of a non-empty graph G.
4Definition 2.1. Let G be a non-empty graph and X be the principal eigenvector of Q(G)
with coordinate xv corresponding to v ∈ V(G). A matching {u1v1, u2v2, . . . , uβ(G)vβ(G)} of G
is said to be extremal to X and denoted by M∗(G), if
∑
uivi∈M∗(G)
(xui + xvi)
2
= max
M
∑
uv∈M
(xu + xv)
2,
where M takes over all the maximum matchings of G.
Let G∗ be the extremal graph with maximal Q-spectral radius among all graphs in
Gm, ≥β, and X∗ be the principal eigenvector of Q(G∗) with coordinate x∗v corresponding to
v ∈ V(G∗). The property of the extremal matching of G∗ is obtained.
Lemma 2.2. Let M∗(G∗) = {u1v1, u2v2, . . . , uβ(G∗)vβ(G∗)} and V∗ = {ui, vi | i = 1, 2, . . . , β(G∗)}.
Then x∗w ≤ minv∈V∗ x∗v for any vertex w ∈ V(G∗) \ V∗.
Proof. Without loss of generality, we may assume that x∗u1 = minv∈V∗ x
∗
v. Let w be an
arbitrary vertex in V(G∗) \ V∗. It suffices to show that x∗w ≤ x∗u1 . Suppose to the contrary
that x∗w > x
∗
u1
. If w is adjacent to v1 in G
∗, then
∑
uivi∈M∗(G)
(x∗ui + x
∗
vi
)2 <
∑
uv∈(M∗(G∗)\{u1v1})∪{wv1}
(x∗u + x
∗
v)
2,
which contradicts the definition of M∗(G∗). Thus, wv1 < E(G∗).
Let G = G∗ − u1v1 + wv1. Clearly, G ∈ Gm, ≥β. Since X∗ is a nonnegative vector,
we have x∗w > x
∗
u1
≥ 0, and so x∗w + x∗v1 > x∗u1 + x∗v1 . It follows from Lemma 2.1 that
q(G) > q(G∗), which contradicts the maximality of q(G∗). This completes the proof. 
Let M∗(G∗) and V∗ be the sets defined in Lemma 2.2. Set x∗v1 = maxv∈V∗ x
∗
v. We define
two edge subsets E1(G
∗) and E2(G∗) of G∗, where E1(G∗) = M∗(G∗) ∪ {v1v | v ∈ NG∗(v1)}
and E2(G
∗) = E(G∗)\E1(G∗). The following theorem gives a preliminary characterization
of the extremal graph G∗.
Theorem 2.1. If m(G∗) ≥ β(G∗) + 5, then dG∗(u1) = 1, and G∗ is isomorphic to S a,b,c with
possibly some isolated edges and isolated vertices.
Proof. Recall that x∗v1 = maxv∈V∗ x
∗
v. By Lemma 2.2, we have x
∗
v1
= maxv∈V(G∗) x∗v. For
convenience, let Ei = Ei(G
∗) for i ∈ {1, 2}. If E2 = ∅, then the statement holds immedi-
ately. Suppose that E2 , ∅. Let us define two graphs G1 and G2 as follows:
(i) add isolated vertices w1,w2, . . . ,w|E2 | to G
∗ such that V(G1) = V(G2) = V(G∗) ∪
{wi | i = 1, 2, . . . , |E2|};
(ii) E(G1) = E1 ∪ E2 and E(G2) = E1 ∪ E′2, where E′2 = {v1wi | i = 1, 2, . . . , |E2|}.
Let X1 = (X
∗T , 0, 0, . . . , 0)T , where the number of extended zero-components is |E2|.
Clearly, q(G1) = q(G
∗) and X1 is the principal eigenvector of Q(G1). Let X2 be the
principal eigenvector of Q(G2) with coordinate xv corresponding to v ∈ V(G2). Then
X1
TX2[q(G2) − q(G1)] = X1Tq(G2)X2 − [q(G1)X1]TX2
= X1
TQ(G2)X2 − [Q(G1)X1]TX2
= X1
T [Q(G2) − Q(G1)]X2.
5Thus,
X1
TX2[q(G2) − q(G1)] =
∑
v1wi∈E′2
(x∗v1 + 0)(xv1 + xwi) −
∑
uv∈E2
(x∗u + x
∗
v)(xu + xv). (1)
Note that each wi is a pendant vertex of G2. Then q(G2)xwi = xwi + xv1 , that is,
xwi =
xv1
q(G2) − 1
(2)
for i = 1, 2, . . . , |E2|. On the other hand, we have
x∗u + x
∗
v ≤ 2x∗v1 (3)
for any uv ∈ E2, since x∗v1 = maxv∈V(G∗) x∗v. Moreover, we can see that dG2(v) ≤ 2 for any
v ∈ V(G2) \ {v1}. Let xv∗ = maxv∈V(G2)\{v1} xv. Then
q(G2)xv∗ = dG2(v
∗)xv∗ +
∑
v∈NG2 (v∗)
xv ≤ 3xv∗ + xv1 ,
that is, xv∗ ≤ xv1q(G2)−3 . This implies that
xu + xv ≤ 2xv∗ ≤
2xv1
q(G2) − 3
(4)
for any uv ∈ E2. Combining (1), (2), (3) and (4), we have
X1
TX2[q(G2) − q(G1)] ≥ [
q(G2)
q(G2) − 1
− 4
q(G2) − 3
]|E2|x∗v1 xv1 . (5)
By the definition of G2, we can see that m(G2) = m(G
∗) and β(G2) = β(G∗). Thus,G2 also
belongs to Gm, ≥β. Furthermore, we have q(G2) ≤ q(G∗) = q(G1), since q(G∗) is maximal.
Note that x∗v1 xv1 > 0, since x
∗
v1
= maxv∈V(G∗) x∗v and v1 belongs to the unique connected
component of G2 other than an isolated vertex or edge. By (5), we have
q(G2)
q(G2)−1 ≤
4
q(G2)−3 ,
i.e., q2(G2) − 7q(G2) + 4 ≤ 0. Thus,
q(G2) ≤
7 +
√
33
2
< 7. (6)
Recall that m(G∗) ≥ β(G∗) + 5, that is, |E(G∗) \ M∗(G∗)| ≥ 5. Note that u1v1 ∈ E(G2)
and all the edges of E(G∗) \ M∗(G∗) become edges incident to v1 in G2. It follows that
dG2(v1) ≥ 6. This implies that q(G2) ≥ q(K1,6) = 7, which contradicts (6). Therefore,
E2 = ∅ and the statement holds. 
In the following, we consider the case m(G∗) ≤ β(G∗) + 4. We now give an ordering
of the edges in an extremal matching of G∗.
Definition 2.2. An ordering u1v1, u2v2, . . . , uβ(G∗)vβ(G∗), of the edges in M
∗(G∗), is said to
be proper to X∗, if it satisfies the following conditions for each 1 ≤ i ≤ β(G∗):
(i) x∗vi ≥ x∗ui;
(ii) x∗vi ≥ x∗vi+1;
(iii) x∗ui ≥ x∗ui+1 if x∗vi = x∗vi+1 .
6In the following, we may assume that u1v1, u2v2, . . . , uβ(G∗)vβ(G∗) is a proper ordering
of M∗(G∗). Then we have the following results.
Lemma 2.3. Let β(G∗) ≥ 2 and i, j ∈ {1, 2, . . . , β(G∗)} with i < j. Then x∗ui ≥ x∗v j if and
only if {ui, vi, u j, v j} induces two isolated edges or a copy of K4.
Proof. Let H be the subgraph of G∗ induced by {ui, vi, u j, v j}. Firstly, suppose that x∗ui ≥
x∗v j and H  2K2. Then there exists an edge uv ∈ E(H) \ {uivi, u jv j}. Note that q(G∗)x∗u =
dG∗(u)x
∗
u +
∑
w∈NG∗ (u) x
∗
w. If x
∗
u = 0, then x
∗
w = 0 for any w ∈ NG∗(u). This implies that
v1 < NG∗(u), since x
∗
v1
> 0. Let G = G∗ − uv + uv1. It is obvious that M∗(G∗) ⊆ E(G), and
hence G ∈ Gm, ≥β. Since x∗u + x∗v1 ≥ x∗u + x∗v, it follows from Lemma 2.1 that q(G) > q(G∗),
a contradiction. Therefore, x∗u > 0.
If viv j < E(H), we define G
′
= G∗ − uv + viv j. Note that uv , uivi. By Definition 2.2,
we have x∗vi + x
∗
v j
≥ x∗u + x∗v. Similarly as above, we have G′ ∈ Gm, ≥β and q(G′) > q(G∗).
Therefore, viv j ∈ E(H). Recall that x∗ui ≥ x∗v j . Then x∗ui+x∗u j ≥ x∗v j+x∗u j . Lemma 2.1 implies
that uiu j ∈ E(H), otherwise, q(G∗ − v ju j + uiu j) > q(G∗), and β(G∗ − v ju j + uiu j) ≥ β(G∗)
since (M∗(G∗)\{uivi, u jv j})∪{uiu j, viv j} is a matching ofG∗−v ju j+uiu j. Furthermore, note
that x∗ui + x
∗
v j
≥ x∗ui + x∗u j and x∗vi + x∗u j ≥ x∗ui + x∗u j . By Lemma 2.1, we have uiv j, viu j ∈ E(H).
It follows that H  K4.
Conversely, assume that x∗ui < x
∗
v j
. We claim that either uiu j ∈ E(H) or viv j ∈ E(H).
Otherwise, let G′′ = G∗ − uivi − u jv j + uiu j + viv j. Then β(G′′) ≥ β(G∗) and hence
G′′ ∈ Gm, ≥β. Moreover,
q(G′′) − q(G∗) ≥ X∗T [Q(G′′) − Q(G∗)]X∗
= (x∗ui + x
∗
u j
)2 + (x∗vi + x
∗
v j
)2 − (x∗ui + x∗vi)2 − (x∗u j + x∗v j )2
= 2(x∗ui x
∗
u j
+ x∗vix
∗
v j
) − 2(x∗uix∗vi + x∗u j x∗v j)
= 2(x∗v j − x∗ui)(x∗vi − x∗u j).
According to Definition 2.2, we have x∗vi ≥ x∗v j ≥ x∗u j . If x∗vi = x∗u j , then x∗vi = x∗v j . Now by
the ordering rule (iii), we have x∗ui ≥ x∗u j , a contradiction. Thus, x∗vi > x∗u j . Combining with
x∗ui < x
∗
v j
, we have
q(G′′) − q(G∗) ≥ 2(x∗v j − x∗ui)(x∗vi − x∗u j) > 0, (7)
a contradiction. Thus, the claim holds and H  2K2.
If H  K4, we define M = (M
∗(G∗) \ {uivi, u jv j}) ∪ {uiu j, viv j}. Then M is a maximum
matching of G∗. However, by the above discussion,
(x∗ui + x
∗
u j
)2 + (x∗vi + x
∗
v j
)2 > (x∗ui + x
∗
vi
)2 + (x∗u j + x
∗
v j
)2,
which contradicts that M∗(G∗) is extremal. Hence, H  K4. This completes the proof. 
Lemma 2.4. If E2(G
∗) , ∅, then G∗ contains either H1 or H2 as a subgraph (see Fig. 2).
Proof. E2(G
∗) , ∅ implies that β(G∗) ≥ 2. It follows from Definition 2.2 and Lemma 2.2
that, x∗v1 = maxv∈V(G∗) x
∗
v and x
∗
v2
= maxw∈V(G∗)\{u1,v1} x
∗
w. Let uv ∈ E2(G∗). Then uv , u1v1
and hence x∗v1 + x
∗
v2
≥ x∗u + x∗v. Note that x∗v1 > 0. If v1v2 < E(G∗), then by Lemma 2.1, we
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Fig. 2: The subgraphs H1 and H2 of G∗.
have q(G∗ − uv+ v1v2) > q(G∗). Note thatG∗ − uv+ v1v2 also belongs to Gm, ≥β. Thus, we
get a contradiction to the maximality of q(G∗). Therefore, v1v2 ∈ E(G∗).
If x∗u1 ≥ x∗v2 , then by Lemma 2.3, {u1, v1, u2, v2} induces a copy of K4. It follows that
H1 is a subgraph of G
∗.
Now suppose that x∗v2 > x
∗
u1
. Then x∗v2 = maxw∈V(G∗)\{v1} x
∗
w. Moreover, max{x∗u1 , x∗v3} =
maxw∈V(G∗)\{v1 ,v2,u2} x
∗
w. This indicates that x
∗
v2
+max{x∗u1 , x∗v3} ≥ x∗u + x∗v, since u , v1, v , v1
and uv , u2v2. Thus, Lemma 2.1 implies that either v2u1 ∈ E2(G∗) or v2v3 ∈ E2(G∗).
Notice that x∗v1 ≥ x∗v2 > 0. If v2u1 ∈ E2(G∗), then u2v1 ∈ E2(G∗) (otherwise, β(G∗ −
u2v2 + u2v1) ≥ β(G∗) and q(G∗ − u2v2 + u2v1) > q(G∗)). Therefore, H1 ⊆ G∗. If v2v3 ∈
E2(G
∗), then v1v3 ∈ E2(G∗) (otherwise, β(G∗−v2v3+v1v3) ≥ β(G∗) and q(G∗−v2v3+v1v3) >
q(G∗)). Therefore, H2 ⊆ G∗. 
Theorem 2.2. If m(G∗) ≤ β(G∗) + 4, then dG∗(u1) = 1, and G∗ is isomorphic to S a,b,c with
possibly some isolated edges and isolated vertices.
Proof. Recall that E1(G
∗) = M∗(G∗) ∪ {v1v | v ∈ NG∗(v1)} and E2(G∗) = E(G∗) \ E1(G∗).
It is clear that the statement holds if E2(G
∗) = ∅. Now assume that E2(G∗) , ∅. Then by
Lemma 2.4, G∗ contains either H1 or H2 as a subgraph (see Fig. 2). This indicates that
m(G∗) ≥ β(G∗) + 3. In particular, if m(G∗) = β(G∗) + 3, then G∗ is isomorphic to either
H1 or H2 with possibly some isolated edges and isolated vertices. A simple calculation
shows that q(H1) = q(H2) = 3 +
√
5. On the other hand, let G = S 2,0,1 ∪ (β(G∗) − 2)K2.
Clearly, β(G) = β(G∗) and m(G) = β(G∗) + 3 = m(G∗). However,
q(G) = q(S 2,0,1) ≈ 5.3234 > 3 +
√
5 = q(G∗),
a contradiction. Thus, E2(G
∗) = ∅.
It remains the case m(G∗) = β(G∗) + 4. Let G′ = S 3,0,1 ∪ (β(G∗) − 2)K2. Clearly,
β(G′) = β(G∗) and m(G′) = β(G∗) + 4 = m(G∗). Therefore,
q(G∗) ≥ q(G′) = q(S 3,0,1) > q(K1,5) = 6,
since K1,5 is a proper subgraph of S 3,0,1. If {u1, v1, u2, v2} induces a K4, then G∗ is isomor-
phic to K4 with possibly some isolated edges and vertices. However, q(G
∗) = q(K4) = 6,
which contradicts that q(G∗) > 6. Thus, {u1, v1, u2, v2} does not induce a K4.
Firstly, assume that H1 ⊆ G∗. Then u1u2 < E(G∗). Let uv be the unique edge which
is not yet determined in G∗. Note that x∗v1 = maxv∈V(G∗) x
∗
v > 0. Thus by Lemma 2.1, uv
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Fig. 3: The subgraphs H3 and H4 of G∗.
is an edge incident to v1, say, u = v1. If v ∈ V∗, then v ∈ {u j, v j} for some j ≥ 3. Let H
be the subgraph induced by {u1, v1, u j, v j}. Then H  2K2 since v1v ∈ E(H) \ {u1v1, u jv j};
and H  K4 since m(G
∗) = β(G∗) + 4. By Lemma 2.3, we have x∗u1 < x
∗
v j
. Thus x∗v2 + x
∗
v j
>
x∗v2 + x
∗
u1
. By Lemma 2.1, we have q(G∗−v2u1+v2v j) > q(G∗), a contradiction. Therefore,
v < V∗, that is, v1v is a pendant edge. Hence, G∗ is isomorphic to H3 with possibly some
isolated edges and isolated vertices (see Fig. 3).
Secondly, assume that H2 ⊆ G∗. Let uv be the unique edge which is not yet determined
inG∗. If u ∈ V∗ and v < V∗, then by Lemma 2.2, x∗v ≤ x∗u2 and hence x∗v1 + x∗u2 ≥ x∗u+ x∗v. By
Lemma 2.1, we have q(G∗ − uv + v1u2) > q(G∗), a contradiction. Thus, u, v ∈ V∗. If u ∈
{u j, v j} for some j ≥ 4, then v = v1, since x∗v1 = maxw∈V∗ x∗w. Now, {u2, v2, u j, v j} induces a
copy of 2K2. By Lemma 2.3, we conclude that x
∗
u2
≥ x∗u. Hence, x∗u2 + x∗v1 ≥ x∗u + x∗v1 . Thus
we have q(G∗ − uv1 + u2v1) > q(G∗), a contradiction. Therefore, u, v ∈ {ui, vi | i = 1, 2, 3}.
Moreover, uv < {viv j | 1 ≤ i < j ≤ 3}, since v1v2, v2v3, v1v3 ∈ E(H2). If uv ∈ {uiu j | 1 ≤ i <
j ≤ 3}, say uv = u1u2, then x∗v1 + x∗u2 ≥ x∗u + x∗v. And hence q(G∗ − uv + v1u2) > q(G∗), a
contradiction. It follows that u ∈ {u1, u2, u3} and v ∈ {v1, v2, v3}. Thus, G∗ is isomorphic to
H4 with possibly some isolated edges and isolated vertices (see Fig. 3).
Notice that H3 ⊆ H4. Thus, in both of above cases, we have q(G∗) ≤ q(H4) ≈ 5.9452,
which contradicts that q(G∗) > 6. Therefore, E2(G∗) = ∅ and the statement follows. 
In the following, we give the proof of Theorem 1.1.
Proof of Theorem 1.1. Recall thatG∗ is the graph with maximal Q-spectral radius among
all graphs inGm, ≥β, where β ≥ 2. According to Theorems 2.1-2.2,G∗ is the disjoint union
of S a,b,c with d isolated edges and some isolated vertices, where a ≥ 1 and b, c, d ≥ 0 (see
Fig. 1). Let v1 be the vertex of maximal degree inG
∗ and u1v1 be a pendant edge. Clearly,
xv1 = maxv∈V(G∗) x
∗
v and β(G
∗) = b + c + d + 1.
We first claim that β(G∗) = β. Suppose to the contrary that β(G∗) ≥ β + 1 ≥ 3. If
b ≥ 1, we define a new graph G by replacing a pendant path of length 2 with two pendant
edges incident to v1. If d ≥ 1, we define G by replacing an isolated edge with a pendant
edge incident to v1. Note that a ≥ 1. In both cases, we can see β(G) = β(G∗) − 1 ≥ β,
that is, G ∈ Gm, ≥β. However, by Lemma 2.1, we have q(G) > q(G∗), a contradiction.
Thus, b = d = 0 and hence β(G∗) = c + 1. This implies that c ≥ 2 and dG∗(v1) ≥ 5.
Hence, q(G∗) ≥ q(K1,5) = 6. Let {v1, u2, v2} induce a triangle in G∗. We now define G by
adding an isolated vertex w and replacing the edge u2v2 with a pendant edge wv1. Then
9β(G) = β(G∗) − 1 ≥ β. Note that x∗u2 = x∗v2 =
x∗v1
q(G∗)−3 ≤
x∗v1
3
. Thus, (x∗v1 + 0)
2 > (x∗u2 + x
∗
v2
)2.
By Lemma 2.1, we have q(G) > q(G∗), a contradiction. The claim holds.
Assume that a ≥ 2. Then d = 0, otherwise, we can define a new graphG′ by replacing
an isolated edge with a pendant edge incident to u1. Thus, β(G
′) = β(G∗) and by Lemma
2.1, q(G′) > q(G∗), a contradiction. Moreover, b = 0, otherwise, let v1v2u2 be a pendant
path of length 2 and define G′ = G∗ − v2u2 + v2u1. Observe that β(G′) = β(G∗) and
(q(G∗)− 1)x∗u1 = x∗v1 ≥ x∗v2 = (q(G∗)− 1)x∗u2 . We have x∗v2 + x∗u1 ≥ x∗v2 + x∗u2 . By Lemma 2.1,
q(G′) > q(G∗), a contradiction. Therefore, c = β − 1 and a = m − 3c = m − 3β + 3. This
implies that m ≥ 3β − 1, since a ≥ 2.
It remains the case a = 1. Now,
m = 2b + 3c + d + 1. (8)
Note that β = b + c + d + 1. Thus we have
b + 2c = m − β. (9)
If b ≥ 2, say, v1v2u2 and v1v3u3 are two pendant paths of length 2. Define G′′ = G∗ −
u2v2 − u3v3 + u2u3 + v2v3. Then β(G′′) = β(G∗). Moreover, by symmetry of G∗, we have
x∗v2 = x
∗
v3
and x∗u2 = x
∗
u3
=
x∗v2
q(G∗)−1 < x
∗
v2
. Similar to Inequality (7), we have
q(G′′) − q(G∗) ≥ 2(x∗v3 − x∗u2)(x∗v2 − x∗u3) > 0,
a contradiction. Therefore, b ≤ 1. Combining with Equalities (8)-(9), if m−β is odd, then
b = 1, c =
m−β−1
2
and d =
−m+3β−3
2
; if m − β is even, then b = 0, c = m−β
2
and d =
−m+3β−2
2
.
Both cases imply that m ≤ 3β − 2. This completes the proof. ✷
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