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Abstract 
The doped perovskite cobaltite La1-xSrxCoO3 (LSCO) has been advanced as a 
model system for studying intrinsic magnetic phase separation.  We have employed a 
first-order reversal curve (FORC) method to probe the amount of irreversible switching 
in bulk polycrystalline LSCO as a function of Sr doping, field cooling procedure, and 
temperature. The value of the FORC distribution, ρ, is used as a measure of the extent of 
irreversible switching. For x < 0.18, the small values of ρ, and its ridge-like distribution 
along local coercivity (Hc) and zero bias (Hb), are characteristic of non-interacting single 
domain particles. This is consistent with the formation of an array of isolated nanoscopic 
ferromagnetic clusters, as observed in previous work. For x ≥ 0.18, the much larger 
values of ρ, the tilting of its distribution towards negative bias field, and the emergence 
of regions with negative ρ, are consistent with increased long-range ferromagnetic 
ordering. The FORC distributions display little dependence on the cooling procedure. 
With increasing temperature, the fraction of irreversible switching determined from the 
FORC distribution follows closely the ferromagnetic phase fraction measured by La 
nuclear magnetic resonance. Our results furthermore demonstrate that the FORC method 
is a valuable first-pass characterization tool for magnetic phase separation. 
PACS number(s): 75.60.-d, 75.30.Kz, 75.60.Jk, 75.50.Cc. 
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I. Introduction 
 Magnetoelectronic phase separation is a recurring theme in the physics of 
complex oxides such as cuprates, manganites and cobaltites, and is thought to play a key 
role in the understanding of some of their most attractive properties, such as high 
temperature superconductivity (HTS)1, 2 and colossal magnetoresistance (CMR).3-6 
Essentially, the close competition between various ground states with distinct electronic 
and magnetic properties leads to the spatial coexistence of multiple phases, even in the 
absence of chemical inhomogeneity.3, 7 Taking manganites as an example, this 
magnetoelectronic phase inhomogeneity has been observed in many materials systems, 
using numerous experimental methods. These techniques include direct spatial probes 
[e.g. scanning tunneling microcopy (STM) and spectroscopy (STS),8-11 transmission 
electron microscopy (TEM),12, 13 and magneto-optical imaging14], diffraction and 
scattering techniques [e.g. neutron diffraction and small-angle neutron scattering 
(SANS)12, 15-20], resonance techniques [e.g. nuclear magnetic resonance (NMR)21, 22], as 
well as numerous less direct probes such as magnetometry,3-5 transport,3-5 and electrical 
noise.23 It is important to note that this phase separation is also the subject of intense 
investigation from the theoretical point of view and that its existence can be reproduced 
with relatively simple models.5, 7, 24 
 Doped perovskite cobaltites, which have been the subject of far less investigation 
than their extensively studied manganite counterparts,12, 13, 20, 25, 26 offer some unique 
opportunities for fundamental investigations of correlated electron oxides. This stems 
from two important features of perovskite oxides; (i) they possess an additional degree of 
freedom associated with the Co ion spin state (which cannot be accessed in manganites 
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and cuprates), and (ii) they exhibit a particularly clear and simple form of magnetic phase 
separation.12, 13, 25, 26 It has been recently proven by TEM,12, 13 SANS,26 and NMR,27, 28 
that at low doping (x < 0.18) the canonical doped perovskite cobaltite La1-xSrxCoO3 
(LSCO) phase separates into ferromagnetic (FM) metallic clusters embedded in a non-
FM insulating matrix.  As x increases these clusters become more populous leading to a 
simple coalescence into a long-range ordered FM network and a coincident percolation 
transition to a metallic state at x ≥ 0.18.25, 29 In contrast to many manganite systems this 
occurs in the absence of any structural phase transition, and the FM and non-FM phases 
share the same crystal symmetry (LSCO is rhombohedral at x < 0.30).12, 25, 29 This implies 
that complicating effects due to elastic or magnetoelastic considerations are unlikely to be 
as important. Moreover, the experimental evidence clearly indicates that the phase 
inhomogeneity in LSCO occurs on a nanoscopic scale (of the order of 10-30 Å cluster 
diameters).26 It is therefore consistent with simple electrostatic considerations for 
intrinsic magnetoelectronic phase separation.5, 7 This is clearly different from many 
manganite systems where the phase separation can occur on mesoscopic length scales.5, 7 
 Indeed, the LSCO system has recently been employed by some of us to elucidate 
the physical consequences of the existence of this spontaneous nanocomposite.26 We 
have found that at x < 0.18, where a dense matrix of FM clusters forms in a non-FM 
matrix, one can observe a giant magnetoresistance-type effect due to field induced 
alignment of FM clusters.26 In addition, we have also noted that this situation is 
analogous to that obtained in relaxor ferroelectrics and that this leads to glassy transport 
phenomena in this material.30 
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 As we have already pointed out, many techniques exist to probe 
magnetoelectronic phase separation.  However, they are often limited by factors such as 
surface sensitivity and difficulties with preparing pristine surfaces (STM and STS), the 
need to use neutron sources (neutron diffraction and SANS), or the need for specialized 
equipment and expertise (NMR). It is highly desirable to have a simple and widely 
available technique for rapid throughput characterization of the phase-separated state, 
which can then be complemented with direct probes as required. Here we demonstrate the 
application of the First-Order Reversal Curve (FORC) method31-34 as a successful probe 
of magnetic inhomogeneity in LSCO. The FORC method is a versatile yet simple 
technique that yields very detailed information about the magnetic characteristics of a 
sample. It is particularly sensitive to irreversible switching processes during 
magnetization reversal.  For example, we have quantitatively determined the onsets and 
endpoints of irreversible magnetization switching in Co/Pt multilayers33, 35 and exchange-
spring magnets,34 which deviate significantly from the field values expected from the 
major loops. The FORC method is also powerful in that it captures distributions of 
magnetic characteristics, such as switching field distribution (SFD),34 coercivity 
distribution,36, 37 etc.  
In this paper we show that FORC is capable of a simple measurement of the 
extent of irreversible switching in LSCO and that this allows us to clearly distinguish the 
long range FM ordered regime at x ≥ 0.18, from the formation of isolated FM clusters at x 
< 0.18. This is despite the fact that simple analysis of the hysteresis loop parameters such 
as saturation magnetization, coercivity, remnance and saturation field show no clear 
distinctions between the two regimes. The amount of irreversibility in the magnetization 
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reversal process is measured as a function of doping, temperature and cooling field and 
compared with NMR and SANS measurements on this system. 
  
II. Experimental Considerations 
 The bulk polycrystalline single-phase samples of La1-xSrxCoO3 (0.10 ≤ x ≤ 0.50) 
were prepared by standard solid-state reaction techniques and characterized by x-ray 
diffraction, scanning electron microscopy, electron microprobe analysis, ac and dc 
magnetometry, magnetotransport, Co and La NMR, and SANS. The results have been 
described previously.25-28, 38 A separate publication will detail the results of scanning 
TEM investigations showing that no chemical inhomogeneities exist down to 1 nm length 
scales.39 The samples used for this particular study had Sr-doping concentrations of x = 
0.10, 0.15, 0.18, 0.20, 0.30, 0.40 and 0.50. 
 FORC measurements were performed using a Princeton Measurements vibrating 
sample magnetometer (VSM) with a liquid helium continuous flow cryostat for low 
temperature measurements. The VSM is used to measure a large number (~102) of first-
order reversal curves (FORC’s) in the following manner. After saturation, the 
magnetization M is measured starting from a reversal field HR back to positive saturation, 
tracing out a FORC. A family of FORC’s is measured at different HR, with equal field 
spacing, thus filling the interior of the major hysteresis loop. The FORC distribution is 
then defined by a mixed second order derivative:31-33 
( ) ( )
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HHMHH
R
R
R ∂∂
∂ρ ,
2
1,
2
−≡     (1). 
This eliminates the purely reversible components of the magnetization.40, 41 Thus, any 
non-zero ρ  corresponds to irreversible switching processes. Either a 2-dimensional 
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contour plot or a 3-dimensional plot of the distribution ρ versus H and HR can then be 
created to probe details of the magnetization reversal. This is known as a FORC diagram. 
Alternatively, ρ can be seen as a function of local coercivity Hc and bias field Hb after a 
coordinate transformation: Hb = (H + HR) /2 and Hc = (H – HR)/2.31, 32 If a system were 
composed of a set of independent magnetic particles, the FORC diagram would simply 
map out the distribution of their coercivity Hc and bias field Hb.  For real systems, the 
FORC diagram also contains information about the complex interactions that occur 
among particles, as will be illustrated later. Thus, FORC diagrams provide much more 
information than the ensemble average measured by typical magnetic major hysteresis 
loops.  
As mentioned earlier, the FORC distribution, ρ (Hc, Hb), contains information 
about the distributions of magnetic characteristics. The value of ρ itself, being non-zero, 
indicates the amount of irreversible switching.42 If the sample has a weak ferromagnetic 
component, where the hysteresis loop is narrow and slanted, the magnetization reversal is 
mostly reversible and a very small ρ is expected; If the sample is a single FM phase with 
a perfectly square hysteresis loop, then ρ (Hc, Hb) will be a single spot in (Hc, Hb) space 
with a value of unity. Furthermore, the projection of ρ onto the Hb axis, in essence an 
integration, ρ (Hb), characterizes the distribution in bias or interaction field strength, 
which in turn is affected by such parameters as the proximity of constituents and 
interaction mechanisms (exchange, dipolar, etc); the projection of ρ onto the Hc axis, ρ 
(Hc), characterizes the coercivity distribution, which in turn is determined by such 
parameters as average constituent size and anisotropy. By integrating ρ (Hc, Hb) over the 
entire (Hc, Hb) space, we capture the total fraction of the sample that has irreversibly 
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switched, MIRREV. An approximation for this can be obtained by summing the value of ρ 
over the entire dataset and then multiplying by the step sizes in Hb and Hc: 
bcbcbcbcIRREV HHHHdHdHHHM ∆∆≈= ∑∫ ),(),( ρρ    (2) 
This value can be used to compare how the amount of irreversible magnetization varies 
with sample (different Sr doping) and under different conditions (cooling fields, 
temperatures, etc.).  It is important that the data is properly scaled, or normalized, to 
ensure meaningful comparisons between measurements.  Finally we will compare the 
amount of irreversible magnetization determined from the FORC measurements to values 
from previous La NMR data.28 
 
 III. Results 
A. Effect of Sr doping 
The FORC’s, along with the major hysteresis loops, were first measured for each 
of the different Sr doping levels in LSCO.  These measurements were carried out after 
zero-field cooling to 35 K and a nominal field step size of 25 Oe was used during the 
FORC measurement.  Figure 1 shows the reversal curves mapping out the interior of the 
major loop (left panel) with the plot of the corresponding FORC distribution ρ plotted 
using the Hc – Hb coordinates (right panel).  In order to compare the samples, the 
magnetization M (emu/g) was used to compute the FORC distribution ρ (in arbitrary 
units), where the integration bcbc dHdHHH∫ ),(ρ  recovers M. Thus small concentrations 
of FM phases also correspond to small values of ρ.  Additionally, the contour plots map 
out the coercivity and bias field distributions, which are characteristic of each sample. 
The contours were colored on a scale determined by the maximum value of the FORC 
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distribution for the x = 0.50 sample, which has the highest saturation magnetization Ms.  
Using the same contour weightings for all samples allows us to clearly visualize the 
changes in FM behavior as the doping is varied. 
For the lowest doping level, x = 0.10, the FORC distribution (Fig. 1b) is relatively 
featureless in comparison to the other samples.  The maximum ρ is ~7.2x10-7, roughly 
two orders of magnitude smaller than the other samples.  This indicates little irreversible 
switching in this sample, and thus a rather small amount of FM interactions.  This reflects 
well the small saturation magnetization (0.76 emu/g) and the slanted major loop shown in 
Fig. 1a (delineated by the outer boundary of the FORC’s).   These findings are consistent 
with the fact that this composition is far from the x = 0.18 critical composition for long-
range FM ordering. The system is therefore dominated by non-ferromagnetic phases, 
with any residual structure in the FORC being attributed to the small amount of 
ferromagnetic phase fraction. 
As x increases to 0.15, strikingly different patterns are seen (Figs. 1c & 1d).  The 
FORC’s show a large coercivity of 1.4 kOe and an appreciable increase in the saturation 
magnetization to MS = 10 emu/g.  (The saturation magnetization is determined using the 
conventional method of extrapolating the linear slope of the major loop at high fields to 
zero field and taking the intersection.) The FORC distribution ρ has a clear feature in the 
form of a peak stretching along Hc and centered about Hb = 0. The peak has a maximum 
value of 1.1x10-5, located at Hc = 1.4 kOe and Hb = 0. This type of feature is typical of 
assemblies of single domain nanoparticles where the spread in ρ along Hc corresponds to 
the distribution of coercivities in a sample (due to the particle size distribution) and the 
spread in ρ along Hb indicates the distribution of bias fields (i.e. the amount of inter-
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particle interaction).37  The pattern shown in Fig. 1d agrees well with the clustered phase 
described earlier where short ranged FM clusters exist in a non-ferromagnetic matrix.27  
The large aspect ratio of the peak, and the large spread in Hc vs. small spread in Hb, 
indicate that the FM clusters are largely non-interacting.  Furthermore, the average cluster 
size, previously reported to be on the order of 10 – 30 Å at low temperatures,26 is related 
to the peak position in Hc.  The much larger average coercivity compared to the other 
samples suggests that the clusters are large enough to withstand thermal fluctuations, but 
are still isolated so that the coercivity is enhanced due to magnetization reversal by 
rotation. This is analogous to the maximum coercivity enhancement seen in certain size 
fine magnetic particles: the coercivity decreases in larger particles due to the formation of 
a multi-domain state, but decreases in smaller particles due to thermal fluctuations.43, 44 
When the doping level is increased beyond x = 0.18, the saturation magnetization 
increases gradually to 18.7, 20.3, 21.1, and 25.1 emu/g at 35 K for x = 0.18, 0.20, 0.30, 
and 0.50, respectively. The FORC’s (Figs. 1e & 1g) show a reduction in the major loop 
coercivity compared to x = 0.15.  This indicates that the clusters have coalesced in to a 
long-range ordered percolated network, leading to multi-domain type reversal and a 
reduction in the pinning by the non-magnetic phase fraction. The FORC distribution ρ, 
instead of having a feature centered on Hb = 0 Oe, is now tilted towards negative Hb at 
larger values of Hc (Figs. 1f & 1h).  The tilt angle is ~45°, thus the pattern is aligned with 
the HR-axis if transformed into the H-HR coordinates. The peak maximum for x=0.30 has 
a value of 7.2x10-5, located at Hc = 0.5 kOe and Hb = -0.2 kOe (Fig. 1f), and that for 
x=0.50 has a value of 1.2x10-4, located at Hc = 0.2 kOe and Hb = -0.1 kOe (Fig. 1h). The 
more pronounced peak in the FORC distribution at higher Sr-doping is consistent with a 
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more dominant FM phase fraction. The negative bias fields are clear signatures of 
increased interactions amongst different magnetic regions of the sample. They have been 
seen arising from FM-FM exchange coupling in spring magnets34 and FM-AF exchange 
coupling in exchange biased films.45 More subtly, there are small regions of negative ρ 
next to the positive peaks in Figs. 1f & 1h (dark blue region, online graph).  Such 
negative/positive pairings of FORC features have often been observed in samples where 
magnetization reversal involves domain formation and wall motion.33, 37 In those cases, 
the HR-dependent susceptibility decreases/increases as the domain state responds 
differently to the applied field, giving rise to the negative/positive ρ pairing. Hence, the 
large Ms, the outstanding FORC peak, the tilting of the FORC pattern to negative bias, 
along with the existence of negative/positive ρ pairing, are strong indications that the FM 
clusters have coalesced and that long-range ferromagnetic ordering now dominates.  
Integration of the FORC distribution shown in Fig. 1 using equation (2) allows us 
to probe the evolution of the fractional amount of irreversible magnetization MIRREV as the 
doping is increased.  As noted earlier, the computed MIRREV is an approximation. The 
qualitative variation of MIRREV with doping, as shown in Fig. 2, is more meaningful than 
the absolute values of MIRREV, which can be scaled and will be shown later.  The left-axis 
of Fig. 2 shows the amount of irreversible magnetization (in emu/g) obtained from the 
integration. As expected MIRREV is nearly zero at the lowest doping (x = 0.10), rapidly 
increases at x = 0.15, and then starts to level off beyond x = 0.18. At x = 0.50, MIRREV is 
about 16.5 emu/g, or 66% of its MS of 25.1 emu/g. The right-axis of Fig. 2 shows the 
normalized MIRREV obtained by scaling it to 25.1 emu/g, the MS of the x = 0.50 sample. 
This plot clearly shows the dominance of the FM phase fraction with increased doping. 
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B. Effect of field cooling 
We have also studied whether the procedure by which we cool to 35 K has any 
impact on the reversal behavior.  Previous work has shown an appreciable difference 
between the zero-field cooled (ZFC) and field cooled (FC) spontaneous magnetizations.25  
While most of those measurements were made in a cooling field of only 10 Oe, we 
maximize our chance of observing any difference in the switching behavior by cooling in 
a large field of 18 kOe.  Besides the applied cooling field, these FORC measurements 
were made using the same parameters as the ZFC measurements. 
Initial inspection of the contour plots of the FORC distribution showed little 
appreciable difference between the ZFC and FC measurements.  To make a closer 
comparison between the two measurements, we project the FORC distribution onto both 
Hb and Hc axes.  The projections onto Hb (Hc) are done by taking vertical (horizontal) 
cuts of the FORC distribution separated by the 25 Oe field spacing (the field step for the 
FORC measurement), spanning the entire dataset, and then summing them to effectively 
integrate the distribution over Hc (Hb).  As mentioned earlier, the projection onto Hb 
represents the distribution of bias fields and is indicative of the strength of interaction in 
the sample.  Projecting onto Hc represents the distribution of coercivities and therefore 
the size distribution of the magnetic constituents. Here the FORC distribution ρ is 
computed using M/MS, instead of just M as in Fig. 1, to better illustrate the features in 
ρ−projections within each sample.  
The projections of the FORC distribution onto Hb and Hc are shown in Fig. 3 for 
the samples presented in Fig. 1.  It is clear that the projections for the FC measurements 
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very closely follow those of the ZFC.  Therefore the effect of field cooling is negligible 
in terms of the magnetization reversal behavior of the samples.  This is despite the 
previous observation that small cooling fields have distinct effects on the actual 
magnetization.25 The projections ρ(Ηb) do clearly show unbiased distributions for x = 
0.10 and 0.15 (Figs. 3a & 3c) and negatively biased distributions for x = 0.30 and 0.50 
(Figs. 3e & 3g). The projections ρ(Ηc) show the rapid decrease of coercivity for x ≥ 0.15 
(Figs. 3d, 3f, and 3h). These are consistent with the formation of FM clusters in a non-
magnetic matrix for x < 0.18 and the coalesence into a long-range ordered FM phase for x 
≥ 0.18.  
 
C. Effect of Temperature 
We have also studied how increasing the temperature affects the reversal behavior 
and the corresponding FORC distribution. Previous work with La NMR and SANS has 
allowed us to measure the non-trivial temperature dependences of the FM phase fraction 
and the average FM cluster size, information that could be correlated with the FORC 
results.26-28 We measured the FORC distributions for one sample in the clustered phase 
with x = 0.15 (Fig. 4) and one sample in the long-range ordered FM phase with x = 0.30 
(Fig. 6).  The measurements were made at temperatures ranging from 35 K and up for 
each sample. Note that here M/MS(T) was used to compute the FORC distribution ρ at 
each temperature, where the integration bcbc dHdHHH∫ ),(ρ  recovers M/MS(T). This 
allows us to separate out the temperature dependence of MS when evaluating the change 
of irreversible switching behavior.  
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For x = 0.15, the main feature of the FORC distribution is spread over roughly 3 
kOe along Hc at 35 K (Fig. 4b), but rapidly becomes narrower with a spread of less than 1 
kOe at 60 K (Fig. 4d).  Correspondingly, the major loops for these samples show a drastic 
reduction in the coercivity (Figs. 4a, 4c, & 4e).  Projecting the FORC distribution onto Hb 
(Fig. 5a) shows a monotonic decrease in the peak-width while remaining centered on 0 
Oe.  This indicates that the already limited cluster-cluster interaction becomes even 
weaker and eventually vanishes near 150 K. This is in remarkable agreement with SANS 
data showing that the first indications of FM cluster nucleation occur at 150 K for x = 
0.15.26 The projection onto Hc (Fig. 5b) shows that the peak moves closer to Hc = 0 Oe, 
again with a monotonic decrease of the peak-width.  Hence, the FORC distribution 
becomes localized about the origin, showing the weakening of FM ordering within the 
clusters.   
For x = 0.30, the sample exhibiting long-range order, the FORC distribution ρ 
approaches the origin more gradually, maintaining the downward curve in the contour 
plots until 200 K (Fig. 6).  With increasing temperature, the negative bias in ρ(Hb) 
decreases, along with a monotonic decrease of the peak-width (Fig. 7a).  This trend is in 
contrast to that of the unbiased ρ(Hb) shown in Fig. 5a, indicating an overall stronger 
interaction amongst constituents. The coercivity and its spread both decrease at higher 
temperatures, and finally disappear above 200 K (Fig. 7b), indicating the expected FM – 
paramagnetic transition.    
As the features for both samples become more localized, the amount of 
irreversible magnetization is expected to decrease with increasing temperatures.  This is 
indeed observed by integrating over the FORC distribution for each sample using 
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equation 2 (Fig. 8).  Here the MIRREV is normalized to the saturation magnetization at each 
temperature MS(T).  The decrease is rather drastic for the x = 0.15 sample (Fig. 8a) with 
the fraction of irreversible magnetization leveling off at a very small value between 100 
K and 150 K, again consistent with earlier SANS result.26 Interestingly, the x = 0.30 
sample (Fig. 8b) shows a slight increase in MIRREV prior to a more convex decrease to 
near zero at 210 K. This will be discussed below.  Note that previous measurements 
indicate a bulk TC of 220 K.25 
The data for MIRREV/MS versus temperature are plotted along with previous La 
NMR data28 showing the fraction of FM-phase material at different temperatures. 
Unfortunately x = 0.15 NMR data is not available so the FORC distribution is compared 
against the NMR data for x = 0.10 (Fig. 8a), i.e. another sample in the isolated cluster 
regime below x = 0.18. For the x = 0.10 composition the MIRREV/MS(T) values determined 
from FORC are lower, and reach their minimum value at a lower temperature, than the 
FM-phase fraction from NMR.  In this case it is clear that the extent of irreversible 
switching is not closely related to the ferromagnetic phase fraction, likely due to the fact 
that the magnetization reversal involves significant amounts of reversible processes. This 
is consistent with the above conclusions on the nature of the magnetization reversal in the 
clustered state. For the x = 0.30 sample, it is remarkable that the same general shape 
between the NMR and FORC data has been observed.  This suggests that the amount of 
irreversible switching correlates very well with the amount of FM phases, meaning that 
conventional irreversible magnetization reversal mechanisms (i.e. domain processes) 
dominate when a percolated FM state prevails. The turnover at low temperatures is 
consistent with the La NMR data and was interpreted in terms of a thermally induced 
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phase conversion from glassy to FM phases due to a spin-state transition near 80 K.28 The 
decrease in the amount of irreversible switching at higher temperatures is consistent with 
the bulk TC of 220 K. It is noteworthy that MIRREV/MS falls below the La NMR data at 
high T and that the NMR data appear to indicate that the FM phase fraction persists 
above the bulk TC. This is due to the existence of isolated FM clusters even above TC, 
which do not contribute to the amount of irreversible switching.    
 
IV. Conclusions 
We have studied a series of magnetically phase separated La1-xSrxCoO3 samples 
with different Sr doping utilizing the FORC method.  FORC has given a detailed account 
of the magnetization reversal behavior as well as tracing the amount of irreversible 
switching.  Three different comparisons of the FORC data were presented.  First, the 
FORC distributions were compared for samples with different doping, clearly showing 
the transition from a clustered state (x < 0.18) to long range ferromagnetic ordering (x > 
0.18).  The clustered state is characterized by much smaller values of the FORC 
distribution ρ, which is centered at Hb = 0 Oe.  Ridge-like features extending along Hc at 
Hb = 0 Oe are characteristic of non-interacting single-domain particles, further supporting 
the previously proposed “cluster-model”. As the Sr-doping is increased and FM ordering 
becomes long-range the values of ρ become larger, indicating a higher degree of 
irreversible magnetization.  Also, the main feature in the contour plots tilts to negative Hb 
and ρ becomes negative in some regions. The second measurement showed that the effect 
of field cooling was negligible when looking at the reversal behavior of the samples.  
Projections of the FORC distribution onto Hb and Hc clearly show this null effect.  
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Finally, the temperature dependence of samples in the clustered and long-range FM 
phases was observed.  Integration of the FORC distribution shows an overall decrease in 
the amount of irreversible magnetization with increasing temperatures, consistent with 
the change of FM-phase fractions measured by NMR.  These results further demonstrate 
that the FORC method is an effective tool to study the magnetic properties of phase 
separated magnetic materials such as cobaltites and manganites. 
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Figure captions 
 
Fig. 1 (color online): FORC’s (a, c, e, g) along with corresponding contour plots of the 
FORC distributions (b, d, f, h, respectively) of LSCO samples with x=0.10, 0.15, 
0.30 and 0.50 obtained at 35 K. The first point of each FORC is represented by a 
black dot.  Contour coloring scale is the same for all contour plots with the 
maximum value (red) being normalized to the maximum value of the x = 0.50 
sample.  The maximum value of the FORC distribution ρ is 7.2 x 10-7, 1.1x10-5, 
7.2 x 10-5, and 1.2 x 10-4 for (b), (d), (f), and (h), respectively, as shown in the 
inset legend of (b). 
 
Fig. 2: (color online): The fractional amount of irreversible magnetization MIRREV at 35 
K as determined by integration of the FORC distribution ρ shown in Fig. 1 using 
equation (2).  The y1-axis shows MIRREV in emu/g; the y2-axis shows normalized 
MIRREV as a percentage of the saturation magnetization for the x=0.50 sample.  
Solid line is a guide to the eye. 
 
Fig. 3: Projections of the FORC distribution at 35 K onto Hb (right column) and Hc (left 
column) for both the zero-field cooled (ZFC, filled circles) and field cooled (FC, 
open circles) measurement of each sample presented in Fig. 1.  Close 
correspondence between ZFC and FC measurements shows negligible difference 
in the magnetic behavior of the samples on cooling procedures.   
 
Fig. 4 (color online): FORC’s (left panels) along with corresponding contour plots of the 
FORC distributions (right panels) for the x = 0.15 sample at different 
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temperatures.  Contours show a feature extending along Hc at Hb = 0 Oe that 
quickly becomes localized at the origin with increasing temperature. 
 
Fig. 5: Projections of the FORC distribution ρ for the x = 0.15 sample onto (a) Hb, and (b) 
Hc.  A monotonic decrease in the peak width and reduction of the magnitude is 
seen in (a), whereas (b) shows the peak in coercivity moving towards zero. 
 
Fig. 6 (color online): FORC’s (left panels) along with corresponding contour plots of the 
FORC distributions ρ (right panels) for the x = 0.30 sample at different 
temperatures.  Contours show a negatively bias FORC distribution extending 
along Hc, which becomes localized at the origin with increasing temperature. 
 
Fig. 7: Projections of the FORC distribution ρ for the x = 0.30 sample onto (a) Hb, and (b) 
Hc.   (a) shows a monotonic decrease in the peak width and a shift in the peak 
position from – 0.2 kOe to 0, whereas (b) shows the peak in coercivity moving 
towards zero. 
 
Fig. 8: Fractional irreversible switching obtained from integration of the FORC 
distribution for the (a) x = 0.15 and (b) x = 0.30 samples versus temperature.  
Superimposed is the FM-phase fraction determined from La NMR,28 showing 
good agreements between the two.  
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