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Abstract
A standard result in metric geometry is that every compact geodesic metric space
can be approximated arbitrarily well by finite metric graphs in the Gromov-Hausdorff
sense. It is well known that the first Betti number of the approximating graphs may
blow up as the approximation gets finer.
In our work, given a compact geodesic metric space X, we define a sequence (δXn )n≥0
of non-negative real numbers by
δXn := inf{dGH(X,G) : G a finite metric graph, β1(G) ≤ n}.
By construction, and the above result, this is a non-increasing sequence with limit
0. We study this sequence and its rates of decay with n. We also identify a precise
relationship between the sequence and the first Vietoris-Rips persistence barcode of
X. Furthermore, we specifically analyze δX0 and find upper and lower bounds based on
hyperbolicity and other metric invariants. As a consequence of the tools we develop,
our work also provides a Gromov-Hausdorff stability result for the Reeb construction
on geodesic metric spaces with respect to the function given by distance to a reference
point.
Keywords— Metric graphs, Reeb graphs, Gromov-Hausdorff distance, persistent homology,
Vietoris-Rips filtration.
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1 Introduction
Main results. Every compact metric space can be Gromov-Hausdorff approximated by finite
metric spaces, which can be seen by taking finite ǫ-nets. A length metric space version of this
statement is that every compact geodesic space can be approximated by finite metric graphs [5,
Proposition 7.5.5], where a metric graph is defined to be a length space which is homeomorphic
to a topological graph. The proof similarly proceeds by picking a finite ǫ-net and constructing a
metric graph out of it. To analyze this result more deeply, we introduce the following sequence.
Given a compact geodesic space X and an integer n ≥ 0, we define
δXn := inf{dGH(X,G) : G a finite metric graph, β1(G) ≤ n}.
Note that by the approximation result mentioned above, (δXn ) is a non-increasing sequence con-
verging to 0. Now we can ask quantitative questions such as: how fast (δXn ) converges to 0, is
there a relation between δXn and δ
X
m , or is there a relation between this sequence and other metric
invariants of X?
One metric invariant we are interested in is the first persistent barcode of the open Vietoris-Rips
filtration of X, which intuitively measures the size of one dimensional holes in X. Let aX1 ≥ a
X
2 ≥
. . . be the lengths of the intervals in the first persistent barcode of the open Vietoris-Rips filtration
of X (See Appendix A.2), where aXi is defined to be zero if i is greater than the number of intervals
in the barcode (see Section 2). Our first result is the following:
Theorem 1.1. Let X be a compact geodesic space with β = β1(X) finite. Then
i) For each n ≥ 0,
aXn+1
4
≤ δXn
2
ii) For n > β,
δXβ
24n + 19
≤ δXn ≤ δ
X
β .
iii) For n < β,
δXβ ≤ δ
X
n ≤ (24β + 19)
(
δXβ +
aXn+1
4
)
.
Item ii) above indicates that increasing n beyond β does not result in superlinear improvement
in the approximation as measured by δXn . Item iii) provides a precise relationship between δ
X
n on
the one hand, and δXβ and the (n+1)
th-bar in the first persistent barcode of X in the regime when
n is less than β.
Furthermore, if p is a point in X such that the Reeb metric graph (with an intrinsic metric)
associated to the distance function to p,
Xp := R(d(p, ·) : X → R)
is a finite metric graph (see Section 5), then we have the following statement.
Theorem 1.2. Let X be a compact geodesic space such that β = β1(X) is finite and p be a point
in X such that Xp is a finite graph. Let ρ
X,p := dGH(X,Xp). Then
i) For n ≥ β,
ρX,p
16n+ 12
≤ δXn ≤ ρ
X,p.
ii) For n < β,
ρX,p
16β + 12
≤ δXn ≤ ρ
X,p + (6β + 6) aXn+1.
Note that for a finite metric graph G, δGn = 0 for n ≥ β1(G). For n < β1(G), we have the
following statement.
Proposition 1.3. Let G be a finite metric graph and n < β1(G). Then
aGn+1
4
≤ δGn ≤ (6β1(G) + 6) a
G
n+1.
Proofs of these statements are given in Section 7. The main tool we use in the proofs of our
main results is the following novel stability result for the Reeb graph construction described above:
Theorem 1.4 (Reeb stability). Let X,Y be compact geodesic spaces and p, q be points in X,Y
respectively such that Xp, Yq are finite metric graphs. Let β = max(β1(Xp), β1(Yq)). Then
dGH(Xp, Yq) ≤ (8β + 6) d
ℓ
GH
(
(X, p), (Y, q)
)
.
Here, dℓGH is a length version of the Gromov-Hausdorff distance that we introduce in Section 3
where we prove that dGH ≤ d
ℓ
GH ≤ 2 dGH for geodesic spaces (see Proposition 3.3).
Note that
δX0 = inf{dGH(X,T ) : T is a finite metric tree}.
A metric space is called a tree metric if it can be isometrically embedded into a metric tree. The
approximation of a finite metric space M of cardinality n by a tree metric is studied by Gromov
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in [14, Proposition 6.1.B], where he found the upper bound (log2(2n + 2)) hyp(M) where hyp(M)
is the hyperbolicity constant of M (see Section A.3). He further remarked that [14, Remark 6.1.C]
this result still holds for spaces which can be covered by at most n geodesics. However, for a finite
graph, the number of geodesics that covers the whole graph can be much larger than its first Betti
number. Let us compare the structure of our upper bounds for δX0 with Gromov’s bound. By
Corollary A.9, aXn ≤ 4 hyp(X) for each n, this result is obtained by appealing to the notion of tight
span [11, 12, 17]. Hence, Theorem 1.1 implies that
δX0 ≤ (24β1(X) + 19)(δ
X
β + hyp(X)).
In particular, if X = G is a finite metric graph, then
δG0 ≤ (24β1(G) + 19) hyp(G).
Given a metric space X, Gromov [14] introduces a construction which produces a tree metric space
TpX (see Section 8). By reinterpreting Gromov’s construction in the setting of geodesic spaces, we
are able to prove the following improvements of the upper bounds we gave above.
Theorem 1.5. Let X be a compact geodesic space with finite first Betti number β = β1(X) and p
be a point in X. Let τX,p := dGH(X,TpX). Then,
i) τ
X,p
6 ≤ δ
X
0 ≤ τ
X,p.
ii) δXn ≤ δ
X
0 ≤ log2(4n + 4)
(
5 δXn + hyp(X)
)
.
iii) If G = X is a finite metric graph, then
hyp(G)
4
≤ δG0 ≤ log2(4β + 4) hyp(G).
A proof of Theorem 1.5 is given in Section 8. One of the main tools in the proof of Theorem
1.5 is the following novel stability result for Gromov’s tree construction:
Proposition 1.6 (Gromov tree stability). Let X,Y be geodesic spaces and p, q are points in X,Y
respectively. Then
dGH(TpX,TqY ) ≤ 5 dGH
(
(X, p), (Y, q)
)
.
Plan for the paper. In Section 7, we prove Theorem 1.1, Theorem 1.2 and Proposition 1.3,
which are results about graph approximations. In Section 8, we prove Theorem 1.5, which is about
tree approximations. Previous sections develop necessary tools and results for Section 7 and Section
8. They also contain results which are interesting by themselves.
In Section 2, we study the first persistence barcode of the open Vietoris-Rips filtration of a
geodesic space. We introduce the persistence sequence of a geodesic space and prove an ℓ∞ stability
result about it.
In Section 3, we introduce a variant of the Gromov-Hausdorff distance which is more suitable for
the study of length spaces. This variant is bi-Lipschitz equivalent to the original Gromov-Hausdorff
distance.
In Section 4, we study the length structure of a finite metric graph and decomposition of paths
into simpler ones.
In Section 5, we review Reeb graphs, define a length structure on a Reeb graph obtained by
the distance function d(p, ·) : X → R, which we denote by Xp. We then analyze the effect of
smoothings (see [10]) on the first Betti number of a Reeb graph.
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In Section 6, we prove a Gromov-Hausdorff stability result for the construction (X, p) 7→ Xp.
In the Appendix, we review the basic definitions and results about the Gromov-Hausdorff
distance, Vietoris-Rips filtration, persistence, hyperbolicity and hyperconvex spaces that we neeed.
Since we want the paper to reach a wide audience, for the sake of completeness we gave proofs
of some results which can be found elsewhere – whenever this happened we gave a pointer to the
original source.
Related work. Approximating metric spaces by lower dimensional spaces (such as metric
graphs) is considered by Gromov in [15] and in [13, Appendix I]. In [13, Appendix I], Gromov
utilized a Reeb graph construction which was later elaborated by Zinov’ev [21] for approximating
metric surfaces. Zinov’ev’s result was generalized to arbitrary Riemannian manifolds in [18]. The
approximation of a geodesic space by Reeb graphs is studied in [8]. In these papers, different upper
bounds for ρX,p = dGH(X,Xp) are obtained, which in our terminology imply upper bounds for
δXβ1(X). In our paper, we are not concerned with upper bounds on ρ
X,p, but with how ρX,p controls
graph approximations in general.
The main tools we use in this paper for graph approximations in general are i) Reeb graph of
a distance function, ii) stability of the Reeb graph construction, iii) ǫ-smoothings and iv) interpre-
tation of the first persistence barcode of the Vietoris-Rips filtration of a metric graph in terms of
the sizes of loops. Item i) is studied in [8], item ii) [1, 4, 10, 2], item iii) in [10] and item iv) in [20].
Our stability result for the Reeb metric graph construction (X, p) → Xp, is different from
the ones given in [1, 4, 10, 2] in the following senses. Our stability result is with respect to the
Gromov-Hausdorff distance where the Reeb graphs are endowed with intrinsic metric metrics. In
[1], although the stability is with respect to (a certain continuous variant of) the Gromov-Hausdorff
distance, the distance function on a given Reeb graph is not intrinsic. In [10], stability is studied
with respect to an interleaving type of distance. In [4], the authors establish the bi-Lipschitz
equivalence between the metrics of [1] and [10]. Finally, although in [8, 21, 18] Reeb graphs are
endowed with intrinsic metrics, the stability of the Reeb graph construction is not addressed in
those papers.
Approximations with metric trees are studied in [14, 6, 9]. However, to best of our knowledge,
the continuous interpretation of the Gromov tree construction and its use for obtaining an upper
bound for τG,p = dGH(G,TpG) in terms of the first Betti number of the metric graph G is done
here for the first time.
Further questions. One question of interest seems to be what are the higher dimensional
analogues of the results in our paper? We think this question would lead us the following inter-
esting families of spaces and constructions: What should a geodesic space be replaced with for the
analogue? What should metric graph be replaced with and for that replacement, what type of
modification of Reeb construction should be used?
Another question is the following: for graph approximations of a geodesic space X, the Reeb
graph Xp is almost the best candidate when we put the upper bound β1(X) (see Theorem 1.2). Can
we come up with a universal construction which gives us approximations with first Betti numbers
higher than β1(X) but still controllable? Note that the classical construction [5, Proposition 7.5.5]
which of choosing an ǫ-net and completing it to yield a graph does not give any control over the
first Betti number of the resulting graph.
Lastly, while we have seen that the Reeb graph Xp helps a great deal in understanding graph
approximations, it is difficult to guarantee its existence in the general setting of geodesic spaces.
The motivates the following question: Can we find local metric and topological conditions on a
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geodesic space X to guarantee the existence of Xp as a finite metric graph?
2 Persistence sequences associated to geodesic spaces
A detailed analysis of one dimensional persistent homology of geodesic spaces is done in the paper
[20]. Here, we give more direct proofs for the results we need.
Given a metric spaceX, let VR∗(X) denote the open Vietoris-Rips filtration ofX (see Appendix
A.2). We define the persistence barcode of X as the persistence barcode of this filtration.
Theorem 2.1. Let X be a compact geodesic space with finite first Betti number. Let B be the first
persistence barcode of X. Then
i) The cardinality of B is less than or equal to β1(X).
ii) Each interval in B has an endpoint 0.
The second part of Theorem 2.1 follows from [7, Theorem 6.3] and it is derived from the following
lemma (cf. [7, Corollary 6.2]):
Lemma 2.2. Let X be a geodesic space. The map H1(VR
r(X)) → H1(VR
s(X)) induced by the
inclusion VRr(X)→ VRs(X) is surjective for all 0 < r < s.
Since it is quite short, and for completeness, here we provide a proof of Lemma 2.2. This proof
is a slight modification of that of [7, Lemma 6.1].
Proof of Lemma 2.2. It is enough to show that for each r > 0, the induced map H1(VR
r(X)) →
H1(VR
2r(X)) is surjective, since for n ∈ N large enough, the map H1(VR
s/2n(X))→ H1(VR
s(X))
splits through H1(VR
r(X))→ H1(VR
s(X)).
Now let c =
∑
i λi[xi, x
′
i] be a 1-cycle in VR
2r(X). For each i, let yi be a midpoint between xi, x
′
i.
Let c′ :=
∑
i λi([xi, yi] + [yi, x
′
i]). Note that c
′ is a 1-cycle in VRr(X). It is enough to show that
c is homologous to c′ in VR2r(X). Let z be a 2-chain in VR2r(X) defined by z :=
∑
i λ[xi, yi, x
′
i].
Then, ∂z = c′ − c.
Lemma 2.3. Let X be a compact geodesic space. For each r > 0, β1(VR
r(X)) ≤ β1(X).
Proof. Let E be a hyperconvex metric space which contains X as a subspace (for example the
Kuratowski space k(X) (see [16, p. 543] and [17, p. 7]). Then, by Proposition A.7, VRr(X) is
homotopy equivalent to r/2 neighborhood of X in E. Let us denote this neighborhood by Br/2(X).
Hence it is enough to show that for each r > 0, the inclusion map X → Br(X) induces a surjective
map on fundamental groups.
Let γ : [0, 1]→ Br(X) be a continuous path with endpoints x, x
′ in X. It is enough to show that
γ is homotopy equivalent to a path inX relative to its endpoints. Choose 0 = t0 < t1 < · · · < tn = 1
such that for each i ≥ 1 there exists xi ∈ X such that γ([ti−1, ti]) ⊆ Br(xi). Let yi = γ(ti) for
i ≥ 0. Let αi, βi be continuous paths in Br(xi) such that αi is from yi−1 to xi and βi is from xi
to yi respectively. As Br(xi) is contractible, γ|[ti−1,ti] is homotopy equivalent to αi · βi relative to
endpoints. Hence we have
γ ≃ (α1 · β1) · · · · · (αn · βn)
relative to endpoints. Note that α1 and βn can be choosen as geodesics in X as they connect x, x1
and xn, x
′ in Br(x1), Br(xn) respectively. Hence it is enough to show that
(β1 · α2) · · · · · (βn−1 · αn)
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is homotopy equivalent to a path in X relative to endpoints. Let us show that βi ·αi+1 is homotopy
equivalent to a path in X for each i. Let p be a midpoint of xi, xi+1 in X. Note that p, yi is
contained in Br(xi) ∪ Br(xi+1), which is contractible. Let θ be a path in that intersection from
yi to p. Let γxi,p be a geodesic in X from x to p and γp,xi+1 be a geodesic in X from p to xi+1.
Note that γxi,p · θ¯ is contained in Br(xi) and has endpoints xi, yi hence it is homotopy equivalent to
βi relative to endpoints. Similarly θ · γp,xi+1 is homotopy equivalent to αi+1 relative to endpoints.
Hence
βi · αi+1 ≃ γxi,p · θ¯ · θ · γp,xi+1
≃ γxi,p · γp,xi+1
relative to endpoints. This completes the proof.
Proof of Theorem 2.1. By Lemma 2.2, every interval in the first persistence barcode starts from
0. By Lemma 2.3, the persistent first Betti numbers are less than β1(X), hence there are at most
β1(X) intervals in B.
Definition 1 (Persistence sequence). Let X be a compact geodesic space with finite first Betti
number. Let B = I1, I2, . . . , IN be its first persistence barcode such that the length of Ii is ai > 0
and a1 ≥ a2 ≥ · · · ≥ aN . The persistence sequence (a
X
n )n of X is defined as a
X
n = an for n ≤ N
and aXn = 0 for n > N . Note that it is a non-increasing sequence.
Remark 2.4. For n > β1(X), a
X
n = 0.
Proposition 2.5. Let X,Y be compact geodesic spaces and f : X → Y be a 1-Lipschitz map such
that it induces a surjection on first homology groups. Then aXn ≥ a
Y
n for each n.
Lemma 2.6. Let X be a compact geodesic space. If 0 ≤ r < aXn , then the persistent Betti number
βX1 (r) ≥ n (see Remark A.3). If r > a
X
n , then β
X
1 (r) < n.
Proof. The first persistence barcode of X is {(0, an) or (0, an]}n. Note that if 0 ≤ r < an, then r
is contained in (0, a1), (0, a2), . . . , (0, an), hence β
X
1 (r) ≥ n. If r > an then r is not contained in
(0, an], (0, an+1, . . . , hence β
X
1 (r) < n.
Proof of Proposition 2.5. Let EX , EY be hyperconvex spaces containing X,Y respectively. By
injectivity propery of hyperconvex spaces, for each r > 0, f : X → Y extends to a map fr :
Br(X) → Br(Y ) where Br(X), Br(Y ) denotes r-neighborhoods of X,Y in EX , EY respectively.
Note that the map X → Br(Y ) induces a surjection on first homology groups by Lemma 2.3, and
as it splits through fr, fr induces a surjection on first homology groups. Therefore one dimensional
persistent Betti numbers of X are greater than or equal to those of Y .
If r < aYn , then by Lemma 2.6, β
Y
1 (r) ≥ n, therefore β
X
1 (r) ≥ n. Then, by Lemma 2.6 r ≤ a
X
n .
Hence aXn ≥ a
Y
n .
Proposition 2.7. Let X,Y be compact geodesic spaces with finite first Betti numbers. Then
||(aXn )− (a
Y
n )||∞ ≤ 4 dGH(X,Y ).
Proof. Let BX , BY be the first persistence barcodes of X,Y respectively (for definitions and facts
about barcodes see Appendix). Let M be a partial matching between BX , BY . We can find an
injective function ϕ : N → N such that if aXn is the right endpoint of an interval in B
X , which
is matched with an interval in BY whose right endpoint a then aYϕ(n) = b, and in all other cases
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aYϕ(n) = 0. Note that |a
X
n − a
Y
ϕ(n)| ≤ 2 cost(M) for each n in N. Similarly, we can find an injective
function ψ : N → N such that |aXψ(m) − a
Y
m| ≤ 2 cost(M). Given n in N, by the injectivity of ϕ,
there exists n0 ≤ n and m0 ≥ n such that ϕ(n0) = m0. Hence, we have
aXn − a
Y
n ≤ a
X
n0 − a
Y
m0 ≤ 2 cost(M).
Similarly,
aYn − a
X
n ≤ 2 cost(M).
Since this is true for all n in N , we get
||(aXn )− (a
Y
n )||∞ ≤ 2 cost(M).
Infimizing over partial matchings, we get
||(aXn )− (a
Y
n )||∞ ≤ 2 dB(B
X , BY ) ≤ 4 dGH(X,Y ).
3 A length version of the Gromov-Hausdorff distance
For definitions related to correspondences (and their subcorrespondences) and Gromov-Hausdorff
distance, the reader can check Appendix A.1. Throughout this section we assume that X,Y are
geodesic spaces.
Note that although a correspondence between X,Y relates points of X and Y , it does not
relate continuous paths in X with continuous paths in Y . Such relations are crucial for comparing
length spaces. We try to remedy this problem by considering a smaller class of correspondences,
while ensuring that this class is still big enough so that we do not stray too far away from the
Gromov-Hausdorff distance.
Definition 2 (Path correspondence). Let R be a correspondence between X and Y .
• A subcorrespondence R0 of R is called a path subcorrespondence if for each xR0 y and x
′R0 y
′
and for each continuous path α from x to x′ and β from y to y′, there exists continuous paths
α˜ from x to x′ and β˜ from y to y′ so that α(t)R β˜(t) and α˜(t)Rβ(t) for each t. Note that we
are assuming that the domain of β˜ is same as the domain of α and the domain of α˜ is same
as the domain of β.
• A correspondence R between X,Y is called a path correspondence if it has a path subcorre-
spondence.
• Let p, q be points in X,Y respectively. A path correspondence between (X, p), (Y, q) is a
correspondence R between X,Y with a path subcorrespondence R0 such that pR0 q.
The following remark is obvious.
Remark 3.1. If X,Y,Z are geodesic spaces and R,S are path correspondences between X,Y and
Y,Z respectively, then S ◦R is a path correspondence between X,Z.
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Definition 3 (Length Gromov-Hausdorff distance). The length Gromov-Hausdorff distance dℓGH(X,Y )
between geodesic spaces X and Y is defined by
dℓGH(X,Y ) := inf{dis(R) : R is a path correspondence between X,Y }.
If p, q are points in X,Y respectively, we define the pointed length Gromov-Hausdorff distance
dℓGH((X, p), (Y, q)) by
dℓGH((X, p), (Y, q)) := inf{dis(R) : R is a path correspondence between (X, p), (Y, q)}.
The following proposition follows from Remark 3.1.
Proposition 3.2. The length Gromov-Hausdorff distance (resp. the pointed length Gromov-Hausdorff
distance) is a (pseudo)metric between geodesic spaces (resp. pointed geodesic spaces).
In the remaining part of this section, we prove the following proposition.
Proposition 3.3. • Let X and Y be geodesic spaces. Then,
dGH(X,Y ) ≤ d
ℓ
GH(X,Y ) ≤ 2 dGH(X,Y ).
• If (X, p) and (Y, q) are pointed geodesic spaces, then
dGH((X, p), (Y, q)) ≤ d
ℓ
GH((X, p), (Y, q)) ≤ 2 dGH((X, p), (Y, q)).
In order to prove Proposition 3.3, given a correspondence between X and Y , we need to find
a path correspondence between X and Y whose distortion is at most controllably larger than
that of the original correspondence. To do this, we introduce the concept of r-extension of a
correspondence.
Definition 4 (r-extension of a correspondence). Let R be a correspondence between X,Y and
r ≥ 0. We define the r-extension Rr of R as the following correspondence between X,Y : xRr y if
there exists x0, y0 in X,Y such that x0Ry0 and d(x, x0) + d(y, y0) ≤ r.
Lemma 3.4. dis(Rr) ≤ dis(R) + 2r.
Proof. Let xRry and x
′Rr y. There exists x0, x
′
0 in X and y0, y
′
0 in Y such that x0Ry0, x
′
0Ry
′
0,
d(x, x0) + d(y, y0) ≤ r and d(x
′, x′0) + d(y
′, y′0) ≤ r. Now, we have
|d(x, x′)− d(y, y′)| ≤ |d(x, x′)− d(x0, x
′
0)|+ |d(x0, x
′
0)− d(y0, y
′
0)|+ |d(y0, y
′
0)− d(y, y
′)|
≤ d(x, x0) + d(x
′, x′0) + dis(R) + d(y0, y) + d(y
′
0, y
′)
= dis(R) +
(
d(x, x0) + d(y, y0)
)
+
(
d(x′, x′0) + d(y
′, y′0)
)
≤ dis(R) + 2r.
The next lemma shows that large enough extensions of a correspondence are path correspon-
dences themselves.
Lemma 3.5. Let R be a correspondence between X,Y and r > dis(R)/2. Then R is a path
subcorrespondence of Rr.
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Proof. Let x, x′ be points in X and y, y′ be points in Y such that xR y, x′Ry′. Let α be a
continuous path between x, x′. Take δ = r − dis(R)/2 > 0 . Take a partition t0 < t1 < · · · < tn of
the domain of α such that diam(α([ti−1, ti])) ≤ δ/2. Let xi = α(ti) and for each i choose yi in Y
such that y0 = y, yn = y
′ and xiRyi. Define a continuous path β˜ from the domain of α to Y such
that β˜|[ti−1,ti] is a length minimizing geodesic from yi−1 to yi. Note that β˜ is a path from y to y
′. Let
us show that α(t)Rr β˜(t) for each t. Assume t is in [ti−1, ti]. Since β˜ reduces to a length minimizing
geodesic on [ti−1, ti] without loss of generality we can assume that d(β˜(t), yi) ≤ d(yi−1, yi)/2. Hence
we have
d(xi, α(t)) + d(yi, β˜(t)) ≤ δ/2 + d(yi−1, yi)/2
≤ δ/2 + (δ + dis(R))/2
= δ + dis(R)/2 = r.
Therefore, α(t)Rr β˜(t). Similarly, given a continous path β(t) from y to y
′, we can construct a
continuous path α˜ from x to x′ such that α˜(t)Rr β(t) for all t. Hence, R is a path subcorrespondence
of Rr.
Now, we can give a proof of Proposition 3.3.
Proof of Proposition 3.3. The first inequalities in both items are obvious, since to define dℓGH we
take infimum of distortions over a subset of all correspondences.
Let R be a correspondence between X,Y and r > dis(R)/2. Then, by Lemma 3.4 and Lemma
3.5
dℓGH(X,Y ) ≤
1
2
dis(Rr) ≤
1
2
dis(R) + r.
Taking the limit as r → dis(R)/2, we get
dℓGH(X,Y ) ≤ dis(R).
Infimizing over R, we get
dℓGH(X,Y ) ≤ 2 dGH(X,Y ).
Similarly, we have
dℓGH((X, p), (Y, q)) ≤ 2 dGH((X, p), (Y, q)).
4 Metric graphs
All graphs we consider are connected, finite graphs, i.e. they have finitely many edges. The main
theorem we prove in this section is the following:
Theorem 4.1. Let (G, d) be a metric graph and p be a point in G. Let γ : [0, 1] → G be a
continuous path in G from x to x′.
i) There exists 0 = t0 < t1 < · · · < tm = 1 such that m ≤ 2β1(G) + 2 and
d(x, x′) ≤
∑
i≥1
|d(p, γ(ti))− d(p, γ(ti−1))|.
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ii) If γ is a length minimizing geodesic, then there exists 0 = t0 < t1 < · · · < tm = 1 such that
m ≤ 2β1(G) + 2 and
d(x, x′) =
∑
i≥1
|d(p, γ(ti))− d(p, γ(ti−1))|.
Furthermore, for any refinement 0 = s0 < s1 < · · · < sn = 1 of (ti)i,
d(x, x′) =
∑
j≥1
|d(p, γ(sj))− d(p, γ(sj−1))|.
Theorem 4.1 is crucial in order to prove some properties of the Reeb graph construction. We
give a proof at the end of this section. To be able to prove Theorem 4.1, we need to do an analysis
of continuous paths in a metric graph.
Definition 5 (Path preorder). Let α, β be continuous paths in a topological space X with the same
domain [a, b] and with the same endpoints. We say α ≤ β if for each a = t0 < t1 < · · · < tn = b,
there exists a = s0 < s1 < · · · < sn = b such that α(ti) = β(si) for each i. Note that this is a
preorder, i.e. a reflexive and transitive relation.
Remark 4.2. If X is a length space with a length structure L and α, β are paths in X such that
α ≤ β, then L(α) ≤ L(β).
Remark 4.3. Let T be a topological tree and γ : [a, b]→ T be a continuous path from x to x′. Let
γx,x′ : [a, b]→ T be the unique (up to reparametrization) simple path from x to x
′. Then γx,x′ ≤ γ.
Proof. Note that the image of γx.x′ is contained in the image of γ since for any point q in the
γx,x′((a, b)), x, x
′ are in different path components of T − {q}. Let a = t0 < t1 < · · · < tn = b. Let
s0 = a, sn = b and for 0 < i < n let
si := max{s : γ(s) = γ(ti)}
. Note that si+1 > si since γ|[si,b] is a path from γx,x′(ti) to x
′.
Definition 6 (Edge path). Let G be a topological graph and γ : [a, b] → G be a continuous path
from x to x′ in G. γ is called an edge path if there exists a vertex set V containing x, x′ and a
partition a = t0 < t1 < · · · < tn = b such that γ([ti−1, ti]) is an edge with respect to V and γ maps
[ti−1, ti] homeomorphically onto its image. Note that if γ satisfies the property described above for
the vertex set V then it satisfies that property for any refinement V ′ of V .
Remark 4.4. Let G be a topological graph and π : T → G be its universal cover (which is a tree).
If γ is an edge path in T , then π ◦ γ is an edge path in G.
Proposition 4.5. Let G be a topological graph. Then for any continuous path γ in G, there exists
a simple edge path γ′ such that γ′ ≤ γ.
We give a proof of Proposition 4.5 after the following lemma.
Lemma 4.6. Let G be a topological graph. Then for any continuous path γ in G, there exists an
edge path γ′ such that γ′ ≤ γ.
Proof of Lemma 4.6. Let π : T → G be the universal cover of G. Let γ be a continuous path in
G and let α be a lift of γ to T , i.e. π ◦ α = γ. Let αx,x′ be the unique simple path between the
endpoints x, x′ of α. Note that αx,x′ is an edge path and by Remark 4.3 αx,x′ ≤ α. Hence if we let
γ′ := π ◦ αx,x′ , then γ
′ ≤ γ and by Remark 4.4 γ′ is an edge path.
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Proof of Proposition 4.5. By Lemma 4.6, without loss of generality we can assume that γ is an
edge path. If γ is a loop, we can let γ′ to be the constant path. Hence, assume that γ is not a
loop. We proceed by induction on the number of edges in γ. If it is one, then γ is already simple.
Now, if γ is not simple, i.e. there are t < t′ such that γ(t) = γ(t′) define γ0 by removing the edges
in between t, t′. Note that γ0 ≤ γ. By the inductive hypothesis, there exists a simple edge path
γ′ ≤ γ0. This completes the proof.
The following proposition gives a further analysis of the structure of a simple edge path.
Proposition 4.7. Let (G, d) be a metric graph, p be a point in G and γ be a simple edge path.
Then γ has a decomposition γ = γ1 · γ2 · · · · · γm where m ≤ 2β1(G) + 2 and d(p, ·) ◦ γi is strictly
monotonous for each i.
Lemma 4.8. Let (G, d) be a metric graph and p be a point in G. There exists a vertex set V
such that with respect to the graph structure given by V , if x, x′ are contained in an edge, then
d(x, x′) = |d(p, x) − d(p, x′)|. Furthermore, for such V each edge is a d(p, ·) strictly monotonous
geodesic. Note that the same properties hold for any refinement of V .
Proof. Let W be a set of vertices. Let e be an edge with respect to W . Identify e with [0, 1] and
let
t0 := max{t : there exists a length minimizing geodesic from p to t containing 0}.
Note that for any t > t0, any length minimizing geodesic from p to t contains 1. This implies
that if x, x′ are both in [0, t0] or [t0, 1], then d(x, x
′) = |d(p, x) − d(p, x′)|. Also, there are length
minimizing geodesics γ, γ′ from p to t0 containing 0, 1 respectively. Hence, if we extend W by
adding a point from each edge corresponding to t0 as described above, we get a vertex set V
satisfying the conditions given in the statement.
Corollary 4.9. Let (G, d) be a metric graph, p be a point in G and γ be a continuous path in G.
Then
LG(γ) = LR(d(p, ·) ◦ γ).
Proof. A length structure on a graph is determined by its restriction to edges. By Lemma 4.8,
both of the length structures described above coincide on an edge with respect to a vertex set V
as it is described in Lemma 4.8.
Proof of Proposition 4.7. Take a vertex set V such that γ can be realized as an edge path with
respect to V and V is a vertex set as in Lemma 4.8. Then γ can be decomposed as γ1 . . . γm where
each γi is d(p, ·) strictly monotonous. Let us show that m ≤ 2β1(G)+2. Without loss of generality
we can assume that m > 2.
Let v0, v1, . . . , vm be the points in V where γi is a path from vi−1 to vi. Let us call a point
v in V a merging vertex if there are at least two d(p, ·) increasing edges coming to v. Since γ is
simple, either v1 or v2 is a merging vertex and if vi is a merging vertex and m > i+2, then vi+2 is
a merging vertex. Hence, if we let M be the number of merging vertices, then m ≤ 2M + 2. Now,
it is enough to show that M ≤ β1(G).
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Given v in V , let ι(v) be the number of d(p, ·) increasing edges coming to v. Note that ι(p) = 0,
ι(v) ≥ 1 for v 6= p and ι(v) > 1 if and only if v is a merging vertex. By Euler’s formula, we have
β1(G) = number of edges− |V |+ 1
=
∑
v∈V
ι(v)−
(∑
v∈V
1
)
+ 1
=
∑
v∈V−{p}
(ι(v) − 1) ≥M
Now, we can give a proof of Theorem 4.1.
Proof of Theorem 4.1. “i)” By Proposition 4.5, there exists a simple edge path γ′ from x to x′
such that γ′ ≤ γ. Note that if we can find necessary 0 = t0 < · · · < tm = 1 for γ
′, then by
the definition of path preorder we also get (ti) for γ. Hence without loss of generality we can
assume that γ is a simple edge path. By Proposition 4.7, γ = γ1 . . . γm where m ≤ 2β1(G) + 2
and γi is d(p, ·) strictly monotonous path. Let xi, xi−1 be the endpoints of γi. By Corollary 4.9,
LG(γi) = |d(p, xi) − d(p, xi−1)|. Take 0 = t0 < t1 < · · · < tm = 1 such that γ(ti) = xi. Then we
have
d(x, x′) ≤ LG(γ)
=
∑
i≥1
LG(γi)
=
∑
i≥1
|d(p, xi)− d(p, xi−1)|
=
∑
i≥1
|d(p, γ(ti)), d(p, γ(ti−1))|.
“ii)” In this case, γ is already a simple edge path and decomposition of γ as above gives us the
required equalities.
5 Reeb graphs
Given a topological space X and a real valued function f : X → R, the Reeb graph Xf is defined
as the quotient space X/ ∼ where x ∼ x′ if there exists a f -constant continuous path between x, x′.
Under some tameness conditions on f , for example when X is simplicial and f is piecewise linear,
it is known that Xf is a topological graph (see [10, p. 857]). In this paper we are interested in the
case when X is a compact geodesic space and f = d(p, ·) where p is a point in X. In that case we
denote the Reeb graph by Xp. Furthermore, we want to endow Xp with a length structure.
Proposition 5.1. Let X be a compact geodesic space and p be a point in X such that the Reeb
graph Xp is a finite graph. Then dp : Xp ×Xp → R defined by
dp([x], [x
′]) := inf{LR(d(p, ·) ◦ γ) : γ is a continuous path from x to x
′ in X}.
is an intrinsic metric on Xp. Note that dp is well defined since different representatives of a point
in Xp can be connected by a d(p, ·) constant path. Furthermore, for each x, x
′ in X, the infimum is
realized by a continuous path from x to x′.
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Remark 5.2. Let X a geodesic space and p be a point in X. Then dp([p], [x]) = d(p, x) for all x
in X. This can be seen by a taking a length minimizing geodesic from p to x.
Lemma 5.3. Let X be a compact geodesic space and p be a point in X such that Xp is a finite
graph. Then there is a vertex set V of Xp such that for each edge e with respect to V , there is a
path γe which is a part of a length minimizing geodesic starting from p such that the quotient map
π : X → Xp maps γe homeomorphically to e.
Proof. Choose a vertex set W for Xp. Over each edge e with respect to W , choose a point ve such
that d(p, ·) takes its maximum over e at ve. Let V be the vertex set obtained by adding W all
ve. Note that, over each edge with respect to V , the maximum of d(p, ·) is realized at one of the
endpoints. Let us show that V satisfies the necessary property.
Let e be an edge with respect to V . Identify e with [0, 1] and without loss of generality
d(p, 1) ≥ d(p, 0) hence d(p, ·) takes its maximum on e at 1. For each t ∈ (0, 1), chose a point xt in
X such that π(xt) = t. Let γt be a length minimizing geodesic from p to xt. Note that d(p, ·) ◦ γt
does not contain 1 since otherwise d(p, t) > d(p, 1). Hence d(p, ·)◦γt is an injective path inXp whose
last part contains [0, t]. By Arzela-Ascoli theorem γt converges to a length minimizing geodesic γ.
Let γe be the part of γ after d(p, ·) ◦ γ attains 0. Hence γe maps homeomorphically onto e.
Proof of Proposition 5.1. Let V be a vertex set for Xp as in Lemma 5.3. Note that d(p, ·) is strictly
monotonous on each edge with respect to V . Hence we can define an intrinsic metric on Xp by
d′p([x], [x
′]) := inf{LR(d(p, ·) ◦ γ) : γ is a continous path from [x] to [x
′] in Xp}.
Let us show that d′p = dp. It is obvious that d
′
p ≤ dp since the quotient map π : X → Xp sends every
continuous path between x, x′ to a continuous path between [x], [x′]. Let us show that dp ≤ d
′
p.
Let γ be a length minimizing path from [x] to [x′] in (Xp, d
′
p). We can assume that γ is an edge
path with respect to V . Let γ = e1 · e2 · · · · · en. Let x0, . . . , xn be points in X such that ei is from
[xi−1] to [xi], x0 = x, xn = x
′. Note that we have
d′p([x], [x
′]) =
∑
i≥1
|d(p, xi−1)− d(p, xi)|.
Let γi be a path corresponding to ei as in Lemma 5.3. Let αi be a d(p, ·) constant path from
xi−1 to the initial point of γi and βi be a d(p, ·) constant path from the endpoint of γi to xi. Let
γ := (α1 · γ1 · β1) · · · · · (αn · γn · βn).
Note that γ is a continuous path from x to x′. We have
LR(d(p, ·) ◦ γ) =
∑
i≥1
LR(d(p, ·) ◦ γi)
=
∑
i≥1
|d(p, xi−1)− d(p, xi)| = d
′
p([x], [x
′]).
Therefore dp ≤ d
′
p, so dp = d
′
p and the infimum in the definition of dp([x], [x
′]) is realized by a
continuous path from x to x′.
The following statement is already mentioned in [8, p. 623], here we include a proof here for
completeness.
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Proposition 5.4. Let X be a compact geodesic space and p be a point in X such that Xp is a finite
graph. Then the map π1(X, p)→ π1(Xp, p) induced by the quotient map X → Xp is surjective. In
particular β1(X) ≥ β1(Xp).
Proof. Let V be a vertex set as in Lemma 5.3. By Lemma 5.3 each edge with respect to V has a
lift under the quotient map X → Xp and two points in the preimage of a single point in X can
be connected by a path which maps to the constant path under the quotient. Hence for each edge
path γ in Xp, there exists a path γ˜ in X such that composed with the quotient map we get γ ◦ τ
where τ is a non-decreasing reparametrization, hence homotopy equivalent to γ with endpoints
fixed. This completes the proof since each path in a topological graph is homotopy equivalent to
an edge path.
Lastly, in this section, we give a definition of ǫ-smoothings of metric graphs. ǫ-smoothings are
introduced in [10, Section 4]. Here we use a slightly different definition.
Definition 7 (ǫ-smoothings). Let G be a finite metric graph, p be a point in X and ǫ ≥ 0. Note
that the ℓ1 product G × [0, ǫ] is a length space and d((p, 0), ·) is a piecewise linear function on
the product, therefore its Reeb graph is a topological graph. We define the ǫ-smoothing Gǫp as the
metric graph whose underlying graph is the Reeb graph of d((p, 0), ·) : G× [0, ǫ]→ R and the length
structure is defined as in Proposition 5.1.
Remark 5.5. Let X be a compact geodesic space, p be a point in X such that Xp is a metric graph.
Then (X × [0, ǫ])(p,0) is a metric graph isomorphic to (Xp)
ǫ
p, where the product X × [0, ǫ] denotes
the ℓ1 metric product. We denote this space also by X
ǫ
p.
The main reason why we introduced ǫ-smoothings is the following Proposition:
Proposition 5.6. Let G be finite metric graph and p be a point in G. If ǫ ≥ 3 aGk /2, then
β1(G
ǫ
p) < k.
Proof. Let β1(G) = n. Note that if k > n, then by Proposition 5.4, β1(G
ǫ
p) ≤ β1(G×[0, ǫ]) = n < k.
Now, assume that k ≤ n. By [20, Theorem 11.3], there are loops γ1, . . . , γn such that L(γi) = 3 a
G
i
and the one dimensional homology classes corresponding to γi freely generate H1(G,R). Since
G→ Gǫp sending x 7→ (x, 0) induces a surjection on the first homology groups, it is enough to show
that for i ≥ k, the the loop (γi, 0) is homotopic to a constant loop in G
ǫ
p.
Let i ≤ k. Note that
diam(γi) ≤ L(γi)/2 ≤ 3 a
G
i /2 ≤ ǫ.
Let r = maxt d(p, γi(t)). For t in the domain of γi, let rt = r − d(p, γi(t)). Note that 0 ≤ rt ≤
diam(γi) ≤ ǫ. If we define the loop γ˜i in G
ǫ
p by t 7→ (γi(t), rt), then (γi, 0) is homotopy equivalent
to γ˜i through the homotopy (t, s) 7→ (γi(t), srt). Since d((p, 0), (γi(t), rt)) = d(p, γi(t)) + rt = r for
each t, γ˜i is a constant loop in G
ǫ
p.
Corollary 5.7. Let X be a compact geodesic space and p be a point in X such that Xp is a finite
graph. If ǫ ≥ 3 aXk /2, then β1(X
ǫ
p) < k.
Proof. By Proposition 2.5, a
Xp
k ≤ a
X
k , hence ǫ ≥ 3 a
Xp
k /2. The result follows from Proposition 5.6
since by Remark 5.5 Xǫp is same with (Xp)
ǫ
p.
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6 Stability of the Reeb graph construction
We recall Theorem 1.4.
Theorem 1.4 (Reeb stability). Let X,Y be compact geodesic spaces and p, q be points in X,Y
respectively such that Xp, Yq are finite metric graphs. Let β = max(β1(Xp), β1(Yq)). Then
dGH(Xp, Yq) ≤ (8β + 6) d
ℓ
GH
(
(X, p), (Y, q)
)
.
Proof. Let R be a path correspondence between X,Y with path subcorrespondence R0. Assume
xR0 y and x
′R0 y
′. Let α : [0, 1] → X be a dp realizing path from x to x
′. Let γ : [0, 1] → Y be a
path from y to y′ such that α(t)Rγ(t) for each t. Let 0 = t0 < t1 < · · · < tk = 1 be a partition of
[0, 1] for α as in the second part of Theorem 4.1. Let 0 = t′0 < t
′
1 < · · · < t
′
l = 1 be a partition of
[0, 1] for γ as in the first part of Theorem 4.1. Let 0 = s0 < · · · < sm = 1 be the coarsest common
refinement of the partitions (ti), (t
′
j). Note that m ≤ 4β + 3. Now, we have
dq(y, y
′)− dp(x, x
′) ≤
m∑
i=1
|d(q, β(si))− d(q, β(si−1))| − |d(p, α(si)− d(p, α(si−1))|
≤
m∑
i=1
|d(q, β(si))− d(p, α(si))|+ |d(p, α(si−1)− d(q, β(si−1))|
≤ 2m dis(R) ≤ (8β + 6) dis(R)
Similarly we can show that
dp(x, x
′)− dq(y, y
′) ≤ (8β + 6) dis(R).
If we denote the correspondence between Xp, Yq induced by R0 by S0, then we have
dGH(Xp, Yq) ≤ dis(S0)/2 ≤ (4β + 3) dis(R).
Infimizing over path correspondences R between (X, p), (Y, q), we get
dGH(Xp, Yq) ≤ (8β + 6) d
ℓ
GH
(
(X, p), (Y, q)
)
.
7 Graph approximations
Lemma 7.1. Let G be a finite metric graph. Then
dGH(G,G
ǫ
p) ≤ (4β1(G) + 3) ǫ.
Proof. Note that β1(G
ǫ
p) ≤ β1(G) and G = Gp by Corollary 4.9. Hence, by Theorem 1.4, we have
dGH(G,G
ǫ
p) = dGH(Gp, G
ǫ
p) ≤ (8β1(G) + 6) d
ℓ
GH
(
(G, p), (G × [0, ǫ], (p, 0))
)
.
Let R be the correspondence between (G, p) and the ℓ1-product (G × [0, ǫ], (p, 0)) given by
xR (x, t) for each x in G and t in [0, ǫ]. Let us show that R is a path subcorrespondence of itself.
Take x, x′ in G and t, t′ in [0, ǫ]. Let α be a path from x to x′ in G, and (β, γ) be a path from (x, t)
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to (x′, t′). Let α˜ = β from x to x′. Then α˜(s)R (β, γ)(s) for each s. Now, define the path β˜ from
(x, t) to (x′, t′) in G× [0, ǫ] by
s 7→ (α(s), (1 − s)t+ st′).
Then α(s)R β˜(s) for each s. Hence R is a path subcorrespondence of itself, so R is a path corre-
spondence. Note that dis(R) = ǫ. Hence dℓGH
(
(G, p), (G × [0, ǫ], (p, 0))
)
≤ ǫ/2.
Lemma 7.2. Let X be a compact geodesic space with finite first Betti number. Let G be a finite
metric graph and p be a point in G. If r ≥ 6 dGH(X,G), then β1(G
r
p) ≤ β1(X).
Proof. Note that by Remark 2.4, aXn = 0 for n > β1(X). By Proposition 2.7, for n > β1(X),
aGn ≤ 4 dGH(X,G). Hence, r ≥ 3 a
G
β1(X)+1
/2 and by Proposition 5.6, β1(G
r
p) ≤ β1(X).
Proof of Theorem 1.1. “i)” Let G be a finite metric graph withh β1(G) = n. By Theorem 2.1,
aGn+1 = 0. Hence, by Proposition 2.7, a
X
n+1 ≤ 4 dGH(X,G). We get the desired result by infimizing
over G.
“ii)” Let G be a graph with β1(G) = n > β1(X) = β. Let r = 6 dGH(X,G). Let p be a point
in G. By Lemma 7.1 and Lemma 7.2 we have
δXβ ≤ dGH(X,G
r
p) ≤ dGH(X,G) + dGH(G,G
r
p)
≤ dGH(X,G) + (4n + 3)r = (24n + 19) dGH(X,G).
Infimizing over G with β1(G) = n, we get
δXn ≥
δXβ
24n + 19
.
“iii)” Let G be a graph with β1(G) = β and p be a point in G. Let n < β and r
G
n =
3(aXn+1 + 4 dGH(X,G))/2. Then by Proposition 2.7 r
G
n ≥ 3 a
G
n+1/2 and β1(G
rGn ) ≤ n. By Lemma
7.1, we have
δXn ≤ dGH(X,G
rGn ) ≤ dGH(X,G) + dGH
(
G,Gr
G
n
)
≤ dGH(X,G) + (4β + 3) r
G
n .
Infimizing over G with β1(G) = β, we get
δXn ≤ δ
X
β + (4β + 3) 3 (a
X
n+1 + 4 δ
X
β )/2 ≤ (24β + 19)
(
δXβ +
aXn+1
4
)
.
Proof of Theorem 1.2. Let G be a graph with β1(G) = n. Let g = max(β, n). Then, for each q in
G by Proposition 3.3 and Theorem 1.4
dGH((X, p), (G, q)) ≥ d
ℓ
GH((X, p), (G, q))/2
≥ dGH(Xp, G)/(16 g + 12).
Infimizing over q in G, we get
dGH(X,G) ≥ dGH(Xp, G)/(16 g + 12).
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Once more infimizing over G with β1(G) = n, we get
δXn ≥
ρX,p
16 max(β, n) + 12
.
This proves i) and the first inequality in ii).
Now, let n < β. Let r = 3 aXn+1/2. By Corollary 5.7 and Lemma 7.1, we have
δXn ≤ dGH(X,X
r
p) ≤ dGH(X,Xp) + dGH(Xp,X
r
p)
≤ ρX,p + (4β + 3) r ≤ ρX,p + (6β + 6) aXn+1.
Proof of Proposition 1.3. The upper bound follows from Theorem 1.2. If G′ is a finite metric graph
such that β1(G
′) = n, then aG
′
n+1 = 0 by Remark 2.4. By Proposition 2.7,
dGH(G,G
′) ≥ (aGn+1 − a
G′
n+1)/4 =
aGn+1
4
.
We get the lower bound by infimizing the inequality above over G′ with β1(G
′) ≤ n.
8 Tree approximations
In [14], Gromov gives a construction of a tree metric (i.e. a metric with zero hyperbolicity) on
every metric space. More specifically, given a metric space X and a point p in X, tree metric tp is
defined by
tp(x, x
′) := d(p, x) + d(p, x′)− 2g∞p (x, x
′),
where
g∞p (x, x
′) := sup
x=x0,...,xn=x′
min
i=1,...,n
gp(xi, xi−1).
For the definition of the Gromov product gp(x, x
′), see Appendix A.3.
Definition 8 (TpX). Let X be a geodesic space and p be a point in X. (TpX, tp) is defined as the
metric space associated to the pseudo-metric (x, x′) 7→ d(p, x) + d(p, x′) − 2 g∞p (x, x
′) on X. Note
that hyp(TpX) = 0.
We have the following characterization of g∞p for geodesic spaces.
Definition 9 (mp(x, x
′)). Let X be a geodesic space and p, x, x′ be points in X. Let Γ(x, x′) denote
the set of continuous paths from x to x′. We define
mp(x, x
′) := sup
γ∈Γ(x,x′)
min d(p, ·) ◦ γ.
Proposition 8.1. Let X be a connected geodesic space and p be a point in X. Then g∞p ≡ mp.
Lemma 8.2. Let X be a geodesic space and p be a point in X. Let x = x0, . . . , xn = x
′ be points
in X. Then
mp(x, x
′) ≥ min
i=1,...,n
mp(xi, xi−1).
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Proof. It is enough to show that given x′′ in X, mp(x, x
′) ≥ min(mp(x, x
′′),mp(x
′′, x′). Let α be a
path from x to x′′ and β be a path from x′′ to x′. Then we have
mp(x, x
′) ≥ min d(p, ·) ◦ (α · β) = min(min d(p, ·) ◦ α,min d(p, ·) ◦ β).
Maximizing over α, β, we get
mp(x, x
′) ≥ min(mp(x, x
′′),mp(x
′′, x′)).
Lemma 8.3. Let X be a geodesic space and p be a point in X. Then mp ≥ gp.
Proof. Let x, x′ be points in X and α be a length minimizing geodesic from x to x′. Let q be a
point in the image of α where d(p, ·) takes its minimum. Then we have
2 gp(x, x
′) = d(p, x) + d(p, x′)− d(x, x′)
=
(
d(p, x)− d(q, x)
)
+
(
d(p, x′)− d(q, x′)
)
≤ 2 d(p, q) ≤ 2mp(x, x
′).
Proof of Proposition 8.1. “mp ≥ g
∞
p ”: Let x, x
′ be points in X. Let x = x0, . . . , xn = x
′ be points
in X. By Lemma 8.2 and Lemma 8.3 we have
mp(x, x
′) ≥ min
i=1,...,n
mp(xi, xi−1)
≥ min
i=1,...,n
gp(xi, xi−1).
Maximizing over (xi), we get
mp(x, x
′) ≥ g∞p (x, x
′).
“g∞p ≥ mp ” Let ǫ > 0 Let α : [0, 1] → X be a continuous path from x, x
′. Choose 0 = t0 < · · · <
tn = 1 such that diam(α([ti−1, ti])) ≤ ǫ. Let xi = α(ti) for i = 0, . . . , n. We have
g∞p (x, x
′) ≥ min
i=1,...,n
gp(xi, xi−1)
= min
i=1,...,n
(
d(p, xi) + d(p, xi−1)− d(xi, xi+1)
)
/2
≥ min
i=1,...,n
min(d(p, xi), d(p, xi−1))− (ǫ/2)
= min
i=0,...,n
d(p, xi)− (ǫ/2)
≥ min d(p, ·) ◦ α− (3 ǫ/2).
Since ǫ > 0 is arbitrary, we have
g∞p (x, x
′) ≥ min d(p, ·) ◦ α.
Maximizing over α, we get
g∞p (x, x
′) ≥ mp(x, x
′).
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Proposition 8.4. If X is a compact geodesic space and p be a point in X, then TpX is a metric
tree.
Lemma 8.5. Let X be a geodesic space, p be a point in X and α : [0, 1]→ X be a continuous path.
Let q be a point on α where d(p, ·) takes its minimum on α. Then for any x on α,
tp(q, x) = d(p, x) − d(p, q).
Proof. Let q = α(t) and x = α(t′). Let I be the subinterval of [0, 1] between t.t′. Then over I,
d(p, ·) ◦ α ≥ d(p, q). Hence mp(q, x) = d(p, q). Therefore
tp(q, x) = d(p, q) + d(p, x)− 2mp(q, q
′) = d(p, x) − d(p, q).
Lemma 8.6. Let X be a geodesic space and p be a point in X. Let α : [0, 1]→ X be a continuous
path in X with α(0) = x. Let q be a point on α where d(p, ·) takes its minimum on α. Then there
is a continuous path γ in TpX from [q] to [x], such that Ltp(γ) = d(p, x) − d(p, q).
Proof. Let ǫ : d(p, x)− d(p, q). Define ϕ : [0, ǫ]→ [0, 1] by
ϕ(s) = min{t : d(p, α(t)) = d(p, q) + s}.
ϕ is not necessarily continuous. Since d(p, α(ϕ(s)) = d(p, q) + s and d(p, α(0)) = r+ ǫ, by interme-
diate value theorem ϕ is strictly decreasing. Note that ϕ(ǫ) = 0. Let us show that γ : [0, ǫ]→ TpX
defined by [α ◦ ϕ] is a continuous curve with the desired properties. Note that q′ = α(ϕ(0)) is a
point where d(p, ·) takes its minimum over α, by Lemma 8.5 tp(q, q
′) = 0. Hence γ(0) = [q] and
γ(ǫ) = [x].
Let s < s′. Then we have ϕ(s′) < ϕ(s) and by the definition of ϕ, over α restricted to
[ϕ(s′), ϕ(s)], d(p, ·) is greater than or equal to d(p, q) + s. Hence
mp(α(ϕ(s), α(ϕ(s
′)) = d(p, α(ϕ(s))) = d(p, q) + s.
Therefore,
tp(α(ϕ(s), α(ϕ(s
′)) = d(p, q) + s′ + d(p, q) + s− 2 (d(p, q) + s) = s′ − s.
In other words tp(γ(s), γ(s
′)) = s− s′. Hence γ is the desired path.
Proof of Proposition 8.4. Since tp coincides with the metric induced by Gromov’s construction, we
know that hyp(TpX) = 0. Hence, by [6, Proposition 3.4.2] it is enough to show that tp is intrinsic.
Let t˜p be the intrinsic metric induced by tp. Let us show that tp = t˜p. Since tp ≤ t˜p, it is enough
to show that t˜p ≤ tp.
Let x, x′ be points in X and α be a continuous path from x to x′. Let q be a point on α
where d(p, ·) takes its minimum over α. Let γ be a curve for q, α as in Lemma 8.6. Let γ′ be a
curve for q, α¯ as in Lemma 8.6. Then γ¯ · γ′ is a path in TpX from x to x
′ and it is tp length is
d(p, x)− d(p, q) + d(p, x′)− d(p, q). Therefore,
t˜p(x, x
′) ≤ d(p, x) + d(p, x′)− 2 min d(p, ·) ◦ α.
Infimizing over α, we get
t˜p(x, x
′) ≤ tp(x, x
′).
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Here we recall Proposition 1.6.
Proposition 1.6 (Gromov tree stability). Let X,Y be geodesic spaces and p, q are points in X,Y
respectively. Then
dGH(TpX,TqY ) ≤ 5 dGH
(
(X, p), (Y, q)
)
.
Lemma 8.7. Let X be a geodesic space and p be a point in X. Let x = x0, . . . , xn = x
′ be points
in X such that d(xi, xi−1) ≤ r for some r > 0. Then
mp(x, x
′) ≥ min
i=0,...,n
d(p, xi)− (r/2).
Proof. For i = 1, . . . , n, by Lemma 8.3 we have
mp(xi, xi−1) ≥ gp(xi, xi−1)
=
(
d(p, xi) + d(p, xi−1)− d(x, x
′)
)
/2
≥ min(d(p, xi), d(p, xi−1))− (r/2).
The result then follows from Lemma 8.2.
Proof of Proposition 1.6. Let R be a correspondence between (X, p), (Y, q). Let x, x′ be points in
X and y, y′ be points in Y such that xR y and x′Ry′. Let ǫ > 0. Let α : [0, 1]→ X be a continuous
path from x to x′ such that mp(x, x
′) ≤ min(d(p, ·) ◦ α) + ǫ. Choose 0 = t0 < t1 < · · · < tn such
that diam(α([ti−1, ti])) ≤ ǫ for i = 1, . . . , n. For i = 0, . . . , n, let xi = α(ti) and yi be a point in Y
such that xiRyi, y0 = y, yn = y
′. Note that d(yi, yi−1) ≤ dis(R) + ǫ by Lemma 8.7, we have
mp(x, x
′)−mq(y, y
′) ≤ (min d(p, ·) ◦ α) + ǫ−
(
min
i=0,...,n
d(q, yi)
)
+ (dis(R) + ǫ)/2
≤ min
i=0,...,n
d(p, xi)− min
i=0,...,n
d(q, yi) + (dis(R)/2) + (3 ǫ/2)
≤ 3 (dis(R) + ǫ)/2.
Since ǫ > 0 is arbitrary
mp(x, x
′)−mq(y, y
′) ≤ 3 dis(R)/2.
Similarly we can show that
mq(y, y
′)−mp(x, x
′) ≤ 3 dis(R)/2.
Therefore,
|tp(x, x
′)− tq(y, y
′)| ≤ |d(p, x) − d(q, y)|+ |d(p, x′)− d(q, y′)|+ 2|mq(y, y
′)−mp(x, x
′)|
≤ 5 dis(R).
If we denote the correspondence between TpX,TqY induced from R by S, then we have
dGH(TpX,TqY ) ≤ dis(S)/2 ≤ 5 dis(R)/2.
Infimizing over R, we get
dGH(TpX,TqY ) ≤ 5 dGH
(
(X, p), (Y, q)
)
.
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In [14, Remark 6.1.C], Gromov shows that if a geodesic space X can be decomposed into less
than 2k+1 + 1 geodesics, then ||d − tp||∞ ≤ 2k hyp(X). Note that if X is a metric graph, then k
can be much larger than log(β1(X) + 1). We have the following refinement of Gromov’s result.
Proposition 8.8. Let G be a finite metric graph with and p be a point in G. Then,
||d− tp||∞ ≤ 2(log2(4β1(G) + 4)) hyp(G).
In particular,
dGH(G,TpG) ≤ (log2(4β1(G) + 4)) hyp(G).
Proof. Let x, x′ be points in G. Note that
d(x, x′)− tp(x, x
′) = 2(mp(x, x
′)− gp(x, x
′)) ≥ 0
.
Given two paths α,α′ from x to x′ such that α ≤ α′ (see the definition of path preorder in
Section 4), we have
min d(p, ·) ◦ α ≥ min d(p, ·) ◦ α′.
Hence, by Proposition 4.5, mp can be defined as the supremum over simple edge paths. Since
(up to reparametrization) there are finitely many simple edge path between x, x′, there exists an
edge path α realizing mp(x, x
′). By Proposition 4.7, α = γ1 · · · · · γn such that d(p, ·) is strictly
monotonous on γi for each i and n ≤ 2β1(G) + 2. Let x = x0, x1, . . . , xn be points such that γi is
from xi−1 to xi. By Corollary 4.9, d(xi, xi−1) = |d(p, xi)− d(p, xi−1)| and this implies that
gp(xi, xi−1) = min(d(p, xi), d(p, xi−1)).
Therefore,
mp(x, x
′) = min
i=0,...,n
d(p, xi) = min
i=1,...,n
gp(xi, xi−1).
If we let k = ⌈log2 n⌉, then by [9, p. 91, Lemme 2]
mp(x, x
′)− gp(x, x
′) ≤ k hyp(G).
The result follows since
k ≤ log2 2n ≤ log2(4β1(G) + 4).
Proof of Theorem 1.5. “i)” Since TpX is a compact metric tree by Proposition 8.4 and every com-
pact metric tree can be approximated by finite metric trees, δX0 ≤ τ
X,p. Now let T be a metric
tree. Note that for any q in T , TqT = T (since for metric trees gp = g
∞
p ), hence by Proposition 1.6
we have
dGH(X,T ) ≥ dGH(X,TpX)− dGH(TpX,TqT )
≥ dGH(X,TpX)− 5 dGH((X, p), (T, q))
Infimizing over q in T , we get
6 dGH(X,T ) ≥ τ
X,p,
and further infimizing over T , we get
δX0 ≥ τ
X,p/6.
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“ii)” Let G be a finite metric graph with β1(G) = n. Let q be a point in G. By Proposition 8.8
and Proposition A.6, we have
δX0 ≤ dGH(X,TqG)
≤ dGH(X,G) + dGH(G,TqG)
≤ dGH(X,G) + (log2(4n+ 4))hyp(G)
≤ dGH(X,G) + (log2(4n+ 4))(hyp(X) + 4 dGH(X,G))
Infimizing over G with β1(G) = n, we get
δX0 ≤ (log2(4n+ 4))(5 δ
X
n + hyp(X)).
“iii)” The upper bound follows from Proposition 8.8. The lower bound follows from Proposition
A.6.
A Appendix
In this section we collect background material that is needed in the main part of the text.
A.1 Gromov-Hausdorff distance
A reference for this section is [5, Chapter 7].
Definition 10 (Correspondences). • A correspondence R between two given sets X,Y , is a
relation between them such that for all x in X, there exists a y0 in Y such that xR y0 and
for each y in Y , there exists an x0 in X such that x0Ry.
• A correspondence between pointed sets (X, p), (Y, q) is a correspondence R between X,Y
such that pR q.
• A correspondence R0 between X,Y is called a subcorrespondence of R if xR0 y implies that
xR y.
• If R is a correspondence between X,Y and S is a correspondence between Y,Z, then we
define the relation S ◦ R between X,Z as follows: xS ◦ Rz if there exists y in Y such
that xR y and y S z. Note that S ◦ R is a correspondence between X,Z. Note that the
composition of pointed correspondences is a pointed correspondence and the composition of
subcorrespondences is a subcorrespondence of the composition.
Definition 11 (Distortion of a correspondence). Let X,Y be metric spaces and R be a correspon-
dence between X,Y . The metric distortion dis(R) of the correspondence R is defined as
dis(R) := sup
(x,y),(x′,y′)∈R
|d(x, x′)− d(y, y′)|.
Remark A.1. • If R0 is a subcorrespondence of R, then dis(R0) ≤ dis(R).
• dis(S ◦R) ≤ dis(R) + dis(S).
There are several equivalent ways of defining the Gromov-Hausdorff distance (see [5, Section
7.3]). In this paper we use the following:
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Definition 12 (Gromov-Hausdorff distance). Let X,Y be metric spaces.
• The Gromov-Hausdorff distance dGH(X,Y ) is defined as
dGH(X,Y ) :=
1
2
inf{dis(R) : R is a correspondence between X,Y }.
• Let p, q be points inX,Y respectively. The pointed Gromov-Hausdorff distance dGH
(
(X, p), (Y, q)
)
is defined as
dGH
(
(X, p), (Y, q)
)
:=
1
2
inf{dis(R) : R is a correspondence between (X, p), (Y, q)}.
Remark A.2. Let X,Y be metric spaces and p be a point in X. Then
dGH(X,Y ) = inf
q∈Y
dGH
(
(X, p), (Y, q)
)
.
A.2 Vietoris-Rips filtration and persistence
The definitions and results in this subsection can be found in [3]. We include them here for
completeness.
Definition 13 (Vietoris-Rips filtration). Let X be a metric space and r > 0. The open Vietoris-
Rips complex VRr(X) of X is the simplicial complex whose vertices are the points of X and whose
simplices are finite subsets of X with diameter strictly less then r. Note that if r < s, then
VRr(X) is included in VRs(X). Hence, the family VR∗(X) is a filtration, which is called the open
Vietoris-Rips filtration of X.
Definition 14 (Persistence module). A persistence module over R>0 is a family of vector spaces
Vr>0 with morphisms fr,s : Vr → Vs for each r ≤ s such that
• fr,r = IdVr ,
• fs,t ◦ fr,s = fr,t for each r ≤ s ≤ t.
Remark A.3. H∗(VR
r(X)) forms a persistence module where the morphisms are induced by inclu-
sions. As a persistence module, it is denoted by PH(VR∗(X)). In this paper, we are only interested
in the first homology groups. The persistent Betti number βX1 (r) is defined by β1(VR
r(X)).
Definition 15 (Irreducible persistence modules). Given an interval I in R>0, the persistence
module IR is defined as follows. The vector space at r is R if r is in I and zero otherwise. Given
r ≤ s, the morphism from corresponding to (r, s) is identity if r, s are in I and zero otherwise.
Theorem A.4. If V∗ is a persistence module such that each Vr is finite dimensional, then there is
a family (Iλ)λ∈Λ, unique up to reordering, such that V∗ is isomorphic to ⊕λ(Iλ)R.
Definition 16 (Barcode). A barcode is a multiset of intervals. By Theorem A.4, there exists
a barcode associated to each pointwise finite dimensional persistence module. It is called the
persistence barcode associated to the persistence module.
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Definition 17 (Bottleneck distance). A partial matching between two multisets X,Y is a pair of
sub-multisets X ′, Y ′ of X,Y respectively and a bijection from X ′ to Y ′.
Let B,B′ be two barcodes and M be a matching between them. Let < a, b > denote an interval
with endpoints a, b. The cost of M , denoted by cost(M), is the maximum of the following three
numbers
sup{(b− a)/2 :< a, b >∈ B, not matched}
sup{(b− a)/2 :< a, b >∈ B′, not matched}
sup{max(|a− a′|, |b− b′|) :< a, b > matched with < a′, b′ >}.
The bottleneck distance db(B,B
′) is defined by
db(B,B
′) := inf{cost(M) : M a matching between B, B′}.
For the following theorem, see [7, Lemma 4.3].
Theorem A.5. Let X,Y be metric spaces so that the persistence homology of their open Vietoris-
Rips filtrations have an interval decomposition. Let BX , BY denote the corresponding barcodes.
Then
db(BX , BY ) ≤ 2 dGH(X,Y ).
A.3 Hyperbolicity
Definition 18 (Hyperbolicity). A metric space X is called δ-hyperbolic for some δ ≥ 0, if for each
x, y, w, z in X,
d(x, y) + d(w, z) ≤ max(d(x,w) + d(y, z), d(x, z) + d(y,w)) + 2δ.
The hyperbolicity hyp(X) of X is the minimal δ such that X is δ-hyperbolic.
Proposition A.6. Let X,Y be metric spaces. Then
|hyp(X)− hyp(Y )| ≤ 4 dGH(X,Y ).
Proof. Let x, y, z, w be points in X. Let R be a correspondence between X,Y and p, q, r, s be points
in X related to x, y, w, z under R respectively. Then we have
d(x, y) + d(z, w) ≤ d(p, q) + d(r, s) + 2dis(R)
≤ max(d(p, r) + d(q, s), d(p, s) + d(q, r)) + 2dis(R) + 2hyp(Y )
≤ max(d(x,w) + d(y, z), d(x, z) + d(y,w)) + 4dis(R) + 2hyp(Y ).
Hence,
hyp(X) − hyp(Y ) ≤ 2 dis(R).
Similarly, we have
hyp(Y )− hyp(X) ≤ 2 dis(R).
Infimizing over R, we get
|hyp(X)− hyp(Y )| ≤ 4 dGH(X,Y ).
25
A.4 Hyperconvex spaces
References for this section are [17, 11, 12].
Definition 19 (Hyperconvex space). A metric space is called hyperconvex if for every family
(xi, ri)i∈I of xi in X and ri ≥ 0 such that d(xi, xj) ≤ ri + rj for each i, j in I, there exists a point
x such that d(xi, x) ≤ ri for each i in I.
One can show that for any set S, the space l∞(S) of real valued functions on S with l∞ norm
is a hyperconvex space. If X is a metric space, these space is called the Kuratowski space and is
denoted by k(X). The map X → k(X), p 7→ d(p, ·) is an isometric embedding and it is called the
Kuratowski embedding. Hence every metric space can be isometrically embedded in a hyperconvex
space.
Proposition A.7. Let X be a subspace of a hyperconvex space E. For ǫ ≥ 0, let Bǫ(X) denote
the open ǫ-neighborhood of X in E. Then the open Vietoris-Rips complex VR2 ǫ(X) is homotopy
equivalent to Bǫ(X).
Lemma A.8. In a hyperconvex space, any non-empty intersection of open balls is contractible.
Proof. A geodesic bicombing of a geodesic space S is a map γ : S × S × [0, 1] → S such that for
each x, y in S, γ(x, y, ·) : [0, 1] → S is a constant speed length minimizing geodesic from x to x′.
Note given a point p in S, restricting γ to S × {p} × [0, 1] gives a deformation retraction of S onto
p. By [17, Proposition 3.8], E has a geodesic bicombing γ such that for each x, y, x′, y′ in E and t
in [0, 1],
d(γ(x, y, t), γ(x′ , y′, t)) ≤ (1− t)d(x, x′) + td(y, y′).
In particular, by letting x′ = y′ = z, we get
d(γ(x, y, t), z) ≤ max(d(x, z), d(y, z)).
Hence, if x, x′ is contained in an open ball of z, then γ(x, y, t) is contained in the same ball for
each t in [0, 1]. Therefore, if U is a non-empty intersection of open balls in E, then γ restricts to
U × U × [0, 1]→ U , which implies that U is contractible.
Proof. Let
U := {Bǫ(x) ⊆ E : x ∈ X}
. By Lemma A.8, U is a good cover of Bǫ(X). By nerve lemma, Bǫ(X) is homotopy equivalent
to the Cˇech complex of U . By the definition of hyperconvexity, given a finite set x1, . . . , xn in X,
Bǫ(xi) ⊆ E has non-empty intersection if and only if d(xi, xj) < 2ǫ for each i, j. Hence the Cˇech
complex of U is same with VR2ǫ(X).
The following result can be found in [14, Lemma 1.7.A, p. 96]. Here we give a different proof.
Corollary A.9. Let X be a geodesic space. For r > 4 hyp(X), VRr(X) is contractible.
Proof. Let E(X) be the tight span of X (see [11, 12]), which is a hyperconvex space (see [17]).
Then X is a subspace of E(X) and by [17, Proposition 1.3] dH(X,E(X)) ≤ 2 hyp(X) (note that the
definition of δ-hyperbolicity in [17] corresponds to our δ/2-hyperbolicity). Hence, by Proposition
A.7, VRr(X) is homotopy equivalent to E(X), which is contractible.
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