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1. Introduction
Let Z and R be the sets of integers and real numbers, respectively. There have been extensive studies on the nonlinear
second order differential equation
(p(t)x′(t))′ + q(t)x(t)+ f (t, x(t)) = 0, t ∈ R,
which is a more general form of the Emden–Fowler equation, for details, see [1]. The discretization of the above equation is
1[pk−11uk−1] + qkuk + f (k, uk) = 0, k ∈ Z,
where1uk = uk+1 − uk, ∀k ∈ Z. Due to the wide applications of discrete models in many fields such as computer science,
economics, neural network, ecology, cybernetics, etc., the theory of nonlinear difference equations has been widely studied
in recent years. See, for example, [2–11]. For a, b ∈ Z with a < b, define [a, b] = {a, a + 1, . . . , b − 1, b}. For some given
positive integer N with N > 2, we consider the following boundary value problems (briefly BVP){
1[pk−11uk−1] + qkuk + f (k, uk) = 0, k ∈ [1,N],
u0 = uN , p01u0 = pN1uN , (1.1)
where f : [1,N] × R → R is a continuous function in the second variable, p, q : [0,N] → R. The existence of solution
for BVP (1.1) has been studied by many authors by using various methods and techniques, for example, the upper and
lower solutions method [4], fixed point theorem [5], and critical point theory [7,9]. However, there are rare results on the
multiplicity of solutions for BVP (1.1), see [9]. Themain purpose of this paper is to study themultiplicity of solutions for BVP
(1.1) and obtain that BVP (1.1) has at least 2N distinct solutions under some conditions.
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2. Preliminaries
Let X be a real Banach space and C1(X,R) denote the set of functionals that are Fre´chet differentiable and whose Fre´chet
derivatives are continuous on X . For I ∈ C1(X,R), a critical point of I is a point u0 ∈ X which satisfies I ′(u0) = 0 and a
critical value is a number c such that I(u0) = c . We say I satisfies the Palais–Smale condition (henceforth denoted by P.S.) if
any sequence u(n) ⊂ X for which I(u(n)) is bounded and I ′(u(n))→ 0 as n→∞ possesses a convergent subsequence. Let θ
denote the zero element of Banach space X , and Sn−1 denote the (n− 1)-dimensional unit sphere. The Clark’s theorem has
been used to study fourth order differential equations by some authors, see [12,13]. Recall the Clark’s theorem which plays
an important role in proving our main results.
Lemma 2.1 ([14]). Let X be a real Banach space, I ∈ C1(X,R)with I even, bounded from below and satisfying the P.S. condition.
Suppose I(θ) = 0, and there is a set K ⊂ X such that K is homeomorphic to Sn−1 by an oddmap, and supK I < 0. Then I possesses
at least n distinct pairs of critical points.
Let E = {χ |χ = (u0, u1, . . . , uN , uN+1), where u0 = uN , p01u0 = pN1uN} and RN be the N-dimensional Hilbert space
with the usual inner product and the usual norm
〈u, v〉 =
N∑
k=1
ukvk, ‖u‖ =
[
N∑
k=1
|uk|2
]1/2
, ∀u = (u1, u2, . . . , uN), v = (v1, v2, . . . , vN) ∈ RN .
It is easy to see that E is isomorphic to RN . In the following, when we say u = (u1, u2, . . . , uN) ∈ RN , we always imply that
χ = (u0, u1, . . . , uN , uN+1) ∈ E. Define a functional I on RN as
I(u) =
N∑
k=1
[pk−1
2
|1uk−1|2 − qk2 |uk|
2 − F(k, uk)
]
,
where F(k, z) = ∫ z0 f (k, s)ds and u0 = uN . It is easy to see that I(θ) = 0. According to the analysis of [7,9], u =
(u1, u2, . . . , uN) ∈ RN is a critical point of I , if and only if χ = (u0, u1, . . . , uN , uN+1) ∈ E is precisely a solution of BVP (1.1).
3. Main results
Lemma 3.1. Assume that f (k, s) is odd on its second variable s for k ∈ [1,N], and
(I) mink∈[1,N]{pk−1} ≥ 0;
(II) there exists a constant β such that
sup
k∈[1,N]
lim
s→∞
f (k, s)
s
≤ β < max
{
− max
k∈[1,N]
{qk}, min
k∈[1,N]{pk−1} − maxk∈[1,N]{pk−1 + qk}
}
.
Then I is even, bounded from below on RN , and satisfies the P.S. condition.
Proof. Since f (k, s) is odd on s, then it follows that F(k, s) is even on s for k ∈ [1,N] and I is even. From (II), for
ε1 = 12
[
max
{−maxk∈[1,N]{qk},mink∈[1,N]{pk−1} −maxk∈[1,N]{pk−1 + qk}}− β] > 0, there exists a constant R > 0 such
that
f (k, s)
s
≤ β + ε1, for |s| ≥ R, k ∈ [1,N].
Therefore, there exists a constant C such that
F(k, s) ≤ β + ε1
2
s2 + C, ∀s ∈ R, k ∈ [1,N].
Thus, for each u = (u1, u2, . . . , uN) ∈ RN , from (I) we have
I(u) =
N∑
k=1
[pk−1
2
|1uk−1|2 − qk2 |uk|
2 − F(k, uk)
]
≥ 1
2
[
− max
k∈[1,N]
{qk} − β − ε1
]
‖u‖2 − NC
and
I(u) =
N∑
k=1
[
pk−1
2
[|1uk−1|2 + |uk−1|2] − pk+1 + qk2 |uk|
2 − F(k, uk)
]
≥ 1
2
[
min
k∈[1,N]{pk−1} − maxk∈[1,N]{pk−1 + qk} − β − ε1
]
‖u‖2 − NC .
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So we have
I(u) ≥ 1
2
[
max
{
− max
k∈[1,N]
{qk}, min
k∈[1,N]{pk−1} − maxk∈[1,N]{pk−1 + qk}
}
− β − ε1
]
‖u‖2 − NC
= ε1
2
‖u‖2 − NC . (3.1)
Since ε1 > 0, then by (3.1), I is bounded from below on RN and satisfies the P.S. condition. 
Lemma 3.2. Assume that f (k, s) is odd on its second variable s for k ∈ [1,N], and
(III) mink∈[1,N]{pk−1} ≤ 0;
(IV) there exists a constant β such that
sup
k∈[1,N]
lim
s→∞
f (k, s)
s
≤ β < 4 min
k∈[1,N]{pk−1} − maxk∈[1,N]{qk}.
Then I is even, bounded from below on RN , and satisfies the P.S. condition.
Proof. Since f (k, s) is odd on s, it follows that F(k, s) is even on s for k ∈ [1,N] and I is even. From (IV), for ε1 =
1
2 [4mink∈[1,N]{pk−1} −maxk∈[1,N]{qk} − β] > 0, there exists a constant R > 0 such that
f (k, s)
s
≤ β + ε1, for |s| ≥ R, k ∈ [1,N].
Hence, there exists a constant C such that
F(k, s) ≤ β + ε1
2
s2 + C, ∀s ∈ R, k ∈ [1,N].
Thus, for each u = (u1, u2, . . . , uN) ∈ RN , from (III) we have
I(u) =
N∑
k=1
[pk−1
2
|1uk−1|2 − qk2 |uk|
2 − F(k, uk)
]
≥ min
k∈[1,N]{pk−1}
N∑
k=1
[|uk|2 + |uk−1|2] − 12 maxk∈[1,N]{qk}
N∑
k=1
|uk|2 − β + ε12
N∑
k=1
|uk|2 − NC
≥ 1
2
[
4 min
k∈[1,N]{pk−1} − maxk∈[1,N]{qk} − β − ε1
]
‖u‖2 − NC = ε1
2
‖u‖2 − NC . (3.2)
Since ε1 > 0, then by (3.2), I is bounded from below on RN and satisfies the P.S. condition. 
Theorem 3.1. Assume (I), (II) hold, f (k, s) is odd on its second variable s for k ∈ [1,N], and
(V) there exists a constant µ such that
inf
k∈[1,N] lims→0
f (k, s)
s
≥ µ > 4 max
k∈[1,N]
{pk−1} − min
k∈[1,N]{qk}.
Then BVP (1.1) has at least 2N distinct solutions.
Proof. By Lemma 3.1, I is even, bounded from below on RN , and satisfies the P.S. condition. From (V), for ε2 = 12 [µ −
4maxk∈[1,N]{pk−1} +mink∈[1,N]{qk}] > 0, there exists a constant δ > 0 such that
f (k, s)
s
≥ µ− ε2, for |s| ≤ δ, k ∈ [1,N]. (3.3)
Let
0 < ρ < δ, K = {u = (u1, u2, . . . , uN) ∈ RN |‖u‖ = ρ} .
Obviously, one can find that K ⊂ RN and K is homeomorphic to SN−1 by an odd map. For k ∈ [1,N] and u ∈ K , we have
|uk| ≤ ‖u‖ = ρ < δ.
Since F(k, s) is even on s for k ∈ [1,N], it follows from (3.3) that for ∀u ∈ K and k ∈ [1,N],
F(k, uk) =
∫ uk
0
f (k, s)ds ≥ 1
2
(µ− ε2)|uk|2.
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So, for u ∈ K ,
I(u) =
N∑
k=1
[pk−1
2
|1uk−1|2 − qk2 |uk|
2 − F(k, uk)
]
≤ max
k∈[1,N]
{pk−1}
N∑
k=1
(|uk|2 + |uk−1|2)− 12 mink∈[1,N]{qk}‖u‖
2 − 1
2
(µ− ε2)‖u‖2
= 1
2
[
4 max
k∈[1,N]
{pk−1} − min
k∈[1,N]{qk} − µ+ ε2
]
‖u‖2 = −ε2
2
ρ2 < 0.
Thus all the conditions of Lemma 2.1 are satisfied, I has at least N distinct pairs of critical points. Consequently, BVP (1.1)
has at least N distinct pairs of solutions. The proof of Theorem 3.1 is completed. 
Theorem 3.2. Assume that (IV) and (V) hold, f (k, s) is odd on its second variable s for k ∈ [1,N], and
(VI) mink∈[1,N]{pk−1} ≤ 0 ≤ maxk∈[1,N]{pk−1}.
Then BVP (1.1) has at least 2N distinct solutions.
Proof. By (IV), (VI), and Lemma 3.2, I is even, bounded from below on RN , and satisfies the P.S. condition. By (V), the rest
proof is the same to that of Theorem 3.1 and we have I(u) < 0 for u ∈ K . Thus all the conditions of Lemma 2.1 are satisfied,
I has at least N distinct pairs of critical points. Consequently, BVP (1.1) has at least N distinct pairs of solutions. The proof of
Theorem 3.2 is completed. 
Theorem 3.3. Assume that (IV) hold, f (k, s) is odd on its second variable s for k ∈ [1,N], and
(VII) maxk∈[1,N]{pk−1} ≤ 0;
(VIII) there exists a constant µ such that
inf
k∈[1,N] lims→0
f (k, s)
s
≥ µ > min
{
− min
k∈[1,N]{qk}, maxk∈[1,N]{pk−1} − mink∈[1,N]{pk−1 + qk}
}
.
Then BVP (1.1) has at least 2N distinct solutions.
Proof. By (IV), (VII), and Lemma 3.2, I is even, bounded from below on RN , and satisfies the P.S. condition. From (VIII), for
ε2 = 12
[
µ−min {−mink∈[1,N]{qk},maxk∈[1,N]{pk−1} −mink∈[1,N]{pk−1 + qk}}] > 0, there exists a constant δ > 0 such
that
f (k, s)
s
≥ µ− ε2, for |s| ≤ δ, k ∈ [1,N]. (3.4)
As in the proof of Theorem 3.1, for u ∈ K , from (VII) we have
I(u) =
N∑
k=1
[pk−1
2
|1uk−1|2 − qk2 |uk|
2 − F(k, uk)
]
≤ 1
2
[
− min
k∈[1,N]{qk} − µ+ ε2
]
‖u‖2
and
I(u) =
N∑
k=1
pk−1
2
[|1uk−1|2 + |uk|2] −
N∑
k=1
[pk−1 + qk]
2
|uk|2 − F(k, uk)
≤ 1
2
[
max
k∈[1,N]
{pk−1} − min
k∈[1,N]{pk−1 + qk} − µ+ ε2
]
‖u‖2.
So we have
I(u) ≤ 1
2
[
min
{
− min
k∈[1,N]{qk}, maxk∈[1,N]{pk−1} − mink∈[1,N]{pk−1 + qk}
}
− µ+ ε2
]
‖u‖2 = −ε2
2
ρ2 < 0.
Thus all the conditions of Lemma 2.1 are satisfied, I has at least N distinct pairs of critical points. Consequently, BVP (1.1)
has at least N distinct pairs of solutions. The proof of Theorem 3.3 is completed. 
Remark 3.1. We obtain the existence of at least 2N distinct solutions for BVP (1.1) under three cases: mink∈[1,N]{pk−1} ≥ 0,
mink∈[1,N]{pk−1} ≤ 0 ≤ maxk∈[1,N]{pk−1}, andmaxk∈[1,N]{pk−1} ≤ 0, respectively. However, Theorem 3.2 in [9] only consider
the case mink∈[1,N]{pk−1} > 0. Even for the case of mink∈[1,N]{pk−1} > 0, Theorem 3.2 in [9] cannot obtain the existence of
at least 2N distinct solutions for some boundary value problems. For example, consider{
12uk−1 − uk − u3k + 2(N + 1)uk = 0, k ∈ [1,N],
u0 = uN , 1u0 = 1uN , (3.5)
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i.e., for BVP (1.1), let pk = 1 for all k ∈ [0,N], qk = −1, and f (k, s) = −s3 + 2(N + 1)s for all k ∈ [1,N]. According to
Theorem 3.1, BVP (3.5) has at least 2N distinct solutions. However, we cannot obtain the multiplicity of solutions of BVP
(3.5) according to [9, Theorem 3.2].
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