Abstract-Under the assumption that human visual perception is highly adapted for extracting structural information from a scene, we present new approaches using structural similarity (SSIM) index for assessing grayscale fused image quality and color fusion method quality in image fusion. The advantages of grayscale fused image quality measure using SSIM are that the metric does not require a reference image and can be easily computed. The advantages of color fusion metric using SSIM are that it correlates strongly with human perception and can also be easily computed. Numerous simulations demonstrate that our measures conform to subjective evaluations and can be able to assess different image fusion methods.
I. INTRODUCTION
The technique of image fusion has been widely applied in many fields, including medical imaging, remote sensing, computer vision and target recognition. Driven by the wide range of applications, many fusion algorithms have been developed. So it has an increasing need for quality assessment in order to compare different algorithms or obtaining an optimal setting of parameters for a given fusion algorithm [1] , [2] .
The measures which express the successfulness of an image fusion technique should follow three fundamental requirements: 1) The fused image should preserve (as far as possible) all salient information in the source images.
2) The fusion process should not introduce any artefacts or inconsistencies into the fused image. 3) Undesirable features in the source imagery (e.g. noise) should be suppressed in the fused image.
Existing metrics for evaluation of image fusion algorithms are generally based on a measurement of the fidelity of the transfer of a feature (e.g., edges, amount of information) from the input images to the fused output. Most of objective performance measures for image fusion are not based on the use of the ground-truth data to evaluate a fusion algorithm, i.e., the performance is calculated using two input images and the fused output [3] , [4] . Apart from using them to evaluate image fusion processes, the metrics are also used to optimize image fusion algorithms to produce the highest visual quality of the fused image [5] , [6] .
The end user of the image fusion result is usually a human in many applications. Thus, the human perception of the fused image is of paramount importance and therefore, fusion results are mostly evaluated by subjective criteria. In practice, however, subjective evaluation is usually too inconvenient, time-consuming and expensive. The goal of research in objective image quality assessment is to develop quantitative measures that can automatically predict perceived image quality. Objective performance assessment is a difficult issue due to the variety of different application requirements and the lack of a clearly defined ground-truth. This paper proposes new approaches using structural similarity (SSIM) index for assessing grayscale fused image quality in Sec. III and color fused image quality in Sec. IV that estimates how well the salient information contained within the sources is represented by the fused image. The experiment results show that our measures have a good preferment on the quality measure. A brief discussion concludes the paper in Sec. V.
II. THE STRUCTURAL SIMILRITY INDEX OF WANG AND BOVIK
SSIM [7] is an efficient metric of full-reference image fusion performance assessments, in which, the similarity measurement between two images considers three comparisons: luminance, contrast, and structure. Given two images x and y of size M N × , let x µ denote the mean of x , let 2 x σ and xy σ be the variance of x and covariance of x and y . The SSIM index between signals x and y is: 
In this paper, we use an n × n circular-symmetric Gaussian weighting function [8] to modify x µ , y µ , xy σ , x σ and y σ . With such a windowing approach, the quality maps exhibit a locally isotropic property. In practice, one usually requires a single overall quality measure of the entire image. We use a mean SSIM index to evaluate the overall image quality.
where X and Y are the reference and the distorted images, respectively; j x and j y are the image contents at the jth local window; and M is the number of local windows of the image. Figure 1 shows the influence of window, so we use the following parameter settings throughout this paper: standard deviation of window is 1.5 and size of window is 11 × 11.
III. GRAYSCALE FUSED IMAGE QUALITY MEASURE USING SSIM

A. Typical Grayscale Fused Image Quality Measures 1) Mutual Information & Tsallis entropy Metric
Mutual information & Tsallis entropy metric is based on the measure of the degree of dependence of the two random variables A and B [9] . 
where {1}
The image fusion performance metric is defined as:
Therefore, the proposed measure reflects the total amount of information that fused image F contains about input images A and B .
2) Petrovic Metric
The fusion metric proposed Petrovic and Xydeas [10] . Consider two input images A and B , and a resulting fused image F . First, a Sobel edge operator is applied to yield the edge strength ( , ) g n m and orientation ( , ) n m α information for each pixel ( , ) p n m . Thus for an input image A : 
These are used to derive the edge strength and orientation preservation values of a given fusion process P that operates on images A and B , and produces F is obtained as follows: 
B. Proposed Grayscale Fused Image Quality Measure
We use the Wang-Bovik SSIM index in (1) to define a quality measure GFIQM( , , )
x y f for image fusion. 
Thus, in regions where image x has a large saliency compared to y , the quality measure GFIQM( , , )
x y f is mainly determined by the 'similarity' of f and input image x . On the other hand, in regions where the saliency of y is much larger than that of x , the measure GFIQM( , , )
x y f is mostly determined by the 'similarity' of f and input image y .
At this point, our model has produced a quality measure which gives an indication of how much of the salient information contained in each of the input images has been transferred into the fused image.
In addition, we also introduce a modification of the fusion quality measures that takes into account some aspect of the human visual system, namely the importance of edge information. Note that we can evaluate GFIQM W in (16) using 'edge images' (the norm of the gradient) instead of the original grayscale images x , y and f . Let us denote the edge image corresponding with x by ' x . Now we combine GFIQM( , , )
x y f and 
where the parameter [0, 1] α ∈ expresses the contribution of the edge images compared to the original images: the closer α is to 1, the more important is the edge image.
Note that the three proposed measures have a dynamic range of [ 1, 1] − . The closer the value to 1, the higher the quality of the fused image.
C. Experimental Results
In this section we use the proposed fusion quality measures in (16) and (17) to evaluate different image fusion schemes. We use the Laplacian Pyramid (LP) method, the Ratio Pyramid (RP) method, the Discrete Wavelet Transform (DWT) method and the Average method. For comparison, we also compute mutual information & Tsallis entropy metric and Petrovic metric between the source images and each of the fused images [11] .
First, we take Figure 2 (a) and Fig. 2(b) as input images the complementary pair. They are multi-focus images. The fused images obtained by the LP method, the RP method, the DWT method and the Average method are depicted from Fig. 2(c) to Fig. 2(f) . TABLE I compares the quality of these fused images using our proposed quality measures. The first row corresponds to the fusion quality measure defined in (16), the second row to the edge-dependent fusion quality measure in (17) with 1/ 2 α = , the third row to the mutual information & Tsallis entropy metric and the fourth row to the Petrovic metric. Fig. 2 shows that the LP and DWT methods are comparable and that they outperform the other two schemes. These subjective visual comparisons are corroborated by the results in TABLE I. Note that the LP method has higher quality measures than the DWT. This is most likely due to the fact that the former method is better able to preserve edges and reduce the ringing artifacts around them.
Consider now the input images in Figure 3 . They correspond to a LWIR image and an 2 I CCD image. We repeat the same computations as described above. The results are shown in Fig. 3 and TABLE II.
In Fig. 3 , we can see that again the LP and DWT methods clearly outperform the other two methods. For both of them, many details have been lost. Moreover, due to the high contrast in the input images, the RP method blows up the dynamic range for some pixels, which makes it necessary to clip them in order to be able to 'visualize' the image. Again, the subjective visual analysis is consistent with the new quality measures, as shown in TABLE II. In both experiments, the edgedependent fusion quality index gives a stronger separation between the good results (LP and DWT) and the bad results (RP and Average).
From TABLE I and II we can see experimental results have shown that the proposed metric values correspond well to the subjective quality of the fused images with other state-of-the-art fusion metrics.
IV. COLOR FUSED IMAGE QUALITY MEASURE USING SSIM
In this section we extend the metric SSIM to include color by applying it to the individual dimensions of a perceptually decorrelated color space, and combining the individual components in a (weighted) vector mean. The rationale for this approach is the fact that the human visual system processes the retinal image in three decorrelated visual channels: one luminance channel and two color opponent channels. As a result, luminance and color distortions will contribute independently to perceived image fidelity, and should therefore be calculated independently before combining them into an overall color fusion metric [12] .
In the following sections we first introduce the globalcoloring fusion method. Then we construct the color fusion metric by applying the metric SSIM to two color channels in the B R YC C color space.
A. The Global-Coloring Fusion Method
The aim of the global-coloring is to give fused images the appearance of normal daylight color images. A falsecolor image (source image) is first formed by assigning multi-band images to three RGB channels. The falsecolor images usually have an unnatural color appearance. Then, a true-color daylight image (reference image) is manually selected with similar scenery (e.g., syntactic content and color appearance) to the source images. Both source and reference images are transformed into lαβ or B R YC C color space [13] , followed by calculating the global mean and standard deviation for each lαβ or B R YC C plane. Next, a 'statistic-matching' procedure is carried out between the source and reference image. The mapped source image is then transformed back to RGB space. The global-coloring fusion method using lαβ color space can be summarized in the following steps: 1) Set the R channel with the infrared image data, G and B channel with low-light-level image data and generate the rough color fusion image. Choose a reference image with good contrast.
2) The RGB values can be converted to LMS space by using the following equation 
3) A logarithmic transform is employed here to reduce the data skew that existed in the above color space 
5) A simple technique, termed 'statistic matching', used to transfer the color characteristics from natural daylight imagery to false-color night-vision imagery [8] is formulated as
where C I is the colored image, S I is the source (false-color) image in lαβ space; µ denotes the mean and σ denotes the standard deviation; the subscripts ' S ' and ' T ' refer to the source and reference images, respectively; and the superscript ' k ' is one of the color components { , , l α β }.After this transformation the pixels comprising source image have means and standard deviations that conform to the reference daylight color image in lαβ space. 6) The inverse transform from the lαβ space to the LMS space can be expressed by 
7) The transform depicted above can be inverted by raising the LMS pixel values to the tenth order back to linear LMS space, and then using the inverse transform of (21) 
The global-coloring fusion method using 
3) Use 'statistic matching' described in (22) to transfer the color characteristics from natural daylight imagery to false-color night-vision imagery. 4) Transfer the adjusted rough fusion image data from B R YC C space back to RGB space, and we can get the ultimate re-staining rough fusion image.
1.0000 0.0000 1.4020 1.0000 0.3441 0.7141 1.0000 1.7720 0.0000 Figure 4 and Figure 5 are two groups of images. Fig.  4(a) is input IR image, Fig. 4(b) is input gray CCD image, Fig.4(c) is color CCD image (also is reference image) with the same scene of Fig. 4(b) , Fig. 4(d) is globalcoloring fused image in lαβ space and Fig. 4 A qualitative subjective experiment is tested, to which the proposed objective metric could be compared. A total of 25 subjects served in this experiment. In each data set, they were asked to judge global-coloring quality of images with scores '1', '0.5' and '0'. '1' denotes globalcoloring quality is more similar with the reference image, while "0" is on the contrary with '1'. '0.5' denotes that the two images have the same similar with the reference image. At last, the scores are added in total. The subjective scheme results of Fig. 4 and Fig. 5 Fig. 4 (e) is better than Fig. 4(d) , while Fig. 5(d) is better than Fig.  4(e) .
C. Experimental Results
TABLE IV is CFIQM value of different color fused images in Fig. 4 and Fig. 5 . In Fig. 4 , the CFIQM value of global-coloring fused image in B R YC C space is bigger than global-coloring fused image in lαβ space. This is because the wall in Fig. 4(f) is more similar with reference image than the wall in Fig. 4(e) . While in Fig. 5 , the CFIQM value of global-coloring fused image in lαβ space is bigger than global-coloring fused image in B R YC C space. This is because the sky in Fig. 5(e) is more similar with reference image than the wall in Fig. 5(f) .
The results show that this proposed metric CFIQM could correspond well with subjective scores.
V. Summary
In this paper we have discussed two new objective quality measures for image fusion which correlate well with subjective criteria as well as with other existing performance measures. Our measures are easy to calculate and applicable to various input modalities (and hence to different fusion applications). In particular, our measures give good results on variable quality input images since they take into account the locations as well as the magnitude of the distortions. 
