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Abstract
We study the asymptotic behavior of blow-up solutions of the heat equation with nonlinear
boundary conditions. In particular, we classify the asymptotic behavior of blow-up solutions and
investigate the spacial singularity of their blow-up profiles.
1 Introduction
We study positive solutions of the heat equation with nonlinear boundary conditions:

∂tu = ∆u in ∈ Rn+ × (0, T ),
∂νu = u
q on ∈ ∂Rn+ × (0, T ),
u(x, 0) = u0(x) in R
n
+,
(P)
where Rn+ = {x = (x′, xn) ∈ Rn−1 × R;xn > 0}, ∂ν = −∂/∂xn, 1 < q < n/(n − 2) if n ≥ 3 and
u0 ∈ C(Rn+) ∩ L∞(Rn+), u0 ≥ 0.
A solution u(x, t) is said to blow up in a finite time, if there exists T > 0 such that
lim sup
t→T
‖u(t)‖L∞(Rn+) =∞.
It is known that a solution blows up in a finite time for any q > 1, if the initial data is positive and
large enough. In particular, every positive solution blows up in a finite time even if the initial data is
small for the case 1 < q ≤ (n+1)/n ([4]). In this paper, we study the asymptotic behavior of blow-up
solutions of (P) near the blow-up time and their blow-up profiles. If a limit
U(x) = lim
t→T
u(x, t) ∈ [0,∞]
exists for any x ∈ Rn+, we call U(x) a blow-up profile of u(x, t). For a one dimensional case, Fila-
Quittner [5] (see also [4]) constructed a backward self-similar blow-up solution:
uB(x, t) = (T − t)−1/2(q−1)ϕ0((T − t)−1/2x),
where ϕ0 ∈ BC2(R+) is a positive solution of
ϕ
′′
0 −
ξ
2
ϕ′0 −
ϕ0
2(q − 1) = 0 in ξ ∈ R+,
∂νϕ0(0) = ϕ0(0)
q.
(1)
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This special blow-up solution uB(x, t) has the following blow-up profile:
UB(x) = cBx
−1/(q−1).
As for general blow-up solutions for a multidimensional case with 1 < q < n/(n − 2) if n ≥ 3, the
author in [11] proved that if a positive xn-axial symmetric solution blows up at the origin in a finite
time, then its blow-up profile U(x) satisfies
U(x) = cB(1 + o(1))(cos θ)
−1/(q−1)|x|−1/(q−1) (2)
along xn = |x| cos θ for any fixed θ ∈ [0, π/2). Unfortunately the expression (2) does not hold on ∂Rn+,
since cos θ = 0 if x ∈ ∂Rn+. The purpose of this paper is to derive a formula on ∂Rn+ corresponding to
(2).
We recall known results concerning the asymptotic behavior of blow-up solutions of the following
semilinear heat equation with 1 < p < (n + 2)/(n − 2) if n ≥ 3:
∂tu = ∆u+ u
p in Rn × (0, T ) (u > 0). (F)
Let u(x, t) be a solution of (F) which blows up at the origin in a finite time T > 0. Giga-Kohn
([8, 9, 10]) derived the following asymptotic formula for blow-up solutions:
lim
t→T
sup
|x|<ν(T−t)1/2
∣∣∣(T − t)1/(p−1)u(x, t)− (p− 1)−1/(p−1)∣∣∣ = 0 for ν > 0. (3)
This description gives the first approximation for blow-up solutions. In their paper, they introduced
self-similar variables: x = (T − t)1/2y, s = − log(T − t) and a rescaled function defined by
ϕ(y, s) = (T − t)1/(p−1)u(x, t).
The asymptotic formula (3) is equivalent to
lim
s→∞ϕ(y, s) = (p − 1)
−1/(p−1) in Cloc(Rn).
Filippas-Kohn [6] and Herrero-Vela´zquez [15] independently studied the second approximation for
blow-up solutions for a one dimensional case (see also [1, 7, 21]). Let Hk(y) and λk (k = 0, 1, · · · ) be
the k-th eigenfunction and eigenvalue of
−
(
H ′′ − y
2
H ′ +H
)
= λH
in L2ρ(R) = {H ∈ L2loc(R);
∫∞
−∞H(y)
2e−y2/4dy <∞}. It is well known that Hk(y) is a k-th polynomial
and λk = (k − 2)/2. Then one of the following cases occurs ([6, 12, 15]):
(i) there exists κp > 0 such that
ϕ(y, s) = (p − 1)−1/(p−1) − κpH2(y)s−1 + o(s−1) in L2ρ(R),
(ii) there exist even integer m ≥ 4 and κ 6= 0 such that
ϕ(y, s) = (p− 1)−1/(p−1) + κHm(y)e−λms + o(e−λms) in L2ρ(R).
In particular, the case (i) actually occurs if the initial data is even and monotone decreasing on (0,∞).
As a further step of this second approximation formula, the blow-up profile for solutions of (F) was
derived by Herrero-Vela´zquez ([12, 13, 14, 15, 24, 25, 26]). For a one dimensional case, Herrero-
Vela´zquez [13] proved that if (i) occurs, then there exists κ′p > 0 such that the blow-up profile U(x)
satisfies
lim
x→0
(
x2
| log x|
)1/(p−1)
U(x) = κ′p,
2
on the other hand, if (ii) occurs, then there exists κ′ > 0 such that the blow-up profile U(x) satisfies
lim
x→0
xm/(p−1)U(x) = κ′.
In this paper, we investigate the blow-up profile for solutions of (P). Following their arguments,
we introduce a rescaled solution of (P):
ϕ(y, s) = (T − t)1/2(q−1)u((T − t)1/2y, t), s = − log(T − t).
This rescaled solution ϕ(y, s) solves (sT = − log T )

∂sϕ = ∆ϕ− y
2
· ∇ϕ− ϕ
2(q − 1) in R
n
+ × (sT ,∞),
∂νϕ = ϕ
q on ∈ ∂Rn+ × (sT ,∞).
Then it is shown in [3] that
lim
s→∞ϕ(y, s) = ϕ0(yn) in Cloc(R
n
+),
where ϕ0(yn) is a unique bounded positive solution of (1) (see also [2, 17]). This formula is equivalent
to
u(x, t) = (T − t)1/2(q−1)
(
ϕ0((T − t)−1/2xn) + o(1)
)
, |x| < ν(T − t)1/2
for any ν > 0. By virtue of the asymptotic formula of ϕ0(ξ): ϕ0(ξ) ∼ cBξ1/(q−1) as ξ → ∞, we
formally obtain
U(x) = cB(1 + o(1))x
−1/(q−1)
n .
This formal argument was justified in [11]. As is stated above, this formula has no meaning on ∂Rn+,
since the right-hand side diverges on ∂Rn+. To obtain the blow-up profile on ∂R
n
+, we need to derive
more precise large time behavior of a rescaled solution ϕ(y, s), that is the second approximation
formula. To do that we introduce a new function
v(y, s) = ϕ(y, s)− ϕ0(yn)
and study the large time behavior of v(y, s). Then v(y, s) solves

∂sv = ∆v − y
2
· ∇v − v
2(q − 1) in R
n
+ × (0,∞),
∂νv = qϕ
q−1
0 v +O(v
2) on ∂Rn+ × (0,∞).
(4)
A corresponding eigenvalue problem is given by
−
(
∆E − y
2
· ∇E − E
2(q − 1)
)
= λE in Rn+,
∂νE = qϕ
q−1
0 E on ∂R
n
+.
(5)
Let Ei(y) ∈ L2ρ(Rn+) be the i-th eigenfunction of (5), where L2ρ(Rn+) is a weighted L2-space defined by
L2ρ(R
n
+) =
{
v ∈ L2loc(Rn+); ‖v‖2L2ρ(Rn+) :=
∫
Rn+
|v(y)|2e−|y|2/4dy <∞
}
.
The first result in this paper is a classification of the large time behavior of v(y, s).
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Theorem 1.1. Let u(x, t) be a positive xn-axial symmetric solution of (P) which blows up at the
origin and v(y, s) be given above. Then one of two cases occurs.
(I) there exists νq > 0 such that ‖v(s)− νqs−1E‖L2ρ(Rn+) = o(s
−1),
(II) there exist c > 0 and γ > 0 such that ‖v(s)‖L2ρ(Rn+) ≤ ce
−γs,
where E(y) is the eigenfunction of (5) with zero eigenvalue, which is defined in (42).
The second result gives a partial answer to our motivation.
Theorem 1.2. Let u(x, t) and v(y, s) be as in Theorem 1.1. Additionally we assume that
x′ · ∇′u0 ≤ 0.
If the case (I) in Theorem 1.1 occurs, then the blow-up profile U(x) ∈ C(Rn+ \ {0}) exists and there
exist positive constants c1 < c2 such that
c1
( | log |x′||
|x′|2
)1/2(q−1)
≤ U(|x′|, 0) ≤ c2
( | log |x′||
|x′|2
)1/2(q−1)
for |x′| < 1.
Remark 1.1. The author in [11] proved that if the initial data u0 is xn-axial symmetric and satisfies
x′ · ∇′u0 ≤ 0 (∇′u0 6≡ 0), ∂nu0 ≤ 0, (a)
then v(y, s) actually behaves as the case (I) in Theorem 1.1. As for the case (F), if the initial data is
radially symmetric and monotone decreasing, then those properties are preserved for t > 0. Therefore
the solutions has a unique local maximum point at the origin for t > 0 and no local minimum points for
t > 0. From the view point of this geometry of the solution, it is easily proved that the rescaled solution
ϕ(y, s) satisfies the asymptotic formula (i). However this kind of observation can not be applicable to
solutions of (P), since solutions treated here are not radially symmetric.
We explain our strategy of the proof for Theorem 1.1 and Theorem 1.2. Our argument mainly
consists of three steps. In the first part, we regard (4) as a dynamical system on the Hilbert space
L2ρ(R
n
+) and study the large time behavior of v(y, s) in L
2
ρ(R
n
+). To do that we expand v(y, s) by using
eigenfunctions of (5) as follows:
v(s) =
∞∑
i=1
ai(s)Ei in L
2
ρ(R
n
+).
Here we determine the large time behavior of the coefficients ai(s). Each coefficient ai(s) satisfies
some ordinary differential equations. We will see that these ordinary differential equations are finally
reduced to well understood ordinary differential inequalities discussed in [6], and this proves Theorem
1.1.
In the second step, we assume that v(y, s) behaves as the case (I) in Theorem 1.1 and investigate
the large time behavior of v(y, s) along |y| ∼ s1/2 on ∂Rn+. This step is crucial and much harder
than the first step. The first step provides the precise decay rate of v(y, s) on L2ρ(R
n
+), however the
convergence is taken in a local sense. Hence in the original valuable (x, t), the following asymptotic
formula:
u(x, t) = (T − t)−1/2(q−1)ϕ((T − t)−1/2x,− log(T − t))
= (T − t)−1/2(q−1) (ϕ0((T − t)−1/2xn) + o(1))
holds only for a small region |x| ≤ ν(T − t)1/2 for any ν > 0. Arguments given in [13], [15] revealed
that the convergence in this small region is not sufficient to extract information of the blow-up profile
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of solutions of (F). In particular for a one dimensional case, they proved that if an initial data is
nonnegative, symmetric and nonincreasing, then the solution u(x, t) satisfies
lim
t→T
(T − t)1/(p−1)u(z(T − t)1/2| log(T − t)|1/2, t) = ((p− 1) +Kpz2)−1/(p−1)
in Cloc(R). Unlike this case, we do not know whether this limit exists for solutions of (P). However
we will see that there exist θ > 0 and 0 < A− < A+ such that
A− ≤ (T − t)1/2(q−1)u(z(T − t)1/2| log(T − t)|1/2, t)|∂Rn+ ≤ A+ for |z| = θ.
Finally in the third step, we determine the singularity of the blow-up profile. To do that we
introduce another rescaled function:
vs(x, t) = e
−msu(e−s/2x+ θ
√
se−s/2~e, T + (t− 1)e−s),
where s≫ 1 is a parameter and ~e = (1, 0. · · · , 0). We establish a uniform pointwise estimate of vs(x, t)
with respect to s ≫ 1 and t ∈ (0, 1). As a consequence of this uniform pointwise estimate, we can
derive Theorem 1.2.
The rest of this paper is organized as follows. In Section 2, we provide eigenfunctions and eigenval-
ues of (5) and establish the global heat kernel estimates of the linearized equation. Moreover we give
a representation formula of solutions of the linearized equation. Section 3 is devoted to study the large
time behavior of v(y, s) in L2ρ(R
n
+). In particular, an exact decay rate of v(y, s) in L
2
ρ(R
n
+) is derived.
In Section 4, we obtain a refined asymptotic formula of v(y, s). Then the large time behavior of v(y, s)
along |y| ∼ s1/2 on ∂Rn+ is discussed, which is a crucial part in this paper. Finally in Section 5, we
study the blow-up profile by applying the arguments given in [13, 22]. In Appendix, some inequalities
and some properties of the linearized operator are discussed.
2 Preliminary
Throughout this paper, for simplicity of notations, we put N0 = N ∪ {0} and
m = 1/2(q − 1).
Let u(x, t) be a solution of (P) which blows up at the origin in a finite time T > 0. To study the
blow-up behavior of u(x, t), we put sT = − log T and
ϕ(y, s) = e−msu(e−s/2y, T − e−s).
Then ϕ(y, s) satisfies 

∂sϕ = ∆ϕ− y
2
· ∇ϕ−mϕ in Rn+ × (sT ,∞),
∂νϕ = ϕ
q on ∂Rn+ × (sT ,∞),
ϕ(y, sT ) = T
mu0(T
1/2y) in Rn+.
(6)
It is known that if 1 < q < n/(n − 2), (6) admits the unique bounded positive stationary solution
ϕ0(yn) depending only on yn-variable, that is a positive solution of
ϕ
′′
0 −
ξ
2
ϕ′0 −mϕ0 = 0 in ξ ∈ R+,
∂νϕ0(0) = ϕ0(0)
q .
The existence and the uniqueness of this equation are shown in Lemma 3.1 of [5] and in Theorem 3.1
of [3], respectively. For the rest of this paper, we put
B = ϕ0(0).
Here we recall the fact concerning the asymptotic behavior of ϕ(y, s).
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Theorem 2.1 ([2], Theorem 3.2 in [3]). Let ϕ(y, s) be defined above. Then ϕ(y, s) is uniformly
bounded on Rn+× (sT ,∞) and ϕ(y, s) converges to ϕ0(yn) as s→∞ uniformly on any compact set in
R
n
+.
A boundedness of ϕ(y, s) is the first step to study the large time behavior of ϕ(y, s). Once
the boundedness is assured, from the energy identity, we immediately obtain ϕs(y, s) → 0 as s →
∞. Furthermore as a consequence of a boundedness of ϕ(y, s), a boundedness of spacial and time
derivatives of ϕ(y, s) are also derived.
Lemma 2.1. Let ϕ(y, s) be as in Theorem 2.1. Then for any δ > 0 there exists cδ > 0 such that∑
|α|≤2
|Dαϕ(y, s)|+ (1 + |y|)−1/2|∂sϕ(y, s)| ≤ cδ for (y, s) ∈ Rn+ × (sT + δ,∞),
where D represents the spacial derivatives.
Proof. The proof follows from the argument in Proposition 1′ of [8]. Since their proof relies only on
the scaling argument, the argument can be applicable to (P).
To derive the second approximation for ϕ(y, s) as s→∞, we set
v(y, s) = ϕ(y, s)− ϕ0(yn).
Then v(y, s) satisfies 

∂sv = ∆v − y
2
· ∇v −mv in Rn+ × (sT ,∞),
∂νv = qB
q−1v + f(v) on ∂Rn+ × (sT ,∞),
v(y, sT ) = ϕ(y, sT )− ϕ0(yn) in Rn+,
(7)
where f(v) is given by
f(v) = (v +B)q −Bq − qBq−1v.
Then since ϕ(y, s) is positive and uniformly bounded on Rn+ × (sT ,∞), we easily see that
f(v) =
q(q − 1)Bq−2
2
v2 +O(v3), |f ′(v)| ≤ c′|v| (8)
for (y, s) ∈ Rn+ × (sT ,∞). We define the linear operator A associated with (7) and its domain by
Av =
(
∆− y
2
· ∇ −m
)
v,
D(A) = {v ∈ H2ρ(Rn+); ∂νv = qBq−1v on ∂Rn+},
where H2ρ (R
n
+) is a weighted Sobolev space defined in Section 2.1.
2.1 Linear operator A
Here we consider the following eigenvalue problems:

−
(
∆− y
2
· ∇ −m
)
E = λE in Rn+,
∂νE = qB
q−1E on ∂Rn+.
(9)
We define a wight function:
ρ(y) = e−|y|
2/4.
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Then it is clear that ρ(y′) = −e−|y′|2/4 on ∂Rn+. Moreover we define functional spaces:
Lpρ(R
n
+) =
{
v ∈ Lploc(Rn+);
∫
Rn+
|v(y)|pρ(y)dy <∞
}
,
Hkρ (R
n
+) =
{
v ∈ L2ρ(Rn+);Dαv ∈ L2ρ(Rn+) for any α = (α1, · · · , αn) satisfying |α| ≤ k
}
,
Lpρ(∂R
n
+) =
{
v ∈ Lploc(∂Rn+);
∫
∂Rn+
|v(y′)|pρ(y′)dy′ <∞
}
.
The norms are given by
‖v‖p
Lpρ(Rn+)
=
∫
Rn+
|v(y)|pρ(y)dy, ‖v‖2Hkρ (Rn+) =
∑
|α|≤k
‖Dαv‖2L2ρ(Rn+),
‖v‖p
Lpρ(∂Rn+)
=
∫
∂Rn+
|v(y′)|pρ(y′)dy′
and the inner product on L2ρ(R
n
+) is naturally defined by
(v1, v2)ρ =
∫
Rn+
v1(y)v2(y)ρ(y)dy.
For simplicity, the norm of L2ρ(R
n
+) is denoted by ‖ · ‖ρ = ‖ · ‖L2ρ(Rn+). Since the operator A: D(A)→
L2ρ(R
n
+) is self-adjoint and has a compact inverse from L
2
ρ(R
n
+) to L
2
ρ(R
n
+) (see Appendix), L
2
ρ(R
n
+) is
spanned by the eigenfunctions of (9). Let H˜k(ξ) be the k-th Hermite polynomial defined by
H˜k(ξ) = (−1)keξ2 d
k
dξk
(
e−ξ
2
)
(k ∈ N0)
and set Hk(ξ) = ckH˜k(ξ/2), where ck is a normalization constant such that
∫∞
−∞Hk(ξ)
2e−ξ
2/4dξ = 1.
From classical results, it is known that Hk(ξ) satisfies
−
(
H ′′k −
ξ
2
H ′k
)
=
k
2
Hk in R.
Moreover let Ik(ξ) and κk (k ∈ N) be the k-th eigenfunction with
∫∞
0 Ik(ξ)
2e−ξ2/4dξ = 1 and the k-th
eigenvalue of 

−
(
I ′′ − ξ
2
I ′
)
= κI in R+,
∂νI(0) = qB
q−1I(0)
(10)
and α be a multi-index:
α = (α1, · · · , αn) ∈ A := Nn−10 × N.
Then the eigenfunction Eα(y) of (9) and its eigenvalue λα are given by
Eα(y) = Hα1(y1) · · ·Hαn−1(yn−1)Iαn(yn), λα =
n−1∑
i=1
αi
2
+ καn +m.
Here we recall a classical result about some special functions (see Lemma 3.1 in [5]).
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Lemma 2.2. Let b(ξ) ∈ L2ρ(R+) be a positive solution of
−
(
b′′ − ξ
2
b′
)
= µb in R+ (µ < 0)
and set
U(a, a′, r) =
1
Γ(a)
∫ ∞
0
e−rtta−1(1 + t)a
′−a−1dt (a, r > 0),
where Γ is the Gamma function. Then there exists c1 > 0 such that b(ξ) is expressed by
b(ξ) = c1U(−µ, 1/2, ξ2/4).
By using this formula, we compute the first and the second eigenvalue of (10).
Lemma 2.3. Let κi be the i-th eigenvalue of (10). Then it holds that
κ1 = −(m+ 1), κ2 > 0.
Proof. Since κ1 is the first eigenvalue of (10), it is characterized by
κ1 = inf
I∈H1ρ(R+)
‖∂ξI‖2L2ρ(R+) − qB
q−1I(0)2
‖I‖2
L2ρ(R+)
.
This implies κ1 < 0. Therefore by Lemma 2.2, there exists c1 > 0 such that the first eigenfunction
I1(ξ) is given by
I1(ξ) = c1U
(
−κ1, 1
2
,
ξ2
4
)
.
From (3.8) in [5], we note that for a > 0
U(a, 1/2, 0) =
√
π
Γ(a+ 1/2)
, lim
ξ→0
∂ξU(a, 1/2, ξ
2/4) = − a
√
π
Γ(a+ 1)
. (11)
Therefore we obtain
∂νI1(0)/I1(0) = (−κ1)Γ
(
−κ1 + 1
2
)
/Γ(−κ1 + 1).
On the other hand, we recall from the proof of Lemma 3.1 in [5] that ϕ0(ξ) is written by
ϕ0(ξ) =
m1/(q−1)√
π
(
Γ(m+ 1/2)q
Γ(m+ 1)
)1/(q−1)
U(m, 1/2, ξ2/4).
Then by using (11), we get
qBq−1 = qϕ0(0)q−1 = qmΓ
(
m+
1
2
)
/Γ(m+ 1).
Therefore since ∂νI1(0) = qB
q−1I1(0), κ1 is determined by
qmΓ
(
m+
1
2
)
/Γ(m+ 1) = (−κ1)Γ
(
−κ1 + 1
2
)
/Γ(−κ1 + 1). (12)
First we claim that (12) admits at most one root. We set
g(λ) = λΓ
(
λ+
1
2
)
/Γ(λ+ 1) (λ > 0).
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By Γ(λ+ 1) = λΓ(λ), it follows that
g(λ) = Γ
(
λ+
1
2
)
/Γ(λ). (13)
Hence from the property of the Gamma function (see p. 4 in [16]), g(λ) is strictly increasing function
for λ > 0, which shows the claim. To assure κ1 = −(m+ 1), we substitute λ = m+ 1 in (13):
g(m+ 1) = Γ
(
m+
3
2
)
/Γ(m+ 1) =
(
m+
1
2
)
Γ
(
m+
1
2
)
/Γ(m+ 1)
= qmΓ
(
m+
1
2
)
/Γ(m+ 1).
Therefore we conclude that κ1 = −(m+ 1). Next we show that κ2 > 0. We suppose κ2 ≤ 0. For the
case κ2 < 0, by the same way as above, the second eigenfunction I2(ξ) is given by
I2(ξ) = c
′
1U
(
−κ2, 1
2
,
ξ2
4
)
for some c′1 6= 0. Hence it holds that I2(ξ) > 0 on R+ or I2(ξ) < 0 on R+. However this contradicts∫∞
0 I1(ξ)I2(ξ)e
−ξ2/4dξ = 0. For the case κ2 = 0, we easily see that(
e−ξ
2/4I ′2(ξ)
)′
= 0.
Integrating over (0, ξ), we obtain I ′2(ξ) = −qBq−1I2(0)eξ
2/4 and
I2(ξ) = I2(0)− qBq−1I2(0)
∫ ξ
0
et
2/4dt.
Hence it follows that I2 6∈ L2ρ(R), which is a contradiction. Thus the proof is completed.
From the above facts, the operator (−A) has two negative eigenvalues −1 and −1/2 and zero
eigenvalue.
2.2 Linear backward heat equation with Robin type boundary conditions
Here we study the following linear parabolic equation:

∂sv = ∆v − y
2
· ∇v in Rn+ × (0,∞),
∂νv = Kv on ∂R
n
+ × (0,∞),
where K is a positive constant. When K = qBq−1, this equation coincides with the linearized equation
of (6) around ϕ0. Let bK(ξ) and µK < 0 be the first positive eigenfunction with bK(0) = 1 and the
first eigenvalue of 
−
(
b′′ − ξ
2
b′
)
= µb in R+,
∂νb(0) = Kb(0).
Then by Lemma 2.2 with (11), we find that bK(ξ) is written by
bK(ξ) =
(
Γ(−µK + 1/2)√
π
)
U(−µK , 1/2, ξ2/4)
= cK
∫ ∞
0
e−ξ
2t/4t−µK−1(1 + t)−1/2+µKdt,
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where cK = Γ(−µK + 1/2)/
√
πΓ(−µK). To estimate the above integral we change variables s = ξ2t
and integrate by parts, then we get
bK(ξ) = cKξ
2µK
∫ ∞
0
e−s/4s−µK−1
(
1 + ξ−2s
)−1/2+µK ds
≤ cKξ2µK
∫ ∞
0
e−s/4s−µK−1ds.
Here we fix K0 > 1. Then there exist two positive constants C1 < C2 such that C1 ≤ −µK ≤ C2 for
K−10 < K < K0. Therefore there exists C0 > 0 such that
sup
K−10 <K<K0
∫ ∞
0
e−s/4s−µK−1ds ≤ C0.
As a consequence, we obtain for K−10 ≤ K ≤ K0
bK(ξ) ≤ C0cKξ2µK .
Furthermore since bK(0) = 1 and b
′
K(0) = −K, there exists C ′0 > 0 such that
sup
K−10 <K<K0
sup
0<ξ<1
bK(ξ) ≤ C ′0. (14)
Combining the above estimates, we obtain the following lemma.
Lemma 2.4. For any K0 > 1 there exists c = c(K0) > 0 such that for K
−1
0 < K < K0
bK(ξ) ≤ c(1 + ξ)2µK for ξ ∈ R+.
Next we compute b′K(ξ)/bK(ξ) and b
′′
K(ξ)/bK(ξ). By using integration by parts, we get
b′K(ξ) = −
cKξ
2
∫ ∞
0
e−ξ
2t/4t−µK (1 + t)−1/2+µKdt
= −2cK
ξ
∫ ∞
0
e−ξ
2t/4
(
t−µK (1 + t)−1/2+µK
)′
dt
=
2cK
ξ
∫ ∞
0
e−ξ
2t/4
(
µK +
(
1
2
− µK
)
t
1 + t
)
t−µK−1(1 + t)−1/2+µKdt.
Hence it holds that
|b′K(ξ)|
bK(ξ)
≤ 1 + 4|µK |
ξ
.
Here we again fix K0 > 1. Since |µK | < c for K ∈ (0,K0), there exists c > 0 such that
sup
0<K<K0
sup
ξ≥1
( |b′K(ξ)|
bK(ξ)
)
≤ c.
Repeating the above argument, we see that
sup
0<K<K0
sup
ξ≥1
( |b′′K(ξ)|
bK(ξ)
)
≤ c′.
Furthermore by the same way as (14), we obtain
sup
0<K<K0
sup
ξ≤1
( |b′K(ξ)|+ |b′′K(ξ)|
bK(ξ)
)
≤ c′′.
Therefore we conclude the following lemma.
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Lemma 2.5. Let BK(ξ) = b
′
K(ξ)/bK(ξ). Then for any K0 > 1 there exists c = c(K0) > 0 such that
sup
0<K<K0
sup
ξ∈R+
(
BK(ξ) + |B′K(ξ)|
) ≤ c.
We introduce another function:
wK(y, s) = e
µKsv(y, s)/bK(yn).
Then wK(y, s) satisfies

∂swK = ∆wK − y
2
· ∇wK + 2BK(yn)∂nwK in Rn+ × (0,∞),
∂νwK = 0 on ∂R
n
+ × (0,∞),
(15)
where the coefficient BK(yn) is given by
BK(yn) =
(
b′K(yn)
bK(yn)
)
.
First we construct a heat kernel ΓK(y, ξ, s) of (15) and provide time local heat kernel estimates. Let
γ′(y′, ξ′, s) be the heat kernel of
∂sθ = ∆
′θ − y
′
2
· ∇′θ in Rn−1 × (0,∞),
which is explicitly given by (c.f. p. 141 in [15])
γ′(y′, ξ′, s) =
(
1
4π
)(n−1)/2 ( 1
1− e−s
)(n−1)/2
exp
(
−|y
′e−s/2 − ξ′|
4(1− e−s)
)
.
Now we construct a heat kernel γK(z, ζ, s) of{
∂sϑ = ϑzz − z
2
ϑz + 2BK(z)ϑz in R+ × (0,∞),
∂νϑ = 0 on z = 0, s ∈ (0,∞).
(16)
Let ϑK(z, s) be a solution of (16) and put
UK(x, t) = ϑK
(
(1− t)−1/2x,− log(1 − t)
)
(x ∈ R+).
Then UK(x, t) solves 
∂tU = Uxx + 2
(BK(x, t)√
1− t
)
Ux in R+ × (0, 1),
∂νU = 0 on x = 0, t ∈ (0, 1),
(17)
where BK(x, t) = BK(x/
√
1− t). Let G0(x, ξ, t) be the standard heat kernel with the Neumann
boundary condition on R+ given by
G0(x, ζ, t) =
1√
4πt
(
e−|x−ζ|
2/4t + e−|x+ζ|
2/4t
)
.
It is known that by the Levi parametrix method (see pp. 356–363 in [19]), (17) admits the heat kernel
GK(x, ζ, t, τ) which has the following form:
GK(x, ζ, t, τ) = G0(x, ζ, t− τ) + GK(x, ζ, t, τ),
11
where GK(x, ζ, t, τ) is given by
GK(x, ζ, t, τ) =
∫ t
τ
dσ
∫ ∞
0
G0(x, η, t − σ)QK(η, ζ, σ, τ)dη (18)
and QK(η, ζ, σ, τ) is a unique solution of the integral equation of
QK(η, ζ, σ, τ) = FK(η, ζ, σ, τ) +
∫ t
τ
dν
∫ ∞
0
FK(η, µ, σ, ν)QK(µ, ζ, ν, τ)dµ
with
FK(η, ζ, σ, τ) = 2
(BK(η, σ)√
1− σ
)
∂xG0(η, ζ, σ − τ).
Here we put
Gǫ0(η, ζ, t) =
1√
4πt
(
exp
(
− (η − ζ)
2
4(1 + ǫ)t
)
+ exp
(
− (η + ζ)
2
4(1 + ǫ)t
))
and fix three constants
K0 > 1, ǫ0 ∈ (0, 1), σ∗ ∈ (0, 1).
Then by Lemma 2.5, for any a ∈ (0, 1) there exists c = c(a) > 0 such that for K ∈ (0,K0) and ǫ ≥ ǫ0
|FK(η, ζ, σ, τ)| ≤ c
(
Gǫ0(η, ζ, σ − τ)√
σ − τ
)
,
|FK(η, ζ, σ, τ) − FK(η′, ζ, σ, τ)| ≤ c
( |η − η′|a
(σ − τ)a1
)(
Gǫ0(η, ζ, σ − τ) +Gǫ0(η′, ζ, σ − τ)
)
for η, ζ ∈ R+ and 0 < τ < σ < σ∗, where a1 = (1 + a)/2. Hence by the same calculations as in pp.
360–363 in [19], for any a′ ∈ (0, 1) there exist c = c(a′) > 0 such that for K ∈ (0,K0) and ǫ ≥ ǫ0
|QK(η, ζ, σ, τ)| ≤ c√
σ − τ G
ǫ
0(η, ζ, σ − τ)
|QK(η, ζ, σ, τ) −QK(η′, ζ, σ, τ)| ≤ c
(
|η − η′|a′
(σ − τ)a′1
)(
Gǫ0(η, ζ, σ − τ) +Gǫ0(η′, ζ, σ − τ)
) (19)
for η, ζ ∈ R+ and 0 < τ < σ < σ∗, where a′1 = (1+a′)/2. Therefore by the same way as in pp. 376–378
in [19], we find that for any t∗ ∈ (0, 1) there exists c = c(t∗) > 0 such that for any K ∈ (0,K0) and
ǫ ≥ ǫ0
|∂ixGK(x, ζ, t, τ)| ≤ c(t− τ)(1−i)/2Gǫ0(x, ζ, t− τ) (i = 0, 1, 2),
|∂tGK(x, ζ, t, τ)| ≤ c(t− τ)−1/2Gǫ0(x, ζ, t− τ)
(20)
for x, ζ ∈ R+ and 0 < τ < t < t∗. Moreover from (18) and (19), a direct computation shows that
lim
x→0+
∂xGK(x, ζ, t, τ) = 0 for ζ ∈ R+, t > τ ≥ 0. (21)
Therefore we fined that GK(x, ζ, t, τ) satisfies (17) for 0 < τ < t < 1. Moreover from (20), it holds
that for f ∈ BC(R+)
lim
t→τ
∫ ∞
0
GK(x, ζ, t, τ)f(ζ)dζ = lim
t→τ
∫ ∞
0
G0(x, ζ, t− τ)f(ζ)dζ = f(x).
As a consequence, GK(x, ζ, t, τ) turns out to be the heat kernel of (17). Going back to the variable
(z, s), we obtain the heat kernel of (16):
γK(z, ζ, s) = GK
(
e−s/2z, ζ, 1− e−s, 0
)
.
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Then from (20), for any s∗ > 0 there exists c = c(s∗) > 0 such that for K ∈ (0,K0) and ǫ ≥ ǫ0
γK(z, ζ, s) ≤ cGǫ0
(
e−s/2z, ζ, 1− e−s, 0
)
=
c
(1− e−s)1/2
(
exp
(
−
(
ze−s/2 − ζ)2
4(1 + ǫ)(1− e−s)
)
+ exp
(
−
(
ze−s/2 + ζ
)2
4(1 + ǫ)(1− e−s)
)) (22)
for z, ζ ∈ R+ and s ∈ (0, s∗). Since the heat kernel ΓK(y, ξ, s) of (15) is given by
ΓK(y, ξ, s) = γ
′(y′, ξ′, s)γK(yn, ξn, s),
summarizing the above estimates, we obtain the following lemma.
Lemma 2.6. For any K0 > 1, ǫ0 > 0 and s∗ > 0 there exists c = c(K0, ǫ0, s∗) > 0 such that for
K ∈ (0,K0) and ǫ ≥ ǫ0
ΓK(y, ξ, s) ≤ c
(1− e−s)n/2 exp
(
−|y
′e−s/2 − ξ′|
4(1− e−s)
)(
exp
(
−
(
ze−s/2 − ζ)2
4(1 + ǫ)(1 − e−s)
)
+exp
(
−
(
ze−s/2 + ζ
)2
4(1 + ǫ)(1− e−s)
))
for y, ξ ∈ Rn+, s ∈ (0, s∗).
As a consequence of this heat kernel estimate, we obtain Lr-Lp type estimates. Here we define
another weighted Lp-space:
‖w‖LpK,ρ(Rn+) =
∫
Rn+
|w(y)|pbK(yn)2ρ(y)dy.
Lemma 2.7. For any K0 > 1, p, r ∈ (1,∞), δ ∈ (0, p−1) and s∗ > 0 there exists c = c(K0, p, r, s∗, δ) >
0 such that for K ∈ (K−10 ,K0) and s ∈ (max{0, log{(r − 1)/(p − 1− δ)}}, s∗)∥∥∥∥∥
∫
Rn+
ΓK(y
′, ξ, s)|w0(ξ)|dξ
∥∥∥∥∥
Lrρ(∂R
n
+)
≤ c(1 − e−s)−n/2p‖w0‖LpK,ρ(Rn+),∥∥∥∥∥
∫
∂Rn+
ΓK(y
′, ξ′, s)|w0(ξ′)|dξ′
∥∥∥∥∥
Lrρ(∂R
n
+)
≤ c(1− e−s)−((n−1)/2p+1/2)‖w0‖Lpρ(∂Rn+).
Proof. Let y′ ∈ ∂Rn+ and p′ > 1 be a dual exponent of p. From the Ho¨lder inequality, we easily see
that
∫
Rn+
ΓK(y
′, ξ, s)|w0(ξ)|dξ ≤ ‖w0‖LpK,ρ(Rn+)

∫
Rn+
ΓK(y
′, ξ, s)p
′
(
e|ξ|
2/4p
bK(ξn)2/p
)p′
dξ


1/p′
,
∫
∂Rn+
ΓK(y
′, ξ′, s)|w0(ξ′)|dξ′ ≤ ‖w0‖Lpρ(∂Rn+)
(∫
Rn+
(
ΓK(y
′, ξ′, s)e|ξ
′|2/4p
)p′
dξ′
)1/p′
.
(23)
Here we note that
|y′e−s/2 − ξ′|
4(1− e−s) −
|ξ′|2
4p
=
p− (1− e−s)
4p(1− e−s)
∣∣∣∣∣ξ′ − pe
−s/2y′
p− (1− e−s)
∣∣∣∣∣
2
− e
−s|y′|2
4(p− (1− e−s)) (24)
and
ξ2n
4(1 + ǫ)(1− e−s) −
ξ2n
4p
=
ξ2n
4p(1 + ǫ)(1− e−s)
(
p− (1 + ǫ)(1− e−s)) .
Therefore we apply Lemma 2.6 with ǫ = (p− 1)/2 to get
∫
Rn+
ΓK(y
′, ξ, s)p
′
(
e|ξ|
2/4p
bK(ξn)2/p
)p′
dξ ≤
(
c
(1− e−s)n/2p
)p′
exp
(
p′e−s|y′|2
4(p − (1− e−s))
)
,
∫
∂Rn+
(
ΓK(y
′, ξ′, s)e|ξ
′|2/4p
)p′
dξ′ ≤
(
c
(1− e−s)(n−1)/2p+1/2
)p′
exp
(
p′e−s|y′|2
4(p − (1− e−s))
)
,
where we used bK(yn) ≤ c(1 + yn)2µK for K ∈ (K−10 ,K0) (see Lemma 2.4). From these estimates, we
obtain∫
Rn+
ΓK(y
′, ξ, s)|w0(ξ)|dξ ≤
(
c
(1− e−s)n/2p
)
exp
(
e−s|y′|2
4(p− (1− e−s))
)
‖w0‖LpK,ρ(Rn+),
∫
∂Rn+
ΓK(y
′, ξ′, s)|w0(ξ′)|dξ′ ≤
(
c
(1− e−s)(n−1)/2p+1/2
)
exp
(
e−s|y′|2
4(p − (1− e−s))
)
‖w0‖Lpρ(∂Rn+).
Moreover we note that
re−s|y′|2
4(p− (1− e−s)) −
|y′|2
4
= −
(
(p− 1)− (r − 1)e−s
4(p − (1− e−s))
)
|y′|2.
Then it holds that for δ ∈ (0, p − 1)
(p− 1)− (r − 1)e−s ≥ δ if s ≥ log
(
r − 1
p− 1− δ
)
.
Hence it follows that∥∥∥∥∥
∫
Rn+
ΓK(y
′, ξ, s)|w0(ξ)|dξ
∥∥∥∥∥
Lrρ(∂R
n
+)
≤
(
cδ−(n−1)/2r
(1− e−s)n/2p
)
‖w0‖LpK,ρ(Rn+),∥∥∥∥∥
∫
∂Rn+
ΓK(y
′, ξ′, s)|w0(ξ′)|dξ′
∥∥∥∥∥
Lrρ(∂R
n
+)
≤
(
cδ−(n−1)/2r
(1− e−s)(n−1)/2p+1/2
)
‖w0‖Lpρ(∂Rn+)
for s ≥ log{(r − 1)/(p − 1− δ)}, which completes the proof.
Next we provide time global estimates of γK(z, ζ, s) to establish time global estimates of ΓK(y, ξ, s).
We fix θ ∈ (0, 1) such that (1− θ)2/θ2 = 2 and set
Λ(z, ζ, s) =
1
(1− e−s)1/2
(
exp
(
−|ze
−s/2 − θζ|2
4(1 − e−s)
)
+ exp
(
−|ze
−s/2 + θζ|2
4(1− e−s)
))
.
Then Λ(z, ζ, s) satisfies for ζ ∈ R+{
∂sΛ = Λzz − z
2
Λz in R+ × (0,∞),
Λz = 0 on z = 0, s ∈ (0,∞).
(25)
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Lemma 2.8. For any K0 > 1 there exists c0 = c0(K0) > 0 such that for K ∈ (0,K0)
γK(z, ζ, s) ≤ c0(1− e−s)−1/2 for z, ζ,∈ R+, s ≥ 0.
Moreover for any K0 > 1 there exists c1 = c1(K0) > 0 such that for K ∈ (0,K0)
γK(z, ζ, s) ≤ c1Λ(z, ζ, s)
for z ∈ (0, (θζ − 2)es/2), ζ ∈ (2/θ,∞) and s ≥ 1.
Proof. We fix ǫ0 = s∗ = 1 in (22). Then there exists c0 > 0 such that for K ∈ (0,K0)
γK(z, ζ, s) ≤ c0(1− e−s)−1/2 for s ∈ (0, 1).
Since a constant function ϑ¯(z, s) := c0(1−e−1)−1/2 is a solution of (16), from a comparison argument,
we obtain γK(z, ζ, s) ≤ ϑ¯(z, s) for s ≥ 1. Since (1− e−s)−1/2 ≥ 1 for s ≥ 0, it holds that γK(z, ζ, s) ≤
c0(1 − e−1)−1/2(1 − e−s)−1/2 for s ≥ 1, which show the first statement. Next we show the second
statement. Since (1− θ)/θ = √2, we note that
0 < θζes/2 − z ≤ θζes/2 ≤ θ
1− θ (ζe
s/2 − z) = 1√
2
(ζes/2 − z) for z ≤ θζes/2. (26)
We fix ǫ0 = s∗ = 1 in (22) again. Then by (22) and (26), we see that
γK(z, ζ, 1) ≤ 2c
(1− e−1)1/2 exp
(
−|ze
−1/2 − ζ|2
8(1− e−1)
)
≤ 2c
(1− e−1)1/2 exp
(
−|ze
−1/2 − θζ|2
4(1 − e−1)
)
≤ 4cΛ(z, ζ, 1) for z ≤ θζe1/2.
(27)
By definition of Λ, there exists a1 > 0 such that
Λ
(
(θζ − 2)es/2, ζ, s
)
≥ e
−1/(1−e−s)
(1− e−s)1/2 ≥ a1 for ζ ∈ (2/θ,∞), s ≥ 1.
From the first statement, we can define
a2 = sup
s≥1
sup
z,ζ∈R+
γK(z, ζ, s).
Hence we obtain
γK
(
(θζ − 2)es/2, ζ, s
)
≤
(
a2
a1
)
Λ
(
(θζ − 2)es/2, ζ, s
)
for ζ ∈ (2/θ,∞), s ≥ 1. (28)
Now we claim that
Λz(z, ζ, s) ≥ 0 (29)
for z ∈ (0, (θζ − 2)es/2) and ζ ∈ (2/θ,∞). By definition of Λ, we see that
Λz(z, ζ, s) =
e−s/2
(1− e−s)
(
θζ − ze−s/2
2
√
1− e−s exp
(
−|ze
−s/2 − θζ|2
4(1− e−s)
)
− θζ + ze
−s/2
2
√
1− e−s exp
(
−|ze
−s/2 + θζ|2
4(1 − e−s)
))
.
(30)
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Let ζ1 = θζ − ze−s/2/2
√
1− e−s and ζ2 = θζ + ze−s/2/2
√
1− e−s, and set g(ζ) = ζe−ζ2 . Then (30) is
rewritten by
Λz(z, ζ, s) =
e−s/2
1− e−s (g(ζ1)− g(ζ2)) .
Then we observe that
ζ1 =
θζ − ze−s/2
2
√
1− e−s ≥
θζ − (θζ − 2)
2
√
1− e−s =
1√
1− e−s ≥ 1
for z ∈ (0, (θζ − 2)es/2) and ζ ∈ (2/θ,∞). Since g(ζ) = ζe−ζ2 is monotone decreasing for ζ ≥ 1/√2,
it follows from ζ1 < ζ2 that
Λz(z, ζ, s) =
e−s/2
1− e−s (g(ζ1)− g(ζ2)) > 0
for z ∈ (0, (θζ − 2)es/2) and ζ ∈ (2/θ,∞), which shows the claim. Therefore since b′K(z) < 0, it holds
from (29) that
BK(z)Λz(z, ζ, s) =
(
b′K(z)
bK(z)
)
Λz(z, ζ, s) ≤ 0
for z ∈ (0, (θζ−2)es/2) and ζ ∈ (2/θ,∞). Therefore since Λ(z, ζ, s) satisfies (25) for ζ ∈ R+, we obtain(
∂s − ∂2zz +
z
2
∂z − 2BK(z)∂z
)
Λ(z, ζ, s) ≥ 0
for z ∈ (0, (θζ − 2)es/2) and ζ ∈ (2/θ,∞). Here we apply a comparison argument in an expanding
domain Q = {(z, s);∈ R+ × (1,∞); z ∈ (0, (θζ − 2)es/2)} for ζ ∈ (2/θ,∞). From (27) and (28), we
conclude that
γK(z, ζ, s) ≤ max {4c, a2/a1}Λ(z, ζ, s) for (z, s) ∈ Q,
hence the proof is completed.
Finally we provide time global L∞-L2K,ρ estimates of solutions of (15).
Lemma 2.9. For any K0, R > 1 there exists c = c(K0, R) > 0 such that for K ∈ (0,K0)∫
Rn+
ΓK(y, ξ, s)|w0(ξ)|dξ ≤ c exp
(
e−s|y′|2
4(1 + e−s)
)
‖w0‖L2K,ρ(Rn+)
for y = (y′, yn) ∈ Rn−1 × (0, R) and s ≥ 1.
Proof. We note from (23) that
∫
Rn+
ΓK(y, ξ, s)|w0(ξ)|dξ ≤ ‖w0‖L2K,ρ(Rn+)
(∫
Rn+
γ(y′, ξ′, s)2
×γK(yn, ξn, s)2
(
e|ξ|
2/8
bK(ξn)
)2
dξ


1/2
.
Then by using (24), we get
∫
Rn+
γ(y′, ξ′, s)2γK(yn, ξn, s)2
(
e|ξ|
2/8
bK(ξn)
)2
dξ ≤ c
(
1
1− e−s
)(n−1)/2
× exp
(
e−s|y′|2
2(1 + e−s)
)∫ ∞
0
γK(yn, ζ, s)
2
(
eζ
2/4
bK(ζ)2
)
dζ.
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Fix K0 > 1 and let θ ∈ (0, 1) be as in Lemma 2.8, which is defined by (1 − θ)/θ =
√
2. Then since
bK(ζ) is positive on R
n
+ with bK(0) = 1, there exists c = c(K0) > 0 such that
sup
K∈(0,K0)
sup
ζ∈(0,3/θ)
bK(ζ)
−1 ≤ c.
Therefore from the first statement of Lemma 2.8, we obtain
∫ 3/θ
0
γK(yn, ζ, s)
2
(
eζ
2/4
bK(ζ)2
)
dζ ≤ c
(1− e−s) .
Next we estimate the rest of integral over (3/θ,∞). Here we note that
|yne−s/2 − θζ| = θζ − yne−s/2 ≥ θζ − θζ
3
=
2
3
θζ
for yn ∈ (0, es/2) and ζ ∈ (3/θ,∞). Then we apply the second statement of Lemma 2.8 to obtain∫ ∞
3/θ
γK(yn, ζ, s)
2
(
e|ζ|
2/4
bK(ζ)2
)
dζ =
c
(1− e−s)1/2
∫ ∞
3/θ
γK(yn, ζ, s)
× exp
(
− (θζ)
2
9(1− e−s)
)(
eζ
2/4
bK(ζ)2
)
dζ
≤ c
(1− e−s)1/2
∫ ∞
0
γK(yn, ζ, s)
(
e−(θζ)
2/9
(
eζ
2/4
bK(ζ)2
))
dζ
for yn ∈ (0, es/2) and s ≥ 1. Here applying Lemma 2.10 with w0(ζ) = e−(θζ)2/9eζ2/4/bK(ζ)2 and
combining the above estimates, we obtain the desired estimate.
Lemma 2.10. For any M,R,K0 > 1 there exists c = c(M,R,K0) > 0 such that if∫ ∞
0
|w0(ζ)|bK(ζ)2e−ζ2/4dζ ≤M,
then it holds that ∫ ∞
0
γK(z, ζ, s)|w0(ζ)|dζ ≤ c for z ∈ (0, R), s ≥ 1.
Proof. We set
ϑK(z, s) =
∫ ∞
0
γK(z, ζ, s)|w0(ζ)|dζ.
Then ϑK(z, s) is a solution of (16) with the initial data |w0(z)|. Multiplying (16) by bK(z)2e−z2/4 and
integrating over (0,∞), we obtain
∂s
∫ ∞
0
ϑK(z, s)bK(z)
2e−z
2/4dz = 0.
Hence by assumption and ϑK ≥ 0, it follows that∫ ∞
0
|ϑK(z, s)|bK(z)2e−z2/4dz =
∫ ∞
0
|w0(z)|bK(z)2e−z2/4dz ≤M.
As a consequence, for any R > 1 there exists c = c(R) > 0 such that
sup
s∈(0,∞)
∫ R+1
0
|ϑK(z, s)|dz ≤ cM.
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Hence by a local L∞-estimate for parabolic equations, we obtain
sup
K∈(0,K0)
sup
z∈(0,R)
|ϑK(z, s)| ≤ c sup
K∈(0,K0)
∫ s+1/2
s−1/2
dµ
∫ R+1
0
|ϑK(z, µ))|dz ≤ cM
for s ≥ 1, which completes the proof.
2.3 Representation formula
Here we provide a representation formula of solutions of

∂sv = ∆v − y
2
· ∇v −mv + g1(y, s) in Rn+ × (0,∞),
∂νv = Kv + g2(y
′, s) on ∂Rn+ × (0,∞),
v(y, 0) = v0(y) in R
n
+,
(31)
where K is a positive constant. Let bK(yn) and µK be introduced in Section 2.2 and set wK(y, s) =
v(y, s)/bK(yn). Then since bK(0) = 1, we easily see that wK(y, s) solves

∂swK = ∆wK − y
2
· ∇wK + 2BK(yn)∂nwK
−(m+ µK)wK + g1(y, s)
bK(yn)
in Rn+ × (0,∞),
∂νwK = g2(y
′, s) on ∂Rn+ × (0,∞),
wK(y, 0) = v0(y)/bK(yn) in R
n
+.
(32)
Define
P1(y, s) =
∫ s
0
e−(m+µK )µG0(e−µ/2yn, 0, µ)
(∫
Rn−1
γ(y′, ξ′, µ)g2(ξ′, s− µ)dξ′
)
dµ,
P2(y, s) =
∫ s
0
e−(m+µK )µGK(e−µ/2yn, 0, µ, 0)
(∫
Rn−1
γ(y′, ξ′, µ)g2(ξ′, s− µ)dξ′
)
dµ.
Then it is known that (cf. p. 173 in [4])
lim
yn→0
∂nP1(y, s) = −g2(y′, s).
On the other hand, from (20) and (21), we see that
lim
yn→0
∂nP2(y, s) = 0.
Hence by definition of ΓK(y, ξ, s, µ), we find that
lim
yn→0
∂n
(∫ s
0
e−(m+µK )(s−µ)dµ
∫
∂Rn+
ΓK(y, ξ
′, s− µ)g2(ξ′, µ)dξ′
)
= lim
yn→0
∂n(P1(y, s) + P2(y, s)) = −g2(y′, s).
Due to this fact, we obtain a representation formula of a solution of (32).
wK(y, s) = e
−(m+µK )s
∫
Rn+
ΓK(y, ξ, s)
(
v0(ξ)
bK(ξn)
)
dξ
+
∫ s
0
e−(m+µK )(s−µ)dµ
∫
Rn+
ΓK(y, ξ, s − µ)
(
g1(ξ, µ)
bK(ξn)
)
dξ
+
∫ s
0
e−(m+µK )(s−µ)dµ
∫
∂Rn+
ΓK(y, ξ
′, s − µ)g2(ξ′, µ)dξ′.
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For simplicity of notations, we define
SK(s)w0 =
∫
Rn+
ΓK(·, ξ, s)w0(ξ)dξ,
TK(s, µ)h =
∫
∂Rn+
ΓK(·, ξ′, s− µ)h(ξ′)dξ′.
Since wK(y, s) = v(y, s)/bK(yn), a representation formula of a solution of (31) is given by(
v(s)
bK
)
= e−(m+µK )sSK(s)
(
v0
bK
)
+
∫ s
0
e−(m+µK )(s−µ)
×
(
SK(s− µ)
(
g1(µ)
bK
)
+ TK(s, µ)g2(µ)
)
dµ.
(33)
2.3.1 Comparison argument
Here we provide a pointwise estimate of solutions of (34) by using a representation formula (33).

∂sv ≤ ∆v − y
2
· ∇v −mv + g1(y, s) in Rn+ × (0,∞),
∂νv ≤ K(y′, s)v + g2(y′, s) on ∂Rn+ × (0,∞),
v(y, 0) ≤ v0(y) in Rn+.
(34)
For the case K(y′, s) ≡ K0 with some positive constant K0, by using a solution of (31) as a comparison
function, we obtain from (33)(
v(s)
bK0
)
≤ e−(m+µK0 )sSK0(s)
(
v0
bK0
)
+
∫ s
0
e−(m+µK0 )(s−µ)
×
(
SK0(s− µ)
(
g1(µ)
bK0
)
+ TK0(s, µ)g2(µ)
)
dµ.
(35)
For the case K(y′, s) ∈ L∞(∂Rn+ × (0,∞)), we use the following solution as a comparison function.

∂sv¯ = ∆v¯ − y
2
· ∇v¯ −mv¯ + |g1(y, s)| in Rn+ × (0,∞),
∂ν v¯ = K0v¯ + |g2(y′, s)| on ∂Rn+ × (0,∞),
v¯(y, 0) = |v0(y)| in Rn+,
where K0 = ‖K(y′, s)‖L∞(∂Rn+×(0,∞)). By a comparison argument, it is easily shown that v¯ ≥ 0. Hence
it follows that
∂ν(v¯ − v) = K(y′, s)(v¯ − v) + (K0 −K(y′))v¯ ≥ K(y′, s)(v¯ − v).
Then by using a comparison argument again, we get
v(y, s) ≤ v¯(y, s).
Therefore we apply (33) to obtain(
v(s)
bK0
)
≤ e−(m+µK0 )sSK0(s)
( |v0|
bK0
)
+
∫ s
0
e−(m+µK0 )(s−µ)
×
(
SK0(s − µ)
( |g1(µ)|
bK0
)
+ TK0(s, µ)|g2(µ)|
)
dµ.
(36)
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3 Dynamical system approach
In this section, we study the asymptotic behavior of solutions of (7). Our argument is based on the
argument in [6]. By using Lemma A.1, we slightly simplify their arguments. Let v(y, s) be a bounded
solution of (7) converging to zero in L2ρ(R
n
+) as s→∞. We expand v(y, s) by eigenfunctions of (9):
v(s) =
∑
α
aα(s)Eα in L
2
ρ(R
n
+),
where aα(s) = (v(s), Eα)ρ. We denote by πs, πn and πu projection operators onto the subspace spanned
by eigenfunctions of (−A) with the positive eigenvalue, the zero eigenvalue and the negative eigenvalue
and set
vs = πsv, vn = πnv, vu = πuv.
The subspace πsL
2
ρ(R
n
+) is infinite dimension and πuL
2
ρ(R
n
+), πnL
2
ρ(R
n
+) are finite dimension. First we
prepare the following elementary lemma, which is useful in this section. We put
Ω = {y = (y′, yn) ∈ Rn−1 × (0, 1)}.
Lemma 3.1. There exists c > 0 such that∫
∂Rn+
g(y′)v2ρdy′ ≤ c
∫
Ω
g(y′)
(
v2 + v|∇v|) ρdy for v ∈ H1ρ (Rn+).
Proof. Let η1(yn) be a cut off function such that η1(yn) = 1 if yn ∈ (0, 1/2) and η1(yn) = 0 if yn ≥ 1.
Then it is verified that∫
∂Rn+
g(y′)v2ρdy′ = −
∫
Rn−1
g(y′)ρdy′
∫ 1
0
∂n
(
v2η1(yn)
)
dyn
≤ c
∫ 1
0
dyn
∫
Rn−1
g(y′)
(
v2 + v|∇v|) ρdy′.
Since ρ(y′)|∂Rn+ = e−|y
′|2/4, it is clear that ρ(y) = e−y2n/4ρ(y′) for y ∈ Rn+. This implies that ρ(y′) ≤
e1/4ρ(y) for yn ≤ 1. Therefore we complete the proof.
Now we state a main result in this section.
Proposition 3.1. One of the following two cases holds.
(I) lim
s→∞
(‖vs(s)‖ρ + ‖vu(s)‖ρ
‖vn(s)‖ρ
)
= 0,
(II) ‖v(s)‖ρ decays to zero exponentially.
Proof. Multiplying (7) by vu, vn and vs respectively, then we verify that
1
2
∂s‖va‖2ρ = −m‖va‖2ρ +
∫
Rn+
v∇(ρ∇va)dy +
∫
∂Rn+
f(v)vaρdy
′ (a ∈ {n, u})
1
2
∂s‖vs‖2ρ = −m‖vs‖2ρ −
∫
Rn+
∇v · ∇vsρdy +
∫
∂Rn+
(
qBq−1vvs + f(v)vs
)
ρdy′
= −m‖vs‖2ρ − ‖∇vs‖2ρ + qBq−1‖vs‖2L2ρ(∂Rn+) +
∫
∂Rn+
f(v)vsρdy
′.
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Hence we obtain an ODE system.

1
2
∂s‖vu‖2ρ ≥
1
2
‖vu‖2ρ +
∫
∂Rn+
f(v)vuρdy
′,
1
2
∂s‖vn‖2ρ =
∫
∂Rn+
f(v)vnρdy
′,
1
2
∂s‖vs‖2ρ = −‖∇vs‖2ρ −m‖vs‖2ρ + qBq−1‖vs‖2L2ρ(∂Rn+) +
∫
∂Rn+
f(v)vsρdy
′.
(37)
By the Schwarz inequality, we see that for a ∈ {s, n, u}∫
∂Rn+
f(v)|va|ρdy′ ≤
∫
∂Rn+
(
ǫ(1 + |y′|2)1/2v2
a
+
1
ǫ
(1 + |y′|2)−1/2f(v)2
)
ρdy′.
From Lemma 3.1 and Lemma A.1, it holds that∫
∂Rn+
(1 + |y′|2)1/2v2
a
ρdy′ ≤ c
∫
Ω
(
(1 + |y′|2)v2
a
+ |∇va|2
)
ρdy ≤ c‖va‖2H1ρ(Rn+).
Here we recall from (8) that |f(v)| ≤ cv2. Then from Lemma 3.1 and Lemma 2.1, we get∫
∂Rn+
(1 + |y′|2)−1/2f(v)2ρdy′ ≤ c
∫
∂Rn+
(1 + |y′|2)−1/2v4ρdy′
≤ c
∫
Ω
(1 + |y′|2)−1/2 (|v|3|∂nv|+ v4) ρdy
≤ c
∫
Ω
(1 + |y′|2)−1/2|v|3ρdy ≤ cM(s)‖v‖2ρ,
(38)
where M(s) is given by
M(s) = sup
y∈Ω
(1 + |y′|2)−1/2|v(y, s)|.
As a consequence, there exists ǫ0 > 0 such that for ǫ ∈ (0, ǫ0)

1
2
∂s‖vu‖2ρ ≥
1
4
‖vu‖2ρ −
c
ǫ
M(s)‖v‖2ρ,
1
2
∣∣∂s‖vn‖2ρ∣∣ ≤ cǫ‖vn‖2ρ + cǫM(s)‖v‖2ρ
(39)
and
1
2
∂s‖vs‖2ρ ≤ −(1− cǫ)
(‖∇vs‖2ρ +m‖vs‖2ρ)+ qBq−1‖vs‖2L2ρ(∂Rn+) + cǫM(s)‖v‖2ρ.
Let λ∗ > 0 be the smallest positive eigenvalue of (−A), which is given by
λ∗ = inf
E∈Hs
‖∇E‖2ρ +m‖E‖2ρ − qBq−1‖E‖2L2ρ(∂Rn+)
‖E‖2ρ
,
where Hs = H1ρ(Rn+) ∩ πsL2ρ(Rn+). By continuity, there exists ǫ∗ > 0 such that for ǫ ∈ (0, ǫ∗)
inf
E∈Hs
(1− ǫ) (‖∇E‖2ρ +m‖E‖2ρ)− qBq−1‖E‖2L2ρ(∂Rn+)
‖E‖2ρ
≥ λ∗
2
.
Hence there exists ǫ1 ∈ (0, ǫ0) such that for ǫ ∈ (0, ǫ1)
1
2
∂s‖vs‖2ρ ≤ −
λ∗
2
‖vs‖2ρ +
c
ǫ
M(s)‖v‖2ρ. (40)
Since lims→∞M(s) = 0, applying Lemma 3.1 in [6] to (39) and (40), we obtain the conclusion.
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Next we study the asymptotic behavior of ∇′v(y, s). We set
‖|v‖|2ρ = ‖v‖2ρ + ‖∇′v‖2ρ.
Proposition 3.2. One of the following two cases holds.
(I) lim
s→∞
(‖|vs‖|ρ + ‖|vu‖|ρ
‖|vn‖|ρ
)
= 0,
(II) ‖|v(s)‖|ρ decays to zero exponentially,
Proof. We repeat the proof of Proposition 3.1. We set V (y, s) = ∂iv(y, s) (i = 1, · · · , n − 1). Then
V (y, s) solves 
∂sV = ∆V −
y
2
· V −
(
m+
1
2
)
V in Rn+ × (sT ,∞),
∂νV = qB
q−1V + f ′(v)V on ∂Rn+ × (sT ,∞).
The main linear part (neglecting f ′(v)V ) is written by
∂sV = A˜V :=
(
A− 1
2
)
V, D(A˜) = D(A).
Let π˜s, π˜n and π˜u be projection operators onto the subspace spanned by eigenfunctions of (−A˜) with
the positive eigenvalue, the zero eigenvalue and the negative eigenvalue and set
Vs = π˜sV, Vn = π˜nV, Vu = π˜uV.
Then we obtain

1
2
∂s‖Vu‖2ρ =
1
2
‖Vu‖2ρ +
∫
∂Rn+
f ′(v)V Vuρdy′,
1
2
∂s‖Vn‖2ρ =
∫
∂Rn+
f ′(v)V Vnρdy′,
1
2
∂s‖Vs‖2ρ = −‖∇Vs‖2ρ −
(
m+
1
2
)
‖Vs‖2ρ + qBq−1‖Vs‖2L2ρ(∂Rn+) +
∫
∂Rn+
f ′(v)V Vsρdy′.
Here we recall from (8) that |f ′(v)| ≤ c|v|. Therefore by the same calculation as (38), we verify that∫
∂Rn+
|f ′(v)V Vs|ρdy′ ≤ c
∫
∂Rn+
(
1
ǫ
(1 + |y′|2)−1/2|vV |2 + ǫ(1 + |y′|2)1/2|Vs|2
)
ρdy′
≤ c
ǫ
∫
∂Rn+
(1 + |y′|2)−1/2| (|v|4 + |V |4) ρdy′ + cǫ‖Vs‖2H1ρ(Rn+)
≤ c
ǫ
(
M(s)‖v‖2ρ +MV (s)‖V ‖2ρ
)
+ cǫ‖Vs‖2H1ρ (Rn+),
where
MV (s) = sup
y∈Ω
(1 + |y′|2)−1/2|V (y, s)|.
Hence there exists ǫ0 > 0 such that for ǫ ∈ (0, ǫ0)

1
2
∂s‖Vu‖2ρ ≥
1
4
‖Vu‖2ρ −
c
ǫ
(
M(s)‖v‖2ρ +MV (s)‖V ‖2ρ
)
,
1
2
∣∣∂s‖Vn‖2ρ∣∣ ≤ cǫ‖Vn‖2ρ + cǫ (M(s)‖v‖2ρ +MV (s)‖V ‖2ρ) ,
1
2
∂s‖Vs‖2ρ ≤ −
λ∗
2
‖∇Vs‖2ρ +
c
ǫ
(
M(s)‖v‖2ρ +MV (s)‖V ‖2ρ
)
.
(41)
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Therefore since π˜a(∂iv) = ∂i(πav) (i = 1, · · · , n− 1) for a ∈ {s, n, u}, by (39), (40) and (41), we obtain

1
2
∂s‖|vu‖|2ρ ≥
1
4
‖|vu‖|2ρ −
c
ǫ
(M(s) +MV (s))‖|v‖|2ρ,
1
2
∣∣∂s‖|vn‖|2ρ∣∣ ≤ cǫ‖|vn‖|2ρ + cǫ (M(s) +MV (s))‖|v‖|2ρ,
1
2
∂s‖|vs‖|2ρ ≤ −
λ∗
2
‖|∇vs‖|2ρ +
c
ǫ
(M(s) +MV (s))‖|v‖|2ρ.
Since lims→∞MV (s) = 0, applying Lemma 3.1 in [6], we complete the proof.
3.1 Case (I)
In this subsection, we study a precise asymptotic behavior for the case (I).
Definition 3.1. We call a function v(y) yn-axial symmetric, if the function v(y) can be expressed by
v(y) = v(|y′|, yn).
For the rest of this paper, solutions are always assumed to be yn-axial symmetric. Then the kernel
of A (= πnL
2
ρ(R
n
+)) turns out to be one dimension under a symmetric assumption. In fact, let
E(y) = c(H2(y1) + · · ·H2(yn−1))I1(yn), (42)
where c > 0 is a normalization constant such that ‖E‖ρ = 1. Then it holds that kerA =span{E}.
Proposition 3.3. Let v(y, s) be yn-axial symmetric and behave as the case (I) in Proposition 3.1.
Then it follows that ∥∥∥∣∣∣v(s) + νq
s
E
∥∥∥∣∣∣
ρ
= o(s−1),
where νq is given by
ν−1q =
(
q(q − 1)Bq−2
2
)∫
∂Rn+
E3ρdy′ > 0.
Proof of Theorem 1.1. Theorem 1.1 follows from Proposition 3.1 and Proposition 3.3.
First we prepare two lemmas.
Lemma 3.2. Let v(y, s) be as in Proposition 3.3. Then for any δ > 0 there exist c1, c2 > 0 such that
c1‖vn(s− δ)‖ρ ≤ ‖vn(s)‖ρ ≤ c2‖vn(s + δ)‖ρ.
Proof. Since |f(v)| ≤ cv2 (see (8)), by Lemma 3.1, the second equation in (37) is estimated by
∣∣∂s‖vn‖2ρ∣∣ ≤ c
∫
∂Rn+
v2|vn|ρdy′ ≤ c
(∫
∂Rn+
v4ρdy′ + ‖vn‖2ρ
)
≤ c
(∫
Rn+
(|∇v||v|3 + v4) ρdy + ‖vn‖2ρ
)
.
Therefore since v(y, s) and |∇v(y, s)| are uniformly bounded (see Theorem 2.1), from Proposition 3.1,
we obtain ∣∣∂s‖vn‖2ρ∣∣ ≤ c (‖v‖2ρ + ‖vn‖2ρ) ≤ c‖vn‖2ρ.
Then this implies
−c ≤ ∂s
(
log ‖vn‖2ρ
) ≤ c.
Integrating both sides, we obtain the conclusion.
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Lemma 3.3. Let v(y, s) be as in Proposition 3.3. Then for r ∈ (1,∞) there exists a positive continuous
function ν(s) satisfying lims→∞ ν(s) = 0 such that
‖(v − vn)(s)‖Lrρ(∂Rn+) ≤ ν(s)‖vn(s)‖ρ.
Proof. We set z(y, s) = v(y, s)− vn(y, s). Then z(y, s) solves

∂sz = ∆z − y
2
· ∇z −mz −X(s)E in Rn+ × (sT ,∞),
∂νz = qB
q−1z + f(v) on ∂Rn+ × (sT ,∞),
(43)
where X(s) is given by
X(s) =
∫
∂Rn+
f(v(s))Eρdy′.
Since |f(v)| ≤ cv2 (see (8)), we easily see that
∂νz ≤ qBq−1z + cv2, ∂νz ≥ qBq−1z − cv2 on ∂Rn+ × (sT ,∞).
Then we apply (36) in (43) with K0 := qB
q−1 to obtain
|z(s)| ≤ e−(m+µK0 )(s−s0)
∣∣∣∣SK0(s− s0)
(
z(s0)
bK0
)∣∣∣∣+
∫ s
s0
e−(m+µK0 )(s−µ)
×
(
|X(µ)|
∣∣∣∣SK0(s− µ)
( E
bK0
)∣∣∣∣+ c ∣∣TK0(s, µ)v2∣∣
)
dµ
=: J1 + J2 + J3 for y ∈ ∂Rn+, s ≥ s0.
To apply Lemma 2.7, we fix p > max{2, n − 1} and δ ∈ (0, 1) and set
s1 := s0 +max
{
1, log
(
r − 1
1− δ
)}
.
Then from Lemma 2.7 with p = 2, we see that
‖J1(s1)‖Lrρ(∂Rn+) ≤
ce−(m+µK0 )(s1−s0)
(1− e−(s1−s0))n/4 ‖z(s0)‖ρ ≤ c‖z(s0)‖ρ
= c‖(v − vn)(s0)‖ρ.
Next we estimate J2. From the Schwarz inequality, we get
|X(µ)| ≤ c
∫
∂Rn+
v(µ)2|E|ρdy′ ≤ c
(∫
∂Rn+
(1 + |y′|2)−1/2v(µ)4ρdy′
)1/2
.
Then by the same calculation as (38), we see that∫
∂Rn+
(1 + |y′|2)−1/2v(µ)4ρdy′ ≤ cM(µ)‖v‖2ρ,
where M(s) is the same as in (38). Furthermore since AE = 0, we find that SK0(s − µ)(E/bK0) =
eµK0 (s−µ)E/bK0 . Therefore since bK0 ≡ 1 on ∂Rn+, we obtain
‖J2(s1)‖Lrρ(∂Rn+) ≤ c
(∫ s1
s0
M(µ)1/2‖v(µ)‖ρdµ
)
‖E‖Lrρ(∂Rn+) .
≤ c
(
sup
µ∈(s0,s1)
M(µ)1/2
)(
sup
µ∈(s0,s1)
‖v(µ)‖ρ
)
.
24
Finally we compute J3. Since p > 2, by definition of s1, we easily see that
s1 − s0 ≥ log
(
r − 1
1− δ
)
> log
(
r − 1
p− 1− δ
)
.
Hence we can apply Lemma 2.7 and obtain
‖J3(s1)‖Lrρ(∂Rn+) ≤ ce−(m+µK0 )(s1−s0)
∫ s1
s0
‖v(µ)2‖LpK0,ρ(Rn+)
(1− e−(s1−µ))(n−1)/2p+1/2 dµ.
Then by the Schwarz inequality and |bK0(ξn)| ≤ K0 for ξn ∈ R+, we compute
‖v(µ)2‖p
LpK0,ρ
(Rn+)
=
∫
Rn+
|v(ξ, µ)|2pbK0(ξn)2ρ(ξ)dξ
≤ c
(∫
Rn+
(1 + |ξ|2)−1|v(ξ, µ)|4pρ(ξ)dξ
)1/2
≤ cM1(µ)‖v(µ)‖ρ,
where M1(µ) = supξ∈Rn+(1+ |ξ|2)−1/2|v(ξ, µ)|2p−1. Since v(y, µ) is uniformly bounded and v(y, µ)→ 0
uniformly on any compact set in Rn+ as µ→∞, we easily see that M1(µ) → 0 as µ→ ∞. Therefore
since p > n− 1, we obtain
‖J3(s1)‖Lrρ(∂Rn+) ≤ c
∫ s1
s0
M1(µ)‖v(µ)‖ρ
(1− e−(s1−µ))(n−1)/2p+1/2 dµ
≤ c
(
sup
µ∈(s0,s1)
M1(µ)
)(
sup
µ∈(s0,s1)
‖v(µ)‖ρ
)
.
Put ν1(s) =M(s)
1/2+M1(s). Then combining the above estimates and applying Proposition 3.1 and
Lemma 3.2, we conclude that
‖z(s1)‖Lrρ(∂Rn+) ≤ c
(
‖(v − vn)(s0)‖ρ +
(
sup
µ∈(s0,s1)
ν1(µ)
)(
sup
µ∈(s0,s1)
‖vn(µ)‖ρ
))
≤ c
(
‖(v − vn)(s0)‖ρ
‖vn(s0)‖ +
(
sup
µ∈(s0,s1)
ν1(µ)
))
‖vn(s1)‖ρ.
Since ν1(µ)→ 0 as µ→ 0, the proof is completed.
Proof of Proposition 3.3. Set a0(s) = (v(s), E)ρ. Then it is verified that
a˙0 =
∫
∂Rn+
f(v)Eρdy′.
Then since f(v) = kqv
2 +O(v3) with kq = q(q − 1)Bq−2/2 (see (8)), we get
a˙0 = kq
∫
∂Rn+
v2
n
Eρdy′ +
∫
∂Rn+
(
kq(v
2 − v2
n
) +O(v3)
) Eρdy′.
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Since v(y, s) is uniformly bounded on Rn+ × (sT ,∞), the second integral on the right-hand side is
estimates as follows. ∫
∂Rn+
|v2 − v2
n
||E|ρdy′ ≤ c
∫
∂Rn+
|v + vn||v − vn||E|ρdy′
≤ c‖v − vn‖L4ρ(∂Rn+)‖v + vn‖L2ρ(∂Rn+),∫
∂Rn+
|v3||E|ρdy′ ≤ c
∫
Rn+
(|v(v2 − v2
n
)|+ |vv2
n
|) |E|ρdy′
≤ c
∫
Rn+
(|v2 − v2
n
|+ |vv2
n
|) |E|ρdy′
≤ c
(
‖v − vn‖L4ρ(∂Rn+)‖v + vn‖L2ρ(∂Rn+) + ‖vn‖
2
L4ρ(∂R
n
+)
‖v‖L2ρ(∂Rn+)
)
.
Hence we get
∣∣a˙0 − ν−1q a20∣∣ ≤ c
(‖v − vn‖L4ρ(∂Rn+)‖v + vn‖L2ρ(∂Rn+)
‖v2
n
‖2ρ
+ ‖v‖L2ρ(∂Rn+)
)
a20 =: cν(s)a
2
0,
where ν−1q = kq
∫
∂Rn+
E3ρdy′ > 0 (see p.164 in [15]). Then Proposition 3.2 and Lemma 3.3 implies
lim
s→∞ ν(s) = 0. (44)
From the above differential inequality, we get∣∣∣∣ 1a0(s) −
1
a0(sT )
+
s− sT
νq
∣∣∣∣ ≤ c
∫ s
sT
ν(τ)dτ.
Hence it holds that ∣∣∣∣ 1a0(s)s +
1
νq
∣∣∣∣ ≤ sTνqs −
1
a0(sT )s
+
c
s
∫ s
sT
ν(τ)dτ.
Therefore combining (44), we obtain
lim
s→∞ sa0(s) = −νq.
As a consequence, since vn = a0(s)E , it follows that∥∥∥vn(s) + νq
s
E
∥∥∥
ρ
=
(
a0(s) +
νq
s
)
‖E‖ρ = o(s−1),∥∥∥∇′ (vn(s) + νq
s
E
)∥∥∥
ρ
=
(
a0(s) +
νq
s
)
‖∇′E‖ρ = o(s−1).
Thus by Proposition 3.2, we conclude∥∥∥v(s) + νq
s
E
∥∥∥
ρ
= o(s−1),
∥∥∥∇′ (v(s) + νq
s
E
)∥∥∥
ρ
= o(s−1),
which completes the proof.
4 Estimate for a large range
Throughout this section, we assume that v(y, s) is yn-axial symmetric and behaves as the case (I) in
Proposition 3.1. Additionally, we assume that v(y, s) satisfies a monotonicity condition:
y′ · ∇′v(y, s) ≤ 0 for (y, s) ∈ Rn+ × (sT ,∞). (45)
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In this section, following the arguments in [15] and [24], we derive pointwise estimate of v(y′, s) along
|y′| ∼ s1/2 on ∂Rn+ from the asymptotic behavior v(y, s) ∼ −νqs−1E(y) (Proposition 3.3) with global
heat kernel estimates given in Section 2.2. For simplicity of notations, we set
B∂Rn+(r) = {y′ ∈ ∂Rn+; |y′| < r}.
First we show that condition (45) is assured if the original initial data u0(x) satisfies (45).
Lemma 4.1. Let u0(x) be xn-axial symmetric and satisfy x
′ · ∇′u0(x) ≤ 0 for x ∈ Rn+. Then v(y, s)
satisfies (45) for s ∈ (sT ,∞).
Proof. Since x = (T − t)1/2y, it is clear that y′ · ∇′v(y, s) ≤ 0 is equivalent to x′ · ∇′u(x, t) ≤ 0. From
Lemma 2.1 in [11], it holds that x′ ·∇′u(x, t) ≤ 0 if x′ ·∇′u0(x) ≤ 0. Hence the proof is completed.
As a consequence of assumption (45), we obtain the following lemma immediately.
Lemma 4.2. There exists c > 0 such that
ϕ(y′, s) ≤ B + cs−1χ|y′|<√2n for y′ ∈ ∂Rn+, s≫ 1.
Proof. Since E(y) = c(H2(y1) + · · · +H2(yn−1))I1(yn) and H2(ξ) = c′(ξ2 − 2) with c, c′ > 0, E(y) is
explicitly expressed by
E(y′) = cc′ (|y′|2 − 2(n − 1)) I1(0) for y′ ∈ ∂Rn+.
Hence it follows that E(y′) < 0 for y′ ∈ Rn+ with |y′| >
√
2(n− 1). By assumption, we recall that
v(y, s) behaves v(y, s) ∼ −νqs−1E as s → ∞. Therefore we find that v(y′, s)|∂Rn+ < 0 for |y′| =
√
2n
and large s > sT . As a consequence, by using (45), we see that v(y
′, s)|∂Rn+ < 0 for |y′| >
√
2n and
large s > sT . Thus we complete the proof.
A goal of this section is to show the following pointwise estimate along |y′| ∼ s1/2 on ∂Rn+.
Proposition 4.1. There exist θ ∈ (0, 1) and 0 < k1 < k2 < 1 such that
k1B ≤ ϕ(y′, s)|∂Rn+ ≤ k2B for |y′| = θ
√
s.
Lemma 4.3. There exists a positive continuous function ν(s) satisfying lims→∞ ν(s) = 0 such that
v(y′, s)|∂Rn+ ≥ −
νq
s
E(y′)− ν(s) for y′ ∈ B∂Rn+(
√
s).
Proof. We set K = qBq−1 and D(y) = E(y)/bK(yn). Then since f(v) ≥ 0 in (7), by using (35), we get
v(s) ≥ e−(m+µK )(s−s0)SK(s− s0)
(
v(s0)
bK
)
= e−(m+µK )(s−s0)SK(s− s0)
(
−νq
s0
D
)
+ e−(m+µK )(s−s0)
×SK(s− s0)
(
v(s0) + νqs
−1
0 E
bK
)
for y′ ∈ ∂Rn+, s > s0.
Here since 
−
(
∆− y
2
· ∇+
(
2b′K
bK
)
∂n
)
D = −(m+ µK)D in Rn+,
∂νD = 0 on ∂Rn+,
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we note that
SK(s− s0)D = e(m+µK )(s−s0)D.
Therefore since D(y′) = E(y′) on ∂Rn+, it follows that
e−(m+µK )SK(s− s0)D
(
νq
s0
D
)
=
νq
s0
E on ∂Rn+.
Furthermore from Lemma 2.9, we observe that
∣∣∣∣SK(s− s0)
(
v(s0) + νqs
−1
0 E
bK
)∣∣∣∣ ≤ c exp
(
e−(s−s0)|y′|2
4(1 + e−(s−s0))
)∥∥∥∥v(s0) + νqs0 E
∥∥∥∥
ρ
for y′ ∈ ∂Rn+ and s ≥ s0 + 1. By the same way as in [15], we choose s > s0 such that s = es−s0 . This
choice is equivalent to
1− s0
s
=
log s
s
.
Here we recall from Lemma 2.3 that µK = −(m+ 1). Therefore since e−(s−s0)|y′|2 ≤ 1 for |y′| ≤
√
s,
Proposition 3.3 implies
e−(m+µK )(s−s0)
∣∣∣∣SK(s− s0)
(
v(s0) + νqs
−1
0 E
bK
)∣∣∣∣ = so(s−10 ) = o(1) for y′ ∈ B∂Rn+(√s).
Thus the proof is completed.
Lemma 4.4. For any R > 0 there exists cR > 0 such that
|∇′v(y, s)| ≤ cRs−1/2 for |y′| ≤ R
√
s, yn ∈ (0, R).
Proof. We set V (y, s) = ∂iv(y, s) (i = 1, · · · , n− 1), then V (y, s) solves
∂sV = ∆V −
y
2
· ∇V −
(
m+
1
2
)
V in Rn+ × (sT ,∞),
∂νV = qϕ
q−1V on ∂Rn+ × (sT ,∞).
Since v(, s) behaves v(y, s) ∼ −νqs−1E as s→∞, we note from Proposition 3.3 that |V (y′, s)| ≤ cs−1
for y′ ∈ B∂Rn+(
√
2n). Hence by Lemma 4.2, we observe that
qϕq−1V = qBq−1V + q(ϕq−1 −Bq−1)V ≤ qBq−1V + cs−2 for y′ ∈ B∂Rn+(
√
2n).
We set
K(y′, s) =
{
qBq−1 if |y′| ≤ √2n,
qϕ(y′, s)q−1 if |y′| ≥ √2n.
Then we see that
∂νV ≤ K(y′, s)V + cs−2 on ∂Rn+.
We note from Lemma 4.2 with (45) that
|K(y′, s)| ≤ qBq−1 =: K0.
Therefore we apply the estimate (36) to ±V (y, s) and obtain( |V (s)|
bK0
)
≤ e(s−s0)/2SK0(s− s0)
( |V (s0)|
bK0
)
+ c
∫ s
s0
e(s−µ)/2µ−2TK0(s, µ)dµ.
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Here we used µK0 = −(m+ 1) (Lemma 2.3). By Lemma 2.9, for any R > 0 there exists c = c(R) > 0
such that ( |V (y, s)|
bK0(yn)
)
≤ ce(s−s0)/2
(
exp
(
e−(s−s0)|y′|2
4(1 + e−(s−s0))
)
‖V (s0)‖ρ +
∫ s
s0
µ−2dµ√
1− e−(s−µ)
)
for y′ ∈ Rn−1, yn ≤ R. As in the proof of Lemma 4.3, we choose s > s0 such that s = es−s0 . Then
from Proposition 3.3, we obtain
|V (y, s)| ≤ cbK0(yn)s−1/2 for |y′| ≤ R
√
s, yn ≤ R,
which completes the proof.
Lemma 4.5. There exists c > 0 such that
sup
y′∈B∂Rn+ (
√
s)
|∂sϕ(y′, s)| ≤ cs−1.
We set Y (y, s) = ∂sv(y, s), then Y (y, s) solves{
∂sY = ∆Y − y
2
· ∇Y −mY in Rn+ × (sT ,∞),
∂νY = qϕ
q−1Y on ∂Rn+ × (sT ,∞).
We expand Y (y, s) by using eigenfunctions {Eα}α∈A of (9):
Y (s) =
∑
α∈A
aα(s)Eα, in H
1
ρ(R
n
+),
where aα(s) = (v(s), Eα)ρ. Since v ∈ C1((sT ,∞);L2ρ(Rn+)), it is verified that aα(s) = ∂s(v(s), Eα)ρ.
Let λα be the eigenvalue corresponding to Eα. Then it holds that
a′α = −(m+ λα)aα + q
∫
∂Rn+
(ϕq−1 −Bq−1)Y Eαρdy′. (46)
The proof of Lemma 4.5 follows immediately from the following two lemmas.
Lemma 4.6. For any α ∈ A there exists cα > 0 such that
|aα(s)| ≤ cαs−2.
Proof. Since Y (y, s) = ∂sv(y, s), a direct computation shows that
q
∫
∂Rn+
(ϕq−1 −Bq−1)Y Eαρdy′ = q
∫
∂Rn+
((v +B)q−1 −Bq−1)(∂sv)Eαρdy′
= ∂s
∫
∂Rn+
f(v)Eαρdy
′.
For simplicity, we set
Xα =
∫
∂Rn+
f(v)Eαρdy
′.
Then (46) is written by
∂s(e
(m+λα)saα) = e
(m+λα)s∂sXα
= ∂s
(
e(m+λα)sXα
)
− (m+ λα)e(m+λα)sXα.
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We fix s1 > 1. Then we integrate both sides over (s, s1) to obtain
e(m+λα)s(aα(s)−Xα(s))− e(m+λα)s1(aα(s1)−Xα(s1))
= −(m+ λα)
∫ s
s1
e(m+λα)µXα(µ)dµ.
(47)
Here we recall from (8) that |f(v)| ≤ cv2. Then by the Ho¨lder inequality, we see that
|Xα| ≤ c
∫
∂Rn+
v2|Eα|ρdy′ ≤ c
∫
∂Rn+
(|vvn|+ |v(v − vn)|) |Eα|ρdy′
≤ c‖v‖L2ρ(∂Rn+)

(∫
∂Rn+
v2
n
|Eα|2ρdy′
)1/2
+ ‖Eα‖L4ρ(∂Rn+)‖v − vn‖L4ρ(∂Rn+)


≤ c‖v‖L2ρ(∂Rn+)
(
‖vn‖ρ + ‖v − vn‖L4ρ(∂Rn+)
)
.
Since ‖v‖L2ρ(∂Rn+) ≤ ‖vn‖L2ρ(∂Rn+)+‖v− vn‖L2ρ(∂Rn+), it follows from Lemma 3.3 and Proposition 3.3 that
|Xα(s)| ≤ c‖vn(s)‖2ρ ≤
c
s2
.
Then the right-hand side on (47) is estimated by∫ s
s1
e(m+λα)µXα(µ)dµ ≤
(∫ (s1+s)/2
s1
+
∫ s
(s1+s)/2
)
e(m+λα)µXα(µ)dµ
≤ c
(
e(m+λα)(s+s1)/2 + e(m+λα)s(s1 + s)
−2
)
.
Therefore applying this estimate in (47), we obtain the conclusion.
We define Aλ ⊂ A = Nn−10 × N by
Aλ = {α ∈ A;λα < λ}.
Lemma 4.7. There exists λ∗ > 0 such that∥∥∥∥∥∥Y (s)−
∑
α∈Aλ∗
aα(s)Eα
∥∥∥∥∥∥
ρ
≤ cs−2.
Proof. We set Pλ(y, s) = Y (y, s)−
∑
α∈Aλ aα(s)Eα(y), then Pλ(y, s) is a solution of

∂sPλ = ∆Pλ − y
2
· ∇Pλ −mPλ −
∑
α∈Aλ
QαEα in R
n
+ × (sT ,∞),
∂νPλ = qϕ
q−1Pλ + q(ϕq−1 −Bq−1)
∑
α∈Aλ
aαEα on ∂R
n
+ × (sT ,∞),
where Qα is given by
Qα = q
(∫
∂Rn+
(ϕq−1 −Bq−1)Y Eαρdy′
)
.
Multiplying by Pλρ and integrating over R
n
+, we get
1
2
∂s‖Pλ‖2ρ = −‖∇Pλ‖2ρ −m‖Pλ‖2ρ −
∑
α∈Aλ
Qα(Pλ, Eα)ρ
+q
∫
∂Rn+
ϕq−1P 2λρdy
′ + q
∑
α∈Aλ
aα
∫
∂Rn+
(ϕq−1 −Bq−1)PλEαρdy′.
(48)
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Since ϕ(y, s) is positive and uniformly bounded, the third term and the last term on the right-hand
side are estimated by
Qα
q
=
∫
∂Rn+
(ϕq−1 −Bq−1)

Pλ +

∑
β∈Aλ
aβEβ



Eαρdy′
≤ c‖Eα‖L4ρ(∂Rn+)

‖v‖L4ρ(∂Rn+)‖Pλ‖L2ρ(∂Rn+) + ∑
β∈Aλ
aβ‖Eβ‖L4ρ(∂Rn+)‖v‖L2ρ

 ,
∑
α∈Aλ
aα
∫
∂Rn+
∣∣ϕq−1 −Bq−1∣∣PλEαρdy′ ≤ ∑
α∈Aλ
aα‖Eα‖L4ρ(Rn+)‖v‖L4ρ(Rn+)‖Pλ‖L2ρ(Rn+).
Here we apply Lemma 3.3 and Proposition 3.3 to obtain
‖v‖L4ρ(∂Rn+) ≤ ‖vn‖L4ρ(∂Rn+) + ‖v − vn‖L4ρ(∂Rn+) ≤ c‖vn‖ρ ≤ cs
−1.
Therefore there exists cλ > 0 such that∑
α∈Aλ
|Qα(Pλ, Eα)ρ|+ q
∑
α∈Aλ
aα
∫
∂Rn+
|ϕq−1 −Bq−1|PλEαρdy′
≤ cλ

s−1‖Pλ‖2H1ρ(Rn+) + s−1 ∑
α∈Aλ
a2α

 ≤ cλ (s−1‖Pλ‖2H1ρ(Rn+) + s−5
)
,
where we used Lemma 4.6 in the last inequality. Substituting this estimate into (48) and noting that
ϕq−1|∂Rn+ ≤ Bq−1(1 + cs−1) from Lemma 4.2, we obtain
1
2
∂s‖Pλ‖2ρ ≤ −
(
1− cλs−1
) (‖∇Pλ‖2ρ +m‖Pλ‖2ρ)+ (1 + cs−1)qBq−1‖Pλ‖2L2ρ(∂Rn+) + cλs−5.
Let Πλ be a subspace of H
1
ρ(R
n
+) defined by
Πλ = {E ∈ Hρ1 (Rn+); (E,Eα) = 0 for any α ∈ Aλ}.
Then it holds that
inf
E∈Πλ
‖∇E‖2ρ − qBq−1‖E‖2L2ρ(∂Rn+)
‖E‖2ρ
≥ λ.
By continuity, there exists ǫ0 > 0 such that for ǫ ∈ (0, ǫ0)
inf
E∈Πλ
(1− ǫ)‖∇E‖2ρ − (1 + ǫ)qBq−1‖E‖2L2ρ(∂Rn+)
‖E‖2ρ
≥ λ/2.
Hence there exist λ∗ > 0 and s1 > sT such that for λ ≥ λ∗
1
2
∂s‖Pλ‖2ρ ≤ −
m
2
‖Pλ‖2ρ + cλs−5 for s > s1,
which implies
‖Pλ(s)‖2ρ ≤ e−m(s−sT )‖Pλ(sT )‖2ρ + cλ
∫ s
sT
e−m(s−µ)(1 + µ)−5dµ
≤ e−m(s−sT )‖Pλ(sT )‖2ρ + cλs−4 for s > s1.
Therefore the proof is completed.
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Proof of Lemma 4.5. From Lemma 4.6 and Lemma 4.7, we obtain
‖Y (s)‖ρ ≤ cs−2.
Repeating the argument in the proof of Lemma 4.4, we obtain the conclusion.
Lemma 4.8. For any θ > 0 there exist l1 ∈ (0, 1) and s∗ > 0 such that
v(y′, s)|∂Rn+ ≤ −l1B for |y′| = θ
√
s, s ≥ s∗.
Proof. We fix θ = 1. The proof for the other case θ 6= 1 follows from the quite same argument as
θ = 1. Since v(y, s) behaves as the case (I), we note from Lemma 4.2 that
v(y′, s)|∂Rn+ ≤ cs−1χ|y′|<√2n for s≫ 1. (49)
To derive a contradiction, we suppose that there exist sequences {τj}j∈N and {y′j}k∈N ⊂ ∂Rn+ with
|y′j | =
√
τj such that τj →∞ and
lim
j→∞
v(y′j , τj) = 0.
Then it follows from (45) and (49) that
lim
j→∞
sup
y′∈B∂Rn+ (
√
τj)
|v(y′, τj)| = 0. (50)
Now we define sj < τj by
eτj−sj = τj .
From this definition, we find that
1−
(
sj
τj
)
=
(
log τj
τj
)
.
Since B∂Rn+(
√
s) ⊂ B∂Rn+(
√
µ) if s < µ, we apply Lemma 4.5 to get
|v(y′, s)− v(y′, τj)| ≤
∫ τj
s
|∂sv(y′, µ)|dµ ≤ c log
(
τj
sj
)
(51)
for y′ ∈ B∂Rn+(
√
s) and s ∈ (sj, τj). Now we set
ǫj = sup
y′∈B∂Rn
+
(
√
s), s∈(sj ,τj)
|v(y′, s)|.
Then (50) and (51) imply
lim
j→∞
ǫj = 0.
Furthermore by definition of ǫj and (49), we get
∂νv = q
(∫ 1
0
(B + θv)q−1dθ
)
v
≤
(∫ 1
0
(
B + cs−1
)q−1
dθ
)
v+ −
(∫ 1
0
(B − cǫj)q−1 dθ
)
v−
≤ (qBq−1 + cs−1)v+ − qBq−1(1− cǫj)v− for y′ ∈ B∂Rn+(
√
s), s ∈ (sj , τj).
Here we note from (49) that v+(y, s) ≤ cs−1. Therefore we obtain
∂νv ≤ qBq−1(1− cǫj)v + c(ǫj + s−1)s−1 + cχ|y′|>√s for y′ ∈ ∂Rn+, s ∈ (sj, τj).
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We set Kj = qB
q−1(1− cǫj) and
µj := µKj , Sj(s) := SKj(s), Tj(s, µ) := TKj(s, µ), bj(yn) := bKj(yn).
Then we apply (35) to obtain
v(s)|∂Rn+ ≤ e−(m+µk)(s−sk)Sj(s − sj)
(
v(sj)
bj
)
+ c
∫ s
sj
e−(m+µj )(s−µ)
×Tj(s, µ)
(
(ǫj + µ
−1)µ−1 + χ{|ξ′|>√µ}
)
dµ for s ∈ (sj , τj).
Since e−(τj−sj)|y′|2 ≤ 1 for y′ ∈ B∂Rn+(
√
τj), it follows from Lemma 2.9 and Proposition 3.3 that∣∣∣∣∣Sj(τj − sj)
(
v(sj) + νqs
−1
j E
bj
)∣∣∣∣∣ ≤ exp
(
e−(τj−sj)|y′|2
4(1 + e−(τj−sj))
)
o(s−1j )
= o(s−1j ) for y
′ ∈ B∂Rn+(
√
τj).
We set Dj = E/bj . Then by the same way as in the proof of Lemma 4.3, we see that
Sj(τj − sj)Dj = e(m+µj )(τj−sj)Dj .
Since Kj = qB
q−1(1− cǫj) < qBq−1, we note from Lemma 2.3 that
µj > µ|K=qBq−1 = −(m+ 1).
Hence by using eτj−sj = τj and Dj = E on ∂Rn+, we obtain
e−(m+µj )(τj−sj)Sj(τj − sj)
(
v(sj)
bj
)
= e−(m+µj )(τj−sj)Sj(τj − sj)
×
(
−νq
sj
Dj +
(
v(sj) + νqs
−1
j E
bj
))
= −νq
sj
Dj + e−(m+µj )(τj−sj)o(s−1j ) = −
νq
sj
E + τ−(m+µj )j o(s−1j )
= −νq
sj
E + o(1) for y′ ∈ B∂Rn+(
√
τj).
Furthermore by Lemma 2.8, we compute
∣∣∣Tj ((ǫj + µ−1)µ−1 + χ{|ξ′|>√µ})∣∣∣ ≤ c
(
(ǫj + µ
−1)µ−1√
1− e−(s−µ)
+
∫
Rn−1
γ(y′, ξ′, s− µ)√
1− e−(s−µ)
χ{|ξ′|>√µ}dξ′
)
for y′ ∈ ∂Rn+.
Here since τj ≤ 9sj/4 for large j ∈ N, we observe that
|y′| ≤ 1
2
√
τj ≤ 3
4
√
sj ≤ 3
4
|ξ′| for |y′| <
√
τj
2
, |ξ′| > √sj.
This implies
|y′e−(s−µ)/2 − ξ′| ≥ |ξ′| − |y′| ≥ |ξ
′|2
4
for |y′| <
√
τj
2
, |ξ′| > √sj.
Therefore we get
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∫
Rn−1
γ(y′, ξ′, s− µ)χ{|ξ′|>√µ}dξ′ ≤ c
∫
|ξ′|≥√µ
exp
(
− |ξ
′|2
64(1 − e−(s−µ))
)
(1− e−(s−µ))(n−1)/2 dξ
′
= c
∫
|ξ′|≥
√
µ/(1−e−(s−µ))
e−|ξ
′|2/64dξ′ ≤ c
∫
|ξ′|≥√µ
e−|ξ
′|2/64dξ′
≤ cµ(n−3)/2e−µ/64 for y′ ∈ B∂Rn+
(√
τj
2
)
, µ > sj .
As a consequence, it follows that∫ τj
sj
e−(m+µj)(τj−µ)Tj(s, µ)
(
(ǫj + µ
−1)µ−1 + χ{|ξ′|>√µ}
)
dµ
≤ c
((
ǫj + s
−1
j
)
s−1j + s
(n−3)/2
j e
−sj/64
)(
1 + e−(m+µj )(τj−sj)
)
= c
(
ǫj +O(s
−1
j )
)
for y′ ∈ B∂Rn+
(√
τj
2
)
.
Thus finally we obtain
v(y′, τj) ≤ −νq
sj
E(y′) + o(1) for y′ ∈ B∂Rn+
(√
τj
2
)
.
Noting that E(y′) = c(|y′|2 − 2(n − 1)) on ∂Rn+ (c > 0), then we find that
v(y′, τj)|∂Rn+ ≤ −
cνq
4
(
τj
sj
)
+ o(1) for |y′| =
√
τj
2
.
However since τj/sj → 1 as j →∞, this contradicts (50), which completes the proof.
Proof of Proposition 4.1. We recall from Lemma 4.3 that
ϕ(y′, s)|∂Rn+ ≥ B − νqs−1E + o(1) for y′ ∈ B∂Rn+(
√
s).
Since E(y′) = c(|y′|2 − 2(n− 1)) on ∂Rn+ (c > 0), there exists θ ∈ (0, 1) such that
ϕ(y′, s)|∂Rn+ ≥
B
2
for |y′| = θ√s, s≫ 1.
On the other hand, from Lemma 4.8, there exists l1 ∈ (0, 1) such that
ϕ(y′, s)|∂Rn+ = v(y′, s)|∂Rn+ +B ≤ (1− l1)B for |y′| = θ
√
s, s≫ 1.
Thus the proof is completed.
5 Spacial singularities for a blow-up profile
Here we apply methods given in [13, 22] to investigate spacial singularities of blow-up profiles. As in
Section 4, v(y, s) is assumed to be yn-axial symmetric, behave as the case (I) in Proposition 3.1 and
satisfy (45). Let θ ∈ (0, 1) be given in Proposition 4.1 and set ~e = (1, 0, · · · , 0). We introduce
vs(x, t) = e
−msu(e−s/2x+ θ
√
se−s/2~e, T + (t− 1)e−s),
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where s > sT is a parameter. Then vs(x, t) satisfies{
∂tv = ∆v in R
n
+ × (0, 1),
∂νv = v
q on ∂Rn+ × (0, 1).
The following proposition gives a key estimate, whose proof is given in the next subsection.
Proposition 5.1. There exist 0 < c− < c+, s∗ ≫ 1 and t1 ∈ (0, 1) such that
c− ≤ vs(0, t) ≤ c+ for s > s∗, t ∈ (t1, 1).
The proof of Theorem 1.2 follows directly from Proposition 5.1.
Proof of Theorem 1.2. Now we define an inverse function s(r) by
√
se−s/2 = r/θ (s > 1). Then
from Proposition 5.1, there exist r∗ ∈ (0, 1) and t1 ∈ (0, 1) such that
c−ems(r) ≤ u(r~e, T + (t− 1)e−s(r)) ≤ c+ems(r) for r ∈ (0, r∗), t ∈ (t1, 1).
Here we take t = 1 to obtain
c−ems(r) ≤ u(r~e, T ) ≤ c+ems(r) for r ∈ (0, r∗).
From definition of s(r), we compute
s = log s+ 2| log r|+ 2 log θ,
e−ss = e−s (log s+ 2| log r|+ 2 log θ) = (r/θ)2.
Hence it follows that
e−s =
r2
2θ2| log r|
(
2| log r|
log s+ 2| log r|+ 2 log θ
)
.
Since s(r) ≤ c| log r| for small r > 0, it is clear that(
2| log r|
log s+ 2| log r|+ 2 log θ
)
= 1 + o(1).
Therefore there exists 0 < c′− < c′+ such that
c′−
( | log r|
r2
)m
(1 + o(1)) ≤ u(r~e, T ) ≤ c′+
( | log r|
r2
)m
(1 + o(1)).
Since u(x, t) is xn-axial symmetric, we obtain the conclusion.
5.1 Proof of Proposition 5.1 (upper bound)
We consider a rescaled solution ws(y, τ) defined by (y ∈ Rn+, τ ∈ R+)
ws(y, τ) = e
−mτvs(e−τ/2y, 1− e−τ )
= e−m(τ+s)u(e−(τ+s)/2y + θ
√
se−s/2~e, T − e−(τ+s))
= ϕ(y + θ
√
seτ/2~e, τ + s).
Then ws(y, τ) satisfies {
∂τws = ∆ws − y
2
· ∇ws −mws in Rn+ × (0,∞),
∂νws = w
q
s on ∂R
n
+ × (0,∞)
(52)
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and
ws(y, 0) = ϕ(y + θ
√
s~e, s).
Moreover since ϕ(y, s) is uniformly bounded on Rn+ × (sT ,∞), it follows that
M0 := sup
s∈(sT ,∞)
sup
y∈Rn+,τ∈(0,∞)
ws(y, τ) <∞. (53)
From Proposition 4.1, we note that k1B ≤ ws(0, 0) ≤ k2B for some k1, k2 ∈ (0, 1). Hence since
|∇ϕ(y, s)| is uniformly bounded (Lemma 2.1) and B = ϕ0(0), there exists δ0 > 0 such that(
k1
2
)
ϕ0(yn) ≤ ws(yn, 0)|y′=0 ≤
(
1 + k2
2
)
ϕ0(yn) for yn ∈ (0, δ0). (54)
On the other hand, since ϕ(y, s)→ ϕ0(yn) in Cloc(Rn+) as s→∞, from (45), we obtain
lim sup
s→∞
ws(yn, 0)|y′=0 ≤ lim
s→∞ϕ(yn, s)|y′=0 = ϕ0(yn) (55)
uniformly on yn ∈ [0, R] for any R > 0. We fix a function w∗(ξ) ∈ C2(R+) such that(
1 + k2
2
)
ϕ0(ξ) ≤ w∗(ξ) < ϕ0(ξ) if ξ ∈ (0, δ0),
w∗(ξ) = ϕ0(ξ) if ξ ∈ (δ0,∞).
(56)
Let w¯(ξ, τ) be a solution of

∂τ w¯ = w¯ξξ − ξ
2
w¯ξ −mw¯ in R+ × (0,∞),
∂νw¯ = w¯
q on ξ = 0, τ ∈ (0,∞),
w¯ = w∗ in R+.
(57)
Lemma 5.1. Let w¯(ξ, τ) be given above. Then w¯(ξ, τ) is uniformly bounded on R+ × (0,∞) and
converges to zero uniformly on R+ as τ →∞.
Proof. Let ǫ ∈ [0, 1) and hǫ(ξ) be the unique solution of
h
′′
ǫ −
ξ
2
h′ǫ = mhǫ in R+,
hǫ(0) = 1, ∂νhǫ(0) = (1− ǫ)qBq−1.
First we claim that hǫ=0(ξ) = h0(ξ) has at least one zero on R+. To derive a contradiction, we suppose
h0(ξ) > 0 on R+. We set h∗(ξ) = ϕ0(ξ)/B, then h∗(ξ) solves
h
′′
∗ −
ξ
2
h′∗ = mh∗ in R+,
h∗(0) = 1, ∂νh∗(0) = Bq−1.
By a boundary condition of h0(ξ) and h∗(ξ), we find that h0(ξ) < h∗(ξ) for small ξ > 0. Then there are
two possibilities: (i) there exists ξ1 ∈ R+ such that h0(ξ1) = h∗(ξ1) and h0(ξ) < h∗(ξ) for ξ ∈ (0, ξ1),
(ii) 0 < h0(ξ) < h∗(ξ) for ξ ∈ R+. We introduce
g(ξ) = e−ξ
2/4
(
h′0(ξ)h∗(ξ)− h0(ξ)h′∗(ξ)
)
.
Then we easily see that
g′(ξ) = 0 for ξ ∈ R+, g(0) = −(q − 1)Bq−1 < 0.
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For the case (i), by definition of ξ1, it holds that h
′
0(ξ1)−h′∗(ξ1) = eξ
2/4g(ξ1)/h∗(ξ1) = g(0)/h∗(ξ1) < 0.
However this contradicts the definition of ξ1. For the case (ii), since ϕ0(ξ) is uniformly bounded on
R+, it is verified that h(ξ), h0(ξ) and their derivatives are uniformly bounded on R+. Hence it follows
that limξ→∞ g(ξ) = 0. However since g(ξ) ≡ g(0) < 0, this is a contradiction. Therefore the claim is
proved. We denote by ξ0 the first zero of h0(ξ). Since h
′
0(ξ0) < 0, by continuity, hǫ(ξ) has a unique
zero near ξ = ξ0 for small ǫ ∈ (0, 1), which is denoted by ξǫ. We fix ǫ = ǫ0 small enough. Now we
construct a super-solution by using hǫ0(ξ). We set
ψa(ξ) =
{
ϕ0(ξ)− ahǫ0(ξ) if ξ ∈ (0, ξ0),
ϕ0(ξ) if ξ ∈ (ξ0,∞),
where a ∈ (0, 1) is a parameter. Then since (B − a)q = Bq − qBq−1a+O(a2), we get
∂νψa = B
q − (1− ǫ0)qBq−1a
= (B − a)q + ǫ0qBq−1a+O(a2)
≥ (B − a)q = ψqa for ξ = 0, 0 < a≪ 1.
Since w∗(ξ) ≤ ϕ0(ξ), a comparison argument implies w¯(ξ, s) ≤ ϕ0(ξ). Hence, by a strong maximum
principle, there exists a1 ∈ (0, 1) such that for a ∈ (0, a1)
w¯(ξ, 1) ≤ ψa(ξ) for ξ ∈ R+.
Let Wa(ξ, s) be a solution of (57) with the initial data ψa(ξ). Then a comparison argument implies
that
w¯(ξ, s + 1) ≤Wa(ξ, s).
Now we claim that Wa(ξ, s) converges to zero uniformly on R+ as s → ∞. Since ψa(ξ) is a super-
solution, it holds that Wa(ξ, s) ≤ ψb(ξ) for s > 0. By the unique solvability of solutions of (57) and a
comparison argument, we see that
Wa(ξ, s+ s
′) ≤Wa(ξ, s′) for s, s′ > 0.
Hence it follows that ∂sWa(ξ, s) ≤ 0 for s > 0. As a consequence, Wa(ξ, s) converges to some function
W∞(ξ) satisfying 0 ≤ W∞(ξ) < ϕ0(ξ) uniformly on R+ as s → ∞. By a standard argument, we
find that W∞(ξ) is one of stationary solutions of (57). Since ϕ0(ξ) is the unique bounded positive
solution of (57) (see Lemma 3.1 [5]), W∞(ξ) must be zero, which shows the claim. Therefore from
w¯(ξ, s+1) ≤Wa(ξ, s), w¯(ξ, s) also converges to zero uniformly on R+ as s→∞, which completes the
proof.
The function w¯(ξ, τ) is naturally extended to a function wˆ(y, τ) defined on Rn+ × (0,∞) by
wˆ(y, s) = w¯(yn, s).
From Lemma 5.1, it is clear that limτ→∞ ‖wˆ(τ)‖ρ = 0. Let τǫ > 0 be the first time of
‖wˆ(τǫ)‖ρ = ǫ.
Lemma 5.2. For any ǫ > 0 there exist sǫ > 0 such that
‖ws(τǫ)‖ρ ≤ 2ǫ for s ≥ sǫ.
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Proof. Suppose that there exist ǫ0 > 0 and a sequence {sk}k∈N (sk →∞) such that
‖wsk(τǫ0)‖ρ < 2ǫ0. (58)
Since ws(y, τ) is defined by ws(y, τ) = ϕ(y + θe
τ/2s1/2~e, τ + s), we apply Lemma 2.1 to obtain
sup
s∈(sT ,∞)
sup
(y,τ)∈Rn+×(0,∞)

 2∑
|α|=0
|Dαyws(y, τ)|

 <∞. (59)
Furthermore since ws(y, τ) satisfies
∂τws = ∆yws − y
2
· ∇yws −mws in Rn+ × (0,∞),
it follows from (59) that
sup
s∈(sT ,∞)
sup
(y,τ)∈Rn+×(0,∞)
(
(1 + |y|2)−1/2|∂τws(y, τ)|
)
<∞.
Hence there exist a limiting function w∞(y, τ) ∈ C2,1(Rn+×[0,∞))∩L∞(Rn+×(0,∞)) and a subsequence
{wsk(y, τ)}k∈N which is denoted by the same symbol such that
wsk(y, τ)→ w∞(y, τ)
in Cloc(R
n
+ × [0,∞)) ∩ C([0, τ ′);L2ρ(Rn+)) for any τ ′ > 0. Then from (54), (55) and (56), we see that
0 ≤ w∞(yn, 0)|y′=0 ≤ w∗(yn).
Moreover from Lemma 4.4, it follows that ∇′w∞(y, 0) = 0. Hence we obtain
0 ≤ w∞(y, 0) ≤ w∗(yn).
As a consequence, since w∞(y, τ) satisfies (52), a comparison argument shows that for τ ≥ 0
0 ≤ w∞(y, τ) ≤ wˆ(y, τ).
Hence by definition of τǫ0 > 0, it follows that ‖w∞(τǫ0)‖ρ ≤ ǫ0. Since wsk → w∞ in C([0, τ ′);L2ρ(Rn+))
for any τ ′ > 0, it follows that ‖wsk(τǫ0)‖ρ < 2ǫ0 for large k ∈ N. However this contradicts (58), which
completes the proof.
We prepare a local L∞-estimate which is directly derived from a standard linear parabolic theory.
Lemma 5.3. For any R > 0 there exists cR > 0 such that
sup
|y|<R
ws(y, τ) ≤ cR sup
τ ′∈(τ−4R2,τ)
‖ws(τ ′)‖ρ for τ > 4R2.
Proof. From (53), applying a local L∞-estimate for a linear parabolic equation to (52) (see Theorem
6.17 in [20]), we obtain(
sup
|y|<R,τ−R2<τ ′<τ
ws(y, τ
′)
)2
≤ c2R
∫ τ
τ−4R2
dτ ′
∫
|y|<2R
ws(y, τ
′)2dy
≤ c2ReR
2
∫ τ
τ−4R2
dτ ′
∫
|y|<2R
ws(y, τ)
2e−|y|
2/4dy
≤ c2RR2eR
2
(
sup
τ ′∈(τ−4R2,τ)
‖ws(τ ′)‖ρ
)2
,
which completes the proof.
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Lemma 5.4. For any δ0 > 0 there exists δ1 ∈ (0, δ0) such that if ‖ws(τ0)‖ρ ≤ δ1 holds for some τ0 > 0
and s > sT , then it holds that
‖ws(τ)‖ρ ≤ δ0 for τ ≥ τ0.
Proof. Multiplying (52) by wsρ and integrating over R
n
+, we get
1
2
∂τ‖ws‖2ρ = −‖∇ws‖2ρ −m‖ws‖2ρ + ‖ws‖q+1Lq+1ρ (∂Rn+).
From Lemma 3.1 and Lemma A.1, we verify that
‖ws‖q+1
Lq+1ρ (∂Rn+)
≤
(∫
∂Rn+
(1 + |y′|2)1/2w2sρdy′
)1/2(∫
∂Rn+
(1 + |y′|2)−1/2w2qs ρdy′
)1/2
≤ cKs(τ)
(‖ws‖2ρ + ‖ws‖ρ‖∇ws‖ρ) ,
where Ks(τ) is given by
Ks(τ) =
(
sup
y′∈∂Rn+
(1 + |y′|2)−1/2ws(y′, τ)2(q−1)
)1/2
.
Hence it holds that
1
2
∂τ‖ws‖2ρ ≤ −‖∇ws‖2ρ −m‖ws‖2ρ + cKs(τ)
(‖ws‖2ρ + ‖ws‖ρ‖∇ws‖ρ) . (60)
We note from (53) that Ks(τ) is uniformly bounded on s ∈ (sT ,∞) and τ ∈ (0,∞). Therefore there
exists α0 > 0 independent of s > sT such that
∂τ‖ws‖2ρ ≤ α20‖ws‖2ρ,
which implies
‖ws(τ)‖ρ ≤ eα0(τ−τ0)‖ws(τ0)‖ρ for τ > τ0. (61)
Let δ0 > 0 be a constant given in this lemma and ǫ0 > 0 be a small constant. Then we can fix
0 < δ1 < δ2 < δ0 and R1 > 0 such that
(1 +R21)
−1/2M2(q−1)0 + (cR1δ2)
2(q−1) < ǫ20, δ1e
4α0R21 < δ2, (62)
where cR1 > 0 is given in Lemma 5.3 andM0 > 0 is given in (53). Here we assume that ‖ws(τ0)‖ρ ≤ δ1
for some τ0 > 0 and s > sT . Then we will see that ‖ws(τ)‖ρ < δ2 for τ > τ0. In fact, we first define
τ¯ = inf{τ > τ0; ‖ws(τ)‖ρ = δ2}.
To derive a contradiction, we suppose τ¯ <∞. Then it follows from (61) and (62) that
τ¯ > τ0 + 4R
2
1.
Furthermore we apply Lemma 5.3 with (62) to obtain
sup
|y|<R1
ws(y, τ) ≤ cR1 sup
τ ′∈(τ−4R21,τ)
‖ws(τ ′)‖ρ ≤ cR1 sup
τ ′∈(τ0,τ¯)
‖ws(τ ′)‖ρ
≤ cR1δ2 for τ ∈ (τ0 + 4R21, τ¯).
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Hence by using this estimate and (62), we get
Ks(τ)
2 = sup
y′∈∂Rn+
(1 + |y′|2)−1/2ws(y′, τ)2(q−1)
≤ max
{
(cR1δ2)
2(q−1), (1 +R21)
−1/2M2(q−1)0
}
≤ ǫ20 for τ ∈ (τ0 + 4R21, τ¯).
Therefore substituting this estimate into (60) and taking ǫ0 > 0 small enough, we obtain
∂τ‖ws(τ)‖2ρ < 0 for τ ∈ (τ0 + 4R2, τ¯),
which implies ‖ws(τ¯)‖ρ < ‖ws(τ0 + 4R21)‖ρ. Furthermore by (61), (62) and ‖ws(τ0)‖ρ ≤ δ1, we see
that
‖ws(τ0 + 4R21)‖ρ ≤ e4α
2
0R
2
1‖ws(τ0)‖ < δ2.
Therefore we obtain ‖ws(τ¯)‖ρ < δ2. However this contradicts definition of τ¯ , which assures τ¯ = ∞.
Thus the proof is completed.
Next we provide uniform decay estimates.
Lemma 5.5. For any ν > 0 there exist c, s∗1, τ1 > 0 depending only on ν > 0 such that for s ≥ s∗1
‖ws(τ)‖ρ ≤ ce−(m−ν)(τ−τ1) for τ ≥ τ1.
Proof. From Lemma 5.2–Lemma 5.4, for any ν ∈ (0, 1) there exists s∗1, τ1 > 0 depending only on ν > 0
such that
sup
s>s∗1, τ>τ1
Ks(τ) ≤ ν.
Hence substituting this estimate into (60), we get for s > s∗1
∂τ‖ws(τ)‖2ρ ≤ −2(m− cν)‖ws(τ)‖2ρ for τ ≥ τ1.
As a consequence, it holds that for s ≥ s∗1
‖ws(τ)‖2ρ ≤ e−2(m−cν)(τ−τ1)‖ws(τ1)‖2ρ for τ ≥ τ1.
Here we note from (53) that ‖ws(τ)‖ρ is uniformly bounded on s > sT and τ > 0. Thus we completes
the proof.
Let E0 be a positive constant such that ‖E0‖ρ = 1. Here we decompose ws(y, τ) by
ws(τ) = ws0(τ) + ws−(τ),
where ws0(τ) = (ws(τ),E0)ρE0.
Lemma 5.6. There exists c, ν0, s
∗
2, τ2 > 0 such that for s ≥ s∗2
‖ws−(τ)‖ρ ≤ ce−(1+ν0)mτ ,
∫ ∞
τ1
e2(1+ν0)mτ‖∇ws−(τ)‖2ρdτ ≤ c for τ ≥ τ2.
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Proof. Since (ws−, ws0)ρ = 0, we easily see that
1
2
∂τ‖ws−‖2ρ = −‖∇ws−‖2ρ −m‖ws−‖2ρ +
∫
∂Rn+
wqsws−ρdy
′.
Now we estimate the last term on the right-hand side.∫
∂Rn+
wqs|ws−|ρdy′ =
∫
∂Rn+
wqs0|ws−|ρdy′ +
∫
∂Rn+
(wqs − wqs0) |ws−|ρdy′.
Then by Lemma 3.1, it holds that∫
∂Rn+
wqs0|ws−|ρdy′ ≤ ǫ‖ws−‖2L2ρ(∂Rn+) +
c
ǫ
‖ws0‖2qρ
≤ cǫ‖ws−‖2H1ρ(Rn+) +
c
ǫ
‖ws0‖2qρ .
Furthermore the mean value theorem implies∫
∂Rn+
(wqs − wqs0) |ws−|ρdy′ ≤ q
∫
∂Rn+
(ws + |ws0|)q−1|ws−|2ρdy′
≤ qMs(τ)
∫
∂Rn+
(1 + |y′|2)1/2|ws−|2ρdy′,
where Ms(τ) is given by
Ms(τ) = sup
y′∈∂Rn+
(1 + |y′|2)−1/2(ws(y′, τ) + |ws0(y′, τ)|)q−1.
Hence from Lemma 3.1 and Lemma A.1, we get∫
∂Rn+
(wqs − wqs0) |ws−|ρdy′ ≤ cMs(τ)‖ws−‖2H1ρ (Rn+).
Therefore since ‖ws0‖ρ ≤ ‖ws‖ρ, we obtain
1
2
∂τ‖ws−‖2ρ ≤ −(1− cǫ− cMs(τ))
(‖∇ws−‖2ρ +m‖ws−‖2ρ)+ cǫ‖ws‖2qρ .
Since q > 1, from Lemma 5.5, there exists s∗1, τ1, ν1 > 0 such that for s > s
∗
1
‖ws(τ)‖2qρ ≤ ce−2(m+ν1)(τ−τ1) for τ > τ1.
Moreover by the same estimate as Ks(τ) in the proof of Lemma 5.4, we find that
lim
s,τ→∞Ms(τ) = 0.
Here we note that E0 is the first eigenfunction with zero eigenvalue of
−
(
∆− y
2
· ∇
)
E = λE in Rn+, ∂νE = 0 on ∂R
n
+. (63)
Since the second eigenvalue of (63) is one, it holds that ‖∇ws−‖ρ ≥ ‖ws−‖ρ Hence we take ǫ > 0 small
enough, then there exists ν0 ∈ (0, ν1), s∗2 > s∗1 and τ2 > τ1 such that for s > s∗2
∂τ‖ws−‖2ρ ≤ −‖∇ws−‖2ρ − 2(1 + ν0)m‖ws−‖2ρ + ce−2(1+ν1)m(τ−τ1) for τ > τ2.
Multiplying by e2(1+ν0)mτ and integrating both sides over (τ2, τ), we obtain the conclusion.
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Lemma 5.7. There exists c, s∗3, τ3 > 0 such that for s ≥ s∗3
‖ws0(τ)‖ρ ≤ ce−mτ for τ ≥ τ3.
Proof. From definition of ws0, we easily see that
1
2
∂τ‖ws0‖2ρ ≤ −m‖ws0‖2ρ + c‖ws0‖ρ
∫
∂Rn+
wqsρdy
′
≤ −m‖ws0‖2ρ + c‖ws0‖ρ
∫
∂Rn+
(|ws0|q + |ws−|q) ρdy′.
Since q > 1, we fix r > 2 such that r′q > 2, where r′ is defined by 1 = 1/r+1/r′. Then by the Ho¨lder
inequality and a boundedness of ws−(y, τ), we obtain
‖ws0‖ρ
∫
∂Rn+
|ws−|qρdy′ ≤ c‖ws0‖rρ +
∫
∂Rn+
|ws−|r′qρdy′
≤ c‖ws0‖rρ + c
∫
∂Rn+
|ws−|2ρdy′
≤ c‖ws0‖rρ + c‖ws−‖2H1ρ(Rn+).
From Lemma 5.5, there exists s1, τ1, ν0 > 0 such that for s > s1 and τ > τ1
1
2
∂τ‖ws0‖2ρ ≤ −m‖ws0‖2ρ + ce−2(1+ν0)mτ + c‖ws−‖2H1ρ(Rn+).
Thus multiplying by e2mτ and integrating over (τ1, τ), from Lemma 5.6, we obtain the conclusion.
Proof of Proposition 5.1 (upper bound). We apply Lemma 5.3 with R = 1 to obtain
ws(0, τ) ≤ c sup
y∈B1,τ ′∈(τ−1,τ)
ws(y, τ) ≤ c sup
τ ′∈(τ−4,τ)
‖ws(τ ′)‖ρ.
Therefore from Lemma 5.6 and Lemma 5.7, there exists s∗0, τ0 > 0 such that for s > s
∗
0
ws(0, τ) ≤ ce−mτ for τ > τ0.
By definition of ws(y, τ), we note that vs(0, 1− e−τ ) = emτws(0, τ). Thus we conclude that for s ≥ s∗0
vs(0, 1 − e−τ ) ≤ c for τ ≥ τ1,
which completes the proof.
5.2 Proof of Proposition 5.1 (lower bound)
Proof of Proposition 5.1 (lower bound). The proof of lower bound is much easier than that of
upper bound. From (54) and |∇ws(y, τ)| ≤ c, there exist a nonnegative smooth function w∗(y) 6≡ 0
and s∗1 ≫ 1 such that for s > s∗1
ws(y, 0) ≥ w∗(y) for y ∈ Rn+.
Let w˜(y, τ) be a solution of

∂τ w˜ = ∆w˜ − y
2
· ∇w˜ −mw˜ in ∈ R+ × (0,∞),
∂νw˜ = 0 on ∈ ∂Rn+ × (0,∞),
w˜(y, 0) = w∗(y) in Rn+.
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Then a comparison argument shows that for s > s∗1
ws(y, τ) ≥ w˜(y, τ).
As in Section 5.1, we expand w˜(y, s) by using eigenfunctions of (63). Let E0 be a positive constant
with ‖E0‖ρ = 1. Then E0 turns out to be the first eigenfunction of (63). We decompose w˜(y, τ) as
follows.
w˜(τ) = w˜0(τ) + w˜−(τ),
where w˜0 = (w˜,E0)ρE0. Since the second eigenvalue of (63) is one, we get
w˜0(τ) = (w∗,E0)ρe−mτE0, ‖w˜−(τ)‖ρ ≤ ‖w∗‖ρe−(m+1)τ for τ > 0.
Hence a local parabolic regularity theory shows that
sup
y∈B1
|w˜s−(y, τ)| ≤ ce−(m+1)τ for τ > 0.
As a consequence, since a0 := (w∗,E0)ρ > 0, we obtain
w˜(y, τ) = a0
(
1 +O(e−τ )
)
e−mτE0 for y ∈ B1.
Thus we conclude that for s > s∗1
ws(0, τ) ≥ w˜(0, τ) = a∗
(
1 +O(e−τ )
)
e−mτE0,
which completes the proof.
A Appendix
A.1 Compact embedding inequality
Here we provide the embedding inequality on a weighted Sobolev space.
Lemma A.1. It holds that for u ∈ H1ρ (Rn+)∫
Rn+
|yi|2u2ρdy ≤ 16‖∂iu‖2ρ + 4‖u‖2ρ (i = 1, · · · , n).
In particular, it holds that for u ∈ H1ρ(Rn+)∫
Rn+
|y|2u2ρdy ≤ 16‖∇u‖2ρ + 4n‖u‖2ρ.
Proof. The proof is based on that of Lemma 2.1 in [23] (see also Lemma 2.1 in [18] p. 430). Since
C∞c (Rn+) is dense in H1ρ(Rn+), we assume that u ∈ C∞c (Rn+). We set
v(y) = u(y)e−|y|
2/8.
A direct computations shows that
|∂iv|2 = |∂iu|2e−|y|2/4 + y
2
i
16
u2e−|y|
2/4 − 1
2
yi(∂iu)ue
−|y|2/4
= |∂iu|2e−|y|2/4 + y
2
i
16
u2e−|y|
2/4 − 1
4
yi(∂iu
2)e−|y|
2/4.
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Then integrating by parts, we see that∫
Rn+
yi(∂iu
2)e−|y|
2/4dy = −
∫
Rn+
∂i
(
yie
−|y|2/4
)
u2dy
= −
∫
Rn+
u2e−|y|
2/4dy +
1
2
∫
Rn+
|yi|2u2e−|y|2/4dy.
Hence it holds that
‖∂iv‖2L2(Rn+) = ‖∂iu‖
2
ρ +
1
4
‖u‖2ρ −
1
16
∫
Rn+
y2i u
2e−|y|
2/4dy,
which completes the proof.
From this inequality, we obtain a compact embedding from H1ρ(R
n
+) to L
2
ρ(R+).
Lemma A.2. The embedding from H1ρ(R
n
+) to L
2
ρ(R
n
+) is compact.
Proof. Let {uk}k∈N be a bounded sequence in H1ρ (Rn+). Then there exists u ∈ H1ρ (Rn+) and a subse-
quence {uk}k∈N which is denoted by the same symbol such that uk ⇀ u weakly in H1ρ(Rn+). Then
from Lemma A.1, we verify that∫
|y|>R
|uk(y)− u(y)|2ρ(y)dy ≤ R−2
∫
|y|>R
|y|2|uk(y)− u(y)|2ρ(y)dy
≤ cR−2‖uk − u‖2H1ρ(Rn+).
Hence for any ǫ > 0 there exists R0 > 0 such that∫
|y|>R0
|uk(x)− u(x)|2ρ(y)dy ≤ ǫ/2.
Since the embedding from H1(BR0) to L
2(BR0) is compact, there exists k0 ∈ N such that for k ≥ k0∫
|y|<R0
|uk(x)− u(x)|2ρ(y)dy ≤ ǫ/2.
Combining these estimates, we obtain for k ≥ k0
‖uk − u‖2ρ ≤ ǫ,
which completes the proof.
A.2 Linear operator A
In this subsection, we show the operator
A0v =
(
∆− y
2
· ∇
)
v
with D(A0) = {v ∈ H2ρ(Rn+); ∂νv = Kv on ∂Rn+} (K ∈ R is a constant) is self-adjoint. From Lemma
3.1 with g(y′) ≡ 1, there exists c > 0 such that for v ∈ H1ρ (Rn+)∫
∂Rn+
v2ρdy′ ≤ ǫ‖∇v‖2ρ +
c
ǫ
‖v‖2ρ.
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Hence there exists λ0 > 0 such that for v ∈ H1ρ (Rn+)
K
∫
∂Rn+
v2ρdy′ ≤ 1
2
‖∇v‖2ρ +
λ0
2
‖v‖2ρ.
Here we show that the operator Aλ0 = A0−λ0 with D(Aλ0) = D(A0) is self-adjoint on L2ρ(Rn+). Once
this is proved, it is clear that the operator A0 with D(A0) is also self-adjoint on L
2
ρ(R
n
+). By definition
of λ0, it is verified that Aλ0 is a symmetric operator and satisfies
(−Aλ0v, v)ρ ≥ 0, v ∈ D(A0). (64)
Hence it is sufficient to show that for any f ∈ L2ρ(Rn+) there exist v ∈ D(A0) such that −Aλ0v = f .
First we assume that f ∈ C∞c (Rn+). From (64), there exists a weak solution v ∈ H1ρ(Rn+) such that for
ψ ∈ H1ρ(Rn+) ∫
Rn+
(∇v · ∇ψ + λ0vψ) ρdy −K
∫
∂Rn+
vψρdy′ =
∫
Rn+
fψρdy.
By using ψ = v as a test function, we obtain
‖v‖H1ρ (Rn+) ≤ c‖f‖ρ. (65)
In particular, since f ∈ C∞c (Rn+) is a smooth function, a standard elliptic regularity theory shows that
v ∈ C∞(Rn+). Let ηk(r) ∈ C∞c (R+) be a cut off function such that ηk(r) = 1 if r ∈ (0, k), ηk(r) = 0
if r ∈ (2k,∞). By using ψ1 = |y′|2vηk(|y|)2 and ψ2 = y2nvηk(|y|)2 as test functions respectively and
from Lemma 3.1 and Lemma A.1, we obtain∫
Rn+
|y′|2|∇v|2η2kρdy ≤ 2
∫
Rn+
|y′|2|fv|η2kρdy + c‖v‖2H1ρ (Rn+),∫
Rn+
y2n|∇v|2η2kρdy ≤ 2
∫
Rn+
y2n|fv|η2kρdy + c‖v‖2H1ρ (Rn+).
(66)
Next we use ψ = ∇′(ηk(|y|)2∇′v) as a test function. Here we note that
∇{∇′(η2k∇′v)} = ∇′{∇(η2k∇′v)} = ∇′(η2k∇∇′v) +∇′{(∇η2k)∇′v}.
Hence integrating by parts, we get∫
Rn+
∇v · ∇{∇′(η2k∇′v)}ρdy = −
n∑
i=1
n−1∑
j=1
∫
Rn+
(∂i∂jv)
2η2kρdy
+
1
2
n−1∑
j=1
∫
Rn+
yj(∇v · ∇∂jv)η2kρdy +
∫
Rn+
∇v · ∇′(∇η2k∇′v)ρdy.
Hence it follows that
−
∫
Rn+
∇v · ∇{∇′(η2k∇′v)}ρdy ≥
1
2
n−1∑
j=1
∫
Rn+
|∇∂jv|2η2kρdy
−c
∫
Rn+
|y′|2|∇v|2η2kρdy − c‖v‖2H1ρ (Rn+).
(67)
The boundary integral is calculated as follows:∣∣∣∣∣
∫
∂Rn+
v∇′(η2k∇′v)ρdy′
∣∣∣∣∣ =
∣∣∣∣∣−
∫
∂Rn+
|∇′v|2η2kρdy′ +
1
2
∫
∂Rn+
y′ · (∇′v)vη2kρdy′
∣∣∣∣∣
≤ c
∫
∂Rn+
(|∇′v|2η2k + |y′|2v2η2k) ρdy′.
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We set V1 = |∇′v|ηk and V2 = vηk. Then from Lemma 3.1, it is verified that∫
∂Rn+
(
V 21 + |y′|2V 22
)
ρdy′ ≤ c
∫
Rn+
((
V 21 + V1|∇V1|
)
+ |y′|2 (V 22 + V2|∇V2|)) ρdy
≤ c
n−1∑
j=1
∫
Rn+
|∇′v||∇∂jv|η2kρdy + c
∫
Rn+
|y′|2|∇v|2η2kρdy + c‖v‖2H1ρ (Rn+).
Therefore we find that∣∣∣∣∣
∫
∂Rn+
v∇′(η2k∇′v)ρdy′
∣∣∣∣∣ ≤ c
n−1∑
j=1
∫
Rn+
|∇′v||∇∂jv|η2kρdy
+c
∫
Rn+
|y′|2|∇v|2η2kρdy + c‖v‖2H1ρ (Rn+).
(68)
From (66), (67) and (68), we get
n−1∑
j=1
∫
Rn+
|∇∂jv|2η2kρdy ≤ c‖f‖ρ
(∫
Rn+
|y′|4v2η2kρdy
)1/2
+ c‖v‖2H1ρ (Rn+).
Then applying Lemma A.1 two times, we compute the first term on the right-hand side.∫
Rn+
|y′|2(|y′||v|ηk)2ρdy ≤ c
∫
Rn+
(|∇′(|y′||v|ηk)|2 + (|y′||v|ηk)2) ρdy
≤ c
∫
Rn+
|y′|2(|∇′v|ηk)2ρdy + c‖v‖2H1ρ (Rn+)
≤ c
n−1∑
i,j=1
∫
Rn+
|∂i∂jv|2η2kρdy + c‖v‖2H1ρ (Rn+).
(69)
Thus finally we obtain
n−1∑
j=1
∫
Rn+
|∇∂jv|2η2kρdy ≤ c‖f‖2ρ + c‖v‖2H1ρ (Rn+). (70)
Since v is a solution of −Aλ0v = f , it follows that
∂2nv =
yn
2
∂nv + F,
where F is given by
F = −∆′v + y
′
2
· ∇′v − λ0v + f.
Multiplying by (∂2nv)ρη
2
k and integrating over R
n
+, we obtain
‖(∂2nv)ηk‖2ρ ≤ c
∫
Rn+
y2n|∇v|2η2kρdy + c‖F‖2ρ.
Then it follows from (66) that
‖(∂2nv)ηk‖2ρ ≤ c‖f‖ρ
(∫
Rn+
y4nv
2η2kρdy
)1/2
+ c‖v‖2H1ρ (Rn+) + c‖F‖
2
ρ.
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By the same calculation as (69), we see that∫
Rn+
y4nv
2η2kρdy ≤ c‖(∂2nv)ηk‖2ρ + c‖v‖2H1ρ (Rn+),
which implies
‖(∂2nv)ηk‖2ρ ≤ c‖f‖2ρ + c‖v‖2H1ρ (Rn+) + c‖F‖
2
ρ. (71)
Thus combining (65), (70) and (71) and taking k →∞, we conclude that
‖v‖H2ρ (Rn+) ≤ c‖f‖ρ.
Since C∞c (Rn+) is dense in L2ρ(Rn+), by a density argument, we complete the proof.
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