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ABSTRACT
A chatbot that converses like a human should be goal-oriented (i.e.,
be purposeful in conversation), which is beyond language genera-
tion. However, existing dialogue systems often heavily rely on cum-
bersome hand-crafted rules or costly labelled datasets to reach the
goals. In this paper, we propose Goal-oriented Chatbots (GoChat), a
framework for end-to-end training chatbots to maximize the long-
term return from offline multi-turn dialogue datasets. Our frame-
work utilizes hierarchical reinforcement learning (HRL), where the
high-level policy guides the conversation towards the final goal by
determining some sub-goals, and the low-level policy fulfills the
sub-goals by generating the corresponding utterance for response.
In our experiments on a real-world dialogue dataset for anti-fraud
in financial, our approach outperforms previous methods on both
the quality of response generation as well as the success rate of
accomplishing the goal.
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1 INTRODUCTION
Chatbots or human-like dialogue systems play an important role
in connecting machine-learning-powered platforms with users. A
chatbot that converses like a human should ideally (1) be capable
of fluent language generation, and (2) be driven by long-term goals
in a multi-turn conversation. In this paper, we develop a practical
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unified framework for Goal-oriented Chatbots (GoChat in short),
which directly addresses both challenges.
Previous work on chatbots can be roughly categorized into two
types, i.e., open-domain chatbots and task-oriented dialogue sys-
tems. Open-domain chatbots are not task-specific, therefore can be
end-to-end trained on large corpus. With the development of deep
sequence-to-sequence (Seq2Seq) learning, they are modeled as a
source to target sequence prediction task. However, they cannot
support specific tasks by pursuing the long-term goals. On the other
hand, task-oriented dialogue systems [6, 16] are capable of dealing
with domain-specific tasks, e.g., recommending products [16] or
booking restaurant [6].
Recently, some dialogue systems have been proposed to bargain
on goods [1, 4], or recommend products [2].
However, designing such task-oriented dialogue systems often
requires lots of hand-crafting, for example, by decomposing the
task into sub-tasks with manually-designed rules, or using heav-
ily labelled datasets to build a finite-state machine. Such ad-hoc
methods are difficult to scale to complex real-world problems.
In light of these observations, in this paper, we propose the
GoChat framework for end-to-end training the chatbot to maxi-
mize its long-term return without specific design of the dialogue
problem. We leverage hierarchical reinforcement learning (HRL)
that simultaneously learns a high-level policy to guide the conver-
sation and a low-level policy to generate the response according to
the guidance from the high-level policy.
In particular, at each turn of the multi-turn conversation, the
high-level policy (themanager) observes the previous conversation
as its state, determines a sub-goal as its action, and waits for a
reward from the environment representing whether the final goal
is accomplished or not. The low-level policy (the worker), on the
other hand, observes the state together with the sub-goal from its
manager, generates the corresponding utterance for response as
its action to fulfill the sub-goal, and receives a reward from the
manager. In this way, the goal is decomposed as a hierarchy of
goals, so the chatbot can be trained efficiently in an end-to-end
manner.
Our dialogue agent is trained with Advantage Actor-Critic (A2C)
[8], an algorithm widely used in modern reinforcement learning
and applications [9]. We conducted experiments on a goal-oriented
dialogue corpus from real-world financial data, where each dia-
logue has a binary label for whether the goal is achieved or not.
Quantitative indicators as well as human evaluations demonstrate
that GoChat outperforms previous methods significantly on both
conversation quality and success rate of achieving the goals.
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Figure 1: The overall GoChat framework for goal-oriented chatbots with hierarchical reinforcement learning. The manager
decides the sub-goals for the worker, and the worker generates the response according to the observations and the sub-goal.
2 GOCHAT: GOAL-ORIENTED CHATBOTS
2.1 Problem formulation
Recall that our chatbot is intended to accomplish some goal via
multi-turn conversations. Here we denote a complete dialogue with
T turns as {uh1 ,uc1 , . . . ,uhT ,ucT }, where uht and uct , t = 1, . . . ,T
stand for the utterances generated by human and chatbot at the
t-th turn, respectively. Each utterance is a sequence of n tokens (for
sentences with less than n words, we use zero-paddings to complete
the sequence). At the t-th turn, given the dialogue of the previous
t − 1 turns as well as the t-th utterance produced by human, the
chatbot needs to generate uct as its response. The target of the
chatbot is to accomplish the goal through the whole conversation.
We formulate our problem as a Markov Decision Process (MDP).
At time step t , the state is defined as st = {uh1 ,uc1 , . . . ,uht }, and
the action is the chatbot’s response sequenceuct . For simplicity, we
suppose that the reward of accomplishing the goal is given only at
the end of the conversation, i.e., rT = 1 if the goal is accomplished,
and rT = −1 otherwise. The intermediate rewards are always 0, i.e.,
rt = 0 for all t < T .
As the outcome can only be observed after a multi-turn con-
versation, the decision-making process is challenging. We adopt
Hierarchical Reinforcement Learning (HRL) to deal with such a
long horizon problem with sparse and delayed rewards, and pro-
pose the GoChat framework to simultaneously learn the high-level
and low-level policy with end-to-end training.
2.2 The hierarchy of chatbot policies
The overall framework is illustrated in Figure 1.
At the t-th turn, given a state st = {uh1 ,uc1 , . . . ,uht }, the high-
level policy (the manager) first determines a sub-goal дt ∈ RK ,
which is a one-hot vector drawn from a K-dimensional categorical
distribution дt ∼ πψ (дt |st ). Observing the state and the sub-goal,
the low-level worker outputs the response uct ∼ πθ (uct |st ,дt ) by
an auto-regressive Seq2Seq model, i.e.,
πθ (uct = (yˆ1, . . . , yˆn )|st ,дt ) =
n∏
τ=1
πθ (yˆτ |st ,дt , yˆ<τ ) (1)
Then, the manager receives a reward rt from the dialogue environ-
ment (described in section 2.1), while the worker receives a reward
rwt from the manager (detailed in section 2.2.2). Next, we introduce
the model structures of the manager and the worker.
2.2.1 Manager. Weadopt the hierarchical attention network (HAN)
[7, 17] as the network structure of our manager, which learns
the contextual information by sequentially encoding all the pre-
vious dialogue turns in the state. In more detail, each utterance
uh1 ,uc1 , . . . ,uht is firstly encoded by a word-level encoder to a
hidden vector hh1 , hc1 , . . . ,hht with attention mechanism, as the
latent representations of utterances.
Next, all the derived sentence vectors hh1 ,hc1 , . . . ,hht are en-
coded at the dialogue level to form a unified dialogue-level hidden
representation Ht also with attention mechanism. So Ht is a high-
level feature to summarize the current conversation, which is used
to choose the next sub-goal,
дt ∼ πψ (дt |st ) = Categorical
(
softmax(W ⊤д Ht + bд)
)
, (2)
whereWд and bд are trainable parameters.
2.2.2 Worker. The worker generates the response uct under the
high-level guidance from the manager. We adopt Variational Hier-
archical Recurrent Encoder Decoder (VHRED) [13] as the model
structure of the worker, which is a commonly used architecture
of multi-turn dialogue systems. As shown in Figure 1, the worker
consists of three components for generation, namely the encoder,
the context RNN, and the decoder.
At time step t , the encoder firstly encodes the human utterance
uht into an utterance representation h
w
t , which is then fed to an
higher-level encoder, context RNN, to model the long-term aspects
of the conversation. Then, context RNN can produce a dialogue rep-
resentation hct by taking the t-th utterance representation hwt and
the dialogue representation hct−1 from last conversation as input.
Next, hct is fed to a fully connected layer to predict a mean µ and a
variance σ of a diagonal Gaussian distribution as the variational
posterior approximation for a latent variable zt . Then, the latent zt
is sampled from the posterior using the reparameterization trick,
i.e., zt = µ + σ ◦ ϵ , where ϵ ∼ N(0, 1). Therefore, the latent can be
seen as drawn conditioned on the state: zt ∼ N(µ(st ),σ (st )).
Finally, the sub-goal from the manager influences the generation
process by perturbing the latent zt . We get an augmented latent
variable by simply concatenating the latent zt with дt , i.e., z˜t =
[zt ,дt ]. Finally, the output utterance uct = [yˆ1, . . . , yˆn ] can be
generated by the sequential decoder with the input of z˜t and hct .
It is challenging to design a reasonable reward function to mea-
sures how well the worker has achieved its sub-goal, especially
when our agent is trained on off-policy data. In our framework, we
use the following way to directly construct such reward with the
offline dataset. First, before the end-to-end training, each (source,
target) pair (s,uc ) is assigned with an offline sub-goal vector us-
ing unsupervised clustering, so that the dataset becomes a set of
tuples in the form of (s,д,uc ). Then, during training the RL agent,
given the state st and the sub-goal дt from the manager, we find
the k nearest neighbors of (st ,дt ) from the offline dataset and get
k reference responses. Finally, we compute the average BLEU score
between our generated uct and the k references as the reward rwt .
2.3 End-to-end training the chatbot
In this part, we describe the training methods of our frameworks.
To accelerate learning, we first use a pre-train step to warm
start the agent. Recall that we have generated the offline sub-goals
for each source-target pair, we can pretrain the manager and the
worker with supervised Seq2Seq learning.
Then, we use a simulation-based environment to end-to-end
optimize the goal-oriented chatbot. Following previous work on
model-based RL [10] and RL-for-dialog [11], we simulate the inter-
active simulator with a user model. Each conversation is initialized
with some starting utterances randomly sampled from the train-
ing set. Then, our agent chats with a learned user model. The user
model has the same network structure with our agent, and is trained
with supervised Seq2Seq learning on the dataset to predict the hu-
man response and is fixed after training. We limit the multi-turn
simulation dialogues tom turns (2m utterances), andm is up to the
practical application scenarios, to prevent the agents from going
off-topic on overlong conversations.
During training the HRL agent, we simultaneously optimize the
manager and worker to maximize the following objective function
J (πψ ,πθ ) = Eдt∼πψ (· |st ),uct ∼πθ (· |st ,дt )
[ T∑
t=1
αrt + βr
w
t
]
(3)
where the expectation is over conversations induced by the policies,
and α , β are hyper-parameters to balance the two levels of rewards.
To maximize J (πψ ,πθ ), we use the Advantage Actor-Critic (A2C)
[8] algorithm, where the policies are updated according to the
estimated advantage function of the chosen actions. E.g., for the
manager, Aˆ(st ,дt ) = Rt (st ,дt ) − Vˆϕ (st ), where Rt =
∑T
τ=t rt is the
long-term return and Vˆϕ (st ) is the estimated value function of state
st with parameters ϕ. Then, the surrogate loss for policy learning is
Lπ = −Eˆt
[ T∑
t=1
αAˆt logπψ (дt |st ) + βAwt logπθ (uct |st ,дt )
]
(4)
where Eˆt [·] denotes the samplemean over rollout dialogues induced
by the policies.
We adopt the hierarchical attention network (HAN) as the value
network Vˆϕ (st ), which is trained to minimize the following squared
error according to the Bellman equation
Lv =
1
2
(
rt+1 + γV
targ
ϕ (st+1) −Vϕ (st )
)2 (5)
Table 1: Quantitative results. D-1,-2 stands for Distinct-1,-2.
Method v.s. GoChat BLEU D-1 D-2Win(%) Tie(%) Lose(%)
HRED 17.3 30.2 52.5 9.21 .051 0.407
VHRED 22.6 40.0 37.4 9.32 .053 0.419
WSeq 9.5 15.3 75.2 6.43 .047 0.372
HRAN 14.9 12.8 72.3 7.18 .048 0.384
ReCoSa 22.1 32.6 45.3 9.01 .050 0.415
GoChat - - - 9.70 .061 0.479
where V targϕ is the target value network of A2C and γ = 0.99 is the
discount factor. Finally, we have a unified loss L = Lπ + Lv .
3 EXPERIMENTS
3.1 Experimental set-up
We conduct experiments on a anti-fraud dialogue system on a large-
scale FinTech platform. Our task is to train a chatbot for assisting the
security officers to have a conversation with suspected scammers.
The goal of the chatbot is to find evidences of the scammers’ fraud,
e.g., to get to know their account ID so that the security officers
can take further investigation. We collect a dataset of over four
thousand historical dialogues between the suspected scammers
and the security officers, where each dialogue has about 20 turns
in average and is only labeled with a binary outcome, indicating
whether the goal is accomplished. The data is anonymized without
any physical person’s privacy information.
Given such dataset, we compare GoChat against state-of-the-
art multi-turn dialog methods, including HRED [12], VHRED [13],
WSeq [14], HRAN [15], and ReCoSa [18]. We do not compare other
task-oriented approaches which require detailed annotations on
each query-response pairs or dialogue states.
3.2 Implementation details and evaluation
In our experiments, we limit the maximum length of dialog to
m = 20 turns (40 utterances) and adopt 500-size word embeddings
for all methods. The hidden size of word-level and dialog-level
encoders in HAN (both the manager and the critic) are 500 and 50,
respectively. The configuration of the worker follows VHRED [13].
We firstly pretrain the worker on (st ,дt ,uct ) tuples detailed in
Section 2.2.2 with supervised Seq2Seq learning, where the offline
sub-goal дt is given by Latent Dirichlet allocation (LDA) into 14
categories (sub-goals). We set the hyper-parameters in Eq. 3 as
α = 1, β = 0.001. The agent is optimized with Adam [3], and
trained for 10 epochs with a learning rate of 0.001.
We adopt human evaluation to examine the utterances for achiev-
ing goals. In detail, eight annotators are asked to compare the sim-
ulated response between our GoChat and each baseline given the
same context. Annotators would give it a tie if both our method
and baselines fail/succeed to generate utterances which are benefi-
cial to achieve the goal, otherwise they would annotate a win/lose.
We also use BLEU and distinct [5] to evaluate the quality and the
diversity of the generated responses, respectively.
Table 2: Case study: comparison of generated dialogue from our GoChat and the most competitive baseline, VHRED.
Agent Utterance
Case (A)
Human (Scammer): 亲，您好！欢迎您来到企业招聘兼职中心，请问您是否需要兼职？(Welcome to the Enterprise Part-Time Recruitment Center. Do you need a part-time job?)
VHRED (Officer): 是的(Yes. )
GoChat (Officer): 需要。有什么兼职可以做呢？(Yes, I need. What kinds of part-time jobs do you have? )
Case (B)
Human (Scammer): 你是谁推荐来贷款的?(Who recommended you here for the loan?)
VHRED (Officer): 从一个朋友那里(From one of my friends.)
GoChat (Officer): 就是打游戏的时候，人家说可以办理贷款的。请问可以办理嘛？(When I was playing a game, someone said I could apply for a loan. Can I?)
3.3 Quantitative results
We compare our model with five baselines for multi-turn dialogue,
and report the quantitative indicators and human evaluation in
Table 1. From the perspective of generation indicator, our proposed
GoChat get the highest score on BLEU (9.70), distinct-1 (.061) and
distinct-2 (0.479), which demonstrates our GoChat can generate
more high-quality and varied utterances than baseline methods.
From the human evaluation, we observe that GoChat outperforms
all the baselines on generating utterances for achieving the goal.
Specifically, GoChat is preferred at rates of 35.2%, 14.8%, 65.7%,
57.4%, 23.2% against HRED, VHRED, WSeq, HRAN and ReCoSa,
respectively. We conjecture it might be the simultaneous training
of high-level and low-level policy that our GoChat better models
long-term rewards the goals and produces high-quality responses.
3.4 Qualitative results
According to Table 1, VHRED is the most competitive method. To
compare, we present two representative cases in Table 2. Observing
these cases, both two methods can generate appropriate responses
to the inquiries of the scammer given same dialogue contexts. How-
ever, our model is more likely to raise questions and generate more
diverse sentences. Specifically, in both cases, the utterances from
our GoChat, i.e, “What kinds of part-time jobs do you have?”, “Can
I?”, are more proactive. Such responses are more likely towards the
ultimate goal in a long run. While case (B) demonstrates that our
GoChat can generate more diverse and human-like responses, i.e.,
“When playing games”, which is very convincing and might help to
get rid of the scammers’ doubts in anti-fraud dialogue tasks.
4 CONCLUSION
In this paper, we propose an end-to-end framework GoChat for
goal-oriented dialogue systems based on hierarchical reinforcement
learning without cumbersome hand-crafting. It uses a high-level
policy to determine the sub-goal to guide the conversation towards
the final goal and a low-level worker to generate corresponding
responses. Experiments conducted on a real-world dialogue dataset
verified the effectiveness of our GoChat.
ACKNOWLEDGEMENT
The research work is supported by the National Natural Science
Foundation of China under Grant No. 61976204, U1811461, the
Project of Youth Innovation Promotion Association CAS. This work
is also funded in part by Ant Financial through the Ant Financial
Science Funds for Security Research.
REFERENCES
[1] He He, Derek Chen, Anusha Balakrishnan, and Percy Liang. 2018. Decoupling
Strategy and Generation in Negotiation Dialogues. In EMNLP. 2333–2343.
[2] Dongyeop Kang, Anusha Balakrishnan, Pararth Shah, Paul A Crook, Y-Lan
Boureau, and Jason Weston. 2019. Recommendation as a Communication Game:
Self-Supervised Bot-Play for Goal-oriented Dialogue. In EMNLP. 1951–1961.
[3] Diederik P Kingma and Jimmy Ba. 2014. Adam: A method for stochastic opti-
mization. arXiv preprint arXiv:1412.6980 (2014).
[4] Mike Lewis, Denis Yarats, Yann Dauphin, Devi Parikh, and Dhruv Batra. 2017.
Deal or No Deal? End-to-End Learning of Negotiation Dialogues. In EMNLP.
2443–2453.
[5] Jiwei Li, Michel Galley, Chris Brockett, Jianfeng Gao, and Bill Dolan. 2016. A
Diversity-Promoting Objective Function for Neural Conversation Models. In
NAACL-HLT. Association for Computational Linguistics, 110–119.
[6] Bing Liu and Ian Lane. 2017. Iterative policy learning in end-to-end trainable
task-oriented neural dialog models. In ASRU. IEEE, 482–489.
[7] Ling Luo, Xiang Ao, Feiyang Pan, Jin Wang, Tong Zhao, Ningzi Yu, and Qing
He. 2018. Beyond Polarity: Interpretable Financial Sentiment Analysis with
Hierarchical Query-driven Attention.. In IJCAI. 4244–4250.
[8] Volodymyr Mnih, Adria Puigdomenech Badia, Mehdi Mirza, Alex Graves, Timo-
thy Lillicrap, Tim Harley, David Silver, and Koray Kavukcuoglu. 2016. Asynchro-
nous methods for deep reinforcement learning. In ICML. 1928–1937.
[9] Feiyang Pan, Qingpeng Cai, Pingzhong Tang, Fuzhen Zhuang, and Qing He. 2019.
Policy Gradients for Contextual Recommendations. In WWW. 1421–1431.
[10] Feiyang Pan, Qingpeng Cai, An-Xiang Zeng, Chun-Xiang Pan, Qing Da, Hualin
He, Qing He, and Pingzhong Tang. 2019. Policy optimization with model-based
explorations. In AAAI, Vol. 33. 4675–4682.
[11] Abdelrhman Saleh, Natasha Jaques, Asma Ghandeharioun, Judy Hanwen Shen,
and Rosalind Picard. 2019. Hierarchical reinforcement learning for open-domain
dialog. arXiv preprint arXiv:1909.07547 (2019).
[12] Iulian V Serban, Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and Joelle
Pineau. 2016. Building End-to-End Dialogue Systems Using Generative Hierar-
chical Neural Network Models. (2016).
[13] Iulian Vlad Serban, Alessandro Sordoni, Ryan Lowe, Laurent Charlin, Joelle
Pineau, Aaron Courville, and Yoshua Bengio. 2017. A hierarchical latent variable
encoder-decoder model for generating dialogues. In AAAI. 3295–3301.
[14] Zhiliang Tian, Rui Yan, Lili Mou, Yiping Song, Yansong Feng, and Dongyan Zhao.
2017. How to make context more useful? an empirical study on context-aware
neural conversational models. In ACL (Volume 2: Short Papers). 231–236.
[15] Chen Xing, Yu Wu, Wei Wu, Yalou Huang, and Ming Zhou. 2018. Hierarchical
recurrent attention network for response generation. In AAAI.
[16] Zhao Yan, Nan Duan, Peng Chen, Ming Zhou, Jianshe Zhou, and Zhoujun Li.
2017. Building task-oriented dialogue systems for online shopping. In AAAI.
[17] Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He, Alex Smola, and Eduard Hovy.
2016. Hierarchical Attention Networks for Document Classification. In NAACL.
1480–1489.
[18] Hainan Zhang, Yanyan Lan, Liang Pang, Jiafeng Guo, and Xueqi Cheng. 2019.
ReCoSa: Detecting the Relevant Contexts with Self-Attention for Multi-turn
Dialogue Generation. In ACL. 3721–3730.
