We generalize the connection between 2t physics and noncommutative geometry. In particular, we apply our formalism to a target spacetime of signature (2+2). Specifically, we compute an algebra of a generalized SL(2, R)-Hamiltonian constraint, showing that it satisfies a kind of algebra associated with the noncommutative group U ⋆ (1, 1). We also comment about a possible connection between our formalism and nonsymmetric gravitational theory.
It is known that noncommutative field theory of 2t physics [1] [2] relies on a fundamental gauge symmetry principle based on the noncommutative group U ⋆ (1, 1) [3] . This approach originates from the observation that a worldline theory admits a Lie algebra sl ⋆ (2, R) gauge symmetry acting on phase space (q, p) [4] . Local considerations of the general canonical transformations lead to the embedding of the corresponding noncommutative algebra sl ⋆ (2, R) into a bigger 4 parameter algebra u ⋆ (1, 1). However, it turns out that this noncommutative phase space symmetry is based on the usual noncommutative relation between q and p rather than on the full noncommutative phase space that includes the noncommutative configuration space of the q's (and p's) themselves. In this work we prove that it makes sense to consider this more general noncommutative phase space in 2t physics. We focus on the signature 2 + 2 for at least two physical reasons; (1) it is the minimal possibility in 2t physics and (2) it is an exceptional signature [5] . In principle, however, our calculations also correspond to the more general case of 2 + d dimensions.
Let us start recalling the traditional transition from a classical to a quantum mechanical system. One may begin with the action
where the Lagrangian L is a function of the q i -coordinates and the corresponding velocitiesq i ≡ dq i /dt, with i, j = 1, . . . , n. One then defines the canonical momentum p i conjugate to q i as follows;
and rewrites the action in the form
where H = H(q, p) is the canonical Hamiltonian,
The transition to quantum mechanics is made by promoting the Hamiltonian H as an operatorĤ via the nonvanishing commutator
with = 1, and by writing the quantum formula
which determines the physical states | Ψ > (see Refs.
[6]- [8] for details). Here, [Â,B] =ÂB −BÂ denotes a commutator for any arbitrary operatorsÂ and B.
Recently, a new possibility to analyze the above program has emerged [9] . The key point for this new approach is the realization that since in the action (3) there is a hidden invariance SL(2, R) ≈ Sp(2, R) ≈ SU(1, 1) one may work in a unified canonical phase space of coordinates and momenta. Let us recall how this hidden invariance emerges [4] . Consider first the change of notation
and
Thus, by introducing the object q i a with a = 1, 2 we see that these two formulae can be unified. The next step is to rewrite (3) in terms of q i a rather than in terms of q i and p i . One find that up to a total derivative the action (3) becomes [4] (see also Ref. [9] )
Here, the symbol δ ij denotes a Kronecker delta and ε ab = −ε ba , with ε 12 = 1, is the antisymmetric SL(2, R) invariant density. From this expression one observes that while the SL(2, R)-symmetry is hidden in (3) now it is manifest in the first term of (9) . Thus, it is natural to require the same SL(2, R)-symmetry for the Hamiltonian H(q i a ). Consider the usual Hamiltonian for a free nonrelativistic point particle
with i = {1, 2, 3}. According to the notation (7)-(8) this becomes
This Hamiltonian is not, of course, SL(2, R)-invariant. Adding a potential V (q) to H does not modify this conclusion. Thus, a Hamiltonian of the form H =
+ V (q) does not admit a SL(2, R)-invariant formulation. It turns out that the same conclusion can be obtained when one considers the relativistic Hamiltonian constraint H = p i p i + m 2 = 0, where in this case i runs from 0 to 3.
The simplest example of SL(2, R)-invariant Hamiltonian seems to be
which can be understood as the Hamiltonian associated with a relativistic harmonic oscillator in phase space. Here, we assume that λ ab = λ ba is a Lagrange multiplier and η ij = diag(−1, −1, 1, 1). (Notice that we are considering the special case of 2 + 2 signature. The reason for this is that the symmetry of SL(2, R) requires necessarily two times and two times with two space coordinates provide an exceptional signature [5] . However, most our calculations below can be easily generalized to 2 + d dimensions.) Indeed, the Hamiltonian (12) is a total Hamiltonian according to the terminology of the Dirac's constraint hamiltonian systems formalism [10] (see also Refs. [6] [7] [8] ). Let us write (12) in the form
where
can be identified as the constraint of the physical system. Observe that the constraint Q ab ≈ 0 is symmetric in the indices a and b, that is, Q ab = Q ba .
(Here the symbol "≈" means weakly equal to zero [6] [7] [8] .) Moreover, Q ab is a first class constraint and this can be verified as follows. First note that using the definitions (7) and (8) we can write the usual Poisson bracket, for arbitrary functions f (q.p) and g(q, p) of the canonical variables q and p,
in the form
Thus, from (16) one discovers that
Now, using the formula (17) it is straightforward to compute {Q ab , Q cd }. Explicitly, we find
This implies the algebra,
Thus, since we are assuming Q ab ≈ 0, one sees that {Q ab , Q cd } ≈ 0 which means that Q ab is a first class constraint. It turns out that Q ab can be also understood as the gauge generator of the SL(2, R)-symmetry which is in fact determined by the algebra (19) (see Ref. [11] ) At the quantum level we promote Q ab as an operatorQ ab and write
Explicitly, the nonvanishing brackets of the algebra (20) can decomposed in the form
By
which can be obtained from the algebra
, with ǫ 123 = 1 and ǫ 123 = −1. This is one way to see that SL(2, R) is in fact the covering group of SO(1, 2).
We would like now to generalize (17) in the form
Here, Ω ij is skew-simplectic form which can be chosen as
By convenience in (29) we choose η ij = diag(−1, 1 − 1, 1) rather than η ij = diag(−1, −1, 1, 1) and g ab = diag(θ, φ). Here θ and φ are two constant parameters. Note that η ij corresponds to a flat signature . The reason for this choice for η ij , among other things, is because using the signature (1 + 1) + (1 + 1) instead of (2+2) some calculations are simplified. It is important to mention that the expression (30) differs from the usual simplectic structure 0 δ ij −δ ij 0 by a change of bases. So, one can also think on (30) as a consequence of the Darboux theorem.
One can prove that
In particular, using (30) and (31) we find the result Ω ij Ω kl η jl = −η ik . The generalization (29) motivates us to modify also the Hamiltonian constraint (13) as follows
where Λ ab are new Lagrange multipliers no necessary symmetric in the indices a and b and
Here, ξ is another constant parameter. Of course, the constraint Σ ab reduces to Q ab when ξ → 0. We have
where we used the definition
which can be understood as an Hermitian metric since γ † ij = γ ij . After some straightforward algebra we get 
Since in two dimensions we can always write
b Ω ij , we find that (36) is simplified in the form
It is not difficult to see that if the parameter ξ and the quantity κ vanish then (39) is reduced to (19) . Thus, the expression (39) provides a generalization of the algebra sl(2, R). In fact, (39) seems to correspond to the algebra associated with the noncommutative group U ⋆ (1, 1). One way to understand this conclusion it is by observing that using (38) the expression (37) can be written as
with ω 0 = ξκ. It turns out that according to reference [1] these are precisely the algebra generators associated with the noncommutative group U ⋆ (1, 1) (see Ref. [3] for details). However, in the way the expression (39) it is written, it is not clear whether it is a closed algebra. In order to clarify this point we shall use the property that in two dimensions it is always possible to choose a basis such that
where ρ = 0 is an arbitrary function of the coordinates q i a . Using this choice for M ab one finds that the last two terms of (39) vanish. Thus, one discovers that (39) can be reduced in the form
Now, from (40) and (41) one sees that Σ ab = ρg ab + iω 0 ε ab . This implies that (42) can be written as
Thus, we have shown that the algebra (39) can be written in the closed form (44) , with C ef abcd playing the role of the structure "constants". Of course, since we are assuming Σ ab ≈ 0, from (40) one sees that {Σ ab , Σ cd } ≈ 0 which means that Σ ab is a first class constraint. Let us make some final analysis. First, consider the most general prescription of the canonical variables q i a ,
which can be obtained from the generalized bracket
Since we can always decompose any matrix
(ij) and antisymmetric B [ij] parts, one finds that (47) can also be written as
It is not difficult to realize that if we want that the bracket {f, g} determines a simplectic structure we must set θ 
This can be simplified further by considering that in two dimensions we can always write θ (ij)
[ab] = ε ab η ij where we assumed a flat "spacetime" η ij (Of course, in a more general case one can assume a curved metric g ij .) Similarly, in two dimensions we can write θ [ij] (ab) = g ab Ω ij , where g ab = g ba is a two dimensional metric and Ω ij = −Ω ji . In order to distinguish between q's and p's we choose a basis such that g ab = diag(θ, φ), but in principle in two dimensions one can always find a basis such that g ab → σδ ab , where σ is a constant conformal factor. Thus, we have proved that the most general meaningful simplectic structure is provided by the bracket
It turns out that this expression leads precisely to our generalized bracket (29) . Notice that the above calculation is true for any even spacetime dimension. In terms of q i and p j one finds that the algebra (29) becomes
(See Refs. [12] and [13] for an alternative construction.) We still need to justify that the quantities θ and φ can be chosen as a constant parameters. Let us first introduce new canonical variablesq i a such that
where q ai = η ij q 
We require that the new variablesq i a satisfy the usual canonical algebra
or
where we used the corresponding definitions (7) and (8) ab Ω ij , with ς = (αβ − 1) 1/2 . Thus, these results can be summarized by writing (55) in the form
Solvingq i andp i in terms of q i and p j one finds [15] 
Here, ρ = 2αβ − 1.
Using (57)- (61) we obtain
By comparing (64)-(66) with (51)-(53) we see that one must set θ = 2ας = 2α(αβ − 1) 1/2 and φ = 2βς = 2β(αβ − 1) 1/2 . Thus, one discovers that these results not only prove that it makes sense to choose θ and φ as a constant parameters but also assure that due to (57)-(59) any three arbitrary functions f (q i a ), g(q i a ) and h(q i a ) satisfy automatically the Jacobi identity. In turn, this implies that the variables Σ ab must also satisfy the Jacobi identity.
Another possible consequence of our formalism is that we can develop noncommutative field theory by defining the noncommutative Moyal start product as follows
with θ ij ab = ε ab η ij + g ab Ω ij . Consequently, one can define the star commutator between any two field F (q i a ) and G(q i a ) as
In particular, it may be interesting for further research to apply this construction to the cases of gravity [16] - [18] , self-dual gravity [19] and area-preserving diffeomorphisms in gauge theory on a non-commutative plane [20] .
It seems also interesting to generalize the constraint Hamiltonian (32) to a curved spacetime as follows
Here
) is a curved spacetime metric and A ij = −A ji is antisymmetric gauge field. This generalizes the metric (35) in the form
which is also a Hermitian metric. It turns out that this kind of metric is the main mathematical object in nonsymmetric gravitational theories (see Refs.
[21]- [23] and references therein). But of course our metric refers to the phase space rather to the configuration space itself. At this respect it is worth mentioning that in Ref. [24] it is provided evidence for a position and momentum dependent metric in 2t physics. Moreover, it turns out interesting to write (70) in the alternative vielbeins form
. This way to write (70) it suggests to consider a star product deformation E . This should lead of course to an infinite number of corrections to (70). Moreover, we should mention that the Moyal product in curved phase space [25] has already been studied by a number of authors, including Fedosov [26] and Kontsevich [27] (see also Ref. [28] ). However, it seems that the particular case of 2+2 dimensions has not been considered. In any case the metric (70) seems to determine a bridge between our formalism and nonsymmetric gravitational theory, which we expect to explore in more detail in the coming future.
The present work it might be also relevant in connection with the Ref. [29] where there is a region with two-times in U ⋆ (1, 1) × U ⋆ (1, 1) noncommutative gauge theory formulation of 3D gravity.
It has been established [30] a connection between 2t physics and oriented matroid theory [31] (for a connection between oriented matroid theory and other scenarios in high energy physics see Refs. [32] - [33] and references therein). Since the 2 + 2 signature is linked to brane physics [34] which in turn it is connected to oriented matroids [35] [36] it may also be physically interesting for further directions to investigate the relation between the present formalism and all these scenarios in the context of oriented matroid theory.
We should mention a number of interesting topics that may be related to the present formalism. It is known that in the Yang's algebra the coordinates and the momenta are also not commuting [37] - [39] . The relevant group in this case is the conformal group SO(2, 4) which has also an important status in 2t physics (see Refs. [1] , [2] and [4] ). Another direction for extensions of our calculations is the possibility to include in the discussion the quantum group concept. At this respect the work by Majid [40] may be of special help since as this author emphasize "Lie groups are the simplest Riemann manifolds and quantum groups are the simplest noncommutative spaces". So, quantum groups are deeply connected with noncommutative geometry and in this direction the Refs. [41] and [42] may be specially useful. Finally, biHamiltonian structure for integrable models (see Refs [43] - [45] and references there in) may require also two times and one wonders whether our formalism may also find an important application in such a subject.
