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THE SMALLEST SINGULAR VALUE OF HEAVY-TAILED NOT
NECESSARILY I.I.D. RANDOM MATRICES VIA RANDOM ROUNDING
GALYNA V. LIVSHYTS
ABSTRACT. We are concerned with the small ball behavior of the smallest singular value
of random matrices. Often, establishing such results involves, in some capacity, a dis-
cretization of the unit sphere. This requires bounds on the norm of the matrix, and the
latter bounds require strong assumptions on the distribution of the entries, such as bounded
fourth moments (for a weak estimate), sub-gaussian tails (for a strong estimate), and struc-
tural assumptions such as mean zero and variance one. Recently, Rebrova and Tikhomirov
[23] developed a discretization procedure which does not rely on strong tail assumptions
for the entries. However, their argument still required the structural assumptions of mean
zero, variance one i.i.d. entries. In this paper, we discuss an efficient discretization of the
unit sphere, which works with exponentially high probability, does not require any such
structural assumptions, and, furthermore, does not require independence of the rows of
the matrix. We show the existence of nets near the sphere, which compare values of any
(deterministic) randommatrix on the sphere and on the net via a refinement of the Hilbert-
Schmidt norm. Such refinement is a form of averaging, and enjoys strong large deviation
properties.
As a consequence we show, in particular, that the smallest singular value σn(A) of an
N × n random matrix A with i.i.d. mean zero variance one entries enjoys the following
small ball estimate, for any ǫ > 0:
P
(
σn(A) < ǫ(
√
N + 1−√n)
)
≤ (Cǫ)N−n+1 (log 1/ǫ)N−n+2 + e−cN .
Allowing dependent rows in the discretization part is essential for this result.
Furthermore, in the case of the square n× n matrix A with independent entries having
concentration function separated from 1, and such that E||A||2HS ≤ cn2, one has
P
(
σn(A) <
ǫ√
n
)
≤ Cǫ+ e−cn,
for any ǫ > c√
n
. Under the additional assumption of i.i.d. rows, this estimate is valid for
all ǫ > 0. In addition, we show that for an i.i.d. random matrixA, it suffices to assume, for
an arbitrary p > 0, that (E|Aei|p)
1
p ≤ C√n, to conclude the strong small ball property
of σn(A). Our estimates generalize the previous results of Rudelson and Vershynin [27],
[28], which required the sub-gaussian mean zero variance one assumptions.
1. INTRODUCTION
Given a random matrix A (i.e., a matrix with random entries), the question of funda-
mental interest is: how likely is A to be invertible? In other words, how likely is A to not
compress the space to a subspace? By linearity, the whole information about A can be
obtained from its action on the unit sphere. A matrix which is “well invertible” sends the
unit sphere to a “fat” ellipsoid.
Suppose A is an N × n matrix acting from Rn to RN . We recall that the axes of the
ellipsoid ABn2 are called singular values of A. In other words, singular values
σ1(A) ≥ ... ≥ σn(A)
1
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are square roots of the eigenvalues of AAT . In particular, the largest singular value of A
(or the operator norm of A) is
σ1(A) = max
x∈Sn−1
|Ax|,
and the smallest singular value
σn(A) = min
x∈Sn−1
|Ax|.
In the case of random matrices with i.i.d. standard Gaussian entries, the largest singu-
lar value is known to be of order
√
N +
√
n, and the smallest singular value is of order√
N + 1−√n, with high probability, as follows from the work of Gordon [9]. The limiting
case of N = n for Gaussian entries has the asymptotic 1√
n
, as was shown by Edelman [7]
and Szarek [32]. As for the operator norm (or the largest singular value), it was shown by
Bai and Yin [2] to be of order
√
N for random matricies with i.i.d. entries having bounded
fourth moment. Furthermore, the assumption of the bounded fourth moment was proved
to be necessary by Silverstein [33]. See also Litvak, Spector [13] for more details and
examples.
An expression for the largest singular value was obtained by Latała [17] in the case
of independent entries with different variances, under the assumption of bounded fourth
moments. Recently, a very sharp upper estimate in the case of independent entries with
different variances was obtained by Van Handel, Latała and Youssef [11], under the as-
sumption that the entries are independent Gaussian, or, more generally, light-tailed.
Historically, studying the small ball behavior of the smallest singular value has been a
more difficult question. Litvak, Rudelson, Pajor, Tomczak-Jaegermann [19] have shown
that the smallest singular value is bounded from below by C
√
N with exponentially high
probability, in the case of “tall” matrices with sub-gaussian entries, i.e. for those matrices
whose aspect ratio N
n
is sufficiently large. In a breakthrough paper, Rudelson [25] has
obtained an estimateCǫn−
3
2 for square (i.e., n×n) matrices whose entries are sub-gaussian
i.i.d, with probability ǫ, provided that ǫ > C√
n
. It may seem impossible to obtain a small
ball probability estimate for infx∈Sn−1 |Ax| for small ǫ > 0, without assuming the uniform
small ball property for |Ax| with each fixed x ∈ Sn−1. However, incredibly, Rudelson and
Vershynin [27] have shown that the smallest singular value of a square random matrix with
i.i.d. sub-gaussian entries exceeds cǫ√
n
, with probability ǫ+e−cn, for arbitrary ǫ > 0, thereby
confirming the conjecture of von Neumann and Goldstine [21]. Their idea was based
on exploring the direction and the arithmetic structure of normals to random subspaces,
and a precise analysis yielding the required small ball estimates. Further, Rudelson and
Vershynin [28] have shown, for matrices with arbitrary aspect ratio, under the assumption
of i.i.d. entries with mean zero, unit variances and sub-gaussian tails, that
P
(
σn(A) < ǫ(
√
N + 1−√n)
)
≤ (Cǫ)N+1−n + e−cN .
Further, estimates on the smallest singular value for matrices with arbitrary aspect ratio
were done by Tao and Vu [37], Feldheim, Sodin [8], and Vershynin [43].
Note that the exponential additions to the small ball estimates cited above are necessary:
for matrices with i.i.d. Bernoulli entries, the smallest singular value is zero if at least two
columns or rows coincide, that is at least with probability 2−n. It was shown by Kahn,
Kolmos, Szemeredi [15], and improved by Tao, Vu [35], [36], and Bourgain, Vu, Wood
[5], that the Bernoulli matrix is invertible with probability 1− e−cn. The exact value of the
constant is log 2, as was shown in a breakthrough work by Tikhomirov [41] very recently
(the day this draft is completed).
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For square matrices, in addition to the sub-gaussian estimate, Rudelson and Vershynin
showed in [27] a weak small-ball estimate under only the assumption of the bounded fourth
moment. The reason for the fourth moment assumption playing a role for the estimates on
the smallest singular value is simply that the “folklore” methods use the estimates on the
operator norm (since it is the “Lipschitz constant” for |Ax| and hence is required in the net
argument), which, as we already pointed out, requires the bounded fourth moment.
For that reason, it remained unclear for a while, if the fourth moment assumption is
essential for estimating the smallest singular value. In a breakthrough work, Tikhomirov
[38] obtained the limiting behavior for the smallest singular value for the matrices with in-
dependent unit variance entries, without assuming bounded fourth moments, in the case of
tall matrices. Furthermore, in [39] Tikhomirov found an estimate for the smallest singular
value of a “tall” random matrix, that is, when N ≥ (1 + µ)n, without assuming any mo-
ment constrains. In addition, in the case of square matrices, Rebrova and Tikhomirov [23]
recovered the full strength of the sub-gaussian result of Rudelson and Vershynin from [27],
assuming only i.i.d mean zero variance one entries. Very recently, Guedon, Litvak, Tatarko
[10] extended the method of Rebrova and Tikhomirov to get the bound on the smallest sin-
gular values of “tall” matrices, as well as to study the geometry of random polytopes. In all
the cases, the crucial point is to bypass the estimate on the operator norm, by discretizing
the sphere in a non-standard way.
Recently, Tikhomirov [40] found a sharp small ball estimate for square random matrices
whose entries have bounded density, which does not depend on moments. Further, in
regards to matrices whose entries are not i.i.d., Cook [6] obtained a general estimate for
“structured” random matrices. Convergence results for the smallest singular values were
obtained under weak assumptions by Bai, Yin [3], Mendelson, Paouris [22], and later by
Koltchinskii, Mendelson [16], and others. We omit a detailed discussion about the long
and rich history of the smallest singular values estimates, and refer the reader to a survey
by Rudelson, Vershynin [29].
We shall need to assume the following property
Definition 1.1. A random variableX is said to have concentration function separated from
1 (or, for brevity, bounded concentration function), if there exist absolute constants a ∈ R+
and b ∈ (0, 1) such that
sup
z∈R
P (|X − z| < a) < b.
Remark 1.2. Note that a-priory, without assuming that the entries have bounded concen-
tration function, we cannot have a big smallest singular value: for instance, what if all the
entries take one value with very large probability? Then we are very likely to have a pair
of equal rows or columns, in which case the smallest singular value would be 0.
We begin to formulate our results.
Theorem 1. Fix any p > 0. Let A be an n × n random matrix with independent entries,
and suppose that the entries of A have uniformly bounded concentration function. Assume
that there exists an absolute constantK > 0 such that
(1)
n∑
i=1
(
E|Aei|2p
) 1
p ≤ Kn2,
and
(2)
n∑
i=1
(
E|AT ei|2p
) 1
p ≤ Kn2.
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Then:
• for every ǫ > c√
n
,
(3) P
(
σn(A) <
ǫ√
n
)
≤ Cǫ+ e−cmin(p,1)n,
where C and c are absolute constants which depend (polynomially) only onK from
(4) and a and b from Definition 1.1, and C may additionally depend on p.
• If, in addition, the rows ofA are identically distributed, we have (3) for every ǫ > 0.
Theorem 1 generalizes the results of Rudelson, Vershynin [27] and Rebrova and Tikhomirov
[23]. We emphasize that in part 1 of the theorem, very mild assumptions are placed on the
matrix, and various structural assumptions such as mean zero, equal variance, i.i.d. entries
are not required. The assumption of i.i.d. rows in part 2 is required, since it is needed
for deep analytic small ball estimates of Rudelson and Verhsynin [27], [28], and remov-
ing this assumption appears rather difficult. We emphasize that part 2 of Theorem 1 is, in
fact, a much deeper fact than part 1, although it does require an extra assumption, and the
complexity of the proof for part 2 is a lot greater.
For completeness, we outline a corollary in the case p = 1.
Corollary 1. Let A be an n× n random matrix with independent entries. Suppose further
that the entries ofA have bounded concentration function, and that there exists an absolute
constantK > 0 such that
(4) E||A||2HS ≤ Kn2.
Then for every ǫ > c√
n
,
P
(
σn(A) <
ǫ√
n
)
≤ Cǫ+ e−cn,
where C and c are absolute constants which depend (polynomially) only on K from (4)
and a and b from Definition 1.1. Further, if the rows of A are identically distributed, the
conclusion follows for every ǫ > 0.
Example 1.3. Consider a random matrix B with i.i.d. variance one entries (for example,
Bernoulli ±1), and let A = [√nBe1, Be2, ..., Ben]. I.e., consider a matrix whose first
column is
√
n times heavier than the rest. By Corollary 1, the smallest singular value of A
has the same small ball behavior as the smallest singular value of B, for the entire range
of ǫ.
Alternatively, we may let A1 = (aij) with a11 = ±n and aij = ±1 for i, j 6= 1. Then for
every ǫ > 100√
n
, we have
P
(
σn(A1) <
ǫ√
n
)
≤ Cǫ+ e−cn.
Next, we outline another corollary of Theorem 1, with slight change of notation.
Corollary 2. Fix any p > 0. Let A be an n× n random matrix with i.i.d. entries. Suppose
further that the entries of A have bounded concentration function, and that there exists an
absolute constantK > 0 such that
(5) (E|Ae1|p)
1
p ≤ K√n.
Then for every ǫ > 0,
P
(
σn(A) <
ǫ√
n
)
≤ Cǫ+ e−cmin(1,p)n,
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where C and c are absolute constants which depend (polynomially) only on K from (5)
and a and b from Definition 1.1, and C additionally depends on p.
Example 1.4. Consider an n×nmatrixAwith i.i.d. entries aij , each distributed according
to the density
f(s) =


1
2
√
s
, s ∈ [− 1
n2
, 1
n2
],
1
2
· 1− 4n
1− 1
n2
, s ∈ [−1, 1] \ [− 1
n2
, 1
n2
],
1
2ns3
, |s| ∈ [1,∞).
Note that Eaij = 0, but Ea
2
ij = ∞, and therefore the result of Rebrova and Tikhomirov
[23] is not applicable to estimate the smallest singular value of A. Further, the density of
aij is unbounded, and hence the result of Tikhomirov [40] (about random matrices whose
entries have bounded density) is not applicable either. However, Corollary 2 asserts that
P
(
σn(A) <
ǫ√
n
)
≤ Cǫ+ e−cn.
Indeed, note that for t ≥ √n,
P
(
n∑
j=1
a2ij ≥ t2
)
≤ nP
(
|a11| ≥ t√
n
)
= 2n
∫ ∞
t√
n
1
2ns3
ds =
2n
t2
.
Consequently,
E
√√√√ n∑
i=1
a21i =
∫ ∞
0
P
(
n∑
j=1
a2ij ≥ t2
)
dt ≤
√
n +
∫ ∞
√
n
2n
t2
dt = 3
√
n,
and Corollary 2 is hence applicable with p = 1 andK = 3.
Remark 1.5. In fact, in Example 1.4 it is crucial that the distribution of aij has “minor
pathology”, i.e. depends on n. If the distribution of aij is fixed, and does not depend on
n, and Ea2ij = ∞, then necessarily E|Ae1| ≥ CnE|a11|; the author is grateful to Sergey
Bobkov for relating to her this fact.
Therefore, Corollary 2 is not applicable for a random matrix with E|aij | = 1, unless
either Ea2ij = C (and then the result of Rebrova and Tikhomirov [23], or Corollary 1
are applicable), or the distribution of aij is pathological, and depends on n. Theorem 1,
however, does show that minor pathologies, such as the one described in Example 1.4, do
not affect the small ball behavior of σn(A).
Besides the Example 1.4, there is another, more probabilistic way of constructing such
pathological distribution, which was related to the author by Sergey Bobkov. Namely,
consider a nice distribution Y (for example, Bernoulli ±1), such that E|Y |2 = 1, and a
bad distribution Z, such that E|Z| = 1 but EZ2 = ∞. Suppose also EY = EZ = 0.
Consider
X =
√
(1− 1
n
)Y 2 +
1
n
Z2,
and let A be a random matrix with i.i.d. entries aij distributed as X . Denote
Y˜ =
√
Y 21 + ...+ Y
2
n
and
Z˜ =
√
Z21 + ...+ Z
2
n,
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where Yi and Zi are i.i.d. copies of Y and Z correspondingly. Then
E|Ae1| ≤
√
1− 1
n
E|Y˜ |+ 1√
n
E|Z˜| ≤ C√n.
Let us also note, that in fact it is not very clear if one should in general expect the nice
small ball behavior when the square matrix has, say, i.i.d. entries with E|aij | = 1 but
Ea2ij = ∞.
Next, we formulate a result concerning matrices with arbitrary aspect ratio.
Theorem 2. LetN ≥ n ≥ 1 be integers. Let A be anN×n random matrix with mean zero
independent entries, and suppose additionally that the rows ofA are identically distributed.
Suppose further that the entries of A have bounded concentration function, and that there
exists an absolute constantK > 0 such that for every σ ⊂ {1, ..., n} with
#σ = min(N − n+ 1, n),
we have
(6) E
1
#σ
∑
i∈σ
|Aei|2 ≤ KN.
Then for every ǫ > 0,
P
(
σn(A) < ǫ(
√
N + 1−√n)
)
≤ (Cǫ)N−n+1 (log 1/ǫ)N−n+2 + e−cN ,
where C and c are absolute constants which depend (polynomially) only on K from (6)
and a and b from Definition 1.1.
We would like to point out, that in the “tall” case, whenN ≥ C0n for a sufficiently large
absolute constant C0 > 0, the implications of Theorem 2 follow under significantly weaker
assumptions, as shall be seen in Section 5 in Proposition 5.1.
Remark 1.6. Note that the bounded concentration function condition imposes that there
exists an absolute constant c1 > 0 such that for all entries we have Ea
2
ij ≥ c1. Therefore,
E
∑
i∈σ |Aei|2 ≥ c1#σ · N. Together with (6) it determines, up to a multiplicative con-
stant, the value of E
∑
i∈σ |Aei|2. However, it does not forbid the situation when one the of
columns is significantly heavier than the rest, as was outlined in Example 1.
For the sake of completeness, we state the following corollary of Theorem 2.
Corollary 3. Let N ≥ n ≥ 1 be integers. Let A be an N × n random matrix with mean
zero i.i.d. entries aij which satisfy Ea
2
ij = 1. Suppose further that aij have bounded
concentration function. Then for every ǫ > 0,
P
(
σn(A) < ǫ(
√
N + 1−√n)
)
≤ (Cǫ)N−n+1 (log 1/ǫ)N−n+2 + e−cN ,
where C and c are absolute constants which depend (polynomially) only on a and b from
Definition 1.1.
Lastly, for completeness, we outline further applications of our method in the context
of works by Mendelson, Paouris [22] and Koltchinskii, Mendelson [16]: we formulate an
estimate in the regime of dependent columns of the matrix.
RANDOM ROUNDING AND SINGULAR VALUES 7
Proposition 1. SupposeA is anN ×n random matrix with independent rows, and assume
that the rows of A satisfy point-wise small ball assumption: for every x ∈ Sn−1,
(7) sup
y∈R
P (|〈ATei, x〉 − y| ≤ a) ≤ b,
for some fixed constants a ∈ R and b ∈ (0, 1). Suppose further that
E||A||2HS ≤ KNn,
for some K > 0. Then there exists C0 > 0 depending only on K, a, b, such that, provided
that N ≥ C0n, we have
Eσn(A) ≥ c
√
N,
for some c > 0 depending only onK, a, b.
We note that Proposition 1 is outlined here since it follows from our method in a straight-
forward manner; to obtain a more precise and general statement, a lot more work is re-
quired, and all such considerations shall be done separately.
Let us turn to briefly describing the strategy of the proofs. The key notion which we
employ, for a matrix A, is
Bκ(A) := min
αi∈[0,1],
∏n
i=1 αi≥κ−n
n∑
i=1
α2i |Aei|2.
Here κ > 1 is a parameter. This can be viewed as a refinement of the Hilbert-Schmidt
norm of A. Our key idea is a construction of a net not far from the sphere, which allows
to compare the values of |Ax| on Sn−1 to the values on the net, with the error expressed
in terms of Bκ(A) – for any matrix A. The important advantage of Bκ(A) is its strong
large deviation properties, which the regular Hilbert-Schmidt norm does not possess. The
combination of those facts yields the following
Theorem 3 (the net bound). Fix n ∈ N. Consider any S ⊂ Rn. Pick any γ ∈ (1,√n),
ǫ ∈ (0, 1
20γ
), κ > 1, p > 0 and s > 0.
There exists a (deterministic) net N ⊂ S + 4ǫγBn2 , with
#N ≤
{
N(S, ǫBn2 ) · (C1γ)
C2n
γ0.08 , if log κ ≤ log 2
γ0.09
,
N(S, ǫBn2 ) · (Cκ log κ)n, if log κ ≥ log 2γ0.09 ,
such that for every N ∈ N and every random N × n matrix A with independent columns,
with probability at least
1− κ−2pn
(
1 +
1
sp
)n
,
for every x ∈ S there exists y ∈ N such that
(8) |A(x− y)| ≤ C3 ǫγ
√
s√
n
√√√√ n∑
i=1
(E|Aei|2p)
1
p .
Here C,C1, C2, C3 are absolute constants.
In order to derive Theorem 3, we use some ideas from Rebrova and Tikhomirov [23].
Theorem 3 generalizes Theorem A from their paper, in which it was obtained in the partic-
ular case of square randommatrixA having all entries i.i.d., mean zero and second moment
1. The net from the paper of Rebrova and Tikhomirov, however, has an advantage of being
a subset of the set S, rather than its euclidean neighborhood; this does not play any role in
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the set up of this paper, and we believe that the net in the neighborhood shall be sufficient
also for other potential applications.
Remark 1.7. We emphasize that the only assumption in Theorem 3 is the independence of
columns of A; of course, the statement is only applicable in the case the right hand side of
(29) is bounded. The possibility to consider matrices with dependent rows will be crucial
in Section 8, when the Theorem 3 will be applied to projections of our matrix A.
Remark 1.8. It often occurs in asymptotic analysis, that a logarithmic factor in an estimate
appears as a byproduct of the proof, and is, in fact, unnecessary. Clearly, this is the case,
for example, with Theorem 2. In contrast to that, we believe that in Theorem 3 the term
log κ might in fact be necessary.
Remark 1.9. We note that for any set S ⊂ Sn−1, the theorem entails thatN ⊂ 3
2
Bn2 \ 12Bn2 ,
in view of our assumption on ǫ. This is crucial throughout the paper, and also is sufficient
for all the applications of the net, with the exception of its application in Section 6, where
the neighborhood plays a role.
Theorem 3 might appear overloaded with parameters, however we really need them all.
Throughout the paper, we apply Theorem 3 in several situations with different choices of
parameters and in completely different regimes, and the precise estimates for the cardi-
nality of the net, the probability of the good event, and the net approximation are crucial,
although they might appear incomprehensible at the first glance. For the reader’s benefit,
we formulate below a corollary of Theorem 3:
Corollary 1.10. There exists an absolute constant C > 0 and a deterministic net N ⊂
3
2
Bn2 \ 12Bn2 of cardinality 1000n−1 such that for any random matrix A with independent
columns, with probability at least 1 − e−5n, for every x ∈ Sn−1 there exists y ∈ N such
that
|A(x− y)| ≤ C√
n
√
E||A||2HS.
In fact, the net from Corollary 1.10 can be written out explicitly. The key idea in con-
structing the net is the notion of “random rounding”, which appears in the paper of Alon,
Klartag [1], and was also used in the author’s joint work with Klartag [12]. Namely, each
point on the sphere is rounded (coordinate-vise) to a random point in a scaled lattice. It
is somewhat similar to the method of “jittered sampling”, used in discrepancy theory: for
instance, Beck [4] obtained strong estimates using it. Random rounding, in a way, re-
places the randomness within the columns of the matrix A, which permits us to drop the
assumptions on the distribution of each column.
In Section 2 we discuss rather standard covering estimates, which involve some sparsity
arguments. In Section 3 we prove Theorem 3; furthermore, we prove Theorem 4 – a
deterministic version of Theorem 3, – which could be of independent interest. From that
moment on, the proof follows the scheme developed by Rudelson and Vershynin [27],
[28]. In Section 4 we survey some of the powerful small ball estimates of Rudelson and
Vershynin [27], [28], on which our proof heavily relies. In Section 5 we prove Proposition
1, as well as the “tall” case, and discuss the decomposition of the sphere introduced by
Rudelson and Vershynin; in this section we apply our net for the first time. In Section 6
we generalize results of Rudelson and Vershynin about structure of random subspaces to
heavy-tailed matrices; in this section we apply our net for the second time. In Section 7 we
prove Theorem 1. In Section 8 we prove Theorem 2, and apply our net for the third time
(in fact, many times): the argument involves an iteration in the parameter κ.
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2. COVERING ESTIMATES
We begin by outlining some notation which we have to use throughout the paper; when-
ever the reader stumbles upon an unknown notation, she may consult with the list below;
some more notation is added also in the beginning of the other sections.
Notation.
• We work in an n-dimensional euclidean space Rn. Scalar product is denoted 〈·, ·〉.
Euclidean norm is denoted by | · |, and the infinity norm by ||x||∞ = maxi |xi|. The
unit ball is denoted Bn2 and the unit sphere S
n−1. The unit cube is
Bn∞ = {x ∈ Rn : ||x||∞ ≤ 1},
and the cross-polytope Bn1 = {x ∈ Rn :
∑n
i=1 |xi| ≤ 1}.
• Minkowski sum of sets A,B ⊂ Rn is A +B = {x+ y : x ∈ A, y ∈ B}.
• The integer part of a real number a (i.e., the largest integer which is smaller than a)
is denoted by [a].
• We say that a set S ⊂ Rn can be covered by m translates of a set K ⊂ Rn if there
exists a collection x1, ..., xm ∈ Rn such that
S ⊂ ∪mi=1(K + xi).
We use the standard notation N(S,K) for the minimal number of translates of K
needed to cover S.
• Given a parallelepiped P , we also use the notation Nl(S, P ) for the minimal num-
berm of points xi from the lattice generated by P , such that
S ⊂ ∪mi=1xi + P.
• For δ ∈ (0, 1), recall the notion of δn−sparse vectors
Sparse(δn) = {x ∈ Rn : #supp(x) ≤ δn},
where supp(x) is the set of indecies of non-zero coordinates of x.
• For α = (α1, ..., αn) ∈ Rn with αi > 0, we fix the notation Pα for the paral-
lelepiped with sides 2αi and barycenter at the origin. That is,
(9) Pα = {x ∈ Rn : |xi| ≤ αi}.
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For κ > 1, we shall use notation
(10) Ωκ =
{
α ∈ Rn : αi ∈ [0, 1],
n∏
i=1
αi > κ
−n
}
.
Below we shall outline a few covering results.
Lemma 2.1. For every x ∈ Rn there exists a finite set
N ⊂ Zn ∩ (3√nBn2 + x)
such that
x+
√
nBn2 ⊂ N +Bn∞
and
#N ≤ Cn,
where C is an absolute constant.
Proof. For x ∈ Rn, write [x] := ([x1], ..., [xn]). Let
N = [x] + Zn ∩ 2√nBn2 .
Since x − [x] ∈ Bn∞ ⊂
√
nBn2 , we have N ⊂ Zn ∩ (3
√
nBn2 + x). For the same reason,
we have x+
√
nBn2 ⊂ N +Bn∞.
Recall that the number of integer lattice points z such that
∑n
i=1 |zi| ≤ 2n is at most(
3n
n
) ≤ Cn. In view of the fact that 2√nBn2 ⊂ 2nBn1 , this implies that
#
(
Z
n ∩ 2√nBn2
) ≤ Cn.
Applying a lattice translation does not change anything, and we conclude that #N ≤ Cn,
for some absolute constant C > 0.

As a corollary, we have
Lemma 2.2. For any γ ∈ (0,√n), for any ǫ > 0, for any x ∈ Rn,
Nl
(
x+ ǫBn2 ,
2ǫγ√
n
Bn∞
)
≤ min
((
C0
γ
)n
, (C1γ)
C2n
γ2
)
.
Here C0, C1 and C2 are absolute constants.
Proof. By scaling, we may assume without loss of generality that ǫ = 1. For γ ∈ (0, 2],
Lemma 2.1 implies that
Nl
(
x+Bn2 ,
2γ√
n
Bn∞
)
≤ CnN(Bn2 , 2γBn2 ) ≤
(
C0
γ
)n
,
where the last inequality is obtained by a standard volumetric argument, see, e.g., Ver-
shynin [42].
Suppose now γ ≥ 2. Recall that
Bn2 ∩ Sparse
(
n
γ2
)
= ∪mi=1Hi ∩ Bn2 ,
where Hi are subspaces of dimension
n
γ2
, and m = (C ′γ)
C2n
γ2 . Therefore, in view of
Lemma 2.1, the set Bn2 ∩Sparse
(
n
γ2
)
admits a lattice covering by the translates of 2√
n
Bn∞
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of cardinality (Cγ)
C2n
γ2 . Hence, for any γ ≥ 2, one has
(11) Nl
(
Bn2 ∩ Sparse
(
n
γ2
)
,
γ√
n
Bn∞
)
≤ (C1γ)
C2n
γ2 .
It remains to note, by the pigeonhole principle, that for any vector x ∈ Bn2 ,
#
{
i = 1, ..., n : |xi| ≥ γ√
n
}
≤ n
γ2
.
Therefore,
Nl
(
x+Bn2 ,
2γ√
n
Bn∞
)
≤ Nl
(
Bn2 ,
γ√
n
Bn∞
)
= Nl
(
Bn2 ∩ Sparse
(
n
γ2
)
,
γ√
n
Bn∞
)
,
which, together with (11), yields the lemma. 
The Lemma 2.2 (in the non-lattice form) appears, e.g. in the work of Rebrova and
Tikhomirov [23], where the “pigeonhole principle” reduction is used. It is crucial that the
ball can be covered by a rather small (smaller than pure exponential) number of cubes with
large diagonal.
Next, we will need the Lemma below, which bounds the covering number of the cube
by parallelepipeds of large enough volume.
Lemma 2.3. For any κ > 1 and for any α ∈ Ωκ there exists a lattice covering of 12Bn∞ by
κn translates of Pα.
Proof. Since α ∈ [0, 1]n, there exists a (lattice) covering of 1
2
Bn∞ with
∏n
i=1[
1
αi
] translated
copies of Pα. It remains to note that
n∏
i=1
[
1
αi
] ≤
n∏
i=1
1
αi
≤ κn.

We summarize the subsection with the following corollary of Lemma 2.2 and Lemma
2.3:
Proposition 2.4. Pick any γ ∈ (1,√n), any ǫ ∈ (0, 1
20γ
), any κ > 1, and any α ∈ Ωκ. For
any set S ⊂ Sn−1, there exists a finite set
N ⊂ 5
4
Bn2 \
3
4
Bn2 ,
such that
S ⊂ N + 4ǫγ√
n
Pα,
and
#N ≤ N(S, ǫBn2 ) · κn · (C1γ)
C2n
γ2 .
Proof. Suppose
S ⊂ ∪mi=1xi + ǫBn2 .
We apply Lemma 2.2 to every xi + ǫB
n
2 , and get that
Nl(S,
2ǫγ√
n
Bn∞) ≤ N(S, ǫBn2 ) · (C1γ)
C2n
γ2 .
Next, apply Lemma 2.3 for each of the cubes yi +
2ǫγ√
n
Bn∞ involved in the covering of S,
yielding the net bound.
To assert thatN ⊂ 5
4
Bn2 \ 34Bn2 , it remains to observe that ǫγ ≤ 120 . 
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3. RANDOM ROUNDING AND THE NET CONSTRUCTION
3.1. The random rounding. Below we describe the idea of discretizing the unit sphere
using a partially random net, to which we refer as “random rounding”. It was previously
used in the work by Alon, Klartag [1], and in the joint work with Klartag [12]; see more
details and references in the introduction.
Definition 3.1 (random rounding). Fix ν > 0, κ ≥ 1 and α ∈ Ωκ. For ξ ∈ Rn consider
a random vector η˜ξ ∈ α1ν√
n
Z × α2ν√
n
Z × ... × αnν√
n
Z with independent coordinates such that
|ξi − η˜ξi | ≤ αiν√n with probability one, and Eη˜ξ = ξ. Namely, for i = 1, . . . , n, writing
ξi =
αiν√
n
(ki + pi) for an integer ki and pi ∈ [0, 1),
η˜ξi =
{
αiν√
n
ki, with probability 1− pi
αiν√
n
(ki + 1), with probability pi.
We shall need the following
Lemma 3.2 (short vectors gravitate towards sparse). For an appropriately large C0 > 0,
pick n ≥ C0. Fix γ ∈ [C0,
√
n), and let κ ≥ 1 be such that log κ ≤ log 2
γ0.09
. Fix any α ∈ Ωκ.
Fix any ξ ∈ Bn2 . With the random rounding η˜ξ, taken with parameters ν = γ and α, we
have
Pη
(
η˜ξ ∈ Sparse
(
n
γ0.08
))
≥ 9
10
.
Proof. Consider a set of indices
σ1 =
{
i : αi ≥ 1
2
}
.
Recall that
∏n
i=1 αi ≥ κ−n and that αi ∈ [0, 1]. Observe, for anyM ≥ 1, that
κ−n ≤
n∏
i=1
αi ≤
∏
i:αi≤κ−M
κ−M ,
and hence
#{i : αi ≤ κ−M} ≤ n
M
.
By our assumption, log κ ≤ log 2
γ0.09
, and therefore, pluggingM = γ0.09, we have
(12) #σ1 ≥ n− n
γ0.09
.
Next, consider the decomposition ξ = k + p, where k ∈ α1γ√
n
Z × α2γ√
n
Z × ... × αnγ√
n
Z and
p ∈ γ√
n
Pα. Let
σ2 = {i : ki = 0}.
Note that 1 ≥ |ξ|2, and hence
#σc2 ∩ σ1 = #
{
i ∈ σ1 : |ξi| ≥ αiγ√
n
}
≤ #
{
i ∈ σ1 : |ξi| ≥ γ
2
√
n
}
≤ 4n
γ2
.
Therefore, in view of the fact that σc2 ⊂ (σc2 ∩ σ1) ∪ σc1, we have
(13) #σ2 ≥ n− 4n
γ2
− n
γ0.09
.
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Next, for a large A ∈ [4, γ], consider
σ3 =
{
i : |ξi| ≤ γ
2A
√
n
}
.
Note, as before, that
(14) #σ3 ≥ n− 4nA
2
γ2
Finally, let
σ = σ1 ∩ σ2 ∩ σ3.
Observe that
(15) #σ ≥ n− 8nA
2
γ2
− 2n
γ0.09
.
Note, by construction, and by the definition of η˜ξ, that for every i ∈ σ, we have
(16) P (η˜ξi = 0) ≥ 1−
1
A
.
Let ω > 0 be chosen later; suppose that
(17)
n
γω
≥ 2
(
8nA2
γ2
+
2n
γ0.09
)
.
Recall, by definition of sparsity:
P
(
η˜ξ 6∈ Sparse
(
n
γω
))
=
P
(
∃σ4 ⊂ {1, ..., n}, #σ4 > n
γω
: ∀i ∈ σ4 : η˜ξi 6= 0
)
.
We use (17) and estimate it from above by
P
(
∃σ5 ⊂ σ, #σ5 = n
2γω
: ∀i ∈ σ5 : η˜iξ 6= 0
)
≤
(18) (Cγω)
2en
γω ·
(
P (η˜ξi 6= 0 |i ∈ σ)
) n
2γω
.
In view of (16), we estimate (18) from above with
(19) (Cγω)
2en
γω A−
n
2γω ≤ 1
10
,
provided that C0 is chosen large enough and that
(20) A = C ′γ4eω,
with an appropriate constant C ′. In order to satisfy (17) and (20), we see that it is enough
to select
ω ≤ min
(
2
1 + 8e
, 0.09
)
,
again, provided C0 > 0 is large enough. We select ω = 0.08. 
We shall need also a notion of adapted random rounding: the idea is to consider a fixed
covering of a set S by euclidean balls, and round each point in S with respect to the lattice
associated with the center of the (a-priori fixed) euclidean ball in which it lies.
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Definition 3.3 (adapted random rounding). Consider a set S ⊂ Rn and fix a covering F
by ǫBn2 , with centers at S:
S ⊂ ∪mj=1xj + ǫBn2 , xj ∈ S.
For every ξ ∈ S, select and fix any j = j(ξ) such that ξ ∈ xj + ǫBn2 (there a-priori could
be several such j but we fix one for each ξ). Given κ, α, ν from the definition of random
rounding, consider an “adapted rounding” on S with respect to F , given by
ηξ = η˜ξ−xj + xj .
Next, we formulate the following corollary of Proposition 2.4 and Lemma 3.2:
Corollary 3.4. For an appropriately large C0 > 0, pick n ≥ C0. Fix γ ∈ [C0,
√
n), and let
κ ≥ 1. Fix any α ∈ Ωκ. Fix ǫ ∈ (0, 120γ ). Consider any S ⊂ Sn−1, and fix F ⊂ S such that
S ⊂ ∪xj∈Fxj + ǫBn2 ,
and F is optimal, that is,#F = N(S, ǫBn2 ).
Consider the adapted random rounding ηξ on S, taken with parameters ν = ǫγ, and α.
Then there exists a net N ⊂ S + 4ǫγBn2 , with
#N ≤
{
N(S, ǫBn2 ) · (C1γ)
C2n
γ0.08 , if log κ ≤ log 2
γ0.09
,
N(S, ǫBn2 ) · (Cκ)n, if log κ ≥ log 2γ0.09 ,
such that whenever for M > 0 and a measurable function F : Rn → R+ we have, for
every ξ ∈ S, that
EηF (ξ − ηξ) ≤M,
then for every x ∈ S there exists y ∈ N with
F (x− y) ≤ 2M.
Proof. Case 1. Suppose log κ ≥ log 2
γ0.09
. By Proposition 2.4, there exists a net
K ⊂ 5
4
Bn2 \
3
4
Bn2
such that
S ⊂ K + ǫγ√
n
Pα,
and
#K ≤ N(S, ǫBn2 ) · κn · (C1γ)
C2n
γ2 ,
and such that ηξ takes values in
N = K ± α1ǫγ√
n
e1 ± ...± αnǫγ√
n
en ⊂ 3
2
Bn2 \
1
2
Bn2 ,
where the inclusion holds since ǫ ≤ 1
20γ
. Namely, N is the collection of vertices of the
parallelepipeds covering S.
Since EηF (ξ − η˜ξ) ≤ M, there exists an η ∈ N , such that F (ξ − η) ≤ M. Note that
each parallelepiped has 2n vertices. The estimate on the cardinality of the net thus follows
from the inequality#N ≤ 2n ·#K, and in view of the fact that (C1γ)
C2n
γ2 ≤ Cn.
Case 2. Next, suppose log κ ≤ log 2
γ0.09
. Then we may apply Lemma 3.2. Fix the lattice net
L in Rn generated by ǫγ√
n
Pα. Pick any xj ∈ F – the center of a euclidean ball from our
fixed euclidean net F . Consider the set
Nj = xj + Sparse
(
n
γ0.08
)⋂
3γǫBn2
⋂
L.
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Note that
#Nj ≤ κn · e
cn
γ0.08 · (C ′′1γ)
C′′2 n
γ0.08 ≤ (C ′1γ)
C′2n
γ0.08 ,
since κn ≤ 2 nγ0.09 in the current case. Consider
N = ∪xj∈FNj.
We deduce that
#N ≤ (C ′1γ)
C′2n
γ0.08 ·#F ≤ N(S, ǫBn2 ) · (C1γ)
C2n
γ0.08 .
Fix ξ ∈ S. By definition of the adapted random rounding, and in view of Lemma 3.2,
the random vector ηξ (taken with parameters ν = ǫγ, α, κ, with respect to F ) takes values
in N with probability at least 9
10
. Further, by our assumption, with probability at least 1
2
,
we have F (ξ − ηξ) ≤ 2M. Therefore, there exists an η ∈ N satisfying F (ξ − η) ≤ 2M,
and the proof is done. 
Next, we shall need tools to obtain estimates for an expected value of F (ξ − ηξ), with
some appropriate functions F . To this end, we shall make use of Hoeffding’s inequality
for bounded random variables (see, e.g., Theorem 2.2.6 as well as a more general Theorem
2.6.2 in Vershynin [42]).
Lemma 3.5 (Hoeffding’s inequality). LetX1, ..., Xn be independent random variables tak-
ing values in [mi,Mi], i = 1, ..., n. Then for any t > 0,
P
(
|
n∑
i=1
Xi| ≥ t
)
≤ 2e−
ct2∑n
i=1
(Mi−mi)2 .
The next Lemma follows immediately from Hoeffding’s inequality withXi = (η
ξ
i−ξi)gi
and [mi,Mi] = [−ναi√n gi, ναi√n gi]:
Lemma 3.6. With ηξ defined above, for every t > 0, and for an arbitrary vector g ∈ Rn,
we have
P (|〈ηξ − ξ, g〉| ≥ t) ≤ 2e−
cnt2
ν2
∑n
i=1
α2
i
g2
i .
3.2. Comparison viaHilbert-Schmidt. We begin by formulating a consequence of Lemma
3.6, which shall serve as an illustration for the argument following it. It shall also be used
in the proof of Proposition 1.
Lemma 3.7 (comparison via Hilbert-Schmidt). Let ǫ ∈ (0, 1
20
). There exists a collection
of points F ⊂ 3
2
Bn2 \ 12Bn2 with #F ≤ (Cǫ )n−1 such that for any (deterministic) matrix
A : Rn → RN , for every ξ ∈ Sn−1 there exists an η ∈ F satisfying
(21) |A(η − ξ)| ≤ C0 ǫ√
n
||A||HS.
Here C,C0 are absolute constants.
Proof. Recall that |Ax|2 = ∑Ni=1〈Xi, x〉2, where Xi are the rows of A. Consider the
random rounding with κ = α1 = ... = αn = 1 and ν = 2ǫ. For every vector g ∈ Rn, by
Lemma 3.6, |〈ηξ, g〉 − 〈ξ, g〉| is sub-gaussian with constant c′ ǫ|g|√
n
, and hence
(22) Eη|〈ηξ, g〉 − 〈ξ, g〉|2 ≤ 2
∫ ∞
0
te
− cnt2
ǫ2|g|2 dt ≤ C ǫ
2|g|2
n
,
16 GALYNA V. LIVSHYTS
for some absolute constant C > 0. By applying (22) to the rows of A and summing up, we
get
(23) Eη|A(ηξ − ξ)|2 = Eη
N∑
i=1
〈Xi, ηξ − ξ〉2 ≤
(
C ′
ǫ√
n
||A||HS
)2
.
Recall (see, e.g. Rudelson, Vershynin [28]) that N(Sn−1, ǫBn2 ) ≤ (C
′
ǫ
)n−1; applying
Corollary 3.4 with γ = 2, κ = α1 = ... = αn = 1 and F (x) = |Ax|2 finishes the proof,
with the appropriate choice of constants.

A statement similar to Lemma 3.7 was recently independently proved and used by Ly-
tova and Tikhomirov [20].
3.3. Refinement of the Hilbert-Schmidt norm. Lemma 3.7 shows that there exists a net
of cardinality Cn, such that for any random matrix A : Rn → RN , with probability at least
1−P (||A||2HS ≥ 10E||A||2HS), one has (21) with
√
E||A||2HS in place of ||A||HS. However,
such probability estimate shall be unsatisfactory for our purposes: indeed, assuming only
the bounded second moments, the best estimate for the said probability we could have, is
that entailed by Markov’s inequality, i.e. 9
10
. In order to overcome this issue, we employ
the idea of Rebrova and Tikhomirov [23]: in place of the covering by cubes, we consider a
covering by paralelleipeds of sufficiently large volume. To this end, we formulate our key
definition.
Definition 3.8. Fix κ > 1. For an N × n matrix A, define
Bκ(A) := min
α∈Ωκ
n∑
i=1
α2i |Aei|2.
Recall that Ωκ was defined in (10).
Bκ(A) should be thought of as a certain averaging process on the lengths of the columns
of A. As we shall show, the large deviation properties of Bκ(A) are significantly better
than those of the usual Hilbert-Schmidt norm. At the same time, it turns out that we can
use Bκ(A) as a measure of comparison for the values of |Ax| to the corresponding values
on a net of relatively small size.
First, we refine the result of Lemma 3.7.
Lemma 3.9. Let γ ∈ (1,√n), ǫ ∈ (0, 1
20γ
), κ > 1. Pick any α ∈ Ωκ. Let A be any N × n
matrix. Consider any S ⊂ Sn−1.
There exists a collection of points Fα ⊂ S + 4ǫγBn2 with
#Fα ≤
{
N(S, ǫBn2 ) · (C1γ)
C2n
γ0.08 , if log κ ≤ log 2
γ0.09
,
N(S, ǫBn2 ) · (Cκ)n, if log κ ≥ log 2γ0.09 ,
such that for every ξ ∈ S there exists an η ∈ Fα satisfying
(24) |A(η − ξ)| ≤ C0 ǫγ√
n
√√√√ n∑
i=1
α2i |Aei|2.
Here C0, C, C1, C2 are absolute constants.
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Proof. Consider the random rounding ηξ with ν = ǫγ and α. By Lemma 3.6, we have, for
any vector g = (g1, ..., gn) ∈ Rn,
(25) Pη(|〈ηξ − ξ, g〉| ≥ t) ≤ 2e
− cnt2
ǫ2γ2
∑n
i=1
α2
i
g2
i .
Therefore, the same way as in the proof of Lemma 3.7, we have
(26) Eη|A(ηξ − ξ)|2 ≤ C ′ ǫ
2γ2
n
n∑
i=1
α2i |Aei|2.
The Lemma hence follows from Corollary 3.4. 
Observe that Lemma 3.9 implies the following (so far, unsatisfactory) corollary:
Corollary 3.10 (comparison via B(A)). Let γ ∈ (1,√n), ǫ ∈ (0, 1
10γ
), κ > 1. Let A be
any N × n matrix. Consider any S ⊂ Sn−1.
There exists a collection of points F ⊂ 3
2
Bn2 \ 12Bn2 with cardinality bound as in Lemma
3.9, such that for every ξ ∈ Sn−1 there exists an η ∈ F satisfying
(27) |A(η − ξ)| ≤ C ′ ǫγ√
n
√
Bκ(A).
Next, we would like to switch the quantifiers in the previous statement: in place of the
net that depends on the matrix, we need to have a fixed net, which serves all matrices. For
that purpose we shall consider a net on the set of admissible nets.
Lemma 3.11 (nets on nets). There exist absolute constantsC,C ′, C ′′ > 0 such that for any
κ > 1 and µ ∈ (0,√n) there exists a collection F ⊂ Ωκ1+µ of cardinality
(28) min
((
C
µ
)n
, (C ′µ)
C′′n
µ2
)
,
such that for any α ∈ Ωκ there exists a β ∈ F such that for all i = 1, ..., n we have
α2i ≥ β2i .
In particular, for any N × n matrix A, we have
Bκ(A) ≥ min
β∈F
n∑
i=1
β2i |Aei|2.
Proof. Consider a transformation T : Rn → Rn given by
Tα =

...,
√
log | 1
αi
|
n log κ
, ...

 .
Denote B = Bn2 ∩ {xi ≥ 0 ∀i = 1, ..., n}. Then, by definition of Ωκ we have
TΩκ = B,
and
T−1 ((1 + µ)B) = Ωκ1+µ .
Note that this mapping is a bijection on Ωκ as well as on Ωκ1+µ .
Consider a lattice covering N of B with translates of µ√
n
Bn∞. In each cube x +
µ√
n
Bn∞
from this covering, pick such a vertex v(x) that for all y ∈ x + µ√
n
Bn∞, and for all i =
1, ..., n, one has yi ≤ v(x)i. Define S = {v(x) : x ∈ N}. Note that S ⊂ (1 + µ)B, and
that
#S = #N ≤ min
((
C
µ
)n
, (C ′µ)
C′′n
µ2
)
,
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where the last inequality follows from Lemma 2.2.
Let F = T−1S ⊂ Ωκ1+µ . For every α ∈ Ωκ let a = Tα ∈ B. Then take the b ∈ S ⊂
(1 + µ)B such that a2i ≤ b2i ; consider β ∈ F defined as β = T−1b. Since T is coordinate-
vise decreasing, we have, for all i ∈ {1, ..., n}, the inequality α2i ≥ β2i , as desired. 
Finally, we deduce the result about a net which serves all deterministic matrices.
Theorem 4 (sharp net for deterministic matrices). Fix the dimension n ∈ N. Consider any
S ⊂ Sn−1. Pick any γ ∈ (2,√n), ǫ ∈ (0, 1
10γ
), κ > 1. There exists a (deterministic) net
N ⊂ S + 4ǫγBn2 , with
#N ≤
{
N(S, ǫBn2 ) · (C1γ)
C2n
γ0.08 , if log κ ≤ log 2
γ0.09
,
N(S, ǫBn2 ) · (Cκ log κ)n, if log κ ≥ log 2γ0.09 ,
such that for every N ∈ N and for every (deterministic) N × n matrix A, the following
holds: for every x ∈ S there exists y ∈ N such that
(29) |A(x− y)| ≤ C3ǫγ√
n
√
Bκ(A).
Here C,C0, C1, C2, C3 are absolute constants.
Proof. Let µ = min( 1
log κ
, cγ0.09). Consider F ⊂ Ωκ1+µ , given to us by Lemma 3.11, with
(30) #F ≤ min
(
(C log κ)n, (cγ)
c′n
γ0.18
)
,
and
(31) min
β∈F
n∑
i=1
β2i |Aei|2 ≤ Bκ(A).
For each β ∈ F , consider the net Nβ constructed in Lemma 3.9. By Lemma 3.9 we
conclude, that for any N ∈ N, for any N × n matrix A, for any x ∈ Sn−1 there exists
y ∈ Nβ with
(32) |A(x− y)| ≤
(
ǫ2γ2
n
n∑
i=1
β2i |Aei|2
) 1
2
.
Next, let N = ∪β∈FNβ. Then, for any N × n matrix A, for any x ∈ Sn−1 there exists
y ∈ N such that
(33) |A(x− y)| ≤
(
ǫ2γ2
n
min
β∈F
n∑
i=1
β2i |Aei|2
) 1
2
.
Combining (31) and (33), we conclude (29). It remains to observe, in view of the fact that
k
1
log κ = e:
#N ≤
{
N(S, ǫBn2 ) · (C1γ)
C2n
γ0.08 , if log κ ≤ log 2
γ0.09
,
N(S, ǫBn2 ) · (Cκ log κ)n, if log κ ≥ log 2γ0.09 .

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3.4. Large deviation of Bκ(A). Theorem 4 is a statement about deterministic matrices
only; it reduces the estimate of probability with which for a random matrix A one may find
a sharp net, to the large deviation properties of the random variableBκ(A). Philosophically,
Bκ(A) is an “average”, and averages have good large deviation properties; see, e.g. Lugosi,
Mendelson [14], where the idea of averaging in order to improve deviation behavior is used
in the context of statistical mean approximation.
Lemma 3.12. Let A be a random matrix with independent columns. Pick any κ > 1, p > 0
and s > 0. Then
P
(
Bκ(A) ≥ 2s
n∑
i=1
(
E|Aei|2p
) 1
p
)
≤ κ−2pn
(
1 +
1
sp
)n
.
Proof. Assume that
∑n
i=1 (E|Aei|2p)
1
p ) <∞; otherwise, the statement is self-redundant.
Denote Yi = |Aei|. IfBκ(A) ≥ 2s
∑n
i=1 (E|Aei|2p)
1
p , then for any collectionα1, ..., αn ∈
[0, 1], either
n∑
i=1
α2iY
2
i ≥ 2s
n∑
i=1
(
EY 2pi
) 1
p ,
or
n∏
i=1
αi < κ
−n.
If there was no constrain αi ∈ [0, 1] then the optimizing sequence would be αi = κYi .
This hints us to consider a collection of random variables
α2i = min

1, s
(
EY 2pi
) 1
p
Y 2i

 .
We estimate
P
(
Bκ(A) ≥ 2s
n∑
i=1
(
EY 2pi
) 1
p
)
≤
P

 n∑
i=1
min

1, s
(
EY 2pi
) 1
p
Y 2i

Y 2i ≥ 2s n∑
i=1
(
EY 2pi
) 1
p

+
P

 n∏
i=1
min

1, s
(
EY 2pi
) 1
p
Y 2i

 < κ−2n

 =: P1 + P2.
Note that
P1 ≤ P
(
s
n∑
i=1
(
EY 2pi
) 1
p ≥ 2s
n∑
i=1
(
EY 2pi
) 1
p
)
= 0.
Next, by Markov’s inequality, for any p > 0 we have
P2 ≤ κ−2pn

E
1
min
(
1,
s(EY 2pi )
1
p
Y 2i
)p


n
≤ κ−2pn
(
1 +
1
sp
)n
,
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where in the last inequality we used independence of columns, and the fact that
E
1
min
(
1,
s(EY 2pi )
1
p
Y 2i
)p ≤ E
(
1 +
Y 2pi
spEY 2pi
)
= 1 +
1
sp
.
Here we also used that for a positive p and a positive a, one has ap > 1 if and only if a > 1.
This finishes the proof. 
Remark 3.13. Under different assumptions on the random matrix one might hope to de-
duce different estimates on the large deviation of Bκ(A). For example, already the bounded
concentration function assumption yields certain improvements to the bound of the Lemma
3.12 in the case κ = 10: one may compare Bκ(A) to, say, Bsκ(A) for large s, and deduce
that either the large deviation of Bκ entails some large deviation of Bsκ, or Bκ is much
smaller than Bsκ, and hence the lengths of columns of A are highly irregular. It is, how-
ever, not clear if the stronger assumption of small ball probability for columns could lead
to a more substantial improvement. An affirmative answer could, in particular, slightly im-
prove Theorem 2, since in Section 8 the net Theorem 3 is applied to a matrix which w.h.p.
possesses a strong small ball probability for columns.
In view of Theorem 4 (which itself involves no randomness), any estimate on the large
deviation of Bκ(A) would have rather straightforward implications for the smallest singu-
lar value estimates.
3.5. Proof of Theorem 3. The statement follows immediately from Theorem 4 and Lemma
3.12.
We conclude this section by formulating two corollaries of Theorem 3, in two different
regimes, which we shall use.
Corollary 4 (regime of small κ and sparcity). Fix n,N ∈ N. Consider any S ⊂ Sn−1. For
any µ ∈ (0, 1), and for every ǫ ∈ (0, µc0) (with some absolute constant c0 > 0), there exists
a (deterministic) netN ⊂ S + 4ǫγBn2 , with
#N ≤ N(S, ǫBn2 ) · eµn,
and there exist positive constants C1(µ) which depends (polynomially) only on µ, and
C2(µ, p), which depends only on p and µ, such that for every randomN ×n matrix A with
independent columns, with probability at least
1− e−C1(µ)pn,
for every x ∈ S there exists y ∈ N so that
(34) |A(x− y)| ≤ C2(µ, p)ǫ√
n
√√√√ n∑
i=1
(E|Aei|2p)
1
p .
Proof. In Theorem 3, let γ be sufficiently large so that (C1γ)
C2n
γ0.08 ≤ eµn. Then for every
positive ǫ ≤ µc0, there exists a netN satisfying the required cardinality bound. Further, let
κ = 2
1
γ0.09 , and let s =
(
1
p log κ
) 1
p
. Then with probability
1− κn(1 + s−p)n = 1− e−C1(µ)pn,
the desired net comparison holds with C2(µ, p) = γ
√
s. 
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Corollary 5 (regime of large κ). Fix n,N ∈ N. Consider any S ⊂ Sn−1. Pick any ǫ ∈
(0, 1
20
), κ > 1, and p > 0.
There exists a (deterministic) net N ⊂ S + 4ǫγBn2 , with
#N ≤ N(S, ǫBn2 ) · (Cκ log κ)n,
such that for every randomN × n matrix A with independent columns, with probability at
least
1− (C ′κ)−2pn,
for every x ∈ S there exists y ∈ N such that
(35) |A(x− y)| ≤ C1 ǫ√
n
√√√√ n∑
i=1
(E|Aei|2p)
1
p .
Proof. In Theorem 3, let γ = 2 and s = 2, and select the constants appropriately. 
4. SMALL-BALL ESTIMATES: SURVEY OF THE KNOWN RESULTS WHICH WE SHALL
USE.
In this section, we recall several known results about small ball probability, in particular
powerful estimates via LCD, derived by Rudelson and Vershynin [27], [28], [31]. We
emphasize that this section is a survey, and contains no novelty.
We shall need “the tensorization Lemma” observed by Rudelson and Vershynin [27].
Lemma 4.1 (tensorization lemma, Rudelson-Vershynin, [27]). Suppose Y1, ..., YM are non-
negative independent random variables, and for each of them
P (Yi ≤ ǫ) ≤ Kǫ.
Then
P (
M∑
i=1
Y 2i ≤Mǫ2) ≤ (CKǫ)M .
The elementary proof of Lemma 4.1 can be found in [27], where it is done via the
moment generating function method.
Next, we shall quote a theorem of Rogozin [24].
Theorem 4.2 (Rogozin, [24]). For any random vector v = (v1, ..., vn) with independent
coordinates having bounded concentration functions with parameters a and b, and for any
vector u ∈ Rn, one has, for any ǫ > maxi=1,...,N ca|ui|, that
sup
z∈R
P (|〈v, u〉 − z| < ǫ) ≤ Cǫ|u| .
Here c is an absolute constant and C depends only on a and b.
The next Lemma was shown by Rebrova and Tikhomirov [23] as a consequence of
Rogozin’s Theorem [24].
Lemma 4.3 (consequence of Rogozin’s theorem). Let X be a random vector in Rn with
independent coordinates whose distributions have concentration function separated from
1 (with constants a and b). Then there exist constants u ∈ R and v ∈ (0, 1) (dependent
only on a and b) so that for an arbitrary y ∈ Sn−1, one has
sup
z∈R
P (|〈X, y〉 − z| ≤ u) ≤ v.
Further, we shall make use of the following simple corollary of Rogozin’s theorem.
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Lemma 4.4 (Another corollary of Rogozin’s theorem). Fix C1, C2 > 0. Consider and
vector u ∈ Sn−1 such that#{i : |ui| ≥ c1√n} ≥ c2n. For any random vector v = (v1, ..., vn)
with independent coordinates having bounded concentration functions with parameters a
and b, one has, for any ǫ > maxi=1,...,n
C1√
n
, that
sup
z∈R
P (|〈v, u〉 − z| < ǫ) ≤ C2ǫ.
Here constants C1 and C2 depend only on a and b, and c1, c2.
Proof. Let σ = {i : |ui| ≥ c1√n}. By our assumption, #σ ≥ c2n. Consider the random
variable
R :=
∑
j 6∈σ
ujvj ,
and note that
〈u, v〉 = R +
∑
j∈σ
ujvj.
Observe that R is independent of
∑
j∈σ ujvj , and therefore
sup
z∈R
P (|〈v, u〉 − z| < ǫ) = P (|R+
∑
j∈σ
ujvj − z| < ǫ) ≤ supz∈RP (|
∑
j∈σ
ujvj − z| < ǫ).
Note that
∑
j∈σ u
2
j ≥ C ′′. By Rogozin’s theorem, for any ǫ > ca · c1√n , the right hand side
of the above is bounded from above by C(a, b)ǫ, finishing the proof. 
Lemma 4.1 and Lemma 4.3 imply:
Lemma 4.5. For any matrixAwith independent entries which have bounded concentration
function, there exist absolute constants c and C (which depend only on a and b) such that
for any x ∈ Sn−1,
P
(
||Ax|| ≤ c
√
N
)
≤ e−CN .
Next, we shall need more elaborate estimates on the small ball probability; Rudelson
and Vershynin [27], [28], [31] have introduced for such purposes a notion of “essential
least common denominator”.
Definition 4.6 (Rudelson-Vershynin). Fix α, c > 0. For a vector a ∈ Rm, the least common
denominator (LCD), is defined as
LCDα,c(a) := inf{θ > 0 : dist(θa,Zm) < min(c|θa|, α)}.
Further, the LCD of a subspaceH in Rm is defined as
LCDα,c(H) := inf
v∈Sm−1∩H
LCDα,c(v).
Lastly, LCD of a matrix A with rows {a1, ..., aN} ⊂ Rm is defined as
LCDα,c(A) := inf{|θ| : θ ∈ Rm, dist(Aθ,ZN ) < min(c|Aθ|, α)}.
The next theorem is a deep result of Rudelson and Vershynin appearing as Theorem 3.3
in [28].
Theorem 4.7 (Rudelson-Vershynin). Let M : RN → Rm be a matrix such that for all
x ∈ Rm, one has |MTx| ≥ |x|. Let X ∈ RN be a random vector with i.i.d. coordinates
whose concentration functions are separated from 1. Then for every α > 0, c ∈ (0, 1) and
ǫ >
√
m
LCDα,c(M)
,
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one has
P
(|MX| ≤ ǫ√m) ≤ (C1ǫ
c
)m
+ Cm2 e
−cα2 .
Here C1, C2 and c are absolute constants which only depend on the concentration function
bound.
We shall need two corollaries of Theorem 4.7, which are derived in [28] under the names
Theorem 4.2 and Lemma 4.6 correspondingly.
Corollary 4.8 (distance to a general subspace, Rudelson-Vershynin [28]). Let m be an
integer smaller than N . Let X be a random vector in RN with i.i.d. coordinates having
concentration function separated from 1 with constants a˜ and b˜, and letH be a fixed (N −
m)-dimensional subspace of RN . Pick any v ∈ RN . Then for every ǫ >
√
N
LCDα,c(H⊥) , one
has
P
(
dist(X,H + v) ≤ ǫ√m) ≤ (C1ǫ
c
)m
+ Cm2 e
−C3α2 ,
where C1, C2 and C3 depend only on a˜ and b˜.
Corollary 4.9 (Rudelson-Vershynin [28]). FixD > 0. Let x ∈ RN have LCDα,c(x) ≥ D.
Fix a positive integer m ≤ c˜N, for an appropriate c˜ > 0. Let A be a random matrix with
independent entries, i.i.d. rows and bounded concentration function of the entries, and let
B be an (N −m)×N submatrix of AT . Then for every t > 0 we have
P (|Bx| < t
√
N) ≤
(
Ct +
C
D
+ Ce−cα
2
)N−m
,
where c and C depend only on a, b, a˜, b˜.
We remark that the corresponding results in [28] are formulated with the sub-gaussian
assumption, however it was only used to derive the bound on the concentration function,
which we assume explicitly instead. We also emphasize that only rows (and not columns)
of A need to be i.i.d. for Corollary 4.9 to hold. Finally, we emphasize that the mean
zero assumption is not required for the small ball estimates either, since the statement is
translation invariant, as was later explained by Rudelson, Vershynin in [31].
5. TALL AND COMPRESSIBLE CASES.
We shall follow the scheme developed by Rudelson and Vershynin in [27]: that is, we
shall consider a decomposition of the sphere to the set of “compressible” and “incom-
pressible” vectors. Such decomposition, in fact, goes back to Litvak, Pajor, Rudelson,
Tomczak-Jaegermann [19], and was used in many papers by Rudelson, Vershynin, Tatarko,
Tikhomirov, Rebrova et al [28], [34], [38], [23].
Let ρ, δ > 0. As was discussed in the beginning of Section 2, a vector is δ-sparse if at
most δn of its coordinates are non-zero. Compressible vectorsComp(δ, ρ) are such vectors
on the sphere that are euclidean distance at most ρ from the collection of δ−sparse vectors.
Incompressible vectors Incomp(δ, ρ) are the vectors which are not compressible.
Notation.
• Comp(δ, ρ) := {x ∈ Sn−1 : ∃y ∈ Sparse(δn) s.t. |x− y| ≤ ρ},
• Incomp(δ, ρ) := Sn−1 \ Comp(δ, ρ).
We shall begin with proving Proposition 1, and later switch to the beginning of the proof
of Theorems 1 and 2.
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5.1. Proof of Proposition 1. By the assumption of the proposition, E||A||2HS ≤ KnN,
and therefore,
P (||A||2HS ≥ 10KnN) ≤ 0.1.
Consequently,
(36) P
(
σn(A) ≤ C
√
N
)
≤ P
(
σn(A) ≤ C
√
N | ||A||2HS ≤ 10KnN
)
+ 0.1.
Let N be the net from Lemma 3.7, with ǫ = 1. Provided that the constant C is chosen
appropriately, the union bound together with Lemma 3.7 yields that
(37) P
(
σn(A) ≤ C
√
N | ||A||2HS ≤ 10KnN
)
≤ eC′n · sup
x∈ 3
2
Bn2 \ 12Bn2
P
(
|Ax| < C1
√
N
)
.
It remains to note that Lemma 4.1 together with the assumptions of the Proposition imply
that
(38) P (|Ax| < C1
√
N) ≤ e−C2N ,
for appropriate C1 and C2. Suppose C0 > 0 is such that for all n ≥ 1,
eC
′ne−C2C0n < 0.1.
Letting N ≥ C0n, we have, by (36), (37), (38) that, for an appropriate constants C0 > 0
and C > 0, depending only on a, b,K,
P (σn(A) < C
√
N) < 0.2.
An application of Markov’s inequality finishes the proof of Proposition 1. 
5.2. Tall case: all entries independent. We now proceed with the first step of the proof
of Theorem 2.
Proposition 5.1. Fix p > 0. Suppose N and n are integers. Suppose A is an N × n
random matrix with independent entries which have concentration function separated from
1. Suppose also that A satisfies
n∑
i=1
(
E|Aei|2p
) 1
p ≤ KnNe c0Nn ,
with some absolute constant K, and a sufficiently small constant c0 (which depends on
K, a, b, p.) Suppose that N ≥ C ′0n, for an appropriate C ′0 > 0 which depends only on
a, b,K, and p. Then, for appropriate absolute constants C1, C2 > 0, which depend only on
p, a, b,K, and C1 depends additionally on p, one has
P (σn ≤ C1
√
N) ≤ e−C2 min(p,1)N .
Proof. By Lemma 4.5, there exist absolute constants C0, C
′
1 > 0 such that
(39) P
(
|Ax| ≤ C ′1
√
N
)
≤ e−C0N .
Consider a net N from Theorem 3 with parameters κ = C0N
10n
, s = p−
1
p , γ = 2, ǫ =
e−
c0N
n , of size#N ≤ eC3n+(C05 +c0)N , for some absolute constant C3 > 1. By (39), and the
union bound, we have
(40) P
(
inf
y∈N
||Ay||2 ≤ C ′1N
)
≤ eC3n+(C05 +c0)Ne−C0N ≤ e−c1N ,
provided that N ≥ C ′0n, for an appropriate constant C ′0 > 0, and that c0 is sufficiently
small depending on p, a, b,K.
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Next, by Theorem 3, with probability at least 1− e−cpN , we have
(41) σn(A) ≥ inf
y∈N
||Ay|| − C ′′
√
KN.
Combining (40) and (41), we have, for an appropriate choice of constants:
(42) P (σn ≤ C1
√
N) ≤ e−c1N + e−cpN ,
finishing the proof. 
Remark 5.2. In view of Proposition 5.1, it is enough to assume everywhere below that N
is not too large; in fact, we shall assume throughout the proof that N ∈ [n, (c′ + 1)n]. The
case N ∈ ((c′ + 1)n, C0n] follows by considering sub-matrices; see the reasoning in the
end of Section 8.
In complete analogy with the Proposition 5.1, we get
Lemma 5.3. Fix p > 0. Suppose A is an N × n random matrix with N ≥ n, all entries
independent and having bounded concentration function with parameters a and b, and such
that
∑n
i=1(E|Aei|2p)
1
p ≤ KNn. There exist absolute constants ρ, δ > 0 which depend
(polynomially) only on p, K, a and b, such that
P
(
inf
Comp(δ,ρ)
|Ax| ≤ C1
√
N
)
≤ e−C2 min(p,1)N ,
with some constantsC1 andC2, which depend only onK, a, b, andC1 depends additionally
on p > 0.
Proof. Let δ > 0 be sufficiently small, to be chosen later, and let ρ = δc0 , for an appropriate
c0. Note that
Comp(δ, γ) = ∪H(H + ρBn2 ),
where the union runs over all the δn−dimensional coordinate subspaces, of which there is(
C′
δ
)δn
. Therefore,
(43) N(Comp(δ, ρ), ρBn2 ) ≤
(c
δ
)c′nδ
=: enδ
′
.
Consider a net N ⊂ 3
2
Bn2 \ 12Bn2 from Corollary 4 with parameters µ = cδ′ and ǫ = ρ,
of cardinality#N ≤ eC3δ′N , for some absolute constant C3 > 1.
In caseN ≥ C0n the lemma follows from Proposition 5.1. IfN ≤ C0n, with probability
at least 1 − e−c(δ)pn = 1 − e−c′(δ)pN , for every x ∈ Comp(δ, ρ) there exists y ∈ N such
that
(44) |Ay| ≤ c|Ax|+ C(δ, p)
√
N.
Therefore, by Lemma 4.1, and the union bound, we have:
P
(
inf
Comp(δ,ρ)
|Ax| ≤ C1
√
N
)
≤ eC3δ′Ne−C2N + e−c′(δ)pN ≤ e−c′min(p,1)N ,
provided that δ is selected small enough. 
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6. STRUCTURE OF RANDOM SUBSPACES: AN APPLICATION OF OUR NET ON THE
LEVEL SETS OF THE LCD.
Below we fix some notation and assumptions that shall be used in the present section.
Notation.
• Let N ∈ [n, (c′ + 1)n], for an appropriate constant c′ > 0. Suppose A is an N × n
random matrix which has independent entries, i.i.d. rows, bounded concentration
function.
• For an appropriate constant c˜ > 0, depending only on K, p, a and b, consider an
integer 1 ≤ m ≤ c˜N . Fix σ ⊂ {1, ..., N} with #σ = N −m. Suppose, for each
such σ, that
(45)
∑
i∈σ
(
E|AT ei|2p
) 1
p ≤ Kn(N −m).
• Consider an (N −m)−dimensional random subspace
H = span{Aei, i ∈ σ}.
• Fix the notation B = (aij)j∈σ for an (N − m) × N submatrix of AT . In other
words,H⊥ = Ker(B).
• Fix also the parameters δ, ρ > 0 from the previous section (which depend only on
p, a, b,K), and consider the sets Comp(δ, ρ) and Incomp(δ, ρ).
The main result of this subsection is the following Theorem, analogous in its statement
and its proof to Theorem 4.1 from Rudelson-Vershynin [28]; the difference in the proof
comes from an application of Theorem 3. This shall allow us to obtain the result in greater
generality.
Theorem 6.1 (distance to a random subspace). Let X be a random vector in RN with i.i.d.
coordinates Xi, and suppose that the concentration function of each Xi is separated from
1 with constants a˜ and b˜. Suppose further that X is independent of Aei with i ∈ σ. Then
for every v ∈ RN and for every ǫ > 0 we have, withH defined earlier,
P (dist(X,H + v) < ǫ
√
m) ≤ (Cǫ)m + e−cN ,
where the constants C and c depend only on a˜, b˜, a, b,K, p.
In order to prove Theorem 6.1, we shall need the following
Theorem 6.2 (structure).
P
(
LCDc1
√
N,c2
(H⊥) ≤ c3
√
Ne
C1N
m
)
≤ e−C2N .
where C1, C2, c1, c2, c3 are absolute constants, depending only on a and b.
First, we quote the following Lemma by Rudelson and Vershynin [27].
Lemma 6.3 (Rudelson-Vershynin). Let x ∈ Incomp(δ, ρ) inRN . Then there exist C˜, c1, c2
which depend only on δ and ρ, such that
LCDc1
√
N,c2
(x) ≥ C˜
√
N.
The proof of this Lemma involves a “restriction” to the δn
2
coordinates and an application
of the definition of the LCD.
Following the method of Rudelson and Vershynin, we shall improve this bound for ran-
dom subspaces. Firstly, we note
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Lemma 6.4.
P
(
H⊥ ∩ Comp(δ, ρ) 6= ∅) ≤ e−cmin(p,1)N ,
with c depending only on a, b,K, p.
Proof. The event that there exists a vector n ∈ H⊥ which is compressible implies that we
haveBn = 0.According to Lemma 5.3, applied toB, this may only occur with probability
not exceeding e−cmin(p,1)N . Note that the application of Lemma 5.3 is justified by the
assumption (45). 
We follow the iteration argument of Rudelson-Vershynin [28]. Fix α = c1
√
n and c.
Here c1 and c are small absolute constants which will be chosen, depending on our param-
eters p,K, a, b, later.
Definition 6.5. FixD ≥ C˜√N . Consider the level set of LCD
SD := {x ∈ Incomp(δ, ρ) : D ≤ LCDα,c(x) ≤ 2D}.
Lemma 6.6. Fix c ∈ (0, 1) and suppose α ≤ cC˜
16
√
N, with C˜ from Lemma 6.3. For every
y ∈ SD + α2D√NBN∞ we have LCDα2 , c4 (y) ≥ D.
Proof. By definition of the LCD, we have, for any D˜ < D, and for any x ∈ SD, that
(46) dist(D˜x,ZN ) ≥ min(α, cD˜).
Note that for any y ∈ SD + α2D√NBN∞ there exists an x ∈ SD such that
(47) |D˜x− D˜y| ≤ αD˜
2D
<
α
2
.
Combining (46) and (47), the fact that |y| ≤ 2, and the fact that D˜ < D we conclude that
(48) dist(D˜y,ZN) ≥ cD˜ − αD˜
2D
≥ cD˜
2
≥ cD˜|y|
4
,
where in the last inequality we used Lemma 6.3, together with our assumption on α, to
conclude the proof of the Lemma. 
Next, we quote another result of Rudelson and Vershynin.
Lemma 6.7 (Rudelson-Vershynin). For an arbitrary α ∈ [0,√N ], there exists a Euclidean
α
4D
-net on SD of cardinality
(
C0D√
N
)N
. The constant C0 is absolute (and does not depend
on α.)
Remark 6.8. Formally, in [28] the authors consider a net of scale 4α
D
of cardinality
(
C′0D√
N
)N
,
and this implies the existence of a α
4D
-net of cardinality
(
C0D√
N
)N
, with C0 = 48C
′
0.
Lemmas 6.6 and 6.7, together with Theorem 3, imply:
Lemma 6.9. There exist constants c, c0, C > 0 (which might depend on p, a, b,K), and
an absolute constant c1 > 0 (which does not depend on anything), such that for any α <
c0
√
N , there exists a netN ⊂ 3
2
Bn2 \ 12Bn2 , with#N ≤
(
C1D√
N
)N
(where C1 is an absolute
constant not depending on anything) such that:
(1) with probability at least 1 − e−Cmin(p,1)N , for every x ∈ SD there is a y ∈ N such
that
|B(x− y)| ≤ c1α
√
N
D
;
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(2) For every y ∈ N , we have LCDα
2
, c
4
(y) ≥ D.
Proof. By (45), Theorem 3 is applicable, with s = κ = 2, γ = 1 and ǫ = 4α
D
, and we get
the first part, in view of Lemma 6.7. The second part follows from Lemma 6.6. 
Remark 6.10. The level set of the LCD is the collection of points on the sphere which are
close to certain scaled lattice. This fact is used by Rudelson and Vershynin in [27], [28] to
prove Lemma 6.7; therefore, the euclidean net comes from the existence of the∞−net, and
we here, somewhat unnaturally, use the existence of the euclidean net to derive back the
existence of the∞−net. The paper is organized in this way merely for the sake of brevity.
We arrive to the following
Lemma 6.11. There exist c1, c2, c3, µ ∈ (0, 1), which may depend only on p, a, b,K, such
that the following holds. Let α = µ
√
N and D ≤ c1
√
Ne
c1N
m . Then
P
(
inf
x∈SD
|Bx| ≤ c2N
D
)
≤ e−c3 min(p,1)N .
Proof. For the sake of brevity we merely sketch the proof of Lemma 6.11: it follows in
exact the same manner as Lemma 4.8 from Lemmas 4.7 and Theorem 4.2 in Rudelson-
Vershynin [28]. Namely, we note, by Lemma 6.9 and Corollary 4.9, applied with t = ζ
√
N
D
for a sufficiently small ζ ∈ (0, 1), depending on a and b:
P
(
inf
x∈SD
|Bx| ≤ c2N
D
)
≤ e−cmin(p,1)N +
(
C ′D√
N
)m
ζN−m ≤ e−cmin(p,1)N + e−cN ,
where the last inequality holds for an appropriate choice of ζ, provided thatD ≤ c1
√
Ne
c1N
m ,
with appropriately chosen constants. 
Proof of Theorem 6.2. Following Rudelson-Vershynin [28], we observe that
P
(
LCDc1
√
N,c2
(H⊥) ≤ c3
√
Ne
cN
m
)
≤
P (H⊥ ∩ Comp(δ, ρ) 6= ∅) +
∑
D∈[√N,√Ne cNm ]
P (H⊥ ∩ SD 6= ∅).
It remains to note that the sum contains polynomially many summands and thatH⊥∩SD 6=
∅ implies that Bx = 0; an application of Lemmas 6.4 and 6.11 finishes the proof. 
Proof of Theorem 6.1. The Theorem 6.1 follows immediately from Theorem 6.2 and
Corollary 4.8.
7. SQUARE MATRIX CASE.
In this section we suppose that N = n.We shall use the notation
Hi := span{Aej , j 6= i}.
We begin by citing the invertibility-via-distance Lemma from [27].
Lemma 7.1 (Rudelson-Vershynin, Invertibility via distance). Fix a pair of parameters
δ, ρ ∈ (0, 1
2
). Then, for any ǫ > 0,
P
(
inf
x∈Incomp(δ,ρ)
|Ax| ≤ ǫ ρ
2
√
δn
)
≤ 1
δn
n∑
j=1
P (dist(Aej, Hj) ≤ ǫ).
The proof of the Lemma involves the pigeonhole principle and counting.
RANDOM ROUNDING AND SINGULAR VALUES 29
7.1. Proof of Theorem 1. We begin with proving part 2. Note that the assumptions of
Theorem 1 imply (45), and, together with the assumption of i.i.d. rows of A, this allows us
to apply Theorem 6.1, withm = 1, and X = Aej , with j = 1, ..., n.
Let nj be a random normal, i.e. a vector normal to all columns of A except for Aej . By
Theorem 6.1, for any ǫ > e−cmin(p,1)n, with probability at least 1− e−c′min(p,1)n, we get, for
any j,
(49) P (|〈nj, Aej〉| ≤ ǫ) ≤ Cǫ+ e−C′min(1,p)n.
We therefore have, by Lemma 7.1 and (49), that
(50) P
(
inf
x∈Incomp(δ,ρ)
|Ax| ≤ ǫ√
n
)
≤ C1ǫ+ e−C′1 min(1,p)n,
with C1 and C
′
1 depending only on δ and ρ, which in turn depend only onK, a, b. Note that
the estimate from (50) is valid not only for ǫ > e−cmin(p,1)n, but for any ǫ > 0, since for
ǫ ∈ [0, e−cmin(p,1)n] we can estimate the said probability with
P
(
inf
x∈Incomp(δ,ρ)
|Ax| ≤ e
−cmin(p,1)n
√
n
)
,
and apply the bound from (50).
We conclude by (50) and Lemma 5.3, for ǫ ∈ [0, C5], for an appropriate C5 > 0:
P
(
σn(A) ≤ ǫ√
n
)
≤ P
(
inf
x∈Incomp(δ,ρ)
|Ax| ≤ ǫ√
n
)
+ P
(
inf
x∈Comp(δ,ρ)
|Ax| ≤ ǫ√
n
)
≤
e−cmin(1,p)n + P
(
inf
x∈Comp(δ,ρ)
|Ax| ≤ C√n
)
≤ e−cmin(1,p)n + e−c′min(1,p)n ≤ e−c′′min(1,p)n.
Lastly, we outline part 1. Suppose now that we do not assume that the rows of A are
i.i.d., and hence we may not invoke Theorem 6.1. Instead, we use Lemma 4.4. Note that
for each j = 1, ..., n, we have
(51) P (|〈nj, Aej〉| ≤ ǫ) ≤ sup
u∈Incompδ,ρ
P (|〈u,Aej〉| ≤ ǫ).
By Lemma 4.4, there exists a constant c = c(ρ, δ), such that for every ǫ > c√
n
, the right
hand side of (51) is bounded from above by Cǫ, with some constant C depending only on
a and b from the concentration function bound. The proof is therefore done. 
8. ARBITRARY ASPECT RATIO: PROOF OF THEOREM 2 AND MORE NET
APPLICATIONS.
Notation.
• In this section, we suppose that N ∈ [n, (c′ + 1)n]. Let d = N + 1 − n ∈ [1, c′n]
and note that
√
N + 1−√n = cd√
n
.
• For J ⊂ {1, ..., n}, fix notation
HJc = span{Aej : j ∈ Jc},
and RJ = span{ei, i ∈ J}.
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• Note that
dist(Az,HJc) = |ProjHJcAz| = |PHJcA|RJz|,
where PHJc is the matrix of the projection ontoHJc . Denote
W := PHJcA|RJ ,
which is an N × d matrix with columns, independent conditionally on the realiza-
tion of HJc .
• We also denote
SpreadJ =
{
z ∈ RJ : |zk| ∈ [K1√
d
,
K2√
d
]
}
,
for some appropriate absolute positive constants K1 < K2, which may depend on
our parameters K, a, b.
• We shall assume that A satisfies the assumptions of Theorem 2: all entries of A are
independent, mean zero, have bounded concentration function, the rows of A are
i.i.d., and for every σ ⊂ {1, ..., n} with
#σ = d,
we have
(52) E
∑
i∈σ
|Aei|2 ≤ KNd.
We begin by quoting the invertibility via distance Lemma from [28].
Lemma 8.1 (Rudelson, Vershynin, Lemma 6.2 in [28]). For any δ, ρ > 0 there exist con-
stants C1, C2 > 0, and there exists a subset J ⊂ [1...n] with #J = d, such that for any
ǫ > 0,
P
(
inf
x∈Incomp(δ,ρ)
|Ax| ≤ ǫd√
n
)
≤ Cd1P
(
inf
z∈SpreadJ
dist(Az,HJc) ≤ ǫ
√
d
)
.
We shall need the following
Lemma 8.2 (projections of isotropic vectors).
E|Wei|2 = 2d− 1
N
E|Aei|2.
Proof. We have, in fact, that for any fixed (2d− 1)-dimensional subspace H ,
(53) E|PH(Aei)|2 = 2d− 1
N
E|Aei|2.
Indeed, recall that the rows of A are mean zero i.i.d., and hence the entries ofAei are mean
zero i.i.d. Consider ci = |PHei| and ui = PHeici , and recall that
n∑
i=1
ci〈ui, x〉ui = x,
and in particular
n∑
i=1
ci = 2d− 1.
Therefore,
E|PH(Aei)|2 = E
n∑
i=1
ci〈ui, Aei〉2 =
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n∑
i=1
ci
N∑
j=1
(uji )
2
Ea2ij =
E|Aei|2
N
n∑
i=1
ci =
2d− 1
N
E|Aei|2.
We observe that (53) implies that
E(|Wei|2 |HJc) = 2d− 1
N
E|Aei|2.
The Lemma then follows by integration, in view of the independence of HJc and Aei for
i ∈ J . 
Our assumption (52), together with Lemma 8.2, imply
Corollary 8.3. For an appropriate C > 0 which depends only onK, for any κ > 1,
P (Bκ(W ) ≥ Cd2) ≤ (cκ)−2d,
where c is an absolute constant depending only onK.
Proof. By Lemma 3.12, and in view of conditional independence of columns of W when
HJc is fixed, we get
P (Bκ(W ) ≥ 2E||W ||2HS |HJc) ≤ (cκ)−2d.
By our assumption (52), together with Lemma 8.2, we note that
E||W ||2HS = E(||W ||2HS |HJc) ≤ Kd(2d− 1).
The Lemma follows by integration, in view of independence ofHJc and Aei for i ∈ J . 
Further, we observe that an application of Theorem 6.1 with X = Az (in view of the
fact that the rows of A are i.i.d.), and m = N − (n − d) = 2d − 1, yields, for any fixed
vector z, any t ≥ e− cNd , and any w ∈ Rn :
(54) P (|Wz − w| ≤ t
√
d) ≤ (Ct)2d−1.
As the first step, we derive
Lemma 8.4. For every t ≥ e− cNd and for any w ∈ Rn, we have
P
(
inf
z∈SpreadJ
|Wz − w| ≤ t
√
d, B10(W ) ≤ Cd2
)
≤ (ct)d.
Proof. Recall that
N(SpreadJ , tB
n
2 ) ≤ N(Sd−1, tBd2) ≤
(
C
t
)d−1
.
(For the last inequality see, e.g. Rudelson-Vershynin [28].) By Theorem 4, applied with
ǫ = t, p = 2, n = d, γ = 2, s = 1 and κ = 10, we conclude that there exists a net
N ⊂ 3
2
Bd2 \ 12Bd2 , such that
(55) #N ≤
(
C ′
t
)d−1
,
and
(56) P
(
inf
z∈SpreadJ
|Wz − w| ≤ t
√
d, B10(W ) ≤ Cd2
)
≤ P ( inf
z∈N
|Wz − w| ≤ c′t
√
d).
Combining (54), (55) and (56), we estimate the probability in question with (Ct)d, finish-
ing the proof. 
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Remark 8.5. Selecting an optimal κ = ǫ−
1
3 in the argument above, in place of κ = 10, we
could get the answer (Cǫ)
2d−1
3 + e−CN in Theorem 2. In what follows, we argue to improve
it to the estimate involving only a logarithmic error.
Wemimic the decoupling argument from Rudelson-Vershynin [28]: we follow their idea
of decoupling and iteration, replacing the norm of a sub-Gaussian matrix with Bκ(W ).
Unlike in [28], the iteration will be in the parameter κ.
Lemma 8.6 (decoupling). Let d ≥ 2. LetW be anN ×d random matrix with independent
columns. Let z ∈ 3
2
Bd2 \ 12Bd2 be such that |zk| ≥ c1√d , for some absolute constant c1. Then
for every 0 < a < b we have
P (|Wz| < a,Bκ2(W ) > b) ≤ 2P
(
Bκ(W ) ≥ b
2
)
sup
x∈ 3
2
Bd2\ 12Bd2 ,w∈RN
P (|Wx− w| < c2a).
Proof. Decompose [1, ..., d] = I ∪H where I andH are disjoint and either equal in cardi-
nality, or differ by 1. Consider the decompositionsW = WI +WH whereWI has columns
from I andWH has columns from H . Note that
Bκ2(W ) ≤ Bκ(WI) +Bκ(WH).
For z satisfying the assumption of the Lemma, consider zI = z|I and zH = z|H , and note
that both zI and zH satisfy |zI | ≥ c′1, and |zH | ≥ c′1. Observe that
P (|Wz| < a, Bκ2(W ) > b) = pI + pH ,
where
pI = P
(
|Wz| < a,Bκ(WH) > b
2
)
,
and
pH = P
(
|Wz| < a,Bκ(WI) > b
2
)
.
We haveWz = WIzI +WHzH , and using the independence, we have
pI ≤ sup
w∈RN
P (|WIzI − w| < a)P
(
Bκ(WH) > b
2
)
≤
sup
w∈RN
P (|WzI − w| < a)P
(
Bκ(WH) > b
2
)
,
since WzI = WIzI . Same estimate we do for WH . To conclude the proof it remains to
recall that |zI | ≥ c, for some absolute constant c > 0. 
Next, we observe
Lemma 8.7. LetW be as before, and let t ∈ [e− cNd , c1
10
]. Then, for any κ ≥ 10,
P ( inf
z∈SpreadJ
|Wz| ≤ t
√
d, Bκ(W ) ≥ Cd2, B2κ(W ) ≤ Cd2) ≤ e−cN + (Ct)d(log κ)d.
Proof. For the set S = SpreadJ , consider the net N ⊂ 32Bd2 \ 12Bd2 of size
(
C′
t
)d−1
, given
by Theorem 4, applied with γ = 2, ǫ = t, and 2κ. By the union bound,
P
(
inf
z∈SpreadJ
|Wz| ≤ t
√
d, Bκ(W ) ≥ d2, B2κ(W ) ≤ d2 |HJc
)
≤
(57)
(Ct)−(d−1)(κ log κ)d sup
z∈SpreadJ+ 2t√
d
Bd∞,w∈Rd
P
(
|Wz − w| ≤ Ct
√
d, Bκ(W ) ≥ d2 |HJc
)
.
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Note that z ∈ SpreadJ+ 2t√dBd∞ satisfies the assumption of the Lemma 8.6; further, observe
that conditioning onHJc “makes” the columns ofW independent, hence allowing to apply
Lemma 8.6. By Lemma 8.6, (57) is estimated by
(58) (Ct)−(d−1)(κ log κ)d sup
z,w
P (|Wz − w| ≤ Ct
√
d |HJc)P (B√κ(W ) ≥ C ′d2 |HJc),
and by (54), together with Lemma 3.12, we estimate (58) by
(Ct)−(d−1)(κ log κ)dt2d−1(c′
√
κ)−2d ≤ (Ct)d(log κ)d.
The Lemma follows by integration, in view of independence of HJc and Aei for i ∈ J .

Finally, we arrive to
Proposition 8.8. For every ǫ ≥ e− cNd , we have
P
(
inf
z∈SpreadJ
|Wz| ≤ ǫ
√
d
)
≤ (cǫ)d
(
log
1
ǫ
)d+1
.
Proof. Fix s ≥ 10. Note that B10(W ) ≥ B20(W ) ≥ ... ≥ B2s·10. Therefore, either
Cd2 ≥ B10(W ), or Cd2 ∈ [B2k+1·10, B2k ·10], for some k = 1, ..., s, or Cd2 ≤ B2s·10.
Hence, we have
P
(
inf
z∈SpreadJ
dist(Az,HJc) ≤ ǫ
√
d
)
≤
P
(
inf
z∈SpreadJ
dist(Az,HJc) ≤ ǫ
√
d,B10(W ) ≤ Cd2
)
+
∑
κ=10,20,..., 1
ǫ
P
(
inf
z∈SpreadJ
dist(Az,HJc) ≤ ǫ
√
d, Bκ(W ) ≥ Cd2, B2κ(W ) ≤ Cd2
)
+
P (B 1
ǫ
(W ) ≥ Cd2).
The first term is estimated with (cǫ)d by Lemma 8.4. The last term is estimated with (Cǫ)2d
by Lemma 3.12. The middle sum is estimated by Lemma 8.7 with
∑
κ=10,20,..., 1
ǫ
(Cǫ)d(log κ)d ≤ (Cǫ)d
(
log
1
ǫ
)d+1
,
and the proof is done. 
Proof of Theorem 2. The case N = n was treated in the previous section. In the case
N ∈ [n+1, (c′+1)n], we combine Lemma 5.3, Lemma 8.1 and Proposition 8.8, to get the
estimate
(59) P
(
σn(A) ≤ ǫd√
n
)
≤ (Cǫ)d
(
log
1
ǫ
)d+1
+ e−cN ,
for ǫ ≥ e−cNd ; for ǫ ∈ (0, e−cNd ) the bound follows then automatically. Note that the
assumptions of Theorem 2 allow to apply Lemma 5.3, Lemma 8.1 and Proposition 8.8.
In the case N ∈ [(c′ + 1)n, C0n], we apply (59) with A˜, an (c′ + 1)n × n submatrix of
A. Note that A˜ still satisfies the assumptions of Theorem 2, since the rows of A are i.i.d.
The proper constant adjustment settles this case. Finally, for N ≥ C0N the bound follows
from Proposition 5.1. 
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Remark 8.9. We remark that the condition of the rows being i.i.d comes from the fact that
Theorem 4.7 requires an i.i.d. assumption. Corollary 4.9 hence requires i.i.d. rows for A,
and an application of Corollary 4.8 with X = Az further requires i.i.d. rows.
In addition to that, in the tall case (Theorem 2), the assumption of the rows having the
same second moments is needed in Lemma 8.2, and in a few other places.
The mean zero assumptions on the entries, made in Theorem 2, comes up in the tall case
in Lemma 8.2.
The assumption of independence of columns ofA (and sometimes, also ofAT ) is required
throughout, when applying Lemmas 4.1 and 4.3, as well as Theorem 3.
Bounded concentration function is key for all the small-ball results: Lemmas 4.1 and 4.3
as well as Theorem 4.7.
Finally, the assumptions (1) and (2) arise from applications of Theorem 3 to A (when
estimating the compressible case), and (n− 1)×n submatricies of AT (when constructing
nets on the level sets of LCD).
Similarly, the assumption (6) is needed due to applications of Theorem 3 to N × d
restrictions of A, and it further permits an application of Theorem 3 to A when studying
the compressible case. Together with the i.i.d. rows assumption, (6) is also needed to allow
an application of Theorem 3 to (N − 2d + 1) × N submatrices of AT when constructing
nets on the level sets of LCD.
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