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Introduction
Nichols algebras appeared ﬁrst in the work of W. Nichols [Nic78]. We recall the important role
of Nichols algebras in the classiﬁcation of Hopf algebras. Let A be a ﬁnite-dimensional Hopf algebra
over a ﬁeld k. Assume that A is pointed, that is, any simple comodule over A is one-dimensional. Let
G = G(A) be the group of group-like elements of A, and let
A0 = kG ⊆ A1 ⊆ A2 ⊆ · · ·
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gr A =
∞⊕
n=0
An/An−1
is an N0-graded Hopf algebra with coradical kG (see [Mon93, § 5.2]). The projection gr A → kG is
a Hopf algebra map, and hence by Radford–Majid bosonization the Hopf algebra gr A is a smash
product
gr A  R#kG,
where R = (gr A)cokG is an N0-graded Hopf algebra R =⊕∞n=0 R(n) in the braided category GGYD of
Yetter–Drinfeld modules over the group algebra kG . Recall that a Yetter–Drinfeld module over kG is a
G-graded vector space M =⊕g∈G Mg and a left kG-module such that gMh = Mghg−1 for all g,h ∈ G .
Let M = R(1). Then M is the Yetter–Drinfeld module of all primitive elements of R . The subalgebra
B(M) ⊆ R
generated by M is called the Nichols algebra of M . As a Hopf algebra in GGYD it is determined by the
Yetter–Drinfeld module M only (see [AS02]).
The ﬁrst fundamental problem to understand pointed Hopf algebras is to understand the Nichols
algebras of ﬁnite-dimensional Yetter–Drinfeld modules over kG . If chark= 0 then
M = M1 ⊕ · · · ⊕ Mθ
is a direct sum of irreducible Yetter–Drinfeld modules M1, . . . ,Mθ for some θ ∈ N0. If moreover G is
abelian and k is algebraically closed, then the irreducible modules Mi are one-dimensional. In this
case all Yetter–Drinfeld modules M with ﬁnite-dimensional Nichols algebra B(M) have been classi-
ﬁed in [Hec09]. This result was used in the recent classiﬁcation of ﬁnite-dimensional pointed Hopf
algebras H for which G(H) is abelian and the prime divisors of dim H are > 7 [AS10].
If G is non-abelian, only very few Yetter–Drinfeld modules with ﬁnite-dimensional Nichols algebra
are known. In particular, only a small ﬁnite number of irreducible Yetter–Drinfeld modules with ﬁnite-
dimensional Nichols algebra is known, and the dimension of these Yetter–Drinfeld modules is at most
ten, see for example [MS00,FK98,AG03] or [Gra,GHV10] for a digest. In a series of papers [AZ07,AF07,
FGV07,FGV09,AFGV08,AFGV10] it was shown that most irreducible Yetter–Drinfeld modules over the
symmetric, alternating and dihedral groups, over GL(2,Fq), SL(2,Fq), PGL(2,Fq), PSL(2,Fq) and over
sporadic simple ﬁnite groups have inﬁnite-dimensional Nichols algebras.
In this paper we begin to study Nichols algebras B(V ⊕ W ), where V , W are ﬁnite-dimensional
absolutely irreducible Yetter–Drinfeld modules over non-abelian groups. Then V = ⊕s∈O1 Vs and
W =⊕t∈O2 Wt , where O1,O2 are conjugacy classes of G . We assume in addition that G is gen-
erated by O1 ∪ O2.
We introduce the notion of an exceptional pair of conjugacy classes (O1,O2) in Deﬁnition 3.6. In
Proposition 3.13 we show that (O1,O2) is an exceptional pair if B(V ⊕ W ) is ﬁnite-dimensional and
(ad V )(W ) 
= 0 in B(V ⊕ W ) (this result holds without assuming that G is generated by O1 ∪ O2).
We call G nearly abelian if the commutator [G,G] is a non-trivial cyclic subgroup of G and the
conjugacy class of a generator of [G,G] consists of at most two elements. If G is nearly abelian,
B(V ⊕ W ) is ﬁnite-dimensional, and (ad V )(W ) 
= 0, then in Theorem 3.14 we prove that G is an
epimorphic image of a group Gn , n ∈ {2,3,4}, where
Gn =
〈
g,h, 
∣∣ hg = gh, g = −1g, h = h, n = 1〉
for all natural numbers n 2. Note that Gn is a central extension of the dihedral group Dn of order 2n.
We develop basic techniques to compute the Nichols algebras B(V ⊕ W ) over non-abelian quotients
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associated to Nichols algebras B(M1 ⊕ · · · ⊕ Mθ ) in [AHS08,HS10,HS09], where θ  2 and M1, . . . ,Mθ
are ﬁnite-dimensional irreducible Yetter–Drinfeld modules over arbitrary Hopf algebras with bijective
antipode. The Weyl groupoid and the root system are deﬁned in particular if B(M1 ⊕ · · · ⊕ Mθ ) is
ﬁnite-dimensional. The number θ is called the rank of the root system.
In the last section we apply our techniques to determine all ﬁnite-dimensional Nichols algebras
B(V ⊕ W ) over non-abelian quotients of G2. We ﬁnd new families of ﬁnite-dimensional Nichols al-
gebras with root systems of type A2 and B2. It is interesting to note that the family with root system
of type B2 appears only if chark= 3. These are the ﬁrst new examples of ﬁnite-dimensional Nichols
algebras over non-abelian groups since about seven years.
In a later paper we will compute the ﬁnite-dimensional Nichols algebras B(V ⊕ W ) over non-
abelian quotients of G3 and G4. We intend to show that any group which admits ﬁnite-dimensional
Nichols algebras B(V ⊕ W ) such that V and W are absolutely irreducible, (ad V )(W ) 
= 0, and G is
generated by the conjugacy classes O1 and O2 corresponding to V and W , respectively, is in fact
nearly abelian and hence an epimorphic image of G2,G3 or G4. The case when (ad V )(W ) = 0 can
be neglected since then B(V ⊕ W )  B(V ) ⊗ B(W ) as vector spaces. This will then complete our
classiﬁcation of ﬁnite-dimensional Nichols algebras over groups with root system of rank two.
The rank two case should be helpful for the case of rank > 2 since the Nichols algebras B(Mi ⊕M j)
are ﬁnite-dimensional for all 1  i, j  θ , i 
= j, when B(M1 ⊕ · · · ⊕ Mθ ) is ﬁnite-dimensional. We
note that also the case θ = 1 is related to the case θ > 1. If M is an irreducible Yetter–Drinfeld
module over a group G , then the Nichols algebra B(M) is inﬁnite-dimensional if M contains a braided
subspace which is isomorphic to the braided vector space of a Yetter–Drinfeld module M˜ , for example
M˜ = M1 ⊕ · · · ⊕ Mθ over some other group G˜ , where B(M˜) is known to be inﬁnite-dimensional.
This remark was a crucial tool in the papers mentioned above on Nichols algebras of irreducible
Yetter–Drinfeld modules. It was applied with abelian groups G˜ relying on the classiﬁcation of ﬁnite-
dimensional Nichols algebras with diagonal braiding in [Hec06,Hec08], and with some non-abelian
groups G˜ using recent results in [AHS08,HS10]. Thus our theory of Nichols algebras with root system
of rank two should lead to further progress in the case of irreducible Yetter–Drinfeld modules.
Susan Montgomery [Mon93] showed that any pointed Hopf algebra can be written as a crossed
product of a link-indecomposable Hopf algebra and a group algebra. She asked the following question:
Which ﬁnite groups occur as groups of group-like elements of link-indecomposable ﬁnite-dimensional
pointed Hopf algebras? Our results will show that many ﬁnite quotients of G2,G3 and G4 occur in this
way. The second author explained some typical examples of this type in his talk at the Conference
“Hopf Algebras and Related Topics” in honor of Professor Susan Montgomery at USC, Los Angeles,
February 14–16, 2009.
We would like to thank N. Andruskiewitsch and the referee for their remarks on this paper.
1. Nichols algebras over groups and the braided adjoint action
For a survey on Nichols algebras we refer to [AS02].
1.1. Nichols algebras over Hopf algebras
Let k be a ﬁeld and let H be a Hopf algebra over k with bijective antipode. A Yetter–Drinfeldmodule
over H is an H-module (V , ·) together with a left coaction δ : V → H ⊗ V such that
δ(h · v) = h(1)v(−1)S(h(3)) ⊗ h(2) · v(0) for all v ∈ V , h ∈ H , (1.1)
where δ(v) = v(−1) ⊗ v(0) . Yetter–Drinfeld modules over H form a braided monoidal category, where
morphisms are linear maps commuting with the action and the coaction of H , the monoidal structure
is given by the tensor product over k, and the braiding is
c = cV ,W : V ⊗ W → W ⊗ V , c(v ⊗ w) = v(−1) · w ⊗ v(0) (1.2)
for all V ,W ∈ HHYD and v ∈ V , w ∈ W .
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diagonal type, that is, if there exists a vector space basis {x j | j ∈ J } of V and a family (qij)i, j∈ J of
scalars in k \ {0} such that cV ,V (xi ⊗ x j) = qijx j ⊗ xi for all i, j ∈ J . The matrix (qij)i, j∈ J is called the
braiding matrix of V with respect to the basis {x j | j ∈ J }.
Let V ∈ HHYD. The Nichols algebra B(V ) of V is the unique graded braided Hopf algebra quotient of
the tensor algebra T V which contains V as its subspace of primitive elements. The left adjoint action
of B(V ) on itself is the unique algebra map
ad : B(V ) → End(B(V )), (ad v)(w) = vw − (v(−1) · w)v(0) (1.3)
for all v ∈ V , w ∈ B(V ).
Let V ,W ∈ HHYD. An important step in the calculation of B(V ⊕ W ) is to understand the struc-
ture of the Yetter–Drinfeld submodules (ad V )n(W ) of B(V ⊕ W ), where n ∈ N0. For one-dimensional
Yetter–Drinfeld modules V and W , Rosso gave an explicit formula in [Ros98, Lemma 14]. In partic-
ular, dim(ad V )n(W )  1 for all n ∈ N0, and hence (ad V )n(W ) is absolutely irreducible or zero. In
the general case it can happen that (ad V )n(W ) is not semisimple even if V and W are absolutely
irreducible and n = 1. By [HS10, Prop. 6.5], for all n ∈ N0 the Yetter–Drinfeld module (ad V )n(W ) is
isomorphic to (Sn ⊗ id)Tn(V⊗n ⊗ W ), where Sn is the nth quantum symmetrizer of V and the map
Tn ∈ End(V⊗n ⊗ W ) is deﬁned by T0 = id and
Tn =
(
id− c2n,n+1cn−1,n · · · c1,2
) · · · (id− c2n,n+1cn−1,n)(id− c2n,n+1) (1.4)
for all n 1. Recall that S1 = id and the endomorphisms Sn ∈ End(V⊗n) satisfy the recursive formulas
Sn+1 = (Sn ⊗ id)(id+ cn,n+1 + cn,n+1cn−1,n + · · · + cn,n+1cn−1,n · · · c1,2) (1.5)
= (id⊗ Sn)(id+ c1,2 + c1,2c2,3 + · · · + c1,2c2,3 · · · cn,n+1) (1.6)
= (id+ cn,n+1 + cn−1,ncn,n+1 + · · · + c1,2 · · · cn−1,ncn,n+1)(Sn ⊗ id) (1.7)
= (id+ c1,2 + c2,3c1,2 + · · · + cn,n+1cn−1,n · · · c1,2)(id⊗ Sn) (1.8)
for all n 1.
We now introduce an inductive method to simplify the calculation of the Yetter–Drinfeld modules
(ad V )n(W ). Deﬁne recursively endomorphisms
ϕn = ϕV ,Wn ∈ End
(
V⊗n ⊗ W )
in HHYD and submodules
Xn = XV ,Wn ⊆ V⊗n ⊗ W
by ϕ0 = 0, X0 = W , and
ϕn = id− cV⊗n−1⊗W ,V cV ,V⊗n−1⊗W + (id⊗ ϕn−1)c1,2, (1.9)
Xn = ϕn(V ⊗ Xn−1) (1.10)
for all n 1. In particular, X1 = (id− c2)(V ⊗ W ).
Theorem 1.1. Let V ,W ∈ HHYD, and let Xn = XV ,Wn for all n ∈ N0 .
(1) Xn ⊆ V ⊗ Xn−1 for all n 1.
(2) Xn  (ad V )n(W ) for all n ∈ N0 , where (ad V )n(W ) is considered as a Yetter–Drinfeld submodule of
B(V ⊕ W ).
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(2) Let n ∈ N0 with n 1. Since
cV⊗n−1⊗W ,V cV ,V⊗n−1⊗W = c1,2c2,3 · · · cn−1,nc2n,n+1cn−1,n · · · c1,2,
we obtain that
ϕn = id+ c1,2 + c2,3c1,2 + · · · + cn−1,n · · · c2,3c1,2
− (id+ cn−1,n + cn−2,n−1cn−1,n + · · · + c1,2c2,3 · · · cn−1,n)c2n,n+1cn−1,n · · · c1,2.
Since (ad V )n(W ) is isomorphic to (Sn ⊗ id)Tn(V⊗n ⊗ W ) in HHYD by [HS10, Prop. 6.5], it suﬃces
to prove that
(Sn ⊗ id)Tn = ϕn(id⊗ ϕn−1) · · · (id⊗ ϕ2)(id⊗ ϕ1) (1.11)
for all n ∈ N0. We prove Eq. (1.11) by induction on n.
For n = 0 both sides of the claimed equations are the identity. For n = 1 we obtain that (S1 ⊗
id)T1 = id − c2 = ϕ1. Assume now that n  1 and that the claim holds for n. For 2 i  n the braid
relation gives that
ci−1,ic2n+1,n+2cn,n+1 · · · c1,2 = c2n+1,n+2cn,n+1 · · · c1,2ci,i+1.
Since Sn ⊗ idV ⊗ idW is in the subalgebra of End(V⊗n+1 ⊗ W ) generated by c1,2, c2,3, . . . , cn−1,n , we
obtain that
(Sn ⊗ idV ⊗ idW ) c2n+1,n+2cn,n+1 · · · c1,2 = c2n+1,n+2cn,n+1 · · · c1,2(idV ⊗ Sn ⊗ idW ). (1.12)
Hence
(Sn+1 ⊗ idW )Tn+1 = (Sn+1 ⊗ idW )
(
id− c2n+1,n+2cn,n+1 · · · c1,2
)
(idV ⊗ Tn)
= ((id+ c1,2 + c2,3c1,2 + · · · + cn,n+1 · · · c2,3c1,2)(idV ⊗ Sn ⊗ idW )
− (id+ cn,n+1 + cn−1,ncn,n+1 + · · · + c1,2c2,3 · · · cn,n+1)
× (Sn ⊗ idV ⊗ idW )c2n+1,n+2cn,n+1 · · · c1,2
)
(idV ⊗ Tn)
= ϕn+1(idV ⊗ Sn ⊗ idW )(idV ⊗ Tn),
where the second equation holds by Eqs. (1.7) and (1.8), and the third equation is obtained from (1.12).
Thus the claim follows from the induction hypothesis. 
Remark 1.2. For n 1 let B˜n be the group given by generators s1, . . . , sn−1, τ and relations
si s j = s j si if |i − j| 2, (1.13)
si si+1si = si+1si si+1 for 1 i  n − 2, (1.14)
τ si = siτ for 1 i  n− 2. (1.15)
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braid group of type An is the quotient of B˜n by the normal subgroup generated by the conjugates of
the elements
τ sn−1τ (sn−1τ sn−1)−1.
Similarly, the Artin braid group of type Bn is isomorphic to the quotient of B˜n by the normal sub-
group generated by the conjugates of the elements
τ sn−1τ sn−1(sn−1τ sn−1τ )−1.
For any n  1 and Yetter–Drinfeld modules V ,W ∈ HHYD there exists an action of the group B˜n
(and the Artin braid group of type Bn) on V⊗n ⊗ W such that
si(v1 ⊗ · · · ⊗ vn ⊗ w) = ci,i+1(v1 ⊗ · · · ⊗ vn ⊗ w),
τ (v1 ⊗ · · · ⊗ vn ⊗ w) = c2n,n+1(v1 ⊗ · · · ⊗ vn ⊗ w)
for all v1, . . . , vn ∈ V , w ∈ W , 1  i  n − 1. Using this action, Eq. (1.11) can be obtained from an
analogous equation in the group algebra of B˜n .
1.2. Nichols algebras over groups
Let G be a group. Let  denote the adjoint action of G on itself. We write Ch(G) for the group of
characters on G with values in k \ {0} and GGYD for the category of Yetter–Drinfeld modules over kG .
Let V be a left comodule over kG . Then V =⊕g∈G V g , where V g = {v ∈ V | δ(v) = g ⊗ v} for all
g ∈ G . If V is also a left kG-module, then Eq. (1.1) is equivalent to
δ(g · v) = g  h ⊗ g · v for all g,h ∈ G , v ∈ Vh . (1.16)
Hence if V ∈ GGYD then Vh is a Gh-module for all h ∈ G , where Gh is the centralizer of h in G .
Moreover gVh = V gh for all g,h ∈ G .
For any V ∈ GGYD and any character χ on a subgroup F of G let
V χ = {v ∈ V ∣∣ gv = χ(g)v for all g ∈ F}.
Proposition 1.3. Let V ∈ GGYD, and let F be the subgroup of G generated by all g ∈ G with V g 
= 0. Then V is
of diagonal type if and only if V =⊕χ∈Ch(F ) V χ .
Proof. Assume that V is of diagonal type. Let {x j | j ∈ J } be a vector space basis of V and (qij)i, j∈ J
a family of scalars such that cV ,V (xi ⊗ x j) = qijx j ⊗ xi for all i, j ∈ J . Then c(V ⊗ x j) ⊆ x j ⊗ V for all
j ∈ J . In particular, c(v ⊗ x j) = gx j ⊗ v ∈ x j ⊗ V for all g ∈ F and v ∈ V g . Hence kF x j = kx j for all
j ∈ J , that is, V =⊕χ∈Ch(F ) V χ .
Assume now that V =⊕χ∈Ch(F ) V χ . For any conjugacy class O of F let VO =⊕g∈O V g . Then
V =⊕O VO and VO is a kF -submodule of V . Since V χ =⊕O(V χ ∩ VO) for all χ ∈ Ch(F ), we
obtain that V =⊕O ⊕χ∈Ch(F )(V χ ∩ VO). Let {x j | j ∈ J } be a vector space basis of V such that for
all j ∈ J there exists χ ∈ Ch(F ) and a conjugacy class O of F such that x j ∈ V χ ∩ VO . Let j,k ∈ J ,
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all g ∈ O1 let yg ∈ V such that δ(x j) =∑g∈O1 g ⊗ yg , and let g1 be a ﬁxed element in O1. Then
c(x j ⊗ xk) =
∑
g∈O1
gxk ⊗ yg =
∑
g∈O1
η(g)xk ⊗ yg
= η(g1)
∑
g∈O1
xk ⊗ yg = η(g1)xk ⊗ x j.
Hence V is of diagonal type. 
Corollary 1.4. Let V ∈ GGYD, and let F be the subgroup of G generated by all g ∈ G with V g 
= 0. If V is of
diagonal type then the commutator [F , F ] of F acts trivially on V .
Corollary 1.5. Let V ∈ GGYD, and let F be the subgroup of G generated by all g ∈ G with V g 
= 0. If V is of
diagonal type and the action of F is faithful, then F is abelian.
Remark 1.6. Let V be an arbitrary Yetter–Drinfeld module over kG . Assume that G is generated by all
g ∈ G with V g 
= 0. Let N ⊆ G be a normal subgroup of G acting trivially on V . Let π : G → G/N be
the canonical map. We write V for V as a kG/N-module with g¯v = gv for all g ∈ G, v ∈ V . Deﬁne a
G/N-grading on the vector space V by V =⊕x∈G/N Vx , and V x =⊕g∈G,g¯=x V g for all x ∈ G/N . Then
V is a Yetter–Drinfeld module over kG/N . The braidings cV ,V : V ⊗ V → V ⊗ V and cV ,V : V ⊗ V →
V ⊗ V coincide. Hence B(V ) = B(V ) as algebras and coalgebras, and the G-action on B(V ) is deﬁned
by the quotient map π . Thus the Nichols algebra of V ∈ GGYD is the Nichols algebra of a Yetter–
Drinfeld module over G/N . If N = {g ∈ G | gv = v for all v ∈ V } then the action of G/N on B(V ) is
faithful. However, the decompositions of V into irreducible Yetter–Drinfeld submodules over G and
over G could be different, that is, the length of V could become larger than the length of V .
The following easy lemma will be useful for the calculation of the Yetter–Drinfeld modules XV ,Wn
with n ∈ N0, V ,W ∈ GGYD.
Lemma 1.7. Let G be a group. Let V , X be kG-modules, x ∈ X, and assume that X = kGx. Let F ⊆ G
be a subgroup of G and {v j | j ∈ J } ⊆ V such that F x ⊆ kx and ∑ j∈ J kF v j = V . Then V ⊗ X =∑
j∈ J kG(v j ⊗ x).
Remark 1.8. For Yetter–Drinfeld modules over Hopf algebras H with bijective antipode one can calcu-
late Xn inductively using Eq. (1.17) below, which can be regarded as a variant of Lemma 1.7.
Let N ∈ N0. Assume that for all n ∈ N0 with n N the H-module Xn is cyclic, and let xn ∈ Xn with
Xn = Hxn . We use Eqs. (1.9), (1.10) and Theorem 1.1(1) to calculate XN+1.
Let {vi | i ∈ I} be a basis of V . Then ∑i∈I H(vi ⊗ xN ) = V ⊗ XN since
v ⊗ hxN = h(2)
(
S−1(h(1))v ⊗ xN
) ∈ H(V ⊗ xN) for all v ∈ V , h ∈ H .
Let J ⊆ I and let K ⊆ H be a right coideal subalgebra such that∑
j∈ J
S−1(K )v j = V and KxN = kxN .
Then
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∑
i∈I
H(vi ⊗ xN) =
∑
j∈ J
H
(
S−1(K )v j ⊗ xN
)=∑
j∈ J
H(v j ⊗ xN), (1.17)
where the last equality follows from
S−1(h)v j ⊗ xN = S−1(h(2))(v j ⊗ h(1)xN) ⊆ H(v j ⊗ xN), j ∈ J , h ∈ K .
Hence Eqs. (1.10) and (1.17) imply that XN+1 is generated by{
ϕN+1(v j ⊗ xN)
∣∣ j ∈ J}
as an H-module. Using the presentation of xN as an element of V ⊗ XN−1 one can calculate ϕN+1(v j ⊗
xN ) by Eq. (1.9) as an element in V ⊗ XN .
Next we formulate some non-vanishing criteria which in combination with Theorem 1.1 are useful
for the study of the adjoint action of Nichols algebras over groups.
Lemma 1.9. Let V ,W ∈ GGYD and let r, s, t ∈ G. Assume that Vr, Vs,Wt 
= 0. Let X1 = (id − c2)(V ⊗ W )
and X2 = ϕV ,W2 (V ⊗ X1).
(1) If st 
= ts then (X1)st 
= 0.
(2) If st 
= ts and #{r, s, t  r} = 3 then (X2)rst 
= 0.
(3) Assume that st = ts and (id− c2)(Vs ⊗ Wt) 
= 0. If rs 
= sr or rt 
= tr then (X2)rst 
= 0.
Proof. Recall that c(Xg ⊗ Yh) = Ygh ⊗ Xg for all X, Y ∈ GGYD and g,h ∈ G . Hence (1) holds since
(X1)st ⊇ (id− c2)(Vs ⊗ Wt) and c2(Vs ⊗ Wt) ⊆ Vst s ⊗ Wst .
Let us say that an element of V ⊗ V ⊗W has degree (r′, s′, t′), where r′, s′, t′ ∈ G , if it is contained
in Vr′ ⊗ Vs′ ⊗ Wt′ . Eq. (1.9) implies that
ϕ2 = id+ c1,2 − c22,3c1,2 − c1,2c22,3c1,2.
Hence any element of ϕ2(id⊗ϕ1)(Vr ⊗ Vs ⊗Wt) is the sum of eight homogeneous elements of degree
(r, s, t), (r  s, r, t), (r  s, rt  r, r  t), (rst  r, r  s, r  t), (r, st  s, s  t),
(rst  s, r, s  t), (rst  s, rsts−1  r, rs  t), (rst  r, rst  s, rs  t),
respectively.
(2) By deﬁnition of X2 it suﬃces to show that the second degree in the above list appears only
once. Since t  r 
= r and s  t 
= t , looking at the third components shows that the second degree can
only coincide with the ﬁrst, seventh or last one. Looking at the ﬁrst components we can exclude all
these degrees since r 
= s, st 
= ts, and s 
= t  r. Hence (2) holds.
(3) Since st = ts, at most the ﬁrst four entries in the list above the proof of (2) appear as degrees
of homogeneous summands of ϕ2(id⊗ ϕ1)(Vr ⊗ Vs ⊗ Wt). Further, by the assumption (id− c2)(Vs ⊗
Wt) 
= 0 it suﬃces to show that the ﬁrst degree differs from the other three. If r  s 
= s or r  t 
= t
then r 
= s since st = ts. Hence r  s 
= r, and the claim holds. 
Recall that for any group H a kH-module W is called absolutely simple if k¯ ⊗k W is a simple
k¯H-module for any ﬁeld extension k¯ of k [CR90, (3.42)]. By Schur’s Lemma the center of a group acts
on a ﬁnite-dimensional absolutely simple module by a character. In particular, any ﬁnite-dimensional
absolutely simple module of an abelian group is one-dimensional.
Let g ∈ G and let (V ,ρ) be a representation of kGg . Then the induced kG-module
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is a Yetter–Drinfeld module over G , where the action of G is left multiplication and the coaction of G
is given by the map δ(h⊗ v) = hgh−1 ⊗ (h⊗ v) for all h ∈ G , v ∈ V . Then M(g,ρ) =⊕s∈Og M(g,ρ)s ,
where Og denotes the conjugacy class of g in G . Hence M(g,ρ) is ﬁnite-dimensional if and only if
Og is ﬁnite and V is ﬁnite-dimensional.
Remark 1.10. 1. Let g, g′ ∈ G and let (V ,ρ) and (V ,ρ ′) be representations of Gg and Gg′ , respectively.
The Yetter–Drinfeld modules M(g,ρ) and M(g′,ρ ′) in GGYD are isomorphic if and only if there exists
h ∈ G such that g′ = h  g and V ′  V as kGg -modules, where V ′ is a Gg-module via x · v ′ := (h  x)v ′
for all x ∈ Gg , v ′ ∈ V ′ .
2. A Yetter–Drinfeld module in GGYD is simple respectively absolutely simple if and only if it is
isomorphic to M(g,ρ) for some g ∈ G and a representation (V ,ρ) of Gg such that V is a simple
respectively absolutely simple kGg-module. In particular, if M is a simple Yetter–Drinfeld module in
G
GYD and g ∈ G and m ∈ Mg with m 
= 0, then M = kGm.
Lemma 1.11. Let V ,W be ﬁnite-dimensional absolutely simple objects in GGYD. Assume that (id−c2)(V ⊗W )
is absolutely simple or zero. Let s, t ∈ G such that V s,Wt 
= 0. Then (st)2 = (ts)2 .
Proof. If st = ts then the claim holds trivially. Otherwise (id− c2)(V ⊗ W ) 
= 0, and the claim follows
as in the proof of [HS10, Prop. 8.5(1)]. 
For the calculation of the Weyl groupoid of a family of irreducible Yetter–Drinfeld modules one
has to deal with duals of Yetter–Drinfeld modules. For ﬁnite-dimensional Yetter–Drinfeld modules
over groups left and right duals coincide: if X ∈ GGYD, then X∗ is the dual vector space of X with the
Yetter–Drinfeld module structure given by
(
gx∗
)
(x) = x∗(g−1x), x∗(−1) ⊗ x∗(0)(y) = h−1 ⊗ x∗(y) (1.19)
for all g,h ∈ G , x ∈ X , y ∈ Xh , x∗ ∈ X∗ , where δ(x∗) = x∗(−1) ⊗ x∗(0) . Further, if X is irreducible then so
is X∗ . In particular, M(g,ρ)∗  M(g−1,ρ∗) in GGYD for all g ∈ G and all ﬁnite-dimensional represen-
tations ρ of Gg = Gg−1 , where ρ∗ is the dual representation of ρ .
2. Weyl groupoids of Nichols algebras
Let H be a Hopf algebra with bijective antipode. Let θ ∈ N0 and I = {1,2, . . . , θ}. The standard
basis of ZI is denoted by {α1, . . . ,αθ }. We write Fθ for the class of θ -tuples of ﬁnite-dimensional ir-
reducible objects in HHYD, and Xθ for the set of θ -tuples of isomorphism classes of ﬁnite-dimensional
irreducible objects in HHYD. For each N = (N1, . . . ,Nθ ) ∈ Fθ let [N] = ([N1], . . . , [Nθ ]) ∈ Xθ denote the
corresponding θ -tuple of isomorphism classes. For any N ∈ Fθ the Nichols algebra B(N1 ⊕ · · · ⊕ Nθ )
is denoted by B(N). For all N ∈ Fθ deﬁne an algebra grading by Nθ0 on the Nichols algebra B(N) by
degN j = α j for all j ∈ I, see [AHS08, Rem. 2.8]. We call this the standard Nθ0-grading of B(N). For any
N ∈ Fθ and any Nθ0-graded object X =
⊕
α∈Nθ0 Xα ⊆ B(N) in
H
HYD let
HX (t) =
∑
α∈Nθ0
(dim Xα)t
α ∈ N0t1, . . . , tθ (2.1)
be the (multivariate) Hilbert series of X .
There are two properties of a family N ∈ Fθ which will be essential for our analysis. The ﬁrst
one was introduced in [HS10, Def. 6.1]. For any N ∈ Fθ the Nichols algebra B(N) of N is called
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irreducible Nθ0-graded objects in
H
HYD such that
B(N) 
⊗
l∈LB(Wl) (2.2)
as Nθ0-graded objects in
H
HYD. In such a decomposition the isomorphism classes of the Yetter–Drinfeld
modules Wl and their degrees in Nθ0 are uniquely determined by [HS10, Lemma 4.7], and we deﬁne
the positive roots [N]+ and the roots [N] of [N] by

[N]
+ =
{
deg(Wl)
∣∣ l ∈ L}, [N] =[N]+ ∪ −[N]+ .
For all α ∈ Zθ let tα = tn11 · · · tnθθ ∈ N0[t±11 , . . . , t±1θ ], where α =
∑
i∈I niαi .
The second property is the existence of suﬃciently many reﬂections. This is needed for the deﬁni-
tion of the Weyl groupoid, see [HS10, Section 6]. Let i ∈ I and N ∈ Fθ . We say that N is i-ﬁnite, if for
all j ∈ I \ {i} equation (adNi)m(N j) = 0 holds in B(N) for some m ∈ N0. If N is not i-ﬁnite, then let
Ri(N) = N and ri([N]) = [N]. Assume now that N is i-ﬁnite. Let aNii = 2 and for all j ∈ I \ {i} let
aNi, j = −max
{
m ∈ N0
∣∣ (adNi)m(N j) 
= 0 in B(N)}. (2.3)
Clearly, for all N, P ∈ Fθ with [N] = [P ] and all i, j ∈ I the equality aNi, j = aPi, j holds, and hence we
may write a[N]i, j instead of a
N
i, j if needed. Deﬁne
Ri(N) =
(
Ri(N)1, . . . , Ri(N)θ
)
, ri
([N])= [Ri(N)], (2.4)
where
Ri(N) j =
{
N∗i if j = i,
(adNi)
−aNi, j (N j) if j 
= i.
(2.5)
The Yetter–Drinfeld modules Ri(N) j are irreducible by [AHS08, Thm. 3.8]. Hence these deﬁnitions
yield maps Ri : Fθ → Fθ and ri : Xθ → Xθ for all i ∈ I. For all N ∈ Fθ let
Fθ (N) =
{
Ri1 Ri2 · · · Rik (N)
∣∣ k ∈ N0, i1, . . . , ik ∈ I}, (2.6)
Xθ (N) =
{
ri1ri2 · · · rik
([N]) ∣∣ k ∈ N0, i1, . . . , ik ∈ I}. (2.7)
We say that a family N ∈ Fθ admits all reﬂections, if all families P ∈ Fθ (M) are i-ﬁnite for all i ∈ I.
Based on an argument of Rosso [Ros98] it was shown in [HS10, Cor. 6.17] that N admits all reﬂections
if B(N) is decomposable and has ﬁnite Gelfand–Kirillov dimension.
The notion of a Cartan scheme and its Weyl groupoid was introduced in [CH09c], see also
[HS10, Section 5]. The following theorem was formulated in [HS10, Thm. 6.10]. It is a consequence of
several results in [AHS08].
Theorem 2.1. Let N ∈ Fθ . Assume that N admits all reﬂections. Then
C(N) = (I,Xθ (N), (ri |Xθ (N))i∈I, (AX)X∈Xθ (N))
is a Cartan scheme, that is, for all X ∈ Xθ (N) the matrix AX is a generalized Cartan matrix, ri(ri(X)) = X for
all i ∈ I, and aXi, j = ari(X)i, j for all i, j ∈ I.
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Weyl groupoid of C(M). This is the category where the objects are the elements of Xθ (M) and
the morphisms are the compositions of the reﬂections sXi ∈ Aut(ZI ) with i ∈ I and X ∈ Xθ (M),
where sXi (α j) = α j − aXi, jαi for all i, j ∈ I and X ∈ Xθ (M), and sXi is considered as a morphism in
Hom(X, ri(X)). We will write si instead of sXi if X is uniquely determined by the context.
Real roots can be deﬁned for the Weyl groupoid of any Cartan scheme. In our context this looks
as follows. For all X ∈ Xθ (M) let
Hom
(W(M), X)= ⋃
Y∈Xθ (M)
Hom(Y , X) (disjoint union) (2.8)
and
X re = {w(αi) ∣∣ i ∈ I, w ∈ Hom(W(M), X)}, (2.9)
where w ∈ Hom(W(M), X) is interpreted as an element in Aut(ZI ). The elements of X re are called
real roots of X . A real root α ∈X re is called positive if α ∈ NI0. The set of positive real roots is denoted
by X re+ .
By deﬁnition, the Weyl groupoid W(M) is connected, that is, for all X, Y ∈ Xθ (M) the set
Hom(Y , X) is non-empty. We say that W(M) is ﬁnite if Xθ (M) is ﬁnite and Hom(X, Y ) is ﬁnite
for all X, Y ∈ Xθ (M).
Cartan schemes of rank two with a ﬁnite Weyl groupoid have been studied in detail in [CH09b]
and [CH09a]. Later on we will need the following property of such Cartan schemes.
Proposition 2.2. (See [HS10, Prop. 5.7].) Let C = C(I,X , (ri)i∈I , (AX )X∈X ) be a Cartan scheme of rank two.
If W(C) is ﬁnite then there exist X ∈ X and i, j ∈ I such that aXi, j ∈ {0,−1}.
Root systems of type C have been introduced in [CH09c, Def. 2.2] based on results of [HY08]. The
following fact is essential for this paper. The uniqueness follows from [CH09c, Prop. 2.12].
Theorem 2.3. (See [HS09, Thm. 6.15].) Let M ∈ Fθ . Assume that M admits all reﬂections and that[M] re is ﬁ-
nite. Then the Nichols algebra B(M) is decomposable, the families (X )X∈Xθ (M) and (X re)X∈Xθ (M) coincide,
and
(M) = (C(M), (X)X∈Xθ (M))
is the unique root system of type C(M).
The Cartan scheme C(M) of M is called standard if AM = AN for all Yetter–Drinfeld modules N ∈
Fθ (M).
Corollary 2.4. Let M ∈ Fθ . Assume that M admits all reﬂections. The following are equivalent.
1. The set[M] re is ﬁnite.
2. The Weyl groupoid W(M) is ﬁnite.
3. The Nichols algebra B(M) is decomposable and[M] is ﬁnite.
If C(M) is standard then (1)–(3) are equivalent to
4. AM is a Cartan matrix of ﬁnite type.
In this case B(N) is decomposable for all N ∈ Fθ (M), the families (X )X∈Xθ (M) and (X re)X∈Xθ (M) coincide,
and (C(M), (X )X∈Xθ (M)) is the unique root system of type C(M).
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(1) implies (3) by Theorem 2.3. By deﬁnition of [M] re it follows that X re is ﬁnite for all X ∈
Xθ (M), and hence the last claim of the corollary holds by Theorem 2.3.
Now we prove that (2) follows from (3). Since B(M) is decomposable and [M] is ﬁnite, by
[HS10, Cor. 6.12] we obtain that (M) is a root system of type C(M). Hence W(M) is ﬁnite by
[CH09c, Lemma 2.11], see also [HS10, Lemma 5.1].
Finally assume that C(M) is standard. Then (2) implies (4) by [HS10, Cor. 5.4], and (4) implies (1)
since the Weyl group of a Cartan matrix of ﬁnite type is ﬁnite. 
Theorem 2.5. (See [HS10, Thm. 7.2(3)].) Let M ∈ Fθ . Assume that M admits all reﬂections and that [M] re is
ﬁnite. Let i, j ∈ I with i 
= j. Then (adMi)m(M j) ∈ HHYD is irreducible for all 0m −aMi, j and zero for all
m > −aMi, j .
The next theorem shows how to obtain rather detailed information on the Nichols algebra of
M1 ⊕ · · · ⊕ Mθ by computing the Weyl groupoid under the assumptions that there are only ﬁnitely
many real roots of M . By Corollary 2.4 the real roots form a root system of type C(M), and W(M)
is ﬁnite. The length function on morphisms of W(M) is deﬁned as for Coxeter groups (see [HS09,
Section 1]). Part (4) of Theorem 2.6 can be viewed as a PBW-type decomposition of B(M) in a sense
which is much stronger than decomposability of the Nichols algebra. We denote by B(M)coB(Mi) ,
where 1 i  θ , the set of coinvariant elements for the natural projection B(M) → B(Mi).
Theorem 2.6. Let M ∈ Fθ . Assume that M admits all reﬂections and that [M] re is ﬁnite. Let w ∈
Hom(W(M), [M]) be a longest element, and let w = idMsi1 · · · sim be a reduced decomposition. Deﬁne
β1 = αi1 , β2 = s
ri1 ([M])
i1
(αi2), . . .
βm = sri1 ([M])i1 s
ri2 ri1 ([M])
i2
· · · srim−1 ···ri1 ([M])im−1 (αim ).
Then [M]+ = {β1, . . . , βm} and βk 
= βl for all 1  k, l  m, k 
= l. There are ﬁnite-dimensional irreducible
subobjects Mβl ⊆ B(M) in HHYD of degree βl for all 1 lm with Mβ1 = Mi1 and Mβl ⊆ B(M)coB(Mi1 ) for
all 2 lm such that
1. Mβl  Ril−1 · · · Ri2 Ri1 (M)il in HHYD for all 1 lm.
2. If βl for some 2 l m is of the form βl = tαi1 + α j , where t ∈ N0 , 1 j  θ , and j 
= i1 , then Mβl =
(adMi1 )
t(M j).
3. For each 1  l  m the identity on Mβl induces an isomorphism k〈Mβl 〉  B(Mβl ) of algebras and of
N
θ
0-graded objects in
H
HYD.
4. The multiplication map
k〈Mβm 〉 ⊗ · · · ⊗ k〈Mβ2〉 ⊗ k〈Mβ1〉 → B(M)
is an isomorphism of Nθ0-graded objects in
H
HYD.
Proof. For all 1 j  θ let T R j(M)j : B(R j(M)) → B(M) be the linear map deﬁned in [HS09, Def. 6.5].
By [HS09, Section 7] the maps T
R j(M)
j are related to Lusztig’s automorphisms Tα of quantized en-
veloping algebras. Deﬁne Mβl for all 1  l  m as in [HS09, Lemma 6.6] (with N replaced by M)
by
Mβl = T
Ri1 (M)
i T
Ri2 Ri1 (M)
i · · · T
Ril−1 ···Ri2 Ri1 (M)
i
(
Ril−1 · · · Ri2 Ri1(M)il
)
.1 2 l−1
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and (1), (3) and (4) hold by [HS09, Cor. 6.16, Lemma 6.6]. By deﬁnition the image of T
Ri1 (M)
i1
is
contained in B(M)coB(Mi1 ) . Hence Mβl ⊆ B(M)coB(Mi1 ) for all 2  l m. To prove (2) let 2  l m
and assume that βl = tαi1 + α j , where t ∈ N0, 1 j  θ , and j 
= i1. By formula (6.13) in [HS10] the
subspace of B(M)coB(Mi1 ) of all elements of degree βl is equal to (adMi1 )t(M j), hence zero or simple
by Theorem 2.5. Since deg(Mβl ) = βl the equality Mβl = (adMi1 )t(M j) follows. 
We will use the following special case of Theorem 2.6. In this case the subobjects Mβl of B(M)
are uniquely determined.
Corollary 2.7. Let M = (V ,W ) ∈ F2 . Assume that M admits all reﬂections and that C(M) is standard.
(1) If AM = ( 2 −1−1 2 ) then [M] re is ﬁnite, and the objects Mβl ∈ GGYD in Theorem 2.6 with respect to the
reduced decomposition idMs1s2s1 of the longest word in Hom(W(M), [M]) are
Mβ3 = W , Mβ2 = (ad V )(W ), Mβ1 = V .
(2) If AM = ( 2 −2−1 2 ) then [M] re is ﬁnite, and the objects Mβl ∈ GGYD in Theorem 2.6 with respect to the
reduced decomposition idMs1s2s1s2 of the longest word in Hom(W(M), [M]) are
Mβ4 = W , Mβ3 = (ad V )(W ), Mβ2 = (ad V )2(W ), Mβ1 = V .
Proof. In (1) respectively (2) the Cartan matrix AM is of type A2 respectively B2 and s1s2s1 re-
spectively s1s2s1s2 is a reduced decomposition of the longest word in the Weyl group of AM .
With respect to this reduced decomposition one obtains β1 = α1, β2 = α1 + α2, β3 = α2 in (1) and
β1 = α1, β2 = 2α1 +α2, β3 = α1 +α2, β4 = α2 in (2). Since AM is of ﬁnite Cartan type, the set [M] re
is ﬁnite by Corollary 2.4. Hence the claim follows from Theorem 2.6(2). 
Remark 2.8. The above results can be applied to study ﬁnite-dimensional Nichols algebras. Indeed,
assume that B(M) is ﬁnite-dimensional. Then [AHS08, Cor. 3.18] implies that M admits all reﬂections,
and [M] re is ﬁnite by [AHS08, Prop. 3.23].
3. A class of groups
In this section we introduce nearly abelian groups and exceptional pairs of conjugacy classes. We
give a characterization of those nearly abelian groups which admit Nichols algebras with ﬁnite root
system of rank two.
3.1. Nearly abelian groups and exceptional pairs
Deﬁnition 3.1. We say that a group G is nearly abelian if the commutator [G,G] is a non-trivial cyclic
subgroup of G and the conjugacy class of a generator (equivalently, any element) of [G,G] consists of
at most two elements.
Remark 3.2. Let G be a nearly abelian group. Then any non-abelian epimorphic image of G is nearly
abelian.
Let us consider some examples of nearly abelian groups. For all n ∈ N0 with n 2 let
Gn =
〈
g,h, 
∣∣ hg = gh, g = −1g, h = h, n = 1〉. (3.1)
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 → (1,0,0), h → (0,1,0), g → (0,0,1).
Remark 3.3. Let G˜n denote the group
G˜n =
〈
g,h
∣∣ (gh)2 = (hg)2, g2h = hg2, ghn = hng〉.
Then there is a unique group isomorphism Gn → G˜n mapping g to g , h to h, and  to hgh−1g−1.
Using this presentation, the relevance of the group Gn for ﬁniteness results on Nichols algebras over
groups becomes clearer in view of Lemma 1.11.
Let n ∈ N2. In order to prove that Gn is nearly abelian we collect some information on Gn .
Clearly, any element of Gn can be written uniquely as a product  ih j gk , where i ∈ {0,1, . . . ,n− 1}
and j,k ∈ Z. Thus Gn is non-abelian. The table for the conjugation by generators is as follows:
 h g  ih j g2k  ih j g2k+1
  h 2g  ih j g2k  i+2h j g2k+1
h  h g  ih j g2k  i+1h j g2k+1
g −1 −1h g −i− jh j g2k −i− jh j g2k+1
This implies that the center of Gn is Z(Gn) = 〈−1h2,hn, g2〉, and the quotient Gn/Z(Gn) is isomorphic
to the dihedral group Dn with 2n elements. The conjugacy classes of Gn are
Oz = {z}, Oh j z =
{
h jz, − jh j z
}
,
Ogz =
{
mgz
∣∣ 0m n − 1}, Ohgz = {mhgz ∣∣ 0m n− 1},
where z ∈ Z(Gn) and 1 j  n/2. If n is odd then Ohgz = Ogz(−1h2)(n+1)/2h−n .
Remark 3.4. In contrast to the general case, the center of G3 is generated by two elements. More
precisely, Z(G3) = 〈h, g2〉. Let z = h. Then
G3 =
〈
g, z, 
∣∣ g = −1g, z = z, 3 = 1〉.
Lemma 3.5. Let n  2. Then any non-abelian epimorphic image of Gn is nearly abelian and is generated by
the image of Og ∪ Oh.
Proof. By Remark 3.2 it suﬃces to prove that Gn is nearly abelian and is generated by Og ∪ Oh .
Since Og = {mg | m ∈ {0,1, . . . ,n − 1}}, the group Gn is generated by Og and Oh . Since  ∈
[G,G], the subgroup 〈〉 of G is normal, and G/〈〉 is abelian, we conclude that [G,G] = 〈〉. Since
O = {, −1}, the claim follows. 
The following deﬁnition is motivated by Lemma 1.9 and Remark 3.3.
Deﬁnition 3.6. Let G be a group and let O1, O2 be two conjugacy classes of G . We say that the pair
(O1,O2) is exceptional if the following conditions hold.
1. The conjugacy classes O1 and O2 are ﬁnite.
2. (st)2 = (ts)2 for all s ∈ O1, t ∈ O2.
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#{r′, s′, t′  r′} = 3, st 
= ts, s′t′ 
= t′s′ the elements rst and r′s′t′ are conjugate in G .
4. For all r, s, r′, s′ ∈ O1 (respectively O2) and t, t′ ∈ O2 (respectively O1) with r  t = s  t = t ,
r′  t′ = s′  t′ = t′ , rs 
= sr, r′s′ 
= s′r′ the elements rst and r′s′t′ are conjugate in G .
For abelian groups G any pair of conjugacy classes is exceptional. In Theorem 3.8 we will demon-
strate that for non-abelian groups the existence of exceptional pairs is very restrictive.
Remark 3.7. Let f : F → G be an epimorphism of groups and let (O′1,O′2) be an exceptional pair
of conjugacy classes of F . Let O1 = f (O′1) and O2 = f (O′2). Then the pair (O1,O2) of conjugacy
classes of G satisﬁes properties (1)–(3) in Deﬁnition 3.6. If moreover the restriction of f to O′1 ∪ O′2
is injective then (O1,O2) is exceptional.
The following theorem is the main result of this section.
Theorem 3.8. Let G be a group. The following are equivalent.
1. The group G is nearly abelian and there exists an exceptional pair (O1,O2) of conjugacy classes of G such
that G is generated by O1 ∪ O2 .
2. The group G is a non-abelian epimorphic image of Gn for n ∈ {2,3,4}.
To prove Theorem 3.8 we ﬁrst analyze the structure of groups with cyclic commutator.
Lemma 3.9. Let G be a group such that [G,G] is cyclic, and let  be a generator of [G,G]. Then Ox ⊆
{mx | m ∈ Z} for all x ∈ G. Moreover G is generated by a union of ﬁnite conjugacy classes if and only if 
has ﬁnite order in G.
Proof. The relation Ox ⊆ {mx |m ∈ Z} for x ∈ G follows from the fact that [G,G] is generated by  .
If the order of  is ﬁnite then the conjugacy classes of G are ﬁnite by the ﬁrst claim of the lemma.
Assume now that G is generated by ﬁnite conjugacy classes and that the order of  is inﬁnite.
Then  is a central element of G . Indeed, if g 
= g for some g ∈ G then   g = mg for some
m ∈ Z \ {0}, since [G,G] is generated by  . Hence kmg = k  g ∈ Og for all k ∈ Z which is impossible
since the conjugacy classes of G are ﬁnite.
Let g,h ∈ G such that gh 
= hg . Then gh = mhg for some m ∈ Z \ {0}. Since  is central, we
conclude that mkh = gk  h ∈ Oh for all k ∈ Z. This is a contradiction to the ﬁniteness of Oh , and
hence  has ﬁnite order. 
Lemma 3.10. Let G be a non-abelian group generated by the union of two ﬁnite conjugacy classes O1 , O2 . The
following are equivalent.
1. The commutator [G,G] is cyclic.
2. There exist g ∈ O1 , h ∈ O2 ,  ∈ G and m0,m1,m2,n ∈ N0 such that
(a) G is generated by g,h,  ,
(b) [G,G] is generated by  ,
(c) g = m1 g, h = m2h, hg = m0 gh, and the order of  is n 2,
(d) m0,m1,m2 < n, gcd(m1,n) = gcd(m2,n) = gcd(m0,m1 − 1,m2 − 1,n) = 1.
Proof. First we prove that (2) implies (1) without using (b) and (d). Let g ∈ O1, h ∈ O2,  ∈ G and
m0,m1,m2,n ∈ N0 satisfying (a) and (c). Then for any two generators x, y ∈ {g,h, } of G there exists
m ∈ Z such that x  y = my. Thus for all x, y ∈ G there exists m ∈ Z such that x  y = my. This
implies that the generators of [G,G] are contained in 〈〉, and hence [G,G] is cyclic.
Now we show that (1) implies (2). Let  be a generator of [G,G] and let g ∈ O1, h ∈ O2. Let
n be the order of  which is ﬁnite by Lemma 3.9 and not 1 since G is non-abelian. Lemma 3.9
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and km1 = 1 then g = km1 g = gk by (2)(c), and hence k = 1. Therefore gcd(m1,n) = 1. Similarly,
gcd(m2,n) = 1.
It remains to prove that gcd(m0,m1 − 1,m2 − 1,n) = 1. Let d = gcd(m0,m1 − 1,m2 − 1,n), m′0 =
m0/d, n′ = n/d, and ′ = d . Then
g′ = ′m1 g, h′ = ′m2h, hg = ′m′0 gh, ′n′ = 1.
Since G is non-abelian, not all of m0, m1 − 1, m2 − 1 are zero. Moreover m0, m1 − 1, m2 − 1 < n,
and hence n′  2. Since d divides m0,m1 − 1,m2 − 1, (2)(c) implies that Og ⊆ {mdg | m ∈ Z} and
Oh ⊆ {mdh | m ∈ Z}. Since G is generated by Og ∪ Oh , we conclude that G is generated by g,h
and ′ . The ﬁrst part of the proof of the lemma applied to g,h,  ′ implies that [G,G] ⊆ 〈′〉. Since
[G,G] = 〈〉 and the order of  is ﬁnite, it follows that d = 1. 
Lemma 3.11. Let G be a group and let g,h,  ∈ G and m0,m1,m2 ∈ Z such that the equations in
Lemma 3.10(2)(c) hold. Then
1. (gh)2 = (hg)2 if and only if m0(1+m1m2) = 1, and
2. (g(  h))2 = ((  h)g)2 if and only if (m1−1)(m2−1)(1+m1m2)m0(1+m1m2) = 1.
Proof. The claim follows by direct calculation. For (2) use that   h = 1−m2h. 
Proof of Theorem 3.8. First we prove that (2) implies (1). Let n ∈ {2,3,4}. Any epimorphism Gn → G ,
where n  2, factorizes over Gm , where m is the order of the image of  in G . (This holds without
the assumption that n  4.) Thus we may assume that the restriction of the epimorphism Gn → G
to any conjugacy class is injective. Hence by Remarks 3.2 and 3.7 it suﬃces to consider G = Gn . Let
O1 = Og and O2 = Oh . By Lemma 3.5 the group Gn is nearly abelian and is generated by Og ∪Oh . Let
s = k g , t = mh with m,k ∈ {0,1, . . . ,n−1}. Then (st)2 = (k−mgh)2 = (gh)2 and (ts)2 = (m+khg)2 =
(m+k+1gh)2 = (gh)2, and hence (st)2 = (ts)2. Therefore Deﬁnition 3.6(1), (2) hold for (Og,Oh).
We prove Deﬁnition 3.6(3) for (Og,Oh). If n = 2 then #Og = #Oh = 2, and hence Deﬁnition 3.6(3)
holds trivially. Assume now that n = 3 or n = 4. Since #Oh = 2, it suﬃces to consider r, s, r′, s′ ∈ Og
and t, t′ ∈ Oh for the proof of Deﬁnition 3.6(3). Let r = k1 g , s = k2 g , t = k3h with k3 ∈ {0,−1}. Then
rst = k1−k2+k3hg2. Moreover t r = k1+1+2k3 g , and hence #{r, s, t r} = 3 if and only if k1−k2+k3 
≡
k3 (mod n) and k1−k2+k3 
≡ −1−k3 (mod n). The latter is equivalent to k1−k2+k3 
≡ 0,−1 (mod n).
Thus if n = 3 then rst = hg2, and if n = 4 then rst ∈ {hg2, 2hg2}. Since g  2hg2 = hg2 for n = 4,
the conjugacy class of rst is independent of k1,k2,k3. Thus Deﬁnition 3.6(3) holds for (Og,Oh).
Deﬁnition 3.6(4) for (Og,Oh) is fulﬁlled trivially, since no element of Og commutes with h, and
hence st 
= ts for all s ∈ Og and t ∈ Oh . Therefore (Og,Oh) is exceptional.
Now we prove that (1) implies (2). By (1) and Lemma 3.10 there exist g ∈ O1, h ∈ O2,  ∈ G and
m0,m1,m2,n ∈ N0 such that (2)(a)–(d) in Lemma 3.10 hold.
We distinguish the cases #O = 1 and #O = 2.
Case 1. #O = 1. In this case  is central in G . Then m1 = m2 = 1 and gcd(m0,n) = 1.
Lemma 3.11(1) implies that 2m0 = 1, and hence 2 = 1. Therefore G is a non-abelian epimorphic
image of G2.
Case 2. #O = 2. Then  is not central in G , and hence g   
=  or h   
=  by (2)(a) in
Lemma 3.10. Since g   = m1 and h   = m2 by (2)(c) in Lemma 3.10, it follows that O =
{, m1 , m2 }. By exchanging O1 and O2 if necessary, we may assume that m1 
= 1, and hence
m2 ∈ {1,m1}. (3.2)
Moreover g  m1 
= g   = m1 , and hence g  m1 =  . This implies that m21 =  , that is,
m21 ≡ 1 (mod n). (3.3)
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gcd(m0,m1 − 1,n) = 1. (3.4)
Case 2.1. m2 = 1. By Lemma 3.11(1) and since (Og,Oh) is exceptional we conclude that
m0(1+m1) ≡ 0 (mod n). Hence gcd(m0(1+m1),m21 − 1,n(1+m1)) = 1+m1 by (3.4), that is
m1 ≡ −1 (mod n) (3.5)
by Eq. (3.3).
Case 2.1.1. m0 = 0. Recall that G is generated by g,h,  and the relations
g = −1g, h = h, hg = gh, ord = n
hold in G . Then Oh = {h}. Since gcd(2,n) = 1, we obtain that n is odd and Og = {k g | 0 
k < n}. Since (Og,Oh) is exceptional, Property (4) in Deﬁnition 3.6 with r = g , r′ = 2g , s = s′ = g ,
t = t′ = h implies that n = 3. Indeed, Orst = {hg2, −1hg2} and Or′s′t′ = {2hg2, −2hg2}, and hence
Orst = Or′s′t′ implies that n = 3. Then by Remark 3.4 the group G is a non-abelian epimorphic image
of G3.
Case 2.1.2. m0 
= 0. Let r = k g , s = g , t = h such that 0 < k < n and k 
= −m0. Then #{r, s, t  r} = 3,
st 
= ts, and Orst = Okhg2 = {khg2, −k−m0hg2}. Since there are n − 2 possibilities for k, and in all
cases Orst has to be the same by Property (3) in Deﬁnition 3.6, it follows that n  4. The relation
gcd(m0,2,n) = 1 implies that (m0,n) ∈ {(1,2), (1,3), (2,3), (1,4), (3,4)}. In all cases gcd(m0,n) = 1,
and hence by replacing  by m0 we may assume that m0 = 1. Hence G is a non-abelian epimorphic
image of Gn with 2 n 4.
Case 2.2. m2 = m1 . Recall that m1 
= 1, m21 ≡ 1 (mod n) by (3.3). Since (Og,Oh) is exceptional,
Deﬁnition 3.6(2) and Lemma 3.11(1), (2) imply that 2m0 = 1 and 2(m1−1)2+2m0 = 1, that is 2m0 ≡ 0
(mod n) and 4(m1 − 1) ≡ 0 (mod n). Then (3.4) implies that
gcd
(
4m0,4(m1 − 1),4n
)= 4,
and hence 4≡ 0 (mod n). Therefore n = 2 or n = 4. Since m1 
= 1 and m21 ≡ 1 (mod n), we obtain that
n = 4 and m1 = 3. Then relations 2m0 ≡ 0 (mod n) and gcd(m0,m1 − 1,n) = 1 give a contradiction.
We obtain that there is no exceptional pair (O1,O2) leading to Case 2.2. 
3.2. Nichols algebras over nearly abelian groups with ﬁnite root system of rank two
Throughout this subsection let G be an arbitrary group.
Lemma 3.12. Let V ,W be ﬁnite-dimensional absolutely irreducible objects in GGYD. Let g,h ∈ G with
V g,Wh 
= 0. Assume that the subobject (ad V )(W ) of B(V ⊕ W ) is absolutely irreducible in GGYD and that
the subobjects (ad V )2(W ) and (adW )2(V ) of B(V ⊕ W ) are irreducible or 0 in GGYD. Then (Og,Oh) is an
exceptional pair of conjugacy classes of G.
Proof. By Theorem 1.1(2) with n = 1 we obtain that (ad V )(W )  (id − c2)(V ⊗ W ) in GGYD. Thus
Property (2) in Deﬁnition 3.6 holds for (Og,Oh) by Lemma 1.11.
By Theorem 1.1(2) we obtain that X2  (ad V )2(W ) in GGYD. Let r, s ∈ Og , t ∈ Oh as in Deﬁ-
nition 3.6(3). Then Lemma 1.9(2) and the conditions on r, s, t imply that (ad V )2(W )rst 
= 0. The
irreducibility of (ad V )2(W ) yields that a is conjugate to b for all a,b ∈ G with (ad V )2(W )a,
(ad V )2(W )b 
= 0, and hence Orst does not depend on r, s, t . Similar arguments using the irreducibil-
ity of (adW )2(V ) complete the proof of Property (3) in Deﬁnition 3.6. Property (4) follows similarly
using Lemma 1.9(3). 
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W ) < ∞ admits all reﬂections and the set [(V ,W )] re is ﬁnite. Therefore the following claims give
information on Yetter–Drinfeld modules having ﬁnite-dimensional Nichols algebra.
Proposition 3.13. Let V ,W be ﬁnite-dimensional absolutely irreducible objects in GGYD. Let g,h ∈ G with
V g,Wh 
= 0. Assume that (ad V )(W ) 
= 0 in B(V ⊕ W ). If (V ,W ) admits all reﬂections and [(V ,W )] re is
ﬁnite, then (Og,Oh) is an exceptional pair of conjugacy classes of G.
Proof. Assume that (V ,W ) admits all reﬂections and that [(V ,W )] re is ﬁnite. The assumption
(ad V )(W ) 
= 0 and Theorem 2.5 (applied to (V ,W ) and (k¯ ⊗k V , k¯ ⊗k W ), where k¯ is any ﬁeld
extension of k) imply that the Yetter–Drinfeld module (ad V )(W ) is absolutely irreducible, and the
Yetter–Drinfeld modules (ad V )2(W ) and (adW )2(V ) are (absolutely) irreducible or zero. Hence the
claim follows from Lemma 3.12. 
Theorem 3.14. Assume that G is nearly abelian. Let V ,W be ﬁnite-dimensional absolutely irreducible objects
in GGYD. Let g,h ∈ G with V g,Wh 
= 0. Assume that G is generated by Og ∪ Oh and that (ad V )(W ) 
= 0 in
B(V ⊕W ). If (V ,W ) admits all reﬂections and[(V ,W )] re is ﬁnite, then G is a non-abelian epimorphic image
of Gn with 2 n 4.
Proof. By Proposition 3.13 we obtain that (Og,Oh) is an exceptional pair of conjugacy classes of G .
Since G is generated by Og ∪ Oh , the claim holds by Theorem 3.8. 
4. Nichols algebras over G2
Let G be a non-abelian quotient group of G2. Thus  is central and has order two in G . We apply
the results in the previous sections to classify ﬁnite-dimensional Nichols algebras over G .
The considerations in Section 3.1 show that the conjugacy classes of G have cardinality one or
two, and for all x ∈ G the group 〈Ox〉 is commutative. Let g1, g2 ∈ G and assume that G = 〈Og1 ,Og2 〉.
Since G is non-abelian, we conclude that #Og1 = #Og2 = 2 and g1g2 
= g2g1. Hence g1g2 = g2g1,
and we may assume that g1 = g and g2 = h.
4.1. Calculation of the Cartan matrix
Let V = M(g,ρ) and W = M(h, σ ) for some absolutely simple modules ρ of Gg and σ of Gh .
Since the centralizers Gg = 〈, g,h2〉 and Gh = 〈,h, g2〉 are abelian, the representations ρ and σ are
one-dimensional. We want to decide when (V ,W ) admits all reﬂections, and whether [(V ,W )] re is
ﬁnite for those pairs. For the calculations we will need the structure of Xn = XV ,Wn for n  1, see
Eq. (1.10) for the deﬁnition.
Let v ∈ V g with v 
= 0. Then {v,hv} is a basis of V , and the degrees of these basis vectors are g ,
g . Let ζ,λ,μ ∈ k× such that
ρ() = ζ, ρ(g) = λ, ρ(h2)= μ. (4.1)
Then ζ 2 = 1. Similarly, let w ∈ Wh with w 
= 0. Then {w, gw} is a basis of W , and the degrees of
these basis vectors are h, h. Let ζ0, λ0,μ0 ∈ k× with
σ() = ζ0, σ (h) = λ0, σ
(
g2
)= μ0. (4.2)
Then ζ 20 = 1. The action of G on V and W , respectively, is given by the following tables.
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 ζ v ζhv
h hv μv
g λv ζλhv
M(h,σ ) w gw
 ζ0w ζ0gw
h λ0w ζ0λ0gw
g gw μ0w
Lemma 4.1.
1. The Yetter–Drinfeld module X1 is non-zero. Moreover, X1 is absolutely simple if and only if ζ ζ0μμ0 = 1.
2. Assume that ζ ζ0μμ0 = 1. Then X1  M(gh, σ1), where Ggh = 〈, gh, g2〉 and σ1 ∈ Ch(Ggh) with
σ1() = ζ ζ0 , σ1(gh) = −λλ0 , σ1(g2) = λ2μ0 . Let x1 = ϕ1(v ⊗ w). Then {x1, gx1} is a basis of X1 .
The degrees of these basis vectors are gh, gh. The action of G on X1 is given by the following table.
X1 x1 gx1
 ζζ0x1 ζ ζ0gx1
h −λ−1λ0μ−10 gx1 −ζ ζ0λλ0x1
g gx1 λ2μ0x1
Proof. (1) Lemma 1.7 with X = W , x = w , F = 〈h〉 implies that V ⊗ W = kG(v ⊗ w), and hence
X1 = kGϕ1(v ⊗ w). Let x1 = ϕ1(v ⊗ w). Then
x1 = v ⊗ w − c2(v ⊗ w) = v ⊗ w − c(gw ⊗ v)
= v ⊗ w − hv ⊗ gw = v ⊗ w − ζhv ⊗ gw,
and hence x1 ∈ (V ⊗ W )gh is non-zero. We obtain that
ghx1 = ghv ⊗ ghw − ζ gh2v ⊗ ghgw = ζλhv ⊗ λ0gw − ζλμv ⊗ ζ0λ0μ0w
= −λλ0(ζ ζ0μμ0v ⊗ w − ζhv ⊗ gw).
Since Ggh = 〈gh, Z(G)〉, we conclude that X1 is absolutely simple if and only if ghx1 ∈ kx1, that is
ζ ζ0μμ0 = 1.
(2) Since ζ ζ0μμ0 = 1, the calculation in (1) shows that X1 = kGx1 and ghx1 = −λλ0x1. It follows
that σ1 is a well-deﬁned character on Ggh and that X1  M(gh, σ1). The remaining part of (2) can be
obtained from the general theory of Yetter–Drinfeld modules. 
Lemma 4.2. Assume that ζ ζ0μμ0 = 1. Then
1. X2 = 0 if and only if λ = −1, and
2. X2 is absolutely simple if and only if λ = 1 and chark 
= 2.
Proof. Lemma 1.7 with X = X1, x = x1, F = 〈gh〉 implies that V ⊗ X1 = kG(v ⊗ x1), and hence X2 =
kGϕ2(v ⊗ x1). Let x′2 = ϕ2(v ⊗ x1). Then
x′2 = v ⊗ x1 − c2(v ⊗ x1) + (id⊗ ϕ1)c1,2(v ⊗ v ⊗ w − ζ v ⊗ hv ⊗ gw)
= v ⊗ x1 − c(gx1 ⊗ v) + (id⊗ ϕ1)(gv ⊗ v ⊗ w − ζ ghv ⊗ v ⊗ gw)
= v ⊗ x1 − ghv ⊗ gx1 + gv ⊗ ϕ1(v ⊗ w) − ζ ghv ⊗ gϕ1
(
λ−1v ⊗ w)
= v ⊗ x1 − λhv ⊗ gx1 + λv ⊗ x1 − hv ⊗ gx1
= (1+ λ)(v ⊗ x1 − hv ⊗ gx1).
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if λ 
= −1 then X2 = kGx2. Since Gg2h = 〈h, Z(G)〉, it follows that kGx2 is absolutely simple in GGYD
if and only if λ 
= −1 and hx2 ∈ kx2. Next we calculate hx2:
hx2 = hv ⊗ hx1 − h2v ⊗ hgx1
= −λ−1λ0μ−10 hv ⊗ gx1 + ζ ζ0μ−10 v ⊗ ζ ζ0λλ0x1
= λλ0μ−10
(
v ⊗ x1 − λ−2hv ⊗ gx1
)
.
Thus X2 is absolutely simple in GGYD if and only if λ2 = 1 and λ 
= −1. This proves the lemma. 
Lemma 4.3. Assume that ζ ζ0μμ0 = 1, λ = 1, and chark 
= 2. Let n ∈ N0 with n 1. Then Xn = 0 if and only
if chark= p > 0 and n p. If Xn 
= 0 then Xn  M(gnh, σn), where Ggnh = 〈, gnh, g2〉 and σn ∈ Ch(Ggnh)
with σn() = ζnζ0 , σn(gnh) = (−1)nλ0 , σn(g2) = μ0 .
Proof. For all n ∈ N0 deﬁne inductively xn ∈ V⊗n ⊗ W by x0 = w and
xn = v ⊗ xn−1 − ζnhv ⊗ gxn−1 for all n 1.
It is enough to show that xn ∈ (V⊗n ⊗ W )gnh , kGxn  M(gnh, σn), ϕn(v ⊗ xn−1) = nxn , and Xn =
n!kGxn for all n ∈ N0 with n 1. By Lemma 4.1 these assertions are true for n = 1.
Let n 1, and assume that the above claims hold for n. Since
ggnh = (hgh−1)(ggnhg−1)= gn+1h,
we conclude ﬁrst that xn+1 ∈ (V⊗n+1 ⊗ W )gn+1h . By induction hypothesis and Lemma 1.7 we obtain
that
Xn+1 = ϕn+1(V ⊗ Xn) = n!ϕn+1(V ⊗ kGxn) = n!kGϕn+1(v ⊗ xn),
and that
ϕn+1(v ⊗ xn) =
(
id− c2)(v ⊗ xn)
+ (id⊗ ϕn)c1,2
(
v ⊗ v ⊗ xn−1 − ζnv ⊗ hv ⊗ gxn−1
)
= v ⊗ xn − c(gxn ⊗ v) + (id⊗ ϕn)
(
gv ⊗ v ⊗ xn−1 − ζnghv ⊗ v ⊗ gxn−1
)
= v ⊗ xn − ggnhg−1v ⊗ gxn + gv ⊗ nxn − ζnghv ⊗ ngxn
= (n+ 1)v ⊗ xn − (n+ 1)ζn+1hv ⊗ gxn = (n + 1)xn+1.
Thus Xn+1 = (n + 1)!kGxn+1 and ϕn+1(v ⊗ xn) = (n + 1)xn+1. It remains to show that kGxn+1 
M(gn+1h, σn+1). Equations
xn+1 = ζn+1ζ0xn+1, g2xn+1 = μ0xn+1
follow directly from the induction hypothesis and Eqs. (4.1), (4.2), and since λ = 1. Moreover
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= ζn+1hv ⊗ (−1)nλ0gxn − ζn+1μv ⊗ (−1)nζnζ0λ0μ0xn
= (−1)n+1λ0
(
v ⊗ xn − ζn+1hv ⊗ gxn
)= (−1)n+1λ0xn+1.
Thus kGxn+1  M(gn+1h, σn+1). 
By exchanging g and h one can immediately deduce from these calculations the structure of
(adW )m(V ) with m 1. We summarize the outcome of the computations of this section.
Proposition 4.4. Let V = M(g,ρ) and W = M(h, σ ), where ρ ∈ Ch(Gg) and σ ∈ Ch(Gh).
(1) The Yetter–Drinfeld modules (ad V )m(W ) and (adW )m(V ) are absolutely simple or zero for all m ∈ N0 if
and only if ρ(h2)σ (g2) = 1 and ρ(g2) = σ(h2) = 1.
(2) Assume that the equivalent conditions in (1) hold. The non-diagonal entries of the Cartan matrix A(V ,W )
are the following.
a(V ,W )1,2 =
{−1 if ρ(g) = −1,
1− p if ρ(g) = 1 and chark= p > 2,
and otherwise (ad V )m(W ) 
= 0 for all m ∈ N0 . Similarly,
a(V ,W )2,1 =
{−1 if σ(h) = −1,
1− p if σ(h) = 1 and chark= p > 2,
and otherwise (adW )m(V ) 
= 0 for all m ∈ N0 .
4.2. Calculation of the real roots
Let V = M(g,ρ) and W = M(h, σ ), where ρ ∈ Ch(Gg) and σ ∈ Ch(Gh). In order to calculate the
pairs R1(V ,W ) and R2(V ,W ) we need the dual Yetter–Drinfeld modules V ∗ and W ∗ . Recall from
the end of Section 1 that M(g,ρ)∗  M(g−1,ρ−1) and M(h, σ )∗  M(h−1, σ−1).
Lemma 4.5. Assume that ρ(h2)σ (g2) = 1, ρ(g2) = σ(h2) = 1, and that ρ(g) = −1 if chark = 0. Let
m = −a(V ,W )1,2 , g′ = g−1 , h′ = gmh, ′ =  . Then
1. h′g′ = ′g′h′ , ′g′ = g′′ , ′h′ = h′′ , and G = 〈g′,h′, ′〉,
2. R1(V ,W ) = (V ∗, (ad V )m(W )), V ∗  M(g′,ρ ′), and (ad V )m(W )  M(h′, σ ′), where ρ ′ ∈ Ch(Gg′ ),
σ ′ ∈ Ch(Gh′ ) with ρ ′(′h′2)σ ′(′g′2) = 1, ρ ′(g′) = ρ(g), and σ ′(h′) = σ(h).
Proof. The deﬁnition of G2 implies (1) for any integer m.
(2) Proposition 4.4 and the assumptions on the characters imply that m = −a(V ,W )1,2 is a well-
deﬁned nonnegative integer. The ﬁrst equation of (2) holds by deﬁnition. Let ρ ′ = ρ−1 and σ ′ = σm ∈
Ch(Gh
′
). Then V ∗  M(g′,ρ ′). Moreover (ad V )m(W )  Xm by Theorem 1.1(2), and Lemmas 4.1, 4.3
give that Xm  M(h′, σ ′). It remains to check the three equations on the characters ρ ′, σ ′ . Proposi-
tion 4.4 implies that if m > 1 then chark> 0 and m = chark− 1 is even. Lemmas 4.1 and 4.3 yield
that
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(
g′
)= ρ(g−1)−1 = ρ(g),
σ ′
(
h′
)= σm(gmh)= σ(h),
ρ ′
(
′h′2
)
σ ′
(
′g′2
)= ρ((gmh)2)−1σm(g−2)= ρ(m+1g2mh2)−1σm()σm(g−2)
= ρ()−mρ(h2)−1 · ρ()mσ()σ (g−2)= 1.
This proves the lemma. 
By symmetry, Lemma 4.5 can be carried over to reﬂections on W . We may conclude the following
theorem on Nichols algebras over G2.
Theorem 4.6. Let G be a non-abelian quotient group of G2 . Let V = M(g,ρ) and W = M(h, σ ), where
ρ ∈ Ch(Gg) and σ ∈ Ch(Gh). Assume that ρ(h2)σ (g2) = 1 and ρ(g) = σ(h) = −1.
1. There exists a character σ1 ∈ Ch(Ggh) with σ1() = ρ()σ (), σ1(gh) = −1, σ1(g2) = σ(g2). Then
B(V ⊕ W ) ⊇ (ad V )(W )  M(gh,σ1)
in GGYD. The embedding (ad V )(W ) → B(V ⊕ W ) induces a Z2-graded injective algebra map
B((ad V )(W )) → B(V ⊕ W ) in GGYD, where deg V = α1 , degW = α2 , deg((ad V )(W )) = α1 + α2 .
The multiplication map
B(W ) ⊗ B((ad V )(W ))⊗ B(V ) → B(V ⊕ W )
is an isomorphism of Z2-graded objects in GGYD.
2. The Yetter–Drinfeld modules V ,W , X1 = XV ,W1  (ad V )(W ) are of diagonal type. Their braiding matri-
ces (qij)1i, j2 with respect to the bases {v,hv}, {w, gw} and {x1, gx1} are( −1 −ρ()
−ρ() −1
)
,
( −1 −σ()
−σ() −1
)
,
( −1 −ρ()σ ()
−ρ()σ () −1
)
respectively. In particular, the Nichols algebras B(V ),B(W ),B(XV ,W1 ) are quantum linear spaces.
3. HB(V⊕W )(t1, t2) = (1+t1)2(1+t1t2)2(1+t2)2 = 1+2t1+2t2+· · ·+t41t42 , and dim B(V ⊕W ) = 64.
Proof. First we note that the Cartan scheme C(V ,W ) is standard of type A2 by Lemma 4.5 and Propo-
sition 4.4(2). Hence [(V ,W )]+ = {α1,α2,α1 +α2}. Moreover (ad V )(W )  M(gh, σ1) by Lemma 4.5 and
Theorem 1.1(2). Then Part (1) follows from Theorem 2.6 and Corollary 2.7.
(2) holds by direct calculation, and (3) follows from (1) and (2). 
Theorem 4.7. Let G be a non-abelian quotient group of G2 . Let V = M(g,ρ) and W = M(h, σ ), where
ρ ∈ Ch(Gg) and σ ∈ Ch(Gh). Assume that chark= 3, ρ(h2)σ (g2) = 1, ρ(g) = 1, and σ(h) = −1.
1. There exist characters σ1 ∈ Ch(Ggh) and σ2 ∈ Ch(Gg2h) with
σ1() = ρ()σ (), σ1(gh) = 1, σ1
(
g2
)= σ (g2),
σ2() = σ(), σ2
(
g2h
)= −1, σ2(g2)= σ (g2).
Then
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B(V ⊕ W ) ⊇ (ad V )2(W )  M(g2h,σ2)
in GGYD. The embeddings (ad V )(W ) → B(V ⊕ W ) and (ad V )2(W ) → B(V ⊕ W ) induce Z2-graded
injective algebra maps
B((ad V )(W ))→ B(V ⊕ W ), B((ad V )2(W ))→ B(V ⊕ W )
in GGYD, where
deg V = α1, deg
(
(ad V )(W )
)= α1 + α2,
degW = α2, deg
(
(ad V )2(W )
)= 2α1 + α2.
The multiplication map
B(W ) ⊗ B((ad V )(W ))⊗ B((ad V )2(W ))⊗ B(V ) → B(V ⊕ W )
is an isomorphism of Z2-graded objects in GGYD.
2. The Yetter–Drinfeld modules V ,W , X1 = XV ,W1  (ad V )(W ), XV ,W2  (ad V )2(W ) are of diagonal
type. Their braiding matrices with respect to the bases {v,hv}, {w, gw}, {x1, gx1} and {x2, gx2} are(
1 ρ()
ρ() 1
)
,
( −1 −σ()
−σ() −1
)
,
(
1 ρ()σ ()
ρ()σ () 1
)
,
( −1 −σ()
−σ() −1
)
respectively. In particular, the Nichols algebras B(V ), B(W ), B(XV ,W1 ), and B(XV ,W2 ) are quantum linear
spaces.
3. The Hilbert series of B(V ⊕ W ) is
HB(V⊕W )(t1, t2) =
(
1+ t1 + t21
)2
(1+ t2)2
(
1+ t1t2 + t21t22
)2(
1+ t21t2
)2
= 1+ 2t1 + 2t2 + · · · + t121 t82,
and dimB(V ⊕ W ) = 2434 .
Proof. First we note that the Cartan scheme C(V ,W ) is standard of type B2 with Cartan matrix
(aV ,Wi, j ) =
( 2 −2
−1 2
)
by Lemma 4.5 and Proposition 4.4(2). By Lemmas 4.1 and 4.3 we obtain that
(ad V )(W )  M(gh, σ1) and (ad V )2(W )  M(g2h, σ2). Hence (1) follows from Theorem 2.6 and
Corollary 2.7.
(2) holds by direct calculation, and (3) follows from (1) and (2). 
Remark 4.8. Let V ,W be as in Theorem 4.6 or Theorem 4.7. By Proposition 1.3 the Yetter–Drinfeld
module V ⊕ W is of diagonal type if and only if V ⊕ W is the direct sum of 1-dimensional kG-
modules. By Corollary 1.4, if V ⊕ W is of diagonal type then ρ() = σ() = 1. If chark= 0 and k is
algebraically closed, then V ⊕ W is of diagonal type if and only if ρ() = σ() = 1.
Theorem 4.9. Let G be a non-abelian quotient group of G2 . Let V = M(g,ρ) and W = M(h, σ ), where
ρ ∈ Ch(Gg) and σ ∈ Ch(Gh). The following are equivalent.
1. The pair (V ,W ) admits all reﬂections and the Weyl groupoid W(V ,W ) is ﬁnite.
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(a) ρ(h2)σ (g2) = 1, ρ(g) = σ(h) = −1.
(b) chark= 3, ρ(h2)σ (g2) = 1, and either ρ(g) = −1, σ(h) = 1 or ρ(g) = 1, σ(h) = −1.
3. The Nichols algebra B(V ⊕ W ) is ﬁnite-dimensional.
Proof. (1) ⇒ (2): Since V and W are absolutely irreducible, it follows from Theorem 2.5 and Corol-
lary 2.4 that (ad V )m(W ) is absolutely irreducible or zero for all m  0. Then ρ(h2)σ (g2) = 1 and
ρ(g2) = σ(h2) = 1 by Proposition 4.4(1). Assume ﬁrst that chark = 0 or chark = 2. Since (V ,W )
admits all reﬂections, Proposition 4.4(2) implies that ρ(g) = σ(h) = −1.
Assume now that chark > 2. Lemma 4.5 implies that AN = A(V ,W ) for all N ∈ F2(V ,W ). Hence
the Weyl groupoid of (V ,W ) is standard. Since W(V ,W ) is ﬁnite, by Corollary 2.4 the Cartan matrix
A(V ,W ) is of ﬁnite type. Thus ρ(g) = σ(h) = −1, or (2)(b) holds by Proposition 4.4(2).
(2) ⇒ (3): This follows from Theorems 4.6(3) and 4.7(3).
Finally, (3) implies (1) by Remark 2.8. 
Remark 4.10. (1) For any non-abelian epimorphic image G of G2 there are characters ρ ∈ Ch(Gg)
and σ ∈ Ch(Gh) satisfying the conditions in Theorems 4.6 and 4.7. Thus any ﬁnite non-abelian epi-
morphic image G of G2 of order n, where n ∈ N0, occurs as the group of group-like elements of a
link-indecomposable ﬁnite-dimensional pointed Hopf algebra of dimension 64n, and also of dimen-
sion 2434n if chark= 3.
(2) Let G = 〈, g,h | hg = gh, g = g,h = h, 2 = 1, g4 = 1, h6 = 1〉 and let V ,W be as
in Theorem 4.6. Since ρ(h2)σ (g2) = 1, we obtain that ρ(h4) = σ(g−4) = 1. Moreover ρ(h6) = 1
and σ(h) = −1, and hence h2 acts trivially on V and W . Thus in this case V ⊕ W is not a faithful
G-module.
(3) Let d 1 be an odd integer and assume that k contains a primitive dth root of unity ζ . Let
G = 〈, g,h ∣∣ hg = gh, g = g, h = h, 2 = 1, g2d = 1, h2d = 1〉.
Deﬁne ρ ∈ Ch(Gg) and σ ∈ Ch(Gh) by ρ() = σ() = −1, ρ(g) = σ(h) = −1, and ρ(h2) =
σ(g−2) = ζ . Let V = M(g,ρ) and W = M(h, σ ). Then V ⊕ W is a faithful G-module, and V ,W
satisfy the assumptions of Theorem 4.6. Hence there exists an inﬁnite family of non-abelian ﬁnite
groups G which admit ﬁnite-dimensional Nichols algebras with root system of rank two and with
faithful G-action by Theorem 4.6. These Nichols algebras are not of diagonal type by Corollary 1.5.
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