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THE BOUNDEDNESS OF GENERAL ALTERNATIVE
GAUSSIAN SINGULAR INTEGRALS WITH RESPECT TO THE
GAUSSIAN MEASURE
EDUARD NAVAS, EBNER PINEDA, AND WILFREDO O. URBINA*
Abstract. In this paper we introduce a new class of Gaussian singular in-
tegrals, the general alternative Gaussian singular integrals and study the
boundedness of them in Lp(γd), 1 < p < ∞ and its weak (1, 1) boundedness
with respect to the Gaussian measure following [6] and [1], respectively.
1. Introduction and Preliminaries
Singular integrals are some of the most important operators in classical har-
monic analysis. They first appear naturally in the proof of the Lp(T) convergence
of Fourier series, 1 < p <∞; where the notion of the conjugated function is needed1
f˜(x) = p.v.
1
π
∫ π
−π
f(x− y)
2 tan y2
dy = lim
ε→0
1
π
∫
π>|y|>ε
f(x− y)
2 tan y2
dy.
This notion was extended to the non-periodic case with the definition of the Hilbert
transform,
Hf(x) = p.v.
1
π
∫ ∞
−∞
f(x− y)
y
dy = lim
ε→0
1
π
∫
|y|>ε
f(x− y)
y
dy;
and then to Rd, with the notion of Riesz transform; see E. Stein [9, Chap III, §1],
Rjf(x) = p.v. Cd
∫
Rd
yi
|y|d+1 f(x− y)dy
= lim
ε→0
Cd
∫
|y|>ε
yj
|y|d+1 f(x− y)dy, (1.1)
for j = 1, · · · , d, f ∈ Lp(Rd) with Cd = Γ(
d+1
2 )
π(d+1)/2
. Taking Fourier transform, we get
(̂Rjf)(ζ) = i
ζj
|ζ| fˆ(ζ),
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1For a detailed study of this problem see for instance E. Stein [9, Chapter II, III], J.
Duoandikoetxea [3, Chapter 4, 5], L. Grafakos [5, Chapter 4] or A. Torchinski [10, Chapter
XI].
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and thus Rjf is a classical multiplier operator, with multiplier m(y) = Cd i
yj
|y| ,
and hence
Rj =
∂
∂xj
(−∆)−1/2, (1.2)
where ∆ =
∑d
i=1
∂2
∂x2i
is the Laplacian operator and (−∆)−1/2 is the (classical)
Riesz potential of order 1/2.
This was later generalized to the famous Caldero´n-Zygmund class of singular
integrals:
Definition 1.1. We will say that a C1 function K(x, y), defined off the diagonal
of Rd × Rd, i.e. x 6= y is a Caldero´n-Zygmund kernel provided that the following
conditions are satisfied:
i) |K(x, y)| ≤ C|x−y|d ,
ii) |∂yK(x, y)| ≤ C|x−y|d+1 .
associated with K we define the operator T by means of the formula
Tf(x) = p.v.
∫
Rd
K(x, y)f(y)d = lim
ε→0
∫
|x−y|>ε
K(x, y)f(y)dy.
with f ∈ C∞0 (Rd). We say that T is a Caldero´n-Zygmund operator if T admits a
continuous extension to L2(Rd).
For more details on this see, E. Stein [9], [3] or [5].
The Ornstein-Uhlenbeck operator in Rd is a second order differential operator
defined as
L =
1
2
∆x − 〈x,∇x〉 =
d∑
i=1
[1
2
∂2
∂x2i
− xi ∂
∂xi
]
, (1.3)
where ∇x = ( ∂∂x1 , ∂∂x2 , . . . , ∂∂xd ) is the gradient, and ∆x is the Laplace operator
defined on the space of test functions C∞0 (R
d) of smooth functions with compact
support on Rd.
The Hermite polynomials in d-variables, { ~Hν}ν are eigenfunctions of L with
corresponding eigenvalues λν = −|ν| = −
∑d
i=1 νi, i.e.
L ~Hν = λν ~Hν = −|ν| ~Hν . (1.4)
The operator L has a self-adjoint extension to L2(γd), that will be also denoted
as L, that is, ∫
Rd
Lf(x)g(x)γd(dx) =
∫
Rd
f(x)Lg(x)γd(dx), (1.5)
so L is the natural “symmetric” Laplacian in the Gaussian context.
For i = 1, 2, · · · , d let us consider the differential operators
∂iγ =
1√
2
∂
∂xi
. (1.6)
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∂iγ is not symmetric nor antisymmetric in L
2(γd). In fact, its formal L
2(γd)-adjoint
2
is,
(∂iγ)
∗ = − 1√
2
ex
2
i
∂
∂xi
(e−x
2
i I) =
√
2xiI − 1√
2
∂
∂xi
, (1.7)
where I is the identity, which can obtained simply by integration by parts. Observe
that (∂iγ)
∗ can be written as
(∂iγ)
∗ = −e|x|2(∂iγe−|x|
2
I). (1.8)
Moreover, it is easy to see that
(−L) =
d∑
i=1
(∂iγ)
∗∂iγ . (1.9)
In analogy with the classical case (1.2), the Gaussian Riesz transforms in Rd
are defined spectrally, for 1 ≤ i ≤ d, as
Ri = ∂iγ(−L)−1/2, (1.10)
where (−L)−1/2 the Gaussian Riesz potential of order 1/2. The meaning of this is
that for any multi-index ν such that |ν| > 0, its action on the Hermite polynomial
~Hν is
Ri ~Hν =
√
2
|ν|νj
~Hν−~ei (1.11)
where ~ei is the unitary vector with zeros in all coordinates except for the i-th
coordinate that is one if νi > 0, and zero otherwise.
It can be proved, for details see [12], that the kernel of Ri is given by
Ki(x, y) = 1
πd/2Γ(1/2)
∫ 1
0
(
1− r2
− log r
)1/2
yi − rxi
(1− r2) (d+3)2
e
− |y−rx|2
1−r2 dr, (1.12)
and therefore, we get the integral representation of Ri,
Rif(x) = p.v.
∫
Rd
Ki(x, y)f(y)dy (1.13)
= p.v.
1
πd/2Γ(1/2)
∫
Rd
(∫ 1
0
(
1− r2
− log r
)1/2
yi − rxi
(1− r2) (d+3)2
e
− |y−rx|2
1−r2
)
drf(y)dy.
In the Gaussian case, the higher order Gaussian Riesz transforms are defined
directly,
Definition 1.2. For β = (β1, β2, · · · , βd) ∈ Nd0, the higher order Riesz transforms
are defined spectrally as
Rβ = ∂βγ (−L)−|β|/2, (1.14)
2In L2(Rd), ∂
∂xi
is antisymmetric, by integration by parts.
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where |β| = ∑dj=1 βj and ∂βγ = 12|β|/2 ∂β1x1 · · · ∂βdxd . The meaning of this is that for
any multi-index ν such that |ν| > 0, its action on the Hermite polynomial ~Hν is
Rβ ~Hν =
( 2
|ν|
)|β|/2[ d∏
i=1
νi(νi − 1) · · · (νi − βi + 1)
]
~Hν−β (1.15)
if βi ≤ νi for all i = 1, 2, · · · , d, and zero otherwise.
Observe that (1.15) follows directly from the definition of Rβ since ~Hν is eigen-
function of the Ornstein-Uhlenbeck operator −L, with eigenvalue |ν|, and there-
fore, (−L)−|β|/2 ~Hν = 1|ν||β|/2 ~Hν .
The higher order Gaussian Riesz transforms have kernel given by
Kβ(x, y) = 1
πd/2Γ(|β|/2)
∫ 1
0
(− log r
1− r2
) |β|−2
2
r|β| ~Hβ
( y − rx√
1− r2
) e− |y−rx|21−r2
(1− r2)d/2+1
dr
r
,
for details see [12]. Therefore,
Rβf(x) = p.v.
∫
Rd
Kβ(x, y)f(y)dy
= p.v.
1
πd/2Γ(|β|/2)
∫
Rd
∫ 1
0
(− log r
1− r2
) |β|−2
2
r|β| ~Hβ
( y − rx√
1− r2
) e− |y−rx|21−r2
(1− r2)d/2+1
dr
r
f(y)dy.
The general Gaussian singular integrals, are generalizations of the Gaussian
higher order Riesz transform. The first formulation of general Gaussian singular
integrals was given initially by W. Urbina in [11]. Later, S. Pe´rez [6] extend it.
Definition 1.3. Given a C1-function F, satisfying the orthogonality condition∫
Rd
F (x)γd(dx) = 0, (1.16)
and such that for every ε > 0, there exist constants, Cε and C
′
ε such that
|F (x)| ≤ Cǫeǫ|x|
2
and |∇F (x)| ≤ C′ǫeǫ|x|
2
. (1.17)
Then, for each m ∈ N the generalized Gaussian singular integral is defined as
TF,mf(x) =
∫
Rd
∫ 1
0
(− log r
1− r2
)m−2
2
rmF
( y − rx√
1− r2
) e− |y−rx|21−r2
(1 − r2)d/2+1
dr
r
f(y)dy.
(1.18)
TF,m can be written as
TF,mf(x) =
∫
Rd
KF,m(x, y)f(y)dy,
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denoting,
KF,m(x, y) =
∫ 1
0
(− log r
1− r2
)m−2
2
rm−1F
( y − rx√
1− r2
) e− |y−rx|21−r2
(1− r2)d/2+1 dr
=
∫ 1
0
ϕm(r)F
( y − rx√
1− r2
) e− |y−rx|21−r2
(1− r2)d/2+1 dr (1.19)
=
1
2
∫ 1
0
ψm(t)F
(y −√1− t x√
t
) e−u(t)
td/2+1
dt,
with ϕm(r) =
(
− log r
1−r2
)m−2
2
rm−1; and taking the change of variables t = 1 − r2,
with ψm(t) = ϕm(
√
1− t)/√1− t, and u(t) = |
√
1−tx−y|2
t .
In [6] S. Pe´rez proved that the operator TF,m is a bounded operator in L
p(γd),
1 < p <∞
Theorem 1.1. The operators TF,m are L
p(γd) bounded for 1 < p <∞, that is to
say there exists C > 0, depending only on p and dimension such that
‖TF,mf‖p,γ ≤ C‖f‖p,γ, (1.20)
for any f ∈ Lp(γd).
Now, reversing the order in (1.9), one gets another second order differential
operator, that will be denoted as L,
(−L) =
d∑
i=1
∂iγ(∂
i
γ)
∗ = (−L) + d I = −1
2
∆x + 〈x,∇x〉+ d I, (1.21)
and therefore,
L = L− d I = 1
2
∆x − 〈x,∇x〉 − d I. (1.22)
We will call L the alternative Ornstein-Uhlenbeck operator. The Hermite poly-
nomials { ~Hν}ν are also eigenfunctions of L, with eigenvalues λν = −(|ν| + d), i.
e.
L ~Hν = (λν − d) ~Hν = −(|ν|+ d) ~Hν . (1.23)
In [1], H. Aimar, L. Forzani and R. Scotto considered the following alterna-
tive Riesz transforms, by taking the derivatives (∂iγ)
∗ and Riesz potentials of the
operator (−L),
Ri = (∂iγ)∗(−L)−1/2. (1.24)
They also considered alternative higher order Gaussian Riesz transforms, that
is, for a multi-index β, |β| ≥ 1 taking the representation of the gradient (1.8),
(∂βγ )
∗ =
(−1)|β|
2|β|/2
e|x|
2
(∂βe−|x|
2
I)
and the Riesz potentials associated with L, these new singular integral operators
are defined as follows:
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Definition 1.4. The alternative Gaussian Riesz transform Rβ for |β| ≥ 1 is
defined spectrally as
Rβf(x) = (∂βγ )∗(−L)−|β|/2f(x).
Thus, the action of Rβ over the Hermite polynomial ~Hν is given by
Rβ ~Hν = 1
2|β|/2(|ν| + d)|β|/2
~Hν+β , (1.25)
using the fact that the Hermite polynomials { ~Hν} are eigenfunctions of L,
(−L)−|β|/2Hν = 1
(|ν|+ d)|β|/2
~Hν ,
and Rodrigues’ formula for the Hermite polynomials, and therefore,
Rβ~hν(x) = 1
(|ν|+ d)|β|/2
[ d∏
i=1
(νi + βi)(νi + βi − 1) · · · (νi + d)
]1/2
~hν+β(x). (1.26)
It can be proved that the alternative higher order Gaussian Riesz transforms
have then the following integral representation,
Rβf(x) = p.v. e|x|
2
∫
Rd
Kβ(x, y)f(y) γd(dy)
where
Kβ(x, y) = Cβ
∫ 1
0
(− log r
1− r2
) |β|−2
2
rd−1 ~Hβ
(
x− ry√
1− r2
)
e
− |x−ry|2
1−r2
(1− r2) d2+1
dr,
for details see [12, Chapter 9].
Now, if
K(x, y) = e|x|
2Kβ(x, y)e−|y|
2
= Cβ
∫ 1
0
(− log r
1− r2
) |β|−2
2
rd−1Hβ
(
x− ry√
1− r2
)
e
−|y−rx|2
1−r2
(1 − r2) d2+1
dr,
then, Rβ can be written as
Rβf(x) (1.27)
= Cβ p.v.
∫
Rd
∫ 1
0
(− log r
1− r2
) |β|−2
2
rd−1Hβ
(
x− ry√
1− r2
)
e
−|y−rx|2
1−r2
(1− r2)n2+1 drf(y) dy.
Following the same idea to define general Gaussian singular integrals we now in-
troduce a new class of Gaussian singular integrals, the general alternative Gaussian
singular integrals as,
Definition 1.5. Given a C1-function F, satisfying the orthogonality condition∫
Rd
F (x)γd(dx) = 0, (1.28)
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and such that for every ε > 0, there exist constants, Cε and C
′
ε such that
|F (x)| ≤ Cǫeǫ|x|
2
and |∇F (x)| ≤ C′ǫeǫ|x|
2
. (1.29)
Then, for each m ∈ N the generalized alternative Gaussian singular integral is
defined as
TF,mf(x) =
∫
Rd
∫ 1
0
(− log r
1− r2
)m−2
2
rd−1F
( x− ry√
1− r2
) e− |y−rx|21−r2
(1 − r2)d/2+1 drf(y)dy.
(1.30)
Thus, TF,m can be written as
TF,mf(x) =
∫
Rd
KF,m(x, y)f(y)dy,
where,
KF,m(x, y) =
∫ 1
0
(− log r
1− r2
)m−2
2
rd−1F
( x− ry√
1− r2
) e− |y−rx|21−r2
(1− r2)d/2+1 dr
=
∫ 1
0
ϕm(r)F
( x− ry√
1− r2
) e− |y−rx|21−r2
(1 − r2)d/2+1 dr (1.31)
=
1
2
∫ 1
0
ψm(t)F
(x−√1− t y√
t
) e−u(t)
td/2+1
dt,
with ϕm(r) =
(
− log r
1−r2
)m−2
2
rd−1; and after making the change of variables t =
1 − r2, ψm(t) = ϕm(
√
1− t)/√1− t =
(
− log√1−t
t
)m−2
2
(
√
1− t)d−2, and u(t) =
|y−√1−tx|2
t .
Observe that the hypothesis on F for the general Gaussian singular integrals,
(1.17) and the conditions on F for the general alternative Gaussian singular in-
tegrals, (1.29) are the same. We will prove the boundedness of TF,m on L
p(γd),
1 < p <∞ following [6], for d > 1.
Theorem 1.2. The operators TF,m are L
p(γd) bounded for 1 < p <∞, for d > 1;
that is to say there exists C > 0, depending only on p and dimension such that
‖TF,mf‖p,γ ≤ C‖f‖p,γ, (1.32)
for any f ∈ Lp(γd).
In [1], H. Aimar, L. Forzani and R. Scotto obtained a surprising result: the
alternative Riesz transforms Rβ are weak type (1, 1) for all multi-index β, i. e.
independently of their orders which is a contrasting fact with respect to the anoma-
lous behavior of the higher order Riesz transforms Rβ . We prove that the general
alternative Gaussian singular integrals TF,m are also weak (1, 1) with respect to
the Gaussian measure.
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Theorem 1.3. For d > 1, there exists a constant C depending only on d and m
such that for all λ > 0 and f ∈ L1(γd), we have
γd
({
x ∈ Rd : TF,m(x) > λ
})
≤ C
λ
∫
Rd
|f(y)|γd(dy).
As usual in what follows C represents a constant that is not necessarily the
same in each occurrence.
2. Proofs of the main results.
In what follows we need the following technical results.
Lemma 2.1. For the function ψm(t) = ϕm(
√
1− t)/√1− t, considered in the
definition 1.5 we have
i) There exists a constant C > 0 such that
|ψm(t)| ≤ C√
1− t , (2.1)
for 0 ≤ t < 1 and d > 1
ii) There exists a constant C > 0 such that
|ψm(t)− ψm(0)| ≤ C t√
1− t , (2.2)
for 0 ≤ t < 1, and d > 1 where ψm(0) = ψm(0+) = 2−(m−2)/2.
Proof. ii) It is clear, by L’Hopital’s rule that
lim
t→0+
− log√1− t
t
= lim
t→0+
1
2(1− t) = 1/2,
and therefore
ψm(0
+) = lim
t→0+
ψm(t) = lim
t→0+
=
(
− log√1−t
t
)m−2
2
√
1− t (
√
1− t)d−1 = 2−(m−2)/2.
Now,
|ψm(t)− ψm(0)| =
∣∣∣∣∣∣∣∣
(
− log√1−t
t
)m−2
2
√
1− t (
√
1− t)d−1 − (1/2)(m−2)/2
∣∣∣∣∣∣∣∣
=
t√
1− t
∣∣∣∣∣∣∣∣
(
− log√1−t
t
)m−2
2
(
√
1− t)d−1 − (1/2)(m−2)/2√1− t
t
∣∣∣∣∣∣∣∣
=
t√
1− t |B(t)| ,
where
B(t) =
(
− log√1−t
t
)m−2
2
(
√
1− t)d−1 − (1/2)(m−2)/2√1− t
t
.
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Clearly the function B is continuous on (0, 1). Thus it is enough to prove
that lim
t→0+
B(t) and lim
t→1−
B(t) exist, since then B is continuous on [0, 1]
and therefore it is bounded there.
Let us consider fist the limit lim
t→1−
B(t). Observe that using L’Hopital’s
rule, can be proved that
lim
t→1−
(− log√1− t)√1− t = 0. (2.3)
If m = 1 or m = 2, lim
t→1−
(− log√1− t)(m−2)/2(√1− t)d−1 = 0, since
d > 1, and therefore
lim
t→1−
B(t) = 0.
On the other hand, if m > 2, and m/2 ≤ d, then
lim
t→1−
(− log√1− t)(m−2)/2(√1− t)d−1
= lim
t→1−
(− log (√1− t)√1− t)(m/2−1) (√1− t)d−m/2 = 0.
Now, if m > 2, and m/2 > d, taking n such that n ∈ N : n ≤ m/2 < n+1
then, using L’Hopital’s rule n times
lim
t→1−
(− log√1− t)(m−2)/2(√1− t)d−1
=
(m2 − 1)
(d− 1) limt→1−
(− log√1− t)m/2−2 (√1− t)d−1
=
(m2 − 1)(m2 − 2)
(d− 1)2 limt→1−
(− log√1− t)m/2−3 (√1− t)d−1
...
· · ·
...
=
(m2 − 1)(m2 − 2) · · · (m2 − n)
(d− 1)n limt→1−
(− log√1− t)m/2−(n+1) (√1− t)d−1 = 0,
as m/2− (n+ 1) < 0. Hence,
lim
t→1−
B(t) = 0.
Now, we consider the limit lim
t→0+
B(t). Using again L’Hospital’s rule,
lim
t→0+
B(t) = lim
t→0+
(
− log√1−t
t
)m−2
2
(
√
1− t)d−1 − (1/2)(m−2)/2√1− t
t
= lim
t→0+
(
m
2
− 1)
(− log√1− t
t
)m
2 −2
(
t
2(1−t) +
1
2 log(1− t)
t2
)
(
√
1− t)d−1
−
(− log√1− t
t
)m
2 −1
(d− 1)(√1− t)d−2 1
2
√
1− t + (1/2)
m/2−1 1
2
√
1− t .
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Observe that using L’Hopital rule twice, we have that
lim
t→0+
(
t
2(1−t) +
1
2 log(1− t)
t2
)
= lim
t→0+
(
1
2(1−t)2 − 12(1−t)
2t
)
=
1
4
lim
t→0+
1
1− t . limt→0+
1
1−t − 1
t
=
1
4
lim
t→0+
1
1− t . limt→0+
1
(1− t)2 =
1
4
.
Therefore,
lim
t→0+
B(t) = lim
t→0+
(
m
2
− 1)
(− log√1− t
t
)m
2 −2
(
t
2(1−t) +
1
2 log(1 − t)
t2
)
(
√
1− t)d−1
−
(− log√1− t
t
)m/2−1
(d− 1)(√1− t)d−2 1
2
√
1− t + (1/2)
m/2−1 1
2
√
1− t
=
(m
2
− 1
)
(1/2)m/2 − (d− 1)(1/2)m/2 + (1/2)m/2 =
(m
2
+ 1− d
)
(1/2)m/2
i) It is enough to prove that ϕm is bounded, i.e. there exist a constant C > 0
such that
|ϕm(r)| ≤ C, for all r ∈ [0, 1] and d > 1.
Since ϕm(r) is continuous on (0, 1) it is enough to see that
lim
r→0+
ϕm(r) and lim
r→1−
ϕm(r) exist and
therefore ϕm(r) is a continuous function on [0, 1] and then bounded.
Now, from computations done in ii), we have
lim
r→1−
ϕm(r) = lim
r→1−
(− log r
1− r2
)m−2
2
rd−1 = 2−(m−2)/2, and
lim
r→0+
ϕm(r) = lim
r→0+
(− log r
1− r2
)m−2
2
rd−1 = 0.

In what follows we use the same notation as Proposition 4.23 [12], see also [7],
a = a(x, y) = |x|2 + |y|2, b = b(x, y) := 2〈x, y〉,
u(t) = u(t;x, y) :=
|y −√1− tx|2
t
=
a
t
−
√
1− t
t
b− |x|2,
t0 :=
2
√
a2 − b2
a+
√
a2 − b2 ∼
√
a2 − b2
a
∼
√
a− b√
a+ b
=
|x− y|
|x+ y| ,
and
u0 := u(t0) =
√
a2 − b2
2
+
a
2
− |x|2 = |y|
2 − |x|2
2
+
√
a2 − b2
2
.
For the proof of Theorem 1.2 we will need Lemma 4.36 [12], see also [7],
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Lemma 2.2. For every 0 ≤ η ≤ 1 and ν > 0, there exists a constant C such that
if 〈x, y〉 > 0 and |x− y| > Cdm(x), we have,∫ 1
0
(u(t))η/2e−νu(t)
dt
t3/2
√
1− t ≤ C
e−νu0
t
1/2
0
. (2.4)
Now, we are ready to prove Theorem 1.2.
Proof. The proof follows the same scheme as the one of S. Pe´rez for Theorem 1.1,
see [6] (or Theorem 9.17 of [12]). As usual, we split these operators into a local
and a global part,
TF,mf(x) = Cd
∫
|x−y|<dm(x)
KF,m(x, y)f(y)dy + Cd
∫
|x−y|≥dm(x)
KF,m(x, y)f(y)dy
= TF,m,Lf(x) + TF,m,G,f(x),
where
TF,m,Lf(x) = TF,m(fχBh(·))(x)
is the local part and
TF,m,G,f(x) = TF,m(fχBch(·))(x)
is the global part of TF,m, and
Bh = B(x,Cdm(x)) = {y ∈ Rd : |y − x| < Cdm(x)}
is an admissible ball for the Gaussian measure.
i) For the local part TF,m,L, we will prove that it is always of weak type
(1, 1). The needed estimates follow from an idea that the local part differs
from a Caldero´n-Zygmund singular integral by an operator that is L1(γd)-
bounded; in other words, the operator defined by the difference of TF,m
and an appropriated approximation of it (which is an operator defined as
the convolution with a Caldero´n-Zygmund kernel) is L1(Rd)-bounded.
• First, observe that if F satisfies the orthogonality condition (1.28)
and (1.29), setting
K(x) =
∫ ∞
0
F
(
− x
t1/2
)
e−|x|
2/t dt
td/2+1
,
then, K is a Caldero´n-Zygmund kernel of convolution type (see [3], [9]
or [5]), as the integral is absolutely convergent when x 6= 0. Making
the change of variables s = |x|/t1/2 we get
K(x) :=
2
∫∞
0 F
(
− x|x|s
)
e−s
2
sd−1ds
|x|d =
Ω(x)
|x|d ,
with Ω homogeneous of degree zero, and therefore K is homogeneous
of degree −d. Moreover, Ω is C1 with mean zero on Sd−1, since∫
Sd−1
Ω(x′)dσ(x′) = 2
∫ ∞
0
∫
Sd−1
F (−x′s)dσ(x′)e−s2sd−1ds
= 2
∫
Rd
F (−y)e−|y|2dy = 0.
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Therefore, by the classical Caldero´n-Zygmund theory, the convolu-
tion operator defined using convolution with the kernel K, is contin-
uous in Lp(Rd), 1 < p < ∞ and weak type (1, 1), with respect to
the Lebesgue measure. Therefore, by Theorem 4.32 of [12], see also
Proposition 4.3 of [6], its local part is bounded in Lp(γd), 1 < p <∞
and of weak type (1, 1) with respect to γd.
• Second, we need to get rid of the function ψm. Using Lemma 2.1, we
can write
KF,m(x, y) = 1
2
ψm(0)
∫ 1
0
F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt
+
1
2
∫ 1
0
(ψm(t)− ψm(0))F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt
Set
K1(x, y) :=
∫ 1
0
F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt.
Now, about the local part we know that u(t) ≥ |y− x|2/t− 2d, then,
using condition (1.29), we get∣∣∣∣∫ 1
0
(ψm(t)− ψm(0))F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt
∣∣∣∣
≤
∫ 1
0
|ψm(t)− ψm(0)|
∣∣∣∣F (x−√1− ty√t
)∣∣∣∣ e−u(t)
t
d
2+1
dt
≤ C
∫ 1
0
t√
1− te
ǫ
|x−√1−ty|2
t
e−u(t)
t
d
2+1
dt
= C
∫ 1
0
eǫv(t)−u(t)
t
d
2
dt√
1− t ,
where v(t) =
|x−√1−ty|2
t . Observe that
ǫv(t)− u(t) = ǫ(v(t)− u(t))− (1− ǫ)u(t) = ǫ(|x|2 − |y|2)− (1− ǫ)u(t).
Then,∣∣∣∣∫ 1
0
(ψm(t)− ψm(0))F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt
∣∣∣∣
≤ Ceǫ(|x|2−|y|2)
∫ 1
0
e−(1−ǫ)u(t)
t
d
2
dt√
1− t ≤ CCǫ
∫ 1
0
e−δ
|x−y|2
t
t
d
2
dt√
1− t
Set
K2(x) :=
∫ 1
0
e−
δ|x|2
t
t
d
2
dt√
1− t
• Third, we need to control the difference betweenK1 and the Caldero´n-
Zygmund kernel K.
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Claim
|K1(x, y)−K(x− y)| ≤ C 1 + |x|
1/2
|x− y|d−1/2
Proof of the claim We need to estimate,
|K1(x, y)−K(x − y)|
=
∣∣∣∣∣
∫ 1
0
F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt−
∫ ∞
0
F
(
y − x√
t
)
e−
|x−y|2
t
t
d
2+1
dt
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1
t0
F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt−
∫ ∞
t0
F
(
y − x√
t
)
e−
|x−y|2
t
t
d
2+1
dt
∣∣∣∣∣
+
∣∣∣∣∣
∫ t0
0
F
(
x−√1− ty√
t
)
e−u(t)
t
d
2+1
dt−
∫ t0
0
F
(
y − x√
t
)
e−
|x−y|2
t
t
d
2+1
dt
∣∣∣∣∣
= (I) + (II).
Using again the notation of Proposition 4.23 of [12], and the fact that
on the local part u(t) ≥ |y − x|2/t− 2d, there is a δ > 0 such that,
(I) ≤
∫ 1
t0
∣∣∣∣F (x−√1− ty√t
)∣∣∣∣ e−u(t)t d2+1 dt+
∫ ∞
t0
∣∣∣∣F (y − x√t
)∣∣∣∣ e− |x−y|
2
t
t
d
2+1
dt
≤ C1
∫ 1
t0
eǫv(t)−u(t)
t
(d−1)
2
dt
t
3
2
+ C2
∫ ∞
t0
e(ǫ−1)
|x−y|2
t
dt
t
d
2+1
≤ C1eǫ(|x|
2−|y|2)
∫ 1
t0
e−(1−ǫ)u(t)
t
(d−1)
2
dt
t
3
2
+ C2
∫ ∞
t0
e(ǫ−1)
|x−y|2
t
dt
t
d
2+1
≤ Cǫ
∫ 1
t0
e−(1−ǫ)
|x−y|2
t
t
(d−1)
2
dt
t
3
2
+ C2
∫ ∞
t0
e(ǫ−1)
|x−y|2
t
dt
t
d
2+1
≤ 2C
∫ ∞
t0
e−δ
|x−y|2
t
t
(d−1)
2
dt
t
3
2
≤ C 1|x− y|d−1 .
1
t
1/2
0
≤ C 1 + |x|
1/2
|x− y|d− 12 .
Now, we need to bound (II).
Set w(s) = x−√1− sy, z(s) = y−√1− sx, then w′(s) = y
2
√
1−s
and z′(s) = x
2
√
1−s .
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Then,
∣∣∣∣F (x−√1− ty√t
)
e−u(t) − F
(
x− y√
t
)
e−
|x−y|2
t
∣∣∣∣ = ∣∣∣∣F (w(t)√t
)
e
−|z(t)|2
t − F
(
w(0)√
t
)
e−
|z(0)|2
t
∣∣∣∣
=
∣∣∣∣∫ t
0
∂
∂s
(
F
(
w(s)√
t
)
e−
|z(s)|2
t
)
ds
∣∣∣∣
=
∣∣∣∣∫ t
0
〈
w′(s)√
t
,∇F
(
w(s)√
t
)〉
e−
|z(s)|2
t − 2
〈
z′(s),
z(s)
t
〉
F
(
w(s)√
t
)
e−
|z(s)|2
t ds
∣∣∣∣
≤
∫ t
0
∣∣∣∣w′(s)√t
∣∣∣∣ ∣∣∣∣∇F (w(s)√t
)∣∣∣∣ e− |z(s)|2t ds+ 2 ∫ t
0
∣∣∣∣z′(s)√t
∣∣∣∣ ∣∣∣∣z(s)√t
∣∣∣∣ ∣∣∣∣F (w(s)√t
)∣∣∣∣ e− |z(s)|2t ds
≤
∫ t
0
|y|√
t2
√
1− se
ǫ′ |w(s)|
2
t − |z(s)|
2
t ds+ 2
∫ t
0
|x|√
t2
√
1− s
∣∣∣∣z(s)√t
∣∣∣∣ eǫ′ |w(s)|2t − |z(s)|2t ds
≤ |y|
2
√
t
∫ t
0
1√
1− se
ǫ′ st (|x|2−|y|2)−(1−ǫ′) |z(s)|
2
t ds+
|x|√
t
∫ t
0
1√
1− s
∣∣∣∣z(s)√t
∣∣∣∣ eǫ′ st (|x|2−|y|2)−(1−ǫ′) |z(s)|2t ds
≤ C|y|
2
√
t
∫ t
0
1√
1− se
−(1−ǫ′) |z(s)|2t ds+
C|x|√
t
∫ t
0
1√
1− s
∣∣∣∣z(s)√t
∣∣∣∣ e− (1−ǫ′)2 |z(s)|2t e− (1−ǫ′)2 |z(s)|2t ds
≤ C|y|
2
√
t
∫ t
0
1√
1− se
−(1−ǫ′) |z(s)|2t ds+
C|x|√
t
∫ t
0
1√
1− se
− (1−ǫ′)2 |z(s)|
2
t ds.
On the other hand, in the local part, we have
|z(s)|2
t
=
|y −√1− sx|2
t
=
|(y − x) − (√1− s− 1)x|2
t
≥
(|(y − x)| − |(√1− s− 1)x|)2
t
≥ |(y − x)|
2
t
− 2 |y − x||x|(
√
1− s− 1)
t
≥ |(y − x)|
2
t
− 2|y − x||x| ≥ |(y − x)|
2
t
− 2C.
Thus,
∣∣∣∣F (x−√1− ty√t
)
e−u(t) − F
(
x− y√
t
)
e−
|x−y|2
t
∣∣∣∣
≤ C|y|
2
√
t
∫ t
0
1√
1− se
−(1−ǫ′) |y−x|2t ds+
C|x|√
t
∫ t
0
1√
1− se
− (1−ǫ′)2 |y−x|
2
t ds
≤ C(|y|+ |x|)√
t
∫ t
0
1√
1− se
− (1−ǫ′)2 |y−x|
2
t ds
=
C(|y|+ |x|)√
t
e−δ
|y−x|2
t
∫ t
0
1√
1− sds =
C(|y|+ |x|)√
t
e−δ
|y−x|2
t 2(1−√1− t),
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where δ = (1−ǫ
′)
2 > 0.
Hence,
(II) =
∫ t0
0
∣∣∣∣F (x−√1− ty√t
)
e−u(t) − F
(
x− y√
t
)
e−
|x−y|2
t
∣∣∣∣ dttd/2+1
≤ 2C(|y|+ |x|)
∫ t0
0
e−δ
|x−y|2
t
td/2
(1 −√1− t)
t
dt√
t
≤ 2C(|y|+ |x|)
∫ t0
0
e−δ
|x−y|2
t
td/2
dt√
t
≤ 2C(|y|+ |x|)|x− y|d
∫ t0
0
dt√
t
=
2C(|y|+ |x|)
|x− y|d t
1/2
0 .
Now, using that
t0 =
2
√
a2 − b2
a+
√
a2 − b2 ≤
2
√
a2 − b2
a
=
2|x+ y||x− y|
|x|2 + |y|2
we get,
C(|y|+ |x|)
|x− y|d t
1/2
0 ≤
C(|y|+ |x|)
|x− y|d
(
2|x+ y||x− y|
|x|2 + |y|2
)1/2
=
C(|y|+ |x|)
|x− y|d− 12
(
|x+ y|1/2
(|x|2 + |y|2)1/2
)
=
C|y|
|x− y|d− 12
(
|x+ y|1/2
(|x|2 + |y|2)1/2
)
+
C|x|
|x− y|d− 12
(
|x+ y|1/2
(|x|2 + |y|2)1/2
)
≤ C|y||x− y|d− 12
(
|x+ y|1/2
(|y|2)1/2
)
+
C|x|
|x− y|d− 12
(
|x+ y|1/2
(|x|2)1/2
)
=
2C
|x− y|d− 12
(
|x+ y|1/2
)
≤ 2C|x− y|d− 12
(
|x|1/2 + |y|1/2
)
.
Also in the local part, we have
||x| − |y|| ≤ |x− y| ≤ C1, i.e. |y| ≤ C1 + |x|.
Then,
C(|y|+ |x|)
|x− y|d t
1/2
0 ≤
C
|x− y|d− 12
(
|x|1/2 + (C1/21 + |x|1/2)
)
≤ C|x|
1/2 + C
|x− y|d− 12 =
C
(
1 + |x|1/2)
|x− y|d− 12 ,
and therefore,
(II) ≤ C
(
1 + |x|1/2)
|x− y|d− 12 .
Set
K3(x, y) := 1 + |x|
1
2
|x− y|d− 12 .
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Observe that K3(x, y) defines a function in the variable x which is
L1(Rd), uniformly in the variable y.
Hence, writing KF,m(x, y) as
KF,m(x, y) = 1
2
∫ 1
0
ψm(t)F
(y −√1− t x√
t
) e−u(t)
td/2+1
dt,
=
1
2
ψm(0)
∫ 1
0
F
(y −√1− t x√
t
) e−u(t)
td/2+1
dt
+
1
2
∫ 1
0
(ψm(t)− ψm(0))F
(y −√1− t x√
t
) e−u(t)
td/2+1
dt
=
1
2
ψm(0)
[ ∫ 1
0
F
(y −√1− t x√
t
) e−u(t)
td/2+1
dt−
∫ ∞
0
F
(y − x√
t
)e− |x−y|2t
td/2+1
dt
]
+
1
2
ψm(0)
∫ ∞
0
F
(y − x√
t
)e− |x−y|2t
td/2+1
dt
+
1
2
∫ 1
0
(ψm(t)− ψm(0))F
(y −√1− t x√
t
) e−u(t)
td/2+1
dt.
Using the estimates above, we conclude that the local part TF,m,L can be
bounded as
|TF,m,Lf(x)| = |TF,mf(χBh(x))(x)| =
∣∣∣ ∫
Bh(x)
KF,m(x, y)f(y) dy
∣∣∣
≤ C
∫
Bh(x)
K3(x, y)|f(y)| dy + C
∣∣∣p.v. ∫
Bh(x)
K(x − y)f(y) dy
∣∣∣
+C
∫
Bh(x)
K2(x − y)|f(y)| dy
= (I) + (II) + (III).
By Theorem 4.32 of [12], (II) is bounded in Lp(γd), 1 < p <∞ and of
weak type (1, 1) with respect to γd. So it remains to prove that (I) and
(III) are also bounded. In order to do that, we need to use a covering
lemma, Lemma 4.3 of [12]; taking a countable family of admissible balls
F .
Given B ∈ F , if x ∈ B then Bh(x) ⊂ Bˆ, and therefore,
(I) = (1 + |x|1/2)
∞∑
k=0
∫
2−(k+1)Cdm(x)<|x−y|<2−kCdm(x)
|f(y)|χBˆ
|x− y|d−1/2dy
≤ Cd2dM(fχBˆ)(x)(1 + |x|2)m(x)1/2
∞∑
k=0
2−(k+1)/2 ≤ CM(fχBˆ)(x)(χBh(·))(x),
where M(g) is the classical Hardy-Littlewood maximal function of the
function g.
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On the other hand, let us consider ϕ(y) = Cδe
−δ|y|2 , where Cδ is a
constant such that
∫
Rd
ϕ(y)dy = 1. ϕ is a non-increasing radial function,
and given t > 0, we rescale this function as ϕ√t(y) = t
−d/2φ(y/
√
t), and,
since 0 ≤ ϕ ∈ L1(Rd), {ϕ√t}t>0 is a classical approximation of the identity
in Rd. Then, since
∫ 1
0
(1/
√
1− t)dt <∞,
(III) =
∫
Bh(x)
K2(x− y)|f(y)| dy =
∫
Bh(x)
(∫ 1
0
ϕ√t(x− y)
dt√
1− t
)
|f(y)|dy
≤
∫
Bh(x)
(
sup
t>0
ϕ√t(x− y)
)( ∫ 1
0
dt√
1− t
)
|f(y)|dy
≤ C
∫
Bh(x)
(
sup
t>0
ϕ√t(x− y)
)
|f(y)|dy.
Again, using the family F if x ∈ B then Bh(x) ⊂ Bˆ, then, by a similar
argument as before,
(III) =
∫
Bh(x)
K2(x− y)|f(y)| dy ≤ C
∫
Rd
(
sup
t>0
ϕ√t(x− y)
)
|f(y)|χBˆ(y)dy
which yields, using Theorem 4 in Stein’s book [9, Chapter II §4.], we get
(III) =
∫
Bh(x)
K2(x− y)|f(y)| dy ≤
∑
B∈F
sup
t>0
∣∣∣(ϕ√t ∗ |fχBˆ|)(x)∣∣∣χB(x)
≤
∑
B∈F
M(fχBˆ)(x)χB(x).
Therefore, the local part TF,m,L is bounded in L
p(γd), 1 < p <∞ and
of weak type (1, 1) with respect to γd.
ii) Now, for the global part TF,m,G, we will prove that it is L
p(γd)-bounded
for all 1 < p < ∞. The idea will be to exploit the size of the kernel and
treat TF,m,G as a positive operator.
Observe that, from Lemma 2.1,
|ψm(t)| ≤ C√
1− t .
Hence, using (1.29) and v(t) = |x−
√
1−ty|2
t , we get
KF,m(x, y)| ≤ C
∫ 1
0
∣∣∣F(x−√1− t y√
t
)∣∣∣ e−u(t)
td/2+1
dt√
1− t
≤ Cǫ
∫ 1
0
eǫv(t)
e−u(t)
td/2+1
dt√
1− t ,
for some ǫ > 0 to be determined.
Let us take Ex = {y : 〈x, y〉 > 0} and consider two cases:
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• Case #1: b = 2〈x, y〉 ≤ 0. Now, as v(t) = at −
√
1−tb
t − |y|2,
a
t
− |y|2 ≤ v(t) = a
t
−
√
1− t
t
b− |y|2 ≤ 2a
t
,
and so, the change of variables s = a(1t − 1) gives∫ 1
0
eǫv(t)−u(t)
t
d
2+1
dt√
1− t = e
|x|2−|y|2
∫ 1
0
e−(1−ǫ)v(t)
t
d
2+1
dt√
1− t
≤ e|x|2−|y|2
∫ 1
0
e−(1−ǫ)(
a
t−|y|2)
t
d
2+1
dt√
1− t
= e|x|
2−|y|2+|y|2−ǫ|y|2
∫ 1
0
e−(1−ǫ)(
a
t )
t
d
2+1
dt√
1− t
=
e|x|
2−|y|2+|y|2−ǫ|y|2
a
d
2
∫ ∞
0
e−(1−ǫ)(s+a)(s+ a)
d
2− 12 ds
s
1
2
=
e−|y|
2+ǫ|x|2
a
d
2
∫ ∞
0
e−(1−ǫ)s(s+ a)
d
2− 12 ds
s
1
2
≤ e
−|y|2+ǫ|x|2
a
d
2
C
(∫ ∞
0
e−(1−ǫ)ss
d
2−1ds+ a
d
2− 12
∫ ∞
0
e−(1−ǫ)ss
1
2−1ds
)
= Cǫ
e−|y|
2+ǫ|x|2
a
d
2
(
Γ(
d
2
) + a
d
2− 12Γ(
1
2
)
)
= Cǫe
−|y|2+ǫ|x|2
(
1
a
d
2
+
1
a
1
2
)
≤ Cǫe−|y|
2+ǫ|x|2 ,
as a > 12 over the global region. Thus,∣∣KF,m(x, y)∣∣ ≤ ∫ 1
0
∣∣∣∣F (x−√1− ty√t
)∣∣∣∣ e−u(t)t d2+1 dt√1− t
≤ Cǫ
∫ 1
0
eǫv(t)−u(t)
t
d
2+1
dt√
1− t ≤ Cǫe
−|y|2+ǫ|x|2.
Therefore,∫
Rd
(∫
Bc
h
(x)∩Ecx
∣∣KF,m(x, y)∣∣ |f(y)| dy
)p
e−|x|
2
dx ≤ Cǫ
∫
Rd
(∫
Bc
h
(x)∩Ecx
e−|y|
2+ǫ|x|2 |f(y)| dy
)p
e−|x|
2
dx
≤ Cǫ
∫
Rd
(∫
Bch(x)
|f(y)| e−|y|2dy
)p
eǫ|x|
2p−|x|2dx
≤ Cǫ
∫
Rd
(∫
Rd
|f(y)|p γ(dy)
)
e(ǫp−1)|x|
2
dx
= Cǫ ‖f‖pp,γ
∫
Rd
e(ǫp−1)|x|
2
dx = Cǫ ‖f‖pp,γ ,
for ǫ < 1/p.
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• Case #2: b = 2〈x, y〉 > 0. Consider again
u0 = u(t0) =
|y|2 − |x|2
2
+
√
a2 − b2
2
≤ (a2 − b2)1/2.
Let y ∈ Bch(x),
|KF,m(x, y)| ≤ C
∫ 1
0
∣∣∣∣F (x−√1− ty√t
)∣∣∣∣ e−u(t)
t
d
2+1
dt√
1− t
≤ C
∫ 1
0
e
ǫ|x−√1−ty|2
t −u(t)
t
d
2+1
dt√
1− t = C
∫ 1
0
eǫv(t)−u(t)
t
d
2+1
dt√
1− t
= Ceǫ(|x|
2−|y|2)
∫ 1
0
e−(1−ǫ)u(t)
t
d−1
2
dt
t
3
2
√
1− t
= Ceǫ(|x|
2−|y|2)
∫ 1
0
e−(
d−1
d )u(t)
t
d−1
2
eǫu(t)−
u(t)
d dt
t
3
2
√
1− t
Now, we know that
e−(
d−1
d )u(t)
t
d−1
2
=
(
e−u(t)
t
d
2
) d−1
d
≤
(
e−u(t0)
t
d
2
0
) d−1
d
=
e−(
d−1
d )u(t0)
t
d−1
2
0
Then, by Lemma 2.2, taking v = 1d − ǫ > 0
|KF,m(x, y)| ≤ Ceǫ(|x|
2−|y|2) e
−(d−1d )u(t0)
t
d−1
2
0
∫ 1
0
e(ǫ−
1
d )u(t)dt
t
3
2
√
1− t
≤ Ceǫ(|x|2−|y|2) e
−(d−1d )u(t0)
t
d−1
2
0
e(ǫ−
1
d )u(t0)
t
1
2
0
= Ceǫ(|x|
2−|y|2) e
−(1−ǫ)u(t0)
t
d
2
0
.
Thus,∫
Rd
(∫
Bch(x)∩Ex
|KF,m(x, y)f(y)|dy
)p
e−|x|
2
dx
≤ C
∫
Rd
(∫
Bch(x)∩Ex
eǫ(|x|
2−|y|2) e
−(1−ǫ)u(t0)
t
d
2
0
|f(y)|dy
)p
e−|x|
2
dx
= C
∫
Rd
(∫
Bch(x)∩Ex
e(ǫ−
1
p )(|x|2−|y|2) e
−(1−ǫ)u(t0)
t
d
2
0
|f(y)|e− |y|
2
p dy
)p
dx.
Therefore, it is enough to check that the operator defined using the
kernel,
K˜(x, y) = e(ǫ−
1
p )(|x|2−|y|2) e
−(1−ǫ)u(t0)
t
d
2
0
χBch(x)(y),
is of strong type p with respect to the Lebesgue measure. Using the
inequality ||y|2 − |x|2| ≤ |x + y||x − y|, definition of t0 and that, as
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b > 0, then on the global region, |x+ y||x− y| ≥ d, we conclude that
e(ǫ−
1
p )(|x|2−|y|2) e
−(1−ǫ)u(t0)
t
d
2
0
=
1
t
d
2
0
e[(
1
p−ǫ)− (1−ǫ)2 ](|y|2−|x|2)e−
(1−ǫ)
2 |x+y||x−y|
≤ 1
t
d
2
0
e|( 1p−ǫ)− (1−ǫ)2 |||y|2−|x|2|e− (1−ǫ)2 |x+y||x−y|
≤ 1
t
d
2
0
e|( 1p−ǫ)− (1−ǫ)2 ||x+y||x−y|− (1−ǫ)2 |x+y||x−y|
=
1
t
d
2
0
e−αp|x+y||x−y| ≤ C|x+ y|de−αp|x+y||x−y|,
where
αp =
(1− ǫ)
2
− |(1
p
− ǫ)− (1− ǫ)
2
|.
Now, as p > 1, taking ǫ < 1p we get that que αp > 0.
Observe that the last expression is symmetric in x and y and, there-
fore, it suffices to prove its integrability with respect to one of them∫
Rd
|x+ y|de−αp|x+y||x−y|dy ≤ C + C
∫
|x−y|<1
|x|de−αp|x||x−y|dy
+C
∫
|x−y|<1
|x+ y|de−αp|x+y|dy
≤ C
∫
Rd
eαp|v|dv + Cd
∫ ∞
0
r2d−1e−αprdr ≤ C.
Observe that, once p > 1 is chosen, then the operator defined using
the kernel K˜(x, y) is in fact Lq(Rd)-bounded for 1 ≤ q ≤ ∞, but for
the proof of the theorem it is enough the case p = q.

Now we will prove Theorem 1.3, following the proof of Theorem 1.2 in [1], (see
also Theorem 9.17 of [12])
Proof. As usual, for each x ∈ Rd, we write this operator as the sum of two opera-
tors which are obtained by splitting Rd into a local region,
Bh(x) = {y ∈ Rd : |y − x| < Cdm(x)},
an admissible ball and its complement Bch(x) called the global region. Thus,
TF,mf(x) = Cd
∫
|x−y|<dm(x)
KF,m(x, y)f(y)dy + Cd
∫
|x−y|≥dm(x)
KF,m(x, y)|f(y)|dy
= TF,m,Lf(x) + TF,m,Gf(x),
where as before
TF,m,Lf(x) = TF,m(fχBh(·))(x)
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is the local part and
TF,m,Gf(x) = TF,m(fχBch(·))(x)
is the global part of TF,m.
We will prove that these two operators are γd-weak type (1, 1) and so will be
TF,m.
In order to prove that TF,m,Lf(x) is γ-weak type (1, 1), we will apply Theorem
4.30 of [12]. In our case,
Tf(x) = p.v.
∫
Rd
K(x, y)f(y)dy
with
K(x, y) = e|x|2KF,m(x, y)e−|y|
2
= C
∫ 1
0
(− log r
1− r2
)m−2
2
rd−1F
(
x− ry√
1− r2
)
e
− |y−rx|2
1−r2
(1− r2) d2+1
dr
and, therefore,
∂K
∂yj
(x, y) = 2C
∫ 1
0
(− log r
1− r2
) |m−2
2
rd−1
×
[ −r√
1− r2
∂F
∂yj
(
x− ry√
1− r2
)
+ F
(
x− ry√
1− r2
)
yj − rxj
1− r2
]
e
− |y−rx|2
1−r2
(1− r2) d2+1
dr.
Now, we show that the hypotheses of Theorem 4.30 of [12] are fulfilled for this
operator. Thus, we prove that, in the local region Bh(x), we have,
|K(x, y)| ≤ C|x− y|d
and ∣∣∣∣ ∂K∂yj (x, y)
∣∣∣∣ ≤ C|x− y|d+1 .
There exists a constant C > 0 such that for every y ∈ Bh(x) C−1 ≤ e|y|2−|x|2 ≤
C, then
|K(x, y)| ≤ C|e−|x|2+|y|2K(x, y)| = C|KF,m(x, y)|
and ∣∣∣∣ ∂K∂yj (x, y)
∣∣∣∣ ≤ C ∣∣∣∣e−|x|2+|y|2 ∂KF,m∂yj (x, y)
∣∣∣∣ .
On the other hand, on Bh(x), we have
e
−c |y−rx|2
1−r2 = e
−c |x−y|2
1−r2 e−c
1−r
1+r |x|2e−c
(x−y)·x
1−r ≤ Ce−c |x−y|
2
1−r ,
thus by this inequality and using the hypothesis on F , (1.29), we have∣∣∣∣F ( x− ry√1− r2
)∣∣∣∣ e− |y−rx|21−r2 ≤ Cǫ eǫ |x−ry|21−r2 e− |y−rx|21−r2 ≤ Ce−c |x−y|21−r
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and
∣∣∣∣∇F ( x− ry√1− r2
)∣∣∣∣ e− |y−rx|21−r2 ≤ C′ǫ eǫ |x−ry|21−r2 e− |y−rx|21−r2 ≤ Ce−c |x−y|21−r
|K(x, y)| ≤ C
∫ 1
0
(− log r
1− r2
)m−2
2 e−c
|x−y|2
1−r
(1− r) d2+1
dr
≤ C
∫ 12
0
(− log r)m−22 dr +
∫ 1
1
2
e−c
|x−y|2
1−r
(1− r) d2+1
dr
 ≤ C (1 + 1|x− y|d
)
≤ C|x− y|d
and
∣∣∣∣ ∂K∂yj (x, y)
∣∣∣∣ ≤ C ∫ 1
0
(− log r
1− r2
)m−2
2 e−c
|x−y|2
1−r
(1− r)n+32
dr
≤ C
∫ 12
0
(− log r) |m−22 dr +
∫ 1
1
2
e−c
|x−y|2
1−r
(1− r)n+32
dr

≤ C
(
1 +
1
|x− y|d+1
)
≤ C|x− y|d+1 .
From Theorem 1.2 we know that the operator TF,m, is bounded on L
p(γd) for
any p > 1. Therefore, γd-weak type (1, 1) of TF,m,L follows, using Theorem 4.30
of [12].
In order to prove that TF,m,G is also γd-weak type (1, 1) we use Forzani’s gen-
eralized Gaussian maximal function,
MΦf(x) = sup
0<r<1
1
γd
(
(1 + δ)B
(
x
r ,
|x|
r (1 − r)
)) ∫
Rd
Φ
( |x− ry|√
1− r2
)
|f(y)| γd(dy),
(2.5)
where δ = δr,x =
r
|x|(1−r) min
{
1
|x| ,
√
1− r
}
, see Definition 4.17 of [12], and prove
that on Rd \Bh(x),
|TF,m,Gf(x)| ≤ CMΦf(x), (2.6)
with Φ(t) = e−ct
2
.
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|KF,m(x, y)| =
∣∣∣∣∣∣
∫ 1
0
(− log r
1− r2
)m−2
2
rd−1F
(
x− ry√
1− r2
)
e
− |x−ry|2
1−r2
(1− r2)n2+1 dr
∣∣∣∣∣∣
≤ C
∫ 3
4
0
(− log r)m−22 e
− |x−ry|2
2(1−r2)
(1− r2)n2 dr
+C
∫ 1−ζ/|x|2
3
4
e
− |x−ry|2
2(1−r2)
(1− r2)n−12
(|x| ∨ (1− r2)− 12 ) dr|x|(1 − r2)3/2
+C
∫ 1
1−ζ/|x|2
e
−c |x−ry|2
1−r2
(1− r2)n−12
(|x| ∨ (1− r2)− 12 ) e
−c |x−y|21−r
1− r dr.
Hence,
|KF,m(x, y)| = C
(
K1F,m(x, y) +K
2
F,m(x, y) +K
3
F,m(x, y)
)
,
where the inequality is obtained by annihilating the Hermite polynomial with
part of the exponential, then splitting the unit interval of the integral into three
subintervals [0, 3/4], [3/4, 1 − ζ/|x|2], and [1 − ζ/|x|2, 1] and taking into account
that on the second one |x|∨(1−r2)−1/2 ≥ |x|, on the third one |x|∨(1−r2)−1/2 ≥
(1 − r2)−1/2 and |x − ry| ≥ c¯|x − y|, and on the last two intervals the function
− log r/(1 − r2) is bounded by a constant.
Thus, by using the definition of kernels KjF,m, j = 1, 2, 3; using Fubini’s theorem
to interchange the order of integration on each operator T
j
F,m,G, j = 1, 2, 3, using
the inequality
γd
(
B
(
x
r
,
|x|
r
s
))
≤ C s(d−1)/2 exp
(
−|x|
2
r2
(1 − s)2
)
1
|x| . (2.7)
see Proposition 1.7 of [12], and using the definition ofMΦf with Φ(t) = e−ct2 , we
get,
T
1
F,m,Gf(x) = e
|x|2
∫
Rd
∫ 3
4
0
(− log r)m−22 e
− |x−ry|2
2(1−r2)
(1− r2)n2 dr |f(y)| γd(dy)
=
∫ 3
4
0
(− log r)m−22 e|x|2
∫
Rd
e
− |x−ry|2
2(1−r2)
(1− r2)n2 |f(y)|γd(dy) dr
≤ C
∫ 3
4
0
(− log r)m|−22 dr MΦf(x) ≤ C MΦf(x),
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T
2
F,m,Gf(x) = e
|x|2
∫
Rd
∫ 1−ζ/|x|2
3
4
e
− |x−ry|2
2(1−r2)
(1 − r2)n−12
(|x| ∨ (1− r2)− 12 ) dr|x|(1 − r2)3/2 |f(y)| γd(dy)
=
∫ 1−ζ/|x|2
3/4
e|x|
2
∫
Rd
e
−c |x−ry|2
(1−r2)
(1 − r2)(n−1)/2 (|x| ∨ (1 − r
2)−1/2)|f(y)|γd(dy) dr|x|(1 − r2)3/2
≤ C 1|x|
∫ 1−ζ/|x|2
3/4
dr
(1− r)3/2 MΦf(x) ≤ CMΦf(x),
and, finally,
T
3
F,m,Gf(x) = e
|x|2
∫
Rd
∫ 1
1−ζ/|x|2
e
−c |x−ry|2
1−r2
(1− r2)n−12
(|x| ∨ (1− r2)− 12 )e
−c¯ |x−y|21−r
1− r dr |f(y)| γd(dy)
=
∫ 1
1−ζ/|x|2
e|x|
2
∫
Rd
e
−c |x−ry|2
(1−r2)
(1− r2)(n−1)/2 (|x| ∨ (1 − r
2)−1/2)
e−c¯
|x−y|2
1−r
1− r |f(y)| γd(dy) dr
≤
∫ 1
1−ζ/|x|2
e|x|
2
∫
Rd
e
−c |x−ry|2
(1−r2)
(1− r2)(n−1)/2 (|x| ∨ (1 − r
2)−1/2)
1
|x− y|2 |f(y)|γd(dy) dr
≤ C|x|2
∫ 1
1−ζ/|x|2
dr MΦf(x) ≤ CMΦf(x).
So, since
|TF,m,Gf(x)| ≤ C
3∑
j=1
T
j
F,m,Gf(x),
(2.6) follows. Then, using Theorem 4.18 of [12] (see also Theorem 1.1 of [1]) we
get the γd-weak type (1, 1) inequality for TF,m,G. 
In an forthcoming paper [8], following [2], we prove that the general alterna-
tive Gaussian singular integrals TF,m are also continuous on Gaussian variable
Lebesgue spaces under a condition of regularity on p(·).
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