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This thesis employs three neutron scattering techniques; neutron diffraction,
inelastic neutron scattering, and quasielastic neutron scattering; to probe the
properties of hydrogenous systems. These results are complemented by other
techniques in order to provide useful information on the three systems to be
studied. These systems are chosen for their relevance to industrial situations and
the key influence of hydrogen bonding upon their properties. Neutron scattering
has a key advantage over X-ray scattering, in that the cross-section of hydrogen
is much larger for neutron scattering, allowing for hydrogenous systems and
hydrogen bonding phenomena to be directly probed. Neutrons are also better
suited to inelastic scattering measurements, as their lower energy allows for energy
transfer between the probe and the sample to be measured with higher resolution.
The first family of systems studied in this thesis are the methylammonium lead
halide (MAPbX3) compounds, where X = Cl or Br. This family of compounds
is of interest due to their high performance as solar panel materials, and relative
ease of manufacture. The studies carried out use inelastic neutron scattering,
quasielastic neutron scattering, and Raman spectroscopy to probe the molecular
excitations in these compounds as a function of temperature. It is found that
there is a step change in the molecular dynamics in these compounds as they
transition out of the orthorhombic phase, with the short-lived tetragonal phase
acting as a region of transitional dynamics. In the case of MAPbBr3 this change
in molecular dynamics is corroborated with a change in photovoltaic properties
at these temperatures.
Secondly, the phase diagram with pressure of NH4F is studied using neutron
diffraction and computational studies. NH4F is analogous to ice in structure
at ambient pressure, and the known phases of NH4F are all analogous to those
observed in ice. As gas inclusion compounds are easily formed with ice, this
makes NH4F a candidate gas storage material. An apparent tetragonal distortion
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is observed in the cubic phase of NH4F, commencing at approximately 6 GPa
and increasing with pressure. However, as this distortion is not reproduced in
computational studies, further experiments are carried out to establish that this
effect is instead due to deviatoric stress. The tetragonal distortions reported in
the literature at high pressures and low temperatures are therefore inferred to
also be due to strain effects.
Finally, the mixing behaviour of CH4 in H2O with pressure is investigated using
quasielastic neutron scattering. This system is relevant to natural gas extraction
processes. Selective deuteration is used to isolate the dynamics of the H2O
molecules. It is found, at pressures below mixing, the diffusion coefficient of the
water is reduced, whereas above the mixing pressure it is in agreement with that
of pure water. This disparity is explained through the increase in viscosity of the
water due to the presence of bubbles before mixing, and the reduced proportion
of bubbles as the mixing pressure is approached.
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Lay Summary
Hydrogen is the lightest and most common element in the universe. On Earth it is
normally found as a constituent in molecules or compounds as gaseous hydrogen
is too light to be constrained by Earth’s gravity. Hydrogen also participates in
a unique type of bonding, referred to as simply “hydrogen bonding”. This has
wide-reaching consequences for many different materials containing hydrogen, and
affects many different fields within science. Due to the commonness of hydrogen-
containing materials, it remains an important area of research.
The small size of hydrogen atoms creates some difficulty in measuring their
position or motion in materials. However, this is not a problem in neutron
scattering because neutrons interact directly with the atomic nucleus, and the
strength of this interaction is not dependent on the position of the element in
the periodic table. In the case of materials containing hydrogen atoms, this
means that they can be measured by scattering neutrons from them. Neutron
scattering techniques are able to measure numerous material properties and
are a commonly used for studying materials containing light elements. This
thesis studies three very different materials, with the common thread being the
importance of hydrogen to their properties. For all of these materials neutron
scattering techniques are the primary method employed in their study.
First, the rotation of a molecule contained in the structure of the methylammo-
nium lead halides is studied. This family of materials have promising photovoltaic
properties for use in solar panels but are unlikely to ever be used in commercial
products. An understanding of the molecular dynamics in the methylammonium
lead halides is important for the further development of other photovoltaic
materials. The results show that as the materials are warmed there is a rapid
change in the molecular dynamics at a particular temperature. A reduction of
molecular motion is observed at the same point as a reduction in photovoltaic
properties.
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Second, changes to the structure of ammonium fluoride as pressure is increased are
characterised. Ammonium fluoride has a structure similar to that of ice at normal
conditions and, as ice can take on many structures as temperature and pressure
is changed, it is of interest to see if ammonium fluoride has similar properties. No
new structures in ammonium fluoride are found in the investigations presented in
this thesis. However, the high pressures applied result in distortions which have
previously been interpreted as structural changes.
Third, the mixing between water and methane with pressure is studied. Methane
is hydrophobic, meaning that it resists mixing with water. However, previous
studies have observed that upon applying a specific pressure methane and water
mix easily. Here, the dynamics of the water molecules are measured to investigate
whether there is a change as to their motion during this mixing process. It is
found that the presence of the methane bubbles initially causes the water to move
more slowly, then, when the bubbles are dissolved, the water behaves as though
it were pure water once more.
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Current estimates say that 75% of baryonic matter in the universe comprises of
hydrogen atoms [179]. As such, hydrogen contributes hugely to the world we
see around us. The most common isotope of hydrogen is the only atom on the
periodic table to not contain neutrons: formed from a single proton and electron,
it is the lightest element in the universe. Most of the hydrogen on Earth is
within other compounds, as gaseous hydrogen is too light to be constrained by
the Earth’s gravitational field. Understanding the bonding behaviour of hydrogen
is key to the study of many materials, including those important for biology and
geology [64].
The low atomic number of the hydrogen atom makes its position difficult to
measure using x-ray scattering techniques, which are commonly used to study
the structure of materials. In order to obtain this information in hydrogenous
materials, one must instead use neutron scattering. Whereas in x-ray scattering
the x-rays scatter from the electrons in a system, neutrons scatter from the nuclei
of the atoms. This results in the fact that, though hydrogen has the smallest
visibility to x-rays, it has one of the largest for neutron scattering. Neutron
scattering was first observed in 1936 shortly after the discovery of the neutron.
However, it was not developed as a technique until the Manhattan project:
the first neutron diffraction studies of gypsum and rocksalt were conducted in
1944 [120]. The techniques within neutron scattering have since been used to
characterise many materials, including crystalline, amorphous and liquid samples,
with hydrogenous materials counted amongst those studied.
This thesis consists of studies on three different systems using a variety of neutron
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scattering techniques. Firstly, I present results about the dynamical behaviour
of two methylammonium lead halides. Following this, I show data which
expands ammonium fluoride’s high pressure phase diagram. Finally, I describe
the methane-water mixing dynamics at pressure. Despite their differences, the
properties studied in these systems rely upon hydrogen bonding, illustrating
the broad usefulness of understanding the physics behind this phenomena. The
following sections in this chapter describe why these materials were chosen for
study, and the aims for this thesis.
1.1 The Methylammonium Lead Halides
At the end of 2018, renewable energy provided an estimated 26% of the world’s
electricity, yet the world is still not on track to meet international climate and
sustainable development goals [150]. In the last 10 years photovoltaic technologies
have become the largest renewable power technology in terms of investment [122].
Silicon solar panels - the most commonly used on the market - are limited to a
theoretical maximum efficiency of ∼29%, with the highest efficiency performance
recorded so far of 26.7% [5], and as such there has been a large amount of
interest in alternate solar panel materials. An example is organic-inorganic
hybrid materials, which currently reach efficiencies of ∼22% in thin-film solar
panels [79, 99] and are attractive because of their ease to manufacture.
Organic-inorganic hybrid materials are materials whose crystal structure incor-
porates both organic molecules and inorganic atom species. A well known
example are the methylammonium lead halides, which are the material family
of focus in this thesis. These materials adopt a perovskite structure, with the
methylammonium (MA, CH3NH3) cation constrained within a cage consisting of
halide and lead atoms, and a formula of MAPbX3 with X as either bromine (Br),
chlorine (Cl) or iodine (I). These hybrid materials are very similar in structure
to the inorganic caesium lead halide family (CsPbX3), but have been found to
surpass them in performance as a photovoltaic material [193]. This then raises
the question: what is it about the presence of the molecular species that causes
the hybrid organic-inorganic material to be a better solar cell candidate material
than the purely inorganic analogue?
A great deal of effort has been put into researching the methylammonium lead
halides, with some studies focussing on the implementation of these materials into
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solar panel devices and others aiming to understand the fundamental properties
of the materials. In both cases, the choice of halide ion and molecular cation have
proved to make a difference to various material properties, including the band
gap [188], the material stability [28] and the phase diagram [8, 138]. The most
efficient solar panel devices developed so far have exploited the effect of the halide
ion on the material properties, using a mixture of halide ions in the compound
to carefully tune the band gap [99, 130].
These materials exhibit a clear coupling between the inorganic and organic
components. The MA molecule is constrained within the cage of inorganic
molecules, and in turn is able to influence the surrounding inorganic atoms
through van der Waals interactions and hydrogen bonding. As temperature
is lowered, all of the members of the MAPbX3 family exhibit multiple phase
transitions: from a cubic state at room temperature in which the molecules are
expected to tumble freely, through one or two tetragonal phases, and finally
reaching a orthorhombic phase at low temperature in which the molecule is
expected to have significantly fewer degrees of freedom [8, 138, 183, 184]. These
phase transitions give the opportunity to further probe the relationship between
the organic and inorganic components of the system through studying the
properties of the material as these structural changes occur.
In this thesis, both methylammonium lead bromide (MAPbBr3) and methylam-
monium lead chloride (MAPbCl3) are studied using inelastic and quasielastic
neutron scattering. These results provide information on the motion of the MA
cation as temperature is reduced and the systems undergo phase transitions. In
both compounds, the molecular dynamics begins to increase at the transition out
of the low-temperature orthorhombic phase, continuing to grow throughout the
short-lived tetragonal phase that is present in both compounds. A maximum
in the molecular dynamics is reached upon transitioning out of this short-lived
phase: in the case of MAPbBr3 the system takes on another tetragonal structure,
for MAPbCl3 it is a cubic phase. Additionally, in MAPbBr3 a second higher
energy excitation appears in the short-lived tetragonal phase and persists to
high temperatures, whereas no additional excitations appear in MAPbCl3 upon
transitioning out of the low temperature phase.
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1.2 Ammonium Fluoride
Ice is a ubiquitous material in nature, both on Earth and further afield: it is a key
constituent of many bodies within the solar system (including Neptune, Uranus,
Titan, and Europa [72, 168]). As ice is so common, many studies have investigated
its properties with the aim of better understanding more complex phenomena in
which water plays a role. The phase diagram of ice has been intensely studied and
to date 18 different crystal structures of ice have been reported [152]. The richness
of the water phase diagram comes about due to the fact that its properties are
governed by hydrogen bonding, rather than covalent or ionic bonding.
As in ice, hydrogen bonding strongly influences the structure of the ammonium
halides. The ammonium halides are ionic compounds comprising of an NH+4 and
a X− ion, where X is fluorine (F), chlorine (Cl), bromine (Br) or iodine (I). The
members of this family with smaller halide ions, such as F and Cl, have stronger
hydrogen bonds due to the shorter bond lengths and higher electronegativity of
the halide. As such the hydrogen bonding is more important in understanding
their structures. In the case of a larger halide ion, the Coulomb forces due to the
ionic nature of the system begin to dominate [135, 136].
Ammonium fluoride, NH4F, has recently become of interest as its room tempera-
ture ambient pressure structure is analogous to ice Ic, the ambient pressure, low
temperature, structure of ice [3, 100, 137, 180]. As such, the question arises as to
whether the phase diagram of NH4F is as rich as the phase diagram of ice with
the application of temperature and pressure. If this is the case, this would make
NH4F an excellent candidate system for the study of hydrogen bonding and to
inform better understanding of the behaviours of hydrogen bonded systems such
as ice.
At present, the phase diagram of NH4F has been predominantly studied by x-ray
diffraction and Raman studies [3, 17, 31, 71, 100, 126, 137, 180, 194]. Neutron
diffraction studies have been carried out on the three ambient temperature
phases of NH4F below 3 GPa [3, 71, 100]. However, no higher pressure
neutron diffraction results exist in the literature to validate the observations
made in x-ray diffraction studies and thus key details regarding the hydrogen
positions at these pressures are missing. The four phases currently identified in
NH4F are all analogous to phases seen in ice [3, 31, 71, 100], though Raman
scattering results suggest the existence of high pressure phases that have not
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yet been observed by x-ray diffraction [17, 194]. This thesis presents neutron
diffraction data that investigates the NH4F phase diagram. These results will
be supported by additional density functional theory (DFT) investigations and
Raman spectroscopy. No new phases of NH4F are identified beyond the four
known phases. Rather, the signals previously identified as being indicative of a
new phase are identified as being a result of deviatoric stress.
1.3 Methane-Water Mixing
Approximately 70% of the Earth’s surface is covered in water, and it is the
only planet in the solar system to have liquid water on its surface. However,
many other planets and moons are thought to have liquid water deep beneath
the surface: in particular both Titan and Europa are predicted to have large
liquid water seas beneath the icy exterior. Titan has also been observed to have
liquid and gaseous methane on its surface, suggesting a methane cycle similar to
the water cycle on Earth [168]. Methane, water, and ammonia, and structures
comprised of a combination of these, are often referred to as “planetary ices” due
to their abundance on icy planets and moons. Many studies have been carried
out studying the solid structures formed by these molecular species, in order to
better understand the structure of planets [19, 43, 113]. Studies into the liquid
states of these planetary ices are less common and almost exclusively focused
upon the liquid behaviour of individual species rather than mixtures [4, 171].
In both the solid and the liquid phases of planetary ices, hydrogen bonding is
the dominant interaction, and as such an understanding of the liquid mixtures
can reveal information about the mechanisms for the formation of the solid
compounds.
At pressures and temperatures relevant to the surface of the Earth, including
at the seafloor, methane is in a gaseous state. As such, the interaction
between gaseous methane and liquid water is relevant to understanding chemical
processes on Earth, including the transport and use of natural gas for fuel.
The theory describing the mixing behaviour of gases with liquids was first
formulated by Henry in 1803. Henry’s law states: “At a constant temperature,
the amount of a given gas that dissolves in a given type and volume of liquid is
directly proportional to the partial pressure of that gas in equilibrium with that
liquid.” [78]. From this, we would expect methane gas to mix with water more
easily as pressure is increased. However, this is not the case: methane gas does
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not mix with water until a pressure exceeding 1.5 GPa is reached, at which point
mixing suddenly occurs [140, 141].
The mechanism behind this anomalous mixing behaviour is unclear. Methane
is considered the simplest example of a hydrophobic molecule, meaning that the
methane creates a void in which hydrogen bonds cannot form. To minimise
the energy cost of these voids, this results in the clustering of the hydrophobic
molecules, as is seen in the separation of oil and water. Though clustering
is not observable in solid methane-water compounds, measurements show that
the hydrophobic interaction is present within these, requiring high pressures of
approximately 20 GPa to overcome and reach a strongly interacting state [153].
However, the mechanism for this hydrophobicity is little understood and depends
on many energetic considerations, suggesting that there is some intrinsic change
in the methane-water system at 1.5 GPa which causes the mixed state to become
energetically favourable [140, 141].
Current studies of this methane-water mixing have previously been carried out
using photomicrographs and Raman spectroscopy to identify methane rich and
poor regions [140], and a more recent study has characterised the liquid structure
of this system using neutron diffraction and simulations [141]. However, this
provides little information regarding the dynamical behaviour of the molecules
during mixing. In this thesis, experiments are carried out using quasielastic
neutron scattering to characterise the rotation and diffusion of the water
molecules before and after mixing. These results are much lower than those
of pure water before mixing, and are in agreement after mixing. This difference
can be explained by a large viscosity change across the mixing transition, which is
expected due to the volume occupied by the bubbles in the mixture. The viscosity
before mixing is slightly underestimated when only considering Brownian motion,
so we also appeal to hydrogen bonding and hydrophobic interactions to justify
this.
1.4 Thesis Outline
This chapter has provided a brief introduction for the techniques and systems to
be studied in this thesis. Chapter 2 gives a broader context for this, describing
the theory behind our understanding of material structures and the types of
excitations that are observed. Chapter 3 builds on this foundation to expand the
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background and motivations behind the selection of the three sets of materials
for study, and explains the links between them.
Chapters 4 and 5 provide details about the experimental techniques used. Firstly,
chapter 4 introduces the neutron scattering techniques to be used throughout
this thesis: diffraction; inelastic scattering; and quasielastic scattering. Raman
spectroscopy is explained as a complimentary technique. A brief introduction
to the use of density functional theory for calculating structures is also given.
Secondly, chapter 5 introduces the high pressure techniques used for the study of
ammonium fluoride (chapter 7) and methane-water mixtures (chapter 8) .
The first of the results chapters, chapter 6, focuses on the studies of the
dynamics of the molecule in methylammonium lead bromide (MAPbBr3) and
methylammonium lead chloride (MAPbCl3). The behaviour of the molecular
motions in MAPbBr3 is characterised using inelastic neutron scattering, Raman
spectroscopy, and quasielastic neutron scattering. In the study of MAPbCl3
different quasielastic scattering instruments were used to carry out a broader
study of the rotational and diffusional motions than was discussed for MAPbBr3.
Chapter 7 presents the high-pressure study carried out on ammonium fluoride
(NH4F) to investigate its phase diagram. The key results for this chapter are
derived from high-pressure neutron diffraction studies. Raman spectroscopy and
density functional theory results are presented complementary to these.
The last of the results chapters, chapter 8, details the quasielastic neutron
scattering study carried out on high-pressure methane and water mixing (CH4-
H2O). This characterises the diffusional behaviour of the water molecules as
pressure is increased.
Finally, chapter 9 presents a short summary of all the results found in this thesis,
and makes some concluding remarks.
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Chapter 2
The Structure and Excitations of
Materials
Many of a material’s properties find an origin in the arrangement of its
atomic constituents, making the study of the structure of materials key to
their understanding. The most fundamental example of this is the difference
between the solid, liquid and gaseous phases of the same element. Under
changing temperature and pressure conditions, multiple solid and liquid phases
are achievable. In this thesis, the focus of the studies carried out is often on the
excitations and dynamical properties of a material, but nonetheless this requires
an understanding of the material’s structure in order to fully contextualise.
As such, this chapter begins with a discussion of how the structures of solids
and liquids are defined. The key excitations studied in this thesis will then
be explained. As the focus of this thesis is molecular systems, intramolecular
excitations will be explored and how these are relevant to solid crystalline
materials. Following this, the concept of diffusion will be explained, linking into
the prior discussion of fluid structures. The existence of molecular diffusion in
crystals will also be discussed.
2.1 Crystallography
A crystal is a specific type of solid, which is defined by its ordered repeating
structure of atoms. This results in a long-range ordering, as any two points can
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be linked by knowing the repeating structure of atoms. Mathematically, it is
expressed as a convolution as follows:
Crystal structure = Lattice⊗Basis, (2.1)
where the basis is a structural unit of atoms which is regularly repeated and the
lattice describes the overall shape, size and symmetry of this structural unit [36,
89, 160, 161, 187]. In order to fully describe the structure of a material both
need to be fully defined, with the aim being to describe them in the simplest way
possible.
The lattice mathematically describes the repeating symmetry in the crystal,
describing the relation between any two points by translation vectors. For a
3D crystal, three primitive translation vectors are defined. The description of
the translation vectors as primitive simply means that they are in their simplest
form. Together the primitive translation vectors form a primitive unit cell, which
is defined as containing only one lattice point. Because of this, the position of
any point T on a 3-dimensional lattice can be described as a sum of the primitive
translation vectors a, b and c [36, 89, 160, 161]:
T = naa+ nbb+ ncc, (2.2)
where nx are integers. It should be noted that it is sometimes convenient to not
use the primitive unit cell, and instead describe the system with a larger unit
cell. In particular, for some molecular species, larger unit cells are used in order
to make the relative orientations of the molecules clearer. A special case of a
primitive unit cell is a Wigner-Seitz cell, which describes the volume in space
that is closer to one lattice point than any other.
An example of a generalised unit cell with sides of length a, b, c and angles α, β,
γ is shown in Fig. 2.1. From these side lengths and angles the symmetry of the
unit cell may be described. Seven key different crystal systems are defined from
the symmetries of the unit cell. Table 2.1 shows these and the related symmetry
requirements.
In the discussion thus far of crystal structures, we have simply been confined
to a geometric description with no inclusion of how the atoms make up the
material. This information is described by the basis. The different possible
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Figure 2.1 A generalised unit cell, with sides a, b, c, and angles α, β, γ labelled.
Table 2.1 The seven different crystal systems, with restrictions on the
dimensions and angles for each.
Crystal system Unit cell dimensions Unit cell angles (◦)
triclinic a 6= b 6= c α 6= β 6= γ 6= 90
monoclinic a 6= b 6= c α = γ = 90
orthorhombic a 6= b 6= c α = β = γ = 90
tetragonal a = b α = β = γ = 90
trigonal a = b = c α = β = γ 6= 90
hexagonal a = b α = β = 90, γ = 120
cubic a = b = c α = β = γ = 90
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positions of atoms within the unit cell result in the usefulness of further symmetry
descriptions. Importantly, if the atoms are only positioned at the corners of the
unit cell, it is referred to as a primitive cell and otherwise it is a centred cell. These
two possibilities for each of the seven crystal systems result in fourteen Bravias
lattices [89, 160, 161]. Further considerations of rotational and translational
symmetry within the unit cell when the atoms are included result in a total of
230 space groups. The space group provides a full description of the symmetries
within a crystal, and is the key information needed to describe a crystal structure.
As a crystal is mathematically described as an infinitely large structure of well
defined symmetry, the identification of a single point within a crystal is not a
useful exercise. However, the ability to talk about the positions of individual
atoms within a unit cell and how they relate to neighbouring cells is useful. This
is done by using Miller indices. Any plane within a crystal may be described by
specifying three lattice points which it intercepts. The Miller indices are found
by choosing an origin and defining the points on the a, b and c axes the plane
intersects. The values h, k and l are the reciprocal values of these intercepts,
and are chosen to be integers in their simplest form. The resulting Miller index
is written as (h, k, l). Different notation is used to describe the plane normal to
this, [h, k, l], or a group of Miller planes that are equivalent due to symmetries in
the system, {h, k, l} [89, 160, 161].
2.1.1 Stress and Strain
In some conditions the crystalline lattice of a sample may become distorted. In
high pressure systems, the application of force to cause the increase in pressure
can be the cause of such a distortion. The force that is acting upon the sample
is referred to as the stress and the strain is the deformation of the sample due
to the stress. There are three primary types of stress: compressive, tensile and
shear [36, 89]. Compressive and tensile stresses cause deformation in the direction
of the applied force, whereas for shear stress this is not necessarily the case.
Distortions of crystalline lattice due to strain manifest in the data collected. As
such it is necessary to quantify the stresses present in a system. In the region
where a material’s response scales linearly with an applied uniaxial force, Hooke’s
Law can be used. This relates the stress σi and strain εj through a matrix of
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constants characteristic of the material:
σi = Cijεj. (2.3)
The matrix Cij describes the stiffness of the material, which in turn decrees the
speed of sound in the material [20, 89, 159]. The inverse of Cij is the elastic
compliance matrix Sij, which is sometimes used to simplify equations. Note that
in equation 2.3 the stress and strain are expressed as vectors when in reality they
are matrices: this simplification is possible due to the symmetry of the matrices.
The Cauchy stress matrix is a generalised version of the stress used equation 2.3,







Here, the diagonal terms describe the compressive or tensile stresses (depending
on their sign), and the off-diagonal terms describe the shear stresses [20, 36, 89].
The case where σx 6= σy 6= σz is referred to as deviatoric stress. In the case







+Dij = σP +Dij, (2.5)
where σP describes the principal stresses and Dij is a matrix containing the
deviatoric contribution (which may include off-diagonal terms) [159]. The
principal stress acts only to change the volume of the material, whereas the
deviatoric contribution acts to change its shape.
In the case of a stress being applied along a single axis of the sample σx = σy 6= σz
the uniaxial stress component t = σz−σx is used to compare the stresses parallel
and perpendicular to the applied force. The pressure dependence of t depends
on the ratio between the applied shear stress and the strain response, which is
referred to as the shear modulus G [159]. This is similar to the bulk modulus K,
which describes the change in volume of the sample due to a uniform compression.
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2.2 The Structure of Fluids
A fluid differs greatly from a crystal, because by definition the components in
the fluid state are disordered. The term “fluid” encompasses both liquids and
gases, which are distinguished by the fact that liquids have a definite volume
while gases do not. The atoms or molecules in a gas can thus be separated by a
large distance. The atoms or molecules within a liquid do not have significantly
larger separations compared to those seen in crystals, but are still free to move
around. It should be noted that glasses have a structure very similar to that of
a liquid, but the atoms or molecules are fixed in position.
Despite the disordered structure, the intra-molecular interactions are the same
throughout the fluid. In the more closely-packed case of liquids this results in
molecular ordering over small length scales, due to a preferred alignment of the
molecules. These correlations weaken as distance increases.
The structure of a fluid can be easily understood by choosing an origin particle in
the fluid, then counting the number of particles at a distance r from this point.
The equation for the average number of particles in a spherical shell of radius
r → r + dr is:
n(r)dr = 4πr2ρ0g(r)dr, (2.6)
where ρ0 is the average number density and g(r) is the pair distribution
function [36, 58, 160]. Figure 2.2 gives a simple visualisation of n(r). Integrating
n(r)dr gives the co-ordination number of the fluid, that is the number of
neighbours a particle has within a set radius. One finds that simple liquids
have well defined nearest neighbours, next-nearest neighbours and so forth. The
radius enclosing all of the nearest neighbour particles is the first co-ordination
shell.
This expression of the structure of a fluid through co-ordination shells means
that the average environment of any point in the fluid is the same as that of any
other point. In addition, it requires that fluids are spatially homogeneous and
rotationally isotropic. This means that fluids have the highest possible symmetry
- larger than that of any crystal [36, 58].
The pair distribution function g(r) describes the probability of finding a particle
at a distance r from a given origin, and can be extracted from diffraction data.
Both crystals and fluids have a pair distribution function, which can be used
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Figure 2.2 Diagram showing the structure of a hard sphere liquid in 2D. The
coloured circle is taken as the origin, and the number of atoms within
a radius r → r + dr is counted. These radii are illustrated as the
larger concentric circles. Figure adapted from reference [36].
model the structure of the system from experiment. However, for the fluid the
pair distribution function is significantly broadened due to the disorder and they
are subject to different symmetry requirements.
2.3 Excitations
Having established the structural properties of materials relevant to the studies in
this thesis, the associated excitations shall now be discussed. The key excitations
to be discussed are: phonons and vibrational modes; and rotation and diffusion.
These have been separated into two categories due to the differing nature of
these motions. Phonons and vibrational modes are co-operative motions, in
which multiple atoms move in tandem. Rotation and diffusion (as they are
used in this thesis) are self motions, in which individual atoms and molecules
are not coupled to their neighbours and are driven by their internal kinetic
energy, though they still interact with their surroundings as they move. It is also
possible for rotation and diffusion to be co-operative motions, with the species
undergoing translational motion co-operatively. These different co-operative
and self excitations require different approaches in measurement, which shall be
discussed in chapter 4.
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2.3.1 Phonons and Vibrational Modes
The most common type of crystalline excitation is the phonon, which is a
vibration of the crystalline lattice. Phonons will not be studied in any detail
in this thesis, however it is useful to understand them, as these concepts can be
extended to other molecular excitations.
The classical approach to derive phonons is to consider an array of atoms, and
characterise the interactions between them as springs. The displacement of an
atom from its equilibrium position then causes a force to act on the neighbouring
atoms according to Hooke’s Law. Solving the equations of motion for this, one
finds that the displacement of atoms has the form of a wave equation, giving a
frequency and wavevector. In the quantum case, one considers the array of atoms
as coupled quantum oscillators. This requires a quantisation of the frequency,
and leads to the conclusion that only discrete phonon modes can be observed in
a crystal [89, 160]. The number of phonon modes observed is dependent on the
number of different types of atom in the system. Different types of phonons are
caused dependent on whether the atoms move in phase (acoustic modes) or out
of phase (optical modes), with the latter typically being higher energy [89, 160].
Similarly, the motion of atoms within a molecule can also be modelled by
considering the bonds between atoms to be acting as springs. These are referred to
as the vibrational modes of the molecule, or vibrons. The key difference between
phonons and vibrons is that phonons are much longer range.
In general, if one neglects interactions with neighbours, a molecule existing in
3D space has 3N excitations, where N is the number of atoms in the molecule.
Translational motion accounts for three of these excitations, and the others are
linked to vibrational modes and rotation of the molecule. Figure 2.3 shows an
example of the three vibron modes observed in a triatomic molecule such as
H2O, HF+2 or CO2. These three key types of mode; symmetric and asymmetric
stretching, and bending; are characteristic of all molecules with three or more
atoms.
As in the case of phonons, these vibron modes are quantised with the energy of
the excitation depending on the mass and potential of the atoms involved, i.e.
the strength of interaction between the two species. For some molecules, the
potential in which an atom rests is not parabolic and thus the oscillations are
anharmonic.
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Figure 2.3 Diagram showing the vibron modes that occur in a triatomic
molecule: here a linear molecule, such as HF+2 , is shown for
simplicity.
2.3.2 Rotation and Diffusion
In this section, diffusion and rotation will be described. Compared to phonons
and vibrons, as discussed above in section 2.3.1, diffusion and rotation are not
necessarily a collective motion. Rather, they can be either a collective or self
motion depending on the phenomena involved. A single diffusion event is simply
when an atom or molecule hops from one position to another. For a heavy
species this will be a thermally activated motion, whereas for lighter species
(hydrogen, for example) this can be due to quantum tunnelling. A collective
diffusion excitation is when there are co-operative spacial and temporal density
variations, so the diffusion of one particle affects that of its neighbours. For
reasons that will be elucidated in chapter 4, this thesis is not concerned with
collective diffusion.
Self-diffusion is simply the random walk of a particle within the medium. The
random walk predicts that the root mean square distance travelled by a particle




N . We thus characterise the diffusion in a medium
by the mean square distance travelled, and the time it takes for each step τ .
The Einstein-Smoluchowski relation for the diffusion coefficient is true for both






The subscript T here is used to denote this as translational motion [47, 58].
This coefficient of diffusion can also be used to describe the viscosity of a medium






where a is the radius of the larger species, η is the viscosity of the medium, and
CS is a constant that depends on the choice of model. For example, in the original
Stokes’ equations CS = 6, but was modified by Sutherland to be CS = 4 for the
case where the diffusing particle has the same radius as that of the particles in
the medium [47, 58, 94].
The viscosity, or viscous stress, is defined as the rate of change of deformation
of the fluid over time. Microscopically, this can be considered to be due to
the relative velocities of the fluid particles. Viscosity is small for small velocity
gradients, in which the particles may flow more unimpeded, and is hence inversely
proportional to the coefficient of diffusion. The case of a suspension, in which
a large radius species such as droplets or particles are placed into a medium, is
of relevance to this thesis. The presence of the larger species acts to impede the
motion and increase the viscosity of the medium. This comes from considerations
of the Brownian motion of both of the species and the available volume to each.
The viscosity of the medium can be calculated using the following equation
derived by Batchelor [14]:
η0
ηs
= 1 + αφ+ 6.2φ2. (2.9)
Here φ is the volume fraction of the larger species, η0 is the viscosity of the pure
medium, and ηs is the viscosity of the medium in the mixture. The choice of
parameter α is dependent on the nature of the larger species: in the case where
hard spheres are placed into a medium α = 5/2; in the case where the larger
species is a gas bubble α = 1 [125]. When the larger species makes up less than
1% of the mixture, one only need use the first order term to approximate the
viscosity change.
The Arrhenius equation was formulated to describe the temperature dependence
of reaction rates. It has been found to be true for both the diffusion coefficient
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and the time for each step τ . For the diffusion coefficient one can thus write:
DT = D0e−Ea/kBT . (2.10)
This requires the inclusion of an activation energy Ea for the diffusion event,
which describes the energy barrier to be overcome to allow for the species to hop
between positions. The term D0 describes the diffusion coefficient that would be
observed at infinite temperature, when the species would always have the thermal
energy required to diffuse [58, 77]. When pressure is considered, this Arrhenius
equation becomes:
DT = D0e−(Ea+PVa)/kBT , (2.11)
where the term Va is the activation volume for diffusion, i.e. the minimal volume
that must be available to the molecule for diffusion to occur.
The diffusion coefficient is important in the expression of Fick’s Second Law,





Fick’s Law will not be explicitly employed in this thesis, however it is worth noting
because it explicitly considers continuous motion of the particles. In the case of
strong interaction strength between the diffusing species, deviations from Fick’s
Law are observed though the definition of the diffusion coefficient still holds [77].
This results in jump diffusion behaviour, in which there is a second characteristic
time wherein the diffusing species rests in place for a time between two diffusion
events. These rest times follow a distribution rather than having a fixed value.
Jump diffusion shall be discussed further in chapter 4.
The rotation of molecules is very similar to diffusion. Like diffusion, it is the
motion of a species through a medium, and can occur through either thermal
activation or tunnelling depending on the size of the atoms involved. However, a
different coefficient of diffusion must be defined in the case of rotation, as in this
case no mean square distance travelled can be defined. Instead, the coefficient
of diffusion for rotation is simply defined in terms of the time τR taken for a






Analogously to jump diffusion, rotational motion can also be limited due to strong
interactions of the molecule with its neighbours. In the case of strong interactions
that render the molecule almost fixed in its orientation, the attempted rotational




The theme of this thesis is that all of the materials studied are molecular, or it
is the molecules within them that are the point of interest. In this chapter the
background for each of the materials to be studied will be given, with discussion
of the techniques used to follow in chapter 4. First, the inorganic organic
hybrid perovskites will be described, in which the molecule is confined within
an inorganic structure of lead and halide ions. Following this, the known high
pressure phase diagram of ammonium fluoride, another material with organic and
inorganic components, will be presented. Finally, methane-water mixtures will
be discussed: again this is to be studied at high pressures, but differs from the
previous two systems in that it is purely molecular.
Hydrogenated molecular materials, like those studied in this thesis, pose dif-
ferent questions compared to non-hydrogenated materials. This is because the
properties of these materials are strongly influenced by their hydrogen bonds.
Hydrogen bonding is much weaker than covalent, ionic or metallic bonding, yet
nonetheless it forms a key energetic consideration and has a strong influence in
the structure of molecular materials. A prime example of this is the many high
pressure and temperature forms of ice [4, 152]. As such, before the individual
materials can be discussed, a full definition of hydrogen bonding must first be
given. To contextualise this, a description of covalent, ionic and metallic bonding
will be given first, as these will also have relevance within this thesis.
Covalent bonding is generally understood to be the strongest form of bonding.
Here two atoms share electrons, resulting in a build-up of electron density between
the atoms. As such, these bonds are highly directional, which contrasts with
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metallic bonding, in which the shared electrons form a delocalised sea. In order
to be bound together by the electron sea, metallic systems require a larger number
of atoms than the two required for covalent bonding [161]. Like metallic bonding,
ionic bonding is non-directional and is characterised by the Coulombic attraction
between a positive and a negative charge. Thus ionic bonding can bond pairs of
atoms as well as larger crystal structures [161].
Hydrogen bonding is a type of polar interaction, so like ionic bonding it is
governed by the Coulomb force. In the case of hydrogen bonding, the positive
and negative charges come about as the result of the hydrogen atom covalently
bonding to a strongly electronegative element, such as fluorine, oxygen or
nitrogen [161, 187]. This results in a slight positive charge on the hydrogen ion,
which can then be bonded to a negative charge. As the existence of a hydrogen
bond requires a covalent bond and a directional transfer of charge, hydrogen bonds
are also directional. It should be noted that these polar behaviours do occur in
systems which do not contain hydrogen, and even in non-polar molecules where
temporary dipoles can form. These weak intermolecular non-bonded interactions
are often referred to as van der Waals interactions, and are typically much weaker
than hydrogen bonds.
It is found that hydrogen bonds come in a variety of strengths. The weakest
form of hydrogen bonding is only distinguishable from van der Waals interactions
by its directionality. The strongest hydrogen bonds typically form for oxygen-
oxygen distances of between ∼2.4 and 2.55 Å [187]. These strong hydrogen bonds
are typically the most symmetric, with the hydrogen atom being almost directly
between the oxygen donor and acceptor. Longer, weaker hydrogen bonds are more
asymmetric, with the hydrogen resting closer to the donating atom. A trend in
the oxygen-oxygen distances joined by hydrogen bonds is also observed. When
the hydrogen bond forms, if the unbonded oxygen-oxygen distance is greater than
2.55 Å the distance between them increases upon bonding, and the inverse is true
for distances less than 2.55 Å [187]. Weaker hydrogen bonds may form what are
known as bifurcated bonds, in which the hydrogen atom is simultaneously bonded
to two acceptors. These bifurcated bonds can allow complex structures to form,
and have been observed in solid hydrate systems [9, 69, 177].
It should be noted in this discussion we are considering hydrogen as a single
proton. Deuterium, one proton and a neutron, does still form hydrogen bonds,
but not in exact analogue to hydrogen. In general, deuteration does not
change the distance between the donating and accepting atoms, but does cause
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lengthening of short hydrogen bonds and increased asymmetry [4, 187].
3.1 The Methylammonium Lead Halides
The key phenomena exploited in solar cells is the photovoltaic effect, which is
the generation of voltage and current in response to exposure to light. Solar
cells are graded by their photovoltaic efficiency, defined as the percentage of the
light incident upon them that is converted into electricity. The incident light
excites electrons and holes in the photovoltaic material, which are then separated
and act as the charge carriers in the material. As such, the band gap of any
photovoltaic material must be comparable to the wavelength of visible light. The
recombination time for the electrons and holes must also be large enough to
allow for the charge to flow across the cell. The simplest solar cell design is a
photovoltaic material attached to two electrodes, though more complicated cell
designs have been developed [83, 154].
The methylammonium lead halides (MAPbX3, with the halide as iodine, bromine
or chlorine) have recently attracted a lot of interest due to their performance
as photovoltaic materials. The first study on these materials was carried out in
1987 by Poglitsch and Weber, which characterised the structure of these materials
with x-ray diffraction [138]. However, much of the research into the photovoltaic
properties of these materials has been more recent: in particular there was
much interest in MAPbX3 after all-solid-state solar cell device architectures
were developed in 2012 [44, 79]. The current highest efficiency reached for
MAPbX3 in one of these all-solid-state devices is ∼22%, using a MAPbI3−xBrx
thin film [79, 99]. This is comparable to the current highest efficiency of silicon
solar cells, 26.7% [5]. Here, the focus will be solely on the single halide compounds.
All three of the materials in the MAPbX3 family share the same high tem-
perature cubic phase, however there are subtle differences between their phase
diagrams as temperature is lowered. Figure 3.1 illustrates these differences.
Notably: methylammoium lead bromide (MAPbBr3) has an additional tetragonal
phase [73, 138, 173]; and methylammonium lead chloride (MAPbCl3) differs in its
low temperature structure [41, 138]. The structure of the second tetragonal phase
of MAPbBr3 between 150 and 155K has been found to be more complex than
the structure originally initially suggested from powder diffraction. Single crystal
x-ray diffraction results obtained by Guo et al have shown that this phase is in
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Figure 3.1 The phase diagrams of the MAPbX3 family with temperature [8, 41,
73, 84, 86, 119, 138, 174, 183, 184]. For the incommensurate phase
of MAPbBr3 the average structure is reported. Melting temperatures
are neglected because the MAPbX3 materials thermally decompose
before melting occurs [28].
fact incommensurate, with a modulation along the c axis [73]. Interestingly,
single crystal x-ray diffraction experiments also identify the tetragonal phase
of MAPbCl3 to be modulated, but it does not have an incommensurate
structure [86]. In this thesis phase II of MAPbCl3 and phase III of MAPbBr3
are often referred to as a “short-lived” tetragonal phase, as they are both only
stable for less than 6 K. In their 1987 paper, Poglitsch and Weber identified
the low temperature structure of MAPbCl3 as having two possible orientations
of the MA cation, as opposed to the single orientation enforced in MAPbBr3
and MAPbI3 [138], though their x-ray results did not show this clearly. Since
then, neutron diffraction studies have supported this conclusion, finding the low
temperature phase is best fitted by a symmetry group which allows for two cation
orientations [41]. Figure 3.2 shows the low temperature orthorhomic phases of
MAPbBr3 and MAPbCl3 as viewed along the b axis, illustrating the different
cation orientations available in the two compounds.Finally, it is relevant for the
following discussion of photovoltaic properties that methlyammonium lead iodide
(MAPbI3) is in the tetragonal phase at room temperature, while the other two
are in the cubic phase.





(a) MAPbBr3 phase IV [174]
a
cb
(b) MAPbCl3 phase III [41]
Figure 3.2 Diagrams showing the low-temperature othorhombic phases of
MAPbBr3 and MAPbCl3, viewed along the b axis in order to best
see the shape of the inorganic cage and the orientation of the MA
cation.
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by a gradual locking-in of the MA cations. In the high temperature cubic
phase the structure is that of an undistorted perovskite, with perfect octahedral
configuration of the inorganic PbX3. Then, as temperature is decreased, these
octahedra rotate and tilt, in order to reduce the space between them [8, 41, 87,
119, 138, 174]. As such, in the high temperature phase the molecular cation is
understood to be orientationally disordered in the cages, then as the cages collapse
the available alignments of the molecule are reduced [111, 118, 149, 183]. In the
lowest temperature phase, the molecules are suggested to align in a preferred
orientation along the [110] crystalline direction [174, 184].
The positive charge on the MA cation is not equally distributed, rather it is
associated with the NH3 group. As such, it has been suggested that the preferred
orientation of the cation (in particular in the low temperature phases of MAPbI3
and MAPbBr3) may result in domains in which all of the NH+3 groups align. This
could result in a ferroelectric effect, in which there is a spontaneous electrical
polarisation of the sample. Simulations have predicted the existence of such
charged domains [103, 182], however experiments have found that the overall
bulk material is not ferroelectric [147]. As a requirement of ferrelectricity is that
the material has inversion symmetry, this implies that the MAPbX3 compounds
are centrosymmetric, though this may be broken locally resulting in the domains
observed in calculations.
While the structural transitions in the MAPbX3 family can be understood from
the displacive motion of the octahedra, the presence of the molecule cannot be
overlooked. The molecule forms hydrogen bonds with the lattice around it, both
in the high temperature disordered and low temperature ordered phases [88, 101,
102, 190]. This means that the octahedra and molecules are coupled, and as such
it is necessary to consider both to fully predict and euclidate the phase transitions
of these materials.
In the above discussion, the molecule has been assumed to be stationary and
fixed in position. However, multiple studies have shown that the molecule is
tumbling within the cages. In particular, the molecular dynamics in MAPbI3
have been probed using NMR, inelastic neutron scattering, quasielastic neutron
scattering and DFT. The literature on MAPbBr3 and MAPbCl3 in this area
is significantly more sparse. Studies have shown that the molecular cation in
MAPbI3 tumbles more unimpeded in the high temperature phase, and is slowed to
‘glassy’ dynamics at low temperatures [26, 53, 63, 103, 106]. At low temperatures
the primary contribution is from the hopping of the hydrogen atoms between their
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positions on the CH3 group and on the NH+3 group [103, 106]. The full-body
motion of the molecule activates at higher temperatures and is found not to be
a smooth rotation on a sphere. Quasielastic neutron scattering results show that
the molecule jumps between preferred orientations, with the time between jump
on the order of tens of picoseconds [103]. The NMR spectra of MAPbI3 near the
cubic to tetragonal phase transition shows a different relaxational time for the
two components of the molecule, the CH3 and NH+3 groups, which the authors
associate with an larger hydrogen bonding between the NH+3 and inorganic
framework than between the CH3 and framework [8]. Indeed, the hydrogen bonds
between the molecule and the surrounding structure remain of great import when
considering the molecular tumbling. The motion of the molecules does impact
the surrounding structure on a short timescale, even at low temperatures: the
hydrogen bonds between the molecule and inorganic octahedra cause the lighter
halide atoms to move and distort the octahedral structure [26].
The presence of the molecule is key to the photovoltaic properties of these
materials. The increased carrier lifetimes seen in the MAPbX3 compounds
compared to their inorganic analogue CsPbBr3 have been associated with the
motion of the molecules. Electron-phonon coupling in materials serves to
reduce the carrier mobilities, by reducing the average path length through
scattering of carriers from lattice vibrations. Many studies have been carried
out to characterise the phonon spectrum of the MAPbX3 compounds, to which
the molecules do contribute [165, 173, 188]. However, theoretical calculations
and photoluminescence measurements have concluded that the motion of the
molecules acts to protect the charge carriers, lengthening the amount of time it
takes for recombination to occur [39, 124, 193]. This occurs because the molecule
is able to reorient to screen the electron-phonon coupling, resulting in an effective
repulsion between the electron and hole charge carriers. The anomalously large
spin-orbit effects observed in the MAPbX3 family are also linked to the high
photovoltaic performance of these compounds [62, 128]. This large spin-orbit
effect acts to reduce the carrier masses, thus increasing their mobility. The
spin-orbit effects have been linked to breaking of inversion symmetry within the
crystal, but not explicitly with the behaviour of the molecule. This links with the
previously discussed ferroelectricity and presence of domains in the sample. The
band gaps of these materials are found to be linked to the structural distortions
of the crystal structure [38, 48, 66, 144, 188] which is dependent on the hydrogen
bonds formed between the cation and inorganic surroundings.
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While the MAPbX3 family has been heavily studied, these studies have been
primarily focussed on MAPbI3, leaving gaps in the literature for MAPbCl3 and
MAPbBr3. The changes in phase diagram across this family implies that the
physics underlying the key photovoltaic properties may also be changing. The
increased photovoltaic efficiency in MAPbX3 compounds where multiple halide
ions are present makes the full understanding of each of the individual halide
compounds important. The studies in this thesis aim to fill this gap for the
molecular reorientations studied by QENS techniques.
3.2 Ammonium Fluoride
When one discusses hydrogen-bond dominated systems, the conversation would
not be complete without the inclusion of water. As one of the most common
substances on the surface of the Earth, and as a key component of numerous
planetary bodies, H2O has been studied from many angles throughout the history
of science [152]. However, though it is extremely common, its phase diagram
under pressure and temperature conditions is still not yet fully understood. There
are currently 18 reported crystal structures of ice, as well as multiple amorphous
forms and gas inclusion clathrate hydrate structures [4, 29, 113, 152].
The structures of ice are dominated by the hydrogen bonding between the
molecules. Each water molecule is capable of participating in four hydrogen
bonds simultaneously, donating two and accepting two, leading to a tetrahedral
geometry around the oxygen atom. Any given nearest neighbour oxygen pair
is then linked by a single hydrogen bond. These are the so-called “ice rules”
which apply to all of the molecular water phases. This simple geometry gives rise
to a wide range of interesting phenomena: the rich phase diagram of water, the
ability to empty clathrate hydrates of the guest species to produce new metastable
structures of ice, and the effects of other species on the phase transitions and
ordering of the solid ices [4, 152].
In this thesis, we are aiming to characterise the structure of NH4F because of
its analogous structure to ice Ih in its ambient temperature and pressure phase.
However, this is not the reason why NH4F was historically originally studied. The
ammonium halides, NH4X with X = Cl, Br, I and F, were originally of interest due
to their recorded polymorphism in the group, with the Cl, Br and I compounds
being more commonly studied [13, 25, 105, 167]. In the inorganic analogues of
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NH4X, potassium and sodium halide (KX and NaX), the crystal structure for all
of the halides is the same due to the cubic symmetry of the positive ion, with all
of them adopting a NaCl structure [13]. Conversely, in the ammonium halides
different structures are found: the orientation of the tetragonal ammonium ion is
able to vary, meaning that multiple cubic structures are possible. In particular,
both NaCl and CsCl-like structures are seen in the Cl, Br and I compounds
[13, 24, 105, 167]. In NaCl the positive ion has six halide nearest neighbours,
whereas in CsCl the positive ion has eight halide nearest neighbours [24].
By applying pressure and varying the temperature, it is possible to find a
NaCl-like structure (sometimes referred to as the α phase), and three CsCl-like
structures (known as the β, γ and δ phases) in ammonium chloride, bromide
and iodide. The phase diagrams have often been drawn together, showing how
the transition routes between these four cubic phases is common to the three
compounds [135, 167]. This also illustrates the analogy between chemical and
mechanical pressure. However, the combined phase diagram has since been
discredited for numerous reasons. Firstly, an additional fifth phase (CsCl-like in
nature) was discovered in NH4Br which, from the combined phase diagram, would
be expected in NH4Cl but is not observed there[136]. Secondly, the combined
phase diagram does not correctly describe the nature of the ordering in the
analogous phases of the different compounds [136]. Additionally, a fifth phase
has been since discovered in NH4I above 9 GPa at room temperature [81] and a
recent study on NH4Br also identified a sixth phase at pressures above 57.8 GPa,
neither of which have been reported in any of the other ammonium halides [82].
Ammonium fluoride is not NaCl-like or CsCl-like in its ambient phase. Instead it
adopts a hexagonal zinc-blende structure which is not seen in the phase diagrams
of the other ammonium halides [3, 100, 137, 180]. The phase diagram of NH4F
under pressure was first studied much later than those of the other ammonium
halides, with four phases identified from measurement of volume changes [97, 135].
This phase diagram is shown in Figure 3.3 with details given in Table 3.1.
Figure 3.4 then informs in more detail on the structures, with two views of NH4F
phase II presented, as this is a larger more complex structure. The structure of the
room temperature phases I, II and III have been measured with both x-ray and
neutron diffraction [3, 17, 71, 100, 126, 137, 180], and the high temperature phase
IV identified through x-ray diffraction only [31]. This difference in the structures
of the ambient temperature and pressure phases is ascribed to an increase in
hydrogen bonding in ammonium fluoride compared to the other ammonium
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Figure 3.3 The phase diagram of NH4F up to 2 GPa and 350 ◦C (623 K) from
Kuriakose et al [97].
halides. This is evidenced by the low N-H stretching frequency and high H-
N-H bending frequency in IR scattering [137]; the high activation energy for
molecular reorientation calculated from NMR results [52]; a large value of the
librational modes in Raman scattering and inelastic neutron scattering [2, 70];
and more recently the hydrogen bonds were directly observed through neutron
Compton scattering [12]. However, one theoretical study was able to reproduce
the structure of phase I of NH4F without invoking hydrogen bonding, and only
including electrostatic, van der Waals and repulsive interactions [146].
As has been previously mentioned, the phase I of NH4F has a zinc-blende
structure and is analogous to ice Ih, with a disordered hydrogen bond network
[3, 100, 137, 180]. This phase is shown in figure 3.4a, though the hydrogen disorder
is neglected in the diagram for clarity. Phase II adopts a rhombohedral structure

















(d) NH4F phase II along c axis [100]
Figure 3.4 Diagrams showing the room temperature phases of NH4F.
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Table 3.1 Structural information from literature for the known NH4F phases.
Phase Space NH4F Lattice Measurement Reference
Group Units Parameter (Å) Conditions
I P63mc 2 a = 4.436 0 GPa, 300 K [100]
c = 7.158
II R3c 24 a = 8.508 0.469 GPa, 300 K [100]
c = 16.337
III P4̄3m 1 a = 3.350 0 GPa (from EoS), 292 K [17]
IV Fm3̄m 4 a = 5.770 0.4 GPa, 450 K [31]
hydrogen bond network [100, 126]. This is shown in figures 3.4c and 3.4d, again
with the hydrogen disorder not plotted. Lawson et al compare the two phases by
considering the tetrahedra formed by the fluorine ions: in phase I these tetrahedra
are all aligned, whereas in phase II there are two types of tetrahedra, one with
a three-fold symmetry and the other noncentrosymmetric [100]. These multiple
types of tetrahedra in phase II allow for a significantly improved packing along
the c-axis in phase II compared to phase I.
Phases III and IV of ammonium fluoride are both structures that are seen in the
other ammonium halides. The high temperature phase IV is an NaCl structure,
can be considered as an ice Ic analogue, and is expected to be hydrogen disordered
[31]. Interestingly, this phase is reported to be more plastic in ammonium fluoride
than in any of the other ammonium halides. The high pressure phase III of
NH4F has a CsCl-like structure. This phase has been reported as both hydrogen
ordered [71] and disordered [17], which would make it either an ice VII or ice VIII
analogue respectively. The hydrogen ordered structure of this phase is shown in
figure 3.4b. The most complete equation of state for phase III was established by
Bellin et al, identifying it as being Murnaghan third order with V0 = 37.595 Å
3,
K0 = 33.9 GPa and K ′ = 4.1 GPa [17].
Additional to the four commonly accepted phases of ammonium fluoride, others
have been observed through various methods. A Raman study carried out by Zou
et al reports two additional phases at room temperature as pressure increased
[194], with one transition from phase III into a new phase V reported at 1.5 GPa
and a second transition to a new phase VI at 14.3 GPa. This result was then
used in other Raman and theoretical studies [151, 191], however these new phases
are expected to appear in regions that have been investigated through neutron
and x-ray diffraction studies but have not been observed. Nabar et al identified
three new phases through the heating of recovered samples of phase II and phase
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III [126]. These new phases were studied through x-ray diffraction: two of these
phases were identified as CsCl-like cubic, though the hydrogen positions could not
be identified; and the third had a complicated structure that could not be solved
from the diffraction pattern. Finally, a recent x-ray and Raman study by Bellin
et al, which was able to probe higher pressures than any of the previous studies,
reported a low-temperature tetragonal phase above 10 GPa [17]. In addition to
this, their room temperature Raman results showed changes at approximately
10 GPa and 25 GPa, with a possible third change at 6 GPa, however their x-ray
diffraction results at these pressures did not show any changes.
This thesis aims to resolve some of these contradictory observations regarding
the structure of NH4F, by completing neutron diffraction experiments at higher
pressures than have previously been probed.
3.3 Methane-Water Mixing
Experiments on the behaviour of gases have been carried out since the 17th
century, with Boyle’s Law relating the relationship between pressure and volume
of a gas published in 1662 [23]. The links between pressure and volume, and
volume and temperature of a gas, and the mixing behaviour of gases were then
expanded upon in the early 19th century [68, 78]. In this thesis we aim to study
the behaviour of methane gas as it is pressurised with liquid water, and the two
begin to mix together.
William Henry was the first to produce a general theory for the mixing of liquids
with gases in 1803. The law, as stated in his original paper, is as follows:
“...that water takes up, of gas condensed by one, two, or more
additional atmospheres, a quantity which, ordinarily compressed,
would be equal to twice, thrice, etc. the volume absorbed under the
common pressure of the atmosphere.” [78]
This has since been expanded to apply to any liquid, not just water, and to
account for the effects of temperature. In the modern understanding, the general
statement of Henry’s original conclusion remains true: that the mixing behaviour
of gases goes linearly with the pressure of the gas upon the surface of the liquid.
The constant of proportionality linking the pressure with the mixing is called
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Henry’s constant.
It is of relevance to this thesis to note that in his original paper Henry follows his
declaration of his law with the following statement:
“By frequent repetition of the experiments, I obtained results
differing a little from the general principle above stated; but, for all
practical purposes, I apprehend, the law has been announced with
sufficient accuracy.” [78]
Henry attributes these deviations in his data from the general law to problems
with his experimental setup. Henry’s law is still commonly used in chemical
processing and environmental sciences, with Henry’s constant calculated for more
than a thousand compounds mixing with pure water [115]. However, a recent
study has suggested that the mixing of methane with water does not follow
Henry’s Law [140].
Ignoring intra-molecular interactions, the mixing of gases and liquids can be
understood simply by considering the boundary between the two phases. A gas
molecule that hits the boundary may be absorbed into the liquid phase, or it may
deflect away again back into the gas. As pressure is increased the number of gas
molecules at the boundary increases, and thus more of the gaseous species will
enter into the liquid.
Thermodynamically, there are multiple contributions to be considered in mixing
processes. The entropy and enthalpy of the system influence the mixing of the
species: in particular entropy strongly opposes the mixing of uncharged species
in water at low temperatures [50, 158]. In the case of methane, the intra-
molecular interactions also become relevant, complicating this picture of gas
mixing. Methane is the smallest example of a hydrophobic molecule, meaning
that it excludes a volume so hydrogen bonds cannot occur and the water
network doesn’t form through this space [37]. Studies on the dynamics of water
molecules surrounding a hydrophobic species have found that the reorientation
speed decreases, suggesting that their motion is impeded by the volume excluded
by the hydrophobic molecule [9, 177]. From a thermodynamic perspective, the
mixing of hydrophobic species in water is enthalpically favourable, but, like the
solution of uncharged species in water, is opposed by a loss of entropy at low
temperatures [9, 54, 185]. Structurally, the changes in the water network due to
the addition of a hydrophobic species are more unclear: traditionally a so-called
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“iceberg model” was used to describe the formation of a water structure with more
or stronger hydrogen bonds thought to form around the hydrophobic molecule.
However more recent theoretical studies have questioned its existence [9, 185].
Pure water is suggested to have at least two liquid structures: a low density
and a high density form, which by association implies the existence of multiple
glassy phases of ice [4, 42, 110, 170]. The molecules in the liquid phase of water are
constantly re-ordering, hydrogen bonds breaking and reforming. This is evidenced
by the fact that the H2O molecules in liquid are found to have an average of 3.3
hydrogen bonds at any given time, as opposed to the expected 4 in a crystalline
solid [162]. The motion of the water molecules can be probed experimentally using
multiple techniques; here, the focus will be on results from neutron scattering, as
this is the key technique in this thesis.
Most of the early dynamical studies of water were interested in the changes in
dynamics due to changing temperature, including the supercooling of water to
below its freezing temperature [4]. Two characteristic times have been identified
in the dynamics of liquid water from quasielastic neutron scattering; one linked
to the rotational dynamics, and the other to the translational diffusion of the
molecules [22, 109, 145, 175]; whereas solid water only exhibits a single rotational
excitation [21]. Results from low temperature studies have confirmed that
the rotation of the molecule is best understood as a jump of the hydrogen
atoms between the tetrahedrally co-ordinated bond sites, i.e. the breaking
and reformation of hydrogen bonds [175]. The temperature dependence of the
translational diffusion has been studied at low pressures, and have found that it is
strongly temperature dependent even when there are no changes in structure, and
is instead linked to the viscosity of the liquid [94]. A higher pressure study has
been carried out on the dynamics of liquid water, which reported that this jump
rotation does not vary as pressure is increased, but the translational diffusion
strongly decreases [22].
Studies of mixing salts into water, with the salt as a polar solvent, have yielded
some interesting results regarding the mixing behaviour of water. The addition
of salts has been seen to not influence the rotational dynamics of water molecules
within the bulk, only the behaviour of those water molecules within the first
solvation shell of the salt [131]. Additionally, the tetrahedrality of the water
molecule averaged across the system was observed to be reduced upon the
addition of a salt, in the same way that it is affected by the application of pressure
or increase of temperature [129]. These results are interpreted to support the
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notion that there are at least two structural types of water, with the bulk of
the liquid having one structure, and the water molecules surrounding the solvent
adopting a different one.
Similar to water, the quasielastic neutron scattering results on pure methane
are also understood through two characteristic times, one for the rotation and
the other for the diffusion of the molecules [49]. However, in the case where
the methane molecule is incorporated into the solid water structure to form a
clathrate hydrate, wherein the methane molecules are surrounded by cages formed
by the water network, these results change. Studies on a sample of seafloor
methane clathrate reveal that the translational diffusion is completely hindered,
but three different types of rotation were seen, with the methane molecules
behaving as almost-free rotors [76]. However, a high pressure result on a different
crystal structure of methane clathrate reports that above approximately 20 GPa
the methane molecules become strongly interacting with the water network
and their rotation becomes coupled [153]. As such, this was identified as the
pressure at which the hydrophobic nature of the methane molecule was overcome.
Translational diffusion within a solid methane clathrate sample was found to
be possible if two different methane clathrate structures coexisted, in which
case the motion was best fitted by a jump diffusion model, meaning that the
methane molecules did not travel continuously along the boundary between the
structures [148].
Few studies have been carried out on the mixing of methane and water at pressure.
Price et al studied the region of temperature between 150 ◦C and 350 ◦C, with
pressures up to approximately 0.2 GPa, and found the expected linear mixing
behaviour in this region [139]. This was later expanded up to 3.2 GPa at 100 ◦C
by Pruteanu et al, who used Raman spectroscopy and photomicroscopy to find
that the mixing behaviour deviated from linear at approximately 1.5 GPa [140].
More recent neutron diffraction investigations by Pruteanu et al have established
that a hydrogen bonded network exists at all pressures throughout the mixing
transition [141]. Instead, evidence is presented showing that the dipole moment
of the methane molecules increases with pressure, showing that the electronic
interactions have a strong influence on the miscibility. However, diffraction
experiments alone do not provide a full picture of the system. Other properties
must also be studied to allow for a complete comparison between the liquid and
individual species. As such, this thesis will present results as to the dynamical
properties of the liquid mixture as pressure is increased.
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Chapter 4
Scattering and Other Techniques
This chapter will discuss the experimental techniques used in this thesis, primarily
focussing on neutron scattering techniques. In addition to neutron scattering,
Raman spectroscopy is also used as an experimental technique in chapters 6 and
7. This technique shares some fundamental physics with neutron scattering, as it
comprises of the scattering of laser light from the sample. Finally, the background
for the density functional theory (DFT) calculations described in chapter 7 are
explained.
Due to the principle of wave-particle duality, the scattering of light, neutrons
and electrons is understood from the same perspective of fundamental wave
mechanics. In the below description of scattering, neutrons shall be used as
the example, but the discussion holds for all of the other examples given.
By treating the incident neutrons as waves, we can consider them as a plane
wave which is scattered spherically upon interaction with an obstacle. If there
are multiple centres from which to scatter, the spherically scattered waves will
interfere with one another to produce interference patterns. The interference
observed depends on the relative phases of the scattered waves. In the case where
all of the scattered waves are have a fixed phase relationship, this is referred to as
coherent scattering. This provides information regarding the structure and any
co-operative dynamics of the scattering samples. When the resulting scattered
waves have no constant phase relationship this is called incoherent scattering,
and provides information as to the self-dynamics of the scattering centres.
The scattering triangle, shown in Fig. 4.1, describes the momentum and direction
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Figure 4.1 The fundamental scattering triangle used in all scattering experi-
ments (neutron, x-ray, electron, etc.).
changes during a scattering event. The incident neutron has a momentum ki, then
after scattering has momentum kf , where Q is the vector that connects the two,
and the angle between the two momenta is defined to be 2θ. If |kf | is fixed to be
equal to |ki| there is no momentum transfer between the neutron and the sample:
this is called elastic scattering and reveals information about the structure of the
sample. It should be noted that incoherent elastic scattering is isotropic, so only
coherent scattering is useful. This is discussed further in section 4.1. In the case
of |kf | different to |ki|, there is a momentum transfer between the probe and the
sample, which can be associated with the excitations within the sample. This
is called inelastic scattering, and is discussed in sections 4.2 and 4.3. Here both
incoherent and coherent inelastic scattering may provide useful information. It
should be noted that inelastic scattering of neutrons is easier to measure than
that of photons, as the finite mass of the neutrons results in a momentum change
that is easier to detect.
The strength of the interaction between the probe and the scatterer is called
the scattering length, and this decrees the probability that the probe will scatter
from a scattering centre of this type. For the case of x-rays and light, the probe
scatters from the electron cloud surrounding the atom. As such, the scattering
length is proportional to the square of the number of electrons. Neutrons interact
both through the weak and the electromagnetic force. The interactions through
the electromagnetic force allow for the magnetic properties of the sample to
be probed, but do not affect the scattering length. Therefore the weak force
interactions decree the scattering length, which means that the degree to which
neutrons scatter from different elements is more complicated and allows for
isotopes of the same element to be distinguished. Importantly, it means that
the coherent and incoherent scattering lengths of the same element may be
vastly different. Figure 4.2 shows the coherent neutron scattering lengths of
the elements, with the isotope variance shown for four cases. The sign of the
37
Figure 4.2 The coherent neutron scattering lengths of the elements, with the
isotope variance of scattering length shown for hydrogen, chlorine,
titanium and nickel. Adapted from reference [157].
scattering length indicates whether the incident and outgoing waves are in or
(180°) out of phase [160]. Additionally, there is an imaginary component to the
scattering length which originates from the probability for the neutron to be
absorbed into the nucleus, but this is normally small.
In scattering experiments, it is only possible to analyse the data if the assumption
can be made that the neutron only interacted with the sample once as it passed
through. However, for samples with large scattering lengths the incident neutron
may scatter twice or more as it passes through the sample. It is thus important
to design the experiment such that multiple scattering events are reduced to an
acceptably low level. This is commonly done by using thin samples, the large
surface area of which exposes it to a large amount of incident beam, but the low
thickness means that the incident neutrons pass through the sample in a short
amount of time.
4.1 Diffraction
The key mathematical object that summarises a scattering experiment is the
differential cross section, which expresses the number of incident particles that
are then scattered to a certain direction (in spherical polar co-ordinates). The
scattering lengths are measured in barns (b). For a elastic scattering experiment,







where Ω is the solid angle, R is the number of neutrons measured at a given angle
(in 2θ and φ), Φ is the incident flux, and N is the number of scattering units of
interest (for instance atoms or molecules) [160]. This form for the differential cross
section is the most basic, in that it assumes the incident neutrons are scattered
isotropically from the sample, and thus the angle at which the final neutrons are
measured do not contain any structural information about the sample. Equation
is 4.1 therefore only appropriate to describe the elastic scattering from a single
atom, or the incoherent elastic scattering from an array of atoms.
In an ordered array of atoms, each individual atom scatters isotropically but
the overall observed signal is not isotropic and contains structural information
about the sample. This is because the isotropically scattered neutrons from
each atom interfere and only when the interference is constructive is a signal
measured. Crystal structures, as were described in section 2.1, are highly
repetitive structures with defined planes. As such, neutrons scattering elastically
from crystalline planes follow the same rules as for light scattering between
parallel planes. This is described by Bragg’s Law:
nλ = 2d sin θ, (4.2)
where λ is the wavelength, θ is the scattering angle, d is the distance between
the planes, and n is an integer. When crystalline Miller planes are considered,
d can be written as d(hkl), thus showing intuitively how the scattering angle
relates directly to the distance between different crystalline planes. A scattering
signal is only observed in the case when Q is perpendicular to the Miller planes.
Returning to the scattering triangle, the magnitude of the scattering vector Q
for of first-order diffraction (n = 1) can now be written as follows:
Q = 2k sin θ = 4π
λ
sin θ = 2π
d(hkl) , (4.3)
where k is the magnitude of the neutron’s momentum.
As the Bragg condition for a crystal requires Q to be perpendicular to
the crystalline planes, this means that the measured signal is not a direct
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measurement of the crystalline or real-space lattice. Instead, Q measures what
is referred to as the reciprocal lattice. The distance between points in real space
were described in section 2.1 by the translation vectors a, b and c. The reciprocal
lattice vectors are constructed from these as follows:
a∗ = 2π(b× c)
a · (b× c) ; b
∗ = 2π(c× a)
a · (b× c) ; c
∗ = 2π(a × b)
a · (b× c) . (4.4)
The important property of the reciprocal space vectors is that a∗ · a = 2π (and
similar for b and c). As we require Q = 2π/d(hkl), the Bragg condition for Q
can be written in terms of the reciprocal space vectors.
Q(hkl) = ha∗ + kb∗ + lc∗. (4.5)
A simple consequence of this is that things that appear large in real space are
small in reciprocal space and vice versa.
To translate directly between reciprocal and real space, one must use a Fourier
transform. As such, by measuring the change in momentum and direction of the
neutrons during the scattering event, one can Fourier transform the extracted
data to give information about the real space behaviour of the sample. The
structure factor F (hkl) is the Fourier transform of the crystal structure, sampled





where for the nth nuclei bn is the scattering cross section and rn is the position. In
an experiment, it is the intensity of the scattered beam for a Miller index (hkl)
that is measured, which is proportional to the square of the structure factor:
I ∝ |F (hkl)|2. As it is |F (hkl)|2 that is measured, no phase information can be
obtained from the data. This means that some prior knowledge about the sample
being studied is necessary in order to analyse the data [160].
In the case of single crystals, each Miller index results in a discrete Q(hkl)
position with associated F (hkl). In the case of polycrystalline or powder samples
the orientations of different crystallites differ. This means that the same (hkl)
position will result in a different values of 2θ at which the Bragg condition
is satisfied. As a result the diffraction patterns observed for powder samples
are equivalent to that of a 2θ averaged single crystal experiment. This can
make analysis more complex for powder samples due to the reduction of spatial
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information and in some cases the merging of peaks with different intensities.
The fitting of powder diffraction data is often carried out through a Rietveld
refinement. This requires knowledge of a possible structure, from which an
expected diffraction pattern is calculated. The expected peak positions and
intensities come from the input unit cell, but also required for the model are
an expected peak shape, instrumental parameters and background signal. The
calculated diffraction pattern is compared to the measured data. Parameters are
then selected within the model, which are refined against the data using a least
squares calculation. By iteratively converging these parameters the model reaches
a ‘refined’ structure which is understood to be comparable to the true structure
within a margin of error [123].
4.1.1 Characterising Strain
The presence of strain, as discussed in section 2.1.1, within a system manifests
in the diffraction pattern. The case where the strains are small and localised is
referred to as micro-strain and is typically not large enough to manifest in peak
shifts. Instead this appears as the broadening of peaks. The alternate case of
large strains across the crystal causes the peaks to appear to shift dependent on
the angular position of the detectors. This is the situation of interest to this
thesis.
The lattice strain ε(hkl) compares the d-spacings of the compressed and
uncompressed samples [159]. The measured lattice strain εm(hkl) is expressed











Here subscript 0 signifies the uncompressed state and m the measured state. As
in section 2.1.1 subscript P refers to the principal stress, and D is used to signify
the deviatoric contribution. The deviatoric contribution to the lattice strain is
found to have the following angular dependence:
εD(hkl) = (1− 3 cos2 ψ)Q(hkl) (4.8)
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where ψ is the angle between the load axis and the diffracting plane normal and
Q(hkl) is a unitless factor containing the elastic properties of the sample. Note
that here Q(hkl) is not the same as as the scattering vector used in the scattering
triangle, though they share a notation. The exact form of the factor Q(hkl) for
a cubic system is [159]:
Q(hkl) = t3(S11 − S12 − 3SΓ(hkl)), (4.9)
with S = S11 − S12 − S44/2, Γ(hkl) = (h2k2 + k2l2 + l2h2)/(h2 + k2 + l2) and Sij
and t as defined in section 2.1.1.
Thus, in measurements of the d-spacing of a crystal, the presence of deviatoric
stress causes the measured result to have an angular dependence of:
dm(hkl) = dP (hkl)[1 + (1− 3 cos2 ψ)Q(hkl)]. (4.10)
By plotting the measured peak position against (1− 3 cos2 ψ) and fitting with a
straight line the d-spacing in the case of no deviatoric stress and the factor Q(hkl)
can be calculated. Combining equations 4.10 and 4.9 it is clear that by finding
Q(hkl) for different peaks in the diffraction pattern, the material properties S
and t may be extracted.
4.2 Inelastic Neutron Scattering
Inelastic scattering is characterised by an energy transfer between the scattered
neutron and the sample, leading to a change in magnitude of the momentum of the
neutron. This means that we must now create an extension to the methodology
used in elastic scattering. The scattering triangle is now modified to have ki
and kf with different magnitudes, which in turn changes Q. The differential
cross section is also extended to include energy dependence, resulting in a partial
differential cross section d2σ/dΩdE. This is related to the differential cross section







The partial differential cross section relies on the same phenomena as the
differential cross section, so it is not necessary to extend scattering theory beyond
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Figure 4.3 A hypothetical plot of where different dynamical properties can
be measured as energy transfer is increased, adapted from
reference [160]. This plot considers the dynamics to be averaged
across Q space. For more information on the Q and E dependance
of different dynamics, see Shirane et al. Fig. 1.4 [157].
this.
The momentum transfer seen in inelastic scattering is as a result of the excitation
of energetic modes within the sample. An incoming neutron is able to excite a
crystalline, intermolecular, rotational, diffusional or magnetic excitation. As with
elastic scattering, inelastic scattering measures phenomena in reciprocal space.
This means that the same principle of length inversion between reciprocal and real
space also applies here. Thus localised phenomena such as intermolecular modes
appear are long-range in reciprocal space, and the inverse is true for phonons. By
measuring the momentum transfer and the position of the scattered neutron it is
possible to characterise the excitations within a system.
Inelastic scattering can be split into coherent and incoherent contributions, both
of which give separate information about a system. Coherent inelastic scattering
gives information on collective excitation modes, such as phonons and magnons,
whereas incoherent scattering contains information about self-dynamics such as
diffusion.
The different information that can be obtained for different energy transfers in
inelastic neutron scattering is shown in Fig. 4.3. The diagram does not include
excitations such as magnons, which appear in the same energy range as phonons,
but have different Q dependence, allowing them to be distinguished. Fig. 4.3
also illustrates the importance of designing an appropriate experiment for the
dynamics you wish to study, as neutron scattering instruments are designed not
to cover the entire dynamic range, but specific sections of it. Section 4.3 discusses
the low energy transfer quasielastic measurements that can be carried out.
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4.3 Quasielastic Neutron Scattering
Quasielastic neutron scattering, or QENS, is a measurement technique that is
used to give information on slow dynamics such as diffusion and molecular
reorientation [51]. This technique is commonly used in the study of liquids,
porous materials, and molecular crystals. The name “quasielastic” comes from
the fact that it is the neutrons with very small energy transfer to the sample that
are measured: this can clearly be seen in Fig. 4.3.
As was discussed in chapter 2, diffusion and rotation can be either co-operative
or self motions. In QENS, these can both be measured by utilising the differing
properties of coherent and incoherent scattering. Co-operative excitations are
seen in coherent scattering, and self motions are seen in incoherent scattering.
As hydrogen as a very large incoherent cross section, this facilitates easy isolation
of the self-diffusion and rotation of hydrogen atoms: a fact that will be utilised
in this thesis. The neutron incoherent cross section of H is 80.3 barns, which
is an order of magnitude larger than all of the other light elements, with only
isotopes in period 6 and below of the periodic table having comparable or larger
cross-sections [157].
The data collected in a QENS experiment is a high resolution measurement of
the energy and |Q| = Q dependence of the elastic line. In these results, there
are two components that make up the resulting data. The elastic line itself is, in
theory, a delta function. However, the finite resolution of the instrument renders
this as a Gaussian or Ikeda-Carpender function. In practise, to realise this one
convolves a delta function with the desired amplitude with a measured resolution
signal of the instrument. The dynamical component is superimposed upon this
as a broader, less intense contribution, which has the form of a Lorentzian [15].
Fig. 4.4 illustrates this for MAPbBr3, with the quasielastic component shown as
a solid line, and the instrumental resolution shown as a dotted line.
The final form of the equation used to fit data containing a single excitation is
thus:
S(Q,E) = Iel(Q)δ(E) + Idyn(Q)
Γ(Q)
E2 + Γ(Q)2 (4.12)
where Γ is the linewidth of the dynamical component, and Iel and Idyn are
the relative amplitudes of the elastic and dynamic components. This function
S(Q,E) is convolved with the resolution function in order to correctly reproduce
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Figure 4.4 QENS results obtained on MAPbBr3 in reference [173]. The data
is shown as circular points, the elastic contribution is shown as a
broken line, and the quasielastic contribution is shown as a solid
line.
the data.
The linewidth Γ(Q) is linked to the diffusion coefficient measured, and the
properties of the diffusion. In the case of free rotation, the diffusion coefficient
DR does not have any spacial dependence (see equation 2.13). This means that
the linewidth for a rotational excitation (now denoted ΓR) does not have any
Q dependence, and one finds that ΓR = h̄DR. Conversely, as the Einstein-
Smoluchowski diffusion coefficient DT does depend on the mean square distance
travelled (see equation 2.7), the linewidth does also. One finds that the linewidth
for continuous translational diffusion (now denoted ΓT (Q)) has a Q dependence
such that ΓT (Q) = h̄DTQ2.
However, as discussed above in section 2.3.2, high interaction strengths between
the diffusing species and the medium result in jump diffusion behaviour. This
jump diffusion manifests differently in the Q dependence of the linewidth ΓT (Q).
Table 4.1 lists the three most common models used to describe the linewidth
for different jump diffusion types. All of these reduce to continual translational
diffusion ΓT (Q) ∼ h̄DTQ2 at low Q.
In general, the resolution of QENS instruments usually limits measurements of
the diffusion coefficient D and the jump rates τ−1 to be larger than 10−7 cm2s−1
and 108 s−1 respectively [77]. However, modern high resolution instruments are
now able to probe faster motions, including hydrogen tunnelling.
45
Table 4.1 Different jump diffusion models that can be used to describe the Q
dependence of the linewidth in QENS.
Model name Case described Form
Singwi-Sjölander Alternation between rotational ΓT (Q) =
h̄DTQ
2
1 +DTQ2τand translational motion













Table 4.2 Different models that can be used to describe the Q dependence of the
EISF in QENS. Here r is the radius of rotation, Jn is a cylindrical
Bessel function of the nth kind, and jn is a spherical Bessel functions
of the nth kind.
Case described Model f(Qr)
Rotation on a 2D circle [J0(Qr)]2
Rotation on a spherical surface [j0(Qr)]2





Jumps between 2 sites on a circle 12 [1 + j0(2Qr)]
Jumps between 3 sites on a circle 13 [1 + 2j0(
√
3Qr)]
Jumps between 4 sites on a circle 14 [1 + j0(2Qr) + 2j0(
√
8Qr)]
Jumps between 6 sites on a circle 16 [1 + j0(2Qr) + 2j0(
√
3Qr)]
From the fit to the measured QENS data, one can extract a Q dependent





where Sel(Q) and Sdyn(Q) are the areas beneath the elastic peak and dynamical
component respectively [51]. The value Sel(Q) is proportional to the differential
cross section shown in equation 4.1. The EISF is found to decrease with Q, as the
contribution from quasielastic scattering increases. From this, the Q dependance
of the EISF can be fitted to extract information about the nature of the dynamical
motions.
Table 4.2 shows several of the different models (here denoted f(Qr)) used to
fit the EISF. The models describe the type of motion being carried out by the
dynamic species and the radius in which this is occurring. In the case of rotations,
this accessible space is the radius of rotation, whereas for translational diffusion
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this is the radius of the sphere in which the species can diffuse.
In fitting the EISF, we must also consider that not all of the members of the
dynamic species are participating in the same type of dynamics. The EISF is
therefore fitted to the following equation:
A(Q) = p+ (1− p)f(Qr), (4.14)
where p is the proportion of active rotators and f(Qr) is one of the models
described above [67]. This thus allows us to fully characterise the dynamical
behaviour of the rotators within the sample.
4.4 Raman Spectroscopy
Raman spectroscopy relies upon the inelastic scattering of laser light from a
sample. It differs from inelastic neutron scattering in the regard that only
positions close to the Brillouin zone centre in crystalline materials may be probed.
This is because the photons used are high energy and massless, so only very small
momentum transfers may be achieved.
In Raman spectroscopy, there is a transfer of energy between the photon and
the sample due to the excitation of a dynamical mode in the sample. The high
energy of the laser light in Raman scattering means that the excitations observed
range between optical phonons at low energy transfers and inter-molecular modes,
including rotations, at high energy transfers. It should be noted that in Raman
spectroscopy the excitation immediately de-excites and as such, it is possible
to excite into “virtual states”. This means that the Raman spectra observed is
dependent on the energy of the incident photon.
Figure 4.5 shows the three types of interaction between the photon and excitation
that are observed in Raman spectroscopy. Rayleigh scattering is where the photon
excites the excitation, and a photon of the same energy is then emitted when it
de-excites. In Stokes scattering the emitted photon is of a lower energy than that
of the incident photon, and in Anti-Stokes scattering the emitted photon is of a
higher energy. The energy levels of each excitation in a molecule are discrete and
characteristic of the bond being excited. As such, a molecule may be fingerprinted
by measuring the Raman spectrum.
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Figure 4.5 The types of interaction between an incoming photon and an
excitation associated with Raman spectroscopy.
Fluorescence is a phenomenon that competes with Raman scattering, but is
equally useful. In this case, the photon excites the excitation but is not
immediately re-emitted. This means that only discrete energy levels may be
accessed and thus the fluorescence spectra observed is dependent on the energy
of the incident photon. Again, this technique may be used to identify the sample.
It is possible to observe fluorescence and Raman spectroscopy simultaneously in
a single measurement, but care must be taken to distinguish the two.
4.5 Calculating Structures: Density Functional
Theory
Density Functional Theory (DFT) describes the computational technique of
solving the Schrödinger equation for all of the electrons in a system, and thus
inferring the properties of the system. In reality, to do this efficiently, a number
of approximations must be made in order to solve this many-body problem.
The first of these approximations is to carry out the calculations using the electron
density, rather than the wavefunctions. Hohenberg and Kohn proved that no two
applied potentials can result in the same electron density [80]. As the solutions
for the electron density are unique, they can be used in computations rather
than the wavefunction. In a system with N electrons the electron density is N
dimensional and the electron wavelengths have 3N dimensions. As such, treating
the electron density results in a more efficient use of computation time.
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The second approximation is Kohn-Sham theory, where a solution to the
Schrödinger equation that only considers the non-interacting component of the
electrons’ kinetic energy is used [93]. The energy functional in this theory is as
follows:
E[n] = TS + Ene[n] + Eee[n] + Exc[n]. (4.15)
Here, the only term that does not depend on the electron density is the non-
interacting component of the kinetic energy TS. These calculations are all carried
out at absolute zero in temperature, so the kinetic energy depends only on the
potential. Note that the nuclei are considered to be stationary and thus have no
kinetic energy. The terms Ene[n] and Eee[n] describe the Coulomb interaction
between the neutrons and electrons, and electrons respectively. The final term
Exc[n] is the exchange-correlation functional. This term contains the component
of the kinetic energy not accounted for by TS and any correlation contributions
to the electron dynamics. The exchange-correlation function is unknown, and
different DFT methods use different approximations.
The simplest approximations for the exchange-correlation function are based off
the value of the electron density only. This works well for materials where the
electronic density varies slowly with position, such as metals. However, for
molecular systems like those considered in this thesis it is necessary to use an
approximation that also considers the gradient of the electron density.
In this thesis, DFT is applied in order to find the crystal structure of a system at
high pressure. Here, the energy of an atomic arrangement is calculated and then
the atoms are re-positioned until an energetic minima is found. To compare the
stability of structures at a given pressure the enthalpy is calculated:
H = U + PV (4.16)
where U is the internal energy per formula unit, P is the pressure and V is the





High pressures are of interest to science because they provide insight on how
materials and interactions change under extreme conditions. The application
of high pressures gives the ability to alter and tune material properties, and
to create new compounds which cannot be formed at ambient conditions [57,
112]. These extreme conditions are relevant for understanding the structure of
planetary bodies and the formation of the solar system, as well as for use in
industrial processes [56, 72, 168].
This chapter focusses on techniques used to create high mechanical pressures
upon samples, which will be employed for the studies described in chapters 7
and 8. This differs from chemical pressure, where an element is substituted for
another heavier element of the same group. Chemical pressure can be analogous
to mechanical pressure. Application of chemical pressure has been proposed as a
route to reaching higher pressures on samples of interest [7, 192]. In the MAPbX3
compounds the substitution of the atom on the halide site and the application
of mechanical pressure can both be used to tune the band gap [84]. Chemical
pressure is not a key point of study in this thesis, so from this point forwards any
discussion of high pressure will only concern mechanical pressure unless explicitly
specified.
In particular, this thesis will employ only static compression techniques. These
are techniques in which the material is held at high pressure conditions for an
extended period of time. This differs from dynamic compression techniques
wherein a sudden impulse (usually from a high powered laser) is exerted upon the
sample. The resultant shockwave passes through the material and induce extreme
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condition states on picosecond timescales [57]. Dynamic compression is able to
reach higher pressures and temperatures than static compression. However, the
short timescales make it impossible to study the states produced using neutron
scattering techniques.
Even in static compression, pressure gradients are often still present in the sample.
These non-homogenous stresses are referred to as non-hydrostatic conditions, and
occur when there is shear stress as well as normal stress. These are problematic
because only hydrostatic pressure is a thermodynamic parameter and is much
easier to compare with theory [91]. The even distribution of pressure is improved
by the inclusion of a pressure transmitting medium surrounding the sample.
At lower pressures these are often fluids, as fluids cannot support shear stress.
However at higher pressures where fluids solidify, powders of materials known to
be uniformly compressible can be used. For example, solid helium is an acceptable
pressure transmitting medium up to 40 GPa [91].
5.1 Equations of State and Pressure Markers
An important question in high pressure techniques is how the pressure can be
correctly extracted from the measurement. Pressure is defined as the force per
unit area acting on the sample. As such, in setups with a well known sample
area and applied force, pressure is simple to calculate. This is referred to as a
primary pressure scale. However, in many cases the force, or even the area of
the sample, are not simple to determine. Thus, a second measurement must be
taken in order to determine the pressure: a secondary pressure scale. Often, the
equation of state of a material is employed in order to extract the pressure.
The equation of state of a material phase is a thermodynamic equation relating
the thermodynamic properties of the material to the pressure and temperature. In
high pressure physics, the term “equation of state” is commonly used to describe
the function relating the sample volume, pressure and temperature of a sample.
This means that for materials with a known equation of state, the pressure might
be inferred by measuring the unit cell volume and temperature of the sample.
Materials with a well-established equation of state are used as pressure markers:
they are placed alongside the sample in measurements and used to determine the
pressure. The choice of pressure marker is determined by the technique and the
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sample to be studied. In general, the requirements for a pressure marker are: to
have no phase transitions in the pressure (and temperature) region to be studied;
to not have a signal that overlaps significantly with that of the sample; and to
have a strong signal in the relevant measurement technique. Equations of state
must be determined by studies of multiple thermodynamic parameters in order
for them to be considered reliable. As such there are a number of commonly used
pressure markers that have well known equations of state. Common pressure
markers in neutron diffraction are lead (Pb) and sodium chloride (NaCl), as they
have simple structures and large neutron cross-sections [163, 169]. In Raman
scattering, the fluorescence of ruby is used as it is highly Raman active and
moves linearly with pressure below 80 GPa [16, 116]. The pressure dependence of
the Raman edge of the diamond in a diamond anvil cell (DAC) can also be used
as a pressure marker [16].
5.2 Diamond Anvil Cells
Diamond anvil cells (DACs) are one of the most common tools in static high
pressure science when it comes to measurements on small sample sizes. Depending
on the size and geometry of the diamonds, they are capable of reaching pressures
exceeding 1 TPa [55]. They have the key advantage of diamonds being transparent
in the wavelength range between ultraviolet and x-rays [112], and thus are
appropriate for measurements involving lasers, optical light and x-rays. They
are often used in experiments where only a small sample volume is necessary.
The construction of a Merill-Bassett DAC, like those used for the Raman
experiments in this thesis, is shown in Fig. 5.1. It is made up of two opposed
diamonds, with flattened tips referred to as culets that face each other. Hardened
tungsten carbide seats mounted onto backing plates hold the diamonds in place.
The cell is closed by bringing these backing plates together using screws. The
sample is placed between the two culets, with a metal gasket (typically steel,
tungsten or rhenium) used to enclose the sample and prevent the diamonds from
touching. Diamonds touching often results in breakages due to the brittle nature
of diamond.
For X-ray scattering and Raman spectroscopy experiments the culet diameter
varies from tens to hundreds of microns, whereas for neutron scattering the culets
can be up to several millimetres in size. The samples do not occupy the space
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Figure 5.1 A diagram of a Merrill-Bassett diamond anvil cell adapted from
reference [85]. On the left is a side view and on the right is a top-
down view. Here 1O are the backing plates; 2O are the seats of the
anvils; 3O is the gasket; and the 4O shows the diamonds.
of the whole culet, typically having a diameter one third that of the culet. The
starting depth of the sample is decreed by the thickness of the gasket. In practise,
this is usually one tenth of the diameter of the culets. For a flat culet, the rule-
of-thumb maximum operating pressure that can be achieved without damaging




where d is the culet diameter in mm [112]. So, for example, a flat 400µm culet
would allow for a sample volume of ∼2× 10−3 mm3, and a maximum pressure of
25 GPa.
However, it is possible to reach higher pressures by changing the geometry of
the culet. The most common example of this are bevelled anvils, in which the
angle of the side of the diamonds is reduced near the tip, giving a reduced culet
size. In the case of neutron scattering where large culets are required, the sides
of the diamonds are machined to be conical in shape and to have more support
from the seat. More complex geometries can also be achieved by etching the
diamonds. These geometries better distribute the stresses in the diamond so
higher pressures can be reached. This results in a much higher maximum pressure
than equation 5.1 would imply for the culet size [117].
Though heating experiments in DACs are not carried out in this thesis, they are
routinely carried out in high pressure science. Most commonly laser heating and
resistive heating techniques are used, and can successfully reach temperatures of
thousands of kelvin without reducing the pressure performance of the DAC [112].
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5.3 The Paris-Edinburgh Press
There are multiple large-volume presses used for reaching high pressures, but
the most commonly used is the Paris-Edinburgh (PE) press. The PE press is
used for sample volumes up to ∼100 mm3, though in order to reach the maximal
pressure achievable on this setup (∼28 GPa) a smaller volume of ∼30 mm3 is
required [30, 74, 90]. PE presses have become ubiquitous in high pressure neutron
scattering experiments, in particular for diffraction and quasielastic scattering,
where large sample sizes are necessary. They are also used in other high pressure
measurements that require a larger sample size.
Figure 5.2 shows a diagram of the PE press. It is constructed from two opposing
anvils, between which a sample prepared inside a gasket is placed. Typically a
hydraulic press is used to apply a load to one anvil, thus inducing pressure on
the sample.
The key feature which allows the PE press to reach higher pressures than other
large volume presses is the toroidal gasket geometry, which encloses a spherical
sample space. For reaching the highest pressures attainable with this setup,
double toroidal gasket geometries are used, requiring a smaller sample volume.
The anvils are commonly constructed from tungsten carbide (WC), zirconia-
toughened alumina (ZTA), or sintered diamond (SD). Of the three, SD is able to
Figure 5.2 A diagram of the VX Paris-Edinburgh press, adapted from
reference [92]. On the left the whole PE press assembly is shown,
with the arrows indicating the direction of the neutrons. On the
right is a cross-section of the anvils and sample space. Here aO is the
anvils; bO is the backing seats of the anvils; gO is the gasket; sO is the
sample; and the n shows the direction of the neutrons.
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Figure 5.3 A graph showing the loading curve for the Paris-Edinburgh press
with single toroidal anvils taken from Ref. [92].
reach the highest pressures, with WC and ZTA limited to ∼10 GPa and ∼7 GPa
respectively [30]. However, ZTA anvils are the most transparent to neutrons of
the three, meaning that the data collected with these anvils has the best signal-
to-background ratio [30].
The hole in the backing seats upon which the anvils sit is often used for additional
probes. In particular, temperature sensors and small heaters can be used to heat
and monitor the temperature of the anvils. Low temperatures are achieved by
using liquid nitrogen to cool either the entire PE press, or using a more directed
flow to cool only the sample and anvils, and using the heaters on the anvils to fine-
tune the temperature. As with DACs, the act of heating or cooling the cell does
affect the pressure performance. The anvils are the most common point of failure,
and the strength of the anvil materials does vary with temperature, meaning that
the maximum pressure that can be probed is reduced upon heating or cooling.
Additionally, cooling the PE press can cause the fluid in the hydraulic press used
to apply pressure to freeze, making pressure changes at low temperature difficult.
It is possible to link the load applied onto the anvils to the pressure generated.
Samples with a known equation of state have been measured and their pressure
plotted against the load, which results in a curve as shown in figure 5.3.




The Dynamical Behaviour of
MAPbBr3 and MAPbCl3
In chapter 3, the methylammonium lead halides were introduced as photovoltaic
materials, with a great deal of interest in the field regarding the compound
MAPbI3. The photovoltaic properties of these compounds are understood to
be linked to the presence of the molecular species, and thus understanding the
behaviour of the molecule gives insight into the overall properties of the material.
The goal of this chapter is to study the phase transitions in MAPbBr3 and
MAPbCl3.
First the coupling between the motion of the molecule and the crystal structure
changes in MAPbBr3 is described. This will be done through high resolution
quasielastic neutron scattering and simultaneous Raman and inelastic neutron
scattering measurements. This is complimented with an in-depth quasielastic
neutron scattering study of the molecular dynamics of the cation in MAPbCl3.
This is of interest because MAPbCl3 has been reported to have two orientations
of the cation in the low temperature phase, whereas MAPbBr3 and MAPbI3 have
a single fixed orientation.
6.1 Experimental Setup
This section comprises of a total of five different experiments on the two samples
of interest. Three different neutron scattering instruments are used, the function
56
of each is described in this section. For all of the experiments carried out in
this chapter, the vanadium calibration and background subtraction of data was
carried out in Mantid [6], using pre-written scripts. The neutron scattering signal
from vanadium is almost entirely incoherent and thus gives a good representation
of the detector performance, and is thus used to normalise the measured signal
from the sample of interest. The analysis for all of these experiments was carried
out using specially-written scripts in MATLAB. Sample growth and identification
techniques are also detailed.
6.1.1 Low-Energy Neutron Spectroscopy Instrument: IRIS
The instrument IRIS, at the ISIS facility in Oxford, was used for experiments
on both MAPbBr3 and MAPbCl3. IRIS is a time-of-flight inverted-geometry
spectrometer, which means that the incoming neutrons are not energy-selected,
rather the energy selection is carried out after scattering from the sample. The
geometry of IRIS is nearly backscattering, and is close enough to be approximated
as such. This results in the instrument resolution being maintained at high
energies, leading to an increased energy resolution at all energies compared to
chopper spectrometers [33, 121], but does give limitations as to the energies that
can be selected. A diagram of IRIS can be seen in figure 6.1. The moderator,
which tunes the energy of the incident neutrons, used for IRIS is hydrogen, cooled
to 25 K, and there are two choppers used to limit the wavelengths incident on
the sample and remove frame overlap. Frame overlap is a problem at the ISIS
facility because it is a pulsed neutron source. If frame overlap is not filtered out
then the slowest neutrons from one pulse will overlap with the fastest neutrons
from the next pulse, which causes spurious results in the timing measurements
used to calculate the energy of the final scattered neutrons.
On IRIS pyrolytic graphite and mica analysers are used for energy analysis, giving
incident energies and resolutions as shown in table 6.1. The mica analysers have a
reduced angular coverage compared to the pyrolytic graphite, as can be seen from
the position of the diffraction detector in figure 6.1. Additionally the pyrolytic
graphite analysers are more recently updated to provide an increased count rate
[32]. For this reason, it is the pyrolytic graphite analysers that are used in all
subsequent analysis.
For the study of MAPbBr3, the PG 002 analysers were used, and diffraction pat-
terns were collected simultaneously to the quasielastic scattering data collection.
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Figure 6.1 A schematic of the instrument IRIS at ISIS with all components of
the instrument labelled. Note that the energy analysing is carried
out on the neutrons that are scattered from the sample.
Table 6.1 The incident energies, energy resolutions and maximum Q values
available on IRIS [33]. Two available pyrolytic graphite (PG)
reflections and three mica reflections are listed.
PG 002 PG 004 Mica 002 Mica 004 Mica 006
Analysing energy (meV) 1.84 7.38 0.207 0.826 1.86
Resolution (µeV) 17.5 54.5 1.0 4.5 11.0
Maximum Q (Å) 1.85 3.70 0.62 1.24 1.87
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In the study of MAPbCl3 both the PG 002 and PG 004 filters are used (incident
energies 1.84 meV and 7.38 meV respectively). This means that a larger Q-range
may be probed, though the larger |Q| values will have a lower resolution. For the
setup associated with the PG 002 analysers the dynamic range for quasielastic
scattering was ± 0.5 meV and the d-spacing range for the diffraction was 3 to
3.7 Å.
A key component of quasielastic scattering is to both correctly subtract back-
ground and to use the optimal resolution. In this experiment an empty can
background subtraction was carried out from a measurement performed at room
temperature, and resolution was measured from the base temperature response
of the MAPbBr3 sample, which was found to be 23.8µeV from a Gaussian fit
(full-width at half-maximum). This resolution is larger than that expected for
the PG 002 analysers as shown in table 6.1, which is likely linked to the fact that
in reality a Gaussian fit is not sufficient for this and instead an Ikeda-Carpenter
function should be used [33]. The Ikeda-Carpenter function depends on the decay
rates of the neutrons, the moderator temperature and the neutron wavelength. A
fit to the Ikeda-Carpenter function from the resolution data from this experiment
was too complex, but it can be assumed that the resulting width for this would
be closer to the predicted value of 17.5 µeV. As it is the raw resolution data that
is used in the fits presented in this chapter, the calculated resolution width does
not have any effect on the results.
The experiments on IRIS presented in this chapter were carried out by the author,
Dr. Chris Stock, and Dr. Victoria Garćıa Sakai.
6.1.2 High-Energy Neutron Spectroscopy Instrument and
Simultaneous Raman Spectroscopy Setup: MAPS
The high energy inelastic neutron scattering measurements on MAPbBr3 were
measured on the instrument MAPS, at the ISIS facility in Oxford. MAPS is a
chopper spectrometer with an array of position sensitive detectors. The incident
energies available on MAPS span from 15 meV to 2000 meV, and the energy
resolution varies with incident energy. This instrument was designed as a vehicle
for the study of magnetic excitations, so is thus optimised to provide a large range
of Q and good resolution at high energies [133].
In order to have high energy incident neutrons, MAPS is aligned with an ambient
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Table 6.2 The Fermi chopper frequencies and associated neutron energies used
for the MAPbBr3 study on MAPS [133].
Chopper frequency (Hz) 100 400 600
Neutron incident energy (meV) 60 250 650
Energy resolution (meV) 2 6 16
Approximate energy transfer (meV) 5 - 50 40 - 240 50 - 550
temperature moderator, and the incident energy is then tuned using choppers.
There are two choppers on MAPS: one is a T0 chopper that rotates at the same
frequency as the source pulses, to remove frame overlap; and a second Fermi
chopper that selects the incident energy. There are two Fermi choppers available
for use, the S chopper and the A chopper. The A chopper has higher resolution
than the S chopper, while the S chopper has larger flux. For these experiments
the A chopper is used, with the exact settings listed in table 6.2.
In this particular experiment, there was reduced flux incident on the sample due to
problems with the guide. However, as the excitation of interest in this sample was
linked to the hydrogen motions, and hydrogen has a very large cross section, this
problem was combatted by simply using extended counting times. The counting
times were also tuned depending on the incident energy, with larger amounts of
counts collected for the 400 Hz setting shown in table 6.2, as this setting captured
the central area of the spectrum with greatest clarity.
Simultaneous to the collected neutron spectroscopy results, Raman spectroscopy
was carried out on a sample thermally coupled to the sample used for neutron
spectroscopy. This sample was placed underneath a sapphire window and both
samples were connected to the inside of a specially made hollow sample stick.
A modified Renishaw InVia spectrometer with wavelength 785 nm was mounted
on top of the sample space, such that the laser beam could travel down the
sample stick and down into the cryostat in which both samples were held. Two
gratings of 1200 lines per mm and 1800 lines per mm were used, which provided
measurements of different spectral ranges, giving a total range of 20 to 3200 cm−1
(2.5 to 396.8 meV). This allows for direct comparisons between the neutron and
Raman results over much of the neutron energy range measured. It should be
noted that at a wave number above 1700 cm−1 (210 meV) the intensity of the laser
decreases, so the relative intensity for the collected spectra above this wavenumber
is also reduced.
The experiment carried out on MAPS presented in this chapter were conducted
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Table 6.3 The incident energies, energy resolutions and maximum Q values for
the running mode used to study MAPbCl3 on LET.





by the author, Irene Robles Garćıa, Dr. Chris Stock and Dr. Stuart Parker.
6.1.3 Low-Energy Neutron Spectroscopy Instrument: LET
In the study on MAPbCl3, the instrument LET is used to provide quasielastic
results to compliment those collected on IRIS. LET is a low energy chopper
spectrometer at ISIS, similar in design to the instrument MAPS as described in
section 6.1.2. However, there are a number of key differences that separate the
two instruments. As LET is part of Target Station 2 at ISIS, it only receives a
lower frequency neutron pulse, compared to IRIS and MAPS in Target Station
1. However, Target Station 2 is more efficient than the older Target Station 1,
so despite the lower flux it is able to utilise more neutrons from each individual
pulse [18].
In order to select the incident energy of the neutrons, LET utilises five choppers
(two of which are double-disk choppers). These allow the neutron pulse to be
carefully shaped to the desired energies. From each pulse, the choppers are able
to select multiple energies which are each incident on the sample at a different
time. This allows for multiple measurements with different incident energies to
be carried out simultaneously. The exact combination of energies that may be
used must be carefully chosen to ensure that there is no frame overlap. LET uses
a combination solid methane and liquid hydrogen moderator, and has access to
neutrons of energies 0.5 meV to 30 meV. The setting used in the experiment on
MAPbCl3 is shown in table 6.3, chosen as it provides both a good amount of
flux and resolution. Note that LET provides lower resolution than IRIS, but has
greater range and flexibility in incident energy (see table 6.1).
The other defining feature of LET is its detectors: it employs 4 m tall position
sensitive 3He detectors positioned 3.5 m away from the sample. This gives
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access to angles between −40° and 140° in the horizonal plane, and ±30° in
the vertical plane. This gives a much larger accessible region out of plane from
a single measurement than any of the other available spectrometers at the ISIS
facility, and thus allows for extensive single crystal studies. However, to allow
for comparison between this and the IRIS data collected on MAPbCl3 the single-
crystal result collected have been powder-averaged.
The experiment using MAPS was carried out by the author, Dr. Chris Stock,
Dr. Manila Songvilay and Dr. David Voneshen.
6.1.4 Sample Growth and Identification
MAPbBr3
A powder sample of MAPbBr3 was prepared by the reaction of stoichiometric
amounts of lead acetate and methylamine hydrobromide in hydrobromic acid,
then evaporating away the excess acid to leave an orange coloured precipitate.
This precipitate was washed with diethyl ether to remove any residual acid in
the sample, and the sample was left in a dry environment to dry. However, it
was found that the MAPbBr3 powder grown did contain some residual acid and
thus reacted with aluminium. As such, during neutron experiments the sample
was wrapped in niobium foil to protect this residual acid from reacting with the
outer aluminium sample holders. Care was taken to always store the sample in
a dry atmosphere to prevent water absorption or possible degradation. A total
of 35 g of sample was prepared in several batches by Dr. Chris Stock for use in
these experiments. This sample was identified as MAPbBr3 primarily by visual
inspection, as the sample is a characteristic bright orange in colour.
Later, neutron diffraction data were collected on IRIS, and though only a small
range of d-spacings (3 to 3.7 Å) may be observed, they did provide further
evidence that the solution-synthesised sample was indeed MAPbBr3. This limited
range in d spacing is due to the constraints imposed by the quasielastic scattering
results collected simultaneous to the diffraction results. MAPbBr3 experiences
three structural phase transitions between the cubic room temperature phase
(phase I) and the orthorhombic phase at base temperature (phase IV), with
phase II being tetragonal and phase III being identified as incommensurate and
tetragonal, but in this thesis will often be referred to as the short-lived tetragonal
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Figure 6.2 The diffraction data obtained on IRIS for MAPbBr3, showing the
phase transitions II to III at 155 K and III to IV at 150 K.
phase [119, 132, 138, 174]. The diffraction data obtained on IRIS, shown in figure
6.2, can be used to confirm the presence of two phase transitions: the first at
150 K (IV to III), the second at 155 K (III to II). Some coexistence can be seen
between the phases, most noticeably just below 150 K around 3.4 Å and 3.5 Å.
It should be noted that the extra lines seen only between 147 and 150 K not
associated with phase II are present at lower temperatures, but counting times
were not long enough to discern them clearly in the false colour image shown
in figure 6.2. The range of Q space available on IRIS is not large enough to
substantiate a structural refinement to allow a comparison to the space groups
found by Poglitsch and Weber [138]. These measurements confirm the structural
transitions and the presence of an intermediate phase between the orthorhombic
and tetragonal phases in these solution-synthesised samples.
In these experiments, 13.16 g of sample was used in the MAPS experiment, and
11.29 g was used on the IRIS experiments. As such, the thermal history of the
sample for the experiments carried out does differ, though care was taken to
ensure that phase transitions were always approached slowly and carefully.
MAPbCl3
The method for growth of MAPbCl3 is very similar to that of MAPbBr3
as described above: stoichiometric amounts of lead acetate and methylamine
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hydrochloride are reacted in in hydrochloric acid, then the excess acid is
evaporated away. In this case, the resulting precipitate is white or very pale
yellow in colour. For this sample, care was taken to further develop this method
to maximise yield and remove as much excess acid as possible, while taking
a reasonable amount of time per growth. This was done by optimising the
proportion of hydrochloric acid to reactants and controlling the speed of reaction
by tuning the temperature and stirring speed. The optimised yield method
produced between 2.5 and 3 g per growth. Furthermore, after being washed with
diethyl ether, the resulting precipitate is dried overnight in an over at 40 ◦C,
before being stored in a glovebox environment until experimentation. In order
to verify the purity of the growths throughout the method optimisation, room
temperature X-ray powder diffraction patterns from 2θ = 5 to 70° were taken
using a Bruker D2 phaser with 30 kV X-rays, then compared to results collected
by Chi et al [41]. This confirmed there were no impurity phases in the sample,
such as PbCl3. This sample growth was conducted by the author and Dr. Manila
Songvilay, with some assistance from Dr. Chris Stock.
As with MAPbBr3, the diffraction detectors on IRIS were used to verify the phase
transitions in the MAPbCl3 powder sample. In this case, in addition to the 3 to
3.7 Å d-range measurements carried out for all temperatures, a wider diffraction
pattern was taken for d-range 1 to 7.4 Å for selected temperatures; 90 K, 150 K,
175 K, 200 K and 300 K; and a diffraction pattern of 1 to 6.4 Å for temperatures
between 170 K and 180 K with 1 K steps. Due to detector overlap problems, a
comprehensive diffraction pattern cannot be fully formed from this data and no
fitting can be carried out, however the splitting behaviour of a number of peaks
can be examined. Figure 6.3 shows selected regions of the resultant diffraction
pattern, illustrating the two phase transitions at 173 K and 178 K. MAPbCl3
experiences two phase transitions as temperature is lowered: from cubic (phase
I) to short-lived tetragonal (phase II) then to orthorhombic (phase III) [41, 104].
As with the powder X-rays collected on this sample, peak identifications are based
off previous results collected by Chi et al [41]. The peak at 5.65 Å in the cubic
phase is the [001] peak, which splits as the temperature is lowered and the system
transitions to tetragonal then to orthorhombic. Similarly, the peak at 2.8 Å is
the [400] peak, which then splits into the [400], [040] and [004] peaks as the unit
cell symmetry changes. Finally, the peak at 3.2 Å is the [222] peak, which shows
a splitting in the tetragonal phase.
A total of 35 g of sample was generated for use in experimentation, with 11.67 g of
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(a) Data collected with d-spacing 2.6 to 3.4 Å.
(b) Data collected with d-spacing 5.5 to 5.8 Å.
Figure 6.3 The diffraction data obtained on IRIS for MAPbCl3, showing the
phase transitions I to II at 173 K and II to III at 178 K. Range
of d-spacing values are chosen to select regions where there are no
additional signals due to detector overlap.
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this being used for the experiment on IRIS. This sample was enclosed in a niobium
foil envelope before being placed into the aluminium sample holder. The sample
used for experimentation on LET was a 0.5 g single crystal grown via solution
synthesis by Dr Gao Xu. The single crystal was mounted on the aluminium
sample holder using aluminium wire after being loosely wrapped in quartz wool.
Care was taken to heat and cool the single crystal slowly, as it is susceptible to
breakage upon sudden temperature change.
6.2 MAPbBr3 Results
6.2.1 Quasielastic Neutron Scattering Results
This section presents the analysis of the QENS results collected on MAPbBr3
using IRIS with incident energy Ei = 1.84 meV. Two example spectra are shown
in figure 6.4, taken at 100 K and 200 K. The solid red curve is a fit to the sum
of the elastic and dynamical components. There are two dynamical components
identified in this data: one is shown in pink and the other, which appears at
temperatures above 150 K, is shown in green. The dynamical contribution shown
in pink shall henceforth be referred to as the “broader” β contribution, as it
has a larger full-width at half-maximum than the green “narrower” α dynamical
contribution at all temperatures and |Q|. Though the α component was not
present at all temperatures, it is still appropriate to fit a model of two dynamical
contributions to all the data. As such, the equation used for fitting this data is:







where this function is then convolved with the resolution data before the data is
fit as detailed in section 4.3.
The full-width at half-maximum Γ(Q) of both components were found not to
vary strongly with |Q|, which suggests that the measured dynamic behaviour
is not diffusive, which shall later be confirmed through fits to the EISF. Plots
of how the two linewidths Γα and Γβ averaged across the entire measured |Q|
range changes with temperature are shown in figure 6.5. The β dynamical
component increases with temperature, indicative of shortening lifetimes, until
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Figure 6.4 Examples of the spectra obtained on IRIS at |Q| = 1.6 Å−1: left
100 K, right 200 K. The black circles show the data points, the red
line shows the total fit, the blue shows the resolution delta function,
and the pink and green show the dynamical contributions.
increase in linewidth for the β contribution appears to be after the 150 K phase
transition to the short-lived tetragonal phase. In the case of the α dynamical
component, below the 150 K phase transition the linewidth is very small: below
∼140 K it cannot be distinguished from the elastic line as is it has a linewidth
smaller than the resolution of the instrument. Above the 150 K phase transition
to the short-lived tetragonal phase III and through into phase IV the linewidth
of the α contribution increases; indeed by 200 K the linewidth has increased
dramatically. Two separate experiments are plotted in different colours as the
exact temperature of the phase transition is expected to be dependent on the
thermal history [184].
The extracted average linewidth is equal to the diffusion coefficient multiplied by a
constant, and thus is expected to have an Arrhenius dependance on temperature,
the form of which can be seen in equation 2.10. As such the activation energy
of the dynamical component may be extracted. Graphs showing the linewidth
against 1000/T for both dynamical contributions are shown in figure 6.6. For the
β contribution, two regions are apparent. Below the 150 K transition an activation
energy of Ea = 275±6 K is extracted. Above 160 K there are significantly fewer
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(a) β dynamical component.






























(b) α dynamical component.
Figure 6.5 The variation in full-width at half maximum of the two |Q| averaged
fitted quasielastic components with temperature, labelled as β and α.
In 6.4 the β contribution (present at all T) was shown in pink, and
the α (present at high T) was shown in green. Blue and red data
points label results from two separate experiments.
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data points, and therefore the activation energy has a much larger uncertainty,
with the final result being Ea = 113±110 K. Despite the difficulties in extracting
the activation energy for the β contribution, it is clear that there is a reduction
in activation energy in phase II. The activation energy for the α dynamical
contribution is also impacted by the reduced range of data in the region above
the 150 K phase transition to the short-lived tetragonal phase . The resultant
activation energy extracted for the α dynamical component is Ea = 642±63 K
which is much larger than expected for a dynamical process at this temperature.
However this result is strongly skewed by the single data point at 200 K, so
while it is possible to assert that the narrow dynamical contribution has a larger
activation energy than that of the broader β component the exact values for
activation energies cannot be directly compared.
From the fits to the raw data, the elastic incoherent structure factor (EISF) can be
extracted, with the form of this detailed in section 4.3. In the calculations of the
EISF presented here the intensity of the elastic peak Sel(Q) is taken as the area
underneath the resolution convolved delta function component of the fit, and the
sum Sel(Q)+Sqe(Q) is taken as the total of the area underneath the delta function
component and the relevant dynamical contribution. The measured IEISF (Q) is
fitted to a function A(Q) dependent on the proportion of active rotators and
radius of rotation, as was discussed in section 4.3. The radius of rotation shall be
constrained to be between 0.85 Å, the approximate radius of the hydrogen atoms
around the nitrogen atom, and 2.8 Å, the lattice spacing of the low temperature
orthorhombic phase.
Plots of the IEISF (Q) extracted from the data at 200 K for both dynamical
components are shown in figure 6.7. Multiple models to describe the molecular
rotation have been tested and are shown in the figure. The expected models
to be appropriate based upon previous studies are the three, four and eight
site jump models [40, 104, 149, 183]. The forms of these models are shown in
table 4.2. However, from the results obtained for both dynamical components in
this experiment, it is clear that that the Q-range constrained by kinematics of
the experiment is not sufficient to justify the choice of one model above another.
Instead, the simplest model of a rotation on a spherical surface was used for this
analysis, plotted in yellow in figure 6.7.
Figure 6.8a shows how the proportion of rotators for the β dynamical contribution
changes across the phases. Here, the proportion of rotators increases from low
temperature up to a 50% contribution above ∼100 K. At the 150 K transition to
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(a) β dynamical component.
























(b) α dynamical component.
Figure 6.6 The Arrhenius fits to the quasielastic linewidths, labelled as β and α.
Blue and red data points label results from two separate experiments,
with fits shown as straight lines.
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(a) β dynamical component.






















(b) α dynamical component.
Figure 6.7 Comparison of the models that can be fitted to the EISF at 200 K for
both dynamical components, labelled as β and α.
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(a) β dynamical component: change in
proportion of active rotators.

























(b) β dynamical component: change in
radius of rotation
































(c) α dynamical component: change in
proportion of active rotators.

























(d) α dynamical component: change in
radius of rotation
Figure 6.8 The extracted proportion of active rotators and radius of rotation vs
temperature for the two dynamical components, labelled as β and α.
Red and blue points signify the two different experiments.
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the short-lived tetragonal phase there is an increase in the active rotators, which
is particularly pronounced for the experiment shown in red. However, the final
proportion of active rotators reached in phase II is not significantly increased,
with the value at 200 K being 55%. The variation in the radius of rotation for
the β dynamical component is plotted in figure 6.8b. Below 100 K this value is
not stable, but appears to be a larger radius motion. Above 100 K the radius
extracted is 1.8 Å, decreasing slightly across the short lived tetragonal phase II
to a value of 1.55 Å. The C–N distance in this compound is 1.457 Å [173], so
the rotation here appears to be a whole-body motion of the molecule.
The proportion of active rotations for the α dynamical contribution is shown in
figure 6.8c. Below 150 K the proportion of rotators is less than 10%, with the
value increasing dramatically to 30% at 150 K, reaching a final value of nearly
50% at 200 K. This increase in rotators is a lot more pronounced for the α
component than the β, suggesting that the 150 K phase transition to the short-
lived tetragonal phase is a key transitory point for this dynamical contribution.
The variation in the radius of rotation for the α dynamical component is plotted
in figure 6.8d. The values shown here are not well fitted below 150 K, with the
extracted values reflecting the maximum radius imposed by the fitting procedure.
Above the 150 K phase transition the radius of rotation is 1.8 Å. This is the same
radius as was extracted for the β dynamical component below 150 K, and is
therefore also identified as a whole-body motion of the molecule.
From these results it is clear that the 150 K transition to the short-lived tetragonal
phase III acts as an activation point for the molecular dynamics, in particular
the second narrower α dynamical contribution that appears in this temperature
region. In the case of the broader β excitation, the linewidth varies most strongly
in this short-lived tetragonal phase III, suggesting it could act as a transitory
phase for the dynamical motion between phase IV and phase II.
6.2.2 High Energy Inelastic Neutron Scattering and Raman
Spectroscopy Results
Previous studies have already characterised the Raman spectra for members of
the MAPbX3 family, and the neutron spectra for MAPbI3 [53, 73, 104, 114, 134,
189]. While previous inelastic neutron scattering measurements on MAPbBr3
focussed at low energies below ∼75 meV to characterise the soft modes [173],
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here simultaneous neutron and Raman spectroscopy results for energies between
5 and 550 meV (40 to 4400 cm−1) are shown. These higher energies allow the
internal molecular vibrations and their response to the structural transitions to
be probed.
Typical momentum and energy data sets for Ei = 650 meV obtained from MAPS
are displayed in figure 6.9 at 5, 151, and 240 K. At small momentum transfers
well defined modes are observed. This is particularly prominent in panel (a)
(5 K) where a series of sharp excitations are observed below ∼8 Å−1 and the
intensity grows with increasing momentum transfer as expected for phonon modes
or lattice excitations. At higher momentum transfers, these excitations broaden in
energy and even appear to disperse at high energies. Given the large momentum
transfers, in particular in comparison to Raman spectroscopy which is a strictly
|Q| = 0 probe, it is inferred that this region is crossing over to the deep
inelastic region where the impulse approximation applies and hydrogen recoil
effects become important.
Hydrogen recoil is particularly prominent in neutron scattering due to the fact
that the neutron mass is of the same order as that of the hydrogen nucleus,
meaning that when the H nucleus is struck at high energies, it behaves as if
it is free. In the extreme limit of large energy and momentum transfers the
energy position of the hydrogen recoil scales as Q2 with the maximum energy
transfer occurring when 2θ =90°. In this data, hydrogen recoil effects appear
as a broadening of the signal in the energy at larger momentum transfers, and
scattering angle 2θ and this is illustrated in Figs. 6.9 (plotted as a function of |Q|)
and 6.10 (plotted as a function of 2θ) with an incident energy of Ei =650 meV.
In analysing the INS data and comparing it with Raman spectroscopy, a balance
between minimising contamination from recoil effects and obtaining enough
statistics for a meaningful spectra had to be established. The data is therefore
integrated in 2θ in the range of 0° to 20°, which was found not to result in
broadening of the inelastic response while providing enough statistics. The region
of integration is shown in figure 6.10.
Figure 6.11 show the Raman and integrated neutron spectroscopy data collected
at base temperature (5 K in the orthorhombic phase). The peak positions from
the Raman data agree well with that found in previous studies, particularly that
of Leguy et al, at base temperature, and as such their assignments of the Raman
modes are used [73, 104, 114, 127, 134, 189]. Table 6.4 shows the energy ranges
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Figure 6.9 Slices taken from the 650 meV data at the three temperatures
discussed in this thesis, showing the |Q| dependence of the intensities
measured.
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Figure 6.10 Slices taken from the 650 meV data at base and high temperature,
showing the 2θ dependence of the intensities measured. The dashed
black lines show the cutoff at 20° which was used to remove
hydrogen recoil effects.
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Figure 6.11 The results from MAPS at 60, 250 and 650 meV in the
orthorhombic phase at base temperature (5.3 K). Raman data is
shown in red; inelastic neutron scattering data in blue.
in which different excitations are observed in this data.
The peak positions in energy from Raman and neutron spectroscopy at high
energies (Ei = 250 and 650 meV) show good agreement, with the neutron
spectroscopy data being broader in comparison as a result of instrumental
resolution. These higher energy modes are linked to intramolecular motions. Such
motions are internal to the molecule and therefore do not disperse strongly with
momentum. These modes show good agreement between neutron and Raman
techniques.
However, there is a clear difference between the neutron spectroscopy and Raman
spectra in the low energy area, a regime dominated by modes linked to the
rotation of the PbBr3 octahedra, and the lurching of the MA molecule [104, 127].
Such low-energy modes are highly dispersive throughout the Brillouin zone and,
while Raman probes the modes at |Q| = 0, the neutron spectra performs a
momentum averaging S̃(Q,E) = 14π
∫
S(Q,E)dΩ due to the powder nature of
the sample. With lattice vibrations that vary considerably with momentum, a
larger difference is therefore expected between Raman and neutron spectroscopy.
Results at temperatures above the transition from an orthorhombic phase are
shown in figures 6.12 and 6.13 for 151 K and 240 K respectively. When comparing
this to the data taken at base temperature, a large broadening in energy of
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Table 6.4 The energy ranges different excitations in the MAPbBr3 crystal, as
reported in reference [104] and observed in my experiment.
Energy Excitation
(meV) (cm−1)
< 7.4 < 60 Phonons due to octahedral distortions
7.4 - 8.7 60 - 70 “Nodding donkey” around N
8.7 - 17.4 70 - 140 Phonon-like full-body lurching of molecule
17.4 - 19.8 140 - 160 “Nodding donkey” around C
Attempted roll around C–N
36 - 41 290 - 330 C–N torsion
120 - 154 970 - 1240 C–N bending and stretching
167 - 181 1350 - 1460 CH3 breathing
181 - 197 1460 - 1590 NH3 breathing
350 - 372 2820 - 3000 C–H stretching
376 - 394 3030 - 3180 N–H stretching
all excitations is observed in the neutron response. This is in agreement with
previous INS and Raman spectra [53, 104].
As temperature is increased the peak positions remain in agreement between
neutron and Raman data, however the temperature dependence of the linewidths
is different. The INS and Raman results show a difference with the neutron
response broadening more noticably with increased temperature than the Raman
spectra over a comparable energy range. This is illustrated in table 6.5 which
displays the temperature variation of the full width at half maximum for the
peak at 113 meV (915 cm−1). This peak was chosen due to its clear separation
from other peaks at all temperatures, and has been identified to be linked to the
rocking motions of the MA cation [104, 127]. Both neutron and Raman peaks
at low temperature are resolution limited. The peak measured with neutrons
broadens to ∼10 meV while the Raman peak broadens only to ∼3 meV.
One reason for this increased broadening in the neutron response could be
multiple phonon scattering which effectively folds in scattering from larger
scattering angles resulting from the large neutron cross section of hydrogen. The
possibility of such an effect is investigated in figure 6.14 where the momentum
dependence of the neutron response over the range of 175-200 meV is plotted as
a function of Q2. This energy range has been chosen due to the presence of a
well defined peak in the 650 meV data at all temperatures probed. However, all
other peaks were observed to show a similar temperature dependence in the limit
Q → 0 to the one shown here. Normally one would expect the y-intercept in
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Figure 6.12 The results from MAPS at 60, 250 and 650 meV in the
incommensurate/tetragonal phase (151 K).
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Figure 6.13 The results from MAPS at 60, 250 and 650 meV in the cubic phase
(240 K).
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Table 6.5 Comparison of the FWHM of the 113 meV peak in the Raman and
INS MAPbBr3 data at three different temperatures.
FWHM of 113 meV peak (meV)
Temperature 5.3 K 151 K 240 K
Neutron 5.122± 0.151 8.253± 0.968 10.176± 2.872
Raman 1.057± 0.019 2.474± 0.040 2.710± 0.090




























Figure 6.14 Data collected at 650 meV, integrated over an energy range of 175
to 200 meV and plotted against |Q|2. A dotted line is plotted as a
guide to the eye.
all cases to be zero, however here no explicit background subtraction has been
carried out, leading to the non-zero value extrapolated here.
An increase in multiple phonon scattering would manifest as differing y-intercepts
at each temperature. The data is in good agreement at low momentum transfers
indicating no observable enhancement or change of multiple phonon scattering
with increased temperature. Thus multiple phonon scattering effects are ruled
out as the origin of this broadening and it must be a real result. This shall be
discussed further in section 6.4.
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6.3 MAPbCl3 Quasielastic Neutron Scattering
Results
This section concerns the two QENS data sets were collected on MAPbCl3: one on
a powder sample, which is studied using IRIS; and the other using a single crystal
sample, which is studied using LET. Despite the difference in sample choice, it
is possible to compare the two data sets directly. The LET data was powder
averaged during processing in Mantid [6] in order to allow for direct comparison
between the LET and IRIS data. The aim of analysing the single crystal data as a
powder is that a model can be selected that satisfies all of the available data sets.
This model can then be applied in future studies to investigate the directional
dependance of the QENS signal within a single crystal. However, the LET single
crystal data does not extend equally in all three dimensions of Q-space due to
the configuration of the detectors and sample, and as such the high |Q| powder
averaged results are not truly analogous to powder data.
This section will present analysis from the IRIS and LET experiments side-by-
side. However, as the IRIS data are much more complete than the LET in
terms of temperature range covered, this will be the primary example given when
discussing choice of fits.
Example spectra for the Ei = 1.84 meV (IRIS), 6.50 meV (LET) and 7.38 meV
(IRIS) results are shown in 6.15, at temperatures in the orthorhombic and
cubic phases. Each example exhibits two dynamical contributions in the high
temperature phase, with all but the Ei = 1.84 meV data also exhibiting two
excitations in the low temperature phase. All of the data is fit to the following
model, which is the same as that used for MAPbBr3 in section 6.2.1:







where this function is then convolved with the resolution data before the data
is fit as detailed in section 4.3. Here the components are currently labelled as
simply “1” and “2” as it is not yet known whether all data sets capture the same
molecular motions. As will become apparent, the dynamical contributions differ
dependent on the incident energy employed, so care must be taken to distinguish
between them.

















































(a) Ei = 1.84 meV















































(b) Ei = 6.50 meV
















































(c) Ei = 7.38 meV
Figure 6.15 Examples of the spectra obtained using incident energies 1.84 meV,
6.50 meV and 7.38 meV in the range 0.9 Å−1 ≤ |Q| ≤ 1.0 Å−1. The
black circles show the data points, the red line shows the total fit,
the dark blue shows the elastic line, and the magenta, light blue
and green lines show the dynamical contributions.
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Table 6.6 Assignment of the dynamical contributions observed in QENS data
dependent on the incident energy Ei used.
Motion Average Linewidth of Ei of Contribution
Identifier Dynamical Contribution data set
α |Γ(Q)| < 0.1 meV 1.84 meV Narrower Contribution
2.03 meV Narrower Contribution
β 0.1 < |Γ(Q)| < 0.5 meV 1.84 meV Broader Contribution
3.34 meV Narrower Contribution
6.50 meV Narrower Contribution
7.38 meV Narrower Contribution
γ 0.5 < |Γ(Q)| < 2.5 meV 2.03 meV Broader Contribution
3.34 meV Broader Contribution
δ |Γ(Q)| > 2.5 meV 6.50 meV Broader Contribution
7.38 meV Broader Contribution
collected on LET. This data set is found to be inappropriate for use in QENS
analysis. The low counts and reduced resolution for this incident energy mean
that for some temperatures and Q values the elastic line is indistinguishable from
the inelastic contribution. Additionally, Bragg peaks at larger Q mean that any
benefits from the increased Q range are lost. As such, this data set has been
discarded and will not be included in subsequent discussion.
The full-width at half-maximums Γ(Q) of all the dynamical contributions
observed appear not to vary strongly with |Q|, and thus their average can be
taken in order to compare them. A |Q| independent linewidth is associated with
rotational motion of the molecule. Plots of the full-width at half-maximum Γn for
all of the dynamical components observed are shown in figure 6.16. Four different
regions are identified into which the dynamical contributions from individual data
sets may be sorted, and it is therefore postulated that depending on the incident
energy used different molecular motions may be observed. Table 6.6 shows the
assignment of the dynamical contributions from each data set into four different
molecular motions, labelled α, β, γ and δ.
The molecular motions with the narrowest linewidth, α and β both show a clear
step change at the 172 K phase transition into the short-lived tetragonal phase.
On the contrary, both γ and δ appear to be temperature independent, with
γ apparently decreasing in full-width at half-maximum with temperature. This
shows that it is the longer-lifetime dynamics that are more sensitive to the change
in structure at the 172 K transition.
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Figure 6.16 The variation in full-width at half maximum Γn of the |Q| averaged
fitted quasielastic components with temperature, labelled by the
incident energy. The second plot shows a closer view of the smaller
full-width at half maximum region. The legends use the identifiers
for each contribution as shown in Table 6.6.
84
It is desirable to more closely examine the temperature dependence of these
molecular dynamics. However, as the γ motion is only represented by four data
points, further analysis will not be carried out on this, as the temperature range
covered here is insufficient to draw full conclusions. In addition, the 2.03 meV
and 3.34 meV contributions to the α and β motions respectively do not well fit
the temperature trends observed, suggesting that they are not well fitted by the
model chosen to describe the linewidths. These incident energies will therefore
not be used in the analysis going forwards.
The average linewidth for these molecular motions is equal to the diffusion
coefficient multiplied by a constant, and thus is expected to have an Arrhenius
dependance on temperature. Graphs showing the linewidth against 1000/T for
the α and β dynamical contributions are shown in figure 6.17. As the δ molecular
motion appears to be temperature independent no attempt is made to fit an
Arrhenius relation to this data. Both the α and β motions appear to have two
different regions of behaviour, which are separated by the short-lived tetragonal
phase (between 172 K and 178 K). For the α contribution, at temperatures above
178 K the Arrhenius relation appears flat, so no attempt is made to extract the
activation energy from this. Below 172 K the α contribution has an activation
energy of Ea = 277±63 K. The β contribution also shows a reduced gradient
above 178 K, but here two activation energies may be extracted. Below the
short-lived tetragonal phase the extracted activation energy for the β component
is Ea = 248±10 K, and above 178 K one finds Ea = 123±60 K.
The elastic incoherent structure factor (EISF) is calculated from the area under
the elastic and quasielastic components to the fits to the raw data, with
each dynamical contribution treated separately. Figure 6.18 shows the EISF
extracted for each of the dynamical components of the 1.84 meV, 6.50 meV and
7.38 meV data at 200 K. As in the treatment of the MAPbBr3 data presented in
section 6.2.1, multiple models to describe the molecular motion have been tested.
In the case of the 1.84 meV data, there is not sufficient |Q| range to distinguish
between the models. However, for the 6.50 meV and 7.38 meV data there is a
greater coverage in |Q|, from which it can be observed that the data is better
fitted to a model with a larger number of jumps or rotation on a sphere. As
it cannot be ascertained from this exactly which model is preferable, the model
of a rotation on a spherical surface was used for analysis of all three molecular
motions (α, β and δ).
The proportion of active rotators for the α component is shown in figure 6.19a.
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(a) α molecular motion.
























(b) β molecular motion.
Figure 6.17 The Arrhenius fits to the quasielastic linewidths of two of the
dynamical contributions measured: the α dynamical contribution
(1.84 meV data), and the β dynamical contribution (1.84 meV,
6.50 meV and 7.38 meV data),
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(a) 1.84 meV β contribution.





















(b) 1.84 meV α contribution.






















(c) 6.50 meV β contribution.



















(d) 6.50 meV δ contribution.























(e) 7.38 meV β contribution.






















(f) 7.38 meV δ contribution.
Figure 6.18 Comparison of the models that can be fitted to the EISF at 200 K
for the dynamical components observed in the in the 1.84 meV,
6.50 meV and 7.38 meV data. Items on the left hand side (6.18a,
6.18c and 6.18e) all pertain to the β dynamical contribution. 6.18d
and 6.18f both pertain to the δ dynamical contribution.
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This shows an increase in proportion of active rotators from 30% to 55% at the
transition to the short-lived tetragonal phase (172 K). However, the proportion of
active rotators appears to re-normalise again above 240 K, suggesting the increase
in rotators for this motion is exaggerated by this fit. Figure 6.19b shows the radius
of rotation for the α motion. Here, there is an increase in the radius of rotation on
the approach to the short-lived tetragonal phase, which then reduces again after
the phase transition. The value for the radius of rotation found between 172 K
and 220 K is 1.5 Å, which is comparable to the C–N distance of the molecule,
identifying it as a whole-body molecular motion.
In the case of the β component, a reliable fit to the EISF of the 1.84 meV data was
not possible below 172 K, however results were successfully extracted from the
6.50 meV and 7.38 meV at all temperatures. The difficulty in fitting the 1.84 meV
data is likely due to the low contribution of this signal in comparison to the elastic
line at low temperatures. In figure 6.19c, the proportion of active rotators appears
to not be strongly temperature dependent, though the data sets are not well in
agreement. However, there appears to be an increase in proportion of rotators of
order 20% between the 172 K and 178 K phase transitions. The radius of rotation
for the β component shown in figure 6.19d appears invariable with temperature.
Again, there is variation in the extracted radius of rotation between the data
sets, however the value is comparable in magnitude to that of the α motion and
is again identified as a whole-body motion of the molecule.
Finally, in the case of the δ component, figure 6.19e illustrates a smooth increase
in proportion of rotators with temperature, going from 25% at 100 K to 70% at
200 K. This strong increase is perhaps unexpected based off the temperature
independence of the average linewidth. This implies that this excitation is not
best understood when averaged across |Q|. Figure 6.19f shows the temperature
dependence of the radius of rotation of the δ motion. The two data sets presented
here do not well agree on the response of the radius of rotation to the phase
transition at 172 K. However, a change in radius of rotation from 1 Å to 2 Å, as
shown by the 7.38 meV data, seems unlikely. Therefore it is concluded that while
the short-lived tetragonal phase may have an influence on the radius of rotation,
this effect cannot be quantified from this data. This δ motion appears to have a
smaller radius of rotation than the α and β rotations, meaning that this may be
linked to the rotation of the hydrogen atoms around the C–N axis.
These results found four different molecular motion in the QENS data obtained
on MAPbCl3, each with a different energy scale. From these results it is apparent
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(a) Proportion of active rotators ex-
tracted from α dynamical contribu-
tion.






















(b) Radius of rotation extracted from α
dynamical contribution.



































(c) Proportion of active rotators ex-
tracted from the β dynamical contri-
bution.
























(d) Radius of rotation extracted from the
β dynamical contribution.


































(e) Proportion of active rotators ex-
tracted from the δ dynamical contri-
bution.























(f) Radius of rotation extracted from the
δ dynamical contribution.
Figure 6.19 The extracted proportion of active rotators and radius of rotation
from the EISF fits to the 1.84 meV, 6.50 meV and 7.38 meV data,
with three different dynamical contributions (α, β and γ) identified
in the data.
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that the 172 K transition to the short-lived tetragonal phase II has an influence on
the molecular dynamics, which manifests differently depending on the molecular
motion in question.
6.4 Discussion
In this chapter so far three studies have been presented: two examining MAPbBr3,
and one focussing on MAPbCl3. In this section the implications from these results
will be discussed.
Firstly the results from the QENS experiments on MAPbBr3 and MAPbCl3 shall
be summarised. The study of MAPbBr3 identified two dynamical components of
the molecule, the broader of which only enters the timescale measurable on the
equipment at a higher temperature. In this compound the narrower dynamical
component, referred to as α, appears at approximately 150 K, simultaneous to
the transition to the short-lived tetragonal phase III. The broader dynamical
component, referred to as β, also responds to the short-lived tetragonal phase,
showing a large increase in quasielastic linewidth in this temperature range. In
MAPbCl3, by using multiple incident energy probes four dynamical dynamical
contributions were measured. The two lower energy of these are identified as
being the same molecular motions as observed in MAPbBr3. Interestingly, the
α molecular motion that is associated with the short-lived tetragonal phase in
MAPbBr3 is here observed to be onset at at 100 K, 70 K below the tetragonal
phase in MAPbCl3. The two high energy dynamical contributions in MAPbCl3
appear mostly independent of temperature, whereas the two lower energy once
again exhibit an increase in quasielastic linewidth associated with the short-lived
tetragonal phase.
When the proportion of active rotators are extracted from the EISF, both
MAPbBr3 and MAPbCl3 show an increase upon the transition out of the
orthorhombic phase. This is most pronounced for the narrower dynamical α
contribution in MAPbBr3, with a similar, albeit less dramatic response, seen for
the α contribution in MAPbCl3. These rotations have a radius around 1.5 Å,
which is reflective of a whole body molecular rotation. The broader β dynamical
contribution in MAPbBr3 and its equivalent in MAPbCl3 both show increases in
proportion of rotators upon transitioning to the short-lived tetragonal phase. In
this case the effect is slightly greater in MAPbCl3, though they are comparable
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within error. These rotations once again have a radius of rotation of 1.5 Å, with
a larger radius extracted for MAPbBr3.
The fits to the EISF for the higher energy δ excitation in MAPbCl3 showed a
linear increase in active rotators for this motion. This δ component has a smaller
radius of rotation than the α and β motions, suggesting it is a signature of the
hydrogen ions rotating around the molecular axis. That this component is less
sensitive to the phase transitions in the compound is reflective of the greater
freedom of the hydrogen ions to move compared to the molecule as a whole,
despite their participation in bonding.
In both MAPbBr3 and MAPbCl3 the orthorhombic phase is the one in which the
molecular motions are most arrested. It is interesting that in both compounds
the change in molecular dynamics is not a step change but rather occurs
through a short-lived intermediate tetragonal phase. This suggests that the
changing molecular dynamics could be the origin of these intermediate short-lived
tetragonal phases. It is interesting that the molecular activity shows a gradual
increase across the short-lived tetragonal phase, rather than step changes between
phases, especially as the transitions are first order. However, in MAPbBr3 and
MAPbI3 symmetry breaking domains have been observed to survive past the
phase transition between the cubic and tetragonal phases [46, 61], meaning
that some phase coexistence is possible. It could also be the case that the
molecular motions in the short-lived tetragonal phase are more temperature
sensitive than those in the other phases, by having an activation energy similar
to the temperature at which the short-lived tetragonal phase is observed.
A separate analysis of the Ei =1.83 meV MAPbCl3 data presented in this chapter
has been published by Songvilay et al [166]. In their paper a single Lorentzian
fit was used, as opposed to the two Lorentzians used here. As such, there are
key differences between that work and this. In particular, this thesis has argued
that the presence of multiple dynamical components is key to fully understanding
the impact of the molecule on the phase transition at 171 K in MAPbCl3. The
conclusions presented by Songvilay et al state that the hydrogen bonding between
the molecule and inorganic framework has no influence on the phase transitions of
the system, and that the molecular and and framework dynamics are decoupled.
They evidence this by comparing the disappearance of inelastic modes at 100 K
to the apparent lack of change in quasielastic contribution at this temperature.
However, the work presented in this chapter sees a key change in the quasielastic
signal at 100 K: namely, the appearance of the narrow α quasielastic contribution.
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Indeed, high quality fits to the quasielastic signal in MAPbCl3 are difficult at
temperatures below 100 K, due to the small size of the signal when compared
to the instrumental resolution. The simultaneous appearance of these dynamical
components in the timescale probed in this experiment and disappearance of the
low energy inelastic modes implies that the amount of disorder in the system is
linked to the activity of the molecule and the hydrogen bonding.
Previous QENS studies of MAPbI3 have observed two dynamical components.
Leguy et al focussed on the tetragonal and cubic phases, but nonetheless observed
both rotations 20 K below the tetragonal to orthorhombic transition [103]. In
contrary, Li et al only identified the motion of the H atoms around the C-N
axis as persisting in the low temperature orthorhombic phase [106]. Support for
full-body cation motion in the low temperature phase of MAPbI3 comes from
INS [53], and dielectric measurements and calorimetry where significant motion
of the MA cations was observed down to 70 K [63]. It should be noted that the
tetragonal phase in MAPbI3 has a much larger stability range than that of the
short-lived tetragonal phases which are identified as being regions of changing
dynamics in this work.
While all previous studies of the dynamics of the MAPbX3 compounds have
identified two components, a comparison of the timescales extracted from
experiment compiled by Gallop et al shows an interesting disparity [65]. The
timescales of the two dynamical components extracted from experiment range
from 0.1 to 3.1 ps for the “faster” contribution and from 1.2 to 108 ps for the
“slower” excitation. This large range of dynamical timescales is evidence for
the observations made on MAPbCl3 in this chapter: namely that there are
multiple energy scales of molecular dynamics which can be probed by tuning
the experimental parameters.
The Arrhenius results extracted for the low temperature othorhombic phase
whole-body molecular dynamical component in MAPbBr3 and MAPbCl3 are
shown in table 6.7. The key results that may be compared are that of the β
dynamical component. In the orthorhombic phase the activation energy for this
motion is smaller in MAPbCl3, and above the short-lived tetragonal phase the
two activation energies are within error, with the value extracted for MAPbBr3
being the slightly smaller.
Literature values for the activation energies of molecular dynamical components
from Arrhenius fits are also shown in table 6.7. The result from Swainson et al
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Table 6.7 Results for activation energies found in these studies and literature
values are compared. The activation energies are extracted from
Arrhenius fits to the quasielastic diffusion coefficient (MAPbCl3, this
study) or linewidth (all others shown).
This study Literature value
Ea (K) Temperature Ea (K) Temperature Reference
Range (K) Range (K)
MAPbCl3 277± 63 α 90− 170 243± 15 30− 160, 180− 260 [166]
248± 10 β 90− 170
123± 60 β 170− 260
MAPbBr3 275± 6 β 50− 145 323± 20 ∼ 50− 150 [173]
113± 110 β 150− 200
for MAPbBr3 is very different from what is observed here. Their results used a
single Lorentzian fit, and as the α contribution in MAPbBr3 is not present at
this temperature this is expected to sufficiently describe the data. However, the
instrument used by Leguy et al differed in incident energy from the one in this
study, and therefore they are likely probing a different excitation to that observed
here. Songvilay et al’s reported activation energy for MAPbCl3 compares well to
the one found in this study. This is reassuring as their analysis was carried out on
the 1.83 meV data set presented in this chapter. However, this study has shown
that the importance of considering multiple dynamical contributions in describing
the methylammonium lead halides. Additionally, Songvilay et al are averaging
two regions which one would expect to have differing activation energies, due to
the different local environments of the molecule in each. No literature results for
MAPbI3 are shown, as no activation energy for the full-body rotation in the low
temperature orthorhombic phase was found from a thorough literature search.
Hydrogen bonding is promoted when it is between two strongly electronegative
atoms. Halogens have high electronegativity: fluorine has the largest of the
elements in the periodic table, with the electronegativity decreasing down the
group. Thus MAPbCl3 would be expected to have stronger hydrogen bonding
than MAPbBr3. However, it has also been suggested that the smaller cage size
in MAPbCl3 means that there is a reduced energy barrier to rotation, as the
N–H···X bond length is required to change less during molecular rotation [65].
The competition of these two energy barriers to dynamical activation perhaps
explains why the activation energies for the β molecular motions are comparable
in MAPbBr3 and MAPbCl3. The significant decrease of activation energy in
MAPbCl3 in the cubic phase suggests an associated decrease in hydrogen bonding.
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It can be posited that the larger size of the inorganic cages in the cubic phase
result in length scales less favourable for hydrogen bonding, allowing for increased
molecular activity.
The importance of hydrogen bonding in these compounds has been previously
studied both computationally and experimentally (see references [88, 101, 102,
190]). In particular, Yin et al report a drop in hydrogen bond strength as
temperature is increased and the phase transitions occur, exactly in line with
what is reported here [190]. In opposition to the conclusion that there is increased
hydrogen bonding as the halide ion decreases in size, Svane et al suggest from
their calculations that all of the MAPbX3 compounds have the same hydrogen
bond strength [172]. However, their results describe the behaviour at 317 K,
where the hydrogen bonding is expected to be reduced due to increased cage size
and thermal effects. As such, the low values for hydrogen bonding calculated by
Svane et al are in agreement with the reduced values for activation energy found
as temperature increased in these compounds.
The study of MAPbCl3 was initiated to investigate the claim that the MA cation
has two preferred orientations in the low temperature orthorhombic phase, as
opposed to the single preferred orientation seen in MAPbBr3 and MAPbI3 [86,
138]. This study found two dynamical components related to the whole-body
motion of the molecule (the α and β components). Both components were present
above the short-lived tetragonal phase in MAPbBr3 and MAPbCl3, however,
in the low-temperature orthorhombic phase the α component was only present
in MAPbCl3. This suggests that the molecule in the orthorhombic phase of
MAPbCl3 has an additional degree of freedom, in agreement with the suggestion
that the molecule has two available orientations rather than one.
Now the spectroscopic study of the internal molecular motions of MAPbBr3
obtained using a combination of the inelastic neutron scattering and Raman
spectroscopy on MAPS shall be discussed. The energy locations and the
temperature dependence of the Raman data presented are generally in agreement
with previous studies [53, 73, 104, 114, 134, 189]. At low energies below
∼50 meV, Raman and neutron spectroscopy are in agreement with both showing
a significant temporal broadening of the excitations upon heating from the
orthorhombic phase. This broadening was previously linked to the onset of fast
molecular relaxational dynamics [173]. This is corroborated by the QENS data
on MAPbBr3 discussed above. However, Raman and neutron spectroscopy show
differences at higher energies with neutron spectroscopy measuring broadened
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linewidths of internal molecular motions.
There are several possible reasons why this difference between neutron and
Raman techniques might be observed. Firstly, Raman spectra are strictly at
|Q| = 0, whereas inelastic neutron scattering integrates and averages over all
|Q| as discussed above owing to kinematics and powder averaging. This means
that an effect at other positions in momentum, for example the zone boundary,
could cause the momentum averaged energy width to be increased more than
what is measured at a single wavevector like with Raman spectroscopy at
Q = 0. Studies have suggested that the electronic bandstructure may indicate
a preferential coupling between lattice and electronic degrees of freedom at non
zero |Q| [26, 124]. As such it is expected that there might be a coupling of
internal modes at regions away from the zone centre. However, the high energy
internal molecular excitations observed in INS are highly localised in real space
and therefore are expected to show no momentum dependence. Momentum
averaging is thus ruled out as the cause of the broadening of neutron spectroscopy
data.
Secondly, there is the possibility Raman techniques preferentially measure
molecules close to the surface (see for example surface enhanced spectroscopy
discussed in reference [39]), whereas inelastic neutron scattering considers the
bulk system. However, while surface over bulk differences have been suggested
in the organic-inorganic perovskites (for example the effect of dimensionality
discussed in reference [143]), this latter possibility is unlikely in this case given
that surface-enhanced Raman spectroscopy in molecular systems and liquids has
typically resulted in a broadening of linewidths or intensity enhancement at the
surface. Here, the reverse is true with the Raman measurements being more well
defined in energy than the bulk neutron scattering technique. The agreement
between neutron and Raman at lower energies also does not suggest a near surface
versus bulk difference for neutron and Raman spectra noted here.
Thirdly, the inelastic neutron spectra are dominated by hydrogen cross section,
whereas Raman is more sensitive to heavier elements, meaning that neutron
scattering disproportionately samples the motions on the hydrogen sites. If this
were the reason for the broadening, it would indicate a distribution of local
environments experienced by the hydrogen ions, resulting in a corresponding
spread in energy scales for the molecular motions involving them. The suggestion
that the molecular cation in the system is experiencing a range of different local
environments is supported in other experimental studies: ARPES studies of
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MAPbBr3 find both centrosymmetric and non-centrosymmetric domains which
persist throughout the low temperature phase [128]. The full-body molecular
motions present at all temperatures as observed from the QENS study presented
in this chapter further corroborate the existence of multiple hydrogen local
environments existing in the crystal at any given moment. It is therefore
concluded that this is the reason for the observed difference in broadening between
the INS and Raman results at high temperatures.
In combination, the INS and QENS results presented lead to the key conclusion
that there is a large increase in disorder and molecular activity as temperature
is increased. It is clear that some, but not all, of this motion is associated with
the phase transitions in the material. The reduced molecular dynamics in the
low temperature phases result in less distortion of the inorganic framework as
the hydrogen bonds reorient. In the measurements presented in this thesis,
these molecular dynamics persist down to the lowest temperatures measured,
though they are significantly lessened at this point. Other studies have also
observed such low-temperature molecular dynamics. In particular, in their
computational results on MAPbI3 Druzbiki et al identified molecular cation
motion down to liquid helium temperatures [53]. The term “glassy disorder”
was coined by to describe the strongly arrested molecular motions in the low
temperature phase [63]. The persistent cation disorder throughout the phase
diagram has lead to the MAPbX3 family being labelled as plastic crystals [60].
It is a result of this disorder that, despite ferroelectric domains being predicted
computationally [103, 182], experimental observations have ruled that the overall
compound is not ferroelectric [147].
As it is the photovoltaic properties of these materials that make them of interest
to study, the link between the molecular dynamics and the electronic properties
must be discussed. The key contributions to the edges of the band structure in
MAPbI3 come from the hybridisation of the 5p orbitals of iodine and 6s orbitals
of lead for the valence band, and the empty 6p orbitals of lead for the conduction
band [59, 79]. While the MA cation does not contribute directly to the band
structure, studies have identified a coupling between the cation rotation to the
quasiparticle band gap of the system through hydrogen bonding between the
cation and inorganic cages. This then influences the band gap of the system, with
the states near the top of the valence band stabilised by the octahedral tilting
in the low temperature phase [66, 101, 102]. The results presented in this thesis
support this concept of valence band stabilisation, with the molecular dynamics
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observed to slow in the low temperature phase, resulting in less distortion of the
inorganic framework. They do also suggest that even in the orthorhombic phase
the band gap could be sensitive to changes in the cation dynamics.
Therefore, the observed difference in the dynamics of the system between low
and high temperature structural phases implies that there will be a linked
change in the electronic and photovoltaic properties. Photoluminescence spectra
results for MAPbBr3 show that there is a change in the energy of the maximum
photoluminescence intensity at the 150 K transition out of the low-temperature
orthorhombic phase [188], in agreement with the observation made here that
the molecular dynamics begin to change at this temperature. However, it is
important to note that the change in photoluminescence observed at 150 K is not
large. There are no such results published for MAPbCl3, so a comparison cannot
be made for this compound.
It has also been found that the cation dynamics in MAPbBr3 provide screening
which protects the energetic carriers [193]. This implies that, from the results
presented here, the assumption can be made that the low temperature phase has
least carrier protection and thus the carriers are less long-lived.
6.5 Summary
This chapter has presented three studies of the photovoltaic materials MAPbBr3
and MAPbCl3 to investigate the dynamics of the molecular cation as temperature
is varied. MAPbBr3 was studied using QENS and INS techniques, and a QENS
study of MAPbCl3 was carried out using multiple instruments.
The results from the QENS studies revealed that it is the short-lived tetragonal
phase of both MAPbCl3 and MAPbBr3 that act as bridges between the different
molecular dynamics in the low temperature orthorhombic and high temperature
phases. From a comparison of Raman and high energy inelastic neutron scattering
data collected on MAPbBr3, the significance of the local environment around the
hydrogen sites is implicated.
An important result from these studies is the increase in molecular disorder
as temperature is increased, and how this relates to the hydrogen bonding
between the molecular cation and the inorganic framework, particularly in
the low temperature phases. This interplay between molecular dynamics and
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structural phase transitions is a key piece of information for understanding
the properties of these materials. From the previous literature, the molecular
behaviour is implicated as being linked with other material properties, and as
such the temperature dependence of this is important to better understand the
photovoltaic performance of these compounds.
Future work to build on these results should include single crystal analysis of the
QENS and INS spectra. In the orthorhombic and tetragonal phases the potential
experienced by the molecule is directionally dependent, and as such the molecular
motions are also expected to vary with the crystal direction.
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Chapter 7
The Phase Diagram of NH4F
This chapter concerns the results collected on the ice analogue NH4F, and differs
from the other results chapters in this thesis through choice of techniques. Here
we are more concerned about the structure of the material than the dynamics
and excitations present. The high-pressure phase diagram of NH4F has so far
only been studied up to 3 GPa with neutron diffraction, whereas x-ray diffraction
and Raman studies have reached pressures of 30 GPa. In this chapter we present
high pressure neutron diffraction data up to 21 GPa, alongside DFT simulation
and Raman results, with the aim of creating a more complete phase diagram of
NH4F and resolving contradictions seen between previous studies, as detailed in
chapter 3.
7.1 Experimental Setup
Two high pressure neutron diffraction experiments will be presented in this
chapter, each of which was carried out with a different experimental setup. In
both of these experiments it was necessary to deuterate the sample in order
to remove the incoherent scattering signal due to hydrogen, which would have
made the diffraction data difficult to interpret. The processing for both of
these experiments was carried out using Mantid [6], and the analysis used the
GSAS II software [178]. This section also presents the setup used for the Raman
experiments and the parameters used in the DFT simulations.
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7.1.1 Raman Experiments
Raman experiments were carried out using a Horiba LabRAM 300, which employs
a HeNe 633 nm laser for measurement. Data was collected between −100 cm−1
and 4000 cm−1 to obtain a full spectrum, with long count times used to reduce
the background signal. To apply pressure a Merrill-Bassett diamond anvil cell
was used, with culet sizes of 400 µm and 600 µm, with gasket holes of diameter
200µm. Rhenium gaskets were used in all cases, and ruby powder was used as
the pressure calibrant. For all experiments measurements were only taken on
compression as it is not known if there are any hysteresis effects in NH4F.
The NH4F samples were loaded in a glovebag under an inert Ar atmosphere.
As it was not possible to use a microscope in this loading, a slush was created
using acetone, NH4F and NaCl (with a 3:1 ratio between the NH4F and NaCl),
which was then pipetted into the cell. The cell was then allowed to sit for a
while for the acetone to evaporate before it was closed. NaCl is incorporated
in the loading due to the strong tendency for NH4F powder grains to clump
together into a mass, which makes it difficult to create a well packed sample in
small gasket hole without the use of a microscope. The NaCl acts to disperse the
NH4F powder grains, and as it has no Raman active modes does not interfere
with the measurements taken. NaCl can diffuse into an ice lattice and disrupt
the structure, however no studies have been carried out to establish whether this
is also energetically possible in NH4F under pressure. The ND4F samples were
loaded in a glovebox under inert atmosphere. In this case it was possible to use
a microscope and therefore a pure powder of ND4F was loaded.
All Raman experiments were carried out by the author. The deuterated sample
was prepared by Zainab Sharif.
7.1.2 High Pressure Neutron Diffractometer: PEARL
The diffractometer PEARL, at the ISIS facility in Oxford, UK, was used for the
collection of neutron diffraction data of ND4F. This diffractometer was specifically
designed in order to be optimised for high pressure studies, and as such the layout
of this instrument is tailored to the geometry of the Paris-Edinburgh press (see
section 5.3). There are two sets of detector banks: the longitudinal and transverse
banks, which each cover a different range of 2θ. Figure 7.1 shows a diagram of
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Figure 7.1 A schematic of the instrument PEARL at ISIS. Here the neutrons
arrive from the moderator from the top left of the image. The can
in the centre is the space in which the Paris-Edinburgh press is held.
Figure adapted from reference [30].
the detector positions relative to the beam and Paris-Edinburgh press.
PEARL faces onto a methane moderator, which operates at 110K and provides
neutrons of wavelength of 0.4 to 5.8 Å. It should be noted that, unlike the
other instruments at ISIS described in this thesis (see sections 6.1.1, 6.1.2 and
6.1.3), PEARL does not employ a chopper to reduce the wavelength range
incident on the sample. For the transverse detectors, which cover a 2θ range
of 81.2° ≤ 2θ ≤ 98.8°, this incident wavelength range results in an available
d-spacing range of 0.4 to 4.1 Å with an average resolution of ∆ d/d ∼ 0.64 [30].
The longitudinal detectors, at 20.0° ≤ 2θ ≤ 60.0° and 100.0° ≤ 2θ ≤ 160.0°,
have a much larger maximum available d-spacing of 12.5 Å, but this has a much
worse resolution and background, as for these the incident and scattered beams
pass through the gasket material [30]. For the experiment carried out on ND4F
using PEARL the longitudinal detectors were not used, as the d-spacings provided
from the transverse detectors were deemed sufficient to solve the structure.
The maximum pressure obtainable on PEARL is dependant on the choice of
anvils in the Paris-Edinburgh press (the exact function of the Paris Edinburgh
press is described in section 5.3). For the experiment described in this chapter,
sintered diamond single toroidal (SDST) anvils were used, which are expected
to allow pressures of 20 GPa to be reached in the sample [30]. The hydraulic
load on the press was applied using pentane, for which the pressure increases can
be automated for loads less than 10 GPa, after which the pressure was applied
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manually. The ND4F sample was loaded into the gasket in an inert atmosphere,
along with fluorinert to ensure that the pressure was evenly applied across the
sample. No pressure calibrant was used in this experiment, instead the equation
of state for ND4F reported by Bellin et al [17] was used.
As part of this experiment it was desired that the low temperature part of
the phase diagram should be measured, and as such the Paris-Edinburgh press
was suspended in a nitrogen cryostat. This allowed for the temperature to be
controlled by partially immersing the Paris-Edinburgh press in liquid nitrogen
and then using heaters on the anvils to tune the exact temperature as required.
The minimum temperature accessible using this method is 110 K when using a
pentane pressure medium to apply load onto the press (as in this experiment).
The maximum temperature that can be achieved by the heater used in this
experiment is 500 K, but here it was only employed to control the rate of warming
from 110 K to room temperature.
A measurement of the full sample environment was carried out with no sample
present to act as a background subtraction. This, and the full vanadium
calibration, was carried out in Mantid [6].
The PEARL experiment on ND4F was carried out by the author, Zainab Sharif,
Dr. John Loveday and Dr. Craig Bull. The deuterated sample was prepared by
Zainab Sharif.
7.1.3 Density Functional Theory Simulations
DFT calculations on NH4F were carried out using the CASTEP code. These were
used to optimise the geometry of NH4F unit cells as pressure was increased. The
geometry optimisations were performed with plane wave cut-offs of 1000 eV and
a Monkhorst-Pack k-point grid with spacings of no more than 2π x 0.04 Å−1.
Exchange-correlation effects were described within the generalised gradient
approximation (GGA) using the Perdew-Burke-Ernzerhof (PBE) functional and
ultra-soft pseudo-potentials as generated ‘on-the-fly’ by CASTEP.
The CASTEP simulations discussed in this chapter were carried out by the author
and Lewis Conway, with supervision from Dr. Andreas Hermann. In particular,
the author computed the enthalpy of different NH4F structures with pressure,
and Lewis Conway investigated candidate NF4F structures and extracted the
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elastic constants. Stress-strain calculations were carried out using ARCHER and
all other calculations were run on the University of Edinburgh School of Physics
and Astronomy cluster.
7.1.4 Spallation Neutrons and Pressure Diffractometer:
SNAP
The diffractometer SNAP at the SNS Oak Ridge National Laboratory in the
United States of America was used to collect neutron diffraction data of ND4F.
Like PEARL (discussed above in section 7.1.2) this instrument has been optimised
for high pressure studies. However, the two instruments are very different in
appearance: SNAP is designed with both Paris-Edinburgh presses and diamond
anvil cells (DACs) in mind as sample environments.
SNAP faces onto a poisoned decoupled hydrogen moderator. This beam is shaped
using choppers to give a broad spectrum of wavelengths resulting in a so-called
“white beam” incident on the sample. The two wavelength ranges available for
the incident neutrons on SNAP are 0.5 - 3.5 Å and 3.7 - 6.7 Å [45]. In this
experiment the shorter wavelength range was used. The incident neutrons are
focussed using a parabolic mirror guide, which reduces the size of the beam at
the sample position and increases the flux incident on the sample. This is key for
high pressure experiments, which typically have smaller sample sizes.
There are two main detector banks on SNAP, each comprised of nine square
cameras. These are mounted upon circular rails, which allow for the centre of
these detectors to be positioned at any 2θ angle between 50° and 115° in the
horizontal plane on each side of the sample, with the 0° angle defined as the
straight-through beam [45]. Additionally, a small detector is positioned directly
behind the sample in order to measure the beam transmitted through the sample.
The ND4F experiment carried out on SNAP differs from that on PEARL because
a DAC was used to pressurise the sample, rather than a Paris-Edinburgh Press.
This gives a much higher maximum pressure accessible by the experiment but a
smaller sample size. The cells for this experiment were prepared and the sample
loaded in a glovebox with a microscope. The diamonds used had 2 mm culets,
with a sample diameter of 664 µm. This experiment was carried out entirely at
room temperature so no heaters or coolants were necessary. Despite having a
much reduced sample size compared to the Paris-Edinburgh press, the increased
103
Figure 7.2 A schematic of the instrument SNAP at SNS Oak Ridge National
Laboratory. Here the neutrons arrive from the moderator from the
right of the image. Diagram provided by the authors of reference
[45].
flux on SNAP compared to PEARL means that it is not necessary to count for a
longer period of time.
The arrangement of SNAP for a DAC comprises of positioning the DAC such
that the axis through the centre of the two diamonds is along the direction of the
beam. The two main detector banks are positioned at 2θ = 90° and are aligned
so that they detect neutrons scattered from the sample that are not scattered
into the diamonds. This allows for a total 2θ range of 40° to 127° to be measured.
Figure 7.2 illustrates this setup, though does not show the transmission monitor.
The choice of a DAC as the sample environment does change the data processing
procedure from that used for a Paris-Edinburgh press. This setup means that
that the beam must pass through one diamond before reaching the sample, and as
such has been attenuated by scattering from the diamond [75]. This attenuation is
dependent on wavelength and 2θ, so manifests differently for each of the detectors.
To correct for the attenuation, the beam transmitted through the entire system
(two diamonds and a sample) is measured with the transmission detector, and
the UB matrices for the two diamonds are determined by observed Bragg peaks
in the diffraction detectors. The UB matrix describes the orientation of a single
crystal on the instrument. As the two diamonds are differently oriented, knowing
the UB matrices allows the Bragg peaks of the first and second diamond to be
distinguished. The transmission of the first diamond is then calculated, and this
information is used to correct the final spectrum observed for the sample. Only
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the transmission of the first diamond is required to correct the data due to the
position of the detectors perpendicular to the beam. The data is also normalised
to a vanadium spectrum. All of this procedure was carried out using a pre-
written script in Mantid [6], though the masking of diamond Bragg peaks in the
final spectrum was done by hand. In the analysis for this experiment no explicit
background subtraction was carried out, and instead the background was fit to a
polynomial in GSAS II [178].
Multiple methods were used to calibrate the pressure in this experiment. A
ruby sphere was placed in the DAC and fluorescence measurements carried out.
Additionally, the equations of state of both the rhenium gasket and the ND4F
sample were used. These three diagnostic methods each gave slightly differing
pressure results. The ruby fluorescence was found to give a very broad signal,
from which the pressure could not be accurately ascertained. The rhenium gasket
is not expected to be at the same pressure as the sample, as it is closer to the edges
of the diamond. Thus the equation of state for ND4F was used to diagnose the
pressures. It should be noted that this ND4F equation of state returned lower
values for the pressure than the rhenium and ruby measurements at pressures
above 10 GPa.
The experiment on SNAP was conducted by Bernhard Massani, Dr. John
Loveday, Dr. Malcolm Guthrie, Dr. Bianca Haberl and Dr. Reinhard Böhler.
The sample was grown by Dr. Luke Damian.
7.2 Results
This section presents the results of the studies carried out on ammonium fluoride.
First, Raman experiments are presented comparing the modes in ND4F and
NH4F. Then, a neutron diffraction experiment on PEARL aiming to investigate
the phase transitions suggested by Raman spectroscopy. After this, the results
from DFT simulations are discussed. Finally, a second neutron diffraction
experiment on SNAP is presented, and the deviatoric strain in the system is
characterised.
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Figure 7.3 A comparison of the Raman spectra measured in NH4F (collected at
4.42 GPa) and ND4F (4.38 GPa).
7.2.1 Raman Results
Raman spectra were collected for NH4F and ND4F samples to confirm that the
transitions observed by Bellin et al [17] in NH4F are also present in ND4F.
Figure 7.3 shows the spectra collected for both compounds at ∼4.4 GPa. In
the NH4F data the transverse optic (TO) mode at ∼260 cm−1 and NH+4 bending
ν2 mode at ∼1840 cm−1 are clearly visible. The NH+4 stretching modes ν1 and
ν3 at ∼3000 cm−1 are also observed, but are very broad. The NH+4 bending ν4
mode and other combination modes observed by Bellin et al are not seen in this
experiment. The NH4F data is of lower quality than the ND4F data, likely due
to the different loading techniques used for the two compounds.
From literature measurements on other systems containing ND+4 , the modes in
ND4F are expected to be observed at lower Raman shift than those in the NH+4
compound [34, 35]. Indeed, for the TO mode this is seen to be true. The peak
at ∼3100 cm−1 is therefore likely a combination mode, and not a hardened ν1 or
ν3 mode. As there are several other modes present in the region of 1500 cm−1
to 2000 cm−1, the location of the ν2 mode in ND4F is not immediately apparent.
The aim of this project is not to characterise the Raman modes in ND4F, so this
is left for further studies.
The position of the TO optic mode in NH4F was observed by Bellin et al to
have two regions of differing pressure dependence, with the transition occurring
at 10 GPa [17]. Figure 7.4 shows the data from Bellin et al overlaid with the
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Figure 7.4 The pressure dependence of the transverse optic mode in NH4F and
ND4F, including data taken from this study and data from Bellin et
al [17]. Dashed lines act as a guide for the eye.
data collected in this study. The plotted dashed lines act as a guide to the eye
for the trends. This study observes greater variance in the position of the NH4F
modes than is observed by Bellin et al but the two are broadly in agreement.
The frequency of the ND4F TO mode is less than for NH4F at all pressures
excepting the lowest, which is interpreted as the ND4F not being in phase III.
The ND4F point at 11.5 GPa is identified as an outlier, likely as a result of the
ruby fluorescence not being a true representation of the pressure due to not being
measured at the centre of the cell.
Overall, the trend in the ND4F data appears not to match that observed in
the NH4F data, with the data being well represented by a single trend, rather
than requiring a transition between two regions of behaviour. It is possible
that a very shallow transition between two regions of behaviour exists, however
there is insufficient data to establish this. Therefore it is unclear to what extent
conclusions for NH4F can be generalised to ND4F and vice versa.
7.2.2 Diffraction Results from PEARL Experiment
The diffraction experiment on PEARL first measured the room temperature
structures of ND4F up to 12 GPa. Figure 7.5 shows the observed diffraction
patterns as pressure is increased. Below 5.5 GPa a coexistence of phases II and
III of ND4F was observed. Above this pressure only phase III is observed and no
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phase transitions are seen.
Some additional peaks not linked to any ND4F phase or diamond peaks are
observed. In particular below 5.5 GPa a peak is observed at 2.9 Å, and above
this pressure a small hump is observed at 2.4 Å which decreases in d-spacing with
pressure. These are attributed to contamination from other members of the ND3-
DF binary, which are expected to appear in this sample as they can form as part
of the deuteration method used.
Upon cooling at 12 GPa to 100 K no new peaks appeared, though a thermal
contraction was observed, indicating that no phase transition had occurred. As
such, these results are not plotted. These pressure and temperature conditions
are only on the edge of Bellin et al’s predicted tetragonal region [17], so it could
be the case that this experiment was simply not able to reach the suggested phase
transition.
However, close examination of the room temperature diffraction patterns does
yield an interesting result. The widths of the (100), (110) and (111) peaks appear
to broaden differently with pressure, whereas one would expect any pressure
effects of broadening to manifest equally for all peaks. Figure 7.6 plots the relative
full width at half maximum of these three peaks. Onset at approximately 5 GPa,
the (100) peak is broadening twice as much as the (110) peak up to 12 GPa, and
the (111) is not broadening significantly at all.
This broadening of peaks can be understood as a peak splitting that is smaller
than the resolution of the instrument. The full width at half maximum of
the peaks observed would be equivalent to a peak splitting due to a tetragonal
distortion of the system. This distortion would be of the order of a 1% expansion
or contraction along the c axis. Thus a tetragonal phase transition is suggested
at different temperature and pressure conditions than those predicted by Bellin
et al.
7.2.3 Results from CASTEP Simulations
In order to validate the existence of the tetragonal phase transition as seen in the
PEARL neutron diffraction data, DFT calculations were carried out in CASTEP.
The enthalpy and volume of the known phases of NH4F were first calculated in
a series of constant-pressure calculations up to 35 GPa, then multiple candidate
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(a) ND4F sample at 3.04 GPa, showing both phases II and
III.
(b) Waterfall plot of all room temperature diffraction
patterns.
Figure 7.5 Diffraction patterns of ND4F at room temperature obtained during
experiment on PEARL. The phase III (100), (110) and (111) peaks
are marked with asterisks.
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Figure 7.6 Relative width of the (100), (110) and (111) peaks from the PEARL
data with pressure.
structures were developed to compare with the known phases. These candidate
structures are intended to investigate the reported phase transition at 25 GPa [17]
which was not reached by the neutron diffraction measurements in this thesis.
Note that here we are considering the hydrogenous, not deuterated, structures
of NH4F. Candidate NH4F structures can be constructed by manually building
NH4F equivalents of known water ice structures. The requirement for bonding
between NH+4 and F− ions restricts candidate structures to ice structures which do
not posses odd numbered rings. The known phases of NH4F are all ice analogues
which fulfil these requirements. The only other allowed ice analogue phases are
of ice II and ice VI.
The results of the simulated known and candidate NH4F phases are shown
in figure 7.7. The low pressure phase transitions of the system are correctly
replicated in the enthalpy calculations. As well as the ice II and ice VI analogue
phases, also tested was a P21/m structure, reported in NH4Br above 58 GPa [82].
The results show that the cubic phase III is the preferred crystal structure at all
pressures, though the P21/m structure has the same volume per formula unit at
pressures above 30 GPa. It should be noted that the ice VI analogue structure
collapses into the P21/m structure above 25 GPa.
The pressure dependence of the phase III structure of NH4F may be extracted
from these calculations. Bellin et al found that the equation of state for NH4F
is best fitted by a Murnaghan third order model. Using this same model we
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find fit parameters as follows: V0 = 36.43 ± 0.03 Å
3, K0 = 46.2 ± 0.5 GPa and
K ′ = 4.30 ± 0.04 GPa.
In their paper, Bellin et al proposed that an observed change in the Raman modes
at 20 GPa which had no associated change in the x-ray diffraction pattern was due
to a change in hydrogen ordering [17]. To test the response of the cubic phase III
to different hydrogen ordering, two (1 x 2 x 2) supercells were constructed: one
with alternating NH4 molecules, and the other with the molecules in alignment.
The starting structure for the case of the alternating molecular alignement is
shown in figure 7.8a, with differently oriented atoms marked in different colours.
The fluoride ions at [x, 0.5, 0] and [x, 0, 0.5] are restricted to their positions,
and all parameters are allowed to vary. By testing small variations in x around
the zero displacement, the stability of the different hydrogen ordered structures
is tested. An example of a corrugated unit cell for the case of alternating NH4F
molecules is shown in figure 7.8c.
For the case of the aligned NH4 molecules, an enthalpy minima at the zero fluoride
displacement was found for all pressures tested. This gave a c/a axis ratio as
would be expected from the cubic phase, and the supercell reduced to the observed
phase III structure. As such, the cubic phase III is stable for the case of aligned
NH4 molecules.
Upon testing the cubic supercell containing alternating NH4 molecules, non-zero
values of x were found to be preferable, with the value of x being pressure
dependant. Alongside this, the c/a axis ratio was observed to increase with
pressure. The variation in optimal corrugation with pressure is shown in
figure 7.8b, with a diffraction pattern for the optimum structure at 10 GPa in
figure 7.8d. A comparison of the diffraction patterns of the optimally corrugated
structure and the P21/m structure show that these two structures are very
similar, and indeed are found to have the same enthalpy. It is thus concluded
that for the case of alternating NH4 molecules, the stable structure is not cubic
phase III, but is rather P21/m structure as observed for NH4Br in Ref. [82]. The
P21/m structure, which approaches the phase III structure in enthalpy (as seen
in figure 7.7a), does not provide a good fit to the neutron scattering data.
The conclusion from this DFT investigation is that, at base temperature, the
cubic hydrogen ordered phase III is the most stable NH4F phase between 3 GPa
and at least 35 GPa. This implies that the tetragonal distortion observed in
the PEARL neutron scattering data is not a real phase transition and is as a
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(a) Enthalpies of NH4F known and candidate phases. Inset:
zoomed-in enthalpies for the region between 1 to 6 GPa.
(b) Volumes of NH4F known and candidate phases.






(a) The starting structure for
the refinements on the cor-
rugated structure looking
along the a axis. The
NH+4 ions marked in red
have alternate alignments
to those marked in blue.


















































(b) Optimal value of corrugation and the c/a





(c) Example of the optimal
corrugated structure at
10 GPa looking along the c
axis.
(d) A comparison of the corrugated structure, the
P21/m structure, and neutron scattering data
at 10 GPa. As before, the three principle peaks
of NH4F are marked with asterisks
Figure 7.8 DFT results for the corrugated structure for a cubic supercell
containing alternating NH4 molecules.
113
(a) The calculated components of the elastic compliance
matrix Sij. Inset: the pressure dependence of the elastic
anisotropy.
(b) The calculated components of the
stiffness matrix Cij.
(c) The bulk modulus of NH4F calculated
from simulations compared with lit-
erature values from simulation and
experiment.
Figure 7.9 The elastic properties of NH4F extracted from the DFT simulation
results.
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result of another effect. There is a temperature difference between the DFT and
PEARL results, however Bellin et al suggested that the tetragonal distortion
would be enhanced by low temperatures so we would expect to see this in the
DFT results [17].
The CASTEP code includes a command allowing for the stiffness matrix Cij to
be calculated from the unit cells produced in geometry refinements. This is done
by applying small deformations to the unit cell and observing how the structure
changes in response to this. A set of linear equations can then be formed and
Hooke’s law solved for the system. The results for the pressure dependence of the
three unique components of Cij (C11, C12 and C44) are shown in figure 7.9b. Also
plotted in figure 7.9b is a value for C12−C44, which will be compared to literature
values in section 7.3. This parameter is useful as it describes the deviation from
Cauchy’s relation C12 = C44 which holds for a perfect ionic system where the
forces act through the ionic centres. Here it can be seen that NH4F deviates from
Cauchy’s relation at all pressures, with this deviation increasing with pressure.
The elastic compliance matrix Sij, the inverse of Cij, is of more use in analysing
strain effects in neutron diffraction data. The pressure dependence of the three
unique components of Sij are plotted in figure 7.9a, with S = S11 − S12 − S44/2.
This parameter S is observed to change sign at 6 GPa.
In cubic compounds such as NH4F, the difference between the group velocity of
the two TA modes along the 〈110〉 direction is described by the elastic anisotropy
A = (vTA1/vTA2)2 = 2C44/(C11 − C12). Elastically isotropic systems are defined
as having A = 1, and values less than or greater than this are anisotropic. A
plot of the pressure dependence of A is shown in the inset to figure 7.9a. From
this, it can be seen that A = 1 at 6 GPa: the same pressure at which S becomes
positive. Above and below this pressure the system is anisotropic.
To compare the calculated values of the elastic compliance to the literature, the
bulk moduli can be compared. The bulk modulus K for a cubic system depends
on the elastic compliance as K = 1/(3S11 + 6S12). Bellin et al identified the
equation of state for NH4F to be Murnaghan third-order [17], which means the
bulk modulus is expected to increase linearly with pressure. Figure 7.9c compares
our bulk modulus as calculated from the elastic compliance to that from the
equation of state for our computational data and those found by Bellin et al. The
two routes to calculate the bulk modulus used in this study are in good agreement,
however the bulk modulus as calculated from Sij is not linear, implying that the
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choice of a Murnaghan third order equation of state does not fully characterise
the behaviour of the system. The computational results in all studies produce a
larger bulk modulus than is observed in experiment. Our computational results
agree well with the PBE equation of state as found by Bellin et al.
7.2.4 Strain Results from SNAP Experiment
Measurements of the angular dependence of the diffraction pattern are possible on
SNAP due to the large angular banks, whereas PEARL has much lower angular
coverage. An angular dependence to the measured peak positions would be
indicative of deviatoric strain causing distortions to the unit cell. The detector
banks on SNAP cover a 2θ angle from 40° to 127°. However, the parameter of
interest for measuring strain as described in section 4.1.1 is ψ, which is defined
by the relative arrangement of the load axis to the incoming beam. For the
geometry of this experiment ψ = 90°−θ, so we are able to probe ψ = 30° to 70°.
For analysis, the detectors were split into 10° sections in 2θ, meaning that the
diffraction patterns can be probed in increments of 5° in ψ. Values of ψ < 45°
did not have large enough d-space coverage to observe the (100) peak, however
the positions of the (110) and (111) peaks can be compared for all diffraction
patterns.
Figure 7.10a shows the diffraction pattern collected at 16.7 GPa for two different
values of ψ. Here, the positions of the (110) and (111) peaks can be seen to have
moved, though it is more evident for the narrower (111) peak. This suggests that
deviatoric strain may indeed be present in the sample. To characterise this the
(100), (110) and (111) peaks are fitted with Gaussians and their peak centres
extracted.
In the experiment presented in section 7.2.2 a tetragonal transition was posited
based upon the different broadenings of the (100), (110) and (111) peaks. Figure
7.10b shows the broadening of these three peaks for the data collected in the
ψ = 60° angle bank. The requirement for a tetragonal distortion is that the
(100) should broaden by twice as much as the (110) peak. This is not seen
here, rather the (100) and (110) peaks are broadening equally, though still more
than the (111) peak. Therefore a tetragonal distortion occurring simultaneous to
deviatoric strain is ruled out, and this peak broadening is instead attributed to
microstrain effects, which manifest due to the differing strain environments within
the individual crystallites within the sample [159]. The peak broadening seen in
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this experiment is slightly larger than that seen in section 7.2.2. This is likely
due to the higher pressure gradient in the DAC compared to the Paris-Edinburgh
press.
The position of the ND4F peaks with ψ for two pressures is shown in figure 7.11.
For the lowest pressure point at 8.7 GPa no obvious angular dependence in peak
position is seen. Here the position of the (100) peak is only characterisable at
one value of ψ due to insufficient counts in these detectors at the high d-spacing
values. At the highest pressure, 21.5 GPa, there is a far more obvious angular
dependence of peak position, but slightly reduced angular coverage. Note that
for intermediate pressures the angular coverage is improved, especially for the
(100) peak. For deviatoric stress there is expected to be a linear relationship
between peak centre and 1−3 cos2 ψ. While the measurements here show a slight
discontinuity around 1−3 cos2 ψ = −0.2, the data is well fitted by a linear trend.
The expected larger variation in peak position for lower values of Γ(hkl) is also
clearly observed in this data.
The lowest pressure point was measured on the diamond anvil cell as-prepared,
and did not have any additional applied load. This is likely the reason why no
angular dependence in peak position is observed in the data at 8.7 GPa.
Fitting the dependence in peak position to a linear relation reveals the ‘true’ d-
spacing (the value for which 1−3 cos2 ψ = 0), which has then been combined with
Bellin et al’s experimental equation of state to extract the pressure of the sample
[17]. For the data at 8.7 GPa the peak position was simply fitted to a constant
as there is no linear relation at this pressure. Indeed, the extracted pressure at
8.7 GPa agrees well with the pressure found from ruby fluorescence. However at
all other pressures where ruby and rhenium equation of state measurements were
used they overestimated the pressure compared to the ND4F equation of state.
This overestimation by the ruby and rhenium pressure gauges is also present if
the equation of state as obtained from our simulations in section 7.2.3 is used to
find the pressure of ND4F.
Also extracted from the plots of peak position against 1− 3 cos2 ψ is the gradient
Q(hkl). As detailed in section 4.1.1, Q(hkl) is dependent on the peak Γ(hkl),
the elastic compliances Sij and the uniaxial stress component t. Thus by fitting
a linear relation between Q(hkl) and Γ(hkl) according to equation 4.9 a value for
m1 = tS is extracted from the gradient and the y-intersect m0 = t3(S11 − S12).
Such a fit to the 21.5 GPa data is shown in figure 7.12. As the data for the (100)
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(a) The raw diffraction data collected at 16.7 GPa for two
different angle banks ψ = 60° and 40°. The (100), (110)
and (111) ND4F peaks are marked with asterisks.
(b) The width of the (100), (110) and (111) peaks for the
ψ = 60° angle bank.
Figure 7.10 Identification of peaks in diffraction data collected at 16.7 GPa for
two different angle banks and graph of peak width with pressure for




Figure 7.11 The angular dependence on the size of the unit cell as extracted
from the (100), (110) and (111) peaks in the diffraction pattern of
ND4F at two pressures. Some error bars have been cut off by the
chosen limits of the plot.
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Figure 7.12 A fit to Q(hkl) versus Γ(hkl) as extracted from the peak positions
at 21.5 GPa.
peak covers a smaller range of ψ, the error on Q(hkl) for this peak is an order of
magnitude larger than that on the (110) and (111) peaks.
The elastic compliances have previously been calculated from DFT simulations in
section 7.2.3. By combining the fitted gradient and y-intersect of Q(hkl) against




= S442(S11 − S12)
. (7.1)
Thus the values for the elastic compliance matrix from calculations and exper-
iment may be directly compared. Figure 7.13a shows the pressure dependence
of this value extracted from the elastic compliance. At all pressures the result
from experiment is larger than from the calculations, though below 15 GPa the
calculated value is within error of the experiments. Therefore the calculated
values for Sij increasingly disagree with experiment as pressure is increased,
though it is unclear whether this disagreement is as a result of a single component
or multiple components of Sij. This discrepancy may be as a result of the fact
that the computational simulations considered hydrogenous NH4F, while the
measurements presented here are of the deuterated compound. Similarly, the
DFT results are carried out at base temperature, whereas this data is collected
at room temperature. However, a difference of up to 15% between experimental
and computational Sij can be expected [98].
The value for the uniaxial stress component t can now be isolated from the
fitted values of the gradient of Q(hkl), m1 = tS, and the y-intercept of Q(hkl),
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(a) S44/2(S11 − S12) as extracted from experiment and
calculated from DFT simulation.
(b) The uniaxial stress component t from experiment. This
value is calculated from two different fitted values: from
the gradient and from the y-intercept.
Figure 7.13 The pressure dependence of S44/2(S11−S12) and the uniaxial stress
component t.
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m0 = t3(S11− S12). The pressure dependence of the two is shown in figure 7.13b.
These values are not in good agreement, with the value extracted from m0 being
larger at all pressures. This discrepancy is as a result of the known disagreement
between the calculated and experimental Sij, with this error manifesting as the
two values for t have different dependence on Sij. However, from the mean of the
two extracted values for t, it can be observed that the uniaxial stress component
is approximately constant at high pressures. In both results t appears to increase
at low pressures, then levels out, though the pressure at which this change occurs
is unclear: by inspection it appears to be somewhere between 12 and 14 GPa.
7.3 Discussion
This chapter has presented a study of NH4F which was initiated in order to resolve
some contradictions between literature sources as to the phase diagram of this
material. Firstly, Raman spectroscopy was used to compare the deuterated ND4F
samples to be used in the neutron diffraction measurements to the hydrogenated
samples discussed in the literature. These results did not detect the observed
change in Raman modes reported by Bellin et al in NH4F in the ND4F compound.
This Raman data is therefore inconclusive in establishing whether any transitions
suggested by NH4F Raman data would also be present in ND4F.
Secondly, a diffraction study using the instrument PEARL was presented. From
these results we are able to identify phase III of ND4F as being hydrogen ordered,
in agreement with Glazkov et al [71]. This experiment found no evidence of
a tetragonal phase transition at 12 GPa and 100 K, as had been reported in
this region by Bellin et al [17]. However a tetragonal distortion onset at 5 GPa
was inferred from peak broadening effects, which increased with pressure. This
tetragonal distortion was not observed in the DFT calculations carried out.
Instead these simulations found that the known cubic phase III was the most
stable form up to pressures of at least 35 GPa. The elastic compliance matrix
was extracted from these simulations. Finally, a study of the deviatoric stress
present in the sample was carried out using the instrument SNAP. This found
deviatoric stress to be present at all pressures measured for which load was applied
to the cell. The uniaxial stress component t was found to be constant in the range
above ∼12 GPa.
The uniaxial stress component being constant at high pressures implies that the
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sample is in the region of plastic deformation. As there is only one data point
below 12 GPa in the SNAP data it cannot be said for certain whether this pressure
is outside the plastic deformation region or is simply an outlier. As the peak
broadening with pressure observed in the PEARL experiment cannot be explained
by a tetragonal distortion, it must instead be due to strain effects. The linear
nature of this peak broadening implies an elastic deformation, however further
studies would be required to validate this. The onset of peak broadening observed
at 6 GPa matches up with the pressure at which S = 0 and the elastic anisotropy
A = 1. This is to be expected as the gradient of Q(hkl) is zero for all cases when
S = 0. An elastic anisotropy parameter of 1 means that the system is isotropic.
Above 6 GPa the elastic anisotropy increases with pressure, in agreement with
the observation that the structural distortions are onset at 6 GPa. Though ND4F
phase III is also anisotropic below 6 GPa no distortion of the peak shapes is
observed in the PEARL diffraction data below this pressure. In the low-pressure
region the uniaxial stress component is expected to be small and thus any peak
broadening effects would be small. However this anisotropy could explain the
region of coexistence of phases II and III observed below 5.5 GPa.
In the Raman experiments carried out by Bellin et al, changes were observed
at approximately 6 GPa, 10 GPa and 25 GPa [17]. The experiments reported by
Bellin et al do differ in method from ours by the inclusion of a helium pressure
transmitting medium, however the elastic compliance is a material property
independent of experimental setup. The change in Raman signal at 6 GPa can
be associated with the onset of structural distortions, which in diffraction data
manifests in peak broadening. A change in Raman signal at 10 GPa is at a lower
pressure than the posited shift between elastic and plastic deformation in this
study. However, the Raman results presented in this thesis suggest that a higher
transition pressure was to be expected in the deuterated sample. Therefore it
is posited that this change in Raman modes aligns with the transition between
regions of elastic and plastic deformation. Lastly, while the experiments carried
in this thesis out did not reach 25 GPa, the DFT simulation results presented
do not observe a further phase transition at this pressure. The Raman peaks
observed by Bellin et al are reported to have a pressure dependence to their
broadness which is enhanced by low temperatures. This suggests that there may
be a temperature dependence to the uniaxial stress component.
Raman results conducted on hydrogenous NH4F by Zou et al, in which they did
not use a pressure transmitting medium, also suggested a phase transition at
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14 GPa [194]. This does not align with the transitions identified in this study or
by Bellin et al. However, as uniaxial stress is not an intrinsic material property,
this could be dependent on on the sample and experimental setup. As such, one
must be careful making generalisations between studies.
The x-ray diffraction results collected by Bellin et al appear to show peak
broadening with pressure, but it is not quantified [17]. As Bellin et al are only able
to clearly discern two peaks at all pressures and their sample is a poor powder,
their results would not permit deviatoric strain analysis to be carried out upon
them. However, x-ray measurements such as these could be used to validate the
results presented in this chapter. The equation of state calculated by Bellin et al
was compared to the simulations presented in this chapter by extracting the bulk
moduli from the two. The bulk modulus from both our simulations and those
carried out by Bellin et al was larger than that observed in experiment at all
pressures. This could be as a result of deviatoric strain effects in the experiment,
and implies that the experimental equation of state found by Bellin et al is not a
reliable diagnostic of pressure. Additionally, the bulk modulus as calculated from
the elastic compliance matrix Sij is not linear with pressure, suggesting that the
Murnaghan third order equation of state does not fully describe the behaviour
of the system. In this chapter Bellin et al’s experimental equation of state is
used to diagnose the pressure in order to facilitate easy comparison between the
two studies, however further experiments to characterise the equation of state for
NH4F are necessary.
While neutron diffraction experiments have previously been carried out by
Glazkov et al the pressures probed in their study did not exceed 3 GPa [71],
and thus none of the peak broadening effects reported here would be expected.
Despite this, their study did identify ND4F as being significantly less compressible
than the other ammonium halides. This would explain why such strong deviatoric
stress effects as observed in this study of ND4F have not been reported in other
members of this family. Glazkov et al found that the N–D distance in ND4F
is shorter than that in ND4I, with both being independent of pressure in the
region investigated. The radius of the halide ions is identified as being the key
influence on the compressibility, with smaller more electronegative ions being
less compressible. In agreement with this, X-ray measurements of the high
temperature NaCl-like phase VI of NH4F show that this phase is more plastic
than the analogous phase in the other ammonium halides [31].
Ice VII is the proton-disordered structural analogue phase to NH4F phase III.
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The pressure dependence of the stiffness matrix, Cij, for ice VII has been studied
numerous times, both experimentally and theoretically. These studies reveal
that ice VII is an elastically anisotropic phase like ND4F phase III. In ice VII
the elastic anisotropy increases with pressure, with anomalies in this trend linked
to dipole ordering and changes to the hydrogen bond structure [98, 108, 156].
A measurement of the uniaxial stress component t of ice VII using the same
method in this thesis found a large peak in t at the same pressure where anomalies
were observed in the elastic anisotropy, but otherwise follows a linear trend with
pressure [164]. This behaviour in t is identified as being indicative of a ferroelastic
transition. An interesting contradiction between the studies of ice VII is the
Cauchy relation, which states that if C12 = C44 the forces act as in a perfect ionic
system with no charge screening. Both Shimizu et al [156] and Li et al [108] find
that the Cauchy relation holds and thus the forces act through the symmetry
centres of the oxygen atoms. However, Kuriakose et al [98] finds a large and
negative value for C12−C44, implying decentralised forces and a high brittleness.
Purely ionic CsCl-like compounds may also break the Cauchy relation. For
example, the SrX (X = O, S, Se and Te) compounds are all found to exhibit
a positive and increasing value for C12 − C44 [181]. In these compounds this
effect is linked to strengthening anharmonic effects and decentralisation of forces
due to screening of charges. These SrX compounds have a constant elastic
anisotropy with pressure, so differ to ice VII in that regard. Conversely, YAg also
breaks the Cauchy relation but is observed to have pressure dependent elastic
anisotropy. This elastic anisotropy increases in the region of mechanical stability,
then becomes negative when the compound becomes unstable [142]. A study of
transition metal CsCl-like compounds TiX, ZrX and HfX (X = Fe, Ru and Os)
found that the Fe compounds always have greater elastic anisotropy than that of
the larger radius transition metals [11]. This is in agreement with the assertion
that smaller halide ions are less compressible.
Plastic phases have previously been observed in molecular materials such as NH3,
H2S and CH4 [96, 108, 155]. The pressure dependence of the elastic anisotropy in
these molecular materials varies greatly: in NH3 it is constant with pressure; in
H2S it appears to decrease with pressure; and in CH4 it increases with pressure.
The pressure dependence of elastic anisotropy in CH4 is explained as due to a
coupling between the rotational and translational modes in the molecules [155].
On the contrary, the decrease in elastic anisotropy observed in H2S is linked
to a strengthening in hydrogen bonding due to the decreasing intermolecular
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distance [96].
The elastic properties of ND4F observed in this thesis is unsurprising considering
the low compressibility of the F− ion and the known behaviour of analogue
systems. In the study presented here, ND4F is found to have an increasing
elastic anisotropy with temperature. This is also observed in ice VII, some CsCl
ionic compounds, and plastic CH4. However, ND4F is unique in that it passes
though a point of elastic anisotropy within its stable pressure range. Unlike in
ice VII, this is not an anomaly that can be linked to a change in the proton
ordering or dipole moment. Rather, it is likely as a result of the coupling of the
translational and rotational modes of the molecule acting in competition with
the hydrogen bonding: effects that are linked to the behaviour of other plastic
molecular systems CH4 and H2S. It should be noted that the elastic anisotropy
in ND4F at 30 GPa is comparable in magnitude to that of ice VII below 8 GPa
[156]. Furthermore, in NH4F the large value for C12 − C44, the magnitude of
which increases at a faster rate than that observed in ice VII [98], implies strong
anharmonic effects and decentralised forces. Anharmonic molecular motion
is known to exist in hydrogen bonded systems, with intermolecular motion
particularly affected [176]. The behaviour of the uniaxial stress component in ice
VII is related to a ferroelastic transition. Such a transition cannot be identified
in ND4F from the range of the data collected. Therefore the conclusion drawn
is that the competition between molecular motion and hydrogen bonding is the
strongest influence on the plastic properties of ND4F.
7.4 Summary
This chapter has presented results on the structure of NH4F with pressure.
Firstly, Raman results were used to compare NH4F and ND4F. This found
comparable Raman spectra between the two compounds, however the pressure
dependence of the these modes did not exhibit the exact same behaviour.
These results were therefore inconclusive in establishing whether any transitions
suggested by NH4F Raman data would also be present in ND4F.
The initial diffraction results collected on PEARL implied the existence of
a tetragonal distortion onset at 5 GPa, suggesting that the tetragonal phase
observed by Bellin et al appeared at much lower pressures than previously
thought. However, the following results from DFT calculations found no existence
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of a tetragonal phase, and that the cubic phase III was energetically favourable up
to at least 35 GPa. A second diffraction study was then conducted using SNAP,
this time with the aim of establishing whether deviatoric stress was present in the
system. An angular dependence in peak position was observed at all pressures
above 10 GPa, with the extracted uniaxial stress component found to be constant
above approximately 12 GPa.
From this it is concluded that the cause of the apparent tetragonal distortions in
the system was from deviatoric stress. At pressures above ∼12 GPa the system is
in the region of plastic distortion, though it is unclear exactly at which pressure
this is onset. Above 6 GPa the increasing elastic anisotropy of the system with
pressure is linked to a strengthening in the coupling between the rotational and
translational modes of the molecule.
The influence of hydrogen bonding upon the structure and phases of NH4F was
already known prior to this work. Here, it has been proved that the molecular
motions and hydrogen bonding have a strong influence on the plasticity of the
compound. This plasticity can explain the features observed in Raman and
diffraction data which had previously been interpreted as a tetragonal phase
transition.
The experimental and theoretical values for the elastic compliances found in this
work do show a discrepancy. Therefore future work should include experiments
to resolve these differences. In addition, these experiments did not reach 25 GPa
where a further change in Raman modes has been observed. Further diffraction
studies should be carried out to investigate this higher pressure region. Finally,
the equation of state for NH4F should be re-characterised in light of these
observations of deviatoric stress.
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Chapter 8
The Mixing Behaviour of CH4 in
H2O
In this chapter, experiments are carried out with the aim of understanding why
the liquid mixing behaviour of methane and water is non-linear with pressure, as
was introduced in chapter 3. Quasielastic neutron scattering results on the liquid
mixture are presented, with selective deuteration used to isolate the dynamic
properties of the water molecules. The diffusional properties of the water are
characterised and compared to the reported literature values for pure water. From
here, inferences about the dynamical behaviour of the mixing species are made.
8.1 Experimental Setup
In this section the experimental setup used for the neutron scattering experiment
is described, and the procedure used to grow the solid CD4 –H2O clathrate is
detailed. Additionally, an explanation is given of the method used to calculate
the multiple scattering from the CD4 –H2O mixture, the results from which are
used in the analysis of the data in section 8.2.
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8.1.1 Cold Neutron Time-of-Flight Spectrometer:
IN6-SHARP
The IN6-SHARP (Spectromètre Hybride Alpes Région Parisienne) time-of-flight
spectrometer is located at the Institut Laue Langevin (ILL) in Grenoble, France.
This instrument was used to collect QENS spectra of the methane and water
mixtures at high pressure. It should be noted that the experiments detailed in this
chapter were carried out before the upgrades to the secondary spectrometer that
are part of the SHARP project, so the below discussion will be of the instrument
at time of usage.
IN6-SHARP differs from the instruments at the ISIS and Oak Ridge facilities
which have been detailed in previous chapters (see sections 6.1.1, 6.1.2, 6.1.3,
7.1.2 and 7.1.4), as it is situated at the ILL which is a steady state neutron
reactor source, rather than a pulsed source. It is situated on the H15 beamline,
a source of cold neutrons, from which a pyrolitic graphite monochromator selects
the incident wavelength. There are four possible wavelengths available; 4.1, 4.6,
5.1 and 5.9 Å. For this study the 5.9 Å wavelength was selected as it gives high
energy resolution (70µeV) while still providing sufficient flux such that the high
pressure equipment does not render the time requirements of the experiment
unreasonable.
In order to achieve the time-of-flight properties of this instrument, a Fermi
chopper is used to create a time-focussed beam of neutrons. By measuring both
the time-of-flight of the neutrons and their angular positions, the momentum and
energy transfer between the scattered neutrons and the sample can be measured.
IN6 has 337 He3 detectors, which give a horizontal angular coverage of 10° to 115°
and ± 15° in the vertical plane. The layout of these is shown in the schematic
fig. 8.1. The secondary spectrometer is very similar in layout to the instrument
MAPS detailed in chapter 6 except that this instrument is able to move about
the monochromator in order to change wavelengths.
To reach the pressures desired for this experiment a Paris-Edinburgh press was
used. The setup featured a spherical sample geometry in single toroidal anvils. As
in chapter 7, sintered diamond anvils were chosen, and so this experiment shared
the same maximum pressure. In this case, sintered diamond was not chosen
for their pressure performance, but rather because temperatures of 400 K were
desired throughout the experiment. This temperature was chosen to allow for
129
Figure 8.1 A labelled schematic of the instrument IN6-SHARP at ILL.
easier comparison of results with the literature: in particular the mixing pressure
between CH4 and H2O has been best characterised at this temperature. The
sample heating was achieved by using resistive heating inserts to directly heat
the tops of the anvils where the gasket containing the sample is situated, as
was also done for the low temperature measurements presented in chapter 7 (for
details, see section 7.1.2).
The Paris-Edinburgh press does not give any quasielastic signal and so does not
interfere with the data of interest, but does require a small sample volume of
1 mm3. This means that, despite the large incoherent cross section of hydrogen,
long count times of order 12 hours are necessary in order to collect high quality
data. The Paris-Edinburgh press contributes to the elastic line, however a
measurement was taken of a Paris-Edinburgh press containing a polystyrene ball
to act as a background. During data processing, this background was subtracted
from the elastic line, and a vanadium calibration was used.
In this experiment no pressure marker was used by which to infer the pressure.
As the sample to be measured is a fluid, no Bragg peaks from this could be
used to identify the pressure. Instead, the pressure loading curve of the Paris-
Edinburgh press was used - for more information on this see chapter 5. This
pressure identification is made possible by the choice of a simple sample geometry.
The loading curve assumes a perfectly compacted sample: while this is true for
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the fluid sample upon compression, we cannot be certain that the initial loaded
solid sample was perfectly compacted. As a result of this reduced precision, there
is a ± 0.1 GPa error on all of the pressure points.
The experiment presented out in this chapter was carried out by the author, Dr.
Ciprian Pruteanu, Dr. Jean-Marc Zanotti, Dr. Stefan Klotz and Dr. John
Loveday. The initial data processing for this experiment was carried out in
QENSH, a software written by Dr. Jean-Marc Zanotti. The analysis for this
experiment was carried out in MATLAB, using the same scripts as in chapter 6.
8.1.2 Sample Growth
If one were to load gaseous CH4 and liquid H2O into the Paris-Edinburgh Press,
finding the ratio of the two in the sample chamber would be very difficult.
Instead, a solid methane hydrate with structure sI was loaded, which is 16.2%
CD4 and 83.8% H2O by weight. This was then melted after loading, to provide
a fluid mixture of known component ratios. For the experiment described in this
chapter a CD4-H2O clathrate sample was used. This selective deuteration allows
the behaviour of the water molecules to be studied in isolation. This CD4-H2O
clathrate was grown at Edinburgh, and in this section the growth method used
will be described.
To grow a methane clathrate, first a fine powder of ice is created by spraying water
through a fine nozzle into a bath of liquid nitrogen. This results in very small
particulates of hexagonal ice Ih, which are then transferred into a SwageLok®
sample bottle, which has a maximum pressure limit of 120 bar. This sample bottle
was then left open inside a freezer set to −5.5 ◦C such that the ice particulates
remain frozen but any liquid nitrogen transferred alongside the ice may slowly
evaporate away.
The SwageLok® sample bottle was then attached to a pressurised bottle of
methane. In the case of the CD4 gas used in this sample growth, the bottle
was at a pressure of 50 bar and was small enough to be stored in the freezer in
which the sample bottle is kept, so the two could remain attached throughout
the growth.
The exact rate of clathrate formation, i.e. the diffusion of the methane into the
ice, is dependant on the pressure and temperature conditions of the sample, as
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described in Kuhs et al [95]. There are two stages to this growth: the formation
of a clathrate on the ice particle surface, and then the growth of this shell to
then convert the whole ice particle into a clathrate. The second of these stages is
the longer process, and is dominated by the diffusion of the methane molecules
through the ice structure. Hence, the optimal thermodynamic conditions are such
that the methane may permeate though the ice lattice with greatest ease.
The optimum temperature for growth is −5 ◦C, however as the freezer temper-
ature control used causes the temperature to fluctuate approximately ± 2 ◦C
around the set temperature, a set temperature of −5.5 ◦C was used to prevent
temperatures of above −3 ◦C being reached. As well as potentially causing the
ice to melt, a high temperature on the sample bottle could result in outgassing of
any gas in the ice structure, and an associated sudden increase in pressure, which
could reduce the integrity of the sample bottle. Low temperatures impede the
diffusion of the methane and thus slow clathrate formation. A higher gas pressure
results in faster formation of clathrate. In this case we are limited by the gas
pressure in the pure methane bottle, and the pressure limits of the SwageLok®
setup. A high quality growth thus depends on leaving the ice powder under
methane gas pressure for an extended amount of time (on the order of months).
The sample bottle was regularly topped up with methane (at 50 bar) to maintain
this gas pressure.
The growth of CD4 –H2O carried out used 5.6 g of H2O, so would be expected to
net 6.68 g of CD4 –H2O sI clathrate. However, as some of the clathrate adheres
to the sides of the growth container the final amount recovered was less than
this. The recovered sample was stored at liquid nitrogen temperatures until it
was loaded into the Paris-Edinburgh press for the experiment. As the resulting
sample is highly hydrogenous, no neutron diffraction pattern could be taken to
verify its purity.
The CD4 –H2O clathrate growth was carried out by the author, Bernhard Massani
and Dr. John Loveday.
8.1.3 Simulating the Multiple Scattering Contribution
A spherical hydrogenous sample such as the CD4 –H2O sI clathrate used in this
experiment will result in multiple scattering events. This phenomena is explained
in more detail in chapter 4. Multiple scattering events should be accounted for
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in fits to the QENS data, as they have Q and E dependence which can cause
misleading results.
The software McStas is commonly used for the simulation of neutron instruments.
It uses Monte Carlo calculations to simulate the paths of neutrons through
components and produces an expected signal [186]. The package includes multiple
types of editable components and a model of the setup on IN6-SHARP, dated
2005. It is this model of IN6-SHARP that will be used in the calculation of the
CD4 –H2O multiple scattering.
The component Isotropic Sqw describes the sample in the IN6-SHARP McStas
model. This was edited to reflect the properties of the sample. The sample
geometry was set to be a sphere of 5 mm radius. The cross section of CD4 –H2O
is simply a sum of the components. It is also important to know the density of
the mixture as pressure is increased, as this will cause the multiple scattering
contribution to change. From diffraction studies, the density of the CD4 –H2O
mixture is again found to be the sum of the components. Values of the densities
of H2O and CD4 were taken from results from Abramson et al [1] and Li et al
[107] respectively. Note that the Paris-Edinburgh press is not considered in these
calculations and, as such, there is likely to be additional absorption unaccounted
for.
In order to isolate the multiple scattering contribution, two simulations were run
for each pressure. Both of these simulations considered only incoherent scattering,
which was modelled by recreating the QENS signal as found in by Bove et al [22].
Ideally these simulations would also consider the elastic scattering, and therefore
give a comparison of the multiple scattering contribution to the total scattering.
However, partially deuterated mixtures are not desirable for elastic scattering
studies so no data is available. Of these simulations, one included only single
scattering events, whereas the other allowed for all scattering events. McStas
returns the total number of multiple and single scattering events, and this was
used to normalise the two simulations to have the same number of single scattering
events. These were then subtracted to show only multiple scattering events. An
example of the 0.5 GPa data is shown in figure 8.2.
The resulting multiple scattering contribution is strongly E dependent at low
Q, whereas at high Q it becomes a more constant background. As such, it is
expected that this simulation will have a larger impact on analysis for the low Q
results.
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Figure 8.2 Normalised results from simulation in McStas at 0.5 GPa showing
only the multiple scattering contributions. Dark blue shows measured
multiple scattering events, and light green shows the areas with no
multiple scattering.
Table 8.1 The contribution of multiple scattering to the incoherent signal of
CD4 – H2O, as found from the McStas simulation.
Pressure Multiple Scattering Contribution






The overall contribution to the signal from incoherent scattering is shown in
Table 8.1. This shows an overall large ratio between the expected quasielastic
signal and the signal from multiple scattering. However, due to the large
fluctuations in this simulation, the errors on the results shown in Table 8.1
are comparable in magnitude to the extracted values. Therefore these numbers
should be interpreted as a guideline as to the magnitude of the multiple scattering
contribution that is expected.
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8.2 Quasielastic Neutron Scattering Results
Water has been heavily studied through quasielastic neutron scattering over the
years, so the choice of model to fit this data should be based upon the literature.
Foremost, the study by Bove et al [22] studied the QENS response of water at
pressures in the same range as this thesis and 400 K, using the same instrument
as was used here. As such, the results collected in this experiment should be
directly comparable to this study.
Bove et al considered two excitations when fitting the data, a rotational and a
translational diffusion. The form of the fit they used is as follows:
S(Q,E) = Iel(Q)δ(E)+A(Q)
ΓT (Q)
E2 + ΓT (Q)2
+B(Q) ΓT (Q) +DR
E2 + (ΓT (Q) +DR)2
, (8.1)
where ΓT (Q) describes a function of the translational diffusion coefficient DT and
DR is the rotational diffusion coefficient.
In order to apply this fit to the data collected in this study, the multiple scattering
contribution must first be subtracted from the data. This was done by considering
the energetic region above 0.5 meV and below −0.5 meV, in order to exclude
the contribution from the elastic line. The simulated multiple scattering signal
was then scaled according to the values in table 8.1, in order to contribute the
correct proportion of the total signal in this region. The scaled multiple scattering
contribution was then subtracted from the data. Excluding the region around
the elastic line where both the quasielastic and multiple scattering signal vary
more strongly does mean that the multiple scattering does not exactly contribute
the proportion listed in table 8.1 to the signal. However, it was found that
increasing the multiple scattering contribution above the scaling chosen resulted
in the multiple scattering signal exceeding the raw signal at large energy transfers.
Therefore the subtraction used is appropriate for this purpose.
In addition to the multiple scattering contribution, there is a contribution to the
quasielastic signal from the vibrational modes. This is a flat signal at all |Q| and
E in liquids as there are no discrete phonon modes. In their study of pure water at
this pressure and temperature Bove et al reported the contribution to the signal
from vibrational modes was negligible relative to the signal from translational
and rotational motion [22]. Therefore, as vibrational modes are a much smaller
contribution than the multiple scattering no correction will be carried out for
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this.
Figure 8.3 shows fits to the multiple scattering data using equation 8.1, with all
of the parameters allowed to vary freely. These fits show in all cases that the
broader quasielastic contribution is set to zero, with the value for DR being set to
an unphysically large value. Limiting DR to a smaller range resulted in mis-fits
to the low |Q| data at all pressures. For high |Q| data where it was possible to
well describe the signal with two quasielastic contributions by limiting DR, the
resulting form of the two contributions compared poorly to those found by Bove
et al: Bove et al found a larger contribution from the translational diffusion, but
the fits forcing two quasielastic components at high |Q| for this data found a
larger contribution from the rotational diffusion. It was therefore concluded that
any attempts to control the form of the fit by limiting the values for ΓT (Q) and
DR would not be of any benefit to obtaining a true reflection of the dynamical
behaviour of the system.
These fits imply that the data is best described by a single diffusional contribu-
tion, however this is in direct contradiction with the results from literature. At
high temperatures such as that measured here, all previous studies have found
both a translational and a rotational diffusional contribution [4]. The only studies
that have found a single diffusional contribution have been conducted at low
temperature (such as for supercooled water [145]), or upon water confined within
cavities [109]. This therefore implies an issue with the fitting method used here.
The obvious origin of this discrepancy is the multiple scattering subtraction used:
the simulated multiple scattering data contains large fluctuations and therefore
has large errors associated with it even when smoothed. This multiple scattering
subtraction may therefore be masking the broad rotational contribution to the
data. However, no alternative method is available to calculate the multiple
scattering contribution, and so this issue cannot be resolved.
It is still of interest to analyse the extracted value for ΓT (Q) from this multiple-
scattering subtracted data, though it is understood to not be an exact reflection of
the true translational diffusion due to the fitting issues discussed above. Figure
8.4 shows fits to the extracted ΓT (Q) using three different models as detailed
in chapter 4. This shows a better fit to the data at 0.6 GPa than at 2.3 GPa,
suggesting that the multiple scattering subtraction and approximation of the
signal as a single diffusional contribution is a better representation of the data
at low pressures. All three models trialled well-describe the data across the
reciprocal space range probed. The Chudley-Elliott model is excluded from
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(a) 0.6 GPa: 0.6 Å−1 (b) 0.6 GPa: 1.6 Å−1
(c) 2.3 GPa: 0.6 Å−1 (d) 2.3 GPa: 1.6 Å−1
Figure 8.3 Fits to the linewidth of the multiple scattering-subtracted data at
0.6 GPa and 2.3 GPa, 0.6 Å−1 and 1.6 Å−1, using the model used by
Bove et al [22].
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(a) 0.6 GPa (b) 2.3 GPa
Figure 8.4 A comparison of models to fit the Q dependence of the linewidth of
the translational water diffusion for fits to the multiple-scattering
subtracted data at 0.6 GPa and 2.3 GPa.
further analysis, as it describes motions on a lattice, which is not what would
be expected in this fluid mixture. Bove et al employ the Singwi-Sjölander model
to describe their data, and as such that model is selected preferentially to the
Hall-Ross model.
The values for DT extracted from fits to ΓT (Q) for the multiple scattering
subtracted data are shown in figure 8.5. There is a ±0.1 GPa error on all pressures
as was discussed in section 8.1.1. This shows very poor agreement between the DT
found in this study from the multiple-scattering subtracted data with the results
found by Bove et al at all pressures except 1.5 GPa. Results above 1.7 GPa, that is
above the mixing pressure, show much larger errors associated with the extracted
values for DT . The result at 2.3 GPa is unphysical for the conditions of the sample
in this experiment and must therefore be excluded from any discussion.
However, the result for the data at 0.6 GPa is of interest. This data set was
well fitted by the Singwi-Sjölander model, as shown by the small errorbars on
the result. The result for DT at 0.6 GPa is lower than that found by Bove et al,
implying some arrested motion of the water molecules at pressures below mixing.
In order to improve upon the results extracted for DT at high pressures, it is
necessary to reconsider the approach used in analysis. As it is the multiple
scattering contribution that is identified as corrupting the final results, a fit to
the raw data is expected to reveal further information. However, the question
then comes as to how to approximate the multiple scattering contribution without
using the results found from simulation. The multiple scattering contribution,
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Figure 8.5 Comparison of DT values extracted from a fits to the multiple-
scattering subtracted data and the results found in Bove et al [22].
the contribution from vibrational modes, and the contribution from rotational
diffusion are all broad signals. Therefore, these three contributions shall be fitted
to a single “background” contribution, leaving the translational contribution to be
fitted separately. The vibrational modes are a flat contribution to the signal, and
at high |Q| the multiple scattering contribution is a constant in the energy transfer
range of this experiment. Therefore the “background” shall be approximated as
an energy independent constant. As this is a rough approximation, it is expected
to give larger errors on the translational component extracted from the fit. It
should be emphasised that this is not well in line with the expected form of
the fits from the literature, where the two diffusional contributions are fitted
separately. This method should however give a picture of the behaviour of the
translational diffusion to compare with the results from the multiple scattering
subtracted data.
It should be noted that it is possible to fit the raw data to a two Lorentzian model
with an additional constant background term, where the background term only
describes the multiple scattering and vibrational mode contributions. However,
as the contribution from rotational dynamics is more sensitive to problems in
the multiple scattering subtraction, this fitting method would not be expected
to give a true picture of the the rotational quasielastic contribution. By taking
the simplest approach and considering only a single quasielastic contribution, this
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reduces the number of degrees of freedom in the fit. As this model is only intended
as an approximation it is desirable to make the fitting model less sensitive to the
background contributions. It is hoped that this method will provide a foundation
for future studies on this system by giving an initial picture of the translational
behaviour of the water molecules.
The fit used to describe the raw data is then characterised by a single Lorentzian
and the flat background component B(Q) as follows:
S(Q,E) = Iel(Q)δ(E) + A(Q)
ΓT (Q)
E2 + ΓT (Q)2
+B(Q) (8.2)
Again, it must be emphasised that this is an approximation of the true form of the
“background” contributions, in particular the rotational diffusional contribution,
as they all also have an energy dependence. In particular, at low |Q| where the
multiple scattering is strongly energy dependent (see figure 8.2), this is expected
to not describe the data well.
Figure 8.6 shows fits to the raw data using equation 8.2, with all parameters
allowed to value freely. Reassuringly, this does not show a mis-fit at low |Q|
where the background contribution is expected to be more energy dependent.
Instead, an acceptable fit is found at all pressures and |Q|.
Fits to the value for ΓT (Q) extracted from the one Lorentzian fits to the raw data
are shown in figure 8.7. A comparison between these results and those shown in
figure 8.4 shows that the ΓT (Q) from the one Lorentzian fit is better described
by the three models trialled. In particular, the high pressure 2.3 GPa data shows
good agreement at all |Q|2. Again, the Singwi-Sjölander model shall be selected
to describe this data in order to allow for direct comparison with the results found
by Bove et al.
Figure 8.8 shows the extracted values for DT for the data fitted by one Lorentzian.
As expected, these show a larger errorbar on DT than the results shown in figure
8.5. However, all of the results forDT shown here are comparable with those found
by Bove et al. In particular, above 1.7 GPa these results show good agreement
with those found for pure water. This implies that above the mixing pressure the
water in the mixture is uninhibited as if it were pure water.
Comparing the results for 0.6 GPa and 1.5 GPa from the one Lorentzian fitted
data (figure 8.8) and the multiple scattering subtracted data (figure 8.5) yields
some interesting observations. In figure 8.5 the result at 1.5 GPa agreed exactly
140
(a) 0.6 GPa: 0.6 Å−1 (b) 0.6 GPa: 1.6 Å−1
(c) 2.3 GPa: 0.6 Å−1 (d) 2.3 GPa: 1.6 Å−1
Figure 8.6 Fits to the linewidth of the raw data at 0.6 GPa and 2.3 GPa, 0.6 Å−1
and 1.6 Å−1, using single Lorentzian and approximated background
contribution.
(a) 0.6 GPa (b) 2.3 GPa
Figure 8.7 A comparison of models to fit the Q dependence of the linewidth of
the translational water diffusion for a one Lorentzian fit at 0.6 GPa
and 2.3 GPa.
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Figure 8.8 Comparison of DT values extracted from a one Lorentzian fit and
those found in Bove et al [22].
with that found by Bove et al, whereas in figure 8.8 the value for DT is slightly
reduced. At 1.5 GPa the sample is just below the mixing pressure, and thus it
is expected that it is approaching the pure water behaviour as inferred for the
higher pressure results. The 0.6 GPa result for DT is lower than that found by
Bove et al for both fitting procedures. This means it can be concluded that the
translational motion of the water molecules is affected by the presence of methane
bubbles in the unmixed state.
8.3 Discussion
In this chapter the diffusion of water in a mixture of CD4 and H2O was
measured using quasielastic neutron scattering. Two methods were used to
fit the results. The first method used the same approach as Bove et al,
which considered two dynamical contributions to multiple scattering subtracted
data [22]. However, this approach was not successful in this study, as only
one dynamical contribution could be extracted, which is in contradiction with
the literature for this temperature and pressure range. Additionally, the results
extracted for the dynamical contribution that could be extracted showed large
disagreement with literature above 1.7 GPa, with the 2.3 GPa result returning an
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unphysical value for DT . The problem with this approach was identified to be due
to the large errors on the multiple scattering simulation, resulting in a masking
of the broader dynamical contribution in the multiple scattering subtracted data.
The second method used considered the multiple scattering contribution, the
contribution from the broader dynamical contribution, and other contributions
such as the vibrational modes as a single “background” contribution. The
translational dynamical component was then fitted to the data not described by
this “background”. As with the previous approach, this method is in contradiction
with the expected two dynamical contributions. However, it did allow for higher
quality results for DT to be extracted above 1.7 GPa. By comparing these two
fitting procedures, a picture of the behaviour of the translational diffusion of
water in the mixing process of methane and water may be formed.
Studies have been conducted where the quasielastic signal of water was best fitted
by a single component. In these cases the translational and rotational dynamics of
the molecule are highly coupled, for instance for supercooled water [145] or under
confinement [109]. The proportion of CH4 in this mixture is not sufficient to
confine the water molecules. The rotational and translational modes of the water
molecules will however couple to those of the methane, with the greatest impact
for the molecular dynamics of H2O molecules that neighbour CH4 molecules [10].
This would be expected to give the most visible impact at pressures above the
mixing transition. Due to the poor quality of the multiple scattering results, it
cannot be established whether the coupling of CH4 and H2O motions causes a
change in the relationship between the rotational and translational dynamics in
the mixed water molecules compared to pure water.
The |Q| dependence of the quasielastic linewidth extracted from the two fitting
methods used in this study yielded the behaviour of the translational diffusional
coefficient against pressure. In the fit to the multiple scattering subtracted data
the translational diffusional coefficient could only be extracted for pressures below
the mixing transition. However, results were recovered for all pressures in the
second fitting procedure. In comparison to the literature values, the values for the
diffusion coefficient DT are markedly lower at 0.6 GPa, whereas above 1.7 GPa
they are in agreement. This suggests that the water molecules are far more
arrested than in pure water at 0.6 GPa. The Stokes-Einstein Law (shown in
equation 2.8) links the temperature dependence of the diffusion coefficient to the
viscosity, temperature, and radius of the larger species. As the experiment in
this chapter was carried out at a constant temperature we can thus conclude
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that a decrease in DT implies an increase in either the radius of the methane
bubble or the viscosity. It is unknown whether there is a time dependence of
the methane bubble size on the scale of the experiment presented in this chapter
(approximately 12 h per pressure). However, the radius extracted from DT will
be an average of any radius variation across the total measurement time.
An increase in viscosity would result from the presence of unmixed methane
bubbles impeding the motion of the water according to Batchelor’s equation
(shown in equation 2.9). Upon mixing, this impediment is no longer present as
the methane has dissolved into the water. We can use equation 2.9 to calculate
the effective change in viscosity due to the presence of the bubbles. As the sI
clathrate used for this experiment is 16.2% CD4 by weight and methane is half
the density of water at this pressure [1, 107] we can approximate the methane
bubble volume fraction as 27.9%. From Pruteanu et al, the solubility of methane
is expected to be less than 1 mol% at this pressure [140], so assuming 100% of the
methane is in bubbles is an acceptable approximation. This leads to a predicted
1.76 times increase in viscosity. At 0.6 GPa in the results shown in figure 8.8 we
observe a value for DT which is approximately half that of pure water, meaning
that there has been a doubling in viscosity. In this case Batchelor’s equation
slightly underestimates the viscosity change observed here due to the presence of
the methane bubbles. For the 0.6 GPa result shown in figure 8.5 the value from
Batchelor’s equation better describes this viscosity change.
A change in viscosity of water has been observed to occur without an associated
structural change [94], so this disparity cannot be explained by a change in
the hydrogen-bonded water network. Rather, the disparity can be explained by
considering the change in bubble size. Batchelor’s equation assumes the bubbles
to be the same radius at each pressure point, and that only the volume fraction
is changing. Therefore two pressure points with different bubble radii cannot
be compared by considering only Batchelor’s equation. The use of a larger
bubble radius in the Stokes-Einstein equation is expected to reduce the diffusion
coefficient below that predicted by Batchelor’s equation alone.
Batchelor’s equation does not consider interactions between the species, only the
contributions from Brownian motion. Thus any influence on the viscosity due
to changes in the interactions are not accounted for in our above discussion.
Computational simulations have suggested that the dipole moment of the
methane increases during mixing [141]. Before mixing occurs, the dipole moment
is almost zero. Additionally, Pruteanu et al established that there is an
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increase in hydrogen bonds per H2O molecule with pressure during mixing with
methane [141]. Any viscosity change due to bubbles that persisted during and
above the mixing pressure would not be well described by Batchelor’s equation,
but after mixing the volume fraction of bubbles is expected to be small enough
as to not influence the viscosity. Therefore any differences between the viscosities
observed and those expected from Batchelor’s equation at low pressures must be
due to hydrophobic or hydrogen bonding interactions between the methane and
water molecules.
At 1.5 GPa the fluids are expected to be fully or almost-fully mixed. In the
results presented here, the observed difference in DT between pure water and the
methane-water mixture is small. This suggests either a small volume fraction
of bubbles or bubbles with small radii persist at this pressure. A useful further
study would be to measure the value of DT at other pressures below the mixing
pressure. Carrying this experiment out in a DAC rather than a PE press would
allow for visual confirmation of the volume fraction and size of the bubbles. This
would provide useful information as to the macroscopic structure of the sample,
and shed light on whether it is the volume fraction or bubble size of methane
which influences the near-mixing behaviour of the diffusion coefficient.
From these observations, we comment that the behaviour of the water described
here does not strongly deviate from the viscosity predictions for this mixture. As
such, we conclude that the water dynamics do not influence the mixing properties
of the methane, and rather are simply reacting to the change in volume fraction
of the bubbles. Thus the change in solubility of the methane must come from a
change in properties of the methane molecule.
8.4 Summary
This chapter has presented quasielastic neutron scattering results on the mixing
behaviour of liquid water with gaseous methane as pressure is increased. Two
fitting methods were employed, with the final extracted translational diffusional
coefficients from each then compared to give a picture of how this changed in
the mixing process. It was necessary to use two fitting methods to describe these
results, as the simulated multiple scattering results were found to have too large
an associated error to compare accurately with the raw data. In both fitting
methods it was not possible to extract the rotational diffusional coefficients.
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These results showed a lower diffusion coefficient compared to pure water at
pressures below mixing, which then reached that of pure water once mixing was
achieved. This is linked to a higher viscosity of the water before mixing with the
methane. From Batchelor’s equation we would expect the viscosity to increase by
a factor of 1.76. The observed viscosity increase at 0.6 GPa is well approximated
by this value. Batchelor’s equation does not consider interaction changes and so
we must also note the hydrophobic interaction and hydrogen bonding between
methane and water molecules, which could contribute to this lower viscosity in
the unmixed state.
Overall, the water dynamics react as predicted to the change in volume fraction
of methane bubbles in the mixture. There are no anomalous changes in water
dynamics that imply they are coupled with the solubility of the methane.
This study represents a first investigation into the dynamical changes during
this mixing behaviour. The results that could be extracted were limited by the
quality of multiple scattering simulations that could be carried out. Therefore
a more robust method for carrying out these calculations, particularly in the
case where total scattering data is unavailable, must be developed before future
experiments can be carried out. Further experimentation should build upon the
observed diffusivity of water: collecting additional data points in the pressure
range below the mixing pressure would reveal more information about the rate of
change of viscosity leading up to mixing. The dynamic properties of the methane
molecules also warrant investigating, to examine whether the suggested change




This thesis has presented results on three different systems, all with different
scientific questions. The common thread linking these studies has been the use of
neutron scattering techniques, necessitated by the importance of hydrogen and
hydrogen bonding to the problems being probed.
First, the rotation of the molecule in the methylammonium lead halide (MAPbX3)
compounds was examined using inelastic neutron scattering, Raman spectroscopy
and quasielastic neutron scattering. Both the MAPbCl3 and MAPbBr3 com-
pounds exhibit a series of transitions: going from a room temperature cubic
phase; which in MAPbBr3 is followed by a tetragonal phase not seen in MAPbCl3;
then transitioning through a short-lived tetragonal phase; and ending as a low
temperature orthorhombic structure. It is found that rotational dynamics and
molecular disorder decrease as temperature is reduced, with the short-lived
tetragonal phase acting as a region of transitional dynamics. This change in
dynamics is associated with the cage surrounding the molecule decreasing in size
and the hydrogen bonds between the molecule and cage becoming stronger.
Second, the high pressure phase diagram of ammonium fluoride (NH4F) was
studied using neutron diffraction, Raman spectroscopy and density functional
theory (DFT) calculations. These results revealed that the signals previously
interpreted as a tetragonal phase transition were in fact due to deviatoric stress.
The pressure dependence of the elastic anisotropy observed implies that the
rotational and translational modes of the molecule are coupled, and the strength
of this coupling is larger than that of the hydrogen bonding in the system.
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Finally, the dynamics of the mixing behaviour of methane and water (CD4 –H2O)
with pressure was measured using quasielastic neutron scattering. The viscosity
of water was found to be larger than that of pure water before mixing, while in
the presence of methane bubbles. After mixing the viscosity returned to the value
expected for pure water at this pressure. The observed viscosity change was well
approximated by Batchelor’s equation, which neglects changes to bubble size and
any intermolecular interactions. However, it is expected that a full description of
the influences upon the molecular motion will require the inclusion of hydrogen
bonding and hydrophobic interactions.
In the MAPbX3 and NH4F chapters, the contribution of hydrogen bonding to the
properties of the material is evident. It was known prior to this thesis that the
tumbling of the molecule in MAPbX3 had some influence upon the photovoltaic
properties. Here we have observed that decreasing molecular motion due to
increased hydrogen bonding between the molecule and inorganic framework in
MAPbBr3 occurs at the same temperature at which the photovoltaic properties
decrease. The results presented in this thesis show that this same competition
between molecular dynamics and hydrogen bond strength is an influence upon the
elastic anisotropy of ND4F. This results in the plastic properties and deviatoric
stress effects observed in phase III of this compound. The influence of hydrogen
bonding upon the dynamics of the mixing of CH4 and H2O is more unclear. It is
expected that hydrogen bonding should be considered in giving a full explanation
of the changes in water dynamics. However it is possible that the hydrogen bond
strength is weak in comparison to the kinetic energy due to Brownian motion.
Overall, the results contained in this thesis serve to illustrate the importance
of understanding the bonding properties and dynamics in molecular materials.
These phenomena compete, and by changing the pressure or temperature it is
possible to switch the dominant effect. This can allow for the tuning of material
properties relevant to many different fields of science.
Future work to build off that done in this thesis could take many directions. In the
case of the MAPbX3 compounds, the results found in the QENS studies presented
here suggested a larger variety of molecular dynamics with differing energy scales
than had previously been suggested. This warrants further investigation of these
materials with a wider variety of probes, and the review of previous literature with
this result in mind. The study of NH4F found that the equation of state presented
in the literature for this compound does not consider the strong anisotropic strain
effects, and therefore future research should re-characterise this. In addition,
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efforts to describe the phase diagram of NH4F at higher pressures should continue,
utilising a variety of experimental and computational techniques. Finally, the
work on CD4 –H2O mixing in this thesis is intended as a preliminary investigation,
and therefore has much scope for further studies. The primary direction to be
taken from this work is the improvement of multiple scattering simulations for
hydrogenous materials in high pressure experiments. Further to this, additional
experiments should be carried to verify the dynamical behaviour of the H2O above
and below the mixing transition. The dynamics of the CH4 molecules should also
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[53] Drużbicki, K., R. S. Pinna, S. Rudić, M. Jura, G. Gorini, and F. Fernandez-
Alonso. “Unexpected Cation Dynamics in the Low-Temperature Phase
of Methylammonium Lead Iodide: The Need for Improved Models.” The
Journal of Physical Chemistry Letters 7, 22: (2016) 4701–4709.
[54] Duan, Z., and S. Mao. “A thermodynamic model for calculating methane
solubility, density and gas phase composition of methane-bearing aqueous
fluids from 273 to 523 K and from 1 to 2000 bar.” Geochimica et
Cosmochimica Acta 70, 13: (2006) 3369–3386.
[55] Dubrovinskaia, N., L. Dubrovinsky, N. A. Solopova, A. Abakumov,
S. Turner, M. Hanfland, E. Bykova, M. Bykov, C. Prescher, V. B.
Prakapenka, S. Petitgirard, I. Chuvashova, B. Gasharova, Y.-L. Mathis,
P. Ershov, I. Snigireva, and A. Snigirev. “Terapascal static pressure
generation with ultrahigh yield strength nanodiamond.” Science Advances
2, 7. https://advances.sciencemag.org/content/2/7/e1600341.
[56] Duffy, T. S. “Synchrotron facilities and the study of the Earth’s deep
interior.” Reports on Progress in Physics 68, 8: (2005) 1811–1859.
[57] Duffy, T. S., and R. F. Smith. “Ultra-high pressure dynamic compression of
geological materials.” Frontiers in Earth Science 7, February: (2019) 1–20.
[58] Egelstaff, P. A. An introduction to the liquid state. Oxford series on neutron
scattering in condensed matter. Clarendon Press, 1992. https://books.
google.co.uk/books?id=iCLwAAAAMAAJ.
154
[59] Endres, J., D. A. Egger, M. Kulbak, R. A. Kerner, L. Zhao, S. H. Silver,
G. Hodes, B. P. Rand, D. Cahen, L. Kronik, and A. Kahn. “Valence
and Conduction Band Densities of States of Metal Halide Perovskites: A
Combined Experimental–Theoretical Study.” Journal of Physical Chemistry
Letters 7, 14: (2016) 2722–2729.
[60] Even, J., M. Carignano, and C. Katan. “Molecular disorder and
translation/rotation coupling in the plastic crystal phase of hybrid
perovskites.” Nanoscale 8: (2016) 6222–6236.
[61] Even, J., S. Paofai, P. Bourges, A. Letoublon, S. Cordier, O. Durand,
and C. Katan. “Carrier scattering processes and low energy phonon
spectroscopy in hybrid perovskites crystals.” Proceedings of SPIE 9743:
(2016) 97,430M–97,430M–8.
[62] Even, J., L. Pedesseau, J.-M. Jancu, and C. Katan. “Importance of Spin–
Orbit Coupling in Hybrid Organic/Inorganic Perovskites for Photovoltaic
Applications.” The Journal of Physical Chemistry Letters 4, 17: (2013)
2999–3005.
[63] Fabini, D. H., T. Hogan, H. A. Evans, C. C. Stoumpos, M. G. Kanatzidis,
and R. Seshadri. “Dielectric and Thermodynamic Signatures of Low-
Temperature Glassy Dynamics in the Hybrid Perovskites CH3NH3PbI3 and
HC(NH2)2PbI3.” Journal of Physical Chemistry Letters 7, 3: (2016) 376–
381.
[64] Fanetti, S., M. Citroni, K. Dziubek, M. M. Nobrega, and R. Bini. “The
role of H-bond in the high-pressure chemistry of model molecules.” Journal
of Physics Condensed Matter 30, 9.
[65] Gallop, N. P., O. Selig, G. Giubertoni, H. J. Bakker, Y. L. A. Rezus, J. M.
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“Rietveld refinement guidelines.” Journal of Applied Crystallography 32, 1:
(1999) 36–50. https://doi.org/10.1107/S0021889898009856.
[124] Motta, C., F. El-Mellouhi, S. Kais, N. Tabet, F. Alharbi, and S. Sanvito.
“Revealing the role of organic cations in hybrid halide perovskite
CH3NH3PbI3.” Nature Communications 6: (2015) 7026 EP –.
[125] Murai, Y., and H. Oiwa. “Increase of effective viscosity in bubbly liquids
from transient bubble deformation.” Fluid Dynamics Research 40, 7-8:
(2008) 565–575.
[126] Nabar, M. A., L. D. Calvert, and E. Whalley. “X-ray and thermal analysis
of quenched ammonium fluoride II and III: Three new phases.” The Journal
of Chemical Physics 51, 4: (1969) 1353–1356.
[127] Niemann, R. G., A. G. Kontos, D. Palles, E. I. Kamitsos, A. Kaltzoglou,
F. Brivio, P. Falaras, and P. J. Cameron. “Halogen Effects on Ordering and
Bonding of CH3NH+3 in CH3NH3PbX3 (X = Cl, Br, I) Hybrid Perovskites:
A Vibrational Spectroscopic Study.” The Journal of Physical Chemistry C
120, 5: (2016) 2509–2519.
160
[128] Niesner, D., M. Wilhelm, I. Levchuk, A. Osvet, S. Shrestha,
M. Batentschuk, C. Brabec, and T. Fauster. “Giant Rashba Splitting in
CH3NH3PbBr3 Organic-Inorganic Perovskite.” Physical Review Letters 117:
(2016) 126,401.
[129] Nilsson, A., and L. G. M. Pettersson. “The structural origin of anomalous
properties of liquid water.” Nature Communications 6, 1: (2015) 8998.
[130] Noh, J. H., S. H. Im, J. H. Heo, T. N. Mandal, and S. I. Seok. “Chemical
Management for Colorful, Efficient, and Stable Inorganic–Organic Hybrid
Nanostructured Solar Cells.” Nano Letters 13, 4: (2013) 1764–1769.
[131] Omta, A. W., M. F. Kropman, S. Woutersen, and H. J. Bakker. “Negligible
Effect of Ions on the Hydrogen-Bond Structure in Liquid Water.” Science
301, 5631: (2003) 347–349.
[132] Page, K., J. E. Siewenie, P. Quadrelli, and L. Malavasi. “Short-Range Order
of Methylammonium and Persistence of Distortion at the Local Scale in
MAPbBr3 Hybrid Perovskite.” Angewandte Chemie International Edition
in English 55, 46: (2016) 14,320–14,324.
[133] Perring, T. G., A. D. Taylor, D. M. Paul, A. T. Boothroyd, and G. Aeppli.
“MAPS: A Chopper Spectrometer to Measure High Energy Magnetic
Excitations in Single Crystals.” ICANS XII I–60.
[134] Pistor, P., A. Ruiz, A. Cabot, and V. Izquierdo-Roca. “Advanced Raman
Spectroscopy of Methylammonium Lead Iodide: Development of a Non-
destructive Characterisation Methodology.” Scientific Reports 6: (2016)
35,973.
[135] Pistorius, C. W. F. T. “Melting Curves and Phase Transitions of the
Ammonium Halides to 40 kbar.” The Journal of Chemical Physics 50,
3: (1969) 1436–1442.
[136] . “Phase relations and structures of solids at high pressures.” Progress
in Solid State Chemistry 11, 1: (1976) 1–151.
[137] Plumb, R. C., and D. F. Hornig. “Infrared spectrum, x-ray diffraction
pattern, and structure of ammonium fluoride.” The Journal of Chemical
Physics 23, 5: (1955) 947–953.
[138] Poglitsch, A., and D. Weber. “Dynamic disorder in methylammoniumtri-
halogenoplumbates (II) observed by millimeter-wave spectroscopy.” The
Journal of Chemical Physics 87, 11: (1987) 6373–6378.
[139] Price, L. C. “Aqueous solubility of methane at elevated pressures and
temperatures.” AAPG Bulletin 63, 9: (1979) 1527–1533.
[140] Pruteanu, C. G., G. J. Ackland, W. C. K. Poon, and J. S. Loveday. “When
immiscible becomes miscible - Methane in water at high pressures.” Science
Advances 3, 8: (2017) 1–6.
161
[141] Pruteanu, C. G., V. Naden Robinson, N. Ansari, A. Hassanali, S. Scandolo,
and J. S. Loveday. “Squeezing Oil into Water under Pressure: Inverting the
Hydrophobic Effect.” Journal of Physical Chemistry Letters 11, 12: (2020)
4826–4833.
[142] Pu, C., D. Zhou, Y. Song, Z. Wang, F. Zhang, and Z. Lu. “Phase
transition and thermodynamic properties of YAg alloy from first-principles
calculations.” Computational Materials Science 102: (2015) 21–26.
[143] Quan, L. N., M. Yuan, R. Comin, O. Voznyy, E. M. Beauregard,
S. Hoogland, A. Buin, A. R. Kirmani, K. Zhao, A. Amassian, D. H.
Kim, and E. H. Sargent. “Ligand-Stabilized Reduced-Dimensionality
Perovskites.” Journal of the American Chemical Society 138, 8: (2016)
2649–2655.
[144] Quarti, C., E. Mosconi, J. M. Ball, V. D’Innocenzo, C. Tao, S. Pathak,
H. J. Snaith, A. Petrozza, and F. De Angelis. “Structural and optical
properties of methylammonium lead iodide across the tetragonal to cubic
phase transition: Implications for perovskite solar cells.” Energy and
Environmental Science 9, 1: (2016) 155–163.
[145] Qvist, J., H. Schober, and B. Halle. “Structural dynamics of supercooled
water from quasielastic neutron scattering and molecular simulations.”
Journal of Chemical Physics 134, 14.
[146] Raghurama, G., and R. Narayan. “The structures of the ammonium
halides.” Journal of Physics and Chemistry of Solids 44, 7: (1983) 633–638.
[147] Rakita, Y., E. Meirzadeh, T. Bendikov, V. Kalchenko, I. Lubomirsky,
G. Hodes, D. Ehre, and D. Cahen. “CH3NH3PbBr3 is not pyroelectric,
excluding ferroelectric-enhanced photovoltaic performance.” APL Materials
4, 5.
[148] Ranieri, U., M. M. Koza, W. F. Kuhs, S. Klotz, A. Falenty, P. Gillet,
and L. E. Bove. “Fast methane diffusion at the interface of two clathrate
structures.” Nature Communications 8, 1: (2017) 1–7.
[149] Ren, Y., I. W. H. Oswald, X. Wang, G. T. McCandless, and J. Y.
Chan. “Orientation of Organic Cations in Hybrid Inorganic–Organic
Perovskite CH3NH3PbI3 from Subatomic Resolution Single Crystal Neutron
Diffraction Structural Studies.” Crystal Growth and Design 16, 5: (2016)
2945–2951.
[150] REN21 Members. Renewables 2019 Global Status Report. 2019.
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Molecular orientational melting within a lead-halide octahedron framework: The order-disorder
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Lead-halide organic-inorganic perovskites consist of an inorganic host framework with an organic molecule
occupying the interstitial space. The structure and dynamics of these materials have been heavily studied recently
due to interest in their exceptional photovoltaic properties. We combine inelastic neutron scattering, Raman
spectroscopy, and quasielastic neutron scattering to study the temperature dependent dynamics of the molecular
cation in CH3NH3PbBr3. By applying high resolution quasielastic neutron scattering, we confirm the [CH3NH3]+
ions are static in the low temperature orthorhombic phase yet become dynamic above 150 K where a series of
structural transitions occur. This molecular melting is accompanied by a temporal broadening in the intramolecular
modes probed through high energy inelastic spectroscopy. Simultaneous Raman measurements, a strictly |Q| = 0
probe, are suggestive that this broadening is due to local variations in the crystal field environment around the




Organic-inorganic perovskites have recently received a lot
of attention due to their potential applications in optoelec-
tronics [1]. These compounds are of the perovskite structure
ABX3, where in this case A is an organic cation [typically
methylammonium (MA: [CH3NH3]+) or formamidinum (FA:
[HC(NH2)2]+), though others have been investigated], B is a
metal (Pb or Sn), and X is a halogen (Cl, Br, or I). In particular,
MAPbI3 has been investigated in depth after it was found to
have desirable photovoltaic properties, with thin-film solar
panels made of this material or MAPb(I1−xBrx)3 achieving
efficiencies of above 20% [2–6]. The key differences between
the three different halide ions in MAPbX3 (X = I, Br, Cl) is
their nuclear radii. This radius affects the size of the inorganic
cages in which the MA cation sits, and thus the exact radius
of rotation accessible for the molecule. In the case of Cl, the
decreased size of the halide ion has been linked to the presence
of two potential orientational states of the cation in the low
temperature phase, as opposed to the single orientation found
when I or Br is present instead [7–11]. The choice of halide
anion also has an impact on the exact optical properties of the
system, and a mixture of anions can be used to tune the band
gap of the system [2–5].
The behavior of the organic cation in these hybrid organic-
inorganic compounds is recognized to be key to understanding
their overall properties, including the photovoltaic properties
and how this material can be implemented in solar panel
devices [5,12,13]. Importantly, the molecule is able to rotate
in the perovskite cage, and the exact nature of this rotation and
how it depends on the structural phase of the system is still yet
to be understood. As the temperature is lowered, MAPbBr3
experiences multiple structural phase transitions, driven by
the perovskite rotational modes [14–21]. At room temperature
MAPbBr3 is cubic (phase I) undergoing a transition to a
tetragonal unit cell (phase II) at 225 K. At 155 K a second
structural transition occurs into an unknown phase (phase III)
which is fitted by a tetragonal space group, but believed by
some to be incommensurate, with a final structural transition
occurring at 150 K to an orthorhombic unit cell (phase IV).
The structure of these phases was first solved by Poglitsch and
Weber, who identified phase I as being Pm3m, a = 5.90 Å;
phase II as being I4/mcm, a = 8.32 Å, c = 11.83 Å; phase III
as being tetragonal P 4/mmm, a = 5.89 Å, c = 5.86 Å; and
phase IV as Pna21, a = 7.97 Å, b = 8.58 Å, c = 11.85 Å [7].
It has been suggested that the motion of the perovskite cages
is strongly coupled with the behavior of the organic cation
[17,18,22]. It should be noted that MAPbBr3 is structurally
identical to MAPbI3 in the cubic phase, however MAPbBr3
is found to have different space groups in the tetragonal and
orthorhombic phases (phases II and IV in MAPbBr3), and
displays an additional intermediate phase, which we refer to
as phase III [7,21,23–25].
The organic-inorganic perovskites consist of a MA ion
occupying the interstitial sites of a lead-halide framework. The
molecules’ center of mass gives positional order, however the
orientational order depends on the local bonding and thermal
fluctuations. It is tempting to draw parallels between this and
liquid crystals, specifically the melting of the smectic phase to
the nematic phase, though in reality the two systems are not
very similar [26]. In the nematic phase of liquid crystals there is
an orientational order, but no positional order [27,28], whereas
in the smectic phase both positional and orientational order
is obtained [8–11]. The situation in MAPbBr3 is somewhat
analogous to the molecular ionic crystals calcite and sodium
nitrate where molecular positions are fixed by the crystalline
lattice, however transitions from orientational order to disorder
occurs with increasing temperatures [29,30]. Such a transition
has been termed an order-disorder transition and in calcite is
characterized by a soft vertical “column” of scattering at the
zone boundary [29,30]; this contrasts with the soft mode which
drives displacive transitions [31]. Analogous cases have also
been reported to exist in molecular plastic phases [32].
Previous phonon work on MAPbBr3 has identified a soft
zone boundary acoustic phonon which softens at ∼150 K and
2469-9950/2017/96(17)/174111(10) 174111-1 ©2017 American Physical Society
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is accompanied by a temporally broad relaxational response at
high temperatures [20]. Similar studies have been performed
on MAPbI3 [33,34]. In this paper we study the response of
the molecular vibrations in MAPbBr3 through high resolution
quasielastic scattering and simultaneous Raman and inelastic
neutron scattering measurements. We will show that the
transition from the low temperature orthorhombic phase to
higher temperature structures at 150 K is accompanied by an
increase in the number of active, and freely rotating, molecular
ions. This is accompanied by an increase in the linewidth of
the internal molecular motions. This strong coupling between
molecular motions and the PbBr3 framework lattice indicates
the importance of hydrogen bonding.
II. EXPERIMENT
A powder sample of MAPbBr3 was prepared by the reaction
of stoichiometric amounts of lead acetate and methylamine
hydrobromide in hydrobromic acid, then evaporating away
the excess acid to leave an orange colored precipitate. This
precipitate was washed with diethyl ether to remove any
residual acid in the sample. For all measurements discussed
below, the sample was wrapped in niobium foil to protect
from reaction of any residual acid with the outer aluminum
sample holders. Care was taken to always store the sample
in a dry atmosphere to prevent water absorption or possible
degradation. As discussed below, multiple experiments were
performed on different samples with differing thermal histories
providing the same results.
High resolution quasielastic measurements probing the
low energy molecular fluctuations were carried out on IRIS
[35] at ISIS (Rutherford Appleton Labs, UK), using PG002
analyzers with a fixed final energy of 1.843 meV providing
a dynamic range of ±0.5 meV. An empty can background
subtraction was carried out from a measurement performed
at room temperature. The resolution was measured from
the base temperature response of the MAPbBr3 sample, and
was found to be 23.8 μeV from a Gaussian fit (full-width
at half-maximum). The IRIS spectrometer also features
a diffraction detector bank at 2θ ∼ 170◦, allowing for
simultaneous diffraction data to be taken for a small range
of Q set by the time channel settings for the quasielastic
measurements. This afforded a measurement of the structural
transitions simultaneously while measuring excitations.
High energy inelastic neutron scattering measurements to
study the internal molecular motions were carried out on the
MAPS spectrometer at ISIS (Rutherford Appleton Labs, UK),
using the high resolution Fermi A chopper in parallel with a t0
chopper spun at the proton source repetition rate of 50 Hz to
eliminate high energy neutrons. Three incident energies were
used for these measurements, with different associated Fermi
chopper frequency: 60 meV with 100 Hz chopper, 250 meV
with 400 Hz, and 650 meV with 600 Hz. The full-width
half-maximum energy resolutions, at the elastic position, for
these measurements were 2, 6, and 16 meV, respectively.
Simultaneous to these spectroscopy measurements, Raman
spectra were collected using a modified Renishaw InVia
spectrometer [36] with a wavelength of 785 nm. Two gratings
of 1200 and 1800 lines per mm were used, which provided
measurements of different spectral ranges, giving a total range
of 20 to 3200 cm−1 (2.5 to 396.8 meV).
FIG. 1. The diffraction data obtained on IRIS for MAPbBr3,
showing the phase transitions II to III at 155 K and III to IV at 150 K.
The data were obtained simultaneously while performing quasielastic
measurements probing the molecular motions. The limited range in
d spacing is due to the constraints in time imposed by the inelastic
measurements.
A. Quasielastic neutron scattering using IRIS-molecular
motions
We first investigate the static structural properties of our
sample using the diffraction detectors on IRIS. MAPbBr3
experiences four structural phase transitions between the
cubic room temperature phase (phase I) and the tetragonal
phase at base temperature (phase IV), with phase II being
orthorhombic and phase III being previously identified as both
incommensurate and tetragonal [7,23–25]. The diffraction data
obtained on IRIS, shown in Fig. 1, can be used to confirm
the presence of two phase transitions: the first at 150 K (IV
to III), the second at 155 K (III to II). Some coexistence
can be seen between the phases, most noticeably just below
150 K around 3.4 and 3.5 Å. It should be noted that the extra
lines seen only between 147 and 150 K not associated with
phase II are present at lower temperatures, but counting times
were not long enough to discern them clearly in the false
color image. The range of Q space available on IRIS is not
large enough to substantiate a structural refinement to allow a
comparison to the space groups found by Poglitsch and Weber
[7]. These measurements confirm the structural transitions
and the presence of an intermediate phase between the or-
thorhombic and tetragonal phases in our solution-synthesized
samples.
Having confirmed the structural transitions, we now discuss
the molecular dynamics. Because the neutron incoherent cross
section of H is over an order of magnitude larger than those
of the non-H atoms, the neutron cross section measured is
dominated by H dynamics [37]. Underlying this assumption
is the fact that the incoherent cross section for H is 80.3 barns
with the next largest incoherent scatter in MAPbBr3 being N
with a cross section of 0.5 barns. We now use this and discuss
the low energy quasielastic data sensitive to molecular motions
based on data taken on the IRIS backscattering spectrometer.
Two example spectra from IRIS are shown in Fig. 2 taken
at 100 and 200 K. The solid red curve is a fit to the sum of an
174111-2
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(b)(a) T = 100 K
Q = [1.6,1.65] Å-1
T = 200 K
Q = [1.6,1.65] Å-1
FIG. 2. Examples of the spectra obtained on IRIS at (a) 100 K
and (b) 200 K. The black circles show the data points, the pink line
shows the total fit, the blue shows the resolution delta function, and
the red shows the dynamical contribution. The additional increased
baseline due to dynamical contributions outside the dynamic range is
not explicitly plotted.
elastic and dynamic component
S(E) = [Iel + Iqe] = Ielδ(E) + Idyn
[1 + (E/γ )2] ,
where 2γ is the full-width at half-maximum of the dynamic
component, convolved with the measured resolution function
δ(E). The linewidth 2γ was found not to vary with momentum
indicating no measurable diffusion. This conclusion, and
our analysis of the energy linewidth, is decoupled from the
momentum dependence and therefore is independent of the
model applied to the molecular motion and corresponding Q
dependence discussed below. A plot of how this quasielastic
full-width (2γ ) averaged across the entire measured |Q| range
changes with temperature is shown in Fig. 3(a), showing
an initial increase, indicative of shortened lifetimes, with
increasing temperature followed by a distinct drop at the 150 K
phase transition, which only begins to increase again after
∼160 K. Two separate experiments are plotted in different
colors as the exact temperature of the phase transition is
expected to be dependent on the thermal history [11]; here
we find the results from our separate experiments agree within
error.
It should be noted that, in the fits from which a full-width
2γ was obtained (examples of which are shown in Fig. 2),
for temperatures above 150 K a second faster component
existed which was too broad to reliably fit over the ±0.5 meV
dynamic range, and was instead fitted as a constant increased
baseline [see Fig. 2(b) for an example]. This means that a
second rotation of shorter time scale, which is not possible
to measure with this instrument, is becoming activated at this
point and has an energy scale outside the resolution of the IRIS
spectrometer. Indeed, work reported in Ref. [20] suggests the
presence of faster fluctuations above the 150 K transition with
an energy scale on the order meV. This is further corroborated
by real-time vibrational spectroscopy [38] which identifies a
fast motion around a particular axis and a slow “jumplike”
motion associated with a molecular dipole reorientation with
similar time scales to that measured at high temperatures
by NMR [39]. Based on this comparison we conclude that
FIG. 3. (a) The variation in width of the |Q| averaged fitted
quasielastic component with temperature. Blue and red data points
are from two separate experiments. (b) Trial fits to the IEISF(Q) at
150 K. A systematic error for multiple scattering has been included
in IEISF(Q).
the molecular motions are crossing over from “wobbling”
around a particular axis to full body motions as temperature is
increased. The assignment of the lower temperature response
to a wobbling of the molecular around a particular axis is also
consistent with quasielastic neutron scattering data taken on
the iodine variant [40].
We now examine the elastic incoherent structure factor
(EISF):
IEISF(Q) = Sel(Q)
Sel(Q) + Sqe(Q) ,
where Sel(Q) and Sqe(Q) are integrated over all energies. The
momentum dependence of the EISF is sensitive to the real
space nature of the equilibrium molecular motions. In our
calculations of the EISF, the intensity of the elastic peak Sel(Q)
is taken as the area underneath the resolution convolved delta
function component of the fit, and the sum Sel(Q) + Sqe(Q)
is taken as the area underneath the total fit. This means that
despite the fact that the second, broader Lorentzian seen at
higher temperatures is fitted as an increased baseline, it is
still included in the calculations of the EISF. The measured
174111-3
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FIG. 4. The fits to the IEISF(Q) at 100, 150, and 200 K, using the
model of rotation on a spherical surface. The peak at ∼1 Å−1 is due
to contamination from a PbBr3 framework Bragg peak. Inset: The
number of active rotators in the system with temperature. Blue and
red data points are from two separate experiments. In the fit the radius
of rotation was allowed to vary, and was found to be between 1.5 and
1.9 Å, however, as this value is model dependent and sensitive to
multiple phonon scattering, the temperature dependence of the radius
of rotation is not plotted. A systematic error for multiple scattering
has been included in IEISF.
IEISF(Q) was fitted to a function A(Q) dependent on the
proportion of rotators p and radius of rotation r as follows:
A(Q) = p + (1 − p)f (Qr),
where f (Qr) is a model chosen for the nature of the molecular
rotation.
A plot of the IEISF(Q) extracted from the data at 150 K
is shown in Fig. 3(b), with the fits from multiple models
shown. The expected models to be appropriate based upon
previous studies are the three, four, and eight site jump
models [9,33,41,42]. However, from the results obtained in
our experiment, we conclude that the Q range constrained
by kinematics of the experiment is not sufficient to justify
the choice of one model above another. Instead, the simplest
model of a rotation on a spherical volume was used for our
analysis, f (Qr) = [j0(Qr)]2, plotted in yellow in Fig. 3(b).
A summary of the temperature dependence, based on this
analysis, is plotted in Fig. 4. In the main panel the fits for
three temperatures are plotted showing that the model chosen
is appropriate for all measurements across the temperature
range. The inset to Fig. 4 shows how the proportion of rotators
changes across the phases, and once again a clear increase can
be seen at the 150 K phase transition. No increase is seen at the
second phase transition, and the proportion of rotators begins
to level out once more after 160 K. The radius of rotation
was allowed to vary freely and was found to be between 1.5
and 1.9 Å, suggesting that the motions seen here are of the
C-N bond tumbling within the cage. From these results it is
suggested that phase III has more in common dynamically
with phase II than phase IV.
B. High energy inelastic scattering data and Raman studies
Previous studies have already characterized the Raman
spectra for members of the MAPbX3 family, and the neutron
spectra for MAPbI3 [33,34,43–46]. While previous inelastic
neutron scattering measurements on MAPbBr3 focused at low
energies below ∼75 meV to characterize the soft modes [20],
here we apply simultaneous neutron and Raman spectroscopy
between 5 and 550 meV (40 to 4400 cm−1) to investigate
the internal molecular vibrations and their response to the
structural transitions noted above.
Typical momentum and energy data sets for Ei = 650 meV
obtained from MAPS are displayed in Fig. 5 at 5, 151, and
240 K. At small momentum transfers, well-defined, under-
damped in energy modes are observed. This is particularly
prominent in Fig. 5(a) (5 K) where a series of sharp excitations
are observed below ∼8 Å−1 and the intensity grows with
increasing momentum transfer as expected for phonon modes
or lattice excitations. At higher momentum transfers, these
excitations broaden in energy and even appear to disperse up
in energy. Given the large momentum transfers, in particular in
comparison to Raman spectroscopy which is a strictly |Q| = 0
probe, we speculate that this region is crossing over to the deep
inelastic region where the impulse approximation applies and
hydrogen recoil effects become important.
Hydrogen recoil is particularly prominent in neutron scat-
tering due to the fact that the neutron mass is of the same
order as that of the hydrogen nucleus, meaning that when the
H nucleus is struck at high energies, it behaves as if it is free.
In the extreme limit of large energy and momentum transfers
(as shown in Ref. [47] for polyethylene) the energy position
of the hydrogen recoil scales as Q2 with the maximum energy
transfer occurring when 2θ = 90◦. In our data, hydrogen recoil
effects appear as a broadening of the signal in the energy at
larger momentum transfers, and scattering angle 2θ and this is
illustrated in Figs. 5 (plotted as a function of |Q|) and 6 (plotted
as a function of 2θ ) with an incident energy of Ei = 650 meV.
In analyzing our neutron data and comparing it with Raman
spectroscopy, a balance between minimizing contamination
from recoil effects and obtaining enough statistics for a
meaningful spectra had to be established. We therefore chose
to integrate the data in 2θ in the range of 0◦ to 20◦ which
was found not to result in broadening of the inelastic response,
while providing enough statistics. The region of integration
is shown in Fig. 6. Having discussed how we obtained the
neutron spectra, we now discuss the results and compare with
Raman spectroscopy.
Figure 7 shows the data collected at base temperature (5 K
in the orthorhombic phase) for both Raman and also neutron
spectroscopy discussed above. The peak positions from the
Raman data agree well with that found in previous studies,
particularly that of Leguy et al., at base temperature, and
as such we shall use their assignments of the Raman modes
[33,43–46]. The peak positions in energy from Raman and neu-
tron spectroscopy at high energies (Ei = 250 and 650 meV)
show good agreement, with the neutron spectroscopy data
being broader in comparison as a result of instrumental
resolution. However, there is a clear difference between the
neutron spectroscopy and Raman spectra in the low energy
area, a regime dominated by modes linked to the rotation of
174111-4
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FIG. 5. Slices taken from the 650 meV data at the three temper-
atures discussed in this paper, showing the |Q| dependence of the
intensities measured.
the PbBr3 octahedra, and the lurching of the MA molecule
[48]. Such low energy modes are highly dispersive throughout
the Brillouin zone and, while Raman probes the modes at
|Q| = 0, the neutron spectra performs a momentum averaging
S̃(Q,E) = 14π
∫
dS( Q,E) due to the powder nature of the
sample. With lattice vibrations that vary considerably with
FIG. 6. Slices taken from the 650 meV data at base and high
temperature, showing the 2θ dependence of the intensities measured.
The dashed black lines show the cutoff at 20◦ which was used to
remove hydrogen recoil effects.
momentum, a larger difference is therefore expected between
Raman and neutron spectroscopy.
The higher energy modes in Fig. 7 are linked to in-
tramolecular motions, such as the stretching and breathing
of intramolecular bonds, and the bending of the C-N bond.
Such motions are internal to the molecule and therefore do
not disperse strongly with momentum. All of the bending and
stretching modes, as well as the mode for the breathing of
the C-N bond, occur between 120 and 200 meV, whereas the
C-H and N-H breathing modes are higher energy, occurring
between 350 and 400 meV [33]. These modes show good
agreement between neutron and Raman techniques.
Results at temperatures above the transition from an
orthorhombic phase are shown in Figs. 8 and 9 for 151
and 240 K, respectively. When comparing this to the data
taken at base temperature, a large broadening in energy of all
excitations is observed in the neutron response indicative of a
shortened lifetime. Both Raman and neutron spectra show a
large temporal broadening at low energies (below 50 meV) in
agreement with previous neutron and Raman spectra [33,34].
This broadening was previously linked to the onset of fast
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FIG. 7. The results from MAPS at 60, 250, and 650 meV in the
orthorhombic phase at base temperature (5.3 K). Raman data are
shown in red; inelastic neutron scattering data in blue.
molecular relaxational dynamics [20]. These results, particu-
larly those at energies below 60 meV, also confirm the faster
relaxational time scale present at high temperatures postulated
above based on high resolution quasielastic scattering, which
lead to an increased flat background in the quasielastic
scattering at temperatures greater than approximately 150 K.
We note that the fast molecular motions dominate the neutron
cross section over modes associated with the inorganic cage
[48] at these temperatures owing to the dominant neutron cross
section discussed above [37].
For the higher energy modes, while the peak positions
are in general agreement between neutron and Raman data,
the temperature dependence of the linewidths is different.
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FIG. 8. The results from MAPS at 60, 250, and 650 meV in the
incommensurate/tetragonal phase (151 K).
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FIG. 9. The results from MAPS at 60, 250 and 650 meV in the
cubic phase (240 K).
The neutron and Raman results show a difference with the
neutron response displaying a broadening with increased
temperature and also a broadening over Raman spectra taken
over a comparable energy range. This is illustrated in Table I
which displays the temperature variation of the full-width at
half-maximum for the peak at 113 meV (915 cm−1). This
peak was chosen due to its clear separation from other peaks
at all temperatures, and has been identified to be linked to
the rocking motions of the MA cation [48]. Both neutron and
Raman peaks at low temperature are resolution limited. The
peak measured with neutrons broadens to ∼10 meV while the
Raman peak broadens only to ∼3 meV.
One reason for this increased broadening in the neutron
response could be due to the possibility of multiple phonon
scattering which effectively folds in scattering from larger
scattering angles resulting from the large neutron cross section
of hydrogen. We investigate the possibility of such an effect
in Fig. 10 where we plot the momentum dependence of
the neutron response over the range of 175–200 meV as
a function of Q2. This energy range has been chosen for
presentation purposes due to the presence of a well defined
peak in the 650 meV data at all temperatures probed. An
increase in multiple phonon scattering would manifest as
differing y intercepts at each temperature. The data are
in good agreement at low momentum transfers indicating
no observable enhancement or change of multiple phonon
TABLE I. The full width at half maximum of the peak at 113
meV (915 cm−1) for three temperatures.
FWHM of 113 meV peak (meV)
Temperature 5.3 K 151 K 240 K
Neutron 5.122 ± 0.151 8.253 ± 0.968 10.176 ± 2.872
Raman 1.057 ± 0.019 2.474 ± 0.040 2.710 ± 0.090
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FIG. 10. Data collected at 650 meV, integrated over an energy
range of 175–200 meV and plotted against |Q|2. A dotted line is
plotted as a guide to the eye.
scattering with increased temperature. Normally one would
expect the y intercept in all cases to be zero, however here no
explicit background subtraction has been carried out, leading
to the nonzero value extrapolated here. The plot in Fig. 10
is selected for a particular and representative energy range.
However, all other peaks were observed to show a lack of a
temperature dependence in the limQ→0 as shown here.
There are several possible reasons why this difference
between neutron and Raman techniques might be observed.
First, Raman spectra are strictly at |Q| = 0, whereas in-
elastic neutron scattering integrates and averages over all
|Q| as discussed above owing to kinematics and powder
averaging. This means that an effect at other positions in
momentum, for example the zone boundary, could cause
the momentum averaged energy width to be increased more
than what is measured at a single wave vector like with
Raman spectroscopy at Q = 0. Second, the inelastic neutron
spectra are dominated by hydrogen, whereas Raman is more
sensitive to heavier elements, meaning that neutron scattering
disproportionately samples the motions on the hydrogen
sites. This is further confirmed by the sensitivity of these
high energy excitations to recoil effects at large momentum
transfers and scattering angles as discussed above. We discuss
these two possibilities in more detail below in the discussion
section.
There is the possibility Raman techniques preferentially
measure molecules close to the surface (see for exam-
ple surface enhanced spectroscopy discussed in Ref. [49]),
whereas inelastic neutron scattering considers the bulk system.
However, while surface over bulk differences have been
suggested in the organic-inorganic perovskites (for example
the effect of dimensionality discussed in Ref. [50]), this latter
possibility is unlikely in this case given that surface-enhanced
Raman spectroscopy in molecular systems and liquids has
typically resulted in a broadening of linewidths or intensity
enhancement at the surface. We observe the reverse case with
the Raman measurements being more well defined in energy
than the bulk neutron scattering technique. The agreement
between neutron and Raman at lower energies also does not
suggest a near surface versus bulk difference for neutron and
Raman spectra noted here.
III. DISCUSSION
We have presented results from both a neutron low energy
and high resolution quasielastic scattering study and high
energy neutron spectroscopy measurements. The low energy
neutron experiments performed on IRIS probes the single
atom motions with a range of energy scales, whereas the
higher energy inelastic data, obtained on MAPS and compared
with Raman spectroscopy, measures harmonic modes of the
molecules. We have focused on the internal molecular motions
at energies above ∼100 meV.
The quasielastic neutron scattering from IRIS is unable to
provide any conclusive information on the exact molecular
jump model given the limited range in momentum forced
by kinematics of neutron scattering. However, by applying
arguably the simplest model of free motion on a sphere we
observed changes in the quasielastic linewidth at the 150 K
phase transition, and the appearance of the second, broader
in energy contribution at higher temperatures. This indicates
a rotational mode active in the low temperature phase and a
second faster energy scale that becomes active at the phase
transition to the tetragonal phase [33,42]. We also observe
a precipitous increase in the number of active molecules at
∼150 K indicative of an increase in local molecular disorder
as temperature is increased. This is corroborated by diffraction
studies [9–11], NMR studies [51], and computational investi-
gations [17,52].
A similar result is obtained from our spectroscopic study of
the internal molecular motions obtained using a combination
of the inelastic neutron scattering and Raman spectroscopy on
MAPS. The energy locations and the temperature dependence
of the Raman data presented are generally in agreement
with previous studies [33,34,43–46]. At low energies below
∼50 meV, Raman and neutron spectroscopy are in agreement
with both showing a significant temporal broadening of
the excitations upon heating from the orthorhombic phase,
indicative of faster fluctuations with shortened lifetimes. This
is corroborated by the quasielastic neutron data probing
molecular motions discussed above. However, Raman and
neutron spectroscopy show differences at higher energies
with neutron spectroscopy measuring broadened linewidths
of internal molecular motions. This broadening is indica-
tive of an increased distribution of energy scales for these
motions.
As discussed above, this difference can be explained
by either noting that neutron spectroscopy is preferentially
sensitive to hydrogen motions given the large cross section
over other heavier atoms or the averaging over all momentum
in contrast to the fact that Raman only probes |Q| = 0. Given
that electronic band structure may indicate a preferential
coupling between lattice and electronic degrees of freedom
at nonzero |Q| [15,53], it maybe expected that there might be
a coupling of these internal modes at regions away from the
zone center. However, these high energy internal molecular
excitations are associated with excitations which are highly
localized in real space and therefore are expected to show no
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momentum dependence. We therefore associate the difference
between Raman and neutron results at high temperatures due
to the dominance of the hydrogen cross section in neutron
spectroscopy. This would indicate a distribution of crystalline
electric fields for the hydrogen resulting in a corresponding
spread in energy scales for the molecular motions involving
them. Theoretically, such a scenario has been predicted as
outlined in Ref. [54], and the importance of hydrogen bonding
within this system has been previously discussed in Ref. [17],
in line with our findings.
The suggestion that the molecular cation in the system
is experiencing a range of different local environments is
supported in other experimental studies: ARPES studies of
MAPbBr3 find both centrosymmetric and noncentrosymmetric
domains in the crystal, which persist throughout the low
temperature phase [55]. This effect has also been reported
for other phases of MAPbBr3 and MAPbI3, which reports that
symmetry breaking domains survive past the phase transition
between the cubic and tetragonal phases both when heated and
cooled [16,56]. Additionally, significant disorder on the halide
site has also been reported in diffraction results for MAPbI3
[57]; such disorder may influence local hydrogen crystalline
electric field environments.
It is clear that the onset of molecular dynamics at 150 K
results in a large scale dynamic molecular disorder of the entire
crystal. This is evidenced from both the onset of dynamic sites
found with low energy quasielastic neutron scattering and also
the presence of a distribution of environments for the hydrogen
site. This has been previously discussed theoretically, with
the system being compared to plastic crystals [54], and the
term “glassy disorder” was coined to describe the molecular
motions in the low temperature phase [58]. However, the
present results imply that the change in dynamics between
the orthorhombic and tetragonal phases is more akin to a
orientational melting analogous to that in the smectic to
nematic transition in liquid crystals and, more precisely,
the order-disorder transitions reported in minerals such as
calcite [59].
We shall now discuss the implications of these findings on
the electronic properties of these materials. For MAPbI3, the
key contributions to the edges of the band structure come from
the hybridization of the 5p orbitals of iodine and 6s orbitals
of lead for the valence band, and the empty 6p orbitals of lead
for the conduction band [5,60]. While the MA cation does not
contribute directly to the band structure, the coupling between
the motion of the molecule and the structure of the inorganic
components makes it a key influence upon the electronic
response, and hence upon the photovoltaic properties.
Therefore, the observed difference in the dynamics of the
system between low and high temperature structural phases
implies that there will be a linked change in the electronic and
photovoltaic properties. Photoluminescence spectra results
show that there is a change in the energy of the maximum
photoluminescence intensity at the 150 K transition [61], in
agreement with the observation made here that the key change
in whole body molecular dynamics is at this temperature.
This suggests that it is the whole body rotations of the MA
cation and their interactions with the surrounding inorganic
framework [12] that is key to understanding the photovoltaic
properties. However, it is important to note that the change in
photoluminescence observed at 150 K is not large.
Further to these observations of the photovoltaic properties,
studies have also identified a coupling between the cation
rotation to the quasiparticle band gap of the system, through
hydrogen bonding between the cation and inorganic cages. The
hydrogen bonding has been identified as strongly linked with
the octahedral tilts of the system, and the phase transitions
within the system, with the hydrogen bonding stronger
in the low-T phase where the molecular motion is lower
[17,18,22,62]. Due to the fact that the structure is so heavily
dependent on the cation dynamics, this then influences the
band gap of the system, with the states near the top of the
valence band stabilized by the octahedral tilting in the low
temperature phase with fewer cation dynamics [12,17,18].
Additional evidence showing that the coupling between
molecular motions and electronic properties is relevant for the
photovoltaic properties, it has also been found that the cation
dynamics provides screening which protects the energetic
carriers [13]. This implies that, from the results presented here,
the assumption can be made that the low temperature phase has
least carrier protection and thus the carriers are less long lived.
Also, a large Rashba splitting [55] resulting from a breaking
of inversion symmetry and strong spin orbit coupling [56] has
been reported. Our results suggest that it is not only the lead
halide framework coupled to electronic properties [61], but
also the molecular motions.
IV. CONCLUSION
In conclusion, we have reported two neutron scattering
studies which show that there is a significant change in the
molecular dynamics of the MA cation in MAPbBr3 as temper-
ature is increased from the orthorhombic phase to the higher
temperature structural phases. We have used quasielastic
neutron scattering data to establish that whole body molecular
dynamics are activated at 150 K. From a comparison of Raman
and high energy inelastic neutron scattering and Raman, the
significance of the local environment around the hydrogen sites
is implicated pointing to the importance of hydrogen bonding
to the properties of the system. It is known that the motion of
the MA cation is able to strongly influence the photovoltaic
properties through interactions with the surrounding PbBr3
octahedra [5,12,13]. The onset of rotational motion agrees
with an observed feature in the photoluminescence data [61],
supporting the observation that the behavior of the organic
cation is key to understanding the photovoltaic and optic
properties of this compound.
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In the conventional theorem of phase transitions, a single 
temperature-dependant length scale is required to describe 
the critical fluctuations as the phase transition is approached 
[1]. However, a number of systems have been found exper-
imentally which exhibit two length scales at phase trans-
itions, with the second length scale appearing at temperatures 
just above the critical temperature [1–7]. The first material 
for which this was observed was SrTiO3, which was found 
to exhibit an anisotropic dispersion in the critical scattering 
at the R point [2]. Similar results have been found in pure 
Ho and Tb crystals, as well as other compounds [6–8]. The 
magn etic analogue to this structural effect has also been 
observed in spin systems described by the random-field Ising 
model [9, 10].
Neutron scattering results on these systems have revealed 
that, of the two phase transitions observed experimentally, 
one is only present in the bulk, and the other is in the sur-
face of the sample [4–6, 8]. The question remains about 
whether or not these surface effects are intrinsic properties 
of the system.
X-ray and neutron scattering studies of relaxors; ferro-
electric materials that exhibit large electrostriction; have 
suggested the presence of an effect similar to the two length 
scale problem, known as the ‘skin effect’, which has a dif-
ferent temperature dependance, appearing far above the crit-
ical temper ature, and persisting below it [11]. A number of 
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Abstract
The relaxor PbMg1/3Nb2/3O3 (PMN) has received attention due to its potential applications 
as a piezoelectric when doped with PbTiO3 (PT). Previous results have found that there are 
two phases existing in the system, one linked to the near-surface regions of the sample, the 
other in the bulk. However, the exact origin of these two phases is unclear. In this paper, depth 
dependant analysis results from negative muon implantation experiments are presented. It 
is shown that the Pb content is constant throughout all depths probed in the sample, but the 
Mg and Nb content changes in the near-surface region below 100 μm. At an implantation 
depth of 60 μm, it is found that there is a 25% increase in Mg content, with a simultaneous 
5% decrease in Nb content in order to maintain charge neutrality. These results show that the 
previously observed skin effects in PMN are due to a change in concentration and unit cell.
Keywords: ferroelectricity, domains, composition, muonic x-rays, structural order parameter
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relaxors are found to have a perovskite structure A(B’,B”)
O3, where there are two different elements sharing the B site, 
not necessarily with equal proportions of each. Examples of 
these include PbZn1/3Nb2/3O3 (PZN) and PbMg1/3Nb2/3O3 
(PMN), which is the focus of this paper. The key property 
of a relaxor is their broad frequency dependant dielectric 
response, which differs from that seen in regular ferroelec-
trics, as the peak of this dielectric response is not associated 
with a ferroelectric phase transition [12, 13]. These materials 
have been highly researched due to their promising prop-
erties as piezoelectric devices when they are doped with 
PbTiO3 (PT), so two competing phases could have a large 
impact on these properties.
Initially, the phase diagrams of PZN and PMN were 
studied. PZN systems exhibit a diffuse structural transition 
between cubic and rhombohedral phases in a temperature 
range of 325–385 K [14, 15]. Conversely, PMN does not 
exhibit a structural phase transition and retains a cubic unit 
cell down to 5 K, however a strain is observed that is cor-
related with a phase transition temperature that is predicted 
from studies of PMN doped with PbTiO3 [11, 15]. Further 
experimentation found that the Bragg peaks observed in the 
high temperature cubic phase begin to split at the temper-
ature where this strain manifests, meaning that a cubic and 
rhombohedral phase are coexisting [16–18]. There is disa-
greement as to exactly where these two phases are origi-
nating from. Some results suggest that the structure is in 
fact rhombohedral, and the observed effects are as a result 
of domain size and population gradient within the crystal 
[19]. On the other hand, several studies  suggest a near-
surface rhombohedral region which creates the skin effect, 
around the cubic bulk, with the surface region found to have 
a depth of approximately 100 μm [17, 20]. The most pro-
found evidence for this skin effect is the  conflict between 
bulk measurements, such as neutron diffraction, which 
report a cubic structure, and the rhombohedral structure 
found from surface-sensitive probes, such as x-ray dif-
fraction [21, 22]. This near-surface region has also been 
reported in PZN, with a depth of 10–50 μm, where it is sug-
gested that the structural phase transition observed in this 
system does not necessarily affect the whole bulk [23, 24]. 
Similarly to the two length scale effect, there is not yet any 
evidence as to the origin of the skin effect, and whether it is 
intrinsic or not.
In this paper, negative muons are used to provide a depth-
dependant compositional analysis of PMN, with the aims of 
establishing whether there is a difference in composition in the 
near-surface and bulk regions. This will then establish whether 
the occurrence of the proposed skin effects is due to sample-
specific phenomena, or whether these observations are due to 
more fundamental properties. The use of negative muons as 
a technique is currently uncommon, despite its effectiveness 
in characterising samples both in the bulk and near-surface 
regions. The key advantage of the use of negative muons, as 
opposed to extended x-ray absorption fine structure (EXAFS), 
is that EXAFS is a destructive technique (depending on the 
surface), making negative muons a preferred method for sam-
ples of importance.
When a muon is implanted in the sample, it can be captured 
by one of the atoms in the sample and comes to rest on one of 
the electronic energy levels. By then measuring the energy of 
the x-rays emitted when the muon decays, the exact atom and 
electronic state the muon came to rest upon can be identified 
[25, 26]. This allows for simple calibration and comparison of 
the data collected. For this experiment, two relevant energy 
regions were identified: 200–500 keV, where Mg and Pb peaks 
are measurable; and 2000–3000 keV, where Nb and Pb peaks 
may be measured. These shall henceforth be referred to as the 
low and high energy regions.
Negative muon experiments were carried out at ISIS using 
the experimental area CHRONUS on the RIKEN beamline. 
For these experiments a constant incident momenta of nega-
tive muons of 30 MeV c−1 was used, with a 4% momentum 
bite (calculated as ∆p/p). A 12 mm Pb collimator was used 
to direct the beam. Three detectors were available for use: 
low energy and 0.1–10 MeV Ge x-ray detectors directed at 
the front of the sample (next to the µ− beam), and a second 
0.1–10 MeV Ge detector directed at the back of the sample. 
The detector employed in these measurements was the 0.1–10 
MeV Ge x-ray detector in front of the sample, as the sample 
was too large for an appropriate intensity of x-rays to reach the 
detector behind the sample. For a full diagram of the equip-
ment setup see figure 1.
In the results presented here, a large 9.3 cm3 single crystal 
of PMN grown using the modified Bridgemann technique 
described in [27] was used. This sample has also been used 
in previous studies of this system, and as a result has been 
previously heated and cooled, with the maximum temperature 
it has been exposed to being 600 K ( [18, 20]). A large [1 0 0] 
cut surface was oriented to face the muon beam.
The implantation depth of the muons was controlled using 
0.1 mm layers of Al foil, in direct contact with the sample, as 
opposed to varying the energy of the muons as in [28]. The 
foil acts to impede the momentum of the incident muons, thus 
reducing the depth at which they are implanted. By varying the 
thickness of the foil from 6 μm to no foil, multiple depths in the 
sample were probed [37, 38]. The implantation depth and the 
Figure 1. A diagram to show the basic setup of this experiment, 
showing approximate positions and angles of the equipment used. 
The sample was centred in the muon beam to achieve maximum 
bombardment.
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errors on this value were calculated using the SRIM and TRIM 
software to find the stopping profile of Al [29], however these 
implantation depths are not exact as the calculations assume a 
perfectly monochromatic beam.
Five different implantation depths were measured, and 
figure 2 shows the raw data at low energies for three of these 
measurements, including the largest and smallest penetra-
tions. The peaks examined for the other elements are shown in 
table 1, with multiple excitations examined for each. The peak 
positions have been calibrated to the position of the Pb peaks, 
which were found to be present in all measurements regard-
less of depth. We do not believe that there is any low-energy 
attenuation of the x-rays due to the presence of Pb, because 
no peak position changes are observed with depth of muon 
implantation, and all of the measurements are taken very close 
to the surface so there is only a very small amount of Pb in 
the path of the x-rays. The measurement closest to the sur-
face shows both the largest background and a cutoff in energy 
at approximately 250 keV. It is for this reason that no results 
concerning the O concentration is presented, as the peaks for 
O occur below this energy at 133 keV. The results for O at 
all other depths are found to be constant, so no change in the 
concentration is observed.
In order to compare the relative concentrations of each ele-
ment, the integrated intensities of each peak are normalised 
such that, at the deepest depth probed, which we assume to 
be the bulk, the relative intensity is 1. For each of the peaks 
studied the integration range was chosen by hand in order to 
ensure that there is minimal contribution from background 
or other peaks. In these experiments no explicit background 
subtraction was possible, however, estimates of the back-
grounds for all depths are found to be comparable, so this is 
not expected to influence the final results substantially. The 
resulting plots showing the changes in relative peak intensity 
for Pb, Mg and Nb are shown in figure 3. These changes in 
intensity are directly linked to the relative abundances of each 
element. From these results it is then easy to track any changes 
in concentration with depth. The errors in relative intensity 
shown in figure 3 are the errors extracted from the raw data 
and then scaled.
The changes in concentration for Pb are shown in panel 
(a) of figure 3, and here no clear changes in intensity are seen 
with depth. This result for Pb is expected to be influenced 
by the presence of Pb further up in the beam, but we believe 
that this is not a problem as it is the relative change in peak 
size being studied here. It is noted that the measurement for 
an implantation depth of 100 μm appears to be lower than 
the rest, however this trend appears to be repeated for Nb, so 
we suggest that this is a result of the total number of muons 
implanted in the sample being slightly reduced compared to 
the larger depths due to stopping in the air and aluminium 
foil. Panel (b) shows the changes in Mg concentration, which 
shows a clear increase of approximately 25% at a depth of 60 
μm, though the exact depth at which this increase begins is 
unclear if the 100 μm peak is assumed to be anomalous. The 
Nb peak height variations in panel (c) are the most difficult to 
analyse due to the large errors associated with these results.
When charge neutrality in the system is considered, if there 
is a 25% increase in Mg2+ ions, there must be an associated 
5% decrease in Nb5+ ions. This is within the errors of the 
measurement carried out here. For the case of a 25% increase 
in Mg, the unit cell formula of the system will become 
PbMg0.42Nb0.63O3. This is no longer an ideal perovskite struc-
ture, as there is more than one atom on the B site, which may 
explain the transformation from the cubic to rhombohedral 
phase. In order to maintain the ideal perovskite structure, the 
unit cell formula must be PbMg0.42Nb0.58O3, which is within 
the errors on the data presented here. This formula gives a net 
charge of  −0.26e, meaning that the region is polar. A change 
in the number of O2− ions could not compensate for this 
change in Mg content alone, but could if there was a coupled 
change in Nb, which is a possibility. Similarly, a decrease in 
Pb2+ ions could compensate for this, but as the mass of Pb is 
significantly larger than that of the elements it can be assumed 
that this element has least mobility and can be considered con-
stant across the sample.
Previous studies have suggested regions of Nb : Mg = 1 : 1 
concentration to explain anomalous results in diffuse neu-
tron scattering, Raman, and TEM data. These areas are often 
referred to as polar nano-regions (PNRs), due to the lack of 
charge balance, and are expected to have rhombohedral sym-
metry and very small correlation lengths due to their small 
size [13, 22]. A diffraction peak in neutron data was identi-
fied as linked to 1:1 concentration regions, and was found to 

























Figure 2. Graph showing the raw data between 100 and 500 keV 
for the 300 μm, 100 μm and 60 μm data.
Table 1. The energies of the peaks examined in this study and their 
origin.
Element Excitation Energy (keV)
Pb 3d3/2 → 2p1/2 2642
3d5/2 → 2p3/2 2500
5g7/2 → 4f5/2 438
5g9/2 → 4f7/2 431
Mg 4p  →  1s 372
3p  →  1s 353
Nb 2p3/2 → 1s1/2 2626
2p1/2 → 1s1/2 2603
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have strong temperature dependance below the phase trans-
ition temperature [30], and other diffraction studies have 
identified the presence of PNRs from the increase of line 
tails for temperatures below 600 K [31]. In Raman studies, a 
peak was seen at approximately 4 meV and linked to such a 
1:1 concentration region, but has not been seen in equivalent 
neutron studies [32–34]. PNRs are expected to also have a 
large influence upon the ferroelectric soft mode, which has 
been used to explain some of the unexpected phenomena 
in the phonon spectra, though it is unclear if this model 
completely satisfies all of the observations [18, 34, 35]. 
Therefore, it is suggested that a clustering of PNRs near to 
the surface could be the cause of the observed change in con-
centration here, as well as the other ‘skin’ effects that have 
been noted in other studies.
It should also be noted that chemically ordered regions 
(CNRs) have also been observed in relaxor systems through 
TEM measurements, which may also be linked to changes 
in concentration to maintain charge neutrality, but they have 
been identified to require excess Nb [13]. This suggests that, 
assuming the sample has overall 2:1 Nb:Mg concentration, 
then CNRs must form in order to compensate for the existence 
of PNRs. TEM studies have also shown that PNRs inhibit 
domain growth due to their negative charge, which raises 
questions as to at what point these regions appeared in the 
sample [36]. No previous studies have reported a gradient in O 
concentration, so the assumption made here that this remains 
constant is reflected in the literature.
The results presented here are unable to give evidence for 
the mechanism behind this change in concentration with depth. 
However, due to the long length scale for the concentration 
variation, it is suggested that the cause of the concentration 
gradient must be driven by diffusion. As these measurements 
were carried out on a cut and polished surface, the statement 
that this change in concentration is an artefact of the sample 
growth cannot be made. Rather, it is possible that the cutting 
and heating of the sample to create this surface may have influ-
enced this diffusion. The fact that this concentration change is 
observed suggests that the composition may be close to being 
unstable, in which case this separation of phases may serve 
to stabilize the bulk phase. Evidence from other studies have 
found that surface effects can be much shorter range, with a 
depth of 10–50 μm reported in PbZn1/3Nb2/3O3 [24].
To conclude, the results collected here using negative 
muon techniques show that there is a clear increase in the con-
centration of Mg in PbMg1/3Nb2/3O3 (PMN) less than 100 μm 
below the surface, which we also link to a reduction in the Nb 
concentration. Three possible structures are suggested for the 
surface region: the rhombohedral PbMg0.42Nb0.63O3; the polar 
PbMg0.42Nb0.58O3; or a combination of PMN and polar nano-
regions with 1:1 Nb:Mg concentration. The presence of polar 
nano-regions has been previously reported in other studies, 
and we thus conclude that our results show a clustering of 1:1 
Mg:Nb regions near the surface of the crystal. This suggests 
that the skin effects observed in this compound are linked to 
the changes in unit cell and the associated strains.
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Figure 3. The change in relative peak size as the implantation 
depth is varied for: (a) four Pb peaks; (b) two Mg peaks; (c) two Nb 
peaks. It should be noted that the errors in implantation depth are 
systematic.
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The organic-inorganic lead-halide perovskites are composed of organic molecules imbedded in an inorganic
framework. The compounds with general formula CH3NH3PbX3 (MAPbX3) display large photovoltaic effi-
ciencies for halogens X = Cl, Br, and I in a wide variety of sample geometries and preparation methods.
The organic cation and inorganic framework are bound by hydrogen bonds that tether the molecules to the
halide anions, and this has been suggested to be important to the optoelectronic properties. We have studied
the effects of this bonding using time-of-flight neutron spectroscopy to measure the molecular dynamics in
CH3NH3PbCl3 (MAPbCl3). Low-energy/high-resolution neutron backscattering reveals thermally activated
molecular dynamics with a characteristic temperature of ∼95 K. At this same temperature, higher-energy neutron
spectroscopy indicates the presence of an anomalous broadening in energy (reduced lifetime) associated with the
molecular vibrations. By contrast, neutron powder diffraction shows that a spatially long-range structural phase
transitions occurs at 178 K (cubic → tetragonal) and 173 K (tetragonal → orthorhombic). The large difference
between these two temperature scales suggests that the molecular and inorganic lattice dynamics in MAPbCl3
are actually decoupled. With the assumption that underlying physical mechanisms do not change with differing
halogens in the organic-inorganic perovskites, we speculate that the energy scale most relevant to the photovoltaic
properties of the lead-halogen perovskites is set by the lead-halide bond, not by the hydrogen bond.
DOI: 10.1103/PhysRevMaterials.3.125406
I. INTRODUCTION
The lead-halide perovskites have generated considerable
interest within the condensed matter physics community be-
cause they exhibit outstanding photovoltaic and optoelec-
tronic properties that have already been exploited in the
design of new solar cell devices [1–7]. These materials can
be grouped into two categories: the hybrid organic-inorganic
perovskites and the all-inorganic perovskites. The first group
comprises materials based on an inorganic framework of PbX6
octahedra (X = I, Br, Cl) and an organic molecular cation
[commonly methylammonium (MA) or formamidinium (FA)]
[8]. Although the molecular cation does not directly contribute
to the optoelectronic properties, its asymmetric shape and
its ability to rotate and vibrate within the interstices of the
inorganic framework affects the crystal structure and, thus, the
electronic band gap [4,9–11]. Furthermore, quasielastic neu-
tron scattering studies of MAPb(Br, I)3 [12–14] demonstrate
that the molecular cation participates in an order-disorder
transition that is also associated with a dielectric anomaly
and may therefore be connected with changes in the photolu-
minescence spectra as a function of temperature [15]. How-
ever, while MAPbI3 shows the highest photovoltaic power
conversion efficiency to date (over 25%) [16,17] among the
lead-halide perovskites [4,18,19], recent experimental studies
have shown that all-inorganic perovskite materials actually
display comparable efficiencies (15% for CsPbI3) [20]. Con-
sequently, the role and importance of the organic cation to the
photovoltaic properties remain unclear [21,22].
In order to understand the interplay between the organic
cation and the inorganic framework, as well as the effect of
the molecule on the thermal conductivity and optoelectronic
properties, numerous studies have been devoted to character-
izing the molecular dynamics in the lead halides using optical
spectroscopy techniques (Raman, infrared), x-ray and neutron
scattering methods, and NMR [9,23–28]. Some of these works
also address the coupling between the relaxational dynamics
arising from the organic cation and the phonons associated
with the inorganic framework in both powder and single-
crystal samples [12–14,29]. All these studies observe an onset
of fast and overdamped (i.e., short-lived) relaxational molecu-
lar dynamics on heating that coincides with a distortion in the
inorganic unit cell and are indicative of a coupling between
the inorganic lattice and molecular dynamics.
MAPbCl3 [Fig. 1(a)] undergoes two structural transitions
on cooling: a cubic-to-tetragonal transition at 178 K and
a transition to an orthorhombic phase at 173 K. This se-
quence of transitions is reflected in the temperature depen-
dence of the Q = (0 0 1) Bragg peak intensity shown in
Fig. 1(b), measured on the IRIS neutron backscattering spec-
trometer, and is similar to that observed in the bromine and
iodine analogues. These phases were first characterized by
Poglitsch and Weber [30] who identified the respective space
groups as cubic Pm3m (a = 5.675 Å), tetragonal P4/mmm
(a = 5.656 Å, c = 5.630 Å), and orthorhombic P2221 (a =
5.673 Å, b = 5.628 Å, c = 11.182 Å). Chi et al. [31] later sug-
gested that the orthorhombic space group was actually Pnma
2475-9953/2019/3(12)/125406(9) 125406-1 ©2019 American Physical Society
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FIG. 1. (a) Crystallographic structure of MAPbCl3 in the or-
thorhombic phase. The Pb cations are represented by gray spheres
and the Cl anions by green spheres. In this ordered phase, the H, N,
and C atoms forming methylammonium molecules are represented
with light blue, dark blue, and dark green spheres, respectively.
(b) Temperature dependence of the intensity of the (0 0 1) Bragg re-
flection, measured with the diffraction detectors of IRIS. The dashed
lines denote transitions to the tetragonal (178 K) and orthorhombic
phases (173 K). (c) Temperature dependence of the quasielastic
linewidth. The dashed line indicates the order-disorder transition.
(a = 11.1747 Å, b = 11.3552 Å, c = 11.2820 Å), based on
powder diffraction measurements. In this low-temperature
Pnma phase it was shown that the methylammonium cations
order in an antiparallel arrangement, along with a strong
distortion of the PbCl6 octahedra, mediated by the hydrogen
bonds between the methylammonium and the chlorine anions.
That the octahedral distortion occurs upon ordering of the
molecules is evidence that the molecular cation is the most
rigid unit in this compound [31]. A single-crystal diffraction
study of the intermediate tetragonal phase was also carried
out by Kawamura and Mashiyama [32,33], who observed both
superlattice and incommensurate reflections, which were also
reported for MAPbBr3 [34] and MAPbI3 [35].
In this paper, we investigate the dynamics of MA molec-
ular cations in MAPbCl3 using neutron inelastic scattering
and provide a comparison with previous results on other
halide materials. As the halogen radius affects the inorganic
framework size, the radius of the space available for the MA
molecule to rotate is also expected to change depending on
the halogen anion, thus affecting the dynamics and therefore
potentially the optoelectronic properties. We will show that
there is a decoupling between molecular and framework dy-
namics and discuss the role of the molecule in the electronic
and low-energy framework dynamics.
II. EXPERIMENTAL DETAILS
Powder samples were prepared out of solution following
the procedure outlined in Ref. [31]. Methylamine hydrochlo-
ride and lead acetate were dissolved in hydrochloric acid. An
excess of an approximately 8–10 molar ratio of methylamine
hydrochloride was required to obtain phase pure samples. The
resulting powder was washed multiple times with diethyl ether
to remove residual acid. For all neutron measurements the
powder was wrapped in niobium foil as a precaution to prevent
reaction of the aluminum sample holder with any residual acid
on the powder.
High-resolution measurements of the quasielastic scatter-
ing were performed on the IRIS spectrometer (ISIS, UK).
IRIS is an indirect geometry, time-of-flight spectrometer that
uses PG002 crystal analyzers to produce a fixed final neu-
tron energy E f = 1.84 meV. The energy transfer is given by
E = Ei − E f , with a default dynamic range of ±0.5 meV, and
the spectrometer energy resolution, given by the full width at
half maximum (FWHM) of a Gaussian fit at low temperatures,
was δE = 23 μeV. An empty-can measurement for back-
ground subtraction was carried out at room temperature. The
IRIS spectrometer provides a diffraction bank of detectors at
2θ ∼ 170◦ that allowed us to measure the structural tran-
sitions and unit cell parameters simultaneously while also
measuring the excitations.
The high-energy molecular dynamics was studied using the
MARI direct geometry spectrometer (ISIS, UK). The incident
neutron energy was fixed at Ei = 100, 50, and 25 meV using
a Gd Fermi chopper spinning at a frequency of 600 Hz,
400 Hz, and 400 Hz, respectively. This configuration gave
energy resolutions at the elastic position (E = 0) of 2.25, 1.15,
and 0.48 meV, respectively. The incident energies were small
enough that hydrogen recoil scattering is not relevant for the
discussion here [36]. A thick disk chopper was used and spun
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at 50 Hz to remove high-energy neutrons before the Fermi
chopper. Neutrons with very high energy (∼eV) were filtered
with a t0 chopper spun at 50 Hz. For all measurements on
MARI and IRIS, a closed-cycle helium refrigerator was used
to control the temperature of the sample.
III. NEUTRON SPECTROSCOPY
Our goal in performing neutron spectroscopic measure-
ments on the powders of MAPbCl3 was to track the tempera-
ture dependence of the molecular dynamics so that we could
correlate the response to distortions of the inorganic frame-
work and crystal structure and compare our findings to previ-
ous studies of the bromine variant. To this end we conducted
experiments on two spectrometers, each designed to cover
a substantially different energy range and therefore probing
different timescales. The IRIS backscattering spectrometer,
which provides extremely sharp energy resolution, was used
to characterize the quasielastic scattering, which is observed
in systems that display diffusive behavior. Quasielastic scat-
tering is low-energy inelastic scattering that peaks at zero
energy transfer (E = 0) and has a nonzero intrinsic energy
width. In the case of MAPbCl3, quasielastic scattering is
sensitive to the reorientational motions or jumps of the MA
molecule within the interstices of the inorganic framework.
We emphasize here that such reorientational dynamics are
not harmonic modes which would instead appear as peaks
at nonzero energy transfer. The time-of-flight chopper instru-
ment MARI, which provides access to dynamics at much
higher energy transfers, was then used to study the higher-
energy harmonic molecular modes and their temperature de-
pendence.
A. Quasielastic neutron scattering
We first discuss the quasielastic scattering, and in this
context it is important to note that the neutron incoherent
cross section of hydrogen is roughly one order of magnitude
larger than the cross sections (coherent or incoherent) of the
other atoms in MAPbCl3. Specifically, the neutron incoherent
cross section for hydrogen is 80.3 barns whereas the next
largest coherent/incoherent scatterer is chlorine, which has
a cross section of only 11.5 barns/5.3 barns [37]. For this
reason, the quasielastic scattering we observed is effectively
a measure of the low-energy molecular dynamics associated
with single-particle motions of the hydrogen atoms.
In order to motivate an appropriate choice of scatter-
ing cross section Ĩ (Q, E ) with which to model the neutron
quasielastic scattering from MAPbCl3, we begin by exam-
ining two spectra measured at low (50 K) and high (240 K)
temperatures, shown in Figs. 2(a) and 2(b), respectively, that
were obtained by integrating the scattered intensity over Q
from 1.5 Å to 2.0 Å. The 50 K spectrum is well described
by a Gaussian function of energy with a width equal to the
instrumental elastic resolution, which means that no dynamics
are visible at 50 K on the timescale sampled by IRIS. This
spectrum changes on heating to 240 K, as shown in Fig. 2(b),
where it evolves into a two-component energy profile. The
first component exhibits a resolution-limited energy width like
that at 50 K, but it is noticeably weaker; by contrast, the
FIG. 2. (a), (b) Quasielastic scans measured on the IRIS
backscattering spectrometer at 50 K and 240 K. The scan at 50 K
is dominated by a strong resolution-limited peak at E = 0, which
indicates that the molecular dynamics are static on the timescale
set by the instrumental resolution. The scan at 240 K exhibits an
energy profile with two distinct components, both centered at E = 0:
one with a resolution-limited energy width (like that at 50 K but
weaker), and another that is much broader in energy, which reflects
the molecular dynamics. The solid curves are fits to the model
discussed in the text. (c) Plot of Arrhenius fits to the quasistatic
energy linewidths as a function of temperature.
second component is much broader and extends out to at least
±0.5 meV. The presence of two components suggests that the
molecular dynamics of MAPbCl3 can be characterized by two
timescales, one of which is static compared to the dynamic
range accessible by IRIS, and the other of which is dynamic
and inversely proportional to the energy width of the broad
component. Thus, to parametrize the quasielastic scattering in
terms of the momentum transfer Q, energy transfer E , and
temperature T our data were fitted to the following model
scattering cross section that contains both a static and a
dynamic component:
Ĩ (Q, E ) = Iel (Q) + Idyn(Q)
= Iel (Q)δ(E ) + Idyn(Q)
1 + (E/γ (T ))2 . (1)
Here, Iel and Idyn are the static and dynamic components,
respectively, γ is the energy linewidth, which is inversely
proportional to the lifetime of the molecular fluctuations
τ ∼ 1/γ , and δ(E ) is a Dirac delta function in energy. This
cross section was convolved with the spectrometer resolution
function given by the 50 K spectrum as mentioned above,
and representative fits to the data are shown as solid red
curves in Figs. 2(a) and 2(b). For a given temperature, we
find that the energy linewidth γ is independent of momentum
125406-3
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transfer Q, which indicates that no measurable diffusion of
molecules occurs in the sample. We also note that the sin-
gle Lorentzian used to describe the dynamic component in
Fig. 2(b) shows small, systematic deviations from the data
at small energy transfers. This may indicate the presence of
multiple timescales and a need for a more complicated model
cross section. The values for γ that we obtain from our fits
should therefore be interpreted as an average or a range of
timescales rather than that for a single damped harmonic
oscillator. Regardless, our use of a single Lorentzian function
and a single dynamical timescale describes the data quite
well over a broad range of temperatures and wave vector Q
and thus captures the most important physical features of the
low-energy molecular dynamics.
The temperature dependence of the quasielastic linewidth
γ is shown in Fig. 1(c), and a substantial increase is observed
in the vicinity of the two structural transitions. We note
that due to the small temperature difference between the
two structural transitions, we were not able to definitively
observe these separate transitions in the molecular dynamics.
This behavior demonstrates the presence of some coupling
between the inorganic framework and molecular dynamics,
which then gives rise to critical scattering near the transitions.
The strength of this coupling can be quantified by fitting
the temperature dependence of γ to an Arrhenius law as
shown in Fig. 2(c), where γ is plotted on a log scale as a
function of 1000/T . The data within ±10 K of the structural
transitions have been removed because they are dominated
by the critical scattering. The red solid line in Fig. 2(c)
is a fit of the remaining data to the expression γ (T ) =
γ0 exp(−Ea/kBT ), where γ0 = 8.5 ± 0.8 K and Ea = 243 ±
15 K. These parameters are smaller than those obtained for
the bromine variant (see Ref. [13]), where γ0(Br) = 27 ± 2 K
and Ea(Br) = 323 ± 20 K, and indicates that the molecular
dynamics in MAPbCl3 are softer than that in MAPbBr3. Re-
cent neutron studies of the iodine variant report an even larger
activation energy Ea(I ) ∼ 600 K [14,38], although a more
complex rotational jump model was used to analyze the data.
Nevertheless, the results on MAPbX3 establish a clear trend in
which the molecular dynamics hardens as the halide changes
from Cl to Br and to I. It is tempting to attribute this trend
to a halogen-dependent variation in the strength of the N-H-X
hydrogen bonding between the inorganic framework and the
molecular cation and this is corroborated by calculations for
hydrogen bonding with halogens [39] and consistent with
the idea that the framework structure is strongly correlated
with the molecule [40]. But first-principles calculations of
the hydrogen-bonding strength in MAPbX3 yield a value of
0.09 eV/cation that is identical for X = Cl, Br, and I [41] and
indeed the necessity of the molecule for the exceptional semi-
conducting properties has been questioned [42]. If this is cor-
rect, then there must be some other bonds that set the energy
scale of the molecular dynamics in the organic lead-halide
perovskites.
Our discussion so far has dealt primarily with the en-
ergy dependence of the quasielastic scattering. We now
move on to examine the momentum dependence, which
provides information about the real-space symmetry of the
molecular dynamics in which the hydrogen atoms participate
through the elastic incoherent structure factor (EISF), which is
defined as
IEISF(Q) = Iel (Q)
Iel (Q) + Idyn(Q) . (2)
Different model cross sections have been used successfully
to describe a wide variety of molecular dynamics, including
isotropic rotational dynamics and rotational jump dynamics,
each of which exhibits a different dependence on momentum
transfer. But the data must span a sufficiently large Q range
in order to distinguish between these models and determine
the symmetry of the dynamics in MAPbCl3 uniquely. This
is because the EISF for these models is nearly identical for
Q less than ∼2 Å−1, a point that is illustrated in Fig. 3
of Ref. [12]. Neutron scattering kinematics limits the max-
imum Q accessible on the IRIS backscattering spectrometer
to less than ∼2 Å−1. For this reason we have chosen the
simplest model, which describes the molecular dynamics in
terms of two components, one static, corresponding to bound
molecules, and the other dynamic. This later component
corresponds to unbound molecules which contribute to the
inelastic signal fitted to a Lorentzian line shape described
above. Thus the total neutron scattering cross section has the
form
Itotal(Q) = (1 − α)Ibound + αĨ
≡ (1 − α)Ibound + α[Iel (Q) + Idyn(Q)],
(3)
where (1 − α) is the fraction of bound molecules that do not
contribute to the dynamics. A similar model was applied in
Ref. [43] to characterize the dynamics of water molecules in
minerals, and that study motivated the use of the same for-
malism to study the molecular dynamics in MAPbBr3 [12,13].
Given the similarities between MAPbCl3 and MAPbBr3, we
have opted to pursue the same approach here by dividing
the EISF into two components, one representing the fraction
of molecules that are constrained, therefore contributing no
Q dependence, and a second representing the fraction of
molecules that are dynamic. For the dynamic component, we
have again assumed the simplest case where the motions are
spherically symmetric. In this case, the EISF takes the form
I totalEISF(Q) = α
Ã sin(Qr)
Qr
+ (1 − α), (4)
where Ã is a factor that takes into account the effects of
multiple scattering, which reduces the cross section in the
limit Q → 0. This parameter varied from 0.9 to 1 for all
temperatures. It is thus indicative of the overall uncertainty
associated with the EISF and was used to set the error bars
in Figs. 3(c)–3(e). The parameter r is the radius associated
with the molecular fluctuations; it was fixed to the ammonia
hydrogen-hydrogen distance of 1.8 Å because a universal
fit to all temperatures and momentum transfers found this
value gives the best description of the data. Representative
fits are shown in Fig. 3, where panel (a) illustrates how the
quasielastic cross section varies with Q. Panels (c)–(e) show
representative fits to Eq. (4) for a series of three temperatures
that indicate a good fit to the data. At T = 30 K [Fig. 3(c)],
the static or bound component of the quasielastic cross section
dominates, and the scattering is independent of momentum
transfer. At higher temperatures [Figs. 3(d)–3(e)] the bound
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FIG. 3. (a) Energy dependence of the quasielastic scattering at
220 K for two different Q ranges. (b) Arrhenius plot of the dynamic
molecular fraction determined by the EISF discussed in the text.
(c)–(e) Plots of the EISF at 30 K, 150 K, and 220 K, respectively.
The solid curve is a fit to a two-component model consisting of
static/bound and dynamic molecules.
component of the cross section accounts for less of the total
scattering, and a decay with momentum is observed.
Figure 3(b) shows a plot of the dynamic fraction of the
EISF as a function of 1000/T . In order to extract an activation
energy for the molecules that are free to vibrate, these data
were fitted to an Arrhenius curve represented by the solid
line and given by α = α0 exp [Eα/kBT ], where α0 = 1.0 ±
0.15 and Eα = 95 ± 5 K. These values may be compared to
those determined for MAPbBr3 [13], where a similar analysis
yielded Eα (Br) = 51 ± 10 K. Physically, the parameter α0
should be equal to 1 because all molecules should become ac-
tivated and contribute to the dynamics in the high-temperature
limit. We found that fixing α0 for both the chlorine and
bromine variants does not change the parameter Eα within our
uncertainties. Consequently, we conclude that the activation
energy Eα decreases with increasing halogen atomic number.
This is consistent with the fact that the interstitial spaces
in the heavier halide perovskites are larger, and thus one
should expect the energy barrier to molecular activation to
be correspondingly lower. This was quantified in Ref. [8]
by estimating an effective radius for the molecule with the
goal of being able to calculate tolerance factors finding an
estimated radius of 1.81, 1.96, and 2.20 Å [4] for the chlorine,
bromine, and iodine compounds, respectively. The radius for
the chlorine compound agrees well with the value we have
obtained from our analysis outlined in Eq. (4) and also with
previous analysis of the bromine compound [12].
B. Molecular dynamics spectra at high energy
The harmonic modes associated with the molecular cation
are located at energies significantly higher than can be ac-
cessed by the dynamic range of ±0.5 meV provided by
the backscattering spectrometer IRIS. To characterize these
modes, neutron inelastic spectra spanning a much larger en-
ergy range were measured on the chopper instrument MARI
using neutron incident energies of 100 meV, 50 meV, and
25 meV, each of which covers a different dynamic range due
to kinematic constraints. Figures 4(a)–4(c) display neutron
spectra for Ei = 100, 50, and 25 meV, respectively, measured
at T = 5 K. These low-temperature data (Fig. 4) show five
modes below 20 meV, two modes around 40 meV, one mode at
60 meV, and another mode around 90 meV, all of which agree
with those identified by previous Raman and infrared studies
of MAPbCl3 [25,44]. Using the assignments of the Raman
data reported in Ref. [25], which were also compared to DFT
calculations, we are able to identify the peaks measured on
MARI with specific octahedral and molecular vibrations.
The phonon modes below 10 meV correspond to trans-
verse acoustic and optic phonons that are primarily associated
with displacements of the PbCl6 octahedra involving both
twists (or rigid-body motions) and distortions. The peak near
11 meV, termed the “nodding donkey” mode, corresponds to
a rotational vibration of the cation around either the carbon
or nitrogen atoms. These molecular motions are presumably
affected by the octahedra tilting and distortions because of
the hydrogen bonding with the halogen, and thus they provide
some measure of the coupling between the molecule and the
inorganic framework. This is discussed in Refs. [12,13] for
the bromine compound and in Refs. [24,28] for MAPbI3. This
coupling was also implicated in single-crystal neutron scatter-
ing studies of the chlorine [29] and iodine [45] compounds
where it was suggested that the molecular motions also affect
the low-energy transverse acoustic phonons.
Above 12 meV, the observed phonon modes correspond to
lurching motions of the MA cations, and the mode at 60 meV
has been previously assigned to the torsions of the carbon-
nitrogen (C-N) axis. Finally, a weak mode can be observed
around 90 meV that may arise from C-N bond stretching.
These high-energy modes are associated with internal modes
of the MA molecule and are consistent with previous Raman
and infrared studies of the iodine and bromine compounds
[24,25].
Figures 5(a)–5(c) show color maps of the neutron inelastic
scattering cross section that summarize the temperature de-
pendence from 5 K to 200 K. Figures 5(d)–5(f) display energy
cuts of the Q-integrated spectra at different temperatures.
These energy cuts reveal the surprising finding that while the
inelastic spectra exhibit sharp modes at 5 K, the molecular
vibrations become strongly overdamped (shorter lifetime) on
heating ∼100 K, which is far below either of the structural
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FIG. 4. (a)–(c) Phonon spectra measured by neutron inelastic
scattering on MARI at T = 5 K for incident energies Ei = 100, 50,
and 25 meV, respectively. The data have been corrected for a back-
ground corresponding to the high-temperature data. The gray line in
(a) corresponds to a spurion generated by the back side of the Gd
Fermi chopper spinning at 600 Hz. This spurious feature is often
referred to as the “π pulse.”
FIG. 5. (a)–(c) Temperature dependence of the molecular modes
in MAPbCl3 measured at incident energies Ei = 100, 50, and
25 meV, respectively. At each temperature, the data were integrated
over the entire Q range, corrected for a background derived from
the featureless high-temperature data and corrected for the thermal
factor. (e), (f) Energy cuts at different temperatures extracted from
the Ei = 100, 50, and 25 meV data, respectively. The gray line in
(a) corresponds to a “π pulse” spurion from the back side of the Gd
Fermi chopper spinning at 600 Hz.
transitions associated with the inorganic framework (indicated
by the vertical dashed lines). This temperature dependence
differs from that observed in the bromine compound, where
a broad relaxational behavior is observed at temperatures
that coincide with the structural transitions [13] (see also
Refs. [24,28] for a discussion of MAPbI3). Internal motions,
such as C-N distortions at high energies (Fig. 1), persist above
this temperature; however we note that these are internal
molecular modes and hence not expected to couple to the
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inorganic framework surrounding the molecule. These spec-
troscopic results therefore show that the molecular motions
coupled to the framework become strongly damped at tem-
peratures much lower than the structural transitions where the
overall lattice distorts.
We finally note that the energy cuts in Figs. 5(d)–5(f) show
that several modes around 15 and 40 meV collapse into a
single broad mode at 100 K. This may be due to a change
in the interactions between the hydrogen and chlorine atoms
when the molecules start to reorient. These results imply that
the hydrogen bond tethering the molecules to the inorganic
framework lattice is not a dominant energy scale and contrasts
to the case of the bromine variant where the damping of
molecular vibrations occurs at a much higher temperature that
coincides with the structural distortion of the lattice.
IV. DISCUSSION AND CONCLUSION
We observe a strong damping (reduction in lifetime) and
weakening of the molecular modes in MAPbCl3 on heating to
∼100 K, a temperature that is much lower than that associated
with the structural transitions of the inorganic framework near
∼170 K. By contrast, the molecular modes in the bromine
compound become overdamped, and can be characterized by
a relaxational line shape, at temperatures that coincide with
that where the overall structure distorts [13]. We observe that
these two effects occur on very different temperature scales
in MAPbCl3, which suggests that the molecular and inorganic
framework dynamics are actually relatively decoupled. It is
tempting to explain this result in terms of a halide-dependent
hydrogen bond that is weaker for chlorine than for bromine.
However, recent first-principles calculations show that the
hydrogen bond energies in MAPbX3 are relatively weak
(∼0.09 eV/cation) and independent of halide for X = Cl, Br,
and I [41]. Our result is even more notable given the fact
that the interstices of the framework cage surrounding the
molecule in MAPbCl3 are significantly smaller than those in
MAPbBr3 and MAPbI3.
The softer molecular dynamics in MAPbCl3, which are
more sensitive to temperature than those in the other halide
compounds, is reflected in our quasielastic measurements,
which yield smaller activation energies from Arrhenius fits to
the energy linewidths. This is further consistent with calcu-
lations reported in Ref. [25], which find a general softening
of the lattice dynamics on going from iodine to chlorine
organic-inorganic perovskites.
It is interesting to discuss this decoupling in terms of
the electronic and thermal properties. In the context of the
importance of phonons, it has been proposed that high pho-
tovoltaic efficiency in the organic-inorganic perovskites is the
result of “hot carriers” [46] where photoexcited charges can
spatially propagate allowing time for them to be collected.
Normally, these charge carriers are highly damped by low-
energy phonons, thereby reducing charge mobility. However,
in the organic-inorganic perovskites these phonons have such
short lifetimes that they cannot affect the charge carriers, thus
allowing highly efficient collection of the charge.
MAPbCl3 generally shows a significantly lower mobility
compared to MAPbl3 for a broad range of sample geometries
likely due to the larger band gap [47]. On adding chlorine
to MAPbl3, the diffusion lengths increase [48,49] through
improving film quality. It is difficult to understand the role of
the molecular and framework lattice dynamics in improving
the electronic properties. The lead-halide perovskites MAPbl3
[45], MAPbBr3 [50], MAPbCl3 [29], and even fully inorganic
CsPb(Br, Cl)3 [51,52] all display quantitatively similar acous-
tic phonon lifetimes as a function of wave vector and tem-
perature that results in poor thermal conductivity [53]. This
alone illustrates that the low-energy acoustic phonon damping
is not the origin of the change in photovoltaic efficiencies with
the change in halogen. Another model is that the molecule
increases the dielectric constant, thereby reducing the exciton
binding energies. However, electro-optics has reported very
small binding energies of ∼2 meV [54], which is well below
the thermal energy of kBT (=300 K) ∼ 25 meV, making this
mechanism unlikely.
We propose an alternative idea where the molecule does
not participate in damping the low-energy acoustic phonons
but instead provides a means of coupling the high-energy
charge sector to the much lower energy phonon sector. A
coupling between the A site and the framework has been es-
tablished through a comparison of CsPbBr3 and MAPBr3 [55]
and calculations have shown that such coupling is required
to stabilize an orthorhombic unit cell at low temperatures
[56] as is present in the fully inorganic variants. While these
two channels exist on very different energy scales, calcula-
tions have shown that molecular motions coupled with the
underlying inorganic framework do influence the electronic
structure [10]. We also note that internal molecular modes
occur on much higher energy scales than do overall lattice
fluctuations (like those observed in the perovskite SrTiO3
[57]) and may provide a means of coupling the electronic
sector in organic-inorganic perovskites to the already highly
damped low-energy acoustic phonon response. This maybe
consistent with the enhanced dissociation of charge trans-
fer states with molecular loading of the framework lattice
[58,59]. In this heuristic picture, the strength of this coupling
between electronic degrees of freedom and the low-energy
lattice dynamics would depend on the band gap which is
set by the lead-halide bond and is expected (based on the
unit cell volumes) to be smaller for the iodine and bromine
variants [60,61]. This idea would imply that fully inorganic
perovskites have the potential to be efficient photovoltaics,
provided that a means of coupling the phonons on the meV
scale with electronic excitations on the eV scale can be
achieved. The speculation that framework-molecule coupling,
set by the lead-halide bond and hence the band gap, is the
important feature for attractive electronic properties requires
further theoretical and experimental investigation.
We now discuss the origin of the damping of the molecular
motions in the chlorine compound compared to the bromine
variant. We have shown that damped, or lifetime shortened,
molecular dynamics occur at a significantly lower temper-
ature than in the bromine compound published previously.
We have used this fact combined with the common acoustic
phonon damping observed in both organic-inorganic and fully
inorganic perovskites to question the role of the molecule
in enhancing the electronic properties. As discussed above,
the volume that is available for the molecule to rotate can
be quantified by an effective radius and is noted to be
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smaller in the chlorine variant than the bromine and iodine
organic-inorganic perovskites. This decreased volume around
the molecule may make it more sensitive to disorder that is
present in the surrounding inorganic cage. The highly damped
acoustic phonons for shorter wavelengths located away from
the Brillouin zone center maybe indicative of disorder in
the low-temperature inorganic framework structure. This is
present for all halogens, but the molecular motions in the chlo-
rine variant may be more susceptible to this disorder owing to
the smaller volume for the molecular motions to occur. This is
speculation at this point based on the dynamics, and future
work comparing the structure through improved diffraction
experiments will be required to corroborate this suggestion.
However, we note that recent work on fully inorganic CsPbBr3
did note significant disorder through enhanced thermal factors
of the atomic positions [52].
In summary, we report a neutron inelastic scattering inves-
tigation of MAPbCl3 that was motivated by recent studies on
the photovoltaic properties of organic-inorganic perovskites
and neutron studies performed on the bromine and iodine
variants. We observe a decoupling of the molecular and
framework dynamics based on the temperature dependence
of the molecular vibrations which differ from the response
of the distorted framework driven by acoustic phonons. We
therefore speculate that the molecule may provide a means
of connecting the disparate energy scales of the charge and
low-energy phonon sectors, which in turn may contribute to
the attractive electronic properties of these materials. In this
picture, the important energy scale is set by the lead-halide
bond, and not by hydrogen bonding.
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