Abstract: A common approach for generating an anisotropic mesh is the M-uniform mesh approach where an adaptive mesh is generated as a uniform one in the metric specified by a given tensor M. A key component is the determination of an appropriate metric which is often based on some type of Hessian recovery. Recently, the use of a global hierarchical basis error estimator was proposed for the development of an anisotropic metric tensor for the adaptive finite element solution. This study discusses the use of this method for a selection of different applications. Numerical results show that the method performs well and is comparable with existing metric tensors based on Hessian recovery. Also, it can provide even better adaptation to the solution if applied to problems with gradient jumps and steep boundary layers. For the Poisson problem in a domain with a corner singularity, the new method provides meshes that are fully comparable to the theoretically optimal meshes.
Introduction
A common approach for generating an anisotropic mesh is the M-uniform mesh approach based on generation of a quasi-uniform mesh in the metric space defined by a symmetric and strictly positive definite metric tensor M. A scalar metric tensor will lead to an isotropic mesh while a full metric tensor will generally result in an anisotropic mesh. In this sense, the mesh generation procedure is the same for both isotropic and anisotropic mesh generation. A key component of the approach is the determination of an appropriate metric often based on some type of error estimates.
Typically, the appropriate metric tensor depends on the Hessian of the exact solution of the underlying problem, which is often unavailable in practical computation, thus requiring the recovery of an approximate Hessian from the computed solution. A number of recovery techniques are used for this purpose, for example the gradient recovery technique by Zienkiewicz and Zhu [35, 36] , the technique based on the variational formulation by Dolejší [18] , or the quadratic least squares fitting (QLS) proposed by Zhang and Naga [34] . Generally speaking, Hessian recovery methods work well when exact nodal function values are provided (e.g. interpolation problems), but unfortunately they do not provide an accurate recovery when applied to linear finite element approximations on non-uniform meshes, as pointed out by the author in [29] . Recently, conditions for asymptotically exact gradient and convergent Hessian recovery from a hierarchical basis error estimator have been given by Ovall [31] . His result is based on superconvergence results by Bank and Xu [8, 9] , which require the mesh to be uniform or almost uniform: assumptions which are usually violated by adaptive meshes.
Hence, a convergence of adaptive algorithms based explicitly on the Hessian recovery cannot be proved in a direct way, even if their application is successful in practical computations [18, 26, 30, 33] . This explains the recent interest in anisotropic adaptation strategies based on some type of a posteriori error estimates. For example, Cao et al. [13] studied two a posteriori error estimation strategies for computing scalar monitor functions for use in adaptive mesh movement; Apel et al. [6] investigated a number of a posteriori strategies for computing error gradients used for directional refinement; and Agouzal et al. [1, 2, 3] and Agouzal and Vassilevski [4] proposed a new method for computing metric tensors to minimize the interpolation error provided that an edge-based error estimate is given.
Recently, Huang et al. [24] presented a mesh adaptation method based on hierarchical basis error estimates (HBEE). The new framework is developed for the linear finite element solution of a boundary value problem of a second-order elliptic partial differential equation (PDE), but it is quite general and can easily be adopted to other problems. A key idea in the new approach is the use of the globally defined HBEE for the reliable directional information: globally defined error estimators have the advantage that they contain more directional information of the solution; error estimation based on solving local error problems, despite its success in isotropic mesh adaptation, do not contain enough directional information, which is global in nature; moreover, Dobrowolski et al. [17] have pointed out that local error estimates can be inaccurate on anisotropic meshes. A brief description of the method is provided in Sect. 2.
The objective of this article is to study the application of this new anisotropic adaptation approach to different problems.
The first example deals with a boundary value problem of a second-order elliptic PDE. Numerical results in [24] have already shown that the new mesh adaptation approach can be a successful alternative to Hessian recovery in mesh adaptation for a boundary value problem of a second-order elliptic PDE. In this paper, we would like to investigate another interesting question, namely whether the proposed algorithm is able to provide optimal mesh adaptation for a problem where the optimal mesh design is known theoretically. For this purpose, a Poisson problem in a domain with a corner singularity is studied, which requires proper mesh adaptation in order to obtain an accurate finite element solution. Theoretically optimal meshes are known for this problem and are based on some a priori information of the domain and the solution. Section 3 investigates if the proposed method is able to generate adaptive meshes that are comparable to the optimal ones without any a priori information on the exact solution. A brief overview over the considered mathematical problem, the properties of the optimal meshes and the numerical results for the new method are provided.
Section 4 presents an anisotropic metric tensor for general variational problems developed by Huang et al. [25] using the HBEE and the underlying variational formulation and gives a numerical example for a nonquadratic variational problem. The metric tensor is completely a posteriori: it is based solely on the residual, edge jumps, and the a posteriori error estimate.
The third example is an anisotropic diffusion problem. The exact solution of this problem satisfies the maximum principle and it is desirable for the numerical solution to fulfill its discrete counterpart: the discrete maximum principle (DMP). Recently, Li and Huang [30] developed an anisotropic metric tensor based on the anisotropic non-obtuse angle condition, which provides both mesh adaptation and DMP satisfaction for the numerical solution: the mesh alignment is determined by the main diffusion drag direction, i.e. by the underlying PDE, and the Hessian of the exact solution determines the optimal mesh density. In Sect. 5, the Hessian of the exact solution is replaced with the Hessian of the hierarchical error estimator to obtain a new, completely a posteriori, metric tensor accounting for both DMP satisfaction and mesh adaptation.
Concluding remarks on the numerical examples and some key components of the hierarchical basis error estimator are given in Sect. 6.
Anisotropic mesh adaptation based on hierarchical basis error estimator
Consider the solution of a variational problem: find u ∈ V such that
where V is an appropriate Hilbert space of functions over a domain Ω ∈ R 2 , a(·, ·) is a bilinear form defined on V × V , and F(·) is a continuous linear functional on V .
For a given simplicial mesh T h , the linear finite element approximation u h of u is the solution of the corresponding variational problem in a finite dimensional subspace V h ⊂ V of piecewise linear functions over T h : find u h ∈ V h such that
For the adaptive finite element solution, T h (and thus V h ) is generated according to a given quantity of interest, for example the error of the solution in a chosen norm. This study follows the M-uniform mesh approach [23] which generates an adaptive mesh as a uniform mesh in the metric specified by a symmetric and strictly positive definite tensor M = M(x). Such a mesh is called an M-uniform mesh. Once a metric tensor M has been chosen, a sequence of mesh and corresponding finite element approximation are generated in an iterative fashion.
Let {T h . This yields the sequence
The conformity of the mesh to the input metric is characterized by the mesh quality measure Q mesh introduced in [24] . Q mesh ≥ 1 for any given mesh but Q mesh = 1 if and only if the underlying mesh is M-uniform (see [24, Sect. 4 .1] for more details). In the presented numerical examples, the mesh adaptation process is repeated until the mesh is M-uniform within a given tolerance: Q mesh ≤ 1 + ε with a chosen tolerance ε (ε = 0.1 is used in the numerical experiments throughout the paper).
Mesh generation software BAMG is used to generate new adaptive meshes (bidimensional anisotropic mesh generator developed by F. Hecht [22] ).
Adaptation based on a posteriori error estimates
Typically, the metric tensor M h depends on the Hessian of the exact solution of the underlying problem [20, 23] .
As mentioned in the introduction, it is not possible to obtain an accurate Hessian recovery from a linear finite element solution in general [29] , so there is no way to prove a convergence of an adaptive algorithm based on the Hessian recovery in a direct way, even if its application is successful in practical computations [18, 26, 30] . An alternative approach developed in [24] employs an a posteriori error estimator for defining and computing M h . The brief idea is as follows.
Assume that an error estimate z h is reliable in the sense that
for a given norm · and that it has the property
for some interpolation operator Π h . Then the finite element approximation error is bounded by the (explicitly computable) interpolation error of the error estimate z h , viz.,
Now, it is known from the interpolation theory [27] that the interpolation error for a given function v can be bounded by a term depending on the triangulation T h and derivatives of v, i.e.,
where C is a constant independent of T h and v. Therefore, we can rewrite (3) as
In other words, up to a constant, the solution error is bounded by the interpolation error of the error estimate. Thus, the metric tensor M h can be constructed to minimize the interpolation error of the z h and does not depend on the Hessian of the exact solution.
Hierarchical basis a posteriori error estimate
One possibility to achieve the property (2) is to use the hierarchical basis error estimator. The general framework can be found among others in the work of Bank and Smith [7] or Deuflhard et al. [16] . The approach is briefly explained as follows.
Let e h = u − u h be the error of the linear finite element solution u h ∈ V h . Then for all v ∈ V we have
LetV h = V h ⊕ W h be a space of piecewise quadratic functions, where W h is the linear span of the quadratic edge bubble functions (a quadratic edge bubble function is defined as a product of the two linear nodal basis functions corresponding to the edge endpoints). The error estimate z h is defined as the solution of the approximate error problem: find z h ∈ W h such that
The estimate z h can be viewed as a projection of the true error onto the subspace W h and relies on two assumptions: the strengthened CBS-inequality
for all v h ∈ V h and w h ∈ W h and the saturation assumption
i.e. the assumption that the quadratic finite element approximation u q is more accurate than the linear approximation u h . Now, if Π h is defined as the vertex-based, piecewise linear Lagrange interpolation then z h satisfies the condition (2) since the edge bubble functions vanish at vertices. Then, if assumption (1) holds, the finite element approximation error can be controlled by minimizing the interpolation error of z h , i.e., the right-hand side in (3) .
Note that this definition of the error estimate is global and the cost of its exact solution is comparable to the cost of the quadratic finite element approximation. To avoid the expensive exact solution in numerical computation, only a few sweeps of the symmetric Gauss-Seidel iteration are employed for the resulting linear system (until the relative difference of the old and the new approximations is under a given relative tolerance). In numerical experiments, three to ten sweeps were enough to achieve the relative tolerance of 1% and it proved to be fully sufficient for the purpose of mesh adaptation. The computational cost of such approximation is comparable to the cost of the Hessian recovery: in the tests, the computation of HBEE was in average about two times slower than the Hessian recovery method. Since both methods require only a fraction of the overall computational cost, using the fast HBEE approximation for mesh adaptation instead of Hessian recovery will not significantly increase the overall computational time.
3 Poisson problem in a domain with a corner singularity
Consider the Dirichlet problem for the Poisson equation
with Ω = {x ∈ R 2 : r < 1, 0 < θ < π/λ } for some 1 2 < λ < 1, f = 0 and g = r λ sin (λ θ ) in usual polar coordinates (r, θ ). The solution of (4) or, more precise, the solution of the corresponding variational problem (P)is given by u(r, θ ) = r λ sin (λ θ ) .
The gradient of the solution u has a singular behaviour near the corner (0, 0) of the domain Ω and u ∈ H 1+λ −ε (Ω) with arbitrarily small ε [28].
Optimal mesh grading
For a uniform or quasi-uniform mesh, the poor regularity of u leads to the suboptimal rate of convergence of the linear finite element method:
A number of techniques were developed to regain the optimal convergence order by using specially adapted finite element spaces, see [5, Sect. 4.2] and the references therein for more details. In particular, it is possible to regain the optimal convergence rate by using the standard linear finite element space with proper mesh grading around the corner of the domain. The basic idea is described among others in [28] and is as follows. The linear finite element error is bounded by the linear interpolation error
Thus, in order to obtain the optimal convergence rate, the mesh size h k has to be balanced with the size of |u| H 2 (K) . Now, if mesh elements in a neighbourhood around the corner (0, 0) have the size
where h is the mesh size far away from the corner and r K is the distance of an element K to the corner, then the linear finite element error is
provided that µ < λ [5, 28] . Note, that such meshes still have N ∼ h −2 number of elements, thus significantly increasing the accuracy of the approximation for a given number of mesh elements.
In this example, we follow the approach described in the Sect. 2 and employ the metric tensor developed in [24] for a boundary value problem of a second-order elliptic PDE. In two dimensions and for the L 2 -norm of the error, the metric tensor M HB based on the HB error estimator is given element-wise as
where H K (z h ) is the Hessian of the quadratic hierarchical basis error estimate z h on element K and α h is a regularization parameter to ensure that the metric tensor is strictly positive definite. Also, α h can be used as a adaptation intensity control: if α h → ∞, the mesh becomes uniform; if α h → 0, the mesh becomes more adaptive. Usually, α h is chosen so that about half of the mesh elements are concentrated in regions where det(M) is large (see [24] for more details on the choice of α h ). Note, that M HB is completely a posteriori and does not require any a priori information on the solution.
Numerical example
Consider the Dirichlet boundary problem (4) with λ = 4/7. In two dimensions, the number of elements N of a quasi-uniform mesh is proportional to h −2 , so there is a factor of −1/2 in the convergence rate if it is given in terms of the number of mesh elements. Thus, according to (5) and (6), the expected orders of convergence in terms of the number of mesh elements for quasi-uniform meshes should be at most −2/7 (i.e. −λ /2) for the H 1 and −4/7 (i.e. −λ ) for the L 2 norms of the error. For the optimally graded meshes we should expect orders −0.5 and −1, respectively.
Examples of uniform and adaptive meshes as well as close-up views near the corner are given in Figs. 1 and 2 . For the adaptive mesh, the concentration of mesh points near the singularity can be clearly observed (Figs. 1b  and 2b ). We can also observe the gradual change of mesh elements size in the close-up of the adaptive mesh (Fig. 2b) ; in particular, along the boundary edges from the domain corner to the outer boundary. The mesh grading is rather moderate, but it turns out to be enough to achieve the optimal convergence order, as can be observed in the corresponding convergence plot (Fig. 3 ). Figure 3 shows the H 1 and L 2 norms of the global linear finite element solution error on uniform and adaptive meshes against the number of mesh elements. As expected, the convergence order of the finite element solution on uniform meshes is only −2/7 and −4/7 for the H 1 and the L 2 norms of the error, respectively. Contrary, the convergence order of the error of the finite element solution obtained by means of the metric tensor M HB is −1/2 and −1.
Thus, the considered method is able to achieve the optimal mesh grading in this example relying on only on 
Variational problems
While it has attracted considerable attention from many researchers and been successfully applied to the numerical solution of PDEs, anisotropic mesh adaptation has rarely been employed for variational problems, especially when combined with a posteriori error estimates. Recently, Huang and Li [26] developed a metric tensor for the adaptive finite element solution of variational problems. In the anisotropic case, it is semi-a posteriori: it involves residual and edge jumps, both dependent on the computed solution, and the Hessian of the exact solution. In [25] , this result was improved to provide a metric tensor for variational problems based on the HBEE and the underlying variational formulation. The new metric tensor is a posteriori in the sense that it is based solely on residual, edge jumps, and HBEE. This is in contrast to most previous work where M depends on the Hessian of the exact solution and is semi-a posteriori or completely a priori; e.g., see [11, 12, 14, 21, 23, 26] .
General variational problem and the anisotropic metric tensor
Consider a general functional of the form
is the physical domain and V g is a properly selected set of functions satisfying the Dirichlet boundary condition
for a given function g. The corresponding variational problem is to find a minimizer u ∈ V g such that
A necessary condition for u to be a minimizer is that the first variation of the functional vanishes. This leads to the Galerkin formulation
for all v ∈ V 0 , where V 0 = V g with g = 0 and F u and F ∇u are the partial derivatives of F with respect to u and ∇u, respectively.
Given a triangulation T h for Ω and the associated linear finite element space V g,h ⊂ V g , the finite element solution u h can be found by solving the corresponding Galerkin formulation: find u h ∈ V g,h such that
The a posteriori metric tensor M HB,K for general variational problems developed in [25] for the error measured in the H 1 -semi-norm is given element-wise by
with the residual
and the edge jump
As in the previous section, α h is a regularization parameter to ensure that the metric tensor is strictly positive definite (see [24] for more details on the choice of α h ). (7) is linear in v but is nonlinear in u in general. Thus, a modification of the error problem (E h ) for z h in Sect. 2.2 is required. For this purpose, denote by a h (u h ; ·, ·) a bilinear form resulting from a linearization of δ I[·, ·] about u h with respect to the first argument. The error estimate z h is then defined as the solution of the approximate linear error problem: find z h ∈ W h such that
for all w h ∈ W h [7] .
Numerical example
Consider an anisotropic variational problem defined by the non-quadratic functional
with Ω = (0, 1) × (0, 1) and the boundary condition
This example is discussed in [25, 26] and is originally taken from [10] ; the analytical solution is not available, but a computed solution in Fig. 4 shows that the mesh adaptation challenge for this example is the resolution of the sharp boundary layers near x = 0 and x = 1. Adaptive meshes obtained by means of Hessian recovery 1 and HBEE are given in Fig. 5 . The both methods have correct mesh concentration and provide good alignment with the boundary layers. Anisotropic meshes are comparable, although mesh elements near the boundary layer in the HBEE-based adaptive mesh have a larger aspect ratio 2 than elements of the mesh obtained by means of the Hessian recovery. This could be due to the smoothing nature of the Hessian recovery: usually, it operates on a larger patch, thus introducing an additional smoothing effect, which affects the grading of the elements' size and orientation. The global hierarchical basis error estimator does not have this handicap and, in this example, the mesh obtained by means of HBEE has a better refinement in the orthogonal direction along the steep boundary layers. 1 Quadratic least squares fitting Hessian recovery [34] , which seems to be the most robust and reliable Hessian recovery method [29, 32] . 2 In this paper, aspect ratio is defined as the longest edge divided by the shortest altitude. An equilateral triangle has an aspect ratio of 2/ √ 3 ≈ 1.15.
Anisotropic diffusion and the DMP
Anisotropic diffusion problems arise in various areas of science and engineering, for example image processing, plasma physics, or petroleum engineering. Standard numerical methods can produce spurious oscillations when they are used to solve these problems. A common approach to avoid this difficulty is to design a proper numerical scheme or a mesh so that the numerical solution satisfies the discrete counterpart (DMP) of the maximum principle satisfied by the continuous solution. A well known condition for the DMP satisfaction by the linear finite element solution of isotropic diffusion problems is the non-obtuse angle condition that requires the dihedral angles of mesh elements to be non-obtuse [15] . In [30] , a generalization of the condition, the so-called anisotropic non-obtuse angle condition, was introduced for the finite element solution of heterogeneous anisotropic diffusion problems. The new condition is essentially the same as the existing one except that the dihedral angles are measured in a metric depending on the diffusion matrix of the underlying problem, i.e. the mesh is aligned with the major diffusion directions. Based on the new condition, a metric tensor for anisotropic mesh adaptation was developed, which combines the satisfaction of the DMP with mesh adaptivity: in two dimensions and for the error measured in the H 1 -semi-norm, it is given element-wise by
where
and α h is a regularization parameter to ensure that the metric tensor is strictly positive definite (see [24] for more details on the choice of α h ). The diffusion matrix D in (8) provides the correct mesh alignment and thus the satisfaction of the DMP whereas the Hessian of the exact solution in (9) provides adaptivity with the solution profile.
As noted in Sect. 2, if the finite element solution error can be bounded by the interpolation error of the hierarchical basis error estimator, the Hessian of the exact solution in (9) 
(10) With this choice, the mesh will still satisfy the DMP because the mesh is still aligned with the major diffusion directions, but this time the mesh density is determined by the a posteriori error estimate z h .
Numerical example
Consider the BVP discussed in [30] :
where Γ out and Γ in are the outer and inner boundaries of Ω, respectively (Fig. 6a) . The diffusion matrix is given by the inner boundary. The analytical solution is not available, but the numerical solution is provided in Fig. 6b . The goal is to produce a numerical solution which also satisfies DMP, i.e. stays between 0 and 2, and has a good adaptation.
To emphasize the compliance with the DMP, the metric tensors M DMP+H and M DMP+HB based on (9) and (10), respectively, are also compared to a uniform mesh and the anisotropic metric tensor M HB based solely on the HBEE (Sect. 3). Figures 7 and 8 show meshes and solution contours.
No overshoots in the finite element solutions are observed for all cases, but Fig. 7 shows that undershoots and unphysical minima occur in the solutions obtained with the uniform mesh (min u h ≈ −0.059) and M HB (min u h ≈ −0.0032). As expected, no undershoots can be observed for M DMP+H and M DMP+HB (Fig. 8) .
As for M DMP and M DMP+HB , the solution contours for both metric tensors are almost undistinguishable and, although not as smooth, still quite comparable to the one obtained with M HB (cf. Figs. 8 and 7b ), thus providing a good adaptation to the sharp solution jump near the interior boundary (cf. the somewhat smeared solution jump for the isotropic mesh in Fig.7a, right) . The mesh computed by means of HBEE is fully comparable with the mesh obtained using Hessian recovery. However, the maximum aspect ratio of the mesh obtained by means of the HBEE is, again, slightly larger.
Concluding remarks
Numerical results show that a global HBEE can be a successful alternative to Hessian recovery in mesh adaptation: the new method performs successfully and is quite comparable with the commonly used Hessian recovery method. A fast approximate solution is as fast as Hessian recovery and proved to be sufficient to provide enough directional information for the purpose of the mesh adaptation. Moreover, as already observed in [24] , it could be of advantage for problems with discontinuities, because Hessian recovery could result in unnecessarily high mesh density for such problems. The global HBEE seems to be less affected by this issue and, depending on the underlying problem, can provide a more appropriate mesh adaptation. Also, Hessian recovery can also cause a light mesh smoothing: meshes obtained by means of Hessian recovery-based method in Sect. 4 have a smaller maximum aspect ratio than meshes obtained with HBEE and therefore seem to be slightly worse in terms of adaptation with the steep boundary layers. For the corner singularity problem, the discussed mesh adaptation method proved to be able to capture the required information and to provide the optimal mesh grading without any a priori information on the solution.
One of the key components of the method is the reliability of the error estimator on anisotropic meshes: error estimation with hierarchical bases is usually based on the saturation assumption, which basically states that quadratic approximations provide finer information on the solution than linear ones. Existing results on its validity require bounds on the elements' aspect ratio [19] . It is still unclear if similar results can be achieved for general adaptive meshes, but numerical results suggest that aspect ratio bounds are not necessary if the mesh is properly aligned. Moreover, it seems that good mesh adaptation does not require an accurate Hessian recovery or an accurate error estimator, but rather some additional information of global nature, although it is still unclear which information exactly is necessary. This question is definitely of interest for future investigations.
