Given a set P of points in the first quadrant, a Rectilinear Steiner Arborescence (RSA) is a directed tree rooted at the origin, containing all points in P, and composed solely of horizontal and vertical edges oriented from left to right, or from bottom to top. The complexity of finding an RSA with the minimum total edge length for general planar point sets has been a major open problem, and has important applications in VLSI. In this paper, we prove the problem is strongly NP-complete. The proof also shows the Euclidean version of the Steiner Arborescence problem is NP-hard.
Introduction
Let P = {pl,P2,... ,PN} be a set of points in the first quadrant of E 2, where Pi = (xi,yi), x{ > 0, yi > 0, and Pl = (0, 0) is the origin. An edge is a horizontal or vertical line segment connecting two endpoints in the plane. A rectilinear tree is a connected acyclic collection of edges, which intersect only at the endpoints. A Rectilinear Steiner Tree for P is a rectilinear tree such that each point Pi E P is an endpoint of an edge in the tree. A Rectilinear Steiner Arborescence (RSA) for P is a rectilinear Steiner tree for P with the property that for each Pi E P, the length of the unique path in the tree from the origin to Pi equals xi +yi. A Rectilinear Steiner Minimum Arborescence (RSMA) for P is an RSA for P that has the shortest possible total edge length.
Note that the difference between the RSA and the Rectilinear Spanning Tree is that an RSA is permitted to have three line segments meeting at an endpoint that does not belong to P. Such points are called the Steiner points. The difference between the RSA and the usual notion of Rectilinear Steiner Tree is that an RSA is also a shortest distance tree, with respect to the origin. Figure 1 shows a Steiner arborescence, a Steiner tree and a spanning tree.
The Rectilinear Steiner Arborescence problem was first studied by Nastansky, Selkow and Stewart [12] lation, which has exponential time complexity. In 1979 Laderia de Matos [10] proposed an exponential time dynamic programming algorithm. In 1985, Trubin [15] claimed the RSA problem can be solved in polynomial time. In 1992, Rao, Sadayappan, Hwang and Shor [13] showed Trubin's algorithm is incorrect. The complexity of the problem remains open till now. They also presented an approximation algorithm that produces an RSA of length at most twice the length of the RSMA [13] .
Because an RSMA is a shortest distance tree of minimum total length, it has important applications in VLSI routing. Cong, Leung and Zhou [3] showed the RSMA may significantly outperform the traditional Steiner tree for delay optimization. Many researchers proposed efficient heuristics and exponential time exact algorithms for the RSA problem, see for example [1, 2] . However, it is still a major open problem in VLSI whether the RSA problem can be solved in polynomial time.
For completeness, previous results on the complexity of rectilinear trees are listed in Table 1 . More information can be found in the book by Hwang, Richards and Winter [9] . Spanning I O(nlogn) [14] O(nlogn) [8] 2 NP-Completeness 2.1 Overall Strategy We assume the readers are familiar with the general concept of NP-completeness [6] . The decision version of the Rectilinear Steiner Arborescence (RSA) problem is as follows:
Instance:
A set of points P = {Pl,P2,...,PN} in the first quadrant of E 2, and a positive integer K.
Question:
Is there an RSA of total edge length K or less?
The proof is a reduction from planar 3SAT, which was proven to be strongly NP-complete by Lichtenstein [11] :
A set of variables V = {Vl,V2,...,vn} and a set of clauses C = {Cl,C2,...,cm}. F~rthermore, the bipartite graph G = (V 0 C, E) is planar, where E = {(vi, cj) I v~ ~ cj or ~7 e cj}.
Question: Is there an assignment for the variables so that all clauses are satisfied?
For examplel Figure 2 is the graph of a planar 3SAT instance cl = (Vl V v2 V ~-~) and c2 = (~ V ~-~). We will use this example throughout the paper. We will use the component design technique to show the RSA problem is NP-complete. For a given planar 3SAT instance, we first convert its planar graph G to a degree-3 planar graph H. We then embed H in a grid and let the embedded graph be R. Finally we replace each vertex of R by a tile. We will use basic tiles to represent variables, NOT tiles to complement variables, OR tiles to compute the OR of two variables, and clause tiles to check if the clauses are true. The length of the RSMA for the set of points so constrqcted will tell us whether the planar 3SAT has a satisfying solution.
Embedding
We first convert the planar graph G for the given planar 3SAT instance to a maximum degree 3 planar graph H. For each variable vi in G,
H has a path of d(vi) variable vertices, where d(vi) is the degree of vi in G. In other words, H has vertices
, ~(v~)-I a(v~), u~,..., ui d(v'), and edges (u~, u2),..., ~u i , u, ). For each clause cj in the 3SAT instance, consider the following cases.
1) Assume cj = (vi V ~-). Let cj be the r-th clause (in increasing subscript order) that contains vi or v-7, and the s-th clause (in increasing subscript order) that contains v~ or 0¥. Then H will have a clause vertex cj and edges (u~,cj) and (u~,cj) .
2) Assume cj = (vi V ~¥ V 97). Again let cj be the r-th, s-th and t-th clause that contains vi or v-7, Vk or v--~, and vt or 97 respectively. Then H will have an OR vertex c~, a clause vertex cj, and edges (u r, c~), (u~, c~.), (c~., cj) and (u~, cj).
3) If a variable vi appears in a clause cj not in the right form (original or negated), then we insert a NOT vertex wij between the variable vertex and the clause. Now H is a planar graph with maximum degree 3. It is well known that any planar graph G = (V, E) of maximum degree 3 has a planar embedding on a rectilinear grid of area O(IVI 2) [16] . Therefore, graph H can be embedded in a rectilinear area of O((n + m)2), where n and m are the number of variables and clauses. We further require the following. 1) In the grid embedding, vertices share an edge if and only if they are distance 1 apart. 2) Each OR vertex c~. occupies two horizontally adjacent vertices in the grid embedding, and the edge from vi enters from the left, the edge from vk enters from below, and the edge leading to cj exits to the right. 3) For each clause vertex ci, the edge from vi or c~ enters from the left, and the edge from Vk enters from below. These requirements can be satisfied by locally re-arranging the grid embedding, increasing the size of the grid by a constant factor, and adding additional vertices and edges. Figure 4 shows the grid embedding _R. There are two auxiliary vertices tl and t2 introduced in order to meet the above requirements. 
Component Design
The most important building block of our components is the quadruped in Figure  5 . A quadruped is a set of 4 white points qt,...,q4, and 4 black points bt,..., b4. The distance between the points are given in Figure 5 , where a, fl, 51,52 > 0. In addition, fl + 51 > a, which implies the Y-coordinate of q3 is less than the Y-coordinate of q4, and (2.1) a > 51 + 52, which implies the.rectilinear distance between q2 and q4 is fl -52 + a -51 > ft. The black points bl,..., b4 may be in P, may be Steiner points, or may not even exist. However, either bt and b3 must exist, or b2 "and ba must exist. Furthermore, there is no other point on or inside of the region enclosed by the solid, dashed, and dotted lines.
bl . For a set of points Q that contains white points and black point, define the minimum connection of Q to be a set of RSAs that connect all white points in Q, the root of each RSA is a black point in Q, and the sum of edge length of all RSAs is minimum. Proof. To connect q4, we need a path of length at least a. To connect ql, we also need a path of length at least a, even with the help of the path for qa-Similarly, to connect q3, we need a path of length at least fl, even with the help of the path for qt-Finally, note that the rectilinear distance from q2 to q4 is greater than according to (2.1). Therefore, even if q2 uses part of the paths for ql and q3, we still need length at least fl to connect q2. Hence, the lower bound 2(a +/3).
On the other hand, to connect ql,..-, q4 with the minimum edge length 2(a +/3), each point must use a path that equals the lower bound• Starting with q2, we can use either the horizontal edge or the vertical edge, both of length/3. If we use the vertical edge, then we must connect q3 with the horizontal edge, and qa with the vertical edge, and qt with the horizontal edge. This gives a total length 2(c~ + fl) shown as the solid edges. If we use the horizontal edge for q2, we will end up with the dashed edges, also length 2(a +/3).
We are now ready to define our tiles. Proof. Since the basic tile consists of overlapping quadrupeds, from Lemma 2.1, the choice for one quadruped will force the choice for the rest of the quadrupeds, in any minimum connection.
Define the parity 7r of a minimum connection of a basic tile to be 1 if the rightmost white point is connected by a horizontal edge, and 0 otherwise. In Figure 6 , since the rightmost white point q is connected by a solid horizontal edge, the connection that uses all solid edges has parity 1. Figure 7 shows how to place horizontally adjacent basic tiles by deleting bl and b2 in the right tile. To place vertically adjacent basic tiles, we delete b3 and b4 in the top tile.
LEMMA 2.3. Consider two horizontally or vertically adjacent basic tiles. The minimum connection for both tiles must have the same parity.
Proof. See Figure 7 . The vertical case is symmetric with respect to line y = x.
A horizontal NOT tile is shown in Figure 8 . A vertical NOT tile is symmetric and can be obtained by reflecting a horizontal NOT tile with respect to line y --x. The parity of a minimum connection of a horizontal (vertical, respectively) NOT tile is 1 if the rightmost white point is connected by a horizontal (vertical, respectively) edge, and 0 otherwise. For example, the solid edges in Figure 7 form a minimum connection of parity 0. Proof. By observation, see Figure 9 . It is easy to check the interfaces between the basic tiles and the NOT tile satisfy the requirements of the quadruped.
LEMMA 2.4. Consider the minimum connections of a horizontal (vertical, respectively) NOT tile and an adjacent basic tile. If the basic tile is on the left of (below, respectively) the NOT tile, then the two connections
A clause tile is shown in Figure 10 . except q2 and q3 can be connected with total edge length 4(~ = 80. If either ql or q4 is connected by a solid edge, then q2 and q3 can be connected with edge length 24 + 4 = 28, for a total of 108. Otherwise, q2 and q3 must be connected with edge length 25 = 40, for a total of 120. In order for ql to be connected by a solid edge, the parity of the connection of the tile on the left must be 1. In order for q2 to be connected by a solid edge, the parity of the connection of the tile below must be 0.
An OR tile is shown in Figure 11 . The height is 96 and the width is 192, twice the width of the other tiles. There are two parts in the OR tile: The left part acts like a clause tile, and the right part adjusts the total width to 192. The parity of a minimum connection of a OR tile is 1 if the rightmost white point is connected by a horizontal edge, and 0 otherwise.
Note that an OR tile can always have a minimum connection of parity 0. In Figure 11 , regardless the parity of the tiles on the left and below, all white points starting with ql and q2 and on the right can be connected by dashed edges. However, since the right side of an OR tile will always be a clause tile, we want to know when the OR tile use the connection of parity 0. Proof. Similar to the proof for the clause tile. In order for the OR tile to have parity 1, ql and q2 must be connected by the solid edges, which requires the tile on the left to have parity 1, or the tile below to have parity 0.
Main Theorem
We construct an RSA instance from the 3SAT instance, by replacing each grid point in R with a tile. Each variable vertex and auxiliary vertex is replaced by a basic tile, each NOT vertex is replaced by a NOT tile, each pair of OR vertices are replaced by an OR tile, and each clause vertex is replaced by a clause tile. Figure 12 shows the RSA instance from Figure 4 . It also illustrates how to connect the black points by trails of additional black points, placed very close to each other. This way, all black points will be connected with a fixed edge length independent of the Proof. The problem is in NP following a similar argument of Hanan [7, 13] . For the transformed RSA instance, let L be the sum of minimum edge lengths for connecting the black points, and for the minimum connection of each basic tile, OR tile, and NOT tile. Then we claim the set of points has an RSA of length L + 108m if and only if the planar 3SAT instance has a satisfying assignment, where m is the number of clauses.
If the 3SAT is satisfiable, then for each variable v~ we make the minimum connection for all basic tiles corresponding to vi to have parity 1 if vi = 1, or parity 0 if vi = 0. From Lemma 2.3 and 2.4, the connection will force the parity of minimum connection for all basic tiles and NOT tiles. Since all clauses are satisfied, from Lemmas 2.5 and 2.6, we can use the correct minimum connection for each OR tile and clause tile. Since every clause tile has edge length 108, we will have an RSA of total edge length L + 108m.
On the other hand, assume there is an RSA of total edge length L + 108m. From Lemmas 2.2, 2.3, 2.4, and 2.5, each tile must use either the dashed edges or the solid edges, the parities of adjacent tiles must match, and all clause tiles must have length 108. From Lemma 2.6, at least one variable in each clause is true. Therefore the RSA corresponds to a true assignment.
The RSA problem is strongly NP-complete because the planar 3SAT problem is strongly NP-complete, and the weights used in our construction are of polynomial size.
Euclidean Steiner Arborescence
The Euclidean Steiner Arborescence (ESA) problem can be described as follows: Suppose spring water is discovered on the top of a mountain. How to build a canal system of minimum total length to distribute the water to a set of given sites on the mountain by gravity?
Formally, let P = {Pl, P2, • • •, PN } be a set of points in the first quadrant. The distance is measured in the L2 metric. A directed edge pq is a line segment such that xp <_ xq and yp ~ yq. The Euclidean Steiner Minimum Arborescence (ESMA) of P is a shortest directed tree rooted at the origin, containing all points in P, and composed solely of edges directed away from the origin.
The Euclidean Steiner Tree problem was shown to be NP-hard by Garey, Graham and Johnson [4] , but we are not aware of any previous work on the Euclidean Steiner Arborescence. Our NP-completeness proof for the RSA problem also implies the ESA problem is NPhard. Consider the quadruped in Figure 5 . Replace condition (2.1) by 
