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Abstract
In convex analysis when studying function spaces of continuous affine functions, notions of
a geometrical character like faces, split and parallel faces, exposed or Archimedean faces were
investigated in detail by many authors. In this paper we transfer these notions to a more general
setting of Choquet theory of abstract function spaces. We prefer a direct functional analytic approach
to the treatment of problems instead of using a transfer of a function space to its state space. Methods
invoked are based mainly on a measure theory and basic tools of functional analysis and are different
from ones using a geometric visualization.
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Résumé
Dans l’analyse convexe, plusieurs auteurs ont étudié les espaces des fonctions affines continues
et ont traité en détail des notions de caractère géometrique comme par exemple les faces, faces
décomposables, archimédienne ou bien exposés. Dans cet article nous cherchons à analyser ces
notions dans le cadre de la théorie plus générale de Choquet des espaces abstraits des fonctions en
préférant les méthodes directes de l’analyse fonctionnelle au lieu d’une transposition de l’espace des
fonctions dans l’espace de l’état. Les méthodes utilisées reposent surtout sur la théorie des mesures
et de l’analyse fonctionnelle et diffèrent de celles qui utilisent l’approche géometrique.
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In classical potential theory of harmonic functions the following assertion, which is
nowadays known as the Keldysh lemma, reads as follows: Given a regular point z of an
open bounded subset U of Rm, there is a continuous function h on the closure U of U
which is harmonic on U such that
h(z)= 0 and h > 0 on U \ {z}.
In other words, at any regular point there is a good-class exposed function. The original
construction of M.V. Keldysh is rather complicated. Using Choquet’s theory we can give a
simple reasoning of Keldysh lemma (cf. [21]): Let us denote by H(U) the function space
of all continuous functions on U which are harmonic on U . It is known (see, for example,
[18] and references therein) that the function space H(U) is simplicial and that the set of all
regular points of U coincides with the Choquet boundary of H(U). In these circumstances,
any point of the Choquet boundary is exposed.
In this paper we characterize all exposed subsets of U , i.e., those sets F ⊂ U for which
there is a function h ∈H(U) such that
h= 0 on F and h > 0 on U \ F.
Much more is known in the case of another function space Ac(X). This one consists of
all continuous affine functions on a compact convex subset X of a locally convex space.
Our aim is to transfer notions of a geometrical character which are closely related to Ac(X)
like faces, parallel and split faces, or Archimedean faces to a more general setting of
function spaces.
In this paper we prefer a direct approach to the investigation of problems instead of use
a transfer of notions from the theory of function spaces to their state spaces.
1.1. Preliminaries
Before proceeding, some notational conventions will be established.
LetK be a compact set and C(K) the space of all real-valued continuous functions on K
equipped with the sup-norm. We will identify the dual of C(K) with the spaceM(K) of all
Radon measures on K . Let M+(K) denote the set of all positive Radon measures on K ,
and M1(K) the set of all probability measures ofM+(K). ThenM1(K) is a convex and
w∗-compact subset of M(K).
We denote by εx the Dirac measure at x ∈ K . Let K and L be compact spaces and
φ :K→ L be a continuous map. If µ ∈M(K) is a Radon measure, then the set function
φµ :B 
→µ(φ−1(B)), B Borel subset of L,
is a Radon measure on L (supported by φ(K)) and∫
L
g d(φµ)=
∫
K
g ◦ φ dµ
for any bounded Borel function g on L.
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H⊥ := {µ ∈M(K): µ(f )= 0 for any f ∈H},
while H+ denotes the set of all positive functions of H (we use positive for  0).
Given a µ-integrable function f on K , we simply write µ(f ) instead of
∫
K
f dµ. If g is
a real function, then g+ denotes the function max(g,0). Lower semicontinuous functions
are assumed to be lower finite, and upper semicontinuous ones to be upper finite.
We denote by χA the characteristic function of a set A.
All topological spaces will be considered as Hausdorff.
2. Function spaces, examples
2.1. Basic concepts
Let H be a function space on a compact space K . By this we mean a (not necessarily
closed) linear subspace of C(K) containing the constant functions and separating the points
of K .
In what follows, H will be a function space on a compact space K.
LetMx(H) be the set of allH-representing measures for x ∈K , i.e.,
Mx(H) :=
{
µ ∈M1(K): f (x)=
∫
K
f dµ for any f ∈H
}
.
The set
ChHK :=
{
x ∈K: Mx(H)= {εx}
}
is called the Choquet boundary of H. Note that the Choquet boundary is always a
nonempty set (cf. [1, Corollary I.5.4]).
Examples 2.1. In the sequel we consider the following main examples of function spaces.
(a) In the “convex case”, the function spaceH is the linear space Ac(X) of all continuous
affine functions on a compact convex subset X of a locally convex space. By Bauer’s
characterization of extreme points (cf. [20] or [22]), the Choquet boundary of Ac(X)
equals the set of all extreme points of X and is denoted by extX.
The barycenter of a probability measure µ on X is a unique point xµ ∈X for which
f (xµ)=
∫
X
f dµ for any f ∈Ac(X),
i.e., xµ is a barycenter of µ if and only if µ is an Ac(X)-representing measure for xµ.
(b) In the “harmonic case”, U is a bounded open subset of the Euclidean space Rm and the
corresponding function space H is H(U), i.e., the family of all continuous functions
on U which are harmonic on U . In the harmonic case, the Choquet boundary of H(U)
coincides with the set ∂regU of all regular points of U .
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as a simple example of a function space.
(d) Let K be a compact space and T a Markov operator on C(X), i.e., T is a positive
continuous operator on C(X), ‖T ‖ = 1= T (1). Then the set
HT :=
{
f ∈ C(X): Tf = f }
of all fixed points of T forms a function space provided it separates the points of K
(cf. [4]).
We define the space A(H) of all H-affine functions as the family of all bounded Borel
functions f ’s on K satisfying the following barycentric formula:
f (x)=
∫
K
f dµ for each x ∈K and µ ∈Mx(H).
Further, let Ac(H) be the family of all continuousH-affine functions on K .
An upper bounded Borel function f is called H-convex if f (x) µ(f ) for any x ∈K
and µ ∈Mx(H). Let Kc(H) denote the family of all continuous H-convex functions
on K . Furthermore, let Kusc(H) and Klsc(H), respectively, denote the set of all upper
semicontinuous and lower semicontinuousH-convex functions on K , respectively. Notice
that the space Kc(H)−Kc(H) is uniformly dense in C(K).
Finally, let Sc(H) := −Kc(H) be the set of all continuousH-concave functions on K .
The convex coneKc(H) determines a partial ordering≺H (called the Choquet ordering)
on the spaceM+(K) of all positive Radon measures on K:
µ≺H ν if µ(f ) ν(f ) for each f ∈Kc(H).
Where no confusion can result, we will write simply ≺ in the place of ≺H.
Further, given µ,ν ∈M+(K), we denote µ∼ ν if µ(h)= ν(h) for each h ∈H, i.e., if
µ− ν ∈H⊥.
For a measure µ ∈M+(K) and a real upper bounded function f on K denote
Qµ(f ) := inf
{
µ(h): h ∈H, h f }.
Of course, µ(f )Qµ(f ), and Qµ(f )=Qν(f ) whenever µ∼ ν.
If x ∈ K and ν ∈M1(K), then εx ∼ ν if and only if ν ∈Mx(H). Therefore, from
εx ∼ ν it follows εx ≺ ν by the definition of ≺ and Kc(H).
For a special case, when µ= εx is the Dirac measure at x ∈K , we specify
f ∗(x) := inf{h(x): h ∈H, h f } and f∗(x) :=−(−f )∗(x).
Remarks 2.2. (a) It can be easily verified that, for an upper bounded function f on K , the
upper envelope f ∗ is an upper semicontinuous H-concave function. Moreover, µ(f ∗) 
Qν(f ) for any couple µ,ν ∈M+(K), µ∼ ν.
(b) Notice that for an upper bounded function f ,
f ∗(x)= inf{h(x): h ∈H, h > f }.
Indeed, given h ∈H, h f , then h+ ε ∈H and h+ ε > f for any ε > 0.
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bounded function f on a compact convex set X is Ac(X)-convex if and only if f is convex
(see [1, Proposition I.1.2]).
In what follows, we collect results needed in our exposition.
Proposition 2.3. Let µ ∈M+(K) and let f be an upper semicontinuous function on K .
Then
Qµ(f )= sup
{
ν(f ): ν ∈M+(K), ν ∼ µ}
and the supremum is attained.
In particular, given an upper semicontinuous function f on K and x ∈ K , there is a
Radon measure ν ∈Mx(H) such that f ∗(x)= ν(f ).
Proof. We merely outline main ideas of the proof and invite the reader to fill in the details
(cf. [9, Lemma 1.3]).
If ν ∈M+(K), ν ∼ µ, and h ∈H, h f , then
ν(f ) ν(h)= µ(h),
and hence ν(f )Qµ(f ).
Assume first that f ∈ C(K). An appeal to the Hahn–Banach theorem with the sublinear
functional Qµ and to the Riesz representation theorem yields the existence of a Radon
measure ν ∈M+(K) such that
ν(f )=Qµ(f ) and ν(g)Qµ(g)
for any g ∈ C(K). Let h ∈H. Since
ν(h)Qµ(h)= µ(h)
and
ν(−h)Qµ(−h)= µ(−h),
we have ν(h)= µ(h). We see that ν ∼ µ and ν(f )=Qµ(f ).
Let now f be an upper semicontinuous function on K . For any g ∈ C(K) there is a
Radon measure νg ∈M+(K) such that νg ∼ µ and
νg(g)=Qµ(g).
Given ϕ ∈ C(K), ϕ  f , the set
F(ϕ) := {νg: f  g  ϕ}w∗ ⊂ {ν ∈M+(K): ν ∼ µ}
is nonempty and w∗-compact. The family {F(ϕ): ϕ ∈ C(K), ϕ  f } is lower directed.
Hence there is
µ0 ∈
⋂{
F(ϕ): ϕ ∈ C(K), ϕ  f }⊂ {ν ∈M+(K): ν ∼ µ}.
It remains to show that µ0(f )Qµ(f ). We have
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{
µ0(ϕ): ϕ ∈ C(K), ϕ  f
}
 inf
ϕ∈C(K): ϕf
{
inf
g∈C(K): fgϕ
νg(ϕ)
}
 inf
ϕ∈C(K): ϕf
{
inf
g∈C(K): fgϕ
νg(g)
}
 inf
ϕ∈C(K): ϕf
{
inf
g∈C(K): fgϕ
Qµ(g)
}
Qµ(f ).
Finally, given x ∈K , apply the just proved assertion for µ= εx . ✷
Corollary 2.4. Let f be a bounded function on K . Then
f ∗(x)= inf{h(x): h ∈Ac(H), h f on K}
for any x ∈K .
Proof. Given x ∈ K and h ∈ Ac(H), h  f , by Proposition 2.3 there is a measure
ν ∈Mx(H) such that h∗(x)= ν(h). Then
h(x) = ν(h)= h∗(x) f ∗(x)= inf{h(x): h ∈H, h f }
 inf
{
h(x): h ∈Ac(H), h f }.
Taking the infimum over all h in Ac(H), h f , finishes the reasoning. ✷
The following proposition is due to D.A. Edwards [14].
Proposition 2.5. Let f be an upper semicontinuousH-convex function on K . If
S := {g ∈Kc(H): g > f on K},
then S is a decreasing filtering family and f = infS.
If f is a lower semicontinuousH-convex function on K and
K := {g ∈Kc(H): g < f on K},
then K is an increasing filtering family and f = sup K.
Theorem 2.6 (Levi). Let T be a lower directed family of continuous functions on a compact
space K . If µ ∈M+(K), then
µ
(
inf{g: g ∈ T })= inf{µ(g): g ∈ T }.
Proof. See [15], Theorem 9.11. ✷
Lemma 2.7. If µ,ν ∈M1(K), µ≺ ν and f ∈Kusc(H)∪Klsc(H), then µ(f ) ν(f ).
Proof. If f ∈Kusc(H), then according to Proposition 2.5,
f = inf{g: g ∈Kc(H), g > f }
and the set on the right-hand side is lower directed. Now it suffices to use Levi’s
Theorem 2.6.
Similarly, we can use again Proposition 2.5 and Levi’s theorem in the case when
f ∈Klsc(H). ✷
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Maximal elements of M+(K) with respect to the Choquet ordering are called
H-maximal measures, or simply maximal measures. A famous theorem says that for
any Radon measure µ ∈M+(K) there exists a maximal measure ν ∈M+(K) such
that µ ≺ ν (cf. [1, Lemma I.4.7]). Maximal measures are supported by ChHK (cf. [1,
Proposition I.4.6]).
The following proposition due to G. Mokobodzki for the convex case (cf. [1,
Proposition I.5.9]) continues to hold also in the theory of function spaces and characterizes
maximal measures.
Theorem 2.8 (Mokobodzki’s maximality test). Let µ be a positive Radon measure on K .
Then µ is maximal if and only if µ(k)= µ(k∗) for any k ∈Kc(H), and this is the case if
and only if µ(f )= µ(f ∗) for any f ∈ C(K).
Corollary 2.9. Letµ be a maximal measure onK and f an upper semicontinuous function.
Then µ(f )= µ(f ∗).
Proof. Given ε > 0, there is g ∈ C(K), g  f , such that
µ(f )+ ε µ(g)= µ(g∗) µ(f ∗) µ(f ).
As ε > 0 is arbitrary, we have µ(f )= µ(f ∗), as needed. ✷
Proposition 2.10. Let µ ∈M1(K) an let f ∈ Kusc(H) be an upper semicontinuous
H-convex function on K . Then there is a maximal measure ν ∈M1(K) such that
ν ∼ µ and ν(f )=Qµ(f ).
Proof. According to Proposition 2.3, there is µ0 ∈M1(K) such that µ0 ∼ µ and µ0(f )=
Qµ(f ). Let ν ∈M1(K) be a maximal measure, µ0 ≺ ν. Then ν ∼ µ0, and hence ν ∼ µ
and
Qµ(f )= µ0(f ) ν(f )
(cf. Lemma 2.7). Since ν(f )  Qµ(f ) by the definition of Qµ(f ), the proof is
complete. ✷
Corollary 2.11. Let x ∈ K and let f ∈ Kusc(H). Then there is a maximal measure
ν ∈M1(K) such that
εx ≺ ν and ν(f )= f ∗(x).
Proof. Find ν as in the preceding Proposition 2.10 for µ= εx . Since ν ∼ εx , we have in
fact εx ≺ ν. ✷
Remark 2.12. In general, it is not true that given f ∈Kc(H) and µ ∈M1(K), there would
exist a maximal measure ν ∈M1(K) so that µ≺ ν and ν(f )=Qµ(f ).
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[0,1]. Let a, b be affine functions on K such that
a
(
(1,0)
)= b((0,1))= 1 and a = b = 0 on (0,0)∪ (1,1).
If
f :=max(a, b), µ := 1
2
(ε(0,0)+ ε(1,1)) and x =
(
1
2
,
1
2
)
,
then f is a continuous convex function on K , µ is a maximal measure and
Qµ(f )=Qεx (f )= f ∗(x)= 1 = 0= µ(f ).
2.3. Boundary measures
Let X be a compact convex set. A measure µ ∈M(X) is said to be a boundary measure
if the total variation |µ| is a maximal measure in Choquet’s ordering of positive measures.
Any boundary measure is supported by extX. In a metrizable case, a measure µ ∈M(X)
is a boundary measure if and only if |µ|(X \ extX)= 0. Denote byM(extX) the set of all
boundary measures on X.
Now, for a general function space H on K , the set of all boundary measures is defined
as
M(ChHK) :=
{
µ ∈M(K): |µ| is maximal}.
If µ+ and µ− denotes the positive and negative variation of a measure µ ∈M(K),
respectively, then µ is boundary if and only if µ+ and µ− are maximal. This is a simple
consequence of Mokobodzki’s maximality test 2.8. Likewise, µ− ν is boundary whenever
µ and ν are maximal.
ByM1(ChHK) we denote the set of all probability boundary measures on K .
Lemma 2.13. Let L ∈ H∗ be a nonzero functional on H. Then there exists a boundary
measure µ so that ‖µ‖ = ‖L‖ and µ(h)= L(h) for any h ∈H.
Proof. Let ν ∈M(K) be a measure corresponding to a Hahn–Banach extension of L to
C(K), ‖ν‖ = ‖L‖ = 0. If ν = ν+ − ν− is the Jordan decomposition of ν into its positive
and negative part, let µ1, µ2 be maximal measures such that ν+ ≺ µ1 and ν− ≺ µ2. If we
set µ := µ1 −µ2, then ν −µ ∈H⊥. If µ+, µ− is the decomposition of µ into the positive
and the negative part, we get
‖µ‖ = µ+(K)+µ−(K) µ1(K)+µ2(K)= ν+(K)+ ν−(K)= ‖ν‖.
On the other hand,
‖ν‖ = ‖L‖ = sup
h∈H, ‖h‖1
∣∣L(h)∣∣= sup
h∈H, ‖h‖1
∣∣ν(h)∣∣= sup
h∈H, ‖h‖1
∣∣µ(h)∣∣ ‖µ‖.
Hence ‖µ‖ = ‖ν‖. ✷
J. Lukeš et al. / Bull. Sci. math. 127 (2003) 397–437 4053. State space
Here we collect definitions and results concerning the state space of a function space
needed in the sequel. This notion represents a natural and efficient link between theory of
function spaces and convex analysis. As a reference we can recommend [1,3,13,22].
LetH be a function space on a compact space K . The state space S(H) ofH is defined
as
S(H) := {ϕ ∈H∗: ϕ  0, ϕ(1)= 1}.
Clearly, S(H) is a convex w∗-compact subset of the dual space H∗.
It is well known thatH∗ can be identified with the quotient space(M(K),w∗)/H⊥
equipped with the quotient (locally convex) topology.
We denote by π the quotient mapping fromM(K) onto H∗. As a simple consequence
of the Hahn–Banach theorem we obtain that S(H)= π(M1(K)).
Let φ :K→ S(H) be the evaluation mapping defined as
φ(x)= sx, x ∈K,
where
sx(h)= h(x) for h ∈H.
Proposition 3.1. The evaluation mapping φ is a homeomorphism ofK onto φ(K). Further,
φ(x)= π(εx), S(H)= co(φ(K)) and φ(ChHK)= extS(H).
Proof. Proofs can be found, e.g., in [13, Vol. II, Section 29]. ✷
Let Φ :H→Ac(S(H)) be the mapping defined for h ∈H as
Φ(h)(s) := s(h), s ∈ S(H).
Then Φ is an isometric isomorphism of H onto a dense subspace of Ac(S(H)), and Φ
is onto if and only if the function space H is uniformly closed in C(K). In this case the
inverse mapping is realized by
Φ−1(F )= F ◦ φ, F ∈Ac(S(H)).
In the following proposition we list results on the state space needed throughout the
paper.
Proposition 3.2. Let H be a function space on a compact space K and S(H) its state
space. Then:
(a) sφµ = π(µ) for µ ∈M1(K). Conversely, if µ ∈Mφ(x)(Ac(S(H))) with sptµ ⊂
φ(K), then φ−1µ ∈Mx(H).
(b) π(M1(F ))= coφ(F) for any closed set F ⊂K ,
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F :=
{
f ◦ φ−1 on φ(K),
minf (K) otherwise.
Then F ∗(φ(x))= f ∗(x) for any x ∈K .
(d) Let F be a convex continuous function on S(H). Then F ∗(φ(x)) = (F ◦ φ)∗(x) for
any x ∈K .
(e) A measure Λ ∈M1(S(H)) is maximal with respect to ≺Ac(S(H)) if and only if Λ= φλ
for some λ ∈M1(K) maximal with respect to ≺H.
(f) A measure Λ ∈M(S(H)) is boundary if and only if Λ = φλ for some boundary
measure λ ∈M(K).
Proof. The first assertion (a) is a direct consequence of the definitions and the density of
Φ(H) in Ac(S(H)).
For the proof of (b), if s ∈ coφ(F) then there exists a measure µ ∈M1(φ(F )) which
represents s (see Proposition 1.2 in [22]). Due to the assertion (a),
π
(
φ−1µ
)= sφ(φ−1µ) = sµ = s,
and s ∈ π(M1(F )).
Conversely, let µ ∈M1(F ) be such that the state s = π(µ) does not lie in coφ(F).
Then we may separate s and coφ(F) by a continuous affine function on S(H). Due to the
density of Φ(H) in Ac(S(H)) we may suppose that there exists a function h ∈H so that
s(h) > sup
t∈coφ(F )
t (h).
Then we obtain
µ(h)= s(h) > sup
t∈coφ(F )
t (h) sup
t∈φ(F )
t (h)= sup
x∈F
h(x) µ(h),
which is a contradiction. Hence π(M1(F ))= coφ(F).
To prove (c), let f ∈ C(K) and x ∈ K be given. According to Proposition 2.3, there
exists a measure ν representing the point φ(x) so that ν(F )= F ∗(φ(x)). If ν(φ(K)) < 1,
find a maximal measure λ with ν (S(H)\φ(K))≺ λ. Then
µ := ν φ(K) +λ
is a measure supported by φ(K) and sµ = φ(x). Moreover,
F ∗
(
φ(x)
) = ν φ(K) (F )+ ν (S(H)\φ(K)) (F )
 ν φ(K) (F )+ λ(F )= µ(F) F ∗
(
φ(x)
)
.
Then
F ∗(φ(x))= µ(F)= µ(f ◦ φ−1)= φ−1µ(f ) f ∗(x).
Conversely, find a measure µ ∈Mx(H) such that f ∗(x)= µ(f ). Then
f ∗(x)= µ(f )= µ(F ◦ φ)= φµ(F) F ∗(sφµ)= F ∗
(
φ(x)
)
,
finishing the proof of (c).
J. Lukeš et al. / Bull. Sci. math. 127 (2003) 397–437 407For the proof of (d), let F be a convex continuous function on S(H) and x ∈ K . By
Proposition 2.10, there is a maximal measure µ ∈Mφ(x)(Ac(S(H))) so that F ∗(φ(x))=
µ(F). Thus µ is supported by φ(K). Then
F ∗
(
φ(x)
)= µ(F)= φ−1µ(F ◦ φ) (F ◦ φ)∗(x).
On the other hand, find a measure µ ∈Mx(H) with (F ◦ φ)∗(x)= µ(F ◦ φ). Then
(F ◦ φ)∗(x)= µ(F ◦ φ)= φµ(F) F ∗(sφµ)= F ∗
(
φ(x)
)
.
In order to check the assertion (e), pick a ≺H-maximal measure µ in M1(K) and a
convex continuous function F on S(H). In view of (d),
φµ(F ∗)= µ(F ∗ ◦ φ)= µ((F ◦ φ)∗)= µ(F ◦ φ)= φµ(F)
and φµ is maximal according to Theorem 2.8.
Conversely, let µ be a ≺Ac(S(H))-maximal measure on S(H). Then µ is supported
by φ(K). For a function f ∈ C(K), we have by (c)
φ−1µ(f ∗)= µ(f ∗ ◦ φ−1)= µ((f ◦ φ−1)∗)= µ(f ◦ φ−1)= φ−1µ(f ),
which proves the maximality of φ−1µ. Since the last assertion (f) is a direct consequence
of (e), the proof is finished. ✷
Lemma 3.3. If f,−g are upper semicontinuous bounded functions on K with f < g, then
there exists h ∈H with f < h < g if and only if µ(f ) < ν(g) for any couple of measures
µ,ν ∈M1(K) with µ∼ ν.
Proof. The necessity of the condition is obvious. Concerning sufficiency, let f,−g be
upper semicontinuous functions on K fulfilling the assumption. Define functions F and G
on the state space S(H) as follows:
F :=
{
f ◦ φ−1 on φ(K),
minf (K) on S(H) \ φ(K) and G :=
{
g ◦ φ−1 on φ(K),
maxg(K) on S(H) \ φ(K).
Then F ∗ <G∗ on S(H). Indeed, let µ,ν ∈M1(S(H)) be such that
s := sµ = sν, µ(F )= F ∗(s) and ν(G)=G∗(s).
As in the proof of the assertion (c) in the previous Proposition 3.2, we may assume that
both µ and ν are supported by φ(K). Then φ−1µ ∼ φ−1ν and we get F ∗(s) < G∗(s)
thanks to the assumption.
An appeal to the Hahn–Banach separation theorem provides a function H ∈ Ac(S(H))
so that F ∗ <H <G∗. Since Φ(H) is dense in Ac(S(H)), we can find a function h ∈H
with F ∗ <Φ(h) <G∗. Clearly, f < h< g. This completes the proof. ✷
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4.1. Extremal sets
A subset Z of a compact convex set X is extremal if z1, z2 ∈ Z whenever z1, z2 ∈ X,
λ ∈ (0,1) and λz1 + (1− λ)z2 ∈ Z. A closed set Z is extremal if and only if given x ∈ Z
and µ ∈Mx(Ac(X)), then sptµ⊂Z.
Guided by this convex example, we consider its analogue in a more general setting of
function spaces.
4.2. Measure extremal andH-extremal sets
Let H be a function space on a compact K . We say that a Borel subset F of K is
measure extremal if, given x ∈ F and µ ∈Mx(H), then µ is supported by F .
A closed measure extremal sets will be called H-extremal. Some authors labelled
H-extremal sets as H-absorbent ones. Hence, a closed subset F of a compact space K
is H-extremal if and only if given x ∈ F and µ ∈Mx(H), then sptµ⊂ F .
Example 4.1. Any Borel subset of the Choquet boundary ChHK is measure extremal.
This follows from the fact thatMx(H)= {εx} for any x ∈ ChHK .
Lemma 4.2. A Borel setB ⊂K is measure extremal if and only if its characteristic function
χB is H-convex, and B is H-extremal if and only if χB is upper semicontinuous and
H-convex.
Moreover, if H is a measure extremal subset of the state space S(H), then F :=
φ−1(H ∩ φ(K)) is measure extremal in K , and F is H-extremal whenever H is a closed
extremal subset of S(H).
Proof. The former assertion follows immediately from the definitions.
If H is measure extremal and µ is a representing measure for x ∈ F , then φµ represents
φ(x) ∈H . Since H is measure extremal, φµ is supported by H . Therefore, µ is supported
by F . If, moreover,H is closed, thenH is measure extremal. Hence, F is measure extremal
and since F is closed, it is H-extremal. ✷
Examples 4.3. (a) If F is an H-extremal subset of K , then φ(F) need not be an extremal
subset of S(H). Consider the following example: Let λ1 and λ2 denote the restrictions of
the Lebesgue measure on [0,1] and [3,4], respectively. If
K := [0,1] ∪ {2} ∪ [3,4]
and
H :=
{
f ∈ C(K): f (2)= 1
2
(
λ1(f )+ λ2(f )
)}
,
then K is an H-extremal set. On the other hand, sj = π(λj ), j = 1,2, are elements
of S(H),
φ(2)= 1 (s1 + s2) ∈ φ(K),2
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(b) Example 6.3 illustrates the fact that there is an H-extremal set H in K such that
coφ(H) is not an extremal subset of S(H).
4.3. Complementary sets
Let F be a subset of a compact convex set X. The union of all faces ofX disjoint from F
is called the complementary set of F and is denoted by F ′. If F is a closed face of X, then
F = {x ∈X: χ∗F (x)= 1} and F ′ = {x ∈X: χ∗F (x)= 0}
(cf. [1, Proposition II.6.5]). Here, χ∗F is defined as (χF )∗.
In case of a function space H on K , we associate to each subset F of K its
complementary set F ′ by
F ′ := {x ∈K: χ∗F (x)= 0}.
Since χ∗F is an upper semicontinuous function, the complementary set F ′ is a Gδ-set.
Notice that{
x ∈K: χF (x)= χ∗F (x)
}⊂ F ∪F ′.
Lemma 4.4. Let F be a closed subset of K . Then any maximal measure on K is supported
by F ∪ F ′.
Proof. According to Corollary 2.9, µ(χF )= µ(χ∗F ). Since
K \ (F ∪F ′)⊂ {x ∈K: χF (x) < χ∗F (x)},
it follows that µ is supported by F ∪ F ′. ✷
Lemma 4.5. Let F ⊂K be anH-extremal set and µ a (positive) Radon measure supported
by F . If ν is a Radon measure, µ≺ ν, then ν is supported by F as well.
Proof. We may assume that µ is a probability measure on K . Since χF ∈ Kusc(H), an
appeal to Lemma 2.7 reveals that
1 ν(F )= ν(χF ) µ(χF )= 1.
Hence ν is supported by F . ✷
Lemma 4.6. Let F ⊂ K and let µ be a (positive) Radon measure supported by the
complementary set F ′. If ν is a Radon measure such that µ≺ ν, then ν is supported by F ′.
Proof. Since the function χ∗F is upper semicontinuous and H-concave, we have again by
Lemma 2.7
0 ν(χ∗F ) µ(χ∗F )= 0.
It follows that ν(χ∗F )= 0, which yields the conclusion that ν is supported by F ′. ✷
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5.1. Convex case
A Borel subset B of a compact convex set X is said to be measure convex if any measure
µ ∈M1(X) supported by B has its barycenter in B . Every measure convex Borel set is
convex, and a closed convex set is measure convex (cf. [1, p. 130]).
It should be noted that there are examples of Fσ or Gδ faces which fail to be measure
convex.
5.2. Measure convex andH-convex sets
We say that a Borel set B ⊂ K is measure convex if x ∈ B whenever x ∈ K and
µ ∈Mx(H) with µ(K \B)= 0.
A set C ⊂ K is said to be H-convex if it is closed and measure convex. Hence, C is
H-convex if and only if C is closed and x ∈ C whenever x ∈ K , µ ∈Mx(H) and
sptµ⊂ C.
5.3. H-convex hull
Let F be a subset of K . The H-convex hull of F is the set
coHF :=
⋂
{C: C ⊃ F,C isH-convex}.
Obviously, coH F is an H-convex set. Conversely, if F is an H-convex set, then
coH F = F .
Proposition 5.1. Let F be a subset of K . Then
coHF = {x ∈X: ∣∣h(x)∣∣ sup{∣∣h(t)∣∣: t ∈ F} for all h ∈H}
= {x ∈X: there is µ ∈Mx(H) such that sptµ⊂ F}.
Proof. Denote by
F˜ := {x ∈X: ∣∣h(x)∣∣ sup{∣∣h(t)∣∣: t ∈ F} for all h ∈H}
and
F̂ := {x ∈X: there is µ ∈Mx(H) such that sptµ⊂ F}.
The set F˜ is closed and contains F . Moreover, F˜ is H-convex. Indeed, given x ∈ K and
µ ∈Mx(H) such that sptµ⊂ F˜ , we have∣∣h(x)∣∣= ∣∣µ(h)∣∣= ∣∣∣∣
∫
F˜
h dµ
∣∣∣∣
∫
F˜
|h|dµ sup{∣∣h(t)∣∣: t ∈ F}
for every h ∈H. Hence x ∈ F˜ . It follows that coHF ⊂ F˜ .
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Tx :f 
→ hf (x) for f ∈H F ,
where hf is any extension of f to a function from H. The functional Tx is well defined,
because if h1 and h2 are functions from H such that h1 F= h2 F= f , then h1 − h2 = 0
on F . Since x ∈ F˜ , we get h1(x)= h2(x). Moreover, Tx is positive on H F and ‖Tx‖ =
Tx(1) = 1. Thanks to the Hahn–Banach theorem, there is a Radon measure µ ∈M1(K)
such that sptµ⊂ F and µ(f )= Tx(f ) for any f ∈H. Since µ(h)= Tx(h)= h(x) for any
h ∈H, we have µ ∈Mx(H), and therefore x ∈ F̂ . We have shown that F˜ ⊂ F̂ .
The next order of business is to show that F̂ ⊂ coH F . To this end, assume that C ⊃ F is
anH-convex set. Pick x ∈ F̂ . There exists a measureµ ∈Mx(H) such that sptµ⊂ F ⊂ C.
Hence from theH-convexity of C, it follows that x ∈C. We can conclude that F̂ ⊂ coH F .
Since a moment’s reflection shows that coH F = coH F , we get from foregoing
coHF ⊂ F˜ ⊂ F̂ ⊂ coH F = coH F,
which established the assertion and finishes the proof. ✷
Corollary 5.2. If F ⊂K , then χ∗F = χ∗coH F .
Proof. Obviously, χ∗F  χ∗coH F . If h ∈ H, h  χF , then h  χcoH F according to
Proposition 5.1. Hence, χ∗F  χ∗coH F . ✷
Corollary 5.3 (Krein–Milman type theorem). For any function space H on K , K =
coH(ChHK).
Proof. Given x ∈ K , let µx be a maximal measure in Mx(H). Since maximal measures
are supported by ChHK , x ∈ coH(ChHK) by Proposition 5.1. It is easy to check that
coH(ChHK)= coH(ChHK). ✷
Corollary 5.4 (Milman type theorem). Let F be a subset of K such that K = coH F . Then
ChHK ⊂ F .
Proof. Take x ∈ ChHK . Since x ∈ coH F by Proposition 5.1, there exists µ ∈Mx(H)
such that sptµ⊂ F . Since x ∈ ChHK , µ= εx , which implies that x ∈ F . ✷
Remarks 5.5. (a) Let F be a subset of a compact convex set X and H = Ac(X). Then
coH F is nothing else than the closed convex hull of F .
(b) It is not true that for a Borel set F ,
coHF = {x ∈K: there is µ ∈Mx(H) such that µ(K \ F)= 0}.
Consider the compact convex set X :=M1([0,1]) and F := {εx : x ∈ S} where S is a
countable dense subset of [0,1]. Then coF = X while for any measure Λ ∈M1(X)
representing the Lebesgue measure λ ∈X we have Λ(F)= 0.
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if and only if
F = φ−1(coφ(F)∩ φ(K)).
Proof. Let F be an H-convex set and let x be in K so that φ(x) ∈ coφ(F). According
to Proposition 3.2(b), there exists a measure µ ∈M1(φ(F )) representing the point φ(x).
Then φ−1µ ∈Mx(H) and sptµ⊂ F . Thus x ∈ coH F = F .
Conversely, let F = φ−1(coF ∩ φ(K)) and let µ be a measure representing a point
x ∈ K such that sptµ ∈ F . Then sptφµ ⊂ φ(F), and hence φ(x) ∈ coφ(F). Due to the
assumption, φ(x) ∈ φ(F). ✷
Proposition 5.7 (Hahn–Banach type theorem). If F is a subset of K and x /∈ coH F , then
there exists h ∈H with h(x) > maxh(F ).
Proof. This readily follows from Proposition 5.1. ✷
Proposition 5.8. If µ and ν are positive measures on K , µ≺ ν, then sptµ⊂ coH sptν.
Proof. Let µ ≺ ν and x ∈ sptµ \ coH spt ν. By Proposition 5.7, there exists a function
h ∈H such that h(x) > maxh(coH sptν). By adding a suitable constant, we may assume
that maxh(coH sptν)= 0. Then h+ is a continuousH-convex function and
µ(h+) > 0 ν(h+)
which contradicts the assumption µ≺ ν. ✷
Lemma 5.9. Let µ be a boundary measure and F a closed subset of K . Then |µ|(coH F \
F)= 0.
Proof. Let L be a compact subset of coH F \ F . Given ε > 0, there is a compact set
M ⊂K \ coH F such that
|µ|(M) > |µ|(K \ coH F )− ε.
Let g ∈ C(K) be such that 0 g  1 on K ,
g = 1 on L and g = 0 on F ∪M.
Then g∗ = 0 on coH F (see Proposition 5.1) and (obviously) on F ∪M . Since µ is a
boundary measure, using Corollary 2.9 we get
|µ|(L)  |µ|(g)=
∫
coH F
g∗ d|µ| +
∫
K\(M∪coH F)
g∗ d|µ| +
∫
M
g∗ d|µ|
 |µ|(K \ (M ∪ coH F ))< ε.
As ε > 0 is arbitrary, |µ|(L)= 0. Hence, |µ|(coH F \F)= 0 which finishes the proof. ✷
J. Lukeš et al. / Bull. Sci. math. 127 (2003) 397–437 4136. Choquet sets
6.1. Choquet sets
A Borel subset F of K is a Choquet set if F is measure extremal and measure
convex. Thus, closed Choquet sets are exactly sets which are simultaneously H-extremal
and H-convex. Hence, a closed set F is a Choquet set if and only if the following two
conditions are satisfied:
(a) given x ∈ F and µ ∈Mx(H), then sptµ⊂ F ,
(b) if x ∈K \F and µ ∈Mx(H), then sptµ is not contained in F .
Examples 6.1. (a) A one-point set {x} is a Choquet set if and only if x ∈ ChHK .
(b) Let H= C(K). Then any closed subset of K is a Choquet set.
(c) A characterization of Choquet sets in the “harmonic case” is given in Theorem 15.2.
Example 6.2 (Convex case). Let X be a compact convex subset of a locally convex space.
A closed set F ⊂X is a Choquet set if and only if F is a closed face of X. This assertion
follows by the fact that a closed set F in X is convex (extremal, respectively) if and only
if F is Ac(X)-convex (Ac(X)-extremal, respectively).
Example 6.3 (State space). Let H be a closed face of S(H). Then the set F := φ−1(H ∩
φ(K)) is a closed Choquet set. Indeed, F is H-convex due to Proposition 5.6 and
H-extremal by Lemma 4.2.
The converse implication is false in general. Let K := [0,1] ∪ [3,4]. Denote by λ1 and
λ2 the restrictions of the Lebesgue measure on [0,1] and [3,4], respectively. LetH be the
space of all continuous functions on K with λ1(f )= λ2(f ). Then F := [0,1] is a Choquet
set but the set H := coφ(F) is not Ac(S(H))-extremal in S(H). Indeed, a state s := π(λ1)
lies in H , the measure φλ2 represents s and φλ2(H)= 0.
7. H-stable sets
7.1. H-stable sets
According to [3], a closed subset E of K isH-stable if for each µ ∈M(E) there exists
a measure ν ∈M(E)∩M(ChHK) such that µ− ν ∈H⊥.
Example 7.1 (Convex case). Let F be a closed extremal subset of a compact convex set X.
Then F is Ac(X)-stable.
Proof. Let µ ∈M(F ). We may assume that µ is defined on all of X and supported by F .
If µ = µ+ − µ− is the Jordan decomposition of µ, both µ+ and µ− are supported also
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Since χF is an upper semicontinuous convex function, we get
µ+(X)= ν+(X) ν+(χF ) µ+(χF )= µ+(X).
Thus ν+ is supported by F . Similarly we obtain that ν− is supported by F . If we set
ν := ν+ − ν−, we have ν ∈M(F )∩M(extX) and µ− ν ∈H⊥, as required. ✷
Proposition 7.2. If E is anH-stable subset of K , then the set φ(E) is Ac(S(H))-stable in
the state space S(H).
Proof. Just notice that according to Proposition 3.2(f), Λ ∈M(φ(E)) ∩M(ext S(H)) if
and only if there exists λ ∈M(E)∩M(ChHK) so that Λ= φλ. ✷
Proposition 7.3. If F is an is an H-extremal set, then F is H-stable. In particular, any
closed subset of ChHK is H-stable.
Proof. If F is an H-extremal set, then we can follow word by word the proof of
Example 7.1 to verify that F is H-stable. Concerning the second assertion, notice that
any closed subset of the Choquet boundary is H-extremal by Example 4.1. ✷
Corollary 7.4. If F = φ−1(H ∩ φ(K)), where H is a closed face of S(H), then F is
H-stable.
Proof. By Lemma 4.2, φ−1(H ∩ φ(K)) is H-extremal, and we may apply the previous
Proposition 7.3. ✷
Proposition 7.5. If E is a closed subset of K , then E is H-stable if and only if coHE is
H-stable.
Proof. Assume that E is H-stable and that µ ∈M(coHE) is given. Write µ= µ+ −µ−
with µ+,µ− ∈M+(coHE). Define
T :f 
→µ+(hf ) for f ∈H E,
where hf is any extension of f to a function hf ∈H. As in the proof of Proposition 5.1 we
get that T is well defined, because if h1 = h2 = f on E, then h1 = h2 on coHE. Again, as
in the proof of Proposition 5.1, the Hahn–Banach extension of T provides a measure ν+
supported by E so that ν+ ∼ µ+. Similarly, we can find a measure ν− ∈M+(E) such that
ν− ∼ µ−. Thanks to the assumption, there exist measures η+, η− ∈M(E) ∩M(ChH K)
such that ν+ − η+ ∈H⊥ and ν− − η− ∈H⊥. So letting η = η+ − η− gives the desired
measure.
Suppose now that coHE is H-stable and select µ ∈M(E). Let ν ∈M(coHE) ∩
M(ChHK) be such that µ − ν ∈ H⊥. By Lemma 5.9, ν ∈M(E), which shows that E
is H-stable. ✷
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8.1. Conditions (A.1), (A.2) and (∗)
We say that a closed set F ⊂K satisfies the condition (A.1) if
µ F∈H⊥ for any µ ∈H⊥ ∩M(ChHK) (A.1)
and the condition (A.2) if
µ(F)= 0 for any µ ∈H⊥ ∩M(ChHK). (A.2)
A Borel set F ⊂ K satisfies the condition (∗) if µ is supported by F whenever µ ∈
M1(ChHK), ν ∈M1(K) is supported by F and µ∼ ν.
Proposition 8.1. Let F ⊂K be a closed set. Then F satisfies the condition (A.1) or (A.2),
respectively, if and only if the set coHF satisfies (A.1) or (A.2), respectively.
Proof. If µ ∈H⊥ ∩M(ChHK) is given, Lemma 5.9 asserts that µ F= µ  coH F , from
which the assertion readily follows. ✷
Example 8.2 (State space). If a set F satisfies (A.1), then φ(F) satisfies (A.1) in the
state space as well. Indeed, given µ ∈ Ac(S(H))⊥ ∩M(ext S(H)), we have φ−1µ ∈
H⊥ ∩M(ChHK) which yields φ−1µ F∈H⊥. Then obviously µ φ(F )∈Ac(S(H))⊥.
Similarly, we see that φ(F) satisfies (A.2) provided F satisfies (A.2).
Lemma 8.3. Suppose that an H-extremal set F ⊂K satisfies (A.2). Then both F and its
complementary set F ′ satisfy (∗).
Proof. Let µ ∈M1(ChHK), ν ∈M1(F ) and µ ∼ ν. Let νF be a maximal measure
such that ν ≺ νF . By Lemma 4.5, νF is supported by F . Accordingly, νF ∈M1(F ) ∩
M1(ChHK). Therefore,
µ− νF ∈H⊥ ∩M(ChHK).
But then, from the definition of (A.2), µ(F) = νF (F ) = 1. We see that µ is supported
by F .
Assume now we are givenµ ∈M1(ChHK) and ν ∈M1(K) supported by F ′ satisfying
µ ∼ ν. Let again νF ′ be a maximal measure such that ν ≺ νF ′ . By Lemma 4.6, νF ′ is
supported by F ′. Then
µ− νF ′ ∈H⊥ ∩M(ChHK).
Another appeal to (A.2) yields µ(F) = νF ′(F ) = 0. Consequently, µ(F) = 0. Any
maximal measure is supported by F ∪ F ′ in view of Lemma 4.4. Hence, as µ ∈
M1(ChHK) is maximal, µ is supported by F ∪ F ′. So µ is supported by F ′ and the
lemma is proved. ✷
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9.1. Parallel faces
We start recalling the notion of a complementary set F ′ of a subset F of a compact
convex set X. This one was defined as the union of all faces of X disjoint from F . Notice
that F ′ is always an extremal set.
If F is a closed face of X, then any point x of X can be expressed as a convex
combination
x = λy + (1− λ)z,
where y ∈ F , z ∈ F ′ and the barycentric coefficient λ belongs to [0,1] (cf. [1,
Proposition II.6.5]). In general, this decomposition is not uniquely determined.
A closed face F of X is termed parallel if F ′ is convex (hence a face) and if for every
point x in X \ (F ∪F ′) the barycentric coefficient λ in the convex combination
x = λy + (1− λ)z, where y ∈ F, z ∈ F ′, and λ ∈ (0,1)
is uniquely determined. Theorem 2.12 of [16] says that a closed face F of X is a parallel
face if and only if
µ(F)= 0 whenever µ ∈M(extX) ∩Ac(X)⊥.
This represents a measure theoretic characterization of parallel faces and serves as a
definition of a counterpart to parallel faces in the context of function spaces in the sequel.
9.2. P-sets
We say that a closed set F is a P -set if it is H-stable and satisfies the condition (A.2).
Lemma 9.1. Any H-convex P -set F is H-extremal.
Proof. Let x ∈ F and µ ∈Mx(H) maximal be given. There is a measure ν ∈M(F ) ∩
M(ChHK) such that ν − εx ∈ H⊥. Then µ − ν ∈ H⊥ ∩ M(ChHK). Thanks to
condition (A.2),
µ(F)= ν(F )= ν F (1)= εx(1)= 1,
from which it follows that sptµ⊂ F .
Now suppose that µ ∈Mx(H) is arbitrary. If ν ∈Mx(H) is maximal, µ≺ ν, then
sptµ⊂ coH sptν ⊂ coH F = F
by Proposition 5.8 and by the argument just given for maximal measures. ✷
Corollary 9.2. If F is a P -set, then coHF is a Choquet P -set. If coH F is a P -set, then F
is a P -set.
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says that coH F satisfies (A.2), and hence coH F is an (H-convex)P -set. Moreover, coH F
is H-extremal thanks to the preceding Lemma 9.1.
The second assertion then follows from Propositions 7.5 and 8.1. ✷
Example 9.3 (Convex case). If F is a closed face in a compact convex set X, then F
is a P -set if and only if F is a parallel face. This follows from a measure theoretic
characterization of parallel faces stated above.
Example 9.4 (State space). (a) If H is a closed parallel face of S(H), then the set
F := φ−1(H ∩ φ(K)) is a P -set.
(b) If F is a P -set, then H := coφ(F) is a parallel face of S(H).
Proof. (a) We already know from Corollary 7.4 that F is H-stable. Let µ ∈ H⊥ ∩
M(ChHK) be given. Then φµ ∈Ac(S(H))⊥ ∩M(ext S(H)). Thus we get
µ(F)= φµ(H)= 0,
which verifies the condition (A.2) for F .
(b) By Proposition 7.2, φ(F) isAc(H)-stable. To check that φ(F) satisfies (A.2), glance
at Example 8.2. According to Corollary 9.2, coφ(F) is a Choquet P -set. Hence, it is a
parallel face according to a measure theoretic characterization of parallel faces. ✷
Theorem 9.5. Let F be a closed subset of K . Then the following assertions are equivalent:
(i) F is a P -set,
(ii) µ(χ∗F )= ν(χ∗F ) for any probability measures µ and ν with µ∼ ν,
(iii) the set {h ∈H: h > χF } is lower directed.
If, in addition, F is H-convex, then also the following condition (iv) is equivalent to
(i)–(iii):
(iv) there is a parallel face H ∈ S(H) such that F = φ−1(H ∩ φ(K)).
Proof. The equivalence (i) ⇔ (iv) follows from Example 9.4 and Proposition 5.6.
Assume now that F is a P -set and choose µ,ν ∈M1(K) such that µ∼ ν. To simplify
a notation, denote coH F by c(F ). Since c(F ) is a Choquet P -set by Corollary 9.2,
according to Lemma 4.2, χc(F ) is H-convex and upper semicontinuous. Moreover, χ∗F =
χ∗c(F ) by Corollary 5.2. Proposition 2.10 provides a maximal measure µm ∈M1(K) so
that µ∼ µm and
µm(χc(F ))=Qµ(χc(F )).
Let νm be a maximal measure, ν ≺ νm. Recall that η(c(F )) = η(F ) for any maximal
measure η by Lemma 5.9. Then
µ(χ∗F ) = µ(χ∗c(F ))Qµ(χc(F ))= µm(χc(F ))= µm
(
c(F )
)= µm(F)
= νm(F )= νm(c(F ))= νm(χc(F ))= νm(χ∗c(F ))= νm(χ∗F ) ν(χ∗F ).
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Suppose next that (ii) holds and that h1, h2 ∈ H, h1 > χF , h2 > χF . Then χ∗F <
min(h1, h2) due to Proposition 2.3. In fact, given x ∈ K , there is µ ∈Mx(H) such that
µ(χF )= χ∗(x). Then
χ∗(x)= µ(χF ) < µ(hj )= hj (x), j = 1,2.
Let µ,ν ∈M1(K) with µ∼ ν be given. Since
µ(χ∗F )= ν(χ∗F ) < ν
(
min(h1, h2)
)
,
the assumptions of Lemma 3.3 are satisfied. Hence there exists h ∈H such that
χF  χ∗F < h < min(h1, h2).
Statement (ii) therefore implies (iii).
Finally, suppose that (iii) holds. Pick µ ∈H⊥ ∩M(ChHK), µ = µ1 − µ2 where µ1
and µ2 are maximal. Using Corollary 2.9, Remark 2.2(b) and Levi’s Theorem 2.6 we get
µ1(χF ) = µ1(χ∗F )= µ1
(
inf{h ∈H: h χF }
)= µ1(inf{h ∈H: h > χF })
= inf{µ1(h): h ∈H, h > χF } = inf{µ2(h): h ∈H, h > χF }
= · · · = µ2(χ∗F )= µ2(χF ).
Thus, µ(F)= 0, which proves that (iii)⇒ (i). ✷
Lemma 9.6. Let F ⊂K be a P -set and
F ′ := {x ∈K: χ∗F (x)= 0}
its complementary set. Then F ′ is a Choquet Gδ-set.
Proof. Since the function χ∗F is upper semicontinuous, F ′ is a Gδ-set.
To show that F ′ is measure extremal, pick x ∈ F ′ and η ∈Mx(H). Since χ∗F (x) is
H-concave, we get
η(χ∗F ) χ∗F (x)= 0.
It follows that η(F ′)= 1, so F ′ is measure extremal.
It remains to prove that F ′ is measure convex. Suppose we are given x ∈ K and
µ ∈Mx(H) with µ(K \F ′)= 0. We have to show that x ∈ F ′, i.e., χ∗F (x)= 0. But this is
quite easy: Since µ∼ εx , we get from Theorem 9.5 that
0= µ(χ∗F )= εx(χ∗F )= χ∗F (x). ✷
Proposition 9.7. Let F be a P -set. Then χ∗F ∈H if and only if the complementary set F ′
is closed.
Proof. If χ∗F ∈ H, then the complementary set F ′ is closed since χ∗F is continuous and
F ′ = {x ∈K: χ∗F (x)= 0}.
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followed by Dini’s lemma, there exists a function h ∈H so that h > χF and
h < 1+ ε on F, h < ε on F ′.
Now, for any x ∈ K find a maximal measure µx ∈Mx(H). Since µx is supported by
F ∪ F ′ in view of Lemma 4.4, we have
0 < h(x)− χ∗F (x) µx(h)−µx(χF )=
∫
F∪F ′
(
h(t)− χF (t)
)
dµx(t) < ε.
Therefore, ‖h− χ∗F ‖< ε, proving the reverse implication. ✷
10. M-sets
Through the literature, slightly different definitions of M-sets are spread, cf. [3,10] or
[17]. The definitions may vary from one author to another and our aim is to show that, in
principle, all these definitions are equivalent.
10.1. Split faces
Remind that if F is a closed face of a compact convex set X and F ′ its complementary
set, then any point x of X can be expressed as a convex combination
x = λy + (1− λ)z,
where y ∈ F , z ∈ F ′ and the barycentric coefficient λ belongs to [0,1] (see the beginning
of Section 9).
A closed face F of X is called a split face if F ′ is convex (hence a face) and if every
point in X can be expressed as a unique convex combination
x = λy + (1− λ)z, where y ∈ F, z ∈ F ′, and λ ∈ (0,1).
A measure theoretic characterization of split faces given in Theorem II.6.12 of [1] says
that a closed face F of X is a split face if and only if
µ F∈Ac(X)⊥ whenever µ ∈M(extX) ∩Ac(X)⊥.
Of course, any closed split face is parallel.
10.2. M-sets
A closed set F ⊂ K is said to be an M-set if F is H-stable and satisfies the
condition (A.1).
Examples 10.1. (a) Let H= C(K). Then any closed subset of K is an M-set.
(b) IfH is a simplicial function space andH=Ac(H), thenH-convexM-sets coincide
with closed Choquet ones (cf. Theorems 14.3 and 14.4).
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(d) Any M-set is a P -set.
Example 10.2 (Convex case). Let X be a compact convex subset of a locally convex space.
A closed convex set F ⊂X is an M-set if and only if F is a split face of X.
Proof. If F is a closed split face, then F is Ac(X)-stable thanks to Example 7.1. The
measure theoretic characterization of split faces implies the validity of condition (A.1).
Conversely, let F be a convex M-set. Since F is a convex P -set, it is by Lemma 9.1
extremal, and therefore F is a face. Further, F is a split face since the condition (A.1)
characterizes split faces. ✷
Example 10.3 (State space). (a) If H is a closed split face of S(H), then the set F :=
φ−1(H ∩ φ(K)) is an M-set.
Proof. Let µ ∈ H⊥ ∩ M(ChHK) be given. Then φµ ∈ Ac(S(H))⊥ ∩ M(ext S(H)).
According to the assumption,
φµ H∈Ac
(
S(H))⊥,
from which easily follows that µ F∈H⊥ .
To check that F is H-stable, notice that φ−1(H ∩ φ(K)) is H-extremal by Lemma 4.2
since H is extremal. By Proposition 7.3, F is H-stable. ✷
(b) If F is an M-set, then H := coφ(F) is a closed split face of S(H).
Proof. Since F is H-stable, by Proposition 7.2 the set φ(F) is Ac(S(H))-stable. By
Proposition 7.5, coφ(F) is also Ac(S(H))-stable. Similarly, since F satisfies (A.1), φ(F)
satisfies (A.1) by Example 8.2, and therefore coF satisfies (A.1) by Proposition 8.1. Hence,
coF is a convex M-set. By Lemma 9.1, coF is extremal (any M-set is a P -set), and hence
a face. It is split since the condition (A.1) characterizes split faces. ✷
Proposition 10.4. A set F is an M-set if and only if coHF is an M-set.
Proof. This follows by Propositions 7.5 and 8.1. ✷
Theorem 10.5. Let F be a closed subset of K . The following are equivalent:
(i) F is anH-convex M-set,
(ii) F is a Choquet set satisfying (A.1),
(iii) F is anH-convex set satisfying both (A.1) and (∗),
(iv) there is a split face H in the state space S(H) such that F = φ−1(H ∩ φ(K)).
Proof. Let F be an H-convex M-set. We want to show that (iv) holds. From Exam-
ple 10.3(b) we already know that H := coφ(F) is a split face in S(H) whenever F is
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Proposition 5.6. Hence we have proved that (i)⇒ (iv).
For (iv) ⇒ (iii), we already know due to Example 10.3(a), Proposition 5.6 and
Lemma 4.2 that F is both H-convex and H-extremal and that satisfies (A.1). By
Lemma 8.3, F satisfies (∗) as well.
In the proof of the implication (iii) ⇒ (ii) we have to check that F is H-extremal.
Choose x ∈ F and µ ∈Mx(H). If ν ∈Mx(H) is maximal, µ≺ ν, then by the definition
of (∗), spt ν ⊂ F . Thanks to Proposition 5.8, we get
sptµ⊂ coH sptν ⊂ coH F = F.
It remains to proof that (ii) implies (i). If F is a closed Choquet set satisfying (A.1), we
need to verify that F is H-stable. But this follows from Proposition 7.3. ✷
Lemma 10.6. Let F ⊂ K be an M-set, f an upper semicontinuous H-convex function
on K , g ∈H and f0, g0 ∈H F . If
f < g and f F f0 < g0  g F ,
then there is h ∈H such that
f < h < g and f0 < h F< g0.
Proof. By Proposition 10.4, coH F is an M-set. Given x ∈ coHF , by Proposition 5.1 there
is µ ∈Mx(H) supported by F . Then
f (x)µ(f ) µ(f0)= f0(x) < g0(x)= µ(g0) µ(g)= g(x).
So, without loss of generality, it may be assumed that F is an H-convex M-set. Define
f˜ :=
{
f0 on F,
f on K \F and g˜ :=
{
g0 on F,
g on K \F.
The functions f˜ and −g˜ are upper semicontinuous andH-convex.
Let µ and ν be probability measures on K , µ∼ ν. There are maximal measures µm and
νm such that µ ≺ µm and ν ≺ νm. Then µm ∼ νm. Let G be a complementary set of F .
Since by Lemma 4.4, any maximal measure on K is supported by F ∪G, we have
µm = µm F +µm G and νm = νm F +νm G .
Thanks to the condition (A.1),
µm F −νm F∈H⊥.
It follows that
µm G −νm G∈H⊥.
Then
µ(f˜ )  µm(f˜ )= µm F (f0)+µm G (f )= νm F (f0)+ νm G (f )
< νm F (g0)+ νm G (g)= νm(g˜) ν(g˜).
Using Lemma 3.3 we can find a function h ∈ H such that f˜ < h < g˜. This function
posseses all properties required. ✷
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11.1. Archimedean sets
A closed set F is called Archimedean if for each g ∈H with g  0 on F there exists a
function h ∈H+ such that h= g on F and h g on K .
Theorem 11.1. Let H be a closed function space on a compact space K . Then any M-set
is Archimedean.
Proof. Let F ⊂K be an M-set, g ∈H, g  0 on F . By Lemma 10.6, there is h1 ∈H such
that
g+ < h1 on K and g < h1 < g + 2−1 on F.
Again, using Lemma 10.6 there si h2 ∈H such that
max
(
g+, h1 − 2−1
)
< h2 < h1 on K and g < h2 < g+ 2−2 on F.
This can be done setting in Lemma 10.6
f =max(g+, h1 − 2−1), g = h1, f0 = g and g0 = g + ε1,
where ε1 > 0 is so small that ε1 < 2−1 and g+ ε1 < h1 on F .
By induction, we find a sequence {hn} fromH such that
max
(
g+, hn−1 − 2−n+1
)
< hn < hn−1 on K and g < hn < g + 2−n on F.
Since ‖hn − hn−1‖ < 2−n, there is a function h ∈H such that hn → h uniformly on K .
Apparently, h= g on F and h g on K . ✷
Problem 11.2. We do not know whether there exists a P -set which is not Archimedean. At
least, we have the following proposition.
Proposition 11.3. Let H be a closed function space. If F is a P -set for which its
complementary set F ′ is closed, then F is Archimedean.
Proof. Let g ∈ H, g  0 on F . Consider the function u := 1 − χ∗F . Then u ∈ H by
Proposition 9.7, 0 u 1, and
u= 1 on F ′ and u= 0 on F.
There is α > 0 so that
αu−min{g(t): t ∈K} on F ′.
Set h := g + αu. Then h ∈H, h  g on K and h = g on F . Further, u  0 on F ∪ F ′.
Given x ∈K , let µ ∈Mx(H) be maximal. By Lemma 4.4,
u(x)=
∫
K
udµ=
∫
F∪F ′
udµ 0.
Hence u ∈H+, which proves that the set F is Archimedean. ✷
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Proof. Let g ∈ H, g  0 on coH F . Then g  0 on F , and hence there exists h ∈ H+
such that h = g on F and h  g on K . Select x ∈ coH F . By Proposition 5.1, there is
µ ∈Mx(H) supported by F . Since
h(x)= µ(h)= µ(g)= g(x),
it follows that coH F is Archimedean. ✷
12. H-exposed sets
12.1. Exposed points and sets
A point x ∈K is said to be an exposed point forH if there exists a function f ∈Hwhich
attains a strict minimum (or a strict maximum) at x . It is easy to see that each exposed point
belongs to the Choquet boundary ChHK .
More generally, a set F ⊂K is calledH-exposed if there is a function h ∈H such that
h= 0 on F and h > 0 on K \F.
A set F is relatively H-exposed if for each x ∈ K \ F there is a function hx ∈H+ such
that
hx = 0 on F and hx(x) > 0.
Proposition 12.1. Any intersection of H-exposed sets is relatively H-exposed. A set F is
relatively H-exposed if and only if F is the intersection of H-exposed sets. Furthermore,
any relatively H-exposed set F is a closed Choquet set.
Proof. Any intersection ofH-exposed sets is relativelyH-exposed. Assume now that F is
relativelyH-exposed. Then
F =
⋂
x∈K\F
{
t ∈K: hx(t)= 0
}
,
where, for any x ∈ K \ F , hx is a function of H+ such that hx(x) > 0 and hx = 0 on F .
Since anyH-exposed set is clearly closed, a relativelyH-exposed set F (being the intersec-
tion ofH-exposed sets) is itself closed. Let µ ∈M1(F ) be a measure representing x ∈K .
If x /∈ F , then there exists a function hx ∈H+ with hx(x) > 0 and hx = 0 on F . Then
0= µ(hx)= hx(x) > 0,
which is a contradiction. Thus F is H-convex.
Let x ∈ F and µ ∈Mx(H) be given. If µ(K \F) > 0, find a point y ∈ sptµ \F . Again
find hy ∈H+ such that hy = 0 on F and hy(y) > 0. Then the inequalities
0= hy(x)=
∫
sptµ
hy(t) dµ(t)
∫
sptµ∩{z∈K : hy(z)>0}
hy(t) dµ(t) > 0
lead to a contradiction. Thus F is H-extremal. ✷
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Proof. Pick x ∈ K \ F . The function f := χF − 1 is upper semicontinuous. By
Proposition 2.3, there is a Radon measure ν ∈Mx(H) so that f ∗(x)= ν(f ). Since F is
H-convex and x /∈ F , we see that ν is not supported by F . Hence ν(f ) < 0, and therefore
f ∗(x) < 0. The definition of f ∗ yields a function g ∈H such that g  0 on F and g(x) < 0.
Since F is supposed to be Archimedean, there is h ∈H+ such that h= g on F and h g
on K . If u := h− g, then u ∈H+, u= 0 on F and u(x) > 0. ✷
Corollary 12.3. LetH be a closed function space on compact spaceK . Then anyH-convex
M-set is relatively H-exposed.
Proof. This follows immediately from Theorems 11.1 and 12.2.
Clearly, anyH-exposed set F is a relativelyH-exposed Gδ-subset of K . The following
assertion provides the converse.
Proposition 12.4. LetH be a closed function space. Then any relativelyH-exposed Gδ-set
F is H-exposed.
In particular, relatively H-exposed sets are H-exposed provided the compact space K
is metrizable.
Proof. If F is relatively H-exposed, then for any x ∈ K \ F there exists a function
hx ∈H+ so that hx = 0 on F and hx(x) > 0. Since the set K \ F is a countable union
of compact sets, it is a Lindelöf space. Hence there exists a countable set {xn} ⊂ K \ F
such that
K \ F ⊂
∞⋃
n=1
{z ∈K: hxn(z) > 0}.
Then the function
h :=
∞∑
n=1
1
2n‖hxn‖
hxn
exposes the set F . ✷
12.2. Summary
LetH be a closed function space. If we summarize results on various Choquet like sets,
we get the following sequence of implications for a closed set F :
F is an M-set ⇒ F is Archimedean ⇒ coH F is Archimedean
⇒ coH F is relativelyH-exposed ⇒ coHF is a Choquet set .
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13.1. Ordered set of measures
Given a function space H on a compact space K , let
M := {(µ, ν) ∈M+(K)×M+(K): ‖µ‖ 1, ‖ν‖ 1, µ∼ ν}.
We define a partial ordering ≺ on M: (µ1, ν1) ≺ (µ2, ν2) if µ1 ≺H µ2 and ν1 ≺H ν2.
ThenM is an ordered compact convex set (see [1, §6]).
It can be easily observed that (µ, ν) is maximal in M if and only if both µ and ν are
≺H-maximal measures.
If Mmax denotes the set of all maximal elements of M, then Mmax is a convex subset
ofM, i.e.,Mmax is a positive face ofM in Alfsen’s terminology (cf. [1, p. 59]). According
to [1, Proposition I.6.4], the set extMmax is nonempty.
Lemma 13.1. If (µ, ν) ∈ extMmax, then either µ= ν or ‖µ− ν‖ = 2.
Proof. Suppose that (µ, ν) ∈ extMmax is a couple of nontrivial measures. First we realize
that µ,ν ∈M1(K). Indeed, since (µ, ν) ∈M, then µ(K) = ν(K)  1. Suppose that
0 <µ(K)= ν(K) < 1. Then
(µ, ν)= µ(K)
(
µ
µ(K)
,
ν
µ(K)
)
+ (1−µ(K))(0,0),
which contradicts the extremality of (µ, ν) since (0,0) ∈ extMmax.
Assume that µ = ν and ‖µ−ν‖< 2. Let µ−ν = η+−η− be the Jordan decomposition
of µ− ν. Then ‖η+‖ = ‖η−‖ and
2 > ‖µ− ν‖ = ‖η+‖+ ‖η−‖ = 2‖η+‖.
Set λ := ν−η− = µ−η+. Since 1= ‖η+‖+‖λ‖ and ‖η+‖< 1, λ is a nontrivial measure.
From the equality
(µ, ν)= ‖η+‖
(
η+
‖η+‖ ,
η−
‖η+‖
)
+ ‖λ‖
(
λ
‖λ‖ ,
λ
‖λ‖
)
,
it follows that the couple (µ, ν) cannot be an extremal point ofMmax. ✷
Notation. Denote
H⊥2 :=H⊥ ∩
{
µ ∈M(K): ‖µ‖ 2}
and note thatH⊥2 ∩M(ChHK) = {0} if and only if H⊥ ∩M(ChHK) = {0}.
Lemma 13.2. IfH⊥2 ∩M(ChHK) = {0}, then
ext
(H⊥2 ∩M(ChHK))= {µ− ν: (µ, ν) ∈ extMmax, ‖µ− ν‖ = 2}.
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negative parts of η, respectively). Then ‖η+‖ = ‖η−‖ and
2= ‖η‖ = ‖η+‖+ ‖η−‖.
It does no harm to check that (η+, η−) ∈ extMmax.
Conversely, let (µ, ν) ∈ extMmax with ‖µ− ν‖ = 2 be given. Then η := µ− ν ∈H⊥
and η+ = µ, η− = ν. If η = αη1 + (1 − α)η2 for some α ∈ (0,1) and η1, η2 ∈ H⊥2 ∩
M(ChHK), then
2= ‖η1‖ = ‖η2‖ = ‖η‖, µ= αη+1 + (1− α)η+2 and ν = αη−1 + (1− α)η−2 .
Since (µ, ν) ∈ extMmax, we get η+1 = η+2 and η−1 = η−2 . Thus η1 = η2, and hence
µ− ν ∈ ext(H⊥2 ∩M(ChHK)).
This finishes the proof. ✷
Lemma 13.3. IfH⊥2 ∩M(ChHK) = {0}, then the set ext(H⊥2 ∩M(ChHK)) is nonempty.
Proof. According to Lemmas 13.1 and 13.2 it suffices to show that the set
A := {(µ, ν) ∈ extMmax: µ = ν}
is nonempty. By the assumption, there is a couple of different positive measures (µ∗, ν∗) ∈
Mmax. Let f ∈ C(K) for whichµ∗(f ) = ν∗(f ). Now use the “Choquet type representation
theorem” I.6.8 from [1]. It asserts the existence of a positive and countable additive set
function Ω on the σ -algebra
{B ∩ extMmax: B is a Baire subset of K}
such that Ω(extMmax)= 1 and
F(µ∗, ν∗)=
∫
extMmax
F(µ,ν) dΩ(µ,ν)
for each function F ∈Ac(M).
So assume that A= ∅. Define
F : (µ, ν) 
→µ(f )− ν(f ) for (µ, ν) ∈M.
Then F ∈Ac(M) and
0 = µ∗(f )− ν∗(f )= F(µ∗, ν∗)=
∫
extMmax
(
µ(f )− ν(f ))dΩ(µ,ν)= 0.
This obvious contradiction assures that the set A is nonempty. ✷
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Let D be the linear span of the family C(K) ∪ {f ∗: f ∈ C(K)} in the space of all
bounded Borel functions on K . We denote by τ the (locally convex) topology on M(K)
generated by functionals
µ 
→ µ(f ), f ∈D.
Theorem 13.4. LetH be a function space on K . Then
H⊥2 ∩M(ChHK)= coτ ext
(H⊥2 ∩M(ChHK)).
Proof. Since
H⊥2 ∩M(ChHK)=H⊥ ∩
⋂
f∈C(K)
{
µ ∈M(K): ‖µ‖ 2, |µ|(f ∗ − f )= 0},
the set H⊥2 ∩M(ChHK) is τ -closed.
Suppose that H⊥2 ∩M(ChHK) = {0} and that η /∈ coτ (ext(H⊥2 ∩M(ChHK))). Then
there exists f ∈D so that
η(f ) > s := sup{µ(f ): µ ∈ ext(H⊥2 ∩M(ChHK))}
= sup{(µ− ν)(f ): (µ, ν) ∈ extMmax, µ = ν},
where the latter equality follows by Lemma 13.2.
As (µ, ν) ∈ extMmax if and only if (ν,µ) ∈ extMmax, it follows that s  0.
By the definition of τ there are continuous functions f0, . . . , fn on K such that
f = f0 +
n∑
i=1
f ∗i .
Put g = f0 +∑ni=1 fi . Let η+ and η− be the positive and the negative part of η. Since η is
a boundary measure, we obtain
s < η(f )= η(g)= η+(g)+ η−(−g)= η+(g∗)+ η−
(
(−g)∗
)
.
An appeal to Theorem 2.6 and to the definition of g∗ provides an H-convex continuous
functions k1 and k2 so that
k1  g, k2 −g and η+(k1)+ η−(k2) > s. (1)
Set
F := {(µ, ν) ∈M: µ(k1)+ ν(k2)= sup{λ1(k1)+ λ2(k2): (λ1, λ2) ∈M}}.
Then F is a nonempty closed face in M which is hereditary upwards, i.e., if (µ, ν) ∈ F ,
(µˆ, νˆ) ∈M and (µ, ν) ≺ (µˆ, νˆ), then (µˆ, νˆ) ∈ F . By [1], Proposition I.6.4, there exists
(µ, ν) ∈ extMmax ∩ F . If µ= ν then
0 s < µ(k1)+µ(k2) µ(g)+µ(−g)= 0,
which is impossible. Thus µ = ν and µ− ν ∈ ext(H⊥2 ∩M(ChHK)).
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s  µ(f )− ν(f )= µ(g)− ν(g) µ(k1)+ ν(k2) η+(k1)+ η−(k2) > s
yields a contradiction. Hence
η ∈ coτ ext(H⊥2 ∩M(ChHK))
and the proof is complete. ✷
14. Simplicial spaces
Before treating the notion of simpliciality, it will be convenient to have a pair of useful
lemmas.
Lemma 14.1. Let µ be a boundary measure on K and F be a P -set. Then
|µ(F)| sup
{∣∣∣∣
∫
K
hdµ
∣∣∣∣: h ∈H and ‖h‖ 2
}
.
Proof. Let F be a P -set. Then
χ∗F = inf{h ∈H: χF < h< 2}.
Indeed, by Remark 2.2(b),
χ∗F = inf{h ∈H: χF < h}.
But the latter set is lower directed thanks to Theorem 9.5. Thus for any h ∈H with χF < h
we can find g ∈H with χF < g < min(h,2).
Pick ε > 0. An appeal to Theorem 2.6 provides a function h ∈H so that χF < h < 2
and |µ|(h− χ∗F ) < ε. Then∣∣µ(F)∣∣ = ∣∣µ(χF )∣∣= ∣∣µ(χ∗F )∣∣ ∣∣µ(χ∗F − h)∣∣+ ∣∣µ(h)∣∣

∣∣µ(h)∣∣+ ∣∣µ(h− χ∗F )∣∣ ∣∣µ(h)∣∣+ ε
 sup
{∣∣∣∣
∫
K
hdµ
∣∣∣∣: h ∈H and ‖h‖ 2
}
+ ε.
As ε is arbitrary, we get the assertion. ✷
Lemma 14.2. Let H be a closed function space on a compact K . Assume that any
H-exposed set satisfies the condition (A.2). If µ ∈M(ChHK) satisfies µ(F)= 0 for any
H-exposed set F , then µ ∈H⊥.
Proof. Suppose µ(h) = 0 for some h ∈H. Define a continuous functional onH as
L(h) :=
∫
hdµ, h ∈H.K
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[3, Corollary 7.2]), there are sequences {Ln} in H∗ and {hn} in H so that ‖Ln −L‖→ 0,
‖Ln‖ = Ln(hn) and ‖hn‖ = 1 for each n.
Set
F+n := {x ∈K: hn(x)= 1} and F−n := {x ∈K: hn(x)=−1}.
Let {µn} be a sequence of boundary measures whose existence is stipulated by Lemma 2.13,
i.e., for any n we have ‖µn‖ = ‖Ln‖ and µn(h)= Ln(h) for any h ∈H.
Fix now n ∈N. Since ‖hn‖ = 1 and ‖µn‖ = ‖Ln‖ = Ln(hn)= µn(hn), we obtain
sptµ+n ⊂ F+n and sptµ−n ⊂ F−n .
As each set F+n satisfies the condition (A.2), by Lemma 14.1 we have∣∣µ(F+n )−µn(F+n )∣∣  sup{h∈H: ‖h‖2}
∣∣∣∣
∫
K
hd(µ−µn)
∣∣∣∣
= sup
{h∈H: ‖h‖2}
∣∣(L−Ln)(h)∣∣= 2‖L−Ln‖.
Thus |µ(F+n ) − µn(F+n )| → 0. Since F+n is an H-exposed set, µ(F+n ) = 0 due to the
assumption. Remind that sptµ+n ⊂ F+n and sptµ−n ∩ F+n = ∅. Hence,
‖µ+n ‖ = µ+n (F+n )= µ+n (F+n )−µ−n (F+n )= µn(F+n )
= µ(F+n )+µn(F+n )−µ(F+n )
∣∣µn(F+n )−µ(F+n )∣∣,
from which it follows that ‖µ+n ‖→ 0.
Similarly we obtain ‖µ−n ‖→ 0. Therefore
1= ‖L‖ = lim ‖Ln‖ = lim ‖µn‖ = lim
(‖µ+n ‖ + ‖µ−n ‖)= 0,
which is a contradiction. Thus µ ∈H⊥ as required. ✷
Theorem 14.3. LetH be a closed function space on a compact spaceK . Then the following
assertions are equivalent:
(i) H⊥ ∩M(ChHK)= {0} ,
(ii) any closed Choquet subset of K is an M-set,
(iii) any closed Choquet subset of K is a P -set,
(iv) anyH-exposed subset of K is a P -set.
Proof. The implications (i)⇒ (ii)⇒ (iii)⇒ (iv) are obvious. It remains to prove that
(iv)⇒ (i).
By Theorem 13.4 it is enough to show that there are no nonzero measures in ext(H⊥2 ∩
M(ChHK)). Suppose that µ is a nonzero element of ext(H⊥2 ∩M(ChHK)). Let µ =
µ+ − µ− be the Jordan decomposition of µ. Since sptµ+ cannot be a singleton, we can
find a Borel subset E of K so that µ+(K) = µ+(E) = 0. Set
λ1 :=µ+ E −µ
+(E)
− µ
− and λ2 := µ− λ1.
µ (K)
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then both λ1 and λ2 are contained in H⊥2 ∩M(ChHK) and µ is a nontrivial convex
combination of suitable multiples of λ1 and λ2. Since this contradicts the extremality of µ,
we have λ1 /∈H⊥. Set
L(h) :=
∫
K
hdλ1, h ∈H.
Since L is a nonzero functional on H, an appeal to the Bishop–Phelps theorem (H is
closed!) provides a sequence {Ln} of nonzero functionals in H∗ and functions hn ∈ H
such that
‖Ln −L‖→ 0, ‖L‖ = ‖Ln‖ = Ln(hn) and ‖hn‖ = 1.
Put
F+n := {x ∈K: hn(x)= 1} and F−n := {x ∈K: hn(x)=−1}.
Let {µn} be a sequence of boundary measures corresponding to Ln as in Lemma 2.13, in
particular ‖µn‖ = ‖Ln‖ for each n. Let µ+n and µ−n be their positive and negative parts. As
in the proof of Lemma 14.2 we get
sptµ+n ⊂ F+n and sptµ−n ⊂ F−n .
Claim 1. There exists n0 ∈N so that sptµ F+n for any n n0.
Suppose the contrary. Hence there exists an increasing sequence {nk} ⊂ N so that
sptµ⊂ F+nk . As in the proof of Lemma 14.2 we obtain that∣∣µ−nk (F−nk )− λ1(F−nk )∣∣= ∣∣µnk (F−nk )− λ1(F−nk )∣∣→ 0.
Since we assume that sptµ⊂ F+nk , we have sptλ1 ⊂ F+nk as well. Thus we get
lim
k→∞‖µ
−
nk
‖ = 0.
With this fact in hand, from the equalities
0 = L(1)= lim
k→∞Lnk (1)= limk→∞
(
µ+nk (1)−µ−nk (1)
)
= lim
k→∞µ
+
nk
(1)= lim
k→∞‖µnk‖ = limk→∞‖Lnk‖ = ‖L‖
we obtain a contradiction.
Similarly we deduce that sptµ F−n for all but finitely many n ∈N.
Claim 2. For all but finitely many n ∈N, we have µ F+n ∪F−n = 0.
Let n0 be an integer provided by Claim 1, n n0 and let F be anH-exposed set. Since
F ∩ F+n is also H-exposed, by using the assumption we get
µ F+ (F )= µ(F ∩ F+n )= 0.n
J. Lukeš et al. / Bull. Sci. math. 127 (2003) 397–437 431Thanks to Lemma 14.2, we have µ F+n ∈H⊥. Suppose that µ F+n = 0. By Claim 1, µ is
a nontrivial convex combination of suitable multiples of measures µ F+n and µ K\F+n ,
which contradicts the extremality of µ. Similarly we obtain that µ F−n = 0. Hence
µ F+n ∪F−n = 0 and the Claim 2 is proved.
By the definition of λ1, we have λ1 F+n ∪F−n = 0. According to Lemma 14.1, we get∣∣µn(F+n )− λ1(F+n )∣∣ sup
{∣∣∣∣
∫
K
hd(µn − λ1)
∣∣∣∣: h ∈H, ‖h‖ 2
}
 2‖L−Ln‖.
As in the proof of Lemma 14.2 we obtain
µ+n (F+n )= µ+n (F+n )−µ−n (F+n )= µn(F+n ) λ1(F+n )+
∣∣µn(F+n )− λ1(F+n )∣∣.
Since λ1(F+n )= 0, we get
lim
n→∞‖µ
+
n ‖ = limn→∞µ
+
n (F
+
n )= 0.
Similarly it can be deduced that lim ‖µ−n ‖ = 0. Putting this together we have
‖L‖ = lim
n→∞‖Ln‖ = limn→∞‖µn‖ = limn→∞(‖µ
+
n ‖ + ‖µ−n ‖)= 0,
which contradicts the hypothesis L = 0 and finishes the proof. ✷
14.1. Simplicial spaces
A function space H on a compact space K is said to be simplicial if for each x ∈ K
there is a unique maximal measure δx ∈Mx(H). In the “convex case”, we say plainly that
X is a Choquet simplex if the space Ac(X) is simplicial.
There is a huge necessary and/or sufficient conditions quaranteeing simpliciality of the
space. We supply further ones in Theorem 14.4.
14.2. Remark
Before proceeding, we have a need of a short note. Given a function space H on
K , the space Ac(H) of all continuous H-affine functions on K can be considerable
larger than H. Although a lot of objects determined by H and by Ac(H) coincide (e.g.,
representing measures, boundary measures, Choquet sets), this coincidence is no longer
valid for M-sets, P -sets and exposed sets. In order to obtain next Theorem 14.4 in a full
generality, we must specify whether we think over M-sets and P -sets with respect to H
or with respect to Ac(H). In order to avoid an inaccuracy, we point out that the conditions
(iii)–(v) of the next theorem are laid down for the function space Ac(H). More precisely,
e.g., the condition (iv) means that any closed Choquet set F ⊂ K satisfies µ(F)= 0 for
any measure µ ∈ (Ac(H))⊥ ∩M(ChHK).
Finally, notice the following Bauer’s result (cf. [5]): H =Ac(H) if and only if there is
a min-stable closed setW ⊂ C(K) such thatH=W ∩ (−W).
With these preliminaries out of the way, we may state our main result on the
characterization of simplicial function spaces.
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assertions are equivalent:
(i) H is simplicial,
(ii) (Ac(H))⊥ ∩M(ChHK)= {0},
(iii) any closed Choquet subset of K is an M-set with respect to Ac(H),
(iv) any closed Choquet subset of K is a P -set with respect to Ac(H),
(v) any Ac(H)-exposed subset of K is a P -set with respect to Ac(H),
(vi) the state space S(Ac(H)) is a Choquet simplex.
Proof. We already know from Theorem 14.3 that the assertions (ii)–(v) are equivalent
(note that the space Ac(H) is closed).
Obviously, the condition (ii) implies the simpliciality of H. So assume that H is
simplicial and µ ∈ Ac(H)⊥ is a boundary measure. Let µ = µ+ − µ− be the Jordan
decomposition of µ. By Edwards’ separation theorem (see [14] or [6]), the set{
h ∈Ac(H): h f }
is lower directed for any f ∈Kc(H). An appeal to Mokobodzki’s maximality test 2.8 and
Corollary 2.4 followed by Levi’s Theorem 2.6, yields
µ+(k) = µ+(k∗)= µ+(inf{h ∈Ac(H): h k})
= inf{µ+(h): h ∈Ac(H), h k}= inf{µ−(h): h ∈Ac(H), h k}
= µ−(inf{h ∈Ac(H): h k})= µ−(k∗)= µ−(k)
for any k ∈ Kc(H). Since the set Kc(H) − Kc(H) is uniformly dense in C(K), we get
µ+ = µ−, and therefore µ= 0. Hence, (Ac(H))⊥ ∩M(ChHK)= {0}.
The equivalence (ii) ⇔ (vi) follows from our definition of Choquet simplices and
the fact that µ ∈ (Ac(H))⊥ ∩ M(ChHK) if and only if φµ ∈ (Ac(S(Ac(H))))⊥ ∩
M(ext S(Ac(H)). ✷
Corollary 14.5. Let H be a simplicial function space. Then closed Choquet sets coincide
with relatively Ac(H)-exposed sets.
Proof. If F is a closed Choquet set, then by Theorem 14.4 F is an M-set with respect to
Ac(H). The Corollary 12.3 asserts that F is relatively Ac(H)-exposed.
The converse implication follows by Proposition 12.1 and the observation that a set F
is a Choquet set with respect to H if and only if F is a Choquet set with respect to Ac(H)
(in virtue of the equality Mx(H)=Mx(Ac(H)) for any x ∈K). ✷
14.3. Bauer and Markov simplicial spaces
A simplicial function spaceH on a compact space K having a closed Choquet boundary
ChHK is called a Bauer simplicial space. It is known thatH is a Bauer simplicial space if
and only if
Ac(H) Ch K = C(ChHK),H
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H ChHK = C(ChHK)
are in [23] labelled as Markov simplicial spaces.
Proposition 14.6. Let H be a Markov simplicial space. Then H is closed and H⊥ ∩
M(ChHK)= {0}.
Proof. To show thatH is closed, select hn ∈H hn→ f uniformly on K . There is hf ∈H
so that
hf = f on ChHK.
Pick ε > 0 and find hn in such a way that
‖hn − f ‖< ε on K.
Given x ∈ K , let µ ∈Mx(H) be a maximal measure. Since any maximal measure is
supported by ChHK (cf. [1, Proposition I.4.6]), we get sptµ⊂ ChHK and∣∣hf (x)− hn(x)∣∣= ∣∣µ(hf )−µ(hn)∣∣= ∣∣µ(f )−µ(hn)∣∣< ε.
It follows that f = hf ∈H.
Let now µ ∈ H⊥ ∩M(ChHK). If f is a continuous function on ChHK , let hf be
a function from H such that f = hf on ChHK . Since µ is boundary, we have again
sptµ⊂ ChHK , hence
µ(f )= µ(hf )= 0.
Thus µ= 0, and thereforeH⊥ ∩M(ChHK)= {0}. ✷
R.E. Atalla [4], Theorem 2.5, showed that for Markov simplicial function spaces the
class of weak peak sets (= relatively H-exposed sets in our terminology) coincides with
the class of (closed) Choquet sets. Corollary 14.5 shows that the more general assertion (in
a sense) is true and, in fact, Atalla’s theorem readily follows from our results.
Corollary 14.7 (Atalla). Let H be a Markov simplicial function space on a compact
space K . Then the class of relatively H-exposed sets coincides with the class of closed
Choquet sets.
Proof. By Proposition 12.1, any relativelyH-exposed set is closed and Choquet.
Conversely, let F be a closed Choquet set. Since by Proposition 14.6, H⊥ ∩
M(ChHK)= {0}, F satisfies the condition (A.1). It follows that F is an H-convex M-set
according to Theorem 10.5. Thanks to Corollary 12.3, F is relativelyH-exposed. ✷
There are simplicial function spaces where supports of maximal measures are big
enough. In this case we are able to give a better characterization both of closed Choquet
sets and M-sets.
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x ∈K \ ChHK . Then a closed set F ⊂K is Choquet if and only if either F =K or F is
a proper subset of ChHK .
Proof. Assume first that F is a Choquet set which is not a proper subset of ChHK . We
show that ChHK ⊂ F . If z ∈ F \ ChHK , then spt δz = ChHK by the assumption. Since
F is an H-extremal set, we have spt δz ⊂ F . Hence ChHK ⊂ F . According to the Krein–
Milman type Theorem 5.3,
K = coH(ChHK)⊂ coH F = F.
Conversely, assume that F is a closed proper subset of ChHK . By Example 4.1, F is
H-extremal. We now wish to show that F is H-convex. To this end, fix z ∈ K and µ ∈
Mz(H) satisfying sptµ ⊂ F . Our aim is to show that z ∈ F . Since sptµ ⊂ F ⊂ ChHK ,
we see that µ is a maximal measure. Because H is a simplicial space, µ = δz. Since F
is a proper subset of ChHK , z ∈ ChHK according to the assumption. Hence µ= εz, and
therefore z ∈ F . ✷
Proposition 14.9. Let H be a simplicial space such thatH=Ac(H) and spt δx = ChHK
for any x ∈K \ ChHK . Then a closed set F ⊂K is an M-set if and only if either F is a
proper subset of ChHK or contains ChHK .
Proof. Assume that F is an M-set. By Proposition 10.4, coH F is an M-set as well. If
coH F = K , then F ⊃ ChHK by the Milman type Theorem 5.4. If coH F is a proper
subset of K , then according to Theorem 10.5, coH F is a Choquet set. By Proposition 14.8,
coH F is a proper subset of ChHK . Therefore, F itself is a proper subset of ChHK .
If a closed set F contains ChHK , then coH F =K according to Corollary 5.3. Hence
coH F is an M-set and thanks to Proposition 10.4, F is also an M-set. If now F is a
proper closed subset of ChHK , then F is a Choquet set by Proposition 14.8. According to
Theorem 14.4, F is an M-set with respect to Ac(H)=H. ✷
15. An application to a harmonic case
Throughout the section we assume that U is a bounded open subset of Rm, m  2.
Basic notions and results needed in the sequel may be found in any book on potential
theory, especially (for our purpose) we can recommend [2] and [8].
Recall that H(U) denotes the function space of all functions continuous on U which are
harmonic on U . The space H(U) is closed, and as a simple consequence of the mean value
property of harmonic functions, we can conclude thatAc(H(U))⊂H(U) (cf. also Bauer’s
paper [5]).
It is known (cf. [6]) that the function space H(U) is simplicial. As in the abstract
case, denote by δx the unique maximal measure representing the point x ∈ U . Further,
the Choquet boundary ChH(U) U coincides with the set ∂regU of all regular points of U .
The Keldysh theorem says that any regular point of U is H(U)-exposed.
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spt δx = ∂regU for any x ∈ U \ ∂regU.
Proof. Cite [7, Proposition 1.2]. ✷
Theorem 15.2. Let U be an open bounded subset of Rm and F a closed subset of U ,
F = U . Then F is a Choquet set if and only if F is a proper subset of ∂regU .
Proof. The assertion readily follows from Propositions 14.8 and 15.1. ✷
Corollary 15.3. Let F be a proper closed subset of U . Then F is H(U)-exposed if and
only if F is a proper subset of ∂regU .
In particular, any regular point of U is H(U)-exposed.
Proof. Any H(U)-exposed set is a proper subset of ∂regU according to Proposition 12.1
and Theorem 15.2.
The converse assertion follows immediately from Theorems 15.2 and 14.4, Corol-
lary 12.3, Proposition 12.4 and from the fact that H(U)=Ac(H(U)). ✷
Corollary 15.4. A closed set F ⊂ U is an M-set if and only if either F is a proper subset
of ∂regU or contains ∂regU .
Proof. This follows immediately from Proposition 14.9. ✷
Remarks 15.5. (a) It is not difficult to see directly that H(U)-exposed sets are exactly
closed proper subsets of ∂regU . The following idea of a reasoning is due to I. Netuka.
Let F be a proper closed subset of ∂regU . Solving the weak Dirichlet problem, for any
z ∈ ∂regU \F there is a function hz ∈H(U) such that
hz(z) > 0, hz = 0 on F and 0 hz  1.
The existence of hz is guaranteed by the simpliciality of the space H(U). Find a sequence
{zn} in ∂regU \K for which
∂regU \ F ⊂
{
x ∈ U : hzn(x) > 0
}
.
Then the function h :=∑n 2−nhzn belongs to H(U), h= 0 on F and h > 0 elsewhere. The
proof of the last assertion uses Proposition 15.1. Conversely, any exposed set is a proper
closed subset of ∂regU \ F as follows from basic properties of harmonic functions and
regular points.
(b) Since Proposition 15.1 continues to hold in abstract elliptic harmonic spaces and
since the function space H(U) is simplicial, the characterization of exposed sets given
in Corollary 15.3 is valid also in these spaces. A characterization of exposed sets for the
parabolic case is more delicate.
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In fifties of the last century, G. Choquet started his research in infinite dimensional
convexity. He completed the proof on integral representation (the metrizable case) in July
1956. New results, proofs, examples and applications appeared soon afterwards and the
theory flourished and cultivated thanks to investigations of many authors. Phelps’ book
[22] on Choquet’s theorems which popularized this beautiful part of analysis was followed
by Alfsen’s monograph [1] concentrated on the theory of compact convex sets. Since
then plenties of researchers developed the theory and brought new approaches and results.
Among others, a theory of general function spaces was investigated (cf. separate chapters
in [22] and [1]) and applications to a theory of harmonic functions were demonstrated.
Notice also, that even a more general theory of function cones was investigated (see, for
example, a manuscript [9] of N. Boboc and Gh. Bucur).
In Sections 1–3 we summarized known facts from the theory of function spaces needed
in next sections. Sections 4–12 were devoted to counterparts to notions known from the
theory of compact convex sets (like extremal and convex sets, faces, split, parallel or
Archimedean faces and exposed sets). Section 14 provides a characterization of simplicial
function spaces using these notions. The Section 15 contains an interesting characterization
of exposed sets in the “harmonic case” which generalizes the well-known Keldysh lemma.
In our approach we use a measure theoretic approach together with basic tools of
functional analysis. Some proofs were inspired by analogous ones from the “convex case”.
Let us mention, for example, proofs in Sections 13 and 14 where resembling approaches
appeared in [1,11,12].
Recent papers [18,20] and a book in preparation [19] pay attention to a further research
of general function spaces.
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