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We study the Fourier restriction phenomenon in settings where there is no under-
lying proper smooth subvariety. We prove an (Lp, L2) restriction theorem in gen-
eral locally compact abelian groups and apply it in groups such as (Z/pLZ)n, R
and locally compact ultrametric fields K.
The problem of existence of Salem sets in a locally compact ultrametric field
(K, | · |) is also considered. We prove that for every 0 < α < 1 and ǫ > 0 there
exist a set E ⊂ K and a measure µ supported on E such that the Hausdorff
dimension of E equals α and |µ̂(x)| ≤ C|x|−α2 +ǫ.
We also establish the optimal extension of the Hausdorff-Young inequality in
the compact ring of integers R of a locally compact ultrametric field K. We shall
prove the following: For every 1 ≤ p ≤ 2 there is a Banach function space F p(R)
with σ-order continuous norm such that
(i) Lp(R) ( F p(R) ( L1(R) for every 1 < p < 2.
(ii) The Fourier transform F maps F p(R) to ℓp′ continuously.
(iii) Lp(R) is continuously included in F p(R) and F p(R) is continuously included
in L1(R).
(iv) If Z is a Banach function space with the same properties as F p(R) above,
then Z is continuously included in F p(R).
(v) F 1(R) = L1(R) and F 2(R) = L2(R).
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The Fourier transform of a function f ∈ Lp(Rd), p > 1, can be very singular on
hyperplanes of Rd, d ≥ 2. It is easy to construct an example of Lp function whose
Fourier transform is infinite on a hyperplane. However it is a remarkable fact that,
given a smooth submanifold M of Rd with appropriate curvature, there is a range
of p’s depending on M such that the Fourier transform of an Lp(Rd) function can
be restricted on M . This is known as the Fourier restriction phenomenon and was
initially discovered by Stein [34] in the early 60’s. More precisely the restriction











where M0 is an open subset of M with compact closure in M and dσ is the
induced Lebesgue measure in M . The Fourier restriction phenomenon has been
studied by many mathematicians who have developed various methods to prove
restriction estimates. However much work has still to be done since, in most of
the cases, it is difficult to improve the range of p’s and q’s where (1.1) holds and
it is even more demanding to get some sharp results. In chapter 2 we shall give
a little more history and discuss some positive results. The article [40] provides
further information concerning what is known so far and the remaining open
problems.
The Fourier restriction phenomenon is related to other problems in harmonic
analysis such as the Bochner-Riesz summability [12], [4], [39], [35] and the Kakeya
problem [5], [3], [43]. Moreover the restriction theorems have many applications
to other areas of mathematics. Perhaps the best known application is the one
concerning a priori estimates in partial differential equations for the wave and
Schrödinger equations; this connection was first observed by Strichartz [37]. The
restriction phenomenon is also related to certain problems in number theory; we
mention the article of Green and Tao [14] and the references therein.
As we have already pointed out the restriction of the Fourier transform of
a function on a submanifold of Rd, d ≥ 2, is closely related to the geometric
curvature of the submanifold. For this reason, it was thought that the restriction
problem is an aspect only of the d-dimensional Euclidean space with d ≥ 2.
However, recently Mockenhaupt [24] considered the restriction phenomenon on
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the real line where there is no underlying smooth subvariety. The key thing that
Mockenhaupt used is that there are thin subsets of R carrying measures whose
Fourier transform decays at infinity with a certain rate. It turns out that this
is sufficient to yield Fourier restriction results on fractal sets in R. However, the
geometric curvature has a twofold role in the restriction problem on Rd, d ≥ 2.
First it allows the Fourier transform of certain measures to have decay properties;
secondly it implies necessary conditions for the range of p’s and q’s where (1.1)
holds. And although the first implication of curvature is treated in the case
of thin sets in R as described above via the decay of the Fourier transforms of
measures, the counterpoint for the second one concerning necessary conditions
is not well understood in the one dimensional case. It is believed that long
arithmetic progressions in fractal sets might play the role of curvature and imply
some necessary conditions. However there is very little known concerning this
matter and that is why we do not really understand the restriction problem in R.
We refer to recent work of Laba and Pramanik [20] which provides information
about arithmetic progressions in thin sets.
Another surprising fact is that the Fourier restriction phenomenon has re-
cently been investigated in discrete settings where the geometric curvature is
completely non-existent. More precisely some authors have considered the re-
striction problem in (Z/NZ)n. When N is a prime number the problem has been
investigated by Mockenhaupt and Tao [27], and for general N by Wright [44]. We
mention that the methods of proofs between the above two cases are different.
The reason for this is that for general integers N , one can define a certain kind
of ‘scaled balls’ using the divisors of N . We shall give more details later.
The Fourier restriction phenomenon in R has proved to be a very useful
tool in establishing the optimal extension of the Hausdorff-Young inequality on
the torus. The Hausdorff-Young inequality asserts that the Fourier transform
F : Lp(T) → ℓp′, 1 ≤ p ≤ 2, 1/p+1/p′ = 1, is a bounded operator. The question
under consideration is to extend F continuously and in an optimal way (to be
specified later) keeping the range space ℓp
′
fixed. The problem was completely
solved recently by Mockenhaupt and Ricker [26]. Their work blends nicely vector
measure theory and harmonic analysis. Among other arguments, the authors
applied Fourier restriction theorems in Salem sets of the real line. We shall define
Salem sets in Section 3.1; roughly speaking they are sets with the property that
carry a measure whose Fourier transform obeys an optimal decay estimate. The
authors of [26] raised the question whether it is possible to extend their results in
other settings than R, replacing T by other compact sets. A natural setting, as
one may expect, is a general locally compact field K. It turns out that much of
the Fourier and functional analysis in [26] can be readily extended to any locally
compact field (see [31]). Slightly less obvious is the establishing of the restriction
phenomenon in this setting. Perhaps more non-trivial, and even more interesting
is the question of the existence of Salem sets in a general locally compact field;
this forms the main part of this thesis.
In Chapter 2 we start by stating the Fourier restriction phenomenon on
Rd, d ≥ 2, and especially on the unit sphere Sd−1. We then focus on the
(Lp, L2) restriction problem and state Greenleaf’s result [15] and Mockenhaupt’s
theorem [24]. The latter includes the 1-dimensional case about fractals dis-
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cussed earlier. Next we prove a general (Lp, L2) restriction theorem in the
setting of locally compact groups. This allows us to get restriction results on

















, 1 ≤ t < t0 , (1.2)
where S = {(x1, .., xk, gk+1(x1, .., xk), .., gn(x1, .., xk)) : xi ∈ Z/pLZ} and gi are
polynomials satisfying certain properties. At the end of this chapter we consider























for every 1 ≤ t < 2m+2
2m+1
. Using some scaling arguments we shall verify that the
range of t’s is almost sharp.
In chapter 3 we give the definition of the Fourier dimension of a set and
its relation with the Hausdorff dimension. We describe briefly how Frostman’s
lemma and capacitary dimension imply that the Fourier dimension cannot exceed
the Hausdorff dimension. We then define Salem sets which is the main theme of
this chapter. Salem sets were introduced by R.Salem in 1950 [33]. He constructed
a random Cantor type set in R which almost surely has the property its Fourier
dimension equals its Hausdorff dimension. Mockenhaupt [24] in 2000 obtained
(Lp, L2) Fourier restriction results on Salem sets constructed in [33]. Motivated
by the fact that restriction estimates can be obtained on fractal sets, we consider
the set of the well approximable numbers
E(α) = {x ∈ R : |nx−m| ≤ 1
n1+α




α > 0. Kaufman [19] proved that E(α) contains a Salem set with the same
Hausdorff dimension as E(α). He constructed a measure µ supported on E(α)
satisfying the property
|µ̂(x)| ≤ C log(e+ |x|)
(1 + |x|) 12+α
.




−δ , ∀ I ⊆ R interval ,
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and establish the (Lp, L2) restriction inequality
∫
E(α)
|f̂ |2dµ ≤ C‖f‖2Lp(R) ,
for a certain range of p’s.
In Chapter 4 we start our study on locally compact fields. This chapter serves
as a background for the chapters to come. The main references are [38] and [42].
The reader may wish to refer to these references for any well-known results stated
without proof. However we provide some proofs wherever we think that these are
not so complicated but needed for us to understand better the theory of local
fields. We also point out that the notation used in this chapter is kept through-
out the following chapters 5 and 6. Most of the material in Chapter 4 is devoted
to a certain class of local fields, the so called ultrametric local fields. The topo-
logical structure of an ultrametric local field is quite strange. However, due to
this structure, many analysis arguments and computations are simpler than the
ones in the Euclidean setting. This becomes clearer in Section 4.3 where we study
the notions of Fourier and Hausdorff dimensions in an ultrametric local field.
Chapter 5 forms the main part of this thesis. We follow Salem’s probabilistic
approach [33] and prove the existence of Salem sets in an ultrametric local field.
In Section 5.1 we provide a series of lemmas which shall be used to establish
the main result. In Section 5.2 we shall prove the following theorem [31]: Let
(K, | · |) be an ultrametric local field. For every 0 < α < 1 and ǫ > 0 there are a
set E and a measure µ supported on E such that the Hausdorff dimension of E
equals α and |µ̂(x)| ≤ Cǫ|x|−
α
2
+ǫ for every x ∈ K. The proof relies on a Cantor
type construction. For a fixed 0 < α < 1 and ǫ > 0, one constructs a family
of Cantor type sets, endows this family with an appropriate measure and proves
that almost every set E of the family with respect to this measure satisfies the
above theorem.
In Chapter 6 we deal with the problem of the optimal extension of the
Hausdorff-Young inequality in an ultrametric local field (this part of the the-
sis appears in [31]). We are motivated by a recent work of Mockenhaupt and
Ricker [26] who proved the following: For every 1 ≤ p ≤ 2 there is a Banach
function space F p(T) with Lp(T) ( F p(T) ( L1(T) for every 1 < p < 2, and
such that the Fourier transform F : F p(T) → ℓp′, 1/p + 1/p′ = 1, is bounded
with ‖f̂‖ℓp′ ≤ ‖f‖F p(T) for every 1 ≤ p ≤ 2. The norm ‖ · ‖F p(T) is σ-order
continuous and satisfies ‖f‖F p(T) ≤ 4‖f‖Lp(T) and ‖f‖L1(T) ≤ ‖f‖F p(T). Moreover
if Z is any Banach function space over (T,B(T), dt) with the same properties as
F p(T), then Z is contained in F p(T) and ‖f‖F p(T) ≤ C‖f‖Z. For p = 1, 2 we
have F 1(T) = L1(T) and F 2(T) = L2(T). In [26] the authors also proved that
the optimal domain F p(T) for the Hausdorff-Young inequality can be described
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by
F p(T) = {f ∈ L1(T) :
∫
T
|fh| <∞ ∀ h ∈ Lp′(T) with ĥ ∈ ℓp}
= {f ∈ L1(T) : f̂1A ∈ ℓp
′ ∀ A ∈ B(T)}
= {f ∈ L1(T) : f̂ g ∈ ℓp′ ∀ g ∈ L∞(T)} .
The aim of Chapter 6 is to transfer these results in the ultrametric local field
setting. We mention that most of the proofs rely on vector measure theory.
However the strict containment of Lp in F p (1 < p < 2) is proved using Fourier
restriction results on Salem sets. Therefore we start this chapter by establishing









continuous and bounded and as such it can be restricted as a continuous func-
tion to any set S ⊆ Rn. However, the Fourier transform defines a unitary map
from L2(Rn) onto L2(Rn) and therefore f̂ can be completely arbitrary on sets
of measure zero. Generally, the Hausdorff-Young inequality guarantees that if
f ∈ Lp(Rn) and 1 ≤ p ≤ 2, then f̂ ∈ Lp′(Rn) where 1/p + 1/p′ = 1. Hence,
at first sight f̂ is defined only almost everywhere. It is a remarkable observa-
tion of Stein from 1960’s that one can restrict the Fourier transform of a general
Lp(Rn) function for some p > 1 to the unit sphere Sn−1, at least as a function in
L2(Sn−1). This is known as the Fourier restriction phenomenon. Subsequently
in the last four decades many mathematicians have investigated on which sets
S of measure zero the Fourier transform of an Lp(Rn) function can be restricted
to and for which values of p. If S is a hyperplane in Rn and p > 1, then it is
easy to construct an Lp(Rn) function whose Fourier transform on S is always
infinity. Therefore we are interested in sets S with non-zero curvature. The case
of S = Sn−1, the unit sphere in Rn, is of particular interest since it is connected
to other areas of Harmonic analysis, see [12]. If we denote by dσ the measure on
Sn−1 induced by Lebesgue measure on Rn, then the (Lp, L2) restriction problem
to Sn−1 is formulated by the a priori inequality
‖f̂‖L2(Sn−1,dσ) ≤ C‖f‖Lp(Rn) (2.1)
for every 1 ≤ p ≤ 2n+2
n+3
. The range of p’s is optimal. For n = 2 this was established
by Fefferman [12]. For n ≥ 3 Tomas [41] proved (2.1) for 1 ≤ p < 2n+2
n+3
, and Stein
[34] provided the endpoint estimate. Thus the (Lp, L2) restriction problem to
Sn−1 is completely solved. However the general (Lp, Lq) restriction problem to
Sn−1 is still open. It is conjectured that
‖f̂‖Lq(Sn−1,dσ) ≤ C‖f‖Lp(Rn)
if and only if 1 ≤ p < 2n
n+1
and p′ ≥ n+1
n−1q. When n = 2 this conjecture was proved
by Fefferman [12].
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The restriction problem can be extended to other submanifolds of Rn. In the case
of compact subsets of the paraboloid the general (Lp, Lq) restriction problem is
conjectured to hold with the same range of p’s and q’s as for the sphere (see [40]).
The restriction problem for the cone gives a different range of p’s; this is because
cone has one vanishing principal curvature.
2.1 A general (Lp, L2) restriction theorem
Wishing to include many more submanifolds and other situations, it is better
to think of the Fourier restriction phenomenon with respect to a given measure.
Specifically, given a compactly supported Borel measure µ on the dual group Ĝ
of a locally compact abelian group G with Haar measure dm, one could formulate
the (Lp, L2) Fourier restriction problem as establishing the a priori inequality
‖f̂‖L2( bG,dµ) ≤ C‖f‖Lp(G,dm) (2.2)
in some range 1 ≤ p ≤ p0. In this direction, Greenleaf [15] proved that if
S ⊆ Rn, n ≥ 2, is a submanifold of dimension α < n and is endowed with a
smooth measure dµ = ψdσ satisfying |µ̂(x)| ≤ C|x|−β/2, then (2.2) holds with
G = Rn whenever 1 ≤ p ≤ p0, p0 = 4n−4α+2β4n−4α+β . Note that this result extends the
Tomas- Stein (Lp, L2) restriction theorem for the sphere.
It might seem that the restriction problem is closely related to the classical
notion of curvature and therefore the problem seems to be an aspect of Rn with
n ≥ 2. However Mockenhaupt, using Tomas’ argument in [41], extended the
(Lp, L2) restriction estimate of Greenleaf in the following way.
Theorem 2.1.1. ([24])
If µ is a compactly supported measure in Rn such that µ(Br(x)) ≤ Crα ∀r >
0 (α < n), and |µ̂(x)| ≤ C|x|−β/2, then (2.2) holds in the range 1 ≤ p < p0, p0 =
4n−4α+2β
4n−4α+β .
The advantage of this theorem is that it is applicable for n = 1, giving (Lp, L2)
Fourier restriction results for thin sets in R. However it does not include the
endpoint p0. On the other hand, one can use an argument due to Carbery to
say more at p0 and prove that a restricted estimate holds at p0; specifically, (2.2)
holds for characteristic functions f = 1E at p = p0.
The restriction problem has also been considered in situations where R is
replaced by other fields or rings. In the cases of (Z/NZ)n and Qp
n, where Qp is
the field of p-adic numbers, Fourier restriction estimates have been obtained by
Wright [44]. Mockenhaupt and Tao [27] have established restriction estimates in
F n where F is a finite field. We now present Carbery’s argument in a sufficiently
abstract setting to include several interesting examples and situations which we
will need later. Our aim is to give an (Lp, L2) Fourier restriction theorem on
locally compact abelian (LCA) groups. Let G be a LCA group and mG a Haar





r (0) be families of sets (‘balls’), r > 0, onG and Ĝ respectively.
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We then define
BGr (x) = x+B
G
r (0) and B
bG
r (ξ) = ξ +B
bG
r (0). (2.3)






(ξ) = Ĝ ∀ ξ ∈ Ĝ. (2.4)
Let µ be a finite measure on Ĝ such that
µ(B
bG
r (ξ)) ≤ Crα ∀ r > 0 ∀ ξ ∈ Ĝ and (2.5)
if x /∈ BGr (0) , then |µ̂(−x)| ≤ Cr−β/2. (2.6)




‖φr‖L∞ <∞ , (2.7)
φr ≡ 1 on BGr (0) , (2.8)









(0), j ∈ N. (2.10)
Remarks:
1. The translation-invariant families of ‘balls’ {BGr (x)}r>0, {B
bG
r (ξ)}r>0 do
not necessarily arise from a metric. This is important for certain applications
discussed below.
2. The family {φr}r>0 of functions should be thought of as ‘smooth’ approxi-
mations to 1BGr (0); properties (2.7)-(2.10) encoding the regularity property (2.5)
and Fourier decay property (2.6) for the Haar measure mG on G. Note that
(2.7) and (2.8) clearly hold for the family φr = 1BGr (0) and for this family prop-
erty (2.9) would follow from a regularity property mG(B
G
r (0)) ≤ Crn implying
mG(B
G
r (x)) ≤ Crn by (2.3). And although (2.10) can hold for 1BGr (0) in many
situations as we shall see below, it does not hold for G = Rn and n ≥ 2. However
in this case, if φ ∈ S(Rn) (Schwartz class) with φ ≡ 1 on B1(0) then φr(x) := φ(xr )
satisfies properties (2.7) through (2.10).
Theorem 2.1.2. Under the above assumptions the (Lp0 , L2) Fourier restriction
estimate (2.2) holds for characteristic functions f = 1E on G, where p0 =
4n−4α+2β
4n−4α+β , and the strong type (L
p, L2) estimate (2.2) holds for 1 ≤ p < p0.
Proof. Let S ⊆ Ĝ be the support of µ. We introduce the operator R where R(f)




f(x)〈x, ξ〉dmG(x), ξ ∈ S.
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The question is whether the following two estimates hold:
‖R(1E)‖L2(dµ) ≤ CmG(E)1/p0 , (2.11)
‖R(f)‖L2(dµ) ≤ C‖f‖Lp(G,dmG) ∀ 1 ≤ p < p0 . (2.12)




g(ξ)〈ξ, x〉dµ(ξ) = ĝdµ(−x) .
Therefore R∗R(f) = f ∗ k with k(x) = µ̂(−x). We will prove that
∫
|R∗R(1E)(x)1F (x)|dmG(x) ≤ CmG(E)1/p0mG(F )1/p0 ∀ E,F ⊆ G. (2.13)
This is sufficient to yield (2.11) because
‖R(1E)‖2L2(dµ) = 〈R(1E), R(1E)〉L2(dµ) = 〈1E, R∗R(1E)〉L2(G)
and so applying (2.13) for F = E we get (2.11).
To prove (2.13) we write R∗R(f) = T1(f) + T2(f) where
T1(f) = f ∗ (k(1 − φr)) and T2(f) = f ∗ (kφr) .
The value of r will be determined later.
∫
|T1(1E)(x)1F (x)|dmG(x) ≤ sup
x∈G
|1E ∗ (k(1 − φr))(x)| ·mG(F ).
Applying (2.6), (2.7),(2.8) we get
∫
|T1(1E)(x)1F (x)|dmG(x) ≤ Cr−
β
2mG(E)mG(F ). (2.14)









with |k̂φr(ξ)| = |φ̂r ∗ k̂(ξ)| ≤
∫
bG
|φ̂r(ξ − x)|dµ(x) .



















|φ̂r(ξ − x)|dµ(x) .
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Hence, since α < n, we have |k̂φr(ξ)| ≤ Crn−α. Applying this to (2.15) we get
∫





From (2.14),(2.16) we choose r > 0 such that
r−
β

















i.e. R∗R is of restricted weak type (p0, p
′
0) with p0 =
4n−4α+2β
4n−4α+β .
Since the measure µ is finite we have that R∗R is of strong type (1,∞). Hence,
interpolation gives us that R∗R is of strong type (p, p′) for every 1 ≤ p < p0.
Applying Holder inequality we get
‖R(f)‖2L2(dµ) = 〈f, R∗Rf〉L2(G)
≤ ‖f‖Lp(G)‖R∗Rf‖Lp′ (G)
≤ C‖f‖2Lp(G).
Therefore (2.12) is true and the theorem is proved.
As discussed above, this theorem applies to the Euclidean case Rn simply
taking the balls to be the usual balls in Rn and φr(x) := φ(
x
r
), a scaled family of
a fixed Schwartz function φ, and so includes Theorem 2.1.1 as a special case, even
giving an endpoint estimate. More generally, using Theorem 2.1.2, one can get
restriction estimates in Kn where K is a local field. As we shall see later in this
thesis, every local field is endowed with a natural norm which yields the family of
balls needed in Theorem 2.1.2. As far as the family of functions φr is concerned,
it depends on the norm of K: if this norm has the archimedean property then K
is either R or C (see Theorem 4.2.13 in Chapter 4) and this case is treated above.
However, if the norm of K is non-archimedean and G = K, then one can take φr
to be the characteristic function on the ball of radius r centered at 0 ∈ K (For
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more details we refer to Section 6.1 in Chapter 6).
2.2 The restriction phenomenon in (Z/pLZ)n
As another application of Theorem 2.1.2, we show how one can establish (Lp, L2)
restriction results in the group (Z/NZ)n. When N is restricted to be prime, such
results appear in [27] but here we follow [44] where results and examples are given
for generalN . Following [44] we will define a natural ‘norm’ on Z/NZ below which
allows us to define isotropic and anisotropic balls in (Z/NZ)n, making various
euclidean scaling arguments carry over to this discrete setting. As formulated by
Mockenhaupt and Tao in [27], the Fourier restriction problem in the setting of
the compact abelian group G = (Z/NZ)n, endowed with counting measure, is
the following: equip Ĝ ≃ G with normalised counting measure and let S = {g =
0} ⊂ Ĝ be the zero set of g ∈ Z[X1, . . . , Xn]. The (Lt, Lq) Fourier restriction














where Ct,q is essentially independent of N (from now on we use the letter t instead
of p for exponents in Fourier restriction formulae because we intend to use the
letter p for prime numbers).
Let r ∈ Z/NZ and ~x = (x1, .., xn) ∈ G. We define
|r| := N
gcd(r,N)
and ‖~x‖ := N
gcd(x1, .., xn, N)
.
We also define x ≤R y if and only if x|y. For r = d, d|N we consider




In the dual space Ĝ, the ‘balls’ B
bG
r (0) are defined in a different way and the radius






r (0) = {~x = (x1, .., xn) ∈ Ĝ : ‖~x‖ ≤R |
1
r
|} = {(x1, .., xn) ∈ Ĝ : d|xi ∀i}.
For the following theorem we shall consider N = pL, L ≥ 2, p prime.
Theorem 2.2.1. Let G = (Z/pLZ)n and let S ⊂ Ĝ be the algebraic variety
S = { (x1, .., xk, gk+1(x1, .., xk), ..., gn(x1, .., xk)) : xi ∈ Z/pLZ } ,
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L | ≤ C‖~y‖−β2 , (2.18)
~y = (y1, .., yn) ∈ G. Then the (Lt0 , L2) restriction estimate (2.17) holds for
characteristic functions f = 1E on G, where t0 =
4n−4k+2β
4n−4k+β , and the strong type
(Lt, L2) estimate (2.17) holds for 1 ≤ t < t0.
Proof. We shall apply Theorem 2.1.2 of which the assumptions we should verify.
The families of balls BGr (0), B
bG
r (0) have already been defined for certain radii.
We now define them for every r > 0. Let ℓ be an integer such that 1 ≤ ℓ ≤ L.
For r ≥ pL, pℓ−1 ≤ r < pℓ, 0 < r < 1 we define BGr (0) to be G, BGpℓ−1(0), ∅
respectively. In the dual space Ĝ, for r ≥ 1 we have B bGr (0) := Ĝ, for p−ℓ ≤ r <
p−ℓ+1 we define B
bG
r (0) := B
bG
p−ℓ(0), and for r < p
−L we have B
bG
r (0) := ∅. Hence
the assumption (2.4) is satisfied.
The set S is endowed with the normalized counting measure which plays the role









f(x1, .., xk, gk+1, .., gn).
We now verify the regularity of µ. Let B
bG

















(x1, .., xk, gk+1, .., gn).
From the definition of B
bG
p−ℓ(0) we get that the only surviving xj ’s in the above
sum are at most those which are multiples of pℓ, i.e. xj = njp













Similarly, for r 6= p−ℓ the regularity property of µ is proved as above. One can
also prove the regularity of µ on balls centered at any ξ ∈ Ĝ.
Next we verify the Fourier decay assumption (2.6). Let
~y = (y1, .., yn) /∈ BGr (0), pℓ ≤ r < pℓ+1, 0 ≤ ℓ ≤ L− 1.
From the definition of BGr (0) we have that there is i0 such that p
L−ℓ does not
divide yi0. This implies that
‖~y‖ > r ,
because otherwise gcd(y1, .., yn, p
L) ≥ pLr−1 > pL−ℓ−1 or equivalently pL−ℓ|yi for
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every i which cannot be true. Therefore using (2.18) we have that
|µ̂(−~y)| ≤ Cr−β/2 .
The cases r ≥ pL and r < 1 are trivial.
We now introduce the family of functions (φr) to be φr = 1BGr (0). Clearly the
assumptions (2.7),(2.8) of Theorem 2.1.2 are satisfied. We now check the assump-









Let pℓ ≤ r < pℓ+1, 0 ≤ ℓ ≤ L− 1. The surviving xj ’s in the above sum are those

















Therefore |φ̂r(~ξ)| ≤ rn.







Hence |φ̂r(~ξ)| ≤ pLn < rn.
Last if r < 1 then BGr (0) = ∅ and therefore φ̂r(~ξ) = 0.
Next we verify the assumption (2.10). Let





To avoid trivialities we can assume that pℓ ≤ r < pℓ+1, 0 ≤ ℓ ≤ L.
A) Let pℓ ≥ r




ℓ. If pℓ ≥ r
2j



















Hence in any case the assumption (2.10) is satisfied and the theorem is proved
by applying Theorem 2.1.2 .
There are many examples of algebraic varieties S for which the condition
13












where h(x) = b1x+ · · ·+ bmxm, bm 6= 0, gcd(b1, .., bm, pL) = 1. In the case where
gcd(b1, .., bm, p
L) = ps, s 6= 0,








pL | ≤ Cm
1
p(L−s)/m
= Cm‖~b‖−1/m , (2.21)
where ~b = (b1, .., bm). The estimate (2.21) allows us to verify (2.18) for the
algebraic variety
S = {(g1(x), .., gn(x)) : x ∈ Z/pLZ} ,
where g1(x) = x and gj are polynomials with integer coefficients which satisfy the
following assumptions. First of all we assume that gi 6= cgj for every i 6= j, for if
we have gi0 = cgj0 then the exponential sum on the line {cyi0 = −yj0 , yi = 0 ∀i 6=
i0, j0} equals 1 and we do not have any decay. However, this necessary condition
is not sufficient. So we further make the following two assumptions:
(A) no monomial of gj is a monomial of gi, i 6= j,










, pL) = 1 for every j =
1, .., n.








1 , .., ync
n
mn , p
L) = gcd(y1, .., yn, p
L). (2.22)
If we set h(x) = y1g1(x)+· · ·+yngn(x) =
∑m
i=1 bix
i then by (2.22) and assumption






L | ≤ Cm‖~y‖−1/m ,
where m = max{m1, .., mn}, i.e. the maximum of the degrees of g1, .., gn.
To verify (2.18) for k > 1 and certain algebraic varieties S, the arguments are
the same as in the case k = 1. The key point is a generalization of Hua estimate
























where m = max{m1, .., mk}. As in the case k = 1, if
gcd({bn1,..,nk : n1, .., nk}, pL) = ps, s 6= 0,
then we can express the above estimate in terms of ‖~b‖, where ~b is the vector













for every β < 2
m
. This estimate implies the condition (2.18) for
S = {(g1(~x), .., gk(~x), .., gn(~x)) : ~x ∈ (Z/pLZ)k} ,
where gj(~x) = xj ∀j = 1, .., k and gj are polynomials which satisfy the assump-
tions (A) and (B) (of case k = 1) transferred in the present setting in an obvious
way.
So far we have discussed positive results of the restriction problem (2.17). We
now consider the algebraic variety
Σ = {(x, xm) : x ∈ Z/pLZ} , m ≥ 2 ,
and we aim to limit the range of (t, q) for which the (Lt, Lq) Fourier restriction
phenomenon on Σ can hold. Then taking q = 2 we shall observe that, for the set
Σ, the result of Theorem 2.2.1 is almost sharp. The (Lt, Lq) restriction problem






















where Ct,q is independent of p and L.
Let f̂(x, y) = 1B(x, y) where
B = {(x, y) ∈ (Z/pLZ)2 : ps|x, psm|y}, 1 ≤ s ≤ L− 1 .
The only x’s which contribute in the sum on the left hand side of (2.23) are those













































































· p(1+m)s/t = 1
p(1+m)s/t′
, (2.25)
where t′ is the dual exponent of t, i.e. 1/t + 1/t′ = 1. Substituting (2.24) and







For q = 2 this becomes
1 ≤ t ≤ 2m+ 2
2m+ 1
. (2.26)
On the other hand, from (2.21) we have that the exponent β of the Fourier decay
assumption (2.18) for Σ is 2/m. Moreover k = 1 and n = 2. Hence the endpoint
t0 of Theorem 2.2.1 is
t0 =
4 · 2 − 4 + 2 · 2
m






Therefore (2.26) implies that the (Lt, L2) restriction result to Σ is almost sharp.
Remark: The exponents for the restriction problem associated to (x, xm) are
the same as those as in the euclidean setting (see [35]).
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Chapter 3
The (Lp, L2) restriction
phenomenon on
Salem sets in the real line
In this chapter we introduce the notion of Salem sets and consider the Fourier
restriction problem to such sets. In the first section we shall describe Salem’s
construction [33] and Mockenhaupt’s work [24] on the (Lp, L2) restriction problem
to thin sets of the real line, especially to Salem sets. The latter was the first to
consider the (Lp, L2) restriction problem on the real line and especially to Salem
sets. In the second section, motivated by the surprising fact that the restriction
phenomenon can happen on the real line where the classical notion of curvature
does not make much sense, we consider the set of the well-approximable numbers
E(α), a deterministic Salem set, and apply either Theorem 2.1.1 or 2.1.2 in order
to get (Lp, L2) Fourier restriction results on this set. Actually, after Kaufman’s
work [19] who proved the existence of a measure µ supported on E(α) whose
Fourier transform µ̂ obeys a proper decay, the only remaining thing for us is to
prove that µ satisfies a regularity property (see condition 2.5 of Theorem 2.1.2).
We note that the sharpness of the above Fourier restriction results is still an open
problem. The lack of curvature and therefore of scaling arguments makes the
decision of the sharpness of such restriction estimates a difficult task. It is likely
that one needs to understand whether long arithmetic progressions exist in such
thin sets.
3.1 Salem’s construction
We begin with a short review of the Hausdorff and Fourier dimension of a compact
set E ⊆ Rd (see [18],[23]).
1) Frostman’s lemma states that the Hausdorff measure of order α of a com-
pact set E ⊆ Rd is positive if and only if E carries a probability measure µ such
that
µ(Br(x)) ≤ Crα , (3.1)
where Br(x) denotes a ball of radius r centered at x.
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3) The capacitarian dimension of a compact set E ⊆ Rd is defined as the
supremum of numbers α such that there is a positive, finite measure µ supported
on E satisfying Eα(µ) <∞.
4) Let now µ be a positive, finite measure such that µ(Br(x)) ≤ Crα and
β < α. Then ∫
dµ(x)
|x− y|β
is uniformly bounded with respect to y, hence Eβ(µ) < ∞. On the other hand
if Eα(µ) < ∞, then the regularity property (3.1) holds for a suitable restriction
of µ. Therefore, by Frostman’s lemma, the capacitarian dimension of a compact
set E ⊆ Rd is nothing but the Hausdorff dimension dimH E.






Therefore the Hausdorff dimension dimH E is characterized by the property that
for every β < dimH E there is a positive, finite measure µ 6= 0 supported on E
such that
∫
|x|β−d|µ̂(x)|2dx <∞ and no such measure exists if β > dimH E.
6) The Fourier dimension dimF E of a compact set E ⊆ Rd is defined as the
supremum of exponents α ∈ [0, d] so that there is a positive, finite measure µ 6= 0,
supported in E, satisfying
|µ̂(x)| ≤ C |x|−α/2 .
From the above discussion one can see that the Fourier dimension never exceeds
the Hausdorff dimension
dimFA ≤ dimHA .
We would like to note that the dimension d (of the Euclidean space Rd) is crucial
in the definition of Fourier dimension. To see this, let us consider the interval
I = [0, 1]. Regarding I as a subset of R, we have that its Fourier dimension equals
1. However if we assume that I is imbedded in R2 then dimF I = 0 because for
every measure µ supported on I, µ̂(x1, x2) is independent of x2 and therefore we
do not have any decay in the direction of y-axis.
Definition 3.1.1. A set A ⊆ Rd is called a Salem set if dimFA = dimHA.
Except some trivial cases (e.g. spheres), Salem sets are very rare as determin-
istic sets. For d = 1 the only deterministic Salem set with 0 < dimFA < 1 is the
set of well-approximable numbers [19] which we will study in the next section.
For the rest of this chapter we consider d = 1.
One may have the impression that Salem sets are quite exceptional. However,
in a way the opposite is true. Salem [33] succeeded in defining a random set
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on the real line which enjoys this property almost surely. We now describe his
construction.
Let [A,B] be an interval of length L. Let also
0 ≤ a1 < · · · < aN < 1
and ξ be a number satisfying
ξ > 0, a1 + ξ < a2 , · · · , aN−1 + ξ < aN , and aN + ξ < 1 . (3.2)
We consider the N disjoint intervals [A + Laj , A + Laj + Lξ], j = 1, .., N and
we call them white intervals. The N +1 complementary intervals with respect to
[A,B] will be called black intervals. This dissection of [A,B] will be said to be of
type (N, a1, .., aN , ξ).
We now start from the interval [0, 2π] and we fix a1, .., aN as above. Let
also (ξi) be a sequence where each ξi satisfies condition (3.2). We carry out the
following Cantor type construction. At the first step we perform a dissection of
type (N, a1, .., aN , ξ1) on the interval [0, 2π], we keep the white intervals
[2πaj , 2πaj + 2πξ1] ,
and remove the black intervals. At the second step we operate a dissection of type
(N, a1, .., aN , ξ2) on each of the white intervals of the previous step and removing
the black intervals we get the N2 white intervals
[2πaj + 2πaiξ1 , 2πaj + 2πaiξ1 + 2πξ1ξ2] .
We continue inductively and at the n-th step we have Nn white intervals each
of length 2πξ1ξ2 · · · ξn. When n → ∞ the procedure gives us a perfect, nowhere
dense set E whose elements are given by the formula
x = 2πaǫ0 + 2πaǫ1ξ1 + ..+ 2πaǫnξ1 · · · ξn + . . . ,
where each ǫj takes all values 1, 2, .., N .
We also consider the sequence of functions (Fn) where Fn is continuous which
satisfies the following properties:
• Fn(x) = 0 for x ≤ 0 and Fn(x) = 1 for x ≥ 2π.
• Fn is linearly increasing by 1/Nn on each of the white intervals of the n-th step.
• Fn is constant on the black intervals of the n-th step.
The limit F (x) = limn Fn(x), the so called Lebesgue function, is a continuous
non-decreasing function and clearly the corresponding measure dF is supported














(e2πia1x + · · ·+ e2πiaN x) ,
we have
d̂F (x) = P (x)
∞∏
n=1
P (ξ1 · · · ξnx) .
Obviously E and dF depend on N, a1, .., aN and (ξi) . Salem succeeded in proving
the following.
Proposition 3.1.2. ([33]) For every α > 0 and ǫ > 0 there exist N, a1, .., aN , (ξi)
such that the corresponding set E has Hausdorff dimension α and the measure
dF satisfies
|d̂F (x)| ≤ C|x|−α2 +ǫ . (3.3)
Salem’s approach was probabilistic and he actually proved that the estimate
(3.3) holds for almost every (ξi) with respect to a suitable measure.
Mockenhaupt [24] verified that the measure dF satisfies also a regularity prop-
erty. In fact, he proved that
|F (x) − F (y)| ≤ C|x− y|α . (3.4)
He then applied (3.3),(3.4) to his Theorem 2.1.1 and proved the following.
Proposition 3.1.3. ([24]) Let p < 4−2α
4−3α . Then for ǫ > 0 sufficiently small there
exist N, a1, .., aN , (ξi) such that the corresponding set E has Hausdorff dimension
α and the measure dF satisfies the a priori inequality
∫
|f̂ |2dF ≤ C‖f‖2Lp(R) .
3.2 The set of well-approximable numbers
The set of well-approximable numbers is defined as
E(α) = {x ∈ R : |x− m
n
| < n−2−α for infinitely many rationals m
n
} ,
where α > 0. Jarńık [17] established that E(α) has Hausdorff dimension 2/2+α.
Kaufman [19] proved that E(α) contains a Salem set with the same Hausdorff
dimension as E(α). It is the only deterministic Salem set in R of dimension
strictly between 0 and 1. We shall describe Kaufman’s work in a slightly modified
way, see [2].
Let F be a Schwartz function such that F ≥ 0,
∫
F = 1 and suppF =
[−1/2, 1/2]. We fix M > 0 and we denote by PM the set of prime numbers in the
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interval [M, 2M ]. By the prime number theorem we have that there are constants








We shall also use the fact that, for a non-zero integer k, the number of its prime








This is an immediate consequence of the factorization of |k| by prime numbers.
Next we set FM(x) = (2M)
1+αF ((2M)1+αx) and let F̃M be the periodic ex-







Remark 3.2.1. If x satisfies gM(x) > 0, then there exist p ∈ PM and n ∈ Z such
that |px− n| ≤ 1
2





FM = 1 and FM ≥ 0 we get
|F̂M(m)| ≤ 1 , (3.7)




, m ∈ Z \ {0} . (3.8)


































F̂M(m) , otherwise (3.9)
Lemma 3.2.2. For M sufficiently large we have
(i) |ĝM(k)| ≤ Cα log MM , for every k ∈ Z \ {0}.
























































We set the function
θ(x) =
log(3 + |x|)
(1 + |x|) 12+α
log log(3 + |x|) .
If |y| is big enough we have
θ(y) < θ(x) , for every x such that |x| < |y| . (3.11)
Lemma 3.2.3. For every ψ ∈ C2c and δ > 0 there exists M0 > 0 such that
|ψ̂gM(x) − ψ̂(x)| ≤ δθ(x) , ∀ x ∈ R, ∀ M ≥M0 .
Note: The ̂ notation here denotes the Fourier transform although we have
used this already to denote the Fourier coefficients of a function. Hopefully the
context will make it clear which one we are using in any particular circumstance.
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Proof.


















because ĝM(0) = 1 by (3.9). Since ψ ∈ C2c we get




(1 + |k − x|)2 . (3.12)
When |x| ≤M2+α, then using Lemma 3.2.2(i) and (3.12) we get









Now the lemma follows because from (3.11) we have θ(M2+α) ≤ θ(x) provided
that M is big enough.
Let us now assume that |x| > M2+α. We shall split the sum in (3.12) into
two parts.
a) Let k : |k − x| ≥ |x|
2
.
We further split and consider |k| ≥ 3|x|
2

























1 + |x| .
Clearly, for M sufficiently large (and hence |x| large) we have Cα 11+|x| ≤ δθ(x)
.
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Let now |k| < 3|x|
2














1 + |x| ,
because from (3.7),(3.9) we get |ĝM(k)| ≤ 1 for every k. As above, choosing M
big enough we have
C
1
1 + |x| ≤ δθ(x) .
b) For k : |k − x| ≤ |x|
2
.
Then |k| ≥ |x|
2
and therefore |k| > M2+α
2
. Lemma 3.2.2(ii) holds (adjusting












(1 + |k − x|)2 . (3.13)
If M is sufficiently large then the function
log |x|
|x| 12+α




(1 + |x|) 12+α
,
which is less than δθ(x) for M big enough.
Lemma 3.2.4. Let (µn) be a sequence of Borel measures on T = R/Z. If c ≤
‖µn‖ ≤ C, c > 0, C <∞, and the sequence of Fourier transforms (µ̂n) converges
pointwise, then there exists a Borel measure µ 6= 0 such that µn w
∗
−→ µ.
Proof. By Alaoglu’s theorem there exists a measure µ 6= 0 and a subsequence
(µnk)k of (µn)n such that µnk
w∗−→ µ. Hence
µ̂nk → µ̂ .
Let (µnℓ)ℓ be an arbitrary subsequence of (µn)n. By the same argument as above
we get µnℓm
w∗−→ ν and µ̂nℓm → ν̂ for some measure ν and subsequence (µnℓm )m
of (µnℓ)ℓ. Since (µ̂n)n is convergent we have that µ̂ = ν̂ and therefore µ = ν.
The Lemma now follows because the closed unit ball of M(T) is metrizable in
the w∗-topology.
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Proposition 3.2.5. There exists a non-zero measure µ supported on E(α) such
that
|µ̂(x)| ≤ Cθ(x),




log log(3 + |x|).
Note: In fact, Kaufman [19] established the stronger result that
|µ̂(x)| ≤ C(1 + |x|)−1/(2+α) log(e+ |x|) .
The above proposition is a modified version of Kaufman’s theorem and is due to
Bluhm [2].
Proof. We aim to use inductively Lemma 3.2.3. Let ψ0 be an arbitrary function
in C2c (R) such that ψ0 ≥ 0. We apply Lemma 3.2.3 with ψ = ψ0 and δ = 1/2,
and we take M1 such that




At the kth step we apply Lemma 3.2.3 with ψ = ψ0gM1 · · · gMk−1 and δ = 12k .
Setting
dµk = ψ0gM1 · · · gMkdx,
we have




We shall prove that the sequence (µk) satisfies the assumptions of Lemma 3.2.4




ψ0 > θ(0) + 1.
Then (3.14) gives us






Hence 1 ≤ ‖µk‖ ≤ θ(0) + ψ̂0(0). By Lemma 3.2.4 there exists a measure µ 6= 0
such that µk
w∗−→ µ. Choosing the sequence (Mk) such that Mk > 2Mk−11,we
have by Remark 3.2.1 that µ is supported on E(α). Taking into account that
|ψ̂0(x)| ≤ Cθ(x) and µ̂k → µ̂, (3.14) implies that
|µ̂(x)| ≤ Cθ(x) ,
and the proposition is proved.
Next we aim to prove that the measure µ satisfies a regularity property. This,
together with the Fourier decay estimate of Proposition 3.2.5, will enable us to
1
Lemma 3.2.3 allows us to do so.
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get restriction results for µ on E(α). We will see that the regularity property
of µ depends on the choice of cut-off function ψ0 in the construction of µ above.
The construction allows the mass of the measure µ to accumulate substantially
at the origin, so much that if ψ0 is identically one near the origin, the regularity
property of µ would not be lined with the dimension of E(α). We will want to
avoid this and so we will eventually choose ψ0 to have support away from 0 and
in this case we will show that the corresponding measure µ satisfies the desired





holds for all intervals I.
Let (Mk) be a sequence, produced inductively as above, yielding the measures
µk and µ. Whenever is needed we modify Mk considering a larger one. We are
allowed to do so by Lemma 3.2.3 .The function ψ0, appeared in the proof of
Proposition 3.2.5, is considered to be supported in [−1/2, 1/2]. Let
|PMk | = nk and PMk = {p1,k, . . . , pnk,k} .







mj = 0,±1, . . . ,±[pj,k2 ] , j = 1, . . . , nk , where [·] denotes the integer part. We





which are uniformly distributed in [−1/2, 1/2].


















We denote by I0 the biggest 1-interval centered at zero.
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Let I be an 1-interval such that I
⋂
I0 = ∅. We fix
pj2,2 ∈ PM2, . . . , pjk,k ∈ PMk .




contained in I (because, as we have observed, these intervals are uniformly dis-
























· · · 1
(2M2)1+α
|I| ,





The above procedure was made for fixed pj2,2 ∈ PM2, . . . , pjk,k ∈ PMk . Taking
into account all the possible combinations, we have that the support of
ψ0gM1 · · · gMk
in I has Lebesgue measure equal to
|PM2| · · · |PMk |
1
(2Mk)1+α




















From (3.5) we get
µk(I) ≤ C(logM1)Mα1 |I| . (3.17)
Since I is an 1-interval we have |I| ≤ 1
M2+α1
and hence M1 ≤ |I|−
1
2+α . Therefore
from (3.17) we get







Next we check the regularity in the case that I is an i-interval, i ∈ N, such
that I
⋂
I0 = ∅. The same arguments as before give us that the support of
ψ0gM1 · · · gMk
in I (k > i) has Lebesgue measure equal to
|PMi+1| · · · |PMk |
1
(2Mk)1+α
· · · 1
(2Mi+1)1+α
|I| .





1+α · · · 1|PMi|
(2Mi)
1+α|I| . (3.18)




1+α · · · 1|PMi−1|
(2Mi−1)
1+α < logMi ,
we get
µk(I) ≤ C(logMi)2Mαi |I| . (3.19)
Since I is an i-interval we have Mi ≤ |I|−
1













Let us assume that I contains N i-intervals, say I1, . . . , IN . Since the total
number of i-intervals is bounded by
p1,i + · · · + pni,i
and they are uniformly distributed, we have that
N ≤ (p1,i + · · · + pni,i)|I| .
Hence
N ≤ 2Mi|PMi||I| . (3.21)
We also have that |Ij| ≤ 1M2+α
i

























1+α · · · 1|PMi−1|
(2Mi−1)
1+α|I| .
Replacing 1/|PMi−1| by (logMi−1)/Mi−1 and choosing Mi−1 sufficiently large we
have
µk(I) ≤ C(logMi−1)2Mαi−1|I| .
This is the same type of estimate as in (3.17) and (3.19). Therefore by (3.20)






w∗−→ µ we also have the same estimate for µ.
It remains to check the regularity of µ on intervals which contain zero. In this
case gMi is bounded by (2Mi)
1+α and not by (2Mi)
1+α/|PMi| as before, because
i-intervals containing zero overlap. Consequently, the regularity exponent of µ
is reduced from 2/(2 + α) to 1/(1 + α) . More precisely, the same approach as





for every interval I containing zero. We aim to deal with this reduction of the
exponent of regularity of µ because it causes the range of p’s where the Fourier re-
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striction phenomenon in E(α) holds to become smaller. To deal with this, we con-
sider ψ0 supported in [−1/2, 1/2] and in the complement of a small neighborhood
of zero. Then we pick M1 sufficiently large such that I0 ⊆ [−1/2, 1/2] \ suppψ0.
This guarantees that the measure µ is supported away from I0 and hence (3.15)
holds.
From Proposition 3.2.5 we also get




Combining (3.15),(3.22) with either Theorem 2.1.1 or 2.1.2 we get the following
(Lp, L2) Fourier restriction estimate on E(α).
Theorem 3.2.7. Let 1 ≤ p < 2+2α
1+2α
. Then for δ > 0 sufficiently small there exists
a constant C depending only on δ such that
∫
E(α)
|f̂ |2dµ ≤ C‖f‖2Lp(R) .
We would like to note that it is not known whether the result in Theorem
3.2.7 is sharp or not. From the dual form of restriction problem
∫
R
|f̂dµ|p′dx ≤ C‖f‖p′L2(dµ) ,
and using (3.22) we cannot exclude the possibility that the (Lp, L2) restriction








This chapter serves as a background for the chapters to come. We describe the
theory of locally compact fields emphasizing those tools which we will use in the
following chapters. The basic references are [38], [42] and [32] and the reader may
wish to refer to these references for any well known results stated below without
proof. We start with an important example, the field Qp of p-adic numbers. This
will help us to understand the general theory of local fields which is the theme of
Section 4.2. In Section 4.3 we deal with the Hausdorff and Fourier dimensions in
a local ultrametric field. We shall see that all the Real analysis about these two
notions and the connections between them, discussed in Section 3.1 of Chapter
3, can be easily transferred into the local field setting.
4.1 The field Qp of p-adic numbers
We give a short description of p-adic numbers following Folland’s book [13]. Let
p be a prime and r ∈ Q, r 6= 0. From the prime factorization theorem we have





where m ∈ Z, p divides neither r1 nor r2, gcd(r1, r2) = 1, r1 ∈ Z, r2 ∈ N. Then
we define
|r|p = p−m .
We also define |0|p = 0. One can verify that | · |p satisfies
|x+ y|p ≤ max{|x|p, |y|p} and |xy|p = |x|p|y|p . (4.1)
Therefore dp(x, y) = |x − y|p is a metric in Q and the arithmetic operations are
dp-continuous. It follows that these operations extend to the completion Qp of Q
with respect to dp. Qp is called the field of p-adic numbers. The p-adic norm | · |p
can also be extended to Qp and still satisfies equation (4.1). Qp is described in a
more concrete way as the following proposition shows.










j : m ∈ Z, cj = 0, 1, .., p− 1}.




j are similar to the case of real numbers in decimal form with





j = (p− cm)pm +
∞∑
j=m+1




j with cm 6= 0, then
|x|p = p−m.
Hence the p-adic norm | · |p takes on only the values pk, k ∈ Z, and 0.
For x ∈ Qp, k ∈ Z, we define the balls
B̄pk(x) = {y ∈ Qp : |y − x|p ≤ pk},
and we note that






j : cj = 0, 1, .., p− 1} .
For every k ∈ Z the ball B̄pk(0) is an additive subgroup of Qp. Therefore if









i.e. the part of p-adic expansion after the (−k)th coordinate contributes nothing.
It is equivalent to say that
B̄pk(x) = B̄pk(y) if and only if y ∈ B̄pk(x).
If m < n, then B̄pn(0) is a union of p




−n + · · ·+ c−m−1p−m−1 + B̄pm(0)
)
,
where every cj takes all the values 0, 1, .., p − 1. Therefore B̄pn(0) is totally
bounded, and since it is closed in Qp we conclude that B̄pn(0) is compact. Hence
Qp is locally compact.
By (4.1), if k ≤ 0, then B̄pk(0) is a subring of Qp. The ball B̄1(0) is called the
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j : cj = 0, 1, .., p− 1}.
We now describe the dual groups Q̂p, Ẑp of (Qp,+) and (Zp,+) respectively. Let










where cj = 0 for sufficiently large j ≤ 0. The kernel of ξ1 is Zp and hence it is
constant on cosets of Zp. For y ∈ Qp we define ξy by
〈x, ξy〉 = 〈xy, ξ1〉.
Therefore ξy equals 1 on the ball B̄|y|−1p (0) and it is constant on cosets of this
ball. It can be shown that every character on Qp is of the form ξy and that Q̂p is
isomorphic to Qp as topological groups.
The above analysis suggests that the dual group of (Zp,+) can be identified with




j , m ∈ N, cj = 0, 1, .., p− 1.
In fact, it can be shown that Ẑp ∼= Qp/Zp.
All the above elements concerning Qp are generalized for any ultrametric local
field to be defined in the next section. As we shall see in Theorem 4.2.13, Qp is
the main representative among the ultrametric local fields of characteristic 0.
4.2 Local fields
In this section we recall some well known results about local fields. A local field
K is defined as a locally compact field, i.e. a field endowed with a topology
where the additive group K+ and multiplicative K∗ = K \ {0} group are locally
compact abelian groups (we exclude the discrete fields from consideration). The
local compactness property allows K to be endowed with an absolute value | · |.
This is because if a ∈ K∗ and dx is a Haar measure in K+, then d(ax) is also a
Haar measure in K+ and hence there is a constant which we denote by |a| ∈ R∗+
such that
d(ax) = |a|dx .
We define |0| = 0. It turns out that the so defined modular mapping a 7→ |a| is
continuous on K and
|ab| = |a||b| . (4.2)
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For r > 0 and x ∈ K we define the balls
B̄r(x) = {y ∈ K : |y − x| ≤ r},
B̊r(x) = {y ∈ K : |y − x| < r}.
One can prove that B̄r(x) is compact and the family {B̄r(x) : r > 0} makes up a
fundamental system of neighborhoods of x in K.
Proposition 4.2.1. The function a 7→ |a| induces on K∗ an open homomorphism
of K∗ onto a closed subgroup Γ of R∗+.
Theorem 4.2.2. There is a constant A ≥ 1 such that
|x+ y| ≤ Amax{|x|, |y|} ,
for all x, y ∈ K.
Definition 4.2.3. A local field K is said to be ultrametric when
|x+ y| ≤ max{|x|, |y|}. (4.3)
This property is called non-archimedean or ultrametric.
Using the ultrametric property one can easily prove the following.
Lemma 4.2.4. In an ultrametric local field the following properties hold:
a) Any point of a ball is a possible center of the ball.
b) If two balls have a common point, one is contained in the other.
c) Any two balls of same radius either coincide or are disjoint.
d) The diameter of a ball is less than or equal to its radius.
Let us denote by Sr(a) = {x ∈ K : |x − a| = r}. Then, if K is ultrametric,
the following is true:
if x ∈ Sr(a), then B̊r(x) ⊂ Sr(a). (4.4)
This is an immediate consequense of the fact that
if |x| > |y|, then |x+ y| = |x| , (4.5)
for every x, y ∈ K. To prove (4.5) we first observe that |x+ y| ≤ max{|x|, |y|} =
|x|. On the other hand
|x| ≤ max{|x+ y|, | − y|} = max{|x+ y|, |y|}
and since |x| > |y| we get |x| ≤ |x+ y|.
From (4.4) we have that Sr(a) =
⋃
x∈Sr(a) B̊r(x). Hence Sr(a) is open. This
implies that B̄r(x) = B̊r(x)
⋃
Sr(x) is open and B̊r(x) = B̄r(x) \ Sr(x) is closed.
Hence we showed the following.
Lemma 4.2.5. If K is an ultrametric local field, then the sets B̄r(x), B̊r(x), Sr(x)
are both closed and open.
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For ultrametric local fields we use the notation
R = B̄1(0) and P = B̊1(0).
Properties (4.2),(4.3) imply the following.
Lemma 4.2.6. All balls containing 0 in an ultrametric local field K are additive
subgroups. R is the unique maximal subring of K and every ball containing 0
with radius less than 1 is an ideal of R. P is the unique maximal ideal of R.
Definition 4.2.7. R is called the ring of integers in K.
Proposition 4.2.8. Let K be an ultrametric local field. Then the image Γ of K∗
under | · | is of the form
θZ = {θm : m ∈ Z}, 0 < θ < 1.
Proof. From Lemma 4.2.5, P is closed in the compact R. Hence the image of P
under the continuous mapping | · | attains a maximum, say θ, 0 < θ < 1. So the
interval (θ, 1) ⊂ R does not intersect Γ. On the other hand, by Proposition 4.2.1,
Γ is a multiplicative subgroup of R∗+, and it is known that a multiplicative sub-
group of R∗+ is either discrete or dense. Since it cannot be dense the proposition
follows.




(a+ P ). (4.6)
Since a + P is open and R is compact, the last disjoint union must be finite.
Therefore we get the following.
Proposition 4.2.9. In an ultrametric local field the field R/P is finite.
Notation: We shall always denote by q the number of elements of S.
Since q = #(R/P ), we have that q = pc, where p is the characteristic of R/P .
We note that p · 1K belongs to P and p is the smallest prime with this property.
From Proposition 4.2.8 we fix π ∈ P with |π| the biggest possible value less
than 1. This implies that π−1x ∈ R for all x ∈ P . Since we also have πR ⊆ P ,
we conclude that
P = πR.
Moreover we know that R =
⋃
a∈S(a+P ) and hence considering any Haar measure
we get
|R| = q|P | = q|πR| = q|π||R|.
Therefore, since R is compact, we have |π| = q−1. Let us summarize.
Proposition 4.2.10. In an ultrametric local field there exists an element π ∈ P
such that
P = πR and |π| = q−1. (4.7)
Moreover the number θ of Proposition 4.2.8 equals q−1.
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Lemma 4.2.11. A local field (either ultrametric or not) is complete.
Proof. Let (xn) be a Cauchy sequence in K. Hence (xn) is bounded and it is
contained in a ball B̄r(0). Since B̄r(0) is compact the lemma follows.





j : dj ∈ S, m ∈ Z}.
Proof. We shall first show that the series
∑∞
j=0 djπ





j, n ∈ N.
For n > k we have sn − sk =
∑n
j=k+1 djπ
j. Since |dj| equals either 0 or 1 we get
by (4.5) and (4.7) that |sn − sk| ≤ q−k−1. Therefore (sn) is Cauchy and the claim
follows by Lemma 4.2.11.
Let now x ∈ K, x 6= 0. We assume that |x| = q−m, m ∈ Z. Then by (4.7) we
have that |π−mx| = 1. From (4.6) there are d0 ∈ S and y ∈ P such that d0 6= 0
and
π−mx = d0 + y.
From Proposition 4.2.10 there exists x′ ∈ R such that y = x′π. We now appeal







Multiplying by πm we are done.
The proof of Theorem 4.2.12 implies that in an ultrametric local field




j with dm 6= 0.
Conversely, let us assume that x =
∑∞
j=0 djπ
j with d0 6= 0. Then using (4.5) we
have that |sn| = 1 ∀ n ∈ N, where sn =
∑n
j=0 djπ
j. Therefore, by the continuity
of | · |, |x| = 1. By scaling we conclude that




j with dm 6= 0.





j : dj ∈ S}.
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As we saw in the previous section, the field Qp of p-adic numbers is an ultra-
metric local field of characteristic 0. It turns out that any other ultrametric local
field of characteristic 0 is a finite field extension of Qp, for some p (see Theorem
4.2.13 below).
It can be shown that if a local field is of characteristic p 6= 0, then it is
ultrametric. In fact, Theorem 4.2.13 below states that the only ultrametric local
fields of characteristic p are the so called Formal Laurent series. We give a brief
description of these fields.
Formal Laurent series Fpc((X)): Let p be a prime real number, c ∈ N, and
Fpc the unique (up to isomorphism) finite field of p
c elements. We define the set





j : m ∈ Z, cj ∈ Fpc}.
One can also view the elements of this set as double sequences (cj)
∞
j=−∞, cj ∈ Fpc ,
with finitely many negative j’s with cj non-zero. The arithmetic operations are
defined by




If x = (cj) ∈ Fpc((X)) and m is the smallest integer such that cm 6= 0, we have
|x| = p−cm.
The ring of integers R, denoted by Fpc[[X]], is the ring of formal power series over
Fpc , that is,




j : cj ∈ Fpc} .
The next theorem classifies the local fields.
Theorem 4.2.13. (classification theorem)
(i) Let K be an ultrametric local field. If its characteristic is non-zero, say
char(K) = p, then K is the field of formal Laurent series over a finite field of
characteristic p, that is, K = Fpc((X)) for some c ∈ N. If char(K) = 0, then K
is either Qp for some prime p or a finite field extension of Qp.
(ii) If K is a non-ultrametric local field, then K is either R or C.
Next we pass to Fourier analysis on an ultrametric local field K.
Proposition 4.2.14. Let χ be a non-trivial character on K+. There is m ∈ Z
such that
χ(x) = 1 on B̄qm(0) ,
and χ is non-trivial on B̄qm+1(0). Moreover χ is constant on cosets of B̄qm(0) in
K+.
Proof. Since χ is continuous there is a ball B̄qm(0) such that




for every x ∈ B̄qm(0). We note that if x ∈ B̄qm(0), then
nx ∈ B̄qm(0)
for every n ∈ Z. Hence |χ(nx) − 1| <
√
2 or equivalently
|χ(x)n − 1| <
√
2 ,
for every n ∈ Z and x ∈ B̄qm(0). This cannot happen unless χ(x) = 1 on B̄qm(0).
We consider the biggest m with this property. If now
x ∈ y + B̄qm(0) ,
so x = y + z, z ∈ B̄qm(0), then χ(x) = χ(y)χ(z) = χ(y).
If χ is a character on K+, then every other character of K+ is given by
χy(x) = χ(yx),
for some y ∈ K. The group of characters of K+ is isomorphic to K+ via the
isomorphism y → χy.
Throughout this thesis χ is a fixed character on K+ such that χ(x) = 1 on R
and is non-trivial on B̄q(0).
We can find such a character χ by starting with any non-trivial character and
rescaling. We also note that
χy(x) = 1 on B̄|y|−1(0).
In the sequel we always assume that dx is the Haar measure of K+ such that
the measure of R equals one. Therefore, since
B̄qm(0) = π
−mR,
we have that the Haar measure dx of B̄qm(0) equals q
m.











The ball B̄qm(0) is a compact (additive) group and clearly every character of K
+
restricted on B̄qm(0) is a character of B̄qm(0). Using the fact that the dual group





qm , m ≤ 0





χ(yx)dx after the change of variables x → x + a





qmχ(ya) , |y| ≤ q−m
0 , |y| > q−m. (4.8)
Passing to the compact ring of integers R, regarded as additive group, we expect
its dual group to be discrete. Indeed, its dual group is isomorphically identified
with the additive groupK/R. Hence the characters of R+ are of the form χy(x) =





j : m ∈ N, dj ∈ S}.
4.3 Hausdorff and Fourier dimensions in local
ultrametric fields
Throughout this section K is an ultrametric local field.
The existence of norm in K allows us to speak of Hausdorff dimension. More-
over, Frostman’s lemma is valid in any compact metric space (see [23]). Hence, if
E ⊂ K is compact, then its Hausdorff dimension dimH E equals the supremum
of numbers α ∈ [0, 1] such that E carries a probability measure µ satisfying
µ(B̄qm(x)) ≤ Cqmα , (4.9)
for every x ∈ K and m ∈ Z.








Lemma 4.3.1. Let µ be a positive, finite measure in K such that the regularity





is uniformly bounded with respect to x and hence Eβ(µ) <∞.










Since µ is finite we have that I2 <∞ uniformly on x. For the integral I1 we write
B̄1(x) as the disjoint union of the spheres




















Lemma 4.3.2. Let µ be a positive, finite measure in K. If Eα(µ) <∞ then the
regularity property (4.9) holds for a suitable restriction of µ.
Proof. Since Eα(µ) <∞, the set




has positive µ measure for some M . Let ν be the restriction of µ on A. Then for













(4.10) gives us that
ν(B̄qm(x)) ≤Mqmα ∀x ∈ A . (4.11)
It remains to verify (4.11) for all x belonging to K. Let such an x ∈ K. If
B̄qm(x)
⋂
A = ∅ then ν(B̄qm(x)) = 0. If there is z ∈ B̄qm(x)
⋂
A, then by Lemma
4.2.4 we have that
B̄qm(z) = B̄qm(x) .
Since (4.11) holds for z we are done.
Frostman’s lemma together with the last two Lemmas give the following.
Proposition 4.3.3. The Hausdorff dimension of a compact set E ⊂ K equals
the supremum of numbers α ∈ [0, 1] such that there is a positive, finite measure
µ supported on E with the property Eα(µ) <∞.
Lemma 4.3.4. (i) Suppose rt(x) =
1
|x|t1R\{0}(x) , t < 1, where 1A denotes the
characteristic function on A. Then
r̂t(x) =
1 − q−1









































































• If x ∈ R, (4.12) gives






1 − qt−1 .
• Let now |x| = qm, m ≥ 1.
Then the sum in (4.12) should start from j = m− 1. Hence
r̂t(x) = q




= qm(t−1)(−q−t) + 1 − q
−1
1 − qt−1 q
m(t−1) .







































|x|1−t dxdµ(y)dµ(z) ] , (4.13)
where in the third equality we made the change of variables
x′ = πnx (dx′ = q−ndx).







|x|1−t dx , y 6= z
0 , y = z .







|y−z|t , y 6= z




For |y − z| > q−n we get from (i) that
Fn(y, z) = Bq,t
1
|y − z|t ,
and for 0 < |y − z| ≤ q−n we get that
Fn(y, z) =
1 − q−1
1 − q−t q




|y − z|t .
Therefore we have that
|Fn(y, z)| ≤ G(y, z) uniformly in n ,
where
G(y, z) = Cq,t
1
|y − z|t1suppµ×suppµ(y, z) .
We note that G is integrable since t < 1 and µ has compact support. Therefore
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|y − z|t .
(4.14)
(a) case: (µ× µ)(∆) = 0.









|y − z|t .
(b) case: (µ× µ)(∆) 6= 0.









We close this chapter giving the definition of Fourier dimension dimF E of a
set E ⊂ K. This is defined as the supremum of α ∈ [0, 1] such that E carries a
measure µ with the property
|µ̂(x)| ≤ C|x|−α2 .
By Proposition 4.3.3 and Lemma 4.3.4 we conclude that the Fourier dimension
cannot exceed the Hausdorff dimension,
dimF E ≤ dimH E .
Definition 4.3.5. A set E ⊂ K is called Salem if dimF E = dimH E.
In the next chapter we shall prove the existence of Salem sets in the ring of
integers R of an ultrametric local field.
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Chapter 5
Salem sets in ultrametric local
fields
We follow Salem’s probabilistic approach [33] to proving the existence of gener-
alized Cantor type Salem sets in an ultrametric local field K. We shall see that
the characteristic of K plays an important role and does not allow us to give a
unified proof independent of the characteristic.
5.1 Preliminaries lemmas
We prove a series of lemmas which will play a decisive role in the proof of the
main result of this chapter. In what follows, the last chapter and notation within
it (e.g. π, q, S etc) will be used without any particular reference.
Lemma 5.1.1. Let K be an ultrametric local field of characteristic 0. Also let
N ∈ N, k ∈ N with N < qk. Then there are a1, . . . , aN ∈ R linearly independent
over Q such that |ai − aj | > q−k for every i 6= j.
Proof. Setting S = {c0, . . . , cq−1} as it was defined in Section 4.2, we consider the
field extension
Q(c0, . . . , cq−1, π)
of Q, where Q is regarded as a subfield of K. Clearly Q(c0, . . . , cq−1, π) is a
countable subfield of K whereas K itself is uncountable. Therefore one can find
b1, . . . , bN ∈ K such that 1K , b1, . . . , bN are linearly independent over Q(c0, . . . , cq−1, π).






where dj(i) ∈ S and m(i) ∈ Z. If m(i) is a negative integer we consider











j ∈ Q(c0, . . . , cq−1, π) ,





we have that the expansion of each bi
′







j , d′j(i) ∈ S.




dj run over S, equals q
k. We choose N of them, say
r1, . . . , rN .
Last we set
ai = ri + bi
′
,
for i = 1, . . . , N . Clearly a1, . . . , aN fulfill the desired properties: if i 6= j, the
expansion of ai − aj in K has a non-zero coordinate lying between the 0-th
coordinate and the (k − 1)-th coordinate, hence |ai − aj| > q−k. The linear
independence is clearly satisfied over Q(c0, . . . , cq−1, π) and thus Q.
Lemma 5.1.1 covers only the cases whereK is either the field of p-adic numbers
Qp or some finite field extension of it. We would like to have the same result when
char(K) = p 6= 0; that is, K is the field of formal Laurent series over a finite field.
Of course, in this case, Q cannot be embedded in K and regarded as a subfield of
it. However, as one naturally expects, we may replace Q by Fp, the unique (up
to isomorphism) field of p elements.
Lemma 5.1.2. Let K be an ultrametric local field of characteristic p 6= 0. Un-
der the same conditions as in Lemma 5.1.1, there are a1, . . . , aN ∈ R linearly
independent over Fp such that |ai − aj | > q−k for every i 6= j.
Proof. One could imitate the proof of Lemma 5.1.1 replacing Q by Fp. However
things here are much simpler. K is a Formal series field Fpc((X)) for some




j=0 , i = 1, . . . , N ,
where cj(i) ∈ Fpc (N < qk). For i = 1, . . . , N we define
ai = (bj(i))j≥0 ,
with
bj(i) = cj(i) for every j = 0, . . . , k − 1 ,
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for j = k − 1 + i
bk−1+i(i) = 1 ,
and
bj(i) = 0 for every j 6= 0, . . . , k − 1, k − 1 + i .
The definition of the arithmetic operations in Fpc((X)) guarantees the linear
independence of a1, . . . , aN over Fp. The property |ai − aj | > q−k is justified in
the same way as in Lemma 5.1.1.
Next we need two combinatorial lemmas.




(ni + 1) ≤
∑
ni1(ni1 + 1) · · ·niµ(niµ + 1) , (5.1)
where the sum is taken over all the possible choices {i1, . . . , iµ} out of {1, . . . , ν}.
Proof. Without loss of generality we assume that n1 ≥ n2 ≥ · · · ≥ nν(≥ 1). We
also assume that we have carried out all the arithmetic operations in both the
left and right hand sides of (5.1) and hence what we are left with are sums with
summands of the form ni1 · · ·nik from the left hand side and summands of the
form ni1 · · ·niλn2iλ+1 · · ·n2iµ from the right hand side.
We are going to give an algorithm showing how to bound every summand of
the left hand side of (5.1) by a summand of the right hand side. We will ensure
that no summand of the right hand side is used more than once to bound terms
of the left hand side. Let ni1ni2 · · ·nik be an arbitrary summand of the left hand
side of (5.1). The algorithm depends on the ‘length’ k.
(i) k > µ.
Then there are pairs of indices (ij , ij′) appearing at ni1 · · ·nik such that ij′ = ij+µ.
For every such square we have nijnij′ ≤ n2ij . So we replace the product nijnij′
by n2ij when ij′ = ij + µ and leave unchanged the other factors nij appearing
in ni1 · · ·nik . Counting every arising square n2ij as one factor, the outcome is a
product of µ factors. Therefore it is one of the summands in the right hand side
of (5.1) (after the perfomance of all the arithmetic operations there).
(ii) k = µ.
We do not change anything since the product ni1 · · ·nik appears in the right hand
side of (5.1).
(iii) k < µ.
Now we should complete the length of the product ni1 · · ·nik so that we get a





where the product is taken over the j’s with j > µ, j 6= i1, . . . , ik and such that
#j’s = µ− k. One might have many sets of such j’s. We simply pick one.
The uniqueness of the above algorithm is trivially verified: The squares n2j in
the case (i) appear for 1 ≤ j ≤ µ, while in the case (iii) for µ + 1 ≤ j ≤ ν (in
the case (ii) there are not squares at all). The uniqueness within the same case
is also obvious.
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Lemma 5.1.4. For k, n, N ∈ N set Γk = {((n1, .., nN), (l1, .., lN)) : nj, lj ∈
N





n1! · · ·nN !
1





n′1! · · ·n′N !
1
l′1! · · · l′N !
∀ m ≥ 2, m ∈ N.
Proof. We may assume m ≥ 3 is an odd integer; otherwise Γm ⊆ Γ2 and the
lemma is obvious. The idea behind the proof is that we should map every element
γ = ((n1, .., nN), (l1, .., lN)) of Γm ,
to a subset
∆(γ) of Γ2 ,
such that
1
n1! · · ·nN !
1





n′1! · · ·n′N !
1




∆(γ2) = ∅ whenever γ1 6= γ2. (5.3)
The latter condition will ensure that we do not use a summand of the right hand
side of lemma’s inequality more than once in order to bound summands of the
left hand side.
Let γ = ((n1, .., nN), (l1, .., lN)) be a fixed element of Γm. Then there are




λj = 0 ,
and
nj − lj = λjm for every j = 1, .., N .
Let
ν = #{j : λj odd} .
The property
∑N
j=1 λj = 0 implies that ν is a nonnegative even number, say
ν = 2µ, µ ∈ N
⋃
{0} .
(i) case: ν = 0.
In this case γ ∈ Γ2. We simply consider ∆(γ) = {γ} and therefore (5.2), (5.3)
are fulfilled.
(ii) case: ν 6= 0, #{j : λj odd, lj = 0} = 0.
We set
∆(γ) = {((n1, .., nN), (l1 + ǫ1, .., lN + ǫN)) :
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The set ∆(γ) is well-defined since the condition
∑N
j=1 ǫj = 0 is justified by the
fact that ν is an even integer. It is also clear that it is a subset of Γ2 because
N∑
j=1
lj + ǫj = n ,
and nj − lj − ǫj is an even number for every j = 1, . . . , N . Without loss of
generality we assume that the odd λj ’s are
λ1, .., λν .
To satisfy (5.2) it is sufficient to prove
1
l1! · · · lν !
≤
∑ 1
(l1 + ǫ1)! · · · (lν + ǫν)!
,
where the sum is taken over the set
{(ǫ1, .., ǫν) : ǫj = ±1,
ν∑
j=1
ǫj = 0} .
Therefore we need to prove that
1 ≤
∑ li1 · · · liµ





(li + 1) ≤
∑
li1(li1 + 1) · · · liµ(liµ + 1) ,
where the last two sums are taken over all the possible choices {i1, .., iµ} out of
{1, .., ν}. This follows from Lemma 5.1.3, and hence (5.2) is satisfied.
To prove (5.3), let γ1, γ2 ∈ Γm (both belonging to case (ii)).
Let











We assume that ∆(γ1)
⋂











for some choices of ǫj , ǫ
′
j. Using the fact that
nj − lj = λjm ,
and
n′j − l′j = λ′jm ,
we get
(λj − λ′j)m = ǫj − ǫ′j .
Since m ≥ 3 and ǫj , ǫ′j can take only the values 0,±1, we conclude that
ǫj = ǫ
′
j and λj = λ
′
j ,
for every j = 1, .., N . Therefore γ1 = γ2.
(iii) case: 0 < #{j : λj odd, lj = 0} ≤ #{j : λj odd, lj 6= 0}.
Let
A = {j : λj odd, lj = 0}, B = {j : λj odd, lj 6= 0} ,
and C be some subset of B with
#A = #C .
We set
∆(γ) = {((n1, .., nN), (l1 + ǫ1, .., lN + ǫN )) : ǫj = 0 if λj is even,




To prove that ∆(γ) is a well-defined set, we should check that #B\C is an even
number (so that the condition
∑N
j=1 ǫj = 0 in ∆(γ) is consistent with the condition
ǫj = ±1 for j ∈ B\C; this will be sufficient because we also have #A = #C). To
this end, we observe that
#A+ #C + #B\C = ν ,
and hence
#B\C = ν − 2 · #A
is an even number since ν is even. Clearly ∆(γ) is a subset of Γ2. Following the
same argument as in case (ii), one can prove (5.2). We note here that ǫj vary
only for j ∈ B\C (taking values ±1) and it is for those j’s that we repeat the
above argument in case (ii). For j ∈ A or C we have the fixed values ǫj = 1
and ǫj = −1 respectively and we use the fact that 0! = 1! (when j ∈ A) and
1/lj! ≤ 1/(lj − 1)! (when j ∈ C). Finally, property (5.3) is proved in the same
way as in case (ii).
(iv) case: #{j : λj odd, lj = 0} > #{j : λj odd, lj 6= 0}.
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Let A and B be the sets defined in case (iii). Let also
D = {j : λj odd, nj = 0} ,
and
E = {j : λj odd, nj 6= 0} .
We observe that A ⊆ E and D ⊆ B. Since #A > #B we see that
#E > #D .
We consider a subset F of E such that
#F = #D .
We set
∆(γ) = {((n1 + δ1, .., nN + δN ), (l1, .., lN)) : δj = 0 if λj is even,




As in case (iii) we see that #E\F is an even number and hence ∆(γ) is a well-
defined subset of Γ2. The conditions (5.2) and (5.3) are satisfied as in cases (ii)
and (iii). We only mention that the lj’s are now unchanged and it is the δj’s,
with j ∈ E\F , which vary instead of ǫj’s.
It remains to prove (5.3) when γ1, γ2 do not lie in the same case. Whenever
neither γ1 nor γ2 belong to case (iv), we do exactly what we did in case (ii) to
see that (5.3) is satisfied. Now let










N)) ∈ Γm be as in either case (i), (ii) or (iii) ,
such that ∆(γ1)
⋂
∆(γ2) 6= ∅. We observe that
#A
⋂





Therefore there is j0 such that nj0 − 1 = n′j0 and 0 = lj0 = l′j0 + ǫj0. Hence either
l′j0 = 1 and ǫj0 = −1 ,
or
l′j0 = ǫj0 = 0 .
Therefore, using the formulae nj0 − lj0 = λj0m and n′j0 − l′j0 = λ′j0m, we get either
(λj0 − λ′j0)m = 2 ,
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or
(λj0 − λ′j0)m = 1 ,
but neither can be true.
5.2 The main theorem
We now turn to our main estimate which is the local field analogue of Salem’s
basic estimate. To keep things as unified as possible, we denote by F either Q
or Fp depending on which case we are in; that is, F = Q when char(K) = 0 and
F = Fp when char(K) = p 6= 0.
Proposition 5.2.1. Let K be an ultrametric local field, N ∈ N, m ∈ 2N with
N > m. We set P (x) = 1/N
∑N
i=1 χ(aix) with a1, . . . , aN ∈ R linearly indepen-












∀ T ≥ T0, ∀ x0 ∈ K.
Note: The square root on the right hand side cannot be improved and this
is crucial.
Proof. Let m = 2n, n ∈ N. Then









|P (x)|m = 1
Nm
∑ n!
n1! · · ·nN !
n!
l1! · · · lN !
χ(((n1−l1)a1+..+(nN−lN)aN )x) , (5.4)
where the sum is taken over the set






lj = n, nj , lj ∈ N
⋃
{0}} .
(i) case: char(K) = 2.
Then F = F2. We observe that χ(x) = χ(−x) = χ(x) and hence χ(x) ∈
R ∀x ∈ K. Therefore





m1! · · ·mN !
χ((m1a1 + .. +mNaN )x).
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We split the last sum into two parts I1, I2 where I1 is taken over the set
G = {(m1, .., mN) : m1 + ..+mN = m, mj ≥ 0 even integer ∀j} ,














where λj ∈ N and bj are non-zero elements of K because a1, .., aN are linearly
independent over F2. Choosing sufficiently large T0, (4.8) yields
∫
B̄T (x0)











m1! · · ·mN !
∀ T ≥ T0, ∀x0 ∈ K. (5.5)













Since m = 2n we see that
#G = #{(m′1, .., m′N) : m′1 + ..+m′N = n, m′j ≥ 0 ∀ j}
=
(

















By simple arithmetic operations we see that the quotient of the left hand side











2n−2) · · · (1 + n−1n+1)
,
which is less than 1 since N > m = 2n.
This completes the case when char(K) = 2, but before we pass to the next
case, we derive a useful formula which will be used in the case when char(K) =
p > 2. Turning back to equation (5.4), we repeat the same argument of splitting
the sum into J1, J2 where J1 is taken over Γ2 (see Lemma 5.1.4 for the definition
of Γ2) and J2 is taken over Θ\Γ2 (i.e. at least one nj − lj is odd). Therefore, as
above, exploiting the linear independence of a1, .., aN over F2 and using equation
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n1! · · ·nN !
n!
l1! · · · lN !
∀ T ≥ T1, ∀x0 ∈ K.









n1! · · ·nN !
n!
l1! · · · lN !
. (5.7)
(ii) case: char(K) = p > 2.










n1! · · ·nN !
n!
l1! · · · lN !
∀ T ≥ T0, ∀x0 ∈ K ,
for some constant T0. Hence the desired estimate follows by applying Lemma
5.1.4, then equation (5.7) and finally the estimate (5.6).
(iii) case: char(K) = 0.
Then F = Q. In this case equation (5.4) becomes














where µj ∈ N and dj is a linear combination of a1, .., aN with rational coefficients
not all zero. Hence dj 6= 0 ∀j. Using once again equation (4.8) we get, for











n1! · · ·nN !
)2

























and this completes the proof of the proposition.
Before passing to our result on the existence of Salem sets in the ring of
integers R of a local ultrametric field K, we need the following lemma.
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Lemma 5.2.2. Let θ ∈ R, and k = [θ] be the integer part of θ. Then there is a
sequence (kn), n ∈ N, such that kn ∈ {k, k + 1} and
lim
n
k1 + · · ·+ kn
n
= θ .
Proof. We set k1 = k. We consider n1 ∈ N the smallest integer such that
θ <
n1k + n1 − 1
n1
,
and we set k2 = · · · = kn1 = k+1. We pick n2 ∈ N the smallest integer such that
(n1 + n2)k + n1 − 1
n1 + n2
< θ ,
and we set kn1+1 = · · · = kn1+n2 = k. We continue inductively and we construct












j=1,j odd nj − 1∑2ν+1
j=1 nj
, (5.8)
where n2ν , n2ν+1 are the smallest natural numbers for which the above inequalities
hold. We claim that both sequences in (5.8) converge to θ as ν → ∞. Let us
suppose that this is not true for the left hand side sequence which we denote by















From the definition of (nν)ν we have that the first inequality in (5.8) (i.e. θν < θ)










nj − 1 + θ − k. (5.10)




nj < θ − k ,
for infinitely many ν’s, which cannot be true. In the same way one can prove the
convergence of the sequence of the right hand side of (5.8).
Following Salem’s approach (see [33],[25]), we now construct a family of gen-
eralised Cantor type sets, using a proper probability measure, to conclude that
almost every set of this family is a Salem set. The probabilistic approach relies
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on the freedom of choices of centres of the various balls in the construction, and
not on the range of their radii since the absolute value of a local ultrametric field
takes on only discrete values.
Theorem 5.2.3. Let K be an ultrametric local field and R its ring of integers.
Then for every 0 < α < 1 and ǫ > 0 there is a set E ⊂ R of Hausdorff dimension




Proof. Consider a large even integer M ∈ N and set N = MM . As usual q denotes
the number of elements of the finite residue field R/P . Setting











Therefore, for sufficiently large M we have N < qk (since α < 1). By Lem-
mas 5.1.1 and 5.1.2 we consider a1, . . . , aN ∈ R linearly independent over F (see
comments about F before Proposition 5.2.1) satisfying
|ai − aj | > q−k ∀i 6= j .




k1 + · · · + kn
n
= θ . (5.11)
Also let (ξn) be a sequence in K such that
|ξn| = q−kn ,
for every n ∈ N. Since |ai − aj| > q−k1 , we have from Lemma 4.2.4 that the balls
B̄q−k1 (ai)
are mutually disjoint for i = 1, . . . , N . In each ball B̄q−k1 (ai) we consider N
subballs
B̄q−k1−k2 (ai + ajξ1), j = 1, . . . , N .
To see that
B̄q−k1−k2 (ai + ajξ1) ⊆ B̄q−k1 (ai) ,
it is sufficient from Lemma 4.2.4 to observe that
|ai + ajξ1 − ai| = |aj||ξ1| ≤ q−k1 .
Moreover these balls are also pairwise disjoint since
|aj − aj′||ξ1| > q−k1q−k1 ≥ q−k1−k2 .
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We continue inductively and after n steps we get Nn balls
B̄q−k1−···−kn (aǫ0 + aǫ1ξ1 + · · · + aǫn−1ξ1ξ2 · · · ξn−1), ǫj = 1, . . . , N ,
being contained in
B̄q−k1−···−kn−1 (aǫ0 + aǫ1ξ1 + · · · + aǫn−2ξ1ξ2 · · · ξn−2) .
This containment is true because
|aǫn−1ξ1 · · · ξn−1| ≤ q−k1−···−kn−1 .
These balls are also mutually disjoint since
|aǫn−1 − aǫ′n−1 ||ξ1| · · · |ξn−1| > q
−k1q−k1−···−kn−1 ≥ q−k1−···−kn−1−kn.
The limit of this Cantor type construction yields a set E whose elements are of
the form
x = aǫ0 + aǫ1ξ1 + . . .+ aǫnξ1 · · · ξn + . . . , ǫj = 1, . . . , N.
One can see that for everyM the Hausdorff dimension ofE is bounded above by α.
Clearly the set E, apart fromM , depends on the sequence (ξn) as well. Our aim is,
under a probabilistic approach, to ensure the existence of a sequence (ξn) so that



















where δx is the Dirac measure concentrating on x. Then the infinite convolution
µ = µ0 ∗ µ1 ∗ . . . is a probability measure whose support is the set E. The

























we get the formula
µ̂(x) = P (x)
∞∏
n=1
P (ξ1 · · · ξnx).
Writing
ξn = π
kn + πkn+1ζn ,
where ζn ∈ R, we have that both E and µ̂ depend on (ζn). We denote by ℵ0 the
cardinality of N and consider the Hilbert cube Rℵ0 endowed with the product
measure
dζ = dζ1dζ2 · · ·
of Haar measures dζj on R with |R| = 1. Since |P (x)| ≤ 1 we have for every












|P (ξ1 · · · ξjx)|M
∫
R
|P (ξ1 · · · ξnx)|Mdζn · · · dζ1.
We deal first with the inner integral. Substituting ξn = π











x0 = ξ1 · · · ξn−1πknx ,
and
T = |ξ1 · · · ξn−1πkn+1x| = q−k1−···−knq−1|x| .
Hence, by Proposition 5.2.1, there is T0 > 0 such that
∫
R






whenever q−k1−···−knq−1|x| ≥ T0. Equivalently this is true whenever
log |x| − (k1 + · · ·+ kn) log q − log q ≥ logT0 .
We consider c > 1 such that
c(1 − 1√
M











where θ equals log N
log qα
and the square brackets denote the integer part of the en-
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closed number. For the above c, n, if |x| is sufficiently large, say
|x| ≥ qL0 ,
we have from (5.11) that
k1 + · · · + kn ≤ c · n · θ .
Hence
log |x| − (k1 + · · ·+ kn) log q − log q ≥ log |x| − c · n · θ · log q − log q ≥
(




log |x| − c · θ · log q − log q
which is bigger than log T0 for sufficiently large |x|, say
|x| ≥ qL1 , L1 ∈ N, L1 > L0 .
Clearly, for such an |x|, the condition log |x|− (k1 + · · ·+kj) log q− log q ≥ logT0




































































dx <∞ , (5.12)





j : dj ∈ S,m ≥ L1, m ∈ N, dm 6= 0}
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is countable, which we enumerate by {βn : n ∈ N}. Then




the union being disjoint. For every
x ∈ βn +R ,
we have from (4.5)
|x| = |βn| ,
and moreover
µ̂(x) = µ̂(βn) ,
because µ is supported on E ⊂ R and χ equals 1 on R. Therefore, splitting the




















for almost every (ζn) ∈ Rℵ0 . Using once again (5.13) we get that







for almost every (ζn) ∈ Rℵ0 and for every x ∈ K with |x| ≥ qL1 . Since µ̂ is
bounded we conclude that the above estimate of µ̂ holds for every x ∈ K. Now,






and such that all the arguments above hold. The measure µǫ = µ has the desired
properties, completing the proof of the theorem.
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Chapter 6
Optimal extension of the
Hausdorff-Young inequality in
ultrametric local fields
Recently Mockenhaupt and Ricker in [26] showed that the Hausdorff-Young in-
equality on the torus T can be extended in an optimal way. They proved the
existence of a Banach function space F p(T), where 1 ≤ p ≤ 2, genuinely contain-
ing the space Lp(T) for 1 < p < 2 and such that ‖f̂‖ℓp′(Z) ≤ ‖f‖F p(T) for every
f ∈ F p(T), 1 ≤ p ≤ 2, 1/p+ 1/p′ = 1. The space F p(T) is also strictly contained
in L1(T) for 1 < p ≤ 2. For p = 1, 2 F p(T) = Lp(T). The existence and the
maximality property of F p(T) relies on the theory of vector measures and are eas-
ily transferred to the local fields setting. However the fact that F p(T) is strictly
larger than Lp(T) for 1 < p < 2 is proved using a more concrete description of
F p(T) together with an (Lp, L2) Fourier restriction estimate on Salem sets in T.
The aim of this chapter is to transfer these results into the local ultrametric field
setting replacing T by the ring of integers R. Throughout this chapter we fix K
an ultrametric local field.
6.1 (Lp, L2) restriction estimates in ultrametric
local fields
We consider E ⊂ R and µǫ as in Theorem 5.2.3. Our aim is to apply the abstract
Theorem 2.1.2 in the local field setting. We shall verify the assumptions of that
theorem and get an (Lp, L2) Fourier restriction result on E.
Using the notation of Theorem 2.1.2 we have G = K+ = Ĝ. We also define
BGr (0) = B
bG
r (0) = B̄qm(0) ,
for qm ≤ r < qm+1. Then properties (2.3) and (2.4) are clearly satisfied. Theorem
5.2.3 yields the Fourier decay property (2.6). Next we set
φr = 1B̄qm (0) for q
m ≤ r < qm+1 .
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we get from 4.8 that
φ̂r(ξ) =
{
r , |ξ| ≤ r−1
0 , |ξ| > r−1.
Hence (2.9) is satisfied with n = 1. If now
ξ ∈ B̄ 2j
r
(0) \ B̄ 2j−1
r
(0) ,
then φ̂r(ξ) = 0 and this implies assumption (2.10). It remains to prove the
regularity property (2.5).
Lemma 6.1.1. The measure µǫ satisfies the following regularity property: For
every δ > 0 there exists a constant Cδ (which also depends on ǫ and α) such that
µǫ(B̄qν (x0)) ≤ Cδqνα(1−δ) ,
∀x0 ∈ K, ∀ν ∈ Z, where α is the Hausdorff dimension of E.
Proof. We focus on x0 ∈ R and ν ≤ 0 because otherwise µǫ(B̄qν (x0)) equals either
1 or 0 and the lemma is trivially satisfied. Let δ > 0. If (kn) is the sequence
defined in the proof of Theorem 5.2.3, then there is n0 ∈ N such that
Nn > qα(1−δ)(k1+···+kn) ∀ n ≥ n0 ≡ n0(δ). (6.1)
Let B̄r(x0) be one of the balls appearing in the construction of E with
x0 = aǫ0 + · · ·+ aǫn−1ξ1 · · · ξn−1 ,
r = q−k1−···−kn ,
and such that n ≥ n0. Clearly µǫ is the weak limit of µ0 ∗ · · · ∗ µm , m ∈ N, and




for every m ≥ n− 1. Since B̄r(x0) is compact we have
µǫ(B̄r(x0)) ≥ lim sup
m




Moreover, B̄r(x0) being open, we have
µǫ(B̄r(x0)) ≤ lim inf
m




Therefore µǫ(B̄r(x0)) = 1/N
n and by (6.1) we get µǫ(B̄r(x0)) ≤ rα(1−δ). Clearly
there are only finitely many balls appearing in the construction of E with ra-
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dius bigger than q−k1−···−kn0 . Hence, for a suitable constant Cδ, we get that
µǫ(B̄r(x0)) ≤ Cδrα(1−δ) for every ball in the construction of E.
To get the regularity property for any ball, we need to impose a further con-






we assume that we choose the ai’s in a uniform way so that N/q of them have
the same 1-st coordinate d0(i), N/q
2 have the same 1-st and 2-nd coordinates
(i.e. d0(i) = d0(i
′), d1(i) = d1(i
′)) and generally N/qλ of them satisfy d0(i) =
d0(i
′), . . . , dλ−1(i) = dλ−1(i
′), 1 ≤ λ ≤ k1. Then an arbitrary ball B̄r(y0) with
r = q−k1−···−kn−1−λ , 1 ≤ λ ≤ kn − 1,
can contain at most Nq−λ balls of radius q−k1−···−kn of the construction of E.
Hence
µǫ(B̄r(y0)) ≤ CδNq−λq−(k1+···+kn)α(1−δ).
We shall show that
Nq−λq−(k1+···+kn)α(1−δ) ≤ q · q−(k1+···+kn−1+λ)α(1−δ).
Substituting N = qθα, with θ as in the proof of Theorem 5.2.3, it is sufficient to
show θα − (kn − λ)α(1 − δ) ≤ 1 + λ. This is true for δ small enough because
k = [θ], kn ∈ {k, k + 1} and 1 ≤ λ ≤ kn − 1.
Theorem 6.1.2. For every p ∈ [1, 4−2α
4−3α) there is ǫ > 0 such that for the corre-








∀ f ∈ Lp(K, dx).
Proof. We apply Theorem 2.1.2. The regularity exponent in (2.5) is α(1− δ) and
the Fourier decay exponent of (2.6) equals α
2
− ǫ. We also have n = 1. Therefore
the endpoint p0 is
p0 =
4 − 2α− 4ǫ+ 4αδ
4 − 3α− 2ǫ+ 4αδ .
Taking δ = ǫ sufficiently small we get the desired estimate.
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6.2 Optimal extension of the Hausdorff-Young
inequality
The Hausdorff-Young inequality for the compact ring of integers R of an ultra-
metric local field K is given by













j : m ∈ N, dj ∈ S} .
The Hausdorff-Young inequality implies that the Fourier transform map
F : Lp(R) → ℓp′ ,
is bounded for 1 ≤ p ≤ 2. The aim of this section is to extend F continuously
keeping the range space ℓp
′
fixed and to do so in a optimal way to be specified
later. Our arguments imitate those in [26].
We denote by B(R) the class of Borel sets in R and by L0(R) the space of
B(R)-measurable functions on R.
Definition 6.2.1. (i) Assume Z ⊂ L0(R) is a Banach function space over
(R,B(R), dx). We say that its norm ‖ · ‖Z is σ-order continuous if for every
sequence (fn), fn ∈ Z, with fn ց 0 we have that ‖fn‖Z → 0.
(ii) If Z, Y are Banach function spaces over (R,B(R), dx), we say that Z is con-
tinuously included in Y if Z ⊆ Y and there is a constant C > 0 such that
‖f‖Y ≤ C‖f‖Z ,
for every f ∈ Z.
For Banach function spaces Z over (R,B(R), dx) we shall always assume that
if |g| ≤ |f | a.e. and f ∈ Z, then g ∈ Z and ‖g‖Z ≤ ‖f‖Z . We now state the main
theorem of this section. We shall prove it via a series of lemmas.
Theorem 6.2.2. For every 1 ≤ p ≤ 2 there is a Banach function space F p(R) ⊂
L0(R) with σ-order continuous norm ‖ · ‖F p(R) such that:
(i) Lp(R) is continuously included in F p(R) and the Fourier transform map
F : Lp(R) → ℓp′ has a continuous extension from F p(R) into ℓp′.
(ii) If Z is a Banach function space over (R,B(R), dx) with the same proper-
ties as F p(R) above, then Z is continuously included in F p(R).
(iii) F p(R) is continuously included in L1(R) and the continuous extension of
F from Lp(R) to F p(R) is again the Fourier transform f 7→ f̂ , f ∈ F p(R).
This theorem relies on the theory of vector measures and more precisely its
proof is based on the integration map of a certain vector measure. We note
63
that this approach to optimal extensions for various operators via the integration
map of appropriate vector measures is very effective; see [6],[7],[8],[9],[10],[26],
[28],[29],[30]. We shall now give some preliminaries concerning vector measures.
The main references are [26] and [11].
Let X be a complex Banach space and Σ a σ-algebra of subsets of a non-empty
set Ω.
Definition 6.2.3. A set function m : Σ → X is called a vector measure if for








where the series is norm convergent in X.
A set A ∈ Σ is called m-null if m(B) = 0 for all B ∈ Σ which are contained
in A.
Lemma 6.2.4. Let T : Lp(R) → X be a bounded linear operator, p ≥ 1. Then
the set function m : B(R) → X defined by m(A) := T (1A) is a vector measure.





An| → 0 as k → ∞ .




















An|1/p = 0 .
We denote by X∗ the dual Banach space of X.
Definition 6.2.5. The semi-variation of a vector measure m : Σ → X is the set
function ‖m‖ : Σ → [0,∞) defined by
‖m‖(A) := sup
‖x∗‖=1
|〈m, x∗〉|(A) , (6.2)
where 〈m, x∗〉 denotes the complex measure A→ 〈m(A), x∗〉 for each x∗ ∈ X∗.
It is known (see [26]) that
sup
B∈Σ,B⊆A
‖m(B)‖ ≤ ‖m‖(A) ≤ 4 sup
B∈Σ,B⊆A
‖m(B)‖ , (6.3)
for every A ∈ Σ.
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Definition 6.2.6. A set function ν : Σ → X is called weakly countably additive









for every x∗ ∈ X∗.
Due to a theorem of Orlicz-Pettis (see [26]), a weakly countably additive set
function is vector measure. We shall use this fact later.
A Σ-measurable function f : Ω → C is said to be m-integrable if
∫
Ω
|f |d|〈m, x∗〉| <∞ , x∗ ∈ X∗ , (6.4)










fd〈m, x∗〉 . (6.5)






|f |d|〈m, x∗〉| . (6.6)
A function f is called m-null if ‖f‖L1(m) = 0. The quotient space L1(m) modulo
m-null functions is a Banach space which is denoted again by L1(m). We now
state some of the properties of L1(m).
• The C valued, Σ-simple functions are dense in L1(m).
• If |g| ≤ |f | m-a.e. ,then ‖g‖L1(m) ≤ ‖f‖L1(m).
• The norm ‖ · ‖L1(m) is σ-order continuous.
• If f ∈ L∞(m), i.e. |f | ≤ C m-a.e. , then f ∈ L1(m) and from (6.2),(6.6) we
have
‖f‖L1(m) ≤ ‖f‖L∞(m)‖m‖(Ω) . (6.7)





Using (6.5) one can see that mf is weakly countably additive according to the
Definition 6.2.6. Therefore mf is a vector measure. We note that from (6.2) and
(6.6) we have
‖f‖L1(m) = ‖mf‖(Ω) .













Last, we define the integration map Im : L





From (6.8), Im is bounded and
‖Im(f)‖ ≤ ‖f‖L1(m) . (6.9)
After these preliminaries concerning vector measures, we now specialize to a
certain vector measure and give some lemmas which yield the proof of Theorem
6.2.2.
Let 1 ≤ p ≤ 2. We consider the set function mp : B(R) → ℓp′,
mp(A) := 1̂A .
The Hausdorff-Young inequality and Lemma 6.2.4 imply that mp is a vector
measure.
Lemma 6.2.7. Let 1 ≤ p ≤ 2.
(i) The vector measure mp is mutually absolutely continuous with respect to
Haar measure dx on R.
(ii) The space L1(mp) is continuously included in L
1(R). Moreover L1(mp) is
dense in L1(R).
Proof. (i) Let A ∈ B(R) be a mp-null set and B ∈ B(R), B ⊆ A. Then 1̂B(γn) =
0 for every γn ∈ R̂+. In particular 1̂B(0) = 0 and hence |B| = 0.
Conversely, if A is a dx-null set, then clearly mp(B) = 0 for every B ∈
B(R), B ⊆ A.
(ii) Let f ∈ L1(mp). From (6.4) we have that
∫
R
|f |d|〈mp, (an)〉| <∞ , (6.10)
for every (an) ∈ ℓp. If we assume that γ0 = 0 and consider




1̂A(γn)an = |A| .
Therefore by (6.10) we get ∫
R
|f |dx <∞ ,
and hence f ∈ L1(R). Moreover, since ‖1{0}(n)‖ℓp = 1, the above argument
together with (6.6) give us that
‖f‖L1(R) ≤ ‖f‖L1(mp) ,
for every f ∈ L1(mp).
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Last, (i) implies that the simple functions in L1(R) coincide with those in
L1(mp). Therefore L
1(mp) is dense in L
1(R).
We now state the following theorem which shall be very useful to us. For its
proof we refer to [22].
Theorem 6.2.8. Let m : Σ → X be a vector measure and f : Ω → C a complex
valued function. Then f ∈ L1(m) if and only if there is a sequence (sn) of simple














Lemma 6.2.9. Let 1 ≤ p ≤ 2. The space Lp(R) is continuously included in
L1(mp) and ∫
A
fdmp = f̂1A , A ∈ B(R) , (6.11)
for every f ∈ L1(mp). In particular the integration map Imp is a continuous
extension of Fourier transform F from Lp(R) to L1(mp), still with values in ℓp′.
Proof. Let f ∈ Lp(R). We can assume that f ≥ 0. We consider a sequence of
simple functions (sn) such that
0 ≤ sn ր f ,
pointwise in R. Then sn1A → f1A in ‖ · ‖Lp(R) for every A ∈ B(R). Therefore by
the Hausdorff-Young inequality we get
ŝn1A → f̂1A in ℓp
′
. (6.12)
Claim: If s is a simple function, then
∫
A
sdmp = ŝ1A , A ∈ B(R) . (6.13)
To see this, let s =
∑N





























is convergent in ℓp
′
. Therefore
Theorem 6.2.8 implies that f ∈ L1(mp) and
∫
A
fdmp = f̂1A .
This proves (6.11) for every f ∈ Lp(R).
Using (6.8) we have













for every f ∈ Lp(R). Hence Lp(R) is continuously included in L1(mp). It remains
to prove (6.11) for every f ∈ L1(mp).
Let f ∈ L1(mp). There is a sequence (sn) of simple functions such that sn → f
in ‖ · ‖L1(mp). By one of the properties of the space of m-integrable functions,
mentioned earlier (for a general vector measure m), we also have that
sn1A → f1A in ‖ · ‖L1(mp) . (6.14)
Therefore by Lemma 6.2.7 we get
sn1A → f1A in ‖ · ‖L1(R) .
This, by the Hausdorff-Young inequality, gives us
ŝn1A → f̂1A in ‖ · ‖ℓ∞ . (6.15)





It follows by (6.15) that
∫
A
sndmp → f̂1A in ‖ · ‖ℓ∞ . (6.16)






fdmp in ‖ · ‖ℓp′ .
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fdmp in ‖ · ‖ℓ∞ . (6.17)
Hence (6.11) follows from (6.16) and (6.17).
We now prove Theorem 6.2.2.
Proof. We set F p(R) to be L1(mp) and ‖ · ‖F p(R) := ‖ · ‖L1(mp).
The parts (i) and (iii) of the theorem have already been established by Lemmas
6.2.7 and 6.2.9. It remains to prove (ii).
Let Z be a Banach function space over (R,B(R), dx) with σ-order continuous
norm ‖ · ‖Z and such that Lp(R) is continuously included in Z and the Fourier
transform map F : Lp(R) → ℓp′ has a continuous extension F̃ : Z → ℓp′. We
want to show that Z is continuously included in F p(R).
Let f ∈ Z. We can assume that f ≥ 0. We consider a sequence (sn) of simple
functions such that
0 ≤ sn ր f ,
pointwise in R. Let A ∈ B(R). Since ‖ · ‖Z is σ-order continuous we get that
sn1A → f1A in ‖ · ‖Z .
By the continuity of F̃ we have that
ŝn1A → F̃(f1A) in ℓp
′
.







by Theorem 6.2.8 we conclude that f ∈ F p(R) and
∫
A
fdmp = F̃(f1A) , (6.18)
for every f ∈ Z. This proves that Z ⊆ F p(R). It remains to show the continuity
of this inclusion.
Let f ∈ Z. By (6.8) and (6.18) we have














Remark 6.2.10. From Lemmas 6.2.7 and 6.2.9, for p = 1, we get that
F 1(R) = L1(R) ,
with equivalent norms. Moreover, Lemma 6.2.9 gives us that
L2(R) ⊆ F 2(R) .
We aim to verify the opposite inclusion as well. Let f ∈ F 2(R). Then
∫
fdm2 ∈
ℓ2. This together with (6.11) imply that f̂ ∈ ℓ2. Hence f ∈ L2(R). Thus we
conclude that
F 2(R) = L2(R) .
We now show that the norms ‖ · ‖F 2(R) and ‖ · ‖L2(R) are equivalent. From the
proof of Lemma 6.2.9 we have that
‖f‖F 2(R) ≤ 4‖f‖L2(R) .
From Plancherel’s theorem, (6.11) and (6.8) we get that
‖f‖L2(R) = ‖f̂‖ℓ2 = ‖
∫
fdm2‖ℓ2 ≤ ‖f‖F 2(R) .
6.3 Concrete descriptions of F p(R)
Let 1 ≤ p ≤ 2. We define the space V p(R) by
V p(R) = {h ∈ Lp′(R) : h = φ̌, for some φ ∈ ℓp} . (6.19)
Definition 6.3.1. For 1 ≤ p ≤ 2 we define the spaces
∆p(R) = {f ∈ L1(R) :
∫
|fh| <∞ ∀h ∈ V p(R)} , (6.20)
Φp(R) = {f ∈ L1(R) : f̂1A ∈ ℓp
′ ∀A ∈ B(R)} , (6.21)
Γp(R) = {f ∈ L1(R) : f̂ g ∈ ℓp′ ∀g ∈ L∞(R)} . (6.22)
The aim of this section is to prove the following.
Theorem 6.3.2. Let 1 ≤ p ≤ 2. Each of the spaces ∆p(R),Φp(R),Γp(R) coin-
cides with F p(R).
We shall prove this theorem through a series of lemmas.





where h̃(x) = h(−x).
70
Proof. We note that h ∈ V p(R) ⊆ Lp′(R) and Lp′(R) ⊆ L2(R). Hence by
Parseval’s relation we have






We now state two results from the general theory of vector measures.
Theorem 6.3.4. ([21])
Let m : Σ → X be a vector measure and f : Ω → C be a measurable function.
If X does not contain a subspace isomorphic to c0, then f ∈ L1(m) if and only if∫
|f |d|〈mp, x∗〉| <∞ for every x∗ ∈ X∗.
Theorem 6.3.5. ([11])
Let X contain no copy of ℓ∞ and let Γ be a total subset of X∗. Let m : Σ → X
be a set function with the property that for every pairwise disjoint sequence (An)









for every x∗ ∈ Γ. Then m is a vector measure.
Lemma 6.3.6. Let 1 ≤ p ≤ 2 and f ∈ L0(R). Then f ∈ F p(R) if and only if
∫
R
|fh|dx <∞ , (6.24)
for every h ∈ V p(R). That is, F p(R) = ∆p(R).















|f |d|〈mp, φ〉| ,
which is finite by the definition of F p(R). Since the space V p(R) has the property





for every h ∈ V p(R).
Conversely, let 1 < p ≤ 2 and let us assume that (6.24) holds for every
h = φ̌, φ ∈ ℓp. Again by Lemma 6.3.3 and the same argument as above we get
that ∫
R
|f |d|〈mp, φ〉| <∞ ,
for every φ ∈ ℓp. Therefore, by Theorem 6.3.4, f ∈ F p(R) because the reflexive
space ℓp
′
cannot contain a subspace isomorphic to c0.





χ(γnx)dx = 1{0}(γn) ∈ ℓ1 ,
the last equality comes from (4.8) since |γn| ≥ q ∀γn 6= 0. Therefore applying
(6.24) for h = 1 we get that f ∈ L1(R). However, by Remark 6.2.10, L1(R) =
F 1(R) and hence f ∈ F 1(R).
Lemma 6.3.7. Let 1 < p ≤ 2 and f ∈ L1(R) such that f̂1A ∈ ℓp′ for every
A ∈ B(R); i.e. f ∈ Φp(R) (see (6.21)). Then the set function νf : B(R) → ℓp′
defined by
νf (A) := f̂1A ,
is a vector measure.
Proof. Let (An) be a sequence of pairwise disjoint sets in B(R) and let (Ank)k be




Ank), 1{γm}〉 = 〈 ̂f1S Ank , 1{γm}〉


















Therefore, since the reflexive space ℓp
′
cannot contain a subspace isomorphic to
ℓ∞, we get by Theorem 6.3.5 that νf is a vector measure.
We now state a result from complex measure theory which we shall use later.
For its proof we refer to [22].
Lemma 6.3.8. Let µ be a complex valued measure on (Ω,Σ) and (fn) a sequence
of µ-integrable functions such that
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fndµ uniformly with respect to E ∈ Σ.
Lemma 6.3.9. Let 1 ≤ p ≤ 2 and f ∈ L0(R). Then f ∈ F p(R) if and only if
f̂1A ∈ ℓp′ for every A ∈ B(R), that is, F p(R) = Φp(R).






which by (6.11) implies that f̂1A ∈ ℓp′.
We now establish the inclusion Φp(R) ⊆ F p(R).
• Let p = 1. From (6.21) and Remark 6.2.10 we get
Φ1(R) ⊆ L1(R) = F 1(R) .
• Let 1 < p ≤ 2 and f ∈ Φp(R).
We set An = |f |−1([0, n]) and let A ∈ B(R). Clearly (An
⋂





Let h ∈ V p(R), i.e. h = φ̌ for some φ ∈ ℓp.





f1An h̃dx . (6.25)
By Lemma 6.3.7 we have that νf is a vector measure. Therefore














is convergent. Consequently by




for every h ∈ V p(R). Then Lemma 6.3.6 implies that f ∈ F p(R).
Lemma 6.3.10. Let 1 ≤ p ≤ 2 and f ∈ L0(R). Then f ∈ F p(R) if and only if
f̂ g ∈ ℓp′ for every g ∈ L∞(R). That is, F p(R) = Γp(R).
Proof. From Lemma 6.3.9 it is clear that Γp(R) ⊆ F p(R).
Let us now prove that F p(R) ⊆ Γp(R).
• Let p = 1. If f ∈ F 1(R) = L1(R) and g ∈ L∞(R), then fg ∈ L1(R).
Therefore f̂ g ∈ ℓ∞.
• Suppose 1 < p ≤ 2.
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which is finite by Lemma 6.3.6. Therefore, again by Lemma 6.3.6, we have that
fg ∈ F p(R). This means that
∫
fgdmp ∈ ℓp′ and so f̂ g ∈ ℓp′ by (6.11).
We note that Lemmas 6.3.6, 6.3.9 and 6.3.10 establish the proof of Theorem
6.3.2.
6.4 Lp(R) ( F p(R) ( L1(R), 1 < p < 2
In Section 6.2 we showed that the Fourier transform map F : Lp(R) → ℓp′, 1 ≤
p ≤ 2, has a continuous extension from F p(R) into ℓp′ and this extension is
optimal in the sense of Theorem 6.2.2. The aim of this section is to show that
this extension is proper for 1 < p < 2. We note that the Hausdorff-Young
inequality can be extended to the Lorentz space Lp,p
′
(R) ) Lp(R) [36]. However,
the same proof of F p(R) ) Lp(R) implies that F p(R) ) Lp,p
′
(R) as well. As
we shall see, this proper inclusion is based on the (Lp, L2) restriction estimate
established in Section 6.1.
Theorem 6.4.1. (i) F p(R) ( L1(R) for every 1 < p ≤ 2.
(ii) Lp(R) ( F p(R) for every 1 < p < 2.
Proof. (i) We consider f(x) = 1|x|
1
log2 |x|1P\{0} where P = B̊1(0). Then using the




















Therefore f ∈ L1(R). We now assume that S = {c0, . . . , cq−1} with c0 = 0 (see
Section 4.2 about S). Let also (γn)
∞





j : dj ∈ S,m ∈ N}
such that γ0 = 0 and if n = nkq













































for some positive constant C ′, provided that |γn| is big enough, say |γn| ≥ qL. We
consider the smallest m0 ∈ N such that |γm0 | = qL (actually m0 = qL−1). Then
for every n ≥ m0 we have |γn| ≥ qL. We also note that
#{n : |γn| = ql} = (q − 1)ql−1 ∀ l ∈ N .


























Therefore f /∈ F p(R) for every 1 < p ≤ 2.
(ii) For 0 < α < 1 and ǫ > 0 we consider E ⊂ R and µǫ as in Theorem 5.2.3.




Clearly rβ ∈ L1(R). We also define
Iβ,ǫ(x) = (rβ ∗ µǫ)(x) =
∫
1
|x− y|β dµǫ(y) .









for every y ∈ R. Therefore, since µǫ is finite, Fubini’s theorem gives us that
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Iβ,ǫ ∈ L1(R) for every β < 1.
Claim 1: Iβ,ǫ ∈ L
1−α
β−α (R) ∀ β with α < β < 1.




















For β < α, choosing δ sufficiently small, the last series is convergent. Therefore
for every β such that 0 < β < α we have that Iβ,ǫ ∈ L∞(R). On the other hand
Iβ,ǫ ∈ L1(R) for every 0 < β < 1. Hence, by convexity, we get that Iβ,ǫ ∈ L
1−α
β−α (R)
for every α < β < 1 and the claim is proved.
We now prove the sharpness of Claim 1 in the following sense:
Claim 2: If β0 is such that
1+α
2
< β0 < 1 and Iβ0,ǫ ∈ L
1−α+γ
β0−α (R), then γ = 0.
proof: For 1
2















= C ′ + CE2β−1(µǫ) ,
where in the last equality we used the fact that µ̂ǫ ∈ L∞ and 1/|x|2−2β ∈ L1(R)
for β > 1
2








Let us now assume that there is β0 with
1+α
2
< β0 < 1 such that Iβ0,ǫ ∈ L
1−α+γ
β0−α (R)
for some γ ≥ 0. Then, since Iβ,ǫ ∈ L∞(R) ∀ 0 < β < α (see the proof of Claim
1), we get by convexity that Iβ,ǫ ∈ L2(R) ∀ 0 < β < 1+α+γ2 . Hence (6.26) yields
γ = 0 and Claim 2 is proved.
Let p ∈ (1, 2). We pick α such that
4 − 2α
4 − 3α > p .
From Theorem 6.1.2 and the fact that the restriction phenomenon is translation
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invariant we get that there is an ǫ > 0 such that
∫





∀ y ∈ R. (6.27)




|f̂(x− y)|2rβ(y)dµǫ(x)dy ≤ C ′ǫ‖f‖2Lp .
Applying first Fubini’s theorem, then the change of variables y → x−y, and then
again Fubini’s theorem we get
∫
R
|f̂(y)|2Iβ,ǫ(y)dy ≤ C ′ǫ‖f‖2Lp . (6.28)











|an|pdx = ‖a‖pℓp .
































∀ g ∈ L2(R, Iβ,ǫ(x)dx).
Hence, since Iβ,ǫ ∈ L1(R) we have that Îβ,ǫg ∈ ℓp′ for every g ∈ L∞(R). Therefore
Theorem 6.3.2 implies that Iβ,ǫ ∈ F p(R) ∀ 0 < β < 1. Our goal is to find β such
that Iβ,ǫ /∈ Lp(R).






β − α < p .
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