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Abstract
Sinkhorn divergence is a measure of dissimilarity between two probability measures. It is
obtained through adding an entropic regularization term to Kantorovich’s optimal transport
problem and can hence be viewed as an entropically regularized Wasserstein distance. Given
two discrete probability vectors in the n-simplex and supported on two bounded subsets of
Rd, we present a fast method for computing Sinkhorn divergence when the cost matrix can
be decomposed into a d-term sum of asymptotically smooth Kronecker product factors. The
method combines Sinkhorn’s matrix scaling iteration with a low-rank hierarchical represen-
tation of the scaling matrices to achieve a near-linear complexity O(n log3 n). This provides
a fast and easy-to-implement algorithm for computing Sinkhorn divergence, enabling its ap-
plicability to large-scale optimization problems, where the computation of classical Wasser-
stein metric is not feasible. We present a numerical example related to signal processing to
demonstrate the applicability of quadratic Sinkhorn divergence in comparison with quadratic
Wasserstein distance and to verify the accuracy and efficiency of the proposed method.
keywords optimal transport, Wasserstein metric, Sinkhorn divergence, hierarchical matrices
1 Introduction
Wasserstein distance is a measure of dissimilarity between two probability measures, arising from
optimal transport; see e.g. [16, 17]. Due to its desirable convexity and convergence features,
Wasserstein distance is considered as an important measure of dissimilarity in many applications,
ranging from computer vision and machine learning to Seismic and Bayesian inversion; see e.g.
[13, 5, 18, 11]. The application of Wasserstein metric may however be limited to cases where the
probability measures are supported on low-dimensional spaces, because its numerical computation
can quickly become prohibitive as the dimension increases; see e.g. [13].
Sinkhorn divergence [3] is another measure of dissimilarity related to Wasserstein distance. It is
obtained through adding an entropic regularization term to the Kantorovich formulation of optimal
∗motamed@math.unm.edu
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transport problem. It can hence be viewed as a regularized Wasserstein distance with desirable
convexity and regularity properties. A main advantage of Sinkhorn divergence over Wasserstein
distance lies in its computability by an iterative algorithm known as Sinkhorn’s matrix scaling
algorithm [14], where each iteration involves two matrix-vector products. Consequently, Sinkhorn
divergence may serve as a feasible alternative to classical Waaserstein distance, particularly when
probability measures are supported on multi-dimensional spaces in Rd with d ≥ 2.
Given a cost function and two n-dimensional discrete probability vectors supported on two
measurable subsets of the Euclidean space Rd, it is known that Sinkhorn’s algorithm can compute
an ε-approximation of the original Kantorovich optimal transport problem within O(log n ε−2) it-
erations [4]. If the matrix-vector products needed in each iteration of the algorithm are performed
with cost O(n2), the overall complexity of the algorithm for computing Sinkhorn divergence will
be O(n2 log n ε−2). While theoretically attainable, this quadratic cost may still prohibit the appli-
cation of Sinkhorn divergence to large-scale optimization problems that require many evaluations
of Sinkhorn-driven loss functions.
In the present work, we will develop a hierarchical low-rank strategy that significantly reduces
the quadratic cost of Sinkhorn’s algorithm to a near-linear complexity O(n log3 n ε−2). We con-
sider a class of cost matrices in optimal transport that can be decomposed into a d-term sum of
Kronecker product factors, where each term is asymptotically smooth. Importantly, such class of
cost matrices induce a wide range of optimal transport distances, including the quadratic Wasser-
stein metric and its corresponding Sinkhorn divergence. We then propose a strategy that takes
two steps to reduce the complexity of each Sinkhorn iteration from O(n2) to O(n log2 n). We
first exploit the block structure of Kronecker product matrices and turn the original (and possibly
high-dimensional) matrix-vector product problems into several smaller one-dimensional problems.
The smaller problems will then be computed by the hierarchical matrix technique [7], thanks
to their asymptotic smoothness, with a near-linear complexity. We further present a thorough
error-complexity analysis of the proposed hierarchical low-rank Sinkhorn’s algorithm.
The rest of the paper is organized as follows. In Section 2 we review the basics of Wasserstein
and Sinkhorn dissimilarity measures in optimal transport and include a short discussion of the
original Sinkhorn’s algorithm. We then present and analyze the proposed hierarchical low-rank
Sinkhorn’s algorithm for computing Sinkhorn divergence in Section 3. In Section 4 we present
a numerical example related to a signal processing optimization problem to demonstrate the ap-
plicability, accuracy, and efficiency of the proposed method. Finally, in Section 5 we summarize
conclusions and outline future works.
2 Optimal transport dissimilarity measures
In this section, we present the basics of the Kantorovich formulation of optimal transport and
review two related dissimilarity measures; the Wasserstein distance and the Sinkhorn divergence.
We focus on probability vectors, rather than working with more general probability measures.
2.1 Kantorovich’s optimal transport problem and Wasserstein distance
Let X and Y be two measurable subsets of the Euclidean space Rd, with d ∈ N. Let further
f and g be two n-dimensional probability vectors, i.e. two vectors in the probability simplex
Σn := {f ∈ Rn+ : f>1n = 1}, defined on X and Y , respectively. Here, 1n is the n-dimensional
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vector of ones. The two probability vectors f and g are assumed to be given at two sets of n
discrete points {x1, . . . ,xn} ⊂ X and {y1, . . . ,yn} ⊂ Y in Rd, respectively. Figure 1 shows a
schematic representation of probability vectors in d = 1 and d = 2 dimensions.
Figure 1: A schematic representation of a probability vector f ∈ Σn given at a set of n discrete
points {x1, . . . ,xn} ⊂ X ⊂ Rd in one (d = 1) and two (d = 2) dimensions. Left: a probability
vector with n = 5 components supported in R and represented by a lollipop chart. The hight of
each bar is equal to a component fi, and the location of each bar corresponds to a point xi ∈ X ⊂ R.
Right: a probability vector with n = 12 components supported in R2 and represented by a bubble
chart, where the area and the center of each bubble correspond to fi and xi ∈ X ⊂ R2, respectively.
We denote by U(f ,g) the transport polytope of f and g, i.e. the set of all nonnegative n × n
matrices with row and column sums equal to f and g, respectively, that is,
U(f ,g) := {P ∈ Rn×n+ : P1n = f , P>1n = g}.
Each matrix P = [Pij] ∈ Rn×n+ in the transport polytope U(f ,g) is a transport (or coupling) matrix
that encodes a transport plan, that is, each element Pij of P describes the amount of mass to be
transported from a source point xi ∈ X to a traget point yj ∈ Y , with i, j = 1, . . . , n. The two
constraints P1n = f and P>1n = g are necessary for a transport plan P to be admissible; all the
mass taken from a point xi, i.e.
∑n
j=1 Pij, must be equal to the mass at point xi, i.e. fi, and all
the mass transported to a point yj, i.e.
∑n
i=1 Pij, must be equal to the mass at point yj, i.e. gj.
We say that f and g are the marginals of P .
Let further c : X ×Y → R+ be a non-negative cost function defined on X ×Y . For any pair of
points (x,y) ∈ X × Y , the value c(x,y) represents the cost of transporting one unit of mass from
a source point x ∈ X to a target point y ∈ Y . Correspondingly, we consider the cost matrix
C = [Cij] ∈ Rn×n+ , Cij = c(xi,yj), i, j = 1, . . . , n.
The optimal transport problem can now be formulated as follows. We first note that for any
given transport plan P ∈ U(f ,g), the total transport cost associated with P is given by the
Frobenius inner product 〈P,C〉 = ∑i,j PijCij. Kantorovich’s optimal transport problem then aims
at minimizing the total transport cost over all admissible transport plans. It reads
TC(f ,g) := min
P∈U(f ,g)
〈P,C〉, (1)
where TC(f ,g) is the optimal total cost of transporting f onto g.
In some applications the main goal of solving Kantorovich’s optimal transport problem (1) is
to find the optimal transport plan, i.e. the transport matrix P that minimizes the total cost.
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In some other applications the goal is to directly find the optimal cost TC without the need to
explicitly form the optimal transport matrix. An example of the latter application appears in the
construction of loss functions in optimization problems, where loss functions are built based on
metrics induced by the optimal cost TC . An important type of such metrics is Wasserstein metric.
For the optimal cost TC in (1) to induce a metric, we need the cost matrix C ∈ Rn×n+ to be a
metric matrix belonging to the cone of distance matrices [17], i.e. we need C ∈Mn×n, where
Mn×n := {C = [Cij] ∈ Rn×n+ : Cij = 0⇔ i = j, Cij ≤ Cik + Ckj}.
Throughout this paper, we always assume that the cost matrix C is a metric matrix: C ∈Mn×n.
An important class of metric matrices is driven by cost functions of the form c(x,y) = d(x,y)p,
where p ∈ [1,∞), and d is a distance function (or metric). In this case the cost matrix reads
C = [Cij] ∈ Rn×n+ , Cij = d(xi,yj)p, i, j = 1, . . . , n, p ∈ [1,∞). (2)
Intuitively, this choice implies that the cost of transporting one unit of mass from a source point
x ∈ X to a target point y ∈ Y corresponds to the distance between the two points. The optimal
cost TC(f ,g) in (1) corresponding to the cost matrix (2) induces a metric known as the Wasserstein
distance of order p [16, 17],
Wp(f ,g) =
(
TC(f ,g)
)1/p
. (3)
Due to its desirable convexity and convergence features, Wasserstein distance is considered as
an important measure of dissimilarity in many applications, ranging from computer vision and
machine learning to Seismic and Bayesian inversion; see e.g. [13, 5, 18, 11]. Unfortunately, the
numerical computation of Wasserstein metric is in general infeasible in high dimensions and is
mainly limited to low dimensions; see e.g. [13]. For instance, in the case c(x,y) = ||x − y||2, the
quadratic Wasserstein distance between two continuous probability density functions f : X → R+
and g : Y → R+ is given by [2]
W 22 (f, g) =
∫
X
|x−M(x)|2 f(x)dx,
where M is the optimal map. In one dimension, i.e. when X ,Y ⊂ R, the optimal map is given by
M = G−1 ◦ F , where F and G are the cumulative distribution functions corresponding to f and
g, respectively. The discrete W2 metric between the corresponding probability vectors f = [f(xi)]
and g = [g(yi)] can then be efficiently approximated by a quadrature rule,
W 22 (f ,g) ≈ ∆x
n∑
i=1
|xi −G−1 ◦ F (xi)|2fi, F (xi) =
i∑
j=1
fj,
where G−1 may be computed by interpolation and an efficient search algorithm, such as binary
search. The overall cost of computing the discrete W2 metric in one dimension will then be
O(n log n). In multiple dimensions, i.e. when X ,Y ⊂ Rd with d ≥ 2, however, the computation of
the optimal map M , and hence the W2 metric, may be either expensive or infeasible. The map is
indeed given by the gradient of a convex function that is the solution to a constrained nonlinear
Monge-Ampère equation. We refer to [5] for more discussion on the finite difference approximation
of the Monge-Ampère equation in two dimensions.
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2.2 Entropy regularized optimal transport and Sinkhorn divergence
One approach to computing Kantorovich’s optimal transport problem (1) is to regularize the
original problem and seek approximate solutions to the regularized problem. One possibility is to
add an entropic penalty term to the total transport cost and arrive at the regularized problem
T λC(f ,g) := min
P∈U(f ,g)
〈P,C〉 − 1
λ
H(P ), (4)
where λ > 0 is a regularization parameter, and H(P ) is the discrete entropy of transport matrix,
H(P ) = −∑
i,j
Pij(logPij − 1). (5)
The regularized problem (4)-(5) with C ∈ Mn×n has a unique solution, say Pλ [3]. Indeed, the
existence and uniqueness follows from the boundedness of U(f ,g) and the strict convexity of the
negative entropy. On the one hand, as λ increases, the unique solution Pλ converges to the solution
with maximum entropy within the set of all optimal solutions of the original Kantorovich’s problem;
see Proposition 4.1 in [13],
Pλ
λ→∞−→ argmin
P∈{P∈U(f ,g), 〈P,C〉=TC(f ,g)}
−H(P ).
In particular, we have T λC(f ,g)
λ→∞−→ TC(f ,g). On the other hand, as λ decreases, the unique
solution Pλ converges to the transport matrix with maximum entropy between the two marginals
f and g, i.e. the outer product of f and g; see Proposition 4.1 in [13],
Pλ
λ→0−→ f g> = (fi gj).
It is to be noted that in this latter case, as λ → 0, the optimal solution Pλ becomes less and less
sparse (or smoother), i.e. with more and more entries larger than a prescribed small threshold.
With Pλ being the optimal solution to the regularized problem (4)-(5) corresponding to the
cost matrix (2), the Sinkhorn divergence of order p between f and g is defined as
Sp,λ(f ,g) = 〈Pλ, C〉1/p. (6)
Sinkhorn divergence (6) has several important properties. First, it satisfies all axioms for a met-
ric with the exception of identity of indiscernibles (or the coincidence axiom), that is, it satisfies
non-negativity, symmetry, and triangle inequality axioms [3]. Second, it is convex and smooth with
respect to the input probability vectors and can be differentiated using automatic differentiation
[13]. Third, as discussed below, it can be computed by a simple alternating minimization algorithm,
known as Sinkhorn’s algorithm, where each iteration involves two matrix-vector products. Conse-
quently, Sinkhorn divergence may serve as a feasible alternative to classical Waaserstein distance,
particularly when probability measures are supported on multi-dimensional metric spaces.
Proposition 1. Sinkhorn divergence (6) is an upper bound for Wasserstein distance (3),
Sp,λ(f ,g) ≥ Wp(f ,g). (7)
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Proof. Since Pλ is the solution to (4)-(5), then we have Pλ ∈ U(f ,g). By (1) we therefore get
〈Pλ, C〉 ≥ TC(f ,g), and hence the inequality (7) follows by (3) and (6).
Sinkhorn’s algorithm. Adding an entropic penalty term to the optimal transport problem
enforces a simple structure on the regularized optimal transport matrix Pλ. Introducing two dual
variables fˆ ∈ Rn and gˆ ∈ Rn for the two marginal constraints P 1n = f and P> 1n = g in U(f ,g),
the Lagrangian of (4)-(5) reads
L(P, fˆ , gˆ) = 〈P,C〉 − 1
λ
H(P )− fˆ> (P 1n − f)− gˆ> (P> 1n − g).
Setting ∂PijL = Cij + 1λ logPij − fˆi − gˆj = 0, we obtain
Pij = uiQij vj, Qij := exp(−λCij), ui := exp(λ fˆi), vj := exp(λ gˆj). (8)
We can also write (8) in matrix factorization form,
Pλ = U QV, U = diag(u1, . . . ,un), Q = [Qij], V = diag(v1, . . . ,vn). (9)
A direct consequence of the form (8), or equivalently (9), is that Pλ is non-negative, i.e. Pλ ∈ Rn×n+ .
Moreover, it implies that the computation of Pλ amounts to computing two non-negative vectors
(u,v) ∈ Rn+ × Rn+, known as scaling vectors. These two vectors can be obtained from the two
marginal constraints,
U QV 1n = f , V Q> U 1n = g. (10)
Noting that U 1n = u and V 1n = v, we arrive at the following nonlinear equations for (u,v),
u (Qv) = f , v (Q>u) = g, (11)
where  denotes the Hadamard (or entrywise) product. Problem (10), or equivalently (11), is
known as the non-negative matrix scaling problem (see e.g. [9, 12]) and can be solved by an
iterative method known as Sinkhorn’s algorithm [14],
u(i) = f  (Qv(i−1)), v(i) = g  (Q> u(i)), i = 1, . . . , K. (12)
Here,  denotes the Hadamard (or entrywise) division. We note that in practice we will need to
use a stopping criterion. One such criterion may be defined by monitoring the difference between
the true marginals (f ,g) and the marginals of the most updated solutions. Precisely, given a small
tolerance εS > 0, we continue Sinkhorn iterations i = 1, 2, . . . until we obtain
max{||u(i)  (Qv(i))− f ||∞, ||v(i)  (Q>u(i))− g||∞} ≤ εS. (13)
After computing the scaling vectors (u,v), the p-Sinkhorn divergence can be computed as
Sp,λ = (u>Qˆv)1/p, Qˆ := Q C. (14)
We refer to Remark 4.5 of [13] for a historic perspective of the matrix scaling problem (11) and
the iterative algorithm (12).
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Convergence and complexity. Suppose that our goal is to compute an ε-approximation P ∗ of
the optimal transport plan,
find P ∗ ∈ U(f ,g) s.t. 〈P ∗, C〉 ≤ min
P∈U(f ,g)
〈P,C〉+ ε,
where ε > 0 is a positive small tolerance. This can be achieved within K = O(||C||2∞ log n ε−2)
Sinkhorn iterations if we set λ = 4 ε−1 log n [4]. See also [1] for a less sharp bound on the number
of iterations. The bounds presented in [4, 1] suggest that the number of iterations depends weakly
on n. The main computational bottleneck of Sinkhorn’s algorithm is however the two vector-
matrix multiplications against kernels Q and Q> needed in each iteration with complexity O(n2)
if implemented naively. Overall, Sinkhorn’s algorithm can compute an ε-approximate solution of
the unregularized OT problem in O(Kn2) = O(n2 log n) operations. We also refer to Section 4.3
in [13] for a few strategies that may improve this complexity. In particular, the authors in [15]
exploited possible separability of cost metrics (closely related to assumption A1 in Section 3.1 of
the present work) to reduce the quadratic complexity to O(n1+1/d log n); see also Remark 4.17 in
[13]. It is to be noted that although this improved cost is no longer quadratic (except when d = 1),
the resulting algorithm will still be a polynomial time algorithm whose complexity includes a term
nγ with γ = 1 + 1/d > 1. Our goal here is to exploit other possible structures in the kernels and
further reduce the cost to a log-linear cost, thereby delivering an algorithm that runs faster than
any polynomial time algorithm.
Remark 1. (Selection of λ) On the one hand, the regularization parameter λ needs to be large
enough for the regularized OT problem to be close to the original OT problem. This is indeed
reflected in the choice λ = 4 ε−1 log n that enables achieving an ε-approximation of the optimal
transport plan: the smaller the tolerance ε, the larger λ. On the other hands, the convergence
of Sinkhorn’s algorithm deteriorates as λ → ∞; see e.g. [6, 10]. Moreover, as λ → ∞, more
and more entries of the kernel Q (and hence entries of Qv and Q>u) may become “essentially”
zero. In this case, Sinkhorn’s algorithm may become numerically unstable due to division by zero.
The selection of the regularization parameter λ should therefore be based on a trade-off between
accuracy, computational cost, and robustness.
3 A fast algorithm for computing Sinkhorn divergence
We consider an important class of cost matrices for which the complexity of each Sinkhorn iteration
can be significantly reduced from O(n2) to O(n log2 n). Precisely, we consider cost matrices
that can be decomposed into a d-term sum of Kronecker product factors, where each term is
asymptotically smooth; see Section 3.1. The new Sinkhorn’s algoritm afterK = O(log n) iterations
will then have a near-linear complexity O(n log3 n); see Section 3.2 and Section 3.3. Importantly,
such class of cost matrices induce a wide range of optimal transport distances, including the
quadratic Wasserstein metric and its corresponding Sinkhorn divergence.
3.1 Main assumptions
To make the assumptions precise, we first introduce a special Kronecker sum of matrices.
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Definition 1. The “all-ones Kronecker sum” of two matrices A ∈ Rp×p and B ∈ Rq×q, denoted
by A⊕B, is defined as
A⊕B := A⊗ Jq + Jp ⊗B,
where Jp is the all-ones matrix of size p× p, and ⊗ denotes the standard Kronecker product.
It is to be noted that the all-ones Kronecker sum is different from the common Kronecker sum
of two matrices in which identity matrices Ip and Iq replace all-ones matrices Jp and Jq. This new
operation facilitates working with elementwise matrix operations. We also note that the two-term
sum in Definition 1 can be recursively extended to define all-ones Kronecker sums with arbitrary
number of terms, thanks to the following associative property inherited from matrix algebra,
A1 ⊕ A2 ⊕ A3 := (A1 ⊕ A2)⊕ A3 = A1 ⊕ (A2 ⊕ A3).
We next consider kernel matrices generated by kernel functions with a special type of regularity,
known as “asymptotic smoothness” [7].
Definition 2. A kernel function κ : R × R → R on the real line is said to be “asymptotically
smooth” if there exist constants c0, α, β such that for some s ∈ R the following holds,
|∂mx κ(x, y)| ≤ c0m!αmmβ |x− y|−m−s, (x, y) ∈ R2, x 6= y, m ∈ N. (15)
A kernel matrix A = [κ(xi, yj)] ∈ Rq×q, generated by an asymptotically smooth kernel function κ,
is called an asymptotically smooth kernel matrix.
We now make the following two assumptions.
A1. The cost matrix C ∈Mn×n can be decomposed into a d-term all-ones Kronecker sum
C = Cd ⊕· · · ⊕ C1, Ck ∈Mnk×nk , k = 1, . . . , d, n =
d∏
k=1
nk, (16)
where each matrix Ck ∈Mnk×nk is generated by a metric ck : R× R→ R+ on the real line.
A2. The kernel matices Q(k) = exp[−λC(k)] and Qˆ(k) = C(k) Q(k), with k = 1, . . . , d, generated
by the kernels κk(x, y) = exp(−λ ck(x, y)) and κˆk(x, y) = ck(x, y)κk(x, y), where (x, y) ∈ R2,
are asymptotically smooth.
It is to be noted that by assumption A2 all 2 d kernels κk and κˆk, with k = 1, . . . , d, satisfy
similar estimates of form (15) with possibly different sets of constants (c0, α, β, s).
Lp cost functions. An important class of cost functions for which assumptions A1-A2 hold
includes the Lp cost functions, given by
c(x,y) = ||x−y||pp =
d∑
k=1
|x(k)−y(k)|p, x = (x(1), . . . , x(d)) ∈ Rd, y = (y(1), . . . , y(d)) ∈ Rd. (17)
Here, || · ||p denotes the Lp-norm in Rd, with p ∈ [1,∞). Importantly, such cost functions take the
form of (2) with d(x,y) = ||x − y||p, for which p-Wasserstein metric and p-Sinkhorn divergence
are well defined. In particular, the case p = 2 corresponds to the quadratic Wasserstein metric.
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We will first show that assumption A1 holds for Lp cost functions. Let the two sets of discrete
points {xi}ni=1 ∈ X and {yj}nj=1 ∈ Y , at which the two probability vectors (f ,g) are defined, be
given on two regular grids in Rd. We note that if the original probability vectors are given on
irregular grids, we may find their values on regular grids by interpolation with a cost O(n) that
would not change the near-linearity of our overall target cost. Set In := {1, . . . , n}. Then, to
each pair of indices i ∈ In and j ∈ In of the cost matrix C = [c(xi,yj)], we can assign a pair of
d-tuples (i1, . . . , id) and (j1, . . . , jd) in the Cartesian product of d finite sets In1 × . . .× Ind , where
n = ∏dk=1 nk. Consequently, the additive representation of c in (17) will imply (16).
It is also easy to see that assumption A2 holds for Lp cost functions, with corresponding kernels,
κ(x, y) = exp(−λ |x− y|p), κˆ(x, y) = |x− y|p exp(−λ |x− y|p), (x, y) ∈ R2.
Indeed, these kernels are asymptotically smooth due to the exponential decay of exp(−λ |x− y|p)
as |x − y| increases. For instance, in the particular case when p = 2, the estimate (15) holds for
both κ and κˆ with c0 = 1, α = 2, β = 0, and s = 0. To show this, we note that
∂mx exp(−λ (x− y)2) = (−
√
λ)mHm(
√
λ(x− y)) exp(−λ (x− y)2),
where Hm(z) is the Hermite polynomial of degree m, satisfying the following inequality [8],
Hm(z) ≤ (2mm!)1/2 exp(z2/2), z ∈ R.
Setting z :=
√
λ(x− y) 6= 0, and noting that (2mm!)1/2 ≤ 2mm! for m ∈ N, we obtain
|∂mx exp(−z2)| = (
√
λ)m|Hm(z)| exp(−z2) ≤ (2
√
λ)mm! exp(−z2/2) ≤ (2
√
λ)mm! |z|−m.
Hence we arrive at
|∂mx exp(−λ (x− y)2)| ≤ 2mm! |x− y|−m.
Similarly, we can show that the same estimate holds for |∂mx (x− y)2 exp(−λ (x− y)2)|.
3.2 Hierarchical low-rank approximation of Sinkhorn iterations
As noted in Section 2.2, the main computational bottleneck of Sinkhorn’s algorithm is the matrix-
vector multiplications by kernels Q and Q> in each iteration (12) and by kernel Qˆ in (14). We
present a strategy that reduces the complexity of each Sinkhorn iteration to O(n log2 n), enabling
Sinkhorn’s algorithm to achieve a near-linear overall complexity O(n log3 n). The proposed strat-
egy takes two steps, following two observations made based on assumptions A1 and A2.
3.2.1 Step 1: decomposition into 1D problems
A direct consequence of assumption A1 is that both kernel matrices Q and Qˆ have separable
multiplicative structures.
Proposition 2. Under assumption A1 on the cost matrix C, the matrices Q = exp[−λC] and
Qˆ = Q C will have Kronecker product structures,
Q = exp[−λC] = Q(d) ⊗· · · ⊗Q(1), Q(k) = exp[−λC(k)], k = 1, . . . , d, (18)
Qˆ = Q C =
d∑
k=1
A
(d)
k ⊗· · · ⊗ A(1)k , A(m)k =
{
Qˆ(k) := C(m) Q(m), k = m
Q(m), k 6= m . (19)
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Proof. The first expression (18) follows from Lemma 1 in the appendix and (16). The second
expression (19) follows from Lemma 2 in the appendix and (16) and (18).
Exploiting the block structure of the Kronecker product matrices Q and Qˆ, one can compute
the matrix-vector products Qw, Q>w, and Qˆw without explicitly forming Q and Qˆ. This can be
achieved using the vector operator vec(.) that transforms a matrix into a vector by stacking its
columns beneath one another. We denote by a = vec(A) the vectorization of matrix A ∈ Rp×q
formed by stacking its columns into a single column vector a ∈ Rpq×1.
Proposition 3. Let A = A(d) ⊗· · · ⊗ A(1) ∈ Rn×n, where A(k) ∈ Rnk×nk and n = ∏dk=1 nk. Then,
the matrix-vector multiplication Aw, where w ∈ Rn×1, amounts to n˜k = ∏di=1, i 6=k ni matrix-vector
multiplications A(k)z for n˜k different vectors z ∈ Rnk×1, with k = 1, . . . , d.
Proof. The case d = 1 is trivial, noting that n˜1 = 1. Consider the case d = 2. Then we have
A = A(2)⊗A(1) ∈ Rn×n, with A(1) ∈ Rn1×n1 , A(2) ∈ Rn2×n2 , and n = n1n2. Let W ∈ Rn1×n2 be the
matrix whose vectorization is the vector w ∈ Rn1n2×1, i.e. w = vec(W ). Then, we have
Aw = (A(2) ⊗ A(1)) vec(W ) = vec(A(1)WA(2)>).
Hence, computing Aw amounts to computing A(1)WA(2)>. This can be done in two steps. We
first compute G := WA(2)>,
G := WA(2)> =

w>1
...
w>n1
A(2)> =

w>1 A(2)>
...
w>n1A(2)>
 =

(A(2)w1)>
...
(A(2)wn1)>
 ,
where wk ∈ Rn2×1 is the k-th row of matrix W in the form of a column vector. For this we need
to perform n1 matrix-vector multiplies A(2)wk, with k = 1, . . . , n1. We then compute A(1)G,
A(1)G = A(1)[g1· · ·gn2 ] = [A(1)g1· · ·A(1)gn2 ],
where gk ∈ Rn1×1 is the k-th column of matrix G. We therefore need to perform n2 matrix-vector
multiplies A(1)gk, with k = 1, . . . , n2. Overall, we need n1 matrix-vector multiplies A(2)z for n1
different vectors z, and n2 matrix-vector multiplies A(1)z for n2 different vectors z, as desired. This
can be recursively extended to any dimension d ≥ 3. Setting A˜ := A(d−1)⊗· · ·⊗A(1), we can write
Aw = (A(d) ⊗ A(d−1) ⊗· · · ⊗ A(1))w = (A(d) ⊗ A˜) vec(W ) = vec(A˜WA(d)>). (20)
This can again be done in two steps. We first compute G := WA(d)>, where W ∈ Rn˜×nd with
n˜ = ∏d−1k=1 nk,
G := WA(d)> =

w>1
...
w>n˜
A(d)> =

w>1 A(d)>
...
w>n˜A(d)>
 =

(A(d)w1)>
...
(A(d)wn˜)>
 ,
where wk ∈ Rnd×1 is the k-th row of matrix W in the form of a column vector. To compute G we
need to perform n˜ matrix-vector multiplies A(d)wk, with k = 1, . . . , n˜ We then compute A˜G,
A˜G = A˜[g1· · ·gnd ] = [A˜g1· · · A˜gnd ],
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where gk ∈ Rn˜×1 is the k-th column of matrix G. We therefore need to perform nd matrix-vector
multiplies A˜gk, with k = 1, . . . , nd. Noting that each multiply A˜gk is of the same form as the
multiply (20) but in d− 1 dimensions, the proposition follows easily by induction.
Reduction in complexity due to step 1. Proposition 2 and Proposition 3 imply
cost(Qw) =
d∑
k=1
n˜k cost(Q(k)z), cost(Qˆw) = d cost(Qw). (21)
Indeed, the original d-dimensional problems Qw and Qˆw turn into several smaller one-dimensional
problems of either Q(k)z or Qˆ(k)z form. This already amounts to a significant gain in efficiency.
For instance, if we compute each of these smaller problems by performing O(n2k) floating-point
arithmetic operations, then the complexity of Qw will become
cost(Qw) =
d∑
k=1
n˜kO(n2k) = O(n
d∑
k=1
nk).
And in the particular case when n1 = · · · = nd = n1/d, we will have
cost(Qw) = dO(n1+1/d).
It is to be noted that this improvement in the efficiency (for d ≥ 2) was also achieved in [15].
Although this improved cost is no longer quadratic (except in 1D problems when d = 1), the
resulting algorithm will still be a polynomial time algorithm whose complexity includes a term
nγ with γ > 1. For instance for 2D and 3D problems (considered in [15]), the overall complexity
of Sinkhorn’s algorithm after K = O(log n) iterations would be O(n3/2 log n) and O(n4/3 log n),
respectively. In what follows, we will further apply the technique of hierarchical matrices to
the smaller one-dimensional problems, thereby delivering an algorithm that achieves log-linear
complexity and hence runs faster than any polynomial time algorithm.
3.2.2 Step 2: approximation of 1D problems by hierarchical matrices
We will next present a fast method for computing the smaller 1D problemsQ(k)z and Qˆ(k)z obtained
in step 1. We will show that, thanks to assumption A2, the hierarchical matrix technique [7] can be
employed to compute each one-dimensional problem with a near-linear complexity O(nk log2 nk).
Since by assumption A2 the kernels κk and κˆk that generate Q(k) and Qˆ(k), with k = 1, . . . , d,
are all asymptotically smooth and satisfy similar estimates of form (15), the numerical treatment
and complexity of all 2 d one-dimensional problems will be the same. Hence, in what follows,
we will drop the dependence on k and consider a general one-dimensional problem Az, where
A ∈ Rnk×nk is a kernel matrix generated by a one-dimensional kernel κ : R × R → R satisfying
(15). Precisely, let Ink := {1, . . . , nk} be an index set with cardinality #Ink = nk. Consider the
kernel matrix
A := [κ(xi, yj)] ∈ Rnk×nk , i, j ∈ Ink ,
uniquely determined by two sets of discrete points {xi}i∈Ink ∈ R and {yj}j∈Ink ∈ R and an
asymptotically smooth kernel κ(x, y), with (x, y) ∈ R2, satisfying (15). Let A|τ×σ denote a matrix
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block of the square kernel matrix A, characterized by two index sets τ ⊂ Ink and σ ⊂ Ink . We
define the diameter of τ and the distance between τ and σ by
diam(τ) = |max
i∈τ
xi −min
i∈τ
xi|, dist(τ, σ) = min
i∈τ, j∈σ
|xi − yj|.
The two sets of discrete points and the position of the matrix block is illustrated in Figure 2. Note
that when the cardinality of the index sets τ and σ are equal (#τ = #σ), the matrix block A|τ×σ
will be a square matrix.
Figure 2: Left: the set of discrete points {xi}i∈Ink (purple circles) and {yj}j∈Ink (blue circles) and
two index sets τ ⊂ Ink and σ ⊂ Ink . Right: position of the matrix block A|τ×σ in the kernel matrix
A = [κ(xi, yj)] corresponding to the two index sets τ and σ.
The hierarchical matrix technique for computing Az consists if three parts (see details below):
I. construction of a hierarchical block structure that partitions A into low-rank (admissible)
and full-rank (inadmissible) blocks;
II. low-rank approximation of admissible blocks by separable expansions;
III. assembling the output Az through a loop over all admissible and inadmissible blocks.
I. Hierarchical block structure. We employ a quadtree structure, i.e. a tree structure in
which each node/vertex (square block) has either four or no children (square sub-blocks). Starting
with the original matrix A as the tree’s root node with τ = σ = Ink , we recursively split each
square block A|τ×σ into four square sub-blocks provided τ and σ do not satisfy the following
“admissibility” condition,
η := diam(τ)dist(τ, σ) ≤ η0. (22)
Here, η0 > 0 is a fixed number to be determined later; see Section 3.2.3. If the above admissibility
condition holds, we do not split the block A|τ×σ and label it as an admissible leaf. We continue
this process until the size of inadmissible blocks reaches a minimum size nmin × nmin. This will
impose a condition on the cardinality of τ :
#τ ≥ nmin.
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Indeed, we want all sub-block leaves of the tree not to be smaller than a minimum size for the low-
rank approximation of sub-blocks to be favorable compared to a full-rank computation in terms
of complexity. It is suggested that we take nmin = 32 in order to avoid the overhead caused by
recursions; see [7]. Eventually, we collect all leaves of the tree and split them into two partitions:
• Padmissible: a partition of admissible blocks
• Pinadmissible: a partition of inadmissible blocks
Note that by this construction, all blocks in Pinadmissible will be of size nmin × nmin and are hence
small. Such blocks will be treated as full-rank matrices, while the admissible blocks will be treated
as low-rank matrices. Figure 3 shows a schematic representation of the hierarchical block structure
obtained by a quadtree of depth five, that is, five recursive levels of splitting is performed to obtain
the block structure. Gray blocks are admissible, while red blocks are inadmissible.
Figure 3: A schematic representation of the hierarchical block structure based on a quadtree of
depth five. Matrix blocks are partitioned into two admissible Padmissible (gray) and inadmissible
Pinadmissible (red) sets.
II. Low-rank approximation by separable expansions. Locally on each admissible block
A|τ×σ ∈ Rb×b, with b = #τ = #σ, we approximate the kernel κ by a separable expansion,
resulting in a low-rank approximation of the block. Precisely, we approximate κ(x, y), where
x ∈ [mini∈τ xi,maxi∈τ xi] and y ∈ [minj∈σ yj,maxj∈σ yj], using barycentric Lagrange interpolation
in x on a set of r ∈ N Chebyshev points {xˆk}rk=1 ∈ [mini∈τ xi,maxi∈τ xi], where r ≤ b is a number
to be determined; see Section 3.2.3. We write
κ(x, y) ≈ κ(r)(x, y) := `(x)
r∑
k=1
wk
x− xˆk κ(xˆk, y), `(x) :=
r∏
k=1
(x− xˆk), wk = 1/`′(xˆk).
Due to the separability of the kernel estimator κ(r) in (x, y) variables, the matrix block A|τ×σ can
be approximated by a rank-r matrix:
A|τ×σ ≈ A(r)|τ×σ := LR>, L, R ∈ Rb×r,
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where
L = [Lik] = [`(xi)
wk
xi − xˆk ], R = [Rjk] = [κ(xˆk, yj)], i ∈ τ, j ∈ σ, k ∈ Ir.
The number of chebyshev points r is hence referred to as the local rank.
Pre-computing the barycentric weights {w1, . . . , wr}, we note that the cost of computing each
row of L and R (for a fixed i ∈ τ and a fixed j ∈ σ and for all k = 1, . . . , r) is O(r). It
therefore takes O(rb) floating-point arithmetic operations to form L and R. Hence, the total cost
of a matrix-vector multiplication A(r)|τ×σw = LR>w, where w ∈ Rb×1, is O(rb), where we first
compute wˆ := R>w and then Lwˆ.
It is to be noted that only admissible blocks are approximated by low-rank matrices. All
inadmissible blocks will be treated as full-rank nmin×nmin matrices whose components are directly
given by the kernel κ.
III. Loop over all admissible and inadmissible blocks. By the above procedure, we have
approximated A by a hierarchical matrix AH whose blocks are either of rank at most r or of small
size nmin × nmin. We then assemble all low-rank and full-rank block matrix-vector multiplications
and approximate s = Az by sH = AHz, as follows. We first set sH = 0, and loop over all blocks
A|τ×σ. Let sH|τ and z|σ denote the parts of vectors sH and z corresponding to the index sets τ and
σ, respectively. We then proceed as follows:
• if A|τ×σ ∈ Padmissible, then AH|τ×σ = LR> and sH|τ = sH|τ + LR>z|σ.
• if A|τ×σ ∈ Pinadmissible, then sH|τ = sH|τ + A|τ×σz|σ.
3.2.3 Accuracy and adaptive selection of local ranks
We will now discuss the error in the approximation of the kernel matrix A = [κ(xi, yj)] ∈ Rnk×nk
by the hierarchical matrix AH. We will consider the error in Frobenius norm ||A− AH||F, where
||A||2F :=
nk∑
i,j=1
|Aij|2.
It is to be noted that other matrix norms, such as row-sum norm ||.||∞ associated with the maxi-
mum vector norm and spectral norm ||.||2 associated with the Euclidean vector norm, can similarly
be considered.
We first write the global error as a sum of all local errors [7]
||A− AH||2F =
∑
τ×σ∈Padmissible
||A|τ×σ − AH|τ×σ||2F , (23)
where for each block τ × σ ∈ Padmissible, the local error in approximating A|τ×σ ∈ Rb×b, with
b = #τ = #σ, reads
||A|τ×σ − AH|τ×σ||2F =
b∑
i,j=1
|κ(xi, yj)− κ(r)(xi, yj)|2. (24)
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Each term in the right hand side of (24) is given by the interpolation error (see e.g. [7]),
|κ(x, y)− κ(r)(x, y)| = |ω(x)|
r! |∂
r
xκ(ξ, y)|, ξ ∈ [mini∈τ xi,maxi∈τ xi],
where
ω(x) =
r∏
k=1
(x− xˆk) ≤
(diam(τ)
4
)r
,
and the x-derivatives of κ satisfies the estimate (15), thanks to the asymptotic smoothness of κ.
We further note that for x ∈ [mini∈τ xi,maxi∈τ xi] and y ∈ [minj∈σ yj,maxj∈σ yj], we have
|x− y| ≥ dist(τ, σ).
Hence, assuming r + s ≥ 0, we get
|κ− κ(r)| ≤ c0 rβ dist(τ, σ)−s
(
α
4 η
)r
=: c
(
α
4 η
)r
,
which implies local spectral convergence provided η < 4/α. This can be achieved if we take
η0 < 4/α in the admissibility condition (22). For instance, in the numerical examples in Section 4
we take η0 = 2/α.
Importantly, as we will show here, the above global and local estimates provide a simple strategy
for a priori selection of local ranks, i.e. the number of Chebyshev points for each block, to achieve
a desired small tolerance εTOL > 0 for the global error,
||A− AH||F ≤ εTOL. (25)
We first observe that (25) holds if
|κ− κ(r)| ≤ εTOL/nk.
This simply follows by (23)-(24) and noting that ∑τ×σ∈Padmissible b2 < n2k. Hence, we can achieve
(25) if we set
c
(
α
4 η
)r
≤ εTOL/nk.
We hence obtain an optimal local rank
r =
 log(εTOL/(c nk))log(α η/4)
. (26)
We note that each block may have a different η and hence a different local rank r. We also note
that the optimal local rank depends logarithmically on nk.
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3.2.4 Computational cost
We now discuss the overall complexity of the proposed strategy (steps 1 and 2) applied to each
iteration of Sinkhorn’s algorithm.
As discussed earlier in Section 3.2.1, the complexity of the original d-dimensional problems
Qw and Qˆw reduces to several smaller one-dimensional problems of either Q(k)z or Qˆ(k)z form,
given by (21). We now study the complexity of computing one-dimensional problems to obtain
cost(Q(k)z). We follow [7] and assume nk = 2q, where q is a non-negative integer that may be
different for different k. Let Hq denote the family of 2q × 2q hierarchical matrices constructed
above. Corresponding to the quadtree block structure, the representation of Hq for q ≥ 1 can be
given recursively,
Hq =
(Hq−1 Nq−1
N ∗q−1 Hq−1
)
, Nq =
(Rq−1 Rq−1
Nq−1 Rq−1
)
, (27)
where Rq is the family of rank-r square matrices of size 2q × 2q. Note that for q = 0, the matrices
Hq, Nq, Rq are 1× 1 matrices and hence are simply scalars.
Now let WH(q) be the cost of multiplying Hq by a vector z. The recursive forms (27) imply
WH(q) = 2WH(q − 1) + 2WN (q − 1), WN (q) = WN (q − 1) + 3WR(q − 1),
where WN (q) and WR(q) are the costs of multiplying a vector by Nq and Rq, respectively. We
first note that since Rq is a rank-r matrix, we have
WR(q) = c r 2q, c > 0.
We can then solve the recursive equation WN (q) = WN (q − 1) + 3 c r 2q−1 with WN (0) = 1 to get
WN (q) = 3 c r (2q − 1) + 1 ∼ 3 c r 2q.
We finally solve the recursive equation WH(q) = 2WH(q−1) + 6 c r 2q−1 with WH(0) = 1 to obtain
WH(q) = (1 + 3 c r q) 2q.
If we choose the local ranks r according to (26), then r = O(log nk), and hence the cost of
computing the one-dimensional problems Q(k)z is
cost(Q(k)z) = O(nk log2 nk). (28)
Combining (21) and (28), we obtain
cost(Qw) =
d∑
k=1
n˜kO(nk log2 nk) = O(n
d∑
k=1
log2 nk) ≤ O(n(
d∑
k=1
log nk)2) = O(n log2 n).
We note that with such a reduction in the complexity of each Sinkhorn iteration, the overall
cost of computing Sinkhorn divergence after K = O(log n) iterations will reduce to O(n log3 n).
3.3 Algorithm
Algorithm 1 outlines the hierarchical low-rank computation of Sinkhorn divergence.
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Algorithm 1 Hierarchical low-rank computation of Sinkhorn divergence
Input: • cost matrix C ∈ Rn×n+ generated by metric functions ck : R× R→ R+, k = 1, . . . , d
• probability vectors f ,g ∈ Σn supported on two bounded subsets of Rd
• tolerances εTOL and εS
Output: Sinkhorn divergence Sp,λ(f ,g)
1. Select λ > 0; see Remark 1.
2. For every k = 1, . . . , d, construct two hierarchical matrices (within tolerance εTOL):
Q
(k)
H ≈ Q(k) = [exp(−λ ck)], Qˆ(k)H ≈ Qˆ(k) = [ck exp(−λ ck)].
3. Implement two procedures, following steps 1-2 in Section 3.2:
Procedure 1. s=MVM1(Q(1)H , . . . , Q
(d)
H , z) producing the result s ≈ Q z
Procedure 2. s=MVM2(Q(1)H , . . . , Q
(d)
H , Qˆ
(1)
H , . . . , Qˆ
(d)
H , z) producing the result s ≈ Qˆ z
4. Sinkhorn’s loop:
u(0) = 1n/n
v(0) = g  MVM1(Q(1)H , . . . , Q(d)H ,u(0))
i = 0
while 〈 stopping criterion (13) does not hold 〉 do
u(i+1) = f  MVM1(Q(1)H , . . . , Q(d)H ,v(i))
v(i+1) = g  MVM1(Q(1)H , . . . , Q(d)H ,u(i))
i = i+ 1
end while
s = MVM2(Q(1)H , . . . , Q
(d)
H , Qˆ
(1)
H , . . . , Qˆ
(d)
H ,v(i))
Sλ,p =
(
s>u(i)
)1/p
4 Numerical illustration
In this section we will present a numerical example to verify the theoretical and numerical re-
sults presented in previous sections. In particular, we will consider an example studied in [11]
and demonstrate the applicability of Sinkhorn divergence and the proposed algorithm in solving
optimization problems.
Problem statement. Let f = [f(xi)] ∈ Rn be a three-pulse signal given at n discrete points
xi = (i− 1)/(n− 1), with i = 1, . . . , n, where
f(x) = e−(
x−0.4
σ )
2
− e−(x−0.5σ )
2
+ e−(
x−0.6
σ )
2
, x ∈ [0, 1].
Here, σ > 0 is a given positive constant that controls the spread of the three pulses; the smaller
σ, the narrower the three pulses. Let further g(s) = [g(xi; s)] ∈ Rn be a shifted version of f with
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a shift s given at the same discrete points xi = (i− 1)/(n− 1), with i = 1, . . . , n, where
g(x; s) = e−(
x−s−0.4
σ )
2
− e−(x−s−0.5σ )
2
+ e−(
x−s−0.6
σ )
2
, x ∈ [0, 1].
Assuming −0.3 ≤ s ≤ 0.3, our goal is to find the “optimal” shift s∗ that minimizes the “distance”
between the original signal f and the shifted signal g(s),
s∗ = argmin
s∈[−0.3,0.3]
d(f ,g(s)).
Here, d(., .) is a “loss” function that measures dissimilarities between f and g(s); see the discussion
below. While being a simple problem with a known solution s∗ = 0, this model problem serves as
an illustrative example exhibiting important challenges that we may face in solving optimization
problems. Figure 4 shows the original signal f and two shifted signals g(s) for two different shifts
s = −0.3 and s = 0.3. Wide signals (left) correspond to width σ = 0.05, and narrow signals (right)
correspond to width σ = 0.01.
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Figure 4: The original signal f and the shifted signal g(s) for two different shifts s = −0.3 and
s = 0.3. Left figure shows wide signals (σ = 0.05), and right figure shows narrow signals (σ = 0.01).
Loss functions. A first step is tackling an optimization problem is to select an appropriate loss
function. Here, we consider and compare three loss functions:
• Euclidean distance (or L2 norm): dE(f ,g(s)) := ||f − g(s)||2.
• Quadratic Wasserstein distance: dW(f ,g(s)) defined in (29).
• Quadratic Sinkhorn divergence: dS(f ,g(s)) defined in (30).
It is to be noted that since the two signals are not necessarily probability vectors, i.e. positivity
and mass balance are not expected, the signals need to be pre-processed before we can measure
their Wasserstein distance and Sinkhorn divergence. While there are various techniques for this,
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here we employ a sign-splitting and normalization technique that considers the non-negative parts
f+ and g+ and the non-positive parts f− and g− of the two signals separately. Precisely, we define
dW(f ,g(s)) := W2
(
f+
f+>1 ,
g(s)+
g(s)+>1
)
+W2
(
f−
f−>1 ,
g(s)−
g(s)−>1
)
, (29)
dS(f ,g(s)) := S2,λ
(
f+
f+>1 ,
g(s)+
g(s)+>1
)
+ S2,λ
(
f−
f−>1 ,
g(s)−
g(s)−>1
)
. (30)
Here, W2 and S2,λ are respectively given by (3) and (6) with p = 2.
Two desirable properties of a loss function include its convexity with respect to the unknown
parameter (here s) and its efficient computability for many different values of s. While the Eu-
clidean distance dE is widely used and can be efficiently computed with a costO(n), it may generate
multiple local extrema that could result in converging to wrong solutions. The Wasserstein metric,
on the other hand, features better convexity and hence better convergence to correct solutions;
see [11] and references there in. However, the application of Wasserstein metric is limited to
low-dimensional signals due to its high computational cost and infeasibility in high dimensions.
This makes the Wasserstein loss function dW particularly suitable for one-dimensional problems,
where it can be efficiently computed with a cost O(n log n), as discussed in Section 2.1. As a
promising alternative to dE and dW, we may consider the Sinkhorn loss function dS that possesses
both desirable properties of a loss function. In terms of convexity, Sinkhorn divergence is similar
to the Wasserstein metric. In terms of computational cost, as shown in the present work, we can
efficiently compute Sinkhorn divergence in multiple dimensions with a near-linear cost O(n log3 n).
Numerical results and discussion. Figure 5 shows the loss functions (dE, dW, dS) versus s.
Here, we set n = 212 and consider two different values for the width of signals, σ = 0.05 (left
figure) and σ = 0.01 (right figure). We compute the Sinkhorn loss function with λ = 50 both by
the original Sinkhorn’s algorithm (labeled dS in the figure) and by the proposed fast algorithm
outlined in Algorithm 1 (labeled dHS in the figure). In computing dHS , we obtain the optimal local
ranks by (26), with parameters c = 1 and α = 2 that correspond to the Lp cost function with
p = 2; see the discussion on Lp cost functions in Section 3.1 for this choice of parameters. We
consider the accuracy tolerances εTOL = εS = 0.01.
As we observe, the Euclidean loss function has local extrema, while the Wasserstein and
Sinkhorn loss functions are convex. We also observe that dHS well approximates dS, verifying
the accuracy of the proposed algorithm in computing Sinkhorn divergence.
Figure 6 shows the CPU time of computing dHS as a function of n. We observe that the cost is
O(n log3 n) as expected.
5 Conclusion
This work presents a fast method for computing Sinkhorn divergence between two discrete proba-
bility vectors supported on possibly high-dimensional spaces. The cost matrix in optimal transport
problem is assumed to be decomposable into a sum of asymptotically smooth Kronecker product
factors. The method combines Sinkhorn’s matrix scaling iteration with a low-rank hierarchical
representation of the scaling matrices to achieve a near-linear complexity. This provides a fast
and easy-to-implement algorithm for computing Sinkhorn divergence, enabling the applicability
19
-0.3 -0.2 -0.1 0 0.1 0.2 0.3
0
0.5
1
1.5
-0.3 -0.2 -0.1 0 0.1 0.2 0.3
0
0.5
1
1.5
Figure 5: Comparison of different loss functions that measure the dissimilarity between f and g(s)
as a function of the shift s. While the Euclidean loss function has local extrema, the Wasserstein
and Sinkhorn loss functions are convex. Left figure is for wide signals (σ = 0.05), and right figure
is for narrow signals (σ = 0.01).
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Figure 6: CPU time versus n.
of Sinkhorn divergence to large-scale optimization problems, where the computation of classical
Wasserstein metric is not feasible.
Future directions include exploring the application of the proposed hierarchical low-rank Sinkhorn’s
algorithm to large-scale Bayesian inversion and other data science and machine learning problems.
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Appendix
In this appendix we collect a number of auxiliary lemmas.
Lemma 1. For a real matrix A = [Aij], let exp[A] denote the matrix obtained by the entrywise
application of exponential function to A, i.e. exp[A] := [exp(Aij)]. Then we have
exp[C(d) ⊕· · · ⊕ C(1)] = exp[C(d)]⊗· · · ⊗ exp[C(1)].
Proof. The case d = 1 is trivial. Consider the case d = 2. By the definition of Kronecker sum, we
have
exp[C(2) ⊕ C(1)] = exp[C(2) ⊗ J1 + J2 ⊗ C(1)] =
=

exp(C(2)11 )J1 · · · exp(C(2)1n2)J1... . . . ...
exp(C(2)n21)J1 · · · exp(C(2)n2n2)J1


exp[C(1)] · · · exp[C(1)]
... . . . ...
exp[C(1)] · · · exp[C(1)]
 =
=

exp(C(2)11 ) exp[C(1)] · · · exp(C(2)1n2) exp[C(1)]... . . . ...
exp(C(2)n21) exp[C(1)] · · · exp(C(2)n2n2) exp[C(1)]
 =
= exp[C(2)]⊗ exp[C(1)].
Now assume that it is true for d− 1:
exp[C(d−1) ⊕· · · ⊕ C(1)] = exp[C(d−1)]⊗· · · ⊗ exp[C(1)].
Then
exp[C(d) ⊕· · · ⊕ C(1)] = exp[C(d)]⊗ exp[C(d−1) ⊕· · · ⊕ C(1)] =
= exp[C(d)]⊗· · · ⊗ exp[C(1)].
Lemma 2. We have
[C(d) ⊕· · · ⊕ C(1)] [Q(d) ⊗· · · ⊗Q(1)] =
d∑
k=1
A
(d)
k ⊗· · · ⊗ A(1)k , A(m)k =
{
C(m) Q(m), k = m
Q(m), k 6= m
Proof. The case d = 1 is trivial. Consider the case d = 2. By the definition of Kronecker sum, we
have
[C(2) ⊕ C(1)] [Q(2) ⊗Q(1)] = [C(2) ⊕ J1] [Q(2) ⊗Q(1)] + [J2 ⊕ C(1)] [Q(2) ⊗Q(1)]
=

C
(2)
11 J1 · · · C(2)1n2J1... . . . ...
C
(2)
n21J1 · · · C(2)n2n2J1


Q
(2)
11 Q
(1) · · · Q(2)1n2Q(1)... . . . ...
Q
(2)
n21Q
(1) · · · Q(2)n2n2Q(1)
+
21

C(1) · · · C(1)
... . . . ...
C(1) · · · C(1)


Q
(2)
11 Q
(1) · · · Q(2)1n2Q(1)... . . . ...
Q
(2)
n21Q
(1) · · · Q(2)n2n2Q(1)
 =
=

C
(2)
11 Q
(2)
11 Q
(1) · · · C(2)1n2Q(2)1n2Q(1)... . . . ...
C
(2)
n21Q
(2)
n21Q
(1) · · · C(2)n2n2Q(2)n2n2Q(1)
+

Q
(2)
11 (C(1) Q(1)) · · · Q(2)1n2(C(1) Q(1))... . . . ...
Q
(2)
n21(C(1) Q(1)) · · · Q(2)n2n2(C(1) Q(1))
 =
= [C(2) Q(2)]⊗Q(1) +Q(2) ⊗ [C(1) Q(1)].
Now assume that it is true for d− 1:
[C(d−1) ⊕· · · ⊕ C(1)] [Q(d−1) ⊗· · · ⊗Q(1)] =
d−1∑
k=1
A
(d−1)
k ⊗· · · ⊗ A(1)k .
Then
[C(d) ⊕· · · ⊕ C(1)] [Q(d) ⊗· · · ⊗Q(1)] =
[C(d) Q(d)]⊗ [Q(d−1) ⊗· · · ⊗Q(1)] +Q(d) ⊗
(
[C(d−1) ⊕· · · ⊕ C(1)] [Q(d−1) ⊗· · · ⊗Q(1)]
)
=
[C(d) Q(d)]⊗Q(d−1) ⊗· · · ⊗Q(1) +Q(d) ⊗
d−1∑
k=1
A
(d−1)
k ⊗· · · ⊗ A(1)k =
A
(d)
d ⊗Q(d−1) ⊗· · · ⊗Q(1) +
d−1∑
k=1
Q(d) ⊗ A(d−1)k ⊗· · · ⊗ A(1)k =
=
d∑
k=1
A
(d)
k ⊗· · · ⊗ A(1)k ,
noting that A(d)d = C(d) Q(d), and A(k)d = Q(k) and A(d)k = Q(d) for k = 1, . . . , d− 1.
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