This article combines qualitative and quantitative information from financial statements and auditors' reports with logistic models to differentiate failed from surviving finance companies in Thailand. Failed companies are those that were forced to suspend their operations in mid-1997. The results indicate that auditors' reports from the 1996 financial statements did not differentiate failed from surviving finance companies. On the other hand, the logistic regression models indicate that failed finance companies had lower profitability, lower foreign borrowing possibly due to their poorer credit rating, lower management quality, and smaller size. These models have relatively high predictive ability for failed finance companies and low expected costs of misclassification (JEL G21, M41).
I. Introduction
Thailand recently experienced severe economic and financial problems mainly as a result of misguided national finance policies, inefficient operational and investment decisions of its financial sector, and very weak supervisory and regulatory standards (Boorman 1999) . To alleviate the problem of severely tight money supplies, the Thai government had to obtain a $17 billion loan from the International Monetary Fund (IMF). In response to the requirements of the IMF, the Bank of Thailand, which is the main regulator of Thai financial institutions, had to suspend the operations of 58 finance companies in mid-1997. This led to the loss of thousands of jobs and, more alarmingly, the loss of public confidence in the financial sector of the country.
The purpose of this article is to statistically differentiate failed finance companies from surviving companies using financial variables from 1993-1996 financial statements and their related notes. Failed finance companies are defined as those which were forced by the Bank of Thailand (BOT) to suspend their operations. The BOT based its suspension decision on CAMEL criteria, which are capital adequacy, asset quality, management quality, earnings ability, and liquidity. Therefore, this article identifies the financial variables using CAMEL criteria as well as previously published articles and the examination of the reasons for the problems in Thai financial institutions.
The Report of the Ministry of Finance and the Bank of Thailand (October 14, 1997) and the Supervision Report 1996-97 of the Bank of Thailand indicate several reasons for the problems in Thai financial institutions. The first reason pertains to trade deficits, heavy foreign borrowing, and shifting economic environment. The fast-growing Thai economy before 1996 created a high demand for imported goods and services which outpaced the exports, leading to large trade deficits. Thailand's heavy foreign borrowing to help finance its imports, which was not such a burden during the period of strong economic growth, became a problem during an economic slowdown starting in 1996. The second reason is excessive foreign capital inflows over the five-year period before 1996, leading to an over-expansion of credits into real estate development and securities investments. This overactive real estate investment led to a rapid increase in property prices and, in turn, an overbuilding of real estate development and overpricing of real estate properties. Several finance companies also sought additional financing by issuing bonds in the international markets, exposing them to foreign exchange risk. The third reason is inefficient investment decisions of finance companies' management. Loans were extended to real estate projects which were not yielding sufficiently high returns. Several finance companies either relied on overvalued collateral without a thorough understanding of the business of the borrowers, or relied too heavily on the borrowers' status as listed companies on the stock market 1. Substandard loans are loans for which debtors failed to pay interest on schedule. Doubtful loans are those for which debtors failed to pay interest for 12 consecutive months or more. and made loans without collateral. Loans were also granted for purchases of stocks, including those that did not have sufficient market liquidity. The fourth reason is that the Bank of Thailand did not have sufficient requirements to assure accurate accounting measurement and valuation of Thai finance companies. In particular, there were no rules regarding accrued interest on overdue loans, the loan-to-deposit ratio, and a provision for substandard loans and doubtful loans.
1 The fifth reason is inadequate financial disclosure. Particularly, finance companies failed to disclose the use of short-term liabilities to finance long-term investments and to report loans by categories or by maturity of loans, making it impossible for investors to assess the diversification and the risk of loan investments. This mismatch of liabilities and investments intensified the finance companies' liquidity problems when domestic and foreign creditors questioned the debt-paying ability of these companies and started to move money out of Thailand.
These five reasons for the problems in Thai financial institutions are likely to be shared by other emerging economies that experienced similar financial crises shortly after Thailand did. In all, $120 billion has been committed by the IMF, the World Bank, the Asian Development Bank, and others to bail out these countries (Boorman 1999) . This colossal magnitude of problems necessitates the development of early warning models that could predict potential failure of financial institutions in emerging economies. The primary objective of this article is to use well-known statistical techniques for financial distress prediction to develop such models based upon Thai finance companies' data. In particular, this article uses the univariate Wilcoxon rank-sum tests and the multivariate logistic regression to ex-post differentiate failed and surviving finance companies. The selection of the explanatory variables in the parsimonious logistic models is accomplished using Akaike's Information Criterion (AIC). The predictive ability of these models is assessed using the jackknife method and the optimal cutoff probability.
The remaining part of the article is organized as follows. Section II describes the sample collection procedure and financial variables used. Section III discusses empirical models for predicting failed Thai finance firms. Section IV reports predictive ability of the models. Section V 2. Two of these companies recently restarted their operations after their parent companies helped them raise needed capital. presents conclusions and implications for other emerging economies.
II. Sampling and Variables Used

A. Sampling Procedure
Before 1997, Thailand had a total of 91 finance companies. In mid-1997, the Bank of Thailand suspended operations of 58 finance companies: 16 companies on June 27, 1997, and another 42 companies on August 5, 1997.
2 The remaining 33 companies were not suspended. The failure rate is, therefore, exceptionally high at 63.7%. Out of the 58 failed companies, only 26 were listed on the Thai stock market. Out of the 33 surviving companies, only 15 were listed on the stock market. Only these listed companies have their financial reports available to the public. Therefore, the sample in this article includes 41 finance companies: 26 failing and 15 surviving. The failure rate in this sample is 63.4%, i.e., virtually the same as the rate in the universal population.
Financial data for these 41 sample firms was collected from the I-SIMS database of the Stock Market of Thailand (SET). I-SIMS is an abbreviation for Integrated -SET Information Management System. It provides relevant financial data of all companies listed in the Stock Market of Thailand. This data includes company-specific information such as financial statements, footnotes to the statements, and auditors' reports. Three out of four years of data (1994) (1995) (1996) was collected from this database in the library of the Stock Market of Thailand. Random verification of the information from the database against the hard copy of annual reports indicates high accuracy of database information. Data for 1993 was extracted from the I-SIMS CD-ROM subsequently purchased from the Stock Market of Thailand. The year 1993 is the earliest year in the CD-ROM which provides five-year data ending on May 31, 1998.
B. Variables Used
The 1997 Supervision Report of the Bank of Thailand indicates that the BOT relied on the CAMEL criteria in its decision to suspend the finance companies' operations. CAMEL is an acronym for Capital adequacy, 3. Several previous articles (Tam and Kiang [1992] ; Cole and Gunther [1995] ; Gonzalez-Hermosillo, Parazbasioglu, and Billings [1997] ) also use the concentration of a bank's loan portfolio to proxy for asset quality. For Thailand, the large exposure to the real estate sector is a major cause for the failure. Unfortunately, Thai finance companies did not disclose their loans by any categories. Therefore, it is impossible to use such proxy.
Asset quality, Management quality, Earnings ability, and Liquidity. CAMEL has been used by the Federal Deposit Insurance Corporation and regulators of financial institutions worldwide. These criteria were also used by several previous articles to predict bank failures (Thompson [1991] ; Tam and Kiang [1992] ; Barr and Siems [1994] ; Hooks [1995] ; Gonzalez-Hermosillo, Pazarbasioglu, and Billings [1997] ). Therefore, this article uses the CAMEL criteria to identify potential variables for the models. Based on previously published articles and the examination of the causes of the problems in Thai financial institutions, this article also uses two other criteria: firm size and reliance on foreign-funded sources. In sum, these seven criteria lead to nine variables. The criteria and their related variables are described below.
Capital Adequacy
This criterion is measured by the ratio of equity capital to total loans (CAPITAL). Similar to Barr and Siems (1994) , this article uses total loans instead of total assets. This is because loans of finance companies are assets with the highest potential of unanticipated losses, and an adequate level of capital must be maintained to absorb these unanticipated losses. The use of this ratio is also in accordance with the Bank of Thailand's guidelines. A higher ratio reflects higher capital adequacy and lower probability of failure.
Asset Quality
Asset quality is negatively related to asset risk or the probability of impairment in assets' value. This article uses two variables to proxy for asset quality: total loans to total assets (LOAN/TA) and nonperforming loans to total loans (BADLOAN). 3 The total loans-to-total assets ratio alleviates the problem that finance companies may have underestimated their nonperforming loans. Higher ratios mean poorer asset quality and higher probability of failure. LOAN/TA was used by Wheelock and Wilson (1994) , Hooks (1995) , and Hwang and Lee (1997) . BADLOAN was used by Gonzalez-Hermosillo, Pazarbasioglu, and Billings (1997) .
Management Quality
It is difficult to measure the quality of management because it involves qualitative issues such as the aptitude for risk-taking, the compliance to regulatory procedures, and the development of sound internal control. Tam and Kiang (1992) stated that the management quality would eventually be reflected by the ratios which proxy for the other four CAMEL criteria. In an attempt to better capture the management quality, the ratio of operating expenses to total assets (EXP/TA) is used in the model development. This ratio represents operating efficiency of the management and was also used by Gonzalez-Hermosillo, Pazarbasioglu, and Billings (1997) . A higher ratio reflects lower management quality and higher probability of failure.
Earnings Ability
This article uses return on assets (ROA or net income to total assets) to measure earnings ability. Return on assets is widely used as a measure of profitability (Tam and Kiang [1992] ; Barr and Siems [1994] ; Cole and Gunther [1995] ; Hwang and Lee [1997] ; Gonzalez-Hermosillo, Pazarbasioglu, and Billings [1997] ). ROA is expected to be negatively related to the probability of failure.
Liquidity
Liquidity risk is the risk that depositors will withdraw their deposits in large amounts and financial institutions will not have enough liquid assets to cover these withdrawals. This article uses cash plus government securities investment to total borrowing and deposits (LIQUID) to proxy for liquidity. A large volume of liquid assets such as cash and government securities allows a finance company to meet unexpected demand from creditors. Tam and Kiang (1992) and Gonzalez-Hermosillo, Pazarbasioglu, and Billings (1997) also used a similar measure of liquidity. LIQUID is expected to be negatively related to the probability of failure.
Firm Size
Size variable (natural log of total assets) is selected because larger finance companies may have better risk diversification and better access to additional financing. They may also benefit from a "too large to fail" policy. Size variable is used by Thomson (1991) , Wheelock and Wilson (1994) , Cole and Gunther (1995) and Gonzalez-Hermosillo, Pazarbasioglu, and Billings (1997) . Size is expected to have a negative relationship with the probability of failure.
Reliance on Foreign-Funded Sources
This article uses two ratios for this criterion: foreign borrowing to total borrowing and deposits (FOREIGN) and total loans to total deposits (LOAN/DEP). As discussed earlier, the influx of foreign capital was one factor contributing to the failure among Thai finance companies because it exposed them to higher liquidity risk and foreign exchange risk. Since 1995, the Bank of Thailand has used LOAN/DEP to assess financial institutions' reliance on foreign-funded sources. Local banks with a higher ratio than the industry average were asked to cap the ratio's growth. LOAN/DEP was also used by Tam and Kiang (1992) . If failed finance companies relied more on foreign borrowing (rather than on deposits) to finance loan investments, LOAN/DEP and FOREIGN would be larger among failed finance companies. On the other hand, if these companies had a poorer credit rating than surviving companies, they might not be able to obtain as much foreign borrowing as could surviving companies. In this later scenario, LOAN/DEP and FOREIGN would be smaller among failed finance companies.
III. Empirical Models for Predicting Failed Thai Finance Firms
This section elaborates on the methodology related to the model development and presents empirical findings. The methodology includes both univariate and multivariate tests. Annual financial data for each of the four years preceding the failure (1993, 1994, 1995 and 1996) are used to conduct these tests.
A. Univariate Tests
The univariate tests are the nonparametric Wilcoxon rank-sum tests on the nine financial variables which are relevant to the model development and are discussed in section II-B. The nonparametric tests are appropriate because several financial variables are not normally distributed. This non-normality violates an assumption of the parametric t-tests. Note: There are 15 surviving companies and 26 failed companies in each year. All variables are in Thai baht (39 baht is equal to approximately one dollar). All Wilcoxon rank-sum tests are one-tailed except for those for LOANDEP and FOREIGN, which are two-tailed. CAPITAL = Equity capital to total loans; LOAN/TA = Total loans to total assets; BADLOAN = Nonperforming loans to total loans; EXP/TA = Operating expenses to total assets; ROA = Net income to total assets; LIQUID = Cash plus government securities investment to total borrowing and deposits; SIZE = Natural log of total assets; FOREIGN = Foreign borrowing to total borrowing and deposits; LOAN/DEP = Total loans to total deposits. **** , *** , ** , * represent .001, .01, .05 and .10 significance levels, respectively.
expectations. These results are listed below.
1. Failed finance companies were smaller than surviving companies, i.e., they had a significantly smaller natural log of total assets than surviving companies. 2. Failed finance companies were less profitable than surviving companies as indicated by their significantly smaller ROA. 3. Failed finance companies financed their loans with more debt than did surviving companies as indicated by their significantly smaller CAPITAL. This suggests that failed companies had lower capital adequacy. 4. Failed finance companies had lower asset quality (larger loans to total assets) as indicated by larger LOAN/TA. The BADLOAN (nonperforming loans to total loans) of failed companies is significantly larger than that of surviving companies only in 1996. This only-1996 significant result reflects the impact of the decline in Thai economy starting in 1996. 5. Failed finance companies had higher operating expenses to total assets (EXP/TA). This result indicates poorer management quality among failed finance companies. It is also consistent with the Bank of Thailand's concern that these companies may have overpaid their personnel. 6. Failed finance companies had a smaller loans to deposit ratio (LOAN/DEP) and less foreign borrowing (FOREIGN). This result suggests that failed finance companies had poorer credit rating than surviving companies did, hence they were not able to obtain as much foreign borrowing as surviving companies did. Therefore, the signs for LOAN/DEP and FOREIGN are expected to be negative in the subsequent logistic regression analysis, and any significance tests on these variables in the logistic models are one-tailed tests.
The comparison across the four years indicates an obvious shift in the mean of three variables for both failed and surviving companies. Particularly, there is an upward shift in the mean of BADLOAN and FOREIGN, and a dramatic downward shift in the mean of ROA. These shifts suggest more reliance on foreign borrowing and the deterioration in asset quality and profitability of both failed and surviving finance companies. These trends are consistent with the earlier discussion of reasons for problems in Thai financial institutions. Table 2 reports the Pearson correlations of the nine financial variables which are part of the model development. The correlations are Note: CAPITAL = Equity capital to total loans; LOAN/TA = Total loans to total assets; BADLOAN = Nonperforming loans to total loans; EXP/TA = Operating expenses to total assets; ROA = Net income to total assets; LIQUID = Cash plus government securities investment to total borrowing and deposits; SIZE = Natural log of total assets; FOREIGN = Foreign borrowing to total borrowing and deposits; LOAN/DEP = Total loans to total deposits. ***** , **** , *** based upon the whole sample because it is the whole sample from which the models were developed. The knowledge of the correlations is useful for the model development because a high correlation between two important variables could be the reason why only one of the variables should enter the logistic model. The 
B. Logistic Models
The univariate results are only explanatory. In order to predict the failure of Thai finance companies, where failure is defined as an operational suspension in mid-1997, multivariate models must be developed. This article uses logistic regression to develop the models. The logistic regression fits linear logistic regression models for binary response data using the method of maximum likelihood. The dependent variable of the model takes the value of 1 for failing companies and 0 for surviving companies. A logistic function has the form of:
, where D i = X i is a linear index of financial variables relevant to the failure. Since F falls between 0 and 1, it is considered as the probability of failure.
Because of the small sample size, it is crucial to develop a parsimonious model for each of the four years (1993, 1994, 1995 and 1996) . This article uses Akaike's Information Criterion (AIC) to identify these parsimonious models, i.e., to find a relatively small set of explanatory variables that minimizes AIC. Judge et al. (1985, p.870) state that the use of this criterion involves a statistic that incorporates a measure of the precision of the estimate and a measure of the rule of parsimony in the parameterization of a statistical model. 4 Theodossiou et al. (1996) used AIC to identify their models. Consistent with Theodossiou et al. (1996) , this article also considers the correlations of explanatory variables because the inclusion of highly correlated variables in a model could result in biased significant levels of the parameters and frequently produce statistical artifacts. In addition, the inclusion of highly correlated variables does not much enhance the model's explanatory power. The developed logistic models have four financial variables: ROA (net income to total assets), LOAN/DEP (total loans to total deposits), EXP/TA (operating expense to total assets), and SIZE (natural log of total assets). Table 3 presents these models for the four years. This table reports the parameter estimates, their Wald chisquare values, the elasticities for assessing the relative importance of variables in the models, and the AIC statistics which are relatively small, ranging from 5.825 to 6.921. These relatively small AIC statistics indicate a good model fit. Across all four years, the four variables have highly significant parameter estimates. The findings and the interpretation for each variable are below.
1. ROA has a negative impact on the probability of failure, meaning that failed finance companies had lower profitability. 2. LOAN/DEP has a negative impact on the probability of failure, suggesting lower foreign borrowing among failed finance companies. This result indicates that failed companies had poorer credit rating in the eyes of international investors. Therefore, they were unable to obtain as much borrowing as surviving companies to Note: There are 15 surviving and 26 failed companies. Akaike's Information Criterion is used to identify these models. The model's dependent variable is 1 for failed companies and 0 for surviving companies. ROA = Net income to total assets; LOAN/DEP = Total loans to total deposits; EXP/TA = Operating expenses to total assets; SIZE = Natural log of total assets. *** , ** , * represent .01, .05 and .1 significance levels, respectively.
5. See Theodossiou et al. (1996, p.702) for the computation of the elasticity of logit coefficients.
finance their loan investments. This may also implies that foreign investors were able to somehow differentiate failed companies from surviving ones. 3. EXP/TA is positively related to the probability of failure. This suggests that failed companies' management had lower operating efficiency, and hence, lower management quality than that of surviving companies. 4. SIZE has a negative impact on the probability of failure. This means that failed finance companies were smaller than surviving companies.
These results are consistent with the prior expectations discussed in section II and are consistent with the univariate tests. Note that BADLOAN, CAPITAL, FOREIGN and LIQUID do not enter the model. The univariate tests in table 1 indicate that failed and surviving companies did not differ significantly with respect to LIQUID. As discussed earlier, BADLOAN and CAPITAL are highly correlated with ROA. BADLOAN also has higher correlation than others with EXP/TA. FOREIGN is highly correlated with SIZE and LOAN/DEP. The fact that these high-correlation variables are not in the models ensures the accuracy of the estimated parameters and the significance levels of ROA, LOAN/DEP, EXP/TA, and SIZE.
To assess the relative importance of these variables, we turn to the elasticities, with higher values indicating more importance.
5
The elasticities suggest that there were changes in the relative importance of the four variables over the four years. In particular, EXP/TA was the most important variable in 1993 but its relative importance declined over time and it was the least important variable in 1996. On the other hand, ROA's relative importance increased over time. It was the third important variable in 1993 and became the most important variable in 1994 and 1996. LOAN/DEP and SIZE seemed to have stable relative importance. LOAN/DEP was the second important variable in three out of four years, except for 1995 when it was the most important variable. SIZE, on the other hand, was the least important variable in 1993-1995 and was the third important in 1996. In sum, these findings suggest that management quality as measured by operating expense to total assets was the most important variable in an earlier year whereas profitability was the most important in later years.
IV. Predictive Ability of the Models
The evaluation of the predictive ability requires knowledge of the models' type I and type II error rates. Type I error rate (E F ) is the probability of misclassifying a failing firm as surviving. Type II error rate (E S ) is the probability of misclassifying a surviving firm as failing. However, the error rates will be biased if the models' predictive ability is tested on the same data from which they have been derived. To avoid the problem of bias in error rates, this article uses the jackknife method (Kahya and Theodossiou 1999; Altman 1981) . Kahya and Theodossiou (1999) state that this method is superior to the holdout method especially for a smaller sample, because it allows the use of all available data in the estimation, resulting in a statistically more reliable model. The jackknife method, is applied as follows: (a) randomly exclude one failed and one surviving company from the estimation sample, (b) estimate the logistic model, using the sample without these two companies, (c) use this model to compute the failure scores for the excluded companies, (d) reclassify the excluded companies as either failing or surviving, (e) repeat this process 250 times, (f) determine the percentage of times the excluded failed and surviving companies are misclassified. These later percentages are unbiased estimates of the model's type I and type II errors. The optimal cutoff point for reclassification is the one that minimizes E(C), the model's expected cost function.
W F and W S are investors' specific weights attached to E F and E S , respectively. The weights W F = P F C F /(P F C F + P S C S ) and W S = P S C S /(P F C F + P S C S ) are functions of: (1) prior probabilities P F and P S = 1 -P F which measure the actual proportion of failing and surviving firms in the population, and (2) the costs C F and C S associated with the misclassification of failing and surviving firms. Kahya and Theodossiou (1999) use equal weights (W F = W S = .5) for their U.S. sample firms. The choice of equal weights is reasonable for U.S. firms because the prior probability for failing group is smaller than that of the surviving group, whereas the cost of misclassifying failing firms is larger than that of surviving firms. However, in emerging economies, the problems with their financial institutions are likely to be more widespread, which leads to the larger prior probability for failing.
Therefore, in the absence of specific weighing, this article uses four weighing sets that have a larger weight for type I error than for type II error. Table 4 presents the predictive ability of the models using the optimal cutoff probability and the jackknife method. The cutoff probability slightly differs across years, ranging from .42 to .48. The comparison of type I and type II error rates indicates that both error rates decline from 1993 to 1996. In particular, type I error declines from 11.6% in 1993 to only 4% in 1996 and type II error declines from 26.8% to 13.2%. Four inferences could be drawn from these results. First, the predictive ability of these models is relatively high given the small size of the estimation sample. Second, the overall predictive ability of the models improves as the time to failing becomes shorter. Third, the models perform quite better in predicting failing firms than surviving firms in each of the four years. Fourth, the improvement in the predictive ability is larger for type I error (65.52%) than for type II error (50.75%).
6 The third and fourth inferences are especially good news since the ability to correctly identify failed finance companies is likely to be more important for investors and regulators.
The expected costs of misclassification very well reflect these inferences. The costs are relative small (ranging from 17.68% to 4.92%) due to the small error rates. For each set of weighing, there is a significant decline in the costs from 1993 to 1996, e.g., from 17.68% (13.12%) in 1993 to 7.68% (4.92%) in 1996 for the weights .6 to .4 (.9 to .1). This is mainly due to the large improvement of the models' predictive ability over time. The rate of declining costs gradually enlarges as the weight of type I error increases relative to that of type II error, i.e., 56.56% for .6 to .4 weighing vs. 62.5% for .9 to .1 weighing).
7 For each year, the costs also decline as the weight of type I error increases relative to that of type II error because the models have a smaller type I error rate than type II error rate. Since the higher weight of type I error could be caused by the higher actual proportion of failing firms in the population, this later result suggests that the expected costs of the models decline as the financial problems become more widespread.
This article also compared the model's predictive ability to the auditor's reports from the 1996 financial statements of sample companies. This comparison revealed that only 5 out of 26 failed finance companies (19%) received qualified audit opinions whereas the model correctly identifies 96% of failed companies in the same year. This means 81% type I error in 1996 for the auditors versus 4% type I error for the model. There are two plausible explanations for this audit failure. First, the auditors could not effectively differentiate failed companies from surviving companies even within six months before the failure. Second, the auditors might have been skeptical about the companies' solvency problem but did not render a qualified opinion because of client pressure. Such audit failure highlights the importance of the models developed in this article as an early warning mechanism for Thai policy makers and investors. In particular, these decision makers could use the models to correctly identify a relatively high percentage of failed finance companies as early as four to three years before the failure (i.e., 88.4% in 1993 and 92.4% in 1994) .
V. Summary and Concluding Remarks
This article uses financial variables to differentiate failed Thai finance companies from surviving companies. Failed finance companies are those which were forced to suspend their operations in mid-1997 by the Bank of Thailand. The financial variables are derived from the CAMEL criteria (Capital adequacy, Asset quality, Management quality, Earnings ability, and Liquidity) and previous published articles. The analyses are based on data of all 41 publicly-owned Thai finance companies from the four years preceding the failure (1993, 1994, 1995 and 1996) .
The methodology includes univariate Wilcoxon rank-sum tests and multivariate logistic regression. The univariate tests indicate that failed finance companies differ significantly from surviving companies in the following respects: smaller in size, less profitable, lower capital adequacy, lower asset quality, lower management quality, and less foreign borrowing. This article uses Akaike's Information Criterion (AIC) to identify a parsimonious logistic model for each of the four years. The developed models contain four statistically significant variables: net income to total assets (ROA), total loans to total deposits (LOAN/DEP), operating expenses to total assets (EXP/TA) and natural log of total assets (SIZE). The models indicate that ROA, LOAN/DEP and SIZE have a negative impact on the probability of failure, whereas EXP/TA has a positive impact. These findings are consistent with previous articles on financial failures.
The optimal cutoff point and the jackknife method are used to assess the predictive ability of the models. The results indicate that these models have high predictive ability, i.e., a high percentage of correct classification of both surviving and failed companies, and a relatively low expected cost of misclassification. The predictive ability improves as the time to failure becomes closer and as the weight of type I error increases relative to that of type II error. This is very much in contrast to the inability of auditors to differentiate failed finance companies from surviving ones even within six months before the failure.
Given that the parsimonious models based on publicly available information could be easily developed, some readers may question why the Bank of Thailand (BOT) was not able to make an earlier detection and correction of failed finance companies. A plausible explanation is that during the period of strong economic growth, Thai regulators tended to ignore any warning signs. Moreover, cronyism and corruption, which are widespread in Thailand and most emerging economies, accentuated the problems and deterred regulators from taking actions. Evidently, the BOT did not react until the problems got worse, which forced Thailand to seek help from the IMF. The IMF then, required Thailand to clean up its financial institutions as a condition for granting the loans. Hopefully, Thailand has learned the lessons and will become more vigilant in monitoring its financial sector. Thai policy makers (e.g., the Bank of Thailand) should seriously consider the use of an early warning system such as the models developed in this article.
Thailand's problems provide an invaluable lesson to emerging economies in the process of developing and improving their financial institutions and their financial reporting/disclosure systems. Since the causes of Thailand's financial problems are likely to be shared by other emerging economies, the methodology used for developing the models in this article could provide a guideline for conducting similar financial distress prediction studies of financial institutions in other emerging economies.
Although this article has direct implications for international investment communities, auditors, and regulators, it has some limitations. An obvious one is the ex-post nature of the study. Other limitations include the small sample size of 41 firms and the short sample period of four years. This short period prevents the use of timeseries analysis to verify the reported results, which are based upon the cross-sectional analysis.
