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摘 要: 对惩罚函数法中的惩罚系数进行了系统分析和讨论.首先,针对Deb基于可行性规则对约束违反相同情况
下的比较没有具体说明的现状,提出一种改进的Deb基于可行性规则.在此基础上,证明了惩罚系数过大或者过小均
不会影响排序的结论,并给出了惩罚系数影响排序的上下边界. 实例分析表明了所得结论的有效性,为基于惩罚系数
的算法设计提供了依据.
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Abstract: The penalty parameter of penalty function method is systematically analyzed and discussed. For the problem
that Deb’s feasibility-based rule doesnot give the detailed instruction as how to rank two solutions when they have the same
constraint violation, an improved Deb’s feasibility-based rule is presented, which can be seen as a reference standard. And
based on this, the upper and lower boundary of penalty parameter that affects the ranking is obtained. The example verifies
the effectiveness of the systematical analysis, which provides a basis for the future algorithm design based on the penalty
parameters.
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0 引 言
约束优化问题是许多实际工程中面临的一类较
难求解的问题,对其探究具有重要的理论和实际意义.
进化算法, 作为一种模拟自然进化过程的优化方法,
以其较好的适应性, 在自动控制、函数优化、生产调
度、管理科学等许多领域得到了广泛应用.考虑到进
化算法本质上是一种无约束搜索技术和用来产生解
的策略,若将其用于求解约束优化问题,则需要额外
的机制来处理约束. 相应地,许多约束优化进化算法
相继涌现[1-4].
惩罚函数法, 作为处理约束最常见的方法之一,
利用惩罚系数对目标函数值和约束违反值进行平衡,
并对进化算法的解进行排序.利用惩罚函数法的关键
和难点是惩罚系数的确定.目前, 主要通过实验来确
定 “相对”最优的惩罚系数.事实上,惩罚系数过大或
过小对排序均不会产生影响.此时, 对惩罚系数的加
大或者减小都是无意义的. 所以对惩罚系数的系统分
析,不仅可以减少很多不必要的盲目试凑, 而且可以
为进一步设计适应性惩罚函数法提供依据.
针对上面所述,本文对惩罚系数的内部机理进行
系统探讨. 主要思路是以Deb基于可行性规则作为参
照标准,由根据规则排序的唯一性得出惩罚系数影响
排序的上下边界,说明其设置过大或过小对排序结果
均无影响.最后通过实例表明了以上分析的有效性.
收稿日期: 2013-05-17；修回日期: 2013-09-16.
基金项目: 国家自然科学基金项目(61075064, 61034004, 61005090)；教育部新世纪人才计划项目(NCET-10-0633)；上
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1 约束处理技术
1.1 约束优化问题描述
不失一般性,考虑如下形式的约束优化问题:
min f(x) : x = (x1; x2;    ; xn):
s:t: gj(x) 6 0; j = 1;    ; l;
hj(x) = 0; j = l + 1;    ;m;
l(i) 6 xi 6 u(i); i = 1;    ; n: (1)
其中: f(x)为目标函数, gj(x)和hj(x)分别为不等式
约束条件和等式约束条件.
1.2 约束处理
惩罚函数法是处理约束应用最为广泛的一种方
法, 其主要思想是在目标函数的基础上增加惩罚项,
从而在约束空间内进行有偏搜索[5].
由于惩罚函数法对惩罚系数的依赖性,一些不需
要参数,而是基于区分可行解和不可行解的方法相继
提出.例如, Deb[6]从解的可行性角度提出一种准则来
两两比较个体: 1)可行个体与不可行个体比较,可行
个体较优; 2)两个可行个体比较,目标函数值较小的
个体较优; 3)两个不可行个体比较,违反约束条件程
度小的个体较优.
1.3 Deb基于可行性规则的改进
根据Deb基于可行性规则,如果两个不可行解具
有相同的约束违反,则它们具有相同的性能.这种情
况下,它们将根据上一代的位置 (产生时间)进行排序,
即上一代中排在前面的一代仍然排在前面.可以看出,
这种排序与实际的关系并不一致.
例如, 假设有一个解 f(x) = (f1(x);f2(x)) =
(f(x); G(x)),其中括号中的第 1个数为解的目标函数
值, 第 2个数代表这个解违反约束的程度. 问题为求
解最小化.
假设其中有一组解为
S = f(9; 3); (4; 0); (2; 3); (7; 3); (2; 0); (1; 1)g;
根据Deb基于可行性规则排序后的结果为
S0 = f(2; 0); (4; 0); (1; 1); (9; 3); (2; 3); (7; 3)g:
可以看出,解 (9; 3)排在解 (2; 3)和 (7; 3)之前,尽管它
的性能不如后面两个 (目标函数值更大).这主要是因
为在原来的序列S中, 与解 (2; 3)和 (7; 3)相比,解 (9;
3)排在更前面.
为了克服这个不足,本文在Deb基于可行性规则
之后增加一条规则:如果两个不可行解具有相同的约
束违反,则根据目标函数值对它们进行排序.
采用改进后的规则排序后的结果为
S0 = f(2; 0); (4; 0); (1; 1); (2; 3); (7; 3)(9; 3)g:
尽管这只是一个小的改进, 但它是非常有用的,
特别是在进化过程的开始阶段.
2 惩罚系数的系统分析
惩罚系数的引入可使一个约束优化问题 (A)转
化为一个无约束优化问题 (A0)[7]. 这里,将评价函数L
定义如下.
对于给定的;  > 0,设
L(xi; ; ) = f(xi) +  G(xi; ); i = 1; 2;    ;NP:
(2)
其中: xi为种群中NP个n维实值向量, 为惩罚系
数, 为等式约束条件的容忍值, f和G分别为目标函
数和约束条件.这里
G(xi; ) =
mX
j=1
Gj(xi; ) =
lX
j=1
max(0; gj(xi)) +
mX
j=l+1
max(0; jhj(xi)j   ): (3)
由于本文主要考虑的作用,可以将 设为常数,
则式 (2)变为
L(xi; ) = f(xi) +  G(xi); i = 1; 2;    ;NP: (4)
如文献 [8]所述, 一般情况下, 在进化过程中, 群
体将不可避免地出现以下 3种情形: 1)仅包含不可行
个体 (不可行情形); 2)同时包含不可行个体和可行个
体 (半可行情形); 3)全为可行个体 (可行情形).
由于惩罚系数不会影响可行情形下的评价函
数L,这里仅对不可行和半可行情形加以讨论.
给定两个种群个体xs和xt, 其中 s和 t在区间
[1;NP]中随机选择,并满足 s 6= t. 这两个个体的评价
函数值之差为
(xs;xt; ) = L(xs; )  L(xt; ) =
[f(xs) +  G(xs)]  [f(xt) +  G(xt)] =
[f(xs)  f(xt)] +   [G(xs) G(xt)]: (5)
定义fst = f(xs)   f(xt);Gst = G(xs)  
G(xt),则式 (5)可写为
(xs;xt; ) = fst +  Gst: (6)
这里,引入改进的Deb基于可行性规则作为参照
标准,并将其 3条规则按可行解和不可行解情况进行
重新组合,即可行解优于=劣于不可行解;不可行解按
照违反约束条件程度=违反约束条件程度的倒数进行
排序.若根据(xs;xt; )与根据以上 4种组合得到的
排序结果完全一致,则说明排序结果是唯一的, 排序
不依赖于惩罚系数.
2.1 不可行情形
根据Deb基于可行性规则,两个不可行个体的排
第 9期 司呈勇等: 关于惩罚函数中惩罚系数的讨论 1709
序将按照它们的约束违反情况进行. 所以, 当(xs;
xt; )和Gst具有相同符号时,说明这两种方法在对
这两个个体进行排序时具有相同效果.
在群体不可行情形下,有 3种不同的情况:
1) Gst > 0: 此时, 如果 >  fst=Gst, 则
(xs;xt; ) = fst +  Gst > 0;
2) Gst < 0: 此时, 如果 >  fst=Gst, 则
(xs;xt; ) = fst +  Gst < 0;
3) Gst = 0: 此时,两个个体具有相同的约束违
反, 所以(xs;xt; ) = fst, 与无关. 根据前面改
进的Deb基于可行性规则,在违反约束相同的情况下,
根据目标函数值确定排序.
总之,当对两个不可行个体xs和xt进行排序时,
如果 >  fst=Gst, Gst 6= 0,则这两种方法具有
相同的排序效果.这个结论可以扩展到整个种群.
定 义max = max( fst=Gst), min =
min( fst=Gst), i = 1; 2;    ;NP, j = 1; 2;    ;
NP, 且G(i) 6= G(j). 可得如下结论: 在不可行情形
下,对于整个种群排序,如果 > max,则这两种方法
具有相同的效果;如果min 6  6 max,则两种方法
的排序结果将会部分相同;如果 < min, 则两种方
法的排序结果完全相反,惩罚函数法会根据违反约束
的倒数进行排序 (具有最大违反约束的个体反而会排
名第 1).
综上,在 > max或者 < min的情况下,种群
排序不再依赖于惩罚系数.
2.2 半可行情形
假设种群正经历半可行情形,且种群中的可行和
不可行个体数目分别为 p和 q,其中 1 6 p 6 NP, 1 6
q 6 NP且 p+ q = NP.
1)不可行个体与可行个体:类似地,给定两个种
群个体xs和xt,其中 s和 t分别为从 p个可行个体和
q个不可行个体中随机选择的个体,则式 (5)变为
(xs;xt; ) = L(xs; )  L(xt; ) =
f(xs)  [f(xt) +  G(xt)] =
[f(xs)  f(xt)]   G(xt): (7)
根据Deb基于可行性规则,个体xs优于个体xt. 根据
式 (7), 如果 > fst=G(xt), 则(xs;xt; ) < 0. 这
种情况下, 在对这两个个体进行排序时, Deb基于可
行性规则与惩罚函数法具有相同的效果.
2)不可行个体与不可行个体:这种比较已在 2.1
节中进行了讨论.当 >  fst=Gst时 (这里, s和 t
从 q个不可行个体中随机选择),这两种方法具有相同
的效果.
记 Ifea和 Iinf分别为 p个可行个体和 q个不可行
个体的索引集合.假设
Sinf =
n
ij jij =   fst
Gst
; i = Iinf(1);    ; Iinf(q);
j = Iinf(1);    ; Iinf(q)且G(i) 6= G(j)
o
;
Ssem =
n
ij jij = fst
G(xt)
; i = Ifea(1);    ; Ifea(p);
j = Iinf(1);    ; Iinf(q)
o
;
则的集合可以描述为S = fSinf ; Ssemg. 对于Sinf ,
定义maxinf = max(ij), mininf = min(ij), 其中 i =
Iinf(1);    ; Iinf(q), j = Iinf(1);    ; Iinf(q)且G(i) 6=
G(j). 类似地,对于Ssem,定义maxsem = max(ij), minsem
= min(ij). 其中: i = Ifea(1);    ; Ifea(p), j = Iinf(1);
   ; Iinf(q). 则S中的最大值max = max(maxinf ;
maxsem ), 最小值min = min(mininf ; minsem).
这种情形下,有如下 5种不同的情况.
①  > max. 在对整个种群排序时,两种方法具
有相同的排序效果.
② maxsem <  6 max. 根据惩罚函数法进行的排
序结果可以满足Deb基于可行性规则的前两条规则,
即: 可行个体优于不可行个体;对于两个可行个体,选
择目标函数值较小的个体.排序得到的一些解也有可
能满足第 3条规则, 即对于两个不可行个体, 选择违
反约束较小的个体.
③ minsem 6  6 maxsem . 一些不可行个体将优于可
行个体,即只有一部分个体满足Deb基于可行性规则
的第 1条规则.
④  < minsem. 所有的不可行个体均优于可行个
体.这两种方法, 仅在比较可行个体时具有相同的效
果.
⑤  < min. 所有的不可行个体均优于可行个
体,且不可行个体根据违反约束的倒数进行排序.这
种排序得到的结果也是唯一的.
综上,当 > max或 < min时,排序不再依赖
于惩罚系数.
2.3 整体结论
由前面讨论可知,一些结论可以概括如下:
1)对于可行情形,由于不牵涉到约束违反,排序
结果与无关,两种方法具有相同的效果.
2)对于不可行和半可行情形,对整个种群进行排
序,当 > max或 < min时,均可得到唯一的排序
结果,与具体取值无关.这里的max和min均由当前
代的种群解的情况决定.
由此可以得出, 在当前代对整个种群进行排序
时, 使用一个特别大的惩罚系数 (如  max)和
一个相对较小但仍大于max的惩罚系数 (如 =
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oor(max) + 1)是没有区别的,因为它们均与Deb基
于可行性规则排序一致;同样地, 使用一个特别小的
惩罚系数 (如  min)和一个相对较大但仍小于
min的惩罚系数 (如 = oor(min)   1)也是没有
区别的,因为它们与Deb基于可行性规则或者相反规
则组合得到的排序结果是一致的.
通常情况下,人们会认为惩罚系数越大,排序的
结果越精确. 但是前面的分析表明,当惩罚系数达到
一定的阈值max时,排序将不再依赖于. 通过上面
的分析,可以为具体分析设计适应性罚函数法提供有
限但有效的依据.
3 实例分析
为了更好验证前面对于惩罚系数的系统分析,这
里取S = f(9; 3); (8; 2); (10; 1); (5; 4); (12; 0); (8; 0)g作
为一组处于半可行情形下的解进行验证.
根据改进的Deb基于可行性规则,排序后的结果
为SD = f(8; 0); (12; 0); (10; 1); (8; 2); (9; 3); (5; 4)g.
另外,可以计算出mininf =  1, maxinf = 4, minsem =
 2, maxsem = 2, max = max(maxinf ; maxsem ) = 4, min =
min(mininf ; 
min
sem) =  2.
在 > max的情况下, 分别取1 = 6和2 =
1000, 它们对应的评价函数分别为L1 = f + 1G =
f27; 20; 16; 29; 12; 8g, L2 = f + 2G = f30 009; 20 008;
10 010; 40 005; 12; 8g, 对应的排序后索引号均为 I =
f5; 4; 3; 6; 2; 1g, 得到的排序结果同为S1p = f(8; 0);
(12; 0); (10; 1); (8; 2); (9; 3); (5; 4)g,与改进的Deb基于
可行性规则排序顺序完全相同.
类似地, 在 < min的情况下, 分别取3 =  3
和4 =  10 000, 容易得到, 它们对应的评价函数分
别为L3 = f + 3G = f0; 2; 7; 7; 12; 8g, L4 = f +
4G = f 29 991; 19 992; 9 990; 39 995; 12; 8g, 对
应的排序后索引号均为 I = f2; 3; 4; 1; 6; 5g, 最后得
到的排序结果同为S2p = f(5; 4); (9; 3); (8; 2); (10; 1);
(8; 0); (12; 0)g. 可以看出,所得的排序结果中,所有不
可行解均优于可行解; 对于不可行解, 与Deb的排序
结果完全相反;对于可行解,由于其排序与无关,可
行解的排序仍按照目标函数值进行. 整体的排序结果
唯一.
综上,在 > max和 < min的情况下,排序结
果不受具体值的影响,验证了前面第 2节的分析.
4 结 论
惩罚系数的确定是使用惩罚函数法时面临的一
个关键问题.鉴于目前对其确定主要基于实验的现状,
本文尝试对其内部机理进行系统分析.首先对Deb基
于可行性规则进行改进; 然后以其作为参照标准,根
据规则排序结果的唯一性, 重点对不可行情形和半
可行情形下其与惩罚系数的对应关系进行系统阐述,
并得到结论: 对整个种群进行排序, 当 > max或
 < min时, 均可得到唯一的排序结果, 与具体取
值无关.最后的实例表明,上面的分析是有效的,可以
为具体分析设计惩罚函数法提供有效的依据.
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