Five basic algorithms using time domain techniques are described in this paper to estimate the amplitude and frequency of relatively low-frequency vibration of a target that is interrogated with a relatively high-frequency wave. The estimations are based on the Doppler shift generated by the vibrating target, which produces a frequency modulated echo. All algorithms presented here use only a small fraction of the low-frequency vibration cycle to obtain the estimated parameters; therefore, real-time imaging of vibration can be made in many applications. The described algorithms complement each other to cover a wide range of the estimated parameters and different sampling, scanning, and imaging criteria. Simulations show that these time domain algorithms have good noise performance and low sensitivity to nonlinearities of the vibration that may be present in nonideal conditions.
INTRODUCTION

The pulsed Doppler ultrasound technique has been successfully applied for blood flow detection since the 1970s. 2-4
Since then, Doppler spectral parameter estimations using time and frequency domain processing have been extensively studied. 5-•3 These methods are oriented toward steady and slowly varying (pulsatile) blood flow, and are not well suit. ed for vibration amplitude detection using Doppler ultrasound. Vibration images are produced in sonoelasticity imaging which was recently developed •4-•7 to detect hard tumors surrounded by relatively soft tissues. The principle of sonoelasticity imaging is briefly described as follows: The tissue is vibrated by a low-frequency (compared to the investigating wave) external source; and regions of abnormal elasticity are expected to produce abnormal vibration amplitudes. However, the Doppler spectrum from a vibrating target is symmetric about the center frequency; thus the mean frequency is zero. Therefore, the conventional Doppler velocity estimators are not appropriate for detecting vibration and new approaches are required. Estimators based on time domain processing are proposed in this paper for sonoelasticity imaging and other applications where various kinds of propagating waves, e.g., ultrasound, laser, and microwave, are utilized to detect oscillating structures. Since our estimators need only very few samples of the Doppler signal, asynchronous real-time two-dimensional sonoelasticity imaging or vibration imaging systems can be built with proper design of scanning and gating.
The problem of estimating the vibrational parameters underlies many applications aside from sonoelasticity imaging, e.g., remote sensing, radar, sonar, acoustics, and laser calibration of sound fields. Various estimation methods have been proposed. Since the time domain waveform is complicated, frequency domain techniques have been the primary vibrating target, the returned signal can be represented by a pure-tone frequency modulation (FM) process.
Assume that the scatterers are vibrating with the form Then, the received signal can be written as ls'19 Sr(t) = A cos coi(t)dt ,
•(t) = •'rn sin(cOL t + CpL ), ( 1 ) v(t) =}(t) = o m COS(COLt -•-(j3L) , (2) where •(t) is the displacement of the vibration, v(t) is
where coi (t) = coo + coa (t) is the instantaneous frequency and coa (t) is the Doppler shift of frequency due to the motion of the target. The Doppler shift frequency can be expressed as coa(t) = [2v(t)/Co ]coo cos 0,
where Co is the propagating speed and 0 is the angle between the direction of wave propagation and the direction of vibration. Substituting Eqs. ( 1 ) and (2) where Ao is the wavelength of the interrogating wave. Thus estimating the modulation index/3 is equivalent to estimating the vibration amplitude of the displacement and/or velocity fields. The amplitude constant ,4 is assumed to be unity to simplify the analysis for the rest of this paper.
----tan-'(IkQk_ , 
where Ts is the sampling period and k is the sample number: 1,2,3 .... In practice, if pulse Doppler ultrasound is used, the sampling period Ts is determined by the pulse repetition rate fr. Noting that the cross products of two quadrature sinusoidal signals can be simplified using trigonometric identities, two useful signals are defined as follows: Similarly, the sum and difference of successive co-phase samples give =4ficos[(k--1)coLTs + c, oL ] sin(coLTs/2) X cos (col rs/2), They are termed the one-shift cross-phase estimator and nshift cross-phase estimator, respectively. The performance of the n-shift cross-phase estimator is similar to that of the one-shift cross-phase estimator but it can be used in more flexible sampling conditions and scanning patterns to achieve the real-time imaging requirement.
In all of the above estimations, the vibration frequency must be known before the vibration amplitude is estimated. In some applications, the vibration source is externally applied and the vibration frequency can be tracked accurately and precisely using a frequency meter, e.g., in sonoelasticity imaging and laser calibration and measurement of sound fields. But in some other applications, e.g., the study of heart valve vibration, the frequency of vibration is an unknown and possibly important parameter. Therefore, an estimation of the vibration frequency may be required. However, we point out that the estimation of one more parameter out of the same set of sample data will generally increase the vari- 
Since the vibration frequency is a much slower varying quantity, it is not difficult to remove the unknown carrier phase Cpo by filtering.
C. Estimation by correlations
Since all the previous algorithms use a fixed number of samples to estimate the parameters, noise performance can only be improved by averaging over the estimated parameters. However, the noise may be amplified in the process of taking trigonometric functions; therefore, the performance improvement is limited to some extent. Given a small modulation index/3, noise can cause serious problems in the previous estimaters. Thus we seek the development of alternative method estimations, which employ averaging over the raw data.
Returning to the pure-tone FM signal, the spectrum of 
Middleton 29 has derived a similar but incorrect expression for pure-tone FM autocorrelation function, where a cosine was used in place of the sine in the argument.
Since the zeroth-order Bessel function Jo (x) has a series expansion of the form 
z(t) = x(t)e i'øø' be the rf signal, where x(t) is the complex signal as defined in Eq. (22); then the Fourier transform of z(t) is simply a shifted version of the Fourier transform of x(t), i.e., Z(co) = X(co --COo ). Therefore, the autocorrelation and quasiautocorrelation functions of z(t) can be ex-
B. Applicable range of vibration amplitude estimation
Since the power spectrum of the pure-tone FM signal is a Fourier-Bessel series with harmonics spacing at the modulation frequency f•,27 the sampling frequency must be high enough to include the first few spectral harmonics without aliasing. From our experience in simulation, the minimum sampling frequency must be at least four times higher than the vibration frequency (or modulation frequency) to achieve satisfactory estimation. 
If the sampling frequency is high, the small argument approximation for the sine function can be made. Then, the following sampling restriction can be derived:
This is the sampling criterion chosen in Fig. 3 (b) . In prac- The phase-ratio estimator in Eq. (21 ) estimates the vibration frequency. Since the vibration frequency used in real applications is expected to be constant or slowly changing, the estimation can be improved significantly by simple filtering. As long as the vibration frequency estimation is maintained in a certain range of accuracy, the vibration amplitude can then be accurately estimated using one of the algorithms described above.
Furthermore, either phase estimators or correlation estimators can be implemented using rf signals. This alleviates the restriction of requirements for signal processing and electronic circuitry. Trade-offs between signal processing and electronic circuitry can be made accordingly.
Also, conventional Doppler techniques can be modified to estimate the vibration parameters. However, if the deterministic property of the sinusoidal vibration is not used, the final estimate will suffer from the finite truncation and nonzero initial phase.
All of the time-domain estimators proposed in this paper make use of a priori knowledge of vibration, and, therefore, require only a small fraction of the vibration cycle and a minimum of two samples to estimate the desired parameters. Furthermore, the resulting estimations are not affected substantially by the vibration phase. Together with the frequen-19 cy domain estimators developed in our previous paper, they cover a wide working range of signals and working conditions (e.g., sampling criteria, vibration amplitude, noise level, and nonlinearity). Therefore, they are useful in various real-time imaging and remote sensing applications in radar, sonar, and acoustics.
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