The purpose of this paper is to investigate the weights determination in the multiple attribute decision-making (MADM) with the single valued neutrosophic information. We first introduce a generalized single-valued neutrosophic deviation measure for a group of single valued neutrosophic sets (SVNSs), and then present a novel and simple nonlinear optimization model to determine the attribute weights by maximizing the total deviation of all attribute values, whether the attribute weights are partly known or completely unknown. Compared with the existing method based on the deviation measure, the presented approach does not normalize the optimal solution and is easier to integrate the subjective and objective information about attribute weights in the neutrosophic MADM problems. Moreover, the proposed nonlinear optimization model is solved to obtain an exact and straightforward formula for determining the attribute weights if the attribute weights are completely unknown. After the weights are obtained, the neutrosophic information of each alternative is aggregated by using the single valued neutrosophic weighted average (SVNWA) operator. In what follows, all alternatives are ranked and the most preferred one(s) is easily selected according to the score function and accuracy function. Finally, an example in literature is examined to verify the effectiveness and application of the developed approach. The example is also used to demonstrate the rationality for overcoming some drawbacks of the existing approach according to the maximizing deviation method.
Introduction
Multiple attribute decision-making (MADM) or multiple criteria decision-making (MCDM) has been widely used for the purpose of ranking or selecting alternatives with respect to multiple and usually conflicting attributes (criteria). In order to deal with these problems, a lot of MADM methods have been presented and applied to many fields, including management science, decision sciences, economics, society, engineering, and so on. Classical MADM methods require the decision-maker (DM) to crisply evaluate the performance of alternatives under all attributes. However, the DM has to consider both quantitative and qualitative evaluations in several real problems. In addition, the information about the alternatives is often imprecise, inconsistent and subjective and the DM can only give approximate, incomplete information for some reasons. As a result, the imprecise and subjective data are usually presented and the alternatives are assessed in a fuzzy environment [1, 2] . methods determine attribute weights solely based on the decision-maker's expertise and preference information. Nevertheless, the objective approaches calculate the attribute weights according to the objective decision matrix information using some certain mathematical techniques. The integrated methodologies generate the attribute weights utilizing both the subjective preference information and the objective decision matrix information.
In literature, only a few methods deal with the weights of attributes in the MADM problems under neutrosophic environment. If the information about attribute weights is completely unknown, Küçük andŞahin [33] constructed an optimization model according to the traditional gray relational analysis (GRA) approach and generated an exact formula to calculate the attribute weights. Zhang et al. [34] utilized the entropy weight measure to obtain the objective weight and considered both the objective and subjective weight in the MADM problem under an interval-valued neutrosophic environment. Biswas et al. [35] established an optimization model to get the attribute weights based on the deviation between the alternatives and the ideal alternative in MADM problem, where the information about attribute weights is completely unknown. Ye [36] introduced two weighting models based on the distance-based similarity measures of SVNSs for deriving the weights of the decision makers and the attributes, where the decision matrices were represented by the form of SVNSs with completely unknown weight information. Zhang and Wu [11] established an optimization model using the maximizing deviation method, which can generate the optimal weights of criteria in their single valued neutrosophic TOPSIS method.Şahin and Liu [13] proposed two optimization models according to the maximizing deviation method to determine the attribute weights. If the attribute weights are not completely known, an optimal model was solved by the Lagrange method to provide a simple and exact equation. Different from the method in [13] , this paper provides a new approach to determine the attribute weights based on the deviation of SVNSs in the decision-making problem with neutrosophic information. In this approach, a generalized single-valued neutrosophic deviation measure between two alternatives is introduced using the distance measure, and then an optimization model is established to generate the weights of attributes. Compared with the method in [13] , the model is easier to combine the subjective information of attribute weights, and is more flexible to calculate the deviation of SVNSs with the different parameter p.
The remainder of this paper is organized as below. In the next section, we review some basic definitions and notations related to the SVNSs. In addition, we introduce the generalized single-valued neutrosophic deviation concept for a group of the SVNSs. In Section 3, we construct a new model to generate the objective attribute weights based on the generalized deviation measure of SVNSs, and apply the model to the MADM problem under neutrosophic environment, where the attribute values take the form of SVNSs and the information about attribute weights is partly known or completely unknown. In particular, the proposed optimization model is solved to obtain a simple and exact formula if the attribute weights are fully unknown. Moreover, in order to aggregate the neutrosophic information, the SVNWA operator is utilized to obtain the overall SVNSs for each alternative, and then the alternatives are further ranked according to the score function and accuracy function. In Section 4, a numerical example is used to illustrate the developed approach. It is also pointed out that the model in literature based on the deviation method may be infeasible in some cases. Finally, this paper is concluded in Section 5.
Preliminaries
In the section, we firstly review some basic concepts and notations related to the neutrosophic set and SVNSs, and then propose a generalized single-valued neutrosophic deviation measure between two alternatives, which will be used in the rest of this paper.
Definition 1 ([7]
). Let X be a finite universe of discourse, a neutrosophic set N over X is denoted by: 
Since it is difficult to apply the neutrosophic set in some real decision-making problems, Wang et al. [8] presented the following concept of an SVNS, which is a subclass of the neutrosophic set according to Definition 1.
Definition 2 ([8])
. Let X be a finite universe of discourse, an SVNS N over X is defined as below: 
For convenience, the SVNS can be simplified as: x =< T x , I x , F x >. In particular, the exact number 0 can be deemed the worst value, which is denoted as (0, 0, 1) and the exact number 1 as the best value, denoted as (1, 0, 0).
In addition, the following basic operations and relations are defined related to the SVNSs.
Definition 3 ([12]
). Let x =< T x , I x , F x > and y =< T y , I y , F y > be any two SVNSs in X. Then the usual operations are defined as below:
Definition 4 ([8])
. Let x =< T x , I x , F x > and y =< T y , I y , F y > be any two SVNSs in X. x ⊆ y if and only if T x ≤ T y , I x ≥ I y , and F x ≥ F y for every x in X.
Moreover, Liu [28] presented the following aggregation operator, called single valued neutrosophic weighted average (SVNWA) operator.
Definition 5 ([28])
. Let x j =< T x j , I x j , F x j >, j = 1, 2, . . . , n be a collection of SVNSs. Then, the SVNWA operator is defined as a mapping SVNWA: X n → X, and the aggregated value using the SVNWA operator is expressed as below:
where ω j is the weight of x j , j = 1, 2, . . . , n, ω j ∈ [0, 1] and
It is noted that the aggregation results of the SVNWA operator are still SVNSs. In particular, if ω j = 1 n , j = 1, 2, . . . , n, the SVNWA operator is called an arithmetic average operator. In order to compare and rank the different SVNSs, a score function and an accuracy function were developed based on the truth-membership degree, indeterminacy-membership degree and falsity membership degree of SVNSs. The definition in [37, 38] is slightly modified and described as below: Definition 6. Let x =< T x , I x , F x > be an SVNS. Then, the score function S(x) of x is defined as below:
where S(x) ∈ [0, 1], and T x , I x , and F x are the truth-membership degree, indeterminacy-membership degree and falsity membership degree, respectively.
Definition 7 ([37,38] ). Let x =< T x , I x , F x > be an SVNS, the accuracy function H(x) of x is defined as below:
where T x , I x , and F x is the truth-membership degree, indeterminacy-membership degree and falsity membership degree, respectively.
Generally, the larger the score S(x), the greater the SVNS x, and the larger the value of H(x), the more the accuracy degree of x. Based on the score function S(x) and the accuracy function H(x), the following definition is used to compare two SVNSs.
Definition 8 ([37,38])
. Let x =< T x , I x , F x > and y =< T y , I y , F y > be two SVNSs. Assume that S(x) and S(y) are the score degrees of x and y, and H(x) and H(y) are the accuracy degrees of x and y, respectively. Then, we have:
, then x is superior to y, denoted by x y; (2) If S(x) = S(y) and H(x) = H(y), then x is indifferent to y with the same information, denoted by x y; If S(x) = S(y) and H(x) > H(y), then x is greater than y, denoted by x y.
The Proposed Optimization Method for the Neutrosophic MADM Problem
Suppose there are n decision alternatives to be evaluated under m different attributes in a MADM problem. Let A = {A 1 , A 2 , . . . , A n } be the set of alternatives and G = {G 1 , G 2 , . . . , G m } be the set of attributes. The evaluation information of decision alternatives in terms of the attributes can form a decision matrix denoted as
is the attribute value of A i ∈ A with respect to G j ∈ G. The information is neutrosophic uncertain, and provided by the DM. T x ij indicates the degree that the alternative A i should satisfy the attribute G j . F x ij indicates the degree that the alternative A i should not satisfy the attribute G j , and I x ij is neutrosophic uncertain degree of whether the alternative A i should satisfy the attribute G j or not. The purpose is to rank all alternatives and select the most preferred one(s). Let ω = {ω 1 , ω 2 , . . . , ω m } be the attribute weights, ω j ∈ [0, 1] and m ∑ j=1 ω j = 1. In this paper, we assume that all attributes are benefit attributes and the attribute weights are completely unknown or partly known. In what follows, this paper discusses the weight determination method by maximizing the total generalized deviation of all attribute values among the alternatives. The definition of generalized single-valued neutrosophic deviation measure between two alternatives is given based on the distance measure in [39] .
The Generalized Single-Valued Neutrosophic Deviation Measure between Two Alternatives
Definition 9. Assume that A s and A t are any two alternatives under the attribute G j ∈ G, and the attribute values are the SVNSs, denoted by x sj =< T x sj (i),
. . , m, respectively. We have:
where p > 0 and d p stj is called as the generalized single-valued neutrosophic deviation measure.
If p = 1, Equation (4) is reduced to the Hamming distance of two alternatives under the attribute G j . If p = 2, Equation (4) is reduced to the Euclidean distance of two alternatives under the attribute G j . If p = ∞, Equation (4) can be written as the following formula:
Thus, we have the following proposition for the generalized single-valued neutrosophic deviation measure:
Proof. It is easy to verify that d p stj satisfies the properties i >-iii >. Therefore, we only prove iv >. Let
for every i ∈ X according to Definition 4. Due to p > 0, we have:
Combining the above inequalities with Formula (4), we can get d For all attributes in G, a generalized single-valued neutrosophic deviation measure with the weight information is further given as below. Definition 10. Assume that A s and A t are any two alternatives, x sj =< T x sj (i), I x sj (i), F x sj (i) > and x tj =< T x tj (i), I x tj (i), F x tj (i) > are the attribute values of A s and A t under the attribute G j ∈ G. A generalized single-valued neutrosophic deviation measure with weight information is defined as:
where p > 0 and ω j is the weight of the jth attribute G j ∈ G. α belongs to (0, 1) for avoiding the extreme optimal solution in the following model (7) . For convenience, let α = 1/2 in this paper.
The Weight Determination by Maximizing the Generalized Deviation of Single Valued Neutrosophic Sets
In several MCDM problems, the attribute weights play a very important role in ranking the alternatives. However, the weight information of attributes is completely unknown or partially available in some situations. When the weight information of attributes is partially available, they can usually be classified by the types in Table 1 , where α i and ε i are nonnegative constants {0 ≤ α i ≤ α i + ε i ≤ 1}, and all the types are expressed by linear inequalities [13, 40, 41] . Table 1 . The different types of attribute weights.
Ranking Relation Form
Form 3 A ranking of differences
Form 4 A ranking with multiples
According to the above definition of generalized single-valued neutrosophic deviation, a maximizing deviation method is presented to discriminate the alternatives. That is, the bigger the total deviation of attribute values under the jth attribute, the more the important degree of the jth attibute and the larger the jth attribute weight. Therefore, the following optimization model is constructed to maximize the sum F(ω) of the total deviation of the alternatives under all attributes:
where p > 0, and Ω 0 is the set of the information of attribute weights. The set of weight information is Ω 0 = ∅ if the information is completely unknown. When the weight information is partially available, Ω 0 = ∅. In this paper, we assume that they are expressed using the types in Table 1 .
Let (7) is converted to the following model (8):
where p > 0 and Ω is the corresponding set of weight information, where the weight values ω j replaced by ω j ≥ 0, j = 1, 2, . . . , m.
If Ω = ∅ and p = 1, model (7) can be rewritten as model (9) . Model (9) is consistent with the model provided by [13] , where ω j is the weight of the jth attribute 
In order to solve model (9) , the following Lagrange function is easily constructed:
where λ is the Lagrange multiplier.
In what follows, the partial derivatives of L(ω, λ) are calculated as below:
From Equation (11), the following simple and exact formula is obtained for determining the attribute weights:
Furthermore, the attribute weights are determined as:
If Ω 0 = ∅, the constraints set Ω is also nonempty. Thus, model (7) is nonlinear, but it is easy to be solved using the optimization softwares such as LINGO and MATLAB. After the optimal solution is generated, the weights of all attributes are further calculated using the formula ω j = (ω * j ) 2 , j = 1, 2, . . . , m.
The Method for Solving the Neutrosophic MADM Problems
In a real situation, a MADM problem is formed based on the main steps [42] , including: (i) establish the set of evaluation attributes G; (ii) develop the set of alternatives A; (iii) obtain performance data for evaluation alternatives in terms of all attributes. We assume that the data denotes by SVNSs and forms a neutrosophic decision matrix X = [x ij ] n×m = [< T x ij , I x ij , F x ij >] n×m , where x ij is the attribute value for the alternative A i ∈ A with respect to the attribute G j ∈ G; (iv) develop the subjective information about attribute weights, which is completely unknown or partly known. If the weight information is partly known, let Ω 0 is the set of weight information, constructed by the forms 1-5 in Table 1 ; and (v) apply some certain MADM method. In this subsection, we discuss step (v) and develop a practical method to solve the MADM problem. A procedure for ranking all alternatives and choosing the best preferred one(s) can be described as below:
Step 1. Determine the set of weights Ω according to the available weight information. If the information about the attribute weights is fully unknown, let Ω = ∅, and go to Step 2. Otherwise, the set Ω 0 is converted to the set Ω if the information of the attribute weights is partly known, go to Step 3.
Step 2. Give the parameter p and calculate the generalized single-valued neutrosophic deviation measure of all attribute values using Equation (13).
Step 3. Give the parameter p and solve model (8) to obtain the optimal solution ω * j , j = 1, 2, . . . , m, and then the attribute weights are computed using the formular ω j = (ω * j ) 2 , j = 1, 2, . . . , m.
Step 4. Compute the overall evaluation value r i of the alternative A i , i = 1, 2, . . . , n using the obtained the attribute weights ω j , j = 1, 2, . . . , m according to the SVNWA operator, expressed by Equation (1).
Step 5. Calculate the scores degree S i and the accuracy degree H i of the overall evaluation value r i .
Step 6. Rank all alternatives A i , i = 1, 2, . . . , n, and then select the most preferred one(s) using the scores and accuracy degrees according to Definition 8.
Step 7. End.
An Illustrative Example
In this section, an example is used to illustrate the proposed method, where three cases are considered to rank all alternatives and select the preferred one(s). In Case 1, suppose that the weights of attributes are completely unknown, the exact Equation (13) can be used to calculate the weights. In Case 2 and Case 3, we assume that the weight information is partly available and the attribute weights are derived to rank all alternatives. It is also pointed out that the model in literature is invalid in Case 3, where most weights of attributes in their model are 0, and only an attribute weight is 1.
Consider the MADM problem adapted fromŞahin and Liu [13] , where four suppliers are evaluated for an automotive company to select the most appropriate supplier for one of the key elements in its manufacturing process. In order to assess these alternative suppliers, four attributes are considered, such as: (1) product quality (G 1 ), (2) relationship closeness (G 2 ), (3) delivery performance (G 3 ), and (4) price (G 4 ).Şahin and Liu [13] assumed that four decision makers use the SVNSs to evaluate the four possible alternatives A i , (i = 1, 2, 3, 4) and the ranking was obtained by the aggregated overall SVNSs using the SVNWA operator. Here, we suppose that the decision matrices of four decision makers are first aggregated using SVNWA operator based on their weight vector λ = ( Table 2 , where the data is rounded to two decimal places. Based on the proposed approach, the following steps are given to rank all alternatives and obtain the most desirable or preferred alternative(s). Case 1: If the attribute weights are completely unknown, we use the proposed method to rank all alternatives and determine the most preferred alternative(s).
Step 1. Because the attribute weights are entirely unknown, the set of weight information is empty.
That is, Ω 0 = Ω = ∅. Step 2. Give the value of p, and calculate the generalized single-valued neutrosophic deviation value d p stj of all alternatives under each attribute using Equation (4). Step 3. Utilize Equation (13) Step 4. Compute the overall SVNS r i of all alternatives A i , i = 1, 2, 3, 4 according to the above weight vector and the SVNWA operator using Equation (1) . The results are shown in the second, the fourth and the sixth columns of Table 3 .
Step 5. Calculate the scores of the collective overall SVNSs r i of all alternatives by the SVNWA operator based on Definition 5, respectively. The results are presented in the third, the fifth and the seventh columns of Table 3 .
Step 6. Rank all the alternatives in accordance with the scores the overall SVNSs r i , i = 1, 2, 3, 4. As can be seen in Table 3 , the ranking result is the same calculated by the SVNWA operator with the different parameter p. The ranking is also consistent with the ranking of the results in [13] . Therefore, we have: A 2 A 4 A 1 A 3 and the most preferred alternative is A 2 . Case 2: Assume that the attribute weights are partly known and the set Ω 0 of all known weight information is given as below:
The results of the generalized single-valued neutrosophic deviation measure of all alternatives under each attribute are the same as that calculated in Step 2 in Case 1. Namely, if p = 1, we Step 4. Calculate the overall SVNS r i of all the alternatives A i , i = 1, 2, 3, 4 according to the attribute weights and the SVNWA operator using Equation (1) . The results are shown in the second, the fourth and the sixth columns of Table 4 with the different parameter p.
Step 5. Calculate the scores of the collective overall SVNSs r i of all alternatives by the SVNWA operator based on Definition 5, respectively. The results are shown in Table 4 .
Step 6. Rank all the alternatives in accordance with the scores the overall SVNSs r i , i = 1, 2, 3, 4.
As shown in Table 4 , the ranking result is the same as that obtained by the SVNWA operator, despite their scores are different with the different parameter p. The ranking is also consistent with the ranking of the result in [13] . Therefore, we have: A 2 A 4 A 1 A 3 and the most preferred alternative is A 2 . Table 4 . The overall SVNSs and associated rankings (in parentheses) with respect to partly known attribute weights.
Inputs Outputs
The Overall SVNSs Scores The Overall SVNSs Scores The Overall SVNSs Scores Scores in [13] Case 3: Assume that the attribute weights are partly known and the set Ω 0 of all known weight information is given as follows:
Step 1.
The results of the generalized single-valued neutrosophic deviation measure of all alternatives under each attribute are the same as that calculated in Step 2 in Case 1. That is, if
Step 3. Utilize model (8) to formulate the following nonlinear programming model:
Solving this model (15) , we obtain the optimal solution ω * = (0.4243, 0.3873, 0.5871, 0.5703) T . However, the optimal solution is calculated by the model in [13] is ω * = (0, 0, 1, 0) T . This means that only the performance values under the attribute G 3 are used to evaluate these alternatives, whereas the attributes values under the other attributes are neglected. Obviously, it is infeasible. Using the presented model (8) Step 4. According to the above attribute weights and the SVNWA operator Equation (1), we obtain the overall SVNS r i of all the alternatives A i , i = 1, 2, 3, 4, as shown in Table 5 .
Step 5. Calculate the score degrees of the collective overall SVNSs r i of all alternatives by the SVNWA operator based on Definition 5, respectively. The results are shown in the third, the fifth and the seventh columns of Table 5 .
Step 6. Rank all the alternatives in accordance with the score degrees of the overall SVNSs r i , i = 1, 2, 3, 4. As shown in Table 3 , the ranking result is the same as that obtained by the SVNWA operator with the different parameter p, despite their scores are different. Therefore, we have: A 2 A 4 A 1 A 3 and the most preferred alternative is A 2 . Table 5 . The overall SVNSs and associated rankings (in parentheses) with respect to partly known attribute weights. 
The Overall SVNSs

Conclusions
In this paper, we give the concept of generalized single-valued neutrosophic deviation measure between two SVNSs, and present an optimal model to generate the attribute weights. If the weight information is completely unknown, the attribute weights can be calculated by using a simple and exact formula. If the weight information is partially available, the information can be easily integrated into the proposed model, where the attribute weights are generated by solving a mathematical programming model and the subjective information of attribute weights converts the constraints. Moreover, the proposed model can be further extended to study the weighting model for the MADM problem with interval valued neutrosophic sets (IVNSs).Şahin and Liu [13] also proposed an approach by maximizing the deviation of attribute values. However, there are the following main advantages of the presented method compared with the existing approach in [13] :
(i) The single-valued neutrosophic deviation measure is general to describe the difference of SVNSs.
The selection of the parameter value p makes the computation more flexible than that proposed in [13] , which can reflect the decision maker's preference.
(ii) It is not interpreted that the constraint ω j = 1. Therefore, the subjective information about attribute weights is easier to combine the objective weight information based on the deviation measure, which can be added directly into model (7) as the constraints. (iii) The proposed approach can overcome some shortcomings of the method in [13] . In their method, there may only be an attribute weight is 1 and the other attribute weights are neglected. For instance, the attribute weights are ω 3 = 1, ω 1 = ω 2 = ω 4 = 0 in Case 3 of the example illustrated.
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