Introduction
There is now an accumulating body of evidence showing that semantic processing is not only sustained by the temporal lobes, but also by prefrontal cortices, especially the left inferior region (see Fletcher & Henson, 2001 , for a review). More particularly, the evidence suggests that the left inferior prefrontal cortex (LIPC) is involved in "executive" or "controlled" semantic processing. Functional imaging studies have shown, for example, that the activity in the LIPC decreases when a word is semantically processed for the second time (repetition priming; Demb et al., 1995; Wagner, Koutstaal, Maril, Schacter, & Buckner, 2000) . On the other hand, activity in the LIPC increases in different experimental conditions. For example, Wagner and colleagues (Wagner, Pare-Blagoev, Clark, & Poldrack, 2001 ) asked their participants to judge which word within a set of choice words (e.g. "flame" and "bald") was closest in meaning to a cue (e.g. "candle"). They found increased activity in the LIPC as the number of words in the choice set increased (from 2 to 4) and as the strength of association between the cue and the target decreased (a target weakly associated to the cue requiring more semantic processing; for similar findings see Bunge, Wendelken, Badre, & Wagner, 2005) . Increased LIPC activity has also been found when hard semantic judgements are required (category membership judgement for nonprototypical exemplars, e.g. does "earl" belong to the "royalty" category?) compared to easier semantic judgements (category membership for prototypical exemplars, e.g. does "king" belong to the "royalty" category?; Roskies, Fiez, Balota, Raichle, & Petersen, 2001 ). Thompson-Schill and colleagues also found increased LIPC activity when the semantic task required selecting a task-relevant semantic dimension When "happy" means "sad"
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( Thompson-Schill, D'Esposito, Aguirre, & Farah, 1997; Thompson-Schill, D'Esposito, & Kan, 1999) . For example, they found greater LIPC activity when the semantic judgement was based on a specific semantic feature (e.g. amongst "tongue" and "bone" which has the same colour as "tooth") than when it was based on global semantic similarity (amongst "tick", "well", "shoe", "school" which is most similar to "flea"; Thompson-Schill et al., 1997) . There was also increased LIPC activity when an action had to be generated from an object that could be associated with many different actions (e.g. "wheel") compared to an object that was more uniquely associated to a specific action (e.g. "scissors"; Thompson-Schill et al., 1997) ; LIPC activity further increased when participants had to generate a word based one specific feature related to the cue (e.g. an action related to "dollar") and then later generate a word based on a different feature related to the same cue (e.g. a colour related to "dollar"; Thompson-Schill et al., 1999) . More recently, increased LIPC activity has also been found in a picture naming task, when the item (e.g. the picture of a shark) was preceded by a highly associated distractor (e.g. participant had previously named a "whale" from a verbal description; Moss et al., 2005) or in lexical decision, when the target word was preceded by a semantically incongruent as compared to a semantically congruent context (e.g. "head" preceded by "There was no hair on his…"; Cardillo, Aydelott, Matthews, & Devlin, 2004) .
This evidence for the LIPC involvement in executive semantic processing comes mainly from functional imaging studies, though there is also converging evidence indicating the necessary role of LIPC in executive semantic processing. For example, semantic processing can be affected when transcranial magnetic stimulation (TMS) interferes with LIPC activation or when LIPC is damaged following acquired brain When "happy" means "sad" 6 lesions. TMS applied to the LIPC can reduce repetition priming in a semantic task (Thiel et al., 2005) and accuracy in semantic categorisation (Devlin, Matthews, & Rushworth, 2003) . Moreover, patients with lesions to LIPC show greater difficulties in selecting the context-appropriate meaning of ambiguous words (Metzler, 2001) or the relevant action to an object, especially when several possible actions can be associated with that object (Thompson-Schill et al., 1998) .
Despite the general agreement on the executive or controlled nature of the semantic processing associated with the LIPC, several issues remain hotly debated. For example, it is controversial as to whether the executive role of the LIPC is more linked to semantic retrieval or semantic selection (Badre, Poldrack, Pare-Blagoev, Insler, & Wagner, 2005; Moss et al., 2005; Thompson-Schill et al., 1999; Wagner et al., 2001) . Other issues concern the functional specialisation within the LIPC (e.g., Badre et al., 2005; Bunge et al., 2005) and whether the executive role of the LIPC is restricted to semantic processing (e.g., Gold, Balota, Kirchhoff, & Buckner, 2005; Zhang, Feng, Fox, Gao, & Tan, 2004) .
Studies investigating executive semantic processing have focused on the left side of the inferior prefrontal cortex. In almost all cases, the right IPC side was either not part of the region of interest, not discussed, or simply not observed. One exception is the study by Wagner and colleagues (Wagner et al., 2001 ) who asked their participants to judge which word among a set of choices was most related to a cue. The authors found bilateral activation in the IPC; both hemispheres were sensitive to the strength of association between the target and the cue (with increased activation when the association was weak), but unlike the left side activation, the right side activation was When "happy" means "sad" 7 not modulated by the number of choice words. The authors speculated that the right inferior prefrontal cortex might be only recruited when demands on executive semantic processing are particularly high. Consistent with this idea is the finding that during an auditory semantic similarity judgment task, left prefrontal activation is observed when the stimuli are presented in a clear speech condition but right prefrontal activation is observed when the stimuli are presented in an acoustically degraded form, presumably because the controlled processes increase in that latter condition (Sharp, Scott, & Wise, 2004) .
In this study we report the case of a patient who presented with a deficit in executive semantic processing, but who, contrary to prior cases, suffered damage to the right inferior frontal and superior temporal cortices. The deficit became apparent under conditions where competition for selection between semantic representations was maximised. The data suggest the necessary role of the right hemisphere in selecting semantic representations under high levels of competition.
Case report
PW was a retired florist who was 72 years old at the time of testing. Four years prior to the testing, he suffered a right hemisphere stroke which affected the right middle and inferior frontal gyri as well as the right superior temporal gyrus (see Figure 1) . As a result of his stroke, PW showed a left upper limb hemiplegia and as most obvious cognitive impairment, executive function deficits. PW was strongly right-handed and Anticipation test where PW made 35 errors (Burgess & Shallice, 1997) and the Hayling Test (Burgess et al., 1997) where PW had an overall scaled score of 1, with performance on both tasks being classified as "impaired". In a task designed to test response inhibition (i.e. when you see one finger raised say "two"; when you see two fingers raised say "one"), PW's score was significantly below the normal range (-6.72 SD).
PW's language abilities were assessed on a range of formal tests. His score on the Category-Specific Names Test (McKenna, 1997) , a difficult picture naming test, was spared: he named 17/30 correct for non-praxic objects (0.97 SD below the controls' mean score), 18/30 for praxic objects (1.47 SD below the controls' mean score), 20/30 for animals (0.55 SD below the controls' mean score) and 19/30 for fruit and vegetables (0.34 SD below the controls' mean score). PW's scores were slightly impaired on an oral and written synonym judgment task for concrete and abstract When "happy" means "sad" 9 words (scoring 76% and 75% correct respectively) as well as on an oral and written sentence/picture matching task (PW scored 73% and 70% correct respectively, PALPA tests 55-56, Kay, Lesser, & Coltheart, 1992) . Quite strikingly, in these latter tasks, most of PW's errors consisted in choosing the opposite meaning of the target (e.g. for the sentence "the girl's selling the cat", PW choose the picture of a girl buying the cat; for the sentence "This girl's got less dogs", PW choose the picture of the girl with most dogs). In an auditory comprehension of locative relations (PALPA test 58, Kay et al., 1992) , PW scored 54% overall correct and all but one error consisted in selecting the opposite meaning of the target (e.g. "above" instead of "below" or "in front" instead of "behind").
Interestingly, "opposite meaning" errors were the only language problems apparent in PW's spontaneous speech production and comprehension. PW would complain, for example, that he couldn't play his favourite card game anymore, because he confused the words "higher" and "lower". In conversations with us, he would produce sentences like "flu jabs have been recommended for people under the age of 65".
When asked to resolve simple arithmetic, he would perform subtractions instead of additions (e.g. 8 + 2 = 6) and, when asked what days comes after a certain target day of the week (e.g. Wednesday), he would give the day that comes before (e.g. Tuesday). Note that these errors were observed although PW was perfectly able to recite the sequence of the days of the week in the correct order.
PW's "opposite meaning" errors were the subject of this study, where we investigated the extent to which the occurrence of these semantic errors depended on the executive demands placed on semantic processing.
Experiment 1: synonym/antonym distractors
The first experiment consisted of a semantic judgement task in which PW was asked to choose from amongst three words the one which was related to the cue, according to a pre-defined semantic dimension. For example, the participant would be asked to choose the word that is closest in meaning to the cue "happy" from the alternatives "cheerful", "sad" and "conscious". If we assume that processing the cue would automatically activate words that are related in meaning in semantic memory, then the executive demands of semantic processing can be varied by manipulating whether this automatic semantic activation needed to be controlled/overruled to achieve the correct, task-relevant matching. Accordingly, we varied the strength of association between the cue and the distractor or target (this was measured through word association norms and was taken as an indicator of the extent to which one word automatically activates another word at a lexical/semantic processing level, e.g. Wagner et al., 2001 ). In the "strongly associated distractor" condition, the distractor was strongly associated to the cue whereas the target was weakly associated to the cue. In our above example, the word "sad" is more strongly associated to "happy" than the word "cheerful". The cue (here "happy") would thus automatically activate the distractor (e.g. "sad") more than (and/or prior to) the target (e.g. "cheerful"). It follows that selecting the target over the distractor would require any competition from the distractor to be resolved (e.g., to suppress the distractor). Thus, in this case, the demands on executive processes should be high. In contrast, in the "weakly associated distractor" condition, the distractor was weakly associated to the cue while the target was strongly associated. For example, the cue word "neat" would be presented with the alternatives "tidy", "messy" and "lucky". In this example, "tidy" is more strongly associated than "messy" to the cue "neat". Here, the cue (e.g. "neat") would automatically activate the target (e.g. "tidy") more than (and/or prior to) the distractor ("messy"). In this circumstance, selecting the target over the distractor should be less demanding in terms of executive control.
Method
PW was presented with a series of 144 trials. Each trial consisted of a cue word and 3 choice words. All the words were presented on A5 cards and were written in capital letters using black ink for the cue on the top of the card and blue ink for the three choice words presented in one row beneath the cue. The words were either nouns, verbs, adjectives, adverbs or prepositions but, on a given trial, the cue and the three choice words always shared the same grammatical class. Amongst the three choice responses, one was a synonym of the cue, one was an antonym and one was an unrelated word. The order of each type of choice word was balanced across trials.
Synonyms and antonyms were selected via the use of an on-line thesaurus (http://thesaurus.reference.com). For half of the trials (n=72), the synonym was highly associated to the cue whereas the antonym was weakly associated to the cue. So, for example, the cue word "neat" would be presented with the following three choices:
"tidy" for the synonym, "messy" for the antonym and "lucky" for the unrelated word.
For the other half of the trials (n=72), the antonym was highly associated to the cue but the synonym was weakly associated. For example, the cue would be "happy" and the three choice words would be "cheerful" for the synonym, "sad" for the antonym and "conscious" for the unrelated word. Associative strength norms were taken from the Edinburgh Associative Thesaurus (Kiss, Armstrong, Milroy, & Piper, 1973; When "happy" means "sad" 12 http://www.eat.rl.ac.uk). All sets of words were presented twice across two testing sessions; in one condition, the participant was asked to choose the word closest in meaning to the cue (synonym condition) and in another condition, the participant was asked to choose the word that means the opposite to the cue (antonym condition). The order of presentation of the conditions was counterbalanced, so that half of the trials (set 1) were first presented in the synonym condition and the other half (set 2) in the antonym condition. In the synonym condition, the executive demands are high when the antonym is highly associated to the cue (the strongly associated distractor condition) while the executive demands are low when the antonym is weakly associated to the cue (the weakly associated distractor condition). Similarly, in the antonym condition, the executive demands are high when the synonym is highly associated to the cue (the strongly associated distractor condition), but executive demands are low when the synonym is weakly associated to the cue (the weakly associated distractor condition). Figure 2 summarises the design of Experiment 1 and the materials are given in the Appendix.
The task was presented to PW as well as to two control participants (aged 56 and 57 at the time of testing) matched for educational background.
Insert Figure 2 about here 
Results and Discussion
The controls performed the task easily and scored above 94% correct in all conditions. PW's performance is displayed in Figure 3 . In the synonym condition, PW's score was significantly better in the weakly associated distractor condition (56/72, 78% When "happy" means "sad" 13 correct) than in the strongly associated distractor condition (41/72, 57% correct; Z=2.67, p<0.01). In the antonym condition, the same profile was observed (weakly associated distractor: 39/72, 54% correct; strongly associated distractor: 18/72, 25% correct; Z=3.58, p<0.001). Moreover, overall the score was better in the synonym condition (97/144, 67% correct) than in the antonym condition (57/144, 40% correct; Z=4.73, p<0.001). Note that PW's errors never consisted in choosing the unrelated word; instead he chose the antonym instead of the synonym and vice versa.
Given the norms available, it was impossible to perfectly control for word frequency in creating the stimuli. Thus, in order to assess the contribution of word frequency to PW's score, we performed a logistic regression analysis with PW's score as the dependent variable and with the following predictor variables: cue frequency, target frequency (synonym target in the analysis of the synonym condition, and antonym target in the antonym condition), distractor frequency (antonym distractor in the analysis of the synonym condition, and synonym distractor in the analysis of the antonym distractor), task-relevant semantic dimension (synonym versus antonym) and strength of association between the cue and distractor (strong versus weak). The full model was reliable (χ 2 (5) = 47.39, p<0.001) and confirmed the significant effects of the task-relevant semantic dimension (Wald (1) = 24.62, p<0.001) and the strength of association between the cue and distractor (Wald (1) = 17.44, p<0.001) once the cue, target and distractor frequency were partialled out (and these three frequency effects
were not significant, Wald < 1).
Overall, the results indicate that PW was more likely to choose the word most strongly associated to the cue, irrespective of whether that word fitted the instruction When "happy" means "sad" 14 to select the synonym or the antonym to the cue. Thus, PW's could not easily override automatic semantic activation (occurring through word association) when this was not relevant to the task -a profile consistent with difficulties in executive semantic processing. Over and above the effect of strength of association, PW was also more inclined to select the synonym rather than the antonym to the cue, irrespective of whether the instruction was to find the synonym or the antonym. One explanation for this latter finding is that "matching" responses (same meaning) are more automatic/less demanding than "mismatching" responses (opposite/not the same meaning). Alternatively, it could be that a word activates more automatically its synonym(s) than its antonym(s) (possibly because of greater semantic similarity between synonyms than antonyms). Either way, PW could not focus on the taskrelevant semantic dimension if it was not the one activated automatically.
Insert Figure 3 about here
Experiment 2: semantic associate (non-antonymous) distractor
In the second experiment, the aim was to investigate if PW's difficulty in resisting interference from strongly associated distractors was confined to words that are synonyms/antonyms or if it extended to words having other semantic relations. PW was thus presented with a synonym judgement task, in which the distractor was a semantically associated, but non-antonymous, word.
Method
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Eighty-four trials were created using the same criteria as in Experiment 1. The sole difference was that the antonym distractor was replaced by a more distant semantic associate (non-antonym and non-coordinate) word (e.g. for the cue "piece", the choice responses would be "slice" for the synonym, "cake" for the semantic associate and "resident" for the unrelated word). On half of the trials (n=44), the synonym was highly associated to the cue while the semantic associate was not (weakly associated distractor condition). For the other half of the trials (n=44), the semantic associate was highly associated to the cue while the synonym was not (strongly associated distractor condition). For all trials, PW was asked to choose the word closest in meaning to the cue (synonym condition only). The materials are given in the Appendix. Experiment 2 was also presented to the two control participants used in Experiment 1.
Results and Discussion
The controls again performed the task easily and scored above 93% correct in all conditions. PW's performance was better in the weakly associated distractor condition (32/42, 76% correct) than the strongly associated distractor condition (23/42, 55%; Z=2.07, p<0.05). The level of accuracy was strikingly similar to the level of accuracy observed in the synonym condition of Experiment 1 (see Figure 3 ). All but two errors consisted in choosing the semantic associate instead of the synonym.
In order to investigate the effect of word frequency, we conducted a logistic regression analysis with PW's score as the independent variable and with the following predictor variables: cue frequency, target frequency, distractor frequency .01) and showed as sole significant effect the strength of association between the cue and the distractor once all the other factors were partialled out (Wald (1) = 10.87, p<0.01). So it was not the interference created by antonyms per se that affected PW's performance, rather, it was the interference created by strongly associated but irrelevant words.
General Discussion
PW was presented with semantic judgement tasks in which he was asked to choose among a set of words the one which was related to a cue according to a predefined semantic dimension. PW's performance was strongly influenced by the executive semantic demands of the task. He made errors particularly when the distractor word was more strongly associated to the cue than the target (e.g. choosing "sad" instead of "cheerful" as synonym of "happy") and he made more errors when the task demanded that he match words opposite in meaning (e.g. PW was able to decide that "offer" and not "take" means the same as "give" but not that "take" and not "offer" means the opposite to "give"). Such errors suggest that PW's responses tended to be based on semantic activation that arose automatically in word processing (through word association and possibly semantic similarity) rather than executive semantic processing, where automatic semantic processing may be over-ruled.
As noted in the Introduction, executive semantic processing has mainly been associated with the left inferior prefrontal cortex (e.g., Badre et al., 2005; Cardillo et al., 2004; Demb et al., 1995; Devlin et al., 2003; Metzler, 2001; Moss et al., 2005; Thompson-Schill et al., 1997; Thompson-Schill et al., 1998; Thompson-Schill et al., 1999; Wagner et al., 2000; Wagner et al., 2001; Zhang et al., 2004 ). Yet, in the case of PW, impaired executive semantic processing was observed following a lesion affecting the right inferior prefrontal and superior temporal cortices. At least four explanations can be offered for this neuroanatomical discrepancy. One possibility is that PW has unusual lateralisation of language functions, with some language functions localised on the right side. However, this seems very unlikely. PW was strongly right handed and he had no language deficits other than those noted here. A second possibility is that PW's pattern of impairment resulted from his right temporal rather than right prefrontal lesion. The anterior part of the temporal lobes has been mainly associated with a function of "semantic integration" when higher order semantic relations need to be processed, such as in the case of comprehension of discourse, metaphors or jokes. Semantic integration would be achieved by the cooperation of both hemispheres but with the right anterior temporal lobe holding the critical role of sustaining coarse semantic processing (e.g. the processing of weaker or more distant semantic relations allowing for the recognition of broader or novel meaning) while the left anterior temporal lobe would sustain more refined semantic processing (for a review, see Jung-Beeman, 2005) . However, our semantic judgement tasks were not very demanding in terms of semantic integration since our tasks required processing the meaning of single words rather than sentences and included words that were largely unambiguous in meaning. Moreover, even when PW had to match weakly associated words (measured through word association norms), the words were still synonyms or antonyms, and not semantically distant words. We do not exclude the possibility that PW suffered difficulties in semantic integration or coarse semantic processing in addition to the deficits highlighted in this paper.
However, we would like to argue that PW's difficulties in our semantic judgement tasks were more likely due to difficulties in semantic selection rather than semantic integration. This still leaves the possibility open that the right anterior temporal lobe is also involved in semantic selection. The third possibility is that lesions to the right hemisphere (most likely the inferior prefrontal cortex) affect the functional integrity of the LIPC. Such an explanation would be compatible with the functional imaging findings and reinforce the hypothesis that executive semantic processing is actually sustained by the LIPC. The fourth possibility is that the right inferior prefrontal cortex might, by itself, play a crucial functional role in executive semantic processing. The question is then, why is this role not more apparent in functional imaging studies?
One answer can be found when comparing the executive demands in our task with the executive demands of tasks usually used in the literature.
In previous published work, the higher executive demands introduced in the studies involved increasing the number of words being processed simultaneously (e.g., Wagner et al., 2001) , weakening the automatic semantic activation of the target (e.g., Bunge et al., 2005; Thompson-Schill et al., 1997; Thompson-Schill et al., 1998; Thompson-Schill et al., 1999; Wagner et al., 2001 ), focusing on a semantic dimension other than global semantic similarity (e.g., Thompson-Schill et al., 1997) , and enhancing activation of semantic competitors (e.g., Cardillo et al., 2004; Moss et al., 2005) . We propose that the executive demands on semantic processing in our tasks were even higher than in the previous studies. The main executive demand that we manipulated is the enhancement of activation from the competitors (through the use of distractors that were more highly associated to the cue than the targets). In previous studies, competitors were either not presented simultaneously with the target (they were presented several trials earlier; Moss et al., 2005) or were not explicitly present (the competitors were primed by an incomplete sentence; Cardillo et al., 2004) . In our tasks, the competitors were presented explicitly and, in addition, were highly related to the cue through word association, arguably creating particularly strong competition.
Thus, our findings provide direct evidence that the right hemisphere (inferior prefrontal and superior temporal cortices) is necessary for executive semantic processing; however, which part of the right hemisphere and exactly which role will need to be addressed by future studies. We hypothesise that the right inferior prefrontal cortex is necessary when executive demands on language processing are high, and that this region plays an important functional role by intervening when there is high executive demand (as also suggested by Sharp et al., 2004; Wagner et al., 2001) . If this latter suggestion is correct, we would expect to find in healthy adult participants increased right inferior prefrontal activation as the demands in executive semantic processing increase in a task. 
