Abstract. We introduce the relation ρ λ -orthogonality in the setting of normed spaces as an extension of some orthogonality relations based on norm derivatives, and present some of its essential properties. Among other things, we give a characterization of inner product spaces via the functional ρ λ . Moreover, we consider a class of linear mappings preserving this new kind of orthogonality. In particular, we show that a linear mapping preserving ρ λ -orthogonality has to be a similarity, that is, a scalar multiple of an isometry.
Introduction
In an inner product space H, ·, · , an element x ∈ H is said to be orthogonal to y ∈ H (written as x ⊥ y) if x, y = 0. In the general setting of normed spaces, numerous notions of orthogonality have been introduced. Let (X, · ) be a real normed linear space of dimension at least 2. One of the most important ones is the concept of the Birkhoff-James orthogonality (B-orthogonality) that reads as follows: If x and y are elements of X, then x is orthogonal to y in the Birkhoff-James sense [2, 9] , in short x ⊥ B y, if x + λy ≥ x (λ ∈ R).
Also, for x, y ∈ X the isosceles-orthogonality (I-orthogonality) relation in X (see [9] ) is defined by
x ⊥ I y ⇔ x + y = x − y .
One of the possible notions of orthogonality is connected with the so-called norm's derivatives, which are defined by ρ − (x, y) := x lim t→0 −
x + ty − x t and ρ + (x, y) := x lim t→0 + x + ty − x t .
Convexity of the norm yields that the above definitions are meaningful. The following properties, which will be used in the present paper can be found, for example, in [1] .
(i) For all x, y ∈ X, ρ − (x, y) ≤ ρ + (x, y) and |ρ ± (x, y)| ≤ x y .
(ii) For all x, y ∈ X and all α ∈ R, it holds that ρ ± (αx, y) = ρ ± (x, αy) = αρ ± (x, y), α ≥ 0, αρ ∓ (x, y), α < 0.
(iii) For all x, y ∈ X and all α ∈ R, ρ ± (x, αx + y) = α x 2 + ρ ± (x, y).
Recall that a support functional F x at a nonzero x ∈ X is a norm one functional such that F x (x) = x . By the Hahn-Banach theorem, there always exists at least one such functional for every x ∈ X. Recall also that X is smooth at the point x in X if there exists a unique support functional at x, and it is called smooth if it is smooth at every x ∈ X. It is well known that X is smooth at x if and only if ρ + (x, y) = ρ − (x, y) for all y ∈ X; see [1] . It turns out that the smoothness is closely related to the Gateaux differentiability. Recall that the norm · is said to be Gateaux differentiable at x ∈ X if the limit f x (y) = lim t→0 x + ty − x t exists for all y ∈ X. We call such f x as the Gateaux differential at x of · . It is not difficult to verify that f x is a bounded linear functional on X. When x is a smooth point, it is easy to see that ρ + (x, y) = ρ − (x, y) = x f x (y) for all y ∈ X. Therefore X is smooth at x if and only if the norm is the Gateaux differentiable at x.
The orthogonality relations related to ρ ± are defined as follows; see [1, 13] :
Also, the notion of ρ * -orthogonality is introduced in [4, 14] as
Furthermore, it is obvious that for a real inner product space all the above relations coincide with the standard orthogonality given by the inner product. For more information about the norm derivatives and their properties, interested readers are referred to [1, 6, 7, 8, 16] . More recently, further properties of the relation ⊥ ρ * are presented in [14] . Now, we introduce an orthogonality relation as an extension of orthogonality relations based on norm derivatives ρ ± . Definition 1.1. Let (X, · ) be a normed space, and let λ ∈ [0, 1]. The element x ∈ X is a ρ λ -orthogonal to y ∈ X, denoted by x ⊥ ρ λ y, if
The main aim of the present work is to investigate the ρ λ -orthogonality in a normed space X. In Section 2, we first give basic properties of the functional ρ λ . In particular, we give a characterization of inner product spaces based on ρ λ . Moreover, we give some characterizations of smooth spaces in terms of ρ λ -orthogonality.
In Section 3, we consider a class of linear mappings preserving this kind of orthogonality. In particular, we show that a linear mapping preserving ρ λ -orthogonality has to be a similarity, that is, a scalar multiple of an isometry.
2. ρ λ -orthogonality and characterization of inner product spaces
We start this section with some properties of the functional ρ λ . The following lemma will be used.
Lemma 2.1. [11, Theorem 1] For any nonzero elements x and y in a normed space (X, · ), it is true that
Theorem 2.2. Let (X, · ) be a normed space, and let
for all x, y ∈ X and all t ∈ R. (iv) If x and y are nonzero elements of X such that x ⊥ ρ λ y, then x and y are linearly independent.
(vii) If x and y are nonzero elements of X, then
Proof. The statements (i)-(vi) follow directly from the definition of the functional ρ λ . To establish (vii) suppose that x and y are nonzero elements of X and that 0 < t < . Applying Lemma 2.1 to x and ty, we get 2 − x x + ty ty min{ x , ty } ≤ x + ty − x + ty , and hence
It follows that
Putting −y instead of y in (2.1), we get
Since ρ − (x, y) ≤ ρ + (x, y), from (2.1) and (2.2), we reach
Now, from (2.3), (2.4) , and the definition of ρ λ , the proof is completed. We recall the following lemma which gives a characterization of Birkhoff-James orthogonality.
Lemma 2.4. [8, Theorem 50] Let X be a normed space, and let x, y ∈ X. Then the following conditions are equivalent:
Theorem 2.5. Let X be a normed space, and let
Proof. Let x, y ∈ X and x ⊥ ρ λ y.
To get our next result, we need the following lemma.
Lemma 2.6. [8, Corollary 11] Let X be a normed space and let x, y ∈ X with x = 0. Then there exists a number t ∈ R such that x ⊥ B tx + y.
Theorem 2.7. Let (X, · ) be a normed space, and let λ ∈ [0, 1]. The following conditions are equivalent:
Proof. and x, y ∈ X. We should show that ρ − (x, y) = ρ + (x, y). We may assume that x = 0, otherwise ρ − (x, y) = ρ + (x, y) trivially holds. By Lemma 2.6, there exists a number t ∈ R such that x ⊥ B tx + y. From the assumption, we have ρ λ (x, tx + y) = 0. Hence t x 2 + ρ λ (x, y) = 0, or equivalently,
We also have −x ⊥ B tx+y, and so ρ λ (−x, tx+y) = 0. Thus −t x 2 −ρ 1−λ (x, y) = 0, or equivalently,
Therefore, by (2.5) and (2.6), we have
Consequently, ρ − (x, y) = ρ + (x, y). Therefore X is smooth. (iii)⇒(i) Suppose that X is smooth and that x, y ∈ X such that x ⊥ B y. It follows from Lemma 2.4 that ρ − (x, y) = ρ + (x, y) = 0, and this yields that x ⊥ ρ λ y.
For nonsmooth spaces, the orthogonalities ⊥ ρ λ and ⊥ B may not coincide.
Example 2.8. Consider the real space X = R 2 equipped with the norm (α, β) = max{|α|, |β|}. Let x = (1, 1) and y = (0, −1). Then, for every γ ∈ R, we have
Hence x ⊥ B y. On the other hand, straightforward computations show that ρ − (x, y) = −1 and ρ + (x, y) = 0. It follows that ρ λ (x, y) = −λ. Thus x ⊥ ρ λ y.
The following result is proved in [6, Theorem 1] and [14, Theorem 3.1].
Theorem 2.9. Let (X, · ) be a real normed space. Then the following conditions are equivalent: ). Simple computations show that
So we get
and ρ λ (x, y) = 0.
(ii) Let z = (1, 1), w = (0, 1), u = (0, −1), and v = (1, −1). It is not hard to compute
The following result gives some characterizations of the smooth normed spaces based on the ρ λ -orthogonality. Theorem 2.11. Let (X, · ) be a normed space, and let
The following conditions are equivalent:
, and therefore we get ρ − (x, y) = ρ + (x, y). It follows that X is smooth.
The other implications can be proved similarly.
If we consider x ⊥ ρ + − ρ + (x,y)
x 2 x + y , then, using the same reasoning as in the proof of Theorem 2.11, we get the next result.
Theorem 2.12. Let (X, · ) be a normed space, and let λ ∈ (0, 1]. The following conditions are equivalent:
In the following result we establish another characterizations of smooth spaces.
Theorem 2.13. Let (X, · ) be a normed space, and let λ ∈ [0, 1). The following conditions are equivalent:
Proof. The proof is similar to the proof of Theorem 2.11, so we omit it.
It is easy to see that, in a real inner product space X, the equality
holds, which is equivalent to the parallelogram equality
In normed spaces, the equality
is a generalization of the equality (2.7). In the following result we give a sufficient condition for a normed space to be smooth. We use some ideas of [13, Theorem 5] .
Theorem 2.14. Let (X, · ) be a normed space and λ ∈ [0, 1]. Let
Then X is smooth.
Proof. Let x, y ∈ X \ {0} and λ ∈ (0, 1]. It follows from (2.8) that
The equalities (2.8) and (2.9) imply that
and hence ρ + (x, y) = ρ λ (x, y). Since ρ λ (x, y) = λρ − (x, y) + (1 − λ)ρ + (x, y), we get ρ − (x, y) = ρ + (x, y). It follows that X is smooth. Now, let λ = 0. Then, by (2.8) we have
If we replace y by −y in (2.10), then we obtain
or equivalently,
Add (2.10) and (2.11) to get
Now, by (2.12) and the same reasoning as in the first part, we conclude that X is smooth.
Recall that a normed space (X, · ) is uniformly convex whenever, for all ε > 0, there exists a ξ > 0 such that if x = y = 1 and x − y ≥ ε, then x+y 2 ≤ 1 − ξ; see, for example, [8] . In the following theorem we state a characterization of uniformly convex spaces via ρ λ . (i) X is uniformly convex.
(ii) For all ε > 0, there exists a number δ > 0 such that if x = y = 1 and
Proof. (i)⇒(ii) Let X be uniformly convex, and let ε > 0. There exists a number ξ > 0 such that if x = y = 1 and x − y ≥ ε, then
. It follows from the above inequality that ρ λ (x, y) ≤ 
contradicting our assumption.) If (2 − x + y ) ≥ 2ξ, then we get
In addition, if x + y x+y x+y − x ≥ ε − 2ξ, then we reach
Since x = x+y x+y = 1 and
, our assumption yields
By Theorem 2.2(v) and (2.13), we conclude that
Thus x+y 2 ≤ 1 − ξ and the proof is completed.
We finish this section by applying our definition of the functional ρ λ to give a new characterization of inner product spaces.
Theorem 2.16. Let (X, · ) be a normed space, and let λ ∈ [0, 1]. Then the following conditions are equivalent:
(ii) The norm in X comes from an inner product.
Proof. Obviously, (ii)⇒(i).
Suppose (i) holds. This condition implies that ρ 1−λ (x, y) = ρ 1−λ (y, x) for all x, y ∈ X. Indeed Theorem 2.2(ii) implies
Now, let P be any two dimensional subspace of X. Define a mapping ·, · : X ×X → R by
We will show that ·, · is an inner product in P . It is easy to see that the mapping ·, · is non-negative, symmetric, and homogeneous. Therefore, it is enough to show the additivity respect to the second variable. Take x, y, z ∈ P . We consider two cases: Case 1. x and y are linearly dependent. Thus y = tx for some t ∈ R and so Thus ·, · is an inner product in P . So, by [1, Theorem 1.4.5], the norm in X comes from an inner product.
3. Linear mappings preserving ρ λ -orthogonality A mapping T : H → K between two inner product spaces H and K is said to be orthogonality preserving if x ⊥ y ensures T x ⊥ T y for every x, y ∈ H. It is well known that an orthogonality preserving linear mapping between two inner product spaces is necessarily a similarity, that is, there exists a positive constant γ such that T x = γ x for all x ∈ H; see [5, 17, 18] . Now, let X and Y be normed spaces, and let ♦ ∈ {B, I, ρ − , ρ + , ρ, ρ * , ρ λ }. Let us consider the linear mappings T : X → Y , which preserve the ♦-orthogonality in the following sense:
Remark 3.1. Such mappings can be very irregular, far from being continuous or linear; see [5] . Therefore we restrict ourselves to linear mappings only.
It is proved by Koldobsky [10] (for real spaces) and Blanco and Turnšek [3] (for real and complex ones) that a linear mapping T : X → Y preserving B-orthogonality has to be a similarity. Martini and Wu [12] proved the same result for mappings preserving I-orthogonality. In [6, 7, 16] , for ♦ ∈ {ρ − , ρ + , ρ}, Chmieliński and Wójcik proved that a linear mapping, which preserves ♦-orthogonality, is a similarity.
Recently, the authors of the paper [14] studied ρ * -orthogonality preserving mappings between real normed spaces. In particular, they showed that every linear mapping that preserves ρ * -orthogonality is necessarily a similarity (The same result is obtained in [4] by using a different approach for real and complex spaces).
In this section, we show that every ρ λ -orthogonality preserving linear mapping is necessarily a similarity as well. Throughout, we denote by µ n the Lebesgue measure on R n . When n = 1 we simply write µ. The following lemma plays a crucial role in the proof of the next theorem.
where f u and g u are the Gateaux differentials at u of · and · T , respectively.
Then D is the set of those points (r, t) ∈ R 2 at which at least one of the functions (r, t) → L((r, t) or (r, t) → L((r, t) T is not Gateaux differentiable. Both these functions are norms on R is a path from x to y such that Φ(t) = x and µ{t : Φ(t) ∈ ∆} = µ{t : γ(t) ∈ D} = 0. Note that t → L(γ(t)) and t → L(γ(t)) T are Lipschitz functions and, therefore, are absolutely continuous. Indeed, if t 1 , t 2 ∈ [0, 1], then
In addition, if t 1 , t 2 ∈ [1, 2], then L(γ(t 1 )) − L(γ(t 2 )) ≤ |1 − ξ||t 1 − t 2 | y − x . Finally, if t 1 ∈ [0, 1] and t 2 ∈ [1, 2], then
So t → L(γ(t)) satisfies Lipschitz conditions. Similarly, t → L(γ(t)) T satisfies Lipschitz conditions. It follows that Φ(t) T =
is absolutely continuous and that µ t : Φ ′ (t) does not exist = µ t : L(γ(t)) ′ does not exist = 0. Since t → Φ(t) = x is a constant function, we obtain Φ(t) ′ T = 0 µ-a.e. on [0, 2]. Thus t → Φ(t) T is a constant function, and we arrive at T x = T y .
Finally, taking X = Y and T = id, one obtains, from Theorem 3.4, the following result.
Corollary 3.5. Let X be a normed space endowed with two norms · 1 and · 2 , which generate respective functionals ρ λ,1 and ρ λ,2 . Then the following conditions are equivalent:
(i) There exist constants 0 < m ≤ M such that m|ρ λ,1 (x, y)| ≤ |ρ λ,2 (x, y)| ≤ M|ρ λ,1 (x, y)| (x, y ∈ X).
(ii) The spaces (X, · 1 ) and (X, · 2 ) are isometrically isomorphic.
