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1. THE METHOD 
Numerical evaluation of the Fourier transform 
m fyx) __ (3+1/2 
s 
izt 
--m e f(t) dt (-cc < x < co) (1) 
may encounter considerable difficulties due to the infinite interval of integration 
and the oscillatory integrand. In the absence of a universally accepted procedure 
for calculating j we are emboldened to suggest a new one. In what follows we 
simplify our work by imposing certain natural restrictions on the behavior of 
f andfi Thus (Aj) d eno es t an assumption about f and (&) denotes the same 
assumption about f. In Section 2 we give a simple and reasonable pair of restric- 
tions on f sufficient to justify all the hypotheses of this section. For general 
Fourier integral background, see [2, 51. 
Denote by LP (p 2 l), as usual, the normed linear space of measurable 
functionsfon (---co, a) such that lifll; = sy- If(x dx < co. L2 is a Hilbert 
space under the inner product (f / g) = l-“mf(~) g(x) dx. Assume first that 
f ELM n L2 (Al). Then 3(x) exists for all X, is continuous in x, vanishes at 
infinity, and 3~ L2. Moreover, the Fourier mapping F: f -3 of L1 n L2 into L2 
is linear and [If/i, = jl f II2 . If we now assume that f is continuous (A2) and that 
,f’eLl (A3), the inversion formula holds everywhere: 
f(x) = (27r-1’2 J-1 e+f(t) dt (-cc < x < co). (2) 
Now consider the complete orthonormal sequence (h,) of Hermite wave- 
functions on (-co, co) given by h,(x) = n -li4(pn!)-1/2 e-l/2”2Hn(x> (n = 
0, 1, 2,...), where H,(X) = (-1)” .&(d/dx)” e-“* is the nth Hermite polynomial. 
We expand f in a Fourier-Hermite series 
f = f anhn 
72=0 
(convergence in L2), (3) 
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where a, = (f lhn) = calf h,(x) dx. Since the h, lie in L1 n L2, we can 
now appeal to the linearity and L2-norm continuity of the Fourier mapping 
F: f +f^ to obtain 
f = f anhn 
7kO 
(convergence in L2). 
But it is known (cf. [ll, pp. 76-821) that 
Thus 
F(h,) = h, = i%, . 
m 
f = 1 ?a,h, (convergence in L2). 
TZ=O 
(4) 
(5) 
If we now assume that the series (3) and (5) converge uniformly on every 
finite interval (A4 and A4) the computation of f reduces to the computation of 
the a,. We set 
f(x) = e-l’+(x) (6) 
to reduce the integral defining a, to the standard form 
a, = ,-1/4pn!yt2 s m e-r2H,(x) g(x) dx. (7) -03 
The most obvious way to evaluate (7) is Gauss-Hermite quadrature of order N: 
where x1 ,..., x, are the zeros of HN , and A, ,..., A, are the associated weights 
A,,, = 2”-1N!~1~2N-2[HN&m)]-2. St roud and Secrest [lo] tabulate the x, 
and A, to 30 significant figures for N = 2(l) 64(4) 96(8) 136. But the obvious 
way is not always the best, and the best method of calculating the alE for a given f 
must be left open for the present. 
2. SUFFICIENT CONDITIONS AND THE RATE OF CONVERGENCE 
Since we propose to evaluate P for functions f from the real world, we seek 
natural restrictions on f sufficient to justify our above assumptions. The simplest 
such conditions would seem to be the following pair: 
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(A5) f is absolutely continuous, i.e., 
f (4 = f(o) + If ‘(4 dt (-cc <x < co) and f’ EL”; 
(A6) xf EL2. 
THEOREM. Assumptions (A5) and (A6) imply (Al)-(A4) and (Al)-(A4). 
The proof consists of an exercise in Fourier analysis plus appeal to a classical 
theorem of Stone [8,9]. Since f is continuous, St1 1 f(x)]” dx < co for allp > 0. 
But on the set (-a, a) - [l, l] [f(x)le < x2 if(x)12~L1. Hence f EL2. On 
the same range apply the Schwarz inequality to f = (xf) x-l to obtain f EL1. 
Then! E L2, is continuous, and vanishes at infinity as before. It now follows from 
the well-known duality of the momentum operator P = -i(d/dx) and the posi- 
tion operator Q = x’ in L2 under the Fourier transformation F (cf. [2, pp. 123- 
1281) that (A5) implies (A6) and (A6) implies (A5). Thus f”gLl by the above 
analysis, and we have now established (Al)-(A3) and (Al)-(A3). What remains 
is to verify the Stone criteria (our formalism) for uniform convergence on finite 
intervals of the Fourier-Hermite series of a function f: (I) f is absolutely conti- 
nuous; (II) -f’ + xf E L2; (III) f (x) = O(eLz2) (K < 3) as 1 x 1 ---f co. But (I) is 
part of (A5), (II) holds since both f’ and xf lie separately in L2, and (III) holds 
trivially since f vanishes at infinity because of the inversion formula (2). Thus 
(A4) is valid and then (A4) by duality. 
Let us enlarge on the momentum and position operators. It is known that 
P = -id/dx is a self-adjoint operator in L2 on the natural domain gn = [f: 
f E L2 and (A5)] and that Q = x. is self-adjoint on the natural domain %+o = 
[f : f E L2 and (A6)]. Thus the joint content of (A5) and (A6) is that f E BD n go . 
Moreover, if one extends the mapping F from the dense domain L1 n L2 to all 
of L2 in standard fashion the duality between P and Q takes the precise form 
QF = -FP and FQ = PF. 
Consider now the rate of absolute convergence of the series (3) and (5). The 
Cramer inequality 1 h,(x)1 < C, where 0 < C < 1 [6], reduces the problem 
to that of the series xz==, j a, I . Consider the operator K = P2 + Q2 = 
-d2/dx2 + x2 on the natural domain. It is known that K is symmetric 
and that Kh, = (272 + 1) h, . Thus f E 5SKp implies (2n + 1)p (f j h,) = 
<f / (2n + l)P h,) = (f j K%,) = (K?lf I h,). But then (272 + 1)p i(f / h-11 = 
[(K”f 1 h,)l < II K”fll, . [I h, II2 = /I KPf iI2 . We conclude that / a, 1 = 
j(f I h,)j < (2n + 1)-Y /I KPf /I2 whenever f E g,p. It is not hard to show [5, 
p. 1001 that a, = O(n-P) for every p > 0 iff f lies in the class CJ.” of infinitely 
differentiable functions such that xpf (Q)(x) + 0 as j x I ---f co for all p, q = 
0, 1, 2, 3,.... Moreover, on C’irn the Gauss-Hermite quadrature formulae (8) 
are probably “optimal.” An obvious exercise would be f(x) = exp(-x4). 
In a forthcoming paper in progress we carry out numerical experiments on 
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various classes of functions in order to compare our method with others, such 
as the Fast Fourier Transform (cf. [4, pp. 18&201]). 
3. AN HISTORICAL NOTE 
The Hermite wavefunctions seem to have fallen between the two stools of the 
Hermite polynomials H, and the parabolic cylinder functions D, . It is an histo- 
rical misfortune that the differential equation satisfied by y = D, was 
standardized by Weber as y” + (a + 4 - ix”) y = 0 rather than the equation 
y” + (2n + 1 - x2) y = 0 satisfied by y = h, . The difference may seem 
trivial, but the effect of the wrong standardization has been to obscure the 
crucial formula (4)-that the h, are the eigenfunctions of the Fourier trans- 
formation F. Thus, even though the importance of (4) was realized by Wiener 
in his 1933 book [12], the present author has been unable to dig Eq. (4) out of 
the relevant volumes [6, 71 of the Bateman Manuscript Project or the National 
Bureau of Standards Handbook [I]. We propose scrapping the Weber functions 
D 72’ A new handbook treatment starting with the unnormalized functions 
e-$H,(x) and supplemented by computer programs as well as tables is called 
for. In the paper in progress cited above we plan to implement this project. 
As a sample let us evaluate the Cramer constant C of Section 2. According 
to [6, p. 2081, “H. Cramer has proved that exp(-l/2X2) 1 H,(x)1 < k2*~(n!)l/2 
where k is a constant for which Charlier (1931) gave the approximation 
1.086435.” There the matter seems to have rested until now. Without men- 
tioning the word “elliptique,” Charlier [3, pp. 49-531 actually approximated 
the obvious expression of k2 as a complete elliptic integral of the first kind: 
K2 = (2/n) KY($) = (2/r) J0n’2 (1 - 4 sin2 0)-1/2 d0 N 1.180341, 
whence k N 1.086435. But if one appeals to the NBS Handbook [l] formula 
(17.3.9) K(m) = (rr/2)F(+, 4, 1; m), whereF(a, b, c; Z) is Gauss’ hypergeometric 
function, and sets a = 4, b = 1 in the Handbook formula 
(15.1.26) F(u, 1 - a, b; 4) = 21-bd’2T(b) [r($a + &b) r(+ + &b - $+)I-’ 
(b # 0, -1, -2 ,... ), 
the inequality satisfied by h,(x) = &/4(2”n!)-1/2 c~/~~~H,(x) collapses to the 
following neat form: 
I M4 < l/r(3/4) (--co<x<m) (9) 
Thus C = l/r(3/4) = 0.8160 48939 098263, according to page 3 of the Hand- 
book. 
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