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Composition of Top-Down and Bottom-Up Tree Transductions 1 
BRENDA S. BAKER 2 
Bell Laboratories, Murray Hill, New Jersey 07974 
Two classes of tree transducers (finite-state automata which read trees and 
output rees) are studied: "top-down" transducers, which read trees from the 
root toward the leaves, and "bottom-up" transducers, which read trees from the 
leaves toward the root. The closure properties of each class under composition 
are investigated, and some decomposition theorems are presented. It is shown 
that the two classes can be decomposed into the same two simple classes of 
transductions. Consequently, for every n, the composition of n transductions in
one direction can always be realized by the composition of n ÷ 1 transductions 
in the other direction. Finally, some results are presented concerning the role 
of the finite-state control in tree transductions. 
INTRODUCTION 
Tree transducers are finite automata which read finite labelled trees instead 
of strings and generate finite labelled trees as output. They were first defined 
by Rounds (1968) and Thatcher (1970, 1973) to model transformations of trees 
which arise in the theory of transformational grammars in linguistics and in 
syntax-directed compilation of computer programs. Transformational grammars 
explain the relationship between sentences of different form but the same 
meaning (e.g., "The boy hit the ball" and "The ball was hit by the boy") by 
proposing that they share a common "deep structure" but have different 
"surface structures"; systematic transformations (e.g., active, passive) may be 
applied to the tree representing the deep structure to obtain the trees representing 
the surface structures. On a syntax-directed compiler, machine code is obtained 
for a program statement by composing pieces of code associated with the nodes 
of the parse tree for the statement. This process may be regarded as a trans- 
formation of the tree representing the syntax of the program statement into 
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a tree representing the syntax of the machine code; the machine code is the 
"yield" of the output tree (the yield of a tree is the string obtained by con- 
catenating the leaves of the tree from left to right). 
Like a finite string automaton, a tree transducer has a finite set of states and 
its behavior is determined by the states and input symbols (labels at nodes). 
In general, a tree transducer may be nondeterministic. Tree transducers are 
divided into two classes according to the direction in which they read input 
trees. A ;'top-down" transducer reads a tree by starting at the root and proceeding 
toward the leaves; after reading a node ~, it reads the sons of node a. A "bottom- 
up" transducer reads a tree by starting at all the leaves concurrently and reading 
toward the root; after reading all the sons of a node Z, it may read node Z. 
A more detailed intuitive description of top-down and bottom-up transducers 
and their formal definitions appear in Section 1. Engelfriet (1975a) has shown 
that the class of top-down transductions and the class of bottom-up trans- 
ductions are incomparable; that is, there are transductions which can be per- 
formed top-down but not bottom-up, and vice versa. 
Neither the class of top-down transductions nor the class of bottom-up 
transductions i closed under composition (Engelfriet, 1975a and Thatcher, 
1970). However, if two transductions are sufficiently restricted, their composition 
may be a tree transduction of the same type. Several such restrictions have been 
reported elsewhere (Thatcher, 1970 and Rounds, 1970). Section 2 presents 
a systematic study of such restrictions and the closure of classes of tree trans- 
ductions under composition. 
Section 3 presents decomposition results for top-down and bottom-up tree 
transductions. Some of these results were obtained independently by Engelfriet 
(1975a). The section begins with two fundamental decomposition theorems 
for the classes of top-down and bottom-up transductions. The relation of the 
two theorems i surprising: there are two classes A and B of tree transductions 
such that A o B (i.e., B applied first) is equal to the class of top-down trans- 
ductions while B o A (i.e., d applied first) is equal to the class of bottom-up 
transductions. Intuitively, class B embodies the ability of tree transducers to 
make copies of subtrees while class A embodies their nondeterminism. The two 
decomposition theorems reflect a fundamental difference between top-down 
and bottom-up transducers with respect o the way they use copying and non- 
determinism. 
An important consequence of the two decomposition theorems is that the 
classes of top-down and bottom-up transductions are closely related in power. 
In particular, for every n, the composition of any n top-down transductions 
may be realized by the composition of n 4- 1 bottom-up transductions, and the 
composition of any n bottom-up transduetions may be realized by n ,-}-1 
top-down transduetions. Thus, if a tree is transformed by applying a sequence 
of tree transductions in one direction, at most one "pass" is gained or lost 
compared to applying tree transductions in the other direction. 
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Ogden and Rounds (1972) proposed the question of whether for every n, 
there are n q-1 transductions whose composition is not realizable by the 
composition of n transductions. That is, under composition, do tree trans- 
ductions generate an infinite hierarchy of classes of tree transformations ? 
Engelfriet, Rozenberg, and Slutzki (1978) have recently announced a proof 
that this hierarchy is in fact infinite. In Section 4, it is shown that this infinite 
hierarchy of tree transformations is not generated by the repeated use of the 
finite-state control. In particular, it is proven that for each n > 1, the composition 
of n multi-state transductions in either direction can be realized instead by n 
one-state transductions followed by a single multi-state transduction. Intuitively, 
this result implies that the finite-state control does not interact very strongly 
with the ability of tree transducers to copy subtrees and apply nondeterminism; 
the finite-state control may be applied only at the end of the sequence of trans- 
ductions without loss of power. 
An efficient way to deal with trees is to treat them formally as strings con- 
structed from "ranked" alphabets. An alphabet Z is ranked by a function 
r: 2J --+ N which assigns a rank  to each member of Z. For each n, Z~ = r - l (n )  
denotes the set of symbols in Z which have rank n. Intuitively, the rank of a 
symbol is the number of sons it has when it labels a node in a tree. 
Let H denote the set containing left and right brackets and comma. For a 
ranked alphabet Z, the set Z ,  of (finite labelled) trees over the alphabet Z is 
the least set of strings in (X t) 17)* such that 
(1) ~o_CZ,, 
and 
(2) for n > 0, b ~ Z~,, and t l  , t~ . . . . .  t~ ~ Z ,  , b [q  , t 2 ,..., tn] ~ Z ,  . 
By convention, if t = b[ta ,.,., t~] e Z , ,  it may be assumed that n > 0, 
b ~ Z~, and t 1 ,..., t~ ~ Z , ,  unless otherwise specified. 
An important parameter of a tree is its depth, which is defined inductively as 
follows: 
(1) For b ~ Z0, depth(b) -~ 1; 
(2) For t -~ b[t 1 ..... tn] ~ Z , ,  depth(t) = 1 -}- maxl~<i<~ depth(ti). 
For the purpose of informal discussion, trees are described in their usual 
manner by directed graphs, drawn so that the "root" of the tree is at the "top" 
and the "leaves" of the tree are at the "bottom." With this convention, it is 
natural to consider two types of machines which read trees: "top-down" 
transducers, which start at the root and read toward the leaves, and "bottom-up" 
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transducers, which start at the leaves and read toward the root. We describe 
top-down transducers first. 
Intuitively, a top-down tree transducer generates output in steps as it reads 
from the root toward the leaves of a tree. Before each step of a computation, 
the tree transducer has one or more "read heads" reading nodes of the input 
tree; more than one head may be reading a single node. Each head has a state 
associated with it. Initially, a single head in a "starting" state scans the root 
of the input tree. In the initial step, the transducer reads the label of the root 
and generates a partial output tree, while the read head splits into new heads 
which proceed to scan the sons of the root (if there are any). Thereafter, each 
step includes reading some node, adding to the partial output ree, and generating 
new heads to read the sons (if any) of the node just read. 
Before each step, each of the heads currently scanning a node corresponds 
to a single marked leaf of the partial output tree. In each step, some head 
generates a new output subtree u (determined bythe  state of the head and the 
label of the node ~ it scans). This subtree u is then inserted at the marked leaf 
corresponding to the head. I f  the input node c~ has rank 0, this branch of the 
computation is completed and the head goes away. Otherwise, the old head 
splits into new heads which move down to read the sons of ~. Markers at the 
leaves of u determine which heads should read which sons in which states. 
Each son may be read by 0, 1, or more of these new heads. Thus, the number 
of heads reading a given node may grow exponentially with its distance from 
the root. The computation is completed when no more heads remain to scan 
nodes of the input tree. In general, the transducer is allowed to be nondeter- 
ministic, so that a head may have a choice of possible output trees to produce, 
or it may have no action defined when it reaches a node with a certain label. 
The central mechanism in the action of tree transducers i the insertion of 
subtrees at specially marked leaves of another tree. This process of "tree 
substitution" is defined as follows. 
DEFINITION. Let Z be a ranked alphabet, with A o C X 0 . For each d e A 0 , 
let T a C Z , .  For t e Z~,, the set of trees obtained by substituting trees from T d 
at leaves labelled d, for each d ~ A 0 , is written t(d : T d I d ~ Ao) and is defined 
inductively as follows: 
(1)  I f  t ~ Z o - -  Ao, then t(d : T a (dedo)  = {t}; 
(2) I f t~A0, thent (d :  Ta [ d ~ Ao) = Ta ; 
(3) I f  t = b[t 1 ,..., t~] ~ Z ' . ,  then 
t(d : T a I d ~ Ao) = {b[ul ,..., u,,] I for 1 <~ i ~ n, u ie  t~:(d : T a I d~ Ao) }. 
I f  each T a is a singleton set, so that for each d, T a = {ta} for some tree t a , we 
abuse the above notation by writing simply t(d : t a I d ~ Ao). 
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EXAMPLE. If t = g[f[b], c, g[d, b, d]], A 0 = {b, c}, and tb ~- h[a, a], t, == 
h[b, b], then t(s : t S I s ~ Ao) = g[f[h[a, a]], h[b, b], g[d, h[a, a], d]]. I f  To = 
{h[a, b], h[a, a]} and T, = {h[b, b]} then t(s : T~ I s ~ Ao) is the set containing 
the four trees: 
g[f[h[a, b]], h[b, b], g[d, h[a, b], d]], 
g[f[h[a, a]], h[b, b], g[d, h[a, b], d]], 
g[f[hfa, b]], h[b, b], g[d, h[a, a], d]], 
g[f[h[a, a]], h[b, b], g[d, h[a, a], d]]. 
As described above, the output tree generated in a step of a computation of 
a top-down tree transducer contains markers which specify which sons of the 
current input node to read next and which states to continue in. The sons are 
specified by means of a special infinite set of symbols X --~ {xi I i = 1, 2,...}, 
where xi ~ xj for i va  j. Thus, xi refers to the ith son of the current input node. 
I f  a tree transducer has a set of states Q, then by convention Q × X will be 
a set of symbols of rank 0. For each n > 0, let X ,  = {xl ,..., x~}, and let X 0 ~- ;~. 
DEFINITION. A (nondeterministic) top-down tree transducer is a 5-tuple 
M = (Q, ~, A, R, Qo) where 
(1) Q is a finite set of states, 
(2) ~ is a finite ranked alphabet called the input alphabet, such that 
Zc~H= ~,  
(3) A is a finite ranked alphabet called the output alphabet, such that 
(4) Qo c Q is a set of starting states, and 
(5) R is a finite set of rules, 
R C U (9 × &) x (~ u (9 x x . ) ) , .  
n>/0 
A rule is written in the form (q, b) -÷ w, where q e Q, b E 2~,  and w ~ (A k3 
(Q x X~)).  for some n. 
The behavior of a top-down tree transducer was described above as involving 
arbitrarily large number of heads, each controlling an independent subcomputa- 
tion on the input tree. Formally, the behavior is given by an inductive definition 
of the output produced from a tree starting in a state q. 
DEFINITION. Let M -~ (Q, 27, A, R, Q0) be a top-down tree transducer, and 
let q a Q" For a tree t ~ 27,, the set of trees output from t by M starting in state q 
is denoted by M(q, t) and is defined inductively as follows. 
COMPOSITION OF TREE TRANSDUCTIONS 191 
(1) I f  t = b e 2 0 , then M(q, t) = {w I (q, b) --* w e R}; 
(2) I f  t = b[t 1 ..... t~] c X .  , then 
M(v,t)  =- O w(<p, xj}:M(p,t~) peO,  j>  1). 
(q,b)-~weR 
We illustrate top-down transducers in the following examples. 
EXAMPLE. Let 27 = {b, c} be a ranked alphabet, in which b has rank 2 and c 
has rank 0. Let d = {f, g, d} be a ranked alphabet in whichf  and g have rank 2 
and d has rank 0. Then M = ({%}, 27, A, R, {%}) is a nondeterministic top-down 
tree transducer, where 
R = {(qo, b) --~f[{qo, x~), <qo, x,)], (qo, b) -->g[<qo, x~), {qo, x~)], (qo, c) --,- d}. 
At each node labelled b, M generates either an fo r  a g and starts two computations 
on the left subtree. Therefore, if s is a tree in Z ,  such that the path from the root 
to the leftmost leaf has exactly k nodes, then M(qo, s) = {teA .  [ every path 
from the root of t to a leaf has exactly k nodes}. 
EXAMPLE. (Rounds, 1970) An arithmetic expression involving addition, 
multiplication, a constant c, and a variable y may be represented by a tree over 
the alphabet 2 : -  {+,  *, y, c}, where + and * have rank 2 and y and c have 
rank 0. We construct a top-down transducer M which takes the formal derivative 
with respect o y of the expression represented by an input tree in Z , .  Let 
d = 27 v3 {1, 0}, where 1 and 0 have rank 0. Let M = ({D, [}, Z', A, R, {D}) 
be a top-down transducer, where R contains the following rules: 
(D, +) ~ +[<D, x~), <D, x2>], 
(D, *) --+ +[*[<D, x,), </, x2)], *[</, x,), <D, x2)]], 
(D, y) -+ l, (D, c) --* 0, (I, ~) --> a for a ~ {y, c}, 
and 
(/, o) --, ~[</, x~), <I, x~5] for ~ e {+,  *}. 
For t == +[*[c, y]; y], M(D, t) = {+[+[*[0 ,  y], *[c, 1]], 1]}. In general, for a 
tree t ~ 2 , ,  M(1, t) ~ {t} and M(D, t) is the singleton set containing the tree 
representing the formal derivative of the expression represented by t. 
Next, we describe the behavior of bottom-up tree transducers. A bottom-up 
tree transducer eads an input tree t by starting at the leaves and working 
upward the root of t. At each leaf ~, the label of ~ determines the possible output 
trees and states to be entered; the transducer outputs a tree and enters some state 
which is then associated with ~. When all the sons of a node/? of rank greater 
than 0 have been read, the label of fl and the states associated with the sons of fl 
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determine an output tree u and a state q; the transducer substitutes the output 
trees produced from the subtrees of g at specially marked leaves of u and state q 
becomes associated with /3. The output generated from the ith subtree of/~ 
may be substituted at 0, 1, or more leaves of the tree output at/3. The computa- 
tion ends when the transducer has read the root of the input tree. It is an 
accepting computation if the transducer has entered a final state at the root. 
Unlike a top-down transducer, a bottom-up transducer reads each input node 
exactly once. Instead of starting several computations on a subtree and using 
the output from each exactly once, the bottom-up transducer generates one 
output tree from an input subtree and makes copies of it. As the transducer can 
make several copies of output trees at each input node as it works its way up 
toward the root, the size of the output tree may grow exponentially with the size 
of the input tree. 
DEFINITION. A (nondeterministic) bottom-up tree transducer is a 5-tuple 
M = (Q, Z, A, R, F), where 
(1) Q is a finite set of states, 
(2) N is a finite ranked alphabet called the input alphabet, such that 
(3) A is a finite ranked alphabet called the output alphabet, such that 
A n l I  : ;J , 
(4) F _ Q is a set of accepting or final states, 
(5) R is a finite set of rules, 
R c U (z~ x Q~) x (Q x (~ w x, ) , ) .  
n~>0 
A rule is written in the form (b, qi ..... q,) ~ (q, t), where b ~X~,  n )O ,  
q, ql ..... q~ ~ Q, and t E (A W X,~),. 
The behavior of a bottom-up transducer on an input tree is defined inductively 
from the behavior on input subtrees and the possible outputs at the root. 
DEFINITION. Let M = (Q, Z, A, R, F) be a bottom-up tree transducer, and 
let q e Q. For a tree t e 27,, the set of trees which M can output from t ending 
in state q is denoted by M(q, t) and is defined inductively as follows: 
(1) ForbeZo,M(q ,b  ) ={wlb-+(q ,w)~R},  
(2) For t z b[t i ..... t~] e27 . ,  
3J(q, t) = {w(xi : ui I 1 ~ i ~ n) ] for some ql ,..., q~ E O, 
(b, qi ,..., q~) -+ (q, w) e R and for 1 ~ i ~< n, 
ui e M(q,, tO}. 
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Note that in the second part of the above definition, a single tree u~ in M(q i , ti) 
is chosen and substituted at every occurrence of x~ in w. I f  x l ,  1 ~< i ~< n, 
does not occur in w and M(q~, t~) = ~,  then no output tree can be generated 
using w; it must be possible to generate an output tree from every subtree even 
though this output ree may not appear in the final output from the computation. 
EXAMPLE. Let X = {b, c} be a ranked alphabet with b of rank 2 and c of rank 
0. Let A --  {f, g, d} be a ranked alphabet in which f and g have rank 2 and d 
has rank 0. Let M ~ ({q0}, X, A, R, {q0}) be a bottom-up transducer, where 
R . -  (c -+ (qo, d), (b, qo, %) --+ (qo, f [x~,  xx]), (b, qo, %) -+ g[x~, x~]}. 
Thus, at each node labelled b, M generates either an f or a g and makes two 
copies of the subtree it has already generated from the left input subtree. If s 
is a tree in 2 ,  such that the path from the root to the left-most leaf has exactly h 
nodes, then 
M(q o , s) = {t aA ,  I every path from the root to a leaf in t has 
exactly k nodes and the same sequence of labels}. 
DEFINITION. Let M = (Q, Z', A, R, P)  be a top-down or bottom-up tree 
transducer. For a tree t, the set of all trees output from t by M is M(t )  --- 
U,eP M(p ,  t). For a set T of trees, the set of trees generated from T by M is 
M(T) - -  Oter M(t ) .  The transduction performed by M is a relation consisting 
of input-output pairs of M: 
T(M)  - -  {(s, t )  cX ,  × A .  I teM(s )} .  
Since tree transductions are relations, they may be composed. Thus, 
T(JVI2) o T(M~) -~ {(s, u) I for some t, (s, t )  e T (M d and (t, u) ~ T(M2)}. 
If B and C are classes of transduetions, B o C - -  { T B o T c ] T c e C and Ta E B}. 
Also, B 1 == B, and for n >/ 1, B ~+a = B o B% 
Notation. Whenever a rule of a top-down transducer M == (Q, 2:, A, R, Q0) 
is given as 
(q, b) --~ v l (q i ,  xi~) % "'" v,n(q,, , xi,,) v,~+l, with b ~ 2~,  
it may be assumed that each %. a (A u i7)* and 1 <~ i1 ..... i n <~ n. Similarly, 
when a rule of a bottom-up transducer M - :  (Q, 27, A, R, F )  is given as 
(b, qa ,..., %) -+ vlxiiv2 "'" v~xi ,v~+l , with b e 27~ 
it may be assumed that each vg ~ (A • H)*, and 1 ~ i 1 ..... im ~ n. 
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2 
Neither the class of top-down transductions nor the class of bottom-up 
transductions is closed under composition (Thatcher, 1970 and Engelfriet, 
1975a). Nevertheless, if M1 and Me are top-down (bottom-up) transducers, it is 
possible for T(M2) o T(M1) to be a top-down (bottom-up) transduction. It  is 
natural to wonder what restrictions must be placed on 3 I  1 and M2 in order to 
ensure that T(M2)o T(M1) is a top-down (bottom-up) transduction. Such 
restrictions are discussed in this section. The approach is to define a top-down 
(bottom-up) transducer M 2 o M1 from top-down (bottom-up) transducers M 1 
and M2, and give conditions under which T(M 2 o Mr) -~ T(M2) o T(2vI1). This 
approach yields many results concerning composition of tree transductions. 
Some of these results have been published previously, and some are refinements 
of previous results. They are presented here because they are important in 
proofs in Sections 3 and 4, and because past confusion about the closure of tree 
transductions under composition (Rounds, 1968 and Thatcher, 1970) makes it 
advisable to give rigorous proofs of new closure results. Also, the constructions 
of M2 o M 1 in this section are referred to in later sections, when it is necessary 
to prove that T(M~) o T(M1) is a top-down or bottom-up transduction for some 
transducers M 1 and M 2 . Thus, the rigorous proofs in this section enable 
induction proofs to be avoided in Sections 3 and 4. 
The restrictions on tree transducers which are relevant in this section are of 
five types: a transducer may be restricted to be one state, total, partial deter- 
ministic, nondeleting, or linear. A top-down (bottom-up) transducer is one-state 
if it has exactly one state, and this state is a starting (accepting) state. A top-down 
or bottom-up transducer M is linear if no variable xj occurs more than once 
in the right side of any rule of M. M is nondeleting if for each rule of M, if n 
is the rank of the input symbol in the left side, then the right side has at least one 
occurrence of each x~, 1 ~ j ~ n. A top-down transducer M -~ (Q, 27, A, 
R, Q0) is partial deterministic if Q0 is a singleton set and for each b ~ 27 and each 
q 6 Q, there is at most one rule with the left side (q, b). A top-down transducer 
M = (Q, Z, A, R, Q0) is total if for each b ~ Z and each q ~ Q, there is at least 
one rule with left side (q, b). A bottom-up transducer M ~- (Q, 27, A, R, F) is (1) 
total, or (2) partial deterministic if for each n >/0, each be  Z~, and each 
ql ,.-., qn E Q, there is (1) at least or (2) at most one rule with left side (b, ql ,.-., qn). 
A transducer which is both total and partial determinstic is called total deter- 
ministic, or simply deterministic. 
The various classes of tree transductions obtained bY the above restrictions 
are abbreviated according to the following correspondences: T---top-down; 
B- -bottom-up;  N--nondeterministic; D--deterministic; PD--part ial  deter- 
ministic; L-- l inear; tot--total; nondel--nondeleting; and O--one state. For 
example, NT is the class of nondeterministie top-down transductions, PDOB 
is the class of partial deterministic one-state bottom-up transducfions, and 
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nondel DLT is the class of nondeleting deterministic linear top-down trans- 
ductions. Since DOT = DOB (Engelfriet, 1975a) this class is generally written 
as DO. 
The first topic to be considered is the composition of top-down transductions. 
DEFINITION. Let M 1 = (Q, 27, A, R1, Q0) and M s = (P, A, 1~, R2, Po) be 
top-down transducers. Extend M 2 to input alphabet A tA (~ × X) and output 
alphabet F u ((P × Q) × X) by adding all rules of the following form: 
(p, (q, ~,)) ~ (rio, q), xd, 
where p E P and q ~ Q. 
A transducer M~ o 3/I 1 (the "composition" of M 1 and 2VIe) is constructed 
by setting M s o M 1 ~ (P × Q, 2;,/~, R, Po × Qo) with R - -  {((p, q), b) --~ u ) 
for some (q, b) ~ w ~ R1, u ~ Mz(p, w)}. 
In general, T(3/I 2 oM1)=/: T(Ms)o T(NI1) since the class of top-down 
transductions is not closed under composition (Thatcher, 1970). However, under 
certain conditions equality is obtained. 
THEOREM 1. Let M 1 = (Q, 27, A, R1, Qo) and M 2 -- (P, A ,1  ~, R2 , Po) be 
topdown transducers. T (M z o M1) =: T(M2) o T(M1) i f  both of the following 
conditions hold: 
(1) either M 2 is linear or M 1 is partial deterministic; 
(2) either M 2 is nondeleting or M 1 is total. 
I f  condition 2 is not satisfied, M2 o M1 can delete an input subtree which 21//1 
would have read, but 2142 o 311 cannot determine without reading the subtree 
whether M 1 would have been defined on it. I f  condition 1 is not satisfied, it is 
possible for M 1 to generate u 1 and us from an input subtree t starting in state q, 
and for M s to make exact copies of each of u 1 and u 2 , starting in state p, while 
Ms o M1 can generate u~ from t starting in state (p, q) wherever it can generate 
u 2 , and vice versa. 
Proof of Theorem 1. Let M 1 ~- (Q, 27, A, R1, Q0) and M 2 = (P, A , / ' ,  R2, 
P0) satisfy the conditions. We claim that for every s ~ Z , ,  q ~ Q, p ~ P, and 
u ~ F . ,  u ~ ~s  ° MI((P, q), s) if and only if there exists t ~ Ml(q, s) such that 
u e Ms(p,  t). 
In order to prove the claim, it is necessary to be able to determine for 
v ~ (A u (Q × X) ) .  and u ~ Ms(v), which occurrences of x~ in u are derived 
from which occurrences of xj in v. Therefore, we use a new alphabet o/abe/  
occurrences of variables in v ~ (A u (Q × X) ) . .  
Let O - -  {dj I J > 0} be a set of distinct new symbols of rank 0. For w = 
wl(ql , xq)w s "" w~(q~ , X%)Wm+ 1 define h(w) = wf l lw 2 "" wmdmw~+~. Extend 
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2142 to input alphabet A v_) ~ and output alphabet _P v) (P x /2) by adding all 
rules of the form (p, d~) --~ (p ,  d~). 
To prove the claim, we need to use the fact that the action of a top-down 
transducer on the "top" part of a tree does not depend on what is lower in the 
tree. In particular, we use the following assertion. 
ASSERTION. I f  V ~ (A k3 (Q × X) ) ,  , v contains m >~ 0 elements of Q × X ,  
and t 1 ,..., t~ ~ A ,  , then 
Ms(p,  h(v)(dj : tj I 1 ~ j ~ m)) 
= {w((p', d~) : M2(p',  tl~) I P' ~ P and 1 ~ k ~ m) ] w ~ M~(p, h(v))}. 
It is straightforward to prove the above assertion by induction on the depth 
of  V. 
The claim is proved by induction on the depth of s. For s of depth I, the claim 
follows trivially from the definition of M~ o M 1 . For some h >~ 1, assume that 
the claim holds whenever shas depth at most k. Let s = b[s 1 ..... s~] ~ 21, be a tree 
of depth k + 1. 
Suppose t ~ Ml(q, s) and u ~ M~(p, t). Then there exists a rule (q, b) --~ v a R1, 
with v = vl(q~, x~)v~ "'" v,~(q m , xi,~)vm+l, and t 1 ,..., t~ ~ A,~ such that 
t -~ vlt lv ~ .." v~t~V~+l and for j -~ 1,..., m, t~ ~ Ml(q~, si). 
Now, by the assertion, Ma(p, t) ~ {w((p' ,  de) : Mz(p' ,  te) I P' ~ P, 1 <~ 
k <~ tn) l w ~ M~( p, h(v))}. Therefore, for some w ~ M2(p, h(v)), we have 
w = wl(p l ,  d~l) w2 "'" w~(p~, d~) 7X)r+l, U 1 . . . .  , U~, E ] ' ,  , 
u = wlu lwe""  w~urwr+l and for j = 1,..., r, uj ~ Mz(p j ,  t~). 
By the induction hypothesis, for j : 1 .... , r, u s ~ M~ o Ml ( (p  j , qk), s%). 
Moreover, there exists a rule 
((p, q), b) ~ w~((p,, %), x%) wo..., wA(p,., q~,), x,~) w,.+l 
in R. Therefore u ~ M 2 o M~((p, q), s). Note that the argument for this direction 
of the claim does not depend on restricting M 1 or M~ by conditions 1 and 2. 
Suppose u ~ M s o MI ( (p ,  q), s). Consider the rule ((p, q), b) --~ w ~ R applied 
at the root of s. For some rule 
(q, b) -+  v = v l (q l  , x~)  v~ ... v,~(q,~ , xi , ,)  v,~+~ e R1,  
w a M2(p, v). Moreover, for some w' a M2(p, h(v)), if 
w' = w l (p i  , d~)  w2 "'" wr(pr  , de~) w~+ 1 ,. 
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then 
w = w,<(&,  qkO, x%> ~:~... wd(p~, qk~), x%> zv~+~. 
Now, there exist u 1 ,..., u r ~ 1". such that u : wlulw 2 "" wrurwr+ 1 and each 
us ~ M2o MI((p;, %), s~, ). 
By the mductmn hypothesis, there exist t t ,..., tr such that for j ~ 1,..., r, 
t~ ~ Ml(qej , s%) and u s ~ M~(p3 , tj). 
For each j, 1 ~ j ~ m, such that there exists k~ = j, set t~ = t~ (t~ is well- 
defined since ondition 1 ensures that t~ = te ifk~ = k~). Note that t; ~ Mx(q~ , si). 
I f  there exists j such that dj does not occur in w', condition 2 ensures that 
Ml(q~, si) @ 25; so for each such j, choose some z in Ml(q i ,  si)  and set 
tj : z. Finally, set t = h(v)(d 3 : t~ ] 1 <~ j ~ m); clearly, t ~ Ml(q, s). By the 
assertion, 
M~(p, t) --  Ms(p, h(v)(dj: t;l 1 ~< j ~< m)) 
D w' ( (p j ,  dkj): iVl~(pj, t~) ] 1 <~j ~ r) 
= w' ( (p j ,  d~,): M~(pj, t;)l 1 < j  ~< r) 
Wl/,/lg~ 2 "'" WrgrWr+ 1 = bl. 
This completes the proof of the claim. | 
COROLLARY 2. 
(1) nondel NLTo NTC NT;  
(2) nondel NT o PDT C_ NT;  
(3) NLT o tot NT C _ NT ;  
(4) [6] NTo DTC_ NT;  
It is natural to ask whether Corollary 2 can be strengthened. Rounds (1970) 
has shown that NLT o NLT  is not contained in the class of nondeterministic 
top-down transductions; therefore, (1) and (3) cannot be extended to NLT o 
NT  C_ NT .  Similarly, Rounds (1970) showed that partial DT o partial DT is not 
contained in the class of nondeterministic top-down transductions; therefore, 
(2) and (4) cannot be extended to NT o partial DT C NT .  
If  M 1 and M 2 are partial deterministic, so is M~ o M 1 . Similarly, if M 1 and 
M~ are total, so is ~/~ o M 1 . Therefore, we obtain the following corollary. 
COROLLARY 3. 
(1) (Rounds, 1970) tot DT o tot DT C_ tot DT; 
(2) nondel PDT o PDT C_ PDT;  
(3) PDT o PDT C PDT.  
64314~]2-6 
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I f  M 1 and M s are both linear, so is M s o M1. Therefore, we have the following 
corollary. 
COROLLARY 4. 
(1) nondel NLT o NLT  CC NLT;  
(2) NLT o tot NLT C_C_ NLT .  
Finally, if both M1 and M s are one-state transducers, o is M~ o MI ,  and we 
obtain the following corollary. 
COROLLARY 5. The class NOT of nondeterministic one-state top-down trans- 
ductions contains the following classes of transductions: 
(1) nondel ]VOLT o NOT;  
(2) nondel NOT o PDOT;  
(3) NOLT o tot NOT;  
(4) nOT o DO. 
Next, we investigate the composition of bottom-up transductions. Again, 
given bottom-up transducers M 1 and M s , we wish to construct a bottom-up 
transducer M e o M 1 such that T(M 2 o Ma) = T(M2) o T(M1) if certain condi- 
tions are satisfied. 
The construction of M s o M 1 depends on defining the behavior of 1V/s on the 
right side of rules of M 1. In particular, for each xj occurring in the 
right side u of a rule of M 1 , it is necessary to consider all possible states which 
M s could enter after reading a tree tj output by M 1 and substituted for x~ in u: 
In general, different states of M s may be associated with distinct occurrences of 
xj in u. When rules of M 2 are applied to u, the tree generated by M 2 from a 
particular occurrence of t~. may be copied. In the construction of 1]//2 , it is 
important to keep track of which occurrence of tj a particular output tree of M s 
is generated from. Therefore, we replace the j th  variable from the left in u 
by a new symbol d 3- to define the action of M s , for each j.  Intuitively, if each d~. 
is "assigned" a state p j ,  M 2 enters state p~ and outputs dj when it reads dj ,  and 
it applies rules as usual to symbols in A. 
DEFINITION. Let M~ = (P, A, 1", R2,  F2) be a bottom-up transducer. 
Let f2 = {di I i > {3} be a set of new symbols of rank 0. For v = v lxq% "" 
v~x~v~+ 1 ~ (A u X)* , define h(v) = vldlv~ "'" v~d~v~+l.  For n ~ 0, 
P, Pl ..... P~ ~ P, and t ~ (A k) (2). , we give a recursive definition of 
M~,,1 ..... ~,(p, t) (the set of trees output by M e from t resulting in state p when 
each d~- is assigned state p j ,  1 ~ j ~-~ n): 
(I) For d~ ~ (2 and p = p j ,  Ms.,1 ..... ~(p,  dj) = {d~.}; 
(2) for b E Ao, Ms,~h,...,v,~(p , b) =- {w I b -+ (p, w) ~ Rs)}; 
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(3) for t = b[t 1 .... , tr] ~ (A W ~) ,  
M~.~ ..... ~(p, t) 
={W(X~:U~l 1 ~j  ~r )  I fo rsomeql  .... ,qn~P,  
(b, q~ .... , qr) --~ (P, w) ~ R~ and for 1 <.~ j ~ r, u; ~ Me,v~ ..... ~,(q~, t~)}. 
Now we can define M e o M~. 
DEFINITION. Let :14 1 -= (Q, 27, A, R1, F1) and M e = (P, A, _P, Re, F2) be 
bottom-up transducers. Define M2 o M1 --= (P × Q, E, 2P, R, F e × F1) to be a 
bottom-up transducer, where 
R = {b --+ ((p, q), u) I b e 270, and for some t a A , ,  
b -~ (f, t) ~ Ra and u E M2(p, t)} 
U {(b, (P l ,  q~),-.., (Pn,  qn)) -+ ((P, q), u(d~: xi~ [ 1 ~ j ~ m)) [ 
for some t --  tlxi t ~ ... tmxi,t~+l e (A u X~) .  , 
(b, ql ,..., qn) -+ (q, t) ~ R 1 and u E JV/2,~,~ ..... ~(p ,  h(t))}. 
In general, T(M 2 o 2141) ~ T(Me o 341) since the class of bottom-up trans- 
ductions is not closed under composition (Engelfriet, 1975a). However, equality 
holds if 2kI~ and M~ satisfy certain conditions. 
THEOREM 6. Let M1 and M2 be bottom-up transducers. T(~4 2 o 3/11) --  
T(Me) o T(M~) i f  both of the following conditions hold: 
(l) either M 1 is linear or M e is partial deterministic; 
(2) either 3/I~ is nondeleting or 3/12 is total. 
Proof. Let 3/I 1 = (Q, 27, A, Ra, _~]) and ~/.2 == (P, A, F, R2, F2) be non- 
deterministic bottom-up transducers atisfying conditions 1 and 2. We claim 
that for p ~P,  qE Q, s~27, ,  and u ~ F , ,  u ~ 31 e o Ml((p , q), s) if and only if 
there exists t ~ Ml(q, s) such that u ~ Jill,(p, t). 
The following assertion is needed in order to prove our claim. 
ASSERTION. Let n ~ 0 and v -- vlxi v 2 -." vmxq v~+ 1 ~ (A k; X~) , .  I f  
t 1 ,..., t n ~ A .  , then 
M2(p, ~(x;: t~l 1 < j ~< n)) 
- -  {w(d3-: uj I 1 ~ j ~ m) I f  or some Pl ..... Pm ~ P, 
w E M2,,1 ..... ~,,,(p, h(v)) andfor j  -~ 1 .... , m, uj ~ Me(pj  , ti~)}. 
This assertion is easily proved by induction on the depth of v. 
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The proof of the claim is by induction on the depth of s. For s of depth 1, 
the claim follows trivially from the definition of M~ o M1. For some k >/ 1, 
assume that the claim holds for all s ~ 2J, of depth at most k. Let s -- b[sl ,..., 
s~] ~ Z'. be a tree of depth k + 1. Suppose u e/1//~ o M~((p, q), s). There exist 
a rule (b, (p~, ql),..., (P~, q**)) --+ ((P, q), w) ~ R and u~ ,..., u, ~/~. such that 
u-=w(x~:u j l  1 <~j<~n)  and u j~M2oMz( (p j ,q~) ,s j )  for 1 ~<j~<n.  By 
definition of M~ o Mr ,  there is a rule (b, ql ,..., qn) ~ (q, v) ~ Rz , v ~- vlxi v ~ "" 
vmxi v~+l , such that w' ~ M2,m~ ..... ~(p ,  h(v)) and w = w'(dj : xi) .  By the 
induction hypothesis, there exist t 1 ..... t n such that tj ~ Ml(q~ , sj) and u~. 
M2(p~ , t~) for 1 ~<j ~ n. Thus, t = v(x~ : tj I 1 <~ j <~ n) ~ Ml(q, s). By the 
assertion, 
u = w(x~: u~[ 1 <~j <~ n) 
: w'(dj: % I 1 ~< j ~< n) e M~(i0, t). 
Note that conditions 1 and 2 are not used for this direction of the claim. 
Conversely, suppose t ~ Ml(q, s) and u ~ M.~(p, t). For some qt .... , q~ ~ Q, 
vc(A  u X,~), ,  and t~ ,..., t~A, ,  M z has a rule (b, q~ ,..., q~) --~ (q, v) and 
t ~-v(x~:t~tl  1 ~j<~n)  and for j=  1,2,... ,n, t~2Y/l(q~-,s~). Suppose 
v = vax,:va "" %nx%v~+t. By the assertion, there exist p~, . . . ,p ,~P  and 
w ~ M2.~v...,~m(p, h(v)) and u~ ,..., u~ ~ f ' .  with u~ ~ Mz(p~, t~) for 1 <~ j ~< m 
and u ~ w(d~ : u~ I ~ <~ j <~ n). By condition 1, if xi = xi~ , then p~ = p~ and 
u~ = ue. Therefore, for 1 ~ ~ ~< m, set u~ ~- u~ andpi~ =p~.  By condition 2, 
t t if xj does not occur in v, then p'~ ~ P and u~ ~ M~(p~ , t~). So for j ~ 1,..., n, 
~.~ ~ M~(p~, t~). 
By the induction hypothesis, each u~ ~ M~ o M~((p~ , q~), s~). There is a rule 
(b, (p~, q0,..., (p;,  q,0) -'- ((P, q), w) e R, 
since (b, q~,..., q.) -~ (q, v) E R 1 and 
w ~ M~,~ ..... ~(p ,  h(v)) = M~,~ ..... <,(p,  h(v)). 
Therefore, 
u =w(x j :u j I  1 ~ j~n)~MzoMl ( (p  ,q) ,b[s x .... ,s,]) 
= M~o MI((p, q), ,). I 
If  M is a non-total bottom-up transducer, it is possible to construct a total 
bottom-up transducer M'  with T(M' )  -~ T (M)  by adding a new nonaccepting 
"dummy"  state d to/VI~, such that M 2 enters state d whenever the action of M 1 
is undefined, and whenever M~ has entered state d, it always stays in state d 
as it reads upward. Therefore, total NB = NB,  DB ~-partial DB,  and 
and total NLB ~ NLB.  Moreover, if M 1 and M.~ are both total, partial deter- 
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ministic, or linear, so is 1~ 2 o M 1 . Therefore we have the following corollary 
(first obtained by Engelfriet (1975a): 
COROLLARY 7. 
(1) NB o NLB C NB;  
(2) DB o NB C _ NB;  
(3) DB o DB C DB; 
(4) NLB o NLB C NLB.  
Since obtaining a total transducer ~/I2 from a partial transducer 34 s requires 
adding a state in the above construction, it does not follow that NOB = total 
NOB or DOB = partial DOB. In particular, if M is a one-state transducer, 
T(M)  ~: ~, and M is undefined on an input symbol b, then for any input tree t 
containing b, M(t)  = ~ ; if M '  is a total one-state transducer with the same input 
alphabet, then either T(M' )  - ~ (M'  has no accepting state) or M'(t)  ~ ;g. 
Also, if both M s and 2142 are one-state, so is M 2 o M s . Therefore, we have the 
following corollary. 
COROLLARY 8. 
(1) tot NOB o NOLB C_ NOB;  
(2) NOB o nondel NOLB C NOB;  
(3) DO o NOB C NOB;  
(4) PDOB o nondel NOB C NOB;  
(5) (Engelfriet, 1975a) DO o DO C_ DO; 
(6) DO o PDOB C PDOB; 
(7) PDOB o nondel PDOB C PDOB. 
To show that the above corollary cannot be strengthened, we give an example 
of a (deleting) deterministic one-state linear bottom-up transducer M s and non- 
total deterministic one-state linear bottom-up transducer M 2 such that T(M2) o 
T(;C/a) ¢ NOB.  
EXAMPLE. Let Z -- {b, c, d} be a ranked alphabet, where b has rank 2, and c 
and d have rank 0. Let /~ be a symbol not in 27, where /~ has rank 1, and let 
A = {6, c, d}. Let Ms = ({p}, 27, A, R s , {p}) be a total deterministic linear 
one-state bottom-up transducer, where 
R~ = (d --~ (p, d), c ---> (p, c), (b, p, p) -+ (p,/7[xs])}. 
Let 21/12 = ({q}, A, A, R2, {q}) be a partial deterministic one-state bottom-up 
transducer, where 
n~ = (,~-+ (p, a), (~, p) - ,  (p, ~[~d)}. 
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We claim that T(M2)o T(M1)e} NOB.  Suppose to the contrary that M is a 
nondeterministic one-state bottom-up transducer such that T(M)  = T(M2)o 
T(M1). Since 6[d] E M2(Ml(b[d, d])), M must have rules with b and d in the left 
side. If M has no rule with c in the left side, then M(b[d, c]) ~- ;~, whereas 
/7[d] e M2(3/Ii(b[d , c])). If M has a rule with c in the left side, then M(b[c, d])) =/= ~, 
whereas .~12(]tll(b[c , d])) = ;~. Therefore, T(M)  ~ T(M2) o T(M1) , and we 
conclude that T(M~) o T(M1) ~ NOB.  
Several kinds of power are shared by top-down and bottom-up tree trans- 
ducers. Both can generate distinct output trees from the same input tree, can 
include in an output tree more than one subtree generated from the same input 
subtree, and can delete subtrees. However, in output generated by a bottom-up 
transducer, two output subtrees generated from the same input subtree must be 
identical, while in output generated by a top-down transducer, two output 
subtrees generated from the same input subtree may be different. Intuitively, 
a bottom-up transducer applies rules nondeterministically to an input subtree 
and then copies the output subtree, while a top-down transducer generates 
several "copies" of an input subtree and then applies rules independently to 
each copy to produce the output subtrees. 
The intuitive idea that top-down and bottom-up transducers apply non- 
determinism and copying in opposite orders is formalized in this section by 
exhibiting classes A and B of tree transductions such that NT = B o A while 
NB ~ A o B; class 3 embodies the ability of tree transducers to copy subtrees, 
while class B embodies the ability of transducers to apply rules nondeter- 
ministically and remember information by means of states. In particular, 
A = DO, the class of deterministic one-state transductions, and B ~- NLT ,  
the class of nondeterministic l near top-down transductions. These results have 
been obtained independently by Engelfriet (1975a). The classes of top-down and 
bottom-up transductions are incomparable (Engelfriet, 1975a); that is, there are 
transductions which can be done by a top-down transducer but not by any 
bottom-up transducer, and vice versa. A surprising consequence of the decompo- 
sition theorem described above is that the composition of n transductions in one 
direction can always be realized by the composition of n + 1 transductions in 
the other direction, for any n. Thus, the classes of bottom-up and top-down 
transductions are not as dissimilar as their incomparability might lead one to 
expect. 
TI~IEOREM 9. NB ~ DO o NLT  = DO o nondel NLB ~- DO o NLB.  
Proof. Since NLTC_  NLB (Engelfriet, 1975a) and DB o NB C NB (Cor- 
ollary~7), DO o 1VL T C DO o NLB C NB and DO o nondel NLB C NB.  
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Let M = (Q, Z, A, R, F) be a bottom-up transducer. We construct a non- 
deterministic nondeleting linear bottom-up transducer 11//1 and a deterministic 
one-state transducer M2 such that T(M)== T(M2)o T(M1). The theorem 
follows since nondel NLB C NLT  [2]. 
First, we describe the strategy of the construction of M 1 and M 2 . The linear 
transducer M 1 imitates computations of M on input trees. But instead of 
producing the output that M would produce in each step, M 1 merely records at 
each node which rule of M should be applied there. Thus, a computation of M 1 
on an input tree encodes a computation of M on the tree. Then, the one-state 
deterministic transducer M 2 scans the tree produced by M 1 and at each node M2 
produces the output corresponding to the rule encoded in the label of that node 
by M~. The result is the output ree that M would have produced in the compu- 
tation imitated by M 1 . 
Let M = (Q, X, A, R, F) be a nondeterministic bottom-up transducer. Order 
the rules of R and let m be the number of rules in R. Define the linear bottom-up 
transducer M I = (Q, X , / ' ,  R1, F) as follows. Let / "  ~ {r 1 , re,... , r~} be a new 
ranked alphabet, such that for i = 1,..., m, the rank of ri is the same as the rank 
of the symbol of X in the left side of the ith rule of R. Set 
R 1 ={u- -~(p ,  ri) l 1 ~ i~m,r  i~ / '0 ,andforsomet~A, ,  
u -+ (p, t) is the ith rule of R} 
U{u~(p ,  ri[x 1,...,xn] ) In>0,  1 ~ i~m,r~e/~n,  
and for some t ~ (A t.) Xn) , ,  u -+ (p, t) is the ith rule of R}. 
Clearly, M 1 is a nondeleting linear bottom-up transducer. 
Define a one-state transducer M e ~ ({p},/~, A, Re, {P}) by setting 
R e = {r~ -+ (p, t) [ 1 ~ i ~ m, r i e Fo, and for some state q, the right 
side of the/th rule of R is (q, t)} 
W {(ri, p,..., p) -+ (p, t) ] 1 ~ i ~ m, n > 0, ri e f 'n,  and for 
some state q, the right side of the ith rule of R is (q, t)}. 
Clearly, M e is total deterministic. 
We claim that T(M)  ~- T(:Vle)o T(~I1). Consider the bottom-up transducer 
M 2 o M 1 defined in the previous ection from M1 and Mz.  It may be easily seen 
that M is obtained from M e o M 1 by simply renaming each state (p, q) by q. 
Since M e has only one state, it is dear that T(M)  ~- T(Me o M1). Since M 1 is 
linear and nondeleting, T(M 2 o M1) ~ T(WIe) o T(MI) by Theorem 6. | 
COROLLARY 10. NOB ~- DO o nondel NOLB ~ DO o NOLB.  
Proof. In the proof of Theorem 9, M1 has the same number of states as M. 
Moreover, DO o nondel N'OLB C DO o NOLB C NOB (by Corollary 8). | 
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Corollary 10 cannot be extended to state that NOB = DO o NOLT,  since 
NOLT ~ NOB.  In  particular, let M = ({q}, X, X, R, {q}) be a one-state linear 
top-down transducer, where Z' -= {b, c, d}, b, c, and d have ranks 0, 1 and 2, 
respectively, and R = {(q, b) --+ b, (q, d) -+ (q, xl> ). Note that M is defined on 
t 1 ~- d[b, c[d]] but not on t2 = d[c[d], b]. Since a one-state bottom-up transducer 
must be defined on both t 1 and t~ or on neither, T(M)  (~ NOB.  
TI~EOREM 11. NT=NLToDO.  
Proof. By Corollary 2, IVL T o DO C NT  o D T C NT .  It remains to prove that 
NT C NL  T o DO. 
Let M = (Q, 22, A, R, Q0) be a nondeterministic top-down transducer. 
Let m be the maximum number of occurrences of variables in the right side 
of any rule of R. We will construct a deterministic one-state transducer M 1 
which makes m copies of each subtree in the input. The linear transducer M~ 
will then imitate M, except that whenever M would copy input subtrees, Mz 
uses the copies already generated by M1 ; thus, M2 does not need to do any 
copying. 
Let z~ = {bm~ I n > 0 and b ~ X~} be a new ranked alphabet such that for 
any i, b~ has rank i. Let M 1 = ({q0}, ~Y', 2,  R1, {q0)), where 
RI = {(qo, b) -+ b ] b ~ 2o} 
{(go, b) ~ b~[<qo, Yl>,..., <qo, Y~>] l b ~ 2~,  n >~ 1, 
and for 0 ~< i ~< n --  1 and 1 ~< j ~< m, y~.+¢ = x¢+1}. 
Observe that M~ is a deterministic one-state transducer, and that at each node a 
with n sons, M x makes m copies of each of the n subtrees of node c~. These 
subtrees are grouped in the output so that the ith subtree of node ~ corresponds 
to subtrees m(i - -  1) + 1 to m(i - -  1) -? m of the output. 
Next, define M 2 = (Q, ~, A, R2, Q0) as follows. For b z Z0, if (q, b) ~ t z R, 
then (q, b) -+ t ~ R 2 . For b ~ X . ,  n /> 1, suppose (q, b) --+ elxiv~x~2 "." %~q%+1 
is a rule of R, where no variables occur in vlv 2 .'- %+1 and for each j, 1 ~< i~- ~< n. 
Then in R~ there is a rule 
(q, bran) --+ vlx.~( i1_ l )+lq.)22~,~(12_l )+2 "-- ~sX~.r~(is_l)+S'Us+l • 
Note that this rule of R 2 is obtained by replacing the ith variable, say" x~, of the 
original rule of R by the ith variable corresponding toxT~ in the output from M 1 . 
Note that by replacing thejth variable, xq,  of the rule in R by xm%-l)+~ in the 
rule in R=, we have ensured that no variable occurs twice in the right hand side 
of the rule of R 2 . Thus, M a is a linear top-dowr~ transducer. Also, 71//2 behaves 
the same as 714, except hat whenever M reads the jth subtree of a node ~, M~ 
uses one of the m subtrees which 71//1 generated from that subtree (copying by 
M 1 may make these m subtrees different from the jth subtree of ~). 
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Note that M is the same as M 2 o ~]4r 1 as defined in the previous section, except 
that each state (q, %) in M 2 o M 1 is replaced by q in M. Thus, T(M2) o T(Mi) ~- 
T(M), by Theorem 1. | 
COROLLARY 12. NOT = NOLT o DO. 
Proof. ]~n the proof of Theorem 1 l, if M has one state, so does M 2 . By 
Corollary 5, ]VOLT o DO C_ NOT.  | 
Unlike the class of bottom-up transductions, the class of top-down trans- 
ductions cannot be characterized in terms of deterministic one-state trans- 
ductions and linear bottom-up transductions ince there are linear bottom-up 
transductions which are not top-down transductions (linear or non-linear) 
(Engelfriet, 1975a); therefore, NT C NLB o DO. 
Theorems 9 and 11 decompose both NT and NB into the same two classes, 
DO and NLT.  This is a powerful aspect of the theorems, since it can be used to 
compare the composition of top-down transductions and the composition of 
bottom-up transductions. In particular, by decomposing the composition of n 
top-down or bottom-up transductions into alternating deterministic one-state 
and linear top-down transductions, we obtain Theorem 13. 
THEOREM 13. For any n >/ 1, NB n C_ NTn+ 1 and NT  ~ C NB~+ 1. That is, 
the composition of any n bottom-up transductions can be realized by the composition 
of n + 1 top-down transductions, and the composition of any n top-down trans- 
ductions can be realized by the composition of n + 1 bottom-up transductions. 
Proof. First, observe that for any ranked alphabet X, the identity transduction 
on I . ,  {(t, t)  ] t e I .} ,  is in both NLT and DO. Consequently, for n ~ 1, 
NB n ~ (DO o NLT)  ~ C_ NLT  o (DO o NLT)  ~ o DO = (NLT  o DO) ~÷l = NT  ~*~ 
Similarly, for n ~ 1, 
NT ~ -= (NLT  o DO) ~ C DO o (NLT  o DO) ~ o NLT  -- NB~+k 
According to Theorem 13, any transformation which can be done either 
top-down or bottom-up by the composition of n transductions can be done 
in the other direction by using one extra transduction. 
COROLLARY 14. [.)n=t N~ [.)~ 1 NT% Thus, the closure of the class of 
nondeterministie bottom-up transductions under composition is the same as the 
closure of the class of nondeterministic op-down transductions under composition. 
From Corollary 14, it may be seen that it makes no difference whether trees 
are read from the root toward the leaves or from the leaves toward the root, as 
long as there is no bound on the number of transductions applied. This corollary 
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is opposite in spirit to the incomparability of the classes of top-down and bottom- 
up transductions (Engelfriet, 1975@ 
Engelfriet, Rozenberg, and Slutzki have recently announced that for every n, 
NT~C NT~+L Intuitively, when each successive transduction is applied, the 
additional alternation between copying and nondeterminism (Theorems 9 and 11) 
generates a more complex set of output rees. 
4 
In this section, we examine the role of the finite state control of tree trans- 
ducers. It is shown that the class of bottom-up transductions can be characterized 
as the class of transductions obtained by applying first a nondeterministic one- 
state bottom-up transduction and then a deterministic linear transduction; 
similarly, the class of top-down transductions i  the class obtained by applying 
first a nondeterministic one-state top-down transduction and then a partial 
deterministic linear top-down transduction. These two decomposition theorems 
are combined with the decomposition theorems of Section 3 to show that for 
every n > 1, the class of transductions obtained by composition of n bottom-up 
(top-down) transductions i  the same as the class obtained by applying first n 
nondeterministic one-state bottom-up (top-down) transductions and then 
a single deterministic linear bottom-up transduction. Thus, proper inclusion 
of the composition of n transductions in the class of transductions obtained by 
the composition of n + 1 transductions (Engelfriet, Rozenberg, and Slutzki, 
1978) does not depend on an extra use of the finite state control. 
Intuitively, the constructions used to obtain these decomposition theorems 
use one-state transducers to guess what rules should be applied at each node; 
the final multi-state transducer merely checks the guesses, and eliminates the 
ones which were wrong. 
First, we present the decomposition theorems for bottom-up transductions. 
TItEOREM 15. The class NB of nondeterministic bottom-up transductions i
the same as each of the following two classes: 
(1) DLB o nondeleting NOB; 
(2) DLBo NOB. 
Proof. By Corollary 7, DB o NB C_ NB. Therefore, DLB o nondeleting 
NOB C DLB o NOB C_ NB. For the other direction, it is sufficient o prove 
that NB C DLB o nondeleting NOB. 
Let M- - (O ,  Z, A, R,F )  be a nondeterministic bottom-up transducer. 
Recall that PDLB -~ DLB. We construct a nondeleting one-state bottom-up 
transducer M 1 and a partial deterministic linear bottom-up transducer M~ such 
that T(M) ~- T(M2) o T(M1). 
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Let k be the maximum number of occurrences of variables in the right side 
of any rule. For each rule r ~ R, if the symbol of Z in the left side has rank n, let f 
be a new symbol with rank kn. For each b ~ Z~, n .'>~ 0, let 6 be a new symbol 
of rank n. Let / "  be the set consisting of all these new symbols. 
Let M 1 = ({p}, Z, I ;  R1, {p}), where 
R 1 = {b -+ (p, 6) I b e X 0 and no rule in R has b in the left side} 
tJ {(b, p,..., p) -~ (p, b[x t .... , xn]) I n ;> O, b ~ Z~,  
and no rule in R has b in the left side} 
w {b -+ (p, ¢) I b ~ 270 and rule r of R has b in the left side} 
u {(b, p,..., p) --+ (p, ¢[xq,. . . ,  xi,TJ ) ] n > O, b ~ Z~,  
rule r of R has b in the left side, and for j  = 1,..., n ~, i 5 = [j/k]} 
Intuitively, iVI~ picks a rule to apply to each node such that the rule has the 
correct symbol of Z in the left side, and M a makes as many copies of each 
subtree as any rule could need; if no rule has the correct symbol of Z in the left 
side, then 3//1 outputs a symbol of the form 6. 
Let M~ = (Q, F, A, R2, F), where 
R z = {f --+ (q, u) I f e Po,  and the right side of rule r is (q, u)} 
w {(~, Pl,..., P~,) -~ (q, ulxi~+lU~.., u~,,+~,~+~) j 
for some b ~ Z~, n > 0, rule r of R is 
(b, p~ , P~k .... , P,I~) --> (q, ulxqu2 "" u~xiu~+l)  
where each u 5 ~ (A u H)*}. 
Intuitively, M 2 applies rule r of M whenever it reads f, provided that the states 
it has reached correspond to those of rule r. Clearly, M2 is a partial deterministic 
linear transducer. 
We claim that T(M)  -= T(M2) o T(M1). Instead of proving this claim directly 
by induction, we point out that M is isomorphic to M 2 o M 1 as constructed in 
Section 2; 342 o 341 is obtained from M by replacing each state q of M by (q, p) 
in Me o M1. Since Ma is nondeleting, and M 2 is partial deterministic, Theorem 6 
implies that T(21J) ~ T(M~o M~) - -  T(M2)o T(M1). | 
In the proof of the above theorem, note that if M is a linear transducer, so 
are Ma and M.~. Also, the class NLB is closed under composition by Corollary 7. 
Therefore, we obtain the following corollary. 
COROLLARY 16. NLB = DLB o nondel NOLB = DLB o NOLB.  
The above result may be extended for the composition of n bottom-up 
transduetions, n > 0. 
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THEOREM 17. For  n ~ 0, NB n = DLB o NOB n ~_ NB o NOB "-1. 
Proof .  The proof is by induction on n. For n ~ 1, the theorem is simply 
Theorem 15. For some n ~ 1, assume that the theorem holds for NB ~. Then, 
NB ~+1 = NB o NB ~ 
= NB o (DLB o NOB n) (by the induction hypothesis) 
~- (NB o DLB)  o NOB ~ 
: NB o NOB n (by Corollary 7) 
Moreover, 
NB o NOB ~ - -  (DLB o NOB)  o NOB n (by Theorem 15) 
-~ DLB o NOB n+a. 
The above theorem shows that the effect of n multistate transductions can be 
obtained by applying n one-state transductions and then a single multi-state 
deterministic linear transduction. Intuitively, the n one-state transductions make 
guesses as to the rules applied at each node and the final multi-state trans- 
duction checks all the guesses at once. 
Next, we present the corresponding theorems for top-down transductions. 
For top-down transductions, the theorems are more complicated, since it is 
not true that DL T o NO T C NT .  
THEOREM 18. 
NT = par t ia l  DLT  o tot NOT 
= nondel par t ia l  DLT  o NOT 
-~ par t ia l  DLT  o nondel tot NOT 
Proof .  By Corollary 2, NT contains all three classes. We show that NT C 
partial nondeleting DLT o NOT,  and then show how to modify the construction 
to obtain N T C partial DL T o total nondeleting NOT C partial DL T o total NOT.  
Let M = (Q, Z, A, R, Q0) be a nondeterministic top-down transducer. 
Let m denote the number of rules in R, and order the rules of R from I to m. 
For i = 1,..., m, let r i be a new symbol whose rank is the number of variables 
in the right side of rule i. Let F be the set consisting of all these new- symbols. 
Construct a nondeterministie one-state top-down transducer _/1//1 = ({p}, Z', 
~, R1, {p}), where 
R t -= {(p, b) ---> r~ t b ~ 27, r~ E _N0, and b occurs in the left side of rule i} 
w {(p, b) -~ r~[(p, x~l ) ..... (p,  x~,~}] I b E Z, ri E F~, n > O, 
b occurs in the left side of rule i, and the variables in the right 
side of rule i are xll ..... xi. from left to right}. 
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Clearly, ;g/1 writes at each node a guess as to what rule M might apply there; 
M s makes sure that the rule has the appropriate input symbol in the left side but 
ignores all states in the rule. 
Construct a partial deterministic linear top-down transducer }I2 = (~, / ' ,  
A, R e , Q0) by setting 
R~ = {(q, ri) ~ ul<ql , x l )  u= ... Un(q~ , X~) U~+ 1 [ for some b ~ Z', 
some n ~> 0, and some i1 ,..., i~, rule i is 
(q, b) ~ u~<q~ , x,:~) u2 "'" u~(q~ , x~} u~+~}. 
M 2 checks the guesses output by 3~rl to make sure that the guesses correspond 
to valid computations of M. Clearly, 2142 is nondeleting. 
We claim that T(M2) o T(M1) = T(M).  To see this, it is sufficient o note that 
M can be obtained from M 2 o M s constructed as in Section 2 by replacing each 
state (q, p) of IV/2 o M 1 by q in M. Therefore, T(M)  - T(M2o MO. Since M 2 
is a linear nondeleting transducer, T(M 2 o M1) = T(M~) o T(M1) by Theorem 1. 
Now, we modify the above proof to make Ms a nondeleting total one-state 
transducer and M 2 a (deleting) partial deterministic linear transducer. The 
construction is the same as before except hat M~ makes at least one copy of each 
subtree (whether or not the subtree is used by M~) and M s applies "dummy" 
rules whenever M 2 has no rules applicable; M~ deletes the extra subtrees, and is 
undefined on output from "dummy" rules of M 1 . 
For each n such that Z'~ :/= 2~, let d~ be a new symbol of rank n. For i = 1,..., m, 
if the i'th rule of R has a symbol of rank n in the left side and k variables in the 
right side, let r; be a new symbol of rank n + k. Let 1"' be the set consisting 
of all these new symbols. 
Let 2141({p}, 27, F', R1, {p}) be a one-state top-down transducer, where 
R, = {(p, b) --~ r~ [ b ~ X o and b occurs in the left side of rule i of R} 
vo {(p, b) ~ <[<p, x,,>,..., <p, x~>, (p ,  ,~>,..., (p ,  x,>] 1 n > O, b e ~ , 
k ~> 0, b occurs in the left side of rule i, and the variables in the 
right side of rule i are xil ,..., x~7 ~from left to right} 
v) {(p, b) -+ d o [ b ~ X 0 and there is no rule in R with b in the left side} 
w {(p, b) ~ d~[<p, xl} .... , <p, xn} ] [ b ~ Z~,  and there is no rule in R 
with b in the left side}. 
Clearly, 2~I 1is total and nondeleting. 
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Let M2 = (Q, F ' ,  A, R2, Qo) be a partial deterministic linear transducer, 
where 
R s = {(q, r~) --+ u l (qs  , Xl) zl2""um(qm , Xm) /'/m+s I m >/0 ,  
for some b ~ Z, and some/1 .... , i , , ,  rule i of R is 
(q, b) --+ ul(ql , Xq) U s "'" Um(qm , X~,~) Urn+l, where each uj ~ (A v)/7)*}. 
Again, we claim that T(M)  = T(M2) o T(M1) because M is the same as 
Mz o Ms except hat each state (q, p) of M 2 o M 1 is renamed q in M, and T(M)  = 
T(M.z o Ms) = T(M2)o T(M1) by Theorem 1 because 11//1 is total and M s is 
linear. | 
As in the case of bottom-up transductions, the composition of n top-down 
transductions can be obtained by applying n one-state top-down transductions 
and then a single multi-state deterministic linear transduction. However, for 
n > 1, it appears that the final multi-state transduction must be a deterministic 
linear bottom-up transduction rather than a deterministic linear top-down 
transduction. The difficulty is that the final multi-state transduction must check 
that the one-state transducers' guesses were correct on subtrees that it must 
delete; this can be done bottom-up but not top-down in a single transduction. 
In order to prove the decomposition theorems for the composition of n 
top-down transductions, n > 1, we need the following technical emma and 
proposition (also obtained independently by Engelfriet, 1975a). 
LEMMA 19. NLB = NLT  o DLB. 
Proof. Since NLTC NLB (Engelfriet, 1975a) and NLB is closed under 
composition (Corollary 7), NLT o DLB C NLB.  Suppose M =- (Q, Z, A, R, F) 
is a nondeterministic l near bottom-up transducer. We construct a deterministic 
linear bottom-up transducer M 1 and a nondeterministic linear top-down 
transducer 342 such that T(M)  = T(M2) o T(Ms). 
What M s does it to write at each node the sets of all states that M can reach at 
the sons of that node. Then M 2 imitates M "in reverse" on the output from M 1 . 
Let ~(Q)  denote the power set of Q. For each n >~ 0, and each b ~ 27,, and 
Qs .... , Q~ E P(Q),  let (b, Qs .... , Q~) be a new symbol of rank n. Let / "  denote 
the set consisting of all the new symbols. 
Let M 1 = (~(Q),  22,/~, R1, F1) be a deterministic linear bottom-up trans- 
ducer, where F s = {K ~ ~(Q)  I K c5 F =/= ~ }, and 
R s = {b--~ (K, (b)) I K = {p for some u~A, ,  b--+ (p, u)~R}} 
to {(b, K s ,..., K,~) --~ (K, (b, K s ..... K,,)[xl .... , x~]) I 
K, K1 .... , K,~ e ~(g)}  
COMPOSITION OF TREE TRANSDUCTIONS 211 
and 
K = {p j for some q1 ,..., qn E Q, each qj E Kj , and some 
* E (A u XJ, , (h q1 ,‘.., qn) - (p, u) E R’)}. 
It is easy to see that for K E g’(Q) and s E 2, , if M,(K, s) # 0, then K = 
(p 1 M(p, S) # a}, or in other words, K is the set of all states that M could 
reach after reading s. 
Construct a linear top-down transducer Mz = (Q, r, A, R, , F) where 
R, = HP, @, Kl >..., K,))+-u/forsomeq,,...,q,~Q,eachq~~K~, 
there is a rule (b, q1 ,..., qJ + (p, ulxiluz ... u,x~~u,+~) in R, 
with each uj E (A U A!)*, and u = ul(qil , Xi,) uz *.. um(qi, , xi,> urn+,). 
Clearly, M, simply imitates M, reading from the root toward the leaves, except 
that the rules Mz can apply are restricted by the sets of states written at the nodes 
by Ml . 
We claim that T(M) = T(MJ 0 T(M,). In particular, we assert that for 
SE.Z*, PEQ, and UEA,, u E M(p, S) if and only if there exist K E S(Q), 
and t E M,(K, s) such that u E Mz(p, t) and p E K. The proof of this assertion 
is by straightforward induction on the depth of s. 
PROPOSITION 20. nondel NOLB = nondel NOLT. 
Proof. Engelfriet (1975a) p roved that nondel NLB = nondel NLT. In his 
proof, for each top-down (bottom-up) linear nondeleting transducer Ml he 
constructs a bottom-up (top-down) linear nondeleting transducer Mz with the 
same number of states as MI such that T(MI) = T(M%). 
Now we can state the decomposition theorem for n top-down transductions, 
n > 1. 
THEOREM 21. Forn>l,NTn=DLBoNOTn=NLB~NOTn.Forn>l, 
NLB 0 NT” = NT”. 
Proof. Let n > 1. Then 
NT% = (NLT 0 DO)” 
= NLT 0 (DO 0 NLT)n-1 o DO 
= NLT 0 NB+1 o DO 
= NLT 0 (DLB 0 NOB”-I) 0 DO 
= (NLT 0 DLB) 0 NOB+1 o DO 
= NLB 0 NOB”-1 o DO 
(by Theorem 11) 
(by Theorem 9) 
(by Theorem 17) 
(by Lemma 19). 
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NLB o NT  ~ = NLB o NLB o NOB ,~-~ o DO 
~- NLB o NOB ~- I  o DO 
-= NT% 
NT ~ - NLB o NOB ~-I  o DO 
= NLB o (DO o nondel NOLB)  ~'-I o DO (by Corollary 10) 
= (DLB o nondel NOLB)  o (DO o nondel NOLB)  ~-1 DO 
= DLB o (nondel NOLB o DO)  ~ 
C_ DLB o (NOLT  o DO)  '~ 
C DLB o NOT ,~ 
C_ NT  *~ 
(by Corollary 16) 
(by Proposition 20) 
(by Corollary 12) 
(from above). 
Finally, 
NT ~ C DLB o NOT ~ C_ NLB o NOT ~ C NLB o NT  ~ C NT  ~. 
The above theorem cannot be strengthened to hold for n ~ I, since it is known 
that DLB is not contained in NT (Engelfriet, 1975a). 
By Theorems 17 and 21, if NT ~ ~ NT  ~+1 it is not because of an extra use of 
the finite-state control. Intuitively, the finite-state control does not interact 
strongly with the copying and nondeterminism applied by a tree transducer. 
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