Transport in one-and two-dimensional semiconductor device structures is considered using a set of quantum corrected hydrodynamic equations. Simple one-dimensional simulations demonstrate the need to include quantum effects in structures with sharp interfaces. Application to a two-dimensional quantum well HEMT structure is then considered. A brief discussion of the computational procedure is also presented.
INTRODUCTION
he dimensions of semiconductor devices have continued to shrink as a result of advances in crystal growth and processing technique. With these advances and reductions in size new families of devices employing sharp interfaces have emerged. These factors have created the need to routinely include quantum mechanical effects in the analysis of device operation. Such quantum effects appear in structures when significant variations in density occur over length scales of the order of the thermal de Broglie wavelength. Situations such as these arise in many devices which are common today. These include devices where transport is confined to narrow channels through heterojunctions and quantum wells, such as HEMTs, and devices where transport is across barriers, such as resonant tunneling diodes (RTDs). In fact, one can safely say that in any region of a device where a high concentration of carriers is present near an "abrupt" heterojunction, quantum mechanical effects will be important. Fortunately, predictive capabilities have also continued to grow in sophistication and the ability to simulate quantum mechanical phenomena in these new structures is now becoming a reality. This is not to say * Supported in part by ARO and ONR. that the modeling problems have been solved, but rather that significant progress has and is being made. Quantum effects have been simulated using the single particle Schrodinger's equation, the Liouville equation or the Wigner equation. While these equations are rigorous, application to full twodimensional device structure can be unruly (from a simulation viewpoint). Thus, there remains a need for a transition from the classical to the quantum regime which is filled through the use of a set of quantum corrected hydrodynamics equations (QHD). These equations stem from the classical hydrodynamic equations with additional terms arising from corrections including the Bohm [1] and Wigner [2] potentials.
Various developments of the quantum hydrodynamic equations have appeared in the literature [3, 4, 5] . The form we employ in our simulation procedure is given as, in one dimension, 
=Ncexp(-(E -Ef)/koT)
Nexp q+ Oc + -f ql kor (7) for Boltzmann statistics. Here, n is the electron density, u is the electron velocity, T is the temperature of the electron gas, rn is the effective electron mass, N o is the donor doping level, N is the electron density of states, is the self-consistent electrostatic potential, and r m and r are relaxation times introduced to model scattering. The potential, qc, is introduced to account for the variations in the band structure of different materials while pf is related to the Fermi level as e qf -E i,. The energy E in equation (7) is given as Et Ec 3 -e + -+ kc (8) and is the effective conduction band energy level including corrections for the Bohm quantum potential.
As will be discussed subsequently, the form of equations (1) (2) (3) (4) (5) (6) (7) is, in part, based on consideration of the numerical solution procedure and in part for physical reasons. Equation (3) To solve the system of Eqs. (1)- (7) in one dimension we apply a linearized block implicit (LBI) procedure [6] . We have successfully used this procedure in .single and multidimensional simulations using the drift and diffusion equations and moments of the Boltzmann transport equation [7, 8] . The system of equations (1)- (7) and the bandwidth will be N. However, the matrix may be split using ADI techniques [9] Fig. 2 (from [5] with permission) for values of the constant equal to 1.0, 3.0 and 9.0. We note that as the constant goes to infinity the classical result is obtained. In Fig. 2 we observe that as the value of the constant increases the peak density in the narrow gap side of the barrier also increases. that the accumulation equal the depletion it is also evident that the higher the value of the constant, the greater the sheet charge density will be on the narrow gap side. Thus, this result indicates that a elassical solution will over estimate the sheet charge density on the narrow gap side of structures with heterojunctions; e.g., HFETs, HEMTs, etc.
The final equilibrium simulations performed are for a one-dimensional slice taken through the region between the gate and source of a quantum well HEMT structure shown in Fig. 3 . These results are shown in Figs. 4-7. Here solutions are compared with classical results (obtained by using Q/1000 in Eqs. (2) and (7)). In the simulations the device is doped at a level of 2 1018/cm 3 from 0 to 300/ and nominally undoped from 300 / to 10,000 /. Fig. 3 . However, the uniform doping is introduced for the preliminary 2D Distance (Angstroms) 8000 9000 10000
Barrier structure for direction normal to source contact for a quantum well HEMT.
simulations. We note that "the total charge" of the 200 / layer doped to 2 1018/cm is effectively 4 1012/cm 2. Thus the total charge in this layer is similar to that of the actual planar doped layer. The barrier structure across the device is shown in Fig. 4 . Figure 5 shows the electron density on linear (5a) and log (5b) duced. In [12] it was observed experimentally that the I-V characteristics of a related device were similar, independent of whether or not the cap layer was doped. Some softening of the I-V characteristics was noted when the cap layer was doped but qualitatively the results were similar. It was noted in [12] that through penetration of the metalization of the source and drain direct contact to the 2-DEG in the channel was achieved. The contacts were, as a result, ohmic with a reported resistance of approximately 0. Fig. 8 . Figure 9 presents profiles of the electron density on both a linear (a) and log (b) scale. The curves labeled A & E in Fig. 9a show the electron density under the source and drain contacts. We note the penetration of the doping into the channel allowing direct contact to the 2-DEG. The curve labeled B shows the profile on the source side of the gate recess while curve D is on the drain side. Here we observe that the electron density in the channel has a similar peak level but electrons are drawn away from the substrate on the drain side due to the applied bias. We also note the higher peak density in the cap layer is on the source side of the gate recess, as discussed previously, due to the small source-drain direction field in this layer. Curve C represents the profile under the gate. We note here the significant depletion of the 2-DEG under the gate, even with a forward bias of 0.4 volts. We also note that the profiles are in good agreement with those obtained from our one-dimensional equilibrium solutions shown in Fig. 5 , indicating that transport normal to the barrier structure is not significant and good isolation is achieved. Figure 10 shows the potential profiles at the same locations. The constant potential regions under the source 
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Profiles of electron temperature at selected planes normal to the device surface.
material interfaces. The quantum potential is responsible for this as it always tends to smooth out these discontinuities. Figure 13 shows a similar comparison for a plane dissecting the device normal to the gate contact. We observe the continuous variation in density in the quantum result, increasing from the gate to a peak of 3.2 1018/cm3 in the 2-DEG, then decreasing across the channel until reaching the interface with the buffer layer. The classical result exhibits a double peak structure and still clearly reflects the presence of the planar doped layer. The higher peak associated with the 2-DEG is at 1.08 1019/cm 3.
At the gate surface the density is approximately two orders of magnitude greater in the quantum corrected solutions. This is consistent with a lowering of the barrier height by the quantum potential.
The peak density in the 2-DEG is lower in the quantum corrected result than in the classical result.
In fact, if we examine a plane parallel to the device surface passing through the peak density in the 2-DEG from source to drain, the quantum corrected distribution shows a significantly lower peak than the classical result along the entire length of the channel.
Surface plots of the equilibrium density and potential distributions are shown in Fig. 14 12 Comparison of classical and quantum corrected density distributions in a plane normal to the device surface halfway between the source contact and gate recess.
faces by the metalization. These barriers, and as a result the 2-DEG, are well established before the active gate region of the device is reached. No grading was introduced in the direction normal to the barriers. We also note that as we traverse from the source to the gate there is an increase in the peak density of the 2-DEG in the region of the gate recess. The same effect is also apparent on the drain side of the device. This is a direct result of the gate recess and the absence of the barrier between the cap layer and the isolation layer which is present away from the gate recess. Away from the recess, carriers depleted from the planar doped layer accumulate in both the cap layer and the 2-DEG. The carriers that accumulate in the cap layer are responsible for the first peak shown in the density distribution of Fig. 12 . Under the gate recess, carriers from the planar doped layer can accumulate only in the 2-DEG. This has the two-fold effect of increasing the 2-DEG density and reducing the level of depletion of the planar doped layer in the region. Directly under the gate contact the peak density is reduced due to depletion by the Schottky barrier.
The potential surface reveals a large rise in potential from the source extending to the drain where it returns to the same level as at the source. This spike in potential is associated with the depletion of the planar doped layer and establishment of the 2-DEG in the channel. Under the gate recess the slight increase in potential is a result of the higher density of the 2-DEG discussed previously. The presence of the gate contact is apparent in the lower potential in the depletion region. Figure 15 shows an enlarged wire mesh plot of the quantum potential for this case. The region shown in the figure extends from an area just to the source side of the gate recess to the center of the gate contact. The region extends only slightly into the channel. At the left end of the figure we see a one-dimensional distribution of the quantum potential exists from the device surface into the channel. The quantum potential is zero at the device surface and decreases to a local minimum at the interface between the cap layer and the gate isolation layer. Across the interface, in the AllnAs, a maximum is reached. This quickly decays to zero, then after a dip in the region of the planar doped layer, the quantum potential rises to a second maximum on the AllnAs side of the interface with the channel. Crossing the barrier into the channel we observe a second minimum on the InGaAs side of the barrier which quickly decays to zero. We also note that the length scales over which the quantum potential varies are consistent with our analysis and are on the order of tens of angstroms.
In the region of the gate recess, we see that the quantum potential still behaves one-dimensionally. The recess itself does not alter the distribution significantly. However, as we approach the gate contact from the side, we observe a rapid rise in the quantum potential. The same effect is noted as we approach the gate in the direction normal to the gate surface. This is because the Schottky contact represents another barrier which the quantum mechanical effects try to lower. The effects are highly localized and have little influence on the distribution of the quantum potential at the channel interface. A slight increase in the quantum potential in the region of the channel interface is noted as we move in the source to drain direction, but this is not significant compared to the variations normal to the surface.
When a bias is applied to the structure the distribution of density, potential, velocity along the channel, and temperature appear as shown in Fig. 16 However, due to the proximity of the planar doped layer to the channel, most of the charge seeds the 2-DEG whereas in the preliminary structure most of the charge accumulated in the cap layer. Additionally, since the isolation layer is only 100 . thick under the gate recess, only half as much charge was available to seed the 2-DEG in the preliminary structure. Thus, as is evident from the density surface plot, the channel is much more highly conductive when the planar layer is correctly simulated. Figure 16 also shows surface plots of the velocity along the channel and the electron temperature. The velocity surface shows the acceleration of electrons as they enter the 2-DEG. Between the source and gate, and the gate and drain the electron velocity is almost constant in the 2-DEG. As we move across the channel into the buffer layer, the velocity shows a smooth increase and then a smooth decrease moving from source to drain. Directly under the gate we observe a rapid acceleration in response to the lower density arising from the gate depletion layer. A peak in the velocity occurs at the drain end of the gate contact. The peak approaches 1.35 107 cm/sec. While difficult to see in this figure, the velocity in the cap layer is zero. An indication of this is apparent at the source end of the figure.
Finally, we examine the electron temperature surface. Here we note a minor cooling of electrons as they enter the 2-DEG. This results because of an exchange of thermal energy to kinetic energy in this region. The thermal response lags the acceleration spatially. The effect is short lived, however, and the electrons then rise slightly in temperature in the 
