Abstract. We give an exposition of the Horn inequalities and their triple role characterizing tensor product invariants, eigenvalues of sums of Hermitian matrices, and intersections of Schubert varieties. We follow Belkale's geometric method, but assume only basic representation theory and algebraic geometry, aiming for self-contained, concrete proofs. In particular, we do not assume the Littlewood-Richardson rule nor an a priori relation between intersections of Schubert cells and tensor product invariants. Our motivation is largely pedagogical, but the desire for concrete approaches is also motivated by current research in computational complexity theory and effective algorithms.
Introduction
The possible eigenvalues of Hermitian matrices X 1 , . . . , X s such that X 1 + · · · + X s = 0 form a convex polytope. They can thus be characterized by a finite set of linear inequalities, most famously so by the inductive system of linear inequalities conjectured by Horn [9] . The very same inequalities give necessary and sufficient conditions on highest weights λ 1 , . . . , λ s such that the tensor product of the corresponding irreducible GL(r)-representations L(λ 1 ), . . . , L(λ s ) contains an invariant vector, i.e., c( λ) := dim(L(λ 1 ) ⊗ · · · ⊗ L(λ s )) GL(r) > 0. For s = 3, the multiplicities c( λ) can be identified with the Littlewood-Richardson coefficients. Since the Horn inequalities are linear, c( λ) > 0 if and only if c(N λ) > 0 for any integer N > 0. This is the celebrated saturation property of GL(r), first established combinatorially by Knutson and Tao [16] building on work by Klyachko [14] . Some years after, Belkale has given an alternative proof of the Horn inequalities and the saturation property [3] . His main insight is to 'geometrize' the classical relationship between the invariant theory of GL(r) and the intersection theory of Schubert varieties of the Grassmannian. In particular, by a careful study of the tangent space of intersections, he shows how to obtain a geometric basis of invariants.
The aim of this text is to give a self-contained exposition of the Horn inequalities, assuming only linear algebra and some basic representation theory and algebraic geometry, similar in spirit to the approach taken in [25] . We also discuss a proof of Fulton's conjecture which asserts that c( λ) = 1 if and only if c(N λ) = 1 for any integer N ≥ 1. We follow Belkale's geometric method [2-4], as recently refined by Sherman [24] , and do not claim any originality. Instead, we hope that our text might be useful by providing a more accessible introduction to these topics, since we tried to give simple and concrete proofs of all results. In particular, we do not use the Littlewood-Richardson rule for determining c( λ), and we do not discuss the relation of a basis of invariants to the integral points of the hive polytope [16] . Instead, we describe a basis of invariants that can be identified with the Howe-Tan-Willenbring basis, which is constructed using determinants associated to Littlewood-Richardson tableaux, as we explained in [25] . We will come back to this subject in the future. For alternative accounts we refer to the work by Knutson and Tao [16] and Woodward [17] , Ressayre [21, 22] and to the expositions by Fulton and Knutson [8, 15] .
The desire for concrete approaches to questions of representation theory and algebraic geometry is also motivated by recent research in computational complexity and the interest in efficient algorithms. Indeed, the saturation property implies that deciding the nonvanishing of a Littlewood-Richardson coefficient can be decided in polynomial time [19] . In contrast, the analogous problem for the Kronecker coefficients, which are not saturated, is NP-hard, but believed to simplify in the asymptotic limit [5, 12] . We refer to [6, 18] for further detail.
These notes are organized as follows: In section 2, we start by motivating the triple role of the Horn inequalities characterizing invariants, eigenvalues, and intersections. Then, in section 3, we collect some useful facts about positions and flags. This is used in sections 4 and 5 to establish Belkale's theorem characterizing intersecting Schubert varieties in terms of Horn's inequalities. In section 6, we explain how to construct a geometric basis of invariants from intersecting Schubert varieties. This establishes the Horn inequalities for the LittlewoodRichardson coefficients, and thereby the saturation property, as well as for the eigenvalues of Hermitian matrices that sum to zero. In section 7, we sketch how Fulton's conjecture can be proved geometrically by similar techniques. Lastly, in the appendix, we have collected the Horn inequalities for three tensor factors and low dimensions.
Notation. We write [n] := {1, . . . , n} for any positive integer n. For any group G and representation M , we write M G for the subspace of G-invariant vectors.
Invariants, eigenvalues, and intersections
We start by recalling the basic representation theory of the general linear group GL(r) := GL(r, C). Consider C r with the ordered standard basis e(1), . . . , e(r) and standard Hermitian inner product. Let H(r) denote the subgroup of invertible matrices t ∈ GL(r) that are diagonal in the standard basis, i.e., t e(i) = t(i) · e(i) with all t(i) = 0. We write t = (t(1), . . . , t(r)) and thereby identify H(r) ∼ = (C * ) r . To any sequence of integers µ = (µ(1), . . . , µ(r)), we can associate a character of H(r) by t → t µ := t(1) µ(1) · · · t(r) µ(r) . We say that µ is a weight and call Λ(r) = Z r the weight lattice. A weight is dominant if µ(1) ≥ · · · ≥ µ(r), and the set of all dominant weights form a semigroup, denoted by Λ + (r). We will later also consider antidominant weights ω, which satisfy ω(1) ≤ · · · ≤ ω(r). For any dominant weight λ ∈ Λ + (r), there is an unique irreducible representation L(λ) of GL(r) with highest weight λ. That is, if B(r) denotes the group of upper-triangular invertible matrices (the standard Borel subgroup of GL(r)) and N (r) ⊆ B(r) the subgroup of upper-triangular matrices with all ones on the diagonal (i.e., the corresponding unipotent), then L(λ) N (r) = Cv λ is a one-dimensional eigenspace of B(r) of H(r)-weight λ. We say that v λ is a highest weight vector of L(λ). In section 6.1 we describe a concrete construction of L(λ) due to Borel and Weil. Now let U (r) denote the group of unitary matrices, which is a maximally compact subgroup of GL(r). We can choose an U (r)-invariant Hermitian inner product ·, · (by convention complex linear in the second argument) on each L(λ) so that the representation L(λ) restricts to an irreducible unitary representation of U (r). Any two such representations of U (r) are pairwise inequivalent, and, by Weyl's trick, any irreducible unitary representation can be obtained in this way. Let us now decompose their Lie algebras as gl(r) = u(r) ⊕ iu(r), where i = √ −1, and likewise h(r) = t(r) ⊕ it(r), where we write t(r) for the Lie algebra of T (r), the group of diagonal unitary matrices, and similarly for the other Lie groups. Here, iu(r) denotes the space of Hermitian matrices and it(r) the subspace of diagonal matrices with real entries. We will freely identify vectors in R r with the corresponding diagonal matrices in it(r) and denote by (·, ·) the usual inner product of it(r) ∼ = R r . For a subset J ⊆ [r], we write T J for the vector (diagonal matrix) in it(r) that has ones in position J, and otherwise zero. Now let O λ denote the set of Hermitian matrices with eigenvalues λ(1) ≥ · · · ≥ λ(r). By the spectral theorem, O λ is a U (r)-orbit with respect to the adjoint action, u·X := uXu * , and so O λ = U (r) · λ, where we identify λ with the diagonal matrix with entries λ(1) ≥ · · · ≥ λ(r). On the other hand, recall that any invertible matrix g ∈ GL(r) can be written as a product g = ub, where u ∈ U (r) is unitary and b ∈ B(r) upper-triangular. Since v λ is an eigenvector of B(r), it follows that, in projective space P(L(λ)), the orbits of [v λ ] for GL(r) and U (r) are the same! Moreover, it is not hard to see that the U (r)-stabilizers of λ and of [v λ ] agree, so we obtain a U (r)-equivariant diffeomorphism (2.1)
which also allows us to think of the adjoint orbit O λ as a complex projective GL(r)-variety. An important observation is that
for all complex r × r-matrices A, i.e., elements of the Lie algebra gl(r) of GL(r); ρ λ denotes the Lie algebra representation on L(λ). To see that (2.2) holds true, we may assume that v λ = 1 as well as that u = 1, the latter by U (r)-equivariance. Now tr(Aλ) = v λ , ρ λ (A)v λ is easily be verified by decomposing A = L + H + R with L strictly lower triangular, R strictly upper triangular, and H ∈ h(r) diagonal and comparing term by term. These observations lead to the following fundamental connection between the eigenvalues of Hermitian matrices and the invariant theory of the general linear group: (2.3) Proposition (Kempf-Ness, [13] ). Let λ 1 , . . . , λ s be dominant weights for GL(r) such that (L(λ 1 ) ⊗ · · · ⊗ L(λ s )) GL(r) = {0}. Then there exist Hermitian matrices X k ∈ O λ k such that s k=1 X k = 0.
GL(r) be a nonzero invariant vector. Then, P (v) := w, v is a nonzero linear function on L(λ 1 ) ⊗ · · · ⊗ L(λ s ) that is invariant under the diagonal action of GL(r); indeed, w, g · v = g * · w, v = w, v . Since the L(λ k ) are irreducible, they are spanned by the orbits U (r)v λ k . Thus we can find u 1 , . . . , u s ∈ U (r) such that P (v) = 0 for v = (u 1 · v λ 1 ) ⊗ · · · ⊗ (u s · v λs ).
Consider the class [v] of v in the corresponding projective space P(L(λ 1 ) ⊗ · · · ⊗ L(λ s )). The orbit of [v] under the diagonal GL(r)-action is contained in the GL(r) s -orbit, which is the closed set [U (r) · v λ 1 ⊗ · · · ⊗ U (r) · v λs ] according to the discussion preceding (2.1). It follows that GL(r) · v and its closure, GL(r) · v (say, in the Euclidean topology), are contained in the closed set {κ(u 1 · v λ 1 ) ⊗ · · · ⊗ (u s · v λs )} for κ ∈ C and u 1 , . . . , u s ∈ U (r).
Since P is GL(r)-invariant, P (v ) = P (v) = 0 for any vector v in the diagonal GL(r)-orbit of v. By continuity, this is also true in the orbits' closure, GL(r) · v. On the other hand, P (0) = 0. It follows that 0 ∈ GL(r) · v, i.e., the origin does not belong to the orbit closure. Consider then a nonzero vector v of minimal norm in GL(r) · v. By the discussion in the preceding paragraph, this vector is of the form v = κ(u 1 · v λ 1 ) ⊗ · · · ⊗ (u s · v λs ) for some 0 = κ ∈ C and u 1 , . . . , u s ∈ U (r). By rescaling v we may moreover assume that κ = 1, so that v is a unit vector.
The vector v is by construction a vector of minimal norm in its own GL(r)-orbit. It follows that, for any Hermitian matrix A,
where we have used eq. (2.2) and set
. This implies at once that
The adjoint orbits O λ = U (r) · λ (but not the map (2.1)) can be defined not only for dominant weights λ but in fact for arbitrary Hermitian matrices. Conversely, any Hermitian matrix is conjugate to a unique element ξ ∈ it(r) such that ξ(1) ≥ · · · ≥ ξ(r). The set of all such ξ is a convex cone, known as the positive Weyl chamber C + (r), and it contains the semigroup of dominant weights. Throughout this text, we will only ever write O ξ = U (r) · ξ for ξ that are in the positive Weyl chamber. For example, if ξ ∈ C + (r) then −ξ ∈ O ξ * , where
Remark. Using the inner product (A, B) := tr(AB) on Hermitian matrices we may also think of λ as an element in it(r) * and of O λ as a coadjoint orbit in iu(r) * . From the latter point of view, the map (X 1 , . . . , X s ) → s k=1 X k is the moment map for the diagonal U (r)-action on the product of Hamiltonian manifolds O λ k , k ∈ [s]. Proposition 2.3 thus relates the existence of invariants to the statement that the zero set of the corresponding moment map is nonempty. This is a general fact of Mumford's geometric invariant theory.
(2.4) Definition. The Kirwan cone Kirwan(r, s) is defined as the set of ξ = (ξ 1 , . . . , ξ s ) ∈ C + (r) s such that there exist
Using this language, proposition 2.3 asserts that if the generalized Littlewood-
GL(r) > 0 is nonzero then λ is a point in the Kirwan cone Kirwan(r, s).
We will show in section 6 that, conversely, if λ ∈ Kirwan(r, s), then c( λ) > 0 (by constructing an explicit invariant). As a consequence, it will follow that c( λ) > 0 if and only if c(N λ) > 0 for some integer N > 0. This is the remarkable saturation property of the Littlewood-Richardson coefficients. In fact, we will show that the Horn inequalities give a complete set of conditions for nonvanishing c( λ) as well as for ξ ∈ Kirwan(r, s), which in particular establishes that Kirwan(r, s) is indeed a convex polyhedral cone.
If there exist permutations w k such that s k=1 w k · ξ k = 0 then ξ ∈ Kirwan(r, s) (choose each X k as the diagonal matrix w k · ξ k ). This suffices to characterize the Kirwan cone for s ≤ 2:
In general, however, it is quite delicate to determine if a given ξ ∈ C + (r) s is in Kirwan(r, s) or not. Clearly, one necessary condition is that s k=1 |ξ k | = 0, where we have defined |µ| := r j=1 µ(j) for an arbitrary µ ∈ h(r). This follows by taking the trace of the equation s k=1 X k = 0. In fact, it is clear that by adding or subtracting appropriate multiples of the identity matrix we can always reduce to the case where each |ξ k | = 0.
since ξ l (r) = min v =1 v, X l v by the variational principle for the minimal eigenvalue of a Hermitian matrix X l . These inequalities, together with s k=1 |ξ k | = 0, characterize the Kirwan cone for r = 2, as can be verified by brute force.
There is also a pleasant geometric way of understanding these inequalities in the case r = 2. As discussed above, we may assume that the X k are traceless, i.e., that ξ k = (j k , −j k ) for some j k ≥ 0. Recall that the traceless Hermitian matrices form a three-dimensional real vector space, spanned by the Pauli matrices. Thus each X k identifies with a vector x k ∈ R 3 , and the condition that X k ∈ O ξ k translates into x k = j k . Thus we seek to characterize necessary and sufficient conditions on the lengths j k of vectors x k that sum to zero, s k=1 x k = 0. By the triangle inequality, j k = x k ≤ l =k x l = l =k j l , which is equivalent to the above. It is instructive to observe that j k ≤ l =k j l is precisely the Clebsch-Gordan rule for SL(2) when the j k are half-integers.
The proof of eq. (2.5), which was valid for any s and r, suggests that a more general variational principle for eigenvalues might be useful to produce linear inequalities for the Kirwan cones.
(2.6) Definition. A (complete) flag F on a vector space V , dim V = r, is a chain of subspaces
such that dim F (j) = j for all j = 0, . . . , r. Any ordered basis f = (f (1), . . . , f (r)) of V determines a flag by F (j) = span{f (1), . . . , f (j)}. We say that f is adapted to F . Now let X ∈ O ξ be a Hermitian matrix with eigenvalues ξ(1) ≥ · · · ≥ ξ(r). Let (f X (1), . . . , f X (r)) denote a orthonormal eigenbasis, ordered correspondingly, and denote by F X the corresponding eigenflag of X, defined as above. Note that F X is uniquely defined if the eigenvalues ξ(j) are all distinct. We can quantify the position of a subspace with respect to a flag in the following way: (2.7) Definition. The Schubert position of an d-dimensional subspace S ⊆ V with respect to a flag F on V is the strictly increasing sequence J of integers defined by
We write Pos(S, F ) = J and freely identify J with the subset {J(1)
In particular, Pos(S, F ) = ∅ for S = {0} the zero-dimensional subspace.
The upshot of these definitions is the following variational principle: (2.8) Lemma. Let ξ ∈ C + (r), X ∈ O ξ with eigenflag F X , and J ⊆ [r] a subset of cardinality d. Then, min
where P S denotes the orthogonal projector onto an d-dimensional subspace S ⊆ C r .
Proof. Recall that
is an orthonormal eigenbasis of X, ordered according to ξ(1) ≥ · · · ≥ ξ(r). Given a subspace S with Pos(S, F X ) = J, we can find an ordered orthonormal basis (s(1), . . . , s(d)) of S where each s(a) ∈ F X (J(a)). Therefore,
The inequality holds term by term, as the Hermitian matrix obtained by restricting X to the subspace F X (J(a)) has smallest eigenvalue ξ(J(a)). Since tr(P S X) = j∈J ξ(j) for S = span{f X (j) : j ∈ J}, this establishes the lemma.
Recall that the Grassmannian Gr(d, V ) is the space of d-dimensional subspaces of V . We may partition Gr(d, V ) according to the Schubert position with respect to a fixed flag: (2.9) Definition. Let F be a flag on V , dim V = r, and
The closures in the Euclidean and Zariski topology coincide; the Ω J (F ) are indeed algebraic varieties. Using these definitions, lemma 2.8 asserts that min S∈Ω 0 J (F X ) tr(P S X) = j∈J ξ(j) for any X ∈ O ξ . Since the orthogonal projector P S is a continuous function of S ∈ Gr(d, V ) (in fact, the Grassmannian can be identified with the space of orthogonal projectors of rank d), it follows at once that (2.10) min
As a consequence, intersections of Schubert varieties imply linear inequalities of eigenvalues of matrices summing to zero: (2.11) Lemma. Let X k ∈ O ξ k be Hermitian matrices with
Remarkably, we will find that it suffices to consider only those J 1 , . . . , J s such that s k=1 Ω J k (F k ) = ∅ for arbitrary flags F 1 , . . . , F s . We record the corresponding eigenvalue inequalities, together with the trace condition, in corollary 2.13 below. Following [3], we denote s-tuples by calligraphic letters, e.g., J = (J 1 , . . . , J s ), F = (F 1 , . . . , F s ), etc. In the case of greek letters we continue to write λ = (λ 1 , . . . , λ s ), etc., as above. (2.12) Definition. Let F be an s-tuple of flags on V , dim V = r, and J denote an s-tuple of subsets of [r], each of cardinality d. Then we define
We say that J is intersecting if Ω J (F) = ∅ for every s-tuple of flags F, and we denote the set of intersecting J by Intersecting(d, r, s).
(2.13) Corollary (Klyachko, [14] ). If ξ ∈ Kirwan(r, s) then s k=1 |ξ k | = 0, and for any 0 < d < r and any s-tuple J ∈ Intersecting(d, r, s) we have that
It follows that J = (J 1 , {r − d + 1, . . . , r}, . . . , {r − d + 1, . . . , r}) ∈ Intersecting(d, r, s) is intersecting for any J 1 (and likewise for permutations of the s factors).
For d = 1, this means that Ω {r} (F ) = P(V ), so that (2.10) reduces to the variational principle for the minimal eigenvalue, ξ(r) = min v =1 v, Xv , which we used to derive (2.5) above. Indeed, since ({a}, {r}, . . . , {r}) is intersecting for any a, we find that (2.5) is but a special case of corollary 2. 13 .
In order to understand the linear inequalities in corollary 2.13, we need to understand the sets of intersecting tuples. In the remainder of this section we will thus motivate Belkale's inductive system of conditions for an s-tuple to be intersecting. For reasons that will become clear shortly, we will slightly change notation: E will be a complete flag on some n-dimensional vector space W , I will be a subset of [n] of cardinality r, and hence Ω 0 I (E) will be a Schubert cell in the Grassmannian Gr(r, W ). We start by noting that the dimension of a Schubert cell and the corresponding Schubert variety (its Zariski closure) is given by
This is easy to see and we give a proof in section 3 below. (2.14) Definition. Let I = (I 1 , . . . , I s ) be an s-tuple of subsets of [n], each of cardinality r.
The expected dimension associated with I is defined as
This definition is natural in terms of intersections, as the following lemma shows: (2.15) Lemma. Let E be an s-tuple of flags on W , dim W = n, and I an s-tuple of subsets of [n], each of cardinality r. If Ω 0 I (E) = ∅ then its irreducible components (in the sense of algebraic geometry) are all of dimension at least edim I.
Proof. Since the Grassmannian Gr(r, W ) is of dimension r(n−r), the codimension of Ω
equations. These equations, however, are not necessarily independent. Thus the codimension of Z is at most that number, and we conclude that dim Z ≥ edim I.
Belkale's first observation is that the expected dimension of an intersecting tuple I ∈ Intersecting(r, n, s) is necessarily non-negative,
This inequality, as well as some others, will be proved in detail in section 4. For now, we remark that the condition is rather natural from the perspective of Kleiman's moving lemma. Given I ∈ Intersecting(r, n, s), it not only implies that the intersection of the Schubert cells,
is nonempty for generic flags, but in fact transverse, so that the dimensions of its irreducible components are exactly equal to the expected dimension; hence, edim I ≥ 0.
We now show that (4.2.7) gives rise to an inductive system of conditions. Given a flag E on W and a subspace V ⊆ W , we denote by E V the flag obtained from the distinct subspaces in the sequence E(i) ∩ V , i = 0, . . . , n. Given subsets I ⊆ Pos(S, E) = Pos(V, E) Pos(S, E V ).
We also have the following description of Schubert varieties in terms of Schubert cells:
where the union is over all subsets I ⊆ [n] of cardinality r such that I (a) ≤ I(a) for a ∈ [r]. Both statements are not hard to see; we will give careful proofs in section 3 below. We thus obtain a corresponding chain rule for intersecting tuples: (2.16) Lemma. If I ∈ Intersecting(r, n, s) and J ∈ Intersecting(d, r, s), then we have IJ ∈ Intersecting(d, n, s).
Proof. Let E be an s-tuple of flags on W = C n . Since I is intersecting, there exists V ∈ Ω I (E). Let E V denote the s-tuple of induced flags on V . Likewise, since J is intersecting, we can find
. Using (3.1.5) one last time, we conclude that S ∈ Ω IJ (E).
As an immediate consequence of inequality (4.2.7) and lemma 2. 16 we obtain the following set of necessary conditions for an s-tuple I to be intersecting: (2.17) Corollary. If I ∈ Intersecting(r, n, s) then for any 0 < d < r and any s-tuple J ∈ Intersecting(d, r, s) we have that edim IJ ≥ 0.
Belkale's theorem that asserts that these conditions are also sufficient. In fact, it suffices to restrict to intersecting J with edim J = 0: (2.18) Definition. Let Horn(r, n, s) denote the set of s-tuples I of subsets of [n], each of cardinality r, defined by the conditions that edim I ≥ 0 and, if r > 1, that edim IJ ≥ 0 for all J ∈ Horn(d, r, s) with 0 < d < r and edim J = 0. (5.3.4) Theorem (Belkale, [3] ). For 0 < r ≤ n and s ≥ 2, Intersecting(r, n, s) = Horn(r, n, s).
We will prove theorem 5.3.4 in section 5. The inequalities defining Horn(r, n, s) are in fact tightly related to those constraining the Kirwan cone Kirwan(r, s) and the existence of invariant vectors. To any s-tuple of dominant weights λ for GL(r) such that s k=1 |λ k | = 0, we will associate an s-tuple I of subsets of some [n], each of cardinality r, such that edim I = 0. Furthermore, if λ satisfies the inequalities in corollary 2.13 then I ∈ Horn(r, n, s). In section 6 we will explain this more carefully and show how Belkale's considerations allow us to construct a corresponding
. By proposition 2.3, we will thus obtain at once a characterization of the Kirwan cone as well as of the existence of invariants in terms of Horn's inequalities: (6.3.3) Corollary (Knutson-Tao, [16] ). (a) Horn inequalities: The Kirwan cone Kirwan(r, s) is the convex polyhedral cone of ξ ∈ C + (r) s such that s k=1 |ξ k | = 0, and for any 0 < d < r and any s-tuple J ∈ Horn(d, r, s) with edim J = 0 we have that
GL(r) is nonzero if and only if λ ∈ Kirwan(r, s).
The proof of corollary 6.3.3 will be given in section 6. In appendices A and B, we list the Horn triples as well as the Horn inequalities for the Kirwan cones up to r = 4.
Subspaces, flags, positions
In this section, we study the geometry of subspaces and flags in more detail and supply proofs of some linear algebra facts used previously in section 2. We start with some remarks on the Grassmannian Gr(r, W ), which is an irreducible algebraic variety on which the general linear group GL(W ) acts transitively. The stabilizer of a subspace V ∈ Gr(r, W ) is equal to the parabolic subgroup P (V, W ) = {γ ∈ GL(W ) : γV ⊆ V }, with Lie algebra p(V, W ) = {x ∈ gl(W ) : xV ⊆ V }. Thus we obtain that
and we can identify the tangent space at V with
parametrizes a neighborhood of V in Gr(r, W ). This also shows that dim Gr(r, W ) = r(n − r), a fact that we will use repeatedly in this article.
3.1. Schubert positions. We now consider Schubert positions and the associated Schubert cells and varieties in more detail (definitions 2.7 and 2.9). For all γ ∈ GL(W ), we have the following equivariance property:
which in particular implies that
which is the stabilizer of the flag E. We will see momentarily that Ω 0 I (E) is in fact a single B(E)-orbit. We first state the following basic lemma, which shows that adapted bases (definition 2.6) provide a convenient way of computing Schubert positions: (3.1.3) Lemma. Let E be a flag on W , dim W = n, V ⊆ W an r-dimensional subspace, and I ⊆ [n] a subset of cardinality r, with complement I c . The following are equivalent:
(ii) For any ordered basis (f (1), . . . , f (n)) adapted to E, there exists a (unique) basis
(iii) There exists an ordered basis (f (1), . . . , f (n)) adapted to E such that {f (I(1)), . . . , f (I(r))} is a basis of V . The proof of lemma 3.1.3 is left as an exercise to the reader. Clearly, B(E) acts transitively on the set of ordered bases adapted to E. Thus, lemma 3.1.3, (iii) shows that Ω 0 I (E) is a single B(E)-orbit. That is, just like Grassmannian itself, each Schubert cell is a homogeneous space. In particular, Ω 0 I (E) and its closure Ω I (E) (definition 2.9) are both irreducible algebraic varieties. Example. Consider the flag E on W = C 4 with adapted basis (f (1), . . . , f (4)), where f (1) = e(1) + e(2) + e(3), f (2) = e(2) + e(3), f (3) = e(3) + e(4), f (4) = e(4). If V = span{e(1), e(2)} then Pos(V, E) = {2, 4}, while Pos(V, E 0 ) = {1, 2} for the standard flag E 0 with adapted basis (e(1), e(2), e(3), e(4)).
Note that the basis
is an adapted basis of E that satisfies the conditions in (iii).
The following lemma characterizes each Schubert variety explicitly as a union of Schubert cells: (3.1.4) Lemma. Let E be a flag on W , dim W = n, and I ⊆ [n] a subset of cardinality r. Then,
where the union is over all subsets I ⊆ [n] of cardinality r such that I (a) ≤ I(a) for a ∈ [r].
Proof. Let (V k ) denote a convergent sequence of subspaces in Ω 0 I (E) with limit V ∈ Gr(r, W ). Then dim E(I(a)) ∩ V ≥ dim E(I(a)) ∩ V k for sufficiently large k, since intersections can only become larger in the limit, but dim E(I(a)) ∩ V k = a for all k. It follows that Pos(V, E)(a) ≤ I(a).
Conversely, suppose that V ∈ Ω 0 I (E), where I (a) ≤ I(a) for all a. Let a denote the minimal integer such that I (a) = I(a) for a = a + 1, . . . , r. We will show that V ∈ Ω I (E) by induction on a . If a = 0 then I = I and there is nothing to show. Otherwise, let (f (1), . . . , f (n)) denote an adapted basis for E such that v (a) = f (I (a)) is a basis of V (as in (iii) of lemma 3.1.3). For each ε > 0, consider the subspace V ε with basis vectors v ε (a) = v (a) for all a = a together with v ε (a ) := v (a ) + εf (I(a )). Then the space V ε is of dimension r and in position {I (1), . . . , I (a − 1), I(a ), . . . , I(r)} with respect to E. By the induction hypothesis, V ε ∈ Ω I (E) for any ε > 0, and thus V ∈ Ω I (E) as V ε → V for ε → 0.
We now compute the dimensions of Schubert cells and varieties. This is straightforward from lemma 3.1.3, however it will be useful to make a slight detour and introduce some notation. This will allow us to show that we can exactly parametrize Ω 0 I (E) by a unipotent subgroup of B(E), which in particular shows that it is an affine space.
Choose an ordered basis (f (1), . . . , f (n)) that is adapted to E.
where the f (j) + V for j ∈ I c form a basis of W/V . In particular, Hom E (V, W/V ) is of dimension r a=1 (I(a) − a). Using this basis, we can identify W/V with Q := span{f (j) : j ∈ I c }. Then W = V ⊕ Q and we can identify Hom E (V, W/V ) with
Lemma 3.1.3, (ii) shows that for any φ ∈ H E (V, Q), we obtain a distinct subspace (id +φ)(V ) in Ω 0 I (E), and that all subspaces in Ω 0 I (E) can obtained in this way. We define a corresponding unipotent subgroup,
Thus we obtain the following lemma:
, and Q as above. Then we can parametrize
It will be useful to rephrase the above to obtain a parametrization of Ω 0 I (E) in terms of the fixed subspaces (3.1.8)
be a subset of cardinality r. The shuffle permutation σ I ∈ S n is defined by
c (a − r) for a = r + 1, . . . , n.
and w I ∈ GL(W ) is the corresponding permutation operator with respect to the adapted
I (E) as before, and so
The translated Schubert cell can be parametrized by
where we identify Q 0 ∼ = W/V 0 . We thus obtain the following consequence of lemma 3.1.6: (3.1.10) Corollary. Let E be a flag on W , dim W = n, I ⊆ [n] of cardinality r, and V ∈ Ω 0 I (E). Moreover, define w I as above for an adapted basis. Then, 
, e(4)} is indeed in position I with respect to E 0 , in agreement with the preceding discussion. Moreover,
and so corollary 3.1.10 asserts that
which agrees with lemma 3.1.3.
3.2. Induced flags and positions. The space Hom E (V, W/V ) can be understood more conceptually as the space of homomorphisms that respect the filtrations E(i) ∩ V and (E(i) + V )/V induced by the flag E. Here we have used the following concept:
(3.2.1) Definition. A (complete) filtration F on a vector space V is a chain of subspaces
such that the dimensions increase by no more than one, i.e., dim
Thus distinct subspaces in a filtration determine a flag.
Given a flag E on W and a subspace V ⊆ W , we thus obtain an induced flag E V on V from the distinct subspaces in the sequence E(i) ∩ V , i = 0, . . . , n. We may also induce a flag E W/V on the quotient W/V from the distinct subspaces in the sequence (E(i) + V )/V . These flags can be readily computed from the Schubert position of V : (3.2.2) Lemma. Let E be a flag on W , dim W = n, and V ⊆ W an r-dimensional subspace in position I = Pos(V, E). Then the induced flags E V on V and E W/V on W/V are given by
Proof. Using an adapted basis as in lemma 3.1.3, (iii), it is easy to see that dim
Thus we obtain the two assertions.
We can use the preceding result to describe Hom E (V, W/V ) in terms of flags rather than filtrations and without any reference to the ambient space W .
(3.2.3) Definition. Let V and Q be vector spaces of dimension r and n − r, respectively, I ⊆ [n] a subset of cardinality r, F a flag on V and G a flag on Q. We define
which we note is well-defined by
It now easily follows from lemmas 3.1.6 and 3.2.2 that
As a consequence:
(3.2.6)
We record the following equivariance property:
is stable under right multiplication by the Borel subgroup B(F ) and left multiplication by the Borel subgroup B(G).
We now compute the position of subspaces and subquotients with respect to induced flags. Given subsets I ⊆ [n] of cardinality r and J ⊆ [r] of cardinality d, we recall that we had defined their composition IJ in section 2 as the subset
We also define their quotient to be the subset
where
The following lemma establishes the 'chain rule' for positions: (3.2.8) Lemma. Let E be a flag on W , S ⊆ V ⊆ W subspaces, and I = Pos(V, E), J = Pos(S, E V ) their relative positions. Then there exists an adapted basis (f (1), . . . , f (n)) for E such that {f (I(a))} is a basis of V and {f (IJ(b))} a basis of S. In particular,
Proof. According to lemma 3.1.3, (iii), there exists an adapted basis (f (1), . . . , f (n)) for E such that (f (I (1)), . . . , f (I(r))) is a basis of V , where r = dim V . By lemma 3.2.2, this ordered basis is in fact adapted to the induced flag E V . Thus we can apply lemma 3.1.3, (ii) to E V and the subspace S ⊆ V to obtain a basis (v (1), . . . , v(s)) of S of the form
It follows that the ordered basis (f (1),
has all desired properties. We now obtain the chain rule, Pos(S, E) = IJ, as a consequence of lemma 3. 
It follows that L = (v, w, w, v) and hence the symbols v appear indeed at positions I/J = {1, 4}.
We thus obtain the following recipe for computing positions of subquotients: (3.2.10) Lemma. Let E be a flag on W and S ⊆ V ⊆ W subspaces. Then,
Proof. Let I = Pos(V, E) and J = Pos(S, E V ). According to lemma 3.2.8, there exists an adapted basis (f (1), . . . , f (n)) of E such that {f (I(a))} is a basis of V and {f (IJ(b))} a basis of S. This shows not only that {f (IJ c (b))} is a basis of V /S, but also, by lemma 3.2.2, that
, and the preceding discussion showed that the location of the IJ c in (IJ) c is exactly equal to the quotient position I/J. Thus we conclude from lemma 3.1.3, (iii) that Pos(V /S, E W/S ) = I/J.
One last consequence of the preceding discussion is the following lemma: (3.2.11) Lemma. Let E be a flag on W , dim W = n, S ⊆ V ⊆ W subspaces, and I = Pos(V, E), J = Pos(S, E V ). Then F (i) := (E(i) ∩ V ) + S /S is a filtration on V /S, and
Proof. As in the preceding proof, we use the adapted basis (f (1), . . . , f (n)) from lemma 3.2.8.
≤ i}, and this implies the claim.
The following corollary uses lemma 3.2.11 to compare filtrations for a space that is isomorphic to a subquotient in two different ways,
Proof. Consider the filtration F (j) :
where we have used lemma 3.2.11 twice.
We now compute the dimension of quotient positions: (3.2.13) Lemma. Let I ⊆ [n] be a subset of cardinality r and J ⊆ [r] a subset of cardinality d. Then:
Straight from the definition of dimension and quotient position,
Lastly, given subsets I ⊆ [n] of cardinality r and J ⊆ [r] of cardinality d, we define
Clearly, I J = I/J c , but we prefer to introduce a new notation to avoid confusion, since the role of I J will be quite different. Indeed, I J is related to composition, as is indicated by the following lemmas: (3.2.14) Lemma. Let I ⊆ [n] be a subset of cardinality r, J ⊆ [r] a subset of cardinality d.
Proof. Let m denote the cardinality of K. Then:
be a subset of cardinality r, φ ∈ Hom(V, Q), and F a flag on V . Let S = ker φ denote the kernel, J := Pos(S, F ) its position with respect to F , and φ ∈ Hom(V /S, Q) the corresponding injection. Then φ ∈ H I (F, G) if and only ifφ ∈ H I/J (F V /S , G). In this case, we have for all
Proof. For the first claim, note that if φ ∈ H I (F, G) then
for all a = J c (b), and hence for all a, since φ(
3.3. The flag variety. The Schubert cells of the Grassmannian were defined by fixing a flag and classifying subspaces according to their Schubert position. As we will later be interested in intersections of Schubert cells for different flags, it will be useful to also consider variations of the flag for a fixed subspace. Let Flag(W ) denote the (complete) flag variety, defined as the space of (complete) flags on W . It is a homogeneous space with respect to the transitive GL(W )-action, so indeed an irreducible variety. (3.3.1) Definition. Let V ⊆ W be a subspace, dim V = r, dim W = n, and I ⊆ [n] a subset of cardinality r. We define We have the following equivariance property as a consequence of (3.1.1): For all γ ∈ GL(W ),
and Flag I (V, W ) are stable under the action of the parabolic subgroup P (V, W ) = {γ ∈ GL(W ) : γV ⊆ V }, which is the stabilizer of V .
We will now show that Flag
This implies that both Flag 0 I (V, W ) and Flag I (V, W ) are irreducible algebraic varieties. (3.3.3) Definition. Let E be a flag on W , dim W = n, V 0 = E(r), and I ⊆ [n] a subset of cardinality r. We define
where we have used that
We now derive a more precise parametrization of Flag
In coordinates, using W = V 0 ⊕ Q 0 and (3.2.6), we obtain that
This allows us to compute the dimension of the subvarieties Flag 0 I (V, W ) and to relate their codimension to the codimension of the Schubert cells of the Grassmannian: (3.3.6) Corollary. Let V ⊆ W be a subspace, dim W = n, dim V = r, and I ⊆ [n] a subset of cardinality r. Then,
Proof. Without loss of generality, we may assume that
since Gr(r, W ) ∼ = GL(W )/P (V 0 , W ) and Flag(W ) = GL(W )/B(E). This establishes (3.3.8).
On the other hand, a direct calculation shows that
so we also obtain (3.3.7).
At last, we study the following set of flags on the target space of a given homomorphism: (3.3.9) Definition. Let V , Q be vector spaces of dimension r and n − r, respectively, and I ⊆ [n]. Moreover, let F be a flag on V and φ ∈ Hom(V, Q) an injective homomorphism. We define Flag
It is clear that I(a) ≥ 2a is necessary and sufficient for Flag
, with basis e(1), . . . , e(3), and Q 0 ∼ = C 5 , with basis e(1), . . . ,ē(5). Take φ : V 0 → Q 0 to be the canonical injection and let F 0 denote the standard flag on
On the other hand, if I = {2, 3, 7} then we obtain the condition Cē(1) ⊕ Cē(2) ⊆ G(1) which can never be satisfied. Thus in this case Flag
In the following lemma we show that Flag 0 I (F, φ) is a smooth variety and compute its dimension. (3.3.10) Lemma. Let V , Q be vector spaces of dimension r and n − r, respectively, and I ⊆ [n] a subset of cardinality r. Moreover, let F be a flag on V and φ ∈ Hom(V, Q) an injective homomorphism. If Flag
} is a subvariety of GL(Q 0 ) and compute its dimension. Note that h ∈ M I if and only if h −1 φ ∈ H I (F 0 , G 0 ). We now identify V 0 with its image φ(V 0 ) and denote by R 0 ∼ = C n−2r its standard complement in Q 0 . Thus Q 0 ∼ = V 0 ⊕ R 0 and we can think of h −1 ∈ GL(Q 0 ) as a block matrix 
which form a nonempty Zariski-open subset, and hence a smooth irreducible subvariety of GL(Q 0 ). It follows that Flag
is likewise a smooth irreducible subvariety, and
where we have used eq. (3.1.7) and that Flag(Q 0 ) ∼ = GL(Q 0 )/B(G 0 ).
Intersections and Horn inequalities
In this section, we will study intersections of Schubert varieties. Recall from definition 2.12 that given an s-tuple E of flags on W , dim W = n, and s-tuple I of subsets of [n], each of cardinality r, we had defined
We are particularly interested in the intersecting I, denoted I ∈ Intersecting(r, n, s), for which Ω I (E) = ∅ for any E.
4.1.
Coordinates. Without loss of generality, we may assume that W = C n , and we will do so for the remainder of this article. As before, we denote by (e(1), . . . , e(n)) the ordered standard basis of C n and by E 0 the corresponding standard flag. Let V 0 = E 0 (r) be the standard r-dimensional subspace, with ordered basis (e(1), . . . , e(r)), and Q 0 the subspace with ordered basis (ē(1), . . . ,ē(n − r)), whereē(b) := e(r + b). Thus W = V 0 ⊕ Q 0 . We denote the corresponding standard flags on V 0 and Q 0 by F 0 and G 0 , respectively. Note that
We further abbreviate the Grassmannian by Gr(r, n) := Gr(r, C n ), the parabolic by P (r, n) := P (V 0 , C n ) and the Borel by B(n) := B(E 0 ). We write Flag(n) := Flag(W ) and Flag 
where we have introduced G I (r, n) := G I (V 0 , E 0 ).
4.2.
Intersections and dominance. We will start by reformulating the intersecting property in terms of the dominance of a certain morphism of algebraic varieties, which in turn can be reduced to surjectivity of its tangent maps. This will allow us to give a simple proof of lemma 4.2.6, which states that the expected dimension of an intersecting tuple is necessarily non-negative, which we used to conclude the necessity of Belkale's inductive conditions in corollary 2.17. We caution that while
It is also possible that Ω 0 I (E) or Ω I (E) are nonempty for some E but empty for generic s-tuples E:
We will later show the existence of a 'good set' of sufficiently generic E such that I is intersecting if and only if Ω and consider the one-parameter family of flags E(t) with adapted basis (f (t),
dt 5 f (t)). We consider the 3-tuple E = (E 1 , E 2 , E 3 ), where E 1 := E(0) is the standard flag, E 2 := E(1), and E 3 := E(−1). Then the intersection Ω 0 I (E) consists of precisely two points:
and coincides with Ω I (E).
To study generic intersections of Schubert cells, it is useful to introduce the following maps: Let I be an s-tuple of subsets of [n], each of cardinality r. We define
and its extension (4.2.2)
The following lemma shows that the images of ω 0 I and ω I , respectively, characterize the s-tuples E of flags for which the intersections Ω 0 I (E) and Ω I (E) are nonempty: (4.2.3) Lemma. Let I be an s-tuple of subsets of [n] . each of cardinality r. Then,
In particular, I ∈ Intersecting(r, n, s) if and only if ω I is surjective.
and therefore γV 0 ∈ Ω
We also recall for future reference that if X and Y are smooth varieties and f : X → Y is dominant then the set of regular values (i.e., the points y such that df x is surjective for all preimages Thus it remains to show that ω I is automatically surjective if it is dominant. For this, we observe that the space Flag I 1 (r, n) × · · · × Flag Is (r, n) is left invariant by the diagonal action of the parabolic P (r, n), as can be seen from (3.3.2). Thus ω I factors over a map (4.2.5)ω I :
Clearly, ω I andω I have the same image. Ifω I is dominant, then its image contains a nonempty Zariski-open set and therefore is dense in the Euclidean topology. But the domain ofω I is compact and hence its image in the Euclidean topology is automatically closed. It follows thatω I is automatically surjective ifω I is dominant.
A first, obvious condition for I to be intersecting is therefore that the dimension of the domain of ω I is no smaller than the dimension of the target space. If we apply this argument to the factored map (4.2.5), which has the same image, we obtain that the expected dimension introduced in definition 2.14 is nonnegative: (4.2.6) Lemma. If I ∈ Intersecting(r, n, s) then
Proof. Let X := GL(n) × P (r,n) Flag I 1 (r, n) × · · · × Flag Is (r, n) and Y := Flag(n)
where the first equality is obvious and the second is eq. (3.3.8).
At this point, we have established all facts that we used in section 2 to prove corollary 2.17. That is, the proof of corollary 2.17 is now complete.
We conclude this section by recording the following rules for the expected dimension, are direct consequences of lemmas 3.2.13 and 3.2.14. Equation (4.2.10) in particular will play a crucial role in section 5.3, as we will use it to show that if I satisfies the Horn inequalities and J is intersecting then so does I
J . This will be key to establishing Belkale's theorem on the sufficiency of the Horn inequalities by induction (theorem 5.3.4).
Slopes and Horn inequalities.
We are now interested in proving a strengthened version of corollary 2.17 (see corollary 4.3.11 below). As a first step, we introduce the promised 'good set' of s-tuples of flags which are sufficiently generic to detect when an s-tuple I is intersecting: (4.3.1) Lemma. There exists a nonempty Zariski-open subset Good(n, s) ⊆ Flag(n) s with the following property. For all 0 < r ≤ n and any s-tuple I of subsets of [n], each of cardinality r, the following are equivalent:
(i) I ∈ Intersecting(r, n, s).
(ii) For all E ∈ Good(n, s),
In particular, for any E ∈ Good(n, s) we have
Intersecting(r, n, s) = {Pos(V, E) :
If any of (i)-(iii) are true, then for all E ∈ Good(n, s), E is a regular value of the map 
We now establish the equivalence. To see that (i) implies (ii), note that for any I ∈ Intersecting(r, n, s) and E ∈ Good(n, s), E ∈ U I ⊆ imω 
c unless I is intersecting. This establishes (i). Equation (4.3.2) is a direct consequence of the equivalence between (i) and (iii). The claim that when I is intersecting, any E ∈ Good(n, s) is a regular value of ω 0 I holds by construction, since ω 0 I andω 0 I have the same set of regular values. Now observe that, for any E ∈ Flag(n) s , the fiber (ω
. It can therefore by γ → γV 0 be identified with Ω 0 I (E). Now assume that I ∈ Intersecting(r, n, s). As we vary E ∈ Good(n, s), E ∈ U I and so (ω
has the same number of irreducible components, each of dimension edim I.
Lastly, we need to show that Ω 0 I (E) is dense in Ω I (E). This will follow if we can show that Ω 0 I (E) meets any irreducible component Z of Ω I (E). Let us assume that this is not the case, so that Z ⊆ Ω I (E) \ Ω 0 I (E). But I (E) has dimension strictly smaller than edim I. But this is a contradiction, since the dimension of Z is equal to at least edim I.
We now study the numerical inequalities satisfied by intersecting s-tuples more carefully. Recall that a weight θ for GL(r) is antidominant if θ(1) ≤ · · · ≤ θ(r). For example, given a subset I ⊆ [n] of cardinality r, the weight θ(a) := I(a) − a is antidominant. It is convenient to introduce the following definition: 
For any nonzero subspace {0} = S ⊆ C r and s-tuple of flags F on C r , we further define µ θ (S, F) := µ θ (Pos (S, F) ).
Here and in the following, we write Pos(S, F) for the s-tuple of positions (Pos(S, F k )) k∈ [s] . Note that we can interpret µ θ (J ) as a sum of averages of the nowhere decreasing functions θ k for uniform choice of a ∈ J k .
The following lemma asserts that there is a unique slope-minimizing subspace of maximal dimension: (4.3.4) Lemma (Harder-Narasimhan, [1] ). Let θ be an s-tuple of antidominant weights for GL(r), and F ∈ Flag(r) s . Let m * := min {0} =S⊆C r µ θ (S, F) and d * := max{dim S : µ θ (S, F) = m * }. Then there exists a unique subspace S * ⊆ C r such that µ θ (S * , F) = m * and dim S * = d * > 0.
Proof. Existence is immediate, so it remains to show uniqueness. Thus suppose for sake of finding a contradiction that there are two such subspaces, S 1 = S 2 , such that µ θ (S j , F) = m * and dim S j = d * for j = 1, 2. We note that d * > 0 and that the inclusions S 1 ∩ S 2 S 1 and S 2 S 1 + S 2 are strict.
Let J = Pos(S 1 , F) and K = Pos(S 1 ∩ S 2 , F S 1 ). Then Pos(S 1 ∩ S 2 , F) = J K by the chain rule (lemma 3.2.8). Let us first assume that S 1 ∩ S 2 = {0}, so that µ θ (J K) is well-defined. Then,
, where the equalities hold by definition, and the inequality holds as m * is the minimal slope. On the other hand, note that
, hence we can write
If S 1 ∩ S 2 = {0} then J = J K c and so (4.3.5) holds with equality. Likewise, let L = Pos(S 1 + S 2 , F) and M = Pos(S 2 , F S 1 +S 2 ). Since S 2 S 1 + S 2 , but S 2 was assumed to be a maximal-dimensional subspace with minimal slope, it follows that the slope of S 1 + S 2 is strictly larger than m * :
Just as before, we decompose
,
Thus we obtain the strict inequality
At last, we apply corollary 3.2.12, which shows that
for all b and k, and hence
Together with (4.3.5) and (4.3.6), we obtain the desired contradiction:
We will now apply lemmas 4.3.1 and 4.3.4 to show that the conditions in corollary 2.17 with edim J = 0 imply those for general intersecting J . (4.3.7) Definition. Let I ⊆ [n] be a subset of cardinality r. We define λ I ∈ Λ + (r) by
Any highest weight λ with λ(1) ≤ 0, λ(r) ≥ r − n can be written in this form. Moreover, if I c denotes the complement of I in [n] then the dominant weight λ I c ∈ Λ + (n − r) can be written as 
where we recall that (T J , ξ) = j∈J ξ(j) for any J ⊆ [r] and ξ ∈ it(r).
Proof. It suffices to prove the second statement, which follows from
It follows that minimizing µ − λ (J ) and Proof. Suppose for sake of finding a contradiction that there exists J ∈ Intersecting(d, r, s) with 0 < d < r and edim IJ < edim J , so that µ − λ (J ) < 0 according to lemma 4.3.9. Fix some F ∈ Good(r, s). Then Ω 0 J (F) = ∅ by lemma 4.3.1, (ii). Thus there exists a subspace {0} = S ⊆ C r such that µ − λ (S, F) = µ − λ (J ) < 0. Now let S * be the unique subspace of minimal slope m * < 0 and maximal dimension d * > 0 from lemma 4.3.4 and denote by J * := Pos(S * , F) its s-tuple of positions. The uniqueness statement implies that Ω 0 J * (F) = {S * }, since slope and dimension are fully determined by the position. Moreover, J * is intersecting by (4.3.2), and therefore edim J * = dim Ω 0 J * (F) = 0 by lemma 4.3.1. Thus we have found an s-tuple J * ∈ Intersecting(d * , r, s) with d * > 0, edim J * = 0, and
where we have used lemma 4.3.9 once again in the last equality. Since edim I ≥ 0, this also implies that d * < r. This is the desired contradiction. Proposition 4.3.10 will be useful to prove Belkale's theorem 5.3.4 in section 5 below, since it allows us to work with a larger set of inequalities.
Remark. The proof of proposition 4.3.10 shows that we may in fact restrict to J such that Ω 0 J (F) is a point for all s-tuples of good flags F ∈ Good(r, s) -or also to those for which Ω J (F) is a point, which is equivalent by the last statement in lemma 4.3.1. See the remark after corollary 6.3.3 for the implications of this on the description of the Kirwan cone.
We also record the following corollary which follows together with and improves over corollary 2.17.
(4.3.11) Corollary. If I ∈ Intersecting(r, n, s) then for any 0 < d < r and any s-tuple J ∈ Intersecting(d, r, s) we have that edim IJ ≥ edim J .
We remark that for d = r there is only one s-tuple, J = ([r], . . . , [r]), and it is intersecting and satisfies edim J = 0. In this case, edim IJ − edim J = edim I, and so we may safely allow for d = r in corollaries 2.17 and 4.3.11 and proposition 4.3.10.
We conclude this section with some simple examples of the Horn inequalities of corollary 4.3.11. We refer to appendix A for lists of all Horn triples I = (I 1 , I 2 , I 3 ) up to n = 4.
(4.3.12) Example (r = 1). The only condition for I ∈ Intersecting(1, n, s) is the dimension condition, edim I ≥ 0. Indeed, the Grassmannian Gr(1, n) is the projective space P(C n ), whose Schubert varieties are given by
. . , {i s }) is intersecting if and only if for any s-tuple of flags E, E 1 (i 1 )∩· · ·∩E s (i s ) = {0}. By linear algebra, it is certainly sufficient that s k=1 (n − i k ) ≤ n − 1, which is equivalent to edim I ≥ 0. This also establishes theorem 5.3.4 in the case r = 1.
Example (s = 2, r = 2). Let I = (I 1 , I 2 ). Then the condition edim I ≥ 0 is I 1 (1) + I 1 (2) + I 2 (1) + I 2 (2) ≥ 2n + 2. However, there are two additional conditions coming from the J ∈ Intersecting(1, 2, 2) with edim J = 0. By the preceding example, there are two such pairs, ({1}, {2}) and ({2}, {1}). The corresponding conditions are I 1 (1) + I 2 (2) ≥ n + 1 and I 1 (2) + I 2 (1) ≥ n + 1.
For example, if n = 4 then I = ({1, 4}, {2, 4}) satisfies all Horn inequalities. On the other hand, I = ({1, 4}, {2, 3}) fails one the Horn inequalities. Indeed, if we consider J = ({1}, {2}) then IJ = ({1}, {3}) is such that edim IJ = −1 < 0.
Sufficiency of Horn inequalities
In this section we will prove that the Horn inequalities are also sufficient to characterize intersections of Schubert varieties. 5.1. Tangent maps. In lemma 4.2.4, we established that an s-tuple I is intersecting if and only if the corresponding morphism ω I defined in (4.2.2) is dominant. Now it is a general fact that a morphism f : X → Y between smooth and irreducible varieties is dominant if and only if there exists a point p ∈ X where the differential T p f is surjective. This will presently allow us to reduce the intersecting of Schubert varieties to an infinitesimal question about tangent maps. Later, in section 6, we will also use the determinant of the tangent map to construct explicit tensor product invariants and establish the saturation property. = (g 1 , . . . , g s ) ∈ GL(V 0 )
s and h = (h 1 , . . . , h s ) ∈ GL(Q 0 ) s such that the linear map 
Proof. Using the isomorphisms Flag
is dominant. This is again a morphism between smooth and irreducible varieties and thus dominance is equivalent to surjectivity of the differential at some point (γ, γ 1 , . . . , γ s ). The map (5.1.3) is GL(n)-equivariant on the left and B(n) s -equivariant on the right. By the former, we may assume that γ = 1, and by the latter that
We now compute the differential. Thus we consider an arbitrary curve 1 + εX tangent to γ = 1, where X ∈ gl(n), and curves
with A k ∈ gl(r) etc., then we see from (4.1.
We may check for surjectivity block by block. Since there are no constraints on the A k , B k , and D k , it is clear that the differential is surjective on the three blocks corresponding to p(r, n). Thus we only need to check surjectivity on the last block of the linear map, corresponding to Hom(V 0 , Q 0 ). This block can plainly be identified with (5.1.2), since the C k are constrained to be elements of h k H I k (F 0 , G 0 )g 
. This follows from the proof of lemma 5.1.1 and justifies calling ∆ I, g, h a tangent map.
By the rank-nullity theorem and using lemma 3.1.6, the kernel of the linear map ∆ I, g, h defined in (5.1.2) is of dimension at least
and ∆ I, g, h is surjective if and only if equality holds. On the other hand, it is immediate that
As we vary g k and h k , the F k and G k are arbitrary flags on V 0 and Q 0 , respectively. Thus we obtain the following characterization: (5.1.7) Definition. Let I be an s-tuple of subsets of [n], each of cardinality r. We define the true dimension of I as (5.1.8) tdim I := min
where the first side minimization is over all s-tuples of flags F on V 0 and G on Q 0 , the second one over g ∈ GL(r) s , h ∈ GL(n − r) s , and where
(5.1.9) Corollary. Let I be an s-tuple of subsets of [n], each of cardinality r. Then we have tdim I ≥ edim I, with equality if and only if I ∈ Intersecting(r, n, s). We note that for the purpose of computing true dimensions we may always assume that F 1 and G 1 are the standard flags on V 0 and Q 0 , respectively (by equivariance). Example (s=2,r=2,n=4). We verify the example at the end of section 4 by using corollary 5.1.9. We first consider I = ({1, 4}, {2, 4}). Then edim I = 1. To bound tdim I, we let F = (F 1 , F 2 ) and G = (G 1 , G 2 ), where F 1 is the standard flag on V 0 , F 2 the flag with adapted basis (e(1) + e(2), e(2)), and G 1 = G 2 the standard flags on Q 0 . Then
is one-dimensional, which shows that tdim I ≤ 1. Since always tdim I ≥ edim I, it follows that, in fact, tdim I = edim I and so I is intersecting. We now consider I = ({1, 4}, {2, 3}). Then edim I = 0. Let F and G be pairs of flags on V 0 and Q 0 , respectively. Without loss of generality, we shall assume that F 1 and G 1 are the standard flags. Then
where C x y := G 2 (1). Indeed, H I 2 (F 2 , G 2 ) consists of those linear maps that map any vector in V 0 into G 2 (1). In particular, H I (F, G) is one-dimensional for any choice of F 2 and G 2 . Thus tdim I = 1 > 0 = edim I, and we conclude that I is not intersecting.
Example (s=2,r=3,n=6). Let I = ({3, 4, 6}, {2, 4, 5}). Then edim I = 3. We now establish that I is intersecting by verifying that tdim I = 3. Again we choose F 1 and G 1 to be the standard flags on V 0 and Q 0 , respectively, while F 2 and G 2 are defined as follows in terms of adapted bases:
F 2 : e(1) + z 21 e(2) + z 31 e(3), e(2) + z 32 e(3), e(3), G 2 :ē(1) + u 21ē (2) + u 31ē (3),ē(2) + u 32ē (3),ē(3). H I (F, G) is on the open set where u 31 u 32 = 0 given by
Then a basis for
as can be checked by manual inspection.
Kernel dimension and position.
Let us consider an s-tuple I of subsets of [n], each of cardinality r, where we always assume that 0 < r ≤ n. To prove sufficiency of the Horn inequalities, we aim to use corollary 5.1.9, which states that tdim I ≥ edim I, with equality if and only if I is intersecting. If tdim I = 0 then, necessarily, tdim I = edim I = 0, since edim I is nonnegative by assumption (part of the Horn inequalities). Hence in this case I is intersecting.
Thus the interesting case is when tdim I > 0. To study the spaces H I (F, G) in a unified fashion, we consider the space
We caution that P(I) is not in general irreducible, as the following example shows: Example. Let s = 2, n = 3, r = 1, and consider I 1 = I 2 = {2}. There is only a single flag on V 0 ∼ = C, while any flag L 2 ) , then the fiber for any L 1 = L 2 is a one-dimensional line, while for any L 1 = L 2 the fiber is just φ = 0. In particular, we note that P(I) is not irreducible.
We now restrict to those (F, G) such that the intersection H I (F, G) is of dimension tdim I. Thus we introduce
The subscripts in P t (I) and B t (I) stands for the true dimension, tdim I. We use similar subscripts throughout this section when we fix various other dimensions and positions. Since tdim I is the minimal possible dimension, this is the generic case. Moreover, this restriction makes P t (I) irreducible, as it is a vector bundle over B t (I). We record this in the following lemma: s × Flag(Q 0 ) s , and the map (F, G, φ) → (F, G) turns P t (I) into a vector bundle over B t (I). In particular, P t (I) is an irreducible and smooth variety.
In particular:
Belkale's insight is now to consider the behavior of generic kernels of maps φ ∈ H I (F, G), where (F, G) ∈ B t (I). We start with the following definition: (5.2.3) Definition. Let I be an s-tuple of subsets of [n], each of cardinality r. We define the kernel dimension of I as kdim I := min{dim ker φ : φ ∈ H I (F, G) where (F, G) ∈ B t (I)} There are two special cases that we can treat right away. If kdim I = r then any morphism in H I (F, G) for (F, G) ∈ B t (I) is zero, and hence tdim I = 0. This is the case that we had discussed initially and we record this observation for future reference: (5.2.4) Lemma. Let I be an s-tuple of subsets of [n], each of cardinality r, such that edim I ≥ 0. If kdim I = r then tdim I = edim I = 0, and hence I ∈ Intersecting(r, n, s).
Likewise, the case where kdim I = 0 can easily be treated directly. The idea is to compute the dimension of P t (I) in a second way and compare the result with (5.2.2). Proof. We first note that kdim I = 0 implies that there exists an injective map φ ∈ H I (F, G) for some (F, G) ∈ B t (I). In particular, I k (a) − a ≥ a for all k ∈ [s] and a ∈ [r] (a fact that we will use further below in the proof). Now define
Then P k is a nonempty Zariski-open subset of P(I) that intersects P t (I). By lemma 5.2.1, the latter is irreducible. Thus it suffices to show that P k is likewise irreducible and to compute its dimension. For this, we consider the map
where we write Hom × (V 0 , Q 0 ) for the Zariski-open subset of injective linear maps in Hom(V 0 , Q 0 ). The fibers of π are given by
which according to lemma 3.3.10 are smooth irreducible varieties of dimension s dim Flag(Q 0 )− sr(n − r) + s k=1 dim I k . It is not hard to see that π gives P k the structure of a fiber bundle over M k . Therefore, P k is irreducible. Moreover, the space M k has dimension s dim Flag(V 0 ) + r(n − r). By adding the dimension of the fibers, we obtain that the dimension of P k , and hence of P t (I), is indeed the one claimed in the lemma. Proof. This follows directly by comparing eq. (5.2.2) and lemma 5.2.5.
We now consider the general case, where 0 < kdim I < r. We first note that the kernel dimension is attained generically. Thus we define P kt (I) := {(F, G, φ) ∈ P t (I) : dim ker φ = kdim I},
where the subscripts denote that we fix both the true dimension as well as the kernel dimension. We have the following lemma: (5.2.7) Lemma. The set P kt (I) is a nonempty Zariski-open subset of P t (I), hence also irreducible. Moreover,
Proof. The first claim holds since P kt (I) can be defined by the nonvanishing of certain minors. The second claim now follows as B kt (I) is the image of the Zariski-open subset P kt (I) of the vector bundle P t (I) → B t (I).
Belkale's insight is to consider the positions of generic kernels for an induction: (5.2.8) Definition. Let I be an s-tuple of subsets of [n], each of cardinality r. Then we define the kernel position of I as the s-tuple J of subsets of [r], each of cardinality d, defined by
. We write kPos(I) = J .
The goal in the remainder of this subsection is to prove the following equality:
where J = kPos(I). This will again be accomplished by computing the dimension of P t (I) in a second way and comparing the result with (5.2.2). Specifically, we consider the spaces
Then P kpt (I) is Zariski-open in P kt (I), since it can again be defined by demanding that certain minors are nonzero. We obtain the following lemma, the second claim in which is proved as before: (5.2.9) Lemma. Let I be an s-tuple of subsets of [n], each of cardinality r, such that 0 < kdim I < r. Then P kpt (I) is a nonempty Zariski-open subset of P kt (I), hence also irreducible. Moreover,
(5.2.10) Corollary. Let I be an s-tuple of subsets of [n], each of cardinality r, such that 0 < d := kdim I < r. Then kPos(I) ∈ Intersecting(d, r, s).
Proof. According to lemma 5.2.9,
s , hence Zariski-dense. It follows that its image under the projection (F, G) → F is likewise Zariski-dense. For any such F, there exists a G and φ such that (F, G, φ) ∈ P kpt (I), and hence ker φ ∈ Ω We now compute the dimension of P kpt (I). As in the proof of lemma 5.2.5, it will be useful to consider an auxiliary space where we do not enforce the true dimension: P kp (I) := {(F, G, φ) ∈ P(I) : Pos(ker φ, F) = kPos(I)} Note that constraint on the position of the kernel implies that its dimension is kdim I. (5.2.11) Lemma. Let I be an s-tuple of subsets of [n], each of cardinality r, such that 0 < kdim I < r. Then P kp (I) is nonempty, irreducible, and satisfies dim P kp (I) = s dim Flag(V 0 ) + dim Flag(Q 0 ) + edim J + edim I/J , where J := kPos(I).
Proof. Clearly, P kp (I) is nonempty since it contains P kpt (I). We now introduce
and consider the map
Its fibers are given by
To understand the right-hand side, define S := ker φ and letφ : V 0 /S → Q 0 the corresponding injective map. By lemma 3.2.15,
as introduced in definition 3.3.9. Thus we find that the fibers of π can be identified as
By lemma 3.3.10, the k-th factor on the right-hand side is a smooth irreducible variety of dimension dim Flag(Q 0 ) − (r − d)(n − r) + dim I k /J k , where d := dim ker φ = kdim I. It is not hard to see that π is a fiber bundle, and we will show momentarily that M kp is irreducible. Hence
It remains to show that M kp is irreducible and to compute its dimension. For this, we consider the map τ : M kp → Gr(d, V 0 ), (F, φ) → ker φ. Since φ can be specified in terms of the kernel S := ker φ and the injectionφ : V 0 /S → Q 0 , it is clear that the fibers of τ are given by
Since τ is likewise a fiber bundle, we obtain that M kp is irreducible and, using (3.3.7), that
By plugging this result into (5.2.12) and simplifying, we obtain the desired result.
(5.2.13) Corollary. Let I be an s-tuple of subsets of [n], each of cardinality r, such that 0 < kdim I < r, and J = kPos(I). Then, (5.2.14) tdim I = edim J + edim I/J Proof. We note that P kpt (I) = P kp (I) ∩ P t (I) ⊆ P(I).
All three spaces P kpt (I), P kp (I), P t (I) are irreducible (lemmas 5.2.1, 5.2.9 and 5.2.11). Moreover, P kpt (I) is nonempty and Zariski-open in P(I), hence in both P kp (I) and P t (I). It follows that dim P kp (I) = dim P kpt (I) = dim P t (I).
We now obtain (5.2.14) via lemma 5.2.11 and eq. (5.2.2).
Remark. Purbhoo [20] asserts that if J denotes the kernel position of I then I/J is intersecting. However, we believe that Purbhoo's proof is incomplete, as it is not clear that
The following argument suggests that this is somewhat more delicate.
5.3. The kernel recurrence. To conclude the proof in the case that 0 < kdim I < r, we need to understand the right-hand side of (5.2.14) some more. We start with the calculation
where the first equality is due to eqs. (4.2.9) and (5.2.14) and the second is eq. (4.2.11). The last missing ingredient is to understand the expected dimension of the kernel position, edim J . (5.3.2) Lemma. Let I denote an s-tuple of subsets of [n], each of cardinality r, such that 0 < kdim I < r, and let J := kPos(I). Then we have edim J ≤ tdim I J .
Proof. For any (F, G, φ) ∈ P kp (I), the space H J (F ker φ , F V 0 / ker φ ) injects into H I J (F ker φ , G) by composition with the injective mapφ : V 0 / ker φ → Q 0 induced by φ (lemma 3.2.15). Thus,
where the first inequality is always true (corollary 5.1.9), the second holds by definition of the true dimension and the third follows from the injection. It thus suffices to prove that there exists (F, G, φ) ∈ P kp (I) such that dim
It is an irreducible algebraic variety and we will denote its elements by (S,F, G). We consider the morphism
For any (F, G, φ) ∈ P kp (I), dim ker φ = d and Pos(ker φ, F) = J , hence π is indeed a morphism. We will first prove that π is dominant. Note that, as a consequence of lemma 5.2.9,
s . We will show that the image of π contains all elements (S,F, G) with S ∈ Gr(d, V 0 ),F ∈ Flag(S) s and G ∈ U . For this, let (F 0 , G, φ 0 ) ∈ P kp (I) be the preimage of some arbitrary G ∈ U . Let S 0 := ker φ 0 and choose some g ∈ GL(V 0 ) such that g · S 0 = S. Using the corresponding diagonal action, F := g · F 0 and φ := g · φ 0 , we obtain that (F, G, φ) ∈ P kp (I) and ker φ = S. GivenF ∈ Flag(S) s , we now choose h ∈ GL(V 0 )
Together, we find that the triple ( h · F, G, φ) is in P kp (I) and mapped by π to (S,F, G). We thus obtain that π is dominant.
To conclude the proof, we note that the subset
J is a nonempty Zariski-open subset, and hence Zariski-dense since K(d, V 0 ) is irreducible. For each fixed choice of S, this is the claim in lemma 5.2.1 for B t (I), with I J instead of I. The 'parametrized version' is proved in the same way. Since π is dominant, the preimage π
We thus obtain the following fundamental recurrence relation, due to Sherman [24] , as a consequence of eq. Proof. We proceed by induction on r. The base case, r = 1, is example 4.3.12. Thus we have Intersecting(1, n, s) = Horn(1, n, s) for all n ≥ 1. Now let r > 1. By the induction hypothesis, Horn(d, n , s) = Intersecting(d, n , s) for all 0 < d < r and d ≤ n . In particular, Horn(r, n, s) from definition 2.18 can be written in the following form:
where the second equality is due to proposition 4.3.10. Hence it is a direct consequence of corollary 2.17 that Intersecting(r, n, s) ⊆ Horn(r, n, s). We now prove the converse.
Thus let I ∈ Horn(r, n, s). where the first step is (4.2.10) and the second step holds because by assumption I ∈ Horn(r, n, s) and J K ∈ Intersecting(m, r, s) = Horn(m, r, s), as explained above. We remark that these inequalities include edim I J ≥ 0 (corresponding to m = d). Thus we have shown that I J satisfies the Horn inequalities. This is what remained to be proved.
Invariants and Horn inequalities
In this section, we will show that the Horn inequalities not only characterize intersections, but also the existence of corresponding invariants and, thereby, the Kirwan cone for the eigenvalues of sums of Hermitian matrices. 6.1. Borel-Weil construction. For any dominant weight λ ∈ Λ + (r) there exists an irreducible representation L(λ) of GL(r) with highest weight λ, unique up to isomorphism. Following Borel and Weil, it can be constructed as follows:
For any weight µ ∈ Λ(r), let us denote by χ µ : B(r) → C * the character of B(r) such that χ µ (t) = t µ = t(1) µ(1) · · · t(r) µ(r) for all t ∈ H(r) ⊆ B(r). Here, we recall that B(r) is the group of upper-triangular invertible matrices and H(r) ⊆ B(r) the Cartan subgroup, which consists of invertible matrices t ∈ GL(r) that are diagonal in the standard basis, with diagonal entries t(1), . . . , t(r). We also introduce the group of lower-triangular invertible matrices B − (r) and denote the corresponding character χ µ : B − (r) → C * by the same notation. Moreover, N (r) and N − (r) denote the unipotent subgroups of B(r) and B − (r) with all ones on the diagonal. Lastly, we write 1 r = (1, . . . , 1) ∈ Λ(r) for the highest weight of the determinant representation of GL(r), denoted det r . It is clear that L(λ + k1 r ) = L(λ) ⊗ det k r for any λ ∈ Λ + (r) and k ∈ Z.
with action of GL(r) given by (g · s)(h) := s(g −1 h).
The Borel-Weil theorem asserts that L BW (λ) is an irreducible GL(r)-representation of highest weight λ. Note that, by definition, a holomorphic function is in L BW (λ) if it is a highest weight vector of weight λ * with respect to the right multiplication representation, (g s)(h) := s(hg).
The space L BW (λ) can also be interpreted as the space of holomorphic sections of the GL(r)-equivariant line bundle L BW (λ) := GL(r) × B(r) C −λ * over Flag(r) ∼ = GL(r)/B(r), where we write C µ for the one-dimensional representation of B(r) given by the character χ µ .
It is useful to observe that we have a GL(r)-equivariant isomorphism
where v λ denotes a fixed highest weight vector in L(λ).
The tensor product of several Borel-Weil representations can again be identified with a space of functions. E.g., if λ ∈ Λ + (r) and λ ∈ Λ + (r ) then
We will use this below to obtain a vector in a tensor product space by exhibiting a corresponding holomorphic function with the appropriate equivariance properties.
6.2. Invariants from intersecting tuples. Let us consider the tangent map (5.1.2), 
where the determinant is evaluated with respect to an arbitrary fixed basis.
Here, and throughout the following, we identify V 0 ∼ = C r and Q 0 ∼ = C n−r , so that GL(V 0 ) ∼ = GL(r) and GL(Q 0 ) ∼ = GL(n − r) and the discussion in section 6.1 is applicable.
If I is intersecting then also tdim I = edim I by corollary 5.1.9. Hence by (5.1.8) there exist g, h such that δ I ( g, h) = 0. That is, δ I is a nonvanishing holomorphic function of GL(r) s × GL(n − r) s . Our goal is to show that δ I can be interpreted as an invariant in a tensor product of irreducible GL(r) × GL(n − r)-representations. We remark that this idea can be generalized to more general situations [25] .
We now consider the representation of
We now restrict to the subspaces H I (F 0 , G 0 ):
Furthermore, for b ∈ B(r) and b ∈ B(n − r) we have
where we recall that λ I was defined in definition 4.3.7.
Proof. For the first claim, we use lemma 3.2.7: Since the flag F 0 is stabilized by B(r) and the flag G 0 is stabilized by B(n − r), it is clear that H I (F 0 , G 0 ) is stable under the action of B(r) × B(n − r).
For the second claim, we note that unipotent elements always act by representation matrices of determinant one. Hence it suffices to verify the formula for the determinant for t ∈ H(r) and t ∈ H(n − r). For this, we work in the weight basis of H I (F 0 , G 0 ) given by the elementary matrices E b,a that send e(a) →ē(b), where a ∈ [r] and b ∈ [I(a) − a], and all other basis vectors to zero. Then:
where we have used (4.3.8) in the last step.
We now show that the δ I can be interpreted as an invariant:
(6.2.4) Theorem. Let I be an s-tuple of subsets of [n], each of cardinality r, such that edim I = 0, and let δ I denote the corresponding determinant function (definition 6.2.1).
. Moreover, it transforms under the diagonal action of GL(r) × GL(n − r) by the character det
Proof. For the first claim, we note that if g ∈ B(r) s , h ∈ B(n−r) s then we can write ∆ I, g g , h h as a composition of ∆ I, g, h with the automorphisms on
In view of the discussion at the end of section 6.1 this establishes the first claim.
For the second claim, let g ∈ GL(r) and g ∈ GL(n − r).
s )g Thus we can write ∆ I,g −1 g,g −1 h as a composition of three maps: The automorphism ζ → g ζg
of Hom(V 0 , Q 0 ), the map ∆ I, g, h and the automorphism φ → g −1 φg on Hom(V 0 , Q 0 ) s . Thus, using eq. (6.2.2),
which establishes the second claim.
If I is intersecting then we had argued before that δ I is nonzero. By dualizing and simplifying, we obtain the following corollary of theorem 6.2.4: (6.2.5) Corollary. Let I ∈ Intersecting(r, n, s) and edim I = 0. Then,
Let us correspondingly define
Then corollary 6.2.5 states that, if I is intersecting and edim I = 0 then c(I) > 0. This relationship between generic intersections of Schubert cells and tensor product multiplicities can be made quantitative. While we will not use this in the following section 6.3 to describe the Kirwan cone and prove the saturation property for tensor product multiplicities, we will give a brief sketch in section 6.4 below and use it to establish the Fulton conjecture.
6.3. Kirwan cone and saturation. We will now show that the existence of invariants is characterized by the Horn inequalities. For this, recall that we defined c( λ) as the dimension of the space of GL(r)-invariants in the tensor product Proof. By adding/removing suitable multiples of 1 r , the highest weight of the determinant representation, we may assume that λ 1 (r), . . . , λ s−1 (r) ≥ 0 and λ s (1) ≤ 0. Let n := r + q, where q := max{λ 1 (1), . . . , λ s−1 (1), −λ s (r)}. Then λ is associated to an s-tuple I of subsets of [n], each of cardinality r, as in lemma 4.3.9.
We now show that edim I = 0 and that I is intersecting. The former follows from the first statement in lemma 4.3.9, which gives that edim I = − 
GL(r) > 0 if and only if c(N λ) > 0 for some integer N > 0.
Proof. The two statements are closely interlinked. For clarity, we give separate proofs that do not refer to each other.
(a) Any ξ ∈ Kirwan(r, s) satisfies the Horn inequalities (corollary 2.13). We now observe that Kirwan(r, s) is a closed subset of C + (r) s which, moreover, is invariant under rescaling by nonnegative real numbers. Thus it suffices to prove the converse only for λ ∈ Λ + (r)
s . For this, we use that if λ satisfies the Horn inequalities then c( λ) > 0 by proposition 6.3.2, hence λ ∈ Kirwan(r, s) by proposition 2.3.
(b) Let λ ∈ Λ + (r) s . If c( λ) > 0 then λ ∈ Kirwan(r, s) by proposition 2.3. Conversely, if λ ∈ Kirwan(r, s) then it satisfies the Horn inequalities by corollary 2.13, hence c( λ) > 0 by proposition 6.3.2.
(6.3.4) Remark. As follows from the discussion below proposition 4.3.10, the Kirwan cone is in fact already defined by those J such that Ω J (G) is a point for all G ∈ Good(r, s). This is a more stringent requirement than edim J = 0, and indeed the set of inequalities edim IJ ≥ 0 for J ∈ Horn(d, r, s) with edim J = 0 is in general still redundant. However, from a practical point of view we prefer this latter criterion since it is much easier to check numerically.
6.4. Invariants and intersection theory. We now explain how the relationship between generic intersections of Schubert cells and tensor product multiplicities can be made more quantitative. Specifically, we will relate the dimension c(I) of the space of GL(r)-invariants to the number of points in a generic intersection Ω I (E), as in the following definition: (6.4.1) Definition. Let I be an s-tuple of subsets of [n], each of the same cardinality r, such that edim I = 0. We define the corresponding intersection number as
where E is an arbitrary s-tuple of flags in Good(n, s). By lemma 4.3.1, the right-hand side is finite and independent of the choice of E in Good(n, s). Moreover, c int (I) > 0 if and only if I is intersecting.
In section 6.2 we showed that if I is intersecting then c(I) > 0. Indeed, in this case the determinant function δ I on GL(r) s × GL(n − r) s is nonzero, so that for some suitable h ∈ GL(n − r) s the function
is a nonzero vector in
) that transforms as the character det (n−r)(s−1) r with respect to the diagonal action of GL(r).
In the following we will show that, as we vary h, the functions δ I, h span a vector space of dimension at least c int (I), so that c(I) ≥ c int (I). More precisely, we will construct elements
The construction, due to Belkale [2] , depends on a choice of good flags E and goes as follows.
Let E be an s-tuple of good flags and consider the intersection
, and consider the s-tuple of flags
According to lemma 4.3.1, E is a regular value ofω 0 I , since I is intersecting. Since edim I = 0, this implies that the differential ofω 0 I is bijective at [γ α , E α ], and, by equivariance, so is its differential at [1, E α ]. By remark 5.1.4, its determinant is precisely δ I ( g α , h α ), where g α = (g α,1 , . . . , g α,s ) ∈ GL(r) and h α = (h α,1 , . . . , h α,s ) ∈ GL(n−r) are such that g α,k ·F 0 = (E α,k )
Using edim I = 0, eqs. (5.1.5) and (5.1.6) imply that
Then we have the following lemma: (6.4.4) Lemma. Let I be intersecting, edim I = 0, and E ∈ Good(n, s). As above, choose
Proof. We only need to consider the case that α = β. In view of (6.4.3), it suffices to show that
For this, we define the map
for all a ∈ [r] and k ∈ [s], using that I = Pos(V 0 , E α ).
Lemma 6.4.4 shows that the functions δ I,1 , . . . , δ I,c int (I) are linearly independent. If we identify them with GL(r)-invariants as before, we obtain the following corollary: (6.4.5) Corollary. Let edim I = 0. Then, c(I) ≥ c int (I).
In fact, it is a classical result that (6.4.6) c(I) = c int (I) (see, e.g., [7] ). Thus corollary 6.4.5 shows that we can produce a basis of the tensor product invariants from Belkale's determinants δ I, h ( g) = det ∆ I, g, h . These invariants can be identified with the construction of Howe, Tan and Willenbring [10] , as described in [25] .
Proof of Fulton's conjecture
We now revisit the conjecture by Fulton which states that if c( λ) = 1 for an s-tuple of highest weights then c(N λ) = 1 for all N ≥ 1. We note that its converse is also true and holds as a direct consequence of the saturation property and the bound c(N λ) ≥ c( λ), which follows from the semigroup property of the Littlewood-Richardson coefficients. Fulton's conjecture was first proved by Knutson, Tao and Woodward [17] . We will closely follow Belkale's geometric proof [2-4], in its simplified form due to Sherman [24] , which in turn was in part inspired by the technique of Schofield [23] . 
, which is unique up to rescaling.
Suppose for a moment that there exists a nowhere vanishing function g in
s -invariant and therefore descends to a holomorphic function on Flag(r) s . But this is a compact space, hence any such function is constant. It then follows that each L BW (λ * k ) is one-dimensional and hence that the λ k are just characters, i.e., λ k = m k 1 r and L(λ k ) = det m k r for some m k ∈ Z. In this case, Fulton's conjecture is certainly true.
We now consider the nontrivial case when f has zeros. For any function in
s -stable. Accordingly, we will write f (F) = 0 for the condition that f ( g) = 0, where F = g · F 0 , and consider
Without loss of generality, we may assume that there exists an s-tuple I with edim I = 0 that is related to λ as in lemma 4.3.9, i.e.,
(otherwise we may add/remove suitable multiples of 1 r , as in the proof of proposition 6.3.2).
Now recall from (6.4.2) that the functions δ
) and transform as the character det (n−r)(s−1) r with respect to the diagonal action of GL(r). It follows that eachδ I, h ( g) := det
for some functionf : GL(n − r) s → C, which is nonzero due to (6.4.6). In view of (6.4.3), we obtain the following lemma:
For sake of finding a contradiction, let us assume that c(N λ) > 1 for some N . Then there
(7.1.4) Lemma. Let L be a holomorphic line bundle over a smooth irreducible variety. Then two linearly independent holomorphic sections f 1 , f 2 are automatically algebraically independent.
Proof. Let us suppose that f 1 and f 2 satisfy a nontrivial relation i,j c i,j f
2 is a section of the line bundle L ⊗(i+j) . The relation holds degree by degree, and so we may assume that i + j is the same for each nonzero c i,j . But any homogeneous polynomial in two variables is a product of linear factors. Thus we have i (a i f 1 + b i f 2 ) = 0 for some a i , b i ∈ C, and one of the factors has to vanish identically. This shows that f 1 and f 2 are linearly dependent, in contradiction to our assumption. Lemma 7.1.4 implies that f N and f , and therefore f and f are algebraically independent. As a consequence, there exists a nonempty Zariski-open subset of F ∈ Z f such that f (F) = 0.
Our strategy in the below will be as follows. As before, we consider the kernel position J of a generic map 0 = φ ∈ H I (F, G), with now F varying in Z f . Although J is not necessarily intersecting, the condition f (F) = 0 will be sufficient to show that the tuple I J is intersecting. In section 7.2 we will then prove Sherman's refined version of his recurrence relation (5.3.3), which will allow us to show that H I (F, G) = {0} for generic F ∈ Z f . In view of lemma 7.1.3, this will give a contradiction.
We first prove a general lemma relating semistable vectors and moment maps. Let M be a complex vector space equipped with a GL(r)-representation and U (r)-invariant Hermitian inner product ·, · , complex linear in the second argument, and denote by ρ M : gl(r) → gl(M ) the Lie algebra representation. We define the corresponding moment map We now relate the position of subspaces to components of the moment map: (7.1.6) Lemma. Let λ ∈ Λ + (r), F = g · F 0 a flag on V 0 , S a nonzero subspace of C r , and P S the orthogonal projector. Then, Proof. Let d = #J. We may assume that S = S 0 is generated by the first d vectors e(1), . . . , e(d) of the standard basis of V 0 , and also that g = u is unitary. Thus P S 0 is the diagonal matrix with d ones and r − d zeros, and we need to show that We now use the preceding lemma to obtain from any nonzero invariant an s-tuple of flags with nonnegative slope: (7.1.7) Lemma. Let p ∈ (L(N λ 1 ) ⊗ · · · ⊗ L(N λ s )) * a GL(r)-invariant homogeneous polynomial such that p(g 1 · v N λ 1 ⊗ · · · ⊗ g s · v N λs ) = 0, and define F = (g 1 F 0 , . . . , g s F 0 ). Then On the other hand, lemma 7.1.6 shows that the left-hand side of this inequality is equal to Since K is intersecting, there exists some subspace S ∈ Ω K (F S ). Hence S ∈ Ω J K (F) by the chain rule (3.2.9). According to lemma 3.1.4, J = Pos(S , F) is such that J k (a) ≤ J k K k (a) for all k ∈ [s] and a ∈ [m]. Thus we obtain the first inequality in
the first equality is (4.2.11), the second is lemma 4.3.9, and the last inequality is lemma 7.1.7, applied to S . This concludes the proof.
7.2. Sherman's refined lemma. We now study the behavior of dim H I (F, G) in more detail. We proceed as in section 5, but for a fixed s-tuple of flags F ∈ Flag(V 0 ) s . Specifically, we consider the following refinement of the true dimension (5.1.8) for fixed F:
Thus we study the variety P F (I) := {(G, φ) ∈ Flag(Q 0 ) s × Hom(V 0 , Q 0 ) : φ ∈ H I (F, G)}.
Restricting to those G such that dim H I (F, G) = tdim F I, we obtain open sets B F ,t (I) ⊆ Flag(Q 0 ) s and P F ,t (I) ⊆ P F (I). Let kdim F (I) denote the minimal (and hence generic) dimension of ker φ for (G, φ) ∈ P F ,t (I). The following lemma is proved just like corollary 5.2.6: (7.2.1) Lemma. If kdim F I = 0 then tdim F I = edim I.
Let us now assume that kdim F I > 0. Let kPos F (I) denote the kernel position, defined as in definition 5.2.8 but for fixed F. We thus obtain an irreducible variety P F ,kpt (I) over a Zariski-open subset B F ,kpt (I) of B F ,t (I). To compute its dimension, we again define P F ,kp (I) ⊆ P F (I), where we fix the kernel dimension and position, but not the dimension of H I (F, G). In contrast to lemma 5.2.11, the variety P F ,kp (I) is in general neither smooth nor irreducible. However, we can describe it similarly as before: We first constrain S = ker φ to be in Ω 0 J (F) (which may not be irreducible), then φ is determined byφ ∈ Hom × (V 0 /S, Q 0 ) and G by G k ∈ Flag 0 I k /J k ((F k ) V 0 /S ,φ). Thus we obtain for each irreducible component C ⊆ Ω 0 J (F) a corresponding irreducible component P F ,kp,C (I). In particular, there exists some component C F such that P F ,kp,C F (I) is the closure of P F ,kpt (I) in P F ,kp (I), namely the irreducible component containing the elements S = ker φ for (φ, G) varying in the irreducible variety P F ,kpt (I). As a consequence, dim P F ,kpt (I) = dim P F ,kp,C F (I), and so we obtain, using completely analogous dimension computations, the following refinement of (5.3.1): (7.2.2) tdim F I − edim I = dim C F − edim I J Indeed, when we apply (7.2.2) to generic F ∈ Flag(V 0 ) s then J is intersecting and dim C F = edim J , so we recover (5.3.1). We now instead apply the above to generic F in a component of the zero set Z f of the unique invariant f . Thus we obtain the following variant of the key recursion relation (5.3.3): (7.2.3) Lemma (Sherman). Let f, I as above in section 7.1, and Z ⊆ Z f an irreducible component such that kdim F I = 0 for all F ∈ Z. Then there exists J and a nonempty Zariski-open subset of F ∈ Z such that kPos F I = J and tdim F I − edim I ≤ tdim I J − edim I J .
Proof. We choose d and J as the kernel dimension and position for generic F ∈ Z. We note that d < r, since d = r would imply that H I (F, G) = {0}, in contradiction to lemma 7.1.3. Let U ⊆ Z denote the Zariski-open subset such that kPos F I = J for all F ∈ U . We proceed as in lemma 5.3.2. Let X := {(F, G, φ) : F ∈ U, (G, φ) ∈ P F ,kp,C F (I)}, Y := {(S,F, G) : S ∈ Gr(d, V 0 ),F ∈ Flag(S) s , G ∈ Flag(Q 0 ) s }.
Both X and Y are irreducible varieties and we have a morphism π : X → Y, (F, G, φ) → (ker φ, F ker φ , G).
As before, we argue that π is dominant. By construction, the image of X by the map (F, G, φ) → G contains a Zariski-open subset U of Flag(Q 0 ) s . We may also assume that f (G) = 0 for all G ∈ U , wheref is the map from (7.1.2). We will show that the image of π contains all elements (S,F, G) with S ∈ Gr(d, V 0 ),F ∈ Flag(S) s , and G ∈ U . For this, let (F 0 , G, φ 0 ) ∈ X be the preimage of some arbitrary G ∈ U . Let S 0 := ker φ 0 and choose some g ∈ GL(V 0 ) such that g · S 0 = S. Using the corresponding diagonal action, define F := g · F 0 and φ := g · φ 0 . Then (F, G, φ) ∈ X , since Z is stable under the diagonal action of GL(V 0 ), and ker φ = S. Now consider the group G ⊆ GL(V 0 ) s consisting of all elements h ∈ GL(V 0 ) s such that h k S ⊆ S and h k acts trivially on V 0 /S for all k ∈ [s]. Note that G is an irreducible algebraic group. By construction, φ ∈ H I ( h · F, G), while d < r implies that φ = 0. This means that H I ( h · F, G) = 0, and so we obtain from lemma 7.1.3 that h · F ∈ Z f . It follows Using example A.1, we obtain three Horn inequalities, namely λ(1) + µ(2) + ν(2) ≤ 0, corresponding to the triple ({1}, {2}, {2}) ∈ Horn 0 (d, r, s), and its permutations. These are the well-known conditions for the existence of invariants in a triple tensor product of irreducible U (2)-representations.
(B.3) Example (r = 3). In addition to the Weyl chamber inequalities and |λ| + |µ| + |ν| = 0, we obtain the following two inequalities from Horn 0 (1, 3, 3 ) and example A.1, Remark. In low dimensions, all Horn triples with edim J = 0 are such that the intersection is one point, i.e., c(I) = c int (I) = 1. This implies that the equations are irredundant [3, 22] (cf. remark 6.3.4), and it can also be explicitly checked in the examples above. In general, however, this is not the case, and so the Horn inequalities are still redundant. An example of such a Horn triple is the one given in example 4.2.1.
