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Abstract
A commonly used tool in data analysis is to compute a sample mean. Assuming a
uni-modal distribution, its mean provides valuable information about which value
is typically found in an observation. Also, it is one of the simplest and therefore
very robust statistics to compute and suffers much less from sampling effects of
tails of the distribution than estimates of higher moments.
In the context of a time series, the sample mean is a time average. Due to correla-
tions among successive data points, the information stored in a time series might
be much less than the information stored in a sample of independently drawn data
points of equal size, since correlation always implies redundancy. Hence, the issue
of how close the sample estimate of a time average is to the true mean value of the
process depends on correlations in data. In this thesis, we will study the proba-
bility that a single time average deviates by more than some threshold value from
the true process mean. This will be called the Large Deviation Probability (LDP),
and it will be a function of the time interval over which the average is taken: The
longer the time interval, the smaller will this probability be. However, it is the
precise functional form of this decay which will be in the focus of this thesis. The
LDP is proven to decay exponentially for identically independently distributed
data. On the other hand we will see in this thesis that this result does not apply
to long-range correlated data. The LDP is found to decay slower than exponential
for such data. It will be shown that for intermittent series this exponential decay
breaks down severely and the LDP is a power law. These findings are outlined in
the methodological explanations in chapter 3, after an overview of the theoretical
background in chapter 2.
In chapter 4, the theoretical and numerical results for the studied models in chapter
3 are compared to two types of empirical data sets which are both known to be long-
range correlated in the literature. The earth surface temperature of two stations
of two climatic zones are modelled and the error bars for the finite time averages
are estimated. Knowing that the data is long-range correlated by estimating the
scaling exponent of the so called fluctuation function, the LDP estimation leads
to noticeably enlarged error bars of time averages, based on the results in chapter
3.
The same analysis is applied on heart inter-beat data in chapter 5. The contra-
diction to the classical large deviation principle is even more severe in this case,
induced by the long-range correlations and additional inherent non-stationarity.
It will be shown that the inter-beat intervals can be well modelled by bounded
fractional Brownian motion. The theoretical and numerical LDP, both for the
model and the data, surprisingly indicates no clear decay of LDP for the time
scales under study.
Zusammenfassung
Ein häufig verwendetes Werkzeug in der Datenanalyse ist die Berechnung eines
Stichprobenmittelwerts. Unter der Annahme einer uni-modalen Verteilung bietet
ihr Mittelwert wertvolle Informationen darüber, welcher Wert sich typischerweise
in einer Beobachtung einstellt. Außerdem ist der Mittelwert eine der einfachsten
Statistiken und somit sehr robust. Er leidet viel weniger unter einer unzureichen-
den Größe einer Stichprobe als z.B. höhere Momente, die viel sensitiver auf die
Schwänze der Verteilung sind.
Im Rahmen einer Zeitreihe ist der Stichprobenmittelwert ein Zeitmittel. Aufgrund
von Korrelationen zwischen aufeinanderfolgenden Datenpunkten kann die in einer
Zeitreihe gespeicherte Informatione viel geringer sein als die in einer Stichprobe von
unabhängig voneinander gezogenen Datenpunkten gleicher Größe, da Korrelation
auch Redundanz bedeutet. Daher hängt die Frage, wie nahe die Stichproben-
schätzung eines Zeitmittelwertes am wahren Mittelwert des Prozesses liegt, von
Korrelationen in den Daten ab. In dieser Arbeit werden wir die Wahrscheinlichkeit
untersuchen, dass ein einzelner Zeitmittelwert um mehr als einen Schwellenwert
vom wahren Prozessmittelwert abweicht. Dies wird Large Deviation Probability
(LDP) genannt, und es wird eine Funktion des Zeitintervalls sein, über das der
Durchschnitt gebildet wird: Je länger das Zeitintervall, desto kleiner wird diese
Wahrscheinlichkeit. Es ist jedoch die genaue funktionale Form dieses Zerfalls,
die im Mittelpunkt dieser Arbeit stehen wird. Die LDP zerfällt nachweislich ex-
ponentiell für identisch unabhängig verteilte Daten. Wir werden wir in dieser
Arbeit zeigen, dass dieses Ergebnis nicht für langreichweitig korrelierte Daten gilt.
Es wird nachgewiesen, dass die LDP für solche Daten langsamer als exponentiell
abfällt. Es wird gezeigt, dass für intermittente Zeitreihen dieser exponentielle Zer-
fall durch ein Potenzgesetz ersetzt wird. Diese Ergebnisse werden in den method-
ischen Erläuterungen in Kapitel 3 beschrieben, nachdem ein Überblick über den
theoretischen Hintergrund in Kapitel 2 gegeben wurde.
In Kapitel 4 werden die theoretischen und numerischen Ergebnisse für die unter-
suchten Modelle in Kapitel 3 mit empirischen Zeitreihen verglichen. Wir studieren
zwei Typen von Datensätzen, die in der Literatur als langreichweitig korreliert
bekannt sind. Die Erdoberflächentemperatur von zwei Stationen zweier Klimazo-
nen wird modelliert und die Fehlerbalken für die endlichen Zeitmittelwerte geschätzt.
Durch Schätzung des Skalierungsexponenten der sogenannten Fluktuationsfunk-
tion weisen wir nach, dass Temperaturzeitreihen langreichweitig korreliert sind.
Mit diesemWissen führt die LDP-Schätzung zu deutlich vergrößerten Fehlerbalken
von Zeitmittelwerten, basierend auf den Ergebnissen aus Kapitel 3.
Die gleiche Analyse wird auf die Daten des Herzschlags in Kapitel 5 angewendet.
Der Widerspruch zum klassischen Prinzip der großen Abweichung ist in diesem
Fall noch gravierender, bedingt durch die weitreichenden Korrelationen und die
zusätzliche inhärente Nichtstationarität. Es wird gezeigt, dass die Intervalle zwis-
chen den Herzschlägen durch eine begrenzte fraktionierte Brownsche Bewegung
gut modelliert werden können. Die theoretische und numerische LDP, sowohl für
das Modell als auch für die Daten, zeigt überraschend keinen klaren Zerfall für die
untersuchten Zeitskalen.
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1 Introduction
1.1 Large deviations, why bother?
The term deviation refers to the random fluctuations of a system from its average
(equilibrium) state. Large deviations can be defined as the values much larger/s-
maller than the arithmetic mean of the values recorded in time. These are well
known as extreme events in physics society. It is exceedingly vital to be able to
discover the dynamics underneath these extremes to be capable of predicting and
at best, controlling them; either they are life threatening storms, shocks in the
stock market or the joyful event of hitting the jackpot.
Classically the large deviations theory (LDT) is concerned with the exponential
decay of probabilities of large fluctuations in random systems. There is a deep
connection between LDT and statistical mechanics. This connection has been of
interest for some decades now and have lead to a new look into the basic concepts
in statistical mechanics. Explicitly, the rate function of large deviation probability
is related to the entropy which is defined as a bridge between micro-states and
macro-states. As Richard Ellis states in his book [1], the mathematical language
of statistical mechanics is the language of large deviations theory. These two have
many points of contact and enrich each other when being treated together.
Exponential decay appears frequently in problems involving random variables
in statistical mechanics. This exponential decay of large deviations in LDT is
proven when assuming that we deal with identically independently distributed
variables [1, 2]. It is stated as :
P (SN > ) ≈ e−NI() (1.1)
which means that the probability P that the arithmetic mean SN = 1N
∑N
i=1 is
larger than a threshold , decays exponentially fast in N via the so called rate
function I(). How fast these deviations decay is of great concern, because it as-
sures that the system under study relaxes to a steady state exponentially fast. But
in many natural systems, which are long-range correlated, as we will see in this
thesis, this exponential decay is violated, which has dramatic fundamental conse-
quences when it comes to statistical estimations. This thesis tries to investigate:
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How probable large deviations are and how fast these deviations average out for
correlated systems.
1.2 Long-range correlations everywhere.
Generally speaking, correlation in data is a special aspect of dependence. When for
random variableX and Y : P (X, Y ) 6= PX(X)PY (Y ), they are said to be dependent
and otherwise if: P (X, Y ) = PX(X)PY (Y ), then X and Y are independent.
There are various techniques (like Pearson, Kendall, Spearman) to characterize
correlation either spatial or temporal. Although it most often refers to how close
two variables are to having a linear relationship with each other. Pearson correla-
tion is the most common way to quantify correlation in many fields, for which the
correlation function of a random variable X is defined as [4]:
C(τ) = Cov(Xt, Xt+τ )
σ2X
= 〈(Xt − µ)(Xt+τ − µ)〉
σ2X
(1.2)
where µ is the mean µ =
∫
ρ(X)dX, in which ρ(X) is the probability density
function for variable X. σ is the standard deviation σ =
√
〈X2〉 − 〈X〉2, in which
〈...〉 is the ensemble average. Systems which have non-zero correlation coefficients
(values are between 1 and -1) are said to contain memory. Moreover if the inte-
gral over the correlation function diverges, there exists by definition long-memory,
meaning that the whole data (system) is interconnected and correlated. So the
state of the system at time t + τ is dependent on the state of the system at time
t, even when τ −→ ∞. One common way that this can happen is when the C(τ)
is a power law:
C(τ) ∝ τ−γ with 0 < γ ≤ 1. (1.3)
When the data is non-stationary, the correlation function is not well defined.
Considering non-stationarity, another technique which can quantify correlations
is called Detrended Fluctuation Analysis (DFA), which removes the trends of the
data first and then quantifies the long-range correlation with the scaling exponent
of the so called fluctuation function that is the root mean square fluctuation of
the detrended profiled data. This way the LRC and non-stationarity features can
get separated.1
Examples of natural systems which show symptoms of long-range correlations
are abundant. In many fields one can find traces of long memory in systems
1Further explanations about the long memory and the quantification techniques are discussed
later in chapter 2.
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properties. Fields such as physics, economics and finance, climatology, hydrol-
ogy, geology, biology, medicine, engineering and many others use the statistical
disciplines of such processes containing long memory [5, 6, 8–20]. Long memory,
long range correlations, self-similarity, fractalality are all names for the same phe-
nomenon [21–24]. In the world of stochastic processes, self-similar processes play
the same fundamental role as stable distributions (including the normal) in the
world of finite dimensional distributions. This could clarify how common, long
range correlations are [25].
Existence of long memory can have different dynamical causes in different sys-
tems. Often observed time series are temporal aggregations of data (observable or
hidden) generated on a finer time scale. For example, in economic context, aggre-
gation could be a reason; or in computer networks, the distribution of the waiting
times could force the system to gain such a property [25]. In geology also spatial
aggregation of rivers, aggregated stress by the movement of the surface plates of
plate tectonics [26] are examples of causes of long-memory properties. Other than
aggregation as a cause of the long range correlations, the natural occurrence of
hyperbolic scaling for partial sums in limit theorems, since happens under very
general conditions, necessarily leads to self-similar limiting processes . In dynam-
ical systems as well like turbulence, fractal patterns and percolation, one could
find finger prints of long-range correlations [27, 28]. Intermittency, the sequential
transition between laminar phase and chaotic bursts, is another dynamical prop-
erty which shows long-range correlations in the waiting time distributions of these
transitions (e.g., [29]).
The long-range correlations in data have consequences. The large deviations of
long-range correlated data which is our main interest in this thesis, show deviations
of the mentioned large deviation principle. This violation of LDT causes larger
errors in statistical estimations.
1.3 What concerns us.
The large deviations are classically and generally assumed to decay exponentially
fast. What we encounter studying data with LRC, is that this is not any more
true for such data. The non-exponential decay of the large deviations for long-
range correlated data warns about longer life time of the large fluctuations, before
the system settles down to a steady state. This becomes even more severe for
the intermittent dynamical maps, where the decay becomes a power law. Other
than consequences from the dynamical point of view, due to LRC, the statistical
estimates of quantities such as mean and standard deviation could get affected
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tremendously. What concerns us here in this study, is the non-exponential decay
of the large deviations on time averages in data containing LRC. We often use
time averages without thinking about their error bars. In this thesis we will study
correlations influence on both the error bars of time averages of models generat-
ing LRC and examples of observed long-range correlated data, the Earth surface
temperature series and the heart RR-interval signals. In chapter 2, the classic
literature of the required theoretical concepts are investigated. In chapter 3, we
use models which generate both short-range and long-range correlated data and we
study the LDP by details for each one theoretically and numerically. Models repre-
senting systems which contain memory, either short range correlation, long-range
correlation or intermittency are studied, so that one could use this framework for
generalizing large deviation probabilities for a wide range of correlated data. In
chapter 4, we estimate the errors of sample means for finite size correlated temper-
ature data and compare it to the models fitted to data. We will explicitly conclude
that the time average error bars are much larger for long-range correlated data. In
chapter 5, the decay of the LDP is strictly violated for the heart inter-beat data
and we encounter that there exists even growth of LDP for small sample size, when
we estimate the probabilities of the fractional model which we fit on the data.
As a note, studies have been done concerning correlation in data and it’s influ-
ence on statistical estimations (see e.g. [30–32]). But these studies are all sparse
and subjective and do not create a general framework to deal with this issue an-
alytically. Numerical analysis for exponential correlations has been performed in
studies, for example by [30, 33] and the slow convergence of finite sample mean
values in the presence of long memory has been mentioned in the statistics litera-
ture [34], but a methodology for determining these has not yet been proposed and
this is what we mainly present in this thesis.
4
2 Theoretical background
2.1 Introduction
In this chapter we introduce the theory of large deviations which is the theoretical
base of probabilistic estimations of large deviations in different systems. The term
large deviations simply refers to deviations of an empirical average over some dis-
tribution from the corresponding theoretical expectation. There are deep analogies
between important concepts in statistical physics, such as entropy and free energy,
and concepts of large deviation theory (LDT) such as rate function and the scaled
cumulant generating function [1]. But our focus mainly will stay on the statistical
data analysis point of view rather than statistical physics applications which could
also be another important path to explore.
Then, we go on by investigating the statistical inference and estimation theory
to review how the errors and uncertainties in general statistical analysis are dealt
with. We discuss the definitions and most common representations of errors and
how they are interpreted in scientific reports, from different points of views, due
to our goal of connecting them to the main LDT results.
At last but not least, we will shortly explain what we mean by Long range
correlations (LRC) , how it is defined and what the common ways are to quantify
it using various suggested methods till today. We dig deeper into the famous
and common method of Detrended Fluctuation Analysis, which we use later to
quantify the LRC for our models and empirical data sets, we will see in further
chapters how this LRC property affects the large deviation probability.
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2.2 Large Deviations Theory (LDT)
2.2.1 History
The concept of large deviations is quite old and goes back to 1900s. Cramér has
brought attention to this subject in 1938, in his paper, "Sur un Nouveau théorèm-
limite de la théorie des probabilités", translated as: On a New Limit-Theorem of
Probability Theory [35]. Sanov published a paper, "On the probability of large
deviations of random variables" in 1950s [36]. The theory of large deviations is
developed and have been put together in a framework for Markov processes, by
the work of Donsker and Varadhan in 1970s from one side [37,38] and by Freidlin
and Wentzell from another side [39]. Donsker and Varadhan were awarded the
Abel Prize in 2007 for their work on large deviations. In 1977 Gärtner and Ellis
have presented a general theorem, that enables us to systematically derive the
analytical form of Large Deviations Probability (LDP) using statistical quantities
such as scaled cumulant generating function and Legendre-Fenchel transform [40].
Large Deviations theory is fundamentally very important as it is very closely
connected to statistical physics. There have been efforts by Ellis to bring the
ideas of LDT and connect them to statistical mechanics as well. Many results in
statistical mechanics can be formulated and derived within the context of large
deviation theory. The LDT is also studied as a generalization of Einstein’s fluctu-
ation theory [41].
The theory of large deviations central idea is the exponential decay of proba-
bilities of large fluctuations in random systems. Our aim is to show that this so
called large deviations principle is in violation of than exponential form of the large
deviation probability (LDP) for processes which contain long range memory. In
the next section we review the classical theory of large deviations for iid processes.
2.2.2 Definitions and the theory
Large deviations can be interpreted as rare or extreme events/fluctuations, as they
relate to the least common events at the tails of probability distributions. One
can say that in contrast to standard deviation, which is to quantify the amount
of variation or dispersion of a set of data values, large deviations concern the
asymptotic behaviour of remote tails of probability distributions.
LDT is probably the most active field in probability theory at present, one
6
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which has many surprising ramifications. People who have been developing this
theory over years were mainly mathematicians. They have written papers and
books, more or less in a technical way, with mathematical notations which may
look unfamiliar from what other fields are used to. This makes it generally quite
hard for non-mathematicians to use the results of the theory in a clean way for
practical purposes. As physicists we try to mainly focus on the output of the
theory here and not to deal with so many technical details and inquiring proofs.
For an eager reader, we suggest references for further investigations.
Many questions in probability theory can be formulated as the so called Law
of Large Numbers (LLN). Roughly speaking, LLN describes the most frequently
visited (or occurred) states in a large system. To go beyond LLN, we either
examine the states that deviate from the most visited states by small amount,
or those that deviate by large amount. The former is the subject of Central
Limit Theorem (CLT). The latter leads to Large Deviation Principle (LDP) if the
probability of visiting a non-typical state is exponentially small and we can come
up with a precise formula for the exponential rate of convergence as the size of
the system goes to infinity. We will state this more precisely in the following. But
first we review the LLN and CLT in a more exact way.
Law of Large Numbers (LLN)
The study of laws of large numbers has a long history. The weak LLN for the
case of Bernoulli trials was known to Jakob Bernoulli (1655-1705) [42]. The LLN
is also called the Bernoulli theorem. In 1909 E. Borel proved the first versions of
the strong law in Particular for Bernoulli trials [43]. Pioneering work in the area
of strong laws was done by A. J. Khinchin and A. N. Kolmogorov.
The law of large numbers is defined as: "Let X1, X2, ..., XN be a sequence of
independent and identically distributed integrable real random variables. These
are said to obey the strong (respectively weak) law of large numbers, if
lim
N→∞
1
N
N∑
i=1
(Xi − 〈Xi〉) = 0, (2.1)
holds in the sense of stochastic (respectively almost sure) convergence. The 〈...〉
is representing the ensemble averaging. This limit could be as well written as:
lim
N→∞
P (|X¯N − 〈XN〉|< α) = 1 (2.2)
and can be mainly summarized like:
X¯N → µ for N →∞. (2.3)
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The rigorous proof of the LLN for Bernoulli trials proceeds as following: We
consider a Bernoulli trials process where Xi = 1 or 0, whether the outcome is a
success or failure respectively, with probability p(〈Xn〉 = p) for success on each
trial. Let SN = X1 +X2 + ...+XN ,
< N−1SN >= p (2.4)
and
V ar(N−1SN) = N−2, V ar(SN) = N−1pq (2.5)
According to the Chebyshev inequality which states
P [(x− 〈X〉)2 > λ2] ≤ σ
2
λ2
(2.6)
we have
P [|N−1SN − p|≥ ] = 0 (2.7)
and therewith the validity of the weak law of large numbers. A more general
theorem is stated by Khinchin in 1929 [44] and proceeds: Defining the variable
X = X1+X2+...+XN
N
; Then, as N →∞, the sample mean 〈X〉 equals the population1
mean µ of each variable.
〈X〉 = 〈X1 + ...+XN
N
〉
= 1
N
[〈X1〉+ ...+ 〈XN〉]
= Nµ
N
= µ
(2.8)
and for the variance we have:
V ar(X) = var(X1 + ...+XN
N
)
= var(X1
N
) + ...+ var(XN
N
)
= σ
2
N2
+ ...+ σ
2
N2
= σ
2
N
(2.9)
Again using the Chebyshev inequality one can write:
P (|X − µ|≥ ) ≤ var(X)
2
= σ
2
N2
(2.10)
1The population, in statistics literature, is the set containing all possible samples (experimental
data sets). So each sample is a subset of this population.
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and when N →∞, it then follows that
lim
N→∞
P (|X − µ|≥ ) = 0. (2.11)
There are other ways to prove the LLN. For the reader who is interested there
exists other proofs such as one in the book by Feller [45].
Central Limit Theorem (CLT)
The standard version of the Central Limit Theorem (CLT), first was proved by
the French mathematician Pierre-Simon Laplace in 1810 [46]. A couple of years
later the French mathematician Simeon-Denis Poisson began a continuing process
of improvement and generalization. The CLT states that having independent
random variables of finite variance, their normalized sum tends toward a normal
distribution even if the original variables themselves are not normally distributed.
To prove the CLT, we take XN as an iid random variable with 〈XN〉 = µ and
finite variance, 〈(XN − µ)2〉 = σ2. We define a new variable
YN =
1√
N
N∑
i=1
Xi. (2.12)
One can show that, in Fourier space, the probability density for Y can be written
as:
ρˆk(Y ) =
N∏
j=1
ρˆj(
Xj√
N
). (2.13)
This can be written in terms of the moment-generating functions and the expo-
nential term can get expanded and we reach:
N∏
j=1
ρˆj(
Xj√
N
) =
N∏
j=1
exp(ψj(
Xj√
N
))
= exp(
N∑
j=1
[ik µ√
N
− k
2σ2
2N +
i3k3
3!N
√
N
− ...)
= exp(ikµ
√
N − k
2σ2
2 +O(
1√
N
)).
(2.14)
in which ψ(X) := ln ρˆ(X) is the so called cumulant function. The result in
equation 2.14 is the Fourier transform of a Gaussian function. So without any
strict assumption on the variable X, the variable Y is distributed according to a
Gaussian function. Therefore the CLT is proven [45].
As the special case one can easily verify that if the random variable is distributed
normally, such as:
p(Xi) =
1√
2piσ
e−(Xi−µ)
2/2σ2 (2.15)
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Then:
p(X¯N) =
√
N√
2piσ
e−N(X¯N−µ)
2/2σ2 (2.16)
it means that the distribution of X¯N narrows down to the position µ with 1√N .
Now that the LLN and CLT are explained and proven in detail, the large deviation
theory as the complementary theory is explained and proven in the following.
Large Deviations Theory (LDT)
Now after studying the LLN and the CLT, we are ready to extend the idea
behind these two theorems and refine these theorems which state that first (LLN)
a sample mean reaches the mean of the original population (µ) when the sample
size goes to infinity and second (CLT), the sample mean is Gaussian distributed
around the mean of the original population. The LDT now clarifies how fast
the sample mean reaches µ, that is exponentially fast. This can get explained
through a principle called large deviation principle. We first explore this principle
within a general context, for any exponential decaying measure (see for example:
[1, 2, 37, 38,41,47–51]).
The so called large deviation principle reads: Let An be a random variable
indexed by the integer n, and let P (An ∈ B) be the probability that An takes on a
value in a set B. We say that P (An ∈ B) satisfies a large deviation principle with
rate IB if the limit below exists.
lim
n→∞−
1
n
ln
(
P (An ∈ B)
)
= IB. (2.17)
The idea behind the principle is when one can write P (An ∈ B) ≡ e−nIB which
means that the dominant behaviour of P (An ∈ B) is exponential in n; this means:
− ln
(
P (An ∈ B)
)
= nIB +O(n) (2.18)
in which IB is a positive constant. If we divide both sides by n, then the terms of
order n transform to terms of order 1, O(1). At the end going to the limit n→∞,
the O(1) term disappears and we will reach the equation 2.17. If P (An ∈ B) has
a dominant exponential behaviour in n, then that limit should exist with IB 6= 0.
Otherwise, either P (An ∈ B) is too singular to have a limit, or else it will decay
faster or slower than exp(n) (super or sub-exponential), for which the rate function
would be infinite or zero. The classic version of the large deviation theory actually
considers the cases in which the aforementioned probability decays exponentially
in n, but in this thesis, we show cases, models and data, for which the principle in
it’s classical form, does not hold and the exponential behaviour is not dominant
any more.
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As we have seen, a classical topic of probability theory is the behaviour of the
empirical mean of independent, identically distributed random variables. We let
X1, X2, X3, ..., XN be a real-valued sequence of independent, standard normally
distributed, random variables, and consider the empirical/sample mean, the so
called Birkhoff sum, SN = 1N
∑N
i=1Xi [52]. Since SN is a normally distributed
random variable itself (superposition of normally distributed random variables),
with µ = 0 and variance 1
N
, it follows that for any  > 0:
P (|SN |≥ )−→
N→∞
0; (2.19)
and, for any interval A,
P (
√
NSN ∈ A)−→
N→∞
1√
2pi
∫
A
e−
x2
2 dx; (2.20)
Note now that
P (|SN |≥ ) = 1− 1√2pi
∫ √N
−√N
e−
x2
2 dx (2.21)
therefore,
P (|SN |≥ )−→
N→∞
e−
N2
2 (2.22)
Then we can write:
− 1
N
lnP (|SN |≥ )−→
N→∞
2
2 (2.23)
where P is the large deviation probability. Comparing this to equation 2.17, one
can read I = 22 , which is a parabola. So as an example we see that only considering
that the random variables are Gaussian/normally distributed, the rate function I
is a parabola, when investigating the mean. It can be shown that the rate function
is always positive and convex.
This is an example of a large deviation statement for Gaussian distributed
random variables, which is of interest in this thesis. The typical value of SN is, by
equation 2.20, of the order 1√
N
, but with small probability (of the order of e−N
2
2 ),
|SN | takes relatively large values.
2.2.3 Approaches to obtain Large Deviation Probability (LDP)
for Birkhoff sum/sample mean of different processes
There are various ways whereby a random variable, say SN can be shown to satisfy
the large deviation principle. The direct method, the indirect method which is
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the Ga¨rtner-Ellis theorem that enables one to directly calculate the rate function
and the final one is the contraction method. The methods are explained in the
following.
I. Direct method
Finding the expression of P (SN) directly and showing that it has the form of the
LDP like what we did in equations 2.19-2.23, is what we call the direct method [41].
We use this method in chapter 3 analytically and numerically, which is the most
straight forward way to find the LDP form.
II. Indirect method (Gärtner-Ellis (GE) Theorem)
In this method one needs to calculate certain functions of SN , such as generating
functions, whose properties can be used to infer that SN satisfies an LDP. This
method which is introduced by Ga¨rtner and Ellis [53,54], is based on the calculation
of the function:
λ(k) = lim
N−→∞
1
N
ln〈eNkSN 〉. (2.24)
which is called the scaled cumulant generating function (SCGF), where k is a real
parameter and here SN could be generally any random variable other than sample
mean (as we have seen in the general form of LDP in equation 2.17). If the SCGF
exists, then the GE theorem says that, if λ(k) is differentiable, then SN satisfies
the large deviation principle,
lim
N−→∞
− 1
N
lnPSN () = I()· (2.25)
It can be shown that the λ is always convex and differentiable; so the rate function,
I() is given by the Legendre-Fenchel transform [40] of λ(k):
I() = sup
k∈R
[k− λ(k)] (2.26)
where sup stands for the supremum. The λ(k) does not always exist and the large
deviation principle is not satisfied for every random variable. As we will see for
long-range correlated processes the classical large deviation principle is violated.
The GE theorem is pretty technical to prove. We present a less technical and more
heuristic proof of GE theorem here. Varadhan [38] has derived another heuristic
way to gain the same result here, which is called the Varadhan’s theorem.
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Proof of the GE theorem: If we assume that the large deviation principle
holds for a real continuous random variable AN , we can write:
P (AN ∈ da) ≈ e−NI(a)da, (2.27)
in which P (AN ∈ da) is the probability that AN takes on a value in a set da. Then
knowing that one can write:
〈eNkAN 〉 =
∫
R
eNkaP (AN ∈ da), (2.28)
where P (AN ∈ da) = P (AN = a). By putting the P value in equation 2.27 into
2.28, we obtain:
〈eNkAN 〉 ≈
∫
R
eN [ka−I(a)]da. (2.29)
Next we can approximate the integral by its largest integrand, which is found by
locating the maximum of ka− I(a). This approximation is called the saddle-point
approximation or Laplace approximation. Assuming that this maximum exists and
is unique, we can write:
〈eNkAN 〉 ≈ exp(N sup
a∈R
[ka− I(a)]) (2.30)
therefore,
λ(k) = lim
N→∞
1
N
ln〈eNkAN 〉 = sup
a∈R
[ka− I(a)]. (2.31)
Then we can use the Legendre-Fenchel transform property and because λ is ev-
erywhere differentiable, so the equation 2.31 can get inverted and we obtain the
result we want:
I(a) = sup
a∈R
[ka− λ(a)]. (2.32)
And therefore the GE-theorem is proven2.
Although we are not dealing with the LDT in statistical physics framework,
it is nice to briefly mention the resemblance of this theory to the entropy(s)-free
energy(φ) relation:
φ(β) = lim
N→∞
− 1
N
lnZN(β) = inf
u
[βu− s(u)], (2.33)
where s(u) is the so called micro-canonical entropy function of the system. ZN(β)
is called the partition function and is defined as:
ZN(β) =
∫
ΩN(u)e−Nβudu. (2.34)
2This proof is stated in papers by Ga¨rtner [54] and Ellis [53].
13
2.3. Errors/Uncertainties
ΩN(u) is the density of microscopic states of the system and has the relation,
ln ΩN(u) = ns(u) +O(N) (2.35)
with the entropy s. As mentioned before the I(), the rate function, in LDT is
connected to the entropy s(u) here in this context and the partition function ZN(β)
is what is called large deviation probability in LDT context.
III. Contraction method
Here we relate SN to another random variable, say AN , which is known to satisfy
an LDP and considering this we derive the LDP for SN [55].
If AN is a random variable known to have an LDP with rate function IA(a),
and BN is another random variable which is a function of the variable AN , BN =
f(AN); to find whether BN satisfies LDP and what is it’s rate function; first we
write the pdf of BN in terms of pdf of AN :
P (BN = b) =
∫
a:f(a)=b
P (AN = a)da, (2.36)
then we have:
P (BN) ≈
∫
a:f(a)=b
e−NIA(a)da. (2.37)
To find an approximation for this integral by its largest term, the Laplace principle
is used, which corresponds to the minimum of IA(a) for a such that b = f(a).
Therefore,
P (BN) ≈ exp(−N inf
a:f(a)=b
IA(a)da). (2.38)
This means that P (BN) satisfies the LDP with rate function IB(b):
IB(b) = inf
a:f(a)=b
IA(a), (2.39)
which is called the contraction principle. Such a principle is the one used in
statistical physics, connecting entropy and free energy. To be more specific, the
maximum entropy and minimum free energy principle for equilibrium states are
connected using contraction principle.
2.3 Errors/Uncertainties
In this thesis, we mainly focus not on the rate function, but on the decay speed
of the LDP. In the classical version for iid random variables, the LDP decays
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exponentially and reaches zero when N → ∞. During this time there still exists
deviation from the expected value (µ). This deviation could also be interpreted as
an error, like what we have in physical sciences. For this aim, we review the error
and uncertainty identification used in various fields [56–58].
The real value of an observed quantity in the laboratory is hidden. The ob-
server and the measurement instruments inaccuracies and limitations are the fac-
tors causing the quantity’s value to get hidden with errors. One can classify errors
into two main groups. Systematic errors (concerns accuracy/bias) and statistical
errors (concerns precision). Systematic errors are problematic because there exists
no approach to find their source. But on the other hand it’s value is constant
for all the observations measured with the same instrument. When we measure a
quantity in the laboratory, what we find is a value deviating from the mean value.
We call this deviation, the error e:
e = x− x¯. (2.40)
How this mean value is deviated from the real value is the question that we cannot
answer without having access to some prior information. The values we read in
the lab are distributed around the mean. If we measure the value N times:
x1, x2, x3, ..., xN ; (2.41)
then the so called standard deviation, σ is then defined as:
σ =
√
σ2 =
√
〈e2〉 =
√√√√ 1
N
N∑
i=1
e2i =
√√√√ 1
N
N∑
i=1
(xi − x¯)2 (2.42)
in which x¯ =
∫+∞
−∞ f(x)dx where f(x) is the probability distribution function (pdf)
and σ2 is called the variance. The equation 2.42 can be written as:
σ2 =
∫ ∞
−∞
(x− x¯)2f(x)dx (2.43)
The standard deviation we define here is the deviation from the mean of the pdf.
This could be defined for any estimated parameter. Inferring the parameters of
the pdf, from a realization of observations, is what is called statistical inference.
2.3.1 Statistical inference
Statistical inference is the process of using data analysis to deduce properties of an
underlying probability distribution. Inferential statistical analysis infers properties
of a population, for example by testing hypotheses and deriving estimates. It is
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assumed that the observed data set is sampled from a larger population. This
approach in statistics is in contrast with descriptive statistics, which is solely
concerned with properties of the observed data. Statistical inference leads to
estimations which best approximate a parameter of the population from which the
sample is taken. These estimations are made based on the so called estimation
theory.
Estimation Theory
Estimation theory is a branch of statistics that deals with estimating the values
of parameters based on measured empirical data. In another words it concerns
accuracy and precision of the estimated values. Each finite sampled empirical
random variable could be used to estimate the parameters of the underlying prob-
ability distribution. An estimator attempts to approximate the unknown param-
eters using the measurements. For establishing the estimators, there exists two
approaches: Bayesian estimation and Maximum Likelihood estimation (see for
example, [56, 57]).
In determining good estimators, the first step is to mathematically model the
data. A statistical model is a mathematical model representing the process which
is generating the data. Because the data are inherently stochastic, we describe it
by its probability density function (pdf). The pdf is parametrized by the unknown
parameter θ, i.e. we have a class of pdf s where each one is different due to a
different value of θ.
Practically speaking we have to choose a mathematically tractable probability
distribution based on some prior knowledge of our system like being certain about
some constraints, to be able to define good estimators. As an example, we take
the common Gaussian probability distribution:
P (x, θ1, θ2) =
1√
2piθ2
e
− (x−θ1)22θ2 . (2.44)
In this case, we should be able to infer the parameter values θ1 and θ2 (mean and
the variance), from the available empirical data set. This statistical inference can
determine the probability distribution function for the driving dynamics of this
particular system, from an infinite member class of Gaussian distributions. In this
approach, the parameters are assumed to be deterministic, but unknown3 [59].
One can incorporate a priori knowledge, like a condition, to the parameter
which is going to be inferred. This way the parameter is not deterministic and is
3Deterministic parameters are used in Maximum Likelihood estimation scheme.
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a random variable itself with a probability distribution. This approach is called
Bayesian estimation. So the parameter value that we are estimating is actually
just one realization of the random variable θ. So the P (x, θ) that we were looking
for, which is a joint probability of the data set x with parameter θ, is given by:
P (x, θ) = P (x|θ)P (θ). (2.45)
Here, P (θ) is the priori probability distribution. The P (x|θ) is what is called
likelihood. In the next part the maximum likelihood estimation is explained.
Maximum Likelihood versus Bayesian Approach
As mentioned, maximum likelihood estimation is a method of estimating the pa-
rameters of a statistical model, given observations. This method is also called
a frequentest method. This method attempts to find the parameter values that
maximize the likelihood function, given the observations. The resulting estimate
is called a maximum likelihood estimate, which is also abbreviated as MLE. In
contrast to the MLE, the Bayesian approach, applies prior information into the
estimation to fix the parameter probability distribution. In MLE no prior info is
implied.
We choose a model, or probability distribution, called f . This probability dis-
tribution is going to depend on a parameter θ (or vector of parameters, θ =
θ1, θ2, ..., θk ) that characterize the distribution. The set Ω of all possible values of
a parameter or the vector of parameters is called the parameter space. We then
observe some data, drawn from this distribution:
X ∼ f(x|θ) (2.46)
The random variables X1, ..., Xn are independent and identically distributed (iid),
because they are drawn independently from the same data generating process.
The goal is to use the observed data x to learn about θ. As mentioned, knowing
this parameter specifies a particular distribution from the family of distributions
we have selected to represent the data generation process.
By formalizing the inference using Bayes rule, to estimate the probability that
the parameter governing our assumed distribution, θ is conditional on the sample
we observe, denoted as x 4. We define this probability as ξ(θ|x). Using Bayes rule,
we can equate this probability to:
ξ(θ|x) = f(x|θ)ξ(θ)
gn(x)
(2.47)
4We use small letter x for the sample and X is used as a notation for the random variable itself.
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The function g is a function of data, so it can be considered a constant of θ, then
we can write:
ξ(θ|x)︸ ︷︷ ︸
Posterior
∝ fn(x|θ)︸ ︷︷ ︸
Likelihood
ξ(θ)︸︷︷︸
Prior
. (2.48)
From this point, based on the MLE approach, the prior is absorbed within the
proportional relation and the likelihood function can be written as:
L(θ|x) ∝ fn(x|θ) =
n∏
i=1
f(xi|θ), (2.49)
in which the likelihood is defined as the joint probability of the data conditional on
the parameter. Although writing the joint probability as multiplications of joint
probabilities f(xi|θ), is only possible when dealing with iid data. When the data
is correlated then the joint probability is not actually easily calculative.
To summarize, the parameters in the frequentest setting (likelihood theory of
inference) are unknown constants. Therefore, we can ignore ξ(θ) and just focus on
the likelihood since everything we know about the parameter based on the data
is summarized in the likelihood function. The likelihood function is a function
of θ: it conveys the relative likelihood of drawing the sample observations you
observe given some value of θ. In contrast to frequentest inference, in the Bayesian
setting, the parameters are latent random variables, which means that there is
some variability attached to the parameters. This variability is captured through
one’s prior beliefs about the value of θ and is incorporated through the prior,
ξ(θ). The focus of Bayesian inference is estimating the posterior distribution of
the parameter, ξ(θ|x).
Estimator Qualification
An estimator5 should get evaluated to see how well it performs. Bias and vari-
ability are two properties that should be considered. Variability is measured by
the standard error of the estimator (Mean Square Error ∼ 〈(θˆN − 〈θˆ〉X)2〉) and
bias is the difference between estimator’s expected value and the quantity being
estimated(〈θˆN〉M N :finite−−−−−→
M→∞
〈θ〉X 6). An unbiased estimator is one that does not
systematically overestimate or underestimate the target quantity.
If θˆ converges to θ asymptotically, in the limit of large N , the estimator is
considered consistent. This means that for any  > 0 one can write:
lim
N→∞
P (|θˆ − θ|> ) = 0. (2.50)
5The estimator of a quantity like the parameter θ is usually written with a hat, θˆ.
6N is the sample size and M is the number of realizations/ensembles.
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Types of estimators
Now that we have reviewed different approaches and clarified how we can be as-
sured that the estimator has good quality, to establish estimators, we come to
explain different types of them. There exist two main types: Point estimators
and Interval estimators. A point estimator is a statistic (a function of the data)
that is used to infer the value of an unknown parameter in a statistical model. As
an example, sample mean is a point estimate. Interval estimation is the use of
sample data to calculate an interval of plausible values of an unknown population
parameter. The confidence interval is an interval estimate. The sample mean is
considered a point estimate that describes best the population under study, while
the confidence interval is said to be an interval estimate which gives a range of
values that best describes the population.
Mean (Point Estimator)
If we have a sample of size N of a random variable X, {x1, x2, x3, ..., xN}, the
sample mean (arithmetic mean) is defined as7:
x¯N =
1
N
N∑
i=1
xi , (2.51)
which is an unbiased estimator. The standard error (deviation) of the mean (as-
suming there is no correlation (independence) between the values in the sample
with length N) can be expressed as:
σx¯ =
σ√
N
, (2.52)
in which σ is the standard deviation of the sample. But this is violated for long-
range correlated samples, as we will see in this thesis. So the standard error of the
mean for such data should get modified (chapter 3). If we ignore the systematic
error, the unbiased variance estimator is defined as:
σˆ2N =
1
N − 1
N∑
i=1
(xi − x¯)2 , (2.53)
in which the factor 1
N−1 is used for σˆ
2
N to be an unbiased estimator. As mentioned
before this means that expectation of the 〈σˆ2N〉 (averaged over many samples) is
equal to the expected variance σ2.
7The arithmetic mean is also known as Birkhoff sum.
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Confidence interval (Interval estimator)
Confidence interval is a tool to quantitatively determine the fraction of times that
such an interval would contain the true value of the parameter (θ) in a large number
of repeated experiments. The confidence interval is simply related to standard
deviation for Gaussian distributions, although for non-Gaussian distributions they
may differ. We define an α (the significance level) between 0 and 1 and define
zα to be the point on the z-axis such that the area to the right of zα under the
Gaussian distribution is α (see figure 2.1), it means:
P (Z > zα) = α (2.54)
For example: if α = 0.1, then zα = 1.645; if α = 0.05, the zα = 1.96; if α = 0.01,
then zα = 2.33. These values are found by looking up 1 − α in the body of
the standard normal table, which gives the values of the cumulative distribution
function of the normal distribution [60]. For any level of confidence 1 − α, the
confidence interval Iα reads:
Iα = [X¯ − zα/2 σ√
N
, X¯ + zα/2
σ√
N
] (2.55)
For example a 95% confidence interval means that if 100 different samples were
drawn from the same population and 100 intervals were calculated, approximately
95 of them would contain the population’s parameter. This can be put as below
(when θ = 0):
P (−δ < θ¯ < δ) = 95% (2.56)
in which 95% is called the confidence level. θ¯ could for example be the mean, for
our interest. As mentioned before this interval is related to the standard deviation.
For example one could show that δ for a confidence level of 99%, for a Gaussian
distribution is [µ − 3σ, µ + 3σ] and for 95% is [µ − 2σ, µ + sσ] and for 68% is
[µ− σ, µ+ σ]. A relevant schematic figure is shown in figure 2.1.
2.3.2 Reduced χ2 statistic
In statistical modelling, regression analysis is a set of statistical processes for es-
timating the relationships among variables. The method of least squares is a
standard approach in data fitting within regression analysis. The best fit in the
least-squares sense minimizes the sum of squared residuals (a residual being: the
difference between an observed value, and the fitted value provided by a model).
An unbiased χ2 estimator is defined as:
χ2N−M =
1
N −M
N∑
i=1
(yi − ymodel)2
σ2i
(2.57)
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Figure 2.1: The confidence interval 1−α = 0.95, for the significance level α = 0.05
is shown as an example for a normal distribution. The z values can be
read in the reference z-table (see for e.g. [60]).
in which N is the number of observations (yi) and M is the number of parameters
(e.g. in linear fitting, M = 2, θ = (m, c)). By minimizing χ2, we will have the best
model fitted to observed data set. When the problem has substantial uncertainties
in the independent variable (the x variable), then simple regression and least-
squares methods have problems; In such cases, other methodologies are to use.
2.4 Long-Range Correlations (LRC)
2.4.1 History
As mentioned in the introduction, long-range correlations or long-range depen-
dence which is some times relevantly called long memory (or long term persistence),
is plentiful in nature. This means that the current value of the random variable we
are observing is dependent on far past values it had. This phenomenon was first
noticed in the work by Harold Edwin Hurst (1951), when he was studying water
flow in Nile river. He used a method called "the rescaled adjusted range" statis-
tics (R/S, which we will explain later) and found out that this quantity R/S(n),
which say for n years is a proxy for the ideal dam height is proportional to nα with
some α around 0.7 [61]. After Hurst publishing his paper, this phenomenon has at-
tracted interest, not only among hydrologists, but also mathematicians, discussing
what could be the origin of such a behaviour. Unusual marginal distribution, non-
stationarity, transience and short-term auto-correlation effects were investigated
as the origin of such a property. All of these effects were ruled out (some strongly,
some weakly). In the early 60’s, Mandelbrot has started to work on this topic. In a
ground-breaking paper (1963), he proposed to substitute the Gaussian distribution
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in random walk context with a heavy tailed distribution, specifically the symmetric
α-stable distribution, by that the Hurst phenomenon could get regenerated. But
the data for which Hurst has seen the power law scaling in R/S(n) analysis, was
Gaussian distributed and in addition the R/S(n) analysis is not sensitive to the
marginal distribution. Mandelbrot then introduced self-similar process Y (t), with
self-similarity parameter J : Y (ct) = CJY (t). This was the foundation for the
fractional Brownian motion (fBm) and it’s increments Fractional Gaussian noise
(fGn).
Mandelbrot was who has shown that for these models the Auto-Correlation
Function (ACF) of increments decays slower than exponential and would not be
summable. This has formally become the definition for long-range correlated pro-
cesses. The long memory is also called the "Joseph Effect". On the other hand, the
heavy tails is called the "Noah Effect". There exits spatial scaling in heavy tails and
the long memory contains temporal scaling. Mandelbrot proposed another class
of models for 1
f
noise in parallel with fBm. In contrast to stationary fGn, these
models are non-stationary. He described a stochastic process intended to model
intermittency, in which "off" periods of no activity were interrupted by jumps to a
negative or positive "on" active state (so called intermittent models). Rather than
the more familiar short-tailed distribution of the waiting times between transition
between on and off states, long-tailed ones were described [62].
The fGn model is a discrete approximation to a continuous process. In 1981 [63],
Hosking gives another description of fGn as the discrete version of a fractional
derivative of Brownian motion. FGn is obtained by first fractional differentiation
and the descritization, but in Hosking’s scheme the order is reversed and first the
process is descritized and then fractionally differentiated. These processes are the
so called ARFIMA(p, d, q), Auto-Regressive Fractionally Integrated Moving Aver-
age processes, which we will introduce in detail in chapter 3. The advantage of
the Hosking approach is that the discritization of the Brownian motion has an
intuitive interpretation and is a simple random walk or ARIMA(0, 1, 0). Then
by fractionation of this process, we obtain ARFIMA(0, d, 0), which is stationary
and long-range-correlated. In 1980 Granger [64] showed that such a process could
arise from an aggregation of independent AR(1) processes, where the AR param-
eters are distributed according to a Beta distribution. Feller has later shown that
the aggregation of moving average processes also leads to ARFIMA(0, d, 0), when
the parameters are a factor of Gamma distribution [65]. Long range dependent
processes in dynamical systems, were first introduced by Kolmogorov to model
scaling behaviour in turbulence. In parallel, Wiener considered extension of the
Wiener process to more general diffusion processes, including fractional Brownian
motion [66].
It is important to test if a process is exhibiting long memory since that impacts
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the accuracy and confidence with which one may predict future events on the
basis of a considerably small amount of historical data [61], which will also be
our main interest here. In the following the definition of LRC is given and LRC
quantification methods are explained.
2.4.2 Definitions
The correlation time is defined as τ =
∫∞
0 C(t)dt, where C(t) is the normalised
auto-correlation function:
C(τ) =
∫∫
P (Xt, Xt+τ )(Xt − µ)(Xt+τ − µ) dXt dXt+τ (2.58)
If C(t) ∝ e−at, having exponential correlations, then τ = 1
a
. The process is called
long range correlated, if τ diverges. This means that
∫+∞
−∞ C(τ)dτ =∞. The auto-
correlation function only makes sense for stationary time series, since otherwise µ
is not defined.
1/f noise
1
f
noise is a signal or process with a frequency spectrum such that the power
spectral density (energy or power per frequency interval) is inversely proportional
to the frequency of the signal.
S(f) ∝ 1
fβ
, for 0 < β < 2. (2.59)
This relation for the power spectrum is naturally emerged in electrical circuits
and originates from the variations in the initial velocities of conduction electrons
after collisions with defects [67]. In another paper [68] the spectral density of
the current fluctuations in a resistor is derived under conditions where the time
between collisions or traps has a finite variance and it is shown that when the
variance is infinite, a 1
f
type of spectral density can result. This power spectrum
behaviour is detected for various natural phenomenon, like water flow in river Nile,
the hour glass, luminosity of stars [69], at low frequencies over vastly different time
scales. Another explanation of the underlying mechanism of such a behaviour,
is the so called, self-organized criticality, in which the dynamical systems with
extended spatial degrees of freedom naturally evolve into self-organized critical
structures of states which are barely stable [70].
This 1
f
behaviour of the power spectrum is as well connected to the self-similarity
concept introduced by Mandelbrot which is that the feature of the structures will
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no characteristic time scale is clearly visible in the frequency domain of processes
via the power spectrum [62].
On the other hand the power spectrum is the Fourier transform of the auto-
correlation function and if the data is stationary (Wiener-Khinchin Theorem [71,
72]), the relation between the ACF scaling and Power Spectrum scaling is :
c(τ) ∝ τ−γ ,
S(f) ∝ f−β ,
β = γ − 1 .
(2.60)
As it can be clearly seen, the 1
f
behaviour is directly connected to the power law
correlation function, which is interpreted as long-range correlation, as mentioned
before. The scaling exponents in equations 2.60, β and γ are as well connected to
the self-similarity exponent, H, the Hurst exponent:
γ = 2− 2H, β = 2H − 1. (2.61)
The Hurst exponent is named after Hurst for the scaling exponent driven by Hurst’s
approach when he was studying the water level of Nile river. In the next section
his approach is explained.
2.4.3 Hurst’s approach: Rescaled Range Analysis
As mentioned earlier LRC was first quantified by Hurst in his paper in 1951 [74]
in his investigations of the water level of the river Nile. He proceeds this way:
let Xk be a sequence of random variables. The Nth partial sum would read,
YN := X1 + ...+XN . The adjusted range then is defined as:
R(N) = max
1<k<N
[Yk − k
N
YN ]− min1<k<N[Yk −
k
N
YN ]. (2.62)
He normalised the adjusted range by the sample standard deviation to obtain what
is now called the Rescaled Adjusted Range statistic, denoted R
S
(N):
R
S
(N) =
max1<k<N [Yk − kN YN ]−min1<k<n[Yk − kN YN ]√
1
N
∑N
k=1(Xk − 1N YN)2
(2.63)
Hurst then examined 690 different time series, covering 75 different geophysical
phenomena spanning such varied quantities as river levels, rainfall, temperature,
atmospheric pressure, tree rings, mud sediment thickness, and sunspots. He found
that in each case, the statistic behaved as,
R
S
(N) ∝ Nα (2.64)
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for some α (Today this exponent is called the Hurst exponent and it is shown as
H). Estimating α, he found out that it is normally distributed with mean 0.72
and standard deviation 0.006 [61]. This R/S analysis with some modifications,
has been often used to characterize the LRC properties of different data sets in
literature. There are other methods also very commonly used in various fields
of study. The approach called scaled window variance introduced by Mandelbrot
in 1985 [75], the dispersional analysisor the Wavelet transform modulus maxima
established in 1991 [76], are among these methods. The method which is most
frequently used today is called Detrended Fluctuation Analysis used first by Peng
et al. in 1994 [77]. Next we will briefly explain how this method works.
2.4.4 Detrended Fluctuation Analysis (DFA)
The method called Detrended Fluctuation Analysis (DFA) was proposed by Peng
et al. [77] in 1994, as a tool for LRC recognition in physiological data. Inspired by
former methods mentioned in the last section, they have added another step, by
detrending the data, so the method is applicable for non-stationary data as well.
In the following their procedure is explained.
Figure 2.2: The vertical dotted lines indicate box of sizeN = 100, the solid straight
line segments represent the trend estimated in each box by a least-
squares fit [77].
In this method as Peng et al. states, the time series (of total length N) is first
integrated,
Y (k) =
k∑
i=1
[xi − xave] , (2.65)
where xi is the ith data value and xave is the average value. Next the integrated
time series is divided into boxes of equal lengths, N . In each box of length N , a
least-squared line is fit to the data (representing the trend in that box). The Y
coordinate of the straight line segments is denoted by YN(k). Next we detrend the
integrated time series, Y (k), by subtracting the local trend, YN(k), in each box.
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The root- mean-square fluctuation of this integrated and detrended time series is
calculated by:
F (N) =
√√√√ 1
N
N∑
k=1
[Y (k)− YN(k)]2 (2.66)
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Figure 2.3: The vertical lines indicate box of size s = 200, in which f 2(i, s) is the
squared fluctuation function for window i. The solid straight red lines
represent the trend estimated in each box by a least-squared fit. The
black series is representing the detrended series, by subtracting the
linear trend from the original blue series [78]. This is a visual example
to clarify how the method proceeds.
This computation is repeated over all time scales (box sizes) to provide a re-
lationship between F (N), the average fluctuation as a function of box size, and
the box size N . Typically, 〈F (N)〉 will increase with box size n. A linear re-
lationship on a double logarithmic plot indicates the presence of scaling. Under
such conditions, the fluctuations can be characterized by a scaling exponent α,
the slope of the line relating logF (N) to logN . The trend could be essentially
of any higher order polynomial, while Peng et al. initially have used a first order
fit. This later has been known as DFA of order 1, DFA(1) and for a second order
trend respectively the name DFA(2) is used. Which order of detrending one should
use is dependent on the data characteristics. Practically one could compare the
results of DFA(1) and DFA(2) for better performance. Another issue that we will
encounter in chapter 5, is when the data itself is an integrated (aggregated) data
set, such as Brownian motion (random walk), for which the scaling exponent is
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larger by one unit. We will discuss this by more details where needed in chapter
5.
The DFA method has been of great interest in practice, while using the de-
trending step, the non-stationary data is treatable as well and the long-range
correlations in the data are sort of detached from non-stationarity effects present
in many data samples. We use this method as well for our analysis in this thesis,
to estimate the Hurst scaling exponent for the data sets we are working with in
chapters 3, 4 and 5.
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3 Generalized LDT for processes
with memory
The classical version of LDT, as we have seen in the former chapter, is based on
a very important assumption that the subjected data is identically, independently
distributed (iid). This assumption is quite common in many statistical approaches,
such as the maximum likelihood approach in statistical inference. But what we
encounter dealing with real world data sets, is often violating this assumption.
Long range correlation is abundant in geological, physiological, economical and
many other data sets in different fields of study. In such examples, the afore-
mentioned large deviations is potentially very important to investigate. For our
study purpose, ignoring the form of the rate function I() in the theory, the speed
of convergence of the sample mean to µ (the ensemble mean) when enlarging n,
the sample size, is the quantity of interest. In this chapter we generalize the
LDT analytically and numerically, for processes with memory; either short-range,
long-range or due to intermittency.
3.1 Time series models
To extract information from the observed data, recorded as time series, we need
a well-developed mathematical framework. In another words, time series analysis
requires stochastic and dynamical models. Using these models, one can study the
physical phenomena driving the dynamics generating the time series.
There are several stochastic models that are commonly used in analysis of time
series in different fields, such as economics, various branches of engineering, nat-
ural sciences and etc. There are linear models such as auto-regressive models
(AR), moving-average models (MA) and many combinations of these (for exam-
ple, ARMA, ARIMA and ARFIMA which we will explain by details later in this
chapter) containing various statistical properties, for the user to be able to ap-
ply each subjectively for modelling certain data characteristics. There exists also
non-linear models (like seasonal models), that could be used for empirical data for
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which predictions derived from mentioned non-linear models, are advantageous
over those from linear models [79].
A time series of N successive observations is regarded as a sample realization,
taken from an infinite population of samples (these samples form a so called en-
semble), which are presumingly generated by a so called stationary stochastic
process. This includes deterministic settings and simply means that we assume
the existence of well defined joint probability densities, such as:
pm(xi, xi+1, . . . .xi+m) = pm(Xi = xi, Xi+1 = xi+1, Xi+2 = xi+2, ..., Xi+m = xi+m)
(3.1)
for the joint occurrence of m specific values, for all orders m. Due to the sta-
tionarity assumption, such probability densities are independent of i. This implies
that the underlying process is operating at constant-in-time control parameters
and that there are no transients. Stationarity is often violated in applications but
nonetheless assumed for many data analysis tasks. In such a situation the mean
value of the process is the mean of the marginal probability density:
p1(x) =
∫
pm(xi, xi+1, . . . .xi+m)
m∏
i=2
dxi, (3.2)
,which we also call the ensemble mean µ [80].
A major objective of any statistical investigation is to infer properties of the
population from those of the sample. For example, to make a forecast is to infer
the probability distribution of a future observation from the population, given a
sample of past values [34]. Here as we mentioned earlier we assume that the data
we have is a realization of a population with a mean µ and we want to infer,
considering the correlations within the data, how far the mean of the finite size
data would be from the population mean. This is obtained studying how fast the
sample mean converges to the population mean µ. This can be answered using
large deviation principle (introduced in chapter 2), although modified, due to the
correlations.
3.2 Large deviations for short-range correlated
processes
In this section, first we briefly introduce the time series model representing short
range correlation and investigate some of it’s statistical characteristics. Then we
go on and study the large deviations of the sample mean and will modify the
classical large deviation theory for such models.
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3.2.1 Auto-Regressive model
For now, we are interested in stationary models, for which the process remains
in statistical equilibrium; so that the probabilistic properties do not change over
time and the control parameters remain unchanged.
In time series analysis community, for constructing models, there are a couple of
operators that are commonly used. The most important operator is the backward
shift operator, B. This operator, as it’s name offers is defined as:
Bzt = zt−1; hence : Bmzt = zt−m. (3.3)
The inverse operation, namely, the forward shift operator, F , is obviously given
by:
F = B−1; Fzt = zt+1; hence : Fmzt = zt+m. (3.4)
Another operator which would be interesting for our purpose here, is the backward
difference operator :
5zt = zt − zt−1 = (1−B)zt. (3.5)
The stochastic models used generally in data analysis are based on Yule’s idea
(1927) [81], that any observed time series, although dependent, can be generated
from a series of independent shocks (ξt), which are drawn from a certain distri-
bution, usually Gaussian. Considering this point of view, the simplest model for
a time series could be a regression model, in which each value in the series is re-
gressed over the former values plus a shock value which could be a white noise.
Based on the choice of how many former values we pick, the order of this auto-
regressive (AR) model is determined (considering p former values in the regression,
would mean that the model is of order p).
For an equally spaced-time series, if we let the series be defined for the deviations
of the values from the mean, z˜t = zt−µ; we will have the definition of AR processes
as:
z˜t = φ1z˜t−1 + φ2z˜t−2 + ...φpz˜t−p + at, (3.6)
in which φi is the regression weight factor for the ith regression and at is a random
error (white noise).
We are interested in the most commonly used order which is one. The AR(1)
process would read:
z˜t = φ1z˜t−1 + at. (3.7)
In mathematics and statistical physics community, the first order AR model is a
Gaussian stochastic process, commonly presented as:
xt+1 = axt + ξt, (3.8)
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in which ξt is Gaussian white noise, 〈ξiξj〉 = δij. This model, when continuous,
is referred as Ornstein–Uhlenbeck (OU) process [82] which is meant to describe
the velocity of a massive Brownian particle under the influence of friction. The
probability distribution function would be Gaussian which satisfies the relevant
Fokker–Planck equation, the differential equation, the solution of which is the
time dependent pdf of the OU process.
Ornstein–Uhlenbeck process, could be sort of a modification for a Wiener pro-
cess (a random walk) which is generally non-stationary, for which there is a ten-
dency to come back to the mean value (so called mean reverting). Anyhow inter-
preted, this model could be used to study the statistics of any data from a system,
for which intuitively, each state depends on the former state and is mean reverting.
The continuous OU process reads:
dX
dt
:= X˙ = −αX + ξ(t). (3.9)
Using the stochastic integration scheme in Ito calculus, Euler-Maruyama, which
is a method for the approximate numerical solution of a stochastic differential
equation (SDE), one can discretize the process and can reach to the auto-regressive
equation. This scheme when µ = 0 and σ = 1, reads:
Xk+1 = −α∆tXk +
√
∆tξk, (3.10)
as particle position in a process at times k∆t where k ∈ N0.
Now going back to the auto-regressive model of order one, for AR(1) to be
stationary, meaning that if any shocks exist within the process, they should decay
and vanish further in time, the pre-factor a value should be less than 1, |a|< 1.
This so called stationarity condition of AR processes, is derived in detail by Box
and Jenkins in their book of time series analysis [34].
To obtain the mean, µ, for AR(1) process1, writing2:
xn+1 = axn + ξn + δ. (3.11)
Applying the ensemble averaging, µ =
∫
x p(x)dx for the continuous variable x,
one could write for the AR(1) process:
〈xn+1〉 = a〈xn〉+ 〈ξn〉+ 〈δ〉
〈xn+1〉=〈xn〉=µ−−−−−−−−−→ µ = aµ+ δ
µ = δ1− a
(3.12)
1we use n as index instead of t in former equations.
2we use δ as an auxiliary term for calculating µ.
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If δ = 0, then µ = 0, which is our case of interest.
By either bringing the equation to the power of two or multiplying it by xn and
performing ensemble averages, one can obtain the variance of the series:
〈x2n+1〉 = 〈(axn + ξn)2〉, (3.13)
〈x2n+1〉 = a2〈x2n〉+ 〈ξ2n〉. (3.14)
Based on stationarity, we know that the variance should not change through time
axis. So we can name both 〈x2n+1〉 = 〈x2n〉 as σ2AR(1). Then we have:
〈x2〉 = σ2AR(1) =
σ2ξt
1− a2
σ2ξt
=1−−−→ 11− a2 . (3.15)
The process’s Auto-Correlation Function (ACF) can be obtained first by multi-
plying the recursion relation by xn (and then ensemble averaging):
〈xnxn+1〉 = a〈x2n〉+ 〈xnξn〉. (3.16)
Then considering 〈xnxn+1〉 as the time lag 1 value of the ACF, we continue with
time lag k = 2,
〈xnxn+2〉 = a2〈x2n〉+ 〈xnξn〉 (3.17)
and then k = 3, 4, ... and finally we can write:
〈xnxn+k〉 = a〈xn+kxn−1〉+ 〈xn+kξn−1〉. (3.18)
We can call this series of auto-correlation values as C1, ..., Ck. We know that
the ξt is uncorrelated from the xn terms; so the last term of the equations 3.16 to
3.18 is zero. Having a look at these equations, we see that there exists a recursion
relation for C, as:
Ck = a|k|C0 (3.19)
in which C0 ≡ σ2AR(1). Then at the end we will have the ACF for AR(1), as:
〈xnxn+k〉 = 11− a2a
|k|. (3.20)
As we also see here in the ACF, AR(1) processes are stable only if |a|< 1, and
their auto-correlation characteristic time reads − 1ln(a)3.
The figure 3.1 shows the AR(1) series with a ∈ (0, 1). In figure 3.2, the his-
togram (pdf) of AR(1) series with 105 iterations is shown, which is Gaussian
distributed and figure 3.3 shows the ACF for these series, with linear and semi-log
scaling. The exponential decay is clear in the semi-log plot.
3if one writes a|n| as e|n|ln(a) and then compares it to e−nτ , the characteristic time is obtained.
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Figure 3.1: series generated by AR(1) model, having positive a values from 0.193,
0.293, ... to 0.993, for n=1000 steps, shifted vertically so that they are
visually distinctive.
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Figure 3.2: The histogram for AR(1) series with 100000 data points which is Gaus-
sian, as expected by definition.
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Figure 3.3: Auto-correlation functions of the above series decreasing exponentially
while time lag increases. Left panel: linear scaling, right panel: semi-
log scaling. With semi-logarithmic scaling the exponential decay is
visible via the linear decay.
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Figure 3.4: The power spectrum of the series generated by AR(1) model, having
positive a values from 0.193, 0.293, ... to 0.993. In left panel the scaling
is linear and in the right panel the scaling is logarithmic.
As it can be seen in the figure as well, the characteristic time for the ACF
enlarges, as a grows, meaning that the τ = − 1ln|a| in ACF= e−n/τ is enlarged,
when a increases. The correlation function remains exponential for the whole set
of |a|< 1. Then we can say, that these series are short range correlated, while the
integration of the ACF converges to the correlation characteristic time, which is
finite.
Referring to Wiener-Khinchin theorem, one could reach the Power Spectral
Density (PSD) by integrating the auto-correlation function of the process [71,72],
S(f) = 12T
∫ T
−T
C(τ)eifτdτ. (3.21)
A method, numerically suitable and efficient for stationary processes, could be
Fast Fourier Transform (FFT), in which the PSD could be obtained as the squared
absolute value of the transformed signal.
S(f) = |X(f)|2. (3.22)
Power spectrum for AR(1) process is obtained as :
S(f) =
σ2ξ
1 + a2 − 2a cos(2pif) , for which : 0 < f <
1
2 . (3.23)
in which f is the normalized frequency [34]. The power spectrum for the AR(1)
series with a values used in figure 3.1, can be seen in figures 3.3 and 3.4, both with
linear and logarithmic scaling.
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Figure 3.5: A schematic description of the approach to obtain the LDP function-
ionality of the sample size. P (SN), the blue curve, represents the pdf
for the Birkhoff sum with the mean µ. The  is the threshold for which
the LDP (|SN − µ|) >  is estimated.
3.2.2 LDP for AR(1)
As we have seen, the auto-regressive process of first order, AR(1), is defined as a
stationary Gaussian stochastic process with the following iteration rule based on
definitions:
xn+1 = axn + ξn (3.24)
with Gaussian white noise ξn, 〈ξiξj〉 = δi,j. For estimating large deviation proba-
bility (LDP) the mean of this process, as explained in chapter 2, if we determine
the Birkhoff sum’s(SN = 1N
∑N
i=1 xi) probability distribution function, the integra-
tion over the tail of this pdf, cut by some threshold , will be the large deviation
probability for sample size N . We enlarge the sample size and repeat the pro-
cedure and will obtain the large deviation probability function of variable N . In
figure 3.5 a schematic view of the procedure is shown.
Since SN , in AR(1) case is a linear superposition of Gaussian random variables
xi, its distribution is a Gaussian itself, regardless of correlations, i.e., without
employing the central limit theorem and without employing the limit N → ∞.
The mean of this Gaussian distribution is the ensemble mean of SN which is
evidently zero and the only parameter to calculate to determine the pdf is its
variance σ2S(N), where we are particularly interested in the N -dependence. The
variance of the SN distribution is read as:
σ2S(N) = 〈S(N)2〉 − 〈S(N)〉2 (3.25)
in which, as mentioned before, 〈S(N)〉 = 0.
Considering this, it worth to mention that the large deviation probability’s
36
3.2. Large deviations for short-range correlated processes
variance σ2LDP ≡ σ2S(N) is closely related to what in another context is called the
Mean Squared Displacement (MSD) of a random walk: where W (l) := ∑lk=0 xk
is the random walk resulting from adding up all xk, as if they were white noises.
The MSD is here defined as:
MSD(N) = 〈(W (N)−W (0))2〉. (3.26)
Physical interpretation of MSD can be the amount of space the particle has ex-
plored in the system. In the case of white noise, which corresponds to a = 0, it is
well known that MSD(N)∝ N .
Coming back to the variance of P (SN), a straightforward calculation of σ2S(N) :=〈
( 1
N
∑N
k=1 xk)2
〉
making use of the recursion relation in equation 3.24 yields
σ2S(N, a) =
1
N2
〈N−1∑
k=0
akx1 +
N−1∑
k=1
ξk
N−k−1∑
j=0
aj
2〉 (3.27)
= 1
N2
〈(
x1
1− aN
1− a +
N−1∑
k=1
ξk
1− aN−k
1− a
)2〉
(3.28)
= 1
N2
〈x21〉
(
1− aN
1− a
)2
+ σ2ξ
N−1∑
k=1
(1− a
k
1− a )
2
 , (3.29)
due to the pairwise independence of ξi, ξj and the independence of ξi and x1.
The mean of x21 is the process variance, σ2AR(1) (equation 3.15). The variance of
the noise σ2ξ is unity, so that the final expression reads:
σ2S(N, a) =
1
N2
1
(1− a)2
(
(1− aN)2
1− a2 +
N−1∑
k=1
(1− ak)2
)
. (3.30)
For a = 0 this expression reduces to:
σ2S(N, a = 0) =
1
N
(3.31)
which is to be expected for the sum of white noises.
For a 6= 0, exact numerical evaluations of equation 3.30 as functions of N for
various a are shown in figure 3.6, together with the 1
N
behaviour of the white
noise case. For large N , the variance decays like 1
N
for all a, whereas for small
N and a 6= 0 there is some a-dependent cross-over behaviour. For large N , the
first summand in equation 3.30, stemming from the initial condition x1 becomes
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Figure 3.6: Numerical evaluations of equation 3.30, the variance of the Large De-
viation Probability distribution for a = 0.993, 0.893, . . . , 0.193 and for
a = 0 from right top to bottom. The 1
N
-behaviour for large N is evi-
dent, but for a close to 1, there is a complicated and non-monotonous
cross-over behaviour.
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Figure 3.7: The curves of figure 3.6 after rescaling the variance with the process
variance and after rescaling of the sample size N by (1− a)/(1 + a) as
mentioned in the text. The red dashed line represents 1
Neff
= 1+a1−aN .
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negligible due to its rescaling with 1
N2 . Since the individual terms 1 − ak in the
second summand tend to unity for large k, this second sum grows like N , which,
together with the 1
N2 pre-factor, leads to the overall
1
N
behaviour for large N .
Since the variance of the AR(1) random variables xi depends on a, it is rea-
sonable to rescale the variance σ2S(N, a) accordingly. After normalizing equation
3.30 by σ2AR(1) the dominant second term has a pre-factor 1+a(1−a)N2 . Recalling that
1
N
∑N
k=1(1− ak)2 → 1 for large N , we arrive at the universal result
σ2S(N, a)
σ2AR(1)(a)
= 1 + a1− a.
1
N
:= 1
Neff
(3.32)
where we interpret N(1−a)/(1+a) < N as an effective time window size for these
short-range correlated AR(1) data: Due to lack of independence for a 6= 0, the
Birkhoff sum SN behaves as if the true time interval were much smaller. This data
collapse is demonstrated in figure 3.7. It is, however, remarkable that this rescaling
factor for |a|≈ 1 is equivalent to (twice of) the correlation time τ = −1/ln a as can
be seen by an easy calculation. We call 1− a := δ and make an expansion around
δ = 0 for the correlation time and for the scaling factor and find an identity in
lowest order:
1
τ
= − ln(1− δ) ≈ δ + δ
2
2 (3.33)
δ
2− δ ≈
1
2δ(1 +
δ
2). (3.34)
So in summary, we know that the probability density ρN,a(s)4 for SN is a Gaussian
with zero mean with a variance given by equation 3.30 and equation 3.32 for large
Neff . We can now express the LDP using the complementary error function, which
reads:
erfc() := 2√
pi
∫ ∞

e−t
2
dt, (3.35)
as can be seen below:
P(SN > ) =
∫ ∞

ρN,a(s)ds =
1
2erfc(
√
2σS(N)
) (3.36)
Knowing that the asymptotic representation of the erfc reads as [73]:
erfc() = e
−2
√
pi
[
n∑
k=0
(−1)k (2k − 1)!(22)k +O(|
−2n−)], (3.37)
the asymptotic expansion of erfc for large arguments yields in lowest order
P(SN > ) ≈
√
2
pi
σS(N)

e
− 2
2σ2
S
(N) . (3.38)
4ρN,a(s) is previously called P (SN ).
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Using equation 3.15 and inserting σ2AR(1), we find asymptotically for large N and
:
P(SN > ) ≈
√
2
pi
1
N(1− a)2e
−N (1−a)2 . (3.39)
Again, if we wish to study the a-dependence of the LDP, it makes sense to rescale
the threshold value  by the a-dependent standard deviation of the corresponding
AR(1) process. We call the new threshold ˜ := /σAR(1) = 
√
(1− a2). This
introduces in a natural way the ratio σ2S(N)/σ2AR(1) and we find
LDP (N, ˜) := P (SN > ˜) =
1
2erfc(
˜σAR√
2σS(N)
)
= 12erfc(
˜
2
√
˜(1− a)
1 + a )
≈ 1√
2pi
1
2˜
√
Neff
exp(−Neff ˜
2
2 ) . (3.40)
for large Neff .
The analytical calculations for the AR(1) process therefore demonstrate that
for large N the exponential decay of the LDP in sample size sets in, but that
the effective time window is given by the true time window divided by twice the
correlation time of the process. For |a| close to zero, the rescaling factor tends to
unity, reflecting the time-discrete nature of the process, i.e., the correct behaviour
of white noise is recovered, whereas a rescaling with the true correlation time 0
would not make sense.
When rescaling the threshold value  by the standard deviation of the AR(1)
process which is reasonable when comparing processes with different a, the asymp-
totic exponential decay in N is dressed by a rate function I(˜) = ˜2/2 which is
identical to the rate function of Gaussian iid random variables with unit variance.
In figure 3.8, we show a comparison of numerically obtained LPDs for a range
of a values versus the analytical prediction of the asymptotic behaviour for fixed
˜ = 0.1 and as a function of the effective sample size Neff = N(1 − a)/(1 +
a). We observe indeed an excellent agreement between numerical results and the
asymptotic behaviour.
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Figure 3.8: The Large deviation probability (LDP) for AR(1) processes for 10 dif-
ferent a-values ranging from a = 0.05 to a = 0.95. The thresholds
were ˜ = 0.1 1√1−a2 , i.e., they are a fixed fraction of the processes’ stan-
dard deviation. Plotting such LDPs versus the effective sample size
N(1−a)/(1+a) leads to a perfect data collapse (apart from statistical
fluctuations for small LDP values, ensemble mean over 105 realiza-
tions each). The red dashed curve represents the asymptotic theory
LDP(N, ˜) = 1√2pi
1
˜
√
Neff
exp(−˜2Neff/2).
3.3 Large deviations for long-range correlated
processes
In this section, first we briefly introduce the time series model representing long
range correlation and investigate some of it’s statistical properties. Then we go on
and study the large deviations of the sample mean and will modify the classical
large deviation theory for such models.
3.3.1 Auto-Regressive Fractionally Integrated Moving Average
(ARFIMA) model
There are many ways to combine AR (Auto-Regressive) and MA (Moving-Average)
models to cover broad ranges of statistical properties that one can find in recorded
data sets. One of these combinations is the AR Integrated MA (ARIMA) model.
In this model, the (1−B)d is the main operator. As defined in the previous section
3.2, B is the backshift operator within the difference operator 5zt (equation 3.5)
and d is the integer power. If d is a fractional power, the model will be Auto-
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Regressive Fractionally Integrated Moving Average (ARFIMA) which is usually
used for modelling data with long range correlations. These kind of data sets
can be found in many fields like economy, geology, medicine and etc. ARFIMA
was first introduced by Granger, Joyeux (1980) and Hosking (1981), which greatly
improved the applicability of long range dependence in statistical practice [25].
The model ARIMA is constructed in a way that the dth difference of the series is
given by an ARMA model (comparable to white noise), in which d is an integer. To
shortly mention the purpose of differencing, one can say that for the data which is
initially showing some evidence of non-stationarity, these (one or more) differencing
steps is done to eliminate the non-stationairty. On the other hand, for ARFIMA,
applying fractional differencing, means that simply one step differentiation is too
big to achieve stationarity for a data set which has long memory. So one applies
fractional (smaller than one) step of differencing, so that the model can still contain
the long memory characteristic and can become stationary as well. By fractional
differencing, if simply put, for example if we have the fractional power d = 0.5,
then if we apply it two times, it has the influence of differencing by one step.
The model ARFIMA itself, as it’s name suggests is obtained by fractional inte-
gration of the ARMA process, which could be interpreted as white noise. So this
means that if we fractionally integrate the white noise, we reach to ARFIMA series
(mentioned in the following, this is the discrete version of the fractional Gaussian
noise).
The general characteristic equation for this class of integrated models, ARFIMA(p, d, q)
can be written as5:
φ(B)(1−B)dzt = θ(B)at (3.41)
where φ(B) = 1−φ1B− ...−φpBp and θ(B) = 1+θ1B+ ...+θqBq are respectively
the auto-regressive and moving-average operators. (1−B)d as already mentioned
is the fractional integrating operator given by the binomial expansion:
(1−B)d =
∞∑
j=0
ηjB
j (3.42)
in which
ηj =
Γ(j − d)
Γ(j + 1)Γ(−d) (3.43)
in which Γ is an extension of the factorial function and could be read as
Γ(n) = (n− 1)! . (3.44)
5here we use the notation zt again as we did in first equations in subsection 3.2.1 for time series
data values.
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For large j, for ηj we will have
ηj ∼ j
d−1
Γ(d) . (3.45)
The simplest version which is the ARFIMA(0, d, 0) is defined by:
(1−B)dzt = at, where : − 12 < d <
1
2 (3.46)
which is a Gaussian distributed process, as can be seen in figure 3.10. The
ARFIMA(0, d, 0) for different d values is plotted in figure 3.9. We recall some
of ARFIMA(p = 0, d, q = 0) model’s characteristics, which could be obtained us-
ing simple algebra with some effort. The detailed calculations can be checked out
in the book by Box and Jenkins [34].
It can be shown that, the ARFIMA(0, d, 0) process, has the variance (Box and
Jenkins [34]):
〈z2t 〉 =
Γ(1− 2d)
Γ2(1− d) . (3.47)
The auto-correlation function (ACF) for this process, can be obtained by some
effort and reads:
C(τ) = Γ(1− d)Γ(d)
Γ(τ + d)
Γ(τ − d+ 1) . (3.48)
As this process is meant to be a long-range correlated process, then this ACF
behaves as a power law, such as:
C(τ) ∼ τ−γ. (3.49)
It means that the τ -related fraction in equation 3.48 has a power law behaviour:
Γ(τ + d)
Γ(τ − d+ 1) ∼ τ
−γ (3.50)
where the scaling exponent γ is related to d with the relation: γ = 1− 2d.
The power spectrum (PS) of the fractionally integrated white noise, ARFIMA(0, d, 0),
defined as S(f) = |X|2 can be written as [34]:
S(f) = 2σ2ξ |1− e−i2fpi|−2d≡ 2σ2ξ [2sin(fpi)]−2d ≡ Cf−2d as f → 0. (3.51)
Both the ACF and the PS for ARFIMA(0, d, 0), for different d values is plotted in
figure 3.11 and 3.12 in linear and log-log scales. The parameter H is the so called
Hurst exponent which is related to d with the relation: H = d+ 12 .
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Figure 3.9: ARFIMA series for different values of H = d + 12 . H is the so called
Hurst exponent which is 0 < H < 1. Respectively −0.5 < d < 0.5.
0
500
1000
1500
2000
−0.5 0.0 0.5
value
co
u
n
t
0
500
1000
1500
2000
count
Figure 3.10: The histogram for the ARFIMA(0, d, 0) for an arbitrary d value with
10000 data points which is clearly Gaussian distributed, as expected
from definition.
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We go back to the process ARFIMA(0, d, 0) itself, that can be mapped to a
MA(∞) model with infinite order. This is proven by Feller in his book [45]. So
one can write the 3.46 such as:
zn =
∞∑
k=1
akξn−k (3.52)
where ξk are iid Gaussian random variables with unit variance and zero mean (i.e.,
white noise), and the coefficients are specifically given by:
ak =
Γ(k + d)
Γ(k + 1)Γ(d) =
∏
0<j<k+1
j − 1 + d
j
. (3.53)
ARFIMA(0, d, 0) model is actually the discrete version of the, better known to
mathematicians and physicists as, fractional Gaussian noise (fGn) model. The
exponent d is related to the Hurst exponent in fGn with the relation, H = d+ 12 .
The fGn was the first stationary and ergodic solution of the stochastic differen-
tial equation which could exhibit the Hurst effect (long-range correlations observed
by Hurst measuring the water level growth in Nile basin [74]) and 1/f noise, which
was studied by Mandelbrot and Van Ness in 1965 [83]. The fGn is the increment
process of the fractional Brownian motion (fBm), which is formulated by Weyl’s
integral [84] such as:
BH(0, w) = b0, (3.54)
BH(t, w)−BH(0, w) =
1
Γ(H + 12)
∫
[(t− s)H−1/2 − (−s)H−1/2]dB(s, w)
+
∫
(t− s)H−1/2dB(s, w).
The theoretical fBm is a mathematical generalization of the random walk and
Brownian motion (Robert Brown in 1827 [85]). Due to fractional integration and
differentiation, this model is capable to represent long-range correlations and power
law power spectrum as well as common uncorrelated random walks as the special
case. Compared to Brownian motion which is a model for normal diffusion, the
fBm enables us to study anomalous diffusion, namely sub-diffusion and super-
diffusion. As we have mentioned earlier in equation 3.26, one refers to normal
diffusion when the MSD (mean-squared displacement) is linear in time. Anomalous
diffusion on the other hand is known via non-linear relation in time for MSD. For
such diffusion MSD ∝ nη. If η > 1, the motion is called super-diffusion and if
η < 1, it is called sub-diffusion. Scaling exponent η is related to H, the Hurst
exponent: η = 2H. As we know H is as well related to d, the integration order
in ARFIMA, with relation: H = d + 12 . The η > 1 condition for MSD leading
to super-diffusion, subsequently means that H > 12 and d > 0 conducts super-
diffusion and for η < 1 the condition H < 12 and d < 0 relates to sub-diffusion.
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Figure 3.11: The auto-correlation function (ACF) for ARFIMA(0, d, 0), numeri-
cally obtained for different H values, where H = d + 12 . In the left
panel the linear scaling is shown and the logarithmic scaling is plot-
ted. In the right panel, the exponential decay is visible both in linear
and logarithmic scaling.
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Figure 3.12: The power spectrum for ARFIMA(0, d, 0), numerically obtained for
different H values, where H = d + 12 . In the left panel the linear
scaling is shown and the logarithmic scaling is plotted. In the right
panel, the logarithmic scaling is shown. As it is clear by logarithmic
scaling, when H < 12 (d < 0), the process is sub-diffusive and the
power spectrum is consistent with 1
fβ
for LRC with β < 0 when
β = 2d (anti-correlated) and it is growing. For H = 12 (d = 0), β = 0
and the PS is unity and monotonic. For H > 12 , the process is super-
diffusive and β > 0 and it is decaying. For f = 0, the PS is diverging
as expected.
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3.3.2 LDP for ARFIMA(0,d,0)
We have seen that, ARFIMA models generate time series with long range cor-
relations. The simplest version, ARFIMA(0, d, 0), can be mapped to a MA(∞)
model. As mentioned, the auto-correlation function,C(τ), of this process exhibits
asymptotically a power law decay:
C(τ) ∼ τ−γ (3.55)
for large time lags τ , where γ = 1− 2d.
Hence for 0 < d < 1/2 this process has positive long range temporal correlations
(LRC), since the integral over all time lags of the ACF, which is interpreted as the
correlation time, diverges [34].
ARFIMA(0, d, 0) is a Gaussian process, i.e., all joint probability densities are
multivariate Gaussians. The Birkhoff sum SN of a time series generated by equa-
tion 3.46 is therefore a linear combination of Gaussian random variables and hence
its probability density is Gaussian itself. Its mean is zero by construction, hence
we only need to determine its variance to obtain the LDP for such a process. We
determine its scaling behaviour in N using slightly different arguments than for
the AR(1) process.
A Brownian path W (N) is obtained by adding up white noises,
W (N) =
N∑
i=1
ξi, where : 〈ξiξj〉 = δij. (3.56)
Its essential feature is that the Mean Squared Displacement
MSD(N) := 〈(W (N)−W (0))2〉, (3.57)
scales linearly in N . If instead we replace the noises ξi by the output zi of the
ARFIMA model (equation 3.46), the corresponding MSD scales like:
MSD(N) ∝ N1+2d, for d ∈ [−12 ,
1
2]. (3.58)
The relationship between MSD(N) and SN is evident: MSD(N) = N2〈S2N〉 (since
W (N) ≡ NSN). With 〈SN〉 = 0, the MSD is N2 times the variance of the
probability distribution of SN . Hence:
MSD(N) = N2σ2S(N). (3.59)
Considering equation 3.58 and equation 3.59, one can find:
σ2S(N) = αN2d−1. (3.60)
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So the variance of the distribution of SN scales like N2d−1 with an unknown pre-
factor which we call α. Like in section 3.2.2, the LDP is the integral over the tail
of the Gaussian:
LDP(, d,N) ∝
∫ ∞

exp(−N1−2dα
′2
2 )d
′ (3.61)
and can be expressed through the complementary error function, erfc(z). We
approximate this integral by its first order asymptotic expansion (see equations
3.35 - 3.38) and find:
LDP(, d,N) ∝
√
2√
piα
Nd−1/2 exp(−αN1−2d2/2) . (3.62)
For d = 0 the ARFIMA-process is identical to white noise, and indeed with
equation(3.62) we recover the asymptotically exponential decay in N and in this
case we know that α = 1. For other values of d, the LDP behaves like a stretched
exponential with a power law pre-factor.
In figure 3.13 we show the comparison between numerically obtained LDPs, of
equation 3.61 and of equation 3.62, for α = 1.
If we ignore the power law pre-factor, the decay is sub-exponential if the MSD
grows faster than linear (super-diffusion) and is super-exponential if the MSD
grows slower than linear in time (sub-diffusion), and the relationship is that the
stretching exponent ν := 1−2d in the decay of the LDP is related to the exponent
2H of the growth of the MSD, N2H , by:
ν = 2− 2H . (3.63)
The exponent H of the growth of the MSD is known to be related to the power
of the decay of the auto-correlation function as H = 1 + γ/2, where −1 < γ < 0
(i.e., d > 0). A good numerical estimate of the Hurst exponent of empirical data
can be achieved by applying Detrended Fluctuation Analysis (DFA), section 3.5.1,
whose scaling exponent is assumed to be identical to the Hurst exponent for the
non-integrated processes. This is a common robust test for long range temporal
correlations other than a numerical estimate of the auto-correlation function which
may not give a reliable exponent estimation. The stretching exponent ν, hence
can be estimated via DFA, based on equation 3.63.
In summary, within this model class of correlated Gaussian processes, a diverg-
ing correlation time due to a power law decay of the auto-correlation function
induces a sub-exponential decay of the LDP and hence a sub-exponential conver-
gence of time averages towards the ensemble mean µ.
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Figure 3.13: Panel(a):The Large Deviation Probability LDP(N, ) of an
ARFIMA(0,d,0) model with d = 0.3. The green solid lines show
the numerically obtained LDPs for an ensemble of 10000 trajectories
and various threshold values . The red dashed curve is the numerical
evaluation of the error function equation 3.61 (α = 1), which is the
(numerically) exact representation of our theoretical prediction.
Panel(b): The same LDPs as in panel (a), but plotted versus 2N1−2d,
which, according to equation 3.62 should lead to a data collapse in
the asymptotic regime. The data collapse is evident. The blue dotted
curve is the approximation by the error function equation 3.62, and
in this plot we used α = 1/12 to ensure the perfect match of numerics
and theoretical curves.
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Effect of LRC on sample size
As we have found out dealing with LDP, whereas short range correlations can be
compensated through an effective sample size, long range correlations require a
non-trivial rescaling of sample size. In order to visualize this effect, we perform
the following comparison: How big has the long range correlated sample size NH
to be in order to find, for a given arbitrary threshold , the same LDP as for an
uncorrelated sample of size N0. If we assume that both samples are composed
of Gaussian random numbers, i.e., that the  dependence of the LDPs of both
processes is identical, then we find the simple relation:
NH = N
1
2−2H
0 (3.64)
where H is the Hurst exponent. We know that for white noise, H = 12 , so that
N 1
2
= N0. We illustrate this dependence in figure 3.14 as a function of H for
various values of N0 and see an impressive increase of NH for large H. As one
can easily check, N3/4 = N20 for H = 0.75. In other words, the convergence
of time averages for long range correlated signals might be extremely
slow. Random shuﬄing of data destroys all temporal correlations, therefore the
slow convergence of time averages for long range correlated data is exclusively due
to their temporal order.
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Figure 3.14: The sample size NH needed for long range correlated data with Hurst
exponent H to find the same LDP(N, ) as for independent data of
identical marginal distribution.
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3.4 Large deviations for intermittent dynamical
models
In this section, first we briefly introduce the one-dimensional map which is inter-
mittent and shows long-range correlation properties. Then we go on and study the
large deviations of the sample mean and will modify the classical large deviation
theory for such an intermittent map.
3.4.1 Pomeau-Manneville map
The dynamical model of our interest is a deterministic map, called the Pomeau-
Manneville map [86]. Manneville has suggested the power law waiting times of a
micro-state of a system as a reason responsible for 1/f relation in the observed
spectrum in some experiments concerning intermittency of chaos and turbulence
[27, 28]. In such systems the power spectrum S(f) exhibits 1/f noise at low
frequencies:
S(f) ∝ 1
fβ
where: 0 < β < 2 (3.65)
It has been shown that there exists no low frequency cut-off for this 1/f noise and
also the integrability holds for t→∞, solving the Parseval theorem [87].
1
f
power spectrum ( 1
f
noise) is explained in detail in chapter 2, section 2.4.2.
Intermittency was one possible reason leading to such behaviour, which can be
studied using Pomeau-Manneville map as a toy model. We study a variant of this
map due to Liverani, Saussol and Vaienti [88]. Under iteration, this interval map,
which reads:
xn+1 = f(xn) =
{
x(1 + (2x)z−1) 0 ≤ x < 1/2
2x− 1 1/2 ≤ x ≤ 1 (3.66)
creates intermittent dynamics, i.e., an alternation of laminar phases where xi ≈
0 for many iterations, and chaotic bursts where xi > 1/2. This is caused by
the fact that the fixed point x = 0 is marginally unstable, i.e. f ′(x = 0) = 1,
and trajectories starting from x = δ with 0 < δ  1 take many iterates till
they deviate significantly from zero. This map reduces to the Bernolli shift when
z = 1 (for which x = 0 is a stable fixed point). Parameter z is the map control
parameter, tuning which can create a range of different dynamical behaviour. A
typical trajectory of this map is illustrated in figure 3.16.
One dimensional maps are the simplest class of non-trivial dynamical systems.
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So this kind of dynamical system is defined through a simple map:
f(x) = φ1(x)
φk(x) = fofof . . . of(x)︸ ︷︷ ︸
k−times
≡ f(f(f(. . . ))) (3.67)
the trajectory of such a map then is given by:
x0
f−→ x1 ≡ f(x0) f−→ x2 ≡ f(f(x0)) f−→ . . . (3.68)
The graphical illustration of the iteration on the map can help us to visually asses
the map’s fixed point, bifurcation and other topological dynamical properties. This
iteration illustration is called the Cobweb diagram in dynamical systems context.
The Cobweb diagram of our map, given the iteration rule in equation 3.66 is shown
in figure 3.15. The marginally unstable fixed-point at x = 0 is easily recognizable
in this diagram. The histogram of the map for 20000 iterations for z values:
z = 1.35, 1.65, 1.95 is shown in figure 3.17. This shows that, the larger the z
values, the more time the particle spends near x = 0.
L. S. Young [89] explains using the tool of Perron-Frobenius or transfer operator
for studying decay of correlations, one can capture exponential decay corresponding
to a gap in the spectrum of this operator, or equivalently, a contraction of some
kind with each iteration of the map. But for capturing slower decay of correlations
in chaotic systems there exists no systematic way yet. She has developed a way to
characterize this slower decay, specifically for the systems which mix polynomially.
She shows this for a piece-wise one-dimensional map, which has the properties of
the pomeau-Manneville map. It has been rigorously shown by her in her paper in
1999 [90] that this type of map causes a power law decay of the auto-correlation
function with the exponent γ for our map version here:
C(τ) ∝ τ−γ where: γ = 2− z
z − 1 . (3.69)
This is shown in the numerical estimation of the auto-correlation function in figure
3.18 as well. This is in good agreement that the correlations should asymptotically
decay polynomially. A power law ACF for a specific range of map parameter z,
assures that there exists long-range correlations.
For 1 < z < 3/2, γ > 1, the process is not long range correlated since the
correlation time does not diverge, which is, however, the case for z > 3/2. We
were able to reproduce the result γ = 2−z
z−1 numerically for the range z ∈ [1.12, 1.96]
with some effort (figure 3.18): The power law is asymptotic, hence we need to study
time lags where the ACF is already very close to zero. To suppress fluctuations
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Figure 3.15: The Cobweb of the Pomeau-Manneville map. As can been seen the
trajectory is stuck close to zero for a while and it takes a while for it
to escape and have chaotic bursts. The timing being close to zero is
random every time and it is said that the particle is in the laminar
phase. The so called waiting times of such a map has a power law
behaviour [27,28].
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Figure 3.16: A typical trajectory of the Pomeau-Manneville map (equation 3.66)
for z = 1.35, 1.65 and 1.95. The origin for the power law decay of
the auto-correlation function lies in the power law distribution of the
durations of the laminar phases where xi  1.
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Figure 3.17: The histogram of the map for 20000 iterations shows how the time
that the particle spends near zero increases while increasing the map
parameter, z. We hereby bring this to attention that the pdf for this
map is not Gaussian, so we need the cetral limit theorem for SN pdf
to be Gaussian.
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Figure 3.18: The auto-correlation functions for Pomeau-Manneville map, changing
the parameter value from z = 1.12 to 1.96. The asymptomatic power
law behaviour is noticeable via fitting lines.
sufficiently we used quadruple precision in order to avoid trajectory trapping in
round-off induced periodic orbits [91].
For 1 < z < 3/2, the power law decay of correlations is sufficiently fast so that
the central limit theorem still holds [89], and therefore, asymptotically for large N ,√
NSN is a Gaussian random variable as in the case of the ARFIMA model. AR
and ARFIMA cases were Gaussian distributed themselves, so even ignoring CLT,
we could deduce that the superposition of the data which leads to SN is Gaussian
distributed as well. But for PM map the probability distribution function is non-
Gaussian, so we need CLT to assure that the SN is distributed as a Gaussian,
which holds for the case 1 < z < 3/2. But for z > 32 , The CLT is violated, so the
Gaussianity of SN can not get confirmed.
3.5 LDP for PM map
Due to lack of LRC for map parameters 1 < z < 3/2, one might expect a classical
exponential decay of the LDP, based on the classical large deviation principle.
However, as shown in figure 3.19, the convergence of the distribution of
√
NSN to
a Gaussian is slow. For every finite N , the distribution has an almost Gaussian tail
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towards large arguments, whereas there is a pronounced non-Gaussian tail towards
SN = 0. Large deviations of SN from µ are dominated by this tail towards values
smaller than µ. The anomalous decay of these tails has the consequence that
the decay of LDP in N is neither exponential nor stretched exponential, but, as
mathematically proven in [92], follows a power law asymptotically:
LDP(,N, z) ∝ N z−2z−1 if 1 < z < 2; . (3.70)
Numerically, it is not easy to reach the asymptotic regime, but for z close to 3/2
(z = 1.35 and z = 1.65) we succeed, as shown in figure 3.20, after some expo-
nential cross-over behaviour for moderate N . In order to estimate probabilities
of the order of 10−6 we need to run at least 106 different trajectories for N time
steps. Some sophisticated sampling algorithm such as [93, 94] might be applica-
ble in order to speed up the computation. In another effort, in figure 3.21, the
estimated LDP is shown for values z = 1.22, 1, 33, 1.55, 1.75. The evolution of the
power law behaviour is clear in plots for the same threshold values. To avoid slow
computation, here 104 different trajectories of size N , have been used.
As we discussed before the distribution for SN in terms of the MSD, let us stress
here that the MSD increases linearly with time if the autocorrelation function is
a power law with power larger than one. By expanding the inner sum, the MSD,
〈(∑Ni=1 xi−x0)2〉, can be readily expressed as a summation over the auto-correlation
function, C(τ), with some τ -dependent pre-factor6:
MSD(N) = R2(N) = cov(0)[N + 2
N−1∑
τ=1
C(τ)(N − τ)]. (3.71)
This expression has two dominant terms: one stemming from the range of small |τ |,
where the auto-correlation function is finite, the other range for large |τ | covering
the asymptotic power law. In combination with the pre-factors, the first one
dominates when γ > 1, and yields a linear increase of MSD in N . For 0 < γ < 1,
the second term dominates and results in MSD ∝ N2−γ. Therefore, there is no
contradiction between the validity of the CLT, the linear increase of the MSD, and
a power law decay of the LDP: LDP is also sensitive to the tails of the distribution
which have an anomalous scaling behaviour in N .
For 3/2 < z < 2, the CLT is violated, as proven in [95]. This is also visible
in panel (b) of Fig.3.19, and the process is LRC with 0 < γ < 1. When
√
NSN
is not asymptotically Gaussian random variable, the auto-correlation function,
which is a two-point-statistics, is insufficient to fully characterize joint probability
distributions. It is therefore plausible that LDP indeed behaves differently from
6Equation 3.71 is calculated in paper by M. Ho¨ll and H. Kantz, which is in preparation for
submission.
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Figure 3.19: Histograms of numerically obtained distributions for SN , for various
N , showing the convergence to a Gaussian for z < 3/2 (panel (a):
z = 1.24), and the lack of convergence for z > 3/2 (panel (b): z =
1.54). Rescaling: s = (SN − µ)
√
N , i.e., if xi were iid Gaussian, then
all histograms should be identical parabole.
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Figure 3.20: The decay of the LDP on Pomeau-Maneville trajectories: In both
parameter regimes, z = 1.35 < 3/2 (panel (a)) and z = 1.65 > 3/2
(panel (b)), the LDP asymptotically decays like a power law in N , af-
ter some exponential cross-over. The numerical results are consistent
with the theoretical result Eq.(3.70) which is included in both panels
as straight lines.
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Figure 3.21: LDP for pomeau-Manneville map, in another effort using parameters
values z = 1.22, 1.33, 1.55 and 1.75. As it can be seen, the power law
LDP is already visible even z < 32 , due to slow convergence of the SN
pdf to Gaussian distribution. For larger z, the power law behavior
becomes more clear even for smaller thresholds.
the simple ARFIMA model. Indeed, [96] has studied this case mathematically and
shown that the decay of the LDP is given by the same power law as Eq.(3.70),
i.e., in terms of LDP, there is no effect of whether or not the CLT is fulfilled. In
our numerical simulations we are able to reach this asymptotic regime and thereby
reproduce the theoretical results, see Fig.3.20.
For z > 2, the invariant density cannot be normalized and the system exhibits
more complicated features such as weak ergodicity breaking and ageing [97]. In
that case, even the ensemble mean µ is ill-defined and hence LDP cannot be
studied.
The results in this chapter are published in the paper [98].
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4 Applications I: Earth surface
temperature data analysis
(Climatological application)
4.1 Introduction (stating the question)
A very important question that could be posed in climate science, is that:
How long to go back to find a good estimate of pre-climate temperature?
This is a very vital question to answer, because without answering this we
cannot report the mean temperature correctly and this leads us through further
miscalculations. Reports in climate science, like the well-known reports of the
Intergovernmental Panel on Climate Change (IPCC), are mainly based on aver-
ages of climatological quantities, both spatially and temporally. Considering this,
averaging as a way of summarizing (compacting) the data is although basic but a
very important step.
When one takes a look at temperature time series from today back to millions of
years ago (e.g. in figure 4.1), visually it is very clear that the sample mean changes
over time. To find out when one could say that the fluctuations of this time average
is suppressed, one needs the theory of large deviations. In this chapter we use the
theory of large deviations to study the deviations of time averages of earth surface
temperature from the true (ensemble) mean. This leads us to noticeable results,
when estimating error bars (confidence intervals) of time averages for observed
data from weather stations. The slowness of convergence of SN (the Bitkhoff
sum/sample mean) to the true ensemble mean of the underlying process leads
to dramatically increased confidence intervals of time averages, if data contain
LRC, which is assured for the station temperature series in this chapter, as well
as previous studies confirming the existence of LRC in many geological variables
in addition to earth surface temperature (see for e.g. [99,100]).
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4.2 Earth surface temperature
Earth (Land) surface temperature (vs. sea surface temperature which is the com-
plimentary set of data for earth weather and climate measurements), is recorded
as instrumental data in weather stations all over the earth, usually by automated
recording systems. Such data is of great importance when it comes to weather fore-
cast and climate studies. These recorded data contain systematic errors, moreover
statistical errors. Here we focus on the second error type.
Sample mean or the so called time average is one of the main statistical measures
for such studies. The reports are generally represented as time averages to reduce
the fluctuations and an easier recognition of trends and also to summarize the size
of data for presentation purposes. As an example, climate change, although a very
complex phenomenon with many facets, in the first place, is analysed in terms of
temporal averages of meteorological relevant quantities (temperatures, precipita-
tion and many others) over 20, 30 years, in order to level out the interdecadal
fluctuations. Figure 4.2 also shows the projected change in annual mean surface
air temperature (applying RCP, a prediction model) from 2046 till 2200, via 20
year averages in each plot. As an example, the figure 4.3 shows a series of 30 year
average model predictions by the NOAA organization. As we can see in the figure,
other than temperature and precipitation, the sea ice extent and ocean surface PH
change are visually reported as time averages of 20 years.
For temperature time series such as many other types of geophysical data, there
exists a huge number of results obtained by DFA (and other methods as well)
where authors identified Hurst exponents bigger than 12 and hence long range
correlation [99, 100, 103, 104]. In this chapter we investigate data from two differ-
ent meteorological stations. One is Potsdam Telegraphenberg located at 52.3813
latitude, 13.0622 longitude in 81 m above sea level. There exists an excellent
record of uninterrupted daily temperature measurements reaching back to 1 Jan-
uary 1893. The data set of almost 45,000 daily values has been validated by the
German Weather Service [105] and is free for download from their climate data
center [106]. The station is located close to Berlin in Germany. Due to its mid-
latitude position and under the influence of continental air masses from eastern
and northern Europe, Potsdam experiences a pronounced seasonality and rather
large fluctuations around it. We use here the series of daily average temperatures,
for our analysis.
Next, we perform the same analysis for temperature recordings from Darwin
Airport in Australia, where the data are supplied by the Australian Bureau of
Meteorology [107] which recorded daily temperature measurements reaching back
to 1941. This station is located at 12.4112 latitude and 130.8775 longitude in 31
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m above the sea level. These data represent a tropical climate. In such a climato-
logical region, there are often only two seasons: a wet season and a dry season and
changes in the solar angle are small. The temperature remains relatively constant
throughout the year. The total data set covers 74 years and has several shorter
and a few longer gaps; we therefore discard the first 4 years and fill the remaining
gaps by randomly drawing anomalies from the distribution obtained from the time
series itself.
First, before dealing with temperature series, we recall and review what we
obtained in chapter 3, for short-range and long-range correlated models, this time
from confidence intervals point of view. After that we model the observed sta-
tion temperature time series and estimate their time average confidence intervals,
considering that they are long-range correlated.
4.3 Confidence intervals of time averages for
Gaussian processes
We have already investigated the time averages of AR(1) and ARFIMA(0, d, 0)
models when enlarging the sample size. We have seen that the time average, SN ,
itself is a random variable and its probability distribution is determined by the
statistical properties of the time series elements and their particular succession.
Again we focus on the same stationary Gaussian processes, which are completely
defined by their mean value and their auto-correlation function. Since the xt are
Gaussian random variables, also SN is Gaussian distributed around its mean µ .
For Gaussian distributions, confidence intervals are proportional to their stan-
dard deviations σ with the following correspondence (see e.g. [108]): The 68%
confidence interval is given by [µ− σ, µ+ σ] ,the 95% interval by [µ− 2σ, µ+ 2σ]
and the 99.7% interval by [µ− 3σ, µ+ 3σ] 1.
Therefore, for Gaussian SN , we have to calculate the standard deviation σ(N)
of its distribution as a function of sample size N , while our aim is to find the confi-
dence intervals for time averages when enlarging the sample size. Here we explicitly
estimate the confidence intervals for the aforementioned short-range correlated and
long-range correlated models and finally we estimate it for earth surface temper-
ature recorded in two stations, Potsdam in Germany and Darwin in Australia.
1The exact calculation of confidence intervals for arbitrary distributions is explained in chapter
2, section 2.3.1.
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4.3.1 Confidence interval of time average for AR(1) process
As we have seen, the recursion relation for the AR(1) process is:
xi+1 = axi + ξi (4.1)
with the coefficient |a|< 1 for the process to be stable and ξi is Gaussian white
noise 〈ξiξj〉 = δij. The variance and the auto-correlation function of this process is
given in equations 3.15 and 3.20. As we have seen in chapter 3, it can be verified
explicitly, the standard deviation σ(N) of the distribution of time averages SN for
an AR(1) process behaves asymptotically for large N as:
σ(N) ≈ σAR(1)√
N
2τ
(4.2)
where 2τ := 1+a1−a (see Eq.3.32), in which τ is the auto-correlation characteristic
time scale.
For smallN , σ(N) is bounded by σAR(1), the standard deviation of the individual
random variable xi. Asymptotically, the N dependence is the same as for iid
data, but the sample size has to be replaced by an effective sample size 1−a1+aN .
This is illustrated in Figure 4.4. One can show that for a > 0 and sufficiently
different from zero, 1+a1−a ≈ −2lna , which is twice the correlation time of the process.
Hence, we simply have to measure the time window N over which the average is
taken in multiples of twice the autocorrelation time. Correlations among the data
reduce the effective sample size, since correlated data points contain redundant
information and therefore do not reduce the statistical uncertainty. The confidence
intervals of the time averages then are enlarged with factor 1√
N
2τ
compared to
confidence intervals for iid data sets, which is enlarged with factor 1√
N
.
4.3.2 Confidence interval of time average for ARFIMA(0,d,0)
process
With the same argument for AR(1), for ARFIMA processes which are Gaussian,
time average SN is a linear combination of Gaussian random variables, and hence,
its probability density is Gaussian with zero mean. We calculate the N dependence
of the standard deviation of this distribution by considering the mean square dis-
placement MSD(N). A pseudo-Brownian pathW (N) (pseudo-fractional Brownian
path) is obtained by adding up the output of the ARFIMA model as noises,
W (N) =
N∑
i=1
ξi (4.3)
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where 〈ξiξj〉 = δij. As it was explained in chapter 3, section 3.3.2, this process’s
essential feature is that the mean square displacement scales like:
MSD(N) := 〈(W(N)−W(0))2〉 ∝ N1+2d (4.4)
for d ∈ [−12 , 12 ]. This reflects the fact that ARFIMA(0, d, 0) models create a
time discrete version of fractional Gaussian noise (fGn) whose integration leads to
fractional Brownian motion (fBm) [83]. As we already have shown and argued,
The relationship between MSD(N) and SN is: MSD(N) = N2〈S2N〉. With 〈SN〉 = 0,
the MSD is N2 times the variance of the probability distribution of SN . Hence, we
know that the standard deviation of the distribution of SN scales like (see equation
3.60):
σ(N) ≈ Nd− 12 = NH−1 (4.5)
with an unknown pre-factor. Numerical simulations show that if d is only mod-
erately larger than zero, the asymptotic behaviour extends to N = 1 and hence
this pre-factor is given by the standard deviation of xi, which is σARFIMA = Γ(1−2d)Γ2(1−d)
(3.47). For d close to 12 , which is the maximum for a stationary process, the asymp-
totic behaviour sets in only at larger N , see figure 4.5. Hence, for d > 0 ( H > 12 ,
persistence), the decay of the standard deviation in sample size N is slower than
for the AR(1) process, equation 4.2 (see also section 10.3.2 in the book [34], for an
exact expression).
4.4 Local temperature series: Potsdam station
(Germany)
Using the knowledge we gained in the former section, our goal here is to study
the confidence intervals for the averages of two examples of station earth surface
temperature series. These two examples are chosen from two distinct climate zones,
one belonging to a continental climate zone, in which seasonality is noticeable
and the other belonging to a tropical climate zone, in which seasonality is less
distinctive. Choosing these two climatic zones makes sure that various seasonal
irregularities lead to the same result in our analysis.
We first use a very clean and long data set recorded in Potsdam Station in
Germany over almost 120 years. This earth surface temperature series is approx-
imately 45,000 long. The seasonality is visible when we zoom into the series (see
figure 4.6). So the first step would be to remove this trend of seasonality to be
able to correctly study the scaling of the fluctuation function in DFA method, to
overcome the effects of periodicity which inherently causes artifacts in fluctuation
functions scaling (see for e.g., [109]). The histogram for the original Potsdam
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series (before deseasonalization) is plotted in figure 4.7. The bimodality of this
histogram clearly shows the summer and winter seasons.
4.4.1 Deseasonalization techniques
Approach I:
Using the common approach in time series analysis to build up a more general
framework for removing seasonality, we assume that the time series data is additive
and there exist both trend and seasonal components, that is:
Xt = mt + st + Yt (4.6)
in which the Xt is the temperature series which is composed of mt, the trend, st,
the seasonality and Yt the noise term, representing the intrinsic stochastic nature
of temperature series. The noise Yt fluctuates around zero, 〈Yt〉 = 0, and the
seasonality component st is such that:
st = st−d , (4.7)
where d denotes the length of the period and
d∑
k=1
sk = 0. (4.8)
With a seasonal effect of a constant period length d, it is convenient to index the
data by the number of the season and the number within the season, for example
monthly data (d = 12) for b years would be denoted by:
Xjk; j = 1, ..., b; k = 1, ..., 12. (4.9)
This method is useful when the time series has a small trend and we may assume
that the trend within each period is constant. Then, due to the assumptions of
equation 4.6 (the model), the period average is an unbiased estimator of the trend,
that is:
mˆj =
1
d
d∑
k=1
Xjk. (4.10)
The seasonal component estimator, which satisfies the model assumptions is:
sˆk =
1
b
b∑
j=1
Xjk − mˆj. (4.11)
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Removing the estimates of trend (equation 4.10) and seasonality (equation 4.11)
from the time series, we obtain the residuals (anomalies):
Yˆjk = Xjk − mˆj − sˆk for j = 1, ..., b; k = 1, ..., d. (4.12)
By looking at Potsdam data in figure 4.6, visually there is no trend visible. So we
only need to remove the seasonality. Based on equations 4.6 to 4.12, it means we
only need to subtract the 123 year mean daily temperature for each calender day
from the data, to obtain the anomalies Yˆ . This is shown in figure 4.8.
Approach II:
Another way of deseasonalization is using frequency-domain filters, via Fourier
coefficients:
ηj =
1
T
T−1∑
t=0
yte
−iωjtdt, where: j = 0, 1, ..., T − 1. (4.13)
Each coefficient ηj is related to a cycle of frequency ωj. Thus, a natural way to
filter certain frequencies is to set equal to zero those coefficients that are related to
frequencies that do not belong to the target component (e.g. seasonal) and then
synthesise the target component, st, by means of the inverse transform:
st =
T−1∑
j=0
ηte
iωjtdt, where: t = 1, ..., T. (4.14)
Frequency-domain filtering for deseasonalization, is actually what is more known
as Fourier analysis. The usual Fourier series is obtained by taking combinations
of cos(x) and sin(x) functions. Since these functions form a complete orthogonal
system over [−pi, pi], the Fourier series of a function F (x) is given by:
F (x) = 12a0 +
∞∑
n=1
ancos(nx) +
∞∑
n=1
bnsin(nx)
where: a0 =
1
pi
∫ pi
−pi
F (x)dx
an =
1
pi
∫ pi
−pi
F (x)cos(nx)dx
bn =
1
pi
∫ pi
−pi
F (x)sin(nx)dx
Using these summations as the function estimating the seasonality, one can get
a nice filtering just like the first approach which is mainly a data analysis tool. We
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have used the frequencies, ω, 2ω and 3ω with ω = 2pi365.2425 and fitted the parameters
in a way to remove seasonality in the best way possible. The fitted seasonality
using Fourier analysis is for Potsdam data is shown in figure 4.9.
The first approach shows some fluctuations around the former, but these two
cycles differ by less than 0.2 Celcius on average, and the distributions and the
auto-correlations of these two sets of anomalies agree almost perfectly. So the ar-
bitrariness of how the seasonal cycle is determined does not influence the following
analysis.
4.4.2 Confidence intervals for time averages of Potsdam
temperature anomalies
Subtracting either of the cycles in former section from the measured temperatures
leads to the anomalies (see figure 4.10): the deviation of the temperature on a
given day from the long year average of this calendar day. These anomalies are to
a good approximation Gaussian distributed (see figure 4.11) with zero mean and a
standard deviation of about 4 Celsius. The skewness is −0.15, the kurtosis is 3.45,
in agreement with the small but visible deviations from Gaussianity. We consider
this to be small enough to use a Gaussian data model for these data.
By DFA, we find a Hurst exponent of α = 0.65 for Potsdam data set, with a
scaling behaviour over three decades in window size s , see figure 4.12. So these
data represent in good approximation an LRC process which is Gaussian and can
be studied as a realization of an ARFIMA model.
A visual inspection of the auto-correlation functions of our data set in figure
4.13 and also on the models we studied before, representing short and long range
correlations; one can see that for small lags the data shows non-trivial exponential
decay (with an autocorrelation time of 4-5 days) and when the lag gets bigger, the
decay becomes a power law. From the meteorological point of view, this correlation
time reflects the average lifetime of circulation systems drifting across Germany,
which is 4-5 days.
What we naively can make use from is to choose a model which models also
this change of correlation properties. Then the best model could be an ARFIMA
model which has one order of regression within and is also representing LRC for
longer sample sizes, meaning an ARFIMA(1, d, 0) model. This minimal model can
generate both the short-range correlations for small N and the power law tail for
asymptotically large N. The comparable auto-correlation functions of the models
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and the data are shown in figure 4.13.
If we can well describe the temperature anomalies by an ARFIMA(1, d, 0)
model, we can therefore infer the magnitude of error bars of time averages of
these data using the before mentioned results for ARFIMA models, in chapter
3. We find (by manual adjustment as well as using an R package, forecast [110])
that the parameter values a = 0.65 and d = 0.15 yield a time series which repro-
duces well all properties of the data (figure 4.14). The auto-correlation function
calculated for a series of equal length as the measured data agrees well with the au-
tocorrelations of the measurement series, within supposed statistical fluctuations
(see figure 4.13).
Now by modelling the data, one could do further analysis by estimating the LDP
for Potsdam temperature anomalies numerically. Using the LDP analysis which is
the probability that the time average of the sample with size N is deviated from
the real data mean, one could also take this as the confidence interval of the time
average for a finite sample size N as have been explained in section 4.3. In figure
4.15, the LDP of this series is shown for different threshold values compared to
the randomly shuﬄed data sets, in which the LRC is removed due to shuﬄing.
As can be seen in figure 4.15 and figure 4.16, the LDP for shuﬄed data is de-
caying vividly faster than for the data set itself. This we could already guess, as we
have studied LDP for long-range correlated models, like the model ARFIMA(1, d, 0)
which we used to model the temperature data set. The standard deviation of the
SN (time average) distribution for sample size N is plotted for the data and some
relevant models in figure 4.17. We can compare the observed data to four mod-
els, where only one reproduces all properties of the data well: By simple random
reshuﬄing of all data items, we would create iid data with no correlations at all.
The standard deviation of the distribution of time averages SN would decay as
1√
N
. A better model, respecting the short-term correlations, would be the AR(1)
process with a ≈ 0.8, also leading to a 1√
N
behaviour, where, however, the sample
size has to be divided by twice the correlation time, so that the effective sample
size is about 110 of the true one. The long-range correlations of the data can be
well modelled by as shown the ARFIMA(0, d, 0) model, which leads to a decay
of the standard deviation like 1√
N1−2d
. Finally, the most realistic model is the
ARFIMA(1, d, 0). Its asymptotic behaviour is also like 1√
N1−2d
, but due to the fact
that the short-range correlations require to measure sample size in units of two
autocorrelation times, N has to be normalized. As can be seen for a 30 year av-
erage, the model ARFIMA(1, d, 0) shows a noticeably bigger standard deviation,
hence confidence interval, than the white noise (equivalently randomly shuﬄed
data). The 95% confidence interval, meaning ±2σ, is plotted for the 30 year time
averages of Potsdam temperature data set in figure 4.18.
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Although we did find the analytical formula for the large deviations of ARFIMA(0, d, 0)
in the former section, here the best model to fit the data is ARFIMA(1, d, 0), with
implied short-range correlations for small N. Although we do not analytically cal-
culate the LDP for this model, but we can show the numerical estimation of LDP
for the related model. We can see in figure 4.19 that the LDPs are in good agree-
ment within statistical errors.
4.5 Local temperature series: Darwin station
(Australia)
We perform the same analysis we did in former section 4.4, now for temperature
recordings from Darwin Airport in Australia, where the data are supplied by the
Australian Bureau of Meteorology [107]. These data represent a tropical climate.
The seasonal cycle is more complicated (see figure 4.20) and cannot be well rep-
resented by a few Fourier components (see figure 4.21); hence, we use the other
method of deseasonalization we explained in section 4.4.1, meaning we use the
calender day mean values as anomalies (see figure 4.22). The total data set covers
only 74 years and has several shorter and a few longer gaps; we therefore discard
the first 4 years and fill the remaining gaps by randomly drawing anomalies from
the distribution obtained from the time series itself (as can be seen in figure 4.20).
4.5.1 Confidence intervals for time average of Darwin
temperature anomalies
The distribution of the Darwin anomalies is Gaussian for positive values but has
an exponential tail for negative values (see figure 4.23). Like for Potsdam data the
cold extremes occur within a broader range compared to warm extremes which are
tightly clustered. The variance, skewness, and kurtosis are 1.5, -0.68, and 4.15,
respectively.
We nonetheless use the ARFIMA(1, d, 0) model again and find both by a direct
parameter fit with the program forecast by CRAN and by manual adjustment
trying to match the auto-correlation function, the parameters a ≈ 0.26 and d ≈
0.28. Applying DFA confirms (figure 4.25), these data with H = 0.78 have even
stronger long-range correlations than the Potsdam anomalies.
The N dependence of the standard deviation of time averages behaves approx-
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imately like:
σ(N) ≈ 1.6N−0.22, (4.15)
where the exponent is determined through equation 4.5. Hence, a 30 year time
average (N = 10950) has an uncertainty of ±0.4 Celsius (95% confidence interval,
±2σ ). The difference between the average temperature in the period 1956− 1985
and the period 1985−2015 is 0.29 Celsius, and between 1946−1975 and 1976−2005
is 0.28 Celsius, both well within the error bars. Even though the data model
produced Gaussian-distributed data and the observed anomalies are not perfectly
Gaussian, the empirical error bars which we can determine up to N ≈ 500 agree
well with the ARFIMA model results. This suggests that the Gaussian model
works sufficiently well to take the extrapolation to the 30 year error bars seriously.
(like in figure 4.17).
Now like the large deviations probability we estimated for the Potsdam data
set, the LDP for Darwin temperature data set is also shown in figure 4.26. The
LDP for randomly shuﬄed data sets are decreasing much faster than the LDP for
original temperature series. This confirms that the correlations have a noticeable
influence on how fast the large deviations of the mean dies out. In figure 4.27, the
LDP both for Darwin data set and the ARFIMA(1, d, 0) model, with the fitted
parameters are shown. As can be seen there exists a good agreement between
these as well.
The results in this chapter are published in the paper [111].
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Figure 4.1: The global average temperature is depicted from contemporary
recorded temperature series back to longer time scales, reconstructed
by proxies such as ice-core and tree rings. In the upper row, left panel,
the global average temperature from year 1850-2016 is shown by Met
Office, NOAA and NASA. In the same row, right panel shows tem-
perature reconstruction for the year 1-2000 AD [101]. In the second
row, the left panel shows the reconstructed global temperature [102]
approximately 9000 years before AD and in the last panel the Vostok
ice core proxies, both temperature and CO2 are plotted for the last
160000 years. As it is clear, for each plot the average temperature
would have a different value.
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Figure 4.2: Projected changes in global average temperatures under four emissions
pathways (rows) for three different time periods (columns). Changes in
temperatures are relative to 1986-2005 averages. The pathways come
from the IPCC Fifth Assessment Report: RCP2.6 is a very low emis-
sions pathway, RCP4.5 is a medium emissions pathway, RCP6.0 is a
medium-high emissions pathway, and RCP8.5 is the high emissions
pathway (emissions are assumed to continue increasing throughout the
century).
73
4.5. Local temperature series: Darwin station (Australia)
Figure 4.3: In the figure, the change in average surface temperature (panel a),
the change in average precipitation (panel b), the change in northern
hemisphere in sea ice extent (panel c) and the change in ocean surface
pH (panel d) are shown. The averages are 20 year averages, projected
based on RCP scenario (in climate projections, a standard set of sce-
narios are used to ensure that starting conditions, historical data and
projections are employed consistently across the various branches of
climate science.), reported by IPCC.
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Figure 4.4: Numerical estimates of the standard deviation σ(N) of the distribution
of SN as a function of window size N obtained from samples of 1000
time averages each, for AR(1) processes with parameters a = 0.98
(upper) and a = 0.5 (lower). The asymptotic behaviour ∝ 1√
N 1−a1+a
is
shown as lines.
Figure 4.5: Numerical estimates of the standard deviation σ(N) of the distribution
of SN as a function of window size N obtained from samples of 1000
time averages each, ARFIMA(0, d, 0) processes for different H = d +
1
2 >
1
2(persistent paths)as a function of N. Continuous lines show the
asymptotic theoretical predictions
√
Γ(1−2d)
Γ(1−2d) N
−(1/2−d) ∝ N−(1−H). For
d much larger than 12 (H close to 1), the decay in sample size is really
slow. Deviations between numerics and asymptotics, in particular, for
d = 0.4, are due to statistical errors in these highly correlated samples.
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Figure 4.6: Upper panel: The Potsdam Station recorded surface temperature from
1893-2015. Lower panel: An example zoomed window of the upper
panel for the seasonal cycles to be visually distinctive.
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Figure 4.7: The histogram of the Potsdam temperature measurements before de-
seasonalization. There are two maxima visible. The bi-modality is due
to the interference of the annual cycle: summer and winter conditions
are more stationary that the transient spring and autumn seasons. So
the modes are representing the summer and winter. The summer peak
is taller than the winter one, because summer weather is less variable
than winter weather.
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Figure 4.8: The black line represents one year of the Potsdam temperature series
and the red line is the yearly average of each calender day and the blue
line is the subtraction of black by red, the temperature anomalies.
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Figure 4.9: An arbitrary time window of Potsdam temperature series (blue dots)
and the Fourier function fit on this seasonal data set. By subtracting
this Fourier function, the temperature anomalies are obtained.
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Figure 4.10: The Potsdam temperature series, after deseasonalization. Visually
one notices that the cycles are subtracted and there is no other ex-
ternal trend visible (the data looks stationary).
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Figure 4.11: The histogram of the Potsdam station recorded surface temperature,
after deseasonalization, with a Gaussian fit. The asymmetry of the
tails of the distribution shows that the cold extremes apparently occur
over a broad range (causing the long negative tail) whereas warm
extremes are more tightly clustered.
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Figure 4.12: DFA(0), DFA(1) and DFA(2) applied on Potsdam temperature data
set. The fluctuation function F (s) is plotted versus the window size
s in a log-log plot. The slope of the fitted line is the scaling expo-
nent α ' 0.65 which is larger than 12 and shows that the Potsdam
temperature contains LRC.
Figure 4.13: The ACF for Potsdam data compared to the ACF for models AR(1),
ARFIMA(0, d, 0) and ARFIMA(1, d, 0) are shown with linear (laft
panel) and logarithmic scaling (right panel). For small time lags, the
ACF for AR is fitting ACF of Potsdam data, whereas for larger time
lags, the ACF for ARFIMA(0, d, 0), the power law. A combination
of AR(1) and ARFIMA(0, d, 0) would be the ARFIMA(1, d, 0) which
perfectly fits the ACF for temperature series.
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Figure 4.14: Using the package "forecast" supported by CRAN, an arfima model
with parameters a = 0.65 and d = 0.15 is fitted to the data.
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Figure 4.15: This plot shows large deviation probability, for Potsdam temperature
anomalies (the coloured dots). The black dots, are LDPs for the same
threshold values. But for randomly shuﬄed temperature series, by de-
stroying correlations, the LDP decays much faster than for correlated
data.
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Figure 4.16: The rescaled large deviation probabilities are shown for Potsdam tem-
perature anomalies. The LDP for three different threshold values are
shown both for randomly shuﬄed anomalies, in which the temporal
correlations are destroyed; and for the original anomalies versus the
sample size as 2N0.7, referring to 1− 2d = 0.7 for Potsdam data.
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Figure 4.17: The standard deviation of the distribution of finite time averages for
Potsdam temperature anomalies and models. Symbols are calculated
on data sets of length 45,000 each, whereas straight lines represent
the theoretical, asymptotic behaviour. The arrow indicates N for 30
years, (N = 10950). The σ for model ARFIMA(1, d, 0) is perfectly
consistent with σ for Potsdam data.
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Figure 4.18: Mean temperatures at Potsdam station averaged over 30 years each
with non-overlapping windows centred at 1910, 1940, 1970, 2000
(bold), together with their 95 percent confidence intervals as error
bars (red). Blue error bars indicate the precision of the same type of
average for iid/shuﬄed data. Error bars are calculated on the basis of
Figure 4.17. The same type of average but windows centred at 1935,
1965, and 1995 is printed with thin lines.
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Figure 4.19: The numerical estimation of LDP for the ARFIMA(a=0.65, d=0.15,
0) is shown which is statistically in good agreement with the LDP for
the Potsdam temperature data.
82
4.5. Local temperature series: Darwin station (Australia)
25
30
35
0 10000 20000
Time[day]
Te
m
pe
ra
tu
re
[ce
lsi
us
]
25.0
27.5
30.0
32.5
35.0
37.5
0 1000 2000 3000 4000 5000
Time[day]
Te
m
pe
ra
tu
re
[ce
lsi
us
]
Figure 4.20: The Darwin station temperature series recorded in Darwin Airport
in northern part of Australia which is stated in tropical climate zone.
In the upper panel the whole series is shown and in the lower panel,
a shorter segment of the data is plotted. There are gaps that as men-
tioned, are filled with randomly driven values from the distribution
of the whole data set. The temperature seasonality is more or less
absent compared to the Potsdam series in continental climate zone.
Figure 4.21: As it can be seen in the figure, in which a segment of the data ac-
companying the fitted Fourier series are shown, the Fourier series are
not well covering the data, because of the more complicated pattern
of seasonality in the tropical climate.
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Figure 4.22: The black line represents one year of the Darwin temperature series
and the red line is the yearly average of each calender day and the blue
line is the subtraction of black by red, the temperature anomalies.
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Figure 4.23: The histogram of the deseasonalized temperature series observed in
Darwin station in Australia. The cold weather tail is broader just
like the Potsdam temperature histogram which has a broader range
of cold extremes.
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Figure 4.24: A segment of the fitted ARFIMA(1, d, 0) with parameters a ' 0.26
and d ' 0.28 on the Darwin data set is plotted here. Statistically
these fitting parameters give us a good estimate of a model for the
data. We can see that the statistical properties are very well estimated
via the ARFIMA model.
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Figure 4.25: DFA(0), DFA(1) and DFA(2) applied on Darwin temperature data
set. The fluctuation function F (s) is plotted versus the window size
s in a log-log plot. The slope of the fitted line is the scaling expo-
nent α ' 0.78 which is larger than 12 and shows that the Darwin
temperature contains LRC.
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Figure 4.26: This plot shows large deviation probability, for Darwin temperature
anomalies (the coloured dots). The black dots, are LDPs for the same
threshold values. But for randomly shuﬄed temperature series, by de-
stroying correlations, the LDP decays much faster than for correlated
data.
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Figure 4.27: The numerical estimation of LDP for the ARFIMA(a=0.28, d=0.26,
0) is shown which is statistically in good agreement with the LDP for
the Darwin temperature data.
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5 Applications II: Heart Rate
Variability (HRV) data analysis
(Medical application)
5.1 Heart Rate Variability (HRV)
Electrocardiography (ECG) is the procedure of recording the electrical activity of
the heart for a period of time using electrodes that are placed on the skin. This
method is a very common cardiological test. The graph of voltage versus time
recorded via the electrodes is called the Electrocardiogram. A schematic plot of
such electrocardiograms is depicted in figure 5.1. In such a graph each heart beat
is portrayed as a Normal Sinus Rhythm (NSR) which takes place normally 60 to
100 times (beats) per minute for an adult. The NSR is composed of a P wave, a
so called QRS complex and a T wave at the end, as can be seen in figure 5.1.
Figure 5.1: ECG consists of the so called QRS complex and the P and T waves.
The vertical axis is the recorded voltage via the electrodes attached on
the chest and the horizontal axis is time.
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The heart rate is the speed of the heartbeat measured by the number of contrac-
tions of the heart per minute (bpm). This quantity is the most common essentially
tested characteristic of a person’s health status. The Heart Rate Variability (HRV)
is the electro-activity variation in the time interval between heartbeats, which is
mainly called RR-Interval, meaning the variations between two successive R peaks
in the ECG records. Heart rate variability is the easiest measurable physiological
signal reflecting the response of a human to different physical and non-physical
activities. HRV can be traced back to our autonomic nervous system. The au-
tonomic nervous system regulates very important systems in our body, including
heart and respiration rate and digestion. The HRV is commonly studied as a
diagnostic factor in health conditions such as congestive heart failure, diabetic
neuropathy, post-cardiac transplant and many other medical issues.
As it can be seen in figure 5.2, the HRV can be either low or high. If the intervals
between heartbeats are rather constant, HRV is low. If their length variates, the
HRV is high. In general, high heart rate variability is an indication of especially
cardiovascular, but also overall health as well as general fitness, as cardiologists
claim [112–114].
Figure 5.2: Examples of low and high heart rate variabilities are shown. When the
variability of timing between the R peaks is bigger, it is called high
HRV and if the timing is more or less constant and does not fluctuate
alot, it is said that the variability is low.
Considering the heart rate as a quantity related to HRV, one common way of
determining it is from ECG-recordings by identifying the heart beats and using the
inverse of the inter-beat intervals as instantaneous heart rate. Nowadays wearable
monitoring devices as well are able to reliably detect the heart beat.
Our study goal here, applying our former studied statistics in chapters 3 and
4 on RR-intervals, is to potentially find some recognition tools for various cardiac
situations. To achieve this aim, we have studied healthy subjects 1. We try to
1As an open field of investigation, although there exist some efforts studying ill-cardiac subjects,
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model the HRV, considering the physiological limitations of the system (subjec-
tively the heart), while maintaining the statistical properties. Studying the model
then, we can have deeper understanding of how the large deviations cause the
heart rate to be undefinable statistically, at least for a certain time scale.
Studies have been done on these type of data sets for quite long. Specially a
group in Boston [115] consisting of physicists and medical doctors, have done a lot
of research on stochastic and statistical properties of such RR-interval [117–119].
We compare the results of our own analysis with theirs, wherever needed in the
following.
The healthy heartbeat is traditionally thought to be regulated according to the
classical principle of homoeostasis whereby physiologic systems operate to reduce
variability and achieve a steady state [120]. Later studies revealed that under
normal conditions, beat-to-beat fluctuations in heart RR-intervals display long-
range correlations typically exhibited by dynamical systems far from equilibrium
[121]. So we expect deviations of large deviation theory due to LRC for this type
of data, based on our results in chapter 3.
5.1.1 Statistics of Heart Rate Variability
The data sets that are studied here, are taken from the research resource for com-
plex physiological signals organization, PhysioNet [122]. There exists a database
for inter-beat (RR-) intervals. Fifteen Normal Sinus Rhythm (NSR) RR Interval
samples (healthy subjects) of approximately 24 hours were used. To gain a well-
established statistical insight, we pick 15 samples of healthy subjects aged between
58-78 both men and women. The samples and their kernel density estimations are
depicted in figures 5.3 and 5.4. For visual distinction, we have shifted the series
vertically.
Having a quick look at the probability density kernels in figure 5.4, one can
see already that the pdf is not Gaussian. The series, as mentioned before, are
recorded during 24 hours; so there exists mainly two modes of sleeping and being
awake. These two modes are clear in many cases, although in others they are not
sharply distinguishable. In a few, one can even see more than two modes, which
could be of some irregularities in sleeping patterns. It’s possible to cut the series
into two time zones of day and night and then model the data, separately. But
one can assume that aside from this issue the data could be considered Gaussian
one can do the same analysis here for congestive heart failure cases and compare the results
to healthy subjects.
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Figure 5.3: The RR-intervals of 15 samples for almost 24 hours (the whole series
is not shown here. The length of the series are not all the same.)
from the web-based source PhysioNet. The horizontal axis is the beat
number, for each the RR-interval (in second) is extracted and these
RR-interval values form a series (sometimes called a tachogram) which
are shown here. The RR-interval series are shifted by one unit, so
they are visually distinctive. The values are approximately between
300-1300 miliseconds (0.3-1.3 seconds).
distributed.
To investigate these signals, one can start by estimating auto-correlations (ACF)
and power spectra (PS) of these samples. The ACF ensures that we get an insight
of the two point statistics of the dynamic and the PS gives us some information
about the frequency domain of the series. The ACF and PS of these samples are
shown in figures 5.5 and 5.6. What we conclude looking at these figures and fitting
linear regression in a log-log plot, is that the ACF is decaying like a power law and
the PS as well is showing this power law behaviour. This tells us that there exists
memory in heart’s RR-interval dynamics. It has been shown that for stationary
long-range correlated data, the ACF and PS decaying exponents are related to
the Hurst exponent (The exponent which quantifies self-similarity (fractality) as
explained in former chapters as:
C(τ) = 〈x(t+ τ)x(t)〉 ∝ τ−γ, γ = 2− 2H (5.1)
S(f) =
∫
f
C(τ)eiftdτ ∝ f−β, β = 2H − 1 (5.2)
As we can see in figures 5.5 and 5.6, the fitted lines have slopes of approximately
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Figure 5.4: The kernel densities for the healthy RR-interval samples in figure 5.3.
There exists different number of modes in the distributions of these
samples, which could be caused by different sleeping patterns.
γ ' 0.3 and β ' 1.3. Due to equation 5.1 and 5.2, the γ and β should differ by
one unit (β = γ − 1). The exponent values found here are fulfilling this relation.
Although as mentioned, these relations are only true for stationary processes and
by looking at our data, the RR-intervals are vividly non-stationary (see e.g. paper
[120]).
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Figure 5.5: Auto-Correlation Functions for the healthy RR-interval samples, which
is fitted with a straight line in the log-log plot (γ ' 0.3) that could be
confirming the existence of LRC in the data.
Considering non-stationarity of the data, first detrending the data and then
finding the scaling of the fluctuation function would be a more appropriate anal-
ysis. So applying Detrended Fluctuation Analysis (DFA2) to estimate the scaling
2The method which was introduced in chapter 2, section 2.4.4 and was used both in chapters
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Figure 5.6: Power Spectra for the healthy RR-interval samples, which is fitted with
a straight line in the log-log plot (β ' 1.3) that could be confirming the
existence of LRC in the data. The fluctuations are due to statistical
fluctuations commonly visible in such spectra.
exponent of the fluctuation function (equation 2.66) for the samples can quantify
correlations in data. The log-log plot of the fluctuation function versus the window
size is plotted in figure 5.7. As it can be seen in the figure, the scaling exponents of
the samples are between α ' 1 and 1.2 and the mean exponent is approximately
α ' 1.15 (α > 1). This ensures that we are dealing with a system, containing
long-range correlations.
From another point of view, having the scaling exponent α > 1 for the fluctu-
ation function, means that there exists non-stationarity. One can naively guess
that probably the profiling (integrating procedure within the DFA approach) has
been applied to an already integrated data set. So the Hurst exponent would be
H = α − 1 ' 0.15 (α can be increased or decreased by 1 if the data is integrated
or differentiated) which is 0 < H < 0.5 and very close to zero. Then one can
claim that the heart inter-beat signal is diffusing very slowly and is extremely
sub-diffusive. The α reported in the paper by Peng et al. [120], confirms the
value we estimated using DFA. They claim that the α value for healthy subjects
have a cross-over (which is not significant in our analysis for 15 samples in figure
5.7), first having an exponent of 1.5 and after the cross-over the α is estimated
as α ' 1. Ignoring this cross-over, in another figure, having only healthy sub-
jects (not comparing to congestive heart failure cases) the α values 0.95 to 1.05
are reported which is in excellent agreement with our estimated α values for such
samples. Other than this, we apply DFA on the increment series of the original
RR-interval data sets. The results are shown in figure 5.8. We can see that the
3 and 4 to quantify LRC.
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Figure 5.7: DFA for fifteen samples of heart inter-beat fluctuations. The logarith-
mic plot for the fluctuation function F (s) versus the window size s is
shown. The F (s) values are shifted slightly to be distinctive for all
fifteen samples. The scatter plot shows the scaling exponent values for
each sample. The mean value for α is 1.15 > 1. So the nsr samples are
long-range correlated and sub-diffusive.
F (s) ∼ sα relation, can give the estimation H = α ' 0.15, which is expected for
the increment series.
As we have seen in the former section, for earth temperature series, we have
modelled our data with ARFIMA(p, d, q). What we see here in figure 5.3, does
not quite look like such a fractional noise (more clear in figure 5.13. There seem
to exist some drifting path in the signal. The DFA gives us α > 1. Then for sure
we have a cumulative sum of some kind of noise. What model can generate such
a path? This leads us to fractional Brownian motion, like it did for Mandelbrot
and Van Ness [83].
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Figure 5.8: Like in figure 5.7, but here the DFA for the increment series of the inter-
beat data is shown. The F (s) values are here as well shifted slightly. As
can be seen in the scatter plot, the average scaling exponent is ' 0.15,
which is consistent with the original fluctuations with α ' 1.15.
5.1.2 Fractional Brownian motion (fBm) bounded within
reflecting walls, as a model for HRV
Introduction to fractional Brownian motion
Fractional Brownian motion was proposed by Mandelbrot and Van Ness in 1968
[83] to model the variations of cumulated water flows in the great lakes of the
Nile river basin observed by Hurst [74] to design the best dam with appropriate
height.FBm is the motion of a test particle driven with a force called the fractional
Gaussian noise. The fBm is the solution of the generalized Langevin equation:
x¨(t) = −
∫ t
0
β(t− t′)x˙(t′)dt′ + ξ(t) (5.3)
Here, β(t) is the memory kernel and ξ(t) is the random force which is zero-centred
and stationary. i.e. 〈ξ(t1)ξ(t2)〉 = C(|t1− t2|) = C(τ). The fluctuation-dissipation
theorem [123] states that the dissipation is the macroscopic manifestation of the
disordering effect of the fluctuations and relates the correlation function of the
random forces C(t) with β(t) by
kBTβ(t) = C(t), (5.4)
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in which kB is the Boltzman coefficient and T is the temperature. Solving this
equation, one solution is the fBm, which could be represented as3:
xH(t) =
1
Γ(H + 12)
∫ t
0
(t− t′)H− 12 ξ(t′)dt′ (5.5)
in which ξ(t) is a Gaussian uncorrelated noise and xH(t) represents the position of a
particle experiencing fBm. As well, H ∈ (0, 1] and Γ(z) is the gamma function [65],
Γ(z) =
∫ ∞
0
xz−1e−xdx = 1
z
∞∏
n=1
(1 + 1
n
)z
1 + z
n
. (5.6)
The fBm has stationary increments xH(t)−xH(s) = xH(t−s) [124]. From another
point of view, the fBm is constructed as a moving average of the ordinary Brownian
motion, in which past increments are weighted by the power law kernel (t−t′)H− 12 .
The auto-correlation of the fBm can be written as [124]:
〈xH(t)xH(s)〉 = KH 12[〈x
2
H(t)〉+ 〈x2H(s)〉 − 〈(xH(t)− xH(s))2〉] (5.7)
= KH
1
2[〈x
2
H(t)〉+ 〈x2H(s)〉 − 〈x2H(t− s)〉] (5.8)
= KH
1
2[t
2H + s2H − |t− s|2H ] (5.9)
where KH is a positive constant, for which we know that as a self similar process,
the variance scales with time as:
〈x2H(t)〉 ∝ t2H . (5.10)
Now to clarify the concept of anomalous diffusivity of fBm, we first start with nor-
mal diffusion and will continue afterwards with deviations from normal diffusion,
the so called anomalous diffusion. Normal diffusion is what comes out of solving
the diffusion equation:
∂f
∂t
= D∂
2f
∂2x
, D = µkBT. (5.11)
Here D is the diffusion coefficient, µ is the mobility (the ratio of the particle’s
drift velocity to an applied force), kB is the Boltzmann constant and T is the
temperature.
The fundamental solution G(x, t), with initial condition G(x, t = 0) = δ(x)
which is called the Green function or the propagator of the equation fulfils:
f(x, t) =
∫ +∞
−∞
G(x− x´, t)f0(x´)dx´. (5.12)
3The fBm is represented by another notations, when introducing AFRIMA as the discrete
version of fGn in section 3.3.1, equation 3.54.
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After a little effort using the Fourier transform of the diffusion equation 5.11, one
finds that the solution is the Gaussian, distribution, represented as:
G(x, t) = 1√
4piDt
e−
x2
4Dt (5.13)
with a variance or mean-squared displacement, given by
〈x2〉 = 2Dt, (5.14)
when 〈x〉 = 0. The linear time dependence of the mean-square displacement of
diffusive processes (normal diffusion) is a fundamental result of the random walk
model. The position of each particle is a sum of independent and identically
distributed steps having the same mean and the same variance. Each step being
independent, the diffusive process is memory-less (also called Markovian) [80].
Since its discovery, the model of diffusion and Brownian motion plays a crucial
role not only in physics but also in biology, chemistry, sociology, economics and
finance. However, numerous examples of transport show a deviation from the
normal diffusive motion given by equation 5.14. This so called anomalous diffusion
is ubiquitous in nature. Examples are the motion of particles inside living cells [125]
or the foraging movements of spider monkeys [126], the motion of magnetic bright
points on the solar surface [127] and or the transport of tracer particles in 3D
pressure-gradient driven turbulence [128].
Anomalous transport is characterized by mean-squared displacement (variance
of displacement) of an ensemble of individuals that does not scale linearly with
time:
MSD(t) := 〈(r(t)− 〈r(t)〉)2〉 ∝ tη (5.15)
where r(t) represents the positions of individuals and η is the transport exponent.
When η > 1 or η < 1, the transport is called super-diffusive or sub-diffusive,
respectively. For the special case of classical diffusion, η = 1 in accordance. When
η = 2, the transport is ballistic. Knowing that η equals two times H (η = 2H),
we deduce that the process is sub-diffusive for 0 < H < 1/2, super-diffusive for
1/2 < H < 1, ballistic for H = 1 and correspond to a random walk (ordinary
Brownian motion) for H = 1/2. When 0 < H < 1 and not H = 1/2, the process
could be fractional Brownian motion as a solution of the Langevin equation (5.3).
Hence, if 0 < H < 1/2, the fBm is sub-diffusive and if 1/2 < H < 1 it is super-
diffusive.
The increments of the fBm, here represented as ξH(t), is a stationary Gaussian
process known as fractional Gaussian noise (fGn) and defined through:
xHt =
∫ t
0
ξH(t′)dt′, ξH(t) =
d
dt
xH(t). (5.16)
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Figure 5.9: The bounded fractional Brownian motion is generated numerically as
we see here in the cartoon, reflected by the walls building the channel.
We do this simply by flipping the sign of the noise whenever the path
leaves the interval.
The correlation function, CH(t), of ξH(t) is given by the derivative of equation 5.7
with respect to t and s,
CH(|t− s|) = 〈ξH(t)ξH(s)〉 = 2KHH(2H−1)|t− s|2H−2+2KHH|t− s|2H−1δ(t− s).
(5.17)
We note that CH(|t− s|) behaves as a power law for τ = |t− s|→ ∞ and recovers
the ordinary Brownian behaviour, CH(|t− s|) = K 1
2
δ(t− s), for H = 1/2 [129].
Modelling HRV
As explained in the paper [70], according to the classical principle of homoeostasis
whereby the physiological systems operate to reduce variability and achieve a
steady state, the healthy heartbeat is traditionally thought to be regulated in
a way to reach a steady state. For example, if there exists s stress (stimulus)
which changes any of the controlled conditions, the heart will trigger (cause) a
control center in the body to activate a homoeostatic reflex to compensate for
the stress and return the condition back to normal. In contrast, there exist many
studies that reveal that the RR-interval fluctuations of a healthy heart is long-
range correlated, which is a property of dynamical systems far from equilibrium.
On the other hand studies have shown that for the patients with severe congestive
heart failure, long-range correlations disappear and it seems that heart reaches
equilibrium, consequently [115].
Another characteristic about heart rate variability is that, unlike fBm in which
the particle deviates from the mean while moving forward and it is unbounded,
HRV is bounded between a low and a high value and does not escape these bound-
aries because of physiological reasons. To modify the model for it to match the
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data, one can assume that the fractional Brownian motion is bounded between
two reflecting walls, which resembles the lower level and the upper level for HRV
time series. Such bounded fBm can be seen in figures 5.9 and 5.10, schematically
and numerically, for two different bounded levels. Such bounded fBm can be de-
rived again by solving equation 5.3, inserting the boundary conditions meaning
the reflecting walls. Here we are not interested in analytical investigation, but
rather numerical estimation and observation. We compare the statistical proper-
ties of such a numerically generated bounded process with the RR-intervals for
healthy humans. Doing so, the first analysis which would be interesting is to
apply DFA on such a bounded fBm and to observe how the fluctuation function
behaves for the bounded motion. So we fix the width of the channel, for which
the walls are the aforementioned reflecting walls and the fBm is the cumulated
ARFIMA(0, d = −0.35, 0), for which the d is chosen based on average DFA scal-
ing exponent H = d + 12 ≈ 0.15. The scaling of fluctuation function is shown in
figure 5.11 with logarithmic scaling.
Figure 5.10: The bounded fractional Brownian motion within two reflecting walls,
resembling the healthy heart RR-intervals. The bounded fBm within
two channel widths are shown here. It is obvious that, the thinner
the channel, the more probable for the particle to hit the walls.
There are two factors playing the role of control parameters for detrended fluc-
tuation analysis. The first is the channel width L (the upper and lower bounds
for HRV signal) and the second factor is the variance. The variance (or MSD)
gives us some interpretation of how fast the particle diffuses. Intuitively speak-
ing, the faster the diffusion process, the more probable for the particle to hit
the wall till time T . To have an appropriate model for our data, we generate
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Figure 5.11: The log-log plot of the fluctuation function vs the window size, for the
unbounded fBm, the bounded fBm with two different channel widths,
L = 1 (seemingly a good visual estimation of the channel width for
our samples in figure 5.3), L = 0.6 and L = 0.4. The crossovers
for the scaling is visible for both bounded paths, although happening
earlier for the thinner channel. For the channel width L = 0.6, having
the crossover around time scale 105 assures that the crossover is not
detectable for our data set with length 105 (24 hours), even if we pick
this thinner channel as bounds for our fBm model.
ARFIMA(0,−0.35, 0) with a variance estimated for the HRV data. As it can be
seen in figure 5.11, when the channel width L decreases, a cross-over appears for
which the thinner the channel is, the earlier it happens. The L = 1, as it can be
seen, is covering the F (s) of the unbounded fBm and this means that for the time
scales, even slightly bigger than 106, the DFA still does no see the boundaries,
because intuitively interpreted, the probability for the test particle to hit the wall
is very small (The variance is growing very slowly and consequently the diffusion
is very slow). But when L gets smaller and the channel gets thinner accordingly,
the hitting gets more frequent and F (s) experiences a cross-over leading to α ' 12
which is the scaling exponent for Brownian motion. The distribution function for
such a motion is estimated as Gaussian. The channel width could be tuned for
various cases of the heart status. For example, for sportive subjects the heart rate
has lower values, so the RR-intervals have larger values, then could get bounded
in a wider channel. For certain malfunctions of the heart the channel might be
thinner and so the cross-over happens earlier.
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Using the estimated variance of the RR-interval data sets and considering the
estimated α exponent of the DFA, for the time interval of about 105 (the order of
our data samples), one can not distinguish the walls, because the diffusion is very
slow and the probability for the path to hit the wall is almost zero within this
order of magnitude of the signal. Applying DFA we get the same results for both
free and bounded fBm in this time interval, using the same α and σ2 of the data
for our model (see figure 5.11). In figure 5.12, the estimated Hurst exponents for
different channel widths from 0 to 1 are plotted. The plot shows how H is ' 0.5
for very thin channels and while enlarging the channel H increases as well, until
the scaling exponent value reaches ' 1.15 which is our originally defined scaling
exponent to generate the unbounded fBm.
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Figure 5.12: The figure shows the Hurst exponents estimated for bounded fBm
with channel width L. These Hurst exponents are averaged out for 5
realizations of bounded fBm to reduce the statistical fluctuations. As
shown in the plot, H for very thin channels, when the reflecting walls
are very close to each other, is approximately 0.5 (within statistical
errors) as if the path is a random walk. Along with enlarging L,
the H value increases and after a crossover it saturates to the value
H = 1.15 as expected.
The only note here could be the visually noticeable so called Volatility, which
is present in our RR-interval data, but not present in our fBm model. Volatil-
ity means that the variance of the increments of the signal (is plotted in figure
5.13) seems to be irregularly changing. This volatility is well-known in financial
data analysis and is known to be correlated [8, 130]. For considering volatility as
Ashkenazy et al. [131] considered in their paper, the signal can get decomposed
to magnitude and sign signals (The signals are subtracted from the mean, so they
have both negative and positive values). The magnitude series is the one which
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represents the correlated volatility and could be suggested for further analysis in
this field of study.
5.2 LDP for healthy (NSR) RR-Intervals
Large deviation probabilities of heart rate variability samples could give us infor-
mation about how long one needs to have a good estimation of the average heart
rate. From another point of view, theoretically this could give us deeper under-
standing of what large deviations mean for another type of data set, which seems
to be well modelled with fractional Brownian motions.
The large deviation probabilities of the sample nsr020, are numerically esti-
mated as can be seen in figure 5.14. To estimate LDP numerically, we first divide
the data into 100 segments (number of ensembles). The order of data is 105, so
the maximum sample size N = 1000. So we count the times that |SN−µ| is bigger
than threshold  and then normalize it to reach the LDP. So the smallest value for
LDP is 1100 = 10
−2 when only one of |SN − µ| values is larger than  in all 100 en-
sembles, as it can be seen in figure 5.14 (left panel). In this figure, one notices that
if at all, the decay of LDP in N is very slow for these data (orange dots in figure
5.14, meaning that even for large N there is a large probability to find a value of
the time average which deviates considerably from µ. In the same panel, the black
dots are LDP values for the randomly shuﬄed data set. Due to random shuﬄing
the temporal correlation are removed as can be approved by fitting exponential
functions on their LDP function. Comparing to the LDP for the data itself, the
enormous influence of the correlations of the heart inter-beat fluctuations on the
large deviation probability is clear. On the other hand, in contrast to the LDP of
the data itself, the LDP for the increments (black dots in figure 5.14 is decaying
faster than exponential (while comparing to exponential decay of the randomly
shuﬄed increments). The nsr020 data set originally and after random shuﬄing
are shown in figure 5.13. In another panel, in the same figure, the increment series
of the same data set are shown.
Due to understanding the behaviour of the LDP for such a data set, now that
we know that fBm (bounded fBm within a one unit widen channel which is not
different in the eyes of DFA for 105 order of magnitude as we have seen in the
former section) could be an appropriate model to study this data, we continue to
investigate the LDP for the model fBm. We know that fBm is the integrated fGn
or discretely, ARFIMA(0, d, 0), in which d is the order of differentiation.
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Figure 5.13: The RR-intervals are confined to an interval of approximately [0.3, 1.3]
corresponding to heart rates between 45 and 200 beat per minute.
5.3 LDP for bounded fractional Brownian motion
Large deviation probability for fractional Brownian motion which is neither iid nor
stationary, could be of great contrast to the classical theory of large deviations.
We have derived the LDP for a long-range correlated model, ARFIMA(0, d, 0) in
chapter 3. But now we deal with a model which is intrinsically non-stationary,
although the first order increments, meaning the fractional Gaussian noise becomes
stationary. To deal with this non-stationarity we first need to have a deeper look
at what it means to have intrinsic non-stationarity and then this could help us to
tackle this problem theoretically and numerically.
5.3.1 fBm, intrinsically non-stationary
In mathematics and statistics, a stationary process (a.k.a. strongly stationary
process) is a stochastic process whose unconditional joint probability distribution
does not change when shifted in time:
P (x1, t1;x2, t2; ..., xN , tN) = P (x1, t1 + τ ;x2, t2 + τ ; ...;xN , tN + τ). (5.18)
Consequently, parameters such as mean and variance do not change over time. If
we just have the necessity of first and second moment not to change during time,
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Figure 5.14: The large deviation probabilities for a healthy RR-interval. The left
panel, shows the LDP for original data in orange and the LDP for ran-
domly shuﬄed data in black. The LDP for original data is decaying
extremely slow if at all decaying. On the other hand, LDP for shuﬄed
data decays exponentially, perfectly fitted by equation 5.20. In the
right panel, the LDP for the increment series (orange) and the same
series after random shuﬄing (black) are compared. As visible the LDP
for the shuﬄed data is decaying slower for increment series. The LDP
for increment series is decaying super-exponentially. The thresholds
for LDP estimation had values:  = 0.001, 0.005, 0.01, 0.03, 0.05, 0.1.
.
then this is called weak stationarity.
For fractional Brownian motion, this is not fulfilled, since the second moment,
meaning the variance, changes with time with a power law relation:
〈(x− 〈x〉)2〉 = σ2fBm = c2Hσ2fGn, where: c = Const. (5.19)
From another point of view for defining non-stationarity: the most common cause
of violation of stationarity is a trend in the mean, which can be due to either the
presence of a unit root or of a deterministic trend. A linear stochastic process
has a unit root if 1 is a root of the process’s characteristic equation. Such a
process is non-stationary but does not always have a trend. If the other roots
of the characteristic equation lie inside the unit circle—that is, have a modulus
(absolute value) less than one—then the first difference of the process will be
stationary; otherwise, the process will need to be differenced multiple times to
become stationary [34,132].
The stochastic process fBm, is non-stationary and has a unit root. Then the
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first increments of fBm, meaning the fGn, is stationary. The good thing about this
approach of eliminating the non-stationarity is that it preserves the correlations
(although with one unit subtraction from H for each time differencing), meaning
the statistical property which is interesting in our study.
5.3.2 Numerical approaches for LDP estimation, considering
non-stationarity
For a non-stationary process such as fBm (or any real data set like HRV that
can be modelled as fBm), there might be some controversies due to the way to
scan through the whole series to make sure that we are probing all the statistical
characteristics since local properties change through the data length. An example
is the variance variation through the series. To overcome this concern, we use two
approaches, to be able to capture global features:
Figure 5.15: The numerical schemes A and B, for LDP estimation of non-stationary
data sets. Scheme A is the only approach for recorded times series
available and Scheme B could be used for ensembles generated with
models or the best case, if possible, repeating the experiments in the
lab.
* Approach A: This approach is the appropriate technique for observational
time series where we have one and only one realization of the stochastic dy-
namics behind the scene. we estimate numerically the probability of large
deviations for the RR-intervals. We divide each data set into disjoint seg-
ments of length Nmax = 1000, which results in about M=90-110 segments
(depending on the data set size: time is the number of the heart beat, and a
fast heart produces more beats within 24 hours). In this pseudo-ensemble, we
can then calculate time averages SN = 1N
∑N
i=1 for N ≤ Nmax on every seg-
ment. The large deviation probability defined as LDP(N, ) = P (|SN−µ|> )
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is then estimated by the relative number of those values which deviate from
µ by more than . While in principle µ should be the ensemble average of the
process under study, which here should be the heart dynamics of the given
patient, we can only replace it by the time average µ˜ over the full data set.
This will be an issue later when we compare the results to those of bounded
fBm. This approach is schematically shown in figure 5.15.
* Approach B:
Approach B is an approach for models. In contrast to observational time
series, the models can generate any number of realizations. For estimating
large deviation probability for the model one can use these realizations as
ensembles for calculating expectations. So for obtaining SN for each N , we
take N data points of each realization and then count how often the |SN−µ|
exceeds the threshold  and after normalization, the LDP is obtained. The
procedure is shown in figure 5.15.
The data set nsr020 contains approximately 105 data points (corresponding to
24 hours recording time); so with using approach A, Nmax = 1000, to have at
least 100 ensemble measures. We emphasise that for LRC data, even disjoint time
windows are correlated, so that the 100 values of SN are not independent of each
other. The effect of replacing the ensemble average µ by the time average over the
whole data set, µ˜ can be studied also for a numerically generated bounded fBm
signal with identical scaling behaviour, which can be seen in figure 5.16.
The behaviour of LDP for the bounded fBm, (which is not systematically dif-
ferent from LDP of unbounded fBm in time scale of our interest), is in severe
contrast with the classical LDT. The LDP not only does not converge, but even
grows and diverges for some threshold values.
For deeper understanding of these numerical estimations we go back to what we
gained analytically in chapter 3, for ARFIMA(0, d, 0) process (as mentioned, the
discrete versions of fGn). To obtain the LDP for fBm, we first generate fBm by in-
tegrating ARFIMA(0, d, 0). Estimating the time average of such a sequence means
to integrate over a fractional Brownian path and then to divide it by the time win-
dow length. Hence, a random sample of NSN (in which to recall: SN = 1N
∑N
i=1Xi)
is equivalent to a random sample of integrated fractional Brownian paths at time
N , starting from the origin. Consequently, the variance of the distribution of
NSN , MSD(N) := N2σ2(SN), is proportional to N3+2d = N2N1+2d, where d is
the fractional order parameter from the ARFIMA(0,d,0) noises which generate the
fractional Brownian motion. The LDP (defined as: P |SN−µ|> ) of time averages
of a signal which itself is a fractional Brownian path is given by an error function,
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Figure 5.16: The LDP for bounded fBm, using both approaches A (left panel) and
B (right panel). In the left column, several sample paths of integrated
ARFIMA(0, d = −0.35, 0), bounded within reflecting walls at -0.5
and +0.5 are generated. The LDP averaged over an ensemble of
different paths (thresholds  = 0.001, 0.005, 0.01, 0.03, 0.05, 0.1 from
bottom to top). The probability for finding large deviations from
the ensemble average grows with the time window N and saturates
at the maximally allowed value 1. The curves follow the theoretical
prediction of equation 5.20. Right column: LDP in a time series
approach: A single time series of length 106 (e.g., the black one from
the top panel) is cut into 100 segments which are takes as ensemble.
The true ensemble mean value µ = 0 is replaced by the time average
µ˜ over the full data set. Instead of growing, the LDP(N) is decaying
extremely slowly. Effects of the reflecting walls are not visible here
due to too short observation time scale.
since SN is a Gaussian random variable, and reads in lowest order expansion (see
equations 3.58-3.62):
LDP(, d+ 1) '
√
2√
pia
Nd+1/2 exp(−aN−1−2d2/2) , (5.20)
Instead of referring to a parameter d of the underlying noise, it is better to use
the scaling parameter α of DFA applied to the data sequence. Using fractional
Brownian motion generated by the summation of ARFIMA(0,d,0) noises, DFA
yields the exponent α = d + 3/2, half of the MSD scaling exponent. Using the
DFA scaling exponent α, we can summarize the results for fractional Brownian
motion signals, Eq.(5.20), by the asymptotic behaviour
LDP(, α) ∝ Nα−1 exp(−aN2−2α2) (5.21)
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which is valid whenever α 6= 1. For 0 < α < 1 (sub- or super-diffusion), the
factor N2−2α is increasing with N and hence e−ConstN2−2α is sinking. For the case
of α > 1, the theory 5.21 predicts a growing LDP in N. While LDP ≤ 1, equation
5.21 is the appropriate formulation. The numerical estimations shown in figure
5.16 (second row, left panel), are in pretty good agreement with the theoretical
LDP. In another words, equation 5.21 is composed of a stretched exponential,
which leads for α ≈ 0.1 to a super-exponential decay exp(−N1.6), together with
a power-law prefactor N−0.9. For N not too large, this prefactor is dominant
and leads to a bending of the curve, on a semi-logarithmic scale, opposite to the
bending introduced by the super-exponential decay, which would become evident
only for N bigger than what is accessible with our finite data set. So the main
signature of the LRC anti-correlations is simply that LDP of the increment series
decays faster than the LDP of randomly suﬄed data.
Looking at figure 5.16, for small N , when Nα−1 is dominant and LDP is
supposed to grow in Eq.5.21. , as we see for one bounded fractional Brownian
path, is more or less already saturated and the growth is not clear (because we
use µ′), although one can clearly see the growth for the LDP of the ensemble of
fBms. For larger N, as in Eq.5.21, the growth factor Nα−1 is compensated with
the exponential decay which makes LDP very very slow to decay.
When comparing LDP for the RR-interval data set figure 5.14 and the LDP
for fBm 5.16, we observe that the latter, using µˆ leads to a very slow decay of
LDP in N and hence destroys the very dramatic signature of the non-stationarity,
namely that LDP becomes asymptotically constant or even diverges. Hence, our
conclusion is now stronger confirmed that the RR-interval series shares essential
properties with bounded sub-diffusive fractional Brownian motion, and that time
averages have a very bad convergence property which is, in principle, governed by
equation 5.21, even though due to the lack of a real ensemble with well defined
ensemble mean µ this cannot be tested explicitly.
Although we have not considered the reflecting walls for the fBm for analytical
calculation of LDP, using the estimated variance of the RR-interval data sets and
considering the estimated α exponent of the DFA, for the time interval of about
105 (the order of our data samples), one can not distinguish the walls, because the
diffusion is very slow and the probability for the path to hit the wall is almost zero
within this order of magnitude of the signal.
A glance on the power law growth of variance in the fBm and as well in RR-
interval data set (as can be seen in figure 5.17), inspires us to rescale the data with
the variance. This approach, removing the intrinsic non-stationarity, could be a
potential correction of the RR-interval data for further analysis.
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Figure 5.17: The variance growth for a fBm path (left) and the same behaviour
for the variance is shown in the plot next to it (right). The red lines
are the theoretical variance and fitted power law respectively.
The results in this chapter is submitted to Physical Review Letters for publi-
cation.
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“All models are wrong. Some models are useful." (attributed to George Box)
As G. Box has nicely clarified, statistical modelling is not perfect and so apply-
ing hypothesis testing (for testing whether our desirable model is true or false),
does probably dis-affirm the simplified model. We then simply model the observed
data to study some favourable properties, as we as well proceeded in this thesis.
For our main interest, the memory of the data, we have used the common sim-
plified models which reproduce long-range correlations which we detect in studied
data sets. Based on these models we deduced the effects of such correlations on
sample mean estimations. Here for each chapter we briefly summarize the results
and conclude the main messages. We as well suggest remedies where possible and
review the open questions for further investigations.
6.0.1 Generalization of Large Deviation Theory
In chapter three, we have studied the behaviour of the large-deviation probability
of Birkhoff sums for correlated processes. For two Gaussian processes, AR(1) and
ARFIMA(0, d, 0), we were able to find exact analytical expressions. In these two
model classes, the distribution of the individual random variables is Gaussian,
the distribution of the Birkhoff sums SN is also Gaussian. Hence, the variance of
this distribution is enough to determine the LDP. For AR(1) we find that LDP(N)
always decays exponentially fast in N , where the time-scale is given by an effective
sample size related to the decay of correlations of the AR process. For ARFIMA we
obtain stretched exponentials, depending on the value of d, which is an interesting
deviation from the standard behaviour. Mathematicians had already obtained
analytical results for a class of intermittent maps of the Pomeau-Manneville family.
In contrast to our Gaussian processes, the decay of LDP in N for these follows
a power law. We were able to interpret these results in view of the distribution
of SN and the decay of correlations, and to review the validity of the CLT for
certain parameter ranges. Asymptotic validity of the CLT does not mean that the
109
6. Conclusions, recommendations and outlook
Birkhoff sum behaves as a Gaussian random variable for finite N . Nonetheless, it
remains a surprise that in terms of LDP, there is no qualitative difference between
the regime 1 < z < 3/2 and the regime 3/2 < z < 2, although in the first one the
correlation time is finite and the CLT is valid. What our study also illustrates is the
in principle well- known fact, which, however, is rarely discussed in the literature
about LRCs in data: A power-law decay of the auto-correlation function can have
different dynamical origins, so the LRC does not define a single class of processes
with unique features. Here we have presented two different such classes, Gaussian
stochastic processes and deterministic intermittent maps, whose parameters can
be tuned to possess identical power law decays of their auto-correlations, but which
behave quite differently in terms of the N dependence of their LDP.
6.0.2 The confidence intervals of mean estimation for Earth
surface temperature series
In chapter four, we have discussed a theoretical framework which allows us to cal-
culate the confidence intervals of time averages for short- and long-range correlated
observation data. In practice, the following three steps have to be performed:
1. Construct the series of anomalies, or, more generally, make the sequence as
stationary as possible.
2. Check for long-range correlations, e.g., by DFA, and determine the Hurst
exponent.
3. While the asymptotic decay of the error bar will be ≈ NH−1 , its pre-factor
can be determined by calculating the standard deviations of the distributions
of time averages over many short segments of the data as a function of
segment length and matching the asymptotic decay to these.
Hence, fitting of an ARFIMA model is not needed, and also non-Gaussian data
can be treated this way. The theoretical foundations are based on a Gaussian
data model. For strongly non-Gaussian data such as precipitation or wind speeds,
such a model is inappropriate, but the methodology can be applied and leads to
a rough error estimate, which is expected to be useful since even for strongly non
symmetric data the distribution of time averages SN tends toward a Gaussian for
large time window N . As particular results, we found that the 95% confidence in-
tervals for 30 year averages of the Potsdam temperatures (Darwin temperatures)
are almost as large as (even larger than) the whole warming effect of the past 100
(50) years. Although the physical consequences of increasing greenhouse gas con-
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centrations are not debatable, this work shows that a quantitative assessment of
climate change from observed data is still challenging. The results shown for Pots-
dam and Darwin admit with low but finite probability both the absence of climate
change as well as a warming of already much more than 1 Celsius, and without the
past 5 years of data, the same analysis shows much less significance for warming.
As an anonymous referee pointed out to us, it would be very interesting to decon-
volve the external driving to the Earth’s global mean temperature from observed
temperature fluctuations, within a linear stochastic energy balance model with
long-range memory, as it was proposed in Rypdal and Rypdal [137, 138]. Apart
from issues such as whether an additive decomposition into short-term weather
fluctuations and long-term drivers would be reasonable at all (see [139]), for ar-
guments in favour of this), the clear difficulty in such an endeavour would lie in
the fact that time averages over the correlated noise would not as nicely level off
to zero as it would be for white noise. So also there the effect of LRC on the
uncertainties of mean values would be to be respected.
The 30 year average temperature which is mainly used by climatologists to de-
fine different climates (like the Köppen climate classification, although was based
on vegetation observations [140]), when considering the long range correlations
in temperature data, has much bigger error bars compared to the classical inter-
pretations ignoring the correlations in data. Hence, averaging over 100 years, for
which the error bars would be comparable to error bars of uncorrelated data, could
dramatically change the climate zones in a map like Köppen map.
As another note, generally speaking, the mean and standard deviation are sim-
ple summaries of a set of data. They are parametric statistics, as they make
implicit assumptions about the form of the data. The mean is designed to quan-
tify the central tendency of a set of data, while the standard deviation is designed
to quantify the spread of a set of data. The median and interquartile range (IQR)
also summarize data. They are non-parametric statistics, as they make minimal
assumptions about the form of the data. The Xth percentile is the value below
which X% of the data points lie. The median is the 50th percentile. The IQR
is the difference between the 75th and 25th percentiles. Mean and standard de-
viation are appropriate when the data are roughly Gaussian. When the data are
not Gaussian (e.g. skewed, heavy-tailed, outliers present), the mean and standard
deviation may be misleading and the median and IQR may be preferable.
A Numerical Comparison Between Mean and Median shows that the median, as
a more stable statistical estimation could behave better than mean from the large
deviations point of view. The median is less sensitive to the extreme events and
is statistically more of a robust estimation. The LDP, respectively the confidence
intervals, have smaller values compared to large deviations probability of the mean.
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6.0.3 Modelling heart rate signals and Large Deviation
Probabilities
In chapter five, we discussed the slow convergence of time averages on finite time
windows to the ensemble mean for ECG inter-beat interval data in terms of the
probability to find a large deviation of a single finite time average from the en-
semble average. We claimed that this is due to a particularly strong version of
long range temporal correlations. In order to support this, we presented analytical
results for this probability for fractional Brownian motion (fBm) as the integrated
ARFIMA(0, d, 0) processes. With these findings, we can understand large devi-
ation probabilities for heart rate data sets: RR-interval time series share scaling
properties with bounded sub-diffusive fBm, and their increments therefore share
properties with anti-correlated fGn. An additional effect needed in order to under-
stand LDPs on these data comes from the fact that the ensemble average, which is
needed to define the threshold when calculating LDPs, is unknown when working
with empirical data. The only way to estimate it is to replace it by the time av-
erage over the full data set, which leads to a small modification of the asymptotic
LDP behaviour. The first message to learn is that the heart inter-beat intervals
share essential properties with fBm bounded by reflecting walls. In addition, and
outside the fBm model, is the so called correlated volatility visible in the empirical
data. This means that the variance is non-stationary, there exist episodes in the
inter-beat interval series with different variances. So as visually evident, the fBm
path does not look like a time series of rr-intervals, and a perfect model is much
more complicated. Some people have modeled heart RR-intervals with cascade
models or multi-fractals, which could be a path for further investigations(see for
e.g. [133–136]). The second message is that LRC can considerably enhance the
probability that a time average over a long but finite time window is far away from
the ensemble mean value of the process. Heart rate data serve as an example for
this kind of data where it is therefore very difficult to estimate the true ensemble
mean, since even a 24h time average seems still to be quite far from it. If not, we
would not see the strong influence of replacing the unknown ensemble mean value
by the data set’s time average on the LDP behaviour. The numerical values of
the DFA scaling exponents obtained by us on data from the Physionet data base
are in full agreement with what has been reported before on scaling exponents
for RR-intervals. It has even been mentioned that the increments of RR-data are
anti-correlated fGn[13], however, the conclusion that if the increments are fGn
then the signal itself is fBm has not been drawn before. Our interpretation of
RR-interval data is that a better model than fBm would be fBm in a finite domain
with soft walls, so that the rare collisions with the walls do not really affect the
scaling behaviour of DFA on time scales which are accessible from a data set cov-
ering 24h, i.e., on time scales up to 2 hours. While in DFA our statistical analysis
requires only about 10 disjoint segments, the calculation of LDP from data needs
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many more so that the LDP analysis is restricted to about N = 1000 or about
10-15 minutes.
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