Abstract-We introduce a novel dual-stage algorithm for online multitarget tracking in realistic conditions. In the first stage, the problem of data association between tracklets and detections, given partial occlusion, is addressed using a novel occlusion robust appearance similarity method. This is used to robustly link tracklets with detections without requiring explicit knowledge of the occluded regions. In the second stage, tracklets are linked using a novel method of constraining the linking process that removes the need for ad-hoc tracklet linking rules. In this method, links between tracklets are permitted based on their agreement with optical flow evidence. Tests of this new tracking system have been performed using several public datasets.
I. INTRODUCTION

M
ULTITARGET tracking is an important component of various applications in computer vision such as visual surveillance and sports analysis. However, despite its crucial role, consistently and accurately tracking multiple interacting people over time remains a challenge. This is due to the many sources of uncertainty, e.g., measurement noise, background clutter, changing background and illumination conditions, significant occlusions, and distractors. This paper addresses the problem of tracking multiple persons using a monocular camera. As a consequence, targets may frequently be occluded for long periods of time by other people and background objects, making both detection and association challenging. In addition, the problem of tracking is made more difficult by the fact that, viewed from a distance with a relatively low-resolution camera, people tend to have similar appearance, meaning discrimination between people is difficult. There is also the problem of automatically initializing and stopping tracking as people enter and exit the tracked area in an unpredictable manner and interact while in the scene. All these problems result in highly fragmented tracks and frequent and erroneous identity switches. nmclaughlin02@qub.ac.uk; j.martinez-del-rincon@qub.ac.uk; p.miller@qub.ac.uk).
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Our approach to the problem of multitarget tracking in a realistic environment relies on an occlusion robust appearance model and a dual-stage tracking-by-detection framework to solve the inherent ambiguity of the tracking problem. The first tracking stage uses the output from a pedestrian detector, in conjunction with an occlusion-robust appearance model, to form short confident tracks, known as tracklets. In the second tracking stage, the temporal and motion features of each tracklet are learned in order to reliably link tracklets into longer tracks by analyzing the information in the gaps between tracklets. The rationale behind our dual-stage tracker is to address the problems of track initialization, occlusion, and long-term tracking. Robust track initialization and termination are handled using a hierarchical tracklet confidence scheme, which can cope with clutter and false-positives. The negative effects of occlusions, when associating detections to form tracklets, are reduced by means of an adaptive occlusion-robust appearance model, learned for each person at tracklet initialization. This robust appearance model helps to improve the reliability of tracklets generated in crowded and cluttered environments, where there may be frequent short-term occlusions. Finally, long-term occlusions are explicitly targeted by the second tracking stage where optical flow is used in a novel way, to model the gaps between tracklets in order to distinguish the likely paths of tracklets from the background. This paper builds on the work in [38] by including a novel tracklet linking method based on motion modeling, which is integrated into a hierarchical tracking framework based on the linear assignment problem (LAP). The definitions of the cost functions for both the first and second stages were modified to obtain improved performance (up to 6% increase in MOTA), a more rigorous formulation of which is also presented. In addition, this paper includes more extensive experimental evaluation. The rest of this paper is organized as follows. In Section II we describe our proposed pedestrian tracking system. In this section, we introduce our novel method of occlusion robust appearance similarity, and describe the second stage of the tracker, that uses our novel method of tracklet linking based on motion modeling using complementary features. Experimental evaluation of the tracking framework is carried out in Section III, and finally in Section IV we present our conclusions.
A. State-of-the Art
Due to the wide range of potential applications, multitarget pedestrian tracking has been extensively studied in the recent past. Early approaches to the multitarget pedestrian 2168 -2267 c 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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tracking problem were based on Kalman filtering [27] , [41] . While these approaches have the advantage of simplicity and computational efficiency, making them amenable to real-time implementation, they are prone to identity switches when there are many closely interacting targets. The recursive nature of such approaches means that it is difficult to detect and correct errors once they have occurred. Alternative ways to optimize the trajectories of objects include the multiple hypothesis tracking algorithm (MHT) [14] , [48] , which can track a variable number of objects, or the joint probabilistic data association filter (JPDAF) [44] which assumes a fixed number of targets. In the limit, MHT builds an exponentially sized tree of all possible target states. However, in practice an approximation such as tree-pruning [48] , k-best hypotheses, [42] or greedy tracking [51] can be used. It is also possible to use dynamic programming to optimize the target trajectories [56] , however, this method is best suited to tracking a small number of objects, as the computational complexity may become prohibitive when the number of tracked objects grows large. As opposed to the previously mentioned deterministic tracking solutions, sequential Monte Carlo methods [31] , [36] such as, particle filtering [10] , [13] , [20] , [43] may be used when Gaussian statistics and linear state models do not apply. Such methods provide a theoretical framework to model and integrate multiple sources of uncertainty considering only the information from past frames. Particle filtering tends to produce continuous tracks, but may diverge from the actual target location. In practice these methods are limited to a few simultaneous targets due to the curse of dimensionality [37] and the difficulty of designing appropriate interaction models [36] . By considering a window of frames, rather than just past frames, the closely related Markov chain Monte Carlo (MCMC) methods [6] attempt to address the limitations of recursive trackers, while exploring a wider range of tracking hypotheses. Although such methods can achieve high performance, the hypothesis space of a MCMC tracker is exponential in the number of frames considered, leading to increased computational costs. In addition, in order to achieve high performance, these methods may require careful tuning or learning of parameters and ad-hoc interaction models, limiting their applicability in novel situations [8] .
Recent advances in pedestrian detectors [15] , [17] have made tracking-by-detection approaches practical. In these approaches, prior knowledge that people are the only objecttype of interest allows an offline trained pedestrian detector to be used to generate a set of hypotheses for the locations of all the people in each frame. The task of the tracker is reduced to solving the data-association problem, i.e., to group the detections associated with each person into individual tracks [28] , [52] . Given a set of pedestrian detections, it is possible to model the problem of the multitarget pedestrian tracking using graph theory. In such an approach the vertices of the graph may either represent discrete world locations, where pedestrians are permitted to exist [7] , [18] , or they may represent the pedestrian locations hypothesized by a detector [12] . The graph edges are typically used to model the cost of associating two nodes into the same track, based on factors such as appearance similarity [21] or physical distance between detections [12] . Due to the fact that problems in graph theory can be expressed as equivalent linear programs, there are a variety of potential models of the tracking problem including: k-shortest paths [8] ; flow linear programming [7] ; and min-cost network flow [12] . While such linear programming methods are appealing due to their mathematically rigorous formulation, certain ad-hoc features such as specialized vertices and edge costs, may be required to represent situations such as missed detections [62] or higher-order motion constraints [33] , leading to increased model complexity. Additionally, these methods may require a long sequence of frames before optimization can be performed, making them unsuitable for low latency applications.
Recently, a variety of methods have been proposed for solving the multitarget pedestrian tracking problem using a hybrid approach, where tracking takes place in two stages. The first tracking stage takes a set of detections output by a pedestrian detector over a short time-window or on a frameby-frame basis, and produces many short, confident tracks, known as tracklets. These tracklets are very likely to contain only detections from a single person, however, they are typically very fragmented. The task of the second stage is to join these tracklets into longer, more stable tracks. The task of producing tracklets, based on linking detections, relies on good detector performance, which may not be available in complex scenarios. One solution to this shortcoming is to incorporate temporal context in order to reduce the impact of false-positives and missed detections [11] . For the task of linking tracklets, a variety of methods have been proposed, ranging from using the Hungarian algorithm, where tracklet association costs are based on the direction of tracklet motion and appearance [22] , [52] , [53] , to association based on parts similarity [28] , to using a conditional random field model to take into account higher order costs [58] . In many tracklet linking-based approaches [25] , [29] , the cost of linking tracklets is calculated independently for each tracklet pair, based on factors such as relative velocity and appearance similarity. This approach may lead to globally sub-optimal solutions, if other information is not taken into account [34] . In addition, work has been carried out on tracklet linking approaches that incorporate costs based on social criteria, such as the fact that people tend to walk in groups and to avoid collisions [19] , [35] , [47] . While trackers incorporating social costs have been shown to improve tracking accuracy, they rely on offline trained social models, therefore their accuracy may be dependent on the similarity between the behavior of pedestrians in the training scenarios and the observed scenario. Hybrid trackers, based on tracklet generation and linking, do not use a single paradigm to solve the whole tracking problem. Instead, such trackers attempt to compromise between computational efficiency and the use of powerful optimization methods to solve the difficulties encountered in complex realworld scenarios. The advantage of performing tracking into two stages is that easy tracking decisions can be made by the first stage, significantly reducing the size of the hypothesis space. Then, the second stage, using more sophisticated reasoning can be used to solve the tracking problem in complex scenarios.
In this paper, we propose a novel tracker that uses a two-stage hybrid approach, to solving the pedestrian tracking problem in realistic scenarios. Our contribution is twofold. Firstly, in our first stage, we propose the use of a novel occlusion robust similarity measure for linking detections into tracklets. This is important as partial occlusion is a frequent occurrence in crowded scenarios. Secondly, in our next stage, we propose the use of a novel tracklet linking process, based on optical flow patterns in the gaps between tracklets. By using this additional information, not contained in the tracklets themselves, we hope to avoid the scenario where tracklets are linked in a sub-optimal way, based only on local features such as velocity and appearance.
B. Tracking Using Linear Assignment Problem
Assuming the existence of a set of detections generated by a pedestrian detector, the tracking problem can be solved in two stages: firstly detections are joined into short confident tracks, known as tracklets and secondly, tracklets are linked together into longer tracks. Both stages can be modeled as finding the optimal solution to a LAP [45] , where each detection can only be assigned to a single tracklet, and tracklet linking must be pairwise.
For the first stage, assuming an equal number of tracklets and detections, the LAP problem can be modeled using two equal-size square matrices: cost matrix C and assignment matrix A, where c i,j ∈ C denotes the cost of assigning detection i to tracklet j, and entry a i,j ∈ A indicates that detection i has been assigned to tracklet j if a i,j = 1. The optimal solution to this assignment problem can be defined aŝ
where N is the size of the matrices, and the optimal solution A is subject to the constraints
The optimal assignment matrixÂ, which minimizes the global cost, can be found in polynomial time using the Hungarian algorithm [32] . In reality, false-positives and missed detections mean there are unequal numbers of detections and tracklets. In this case, an augmented cost matrixĈ, can be formed, where the upper left corner contains rectangular cost matrix C, the upper right and lower left corners contain diagonal matrices, containing costs for unassociated detections, and the lower right corner ofĈ need not contain any values. The costs for unassociated detections should be higher than any other costs in the original C matrix, to prevent nonassociations unless there is no alternative solution.
In the second tracker stage, LAP can again be used to model linking of tracklets into longer tracks within a timewindow [29] , using a new tracklet linking cost matrix C, where c i,j may depend on factors such as motion smoothness, time difference, and appearance similarity.
II. PEDESTRIAN TRACKING FRAMEWORK
We propose a novel tracking system based on the LAP framework, that is adapted to the problem of pedestrian tracking in realistic scenarios. The original formulation of the LAP tracking framework [29] approximates the data association component of MHT by independently linking detections between each pair of frames. We have adapted this method for online pedestrian tracking by introducing the concept of a sliding window. We also propose to add a prediction/estimation filter in order to adapt the first stage of the LAP framework to the problem of pedestrian tracking, based on the observation that people move in a predictable manner over short periods of time. In addition, we will use a hierarchical tracking architecture, where easy tracking cases are solved using a greedy approach, to produce short reliable tracklets, which are then linked into longer confident tracks using optimization over a window of frames. Within this overall tracking framework we introduce two main novel contributions.
In the first stage, where detections are linked to tracklets, we propose a novel occlusion robust appearance similarity measure, employed in the cost-matrix for linking tracklets with detections at every frame. This method improves the quality of tracklets produced under realistic crowded conditions, where partial occlusions may frequently occur, compared to conventional methods of finding the appearance similarity between tracks and detections, as will be shown in Section III.
In the second stage, short tracklets are linked together into longer tracks. Here, we propose to use a novel gating function for determining which tracklets may be linked, on the basis of an online classifier that uses optical flow features to validate proposed links between tracklets. Optical flow models are learned online for each tracklet, as well as the scene background, and only those links consistent with the optical flow evidence are permitted. This approach removes the need for ad-hoc rules governing the linking of tracklets, based on factors such as relative angle or motion smoothness.
A. Overview of Tracking Framework
A block diagram of our tracking approach is depicted in Fig. 1 . There are three main parts: 1) detection and filtering; 2) tracklet generation; and 3) tracklet linking. We initially apply a pedestrian detector to each frame, the detections are then filtered using height and nonmaxima suppression (NMS) to reduce the number of false positives. In the first tracker stage, detections are associated with corresponding tracks, taking into account occlusion using our novel occlusion robust appearance similarity method. Data-association is performed hierarchically, taking into consideration the evidence associated with each tracklet. To address more complex scenarios, where the first stage tracker may be insufficient, a second tracking stage is introduced. In an ongoing process, tracklet confidence is assessed by the first stage, and confident tracks are passed to the second tracker stage where optical flow appearance models are learned for tracklets and the gaps between tracklets. These optical flow models are then used to reliably link fragmented tracklets into longer tracks, in order to cope with the limited reasoning capabilities of the first stage, where linking between tracklets and detections is performed on a frame-by-frame basis.
B. Tracklet Generation
The tracklet generation mechanism used in the first stage is a greedy online tracker based on the Markovian assumption that the state at time t depends only on the state at time t − 1 and the observation at time t. At each time-step this online Markovian tracker receives a new set of detections, each of which is either associated with an existing tracklet or used to initialize a new tracklet. Similarly, to the approach used in [52] , the Markovian tracker uses a tracklet hierarchy consisting of confident and nonconfident tracklets. Confident tracklets have been associated with many detections and passed several initialization requirements, while nonconfident tracklets have only been associated with a smaller number of detections and have not passed the initialization requirements to be considered confident tracklets. All tracklets are initialized as nonconfident tracklets. A nonconfident tracklet may be promoted to the status of confident tracklet upon meeting the following initialization requirements. Firstly, within a time window of duration β frames, the number of detections associated with the nonconfident tracklet must be greater than α. And secondly, the speed of the tracklet during this window must be greater than zero, in order to rule out false positives generated by static background objects.
Tracklets are terminated if they have not been associated with a detection for a time-period of υ frames, causing tracklet confidence to drop, or if they have reached the edge of the image, where they are assumed to be exiting the scene.
To cope with short-term occlusions and temporary detector failure, tracklets are allowed to drift for a short time-period without being associated to a detection. During this timeperiod the tracklet position is predicted using the state model of its associated Kalman filter. At each time-step the Kalman filter predicts a smoothed estimate of the tracklet's state using the observation at time t and the state at time t−1. The Kalman filter is used to better estimate the state of each tracklet at each time-step, given the set of noisy detections previously associated with the tracklet. It allows the inclusion of the concept of prediction, which is absent in the LAP formulation of [29] . The state vector s = (p x , p y ,ṗ x ,ṗ y , s x , s y ,ṡ x ,ṡ y ), of each tracklet in the Kalman filter consists of its world-position, velocity, bounding-box size, and rate-of-change of bounding-box size. A linear motion model was assumed for both position and bounding box size.
Data association between new detections and the predicted state of existing tracklets is performed hierarchically. First, association is attempted between new detections and confident tracklets. Association is then attempted between any remaining unassociated detections and nonconfident tracklets. Finally, any still remaining detections are used to initialize new nonconfident tracklets. This hierarchical approach to data association between tracklets and detections is important for the generation of reliable tracklets [52] , [60] , [61] . In a system with no distinction between confident and nonconfident tracklets, it would be possible for a newly created false positive tracklet to "steal" detections from an established tracklet. A hierarchical data-association approach based on confidence prevents such situations, as association decisions are made in a way that respects the weight of supporting evidence associated with each class of tracklet.
When performing data-association, the cost of linking tracklet t i with detection d j is defined
where P(t i |d j ) is the appearance similarity of tracklet t i given detection d j , and B(t i , d j ) is the degree of overlap between the bounding boxes of detection d j and tracklet t i . Calculation of the appearance similarity P(t i |d j ), which takes into account the possibility of partial occlusion, is discussed in Section II-C. The value of the appearance similarity is bounded in the range 0-1, reaching its maximum value when the appearances of the tracklet and detection are identical. The overlap B(t i , d j ) between the bounding boxes of detection d j and tracklet t i is defined using the Jaccard index as
where the threshold τ in the gating function is used to ensure that association can only take place between tracklets and detections with a large degree of overlap, thus preventing many potentially incorrect associations. The overlap function is zero when there is no overlap of the bounding boxes, and reaches a maximum value of one when the bounding boxes are identical in size and position. Association between tracklets and detections is modeled as a LAP where each detection may only be associated with a single tracklet, based on the simplifying assumption that each true pedestrian will generate a single detection in each frame. The minimum cost solution to this assignment problem can be efficiently computed using the Hungarian algorithm [32] . An assignment matrix between tracklets and detections is created, where the cost of assigning detection d i to tracklet t j is
where C(t i , d j ) is the cost of linking detection d i with tracklet t j as defined in (3), and where B(t i , d j ) is a gated function of the degree of overlap between the predicted location of tracklet t i and the detection d j as defined in 4. By limiting associations to tracklets with significantly overlapping detections, false associations due to detector failure and coincidental appearance similarity are reduced, resulting in more reliable tracklets.
C. Occlusion-Robust Appearance Similarity
Appearance is one of the most discriminative features that can be used to resolve tracking ambiguity when spatiotemporal features are not sufficient, such as can happen in overcrowded scenes. However, data-association between tracklets and detections based on appearance can be difficult due to the interaction of people with background objects and other pedestrians, which can lead to occlusion.
In order to take the possibility of occlusion into account, we incorporate a novel method to compute an occlusion robust appearance similarity between tracklets and detections. This method is based on the posterior union model (PUM) [40] . This missing feature method has previously been used for speaker identification in noisy conditions [40] , and facial recognition given partial occlusion [39] . Missing feature methods are used to calculate a matching score, between a training example and a partially corrupted test sample, while ignoring the contribution of the corrupted parts to the overall score. The advantage of the PUM is that such a score can be calculated without the need for explicit knowledge of which parts are corrupted. This makes the PUM useful for tracking applications where it can be difficult to accurately determine the occluded regions.
Assume that the appearances of the detection d j and tracklet t i can be represented by sets of corresponding parts. Let
) represent the appearance model for tracklet t i , composed of n appearance features extracted from the major body parts, and let
In a conventional approach, the appearances of corresponding parts would be compared and the matching scores then combined, e.g., by summation or multiplication, to produce a score for the overall appearance similarity between detection d j and tracklet t i . Given partial occlusion, some of the matching scores will be corrupted. We can express the appearance similarity P(t i |d j ) between detection d j and tracklet t i , taking into account partial occlusion as
where the index set X s ⊆ [1 . . . n], is used to denote a subset of the appearance features of m elements, where m ≤ n, and P(t i |d j , X s ) expresses the posterior probability of tracklet t i given detection d j and the optimal index set of matching features X s . Using Bayes formula P(t i |d j , X s ) can be expressed as follows:
where the denominator sums over the posterior probability of all tracklets t k . Note that we assume each tracklet has equal prior probability, meaning the prior term is redundant and can be dropped from the calculation. One problem with this approach is that given a set with N elements, there are 2 N possible subsets of features given an unknown number of m. Therefore, for even moderately sized sets, the search for the optimal feature subset is very inefficient. Following the approach in [40] we can reduce the complexity of this search by approximating P(d j |t i , X s ) with the union of all feature subsets of equal size i.e.,
is the union of all feature subsets of size m. This approximation can be efficiently computed using dynamic programming [40] , reducing the complexity of finding the optimal subset from
. We can, therefore, define an approximation of the posterior probability P(d j |t i , X s ) of detection d j given tracklet t i and the index set X s as
where M is a positive base number. As we represent the appearance of each part using a color histogram, b(t l i , d l j ) is the Bhattacharyya coefficient between the histograms representing appearance features t l i and d l j . The value of M used should be large, so that the optimal feature subset will dominate the summation i.e., its value will be much greater than any other feature subset with the same cardinality. Finally, the occlusion robust similarity P(t i |d j ) between detection d j and tracklet t i can be defined as
where maximization over the feature subset size m is carried out to find the optimal subset of matching features. Note that as mentioned previously, the prior term has been dropped due to the assumption that all tracklets have equal prior probability.
D. Unsupervised Tracklet Linking by Gap Modeling
The first stage of the tracker produces a set of short confident tracklets, which are linked by the second stage to form long confident tracks. This tracker architecture avoids the need to make each tracking stage overly complex. The first tracking stage is based on greedy data-association of tracks with detections, solved by the Hungarian algorithm. This process is optimal at each time-step, but may not produce the global optimum assignment of detections into tracklets, as the decisions cannot be later revised. Hence, only links with very high certainty are accepted, in order to reliably solve easy linking cases. At some point, the features used for linking detections with tracklets in the first stage are no longer sufficient, and the second stage tracklet linking process must take over. The second tracking stage must be capable of solving more difficult cases such as long-term detector failure or larger appearance changes. The second stage solves these problems by reasoning over a window of frames, using additional information compared to the first stage tracker.
Many existing trackers solve the tracklet-linking problem using ad-hoc rules governing which tracklets may be linked together. These kinds of tracklet linking approaches may not be scalable to more complex scenarios as the parameters of the linking model must be learned or adapted to novel scenarios [24] . We, therefore, propose a novel tracklet linking method based on modeling tracklets, and the space between tracklets, or gaps, using optical flow features. This gives a natural method for deciding if tracklets should be linked, and avoids the need for ad-hoc rules. The optical flow features are used to build a gating function for the tracklet linking process, so that only links that are consistent with the observed optical flow evidence are permitted.
We can think of a video as a space-time volume, where optical flow provides information about the direction and magnitude of motion occurring at each space-time position. People moving in video will leave a continuous optical flow signature in the volume that can be used to help constrain the trackletlinking problem. An example of an optical flow image taken from a static surveillance camera is shown in Fig. 2 , note that pedestrians are clearly visible and their associated optical flow is very different from the background optical flow. Background optical flow refers to any optical flow signal not caused by the motion of a person, for example, optical flow measurements from other types of moving objects, or spurious readings caused by noise. The appearance of the background optical flow is quite different to that of a moving pedestrian.
Optical flow has previously demonstrated its potential for detecting and tracking people when using conventional methods becomes difficult due to crowded conditions [2] , [26] , [49] . In our novel approach, we propose to model the optical flow signature of each person, allowing the tracker to utilize information about the velocity and unique motion pattern associated with each person [50] , [55] to calculate the likelihood of all proposed links originating at the tracklet, given the observed optical flow evidence. This optical flow signature can be used in conjunction with a model of the background motion optical flow, or gap model, to create a gating function for the trackletlinking process. Links are only permitted if they are consistent with the observed optical flow evidence, removing the need for ad-hoc rules governing the tracklet linking process and simplifying the tracklet linking cost function. This approach has the advantage that it can generalize to many different tracklet linking scenarios, without the need for a large number of parameters e.g., describing the permissible range of tracklet linkages based on motion smoothness.
The optical flow model of each tracklet, and the background motion model, are learned online as a histograms of features. For each tracklet, the model is averaged over the whole length of the tracklet. The model for the source tracklet t s can be defined as a histogram h(t s ) = {t m s } m=1..M with M bins, where
, T is tracklet length in frames, I is the number of optical flow voxels in the tracklet bounding box, of (x i,t ) is the magnitude and phase value i at time t, δ is the Kronecker delta function, u is the center value of the histogram bin, and Z is a normalization factor ensuring that the histogram sums to one. The background motion model can be defined in a similar manner as,
. This background motion model is built using K random samples taken from the optical flow image, with care taken to ensure that these samples do not overlap > 50% with the bounding box of any tracklet.
Optical flow evidence is integrated into the tracker framework as a gating function during tracklet association, to disallow links that are inconsistent with the optical flow evidence. To decide if a link between tracklets is consistent with the optical flow evidence the following steps are performed: for each pair of tracklets with a feasible link i.e., where the end of the source tracklet t s and the beginning of the target tracklet t t fall within the currently considered time-window, the path linking the tracklets is interpolated and smoothed. At each time-step t along the proposed path, the optical flow evidence o s,t (t) is compared with the optical flow model of the source tracklet h(t s ), the background motion model h(bg), and the models for all other tracklets h(t k ). The gating function L(t s , t t ) is calculated using the likelihood ratio of the optical flow evidence given the source tracklet model, compared to the optical flow models for all other tracklets, and the background motion model
where T is the period of time, measured in frames, from the beginning of the source tracklet t s to the start of the target tracklet t t ,
and P(o s,t (t)|h(t k ) is the average likelihood of the optical flow evidence given all other tracklet models. The likelihoods P(o s,t (t)|h(t s )) and P(o s,t (t)|h(bg)) are calculated using the Bhattacharyya coefficient between the histograms of the optical flow image evidence and the optical flow models for the source tracklet t s and the optical flow background model h(bg). Similarly, P(o s,t (t)|h(t k )) is calculated as the average
Bhattacharyya coefficient between the observed optical flow, and the optical flow models of all other tracklets t k .
Finally, association between tracklets is modeled as a LAP within each time-window, or length ζ frames. For each pair of tracklets a cost function is evaluated to determine the likelihood of a link between the tracklets. The cost of linking a pair of tracklets is defined as
where P(t s |t t ) is the occlusion robust appearance similarity defined in Section II-C which is used here to calculate the appearance similarity between tracklets, and where D(t s , t t ) and T(t s , t t ) are monotonically increasing functions of the Euclidean distance, and time difference, between the tracklets, respectively. The tracklet-linking problem is, therefore, first simplified using the gating function based on motion modeling L(t s , t t ), and then solved based on visible appearance, distance, and time. Using the above cost function, the minimum cost association between tracklets within the current time window is found using the Hungarian algorithm.
III. EXPERIMENTAL EVALUATION
The tracker was evaluated on two standard public datasets, the town center dataset [6] and the PETS 2009 dataset [1] . The town center dataset contains a realistic street scenario captured with a resolution of 1920 × 1080 pixels at 25 frames/s, for 4500 frames. It features naturalistic pedestrian behavior, with many cases of short-term partial and full occlusion, as well as several cases of long-term occlusion. The crowd density varies from sparse to moderately crowded, with an average of 16 people in each frame, over the whole sequence. The PETS 2009 dataset features several staged scenarios of pedestrians walking in a university campus, captured with a resolution of 768 × 576 pixels at 7 frames/s. The PETS S2.L1, S2.L2, and S2.L3 sequences were used to facilitate comparison with the literature. The crowd density varies from sparse in S2.L1 (average of 6 people per frame), to densely crowded in S2.L3. These sequences contain many cases of partial occlusion caused by other pedestrians, and full occlusion caused by a static foreground object. In places, the motion of pedestrians is unpredictable, with several cases of abrupt reversal of walking direction. The Oxford and PETS sequences have been used extensively in recent tracking papers, facilitating comparison with the state-of-the-art.
The track-initialization parameters (see Section II-B) were set as follows. The parameter β, which specifies the window length used for track-initialization, was set to a number of frames equivalent to 1 s. In the case of the town center sequence this was 25 frames, while for PETS sequence this was seven frames. The parameters α, which specifies the detection-rate i.e., the number of detections within the window β a nonconfident tracklet must accumulate before being considered confident, must be adapted depending on the detector reliability. For the Oxford dataset α = 20, for PETS S2.L1, with low crowd density α = 6, for S2.L2 with moderate density α = 3, and for S2.L3 with high crowd density α = 2. The parameter υ, specifying the time-period a track is allowed to drift without receiving a detection, was 2α, and ζ , the parameter specifying the window length for tracklet linking, was set to the number of frames equivalent to 2 s. The Kalman filter parameters, were set to values that produced good results across a range of test sequences.
Pedestrians were detected using the Poselets detector [9] . Similar reasoning to [10] was followed to retain the true positive detections, by considering as valid detections even ones with low confidence. False positives were filtered by using the camera calibration to remove detections outside the normal range of human height [54] . A NMS algorithm [16] also reduces the number of false positives surrounding confident pedestrian detections.
The appearance of each detection d j and tracklet t i (see Section II-C) was modeled using 3-D color-histogram features extracted from the main body parts, localized by the Poselets detector, as seen in Fig. 3 . For example, given a detection d j , the appearances of parts d 1 j . . . d n j were represented using 3-D color-histograms extracted from the head, torso, and upper legs regions, respectively, where n = 3 parts were used. The lower legs were not included due to their small size and large motion, which resulted in background information being included in the appearance model.
To cope with appearance variation over time, each tracklet's appearance model is updated at every frame using η histograms retained from previously associated detections. In our implementation η is set to a number of frames equivalent to 3 s. The appearance model is calculated as the median of all the retained features, allowing the model to cope with short-term occlusions and temporarily incorrect associations, while remaining adaptive to long-term appearance variation.
For evaluation, we use the standard CLEAR MOT performance metrics [30] , and tracks are associated with the groundtruth using the standard PASCAL 50% overlap criterion [6] . The CLEAR MOT metric defines two measures of tracker performance: multiple object tracker accuracy (MOTA), and multiple object tracker precision (MOTP), as follows:
where in the definition for MOTA, for a given frame t in a sequence of length T, we define, m t the number of false-negatives (missed-detections), fp t the number of falsepositives, mme t the number of ID-switches, and g t the number of ground-truth objects. In the definition of MOTP, we define d t i as the distance between the location of groundtruth object i and the associated detection, and c t as the number of ground-truth objects in each frame. MOTA is widely accepted as a good reflection of true tracker performance, as it measures false-positives, false-negatives, and ID-switches, whereas MOTP simply measures how closely the tracker follows the ground-truth, regardless of any other errors. For this reason, MOTA will be occasionally used stand alone to evaluate some of the tracking tuning decisions. We also evaluate tracking performance using the average precision (1/T)
T t (tp t )/(tp t + fp t ) and average recall (1)/(T)
T t (tp t )/(tp t + fn t ), where tp t , fp t and fn t , are defined as the number of true-positives, false-positives, and falsenegatives at frame t, respectively.
A. Tracklet Generation
In the first tracking stage, two factors govern data association between tracklets and detections: appearance similarity, and the overlap between the predicted tracklet location and detection bounding box. In this experiment, the effect of both factors on tracking performance is investigated.
Firstly, our proposed occlusion robust appearance similarity (See Section II-C) is compared with alternative methods for combining the appearance scores of individual body parts: sum of all parts similarities, product of all parts similarities, and a holistic appearance model using a single 3-D color histogram to represent the whole bounding box.
Secondly, the bounding box overlap threshold τ (see 4), which gates association between tracklets and detections, is varied from zero to one. Progressively increasing τ increases the strictness of match required for data association, as association is only permitted if the overlap between the predicted tracklet location and detection bounding box is greater than τ . This experiment was carried out using all 4500 frames of the Oxford town center dataset.
It can be seen from the results in Fig. 4 that the overlap threshold τ has a large effect on overall tracker accuracy. Initially, increasing τ increases tracker accuracy, for all appearance models, until a certain point, then tracker performance drops sharply. At first, increasing τ reduces the number of false positive detections included in the data association step, while retaining correct detections, thus increasing tracker performance. Performance drops when the value of τ becomes very high, as many correct detections are then rejected. Maximum accuracy occurs when τ = 0.55, but to prevent over-fitting to a specific dataset, all experiments in the following sections use τ = 0.5.
Regarding the evaluation of the PUM contribution, the results in Fig. 4 show that the occlusion robust appearance similarity was better able to correctly associate tracklets with detections at low overlap thresholds, where it out-performed all other appearance similarity methods that did not explicitly consider occlusion. As the overlap threshold was increased to near 0.5, all the appearance similarity methods started to behave identically, as at this point there are very few distractors competing with the correct detection for each tracklet, and appearance similarity ceases to play a major role in the association process. Thus, it can be concluded that PUM provides the best performance by considering occlusions affecting the appearance similarity, and that this increase of performance is more noticeable given more complex association scenarios. This is particularly important for realistic video surveillance sequences with low resolution and low frame-rates, where it is not possible to precisely tune the data association parameters, and where there may be deterioration in detector performance leading to more complex data association scenarios.
B. Parameter Sensitivity
The parameter α, which specifies the detection-rate a tracklet must achieve during initialization to be considered a confident tracklet (see Section III). The optimal value for this parameter is related to the detector reliability, which in turn depends on factors such as the crowd density in a particular sequence. To test the sensitivity of our tracking system to this parameter, we measured tracker performance over a wide range of α values, for the PETS and Oxford sequences.
The results in Fig. 5 show that the performance of our system is relatively stable over a wide range of α values. In order to achieve optimal performance, the value of this parameter can be adjusted to reflect the specifics of a particular sequence. For instance, in the PETS S2.L1 sequence, with low-crowd density, best performance is achieved when α takes a high value. In contrast, the S2.L2 and S2.L3 sequences have high-crowd density, and hence low detector reliability, therefore best performance is achieved when α takes a low value. The Oxford sequence has moderate to sparse crowd density, and good performance is observed over a wide range α values. However, in all cases an intermediate value of α will give good performance in all conditions, as illustrated in Table. I.
C. Tracklet Linking Using Optical Flow
In this experiment we investigate how the use of optical flow based tracklet linking can improve tracking performance by comparing: optical flow gated tracklet linking, tracklet linking without optical flow gating, and the tracker used with no tracklet linking. The cost function of the no optical flow linking method was identical to the optical flow method, (13) , except that the optical flow gating function was omitted (see Section II-D). Instead links were permitted between all tracklets within the current time-window. In this experiment, for all PETS sequences the parameter α was held constant at α = 4, as the goal was to investigate the relative performance of the tracklet linking methods, rather than to evaluate the best potential performance. The results of this experiment are shown in Table I .
From the results in Table I it can be seen that, in terms of MOTA, the optical flow-based tracklet linking method consistently improves performance by ∼ 1% for all sequences compared to the system tested with no tracklet linking, and by ∼ 0.8% compared to tracklet linking without optical flow gating. When optical flow tracklet linking is used, recall improves significantly as tracklets are correctly joined, thus filling gaps in the tracks, while precision falls slightly as some tracklets are incorrectly joined. For the Oxford sequence, use of optical flow tracklet linking gives only a small improvement, as performance is already very high, meaning there are fewer fragmented tracklets available to potentially join. A degree of camera-angle independence is demonstrated by the consistent improvement over several sequences, where people move with a variety of angles relative to the camera.
In a second experiment, to demonstrate tracklet linking performance in a systematic manner, tracklets were generated using the Oxford ground-truth as a simulated detector, with a percentage of detections randomly dropped at each frame. Additionally, the first stage was modified to produce more fragmented tracklets. The results in Fig. 6(a) show that our optical flow tracklet linking method is most effective given a moderate to high degree of corruption. At low corruption, with little fragmentation, tracklet linking cannot make a significant difference, while at high corruption, there are few reliable tracklets to be linked.
In the third part of this experiment, we perform the same experiment to compare the performance of our tracklet linking against a baseline tracklet linking system based on distance and trajectory smoothness, such as [22] . Links are permitted if the distance between the tracklets is less than a threshold, and the angle is smaller than 45 degrees. The results in Fig. 6(b) show that, while it is possible to tune the distancebased gating parameter to give results comparable with the optical flow gating method, incorrectly tuning this parameter detrimentally affects tracker performance. In contrast, our linking strategy based on an optical flow gating function produces improved results, without the need to tune any parameters, and can automatically adapt to varying conditions, producing improved results, compared to the first stage alone, in several different sequences, using both real and simulated tracklets.
D. Sensitivity to Pedestrian Detector Performance
To understand the role of detector performance in tracking, we used the ground-truth detections from the Oxford sequence as a benchmark for tracker performance assuming a nearperfect detector. We then proceeded to independently vary the number of false positives and missed detections. Note that, this is different from simply varying the confidence threshold of an existing detector, as that would vary both types of error together.
In the first part of this experiment, a random percentage of detections, from 0% to 90%, was dropped at each frame, while all other tracker parameters remained constant. The results in Fig. 7(a) show that the tracker is not highly sensitive to missed detections. Performance remains approximately constant until around 60% of detections have been dropped. Below this level, tracker performance remained near 0.9, which is still much higher than when using the Poselets detector (see Section III-G), due to the absence of observation noise in the simulated detector.
In the second part of the experiment, the percentage of false positives was varied. Due to the fact that the positions of real false positives are strongly correlated with certain background objects and with true pedestrians, real false positives [8] , and the green triangle shows tracker performance (MOTA) given the known detector accuracy from [3] . generated by the Poselets detector were used rather than randomly scattered detections. False positives were identified as Poselets detections overlapping by less than 50% with the ground-truth [6] . At each frame, a threshold based on detector confidence was used to control the percentage of the total number of false positives added to the ground-truth detections. The results in Fig. 7(b) show that addition of false positives causes a near linear decrease in tracker performance. This shows the tracker is sensitive to distractors, which justifies the preprocessing steps, such as filtering by height and detector confidence, taken before passing the raw output from the pedestrian detector to the tracker. These findings are similar to those of [8] , included in Fig. 7 , which also found that false positives are more detrimental to tracker performance than missed detections. Realistic tracker performance results given known pedestrain detector accuracy from [3] , are also included in Fig. 7 for reference.
E. Literature Comparison Using Public Detection Sets
From the results of the previous experiments (see Section III-D) it is clear that tracker performance is highly correlated with detector performance. Therefore, to allow comparison of our tracker's performance with systems from the literature, we evaluated its performance using publicly available detection sets. For this experiment, the PETS 2009 S2.L1 sequence was used due to the public availability of several widely used detection sets. For all detection sets, all tracker settings remained identical to those used when evaluating the tracker using the Poselets detector. The results from this experiment are shown in Table II . These results further confirm that the detection set used is a major factor contributing to overall tracker performance, while also showing that our tracker is not overly dependent on, or tuned to a specific pedestrian detector. The value of the second stage tracklet linking process can be inferred by comparing the results for 1st stage only and whole system, which correspond to the tracker used with and without tracklet linking, respectively. Improved MOTA is observed for all detection sets when the tracklet linking mechanism is used. Tracking results produced using the ground-truth as a detection set have been included to illustrate the tracker's potential given a perfect detector. In this case, accuracy is still slightly degraded, due to the trade-offs necessary for dealing with the false positives and missed detections of a real detector. By examining the MOTA results from the 3rd row of Table II we can see that given the same detection set, i.e., given equal conditions, our whole system was capable of outperforming the system of [4] , which has a published MOTA of 81.4 and MOTP of 76.1, while obtaining marginally lower or comparable results to [5] , which has a published MOTA of 89.3 and MOTP of 56.4. In addition, whereas the systems in [4] and [5] are based on global optimization, our tracking framework is capable of working in real-time using the first-stage only, and of producing more accurate results at lowlatency, by using the second stage to perform tracklet linking over a short sliding window. This implies a significant advantage to our proposed methodology for real-time processing. Finally, although the MOTA score of [5] improves over [4] , the MOTP score decreases. Therefore, it can be seen that, given the same detections, our system produces a comparable MOTA score, while having a higher MOTP score than [5] , meaning that it more precisely follows the pedestrian paths. Note that the results of [59] were not published using the CLEAR MOT metrics, therefore we do not directly compare our results with this paper. The results using these detections are included simply to illustrate the large variation in performance that can be caused by the detection set used.
F. Tracker Efficiency
To assess the tracker's computation efficiency, a run was performed on the Oxford sequence. At each frame, the number of people tracked, along with processing time, was recorded. A linear regression line was fitted to this data, and for each number of persons, the mean and variance of processing time was calculated.
The results shown in Fig. 8 indicate a near linear relationship, with low variance, between the number of people tracked and the time to process each frame. Note that, time is shown in relative units as the goal of this experiment is to investigate [8] , in practice our method is found to scale linearly with the number of people tracked.
G. Comparison With Literature
Shown in Table III are comparisons of the results from our tracking system with state-of-the-art trackers on the Oxford and PETS sequences. The results from our system are broken down into those produced using the first stage only, and those produced using the whole tracking system, including optical flow tracklet linking, in order to show the relative contribution of each stage.
By examining the results in Table III , we can observe that the MOTA of our approach is better than, or comparable with most of the methods in the literature, even against techniques based on global optimization [5] , [28] , [62] , or including more complex reasoning, such as social behavior [33] , [46] , [57] . For the Oxford dataset, we outperform an other registered method. As the performance of the first stage alone on the Oxford dataset is already very high, we observe a relatively small improvement with the addition of the second-stage tracklet-linking mechanism. We have observed that, for this sequence, the first stage does not produce very fragmented tracklets, and many tracklets end at the edge of the frame, therefore there are relatively few opportunities where the second stage could potentially improve tracking performance. The high performance of the first stage is likely to be due to this dataset's high-resolution, meaning the Poselets pedestrian detector can perform very well, and the relatively linear motion of most of the pedestrians, meaning the predictions of the linear motion model are well matched to this scenario. This reinforces our decision to include a prediction/estimation mechanism within the LAP tracking framework.
On the contrary, with the PETS sequences, due to erratic and unpredictable motion trajectories of the subjects and total occlusions due to static objects, there are more occasions where tracklet linking can occur. The results show that tracklet linking can induce performance gains compared to the first stage used alone, particularly for the S2.L1 sequence. For the S2.L1 sequence, our results are comparable with approaches such as [3] - [5] , but the results from the global optimization approach of [23] exceed those of our system. Nonetheless, unlike [23] our approach has the advantage that it can produce results in near real-time, using a short sliding-window of frames. Our method also exhibits less sensitivity to parameter settings than [23] . On the S2.L1 sequence, our approach is out-performed by [61] , while in S2.L3 and Oxford town center sequence our method has higher MOTA. Likewise, we cannot properly evaluate performance against [60] , as results are only provided for the S2.L1 sequence. The PETS S2.L2 and S2.L3 sequences are extremely challenging, due to highcrowd density. On these sequences, our method is comparable with [3] , [22] , and again only significantly exceeded by the global optimization method of [23] . However, on the S2.L2 and S2.L3 sequences our system has a higher MOTP value than the compared methods, meaning it is better able to accurately track the position of persons, even in these extremely challenging crowded conditions.
Example frames showing the output of the tracker on, PETS 2009 S2.L1 and the Oxford Town center dataset are shown in Fig. 9 . As can be seen in both sequences, the majority of pedestrians are accurately tracked, with only a small number of errors.
IV. CONCLUSION
In this paper we have introduced a novel online dual-stage multitarget tracking framework, that is capable of handling partial occlusions and of linking broken tracks.
The system includes a novel occlusion-robust method for calculating the appearance similarity between tracks and detections, that does not require explicit identification of the occluded regions. This novel occlusion-robust appearance similarity method is used in the first stage of the tracker to produce short reliable tracklets, and in the second stage to link tracklets based on appearance. We shown that in realistic tracking scenarios this occlusion robust appearance similarity has the potential to more reliably associate tracks with correct detections, in the presence of distractors, compared to conventional appearance similarity methods.
In the second stage we have demonstrated a novel trackletlinking mechanism, that uses complementary features to constrain the linking problem and thus removes the need for ad-hoc rules governing the linking process. This was achieved by modeling the motion of each tracklet using optical flow features, so that only those links found to be compatible with the optical flow evidence were permitted. Although the optical flow linking mechanism may theoretically be affected by total occlusion and/or missed detections, we have shown that given both simulated and real detectionsets from a variety of public sources, this method was able to consistently improve tracking performance under realistic conditions.
