Absstroct-It is becoming increasingly evident that many users of measured marine data are reluctant to use data acquired by others.
I. INTRODUCTION

B
ASICALLY, for our purposes, communications may be divided into two parts: 1) data management; the act of acquiring, verifying, and formatting information and 2) data transmission; the act of transmitting the information to recipients. The focus of this paper is on data management. Through the medium of data management, standards and procedures are provided through which an instrument system can be error bounded (the transfer function characteristics defined) such that the data user can make a judgment as to the data's applicability for a particular use.
Error bounding is a simple, yet important concept, in that it enables us to set the stage for communicating quantitatively the quality of measurements made with a particular instrument system under given environmental conditions based on standards and procedures previously agreed upon by the data users and the engineering community.
THE PROBLEM
In dealing with the concept of data quality, one is faced with the problem of quantitatively describing the transfer function characteristics of an instrument system. A transfer function of unity informs us that the output data are identical in every way with the input -in short. that input and output are identical. Practically speaking, this utopia is never attained. The output data are contaminated by a number of error components. The major contribution sources of error are 1) inability of sensors to respond perfectly to their environments, 2) data sampling rates, and 3) stability of the measurement system. A brief survey of data users shows that they are reluctant to use measured ocean data acquired and published by others since the transfer function characteristics of the measurement system are generally unknown. This situation forces data users to conduct new measurements in areas in which data were already acquired. Interestingly enough, the newly measured data are usually published with the same level of credibility that characterized the previous data.
Recent discussions with the manager of a water monitoring program reveals that the significant portion of his time is spent in personally interacting with individuals interested in using his data -although these data are transferred and maintained in a recognized data bank. Additional probing revealed that the archived data lacked the supporting information that he was able to provide personally.
A recent critical review of 10 engineering and 10 scientific papers [ 13 dealing with the design and application of measurement systems for use in the ocean environment shows that only 25 percent of the authors were at all concerned with describing the accuracy of the instrument system or the data acquired. Some of these descriptions were brief and vague to the point of not being useful. However, results of the review were so bad that credit 'was given an author if he suggested that he may have considered data quality as part of his program. This would seem to imply that these engineers and scientists assume that either sensor transfer function characteristics are unity over all environmental conditions under which the instruments were used, or that they individually knew better, but had not included this information in their publications. Small wonder that we have little confidence in the data acquired by others. While admittedly this is a small sampling of reports, this author is sure it is reinforced by our past experiences individually.
CONFIDENCE FACTORS
It is not the intention of this author to solve the problem of data credibility, but rather to suggest some of the factors that should be considered when addressing the solution. From what has already been presented, it appears that establishing data user-acceptable standards for the characterization of instrument system errors and the procedures and formats for providing the data and supporting documentation to the user community would go a long way towards increasing the credibility and the general usability of the data. To this end, let us divide the data management problem into two parts -data quality assurance (error bounding) and message formatting.
It is evident that quality (DQ) must be related to 1) user requirements, 2) the experimental design used to characterize U.S. Government work not protected by U.S. copyright transfer function characteristics, and 3) the attendant analysis of the data. As a starting point, the following definition for DQ is proposed [ 11 :
Data quality refers to an explicit declaration of the perceived, required, estimated, and/or measured performance of an instrument system or subsystem with emphasis on the inclusion of error bounds on that performance in the form of tolerance limits, other statistics, and/or confidence limits.
The meaning of the major elements of the definition are as follows:
1) Perceived performance-Performance based on an educated guess of the requirements for the instrument system.
2) Required performance-Performance which must be achieved (is essential) to meet explicitly known requirements.
3) Estimated performance-Performance based on analysis of the modeZ of the instrument system. 4) Measured performance-Results from experiments on the instrument system. From the definition, data presented with no accompanying information (point estimates only) would have the lowest credibility and would probably be useless to another user. Fig. 1 serves to demonstrate the concept behind the definition. Fig. l(a) shows that the characteristics of the instrument system are either not well understood or the author did not take time to include the quality of the data in his report. In short, the plotted data points represent point estimates onlythe magnitude of uncertainty of the points is unknown. Fig.  l(b) shows the same curve; however, a f tolerance level is added as a descriptor as part of the plot. In the absence of further documentation, a user feels a little more confidence in using the data but might wonder what the tolerance limits really mean and how and under what conditons they were determined. As a user of these data one might conclude, based on previous experience, that the tolerances are based on manufacturer's claims. Fig. l(c) provides a well defined statistical measure of variance for each point presented. In the absence of further documentation, a user would probably conclude that the instrument system had been fairly well characterized since some effort had been made at statistically describing its performance. However, some supporting information would be desirable to provide better understanding of the data used to generate the variance. Fig. l(d) shows data reported with confidence limits. One would look upon this data plot as the most useful of the four. Documentation (supportive information), in addition to plots of data, is required for user evaluation to further determine the data usefulness for a particular application. Table I shows a list of items that should be considered in the supporting documentation.
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IV. CONCLUSION
Some thoughts were presented which should be considered when developing a data acquisition program in which data will be transmitted and used by others. Basically, it has been shown that the transfer function characteristics of a measurement system are important to the intelligent use of data. The error bounding of a system requires a conscious effort to quantify the data acquisition characteristics of an instrument system over the spectrum of environments in which the system is intended for use.
Further, information supporting the data quality assurance statements must also be available to other users. This supportinginformation should probably be divided into two parts. The first part would accompany the data, would be brief but adequate to provide a good understanding as to the experiments and standards used in making the accuracy statements. The second part would provide references to reports detailing the experiments and analyses conducted.
