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REPRESENTATIONS OF POINTED HOPF ALGEBRAS
AND THEIR DRINFEL’D QUANTUM DOUBLES
LEONID KROP AND DAVID E. RADFORD
Abstract. We study representations of nilpotent type nontrivial
liftings of quantum linear spaces and their Drinfel’d quantum dou-
bles. We construct a family of Verma- type modules in both cases
and prove a parametrization theorem for simple modules. We com-
pute the Loewy and socle series of Verma modules under a mild
restriction on the datum of a lifting. We find bases and dimensions
of simple modules.
Introduction
Let H be a finite-dimensional Hopf algebra over a field k. The goal of
this paper is two-fold. First, we want to describe structure of a family of
Verma-type H-modules, when H is a certain lifting of a quantum linear
space, which entails determination of all simple H-modules. In the
second place we carry out a similar program for the Drinfel’d quantum
double of H .
We survey some previous related work. There has been significant
interest in recent years in representation theory of nonsemisimple Hopf
algebras and their quantum doubles [2, 33, 9, 15, 18, 19, 10, 29]. In
the general setting of such algebra the primary focus is on classifying
all simple H-modules in terms of simple modules of the coradical H0
of H [28, 19]. When H0 = kG where G = G(H) is the group of
grouplike elements of H , and G is abelian with k a splitting field for G
of characteristic zero, the simple H0-modules are given by the elements
of the dual group Ĝ. The problem of establishing a bijection between
Ĝ and the set of isomorphism classes of simple H-modules will be
called parametrization of simple H-modules. A typical example of
pointed Hopf algebra with abelian group of grouplike is provided by
the fundamental classification result of Andruskiewitsch and Schneider
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[5]. Recently Radford and Schneider [29] proved the parametrization
property for every algebra of the form u(D, λ) from the classification.
This result generalizes an earlier theorem of Lusztig involving his small
quantum groups [21]. The aforementioned theorems invariably involve
a Hopf algebra A with a triangular decomposition
(0.1) A = A− ⊗ A0 ⊗A
+
satisfying the following conditions.
A0 is a subHopfalgebra, A
− andA+are subalgebras(0.2)
stable under adℓ − and adr − action ofA0, and
(0.3) A− = k⊕ J−, A+ = k⊕ J+
where J−, J+ are nilpotent ideals of A−, A+, respectively.
Let Hi denote the ith term of the coradical filtration of H . By e.g.
[18] H1 is a free H0-module on a basis {1, x1, . . . , xn} where xi are some
skew-primitive elements. When H is generated by H1 we say that n is
the rank of H . The simplest family of Hopf algebras within the class of
pointed Hopf algebras H with abelian G(H) are liftings of quantum lin-
ear spaces completely described in [3]. These Hopf algebras are natural
generalizations of Lusztig’s small quantum group uq(sl2) associated to
the simple Lie algebra of rank 1. The concept of (Hopf) rank is appli-
cable to them, and in small ranks n = 1, 2 the regular representation of
H is described in [18, 10]. For special cases of rank 2 liftings the entire
finite-dimensional representation theory has been obtained in [9, 15].
We give an outline of the results. Let H be a lifting of a quantum
linear space, and x1, . . . , xn be skew-primitive generators of H . We say
that xi and xj are linked if xixj− qijxjxi 6= 0 for a certain root of unity
qij. Let Γ be the simple graph on the vertex set {1, 2, . . . , n} with the
edge set made up by pairs (i, j) such that xi, xj are linked. We say
that Γ is simply linked if every two vertices are connected by at most
one edge. A lifting H is called of nilpotent type if all xi are nilpotent.
The first part of the paper is concerned with algebras satisfying
conditions (0.1)-(0.3), especially nilpotent simply linked lifting H of
a quantum linear space. In the latter case H0 = kG(H). By analogy
with the representation theory of uq(sl2) we can use either subHopfalge-
bra H≥0 := H0H
+ or H≤0 := H0H
− to construct Verma-type modules
Z(γ) where γ runs over Ĝ. From the general Theorem 3.3 we have
that Z(γ) has a unique maximal submodule R(γ), the radical of Z(γ).
Iterating this procedure gives the radical filtration {Rm(γ)} of Z(γ).
The first major result of the paper is a description of Rm(γ) and the
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(Loewy) layers of the filtration. We also show that the socle filtration
of Z(γ) coincides with the radical filtration.
In the second part of the paper we study representations of the Drin-
fel’d quantum double D(H) of algebras H as in the first part. The
doubling procedure yields a new class of Hopf algebras beyond a gen-
eralization of quantum groups in [3, 4]. For one thing D(H) is not
pointed, and for another it does not have decomposition (0.1). Nev-
ertheless, D(H) retains enough good features for developing a sort of
Lie theory for a Verma-type modules I(λ) where λ runs over the char-
acters of G × Ĝ. As in part one, but for different reasons, each I(λ)
has a unique maximal submodule R(λ). This enables us to show that
the set of simple D(H)-modules has the parametrization property. We
proceed to describe the radical filtration of I(λ) under a mild restric-
tion on the datum for H , which is void whenever the certain structure
constants qi of H have odd orders. The ‘odd order’ condition is one
way to have all weight spaces of I(λ) one-dimensional. When this is
the case, the lattice Λ(I(λ)) of D(H)-submodules is distributive. This
is a very strong property which implies that every submodule of I(λ)
is a unique sum of some local submodules. Thus the lattice Λ(I(λ))
can be recovered from the partially ordered set J of local submodules.
We close with a classification of elements of J .
A more detailed description of material by sections is as follows.
In section 1 we review the construction of liftings of quantum linear
spaces and we develop formulas for skew-derivations assiciated to linked
liftings. The main result of the section is the construction of an iterated
Ore extension corresponding to the datum of a lifting. This result
complements Ore extensions considered in [7] and gives an alternate
proof of the basis theorem [3, Prop. 5.2].
In section 2 we construct the dual basis to the basis of H obtained
above. It transpires that the algebra structure of H∗ is that of a nilpo-
tent lifting of the quantum linear space with the grouplike and char-
acters switched around. However, H∗ is not pointed. Its coradical is
computed in §3.3. For related material see [6].
In section 3 we first establish a general parametrization theorem for
simple A-modules where A satisfies (0.1)-(0.3). We then turn to nilpo-
tent type liftings and determine the structure of the radical filtration
of induced modules Z(γ), γ ∈ Ĝ, in Theorem 3.7.
We take up the harder case of Drinfel’d double of H in section 4.
Our calculation of multiplication in D(H) is informed by Lemma 4.1
which says that multiplication in the double of a Hopf algebra gener-
ated by grouplike and skew-primitive elements is expressed in terms
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of automorphisms and skew-derivations associated to skew-primitives.
In the case at hand we compute explicitly those skew-derivations in a
series of lemmas in §4.1. As a first step toward parametrization theo-
rem for simple D(H)-modules we find a basic sublagebra in the sense
of representation theory of algebras. We then construct a family of
induced modules I(λ) parametrized by λ ∈ Γ̂ where Γ = G× Ĝ. The
action of Γ splits up I(λ) into a direct sum of weight subspaces. These
are made explicit in Lemma 4.14 leading up to the parametrization
Theorem 4.15.
The problem of determining the Loewy filtration of I(λ) is finer and
it is there that we impose a restriction on datum in Definition 4.16.
The key step of our analyses consists in showing that generators of
D(H) act as raising and lowering operators on the weight basis of I(λ).
From this we derive the Loewy structure of I(λ) in Theorem 4.28. The
distributive case is handled in Theorem 4.31.
1. Preliminaries
1.1. Liftings of V . We fix some notation. Below k ia a field of char-
acteristic 0 containing all roots of 1 and k• = k \ {0}. We denote a
finite abelian group by G, let Ĝ := Hom(G, k•) denote the dual group,
and we let kG stand for the group algebra of G over k. The order of
g ∈ G of a group G, is denoted by |g|. In particular, for a root of
unity q ∈ k•, |q| denotes the order of q. We set n = {1, 2, . . . , n} and
[n] := {0, 1, . . . , n − 1}. For a vector space V and a subset X of V
we denote the span of X by (X). The unsubscribed ‘⊗’ means ‘⊗k’.
For all n,m ∈ Z with m ≥ 0
(
n
m
)
q
denotes the Gaussian q-binomial
coefficient [17], (n)q =
(
n
1
)
q
and (n)q! = (1)q · · · (n)q.
We review construction of the underlying algebras of this paper fol-
lowing [3]-[4]. They belong in the class of Hopf algebras parametrized
by some elements of G× Ĝ. The starting point of their construction is
a left-left Yetter-Drinfel’d finite-dimensional module V over kG, or a
Y D-module, for short. This means [4] that V is a left kG-module and
a left kG-comodule with the G-action preserving G-grading. Let’s de-
note by ω : V → kG⊗V the comodule structure map and by ‘.’ the G
action. By [4, Section 1.2] V has a basis {vi|i ∈ n}, where n = dimV ,
of G- and Ĝ-eigenvectors, namely there are ai ∈ G and χi ∈ Ĝ, i ∈ n
such that
g.vi = χi(g)vi(1.1)
ω(vi) = ai ⊗ vi(1.2)
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for all g ∈ G. We set
D = (G, (ai), (χi)|i ∈ n)
and call this tuple a linear datum associated with V . We denote by
G
GYD the category of all Y D-modules over kG.
The Y D-module structure on V extends to a Y D-structure on V ⊗m
for every integer m ≥ 0 by using the diagonal action and the codiagonal
coaction of kG on a tensor product. Explicitly, this means that
g.(vi1 · · · vim) = g.vi1 · · · g.vim.(1.3)
ω(vi1 · · · vim) = ai1 · · · aim ⊗ vi1 · · · vim .(1.4)
for all g and 1 ≤ i1, . . . , im ≤ n. Let F (V ) be a free associative algebra
generated by V . As F (V ) = ⊕m≥0V
⊗m, F (V ) becomes a graded Y D-
module and it follows easily from the formulas (1.3),(1.4) that F (V ) is
an algebra in GGYD. Moreover, F (V ) is endowed with a special structure
of Hopf algebra in GGYD [4, Section 2.1]. This is done as follows. First,
it is well known [30, 4] that the GGYD is a braided tensor category with
the tensor product just defined and the braiding given by the formula
c(u⊗ v) = u(−1).v ⊗ u(0),
where we write ω(u) = u(−1)⊗u(0) for all u ∈ F (V ). Using this braiding
we define the multiplication ‘•’ in F (V )⊗ F (V ) by
(1.5) (x⊗ y) • (u⊗ v) = x(y(−1).u)⊗ y(0)v
Second, by a straightforward verification (see also [25, §10.5]) the def-
inition (1.5) turns F (V ) ⊗ F (V ) into an algebra in GGYD denoted by
F (V )⊗F (V ). Since F (V ) is a free algebra there is an algebra homo-
morphism
δ : F (V )→ F (V )⊗F (V )
defined on the generators by δ(vi) = 1⊗ vi + vi ⊗ 1 for i ∈ n. Another
verification shows that δ is G-linear and G-colinear. All in all we see
that F (V ) is a bialgebra in GGYD. Further by [32, 11.0.10] the coalgebra
F (V ) has the coradical k, and then an argument of Takeuchi [25, 5.2.10]
proves existence of the antipode. Thus F (V ) is indeed a Hopf algebra
in GGYD.
Multiplication law (1.5) can be elucidated as follows. The formulas
(1.3)-(1.4) allow us to associate with a monomial v = vi1 · · · vim the
bidegree (χv, gv) where χv = χi1 · · ·χim and gv = ai1 · · · aim . The set
{u ⊗ v} forms a basis of F (V ) ⊗ F (V ) in which the definition (1.5)
takes on the form
(1.6) (x⊗ y) • (u⊗ v) = χu(gy)x u⊗ y v
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Equation (1.6) shows that the definition of F (V ) is analogous to Lusztig’s
definition of algebra ′f [20]. Moreover, when G is generated by the ai’s
and the mapping ai 7→ χi is a homomorphism G→ Ĝ, F (V ) is exactly
the Lusztig’s type algebra associated to the bilinear form (, )G×G→ k
defined on the generators by (ai, aj) = χi(aj), for all i, j ∈ n.
We can now define a fundamental object of the theory. Let F(V ) =
F (V )⊗kG be the vector space made into a Hopf algebra by the smash
product and smash coproduct constructions. By [26, Theorem 1] F(V ),
denoted by F (V )#kG, is indeed an ordinary Hopf algebra whose bial-
gebra structure is descibed by
(u#g)(v#h) = u(g.v)#gh(1.7)
∆(u#g) = u(1)#(u(2))(−1)g ⊗ (u
(2))(0)#g(1.8)
where we write coproduct of F (V ) by δ(u) = u(1) ⊗ u(2).
The algebras of interest to us are tied to a special kind of Y D-module.
Definition 1.1. ([3]) A Y D-module V with datum D = ((ai), (χi)|i ∈
n) is called a quantum linear space if
(1.9) χi(aj)χj(ai) = 1 for all i 6= j
From now on we assume that V is a quantum linear space. We let
qij = χj(ai) for i 6= j, qi = χi(ai) and mi = |qi|.
A datum (or compatible datum [3]) D for V is a triple
D = (D, (µi), (λij))
composed of the linear datum D of V and two sets of scalars (µi)i∈n
and (λi,j) with i 6= j, i, j ∈ n such that
µi = 0 if a
mi
i = 1 or χ
mi
i 6= ǫ(1.10)
λij = 0 if aiaj = 1 or χiχj 6= ǫ(1.11)
λji = −qjiλij(1.12)
We will identify vi with vi#1. For a datum D we define the elements
pi and rij by
pi = v
mi
i − µi(a
mi
i − 1) for all i ∈ n
rij = vivj − qijvjvi − λij(aiaj − 1), for all 1 ≤ i 6= j ≤ n
We let I(D) be the ideal of F(V ) generated by pi, rij for i, j ∈ n and
we set
H(D) = F(V )/I(D).
We remark that formula (1.8) implies readily that ∆(vi) = vi⊗1+ai⊗vi,
thus S(vi) = −a
−1
i vi, where S is the antipode of F(V ). A direct veri-
fication yields that pi is (a
mi
i , 1)-primitive ([3, p.23]) and likewise rij is
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(aiaj , 1)-primitive, thanks to (1.9). In addition, a routine calculation
gives S(pi) = −a
−mi
i pi [3, p.24] and also S(rij) = −aiajrij. Conse-
quently I(D) is a Hopf ideal, hence H(D) is a Hopf algebra associated
to D.
As a point of terminology we recall the meaning of lifting of a Hopf
algebra [4]. A pointed Hopf algebra H is a lifting of a Hopf algebra K
if there is a Hopf algebra isomorphism
(1.13) gr H ≃ K,
where gr H is the graded Hopf algebra associated to the coradical
filtration of H . Setting the parameters µi and λij of D to zero results
in a linear datum D. The Hopf algebra H(D) has a special place in the
theory. It is a biproduct of the braided Hopf algebra R = F (V )/I(D)
and kG and by [3, 5.3] gr H(D) ≃ H(D). As V determines H(D) we
call H(D) a lifting of V . We note that one of the main results of [3]
is that every lifting of H(D) has the form H(D) for a datum D on a
quantum linear space V .
1.2. Skew-derivations. We begin by recalling the concept of left and
right skew-derivation. Let A be an algebra, a an element of A and φ
be an algebra endomorphism of A. The assignments
b 7→ ab− φ(b)a, for all b ∈ A
b 7→ ba− aφ(b), for all b ∈ A
define two linear mappings denoted by φ[a, b] and [a, b]φ and called the
left and right φ-commutators, respectively. They are a left and right
φ-derivations, respectively, in the sence of having the property
φ[a, uv] = φ[a, u]v + φ(u)φ[a, v] for all u, v ∈ A(1.14)
[a, uv]φ = [a, u]φφ(v) + u[a, v]φ for all u, v ∈ A(1.15)
In all applications the endomorphism φ is the inner automorphism ıg :
h 7→ ghg−1, h ∈ H induced by an invertible element g ∈ H . We shall
use a shorter notation g[a, b] and [a, b]g for a left/right ıg−commutators.
We shall need a commutation formula for powers of generators. Let
A be an algebra, a, b, x, y ∈ A and λ, q ∈ k•, where a, b are invertible.
Suppose
gxg−1 = qx, gyg−1 = q−1y for g = a, b and b[y, x] = λ(ab− 1)
Lemma 1.2. For every natural m ≥ 1 the folowing hold
bm [y
m, x] = λ(m)q(q
m−1ab− 1)ym−1(1)
b[y, x
m] = λ(m)qx
m−1(qm−1ab− 1)(2)
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Proof: (1) The formula holds for m = 1 by definition. We induct on
m assuming the formula holds for a given m. We begin by noting that
bm [y
m, x] = [x, ym]a−1 . Therefore we can apply (1.15) to carry out the
induction step. This gives
[x, ym+1]a−1 = y
m[x, y]a−1 + [x, y
m]a−1qy
(which by the basis of induction and the induction hypothesis)
= λ[ym(ab− 1) + q(m)q(q
m−1ab− 1)ym].
Since ymab = q2mabym the right hand side equals
λ(q2mab− 1 + q(m)q(q
m−1ab− 1))ym
= λ(m+ 1)q(q
mab− 1)ym
which gives the desired formula.
Part (2) is proven by a similar (and simpler) argument. 
We proceed to the general case. The formula below is a generalization
of the Kac’s formula [13, (1.3.1)].
Lemma 1.3. For all integers j and k
bj [y
j, xk] =
min(j,k)∑
i=1
xk−if j,ki y
j−i
holds, where f j,ki = λ
i
(
j
i
)
q
(
k
i
)
q
(i)q!q
(k−i)(j−i)
i∏
m=1
(qj+k−m−iab− 1)
Proof: We can assume λ = 1 by rescaling x via x′ = x/λ and return
back to x by multiplying the formula by λk. The assertion holds for
every j ≥ 1 and k = 1 by the preceding lemma. We induct on k
assuming the lemma holds for every j ≥ 1 for a given k. By (1.15) we
carry out the induction step as follows
bj [y
j, xk+1] = bj [y
j, xk]x+ bjxkb−jbj [y
j, x](1.16)
= bj [y
j, xk]x+ qkjxkbj [y
j, x].
By the preceding lemma and the induction hypothesis the right hand
side of (1.16) equals to
(1.17) (
min{j,k}∑
i=1
xk−if j,ki y
j−i)x+ qkjxk(j)q(q
j−1ab− 1)yj−1
We apply Lemma 1.2 to yj−ix for every 1 ≤ i < j
yj−ix = qj−ixyj−i + (j − i)q(q
j−i−1ab− 1)yj−i−1
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and use (ab)x = q2x(ab) to rewrite f j,ki x = xf˜
j,k
i where
f˜ j,ki =
(
j
i
)
q
(
k
i
)
q
(i)q!q
(k−i)(j−i)
i∏
m=1
(qj+k+2−m−iab− 1).
This allows us to obtain
xk−if j,ki y
j−ix = qj−ixk+1−if˜ j,ki y
j−i(1.18)
+ (j − i)qx
k+1−(i+1)f j,ki (q
j−i−1ab− 1)yj−i−1
It follows that
bj [y
j, xk+1] =
∑
r
xk+1−rf j,k+1r y
j−r
with 1 ≤ r ≤ k + 1, if k < j, and 1 ≤ r ≤ j, otherwise, thus showing
that 1 ≤ r ≤ min{j, k + 1}. Moreover, by (1.18) f j,k+1r satisfy the
recurrence relation
f j,k+11 = q
kj(j)q(q
j−1ab− 1) + qj−1f˜ j,k1
f j,k+1r = (j − r + 1)qf
j,k
r−1(q
j−rab− 1) + qj−rf˜ j,kr for all 2 ≤ r ≤ k
f j,kk+1 = (j − k)qf
j,k
k (q
j−k−1ab− 1) if k < j
We will show that f j,k+1r , 2 ≤ r ≤ k has the desired form leaving
verification of the other cases to the reader. To this end we note that(
j
r
)
q
(r)q! =
(
j
r − 1
)
q
(r−1)q!(j−r+1)q,
(
k
r
)
q
=
(
k
r − 1
)
q
(k − r + 1)q
(r)q
and
r∏
m=1
(qj+k+2−r−mab− 1) =
r−1∏
m=1
(qj+k+1−r−mab− 1)(qj+k+1−rab− 1).
Therefore
f j,k+1r =
(
j
r − 1
)
q
(
k
r − 1
)
q
(r − 1)q
r−1∏
m=1
(qj+k+1−r−mab− 1)φ
where φ can be written in the form φ = (j − r+ 1)qq
(k+1−r)(j−r)ψ with
ψ = qk+1−r(qj−rab− 1) +
(k − r + 1)q
(r)q
(qj+k+1−rab− 1).
It is a straightforward calculation to deduce that
ψ = (qk+j+1−2r + 1) (k+1)q
(r)q
, which in turn implies that
φ = (j − r + 1)qq
(k+1−r)(j−r) (k + 1)q
(r)q
(qk+j+1−2rab− 1)
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and this completes the proof. 
1.3. A basis for H(D). Our next goal is to give a simple proof of the
basis theorem [3, Prop. 5.2]. We will make use of a connection between
our algebras and a construction of ring theory known as Ore extension
[16]. In the present setting this connection was studied in [7].
Theorem 1.4. The following set
(1.19) {vi11 · · · v
in
n g|g ∈ G, 0 ≤ ij ≤ mj − 1, j ∈ n}
is a basis of H(D). This is the standard basis of H
Proof: For generalities on Ore extensions we refer to [16] and we
adopt its notation. We induct on n starting with n = 1. We put R0 =
kG and define an automorphism α of R0 by setting α(g) = χ
−1(g)g
and extending it to R0 by linearity. Next we form a left Ore extension
R =
⊕
n≥0R0x
n of R0 with the automorphism α and the α-derivation
δ = 0. Thus R is a free left R0-module with basis {x
i|i = 0, 1 · · · }
whose multiplication is generated by the relations
xixj = xi+j and xr = α(r)x.
Let D = {a, χ, µ} be a datum on the set {1}. Let I = I(D) be the ideal
of R generated by xm − µ(am − 1), where m = |χ(a)|. It is immediate
that R/I is a free left and right R0-module with basis {gx
i|0 ≤ i < m}
and satisfies the algebra defining relations of H(D). As these relations
imply that H(D) is a span of the set {gxi|0 ≤ i < m, g ∈ G}, the
theorem holds for n = 1.
Let nˇ = n\{1} and denote by D′ the restriction of D to nˇ. Similarly
we let V ′ = (vi|i ∈ nˇ), F
′ = F(V ′), I ′ = I(D′) and H ′ = H(D′)
= F ′/I ′. We assume that H ′ is a free span of
{gvi22 · · · v
in
n |g ∈ G, 0 ≤ ij < mj , j ∈ nˇ}. We want to show that H
′ has
an automorphism α and a left α-derivation δ such that
α(gvi22 · · · v
in
n ) = χ
−1
1 (g)χ
i2
2 · · ·χ
in
n (a1)gv
i2
2 · · · v
in
n and
δ(vj) = λ1j(a1aj − 1) for all j ∈ nˇ
We note that were this true we could form a left Ore extension R =
H ′[x;α, δ] and then pass on to R = R/(xm1 − µ1(a
m1 − 1)). This
R satisfies all algebra relations of H(D) and has the right dimension
|G|m1 · · ·mn, which completes the induction step by the argument used
for n = 1.
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To prove the statement about α, δ we introduce k-algebra F freely
generated by {vi|i ∈ nˇ} and the set {xg|g ∈ G}. We define the map-
pings α, δ : F→ F by setting their values on the generators via
α(xg) = χ
−1
1 (g)xg and α(vi) = χi(a1)vi
δ(xg) = 0 and δ(vi) = λ1i(xa1ai − 1)
and extending them to F by requiring α and δ to be an automorphism
and left α-derivation, respectively. We can form a left Ore extension
F[x;α, δ]. Let J be the ideal of F generated by the elements rg,h =
xgxh − xgh, rg,i = xgvi − χi(g)vixg and the analogs of pi and rij in
which every apperance of a group element g is replaced by xg. Clearly
F/J ≃ H ′ as algebras. We claim that α and δ factor through to H ′.
This boils down to showing that J is invariant under α and δ.
We begin with inclusion α(J) ⊆ J . It is trivial to see that α(rg,h) =
χ−11 (gh)rg,h and α(rg,i) = χ
−1
1 (g)χi(a1)rg,i. Next we have
α(pi) = χ
mi
i (a1)v
mi
i − µi(χ
−1
1 (a
mi
i )xamii − 1).
If µi 6= 0, then χ
mi
i = ǫ by (1.10) , and, since χ
−mi
1 (ai) = χ
mi
i (a1) by
(1.9) we obtain α(pi) = χ
mi
i (a1)pi. Next, a simple calculation gives
α(rij) = χiχj(a1)(vivj − qijvjvi) − λij(χ
−1
1 (aiaj)xaiaj − 1). If λij 6= 0
then, first, χiχj = ǫ, and, second, χ
−1
1 (aiaj) = χiχj(a1) by (1.11) and
(1.9), respectively. It follows that α(rij) = χiχj(a1)rij .
Moving on to the inclusion δ(J) ⊆ J we note that δ(rg,h) = 0 =
δ(rg,i). The first of these equalities is obvious, and the second follows
from δ(rg,i) = (χ
−1
1 (g) − χi(g))λ1ixg(xa1ai − 1) together with the fact
that λ1i 6= 0 implies χ
−1
1 = χi by (1.11). In case of pi we have δ(pi) =
δ(vmii ) = α[x, v
mi
i ] in the notation of §1.2, and the latter is zero mod J
by Lemma 1.2 (2).
It remains to compute δ(rij). A direct calculation gives
δ(rij) = λ1i[(xa1ai − 1)vj − χj(ai)χj(a1)vj(xa1ai − 1)](*)
+ λ1j [χi(a1)vi(xa1aj − 1)− χj(ai)(xa1aj − 1)vi]
Using the relation xgvk ≡ χk(g)vkxg mod J we rewrite (*) as follows
δ(rij) ≡ λ1ivj(χj(a1ai)− 1) + λ1jvi(χj(ai)− χi(a1)) mod J
The proof is completed by noting that if λ1i 6= 0, then the equalities
χj(a1) = χ
−1
1 (aj) = χi(aj) on account of (1.9) and (1.11), respectively,
give χj(a1ai) = χi(aj)χj(ai) = 1 by (1.9) again. Furthermore, if λ1j 6=
0, then χi(a1) = χ
−1
1 (ai)( by (1.9)) = χj(ai), as χ
−1
1 = χj by (1.11). 
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2. Algebra structure of H∗
2.1. A basis for H∗. We begin by fixing some vector notation. For
an n- tuple i = (i1, . . . , in) ∈ Z
≥0n and any n noncommuting variables
v1, . . . , vn we put v
i := vi11 · · · v
in
n . We write δi,j = δi1,j1 · · · δin,jn, (i)! =
n∏
k=1
(ik)qk , and
(
i
j
)
=
∏n
k=1
(
ik
jk
)
qk
. There
(
n
m
)
q
denotes the Gaussian
q- binomial coefficient [17]. We let uk stand for the kth unit vector
(0 · · ·1 · · ·0)(kth 1). For two vectors i and j we write i ≤ j if ik ≤ jk
for all k ∈ n.
Every γ ∈ Ĝ gives rise to a functional γ˜ : H → k defined by
(2.1) γ˜(vig) = δ0,iγ(g)
The mapping γ → γ˜ is a group embeding Ĝ→ H∗, but not a coalgebra
map, if the set Ĝ is given the group-like coalgebra structure. Below we
identify γ with γ˜ via that embeding.
For every g ∈ G we associate a minimal idempotent
ǫg =
1
|G|
∑
γ∈ bG
γ(g−1)γ
of kĜ. The natural pairing
G× Ĝ→ k•, 〈g, γ〉 7→ γ(g)
induces the canonical isomorphism G ≃
̂̂
G. It follows that the set
{ǫg|g ∈ G} forms a basis of kĜ dual to the standard basis {g|g ∈ G}
of kG.
We will find useful to have a formula for straightening out certain
products. For m ≤ i we define the scalars
φ(m, i) =
n∏
p=2
χmpp (a
i1−m1
1 · · · a
ip−1−mp−1
p−1 )
Lemma 2.1. In the foregoing notation, for every g ∈ G
(2.2) vm11 a
i1−m1
1 · · · v
mn
n a
in−mn
n g = φ(m, i)v
mai−mg
Proof: The formula follows immediately from relation (1.7). 
We define the functionals ξi, i ∈ n by the rule
(2.3) ξk(v
ig) = δuk,i for every g ∈ G.
Lemma 2.2. For every c < mk
(i) ξck(v
ig) = (c)qk !δcuk,i.
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(ii) ξmkk = 0 for all k ∈ n.
Proof: We begin by noting that in view of
(ak ⊗ vk)(vk ⊗ 1) = qk(vk ⊗ 1)(ak ⊗ vk) the quantum binomial formula
[17] gives
∆(vikk ) =
ik∑
mk=0
(
ik
mk
)
qk
vmkk a
ik−mk
k ⊗ v
ik−mk
k
It follows from this together with Lemma 2.1 that
(2.4) ∆(vig) =
∑
m,l
(
i
m
)(
j
l
)
φ(m, i)vmai−mg ⊗ vi−mg.
Now (i) holds for c = 1 by the definition of ξk. Assuming it holds for
c, the induction step is as follows.
ξc+1k (v
ig) = 〈ξck ⊗ ξk,∆(v
ig)〉(2.5)
=
∑( i
m
)
φ(m, i)ξck(v
mai−mg)ξk(v
i−mg).
By the induction hypothesis and the basis of induction
ξck(v
mai−mg) = (c)qk !δcuk,m, and ξk(v
i−mg) = δuk,i−mδ0,l. It follows
readily that the nonzero terms in the right side of (2.5) satisfy m =
cuk, i−m = uk. Thus i = (c+1)uk. Therefore the sum in (2.5) equals(
(c+1)uk
cuk
)
φ(cuk, (c+ 1)uk). It remains to note that
(
(c+1)uk
cuk
)
= (c+ 1)qk !
and φ(cuk, (c+ 1)uk) = χ
c
k(a
0
1 · · · a
0
k−1) = 1.
(ii) follows from (i) as (mk)qk = 0. 
We can give a formula for the dual basis to the standard basis of H .
For related results see [6].
Proposition 2.3. For every c there holds
(1) ξc(vig) = (c)!δc,i.
(2) The set
{[(c)!]−1ξcǫg|0 ≤ ck < mk for all k ∈ n and g ∈ G}
is the dual basis to the standard basis of H.
Proof: We begin with (1). We induct on n, refering to the preceding
lemma for the case n = 1. Assuming the formula holds for all c with
cn = 0, take c with cn 6= 0, and set c
′ = (c1, . . . , cn−1, 0). As ξ
c = ξc
′
ξcnn
formula (2.4) gives
ξc(vig) =
∑( i
m
)
φ(m, i)ξc
′
(vmai−mg)ξcnn (v
i−mg).
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By the induction hypothesis and Lemma 2.2 the sum equals
(c′)!(cn)qn
(
i
m
)
φ(m, i)
where m = c′ and i−m = cnun. Thus i = c
′ + cnun = c and it is easy
to check that
(
i
m
)
= 1 = φ(m, i). This completes the proof of (1).
We move to (2). Using formula (2.4) we compute
ξcǫh(v
ig) =
∑( i
m
)
φ(m, i)ξc(vmai−mg)ǫh(v
i−mg).
By part (1) and definition (2.1) the value υ of the above sum is
υ = (c)!ǫh(g), provided i = m = c, and zero, otherwise, as needed. 
Proposition 2.4. (1) For every γ ∈ Ĝ and 1 ≤ k ≤ n
γξk = γ(ak)ξkγ
(2) For all s, t ∈ n there holds
ξsξt = χs(at)ξtξs.
Proof: To show (1) we compare the values of γξk(v
ig) and ξkγ(v
ig).
Using (2.4), the definition of ξk and (2.1), the first scalar equals γ(akg)
while the second is γ(g), provided i = uk, and zero, otherwise.
We proceed to a proof of (2). For s < t the preceding proposition
gives ξsξt(v
ig) = δus+ut,iδ0,j. In the opposite order using (2.4) one
can compute easily that ξtξs(v
ig) =
(
us+ut
ut
)
φ(ut, us + ut). Noting that
φ(ut, us + ut) = χt(as) by the definition of φ we conclude that ξtξs =
χt(as)ξsξt. But then (1) holds for ξsξt as well, because χ
−1
t (as) = χs(at)
by (1.9).
The last two propositions yield a short alternate proof to [3, Corol-
lary 5.3].
Corollary 2.5. ([3]) Let H be a lifting of a quantum linear space and
Hr be the rth term of the coradical filtration of H. There holds
Hr = (v
i1
1 · · · v
in
n g|
∑
ij ≤ r and g ∈ G).
Proof: The ideal J of H∗ generated by ξi, i ∈ n, is nilpotent, thanks
to Propositions 2.3(2)-2.4. J is the radical of H∗ as H∗/J ≃ kĜ by
Proposition 2.3. The assertion follows from [25, 5.2.9]. 
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3. Triangulated Algebras
3.1. A general theorem. In this section we prove a general form of
parametrization property for algebras with certain triangular decom-
position. Our proof is similar to [19, Thm. 1].
We begin with several preliminary remarks. Let A be a Hopf algebra
satisfying the conditions set forth in (0.1)-(0.3). Let’s call a subalgebra
of A normal if it is stable under both adjoint actions of A0. The restric-
tion of counit ǫ to A+ has kernel J+. Since ǫ is A0-linear with respect
to both adjoint actions, J+ is an a normal subalgebra. The identities
ax =
∑
(adℓa1)(x)a2 and xa =
∑
a1(adra2)(x) with a ∈ A0, x ∈ A
+
show that A0A
+ = A+A0, hence A
≥0 := A0A
+ is a subalgebra of A.
The splitting A+ = k⊕J+ implies that A≥0 = A0⊕A0J
+. Since J+ is
a normal subalgebra, A0J
+ = J+A0 and therefore A0J
+ is a nilpotent
ideal of A≥0. It follows that all simple A≥0-modules are pullbacks of
simple A0-modules along A
≥0 → A0. For every simple (left) A0-module
V we define A-module Z(V ) by the formula
(3.1) Z(V ) = A⊗A≥0 V
For an A-module M we denote by M0 the socle of its restriction to
A≥0. We need two auxiliary observations.
Lemma 3.1. For every A0-module there holds
Z(V ) = V ⊕ J−V.
Proof: Condition (0.1) implies readily the decomposition
A = A≥0 ⊕ J−A≥0.
Tensoring this direct sum by V over A≥0 gives the desired formula. 
Lemma 3.2. For every simple A0-module V the induced module Z(V )
has a unique maximal A-submodule contained in J−V .
Proof: By the preceding lemma and since A0J
− = J−A0 the subspace
J−V is a maximal A0-submodule of Z(V ). Suppose M is a proper A-
submodule of Z(V ) not contained in J−V . Then M + J−V = Z(V )
and since J− is nilpotent, the argument of the Nakayama’s lemma gives
M = Z(V ), a contradiction. Now set R equal to the sum of all proper
A-submodules of Z(V ). 
We denote the maximal submodule of the above lemma by R(V ).
We define a family of simple A-modules by
L(V ) = Z(V )/R(V ).
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Theorem 3.3. The mapping V 7→ L(V ) sets up a bijection between the
isomorphism classes of simple A0-modules and the isomorphism classes
of simple A-modules.
Proof: Let M be a simple A-module. Select a simple left A≥0-
submodule V of M . We observe that an A≥0-map ιV : V → Z(V ),
ιV (v) = 1 ⊗ v is universal among all A
≥0-maps of V in A-modules.
Namely, every f : V → M , M is an A-module, can be uniquely ex-
tended to f∗ : V → M satisfying the equality f∗ι = f via f∗(a ⊗ v) =
af(v). It follows that M ≃ L(V ) for some simple A0-module V . It
remains to show that L(V ) ≃ L(U) for two simple A0-modules V and
U if and only if V ≃ U . To this end it suffices to show that L(V )0 = V .
Let ν : Z(V ) → L(V ) be the natural epimorphism. Set V = ν(V )
and notice that since Ker ν = R(V ) ⊂ J−V we have an isomorphism
of A≥0-modules V ≃ V as well as the decomposition L(V ) = V ⊕J−V .
Let π be the A0-projection of L(V ) on J
−V . Suppose there is a simple
A≥0-submodule U of L(V ) distinct from V . Set U ′ = π(U) and notice
that U ′ is a simple A0-submodule of J
−V . Evidently U ′ ⊂ U + V ,
hence J+U ′ = 0. Therefore by simplicity of L(V ) we have L(V ) =
AU ′ = U ′ + J−U ′. It follows that L(V ) = J−V hence L(V ) = J−L(V )
forcing L(V ) = 0, a contradiction. 
3.2. Representations of H. Let D = (G, (ai), (χi), (µi), (λij), i, j ∈
N) be a datum on a quantum linear N -dimensional space. Following
[29, Section 4.1]) we associate to D its linking graph Γ(D) which is a
simple graph with the vertex set N and the edge set of all (i, j) such
that λij 6= 0. As usual in graph theory the degree of a vertex i is the
number d(i) of all j such that λij 6= 0. We say that D is simply linked
datum if d(i) ≤ 1 for all i. The simplicity condition is not very severe.
For by remark [3, Section 5] d(i) ≤ 1 whenever |qi| ≥ 3. The vertices
of degree zero give rise to generators of H(D) lying in the radical of
H(D). For our purposes we can assume that Γ(D) does not have such
vertices. We call D and H(D) of nilpotent type if µi = 0 for every
vertex i. From now on D is a simply linked datum of nilpotent type
with every vertex of degree 1. Clearly, the number of vertices N is even,
so we set n = N/2. Renumbering verices, if necessary we can assume
that the edge set of Γ(D) is {(i, i+ n)|i ∈ n}. It will be convenient to
modify notation. We put bi = ai+n, xi = vi and yi = vi+n for every
i ∈ n. Rescaling xi we will assume λi,i+n = 1. Thus D has the form
D = {G, (ai), (bi), (χi), λij, n|i, j ∈ n}.
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Now (1.11) implies aibi 6= 0 and χi+n = χ
−1
i for all i ∈ n which in turn
gives the following conditions:
aibi 6= 0 for all i(D0)
χj(ai) = χi(bj) for all i, j(D1)
χi(aj)χj(ai) = 1 for all i 6= j(D2)
χi(bj)χj(bi) = 1 for all i 6= j(D3)
The Hopf algebra H = H(D) attached to D is explicitly described as
follows. H is generated by G and 2n symbols {xi, yi, i ∈ n} subject to
the relations of G and the following relations:
(R1) gxi = χi(g)xig for all g ∈ G.
(R2) gyi = χ
−1(g)yig for all g ∈ G.
(R3) xixj − qijxjxi = 0 for i 6= j.
(R4) yiyj − qijyjyi = 0 for i 6= j
(R5) xiyj − q
−1
ij yjxi = δij(aibi − 1) for all i.
(R6) xmii = 0 = y
mi
i for all i.
(R7) ∆xi = ai ⊗ xi + xi ⊗ 1 for all i.
(R8) ∆yi = bi ⊗ yi + yi ⊗ 1 for all i.
We proceed now to a classification of simple H-modules. Our
approach is a generalization of [10]. Let Y be the subHopfalgebra of H
generated by G and yi, i ∈ n. For every γ ∈ Ĝ we make k a Y -module
denoted by kγ by setting
g.1γ = γ(g) for all g ∈ G
yi.1γ = 0 for all i
where 1γ is identified with 1 ∈ k. We define the H-module Z(γ) by
inducing from Y to H , viz.
Z(γ) = H ⊗Y kγ.
Since H is a free Y module on a basis {xi} we see that the set {xi⊗1γ}
forms a basis for Z(γ).
LetM be an H-module. We say that 0 6= m ∈M is a weight element
of weight γ ∈ Ĝ if g.m = γ(g)m for all g ∈ G. A weight element is
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called primitive if yi.m = 0 for all i. For γ ∈ Ĝ we define S(γ) to be
the subset of all j ∈ n such that
(3.2) γ(ajbj) = q
−ej
j for some 0 ≤ ej ≤ mj − 2.
We denote by ej(γ) the above integer, dropping γ whenever it is clear
from the context. We say that elements x, y of an algebra skew com-
mute if xy = qyx for some non-zero q ∈ k.
Lemma 3.4. A monomial xi⊗1γ is primitive if and only if ij = 0, ej+1
for every j ∈ S(γ), and ik = 0 for all k /∈ S(γ)
Proof: Since yj skew commutes with every xi, i 6= j, there is c ∈ k
•
such that
yj.x
i ⊗ 1γ = cx
i1
1 · · ·x
ij−1
j−1 yjx
ij
j · · ·x
in
n ⊗ 1γ.
By Lemma 1.2 yj.x
ij
j ⊗ 1γ = −qj(ij)qjx
ij−1
j (q
ij−1
j ajbj − 1), provided
ij 6= 0, and 0, otherwise. Further, for every k 6= j the condition (D1)
implies that
(3.3) χk(ajbj) = χk(aj)χk(bj) = χk(aj)χj(ak) = 1.
Therefore ajbj commutes with every xk, k 6= j. It follows that yj.x
i ⊗
1γ = 0 if and only if ij = 0, ej + 1, the last possibility occuring for
j ∈ S(γ) only. 
By Theorem 3.3 each Z(γ) has a unique maximal submodule R(γ),
possibly zero. We associate a simple H-module
L(γ) = Z(γ)/R(γ)
to every γ ∈ Ĝ. The next result explicitly describes R(γ).
Proposition 3.5. In the foregoing notation
(1) The family {L(γ)|γ ∈ Ĝ} is a full set of representatives of simple
H-modules.
(2) R(γ) is the sum of all submodules generated by x
ej+1
j ⊗ 1γ , j ∈
S(γ).
Proof: (1) is a particular case of Theorem 3.3.
(2) On the one hand each primitive vector xi ⊗ 1γ generates a sub-
module spanned by all xj ⊗ 1γ with j ≥ i, hence a proper one.
Conversely, suppose v =
∑
i cix
i ⊗ 1γ, ci ∈ k
•, generates a proper
submodule. If ij ≥ ej + 1 for at least one j ∈ S(γ), then x
i ⊗ 1γ lies
in H.(xej+1 ⊗ 1γ), hence is contained by R(γ) by the opening remark.
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Suppose v involves a monomial xi ⊗ 1γ with ij ≤ ej for all j ∈ S(γ).
By Lemma 1.3
y
ij
j x
ij
j ⊗ 1γ = −qj(ij)qj !
ij∏
m=1
(q
ij−m
j γ(ajbj)− 1)⊗ 1γ.
It follows that
yi11 · · · y
in
n v = cid⊗ 1γ +
∑
m 6=0
κmx
m ⊗ 1γ
with d 6= 0, κm ∈ k. But the latter element generates Z(γ) since xi is
nilpotent for all i. This completes the proof. 
We derive from the previous proposition dimension of L(γ).
Corollary 3.6. dim L(γ) =
∏
k/∈S(γ)mk
∏
j∈S(γ)(ej + 1). 
We proceed to calculation of the radical and socle series of Z(γ).
First we recall [22] that for a finite-dimensional algebra A and a left
A-module M the radical R(M) of M is the smallest submodule such
that M/R(M) is semisimple. It is easy to see that R(M) = JM where
J is the radical of A. Dually the socle Σ(M) of M is the largest
semisimple submodule of M . The radical or Loewy series {Rn(M)} of
M is defined recursively by R0(M) = M and Rm(M) = R(Rm−1(M))
form ≥ 1. Similarly, the socle series {Σm(M)} is defined by Σ0(M) = 0
and Σm(M) is the preimage in M of Σ(M/Σm−1(M)) for m ≥ 1. We
note that the numbers min {m|Rm(M) = 0} and min{m|Σm(M) = M}
coincide. The common value is known as the Loewy length of M ,
denoted by ℓ(M). Moreover, the two series are related by inclusion
Rm(M) ⊆ Σℓ(M)−m(M) for all m.
For A = H and M = Z(γ) we write ℓ(γ) and Rm(γ),Σm(γ) for
the Loewy length and the terms of the Loewy and the socle series,
respectively. We define the rank of monomial xi ⊗ 1γ as the number
rk (xi ⊗ 1γ) of all j ∈ S(γ) such that ij ≥ ej(γ) + 1.
Theorem 3.7. (1) For every m < ℓ(γ) Rm(γ) is generated by the
primitive vectors of rank m.
(2) The radical and the socle series coincide.
(3) The Loewy layers Lm(γ) := Rm(γ)/Rm+1(γ) are given by
Lm ≃ ⊕{L(η)|η is weight of primitive basis vector of rank m}.
(4) ℓ(γ) = |S(γ)|+ 1
Proof: (1)-(4). We often drop γ when it is clear from the context.
We induct onm. The assertion holds form = 0 as Z(γ) is generated by
1⊗1γ . Suppose it is true for R
m. Pick a primitive vector vi := x
i⊗1γ .
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Clearly η = γχi is weight of vi. By the universal property of induced
modules there is an epimorphism φ : Z(η)→ H.vi sending 1⊗1η 7→ vi.
It follows that R(H.vi) = φ(R(η)) which by the previous proposition
equals
∑
Hφ(w), where w runs over all primitive monomials of Z(η)
of rank 1. We next compute S(η). We have η(akbk) = γχ
ik
k (akbk),
because χl(akbk) = 1 for l 6= k, as in the proof of Lemma 3.4. Noticing
that ik = 0 for k /∈ S(γ) and ik = 0, ek(γ) + 1, otherwise, we arrive
at η(akbk) = γ(akbk) if k /∈ S(γ) and η(akbk) = q
−ek(γ)
k , q
−(mk−ek(γ)−2)
k ,
otherwise. It follows that S(η) = S(γ) with ek(η) = ek(γ) or ek(η) =
mk − ek(γ) − 2 for all k ∈ S(γ). Furthermore, as w = x
ej(η)+1
j ⊗ 1η
for some j ∈ S(γ) we get φ(w) = x
ej(η)+1
j vi. Therefore if ij 6= 0,
then in view of mj = ej(η) + ej(γ) + 2 and x
mj
j = 0, we have φ(w) = 0.
Otherwise, ej(η) = ej(γ), hence φ(w) = x
ej(γ)+1
j vi. It follows that every
non-zero φ(w) has rank m+1. Moreover, every primitive monomial of
rank m + 1 has the form φ(w) for a choice of vi and j. Noting that
Rm+1(γ) =
∑
R(H.vi) where vi runs over all primitive monomials, the
induction step is complete. This proves (1) from which (4) is an obvious
consequence.
(2) Since Rℓ = Σ0 we may assume by the reverse induction on m
that part (2) holds for all k > m. Set M = Z(γ)/Rm+1(γ). By the
induction hypotheses Rm+1 = Σℓ−m−1, hence Σ(M) = Σℓ−m/R
m+1.
Therefore, were Rm a proper submodule of Σℓ−m there would be a
simple H-module L of M not contained in Rm/Rm+1. Let k be the
largest integer such that L ⊂ Rk/Rm+1. We write vi for the image of vi
in M and define rk (vi) as rk(vi). We claim that M is the span of the
images of monomials. For this is true of H.vi for a primitive vi because
the latter is the span of xjvi where x
j runs over the standard basis of
H . By part (1) same holds for Rm for every m, hence for M . In fact
we have
Rm = (vi|rk (vi) ≥ m)
Let u be a generator of L written as
(*) u =
∑
civi, 0 6= ci ∈ k
By the choice of k the sum uk of terms of (*) of rank k is nonzero. Let’s
call the number of terms for uk in the sum (*) the length of uk. We pick
a generator u with uk of the smallest length. As k < m ≤ ℓ−1 for each
vi of rank k there is j ∈ S(γ) with ij < ej + 1 where ej = ej(γ). Set
u′ = x
ej+1−ij
j u and observe that u
′ 6= 0, because distinct terms vi remain
distinct or zero upon multiplication by x
ej+1−ij
j and x
ej+1−ij
j vi 6= 0,
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since it has rank k + 1 ≤ m. However, u′k has length smaller than uk,
a contradiction.
(3) By part (1)
(**) Lm =
∑
H.vi
where vi runs over all primitive basis vectors of rank m. For each i
the set B = {xjvi|rk(x
jvi) = m} is a basis of H.vi. The proof follows
immediately, once if we show that vi is the only primitive vector of H.vi
within a scalar multiple.
Suppose u is a primitive vector of H.vi. Write out u in basis B
u =
∑
cjx
jvi, 0 6= cj ∈ k.
Since vi is primitive, the argument of Lemma 3.4 shows that
(***) ykx
jvi = djx
j−uk(qjk−1k η(akbk)− 1)vi, dj ∈ k
•
where η is the weight of vi. Monomials x
j−ukvi are distinct elements of
B, which implies that yku = 0 if and only if ykx
jvi = 0. This condition
must hold for all k and therefore, by equation (***) it is equivalent
to xj ⊗ 1η is primitive in Z(η). From the proof of part (1) we have
that for every k /∈ S(γ), jk = 0, and for k ∈ S(γ), either jk = 0, or
jk = mk − ek(γ) − 1, ek(γ) + 1. Assuming jk 6= 0, in the first case
xjvi = 0, and in the second rk(x
jvi) ≥ m + 1, hence x
jvi = 0 again.
Thus j = 0, so that u = cvi for some c ∈ k. It follows that every
H.vi is a simple module and the sum (**) is direct. For otherwise,
some primitive vi would be a linear combination of other primitive
monomials of Lm, a contradiction. 
3.3. The coradical of H∗. We denote by ⇀ and ↼ two standard
actions of H and H∗ on each other [32, Chapter 5]. For every γ ∈ Ĝ
we define subcoalgebra C(γ) by C(γ) = H ⇀ γ ↼ H .
Proposition 3.8. The family {C(γ)|γ ∈ Ĝ} contains every simple
subcoalgebra of H∗. Thus
corad (H∗) =
∑
γ∈ bG
C(γ).
Proof: It suffices to show that H ⇀ γ ≃ L(γ). To this end we
observe g ⇀ γ = γ(g)γ and yk ⇀ γ = 0 for all k. The first of these
equalities is obvious. For the second we compute
(yk ⇀ γ)(x
iyjg) = γ(xiyjgyk) = χ
−1
k (g)γ(x
iyjykg) = 0
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by the definition of γ. We see that γ is a primitive vector of weight γ.
Therefore H ⇀ γ is the image of Z(γ) under φ : 1⊗1γ 7→ γ. It remains
to show that φ(R(γ)) = 0. By Proposition 3.5 this is equivalent to the
equality xek+1k ⇀ γ = 0 for every k ∈ S(γ).
Pick an integer m. By definition of the left action
υ = (xmk ⇀ γ)(x
iyjg) = γ(xiyjgxmk ). Since every g ∈ G and every
yj, j 6= k, skew commute with xk we can reduce υ to the form
υ = cχmk (g)γ(x
iyj
′
(yjkk x
m
k )y
j′′), c ∈ k•,
where j′ = (j − 1, . . . , jk−1), j
′′ = (jk+1, . . . , jn). Using Lemma 1.3 we
see readily that υ = 0 unless i = 0, j = muk. When these conditions
hold υ = χmk (g)γ(f
m,m
m )γ(g), where f
m,m
m = (m)qk !
∏m
p=1(q
m−p
k akbk − 1)
again by Lemma 1.3. As
∏m
p=1(q
m−pγ(akbk)−1) = 0 for every k ∈ S(γ)
and m ≥ ek + 1, we conclude that every C(γ) is simple coalgebra.
On the other hand every simple H-module is isomorphic to L(γ) by
Proposition 3.5, which completes the proof. 
The functions
(3.4) cmk : Ĝ→ k, c
m
k (γ) =
m∏
p=1
(qm−pk γ(akbk)− 1)
will play a roˆle below.
4. The Drinfel’d double
4.1. Multiplication in D(H). The original definition of the Drinfel’d
double D(H) [14] of a Hopf algebra is rather technical. For an intrinsic
definition of D(H) via the double crossproduct construction see [23]-
[24]. We will follow, though, a more transparent description of D(H)
due to Doi-Takeuchi [12].
We recall that D(H) is H∗ ⊗H as a vector space and H∗cop ⊗H as
a coalgebra with the tensor product coalgebra structure. Note that if
S is the antipode of H , then (S−1)∗ is the antipode of H∗cop. There is
a natural bilinear form
τ : H∗cop ⊗H → k, τ(α, h) = α(h), for α ∈ H∗, h ∈ H.
τ is an invertible bilinear form in the convolution algebra
Homk(H
∗cop⊗H, k) with the inverse τ−1(α, h) = τ((S−1)∗(α), h). Using
τ the algebra structure on D(H) is given with product
(4.1) (α⊗ h)(β ⊗ k) = ατ(β3, h1)β2h2τ
−1(β1, h3)k
where ∆
(2)
H∗(β) = β1 ⊗ β2 ⊗ β3 and ∆
(2)
H (h) = h1 ⊗ h2 ⊗ h3. In what
follows we will drop the “⊗”-sign and write αh. The essential part of
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definition (4.1) is
hβ = τ(β3, h1)β2h2τ
−1(β1, h3)(4.2)
= β3(h1)β2h2β1(S
−1(h3))
Inverting (4.2) gives the equivalent identity
βh = τ−1(β3, h1)h2β2τ(β1, h3)(4.3)
= β3(S
−1(h1)h2β2β1(h3)
It is convenient to rewrite identities (4.2) and (4.3) in terms of actions
⇀ and ↼. An immediate verification gives
hβ = (h1 ⇀ β ↼ S
−1(h3))h2(4.4)
= β2((S
−1)∗(β1)⇀ h ↼ β3) and
βh = h2(S
−1(h1)⇀ β ↼ h3)(4.5)
= (β1 ⇀ h ↼ (S
−1)∗(β3))β2
We note that formulas (4.4) and (4.5) were obtained in [27] and [31],
respectively.
One consequence of (4.4) is the formula gαg−1 = g ⇀ α ↼ g−1.
It shows that H∗ is invariant under the action by G by conjugation.
Therefore we have a Hopf subalgebra H˜∗ := H∗#kG in D(H). Next,
suppose x is a (a, 1)-primitive element of H satisfying gx = χx(g)xg for
χx ∈ Ĝ. We associate with x two mappings φx, δx : H˜∗ → H˜∗ defined
as follows
φx(αg) = (a
−1 ⇀ α)χx(g)g
δx(α) = (α ↼ xa
−1)a− xa−1 ⇀ α and
δx(αg) = δx(α)χx(g)
for all α ∈ H∗ and g ∈ G.
Lemma 4.1. (1) φx is algebra automorphism and δx is a right φx-
derivation of H˜∗.
(2) [xs, α]φsx = [x
s−1, α]φs−1x x + x
s−1[x, φs−1x (α)]φ for every α ∈ H
∗
and s ≥ 1
Proof: (1) The claim about φx is obvious. For the rest it suffices to
show that
αx = xφx(α) + δx(α) for all α ∈ H
∗.
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Note the equalities ∆(2)(x) = a ⊗ a ⊗ x + a ⊗ x ⊗ 1 + x ⊗ 1 ⊗ 1 and
S−1(x) = −xa−1. Therefore we have from (4.5)
αx = a(a−1 ⇀ α ↼ x) + x(a−1 ⇀ α)− xa−1 ⇀ α.
As a(a−1 ⇀ α ↼ x) = (α ↼ xa−1)a by (4.4) and gx = χx(g)xg, the
proof of (1) is complete.
(2) We recall that [xs, α]φsx stands for the right derivation α 7→ αx
s−
xsφsx(α) as defined in Section 1.2. The proof of the identity is by a
direct verification. 
For the sequel we must modify the standard basis of H and the
generators of H∗. Since every g ∈ Ĝ skew commutes with all xi and yi
the set {xigyj|0 ≤ ik, jk < mk and g ∈ G} is another basis of H . We
define the functionals γ, ξk, ηk for all k ∈ n by setting
γ(xigyj) = δ0,iδ0,jγ(g)(4.6)
ξk(x
igyj) = δuk ,iδ0,j for every g ∈ G.(4.7)
ηk(x
igyj) = δ0,iδuk,j for every g ∈ G.(4.8)
By an argument almost identical to one for Lemma 2.2 one can show
Lemma 4.2. The formulas
ξckγ(x
igyj) = (c)qk !δi,cukδj,0γ(g) and
ηckγ(x
igyj) = (c)qk !δi,0δj,cukγ(g).
hold for all γ ∈ Ĝ, k ∈ n and 0 ≤ c ≤ mk.

We also record an analog of Proposition 2.4.
Proposition 4.3. (1) For every γ ∈ Ĝ and 1 ≤ k ≤ n
γξk = γ(ak)ξkγ and γηk = γ(bk)ηkγ.
(2) For all s, t ∈ n the equalities
ξsξt = χs(at)ξtξs,
ηsηt = χs(bt)ηtηs,
ξsηt = ηtξs
hold

We move on to an explicit description of multiplication in D(H). We
start off with the conjugation action of G.
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Lemma 4.4. For all g ∈ G, γ ∈ Ĝ, 1 ≤ k ≤ n the identities
gγ = γg(4.9)
gξk = χ
−1
k (g)ξkg(4.10)
gηk = χk(g)ηkg(4.11)
hold.
Proof: By (4.2) gαg−1 = g ⇀ α ↼ g−1. From the definition of
γ, ξk, ηk the equations
g ⇀ γ = γ(g)γ and γ ↼ g = γ(g)γ(4.12)
g ⇀ ξk = ξk and ξk ↼ g = χk(g)ξk(4.13)
g ⇀ ηk = χk(g)ηk and ηk ↼ g = ηk(4.14)
follow which complete the proof. 
We need a technical lemma. Below we use the convention that for
any set of variables vj, v
i = 0 if ik < 0 for at least one k.
Lemma 4.5. There are scalars c, c′, d, d′ ∈ k• depending on k, i, j and
g, h ∈ G such that
(xigyj)(xkh) = cx
i+ukghyj + c′xigh(qjk−1k akbk − 1)y
j−uk(4.15)
(ykh)(x
igyj) = dxighyj+uk + d′xi−ukgh(qik−1k akbk − 1)y
j(4.16)
Proof: Since elements of G and yl, l 6= k, skew commute with xk,
(xigyj)(xkh) = ax
ighyj
′
yjkk xky
j′′ with j′ = (j1, . . . , jk−1) and j
′′ =
(jk+1, . . . , jn). Next we use Lemma 1.2(1) according to which
yjkk xk = q
jk
k xky
jk
k − qk(jk)qk(q
jk−1
k akbk − 1)y
jk−1
k .
This formula and the fact that xk skew commutes with xl, l 6= k, com-
pletes the proof of (4.15).
The proof of (4.16) is almost identical. One must use Lemma 1.2(2)
together with the observation that xl, l 6= k, commutes with akbk. 
The next three lemmas completely determine the algebra structure
of D(H).
Lemma 4.6. For every γ ∈ Ĝ and 1 ≤ k ≤ n
γxk = γ(a
−1
k )xkγ + γ(a
−1
k )qk(γ(akbk)− 1)ηkγ(4.17)
γyk = γ(b
−1
k )ykγ − γ(b
−1
k )(γ(akbk)− 1)ξkγbk(4.18)
Proof: By Lemma 4.1 we need only compute δxk(γ). By definition
this involves finding γ ↼ xka
−1
k and xka
−1
k ⇀ γ. First we show that
(4.19) γ ↼ xka
−1
k = 0
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For by definition (γ ↼ xka
−1
k )(x
igyj) = γ(xka
−1
k x
igyj) and the latter
is zero because xka
−1
k x
igyj = cxi+ukga−1k y
j, c ∈ k•, with i+ uk 6= 0 for
all i, j, g.
Next we compute
υ := (xka
−1
k ⇀ γ)(x
igyj) = γ(xigyjxka
−1
k ).
Using (4.15) we express υ = υ1 + υ2 where υ1 = cγ(x
i+ukga−1k y
j) and
υ2 = c
′γ(xiga−1k (q
jk−1
k akbk − 1)y
j−uk). As in the proof of (4.19) υ1 = 0
for all basis elements. The definition of γ makes it clear that υ2 = 0,
unless i = 0 and j = uk. In the latter case c
′ = −qk, hence υ2 =
−qkγ(ga
−1
k (akbk − 1)). That is to say
(4.20) xka
−1
k ⇀ γ = −qkγ(a
−1
k )γ(akbk − 1)ηkγ
by Lemma 4.2, and this completes the proof of (4.17).
The proof of (4.18) is almost identical. The main steps are the
equalities
(4.21) ykb
−1
k ⇀ γ = 0 and γ ↼ ykb
−1
k = −γ(b
−1
k )γ(akbk − 1)ξkγ. 
Lemma 4.7. For all k, l ∈ n
ξlxk = xkξl + δk,l(al − χk)(4.22)
ξlyk = ykξl − δk,lq
−1
k (qk − 1)ξ
2
kbk(4.23)
Proof: We use again Lemma 4.1. Since a−1k ⇀ ξl = ξl by (4.10), it
remains to find δxk(ξl). First, we claim that
(4.24) ξl ↼ xka
−1
k = δk,lǫ
This is the matter of showing that υ = ξl(xka
−1
k x
igyuj) = δk,lδi,0δj,0. We
observe that υ = cχi−j(a−1k )ξl(x
i+ukhyj) for some h ∈ G and 0 6= c ∈ k
with c = 1 when i = 0 = j, which yields the claim by the definition of
ξl.
Next we show the identity
(4.25) xka
−1
k ⇀ ξl = δk,lχk
Now we must compute υ′ = ξl(x
igyjxka
−1
k ). Applying the straightening
out formula (4.15) we write υ′ = υ1 + υ2 where υ1 = cξl(x
i+ukga−1k y
j)
and υ2 = c
′ξl(x
iga−1k (q
jk−1
k akbk−1)y
j−uk). We note that υ2 is zero for all
i, g and j. For, if j−uk 6= 0, then surely υ2 = 0. Else, υ2 = c
′ξl(x
i(s−t))
for some s, t ∈ G, which is again zero.
As for υ1, if l 6= k, then υ1 = 0, because i+uk 6= ul for all i. Suppose
l = k. Then υ1 6= 0 if and only if i = 0 = j. If so, c = χk(g), hence
υ1 = χk(g)δi,0δj,0, which gives (4.25).
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For the proof of the second part we need two observations. First off,
the equality ykb
−1
k ⇀ ξl = 0 for all k, l is self-evident. In the second
place we claim the identity
(4.26) ξl ↼ ykb
−1
k = −q
−1
k (qk − 1)ξ
2
k
Again the proof boils down to finding υ = ξl(ykb
−1
k x
igyj) which by
(4.16) splits up as υ = υ1 + υ2 with υ1 = dξl(x
igb−1k y
j+uk) and υ2 =
d′ξl(x
i−ukgb−1k (q
ik−1
k akbk−1)y
j). Now υ1 is always zero, because j+uk 6=
ul for all j. If l 6= k, then i − uk 6= ul for all i forces v2 = 0 for all
choices of i, g, j. Take the case k = l. Now υ2 = 0 for all i, j such that
i− uk 6= uk or j 6= 0. In the remaining case, i.e. i = 2uk and j = 0, we
have from Lemma 1.2(2) the identity
ykb
−1
k x
2
k = q
−2
k ykx
2
kb
−1
k = (x
2
kyk − q
−1
k (2)qkxk(qkakbk − 1))b
−1
k
which gives d′ = −q−1k (2)qk . Noting that ξk(xk(qks − t)) = qk − 1 for
all s, t ∈ G we arrive at υ2 = −q
−1
k (2)qk(qk − 1)δi,2ukδj,0. In view of
Lemma 4.2 we obtain the desired formula. 
Lemma 4.8. For all k, l ∈ n
ηlxk = q
−1
kl xkηl + δk,l(qk − 1)η
2
k(4.27)
ηlyk = q
−1
lk ykηl + δk,lq
−1
k (χkbk − ǫ)(4.28)
Proof: The proof follows from the following equations
(4.29) ηl ↼ xka
−1
k = 0 for all l, k, and xkak ⇀ ηl = δk,l(qk − 1)η
2
k
(4.30) ykb
−1
k ⇀ ηl = δk,lq
−1
k ǫ and ηl ↼ ykb
−1
k = δk,lq
−1
k χk
A verification of these equations follows the proof of the preceding
lemma and is left for the reader. 
In keeping with our convention we put m = (m1, . . . , mn). We let
Z(m) denote [m1] × · · · × [mn]. As a consequence of the last three
lemmas we have the fact that the set of all products of xi, yj, ξk, ηl
with i, j, k, l ∈ Z(m) in any prescribed order forms a basis for D(H).
4.2. Parametrization of Simple D(H)-Modules. We denote by Γ
the group G × Ĝ. We recall that J(A) denotes the radical of algebra
A. We consider the subalgebra A = A(Γ, y, ξ) of D(H) generated by
Γ, yi, ξi for all i ∈ n. Relations (4.18) and (4.23) imply that A is a free
span of the set {yiξjgγ|0 ≤ ik, jk ≤ mk − 1, gγ ∈ Γ}. We set |i| =
∑
ik
for an n-tuple i.
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Lemma 4.9. A is a right coideal of D(H) and a basic algebra in the
sence that
A = kΓ⊕ J(A).
Proof: We let B denote the subalgebra of A generated by Γ and all
ξk. Clearly B = kΓ ⊕ J(B), where J(B) is the span of all ξ
jgγ with
|j| > 0. Since the elements of Γ skew-commute with every ξk, J(B) is
nilpotent. Let N be the largesr integer with J(B)N 6= 0. Set I to be
the span of all yiξjgγ with |i| + |j| > 0. Evidently I is a complement
of kΓ in A, and I =
∑
|i|>0 y
iB. We lift the radical filtration
B ⊃ J(B) ⊃ · · · ⊃ JN(B) ⊃ 0
to a filtration
I = I0 ⊃ I1 ⊃ · · · ⊃ IN ⊃ 0
where Ik is defined by Ik =
∑
|i|>0 y
iJk(B). Thanks to the relations
(4.18) and (4.23) the elements of B skew commute with all yiz, z ∈
Jk(B) modulo Ik+1. Therefore the Ik form an ideal filtration with nilpo-
tent quotients Ik/Ik+1 because the yk generate a nilpotent subalgebra.
Thus I = J(A).
We take up the first claim. The comultiplication of yig (cf. (2.4))
makes it clear that it suffices to show that the subalgebra B′ of H∗
generated by Ĝ and the ξk is a right coideal. Since ∆D = ∆H∗cop on H
∗
this is equivalent to B′ is a left coideal of H∗, or a right H-submodule
with respect to the ‘↼’-action. As H∗ is an H-module algebra we need
only to establish inclusion z ↼ h ∈ B′ for z and h running over the
generators of B′ and H , respectively. Now using (4.12), (4.13), and
(4.19), (4.21) we have
γ ↼ g = γ(g)γ, ξk ↼ g = χk(g)ξk for all g ∈ G, and
γ ↼ xk = 0, and γ ↼ yk = −(γ(akbk)− 1)ξkγ.
A reference to (4.24) and (4.26) completes the proof. 
The above lemma makes it obvious that every simple A-module is
1-dimensional. Pick λ ∈ Γ̂ and let kλ denote the A-module k with the
A-action defined by
J(A).1k = 0 and gγ.1k = λ(gγ).
We write 1λ for the element 1k of kλ. We define a family of D-modules
I(λ), λ ∈ Γ̂ by setting
I(λ) = D ⊗A kλ.
where we write D = D(H). As we mentioned earlier the set
{xiηjykξl|i, j, k, l ∈ Z(m)} is a basis for D(H). Therefore, directly
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from the definition we obtain that I(λ) is a free span of the set
{xiηj ⊗ 1λ|i, j ∈ Z(m)}. This is the standard basis of I(λ).
Proposition 4.10. For every λ ∈ Γ̂ the D-module I(λ) has a unique
maximal submodule.
Proof: Let Π be the hyperplane of I(λ) spanned by all {xiηj ⊗ 1λ}
with |i|+ |j| > 0. We claim that every proper D-submodule M of I(λ)
lies in Π. If not, then
1⊗ 1λ +
∑
|i|+|j|>0
ci,jx
iηj ⊗ 1λ ∈M for some ci,j ∈ k
By an argument verbatim to one used in the proof of Lemma 4.9 the
xi, ηj generate a nilpotent subalgebra of D. Therefore
z =
∑
|i|+|j|>0 ci,jx
iηj ⊗ 1λ is nilpotent, hence 1⊗ 1λ ∈ M ,
a contradiction. 
Let R(λ) denote the radical of I(λ), i.e the sum of all proper sub-
modules or zero, if I(λ) is simple. We set
L(λ) = I(λ)/R(λ).
Let M be a D-module. An element 0 6= v ∈M is called weight element
of weight µ ∈ Γ̂ if
gγ.v = µ(gγ)v holds for all gγ ∈ Γ.
We say that v 6= 0 is primitive if J(A).v = 0. We note that every
D-module M contains primitive weight elements, in fact, a simple sub-
module of the A-socle of M is spanned by a primitive element.
The subalgebra of D(H) generated by H∗ and xk is an Ore extension
with the automorphism φxk : α 7→ (a
−1
k ⇀ α), α ∈ H
∗, and a right φxk-
derivation δxk determined on generators of H
∗ by relations (4.17) and
(4.27). Therefore for every α ∈ H∗, αxsk =
∑s
i=0 x
i
kαi for some αi ∈ H
∗.
The next two lemmas give a more precise form of these identities.
Lemma 4.11. There are polynomials h
(s)
i (t) for s = 1, 2, . . . , i =
1, 2, . . . s such that
(4.31) [xsk, ηk]φsxk =
s∑
i=1
h
(s)
i (qk)x
s−i
k η
i+1
k
Proof: To simplify notation we drop the subscript k and set φ = φxk .
We induct on s noting that the case s = 1 holds by (4.27). First we
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have φs(η) = a−s ⇀ η = q−sη by (4.14). Now the induction hypothesis
and Lemma 4.1(2) give the identity
[xs+1, η]φs+1 = q
−sxs[x, η]φ + (
s∑
i=1
h
(s)
i (q)x
s−iηi+1)x
It remains to pass ηi+1 over x. We have by Lemma 4.1(1) that
ηi+1x = q−(i+1)xηi+1 + δx(η
i+1). There δx is a right φ-derivation with
δx(η) = (q − 1)η
2 by (4.27). We claim that for every m
(4.32) δx(η
m) = (q − 1)(m)q−1η
m+1
For by (1.15) δx(η
m+1) = δx(η
m)q−1η + ηm(q − 1)η2, and assuming
the formula for m we get δx(η
m+1) = (q − 1)(q−1(m)q−1 + 1)η
m+2 as
asserted. 
Lemma 4.12. There are polynomials g
(s)
i (t) for s = 1, 2, . . . , i =
1, 2, . . . s such that
(4.33) [xsk, γ]φsxk = γ(a
−s
k )(x
s
k +
s∑
i=1
g
(s)
i (qk)c
i
k(γ)x
s−i
k η
i
k)γ
where cik(γ) are functions defined in (3.4).
Proof: We suppress the subscript k as in the preceding lemma. We
argue by induction on s starting with (4.17). Since
φs(γ) := a−s ⇀ γ = γ(a−s)γ, Lemma 4.1 gives
[xs+1, γ]φs+1 = x
sγ(a−s)[x, γ]φ + [x
s, γ]φsx
= γ(a−(s+1))qc1(γ)xsηγ + γ(a−s)(
s∑
i=1
gi(q)ci(γ)xs−iηiγ)x
the last equality by (4.17) and the induction hypothesis. The proof
will be completed if we show that
(ηiγ)x = γ(a−1)(κ1xη
iγ + κ2(q
iγ(ab)− 1)ηi+1γ),
where κi are some polynomials of q. This equality is derived as follows.
First, Lemma 4.1 lets us write
(ηiγ)x = x(a−1 ⇀ ηiγ) + δx(η
iγ). Next, the ‘⇀’ action is an algebra
homomorphism, hence a−1 ⇀ ηiγ = q−iγ(a−1)ηiγ with the help of
Lemma 4.4. Lastly, recalling that δx is a right φ-derivation we compute
δx(η
iγ) = δx(η
i)φ(γ) + ηiδx(γ)
= (q − 1)(i)q−1η
i+1γ(a−1)γ + γ(a−1)qc1ηi+1γ
= γ(a−1)[(q − 1)(i)q−1 + q(γ(ab)− 1)]η
i+1γ
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where the second line is written by (4.32) and the basic relation (4.17).
It remains to note that the expression in the square brackets equals
q−(i−1)(qiγ(ab)− 1). 
We record for the future reference
(4.34) δxk(η
i
kγ) = q
−(i−1)
k γ(a
−1
k )(q
i
kγ(akbk)− 1)η
i+1
k γ
We move on to the general case of the preceding lemma. For an n-
tuple i we write ci = c
i1
1 · · · c
in
n . We recall that a
s stands for as11 · · · a
sn
n .
Lemma 4.13. For every pair (s, t) with s, t ∈ Z(m) there are polyno-
mials gi = gi(q1, . . . , qn), i ≤ s such that
(4.35) γ(xsηt)⊗1λ = λ(γ)γ(a
−sbt)(xsηt⊗1λ+
∑
i≤s
gici(γ)x
s−iηt+i⊗1λ)
Proof: We derive from the previous lemma that γ(xsηt) ⊗ 1λ is the
sum of monomials mi = γ(a
−s)gi11 · · · g
in
n ci(γ)x
s1−i1
1 η
i1
1 · · ·x
sn−in
n η
in
n γη
t.
Now observe that ηi skew commutes with every xj , j 6= i, all ηj , and
γηt = γ(bt)ηt by Proposition 4.3(1). Thus mi can be rewritten as
qp11 · · · q
pn
n x
s−iηt+i for a suitable integers pi and the lemma follows. 
We begin to build the weight space decomposition of I(λ). For g ∈ G
we denote by gˆ the character of Ĝ sending γ to γ(g) for every γ ∈ Ĝ.
For s, t ∈ (Z)n and λ ∈ Γ we define the character λs,t by
λs,t = λâ−sbtχ
s+t.
Recall the idempotent eλ = |Γ|
−1
∑
gγ λ
−1(gγ)gγ associated to λ ∈ Γ.
We denote by es,t the idempotent corresponding to λs,t. We define
vector vs,t by the formula vs,t = es,t(x
sηt⊗1λ). In the same spirit we let
Is,t(λ) denote the weight space es,tI(λ). We put an equivalence relation
on the set Z(m)×Z(m) by declaring (s, t) ∼ (s′, t′) if and only if λs,t =
λs′,t′. We let [s, t] denote the equivalence class of (s, t).
Lemma 4.14. (1) The set
{vs,t|s, t ∈ Z(m)}
is a basis for I(λ).
(2) The set
{vs′,t′ |(s
′, t′) ∈ [s, t]}
is a basis for Is,t(λ).
(3) I(λ) =
⊕
{Is,t|s, t ∈ Z(m)}
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Proof: (1) The defining relations of H and (4.11) make it clear that
xsηt ⊗ 1λ has G-weight λ|Gχ
s+t. This observation combined with the
previous lemma shows that
(4.36) vs,t = x
sηt ⊗ 1λ +
∑
i<s
gicix
s−iηt+i ⊗ 1λ
where ci := |G|
−1
∑
γ∈ bG ci(γ) is the average value of ci over Γ. We see
that vs,t has the leading term x
sηt ⊗ 1λ. We claim that the set in part
(1) is linearly independent. Else, there is a linear relation
(*)
∑
κs,tvs,t = 0, 0 6= κs,t ∈ k. Pick (s
′, t′) such that s′ is the largest
among all (s, t) involved in (*) and t′ is the smallest among all (s′, t)
involved in (*) in the ordering of §2.1. Then xs
′
ηt
′
⊗ 1λ can not get
cancelled, a contradiction. As dim I(λ) = card |Z(m)|, the assertion
holds.
(2) and (3). We note that every vs′,t′ with (s
′, t′) ∈ [s, t] lies in Is,t(λ)
by the definition of the latter, hence dim Is,t(λ) ≥ |[s, t]|. However,
the sum of cardinalities of the distinct sets [s, t] equals dim I(λ). On
the other hand, sum of Is,t(λ) is direct of dimension no greater than
dim I(λ). This proves (2) and (3). 
The next theorem is the main result of this section. We note that
the theorem and its proof resemble theorems of Curtis [11] and Lusztig
[21] on parametrization of simple modules.
Theorem 4.15. The simple modules L(λ), λ ∈ Γ̂, are a full set of
representatives of simple D-modules.
Proof: As every simple D-module L is generated by a primitive
weight element, L is the image of I(λ) for a suitable λ. It remains
to show that L(λ) ≃ L(µ) implies λ = µ. Let Π be the hyperplane
in I(λ) of Proposition 4.10, and denote by P its image in L(λ). Were
L(λ) ≃ L(µ), there would be a primitive vector v of weight µ in L(λ).
We note that P is a proper subspace of L(λ). For, a linear relation
1⊗ 1λ +
∑
ci,jx
iηj ⊗ 1λ ≡ 0 mod R(λ)
implies 1⊗ 1λ ∈ R(λ), because the xl, ηk generate a nilpotent subalge-
bra, a contradiction. As λ 6= µ by assumption, v is a linear combination
of the images of vs,t with (s, t) 6= (0, 0). By (4.36) v ∈ P , hence, as v
is primitive, L(λ) is the span of all xiηjv. Refering to Lemma 4.11 we
see that P is invariant under multiplication by ηk and, of course, xl.
Thus L(λ) ⊂ P , a contradiction. 
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4.3. The Loewy Filtration of I(λ).
4.3.1. Action of generators on standard basis. Our ultimate goal is to
describe action of generators of D on the weight basis of I(λ). The
next proposition is a key step toward this goal. It runs smoothly under
a certain restriction on the datum for H . We don’t know whether this
restriction is essential for our results.
For an even m we put m′ = m/2.
Definition 4.16. We say that a simply linked datum D is half-clean
if G does not have nontrivial relations r = 1 of the form
r =
n∏
i=1
(aibi)
ti
with ti = 0 or m
′
i.
The above definition has the following implication for the set of rela-
tions of G. G does not have relators r =
∏n
i=1(aibi)
ti 6= 1 with ti < mi
for all i. For, since χj(aibi) = 1 for every j 6= i, χi(r) = χi(aibi)
ti = q2tii .
Therefore r = 1 implies 2ti ≡ 0 mod mi. Thus ti = 0 if mi is odd, and
ti = 0 or m
′
i, otherwise.
Proposition 4.17. Suppose D is a half-clean datum, s ∈ Z(m) and
t ∈ Zn.
(1) For every i, 0 < i ≤ s,
es,t(x
s−iηt+i ⊗ 1λ) = 0.
(2) For every k ∈ n and every i, 0 ≤ i ≤ s,
es+uk,t(x
s−iηt+uk+i ⊗ 1λ) = 0.
(3) For every i, 0 ≤ i ≤ sk − 1,
es,t−uk(x
s−(i+1)ukηt+iuk ⊗ 1λ) = 0.
Proof: As a preliminary to the proof we point out that for every
abelian group G,
∑
γ∈ bG γ(g) = |G|δ1,g.
(1) Put v = xs−iηt+i ⊗ 1λ. By Lemma 4.13 and (4.11) v acquires
weight λs−i,t+i upon multiplication by gγ. One can see readily that
λ−1s,tλs−i,t+i = (̂ab)
i. Consequently Lemma 4.13 gives the equality
(*) es,t.v =
∑
j≤s−i
gj{|G|
−1
∑
γ∈ bG
γ((ab)i)cj(γ)}x
s−i−jηt+i+j ⊗ 1λ
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We begin to work out the inner sum in (*). First, for a positive integer
m and every k ∈∈ we have the expansion
cmk (γ) =
m∑
l=0
(−1)m−l
(
m
l
)
qk
q
(l2)
k γ((akbk)
l)
by the Gauss’ binomial formula [17].
Replacing m by jk and l by lk and letting k run over n we see that
the inner sum in (*) equals |G|−1
∑
l≤j γ((ab)
i+l). Since i+ l ≤ s < m
our assumption on D imply that (ab)i+l 6= 1 for every l, whence the
sum vanishes by the opening remark, and this proves (1).
(2) We set v = xs−iηt+uk+i ⊗ 1λ. A simple verification gives
λ−1s+uk,tλs−i,t+uk+i =
̂(ab)i+uk . Repeating the argument leading up to
the equality (*) we derive that
es+uk,tv =
∑
j≤s−i
gj{|G|
−1
∑
γ∈ bG
γ((ab)i+uk)cj(γ)}x
s−i−jηt+uk+i+j ⊗ 1λ.
Applying the Gauss’ binomial formula to cj(γ) we have∑
γ∈ bG
γ((ab)i+uk)cj =
∑
l≤j
κlσl, κl ∈ k, where(**)
σl =
∑
γ∈ bG
γ((ab)i+uk+l)(***)
Further we note that, as i+l ≤ s, if sk < mk−1, we have 0 < i+uk+l <
m, hence the sum (***) is zero for all l, and therefore the sum (**) is
zero for all j. Same conclusion holds if sk = mk−1, but jk < sk. What
remains to be considered is the case when lk = jk = mk − 1− ik. Now
lk + ik + 1 = mk, hence the exponent on ηk in η
t+uk+i+j is ≥ mk, and
therefore this term vanishes. Thus the sum (**) is always zero, and (2)
is done.
(3) can be reduced to (1) by replacing t with t− uk. 
From now on we assume that D is half-clean. We need one more
commutation formula.
Lemma 4.18. For every s ≥ 1 and every k ∈ n there are functions rsi
of qk, 1 ≤ i ≤ s such that
(4.37) [xsk, ξk]φsxk = (s)qkx
s−1
k (ak − q
−(s−1)
k χk) +
s−1∑
i=1
rsix
s−1−i
k η
i
kχk
Proof: As before we drop the subscript k throughout. We induct on
s noting that the formula holds for s = 1 by (4.22). To carry out the
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induction step we use Lemma 4.1(2), namely
[xs+1, ξ]φs+1 = x
s[x, a−s ⇀ ξ]φ + [x
s, ξ]φsx
(which by (4.13),(4.22), and the induction hypothesis equals)
xs(a− χ) + (s)qx
s−1(a− q−(s−1)χ)x+
s−1∑
i=1
rsix
s−1−iηiχx
For every m = s− i, i > 0 the coefficient of xm is of the form rs+1i η
i+1χ
by (4.34) as needed. It remains to compute the coefficient of xs. Using
(4.17), we have χx = q−1xχ + (q2 − 1)ηχ, hence (a − q(s−1)χ)x =
x(qa − q−sχ) + κηχ for some κ ∈ k. Thus this coefficient equals (a −
χ)+(s)q(qa−q
−sχ) = (s+1)q(a−q
−sχ) and the proof is complete. 
In what follows we set vs,t = 0 if sk or tk is zero for some k ∈ n. We
derive now action of ηk, ξk on I(λ).
Proposition 4.19. For each k ∈ n and s, t ∈ Z(m) there are roots of
unity θ, θ′ such that
(1) ηkvs,t = θvs,t+uk
(2) ξkvs,t = θ
′(sk)qk(λ(akχ
−1
k )− q
−(sk−1)
k )vs−uk,t
Proof: (1) We start off by deriving action of ηk, ξk on idempotents
es,t. Pick µ ∈ Γ. We have
ηkeµ = |Γ|
−1
∑
µ((gγ)−1)ηkgγ = |Γ|
−1(
∑
µ((gγ)−1)χk(g
−1)̂bk(γ
−1)
= eνηk where ν = µb̂kχk
Setting µ = λs,t we obtain the first identity, namely
(4.38) ηkes,t = es,t+ukηk
For ξk we can show similarly that
(4.39) ξkes,t = es−uk,tξk
We continue with part (1). In order to apply (4.38) we must expand
ηkx
sηt ⊗ 1λ in the standard basis of I(λ). By (4.27) ηk skew commute
with xl for all l 6= k. For l = k we use Lemma 4.11 to pass ηk over x
sk
k .
Noting that ηk skew commutes with every ηl we arrive at the equality
(4.40) ηkx
sηt ⊗ 1λ = θx
sηt+uk ⊗ 1λ +
s∑
i=1
hix
s−iukηt+(i+1)uk ⊗ 1λ
where hi are some elements of k. By part (1) of the preceding proposi-
tion es,t+uk annihilates x
s−iukηt+(i+1)uk ⊗1λ for every i ≥ 1, which gives
(1).
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(2) We begin by working out an expansion of ξkx
sηt ⊗ 1λ in the
standard basis of I(λ). Set s′ = (s1, . . . , sk−1, 0, . . . , 0) and s
′′ =
(0, . . . , 0, sk+1, . . . , sn). Noting that ξk commutes with xl for every l 6= k
and commutes with all ηl, as well as the equality ξk.1λ = 0, we have
with the help of Lemma 4.18 the first equality,viz.
(*) ξkx
sηt ⊗ 1λ = (sk)qkw0 +
sk−1∑
i=1
κiwi
where κi ∈ k, w0 = x
s′xsk−1k (ak − q
−(sk−1)
k χk)x
s′′ηt ⊗ 1λ and
wi = x
s′xsk−i−1k η
i
kχkx
s′′ηt ⊗ 1λ.
The rest of the proof will be carried out in steps. (i) By (3.3) and
(4.17) χkxl = q
−1
lk xlχk, and also akxl = q
−1
lk xlak for l 6= k. Further ak
skew commutes with ηt with scalar χt(ak) and χk skew commutes with
ηt with scalar χk(b
t). As χt(ak) = χk(b
t) by condition (D1), it follows
that w0 = θ
′(λ(akχ
−1
k − q
−(sk−1))xs−ukηt ⊗ 1λ.
(ii) We claim that ηikχk skew commutes with xl for every l 6= k, or,
equivalently, δxl(η
i
kχk) = 0. Indeed, δxl(ηk) = 0 holds by (4.27) and
δxl(χk) = 0 follows from the first line of proof of (i). Since δxl is a skew
derivation, the claim follows. As ηk, χk skew commute with all ηl it
becomes clear that wi = κx
s−(i+1)ukηt+iuk ⊗ 1λ for some κ ∈ k.
From (i) and (ii) we have the expansion
ξkx
sηt ⊗ 1λ = θ
′(sk)qkλ(akχ
−1
k − q
−(sk−1)
k )x
s−ukηt ⊗ 1λ
+
sk−1∑
i=1
κix
s−(i+1)ukηt+iuk ⊗ 1λ(4.41)
Applying es−uk,t to equality (4.41) we arrive by Proposition 4.17(1)
at the desired result. 
The next lemma gives a commutation relation between some gener-
ators of H and primitive idempotents.
Lemma 4.20. For every ∈ n and s, t ∈ Z(m)
(1) xkes,t = es+uk,txk + qk(es,t+uk − es+uk,t)ηk
(2) ykes,t = es,t−ukyk + qk(es,t−uk − es−uk,t)bkξk
Proof: Combining Lemmas 4.1, 4.4, 4.6 and Proposition 4.3 we com-
pute
xkgγ = χk(g
−1)γ(ak)gγxk − qkχk(g
−1)(γ(ak)− γ(b
−1
k ))gγηk
ykgγ = χk(g)γ(bk)gγyk + qkχk(g)(γ(bk)− γ(a
−1
k ))gγbkξk
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It follows that for every µ ∈ Γ̂ xkeµ splits up into the sum
xkeµ = eµ′xk − qk(eµ′ − eµ′′)ηk where µ
′ = µχkâ
−1
k and µ
′′ = µχkb̂k.
Similarly ykeµ = eµ′yk + qk(eµ′ − eµ′′)bkξk where µ
′ = µχ−1k b̂
−1
k and
µ′′ = µχ−1k âk. Setting µ = λs,t we obtain the lemma. 
We can now describe action of xk on I(λ). Briefly, xk acts as a
raising operator, however, not literally, because the set of weights is
not ordered.
Proposition 4.21. For every k ∈ n and s, t ∈ Z(m) there are roots of
unity θ, θ′ such that
xkvs,t = θvs+uk,t + θ
′vs,t+uk .
Proof: Since xk skew commutes with every xl, l 6= k, xk(x
sηt)⊗ 1λ =
θxs+ukηt⊗ 1λ. By the previous lemma the latter monomial contributes
vs+uk,t to xkvs,t. We move on to w := ηkx
sηt⊗ 1λ. From the expansion
(4.40) and Proposition 4.17(1) we see that es,t+ukw = θ
′vs,t+uk . On the
other hand part (2) of that proposition gives es+uk,tw = 0, and this
completes the proof. 
We isolate one step of the next proposition in-
Lemma 4.22. For every k ∈ n and t < mk there holds
ykη
t
k = q
t
kη
t
kyk − (t)qkη
t−1(qtkχkbk − ǫ)
Proof: We use induction on t, the case t = 1 is covered by Lemma
4.8. Let φ : H∗ → H∗ be the automorphism φ(α) = bk ⇀ α,α ∈ H
∗.
Below we drop the subscript k on yk, ηk. For the induction step we
make use of (1.14) which allows us to write
φ[y, η
t+1] = φ[y, η
t]η + qtηtφ[y, η]
= −(t)qη
t−1((qtχb− ǫ)η − qtηt(χb− ǫ))
where for the last line we used the induction hypothesis and the basis
of induction. One can check easily the equality χbη = q2ηχb which
leads to the equality φ[y, η
t+1] = −ηt(qt((t)qq + 1)χb − ((t)q + q
t)ǫ) =
−ηt(t + 1)q(q
tχb− ǫ). 
We finish this section by showing that yk acts as a lowering operator.
More presicely
Proposition 4.23. For every k ∈ n and s, t ∈ Z(m) there are roots of
unity θ, θ′ such that
ykvs,t = θ(tk)qk(λ(χkbk)− q
−(tk−1)
k )vs,t−uk(4.42)
+ θ′(sk)qk(λ(akχ
−1
k )− q
−(sk−1)
k )vs−uk,t
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Proof: In view of Lemma 4.20 we want to express ykx
sηt ⊗ 1λ and
ξkx
sηt ⊗ 1λ in the standard basis of I(λ). For the second of those
vectors the expansion is given by (4.41). Multiplying (4.41) by es−uk,t
and es,t−uk in turn, we get the second summand of (4.42) and zero,
respectively, by Proposition 4.17(1),(3).
We turn now to w = ykx
sηt ⊗ 1λ. yk skew commutes with xl and
ηl for l 6= k. For l = k the product ykx
sk
k can be streightened out by
Lemma 1.2(2). In addition akbk commutes with xl for l 6= k and skew
commutes with all ηl. It follows that
w = κxsykη
t ⊗ 1λ + µx
s−ukηt ⊗ 1λ
where κ, µ ∈ k with κ a root of unity. Since es,t−uk annihilates the
second monomial in w by Proposition 4.17(3), we turn to the first
summand in w. Using the preceding lemma and the fact that yk.1λ = 0
w reduces to the form θ(tk)qk(λ(χkbk) − q
−(tk−1)
k )x
sηt−uk ⊗ 1λ which,
upon multiplication by es,t−uk , becomes the first summand of (4.42).

4.3.2. The Main Theorems. In this section we will show that represen-
tation theory of D(H) in I(λ) follows the pattern established for H in
Theorem 3.7.
Definition 4.24. For λ ∈ Γ̂ we let S(λ) stand for all j ∈ n satisfying
the condition
λ(ajχ
−1
j ) = q
−ej
j or(4.43)
λ(bjχj) = q
−e′j
j(4.44)
for some 0 ≤ ej, e
′
j ≤ mj − 2
Those constants depend on λ. We write them as ej(λ), e
′
j(λ) when
this dependance must be emphasized.
For an n-tuple a ∈ Zn we define the rank of a as the number rk(a)
of all j ∈ S(λ) satisfying aj ≥ ej + 1. We define the rank of x
sηt ⊗ 1λ
by rk(xsηt ⊗ 1λ) = rk(s) + rk(t).
Lemma 4.25. A weight vector vs,t is primitive if and only if
sj = 0, ej + 1 or tj = 0, e
′
j + 1 for every j ∈ S(λ), and sk = 0, tk = 0
for every k /∈ S(λ).
Proof: This follows immediately from Proposition 4.19 and Proposi-
tion 4.23. 
Let’s denote the D- module generated by a set X by 〈X〉.
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Proposition 4.26. R(λ) is generated by the primitive elements of
rank 1.
Proof: Suppose v is primitive. From definition of primitivity we have
that 〈v〉 is the span of all xsηtv. Let now v has rank 1. Then v has the
form wj = v(ej+1)uj ,0 or w
′
j = v0,(e′j+1)uj . From Propositions 4.19 and
4.21 we see that 〈v〉 is the span of either all vc,d with c ≥ (ej + 1)uj
and d ≥ 0 or vc,d with c ≥ 0 and d ≥ (e
′
j + 1)uj. Therefore were
R(λ) 6=
∑
j∈S(λ) 〈wj〉 + 〈w
′
j〉 there would be a weight vector v ∈ R(λ)
involving vs,t with sj ≤ ej and tj ≤ e
′
j for all j ∈ S(λ). We may assume
that vs,t is the minimal such in the sense that R(λ) doesn’t contain
weight vectors whose expansion in the standard basis involves vc,d with
either c < s and d ≤ t or c ≤ s and d < t. Let
v = vs,t +
∑
cs′,t′vs′,t′, cs′,t′ ∈ k
be the expansion of v in the standard basis of I(λ). If s = 0 = t, then
1 ⊗ 1λ +
∑
(s,t)6=(0,0) vs,t ∈ I(λ), hence, as xi, ηi generate a nilpotent
subalgebra, 1 ⊗ 1λ ∈ R(λ), a contradiction. Else, set v
′ = ξkv and
v′′ = ykv. Then, either sk 6= 0 for some k, hence v
′ involves a weight
vector smaller than vs,t by Prposition 4.19, or s = 0, but tk 6= 0, and
then the same holds for v′′ by Proposition 4.23. In either case we arrive
at a contradiction. 
For the dimension formula we introduce some subsets of S(λ). We
let S(1)(λ), S(2)(λ) and S(3)(λ) be defined by the conditions
S(1)(λ) = {j ∈ S(λ)|j satisfies only (4.43)}
S(2)(λ) = {j ∈ S(λ)|j satisfies only (4.44)}
S(3)(λ) = S(1)(λ) ∩ S(2)(λ)
Corollary 4.27. For every λ ∈ Γ̂
dimL(λ) =
∏
j /∈S(λ)
m2j
∏
j∈S(1)(λ)
(ej+1)mj
∏
j∈S(2)(λ)
(e′j+1)mj
∏
j∈S(3)(λ)
(ej+1)(e
′
j+1).
Proof: By definition L(λ) = I(λ)/R(λ). By the above proposition
L(λ) is the span of all vs,t with sj ≤ ej and tj ≤ e
′
j for j ∈ S
(1)(λ)
or j ∈ S(2)(λ), respectively, and arbitrary integers within [0, mj − 1],
otherwise. 
We refer to section 3.2 for a discussion of the Loewy and socle series.
We denote by ℓ(λ) the Loewy length of I(λ).
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Theorem 4.28. (1) For every m < ℓ(λ) Rm(λ) is generated by the
primitive vectors of rank m.
(2) The radical and the socle series coincide.
(3) The Loewy layers Lm := Rm(λ)/Rm+1(λ) are given by the for-
mula
Lm ≃ ⊕{L(µ)|µ is weight of primitive basis vector of rank m}.
(4) ℓ(λ) = |S(1)(λ)|+ |S(2)(λ)|+ 1
Proof: (1)-(4). We abbreviate R(λ) to R. We induct on m. The fact
that I(λ) is generated by 1 ⊗ 1λ gives the basis of induction. Suppose
(1) holds for Rm. The induction step will be carried out in steps.
(i) Let vs,t be a primitive vector of rankm, and µ = λs,t be its weight.
We claim that S(i)(µ) = S(i)(λ) for i = 1, 2, 3. Namely, ej(µ) = ej(λ) if
sj = 0, and ej(µ) = mj − ej(λ)− 2, otherwise. Similarly, e
′
j(µ) = e
′
j(λ)
if tj = 0, and e
′
j(µ) = mj − e
′
j(λ)− 2, otherwise. This follows from the
calculation
χs+tâ−sbt(akχ
−1
k = χ
s+t(ak)χk(a
sb−t)
= [
∏
m6=k
χsmm (ak)χ
tm
m (ak)]χ
sk
k (ak)χ
tk
k (ak)[
∏
m6=k
χk(a
sm
m )χk(b
−tm)]
χk(a
sk
k )χk(b
−tk
k ) =
∏
m6=k
[χm(am)χk(am)]
sm [χm(ak)χk(b
−1
m )]
tm
χ2skk (ak) = χ
2sk
k (ak)
with the last equality by the datum conditions (D1-D2). Similarly
χs+tâ−sbt(bkχk) = χ
2tk
k (bk). Therefore µ(akχ
−1
k ) = λ(akχ
−1
k )χ
2sk
k (ak)
and µ(bkχk) = λ(bkχk)χ
2tk
k (bk). It follows that if sk = 0 or tk = 0, then
the value of µ and λ at akχ
−1
k or bkχk coincide. Else, sk = ek(λ) + 1 or
tk = e
′
k(λ)+1, whence µ(akχ
−1
k ) = λ(akχ
−1
k )q
2(ek(λ)+1)
k = q
−(mk−ek(λ)−2)
k ,
or similarly µ(bkχk) = q
−(mk−e
′
k
(λ)−2)
k . This proves our claim.
(ii) Since vs,t is primitive of weight µ there is a D-epimorphism φ :
I(µ) → Dvs,t determined on the generator by φ : 1 ⊗ 1µ 7→ vs,t. It
follows that R(Dvs,t) = φ(R(µ)), hence, by the preceding proposition,
we have that R(Dvs,t) =
∑
Dφ(w) where w runs over the primitive
vectors of I(µ) of rank 1. Put fj = ej(µ) + 1 and f
′
j = e
′
j(µ) + 1 for
brevity. We know that w is either wj = eν(x
fj
j ⊗1µ) or w
′
j = eν′(η
f ′j
j ⊗1µ)
for some j ∈ S(µ) where ν = µfjuj ,0 and ν
′ = µ0,f ′juj are weights of wj
and w′j , respectively. We consider two cases.
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(a) Suppose w = wj. Since µ = λs,t we have
ν = λs,tâ−fjujχ
fjuj = λs+fjuj ,t.
Therefore φ(w) = eνx
fj
j vs,t which by Lemma 4.21 is seen to be
eν(
∑
l+k=fj
cl,kvs+luj ,t+kuj) for some cl,k ∈ k.
Furthermore, the equality of characters λs+luj ,t+kuj = ν is equivalent
to a−lj b
k
j = a
−fj
j which, in view of fj = l + k, reduces to (ajbj)
k = 1.
By our assumption on datum the last condition holds only for k = 0.
Thus eνx
fj
j vs,t = cvs+fjuj ,t, c ∈ k, and c 6= 0 by another application
of Lemma 4.21. The last formula and part (i) make it clear that if
j ∈ S(1)(µ) = S(1)(λ) and sj = 0, then φ(w) is a primitive vector of
rank m + 1. If sj = ej(λ) + 1, then fj = ej(µ) + 1 = mj − ej(λ) − 1
again by part (i), hence fj + sj = mj, whence φ(w) = 0.
(b) We let w = w′j. Proposition 4.3(1) and Lemma 4.4 show that
η
f ′j
j ⊗ 1µ has weight ν
′, hence w′j = η
f ′j
j ⊗ 1µ. By Proposition 4.19(1)
φ(w) = cvs,t+f ′juj , c 6= 0. If j ∈ S
(2)(λ) and tj = 0, then f
′
j = e
′
j(λ) + 1,
hence φ(w) is a primitive vector of rank m + 1. Otherwise, by an
argument as above, f ′j + tj = mj , which gives φ(w) = 0. It remains to
note that the primitive vectors constructed in (a) and (b) account for
all primitive vectors of rank m+ 1.
For (4) we note that every element of S \ S(3) contributes a one and
every element of S(3) contributes a two to the rank function. Thus
the largest value the rank function can have is |S \ S(3)| + 2|S(2)| =
|S(1)|+ |S(2)|.
(2) We begin the argument as in the same part of Theorem 3.7. We
assume by the reverse induction on m that Rm+1 = Σℓ−m−1 and we let
M = I(λ)/Rm+1. We want to prove the equality Rm/Rm+1 = Σ(M).
Assuming it does not hold, there is a simple D-module L in Σ(M)
not contained in Rm/Rm+1. Let k be the largest integer such that
L ⊂ Rk/Rm+1. We denote by v the image of v ∈ I(λ) in M . We define
rk(vs,t) = rk(vs,t).
Our first step is to show that M is the free span of all vs,t with
rk(vs,t) < m. Indeed, a vs,t of rank ≥ m + 1 is characterized by the
property that sj ≥ ej + 1 or tj′ ≥ e
′
j′ + 1 for some j, j
′ ∈ S(λ) of the
total number greater than m. Therefore there is a primitive vc,d such
that sj = cj +kj and tj′ = dj′ + lj′ for some positive integers kj and lj′.
Now a glance at Propositions 4.19 and 4.21 leads to conclusion that
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vs,t lies in x
iηjvc,d. Since by part (1) R
m+1 is generated by primitive
vectors of rank m+ 1, the assertion follows.
Let u be a generator of L written in basis B as
(*) u =
∑
cs,tvs,t, 0 6= cs,t ∈ k.
The sum uk of all vc,d of rank k occuring in (*) is nonzero. Let’s call
the number of terms in the sum (*) for uk the length of uk. We pick
a generator u with uk of the smallest length. Fix one vc,d involved in
uk. Assuming k < m we can find j ∈ S(λ) such that cj < ej(λ) + 1 or
dj < e
′
j(λ) + 1. Suppose cj < ej(λ) + 1. Set lj = ej(λ) + 1 − cj and
ν = λc+ljuj ,d. By the argument used in the proof of (1,(iia)) for every
vector vs,t, eνx
lj
j vs,t = κvs+ljuj ,t, κ ∈ k
•. Since vc+ljuj ,t has rank k + 1,
we see that eνx
lj
j u is a nonzero generator with a lesser number of basis
monomials of rank k, a contradiction.
Assuming dj < e
′
j(λ)+1, set lj
′ = e′j(λ)+1−dj . Using the argument
of part (1,(iib)) we deduce that ηl
′
j
′
u is a nonzero element of L with the
lesser number of basis monomials of rank k. This completes the proof
of (2).
(3) We keep notation of part (2). By part (1)
(**) Lm =
∑
D.vs,t
where vs,t runs over all primitive basis vectors of rank m. Fix one vs,t.
By Propositions 4.19 and 4.21 D.vs,t is the span of the set
Bs,t = {vc,d|rk(vc,d) = m and c ≥ s, d ≥ t}. The condition rk(vc,d) = m
forces 0 ≤ cj ≤ ej if j ∈ S
(1)(λ) and sj = 0, and, likewise, 0 ≤ dj ≤ e
′
j if
j ∈ S(2)(λ) with tj = 0. If j ∈ S
(1)(λ) or j ∈ S(2)(λ) with sj = ej+1 or
tj = e
′
j+1, then 0 ≤ cj ≤ mj−ej−2 or 0 ≤ dj ≤ mj−e
′
j−2, respectively.
For j /∈ S(λ), cj, dj take on every value in [mj ]. Therefore by part 1(i)
and the dimension formula of Corollary 4.27 |Bs,t| = dim L(λs,t). As
D.vs,t ⊃ L(λs,t) we obtain the equality D.vs,t = L(λs,t). Now, were sum
(**) not direct, some vs,t would be a linear combimation of elements of
other Bs′,t′ . Since vs,t is a basis element, it would lie in some D.vs′,t′.
However, from Theorem 4.15 one sees that every simple D-module has
a unique line of primitive elements, a contradiction. 
The (neo)classical quantum groups of Drinfel’d, Jimbo and Lusztig
have the group of grouplike equal to the direct sum of cyclic subgroups
generated by the grouplike associated to the ‘positive’ or ‘negative’
half of skew primitive generators. In the finite-dimensional case (see
e.g. [21]) the orders of all qi are odd. In general those two conditions
on datum are independent of each other. We call datum D classical
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if either all |qi| are odd, or the elements {ai, bi}i∈n are independent in
the sense that they generate subgroup equal to the direct sum of cyclic
subgroups generated by ai and bi. We turn to liftings H with classical
data. We will give a complete description of the lattice of submodules
of I(λ) for every λ ∈ Γ̂. This is possible because the lattice of D-
submodules turns out to be distributive, a consequence of the next
lemma.
Lemma 4.29. Suppose D is classical. Then D is half-clean and the
weights λs,t, s, t ∈ Z(m) are distinct.
Proof: The first assertion holds by definition if all |qi| are odd. Else,
suppose the set {ai, bi}i∈n is independent. Then
∏n
i=1(aibi)
t
i = 1 implies
atii = 1 for all i. Since χi(ai) = qi and qi has order mi, s is divisible by
mi, which proves that D is half-clean.
Moving on to the second claim we must show that s = s′ and t = t′
whenever â−sbtχs+t = â−s′bt′χs
′+t′ . This equation is equivalent to
a−sbt = a−s
′
bt
′
χs+t = χs
′+t′
Set pi = si − s
′
i and ri = ti − t
′
i for all i. We rewrite the above two
equations as
a−pbr = 1(*)
χp+r = 1(**)
Suppose {ai, bi}i∈n are independent. The equation (*) implies equalities
apii = 1 and b
ri
i = 1 for all i. As χi(ai) = χi(bi) = qi and the latter
has order mi, we see that pi and ri are divisible by mi. Since −mi <
pi, ri < mi we conclude that pi = 0 = ri, and this holds for all i.
Next assume that all mi are odd. We induct on n assuming the
lemma holds for every datum on < n points. Since for n = ∅ the claim
is vacuously true we proceed to the induction step. Applying χ1 to the
equality (*) gives
(!) χ1(a1)
−p1χ1(b1)
r1
n∏
i=2
χ1(ai)
−piχ1(bi)
ri = 1
Using datum conditions (D1)-(D2) we have χ1(a1) = χ1(b1) = q1, χ1(ai)
−1 =
χi(a1) and χ1(bi) = χi(a1). Therefore equality (!) takes on the form
qr1−p11
n∏
i=2
χi(a1)
pi+ri = 1.
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Further, evaluating the left side of (**) at a1 we get the equality
qp1+r11
n∏
i=2
χi(a1)
pi+ri = 1.
It follows that r1− p1 ≡ r1+ p1 mod mi. In addition taking the value
of the left side of (**) at b1 we have
qp1+r11
n∏
i=2
χi(b1)
pi+ri = qp1+r11
n∏
i=2
χi(a1)
−(pi+ri) = 1.
Comparing the last two equalities we see that q
2(p1+r1)
1 = 1 whence
p1 + r1 ≡ 0 mod mi, as mi is odd. It follows that both pi and ri are
divisible by mi, hence p1 = 0 = r1, and the proof is complete. 
The above lemma makes it clear that all vectors vs,t, s, t ∈ Z(m) have
distinct weights. Therefore every weight subspace Iµ(λ) := eµI(λ)
is one-dimensional. Since I(λ) is a semisimple kΓ̂-module I(λ) ≃
⊕µ∈bΓmµL(µ) where mµ is the multiplicity of L(µ) in I(λ). As L(µ)
contains a µ-weight vector, mµ ≤ 1 for all µ. Thus I(λ) is a multiplic-
ity free module for all λ ∈ Γ̂. We digress briefly into a general theory
of such modules. For an alternate treatment see [1]
Let A be an algebra and M a left A-module of finite length with
every simple A-module occuring at most once in a composition series
of M . Let Λ be the submodule lattice of M . Λ is distributive by a
standard criterion [8, II.13]. An element J 6= 0 will be called local (or
join-irreducible [8]) if A ⊂
6=
J and B ⊂
6=
J imply A+B ⊂
6=
J . Clearly the
radical R(J) is a unique maximal submodule of J . We let R(J) = 0 if
J is simple. Let J = J (M) denote the poset (partially ordered set)
of local submodules ordered by inclusion. By [8, Cor. III.3] J forms a
distinguished basis for Λ in the sense that every X ∈ Λ has a unique
representation as the sum of an irredundant set of local submodules.
Let S be the set of all composition factors of M . It turns out that J
also determines S and the way composition factors are ‘stuck’ together.
The precise statement is-
Proposition 4.30. In the foregoing notation
(1) Let N = J1+ · · ·+Jk be an irredundant sum of local submodules
of M . Then each Ji is a maximal submodule of N ,
R(N) =
k∑
i=1
R(Ji) and N/R(N) =
k⊕
i=1
Ji/R(Ji).
(2) The mapping J 7→ J/R(J) sets up a bijection between J and S.
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(3) The composition length of M equals |J |.
(4) For L ∈ S let J(L) be the preimage of L under the map in (2).
For any two simple modules L and L′, L occurs before L′ in a
composition series of M if and only if J(L) and J(L′) are either
incomparable in J or J(L) ⊃ J(L′).
Proof: (1) Suppose N is as in (1). Let K =
∑k
i=1R(Ji). Then
Ji ∩ K = R(Ji) +
∑
k 6=i Ji ∩ R(Jk) = R(Ji) because Ji ∩ R(Jk) ⊂
Ji ∩ Jk ⊂ R(Ji). Therefore N/K ≃
⊕k
i=1 Ji/R(Ji), hence K ⊃ R(N).
On the other hand, Ji +R(N)/R(N) is semisimple for all i, hence
R(N) ∩ Ji ⊂ R(Ji), whence R(N) ⊂ K.
(2) Taking filtration M ⊃ R(M) ⊃ R2(M) ⊃ · · · ⊃ 0 we see by
part (1) that every composition factor of M is of the form J/R(J) for
some J ∈ J . Thus the mapping J → S, J 7→ J/R(J) is onto. Were
J/R(J) ≃ J ′/R(J ′) for some J 6= J ′, the multiplicity m of J/R(J) in
M would be ≥ 2. For, if J ⊃ J ′, then refining J ⊃ J ′ ⊃ 0 we get
m ≥ 2. Else, we refine J + J ′ ⊃ J ⊃ 0, and get m ≥ 2, again. By our
assumption that M is multiplicity free, the assertion follows.
(3) is [8, Lemma III.2]. It also follows immediately from part (2) as
the composition length is |S| = |J |.
(4) Suppose there is a composition series of M with L preceding L′.
Say L = A/B and L′ = B/C. By part (1) J(L) ⊂ A and J(L′) ⊂ B.
Since J(L) 6⊂ B, lest we have the multiplicity of L ≥ 2, we see that
J(L) 6⊂ J(L′). Suppose J(L) and J(L′) are incomparable. The refining
M ⊃ J(L) + J(L′) ⊃ J(L′) ⊃ 0 we get L before L′, and refining M ⊃
J(L) + J(l′) ⊃ J(L) ⊃ 0 reverses the order of their appearance. 
We return to modules I(λ) assuming the datum to be classical. For
every primitive vector vs,t we define pair of sets (S
′(vs,t), S
′′(vs,t) by
S ′(vs,t) = {j ∈ S(λ)|sj = ej +1} and S
′′(vs,t) = {j ∈ S(λ)|tj = e
′
j +1}.
We let P = P (λ) denote the set of all pairs (S ′, S ′′) with S ′ ⊂ S ′(λ)
and S ′′ ⊂ S ′′(λ). We turn P into a poset by defining an ordering
(S ′, S ′′)  (T ′, T ′′) if and only if S ′ ⊆ T ′ and S ′′ ⊆ T ′′. The main result
is
Theorem 4.31. In the foregoing notations with H = H(D) and D =
D(H)
(1) A submodule J of I(λ) is local if and only if J is generated by
a primitive weight vector.
(2) The poset J of local submodules of I(λ) is isomorphic to P .
(3) The composition length of I(λ) equals 2ℓ(λ)−1
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Proof: (1) Since all vs,t have distinct weights every submodule M of
I(λ) is the span of M ∩ B where B = {vs,t|s, t ∈ Z(m)}. Therefore, if
J is generated by a single basis vector v ∈ B, then were J = K +M ,
v would lie in K or N , hence J is local. Conversely, if J is local, then,
as J =
∑
v∈J∩B Dv, we have J = Dv for some v.
Let v = vs,t be a generator of J . If sk 6= 0 for some k /∈ S(λ) or
sk 6= ek+1 for some k ∈ S(λ), then by Propositions 4.19 and 4.21 ξkvs,t
also generates J . Thus we can assume that sk = 0 for every k /∈ S(λ)
and sk = 0, ek+1 for every k ∈ S(λ). We come to a similar conclusion
about every tk, viz. tk = 0 if k /∈ S(λ) and tk = 0, e
′
k + 1 for every
k ∈ S(λ) by using Propositions 4.19 and 4.23. This proves (1)
(2) Let ψ : J → P be the mapping sending J to ψ(v) := (S ′(v), S ′′(v))
where v is a primitive generator of J . By primitivity of v, J is the span
of all xiηjv. Therefore Propositions 4.19(2) and 4.21 give the relation
ψ(w)  ψ(v) for every primitive weight vector w ∈ J . This shows first
that if v and w generate J then ψ(w) = ψ(v), so that ψ is well-defined,
and second that ψ is isotonic, which yields (2)
(3) By part (3) of the preceding proposition the composition length
of I(λ) equals |J |, hence |P |. The latter is 2|S
(1)|+|S(2)| which yields the
claim by Theorem 4.28(4). 
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