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1. Einleitung 
Ständiger weltweiter Wandel in Kultur, Landwirtschaft und Klima erfordert neue Ansätze zur 
Entwicklung von Zuchtverfahren für neue Kulturpflanzensorten. Vor 100 Jahren gab es welt-
weit 1 000 000 000 Menschen, heute hat sich diese Anzahl versechsfacht! Es erscheint nicht 
möglich, die Ernährung der wachsenden Weltbevölkerung ausschließlich auf rein traditionel-
lem Wege sicher zu stellen. Selektionsauswahl von Individuen mit wünschenswerten Eigen-
schaften haben in der Pflanzenzucht eine Jahrtausende alte Tradition. Heute versucht man, 
Methoden zu finden, um zielgerichteter gewünschte Eigenschaften in neuen Sorten zu kombi-
nieren. Die direkte Lokalisierung quantitativer Gene im Genom der Pflanzen könnte zielge-
richtetere Neuzuchten ermöglichen. Insbesondere veränderte Umweltbedingungen (Wandel 
des Wetters, Erwärmung des Weltklimas mit nachfolgender Veränderung großer Wetterströ-
mungen) können in Zukunft in weiten Landstrichen zu Dürre und Verkarstung führen. In Zu-
sammenhang mit erhöhtem Bevölkerungsdruck sind Forschungen in diesem Bereich zwin-
gend notwendig, um binnen kürzerer Fristen (d. h. innerhalb von Jahren statt Jahrzehnten) auf 
wandelnde Umweltbedingungen zu reagieren. Das Ziel sollte in der langfristigen Versorgung 
aller Menschen mit dem Lebensnotwendigen bestehen.  
 
In der quantitativen Genetik versucht man, auf der Basis von bekannten Zusammenhängen 
auf unbekannte Gene rückzuschließen, welche in ihrer Summe quantitative Eigenschaften  
   
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hervorrufen. Beispielhaft zu nennen sind Resistenzmechanismen gegen amerikanische Abar-
ten des Maiszünslers, welcher in Mittel - und Südamerika für hohe Ernteausfälle von bis zu 
80 % der Maisernte verantwortlich ist. Gelingt es, die Lage (und Ausprägung) quantitativer 
Gene festzustellen, so kann ein Zuchtziel viel effektiver geplant und überprüft werden.  
Gensequenzierung führte dazu, dass für die meisten Kulturpflanzen die Polynucleotidsequen-
zen vorliegen oder feststellbar sind. Die aus (unterschiedlich langen) Sequenzen gebildeten 
Gene, welche zusammenwirkend landwirtschaftliche Eigenschaften realisieren, müssen je-
doch erst lokalisiert werden.  
Fragestellung: Neuere Verfahren der Intervallkartierung suchen das Genom von Pflanzen 
schrittweise nach Hinweisen auf das Vorhandensein quantitativer Gene ab. Dabei werden in 
Abhängigkeit der Kreuzungsexperimentdesigns genetische Modelle zumeist auf der Basis von 
gemischten Normalverteilungen gewählt, welche Verteilungsannahmen hinsichtlich der Auf-
spaltung der unbeobachtbaren quantitativen Gen-Realisationen modellieren. Verwendung 
finden Modelle mit zufälligen und Modelle mit zufälligen und festen Effekten. Der einfacher 
in Standardsoftware integrierbare Regressionsansatz wird oft verwendet, indem Mittelwerte 
der zufälligen Effekte genutzt werden. Für die einfachste Form dieses Ansatzes erhält man 
sehr ähnliche Ergebnisse im Vergleich zu Maximum-Likelihood-Schätzern. In dieser Arbeit 
wird untersucht werden, inwieweit die Maximum-Likelihood-Schätzung der Parameter mit 
Hilfe von iterativen EM-Algorithmen zusätzliche, von den Regressionslösungen abweichende 
Schätzer liefert. Es muss betont werden, dass der iterative EM-Algorithmus als Funktion des 
Startwertes gerade keine eindeutigen Ergebnisse sondern beispielsweise bei Profilverfahren 
mehrere Zweige einer Lösungsmannigfaltigkeit liefert und somit zusätzliche Information in 
Abhängigkeit von gewählten Startwerten resultiert. Die hier beispielhaft dargestellte Berech-
nung von EM- und EMV-Maximum Likelihood-Schätzern für ein einfaches lineares Modell 
eines F2-Generations-Kreuzungs-schemas kann auf jedes andere genetische lineare Modell, 
welches in der quantitativen Genanalyse Verwendung findet, angewandt werden.  
   
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In Kapitel 2 wird zunächst eine Einführung in grundlegende genetische Begriffe und Zusam-
menhänge gegeben. Diese sind zum näheren Verständnis der nachfolgend beschriebenen Ver-
fahren notwendig. 
Dann folgt in Kapitel 3 ein Überblick klassischer Genkartierungsmethoden, welche in den 
letzten Jahrzehnten entwickelt wurden und eine Einführung in die Idee der Intervallkartie-
rung. 
In Kapitel 4 wird sodann der EM-Algorithmus allgemein und im Zusammenhang mit ge-
mischten Normalverteilungen beschrieben. Sodann erfolgt die Übertragung der vorher be-
schriebenen Sachverhalte auf ein genetisches F2-Generationsmodell. Hier wird zunächst eine 
Möglichkeit beschrieben, EM-Schätzwerte für die sogenannten Profilverfahren der Intervall-
kartierung zu berechnen. Sodann wird ein Formalismus hergeleitet, an Stelle von Profilen1 
direkte "EMV"-Schätzer zu erhalten, somit tritt an die Stelle eines Profils je aktuellem Unter-
suchungsintervall im Genom ein einziger Maximierungschritt der Loglikelihood hinsichtlich 
der Gesamtdimension. 
In Kapitel 5 erfolgt ein Einführung in die Experimentaldaten mit Beschreibung der 
Datenvorbereitung. 
Kapitel 6 beschreibt die Datenauswertung der Experimentaldaten; sie erfolgt graphisch und 
anhand von Tabellen der Schätzwerte. 
Resultate werden in Kapitel 7 dargestellt: Hier ist zu betonen, dass man zusätzlich zu den ana-
log zur Regressionsanalyse auftretenden "Basislösungen" weitere Maximum-Likelihood-
Schätzer findet. Diese müssen auf ihre Praxistauglichkeit hin untersucht werden. Insbesondere 
die als "Kofaktorlösung" bezeichneten Maximum-Likelihood-Schätzer sind aller  
                                               
1
 mit einer Reduktion der Dimension der Loglikelihood um 1 und einer anschließenden Maximierung der Loglikelihood 
hinsichtlich dieser Dimension mit Hilfe eines diskreten Profils 
   
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Wahrscheinlichkeit nach nicht spurios2 und legen nahe, im genetischen Modell alle Marker 
(oder aber: keine Marker) zu Kofaktoren zu machen, um eine Willkür, welche beispielsweise 
bei der Vorauswahl von Kofaktoren mit Regressionsansätzen geschieht, auszuschließen.  
                                               
2
 Eine spuriose Lösung ist eine mathematische Lösung, die keine Entsprechung zu naturwissenschaftlichen (oder sonstigen 
empirischen) Daten hat. 
  	   
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2. Genetische Grundlagen 
Einige grundlegende Begriffe und genetische Zusammenhänge werden kurz erklärt, da sie 
zum Verständnis der später beschriebenen Methoden notwendig sind (vgl. Kull, Knodel 
(1980), Hennig (1998)). Wenn in einer Ausgangsgeneration (Parental Generation) eines 
Kreuzungsexperimentes zwei homozygote3, monogen hybride4 Pflanzen (im Experiment: 
Inzuchtlinien) miteinander gekreuzt werden, so kann man ein Kreuzungsschema erstellen. 
Die hier beispielhaft dargestellte Eigenschaft sei die Farbe der Samen: gelb (dominant, in 
der Parentalgeneration mit Genotyp YY) und rot (rezessiv, in Parentalgeneration mit Geno-
typ yy), wobei im Phänotyp (Erscheinungsbild) ein rezessives Allel des Genotyps von ei-
nem dominanten Allel überlagert wird. Der Genotyp eines Gens umfasst jeweils zwei Alle-
le. Im Beispiel mögliche Allele sind Y und y. 
 
Abbildung 2.1:Parental Generation eines Kreuzungsexperimentes und F1 Generation 
 
                                               
3
 gleicherbige 
4
 d. h. nur ein Gen berücksichtigende und sich in einem Merkmal unterscheidende 
  	   
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Die Gameten sind in Abbildung 2.1 grün (Y) und rot (y) dargestellt. Nach Mendels Uni-
formitätsgesetz treten in der ersten Filialgeneration F1 nur Pflanzen mit gelben Samen auf.  
Kreuzt man Pflanzen dieser Generation wieder (üblicherweise über Selbstbefruchtung) 
miteinander, so erhält man nach dem Spaltungsgesetz von Mendel  
 
Abbildung 2.2: Selbstbefruchtung der F1-Pflanzen 
 
in der zweiten Filialgeneration die in Abbildung 2.2 dargestellte Aufspaltung des Phäno-
typs im Verhältnis 3:1 und des Genotyps im Verhältnis 1:2:1. 
 
  	  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 
 9 
Abbildung 2.3: Aufspaltung der Eigenschaft Samenfarbe der Nachkommen in der F2 Generation 
 
Der Phänotyp einer Pflanze eines dominant rezessiven Erbgangs erlaubt es nicht, Rück-
schlüsse auf den Genotyp der Pflanze zu ziehen, d. h. die F2 Pflanzen mit Genotyp YY 
haben das gleiche phänotypische Erscheinungsbild wie die Pflanzen mit Genotyp Yy (also 
mit den Allelen Y und y). Den Genotyp einer gelben F2 Pflanze kann man ausschließlich 
über eine Testkreuzung feststellen. Hier wird eine Testkreuzung mit einer rezessiv homo-
zygoten Pflanze dargestellt. Die Testkreuzung dieses Beispiels kann als eine Rückkreu-
zung betrachtet werden, da der rezessiv homozygote Genotyp dem des rezessiven Elter aus 
der Parentalgeneration entspricht. 
 
 
 
 
Abbildung 2.4: Testkreuzung einer homozygot (Genotyp YY)-und einer heterozygot (Yy)-dominanten 
Pflanze mit einer homozygot rezessiven Pflanze (yy) 
 
 
 
  	   
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Der homozygot dominante Genotyp (mit gelben Samen) wird ausschließlich gelbbesamte 
Nachkommen haben, da sich wieder das Uniformitätsgesetz realisiert (Abbildung 2.4, 
links). Der heterozygot dominante Genotyp (ebenfalls gelb besamt) wird dagegen im Ver-
hältnis 1:1 gelb- und rot-besamte Nachkommen hervorbringen (Abbildung 2.4, rechts). 
Es gibt selbstverständlich viele weitere Erbgänge als den beispielhaft dargestellten domi-
nant-rezessiven. Bei einem kodominanten Erbgang beeinflussen beide Allele den Phänotyp 
in unterschiedlicher Weise, so dass der Genotyp direkt aus dem Phänotyp ablesbar ist; das 
Zahlenverhältnis des Genotyps in einem Kreuzungsschema entspricht dann dem des Phä-
notyps. 
Betrachtet man dihybride oder polyhybride F2 Kreuzungen, bei welchen sich die Pflanzen 
in 2 oder mehr Merkmalen voneinander unterscheiden, so erhält man ebenfalls feste Auf-
spaltungsverhältnisse der Merkmalskombinationen der Nachkommenschaft.  
 
  	   
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Abbildung 2.5: Zwei Genorte A und B (mit Allelen A, a und B, b): Crossing over (rechts) und unab-
hängige Allelverteilung (links) in der Meiose (Keimzellenbildung) 
 
Dabei kann es vorkommen, dass zusätzlich zu den von Mendel beschriebenen Zahlenver-
hältnissen noch eine geringe Anzahl von sog. Rekombinanten auftritt. Dies geschieht im-
mer dann, wenn zwei der untersuchten Eigenschaften (Merkmale) ihre Genorte auf dem 
gleichen Chromosom (in der gleichen Kopplungsgruppe, d. h. im gleichen 
Chromosomenabschnitt) haben. Dann kommt es bei der Bildung der Keimzellen 
(Gameten) in der Meiose zu sog. Kopplungsbrüchen oder Crossing over (Abbildung 2.5, 
rechts).   
  	   
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Die Anzahl auftretender Rekombinanten zwischen zwei Genorten gibt Auskunft über rela-
tive Abstände der beiden Genorte zueinander und ermöglicht letztendlich die Konstruktion 
von Genkarten. Zwei sehr nah beieinander liegende Genorte werden weniger Crossing o-
ver, und damit weniger Rekombinanten eines Kreuzungsexperimentes hervorbringen, als 
zwei weiter voneinander entfernt liegende Gene. In einer Genkarte werden bekannte Gene 
des Genoms in linearer Reihenfolge angeordnet dargestellt. Die Anzahl von Rekombinan-
ten wird meist in Centimorgan (cM) angegeben (Czihak et. al., 1990): 
  
Zahl der Rekombinanten
m  , cM = m 100 [cM]
Gesamtzahl der Nachkommen
= ⋅   (2.1) 
 
m wird als Morgans Kartierungsfunktion bezeichnet. Morgans Kartierungsfunktion (map-
ping function) ist nur für kleine Genabstände sinnvoll, da bei großen Abständen zwischen 
zwei Genen die Frequenz von Doppel-Crossing over steigt. Es gilt für 3 Genorte A, B und 
C (Liu, 1998): 
  AC AB BC AB BCr r r 2 r r= + − ⋅ ⋅     (2.2) 
AB BCr r⋅  ist die Frequenz für Doppel-Crossing over. Die Einheit cM kann mit Hilfe von 
Kartierungsfunktionen in Rekombinationsfrequenzen überführt werden, welche für die 
später beschriebenen QTL- Kartierungsmethoden benötigt werden.Für große Genabstände 
verwenden viele Kartierungsansätze Haldanes Kartierungsfunktion:  
  ( )2 m1r 1 e
2
− ⋅
= −     (2.3) 
Die maximale Rekombinationsfrequenz r ist dann gegeben als r=0,5 und steht für eine un-
abhängige Verteilung der Allele zweier Gene bei der Weitergabe an die Filialgeneration.  
 
 
    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3. Genkartierungsmethoden in der Pflanzenzucht 
3.1 Klassische QTL-Kartierungsmethoden 
In der Vergangenheit wurden eine Vielzahl von Methoden zur Schätzung von Gen(-Ort)-en 
(sog. QTL: quantitative trait loci) quantitativer Eigenschaften von Pflanzen entwickelt. Es 
war und ist in der Pflanzenzucht von großem Interesse, festzustellen, von welchen Genen 
eine Eigenschaft wie die Wuchshöhe oder der Ertrag einer Pflanzensorte beeinflusst wer-
den. 
Auf den folgenden Seiten wird ein kurzer Einblick in die Entwicklungsgeschichte von Me-
thoden der quantitativen Genanalyse gegeben.  
 
Traditioneller Ansatz der quantitativen Genetik 
Beginnend mit Sachs (1923) wurden in der quantitativen Genetik Verfahren entwickelt, um 
in der Nähe eines bekannten Markers ein Gen/ QTL zu lokalisieren, welches die Ausprä-
gung einer untersuchten Eigenschaft beeinflusst. 
Bei Inzuchtexperimenten kann man in verschiedenen Kreuzungsschemata als bekannt vor-
aus setzen, dass die Nachkommen eines Kreuzungsexperimentes bestimmte Markergeno-
typkombinationen aufweisen. In einem (monohybriden) Rückkreuzungsexperiment ist be-
kannt, dass die Nachkommen in der einen Gruppe den Markergenotyp AA und in der ande-
ren Gruppe von Nachkommen den Genotyp Aa besitzen Zunächst ging man so vor, dass 
die phänotypischen Mittelwerte zweier Gruppen von Nachkommen eines 
Pflanzenzuchtexperimentes verglichen wurden. 
      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Man berechnete in einem ersten einfachen Regressionsansatz einen Substitutionseffekt 
(auch additiver Effekt genannt) des Austauschs des Allels A gegen das Allel a durch 
Schätzen der Differenz der Gruppenmittel. Dieser phänotypische Effekt einer Allelsubsti-
tution wurde mit einen einfachen t-Test (Ann.: Normalverteilung der zugrunde liegenden 
Populationen) mit folgender Hypothese überprüft: 
0 D AA Aa 1 DH : ( ) 0   vs.   H : 0µ = µ −µ = µ ≠    (3.4) 
Es wurde also getestet, ob die Differenz der Gruppenmittel der Nachkommensgruppen mit 
Markergenotyp AA und Aa gleich 0 ist, um das Vorhandensein eines phänotypischen Ef-
fekts im Kreuzungsexperiment zu überprüfen. 
Lander und Botstein (1989) beschrieben einige Nachteile dieser Methode: 
(i) Falls der quantitative Merkmalsgenort (QTL) nicht in der direkten Umgebung des Mar-
kerlocus zu finden ist, so kann der phänotypische Effekt stark unterschätzt werden. Für 
eine Rekombinationsfrequenz (nach Haldanes Kartierungsfunktion) von  
( )Abstand zwischen Marker und QTL in cM=Centimorgan 0,01,  falls der Abstand 50 cM
 r =  
0,5 sonst
⋅ ≤
(3.5) 
kann der phänotypische Effekt einen Bias von ( )( )1- 2 r⋅  haben, bzw. um diesen Faktor 
nach unten verzerrt sein. Beweis: Falls die beiden QTL Genotypklassen phänotypische 
Mittelwerte von 0 und 1 haben, so haben die beiden Markerklassen phänotypische Mittel-
werte von r und (1-r). Dies folgt aus der Definition der Rekombinationsfrequenz. 
(ii) Falls der QTL nicht auf dem Markerlocus zu finden ist, so wächst die Nachkommen-
zahl, welche zum Nachweis des QTL benötigt wird, deutlich an. Insbesondere gilt, dass die 
durch den Marker erklärte Varianz um ( )21 2 r− ⋅  abnimmt und  
          	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die Anzahl benötigter Nachkommen dementsprechend um den Faktor ( )21 1 2 r− ⋅  zu-
nimmt.  
(iii) Der Ansatz definiert keine mögliche oder wahrscheinliche Position des QTL. Enge 
Kopplung zu einem QTL mit geringem Effekt lässt sich nicht unterscheiden von entfernter 
Kopplung zu einem QTL mit großem Effekt. 
(iv) Die im Ansatz verwendete Fehlerwahrscheinlichkeit 1. Art mit 0,05α =  berücksich-
tigt nicht die Tatsache, dass an vielen Markern getestet wird, ob ein QTL vorhanden ist. 
Das Risiko, ein QTL fälschlicherweise zu lokalisieren beträgt (nach Gleichung (3.1)) an 
einem Marker nur 5%, allerdings ist natürlich die Chance, irgendwo im Genom fälschli-
cherweise ein QTL zu lokalisieren sehr viel höher.  
Die hier aufgeführten Nachteile des traditionellen Ansatzes entstehen dadurch, dass man 
die Marker einen nach dem anderen analysiert. 
 
Parallel zur traditionellen Methode entstand die  
Maximum Likelihood Methode 
Man kann den traditionellen Ansatz der linearen Regression des Phänotyps auf den Geno-
typ als einen Spezialfall der Maximum Likelihood Methode ansehen. Es gilt dann folgen-
der Zusammenhang: 
  i i ia b gφ = + ⋅ + ε     (3.6) 
iφ  seien die Realisationen der quantitativen Eigenschaft, g sei eine (0,1)-Indikatorvariable, 
welche die Anzahl von a Allelen des rückgekreuzten Elters im oben genannten  
      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Rückkreuzungsexperiment angibt5, ε  ist eine normalverteilte Zufallsvariable mit 
Erwartungswert 0 und Varianz 2σ , i (=1,2,...,n) ist die Nummer des untersuchten 
Studienobjekts einer Stichprobe von n Pflanzen des Experimentes, a, b und 2σ  sind 
unbekannte Parameter. b steht hier für den geschätzten phänotypischen Effekt einer 
einzelnen Allel-Substitution an einem vermuteten QTL. In einem solch einfachen linearen 
Modell entsprechen die Lösungen der linearen Regression ( )2ˆˆ ˆa, b,σ  den Maximum 
Likelihood Schätzern (MLEs) der Parameter. Es handelt sich also um die Werte, welche 
die Likelihoodfunktion ( )2L a, b,σ  maximieren, wobei man die Likelihoodfunktion als die 
Wahrscheinlichkeit ansehen kann, dass die beobachteten Daten in dieser Form aufgetreten 
sind (es handelt sich um die Dichtefunktion der Zufallsvariable, welche die untersuchte 
Eigenschaft kreiert unter der Annahme von variablen Parametern und festen Realisationen 
der Zufallsvariable). Dann gilt: 
  ( ) ( )( )n2 2i i
i 1
L a,d, f a b g ,
=
σ = φ − − ⋅ σ∏    (3.7) 
und  
( ) ( ) ( )1 22 2 2 2f x, 2 exp x 2−σ = ⋅π ⋅σ ⋅σ      (3.8) 
ist Normaldichte von x mit Varianz 2σ . 
 
Für Maximum Likelihood Schätzer wird häufig ein Likelihoodquotienten Test unter der 
Hypothese 0H : b 0=  durchgeführt. Aus der Tradition praktischer Anwendungen in der 
                                               
5
 Mögliche Genotypen des rückgekreuzten Elters sind AA und Aa. 
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Humangenetik heraus verwendet man dabei in der quantitativen Genetik den sog. LOD 
Score mit dem dekadischen Logarithmus als Teststatistik: 
( ) ( )( )2210 0 0ˆˆ ˆˆ ˆLOD log L a, b, L a ,0,= σ σ ,     (3.9) 
Ebenso gut kann man selbstverständlich den natürlichen Logarithmus (ln( . )) verwenden 
(es gilt: ( ) ( ) ( )10ln x ln 10 log x= ⋅ ). Der Ausdruck (3.9) wird groß, wenn die Loglikelihood 
unter der Hypothese H0 deutlich kleiner als die Loglikelihood-Funktion am Schätzwert 
(unter der Alternative) ist. Wenn ein Testwert T überschritten wird, so nimmt man an, dass 
ein QTL am untersuchten Marker vorliegt. Die Maximum Likelihood Methode wurde an 
einer Vielzahl von Markern angewendet und beinhaltet somit dieselben Probleme wie die 
traditionelle Methode.  
 
3.2 Intervallkartierung 
In den 80-er Jahren des letzten Jahrhunderts entwickelte man Verfahren, welche die Loka-
lisierung einer Vielzahl von Markergenen im Genom von Kulturpflanzen ermöglichten. 
Führt man heute Kreuzungsexperimente mit Kulturpflanzen (z. B. Maissorten) durch, so 
kann man zumeist die Genotypen einer großen Anzahl von Markergenen feststellen. Viele 
der benötigten Verfahren sind aufwändig und teuer, da das Erbmaterial der Pflanzen im 
Labor untersucht werden muss. In der Datenauswertung in Kapitel 6 wird ein Beispiel ei-
ner RFLP (restriction fragment length polymorphism)-Markergenkarte angegeben. Mar-
kergenkarten werden anhand der Häufigkeit auftretender Rekombinanten zwischen 
verschiedenen Markergenen geschätzt. Die verwendeten Rekombinationsfrequenzen geben 
die relative Lage der Markergene zueinander im Genom  
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wieder. Allerdings hängt es vom verwendeten Verfahren ab, welche Markerreihenfolge 
ermittelt wird, so dass diese nicht eindeutig ist.  
Die Standardsoftware der Intervallkartierung Mapmaker 3.0 nach Lander et. al. (1987), 
Lincoln et. al.(1992) und (1993)) ermöglicht das Schätzen von Markergenkarten und wird 
in der Praxis sehr häufig verwendet. 
 
Abbildung 3.1: Intervallkartierung: Ein Markerintervall der Länge x cM mit untersuchten Positionen, 
den zugehörigen Profilwerten L1, L2,...,Lx der Schätzwerte an Positionen 1,2,..., x und Lageschätzer 
des QTL p*. 
 
Die Methoden der Intervallkartierung verwenden eine vorhandene Markergenkarte, um das 
gesamte Genom (oder interessierende Teile des Genoms) mit Markerintervallen zu überde-
cken. Jeweils zwei benachbarte Markergene bilden dann ein Markerintervall. Abbildung 
3.1 zeigt ein schematisiertes Beispiel eines Markerintervalls zwischen den Markern Nr. i 
und Nr. (i+1). Das Intervall hat die Länge von x cM, so dass man mit Haldanes Kartie-
rungsfunktion die Rekombinationsfrequenz r zwischen dem linken und rechten Marker 
berechnen kann. Dann untersuchen Intervallkartierungsverfahren  
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schrittweise jede mögliche Position innerhalb des Intervalls (in Abständen von 1, 2 oder 
auch 5 cM), um festzustellen, ob das mutmaßlich vorhandene quantitative Merkmalsgen 
innerhalb des Markerintervalls einen Genort (QTL= quantitative trait locus) besitzt. Hierzu 
werden Parameterschätzmethoden auf Modelle mit Zufallseffekten (einfache Intervallkar-
tierung, SIM) bzw. auf Modelle mit gemischten (zufälligen und festen) Effekten (zusam-
mengesetzte Intervallkartierung, CIM) angewandt. Die zufälligen Effekte werden für Ver-
teilungen der ansonsten unbeobachtbaren QTL-Genotypen benötigt. Regressionsschätzver-
fahren für SIM-Modelle wurden von Knapp et. al. (1990), Haley and Knott (1992), Knott 
und Haley (1992), Haley et. al. (1994) Martinez und Curnow (1992), Jansen (1992) und 
(1993) diskutiert. Hier werden die zufälligen Effekte eines einfachen linearen Modells 
durch ihre Erwartungswerte ersetzt. Lander und Botstein (1989) und Jansen (1993) schlu-
gen vor, die Intervallkartierung mit Maximum-Likelihood-Methoden durchzuführen, dabei 
spielt der EM-Algorithmus zur Schätzung der unbekannten genetischen Parameter eine 
wichtige Rolle. CIM-Modelle entwickelte man, indem in SIM-Modelle Markerinformation 
in Form einer Kofaktormatrix integriert wurde. Diese Verfahren wurden zuerst von Jansen 
(1993) und Zeng ((1993) und (1994)) angeregt. Zudem fanden viele Diskussionen statt 
hinsichtlich der Wahl entsprechender genetischer Modelle, welche in die statistischen In-
tervallkartierungsmodelle integriert werden. Es gibt daher für verschiedene Kreuzungexpe-
rimente und experimentelle Designs eine Vielzahl von Methoden. Doerge et. al. (1997) 
geben einen Überblick bestehender Verfahren.  
Probleme hinsichtlich fehlender Markerinformationen ("missing values") wurden für Reg-
ressionsmodelle von Martinez and Curnow (1994) diskutiert (vgl. auch Little, (1992), Litt-
le and Rubin (1986), Jiang and Zeng (1997)). Ebenso wurden (insbesondere für Regressi-
onsanalyse- Modelle) Ansätze entwickelt, um Umwelteinflüsse in die Auswertung  
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zu integrieren (Sari-Gorla et. al. (1997) (1) und (2)). Es existieren Ansätze, um die Anzahl 
quantitativer Gene in ein Modell zu integrieren (Jansen (1994), Jansen and Stam (1994), 
Sillanpää and Arjas (1998)).  
Auch Verfahren für multiple QTL-Modelle wurden bereits diskutiert (Moreno-Gonzalez 
(1992), Jansen (1993), Rodolphe und Lefort (1993), Kao et al (1999)). In Kapitel 4 wird 
gezeigt, wie EM-Schätzer für ein F2-Kreuzungsexperiment hergeleitet werden können. 
Dabei wird ein CIM-Modell verwendet, das SIM kann man für einen solchen Modellie-
rungsansatz immer als einen Spezialfall des CIM-Modells ansehen (bei welchem die Ko-
faktorkomponente wegfällt). In der Datenauswertung (Kapitel 6) werden sowohl CIM- als 
auch SIM-Modelle berechnet und in Kapitel 7 diskutiert. Primär wird dabei das Verhalten 
der Maximum-Likelihood-Schätzverfahren mit Hilfe des EM-Algorithmus analysiert. 
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4. Der EM-Algorithmus 
4.1 Allgemeine Eigenschaften des EM-Algorithmus 
Der EM-Algorithmus ist ein iteratives Verfahren zur Maximum-Likelihood-Schätzung, 
wenn auf Grund fehlender Beobachtungen oder wegen unbeobachtbarer, den Beobachtun-
gen zugeordneten Variablen ein sogenannter "missing data"-Ansatz formuliert werden 
kann (Dempster, Laird, Rubin (1977), Wu, (1983), McLachlan und Krishnan (1997), Meng 
und Rubin (1993)). Für Verfahren der Intervallkartierung kann der Merkmalsbeobach-
tungsvektor y gemeinsam mit den nicht beobachtbaren Realisationen des (unbekannten) 
quantitativen Gens als ein hypothetisch vollständiger Datensatz behandelt werden, so dass 
der EM-Algorithmus in der nun folgenden Definition anwendbar ist. 
 
Seien X und Y zwei Stichprobenräume und es existiere eine surjektive ("many to one") 
Abbildung von X nach Y. Sei y eine Realisation von Y. Die x aus X seien nicht direkt, 
sondern nur indirekt über y = y(x) in Y beobachtbar. Dann sei eine Familie von Zufalls-
dichten ( )f x  θ für x, mit Parametervektor θ∈Ω  gegeben und  
  ( ) ( )
X(y)
g y   f x  dxθ = θ∫    (4.1) 
sei Dichte von y. Dabei sei ( ) ( ){ }X y x : y x y= = . 
Die Maximum-Likelihood-Schätzer werden berechnet, indem die Dichte der beobachteten 
Daten ( )g y  θ  über θ∈Θ  maximiert wird. Dieses Vorgehen ist in vielen Anwendungen 
jedoch sehr aufwändig oder nur numerisch möglich. In solchen Fällen ist jedoch die Ma-
ximierung der den vollständigen Daten zugeordneten Dichte ( )f x  θ  zumeist einfacher 
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durchzuführen. Es gilt allerdings, dass x unbeobachtbar ist. Daher wird ( )( )ln f x  θ  durch 
den bedingten Erwartungswert für vorgegebene y und vorgegebene vorangegangene 
Schätzwerte des iterativen Verfahrens ersetzt. 
Der (t+1)' ten E-(expectation)-Schritt des EM-Algorithmus berechnet  
 Q(θ(t))= ( )( ) ( )( t )E ln f x   x X yθ  θ ∈    (4.2) 
Im (t+1)' ten M-(maximization)-Schritt des EM-Algorithmus wird diese bedingte Erwar-
tung maximiert: 
  ( )( ) ( )( )( t )max E ln f x   x X yθθ∈Θ  θ ∈     (4.3) 
Die Iterationen werden durchgeführt, bis die Differenz der Folge von Funktionswerten 
( ) ( )(t 1) ( t )Q Q+θ − θ  "klein" ist (auch andere, äquivalente, Konvergenzkriterien sind mög-
lich). Am Konvergenzpunkt ˆθ  ist dann unter Restriktionsbedingungen nicht nur ein Ma-
ximum von Q( ˆθ ) gegeben, sondern auch ein Maximum der beobachteten Loglikelihood-
Funktion. 
Für Exponentialfamilien gelten besonders einfache Herleitungen des EM-Algorithmus über 
suffiziente Statistiken. Die hier diskutierten gemischten Normalverteilungen stammen je-
doch nicht aus Exponentialfamilien, sondern sind Mischungen von Exponentialfamilien, so 
dass viele besonders einfache Aussagen zum Konvergenzverhalten des EM-Algorithmus 
nicht angewendet werden können. 
Restriktionsbedingungen und das Konvergenzverhalten des EM-Algorithmus werden aus-
führlich von den oben genannten Autoren diskutiert. Insbesondere werden folgende Vortei-
le des EM-Algorithmus gegenüber anderen iterativen Verfahren (Newton-Raphson- und 
Fishers- Scoring-Methode) genannt: 
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- Der EM-Algorithmus ist numerisch stabil und erhöht die Loglikelihood mit jedem Iterati-
onsschritt. 
- Der EM-Algorithmus lässt sich leicht implementieren, da sich die vollständige Loglikeli-
hood-Funktion häufig in eine explizit maximierbare Form bringen lässt. 
- Selbst wenn die explizite Form sich nicht herstellen lässt, ist oft eine Maximierung mit 
Standardsoftwarepaketen im M-Schritt möglich. 
Allerdings kann der EM-Algorithmus die Konvergenz gegen ein globales Maximum nicht 
garantieren, dies gilt für alle iterativen Verfahren. Sind mehrere Maximalwerte vorhanden, 
so hängt es von der Wahl der Startwerte ab, welches Maximum gefunden wird.  
Es wird kein Schätzer der Kovarianzmatrix automatisch "mitgeliefert" (wie in der Scoring 
Methode). Theoretisch kann es vorkommen, dass ein Sattelpunkt statt eines Maximums 
gefunden wird (s. insbesondere Wu (1983)), so dass die Maximumseigenschaft überprüft 
werden muss. In Kombination mit dem nun dargestellten Verfahren zur Berechnung von 
asymptotischen Kovarianzmatrizen von EM-Schätzern ist es jedoch leicht möglich, die 
negative Definitheit der Hessematrix der Loglikelihood-Funktion zu überprüfen. 
 
Für Situationen, in welchen der EM-Algorithmus Anwendung findet, hat Louis (1982) 
jedoch eine Möglichkeit hergeleitet, um über die Loglikelihood-Funktion der vollständigen 
Daten eine Informationsmatrix der beobachteten Loglikelihood-Funktion herzuleiten. So-
mit wird für eine solche Situation die Berechnung einer asymptotischen Kovarianzmatrix 
ermöglicht. 
Gegeben sei die Loglikelihood der beobachteten Daten  
( )( ) ( )
X(y)
ln g y  ln f x  dx
 
θ = θ   ∫    (4.4) 
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und die Loglikelihood der vollständigen Daten ( )( )ln f x  θ . Dann wird im Maximierungs-
schritt des EM-Algorithmus  
( )( ) ( )( )( t )max E ln f x   x X yθθ∈Θ  θ ∈     (4.5) 
berechnet, woraus folgt, dass  
( )( ) ( )( )( t ) !E ln f x   x X y 0θ∂  θ ∈ = ∂θ    (4.6) 
( d. h. man sucht die Nullstellen des Gradienten der erwarteten Loglikelihood-Funktion). 
 
Sei ( ) ( )( )( ) S x,  ln f x  ∂θ = θ∂θ  Gradient von ( )( )ln f x  θ  und  
( ) ( )( )( ) ( )( ) ( )( )
'
X Y*
X Y
f x   dx
S y  ln g y  
f x   dx
θ∂θ = θ =
∂θ θ
∫
∫    (4.7) 
Gradient von ( )( )ln g y  θ . Multiplikation des Zählers von (4.7) mit ( ) ( )f x  f x  θ θ  er-
gibt: 
( ) ( )( ) ( )*S y  E ln f x   x X yθ  θ = θ ∈  , zudem gilt für den EM-Schätzer ˆθ : (4.8) 
( )* ˆS y  θ =0. 
Die den Gradienten zugeordneten Hessematrizen (2. Ableitungsmatrizen) werden bezeich-
net als ( )B x  θ  und ( )*B y  θ  
Dann folgt aus dem "Missing Information Principle", vgl. Orchard and Woodbury (1972) 
bzw. aus der direkten Ableitung und Umformung von ( )*S y  θ  (Louis, 1982): 
( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )TT * *YI E B x   x X y E S x  S x   x X y S y  S y  θ θθ = θ ∈ − θ ⋅ θ ∈ + θ ⋅ θ  (4.9) 
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Somit kann die Informationsmatrix der beobachteten Loglikelihood als Substraktion der 
Informationsmatrix der vollständigen Loglikelihood mit der Informationsmatrix der "mis-
sing data" Loglikelihood berechnet werden:  
  Y X X YI I I= − .    (4.10) 
Dieser Zusammenhang gilt nur in direkter Umgebung des Maximums ˆθ , Invertierung von 
IY liefert die asymptotische Kovarianzmatrix. 
 
4.2 Der EM-Algorithmus für gemischte Normalverteilungen 
Die gemischte Normalverteilung findet Anwendung, wenn die untersuchte Population in g 
unterscheidbare Gruppen zerfällt, wobei die Proportionen der Unterpopulationen in der 
Grundgesamtheit unbekannt sind. Dies ist bei Intervallkartierungsmethoden in genetischen 
Kreuzungsexperimenten der Fall, da das vermutete quantitative Gen in den untersuchten 
Nachkommen in Abhängigkeit der benachbarten Markergenotypen nach Mendels 
Spaltungsgesetz in verschiedenen Genotypenrealisationen auftritt. Daher wird zunächst die 
gemischte Normalverteilung diskutiert (Titterington et. al. (1985), McLachlan und Krish-
nan (1997) und McLachlan und Peel (2000)). 
 
Eine univariate gemischte Normaldichte werde definiert: 
Gegeben sei ein Zufallsvektor Y aus einer gemischten Normalverteilung mit g Komponen-
ten: 
Dann ist die gemischte Normaldichte anzugeben als: 
  ( ) ( )g i i i
i 1
f y; p f y;
=
ψ = θ∑ ,   (4.11) 
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wobei6  ( )TT 1 2, g, p ,p ..., pψ = θ , ( )2i i ,θ = µ σ , ( )T 21 2 g, ,..., ,θ = µ µ µ σ  
und ( ) ( ) ( )12
2
i2
i i 2
y
f y; 2 exp
2
−
 
−µ
θ = ⋅π⋅σ ⋅ −  
⋅σ 
  (4.12) 
sei Normaldichte mit Erwartungswert iµ  und Varianz 2σ . 
Die beobachtete Zufallsstichprobe der gemischt normalverteilten Population sei gegeben 
durch:  ( )1 2 ny y , y ,..., y= . (4.13) 
Die Loglikelihood-Funktion der beobachteten Daten für ψ  ist dann gegeben als: 
  ( )( ) ( )( ) ( )gn nj i i j i
j 1 j 1 i 1
ln L ln f y ; ln p f y ;
= = =
 ψ θ = ψ = ⋅ θ  ∑ ∑ ∑   (4.14) 
Um die Maximum-Likelihood-Schätzer der obigen Funktion zu berechnen, muss die 
Loglikelihood-Funktion nach allen Parametern im Vektor ψ  abgeleitet werden. Die Funk-
tion (4.14) ist zwar differenzierbar, aber die Berechnung einer expliziten Lösung des par-
tiellen Ableitungssystems ist sehr kompliziert (obwohl zumindest numerisch möglich). In 
solchen Fällen hat sich der EM-Algorithmus als adäquate Wahl zur expliziten Berechnung 
der Maximum-Likelihood-Schätzer erwiesen. Dempster, Laird und Rubin (1977) haben in 
ihrem Artikel zum EM-Algorithmus auch gemischte Normalverteilungen untersucht.  
Hierzu wird das vorhandene Problem in eine "unvollständige Datenlage" überführt ("in-
complete- data- problem"). Gegeben sei der unbeobachtbare oder "missing data" Vektor 
( )2 TT T T1 nz z , z ,..., z= , wobei Tjz  (j=1,2,..,n) ein g-dimensionaler Indikatorvektor sei  
 
                                               
6
 Der Exponent T steht für das Transponieren des Vektors. 
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und ( )ij i jz z=  die Werte 1 oder 0 annehme, je nachdem, ob jy  der i' ten Komponente der 
gemischten Normalverteilung entstammt, oder nicht. 
Dann lässt sich ein "vollständiger Daten"-Vekor definieren als: 
  ( )TT Tx y  z= . (4.15) 
Die Loglikelihood-Funktion des vollständigen Datensatzes hat dann multinomiale Form: 
  ( )( )cln L  x C Dψ = +    (4.16) 
   ( )gn ij i
j 1 i 1
wobei C z ln p
= =
= ⋅∑∑  (4.16a) 
   ( )( )gn ij i j i
j 1 i 1
und D= z ln f y ;
= =
⋅ θ∑∑  (4.16b) 
 
Die Anwendung des EM-Algorithmus besteht aus 2 Iterationsschritten: 
i) Im E-Schritt ("expectation step") wird der Erwartungswert der Loglikelihood der voll-
ständigen Daten ( )cE ln L    berechnet. 
ii) Im M-Schritt ("maximization step") wird die zuvor hergeleitete erwartete Loglikelihood 
maximiert. 
Die Schritte i) und ii) werden wiederholt, bis der Abstand (oder der normierte Abstand) 
zwischen den erwarteten Loglikelihood-Werten des (t)' en und des (t+1)' en Schrittes ex-
trem klein geworden ist (Konvergenzkriterium). 
 
Die Funktion (4.16a) ist linear in den unbeobachtbaren Daten ijz , daher gilt im (t+1)' en 
Iterationsschritt, dass sich i) über die Berechnung des bedingten Erwartungswertes der Zu-
fallsvariable ij ijZ ,  welche zu z  gehört , durchführen lässt: 
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  ( ) ( ) ( )( )( t ) ( t )
(t ) ( t )
i i j(t )
ij ij ij g
(t ) ( t )
i i j
i 1
p f y
E Z y P Z 1 y
p f y
ψ ψ
=
θ
= = = π =
θ∑
, (4.17) 
i=1,2,...,g , j=1,2,..,n   
(t )
jiπ  ist die posteriori Wahrscheinlichkeit, dass das (j)` te Stichprobenelement mit dem Be-
obachtungswert jy  zur (i)' te Komponente der Mischung gehört.  
Das Maximum der a priori Wahrscheinlichkeiten ergibt sich dann im M-Schritt intuitiv aus 
den a posteriori Wahrscheinlichkeiten: 
  
ij
n
(t ) (t )
i
j 1
p n
=
 
= π  ∑     (4.18) 
Anmerkung: Die Schätzwerte für ip  lassen sich auch durch direkte Ableitung der Loglike-
lihood-Funktion der beobachteten Daten herleiten (McLachlan und Krishnan, 1997). 
Die Gleichung (4.16b) der Loglikelihood-Funktion des vollständigen Datensatzes kann 
umgeformt werden zu: 
  ( ) ( ) ( )( )gn 22 2ij j i
j 1 i 1
1 1(4.16b) n ln 2 z ln y
2 2
= =
= − ⋅ ⋅ ⋅ π − ⋅ ⋅ σ + −µ σ∑∑  (4.19) 
Somit erhält man die erwartete vollständige Loglikelihood-Funktion des (t+1)' ten 
Iterationsschrittes als: 
( )( )( t 1)cE(ln L )+ψ = ( ) ( ) ( ) ( )( )g gn n 2(t) (t) 2 2ij i ij j i
j 1 i 1 j 1 i 1
1 1ln p n ln 2 ln y
2 2
= = = =
π ⋅ − ⋅ ⋅ ⋅π − ⋅ π ⋅ σ + −µ σ∑∑ ∑∑  (4.20) 
Im E-Schritt (i) reicht es also wiederum aus, die a posteriori Wahrscheinlichkeiten zu be-
rechnen und einzusetzen, im M-Schritt (ii) müssen ( )t 1 2(t 1) ( t 1) (t 1)1 2 g, ,..., , ++ + +µ µ µ σ  als Maxi-
malwerte von (4.20) berechnet werden. Werden die partiellen Ableitungen von (4.20) 
gleich 0 gesetzt, so erhält man folgende Lösungen des (t+1)' en Maximierungsschrittes (die 
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einzelnen partiellen Ableitungen sind unabhängig voneinander, insbesondere fällt 2σ  aus 
der gleich 0 gesetzten partiellen Ableitung nach iµ  heraus, Emrich und Urfer (1999)): 
  
n n
(t 1) ( t ) ( t )
i ij j ij
j 1 j 1
y        (i=1,2,...,g)+
= =
µ = π ⋅ π∑ ∑   (4.21) 
und  
  
( )
( )gn 2(t ) (t 1)ij j i
t 1 2 j 1 i 1
y
n
+
+ = =
π ⋅ −µ
σ =
∑∑
,  (4.22) 
wobei die a posteriori Wahrscheinlichkeiten aus Gleichung (4.19) stammen. 
Mit sukzessivem Einsetzen dieser Lösungen in die erwartete Likelihoodfunktion des voll-
ständigen Datensatzes in jedem Iterationsschritt liefert der EM-Algorithmus Konvergenz-
punkte, meist Maximalwerte, der ursprünglichen Loglikelihood-Funktion der beobachteten 
Daten.  
 
4.3 EM-Algorithmus und Kovarianzen für Intervallkartierungsmo-
delle 
Der EM-Algorithmus im Profil-Intervallkartierungsverfahren 
Gegeben sei ein genetisches Modell eines F2-Kreuzungsexperimentes der Form: 
 
2
1 0 3 1 0
a
d0
11G 21
a1G G 1 0 2 d
1G 11 2
×
 
=  
 
−            
= = ⋅β + = β +               
− −  
1 D E   (4.23) 
Gi mit i=0,1,2 seien unbeobachtbare QTL-Genotypwerte, D sei genetische Designmatrix. 
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Die Datenauswertung der F2-Kreuzungsexperimentdaten erfolgt dann mit dem zusammen-
gesetzten Intervallkartierungsmodell (CIM): 
jj
*
j
*
jj Xdzaxy ε+β++=   (4.24) 
Es sei: jy ,  (j=1,2,...,n)  Realisationen einer Zufallsvariable y, (z. B. Wuchshöhe der Mais-
pflanzen), a und d: genetische Effekte, a ist additiver (phänotypischer)-, d ist Dominanzef-
fekt, *j*j z and x  sind diskrete unbeobachtbare Zufallsvariablen mit: 
  
1 1
*
j 1 2
2 2
1                                     Q Q
x 0  für QTL mit Genotyp Q Q ,  j=1,2,...,n
1                                   Q Q

= 
−
  (4.25) 
und   1 2*j
 1/ 2 falls das QTL den Genotyp Q Q  besitzt,
z
1/ 2          sonst,      j=1,2,...,n

= 
−
 
β  ist Regressionskoeffizientenvektor der Dimension k, jX ⊂X, wobei X eine Matrix ist, 
deren M Spalten die Markerrealisierungen der M Marker enthalten und ),0(N~ 2j σε . 
Zudem wird ein einfaches Intervallkartierungsmodell (SIM), welches jX β  nicht enthält, 
betrachtet. Ziel der Datenanalyse ist es, das Schätzverhalten des EM-Algorithmus in der 
Praxis zu analysieren und dieses mit dem ECM sowie mit Regressionsschätzverfahren zu 
vergleichen.  
Die Loglikelihood-Funktion der beobachteten Daten eines Intervallkartierungsansatzes hat 
für ein F2-Kreuzungsexperiment die folgende Form (Kao und Zeng 1997): 
  ( ) ( )n 3 2ji j ji
j 1 i 1
ln L ln p f y ; ,
= =
  θ = ⋅ µ σ    ∑ ∑    (4.26) 
2
ji jif  ist Normaldichte mit Erwartungswert  und Varianz µ σ , die Erwartungswerte der Mi-
schung von Normalverteilungen lauten im F2-Ansatz: 
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β+−−=µ
β+=µ
β+−=µ
j3j
j2j
j1j
X2da
X2d
X2da
    (4.27) 
Die jip  sind einfache quadratische Funktionen von p= Ar r
7
, in Abhängigkeit der benach-
barten Markergenotypen des Intervalls. Daher kann man (unter der Annahme, dass keine 
Doppel- Crossing over stattfinden), diese bedingten QTL-Genotypwahrscheinlichkeiten 
der Tabelle 4.1 entnehmen: 
 
Tabelle 4.0.1 Bedingte QTL-Genotypwahrscheinlichkeiten in Abhängigkeit der Markergenotypen des 
Untersuchungsintervalls: A: homozygot erster Genotyp, H: heterozygoter Genotyp, B: homozygot 
zweiter Genotyp, die Genorte sind diallel. 
Markergenotypen  QTL-Genotypen  Stichproben.- 
Größe 
 Q1/Q1 Q1/Q2 Q2/Q2 n 
AA8=M1 1 0 0 n1 
AH=M2 1 – p p 0 n2 
AB=M3 (1 – p)2 2 ⋅ p ⋅  (1 – p) p2 n3 
HA=M4 p 1 – p 0 n4 
HH9=M5 c ⋅ p ⋅  (1 – p) 1 – 2 ⋅ c ⋅ p ⋅  (1 – p) c ⋅ p ⋅  (1 – p) n5 
HB=M6 0 1 – p p n6 
BA=M7 p2 2 ⋅ p ⋅  (1 – p) (1 – p)2 n7 
BH=M8 0 p 1 – p n8 
                                               
7
 d. h. vom Verhältnis von Rekombinanten zwischen dem linken Marker und dem QTL zur Gesamtrekombi-
nantenzahl des untersuchten Intervalls. 
8
 Der erste Markergenotyp M1 hat Markergenotypkombination AA, d. h.: Am linken und rechten Markerge-
nort des Intervalls realisiert sich der homozygot erste Genotyp.  Der zweite Markergenotyp M2=AH bedeu-
tet: Am linken Markergenort ist der homozygot erste, am rechten Markergenort der heterozygote Genotyp 
realisiert. 
9
 ( ) ( )( )22 2c r r 1 r= + −  
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BB=M9 0 0 1 n9 
 
Die Loglikelihood-Funktion ist somit ein Summand von Loglikelihood-Funktionen aus den 
“Populationen” mit Markergenotyp M1, M2, ..., Mr (den obigen Markergenotypen und 
zusätzlichen Genotypwahrscheinlichkeiten, wenn die Genotyprealisationen eines Marker-
gens nicht gemessen werden konnten, vgl. Kap. 5.2 ("missing values"), und 
r
s
s 1
n n
=
=∑ ), 
d.h.: 
( ) ( )
{ }
( )
{ }
( )
{ }
3
2
ji j ji
j M1,M2,...,Mr i 1
3 3
2 2
ji j ji ji j ji
j M1 i 1 j Mr i 1
ln L ln p f y ; ,
ln p f y ; , ... ln p f y ; ,
∈ =
∈ = ∈ =
  θ = µ σ    
      
= µ σ + + µ σ            
∑ ∑
∑ ∑ ∑ ∑
  (4.28) 
Für dieses Modell leiteten Kao und Zeng (1997) eine Maximum-Likelihood-
Schätzmethode mit einem ECM-Algorithmus (Meng und Rubin, (1993)) her. Emrich und 
Urfer (1999) verwendeten diesen Ansatz zur Herleitung direkter expliziter Formeln zur 
Maximum Likelihood-Schätzung mit dem EM-Algorithmus. Die erwartete Loglikelihood-
Funktion  des E-Schrittes, die expliziten Formeln der Maximierung des M-Schrittes des 
EM-Algorithmus, sowie der Gradientenvektor von ln(Lc) werden im Appendix M aufge-
führt. 
Beide Schätzverfahren werden einander in der Datenanalyse gegenüber gestellt. 
 
Die in Kapitel 4.2 vorgestellte Likelihood- Funktion der “vollständigen Daten” Lc des EM-
Ansatzes, welche zur Berechnung der asymptotischen Kovarianzmatrix von EM-ML-
Schätzern benötigt wird, kann als die Likelihood eines hierarchischen Experimentes ange-
sehen werden (Louis (1982) brachte ein Beispiel für eine gemischte Normalverteilung aus 
2 Populationen):  
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- Die Realisationen einer unbeobachtbaren Zufallsvariable jiz  (j=1,2,...,n) werden durch 
ein trinomiales Zufallsexperiment erzeugt. 
- Den drei Realisationen der Zufallsvariable werden 3 mögliche QTL-Genotypen zugeord-
net, die zugehörigen Beobachtungen besitzen Normaldichten mit Erwartungswert jiµ  und 
Varianz 2σ . Dann ergibt sich die Loglikelihood-Funktion als: 
   ( ) ( )( )n 3 2c ji ji ji j ji
j 1 i 1
ln(L ) z ln p z ln f y ,
= =
 
= ⋅ + ⋅ µ σ ∑∑   (4.29) 
zji: unbeobachtbare Indexvariable, mit ji
1 falls QTL-Genotyp i vorliegt
z
0 sonst

=    
Da die vollständige Loglikelihood-Funktion linear in zji ist, wird der Erwartungswert des 
(t+1)' ten Iterationsschrittes berechnet als: 
   ( ) ( ) ( ) ( )( )jin 3(t ) (t ) (t ) 2c ji ji j ji
j 1 i 1
Q E ln(L ) ln p ln f y ,
= =
 θ θ = = π ⋅ + π ⋅ µ σ ∑∑  (4.30) 
Diese Funktion wird in Profil-Intervallkartierungsverfahren in jedem Iterationsschritt über 
( )2 1 2 ka,d, , , ,...,θ = σ β β β  maximiert:  
Die expliziten Formeln für diesen EM-Ansatz werden im Appendix M angegeben in Form 
des linearen Gleichungssystems (t 1)t tA b
+
⋅θ = . Dieses lineare Gleichungssystem lässt sich 
aus dem gleich Null gesetzten linearen Gleichungssystem der partiellen Ableitungen nach 
allen Komponenten des Parametervektors θ  herleiten. Man erhält dann im (t+1)' en Ma-
ximierungsschritt des EM-Algorithmus eines Intervallkartierungs-Profilverfahrens die Lö-
sung: 
   
(t 1) 1 (t ) (t )
t t t tA b ,  mit A A ,  b b
+ −    θ = ⋅ = θ = θ    .  (4.31) 
und für t →∞  1ˆ A b−θ = ⋅  
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wobei    (t) t tt t t
ˆ
= lim ,  A= lim A ,  b= lim  b ,
→∞ →∞ →∞
θ θ  
Der EM-Algorithmus liefert einen Maximum-Likelihood-Schätzer, wenn die Folge der 
Differenzen von ( ) ( )(t 1) ( t )Q Q+θ θ − θ θ  gegen Null geht. Der Konvergenzpunkt ˆθ  ist dann 
sowohl Maximum der vollständigen Loglikelihood-Funktion ln(Lc) als auch der beobachte-
ten Loglikelihood-Funktion ln(L) und somit Maximum Likelihood-Schätzer für 
( )2 1 2 ka,d, , , ,...,θ = σ β β β . 
 
Der EMV-Algorithmus für Intervallkartierungsverfahren 
Die beobachtete Loglikelihood-Funktion ln(L) und die zugehörige vollständige Loglikeli-
hood-Funktion ln(Lc) können nicht nur als Funktionen von ( )2 1 2 ka,d, , , ,...,θ = σ β β β  be-
trachtet werden, sondern auch als Funktionen von ( )2 1 2 kp,a,d, , , ,...,θ = σ β β β . Dann wird 
im Intervallkartierungsansatz das Maximum nicht mehr in jedem Markerintervall über ein 
diskretes Profil von Funktionswerten der Loglikelihood- (oder Lod-Score-) Funktion für 
eine Anzahl fester vermuteter QTL-Positionen berechnet (vgl. Kap 2), sondern in jedem 
Markerintervall wird ein Maximum der Loglikelihood-Funktion über alle Parameter in 
( )2 1 2 kp,a,d, , , ,...,θ = σ β β β  berechnet. 
Profilverfahren der Intervallkartierung reduzieren also den m-dimensionalen Parameter-
raum auf einen (m-1)-dimensionalen Parameterraum und betrachten dann den Grat der 
Loglikelihood-Funktion bezüglich des m' ten Parameters. Die diskrete Grat- oder Profil-
funktion an festen Werten des (m)' ten (Positions-) Parameters wird graphisch maximiert, 
d. h. es wird der höchste diskrete Wert der Funktion im Intervall ermittelt. 
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Statt dieses Ansatzes kann man jedoch auch eine direkte Maximierung mit dem EM-
Algorithmus über alle Parameter (bzw. Variablen der Loglikelihood-Funktion) durchfüh-
ren. Dieses Verfahren wird im Sinne des "vollständigen" m-dimensionalen Parameter-
raums als EMV-Algorithmus bezeichnet und findet natürlich genau einmal in jedem Inter-
vall Anwendung. 
Die Berechnung einer beobachteten Informationsmatrix IY nach Louis (1982, Kap 4.1) 
kann dann ohne weiteres erfolgen. In Profilverfahren wird demgegenüber p als ein fester 
vorab bestimmter Schätzer der Position des QTL angesehen.  
Betrachtet man den Maximierungsschritt des EM-Algorithmus bezüglich p, so ist nur der 
von p abhängige Teil der Funktion ( ) ( )jin 3(t ) (t ) ji
j 1 i 1
Q p ln p
= =
θ = π ⋅∑∑  von Interesse, da der 
zweite Summand von Q( . ) unabhängig von p ist! Die 
ji
(t )π
 sind in jedem Iterationsschritt 
feste Konstanten. 
Der Maximierungsschritt des EM-Algorithmus wird dann erweitert, indem dem obigen 
linearen Gleichungssystem partieller Ableitungen die gleich 0 gesetzte partielle Ableitung 
nach p zugefügt wird.  
( ) ( ) ( )3 3 3(t ) ( t ) (t )ji ji ji ji ji ji
j M1 i 1 j M2 i 1 j Mr i 1
Q ln p ln p ... ln p
p p ∈ = ∈ = ∈ =
 ∂ ∂
= ⋅π + ⋅π + + ⋅π ∂ ∂  ∑∑ ∑∑ ∑∑ = 0 (4.32) 
Der Tabelle 4.1 ist zu entnehmen, dass beispielsweise gilt: 
( ) ( )j1 j3
j M2 j M8
ln p ln p
∈ ∈
=∑ ∑    (4.33) 
Somit lässt sich ( )(t )Q p θ  darstellen als eine Funktion der Form 
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( ) ( )
( )
(t ) ( t ) (t )
j1 j3
j M1 j M9
(t ) (t ) ( t ) ( t )
j2 j2 j1 j3
j M2 j M8 j M4 j M6
Q p ln 1
                 +ln p
∈ ∈
∈ ∈ ∈ ∈
 
θ = ⋅ π + π  
 
⋅ π + π + π + π  
∑ ∑
∑ ∑ ∑ ∑
  (4.34) 
           
(t ) ( t ) ( t ) ( t )
j1 j2 j2 j3
j M2 j M4 j M6 j M8
+ln(1-p)
∈ ∈ ∈ ∈
 
⋅ π + π + π + π  ∑ ∑ ∑ ∑  
 ( ) (t )ji
j M
p
νκ
κ
κ ∈
 
+ ν ⋅ π   ∑ ∑  
Mit ( )pκν  seien die unterscheidbaren bedingten QTL-Wahrscheinlichkeiten bezeichnet, 
welchen die zugehörigen a posteriori Summen über die jeweiligen Marker-QTL-
Genotypkombinationen zugeordnet werden. 
Diese Funktion lässt sich in jedem Iterationsschritt mit festen a posteriori Wahrscheinlich-
keiten berechnen, so dass die direkte Maximierung der Funktion ( )(t )Q p θ  nach p bei-
spielsweise mit dem Newton-Verfahren oder einer Quasi-Newton Maximierung (S-Plus) 
durchgeführt werden kann. Dies geschieht in der praktischen Auswertung durch einen zu-
sätzlichen numerischen Maximierungsschritt von ( )(t )Q p θ . 
Man erhält somit den EMV-Schätzer:  ( )2 1 2 kˆˆ ˆ ˆ ˆˆ ˆ ˆp,a,d, , , ,...,θ = σ β β β .  
Die asymptotische Kovarianzmatrix für ˆθ  kann dann mit Hilfe der in Kapitel 4.1 (Glei-
chungen (4.9), (4.10)) beschriebenen Herleitung der Informationsmatrix beobachteter Da-
ten eines EM-ML-Schätzers berechnet werden. Die Berechnung der Informationsmatrix 
der beobachteten Daten aus der Differenz der Informationsmatrizen der vollständigen Da-
ten und der “fehlenden” Daten ist recht aufwändig, und wurde von Kao und Zeng (1997) 
für ihre ECM-Schätzer durchgeführt (unter der Annahme, dass der Lageparameter vorab 
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bestimmt wurde und somit vorliegt). Die Formeln der Informationsmatrizen werden in der 
Datenanalyse benötigt und daher im Appendix M angegeben. 
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5. Experimentelle Daten 
5.1 Die Daten der Feldexperimente 
Prof. H. F. Utz von der Universität Hohenheim (Fachgebiet Angewandte Genetik und Pflan-
zenzüchtung) hat Prof. W. Urfer (Fachbereich Statistik, Universität Dortmund) freundlicher 
Weise QTL-Kartierungsdaten von Mais-Pflanzexperimenten zur Verfü-
gung gestellt. Diese wurden bereits in den letzten Jahren mehrfach un-
ter verschiedenen Gesichtspunkten ausgewertet (z. B. Schön et. al. 
(1994) und Melchinger et. al. (1998)). Fichtner (2000) hat sich am 
Fachbereich Statistik in Dortmund im Rahmen seiner Diplomarbeit mit 
Fragestellungen der Versuchsplanung der genannten Feldversuche be-
schäftigt.  
Die in Dortmund verwendeten Daten stimmen teilweise überein mit den in Melchinger (1998) 
analysierten QTL-Kartierungsdaten. In der dortigen Studie wurden zwei Maissorten ("early 
maturing European elite flint inbreds”) KW1265 und D146, bezeichnet als P1 und P2, ge-
kreuzt. Die Pflanzexperimente fanden an verschiedenen Standorten in Süddeutschland in den 
Jahren 1990/1991 statt (unter Verwendung eines 40 zu 10 α−Designs, vgl. auch Urfer et. al. 
(1999)). 
344 F2 Pflanzen wurden (wie in Schön (1994) beschrieben,) für 89 bekannte Markergenorte 
genotypisiert. Die Lage der 89 Markergenorte im Genom der verwendeten Sorten ist auf 
Grund von speziellen Schätzverfahren (Kopplungsanalyse mittels Mapmaker 3.0, (Lander et. 
al. (1987), Lincoln et. al. (1992) und (1993)) bestimmt worden und wird als bekannt voraus-
gesetzt.  
Eine schematische Darstellung der Markergenkarte wird in Abbildung 6.1 in Kapitel 6 ange-
geben. 
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M1, M2, ... ,M89 sind also die Markergenorte auf den 10 Chromosomen, die Intervalle wer-
den durch senkrechte Striche voneinander getrennt und die Intervallgröße wird in jedem In-
tervall in cM angegeben. Die 10 Chromosomen werden in vereinfachter Form und Struktur 
gezeigt, wobei jedes Chromosom in Abbildung 6.1 am ersten geschätzten Markergenort des 
Chromosoms beginnt und mit dem letzten bekannten Marker Locus endet. 
Es handelt sich um sog. RFLP (restriction fragment length polymorphism)-Marker, deren Ge-
notypen sich nicht im Phänotyp der Pflanzen, sondern biochemisch im Labor (auf Grund von 
Aufspaltungen der DNS-Sequenzen an festen Punkten der Chromosome mittels bestimmter 
Enzyme) feststellen lassen. Die untersuchten landwirtschaftlichen Merkmale der Pflanzen 
wurden an Mittelwerten von Nachkommensgruppen aus Testkreuzungen mit einer unabhän-
gigen weiteren Maissorte (KW4115) als Pollenlieferant und den F3- bzw. den Parentalpflan-
zen erhoben. Diese Mittelwerte werden - wie in der Praxis üblich - als Realisationen von F2-
Pflanzenmerkmalen angesehen. Die Nachkommen wurden auf folgende agronomischen Ei-
genschaften hin untersucht: Kornertrag pro Hektar, Feuchtigkeitsanteil im Ertrag, das Korn-
gewicht und die Wuchshöhe der Pflanzen vom Boden bis zum Blütenansatz ("tassel branch"). 
Diese letztere Eigenschaft war die in den in Dortmund vorliegenden Daten agronomische Ei-
genschaft. Im vorliegenden Datensatz sind 344 "Pflanzen" mit ihren Merkmals- und Marker-
genotyprealisationen erfasst. Die Merkmalsrealisationen enthielten keine fehlenden 
"Beobachtungen" ("missing values"), allerdings gab es fehlende Markergenotyprealisationen.  
Aufgrund praktischer und technischer Problemen innerhalb der Feldversuche und im Labor 
konnten 6,7% der Markerrealisationen nicht erhoben werden. Abbildung 5.1 zeigt, dass in den 
meisten Markerrealisationsvektoren mindestens 20 fehlende Werte vorhanden sind. Daher 
muss vor der Datenauswertung entschieden werden, wie die "missing values" zu behandeln 
sind. 
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Abbildung 5.1:Anzahl von Markern mit fehlenden Markerrealisationen 
 
5.2 Behandlung der fehlenden Beobachtungen ("missing values") 
Vor Beginn der Datenauswertung muss entschieden werden, wie fehlende Realisationen des 
beobachteten Merkmals und der Marker behandelt werden sollen. Fehlende Merkmalsbeo-
bachtungen wurden bereits bei der früher erfolgten Auswertung aussortiert. Das in Kapitel 4 
(Gl. (4.23)) beschriebene genetische Modell erfasst eine Teilmenge der 89 Markerrealisati-
onsvektoren als Kofaktoren in einer Kofaktormatrix. Die fehlenden Markerrealisationen der 
ausgewählten Kofaktoren werden - analog zu anderen Softwareprogrammen wie Plabqtl (Utz 
und Melchinger (1996)) - durch ihre Erwartungswerte ersetzt, dieses Vorgehen wurde auch 
von Little (1992) diskutiert.  
Alle anderen Markerrealisationen werden in dem Intervallkartierungsverfahren ausschließlich 
zur Berechnung der QTL (quantitative trait locus)-Genotypwahrscheinlichkeiten ( jip ) in Ab-
hängigkeit der Markergenotypen in den einzelnen Intervallen benötigt. Die ( jip ) hängen von 
Ap r r=  ab, wobei rA die Rekombinationsfrequenz zwischen dem linken Marker und 
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 dem QTL und r die Rekombinationsfrequenz zwischen dem linken und rechten Marker des 
Intervalls darstellt.  
Es wurde entschieden, die QTL-Genotypwahrscheinlichkeiten mit fehlenden rechten, linken 
oder beidseitigen Markerrealisationen mittels des Verfahrens von Fisch et. al. (1996) zu be-
rechnen. Dieser Ansatz verwendet jedoch keine Funktion in Abhängigkeit von Ap r r=  , son-
dern berechnet die Wahrscheinlichkeiten mit Hilfe einer Matrix von Übergangswahrschein-
lichkeiten (vgl. Fahrmeir (1981)) aus den Rekombinationsfrequenzen zwischen dem linken 
Marker (r1) und dem QTL und dem rechten Marker und dem QTL (r2). Somit wird in diesem 
Ansatz - im Gegensatz zu den anderen hier verwendeten Methoden - die Existenz von Dop-
pel-Crossing over angenommen, so dass es sich für große Markerintervalle tatsächlich nur um 
eine Schätzung der entsprechenden Wahrscheinlichkeiten handelt. Diese Wahrscheinlichkei-
ten müssen nun zur Integration in die verwendete EM-Methode als Funktionen von p darge-
stellt werden. Dies erfolgte über einen Regressionsansatz der Form 
( ) 2jip f p a p b p c= = ⋅ + ⋅ + . Die Wahl dieses Modells bietet sich an, da auch die anderen 
QTL-Genotypwahrscheinlichkeiten als einfache quadratische Gleichungen von p beschrieben 
werden können. Die Schätzung der Parameter a, b und c muss in Abhängigkeit der Intervall-
größen (bzw. der Rekombinationsfrequenz r) für alle möglichen Kombinationen von fehlen-
den Markergenotypen und QTL-Genotypen erfolgen, da insbesondere der doppelt heterozygo-
te Markergenotyp HH (mit Allelen A1,A2 am linken Markerlokus und  B1,B2 am rechten) 
über ( )2 2 2c r r (1 r)= + −  von der Intervallgröße abhängt. Das oben genannte polynomiale 
Modell ergibt eine genaue Anpassung für die rechten Randwerte der Intervalle, aus denen r 
gewählt wird; tatsächlich ist für kleine Markerintervalle 2R =1; nur im Fall von r > 0.5 und 
einem rechtsseitig fehlenden Marker ergibt sich eine schlechtere Anpassung, welche mit stei-
gender Intervallgröße verstärkt wird, wie man im zweiten Teil der Tabelle 5.1 anhand des 
Bestimmtheitsmaßes 2R  ablesen kann. 
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Fehlen beide angrenzenden Marker, so gilt für alle Rekombinationsfrequenzen r die "unab-
hängige" Genotypverteilung (0,25;0,5;0,25). Mit diesen beiden Tabellen sind alle möglichen 
Markergenotypkombinationen für fehlende Randmarker abgedeckt, da eine Symmetrie der 
Koeffizienten a, b und c für verschiedene Markergenotypkombinationen vorliegt. So gilt für 
die Koeffizienten (wie in der Tabelle angegeben) a=0,0004, b=-0,0004 und c=1, dass diese 
Kombination für MQ1A als auch für MQ3B gilt. Zur visuellen Verdeutlichung wird die Funk-
tion/ Verteilung der QTL-Genotypen f(p) für r=0,3 und für den linken Markergenotypen 
A1A1 und mit rechtem unbekanntem Markergenotypen in der folgenden Abbildung 5.2 
angegeben: 
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Abbildung 5.2: Graphische Darstellung der Wahrscheinlichkeitsverteilung f(p) für MM, B1B1 
 
Tabelle 5.1: Koeffizienten für f(p) zur Berechnung der bed. Genotypw. bei fehlenden Markerreal. 
r MQ1A10 =   MQ3B  MQ2A =    MQ2B  MQ3A =MQ1B  MQ1A =   MQ3B  MQ2A =   MQ2B  
und Intervallgröße a b c a b c a b c a b c a b c 
bis 0,02 0,0004 -0,0004 1 -0,0008 0,0200 0 0,0004 0 0 -0,0004 0,0200 0 0,0008 -0,0400 1 
bis 0,05 0,0025 -0,1000 1 -0,0050 0,1000 0 0,0025 0 0 -0,0025 0,0500 0 0,0050 -0,1000 1 
bis 0,1 0,0100 -0,2000 1 -0,0200 0,2000 0 0,0100 0 0 -0,0100 0,1000 0 0,0200 -0,2000 1 
                                               
10
 M steht für einen fehlenden Genotyp an einem Markergenort (d. h. beide Allele sind unbekannt). A=homozygot erster 
Genotyp für linken oder rechten Markergenort, je nach aufgeführter Reihenfolge, B=homozygot zweiter Markergenotyp für 
linken oder rechten Markergenort, H=heterozygoter Genotyp für links oder rechts, Q1, Q3, Q2 sind homozygot erster, 
zweiter bzw. heterozygoter Markergenotyp für den QTL. 
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bis 0,2 0,0400 -0,4000 1 -0,0800 0,4000 0 0,0400 0 0 -0,0400 0,2000 0 0,0800 -0,4000 1 
bis 0,3 0,0900 -0,6000 1 -0,1800 0,6000 0 0,0900 0 0 -0,0900 0,3000 0 0,1800 -0,6000 1 
bis 0,4 0,1600 -0,8000 1 -0,3200 0,8000 0 0,1600 0 0 -0,1600 0,4000 0 0,3200 -0,8000 1 
bis 0,5 0,2500 -1,0000 1 -0,5000 1,0000 0 0,2500 0 0 -0,2500 0,5000 0 0,5000 -1,0000 1 
0,5 und bis cM 60 0,2500 -1,0000 1 -0,5000 1,0000 0 0,2500 0 0 -0,2500 0,5000 0 0,5000 -1,0000 1 
0,5 und bis cM 70 0,2500 -1,0000 1 -0,5000 1,0000 0 0,2500 0 0 -0,2500 0,5000 0 0,5000 -1,0000 1 
0,5 und bis cM  0,2500 -1,0000 1 -0,5000 1,0000 0 0,2500 0 0 -0,2500 0,5000 0 0,5000 -1,0000 1 
 
r AQ1M = BQ3M AQ2M = MQ2B AQ3M = BQ1M HQ1M = HQ3M  HQ2M  
u. Int. 
gr. a= b c a b c a b c a b c a b c 
0,02 0,0004 0,0392 0,9604 -0,0008 -0,0384 0,0392 0,0004 -0,0008 0,0004 -0,0004 -0,0192 0,0192 0,0008 0,0384 0,9608 
0,05 0,0025 0,0950 0,9025 -0,0050 -0,0900 0,0950 0,0025 -0,0050 0,0025 -0,0025 -0,0450 0,0475 0,0050 0,0900 0,9050 
0,1 0,0100 0,1800 0,8100 -0,0200 -0,1600 0,1800 0,0100 -0,0200 0,0100 -0,0100 -0,0800 0,0900 0,0200 0,1600 0,8200 
0,2 0,0400 0,3200 0,6400 -0,0800 -0,2400 0,3200 0,0400 -0,0800 0,0400 -0,0400 -0,1200 0,1600 0,0800 0,2400 0,6800 
0,3 0,0900 0,4140 0,4761 -0,1800 -0,2280 0,4278 0,0900 -0,1860 0,0961 -0,0900 -0,1140 0,2139 0,1800 0,2280 0,5722 
0,4 0,1600 0,4720 0,3481 -0,3200 -0,1440 0,4838 0,1600 -0,3280 0,1681 -0,1600 -0,0720 0,2419 0,3200 0,1440 0,5162 
0,5 0,2500 0,5000 0,2500 -0,5000 0,0000 0,5000 0,2500 -0,5000 0,2500 -0,2500 0,0000 0,2500 0,5000 0,0000 0,5000 
0,5cM 
bis 60 0,6064 0,0322 0,2404 -0,6824 0,3367 0,4667 0,0761 -0,3690 0,2929 -0,3412 0,1684 0,2334 0,6824 -0,3367 0,5333 
2R
  0,9808   0,9546   0,9844   0,9546   0,9546  
0,5bis 
cM 70 1,0324 -0,5530 0,3047 -0,7806 0,5489 0,4351 -0,2518 0,0041 0,2602 -0,3903 0,2745 0,2175 0,7806 -0,5489 0,5649 
2R
  0,9139   0,8077   0,9832   0,8077   0,8077  
0,5 ab 
70 cM 1,2471 -0,9108 0,3596 -0,7409 0,5817 0,4260 -0,5061 0,3291 0,2144 -0,3705 0,2909 0,2130 0,7409 -0,5817 0,5740 
2R
  0,7826   0,6095   0,9521   0,6095   0,6095  
 
5.3 Auswahl der Markerkofaktoren des statistischen Modells 
Ursprünglich war beabsichtigt, die selbstprogrammierte Datenanalyse mit den Ergebnissen 
anderer Programmpakete zu vergleichen. Daher wurden 8 Kofaktoren ausgewählt, welche als 
sinnvolle Wahl für Modell-Kofaktoren sowohl im Regressionsansatz (Plabqtl, Utz und  
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Melchinger (1996)) als auch im ECM-Ansatz (QTL-Cartographer, Basten et. al. (1994)) an-
gegeben wurden. Plabqtl trifft die Auswahl der Kofaktoren mit Hilfe von schrittweiser Reg-
ression, wobei die partiellen F-Statistiken unter Hinzunahme jeweils eines weiteren Markers 
betrachtet werden, QTL-Cartographer hingegen wählt Kofaktoren für den CIM-Ansatz auf der 
Basis einer SIM-Regressionsvoranalyse aus. 
Dementsprechend wurden die Marker mit den Nummern 5, 10, 28, 39, 41, 47, 61 und 86 aus-
gewählt. Außerdem wurden einige Marker mit dominant-rezessiven Genotyprealisationen 
nicht in die Analyse integriert, da der Informationsgehalt dominant-rezessiver Markerrealisa-
tionen geringer ist als der Informationsgehalt von kodominanten Realisationen (vgl. Lorieux 
et. al. 1995 (1) und (2)) und für diesen Zweck zusätzlich zu den QTL-Genotypverteilungen in 
Tabelle 4.1 weitere QTL-Genotypverteilungen hätten berechnet werden müssen. Somit wur-
den die Intervalle, welche an Marker Nr. 6, 9, 29, 30, 53, 54, 58 grenzten, so zusammenge-
fasst, dass die genannten Marker in den Intervallen liegen. 
Die Marker mit Nr. 17, 49 und 67 wurden bereits in früheren Auswertungen nicht in die vor-
gegebene Markerkarte integriert. 
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6 Datenauswertung und Vergleich verschiedener Kartie-
rungsverfahren 
Die in Abbildung 6.1 dargestellte schematische Markerkarte soll eine Hilfestellung bei der 
Interpretation der folgenden Auswertung liefern. Über den schematischen Chromosomen ste-
hen Intervallnummern, im Inneren der Markerintervalle werden die Intervallgrößen in cM 
angegeben. 
 
 
Abbildung 6.1:Schematische Darstellung der Markerintervalle auf den 10 Chromosomen 
 
Die Datenauswertung wurde parallel mit verschiedenen QTL-Kartierungsansätzen durchge-
führt. Zum einen wurden Standardverfahren verwendet, welche dann mit dem hier entwickel-
ten EMV-Ansatz ergänzt werden können. Der auf Regressionsanalyse beruhende  
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Ansatz von Haley and Knott (1994) wurde für ein SIM und ein CIM-Modell durchgeführt. 
Des weiteren wurden diese SIM - und CIM-Modelle verwendet, um Maximum-Likelihood-
Schätzer mittels des EM-Algorithmus zu berechnen. Der EM-Algorithmus wurde ebenso wie 
der EMV-Algorithmus mit Hilfe von Lösungen linearer Gleichungssystemen durchgeführt (s. 
Kap. 4.3.2 und Appendix M). Diese Lösungen habe ich zudem mit denen des ECM-
Algorithmus (Kao, Zeng 1997) verglichen. 
 
6.1 Der EM-und der ECM-Algorithmus 
Kao und Zeng (1997) beschreiben ein iteratives Verfahren zur Berechnung von Maximum-
Likelihood-Schätzern für ein QTL-Kartierungsmodell, welches zufällige und feste Effekte 
enthält und einen ECM-Algorithmus zur Parameterschätzung integriert (Meng & Rubin 
(1993)). Simultan zu dem dort vorgegebenen Datenproblem kann man auch einen direkten 
EM-Algorithmus herleiten, welcher auf der Lösung von linearen Gleichungssystemen der 
Form A bθ =  im Maximierungs-Teil jedes Iterationsschritts beruht (Emrich & Urfer (1999)). 
Die einzelnen Schritte sind hierbei etwas aufwändiger zu berechnen, da eine Invertierung ei-
ner Matrix der Dimension (k+2) durchgeführt wird, während der ECM-Algorithmus mit der 
Invertierung einer k-dimensionalen Matrix auskommt. 
Allerdings zeichnet sich der ECM-Algorithmus durch ein langsameres Konvergenzverhalten 
aus. Davon abgesehen, hatten jedoch beide Verfahren ähnliche Konvergenzbereiche und führ-
ten im vorliegenden Datenproblem zu denselben Maximum-Likelihood-Schätzern. 
Das langsamere Konvergenzverhalten des ECM-Algorithmus diskutiere ich hier anhand der 
Anzahl von Iterationsschritten, welche bei einem vorgegebenen festen Anfangs-Startwert für 
die iterativen Verfahren benötigt wurden. Dieser Startwert wurde anhand einer Voranalyse 
ausgewählt, und hatte insbesondere die Eigenschaft, stabil gegen einen Maximum-
Likelihood-Schätzer zu konvergieren, ohne frühzeitig in Folge von Instabilitäten (meist  
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indefiniten Matrizen) abzubrechen. Die Voranalyse wurde mit einigen hundert Startwerten auf 
Chromosom 1 durchgeführt und zeigte, dass der ECM-Algorithmus weniger stabil ist, als der 
EM-Algorithmus (d. h. es kam häufiger zu frühzeitigen Abbrüchen in Iterationsschritten). 
Den Vergleich der Anzahl von Iterationsschritten bis zur Konvergenz an den 1329 untersu-
chen mutmaßlichen Gen-Positionen auf den 10 Chromosomen (im Abstand von 1 cM) disku-
tiere ich zunächst anhand eines Histogramms der benötigten Anzahl von Iterationsschritten 
auf allen Chromosomen. 
 
0
100
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300
400
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600
700
800
[0;20] [21;50] [51;100] [101;250] [251;1100]
Intervalle [Mindestzahl, Höchstzahl] der Iterationsschritte
n
EM
ECM
Abbildung 6.2: Anzahl n der berechneten Genpositionen, in denen auf der Abzisse angegebenen Interval-
len, hell : EM-Verfahren, dunkel : ECM-Verfahren 
 
Tabelle 6.1: Anteile von Schätzungen in Iterationsgruppen 
Anzahl von Iterationen EM ECM 
[0;20] 0,569 0,301 
[21;50] 0,307 0,328 
[51;100] 0,109 0,151 
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[101;250] 0,012 0,210 
[251;1100] 0,002 0,010 
 
In Abb. 6.2 und in Tabelle 6.1 wird verglichen, wie häufig beide Verfahren bis zu 20, 21 bis 
50, 51 bis 100 etc. Iterationsschritte (n) benötigen, um bei gleichem Abbruchkriterium zu 
konvergieren. Der EM-Algorithmus benötigt für den vorliegenden Datensatz in 57% der 
Schätzungen weniger als 20 Iterationsschritte, um zu konvergieren, während der ECM-
Algorithmus in dieser Klasse mit bis zu 20 Iterationsschritten nur 30% der Schätzungen auf-
bietet, in der Klasse von 21 bis 50 Iterationsschritten haben beide Verfahren etwa 30% ihrer 
Berechnungen. Über 100 Iterationen werden bei Verwendung des EM-Algorithmus nur in 1,4 
% der Fälle benötigt, bei Verwendung des ECM-Algorithmus dagegen in 22 % der Fälle. 
 
6.2 Vergleich von Maximum-Likelihood-Ansätzen anhand tabellari-
scher und graphischer Auswertung der QTL-Kartierungsdaten 
Vorbemerkung: Die meisten Intervallkartierungsverfahren betrachten Lod-Score-Profile 
über das Genom.  
Der Lod-Score ist definiert durch: 
  ( ) ( ) 10 0
2 LLod Score ln LQ 2 log
ln 10 L
 
− = ⋅ = ⋅    , (6.10) 
wobei ln(LQ) der logarithmierte Likelihoodquotient ist. Dieser ist gegeben durch: 
  ( ) ( ) ( )0ln LQ ln L ln L= − ,    (6.11) 
wobei hier (vgl. Tab. A1) 
  ( )0 -2386,3375 für IM undln L
-1882,813 für CIM

=     (6.12) 
mit 
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( ) ( ) ( ) ( )
( )
0
0 0
0
n
0 H j j1 j2 j3
j 1
n
j
j 1
ln L max ln L max ln f p p p
                                     = max ln f ,
θ∈Θ θ∈Θ
=
θ∈Θ
=
= = ⋅ + +∑
∑
  (6.13) 
da unter H0:  a=0 und d=0  gilt: 
  
j1 j2 j3
j1 j2 j3 j
,
also auch f f f f
µ = µ = µ
= = =
     (6.14) 
Hieraus folgen die oben angegebenen numerischen Werte. 
Alternativ zur Berechnung von Loglikelihood-Profilen über das gesamte Genom ist es auch 
möglich, in jedem Intervall den in Kapitel 4 hergeleiteten EMV-Algorithmus zu verwenden, 
um nach jeweiligen Maximalwerten zu suchen. Dabei finden sich dann einzelne Extremwerte, 
welche dann daraufhin überprüft werden müssen, ob es sich um Maximalwerte handelt. Im 
Prinzip gilt auch für Lod-Score und Loglikelihood-Profile, dass diese aus Sattelpunkten be-
stehen können. Selbst am Maximum einer diskreten Profilfunktion könnte ein Sattelpunkt 
(hinsichtlich einer oder mehrerer der anderen Variablen) vorliegen. Die Überprüfung ge-
schieht am einfachsten durch Berechnung der Eigenwerte der Kovarianzmatrix der beobachte-
ten Daten. Diese wird über die Inverse der Informationsmatrix der beobachteten Daten be-
rechnet. Louis (1983) beschrieb für einen ML-Schätzer des EM-Algorithmus ein Verfahren 
zur Herleitung der Kovarianzmatrix über die Informationsmatrix der beobachteten Daten. Die 
Informationsmatrix ist wiederum laut Definition der negative Erwartungswert der Hessemat-
rix der Loglikelihood-Funktion der beobachteten Daten. Somit gilt, dass die Kovarianzmatrix 
positiv definit sein muss, damit gefolgert werden kann, dass die Hessematrix der Loglikeli-
hood-Funktion negativ definit ist. Dies ist wiederum die hinreichende Bedingung  
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für ein Maximum der Loglikelihood-Funktion. Die notwendige Bedingung für ein Maximum 
ist bereits durch die Anwendung des EM-Algorithmus erfüllt.  
 
Die EM - bzw. EMV-Methoden wurden auf ein einfaches Intervallkartierungsmodell (SIM, 
auch IM genannt) und für ein zusammengesetztes Intervallkartierungsmodell (CIM) ange-
wendet. Die Datenvorbereitung und die Auswahl der Kofaktoren für das CIM wurde wie in 
Kapitel 5 beschrieben durchgeführt. 
Der EMV-Algorithmus wird, wie in Kapitel 4 hergeleitet, in jedem Intervall zunächst mit fes-
ten, "stabilen" Anfangswerten durchgeführt, dann erfolgte eine intensivere Suche nach weite-
ren Schätzwerten, da ja der EM-Algorithmus i. A. - wie andere iterative Schätzverfahren auch 
-  als Funktion der Anfangsschätzer mehrere (oder sogar zahlreiche) verschiedene Konver-
genzpunkte (lokale Maxima) liefert. 
Zunächst werden die Ergebnisse von Chromosom 1 ausführlich diskutiert, die folgenden 
Chromosomen werden dann nach ähnlichem Muster dargestellt.  
 
Tabellarische und graphische Auswertung für Chromosom 1 
Die Ergebnisse des EMV-Algorithmus werden in Tabelle 6.2 gegeben, wobei beachtet wer-
den muss, dass hier nur Maximalwerte mit "großen" Loglikelihood-Werten von weiterem 
Interesse sind, da nur sie am jeweils gefundenen Schätzwert des Lageparameters p auf die 
Anwesenheit eines quantitativen Gens hindeuten. Zur Definition häufig verwendeter Startwer-
te wird auf Tabelle A1 verwiesen. 
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Tabelle 6.2: "Hauptmaximalwerte" für Chrom. 1 mit Schätzwerten und Varianzen für Startw. 1 bis 4 
      Schätzer EMV mit Startwert 1,2,3    Schätzwerte EMV mit Startwert 4 
Intervalle  2 5 (Kofaktor) 8 10 (Kof.) 2 4 5 (Kof.) 8 10 (Kof.) 
aˆ   -14,42 -222,10 -234,37 -234,37 0,68 0,71 1,30 1,81 0,42 
ˆd   -15,28 -9,24 3,19 3,19 -482,39 -483,14 -484,75 -486,23 -482,57 
1
ˆβ   31,90 227,99 4,21 4,21 2,25 1,76 1,18 1,95 2,34 
2
ˆβ   33,63 7,95 238,64 238,64 3,62 3,66 3,40 2,01 3,29 
3
ˆβ   22,20 1,70 -1,18 -1,18 -1,59 -1,57 -1,68 -1,69 -1,60 
4
ˆβ   16,19 1,13 0,19 0,19 0,80 0,82 0,82 0,82 0,79 
5
ˆβ   26,75 2,83 1,17 1,17 1,64 1,70 1,70 1,72 1,70 
6
ˆβ   32,26 3,14 2,89 2,89 1,17 1,16 1,26 1,13 1,20 
7
ˆβ   35,36 3,55 2,95 2,95 1,33 1,29 1,26 1,26 1,31 
8
ˆβ   28,70 -1,26 0,29 0,29 -1,47 -1,50 -1,46 -1,47 -1,46 
σˆ   56,01 17,12 10,15 10,15 4,77 4,78 4,71 4,63 4,81 
pˆ   0,53532 0,05044 0,97328 0,03050 0,518 0,496 0,497 0,530 0,484 
Iter.  586,00 11,00 10,00 9,00 33,00 54,00 57,00 51,00 69,00 
Loglikelih. -1878,46 -1524,03 -1332,33 -1329,41 -1278,19 -1282,33 -1382,46 -1299,97 -1282,92 
Varianzen           
K( pˆ , pˆ )  0,04467 0,00028 0,00012 0,00012 0,000936 0,000933 0,000785 0,000790 0,000855 
K( aˆ , aˆ )  32,75 13,87 5,11 5,11 0,12 0,28 0,29 0,26 0,34 
K( ˆd , ˆd )  175,43 3,49 1,23 1,23 4,78 5,72 6,14 6,18 5,92 
Κ( σˆ , σˆ )  68313,71 499,70 61,63 61,63 3,11 3,22 3,30 3,21 3,16 
Κ( 1ˆβ , 1ˆβ )  20,31 12,65 0,68 0,68 0,16 0,36 0,38 0,16 0,16 
Κ( 2ˆβ , 2ˆβ )  17,32 1,72 4,46 4,46 0,14 0,14 0,15 0,35 0,42 
Κ( 3ˆβ , 3ˆβ )  17,24 1,68 0,60 0,60 0,13 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ )  23,63 2,19 0,78 0,78 0,17 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ )  22,51 2,16 0,77 0,77 0,17 0,17 0,17 0,17 0,17 
Κ( 6ˆβ , 6ˆβ )  20,27 2,01 0,70 0,70 0,16 0,16 0,16 0,16 0,16 
Κ( 7ˆβ , 7ˆβ )  17,26 1,85 0,65 0,65 0,15 0,15 0,15 0,14 0,15 
Κ( 8ˆβ , 8ˆβ )  19,61 2,02 0,70 0,70 0,16 0,16 0,16 0,15 0,16 
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Graphische Analyse von Chromosom 1 
Zunächst werden die Loglikelihood-Profile für Chromosom 1 unter Verwendung des CIM-
Modells analysiert. Für das zusammengesetzte Intervallkartierungsmodell wurden im Rahmen 
der Datenvorbereitung 8 Marker bestimmt, welche als Kofaktoren verwendet werden. Dies 
geschieht analog zu anderen Intervallkartierungsprogrammen mittels schrittweiser Regressi-
on. Dementsprechend wurden folgende Marker zu Kofaktoren des Modells: Marker 5, 10, 28, 
39, 41, 47, 61, 86. 
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Abbildung 6.3: Loglikelihood-Profil EM-Algorithmus mit Modell CIM und Startwert 111 
Das Loglikelihood-Profil für Chromosom 1 mit Startwert 1 in Abbildung 6.3 zeichnet sich 
zunächst dadurch aus, dass es zweimal in der Mitte von Markerintervallen unstetige Sprünge 
gibt, in welchen die Loglikelihood-Wert plötzlich sehr groß und später wieder ebenso sprung-
haft klein werden.  
                                               
11
 In Abb. 6.3 sind die Intervallanfänge angegeben, 5'01 steht für Intervall 5, erste Position bei 1 cM und 4'24, 
5'21, 8'21 und 10'27 sind Positionen, an welchen die "Sprünge" stattfinden. 
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Abbildung 6.4:Loglikelihood-Profil EM-Algorithmus mit Modell CIM und Startwert 212 
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Abbildung 6.5: Loglikelihood-Profil EM-Algorithmus mit Modell CIM und Startwert 313 
Auch eine Verkleinerung der Schrittgröße von 1 cM auf 1/10 cM (oder noch kleiner) ändert 
an dem unstetigen Verhalten der Funktion an diesen Stellen nichts.  
                                               
12
 In Abb. 6.5 werden erwähnte Randpunkte und die Funktionswerte der Maxima angegeben, maximaler Profil-
wert bei Intervall 10, Position 2 entspricht 10'02M in Abb. 6.4. 
13
 In Abb. 6.6 werden die Funktions- (Loglikelihood-) Werte der Maxima angegeben. 
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Wenn man dagegen die Ergebnisse von Startwert 2 betrachtet (Abbildung 6.4), dann ver-
schwinden die beiden linken Funktionssprünge, während bei Startwert 3 (Abbildung 6.5) ge-
rade die beiden rechten verschwinden.  
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Abbildung 6.6: Loglikelihood-Profil EM-Algorithmus mit Modell CIM und Startwert 4 
 
 Ein Zusammenfügen der Ergebnisse von Startwert 2 und 3 ergibt offenbar ein stetiges Ver-
halten eines Funktionsastes (eventuell mit Ausnahme der Ränder bei Intervall 3/ Intervall 4 
(3'02 und 4'01) bzw. Intervall 7/ Intervall 8 (7'01 und 8'01) bei denen sehr kleine Funktions-
werte (eventuell −∞ ) auftreten. 
Einen vollständig anderen Funktionszweig mit völlig neuen Maxima liefert dagegen der 
Startwert 4 (Abb. 6.6). Hier findet der EM-Algorithmus in jedem größeren Intervall ein Ma-
ximum in etwa der Mitte des Intervalls. 
In Abbildung 6.7 sind die Lösungen aller 4 Startwerte zusammen aufgetragen. Offenbar grup-
pieren sich die Konvergenzpunkte in 3 verschiedenen Funktionszweigen:  
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i) Die "oszillatorische Lösung", mit Maxima in etwa der Mitte (Schätzwerte für Parameter p 
zwischen 0,53 und 0,48, vgl. Tab. 6.2) der Intervalle I2, I4, I5, I8 und I10. 
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Abbildung 6.7: Überblick: Loglikelihood-Profile von Chromosom 1 mit verschiedenen Startwerten 
 
ii) Die "Kofaktoren-Lösung" mit Suprema an den Intervallgrenzen I4/ I5 und I8/ I10, bei wel-
chen genau die Kofaktoren des CIM-Modells auftreten. Sie enthält Maxima in I5 und I10, in 
unmittelbarer Nähe des jeweiligen Supremums (Abbildung 6.7a).  
iii) Eine in relativ engen Grenzen variierende, bei kleinen Werte auftauchende Lösung (die 
"tiefliegende Lösung") mit einem (nur in entsprechender Vergrößerung sichtbaren) Maximum 
in Intervall 2 bei Werten von pˆ  zwischen 0,53 und 0,54.  
Man vergleiche dieses mit den EMV- Ergebnissen der Tabelle 6.2. Man erhält hier zum 
Startwert 4 die Maxima der Lösung i). Bezüglich der Varianzen, und der Schätzer der Para-
meter a, d, i  (i=1,2,...,8) und β σ  bilden diese eine gegen alle anderen Lösungen klar  
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abgegrenzte Gruppe. Das gilt auch für die "Koordinatenwerte" ln(L)=-1289 11±  und 
p 0,50 0,03= ±  mit Ausnahme des Loglikelihood-Wertes in Intervall 5 (ln(L)=-1382).  
In der Gruppe ii) erhält man in Tabelle 6.2 ein Maximum mehr als bei dem Profilverfahren, 
nämlich das in I8 (bei pˆ =0,97328, vgl. Abbildung 6.7a).  
Die Gruppe ii) zerfällt jedoch in 2 Untergruppen:  
a) Die beiden Maxima in I8 ( pˆ =0,97328) und I10 ( pˆ =0,03050) mit innerhalb der numeri-
schen Genauigkeit identischen Schätzern  der Parameter a, d, i  (i=1,2,...,8) und β σ , und fast 
identischen asymptotische Varianzen K( iˆβ , iˆβ ). Sie besitzen große Werte für 2ˆβ  und relativ 
große für K( 2 2ˆ ˆ,β β ). 
b) Das Maximum in I5 (mit pˆ =0,05044), dessen Parameterschätzer und Varianzen erheblich 
von denen der Untergruppe a) abweichen. Insbesondere sind 1ˆβ  und K( 1ˆβ , 1ˆβ ) groß anstatt 2ˆβ  
und K( 2 2ˆ ˆ,β β ). 
Das Maximum bei pˆ =0,53532 in Gruppe iii) (aus I2) ist offensichtlich bezüglich der Parame-
terschätzer und Varianzen am meisten von allen anderen Maxima verschieden. 
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Abbildung 6.7a: Rechter Rand I8 mit und ohne EMV-Max., sowie Ränder I5 und I10.14 
 
Der Vergleich der Loglikelihood-Profil (oder Lod-Score-) mit der EMV-Methode zeigt insge-
samt, dass diese beiden Methoden weitgehend äquivalent sind.  
Die Tatsache, dass die Profilmethode ein Maximum der Kofaktorengruppe (I8, pˆ =0,973) 
nicht liefert, sollte nicht überschätzt werden. Mehr Rechenpunkte (ein feinerer Diskretisie-
rungsgrad) der Variablen p nahe der Intervallgrenze I8/ I10 würde dieses Maximum ohne 
Zweifel liefern. In der Praxis bedeutet dies allerdings, dass die Diskretisierung deswegen oft 
sehr viel feiner sein muss, als 1 cM15, man vergleiche Abbildung 6.7a, linkes und rechtes obe-
res Diagramm. 
                                               
14
 lies: p*= pˆ  des EMV! 
15
 In der Praxis werden i. A. 1 bis 5 cM verwendet 
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Für das EMV-Verfahren spricht auch der geringere Rechenaufwand und die höhere Rechen-
genauigkeit.  
Für das Profil- Verfahren spricht dessen höhere Anschaulichkeit, z. B. taucht die "oszillatori-
sche Lösung" in allen 5 größeren Intervallen auf. Ein solches Verhalten kann in praxi durch-
aus zum Auffinden weiterer Maxima führen. Jedoch muss hier vor Übervereinfachung ge-
warnt werden: Es liegt z. B. nahe, die Lösung ii) in das Gebiet der Intervalle I1 bis I3 fortzu-
setzen. Trotz einer Wahl von 30 000 Anfangsschätzern mit einer Monte-Carlo-Methode wur-
de kein weiterer Konvergenzpunkt in diesem Intervall gefunden! Das liegt höchstwahrschein-
lich, wenn auch nicht mit letzter Sicherheit, daran, dass dort kein weiterer Kofaktor auftaucht, 
daher auch die Namensgebung für die Gruppe ii).  
Diese Diskussion zeigt, dass die beiden Verfahren sich - trotz ihrer prinzipiellen Äquivalenz - 
in der Praxis gut ergänzen. 
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Abbildung 6.8: Loglikelihood-Profil für Chromosom 1, SIM, stabiler Startwert (a=1, d=2, σ =10)  
 
     
 60 
10'22M=-1341,632'26M=-1358,00 4'25M=-1357,39 8'23M=-1349,98
-2600,00
-2400,00
-2200,00
-2000,00
-1800,00
-1600,00
-1400,00
-1200,001'01 2'14 2'28 2'42 4'05 4'19 4'33 4'47 5'12 5'26 8'07 8'21 8'35 10'06 10'2 10'34
Intervall
Lo
gl
ik
el
ih
oo
d
 
Abbildung 6.9: Loglikelihood-Profil für Chromosom 1, SIM, oszillierende Lösung, Startwert OL 
 
Das Loglikelihood-Profil des EM-Algorithmus unter Annahme des einfachen Intervallkartie-
rungsmodells (IM) ohne Kofaktoren zeigt bei dem "stabilen Startwert" (Tab. A1) ebenfalls 
Unstetigkeitsstellen und findet in der Mitte von Intervall 2, Intervall 4 und Intervall 10 drei 
Hauptmaximalwerte (siehe Abbildung 6.8). Zudem ist auch ein Maximum in Intervall 8 zu 
finden, welches aber offensichtlich sehr kleine Funktionswerte besitzt.  
Die 3 Hauptmaxima (Abbildung 6.8) entsprechen den 3 Hauptmaxima der oszillatorischen 
Lösung des CIM im EM-Algorithmus für das Chromosom 1 (vgl. Tab.6.2). An dieser Stelle 
ist es naheliegend, in Analogie zu CIM einen anderen Startwert zu versuchen, ein günstiger 
Wert ist in Tab. A1 gegeben und mit OL bezeichnet. Es ergibt sich eine oszillierende Lösung 
in Analogie zu der oszillierenden Lösung des CIM. Der Vergleich von Abbildung 6.9 mit 
Abbildung 6.6 zeigt, dass in CIM das Maximum in I2 das höchste ist, gefolgt von denen in I4, 
I10 und I8, während in SIM das Maximum in I10 das höchste ist, gefolgt von denen in I8, I4 
und I2. Die Positionen der Maxima stimmen innerhalb der Genauigkeit von 1 cM jeweils mit-
einander überein. Neben dieser Lösung taucht auch in SIM eine "tiefliegende Lösung" auf  
     
 61 
(s. Abbildung 6.8), die nur in relativ engen Grenzen variiert. Aus trivialen Gründen (keine 
Kofaktoren) kann die Kofaktorenlösung in SIM nicht erscheinen.  
Die Auswertung der weiteren Chromosomen erfolgt mit den Startwerten 1 und 4 für das 
Loglikelihood-Profil des CIM Modells. Beide Startwerte liefern wie bei Chromosom 1 sehr 
unterschiedliche Maxima. 
 
Tabellarische und graphische Auswertung von Chromosom 2 
In Tabelle 6.3 werden die höheren Maxima des EMV-Algoritmus mit Varianzen (Hauptdia-
gonalelementen der geschätzten Kovarianzmatrix) und Schätzwerten gegeben. Eine vollstän-
dige Darstellung aller Maxima mit Schätzwerten der Parameter a, d, p, i,  σ β , den Kovarian-
zen und den Eigenwerten der Kovarianzmatrix ist in den Tabellen A2 und A3 zu finden. 
Tabelle 6.3: Maxima des EMV für Chr 2 mit Varianzen und Schätzwerten für Startwerte 1 und 4. Für 
Eigenwerte der Kovarianzmatrix und genauere Werte der angegebenen Schätzer und Varianzen, vgl. 
Tabellen A2 und A3 
Startwert 1 Startwert 4 
Intervalle 16 12 13 14 15 16 18 19 20 21 
aˆ  -18,68 -1,09 -0,93 -0,79 -0,43 -0,74 -1,24 -1,41 -1,07 -1,07 
ˆd  5,46 -482,18 -481,93 -481,82 -481,54 -480,94 -480,88 -480,98 -481,47 -481,24 
1
ˆβ  30,23 2,33 2,32 2,37 2,36 2,32 2,28 2,29 2,35 2,37 
2
ˆβ  35,07 3,59 3,64 3,70 3,72 3,83 3,84 3,81 3,71 3,68 
3
ˆβ  23,69 -1,61 -1,59 -1,63 -1,58 -1,51 -1,49 -1,49 -1,56 -1,53 
4
ˆβ  16,19 0,84 0,76 0,81 0,78 0,78 0,82 0,87 0,89 0,89 
5
ˆβ  25,10 1,72 1,73 1,71 1,73 1,73 1,65 1,70 1,67 1,69 
6
ˆβ  31,22 1,21 1,28 1,22 1,21 1,28 1,36 1,32 1,28 1,30 
7
ˆβ  37,62 1,31 1,35 1,35 1,37 1,41 1,38 1,34 1,36 1,34 
8
ˆβ  29,62 -1,57 -1,55 -1,51 -1,47 -1,41 -1,38 -1,46 -1,53 -1,46 
σˆ  56,18 4,70 4,73 4,76 4,80 4,76 4,66 4,61 4,70 4,70 
pˆ  0,54956 0,4886 0,4908 0,5364 0,5009 0,4895 0,5050 0,5044 0,4981 0,5359 
Iter. 534,00 32,00 31,00 33,00 29,00 33,00 28,00 34,00 34,00 29,00 
Loglikelih. -1876,25 -1696,14 -1357,30 -1445,4 -1444,4 -1472,1 -1574,55 -1825,95 -1741,98 -1472,30 
Varianzen           
K( pˆ , pˆ ) 0,0635 0,0008 0,0009 0,0009 0,0008 0,0007 0,0007 0,0008 0,0008 0,0008 
K( aˆ , aˆ ) 27,10 0,11 0,11 0,12 0,11 0,12 0,10 0,11 0,11 0,10 
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K( ˆd , ˆd ) 63,47 4,62 4,65 4,68 4,77 4,85 4,63 4,59 4,64 4,64 
Κ( σˆ , σˆ ) 59979,74 3,05 3,06 3,11 3,12 3,10 2,95 2,96 3,05 3,01 
Κ( 1ˆβ , 1ˆβ ) 19,48 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 
Κ( 2ˆβ , 2ˆβ ) 16,99 0,14 0,14 0,14 0,14 0,14 0,14 0,13 0,14 0,13 
Κ( 3ˆβ , 3ˆβ ) 17,02 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ ) 23,43 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ ) 22,10 0,17 0,17 0,17 0,17 0,17 0,17 0,16 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 19,61 0,15 0,16 0,16 0,16 0,16 0,16 0,15 0,16 0,16 
Κ( 7ˆβ , 7ˆβ ) 17,01 0,14 0,15 0,15 0,15 0,15 0,14 0,14 0,14 0,14 
Κ( 8ˆβ , 8ˆβ ) 19,24 0,15 0,16 0,16 0,16 0,16 0,15 0,15 0,15 0,15 
 
Diese Maximalwerte ergänzen die Loglikelihood-Profile in Abbildung 6.10 und Abb. 6.11. In 
Abbildung 6.10 fällt auf, dass der Loglikelihood-Funktionswert des einzigen Maximums sehr 
klein ist im Vergleich zu denen der "oszillatorischen Lösung" in Abbildung 6.11, so dass man 
nicht vom Vorhandensein eines Gens an dieser Position ausgehen kann. 
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Abbildung 6.10: Loglikelihood-Profil Chromosom 2, CIM mit Startwert 1 
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Abbildung 6.11: Loglikelihood-Profil Chromosom 2, CIM mit Startwert 4 
 
In Abbildung 6.11 liegt ein gut ausgeprägtes Hauptmaximum in der Mitte des Intervalls 13. 
Auch hier findet die "oszillatorische Lösung" in jedem größeren Intervall ein Maximum, al-
lerdings sind die Maximalwerte der Likelihood  in I14 bis I21 um viele Größenordnungen 
kleiner als diejenigen der oszillatorischen Lösung auf Chromosom 1.  
Betrachtet man das Loglikelihood-Profil des EM-Algorithmus unter Annahme des SIM-
Modells, so findet sich kein Maximum bei dem stabilen Startwert (Abb. 6.12). Entsprechende 
Spitzen des Profils sind Randwerte, was durch die Angabe der jeweils ersten Positionen der 
einzelnen Markerintervalle verdeutlicht werden soll. 
Verwendet man jedoch den in Chromosom 1 bereits verwendeten Startwert für die Oszillato-
rische Lösung (OL), dann erhält man diese wiederum in völliger Analogie zu dem CIM-
Modell, man vergleiche Abbildung 6.13 mit Abbildung 6.11. Die starke Dominanz des Ma-
ximum in I13 ist evident. Die Position der Maxima von Abbildung 6.11 und Abbildung 6.13 
stimmen innerhalb der Genauigkeit von 1 cM jeweils überein. 
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Abbildung 6.12: Loglikelihood-Profil Chromosom 2, SIM, stabiler Startwert 
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Abbildung 6.13: Loglikelihood-Profil Chromosom 2, SIM, oszillatorische Lösung, Startwert OL 
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Tabellarische und graphische Auswertung Chromosom 3 
Tabelle 6.4: Wie Tabelle 6.3 für Chromosom 3 
Startwert 1    Startwert 4 
Intervalle 24 25 26 28 KOF.! 23 24 26 
28 
KOF. ! 33 
aˆ  -39,02 -43,83 -171,11 -236,43 -1,04 -0,93 0,34 -1,45 -1,14 
ˆd  -14,62 -12,84 -9,00 0,94 -481,81 -481,07 -482,36 -480,00 -482,22 
1
ˆβ  29,59 28,55 12,89 3,40 2,32 2,35 2,33 2,34 2,42 
2
ˆβ  28,52 25,65 11,05 4,40 3,69 3,64 3,69 3,68 3,69 
3
ˆβ  42,50 51,83 174,11 235,61 -1,46 -1,04 -1,90 -0,43 -1,62 
4
ˆβ  15,12 14,86 5,21 1,41 0,80 0,80 0,78 0,75 0,75 
5
ˆβ  24,39 23,95 9,16 2,30 1,78 1,74 1,74 1,72 1,77 
6
ˆβ  31,13 28,85 11,65 2,06 1,19 1,22 1,21 1,06 1,04 
7
ˆβ  32,10 30,13 11,00 0,54 1,29 1,25 1,32 1,40 1,45 
8
ˆβ  27,52 27,65 9,31 -0,61 -1,59 -1,56 -1,48 -1,60 -1,59 
σˆ  52,02 53,42 32,88 8,35 4,71 4,75 4,81 4,68 4,69 
pˆ  0,9014 0,2811 0,7953 0,0131 0,4514 0,5222 0,5278 0,4673 0,5096 
Iter. 203,00 102,00 57,00 10,00 39,00 63,00 93,00 55,00 26,00 
Loglikelih. -1866,15 -1858,39 -1791,28 -1255,28 -1666,78 -1275,41 -1819,77 -1288,26 -1453,96 
Varianzen          
K( pˆ , pˆ ) 0,0064 0,1088 0,0025 0,00004 0,0008 0,0013 0,0008 0,0009 0,0008 
K( aˆ , aˆ ) 46,06 41,00 63,73 3,51 0,13 0,23 0,48 0,24 0,10 
K( ˆd , ˆd ) 60,70 35,45 13,06 0,83 4,64 4,85 6,01 4,92 4,61 
Κ( σˆ , σˆ ) 68552,64 48310,08 7973,59 28,24 3,12 3,30 3,17 3,31 2,96 
Κ( 1ˆβ , 1ˆβ ) 17,91 17,53 7,08 0,46 0,15 0,15 0,16 0,15 0,15 
Κ( 2ˆβ , 2ˆβ ) 16,05 16,10 7,21 0,42 0,14 0,14 0,14 0,14 0,13 
Κ( 3ˆβ , 3ˆβ ) 29,43 34,41 63,05 3,23 0,13 0,21 0,52 0,28 0,13 
Κ( 4ˆβ , 4ˆβ ) 22,13 21,28 8,13 0,52 0,17 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ ) 21,28 20,13 7,94 0,52 0,17 0,17 0,17 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 18,60 17,67 8,02 0,48 0,16 0,16 0,16 0,16 0,16 
Κ( 7ˆβ , 7ˆβ ) 16,44 16,14 7,19 0,45 0,14 0,15 0,15 0,14 0,14 
Κ( 8ˆβ , 8ˆβ ) 
18,30 17,26 8,09 0,47 0,16 0,16 0,16 0,16 0,15 
 
Tabelle 6.4 ist zu entnehmen, dass die dem Loglikelihood-Profil zugrunde liegende Funktion 
unter Startwert 1 ein sehr hohes Maximum (Loglikelihood=-1255,2) zu Beginn des Intervalls 
28, und zwar bei pˆ =0,013, aufweist. Dieses Maximum, das höchste von allen auf Chromo-
som 3, wird vom Loglikelihood-Profil in Abbildung 6.14 unter der vorgegebenen  
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Auflösung nicht angezeigt! Auch hier müsste an dieser Stelle (wie in Intervall 8 bei Chromo-
som 1) ein feinerer Diskretisierungsgrad als 1 cM gewählt werden. 
Offensichtlich liefern die Loglikelihood-Profilverfahren (Abbildung 6.14, Abbildung 6.15) 
und das EMV-Verfahren (Tab. 6.4) wieder die 3 klar voneinander abgegrenzten, schon bei 
Chromosom 1 gefundenen Gruppen, nämlich die oszillatorische Lösung mit zwei Hauptma-
xima in etwa der Mitte der Intervalle 24 und 28 (Abbildung 6.15), die Kofaktorlösung mit 
dem höchsten Maximum überhaupt am linken Rand von Intervall 28 (Tab. 6.4) und die tief-
liegende Lösung (Abbildung 6.14) bei relativ niedrigen bzw. sehr niedrigen Werten.  
 
Die Übereinstimmung der oszillierenden Lösungen von CIM und SIM (Abb. 6.16) ist, abge-
sehen von einer Verschiebung der Ordinatenwerte, frappierend; die Verschiebung der Abzis-
senwerte beträgt an den Positionen der Maxima höchstens 2 cM.  
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Abbildung 6.14 : Loglikelihood-Profil Chromosom 3, CIM mit Startwert 1 
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Abbildung 6.15: Loglikelihood-Profil Chromosom 3, CIM mit Startwert 4. Die 90 cM im Intervall 24 (s. 
Abb. 6.1) werden durch die Kartierungsvorschrift reduziert auf 50 Einheiten in der graphischen Darstel-
lung. Die Intervalle 28, 29 und 30 werden zusammen gelegt (entsprechend 58 cM und 50 "Positionen" in 
der Graphik). 
 
33'13M=-1542,20
28'23M=-1369,6924'25M=-1357,11
-2500,00
-2300,00
-2100,00
-1900,00
-1700,00
-1500,00
-1300,00
-1100,00
23'01 24'03 24'15 24'27 24'39 26'01 28'04 28'16 28'28 28'4 31'03 33'06 33'18
Intervall
Lo
gl
ik
el
ih
oo
d
 
Abbildung 6.16: Loglikelihood-Profil Chromosom 3, SIM, oszillatorische Lösung, Startwert OL 
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Abbildung 6. 17: Loglikelihood-Profil Chromosom 3, SIM, stabiler Startwert   
 
Tabellarische und graphische Auswertung Chromosom 4 
Tabelle 6.5: Wie Tabelle 6.3 für Chromosom 4 
  Startwert 1  Startwert 4 
Intervalle 39 (KOF) 40* 35 36 37 38 39 (KOF) 40* 
aˆ  -236,53 -240,97 0,49 0,48 0,56 -0,82 0,88 1,09 
ˆd  -0,67 0,54 -481,87 -482,02 -482,34 -480,30 -483,62 -484,82 
1
ˆβ  3,05 2,39 2,34 2,37 2,39 2,32 2,35 2,31 
2
ˆβ  4,48 4,13 3,65 3,66 3,65 3,70 3,73 3,72 
3
ˆβ  
-1,18 -1,33 -1,62 -1,61 -1,60 -1,60 -1,61 -1,64 
4
ˆβ  238,07 -1,03 0,74 0,61 0,33 1,59 -0,07 0,23 
5
ˆβ  1,37 243,29 1,78 1,78 1,79 1,74 1,65 0,87 
6
ˆβ  1,08 1,28 1,25 1,25 1,25 1,20 1,17 1,16 
7
ˆβ  2,12 1,51 1,33 1,34 1,38 1,30 1,33 1,31 
8
ˆβ  
-0,81 -1,42 -1,51 -1,49 -1,47 -1,49 -1,47 -1,51 
σˆ  8,06 7,04 4,80 4,80 4,80 4,78 4,77 4,76 
pˆ  0,0207 0,9552 0,5055 0,4913 0,4917 0,5104 0,5079 0,5039 
Iter. 3,00 31,00 31,00 30,00 42,00 106,00 101,00 61,00 
Loglikelih. -1214,49 -1210,61 -1666,54 -1294,60 -1397,24 -1994,30 -1949,00 -1312,27 
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 Der Marker 41 am rechten Rand von Intervall 40 ist Kofaktor 
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Varianzen         
K( pˆ , pˆ ) 0,00042 0,00018 0,00082 0,00098 0,00090 0,00074 0,00069 0,00075 
K( aˆ , aˆ ) 3,27 2,55 0,11 0,12 0,19 0,53 0,48 0,36 
K( ˆd , ˆd ) 0,80 0,60 4,72 4,75 4,91 6,54 6,74 7,38 
Κ( σˆ , σˆ ) 24,56 14,25 3,11 3,12 3,14 3,39 3,36 3,24 
Κ( 1ˆβ , 1ˆβ ) 0,43 0,33 0,15 0,15 0,16 0,16 0,16 0,15 
Κ( 2ˆβ , 2ˆβ ) 0,39 0,30 0,14 0,14 0,14 0,14 0,14 0,14 
Κ( 3ˆβ , 3ˆβ ) 0,38 0,29 0,13 0,13 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ ) 3,31 0,38 0,17 0,19 0,30 0,68 0,62 0,27 
Κ( 5ˆβ , 5ˆβ ) 0,48 2,41 0,17 0,17 0,17 0,17 0,18 0,39 
Κ( 6ˆβ , 6ˆβ ) 0,46 0,34 0,16 0,16 0,16 0,16 0,16 0,16 
Κ( 7ˆβ , 7ˆβ ) 0,41 0,32 0,15 0,15 0,15 0,15 0,15 0,15 
Κ( 8ˆβ , 8ˆβ ) 0,44 0,34 0,16 0,16 0,16 0,16 0,16 0,16 
 
Das Loglikelihood-Profil des CIM-Verfahrens für Startwert 1 (Abb. 6.18) weist in der Nähe 
der Kofaktormarker 39 und 41, nämlich am linken Rand des Intervalles 39 und am rechten 
Rand des Intervalles 40, Maxima der Kofaktorenlösungen auf. Auf Grund des unzureichenden 
Diskretisierungsgrades wird das Maximum in Intervall 39 bei pˆ =0,0207 im Profil wiederum 
nicht erkannt und muss also über den EMV (oder eine feinere Diskretisierung) bestimmt wer-
den. Das Maximum (der Kofaktorenlösung) in Intervall 40 für pˆ =0,9552 kann auch nähe-
rungsweise aus dem Profil abgelesen werden. Diese beiden Maxima sind die weitaus höchs-
ten. Die oszillatorische Lösung (Abb. 6.19) findet etwa in der Mitte der Intervalle 36, 37 und 
40 Maximalwerte. Diese Maxima treten an gleicher Stelle im SIM-Profil der Loglikelihood-
Funktion mit Startwert OL auf (Abb. 6.21). Die Unterschiede zwischen den Funktionswerten 
der Maxima sind in CIM etwas größer als in SIM.  
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Abbildung 6. 18: Loglikelihood-Profil Chromosom 4, CIM mit Startwert 1 
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Abbildung 6. 19: Loglikelihood-Profil Chromosom 4, CIM mit Startwert 4 
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Abbildung 6.20: Loglikelihood-Profil Chromosom 4, SIM, stabiler Startwert 
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Abbildung 6.21: Loglikelihood-Profil Chromosom 4, SIM, oszillatorische Lösung, Startwert OL 
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Tabellarische und graphische Auswertung Chromosom 5 
 
Tabelle 6.6: Wie Tabelle 6.3 für Chromosom 5 
 Startwert 1    Startwert 4 
Intervalle 42* 45 47 (Kof) 50 42* 43 45 46 47 (KoF) 51 
aˆ
 
-7,40 -23,14 -232,83 -28,44 0,45 0,17 0,34 0,35 0,74 0,38 
ˆd
 
1,53 -0,69 1,98 6,10 -482,09 -481,94 -482,28 -482,47 -483,47 -482,20 
1
ˆβ
 
30,92 29,73 4,17 29,67 2,34 2,35 2,33 2,34 2,33 2,35 
2
ˆβ
 
33,44 31,17 4,75 30,98 3,65 3,66 3,67 3,69 3,65 3,66 
3
ˆβ
 
22,06 21,39 0,17 19,98 -1,58 -1,59 -1,60 -1,59 -1,59 -1,59 
4
ˆβ
 
17,72 16,51 1,81 16,27 0,74 0,78 0,79 0,78 0,81 0,81 
5
ˆβ
 
25,25 22,84 2,58 24,14 1,77 1,74 1,76 1,76 1,72 1,73 
6
ˆβ
 
32,16 42,73 234,26 45,60 1,13 1,16 1,01 0,86 0,48 1,01 
7
ˆβ
 
37,01 34,33 2,11 34,26 1,25 1,29 1,29 1,31 1,29 1,30 
8
ˆβ
 
29,39 28,98 -1,17 28,20 -1,44 -1,47 -1,49 -1,49 -1,52 -1,50 
σˆ
 
57,40 55,85 10,31 55,17 4,80 4,82 4,81 4,81 4,79 4,81 
pˆ
 
0,73056 0,98846 0,01551 0,07817 0,5097 0,4823 0,4867 0,4925 0,5101 0,5026 
Iter. 994,00 697,00 4,00 327,00 28,00 31,00 32,00 49,00 58,00 43,00 
Loglikelih. -1881,57 -1872,28 -1313,91 -1869,27 -1437,57 -1454,11 -1492,11 -1427,80 -1507,35 -1667,1 
Varianzen           
Κ( pˆ , pˆ ) 0,52734 0,05259 0,00012 0,03549 0,00083 0,00085 0,00081 0,00076 0,00074 0,00081 
Κ( aˆ , aˆ ) 23,44 27,89 5,21 29,58 0,11 0,12 0,13 0,28 0,30 0,16 
Κ( ˆd , ˆd ) 57,03 39,59 1,28 43,75 4,77 4,82 5,01 5,75 6,26 4,91 
Κ( σˆ , σˆ ) 63399,92 59096,98 65,66 55988,36 3,12 3,13 3,13 3,15 3,20 3,14 
Κ( 1ˆβ , 1ˆβ ) 19,68 18,89 0,70 18,36 0,15 0,16 0,16 0,16 0,15 0,15 
Κ( 2ˆβ , 2ˆβ ) 17,31 16,53 0,63 16,18 0,14 0,14 0,14 0,14 0,14 0,14 
Κ( 3ˆβ , 3ˆβ ) 17,54 16,64 0,61 16,41 0,13 0,13 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ ) 23,95 22,73 0,79 22,38 0,17 0,17 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ ) 22,99 21,99 0,78 21,35 0,17 0,17 0,17 0,17 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 20,33 25,09 4,61 25,81 0,16 0,16 0,20 0,41 0,44 0,19 
Κ( 7ˆβ , 7ˆβ ) 17,62 16,82 0,68 16,42 0,15 0,15 0,15 0,15 0,15 0,15 
Κ( 8ˆβ , 8ˆβ ) 19,85 18,70 0,72 18,33 0,16 0,16 0,16 0,16 0,16 0,16 
 
Die Kofaktorenlösung liefert in EMV (Tab. 6.6) das weitaus höchste Maximum im Intervall 
47, wo ein Kofaktormarker auftritt. Dieses Maximum taucht in Abb. 6.22 bei einem  
                                               
*
 Der Marker am linken Rand von Intervall 42 ist Kofaktor 
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Diskretisierungsgrad von 1 cM nicht auf, erscheint aber, wenn am linken Rand des Intervalles 
47 eine hinreichend feine Diskretisierung gewählt wird. Die oszillatorischen Lösungen sind in 
SIM (Abb. 6.25) und CIM (Abb. 6.23) extrem ähnlich, d. h. sie besitzen mit hoher Genauig-
keit dieselben Positionen (Differenzen kleiner als 1 cM) und sehr kleine Unterschiede in den 
Differenzen der Maximalwerte, z. B. zwischen dem höchsten und zweithöchsten Maximum 
jeweils in CIM und SIM. 
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Abbildung 6.22: Loglikelihood-Profil Chromosom 5, CIM mit Startwert 1 
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Abbildung 6.23: Loglikelihood-Profil Chromosom 5, CIM mit Startwert 4 
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Abbildung 6.24: Loglikelihood-Profil Chromosom 5, SIM (kleine Funktionswerte!), stabiler Startwert 
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Abbildung 6.25: Loglikelihood-Profil Chromosom 5, SIM, oszillatorische Lösung, (Startwert OL) 
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Tabellarische und graphische Auswertung Chromosom 6 
Tabelle 6.7: Wie Tabelle 6.3 für Chromosom 6 
  Startwert 1  Startwert 4 
Intervalle 55 59 55 56 57 59 6016 
aˆ  4,98 -181,59 0,33 0,29 -0,04 -0,26 -0,99 
ˆd  -13,68 4,91 -481,67 -481,69 -481,79 -481,39 -479,70 
1
ˆβ  31,13 11,08 2,36 2,37 2,35 2,36 2,35 
2
ˆβ  32,35 11,75 3,65 3,66 3,67 3,67 3,70 
3
ˆβ  22,33 2,00 -1,57 -1,58 -1,60 -1,60 -1,61 
4
ˆβ  17,60 6,91 0,81 0,81 0,79 0,79 0,82 
5
ˆβ  25,93 4,53 1,73 1,74 1,73 1,72 1,72 
6
ˆβ  31,03 4,90 1,20 1,19 1,19 1,17 1,18 
7
ˆβ  37,20 191,90 1,31 1,30 1,33 1,56 2,31 
8
ˆβ  30,12 8,67 -1,45 -1,45 -1,48 -1,47 -1,45 
σˆ  57,13 26,56 4,81 4,81 4,82 4,82 4,77 
pˆ  0,60908474 0,92061081 0,5011 0,4828 0,4767 0,5141 0,4953 
Iter. 305,00 6,00 35,00 34,00 35,00 83,00 359,00 
Loglikelih. -1880,51 -1679,10 -1591,67 -1820,67 -1294,97 -1494,91 -2248,35 
Varianzen        
Κ( pˆ , pˆ ) 0,1298455 0,0005963 0,000844 0,000805 0,000850 0,000733 0,000755 
Κ( aˆ , aˆ ) 21,59 25,87 0,12 0,12 0,12 0,41 1,67 
Κ( ˆd , ˆd ) 55,32 8,62 4,76 4,76 4,75 5,72 12,73 
Κ( σˆ , σˆ ) 62761,68 2892,60 3,13 3,13 3,14 3,15 4,65 
Κ( 1ˆβ , 1ˆβ ) 19,65 4,57 0,16 0,16 0,16 0,16 0,16 
Κ( 2ˆβ , 2ˆβ ) 17,30 4,05 0,14 0,14 0,14 0,14 0,14 
Κ( 3ˆβ , 3ˆβ ) 17,39 4,11 0,13 0,13 0,14 0,14 0,13 
Κ( 4ˆβ , 4ˆβ ) 23,71 5,21 0,17 0,17 0,17 0,17 0,18 
Κ( 5ˆβ , 5ˆβ ) 22,50 5,20 0,17 0,17 0,17 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 19,93 4,84 0,16 0,16 0,16 0,16 0,16 
Κ( 7ˆβ , 7ˆβ ) 17,59 22,65 0,15 0,15 0,16 0,51 1,85 
Κ( 8ˆβ , 8ˆβ ) 19,56 4,56 0,16 0,16 0,16 0,16 0,16 
 
Die oszillierende Lösung (Abb. 6.27) liefert ein stark dominantes Maximum. Die Ähnlichkeit 
der CIM-Lösung und der SIM-Lösung (Abb. 6.29) ist wiederum erstaunlich. 
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 Der Marker 61 am rechten Rand von Intervall 60 ist Kofaktor! 
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Im Intervall 60 steigt die Loglikelihood-Funktion mit Startwert 1 (CIM) sehr stark an, und 
zwar über Werte von -1050 hinaus (vgl. Abb. 6.26). Sie besitzt offenbar ein Supremum am 
rechten Rand dieses Intervalles - höchstwahrscheinlich deswegen, weil an der rechten Inter-
vallgrenze von I60 der Kofaktormarker 61 auftritt. Maxima besitzt dieser Funktionszweig 
jedoch nur in den Intervallen 59 und 55 mit kleinen bzw. sehr kleinen Werten.  
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Abbildung 6.26: Loglikelihood-Profil Chromosom 6, CIM mit Startwert 1 
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Abbildung 6.27: Loglikelihood-Profil Chromosom 6, CIM mit Startwert 4 
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Abbildung 6.28: Loglikelihood-Profil Chromosom 6, SIM (kleine Funktionswerte), stabiler Startwert 
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Abbildung 6.29: Loglikelihood-Profil Chromosom 6, SIM, oszillatorische Lösung, Startwert OL. 
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Tabellarische und graphische Auswertung Chromosom 7 
Tabelle 6.8: Wie Tabelle 6.3 für Chromosom 7 
 Startwert 1   Startwert 4 
Intervalle I62 I63 I70 I62 I63 I64 I65 I66 I68 I69 
aˆ  -4,74 -4,75 -8,53 0,34 0,07 -0,56 -0,72 -1,22 -1,61 -1,46 
ˆd  0,44 4,31 0,85 -481,91 -481,82 -481,65 -481,75 -481,20 -481,05 -481,44 
1
ˆβ  31,19 30,81 31,23 2,34 2,35 2,30 2,27 2,26 2,38 2,34 
2
ˆβ  33,17 33,44 33,05 3,67 3,67 3,69 3,69 3,70 3,78 3,71 
3
ˆβ  22,31 22,03 22,35 -1,58 -1,59 -1,63 -1,66 -1,70 -1,66 -1,58 
4
ˆβ  17,24 17,23 17,60 0,80 0,79 0,78 0,76 0,77 0,88 0,84 
5
ˆβ  26,61 26,43 25,41 1,70 1,73 1,78 1,80 1,84 1,68 1,57 
6
ˆβ  31,29 31,53 31,78 1,20 1,20 1,22 1,24 1,34 1,23 1,33 
7
ˆβ  36,43 36,53 36,42 1,29 1,31 1,34 1,33 1,37 1,36 1,29 
8
ˆβ  29,83 29,98 30,17 -1,49 -1,48 -1,42 -1,41 -1,30 -1,34 -1,30 
σˆ  57,55 57,51 57,33 4,81 4,82 4,79 4,77 4,67 4,55 4,60 
pˆ  0,02935 0,65129 0,59004 0,4861 0,5184 0,4989 0,4865 0,4963 0,5260 0,5064 
Iter. 876,00 8,00 578,00 33,00 34,00 39,00 38,00 29,00 31,00 32,00 
Loglikelih. -1882,28 -1882,11 -1881,28 -1765,42 -1882,78 -1846,66 -2536,28 -1496,18 -1528,00 -1544,92 
Varianzen           
K( pˆ , pˆ ) 3,4981 2,8514 0,4097 0,0008 0,0007 0,0007 0,0007 0,0008 0,0007 0,0008 
K( aˆ , aˆ ) 22,51 28,20 24,69 0,13 0,12 0,13 0,13 0,10 0,09 0,10 
K( ˆd , ˆd ) 47,16 59,35 59,75 4,75 4,76 4,73 4,70 4,61 4,48 4,50 
Κ( σˆ , σˆ ) 63834,91 63702,48 63205,77 3,13 3,14 3,13 3,13 2,97 2,82 2,91 
Κ( 1ˆβ , 1ˆβ ) 19,98 19,82 19,70 0,15 0,16 0,16 0,16 0,15 0,15 0,15 
Κ( 2ˆβ , 2ˆβ ) 17,47 17,35 17,25 0,14 0,14 0,14 0,14 0,13 0,13 0,13 
Κ( 3ˆβ , 3ˆβ ) 17,76 17,66 17,47 0,13 0,14 0,13 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ ) 24,02 24,18 24,28 0,17 0,17 0,17 0,17 0,17 0,16 0,16 
Κ( 5ˆβ , 5ˆβ ) 23,06 22,99 22,75 0,17 0,17 0,17 0,17 0,17 0,16 0,16 
Κ( 6ˆβ , 6ˆβ ) 20,19 20,79 20,10 0,16 0,16 0,16 0,16 0,16 0,15 0,15 
Κ( 7ˆβ , 7ˆβ ) 17,88 17,92 17,43 0,15 0,15 0,15 0,15 0,14 0,14 0,14 
Κ( 8ˆβ , 8ˆβ ) 19,96 19,84 19,71 0,16 0,16 0,16 0,16 0,16 0,15 0,15 
 
Die oszillatorische Lösung (Abb. 6.31) ist in CIM dominant und besitzt eine außerordentlich 
große Ähnlichkeit mit der oszillatorischen Lösung des SIM (Abb. 6.33), wenn auch die Diffe-
renzen zwischen den drei höchsten Maximalwerten beim Übergang von CIM zu SIM etwas 
verändert werden. 
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Abbildung 6.30: Loglikelihood-Profil Chromosom 7, CIM mit Startwert 1 (kleine Funktionswerte) 
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Abbildung 6.31: Loglikelihood-Profil Chromosom 7, CIM mit Startwert 4 
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Abbildung 6.32: Loglikelihood-Profil Chromosom 7, SIM (kleine Funktionswerte), stabiler Startwert 
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Abbildung 6.33: Loglikelihood-Profil Chromosom 7, SIM, oszillatorische Lösung, Startwert OL
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Tabellarische und graphische Auswertung Chromosom 8 
Tabelle 6.9: Wie Tabelle 6.3 für Chromosom 8 
 Startwert 1  Startwert 4 
Intervalle 72 78 71 72 73 74 75 76 77 78 
aˆ  10,92 13,46 0,72 0,65 0,44 0,43 -0,54 -0,54 -0,18 -0,34 
ˆd  -5,10 -12,56 -481,47 -481,36 -481,54 -481,51 -482,32 -482,43 -482,00 -482,13 
1
ˆβ  29,95 29,00 2,31 2,31 2,31 2,31 2,39 2,37 2,36 2,37 
2
ˆβ  32,22 33,07 3,65 3,64 3,66 3,66 3,66 3,64 3,66 3,66 
3
ˆβ  22,56 22,71 -1,58 -1,57 -1,57 -1,57 -1,63 -1,64 -1,61 -1,63 
4
ˆβ  17,03 17,65 0,78 0,80 0,80 0,80 0,75 0,78 0,78 0,77 
5
ˆβ  27,28 27,37 1,76 1,79 1,79 1,78 1,66 1,64 1,71 1,70 
6
ˆβ  31,38 30,64 1,20 1,20 1,21 1,22 1,17 1,19 1,20 1,20 
7
ˆβ  36,21 36,15 1,37 1,35 1,32 1,33 1,28 1,27 1,29 1,29 
8
ˆβ  30,54 30,50 -1,42 -1,39 -1,44 -1,43 -1,52 -1,52 -1,49 -1,52 
σˆ  57,05 56,37 4,77 4,78 4,80 4,80 4,79 4,79 4,82 4,81 
pˆ  0,80806 0,10264 0,5440 0,4999 0,5157 0,4940 0,5028 0,5217 0,4618 0,4526 
Iter. 1665,00 892,00 31,00 30,00 39,00 31,00 44,00 51,00 65,00 33,00 
Loglikelih. -1879,79 -1876,64 -1528,69 -1455,16 -2105,76 -1716,02 -1608,45 -2072,08 -1736,87 -1260,74 
Varianzen           
K( pˆ , pˆ ) 0,2082 0,0482 0,0007 0,0008 0,0008 0,0008 0,0008 0,0008 0,0009 0,0011 
K( aˆ , aˆ ) 29,10 21,44 0,11 0,11 0,14 0,14 0,15 0,16 0,15 0,12 
K( ˆd , ˆd ) 59,39 79,54 4,72 4,75 4,78 4,79 4,86 4,95 4,94 4,85 
Κ( σˆ , σˆ ) 62447,75 62898,13 3,09 3,10 3,14 3,14 3,15 3,17 3,14 3,13 
Κ( 1ˆβ , 1ˆβ ) 19,75 19,56 0,15 0,15 0,16 0,16 0,16 0,15 0,16 0,16 
Κ( 2ˆβ , 2ˆβ ) 17,19 16,95 0,14 0,14 0,14 0,14 0,14 0,14 0,14 0,14 
Κ( 3ˆβ , 3ˆβ ) 17,28 17,00 0,13 0,13 0,13 0,13 0,13 0,14 0,14 0,14 
Κ( 4ˆβ , 4ˆβ ) 23,67 23,29 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ ) 22,63 22,19 0,17 0,17 0,17 0,17 0,17 0,18 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 19,94 19,62 0,16 0,16 0,16 0,16 0,16 0,16 0,16 0,16 
Κ( 7ˆβ , 7ˆβ ) 17,34 17,08 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 
Κ( 8ˆβ , 8ˆβ ) 19,62 19,13 0,16 0,16 0,16 0,16 0,16 0,16 0,16 0,16 
 
Die oszillatorische Lösung, wiederum sehr ähnlich in SIM (Abb. 6.37) und CIM (Abb. 6.35), 
liefert das sehr stark dominante Maximum im Intervall 78. Die Abbildungen 6.35 und 6.36 
zeigen (man vgl. Abb. 6.1) sehr deutlich, wie stark die Höhe der Oszillatormaxima mit den 
Intervallbreiten verknüpft sind. 
 
     
 82 
78'05M
72'20M
78'01
77'01
76'01
75'01
74'01
73'01
72'01
-1883,00
-1882,00
-1881,00
-1880,00
-1879,00
-1878,00
-1877,00
-1876,00
-1875,00
-1874,00
71'01 71'11 71'21 72'1 72'2 74'03 75'03 75'13 77'06 78'1 78'2 78'3 78'4
 
Abbildung 6.34: Loglikelihood-Profil Chromosom 8, CIM mit Startwert 1 (kleine Funktionswerte!) 
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Abbildung 6.35: Loglikelihood-Profil Chromosom 8, CIM mit Startwert 4 
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Abbildung 6.36: Loglikelihood-Profil Chromosom 8, SIM, stabiler Startwert 
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Abbildung 6.37: Loglikelihood-Profil Chromosom 8, SIM, oszillatorische Lösung, Startwert OL 
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Tabellarische und graphische Auswertung Chromosom 9 
Tabelle 6.10: Wie Tabelle 6.3 für Chromosom 9 
    Startw. 1 Startwert 4 
Intervalle 83 80 81 82 83 
aˆ  -6,80 -1,11 -1,08 -1,15 -1,11 
ˆd  -23,88 -482,03 -481,81 -481,70 -481,30 
1
ˆβ  30,13 2,32 2,30 2,39 2,29 
2
ˆβ  32,72 3,66 3,75 3,77 3,73 
3
ˆβ  22,16 -1,55 -1,57 -1,64 -1,57 
4
ˆβ  17,30 0,73 0,77 0,80 0,75 
5
ˆβ  26,55 1,72 1,67 1,65 1,74 
6
ˆβ  30,43 1,19 1,10 1,14 1,20 
7
ˆβ  36,94 1,30 1,44 1,40 1,46 
8
ˆβ  31,31 -1,50 -1,50 -1,49 -1,40 
σˆ  56,20 4,69 4,70 4,68 4,69 
pˆ  0,805271 0,4899 0,4799 0,4410 0,5643 
Iter. 312,00 24,00 29,00 46,00 38,00 
Loglikelih. -1879,16 -1273,66 -1477,05 -2060,32 -1313,85 
Varianzen      
K( pˆ , pˆ ) 0,031803 0,000915 0,000786 0,000845 0,000926 
K( aˆ , aˆ ) 32,39 0,09 0,10 0,13 0,12 
K( ˆd , ˆd ) 101,53 4,59 4,61 4,63 4,66 
Κ( σˆ , σˆ ) 69698,74 2,95 3,01 3,14 3,09 
Κ( 1ˆβ , 1ˆβ ) 19,55 0,15 0,15 0,15 0,15 
Κ( 2ˆβ , 2ˆβ ) 16,97 0,13 0,14 0,14 0,14 
Κ( 3ˆβ , 3ˆβ ) 17,19 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ ) 23,43 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ ) 22,36 0,17 0,17 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 19,79 0,15 0,16 0,15 0,15 
Κ( 7ˆβ , 7ˆβ ) 17,51 0,14 0,15 0,14 0,15 
Κ( 8ˆβ , 8ˆβ ) 19,63 0,15 0,15 0,15 0,15 
 
Die Chromosomen 9 und 10 stellen die einfachsten Fälle dar, weil hier erstens die oszillatori-
schen Lösungen klar dominieren und diese zweitens nur drei bzw. 2 Oszillationen enthalten.  
Chromosom 9 zeigt hier wieder die übliche gute Übereinstimmung der oszillatorischen Lö-
sungen in SIM (Abb. 6.41) und CIM (Abb. 6.39).  
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Abbildung 6.38: Loglikelihood-Profil Chromosom 9, CIM mit Startwert 1 (kleine Funktionswerte) 
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Abbildung 6.39: Loglikelihood-Profil Chromosom 9, CIM mit Startwert 4 
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Abbildung 6.40: Loglikelihood-Profil Chromosom 9, SIM, stabiler Startwert 
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Abbildung 6.41: Loglikelihood-Profil Chromosom 9, SIM, oszillatorische Lösung, Startwert OL 
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Tabellarische und graphische Auswertung Chromosom 10 
Tabelle 6.11: Wie Tabelle 6.3 für Chromosom 10 
    Startw. 1 Startwert 4 
Intervalle 87* 85 86 Kof.! 87* 88 
aˆ  -201,47 0,26 0,39 -0,15 -0,18 
ˆd  -6,42 -482,14 -482,60 -481,52 -481,61 
1
ˆβ  7,84 2,34 2,34 2,36 2,35 
2
ˆβ  9,38 3,68 3,67 3,67 3,67 
3
ˆβ  2,88 -1,59 -1,60 -1,60 -1,60 
4
ˆβ  2,74 0,79 0,78 0,80 0,80 
5
ˆβ  8,56 1,74 1,73 1,74 1,74 
6
ˆβ  7,46 1,19 1,20 1,20 1,20 
7
ˆβ  4,49 1,33 1,31 1,32 1,32 
8
ˆβ  204,20 -1,67 -1,87 -1,35 -1,40 
σˆ  23,32 4,81 4,81 4,82 4,82 
pˆ  0,07166201 0,4664 0,5207 0,5084 0,4913 
Iter. 5,00 50,00 199,00 43,00 42,00 
Loglikelih. -1647,43 -1291,26 -2371,94 -1328,61 -2388,59 
Varianzen      
K( pˆ , pˆ ) 0,0003133 0,001072 0,000766 0,000788 0,000757 
K( aˆ , aˆ ) 23,14 0,23 1,04 0,22 0,15 
K( ˆd , ˆd ) 6,55 5,14 9,10 5,55 4,91 
Κ( σˆ , σˆ ) 1720,40 3,14 3,29 3,14 3,14 
Κ( 1ˆβ , 1ˆβ ) 3,56 0,16 0,16 0,16 0,16 
Κ( 2ˆβ , 2ˆβ ) 3,16 0,14 0,14 0,14 0,14 
Κ( 3ˆβ , 3ˆβ ) 3,10 0,13 0,13 0,13 0,13 
Κ( 4ˆβ , 4ˆβ ) 4,08 0,17 0,17 0,17 0,17 
Κ( 5ˆβ , 5ˆβ ) 3,91 0,17 0,17 0,17 0,17 
Κ( 6ˆβ , 6ˆβ ) 3,62 0,16 0,16 0,16 0,16 
Κ( 7ˆβ , 7ˆβ ) 3,47 0,15 0,15 0,15 0,15 
Κ( 8ˆβ , 8ˆβ ) 20,71 0,27 1,20 0,32 0,18 
 
Das Chromosom 10 stellt bezüglich der oszillierenden Lösung den einfachsten Fall schlecht-
hin dar. Die beiden Maxima der oszillatorischen Lösungen sind die weitaus höchsten  
 
                                               
*
 Der Marker 86 am linken Rand von Intervall 87 ist Kofaktor 
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und diese oszillatorischen Lösungen sind wiederum bezüglich SIM (Abb. 6.45) und CIM 
(Abb. 6.43) extrem ähnlich.  
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Abbildung 6.42: Loglikelihood-Profil Chromosom 10, CIM mit Startwert 1 
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Abbildung 6.43: Loglikelihood-Profil Chromosom 10, CIM mit Startwert 4 
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Abbildung 6.44: Loglikelihood-Profil Chromosom 10, SIM, stabiler Startwert 
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Abbildung 6.46: Loglikelihood-Profil Chromosom 10, SIM, oszill. Lösung, Starwert OL 
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Im folgenden werden die verschiedenen, bei allen 10 Chromosomen auftauchenden Lösungs-
typen zusammenfassend erläutert. 
6.3 Die tiefliegende Lösung im einfachen Intervallkartierungsmodell 
Vergleich mit der linearen Regression (F-Statistik-Profile) 
Es ist bekannt, dass das EM-Verfahren und die lineare Regression (F-Statistik-Profil) sehr 
ähnliche Ergebnisse liefern, wenn man z. B. die Schätzerwerte der Parameter a, d und σ aus 
dem Regressionsverfahren entnimmt und als Startwerte in das EM-Verfahren für das SIM-
Modell einsetzt. In Abbildung 6.46 bis 6.55b ist gezeigt, dass dies in der Tat sowohl für die 
Grobstruktur als auch viele feine und sehr feine Details in guter, oft sehr guter, Näherung gilt 
- wenn auch mit Ausnahmen in Teilen der neun Intervalle 2, 4, 10, 24, 28, 36, 78, 80 und 86. 
Eine Anpassung der Skalen der Ordinaten durch einen Skalenfaktor oder eine Verschiebung 
wurde nicht vorgenommen.  
Wir betrachten jetzt die Intervalle, in welchen die EM-Resultate für ln(LQ) von der F-Statistik 
abweichen. Der Vergleich von Abbildung 6.46 mit Abbildung 6.8 zeigt, dass an den mit Pfei-
len gekennzeichneten Positionen von Abbildung 6.46 die ln(LQ)-Resultate gegen die oszilla-
torische Lösung gehen (vgl. auch Abbildung 6.9). Man kann dabei leicht am Rechner erken-
nen, dass der Parameter σ (als Variable der Loglikelihood im Maximierungsprozess) der trei-
bende Term für das Ansteigen der ln(LQ)-Werte ist. Wenn man daher σ bei der Iteration kon-
stant wählt, z. B. σ= σ0 , wobei σ0 der zu L0 gehörende Parameterwert ist (σ0=249,16, Tab. 
(A1)),  dann bleibt die Lösung stabil und bildet Maxima, die in den Intervallen 2 und 10 etwas 
unterhalb, im Intervall 4 in gleicher Höhe wie die F-Maxima liegen. Interessant ist es auch, 
die Schätzer ˆˆ ˆa, d und  σ  zu verfolgen (Tabelle 6.12). Im Bereich des "Sprunges" zwischen 
Position 2'20 und 2'22 ändern sich alle drei Schätzer (als "Variablen") und ln(L) dramatisch, 
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wobei die Konvergenz sich zunächst beträchtlich verlangsamt, sich aber im Intervall 2'22, wo 
die oszillierende Lösung schließlich erreicht ist (ln(L)=-1363,88), wieder 
 
Tabelle 6.12, Chr1, SIM-Resultate an einzelnen Punkten (einzelne Profilwerte) 
Int. 2'07 2'16 2'20 2'21 2'22 2'36 2'45 
aˆ  -56,76 -45,28 -32,75 -27,67 1,28 -23,64 -21,18 
ˆd  9,71 -48,05 -106,54 -138,08 -498,42 -104,15 -40,04 
σˆ  245,96 245,17 241,28 237,55 6,03 242,57 247,77 
ln(L) -2383,06 -2383,02 -2382,43 -2382,18 -1363,88 -2382,95 -2384,98 
Iter. 39,00 106,00 225,00 690,00 83,00 105,00 31,00 
ln(LQ) 3,277 3,316 3,905 4,155 1022,460 3,390 1,359 
 
       
Int. 4'06 4'17 4'30 5'05 5'24 8'06 8'11 
aˆ  3,97 5,47 6,49 14,08 42,92 44,92 45,41 
ˆd  -24,49 -97,09 -117,26 22,40 37,74 34,17 14,14 
σˆ  248,84 244,33 242,08 248,73 246,93 246,88 247,12 
ln(L) -2386,07 -2384,76 -2384,64 -2385,91 -2384,50 -2384,19 -2384,56 
Iter. 34,00 134,00 249,00 27,00 44,00 36,00 61,00 
ln(LQ) 0,264 1,581 1,702 0,426 1,842 2,146 1,777 
 
       
Int. 8'18 8'22 8'32 8'40 10'07 10'12 10'33 
aˆ  36,57 30,91 27,70 25,90 22,35 20,94 20,45 
ˆd  -35,99 -65,27 -60,59 -27,36 -54,19 -93,94 -93,06 
σˆ  246,84 245,61 246,22 247,99 247,00 243,94 244,05 
ln(L) -2384,39 -2383,99 -2384,07 -2385,02 -2384,33 -2383,00 -2383,60 
Iter. 98,00 112,00 64,00 26,00 34,00 63,00 86,00 
ln(LQ) 1,945 2,352 2,266 1,316 2,010 3,333 2,733 
 
Tabelle 6.13: Chr2, SIM-Resultate 
INT. 12,06 13,15 13,27 14,08 14,19 15,09 15,22 16,05 
aˆ  4,24 -1,00 -10,25 8,95 15,10 11,86 14,92 18,83 
ˆd  16,96 -8,89 -1,67 4,67 6,19 13,12 16,90 35,27 
σˆ  249,00 249,12 249,05 249,07 248,92 248,94 248,81 248,25 
Logl. -2386,18 -2386,32 -2386,22 -2386,25 -2386,10 -2386,14 -2385,98 -2385,40 
Iter. 23,00 62,00 31,00 33,00 32,00 34,00 25,00 24,00 
LQ 0,162 0,021 0,114 0,091 0,234 0,198 0,359 0,933 
         
Int. 16,18 18,03 18,14 19,05 20,06 21,03 21,16  
aˆ  28,91 21,68 4,11 -6,84 -3,37 -4,76 5,42  
ˆd  63,88 57,06 39,32 15,60 14,67 33,82 -39,83  
σˆ  246,53 247,19 248,37 248,99 249,04 248,57 248,32  
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Logl. -2384,13 -2384,19 -2385,54 -2386,15 -2386,21 -2385,76 -2385,54  
Iter. 34,00 20,00 23,00 18,00 20,00 24,00 27,00  
LQ 2,207 2,145 0,793 0,186 0,124 0,577 0,795  
 
Tabelle 6.14: Chr3, SIM-Resultate 
INT. 23'05 24'08 24'23 24'35 26'02 
aˆ  23,62 7,07 249,67 251,33 16,63 
ˆd  31,99 -29,64 262,72 257,48 7,18 
σˆ  248,18 248,66 195,11 195,51 248,87 
ln(L) -2385,41 -2386,00 -2382,93 -2384,65 -2385,98 
Iter. 28,00 63,00 21,00 23,00 17,00 
ln(LQ) 0,929 0,337 3,403 1,687 0,355 
 
INT. 28'03 28'23 28'39 31'02 32'02 33'18 
aˆ  21,17 279,73 274,87 48,20 59,71 58,01 
ˆd  -27,16 292,09 297,16 52,73 31,28 12,20 
σˆ  248,25 183,86 183,96 246,04 245,61 245,84 
ln(L) -2385,27 -2360,56 -2364,95 -2382,58 -2381,84 -2382,72 
Iter. 31,00 17,00 15,00 17,00 15,00 34,00 
ln(LQ) 1,065 25,774 21,391 3,754 4,500 3,620 
 
Tabelle 6.15: Chr4, SIM-Resultate 
INT. 35'06 36'07 36'12 36'20 36'36 37'11 
aˆ  -7,56 -26,26 -21,46 0,43 -13,16 1,38 
ˆd  -21,28 -71,94 -110,44 -498,22 -56,41 -28,28 
σˆ  248,87 245,47 242,04 6,15 247,31 248,75 
ln(L) -2386,03 -2383,06 -2381,98 -1379,67 -2384,73 -2386,05 
Iter. 22,00 39,00 73,00 74,00 33,00 41,00 
ln(LQ) 0,3067 3,2756 4,3603 1006,67 1,6064 0,2890 
 
INT. 37'21 38'03 39'02 39'06 40'12 40'37 
aˆ  9,02 21,16 18,64 22,42 22,61 16,21 
ˆd  -13,76 39,27 48,78 46,28 -0,60 2,34 
σˆ  248,98 248,03 247,70 247,69 248,64 248,90 
ln(L) -2386,17 -2384,97 -2384,57 -2384,58 -2385,87 -2386,05 
Iter. 35,00 15,00 15,00 16,00 54,00 32,00 
ln(LQ) 0,1706 1,3629 1,7691 1,7587 0,4714 0,2826 
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Tabelle 6.16: Chr10, SIM-Resultate 
INT. 85'04 85'1 85'18 85'32 85'42 85'46 85'49 87'05 87'26 
aˆ  8,97 250,66 256,28 255,86 248,69 36,37 32,54 60,89 54,87 
ˆd  -13,25 275,54 278,69 281,17 282,51 74,60 71,36 39,64 11,68 
σˆ  248,98 192,64 191,00 190,62 191,62 245,50 245,90 245,34 246,19 
ln(L) -2386,17 -2399,03 -2380,89 -2371,73 -2380,58 -2383,69 -2383,26 -2382,54 -2383,92 
Iter. 37,00 30,00 21,00 22,00 24,00 83,00 32,00 35,00 105,00 
ln(LQ) 0,1637 -12,6971 5,4504 14,6091 5,7544 2,6459 3,0760 3,7976 2,4126 
 
beschleunigt. Außerhalb des Sprungbereiches zwischen 2'20 und 2'30 bleibt der Schätzer des 
Parameters σ erstaunlich konstant, nämlich zwischen 242,0 und 248,8.  
Ein sehr einfaches Bild zeigt dagegen Chromosom 2 (Abb. 6.47). Die drei Lösungen ln(LQ), 
ln(LQ) für σ= σ0 und die F-Statistik sind nahezu identisch und σˆ  bleibt annähernd konstant 
zwischen 246,5 und 249,1 (Tabelle 6.13).  
Interessant ist Chromosom 3. Hier gibt es wie Tabelle 6.14 und Abbildung 6.48a zeigen, zwei 
Lösungstypen. Eine, die mit den F-Werten und den ln(LQ)-Werten für σ= σ0 gut überein-
stimmt und eine, die ein oszillierendes Verhalten zeigt und daher die "zweite oszillierende 
Lösung" genannt wird. Die erstere weist wiederum einen nahezu konstanten Schätzer σˆ  zwi-
schen 245 und 249 und Werte von aˆ  und ˆd  in der Größenordnung von einigen Dutzend auf. 
Die letztere dagegen zeigt einen kleineren Wert für σˆ , ˆd -Werte bei ca. 260 bzw. ca. 295 und 
aˆ -Werte bei ca. 250 bzw. ca. 277. Interessant ist auch das Verhalten der ln(LQ)-Funktion für 
σ= σ0. Sie zeigt zwischen den Positionen 28'24 und 28'46 andeutungsweise dasselbe Verhal-
ten wie die eigentliche ln(LQ)-Funktion, nur viel schwächer ausgebildet (Abbildungen 6.48a 
und b). Versuchsweise wurde ein anderer Startwert, nämlich für jede in Abbildung 6.48b auf-
geführte Position die aus der Regression resultierenden Schätzwerte der Parameter a, d und σ 
eingesetzt und der jeweilige σ − Wert während des Iterationsverfahrens konstant belassen. Es 
ergibt sich eine Kurve, die etwas oberhalb der ln(LQ)-Funktion mit σ= σ0 liegt, aber ansons-
ten ein völlig analoges Verhalten zeigt (Abbildung 6.48b). 
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Vergleich Chr1
↑ ↑
↑ ↑
↑
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0,00
1,00
2,00
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5,00
6,00
1'01 2'15 2'30 2'45 4'09 4'24 4'39 5'05 5'20 8'02 8'17 8'32 10'04 10'19 10'34
Intervalle
Pr
o
fil
e
F-Stat. kein Int. ln(LQ) IM s=s0 ln(LQ), IM
 
Abbildung 6.46: Für Chrom.1 ist der ln(LQ)-Wert des SIM-Modells angegeben (stabiler Startwert), und 
zwar zusammen mit den Ergebnissen der linearen Regression und dem ln(LQ)-Wert mit einem in der 
Iteration konstant belassenem Wert 0     (für s, s0 in Abbildungen lies 0ˆ ,σ σ !). 
Vergleich Chr1, Ausschnitt I5 bis I8
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Abbildung 6.46a: Ausschnitt von 6.46 
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Abbildung 6.47: Wie Abb. 6.46 für Chrom. 2.  
 
Vergleich Chr3
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Abbildung 6.48a: Wie Abb. 6.46 für Chrom. 3. 
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Vergleich I28, Chr3
0,00
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LQ(IM), reg_Startw . , s=s(reg) LQ(IM) s=s0 F-Stat, IM, kein Interc.
 
Abbildung 6.48b: Ausschnitt aus Abb. 6.48. Zusätzlich wurde für jede der gerechneten Position ln(LQ) 
mit dem Startwert a=a(reg), d=d(reg), (reg)σ = σ  berechnet und die so gewählte Standardabweichung σ  
während der Iteration konstant belassen. 
 
Vergleich Chr4
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e
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Abbildung 6.49: Wie Abbildung 6.46 für Chrom. 4.  
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Vergleich Chr5
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Abbildung 6.50a: Wie Abb. 6.46 für Chromosom 5. 
. 
Vergleich2, Chr5 
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Abbildung 6.50b: Wie Abb. 6.50a, statt 
0σ = σ  wurde (reg)σ = σ  während der Iteration konstant belas-
sen. Startwert: a=a(reg), d=d(reg), (reg)σ = σ  für alle Punkte. 
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Vergleich Chr6
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Abbildung 6.51a: Wie Abb. 6.50a, für Chrom. 6 
 
Vergleich, Chr6 
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Abbildung 6.51b: Wie Abb. 6.50b für Chrom. 6. 
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Abbildung 6.52a: Wie Abb. 6.50a, für Chrom. 7. 
 
Vergleich2, Chr7 
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F-Stat, k. Interc. ln(LQ), Startw. reg, s=s(reg) ln(LQ), IM
 
Abbildung 6.52b: Wie Abb. 6.50b für Chrom. 7. 
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Abbildung 6.53: Wie Abb. 6.46 für Chrom. 8. 
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Abbildung 6.54: Wie Abb. 6. 46 für Chrom. 9 
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Vergleich Chr10
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Abbildung 6.55a: Wie Abb. 6.46 für Chrom. 10 
 
Chr10 Vergleich ab Intervall 85, Position 46
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F-Stat., kein Interc. ln(LQ), IM, s=s0 LQ
 
Abbildung 6.55b: Ausschnitt aus Abb. 6.55a. 
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Bei Chromosom 4 (Abb. 6.49) zeigt sich in Intervall 36 dasselbe Phänomen wie bei Chrom. 1. 
Die ln(LQ)-Lösung mit variiertem σ  geht gegen die oszillierende Lösung (Tab. 15), wogegen 
die ln(LQ)-Lösung mit festgehaltenem σ= σ0 ein Maximum hat, welches einige Prozent nied-
riger als das Maximum der F-Statistik ist, aber praktisch an derselben Position auftaucht. 
Bei den Chromosomen 5, 6 und 7 erkennt man nur relativ geringe Differenzen zwischen der 
F-Statistik und den EM-Lösungen mit variablem bzw. konstantem σ (Abb. 6.50a, b, 6.51 a, b 
und 6.52 a, b). es ist offenbar von marginaler Bedeutung, ob σ= σ0 gewählt wird, oder σ  aus 
den Berechnungen der linearen Regression stammt, wie aus dem Vergleich der jeweiligen 
Abbildungen a und b ersichtlich wird.  
Die Chromosome 8 und 9 (Abb. 6.53 und 6.54) zeigen wiederum gute Übereinstimmung zwi-
schen der F-Statistik und den ln(LQ)-Werten für σ= σ0, während die ln(LQ)-Werte mit nicht 
konstantem σ im Intervall 78 (Chromosom 8) bzw. Intervall 80 (Chrom. 9) nahezu sprunghaft 
auf die Werte der oszillierenden Lösung ansteigen, man vergleiche damit auch die Abbildun-
gen 6.36 und 6.37 für Chrom. 8 bzw. 6.40 und 6.41 für Chrom. 9. Während in Abbildung 6.53 
die Hauptmaxima für die F-Statistik bzw. ln(LQ) mit σ= σ0 im Intervall 78 etwas in der Höhe 
differieren, fallen in Abbildung 6.54 diese beiden Lösungen im Bereich des Hauptmaximums 
in Intervall 80 praktisch zusammen.  
Chromosom 10 zeigt wiederum zwei tiefliegende Lösungen: eine, bei welcher die F-Statistik 
und die ln(LQ)-Werte mit konstantem bzw. variiertem σ sehr ähnlich sind, und in Intervall 85 
eine Lösung mit großen aˆ  und ˆd  (Tabelle 6.16), nämlich die "zweite oszillierende Lösung". 
Zusammenfassend kann man sagen, dass die tiefliegende Lösung, dort wo sie existiert (d. h. 
überall, außer in einem Teil der Intervalle 2, 4, 8, 36, 78 und 80) der F-Statistik und der Lö-
sung mit festem σ= σ0 sehr ähnlich ist, oder aber durch die zweite oszillierende Lösung reprä-
sentiert wird (Abbildung 6.48a, Abbildung 6.55a). Die erstere Lösung nennen wir ab 
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 jetzt die Basislösung. Die letztere, die zweite oszillierende Lösung erscheint nur in den Inter-
vallen 24, 28 und 86. 
Diese Einteilung ergibt sich auch aus dem Studium der Tabellen 6.12 bis 6.16. Die Positionen 
mit großen Schätzwerten der Parameter a und d (in den Tabellen:  ˆ280 > a >  248,  
ˆ
 298 > d > 257) entsprechen der zweiten oszillierenden Lösung. Alle anderen Punkte der 
tiefliegenden Lösung entsprechen der Basislösung. Für diese gilt σˆ  ≈   σ0, während die 
Schätzwerte der Parameter a und d eine weite Streuung aufweisen. 
 
6.4 Die oszillierende Lösung im SIM-Modell 
Weit oberhalb der tiefliegenden Lösung erscheint eine völlig andere, in allen Intervallen 
wohldefinierte Lösung: die hochliegende oszillatorische Lösung, auch erste oszillierende Lö-
sung oder schlechthin die oszillierende Lösung genannte Funktion. Sie ist dadurch gekenn-
zeichnet, dass sie in jedem Intervall ein Maximum besitzt, welches etwa in der Intervallmitte 
liegt und Dominanzwerte ˆd 500≈ −  aufweist. Die Position und Höhe der Hauptmaxima sind 
für alle Chromosome in Tabelle 6.17 gegeben. Mit Ausnahme der Chromosome 5 und 7 lie-
gen diese Maximalwerte zwischen -1341 und -1380 für ln(L), also ist ln(LQ) von der Grö-
ßenordnung 1000. Die Maxima von Tabelle 6.17 stellen mit großer Wahrscheinlichkeit die 
globalen Maxima der jeweiligen Chromosome im einfachen Intervallkartierungsmodell dar. 
Sie entsprechen also in diesem Modell den Orten mit der maximalen Likelihood für die 
entsprechenden Gene, wenn man Lösungen mit kleinem ˆd -Wert ( ˆd 500≈ − ) akzeptiert (vgl. 
die Diskussion in Kap 7). 
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Tabelle 6.17: Die höchsten Maxima der oszillatorischen Lösung in SIM für alle Chromosomen 
CHROM. 1 2 3 4 5 6 7 8 9 10 
Pos. 10'22 13'16 24'25 36'21 46'14 57'24 66'12 78'22 80'25 85'24 
Ln(L) -1341,63 -1357,34 -1357,11 -1379,58 -1510,43 - 1379,32 -1584,45 -1345,51 -1359,55 -1374,82 
 
6.5 Das zusammengesetzte Intervallkartierungsmodell (CIM-Modell) 
Wie schon in der tabellarischen und graphischen Auswertung für die einzelnen Chromosome 
erwähnt, gibt es drei Lösungstypen: die oszillierende, die Kofaktoren - und die tiefliegende 
Lösung (man vgl. hierzu auch die Abbildungen in Kapitel 6.2, insbesondere Abbildung 6.7 
von Chromosom 1) 
 
Tabelle 6.18: Die jeweils höchsten CIM-Maxima, der Größe nach geordnet, für Chrom. 1-10. 
ln(L) -1210,6 -1255,3 -1260,7 -1273,7 -1278,7 -1291,2 -1295,0 -1313,9 -1375,3 -1496,2 
Pos. 40'42 28'01 78'23 80'25 2'26 85'24 57'24 47'01 13'16 66'12 
Chrom. 
Typ d. Lösung 
4 
Kof 
3 
Kof. 
8 
Osz. 
9 
Osz. 
1 
Osz. 
10 
Osz. 
6 
Osz. 
5 
Kof. 
2 
Osz. 
7 
Osz. 
pˆ  0,955 0,013 0,453 0,490 0,518 0,466 0,477 0,0155 0,491 0,496 
exp(-ln(L)/344) 0,0296 0,0260 0,0256 0,0247 0,0243 0,0234 0,0232 0,0219 0,0195 0,0129 
 
Die Tabellen A2 und A3 geben weitere Aufschlüsse über die Maxima der verschiedenen Lö-
sungstypen. Die tiefliegende Lösung ist gekennzeichnet durch (vgl. Tabelle A1) σˆ -Werte 
etwas unterhalb (ca. 10%) von 0 57,56σ =  und iˆβ  von einigen Dutzend (Tab A3). Die De-
terminanten der asymptotischen Varianz-Kovarianzmatrizen sind von der Größenordnung 
1015 bis 1018. Die tiefliegende Lösung ist der für ln(L) mit konstantem σ= σ0 ähnlich, taucht 
aber nicht in allen Intervallabschnitten auf (s. z. B. Abbildung 6.7).  
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Wir nennen sie im folgenden die Basislösung. Ein Analogon zu der zweiten oszillierenden 
Lösung des einfachen Intervallkartierungsmodells wurde nicht gefunden, auch nicht mit 
Startwerten ˆˆ ˆa=d=250 und großen Werten von σ .  
Die Maxima der oszillatorischen Lösung (Tabelle A2) sind gekennzeichnet durch  
  
pˆ 0,50 0,06
ˆ479 d 486
= ±
− ≥ ≥ −
 
Alle 69 in Tabelle A2 (d. h. mit dem Startwert 4) aufgefundenen Maxima sind von diesem 
Typus. Obwohl die Determinanten von der Größenordnung 10-11 sind (eine Ausnahme ist die 
Determinante mit 1127 10−⋅  im Intervall 60), treten Eigenwerte von dieser Größenordnung 
niemals auf. Der kleinste gefundene Eigenwert ist 46,83 10−⋅  (Intervall 65). Das heißt, die 
Kovarianzmatrix ist immer eindeutig positiv definit und im Besonderen weit davon entfernt, 
singulär zu sein. Für das geometrische Mittel Mg der zwölf Eigenwerte gilt bei allen 69 ge-
fundenen Maxima  
  g0,1595 M 0,1181≥ ≥ . 
Die oszillierende Lösung zeichnet sich auch dadurch aus, dass die Schätzwerte der 10 Para-
meter σ, d, und iβ  (i=1,2,...,8) innerhalb eines Intervalls in sehr guter Näherung konstant sind, 
d. h., dass die Lösungskurve innerhalb eines Intervalls praktisch nur eine Funktion von p und 
a ist.  
 
Von den 27 Maxima in der Tabelle A3 gehören 17 eindeutig dem Typus Basislösung an. Sie-
ben weitere, nämlich die in den Intervallen 5, 8, 10, 28, 39, 40 und 47 gehören eindeutig zum 
Typus Kofaktorlösung (I5, I8 , I10: Tab. 6.2 und Abb. 6.4, 6.5, 6.7a; I28: Tab 6.4 und Abb. 
6.14; I39, I40: Tab. 6.5 und Abb. 6.18; I47: Tab. 6.6 und Abb. 6.22). Drei weitere, nämlich 
die in I26, I59 und I87 müssen weniger anhand des Loglikelihood-Profiles als durch einge-
hendes Studium der Tabelle A3 als Kofaktormaxima identifiziert werden, und zwar  
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durch Schätzwerte für Parameter a unterhalb -170 und große iˆβ  beim i' ten Kofaktor, z. B. 
entspricht das Maximum in I26 (ebenso wie das in I28) dem Kofaktor 3. Entsprechend ist 3ˆβ  
groß; das Maximum in I59 entspricht dem Kofaktor 7 und hat ein entsprechend großes 7ˆβ , 
während das Maximum in I87 mit 8ˆβ  mit dem Kofaktor 8 korrespondiert. Die Werte von 
K( σˆ , σˆ ) sind bei Kofaktoren-Maxima mindestens um einen Faktor 6 kleiner als bei den Ma-
xima der Basislösung. 
Insgesamt muss man sagen, dass das Studium der Tabelle A3 für die Unterscheidung der Ko-
faktormaxima von den Maxima der Basislösung wesentlich erhellender ist als das Studium 
des Profilverfahrens: Große Schätzwerte aˆ  und iˆβ  für deren Parameter zeigen an, dass eine 
Kofaktorlösung vorliegt, die mit dem Kofaktor i korrespondiert. Auch eine Verwechslung mit 
den Maxima der Oszillatorlösung ist ausgeschlossen, da diese durch kleine Schätzwerte des 
Dominanzeffekts d gekennzeichnet sind. 
 Tabelle 6.18 zeigt die jeweils höchsten Maxima für jedes Chromosom unter Einschluss der 
Oszillator - und der Kofaktor-Lösung an, und zwar der Größe nach geordnet.  
Ein Vergleich der Tabellen 6.17 und 6.18 zeigt, dass die Oszillatormaxima der Chromosome 
2, 6, 7, 9 und 10 ihre Maxima in SIM und CIM innerhalb von 1 cM an derselben Stelle haben, 
das Maximum des Chromosoms 8 ist nur um 1 cM, das von Chrom. 1 jedoch um nahezu 200 
cM verschoben (s. auch Abb. 6.1); die letztere Verschiebung rührt daher, dass in SIM und 
CIM vier nahezu gleichhohe Maxima für Chrom. 1 auftreten (man vgl. Abb. 6.9 mit Abb. 
6.6), so dass der Einfluss der Kofaktoren die Positionen der 4 höchsten Maxima permutieren 
kann. Die Maxima der Chromosome 3, 4 und 5 werden in CIM von der Kofaktorenlösung 
geliefert. 
Die Maxima der Tab. 6.18 repräsentieren die Maximum-Likelihood-Positionen der Gene im 
zusammengesetzten Intervallkartierungsmodell mit den hier gewählten Kofaktorpositionen. 
Die Maximum-Likelihood-Werte, dass ein QTL gefunden wird, sind nach dieser Tabelle im 
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Intervall 40'42 bei weiten am größten. Der Maximum-Likelihood-Wert an der Position 66'12 
ist damit verglichen sehr klein.  
Abbildung 6.1 zeigt die Aufteilung der verschieden langen Markerintervalle auf die 10 Chro-
mosome. Es ist evident, dass bei den Chromosomen 2, 3, 5, 6, 7, 8, 9 und 10 das höchste Os-
zillatormaximum im längsten Intervall liegt, dagegen bei den Chromosomen 1 und 4 im 
zweitlängsten. Es gibt aber auch 14 Oszillatormaxima unterhalb von ln(L)= -2000 (Tab. A2) 
und zwar ausschließlich in Intervallen von 2 bis 4 cM und drei weitere zwischen L0= -1882,81 
und -2000 in Intervallen zwischen 6 und 8 cM Breite. Das zeigt, ebenso wie beispielsweise 
die Abbildungen 6.15, 6.23 und 6.35, die starke Abhängigkeit der Höhe der Oszillatormaxima 
von der Intervallbreite. Auch die tiefliegenden Maxima der Oszillatorlösung sind durch stark 
negative Schätzwerte ˆd  des Dominanzeffektes und kleine Schätzwerte aˆ  gekennzeichnet, sie 
stehen nicht im Zusammenhang mit der ebenfalls tiefliegenden 2. oszillatorischen Lösung des 
SIM-Modelles, da diese durch große aˆ  und ˆd  eindeutig gekennzeichnet ist.  
 
6.6 Die Basislösung und die F-Statistik für das CIM-Modell 
Nach der überwiegend sehr guten Übereinstimmung zwischen linearer Regression und der 
Basislösung der EM-Methode im SIM-Modell liegt es nahe, einen solchen Vergleich auch im 
CIM-Modell zu machen. 
Da es genau 4 Chromosome gibt, in welchen Kofaktormarker nicht auftreten, nämlich die 
Chromosome 2, 7, 8 und 9, wird der Vergleich zunächst bei diesen vorgenommen. Der Ver-
gleich von Abbildung 6.56 mit Abbildung 6.10 für Chromosom 2, Abbildung 6.57 mit Abbil-
dung 6.30 für Chromosom 7, Abbildung 6.58 mit Abbildung 6.34 für Chromosom 8 und Ab-
bildung 6.59 mit Abbildung 6.38 für Chromosom 9 zeigt eine bis ins Detail stimmende Form-
ähnlichkeit, aber die Differenzen in den Ordinaten vergleichbarer Positionen sind in der F-
Statistik um einen Faktor 3,6 ±  0,2 größer als bei den ln(L)-Werten. Diese Streckung und die 
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Verschiebung um ca. 590 (beachte, in SIM kann man ohne Streckung und Verschiebung die 
F-Werte direkt mit ln(LQ) vergleichen, Abb. 6.46 - 6.55b) beruhen auf dem Einfluss der Ko-
faktoren. Die Formähnlichkeit besagt aber immerhin, dass die Maxima der Abbildungen 6.56 
bis 6.59 praktisch an denselben Stellen liegen, wie die der ln(L) - (oder ln(LQ) - ) Funktionen. 
 
Wir betrachten jetzt die Chromosome mit Kofaktoren. Zunächst Chromosom 6, bei welchem 
der Kofaktor ganz am rechten Rand auftaucht (vgl. Abb. 6.1). Abbildung 6.60a und 6.60b 
geben einen Vergleich ohne den rechten Rand, d. h. ohne Intervall 6.59 und 6.60. Wiederum 
ergibt sich eine starke Formähnlichkeit, und zwar mit einer Streckung der Ordinatenwerte der 
F-Statistik um knapp einen Faktor 4. Dieses Bild ändert sich, wenn das Intervall 6.59 mit ein-
bezogen wird. Die Formähnlichkeit wird gering und ist noch geringer, wenn man etwa Chro-
mosom 1 betrachtet, welches Kofaktoren in den Intervallen 5 und 8 aufweist; man vergleiche 
Abbildung 6.3 mit Abbildung 6.61. Ein noch wesentlich krasseres Beispiel liefert Chromosom 
10 (Abb. 6.42 und Abb. 6.62). Ähnliche Resultate wie bei Chromosom 10 erhält man für die 
Chromosome 3, 4 und 5. 
Es ist somit vollständig klar, dass ein Vergleich der F-Statistik mit dem EM-Verfahren nur in 
den Bereichen sinnvoll ist, in welchen die Kofaktoren hinreichend weit entfernt sind. 
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Abbildung 6.56: Die Ergebnisse der linearen Regression ohne Intercept für das CIM Modell bei Chrom. 2. 
Man vergleiche hierzu Abb. 6. 10 für das ln(L)-Profil dieses Chromosoms. 
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Abbildung 6.57: Wie Abb. 6.56 für Chrom. 7. Man vgl. hierzu die Abb. 6.30 für ln(L). 
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Abbildung 6.58: Wie Abb. 6.56 für Chrom. 8. Man vgl. hierzu die Abb. 6.34 für ln(L). 
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Abbildung 6.59: Wie Abb. 6.56 für Chrom. 9. Man vgl. hierzu die Abb. 6.38 für ln(L). 
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Loglikelihood-Profil Chr6, Startwert 1, ohne I59 und I60
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Abbildung 6.60a: Das Loglikelihood-Profil ln(L) für Chrom. 6, ohne die Intervalle 59 und 60, vgl. hierzu 
auch die Abb. 6.26, welche die Resultate für Chrom. 6 in allen Intervallen wiedergibt. 
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Abbildung 6.60b: Wie Abb. 6.60a, mit dem Unterschied, dass die Ordinatenwerte die Ergenisse der linea-
ren Regression statt ln(L) wiedergeben. 
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F-Stat, Chr6, CIM, o. Interc.
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Abbildung 6.60c: Wie Abb. 6.56 für Chrom. 6, man vergleiche hierzu die ln(L)-Resultate der Abbildung 
6.26. 
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Abbildung 6.61: Wie Abb. 6.56 für Chrom. 1. Man vgl. hierzu die Abb. 6.3 für ln(L). 
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F-Statistik, Chr10, CIM, o. Interc.
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Abbildung 6.62: Wie Abb. 6.56 für Chrom. 10, man vgl. hierzu die Abb. 6.42 für ln(L) 
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7. Resultate 
7.1 Diskussion der Ergebnisse 
Die Gleichung 
i i
ˆ
i
 Q 0
 
θ =θ
∂
=
∂ θ
           (7.1) 
wobei 
{ }
{ }
i
i
i
ˆ ˆ
ˆ ˆ ˆp,a, d, ,  , i=1,2,...,k  für EMV
ˆ
ˆ ˆ
ˆ ˆa, d, ,  , i=1,2,...,k  für EM-Profile
 σ βθ ∈
σ β
 
führt zu dem Gleichungssystem: 
  
ˆA bθ =     (7.2) 
wobei an den Konvergenzpunkten des Iterationsverfahrens 
  
ˆ ˆA A ,  b=b   = θ θ         (7.3) 
gilt.17 
Das bedeutet, dass in den Konvergenzpunkten (und nur dort!) ein nichtlineares Gleichungs-
system gelöst wird, obwohl man in jedem einzelnen Iterationsschritt nur ein lineares inhomo-
genes Gleichungssystem gelöst hat. 
Nichtlineare Gleichungssysteme haben im Allgemeinen mehr als eine Lösung und genau die-
ses wurde auch hier beobachtet, und zwar in Profilfunktionen (auch bei festen p!) sowohl in 
dem einfachen als auch in dem zusammengesetzten Intervallkartierungsmodell18 (s. etwa Abb. 
(6.7)).  
Wir diskutieren zunächst die Ergebnisse des CIM-Modells.  
                                               
17
 
(t ) ( t)
t tDer Beweis folgt aus ( A =A ,  b =b ,  s. Gl. (4.31)) :   θ θ    (t ) (t 1) (t) (t)t ˆA b  für den Grenzwert lim  .
+
→∞
   θ ⋅ θ = θ θ = θ     
18
 Es gibt immer mindestens zwei und höchstens drei Lösungen bei festem p. 
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Man betrachte Abbildung 6.7 für Chromosom 1, welches von allen Chromosomen am gründ-
lichsten studiert wurde. Man erkennt, dass an einigen Teilbereichen drei, an anderen wieder-
um zwei Lösungen gefunden wurden. Das liegt z. T. daran, dass die Kofaktorlösung in den 
Intervallen 1 und 2 nicht existiert. Diese Tatsache wurde mit über 30 000 Startwerten über-
prüft. Offenbar existieren die Kofaktorlösungen nur in Intervallen, in welchen Kofaktoren 
liegen oder in Intervallen, welche solchen benachbart sind.  
Ferner geht die niedrigste Lösung, die "Basislösung" fast sprunghaft ("sprungähnlich") in die 
Kofaktorlösung über, das gilt insbesondere, wenn man den Startwert 1 verwendet (vgl. Abb. 
6.3 auch mit Abb. 6.4 und Abb. 6.5). Obwohl das für die Position der gesuchten Gene nicht 
relevant ist, kann man sich aus allgemeinen mathematischen Gründen fragen, ob in Abbildung 
6.3 das Nichterscheinen der Basislösung zwischen den Positionen 4'24 und 5'21 bzw. 8'21. 
und 10'27 daran liegt, dass diese Lösung dort nicht existiert, oder doch existiert, aber deswe-
gen nicht gefunden wurde, weil die zu dieser Lösung gehörenden Konvergenzgebiete der EM-
Methode sehr klein sind im Vergleich zu den Konvergenzgebieten der Kofaktor- und der Os-
zillatorlösung (vgl. auch Abb. 6.7). Es dürfte sehr schwer sein, diese Frage im Rahmen der 
EM-Methode zu lösen (es wurde versucht!). Wenn jedoch eine Lösung existiert, die ähnliche 
Parameterschätzer iˆ ˆˆ ˆa, d, , , i=1,2,...,kσ β  aufweist, wie benachbarte Punkte der Basislösung, 
kann man versuchen, die Lösung schrittweise mit Hilfe des Newton-Raphson-Verfahrens zu 
konstruieren, weil dieses fast immer hervorragende Konvergenzeigenschaften aufweist, wenn 
man einen Startwert in der Nähe des Konvergenzpunktes hat.  
Ich komme nun zu dem wichtigsten Punkt des CIM-Modells. Die von der Basislösung sehr 
verschiedene Kofaktorenlösung tritt nur in den Kofaktorintervallen und den zu diesen be-
nachbarten Intervallen auf. Das heißt aber, sie hängt in sehr starker Weise von der Auswahl 
der Kofaktoren ab! Man kann diese Auswahl per Intuition treffen, dies ist jedoch in diesem 
Falle nur ein anderes Wort für Willkür. Wenn man die Auswahl anhand eines Modells z. B. 
SIM und eines dazugehörigen Lösungsverfahrens, z. B. EM oder Linearer Regression trifft, 
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dann stellt das ebenfalls eine Auswahl dar, die ohne Willkür gar nicht getroffen werden kann; 
das gilt umso mehr, wenn in dem betreffenden Vorauswahl-Modell die Kofaktorlösung über-
haupt nicht auftritt (SIM!) oder aber die der Basislösung ähnliche Regression des CIM als 
Grundlage genommen wird. 
Es gibt zwei Wege, um aus diesem Dilemma heraus zu kommen: Entweder man erklärt alle 
Marker zu Kofaktormarkern oder man wählt die triviale Alternative und verzichtet auf Kofak-
toren, d. h. bleibt bei dem SIM-Modell. 
Im ersteren Falle wählt das Modell anhand des Daten-Inputs selbst aus, welche iˆβ  groß und 
welche klein sind. Eigentlich macht man dann nur eine Verallgemeinerung des SIM-Ansatzes 
nach dem Schema 
  
1 j1 j
2 j2 j
3 j3 j
d d
a                                        a X
2 2
d d
                                      X
2 2
d d
a                                     a X
2 2
µ = − µ = − + β
µ = → µ = + β
µ = − − µ = − − + β
  (7.4) 
für alle Marker j=1,2,...,89, d. h. die Anzahl der Kofaktormarker ist identisch mit der Zahl der 
Marker. Bei einer solchen Prozedur ist auch zu erwarten, dass L0 erheblich größer wird und 
dass die ln(LQ)-Werte für die Kofaktorlösung und für die oszillatorische Lösung weit weniger 
groß werden, als sie in der vorliegenden Arbeit mit k=8 sind. Ob dann die Basislösung (mit 
ln(L) 0ln(L )≈ ) als dritte Lösung des EM-Verfahrens noch auftaucht, muss abgewartet wer-
den.  
Bevor die andere "hochliegende" Lösung diskutiert wird, möchte ich noch eine Vorbemer-
kung machen. Aus den Naturwissenschaften, insbesondere der Physik, kennt man den Begriff 
der "spuriosen Lösung" (spurious solution), die insbesondere bei der Lösung nichtlinearer 
Gleichungssysteme als mathematisch einwandfreie Lösung zwar auftreten, aber  
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keine Entsprechung in der Natur haben, also vom naturwissenschaftlichen Standpunkt aus 
bedeutungslos sind.   
Die in der vorliegenden Arbeit gefundenen beiden besonders interessanten Lösungen für das 
CIM-Modell, nämlich die Kofaktorlösung und die oszillierende Lösung könnten im Prinzip 
spuriose Lösungen sein und sind auf diesen Aspekt hin zu untersuchen.  
Die Kofaktorenlösung weist als Besonderheit sehr kleine Werte des Additivitätseffektes a auf, 
nämlich ˆ171 a 241− > > − , ferner für den i' ten Kofaktor βi Schätzwerte der Größenordnung 
200 (i=1,2,...,8). Wenn man, wie in der vorliegenden Arbeit, weniger als 10 % der Marker zu 
Kofaktormarker macht, weist die Kofaktorlösung ausgeprägte Randsuprema auf und Maxima 
in der Nähe des Randes - mit Ausnahme des Maximums in I26 mit19 pˆ =0,797. Es ist zu er-
warten, dass sich dieses Verhalten in einem beliebigen Intervall ändert, wenn jeder Marker zu 
einem Kofaktormarker gemacht wird.  
Trotz des relativ kleinen (beitragsmäßig großen) Additivitätseffektes habe ich keine Hinweise 
gefunden, die auf eine Spuriosität der Kofaktorlösung hinweisen. 
Die Oszillatorlösung weist beitragsmäßig relativ kleine Schätzwerte der Parameter a und βi 
auf, jedoch extrem kleine Werte für den Dominanzeffekt, nämlich ˆd 483≈ − . 
Es bleibt abzuwarten, ob die Genetiker solch kleine Werte für biologisch sinnvoll halten. 
 
Alle Punkte des Loglikelihood-Profils, welche zu einem Intervall gehören (z. B. den Interval-
len 2, 4, 5, 8 und 10 von Abb. 6.7) weisen mit sehr hoher Genauigkeit dieselben Werte für 
i
ˆ ˆ
ˆ ˆa, d, , σ β , (i=1,2,...,8) auf, d. h. die Loglikelihood-Funktion ist innerhalb eines  
                                               
19
 Die in der Tabelle A3 gegebenen Kofaktor-Maxima sind wahrscheinlich  nicht vollständig, da der Startwert 1 
nur Kofaktorlösungen in der Nähe der Randsuprema liefert, was für viele andere Startwerte nicht gilt (vgl. Abb. 
6.3 mit den Abbildungen 6.4 und 6.5). Mit großer Wahrscheinlichkeit liefert der Startwert 1 aber die höchsten 
Kofaktormaxima. 
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Intervalles praktisch nur eine Funktion von p, und zwar eine sehr einfache, welche ihr Maxi-
mum bei ungefähr pˆ =0,5 hat, und wobei dieses Maximum in breiten Intervallen sehr hoch 
und in schmalen sehr niedrig ist.  
Dazu kann man jetzt einen "Gedankenversuch" machen. Angenommen, man würde etwa in 
der Mitte eines recht breiten Intervalles einen neuen Marker finden, dann würde offenbar das 
Oszillatormaximum in der Mitte des alten Intervalles verschwinden, aber es würden 2 neue, 
wesentlich niedrigere Maxima in der Mitte der neuen Intervalle auftauchen. Anstelle des alten 
Maximums, das z. B. das höchste für ein bestimmtes Chromosom sein möge, tritt (treten) aber 
dann mit ziemlicher Wahrscheinlichkeit ein neues (oder aber zwei neue) Kofaktor-Maximum 
(-Maxima) auf, welches (welche) durchaus ganz in der Nähe des alten liegen kann (können), 
weil man ja verlangen muss (s. oben), dass jeder Marker auch Kofaktormarker ist! Daraus 
folgt, dass es im CIM-Modell z. Z. kein zwingendes Argument gibt, die etwas schematisch 
aussehende Oszillatorlösung als eine spuriose Lösung zu betrachten, es sei denn die Genetiker 
hätten Einwände gegen einen stark negativen Dominanzeffekt. 
Eine andere Betrachtung ergibt sich dann, wenn durch die Wahl von 89 Kofaktoren bei jedem 
Chromosom das Kofaktormaximum das höchste ist. Die Frage, ob die oszillatorische Lösung 
spurios ist oder nicht, wird dann für die Frage der Genpositionen irrelevant sein.  
Wir diskutieren jetzt das SIM-Modell.  
Das gerade erwähnte "Gedankenexperiment" mit einem, etwa durch verbesserte Experimen-
tiertechnik, zusätzlich hinzukommenden Markergen führt jetzt zu erheblichen Konsequenzen, 
da es ja Kofaktormaxima, welche annähernd an die Position des alten Maximums treten könn-
ten, nicht gibt. Die Konsequenz hieße dann, dass man, wie hoch die Markerdichte auch sein 
möge, durch ein zusätzliches Markergen die lokale Position und Höhe der Maxima ganz dras-
tisch geändert würde oder aber, dass - viel realistischer - die oszillierende Lösung im SIM-
Modell spurios ist. 
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Das bedeutet, dass die nicht-spuriosen, also statistisch relevanten Daten durch die Abbildun-
gen 6.46 bis 6.55 wieder gegeben werden. Dieses besagt wiederum, dass im SIM-Modell li-
neare Regression und EM-Profilverfahren fast überall in guter bis hervorragender Überein-
stimmung sind. Insbesondere weist die lineare Regression dort, wo die EM-Lösung aus ma-
thematischen, d. h. wohl im Iterationsverfahren begründeten, Ursachen gegen die spuriose 
oszillatorische Lösung geht, (Intervall 2, 4, 10 bei Chrom. 1, Intervall 36 bei Chrom. 4, Inter-
vall 78 bei Chrom. 8 und Intervall 80 bei Chrom. 9) ausgeprägte Maxima auf, welche die EM-
Basislösung auch an diesen Stellen in sehr vernünftiger Weise interpoliert.  
Neue Fragen stellen sich aber bei der Betrachtung der Ergebnisse der Chromosome 3 und 10, 
Abbildung 6.48a und 6.55a. Die hier auftretende "2. oszillatorische Lösung" ist gekennzeich-
net durch große Schätzwerte für a und d ( ˆaˆ 250,  d 270≈ ≈ ), s. Tabellen 6.14 und 6.16.  
Die Maxima liegen nicht in der Intervallmitte und sind in den Intervallen 28 und 85 ein-
drucksvoll hoch. Es gibt keine Hinweise darauf, dass diese mit den Regressionsdaten nicht in 
Einklang stehenden Resultate einer spuriosen Lösung entsprechen.  
Äußerst wichtig bei all diesen Betrachtungen ist, dass bei den EM-Rechnungen sowohl zu 
dem SIM- als auch zu dem CIM-Modell die Informationsmatrix eindeutig nicht-singulär ist. 
Daher sind ihre Eigenvektoren linear unabhängig und spannen den ganzen Raum der Variab-
len ip,a, d,  und  , (hier: i=1,2,...,8)σ β  auf.20  
Die Überprüfung der Nichtsingularität erfolgt am besten durch die Eigenwerte. Der kleinste, 
in Tabelle A3 bei einer Kofaktorlösung auftretende Eigenwert ist 54, 28 10−⋅ . Der kleinste in 
Tabelle A2 bei einer Oszillatorlösung gefundene Eigenwert ist 46,38 10−⋅ . Diese Eigenwerte 
sind hinreichend groß, um Probleme, die in der Nähe einer Singularität auftreten,  
                                               
20
 Dies gilt in jedem Iterationsschritt und somit auch im Konvergenzpunkt. 
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auszuschließen: alle Lösungen sind vollkommen stabil und entsprechen einem vollständigen 
Satz linear unabhängiger Eigenvektoren.  
Ein Vergleich unserer Ergebnisse mit denen von Kao und Zeng (1997), und QTL-
Cartographer gestaltet sich im Detail schwierig, weil im Programm QTL-Cartographer (Bas-
ten et al 1994) die SIM- und CIM-Modelle mit Intercept verwendet wurden, während ich die 
Rechnungen ohne Intercept durchgeführt habe. Bei den SIM-Ergebnissen ist ein indirekter 
Vergleich via F-Statistiken (via linearer Regression) möglich. Wie oben diskutiert und in Ab-
bildungen 6.46 bis 6.55 dargestellt, ist die Übereinstimmung der Ergebnisse von EM-
Verfahren und F-Statistik ohne Intercept eindrucksvoll, wenn auch mit Ausnahme einiger 
Intervalle. Ein Vergleich der linearen Regression mit Intercept mit den EM-Rechnungen der 
Programme Mapmaker und QTL-Cartographer ergab eine einigermaßen befriedigende Über-
einstimmung, wenn auch die von mir errechnete F-Statistik etwas detailreicher ist, weil ich 
etwas mehr Rechenpunkte als die Standardversionen der oben genannten Programme verwen-
det habe. 
Ein Vergleich der Details der EM(CIM)-Rechnungen mit und ohne Intercept ist zwar nicht 
möglich, jedoch wurde von Basten et. al. (1999) nichts über die Existenz von Lösungen, wel-
che der Kofaktor- oder der Oszillatorlösung entsprechen, berichtet. Sie erwähnen lediglich, 
dass in bestimmten "Fenstern", welche um ihre Kofaktoren (5 in der Standardversion) herum 
liegen, eben diese Kofaktoren vernachlässigt werden; d. h. genauer gesagt, in einem Fenster 
um den i' ten Kofaktor wird βi =0 gesetzt (oder vernachlässigt). 
Dieses Vorgehen könnten wir auch auf die hier vorliegenden Ergebnisse anwenden. Man be-
trachte z. B. Abbildung 6.3. Das Vorgehen würde hier bedeuten, dass man bei allen Punkten 
im "Fenster" zwischen 4'24 und 5'21 den Kofaktor 1 vernachlässigt, die anderen 7 Kofaktoren 
aber beibehält, während man etwa im Fenster zwischen 8'21 und 10'27 den Kofaktor 2 ver-
nachlässigt, den Kofaktor 1 und die Kofaktoren 3 bis 8 aber beibehält. In ähnlicher Weise 
würde man dann auch bei den anderen Chromosomen vorgehen, und würde  
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bei den Chromosomen 7, 8 und 9 keine Änderung der Basislösung erhalten, während sie bei 
den Chromosomen 2, 3, 4, 5, 6 und 10 wieder zusammengestückt werden müsste. Auf diese 
Weise erhielten wir eine "zusammengestückte Funktion", die außerhalb der Fenster, wo ein βi 
=0 gesetzt wird, mit der Basisfunktion übereinstimmte und innerhalb der Fenster die Basis-
funktion interpolierte. Selbstverständlich würde auch diese zusammengestückte Funktion er-
heblich davon abhängen, welche Marker als Kofaktormarker gewählt werden.  
Ein solches Verfahren muss für diese Arbeit strikt abgelehnt werden, und zwar aus folgenden 
Gründen: 
i) nichtlineare Gleichungssysteme haben i. A. mehrere Lösungen. Dass wie im vorliegenden 
Fall "neuartige Lösungen" auftauchen ist interessant und entspricht der hier gestellten Prob-
lemstellung (s. Einleitung), nach Lösungen zu suchen, die sich von der Regression (F-
Statistik) unterscheiden. 
ii) ein Großteil der Fremdartigkeit der Kofaktorlösung stammt wahrscheinlich aus der Tatsa-
che, dass nur ein kleiner Teil der Marker als Kofaktormarker gewählt wird. Das wäre aber nur 
dann vertretbar, wenn man annehmen könnte, dass bei allen anderen Markern die Schätzwerte 
der βi klein wären, wenn man das System vervollständigte, d. h. alle Marker zu Kofaktormar-
kern machte. Dies muss sich jedoch erst post festum, d. h. anhand der Rechnung, herausstel-
len, man kann es nicht a priori annehmen. Wenn man jedoch alle Marker zu Kofaktormarkern 
macht, dann wird höchstwahrscheinlich ln(L0) sehr viel stärker angehoben werden als ln(L), 
d. h. die ln(LQ)-Werte der Kofaktorlösung sind dann wahrscheinlich erheblich kleiner. Eben-
so werden dann die "Sprünge" zwischen Basis- und Kofaktorlösung zumindest kleiner, wenn 
man nicht sogar eine "durchlaufende" Kofaktorlösung erhält.  
Zurück zu Basten et. al. (1999). Diese haben sich über die Motivation ihres Vorgehens nicht 
weiter ausgelassen. Es soll daher keinesfalls unterstellt werden, dass diese Autoren wissent-
lich eine mathematisch wohldefinierte Kofaktorlösung unterdrückt haben. Man muss beach-
ten, dass an den Sprungstellen von der Basis- zur Kofaktorlösung die Determinante der  
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Informationsmatrix typischer Weise um einen Faktor 1010 bis 1025 abfällt. Man kann daher, z. 
B. wenn man nicht die Eigenwerte betrachtet, durchaus zu dem Schluss kommen, dass die 
Informationsmatrix irgendwo im Fenster um den Kofaktor singulär wird21. Da in einem singu-
lären Punkt die Lösung ihren mathematisch wohldefinierten Sinn verliert, und dies i. A. auch 
in einer Umgebung des singulären Punktes gilt, könnte dies durchaus die Ursache des Vorge-
hens von Kao und Zeng sein. Auch die geringere Stabilität des ECM-Algorithmus (Kap. 6.1) 
oder andere, mir unbekannte, Gründe könnten für ihr Vorgehen eine Rolle gespielt haben, 
zumal bei Modellen mit Intercept kompliziertere Verhältnisse vorliegen können.  
Bei den hier vorliegenden numerisch wohldefinierten Kofaktorlösungen ist ein solches Vor-
gehen jedenfalls solange nicht gegeben, als nicht gezeigt worden ist, dass diese Lösung spuri-
os ist.  
 
7.2 Zusammenfassung und Schlussfolgerung 
Es wurden für das CIM-Modell bei der Lösung der Gleichung 
i i
ˆ
i
 Q 0
 
θ =θ
∂
=
∂ θ
 nach dem EM-
Verfahren zwei neue Lösungstypen gefunden, die oszillatorische Lösung und die Kofaktorlö-
sung, bei welchen sich (zumindest) bei der letzteren keine Anzeichen für eine Spuriosität fin-
den lassen.  
Die Kofaktorlösung ist von der Auswahl der Kofaktoren extrem stark abhängig. Es bleibt 
wohl nur die (wohl unzulängliche) Möglichkeit, zu dem SIM-Modell zurückzukehren (s. auch 
unten), oder aber alle Marker zu Kofaktormarkern zu machen. Es bleibt dann dem CIM-
Modell und dem EM-Verfahren überlassen, zu entscheiden, wo und welche Schätzwerte von 
                                               
21
 Da in Profilverfahren, wie sie in den genannten Intervallkartierungsansätzen ausschließlich verwendet werden, 
das Maximum nicht exakt berechnet wird, können durchaus zusätzliche Probleme mit der Definitheit der Kova-
rianzmatrix auftreten. 
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βi klein sind - aber im Nachhinein und nicht a priori! Nach Durchführung einer solchen Rech-
nung wird die prognostische Kraft des so eingeschränkten CIM-Modelles entscheiden, ob 
dieses Modell wertvoll ist, oder nicht.  
Im SIM-Modell stimmen die Ergebnisse des EM-Verfahrens und der linearen Regression gut 
überein mit der Ausnahme von 3 von 89 Intervallen, nämlich I24, I28 in Chrom. 3 und I85 in 
Chrom. 10. Diese Ausnahmen sind allerdings bemerkenswert, weil es sich in I28 (Abb. 6.48a) 
und I85 (Abb. 6.55a) um eindrucksvolle zusätzliche Maxima handelt. 
EMV-Verfahren (incl. ausführlicher Tabellen für Parameterschätzer, Eigenwerte etc.) und 
ln(L)-Profilverfahren liefern im Wesentlichen dieselben Erkenntnisse. Die visuelle Darstel-
lung bringt Vorteile bei der Klassifizierung verschiedener Lösungen. Sind diese Lösungen im 
Prinzip bekannt, ist das numerisch einfachere EMV-Verfahren durchaus hinreichend. Außer-
dem liefert es i. A. mehr Maxima als das Profilverfahren mit beschränktem Diskretisie-
rungsgrad von beispielsweise 1 cM. Es wird daher oft genügen, das (z. B. bei 89 Kofaktor-
markern) numerisch aufwändige Profilverfahren nur bei einem Chromosom auszuführen, und 
bei den übrigen Chromosomen die Berechnung (samt Klassifizierung der Lösungen an Hand 
von Tabellen der Schätzer und Varianzen) mit dem numerisch weniger aufwändigen und ge-
naueren EMV-Verfahren durchzuführen. 
Insgesamt stellt das EM-Verfahren eine faszinierende Möglichkeit dar, verschiedene Lösun-
gen von solchen Modellen zu finden, die zu nichtlinearen Gleichungssystemen der Art 
  
ˆ ˆ ˆA b   θ ⋅θ = θ         (7.5) 
an den Konvergenzpunkten führen. Genauer gesagt, kann man auf diese Weise Konvergenz-
punkte (fast in allen Fällen Maxima der Loglikelihood) aufspüren, die i. A. zu verschiedenen 
Funktionszweigen gehören. Profilverfahren können eine wertvolle visuelle Hilfe sein, um die 
verschiedenen Zweige zu identifizieren. 
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8. Appendix 
8.1 Appendix A: numerische Tabellen 
-Tab. A1: Häufig verwendete Startwerte der SIM- und CIM-Modelle. Ferner sind die Loglike-
lihood ln(L0) und die zugehörigen Parameterschätzer für SIM- und CIM gegeben. 
 
In den Tabellen A2 und A3 lies: iˆ ˆˆ ˆˆa,  d, , p für a, d, p,  und  für biσ σ β . 
-Tab. A2 [(A2).1 bis (A2).6]: Alle Maxima mit Startwert 4. Es handelt sich um 69 Maxima 
der Oszillatorlösung. Sie sind gekennzeichnet durch: 486,3 > − ˆd  > 479,7 ; 4,82 > σˆ  > 4,54 
und pˆ =0,50 ±  0,06. Ferner sind 3ˆβ  und 8ˆβ  negativ, alle anderen iˆβ  positiv. Der kleinste Ei-
genwert stimmt in sehr guter Näherung mit K( pˆ , pˆ ) überein.  
-Tab. A3 [(A3).1 bis (A3).3]: Alle Maxima mit Startwert 1. Die 10 Maxima in den Intervallen 
5, 8, 10, 26, 28, 39, 40, 47, 59 und 87 sind Kofaktormaxima. Sie sind dadurch gekennzeich-
net, dass die Schätzwerte von −a und βi (i entspricht dem i-ten Kofaktor) etwa 200 sind (ge-
nauer: 207± 36), ferner dadurch, dass der kleinste Eigenwert der Kovarianzmatrix in sehr 
guter Näherung mit K( pˆ , pˆ ) übereinstimmt. Die restlichen 17 Maxima sind vom Basistyp. Sie 
besitzen eine asymptotischen Varianzschätzer  σˆ  etwas unterhalb σ0=57,65 (genauer: σ0
 
> 
σˆ
 
> 52,0), K( σˆ , σˆ )−Werte* oberhalb von 48 000, und ausschließlich positive iˆβ . 
 
                                               
*
 Der größte Eigenwert ähnelt sehr stark K( σˆ , σˆ ) und liegt daher ebenfalls oberhalb von 48 000. 
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8.2 Appendix M 
Abschnitt M.1 
Die Loglikelihoodfunktion des vollständigen Datensatzes lautet (nach Kap. 4, Gl. 4.16): 
( )( ) ( ) ( )n 3c ji ji ji ji
j 1 i 1
ln L z ln p z ln f ,
= =
 
θ = ⋅ + ⋅  ∑∑   (M15) 
2
ji jif  ist Normaldichte mit Erwartungswert  und Varianz .µ σ  
 
1 1 1 2 2 2
ji
ji jk
1 falls der QTL-Genotyp Nr. i eintritt, (möglich ist: Q Q ,Q Q , Q Q
z ,
0   sonst
z z 0 für i k!

= 
⋅ = ≠
 
Da die Loglikelihoodfunktion ln(Lc) linear in jiz  ist, berechnet sich der Erwartungswert im 
(t+1). E-Schritt des EM-Algorithmus als: 
( )( ) ( ) ( )ji jin 3(t ) (t ) (t )c ji ji
j 1 i 1
E ln L ln p ln f ,
= =
   θ θ = π ⋅ + π ⋅   ∑∑   (M16) 
ji
2
ji  f  ist Normaldichte mit Erwartungswert und Varianz .µ σ  
( )
( )∑
=
σµ
σµ
=π 3
1v
)t(2)t(
jvjjv
)t(2)t(
ijjji)t(
ji
,;yfp
,;yfp
   (M17) 
Anmerkung: In den EM- und ECM- Intervallkartierungsmethoden sind die pji fest, in der 
"EMV-Methode" hängen die (t )jip  ebenso wie alle anderen Variablen vom vorangegange-
nen Iterationsschritt ab! 
Der (t+1)' Maximierungsschritt des EM-Algorithmus besteht in der Bildung des Glei-
chungssystem partieller Ableitungen der erwarteten Loglikelihoodfunktion nach a, d, 
1 k,...,β β  . Dieses lineare Gleichungssystem wird gleich 0 gesetzt, so dass es umgeformt 
werden kann zu: 
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(t 1) b+θ =A ,   wobei ( )T(t 1) ( t 1) (t 1) (t 1) (t 1)1 ka ,d , ,...,+ + + + +θ = β β .  (M18) 
mit: 
( ) ( ) ( ) ( )
( ) ( ) ( )
n n n n
(t ) (t) (t) (t) (t) (t) (t) (t)
j1 j3 j3 j1 j1 j3 j1 j1 j3 jk
j 1 j 1 j 1 j 1
(t ) (t ) (t) (t ) (t) (t) ( t) ( t) (t)
j3 j1 j1 j2 j3 j1 j2 j3 j1 j1
1
                         X ... X
2
1 1 1 1
               X ... 
2 4 2 2
= = = =
π + π π − π π − π π − π
π − π π + π + π −π + π −π −π +
∑ ∑ ∑ ∑
( )
( ) ( )
n n n n
(t ) (t )
j2 j3 jk
j 1 j 1 j 1 j 1
n n n n
(t ) (t ) (t) ( t) ( t)
j1 j3 j1 j1 j2 j3 j1 j1 j1 jk j1
j 1 j 1 j 1 j 1
X
1X    X X X                        ...                X X   
2
                                          
= = = =
= = = =
π − π
π − π −π + π −π
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑
 
( ) ( )n n n(t ) (t ) (t) (t ) (t )j1 j3 jk j1 j2 j3 jk j1 jk
j 1 j 1 j 1
                                                                                                                                 
1X   X X X   
2
= = =
π − π −π + π − π∑ ∑ ∑
      
( )
( )
n
(t) (t)
j1 j3 j
j 2
n(t 1) (t) (t) (t)
j1 j1 j3 j
j 1(t 1)
n
(t 1)
1 j1 j
j 1
(t 1)
kn
jk jk jk
j 1 j 1
y
1a y
2d
X y
                     ...                   X X  X
=
+
=+
+
=
+
= =
 
π − π     
−π + π −π         β =            β      
∑
∑
∑
∑
 
 
n
jy
                
∑
Das obige Gleichungssystem ist unabhängig von 2σ , daher kann die Lösung für diesen 
Parameter unabhängig von den anderen partiellen Ableitungen berechnet werden: 
( )n 3 2(t 1)2( t 1) (t )j ji ji
j 1 i 1
1 y
n
++
= =
σ = −µ π∑∑    (M19) 
Die Lösung der Maximierung des (t+1)' Iterationsschrittes lautet dann: 
 ( )T(t 1) ( t 1) ( t 1) (t 1) (t 1) 2( t 1)1 ka ,d , ,..., ,+ + + + + +θ = β β σ    (M20) 
Der Gradientenvektor der vollständigen Loglikelihood-Funktion ist gegeben durch: 
( )
( ) ( )
( ) ( ) ( )
( )
( )
n 3
(1)
ji ji
j 1 i 1
n
j j1 j1 j j3 j32
j 1
n
j j1 j1 j j2 j2 j j3 j32
j 1
n 3
j ji ji jm2
j 1 i 1
n 3 n 3
j ji ji2 4
j 1 i 1 j 1 i 1
p z
1 y z y z
1S x y z y z y z
2
1 y z X ,      m=1,2,...,k
1 1 1 y z
2 2
= =
=
=
= =
= = = =

⋅  
−µ − −µ  σ  = − −µ + −µ − −µ σ
−µ ∀
σ
 
− ⋅ + −µ σ ⋅σ 
∑∑
∑
∑
∑∑
∑∑ ∑∑
    
  (M21) 
Die (1)jip  sind die ersten Ableitungen der bedingten QTL-Genotypwahrscheinlichkeiten in 
Tabelle 4.1 (nach p). Für die Informationsmatrizen werden auch die zweiten Ableitungen 
(2)
jip  benötigt. Diese sind der Arbeit von Kao und Zeng (1997) zu entnehmen und wurden 
analog in Emrich und Urfer (1999) angegeben. 
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