Abstract-The optimization of biotechnological processes is a complex problem that has been intensively studied in the past few years due to the economic impact of the products obtained from fermentations.
I. INTRODUCTION
A number of valuable products such as recombinant proteins, antibiotics and amino-acids are produced using fermentation techniques. Additionally, biotechnology has been replacing traditional manufacturing processes in many areas like the production of bulk chemicals, due to its relatively low requirements regarding energy and environmental costs. Consequently, there is an enormous economic incentive to develop engineering techniques that can increase the productivity of such processes.
However, these are typically very complex, involving different transport phenomena, microbial components and biochemical reactions. Furthermore, the nonlinear behavior and time-varying properties, together with the lack of reliable sensors capable of providing direct and on-line measurements of the biological state variables limits the application of traditional control and optimization techniques to bioreactors.
Under this context, there is the need to consider quantitative mathematical models, capable of describing the process dynamics and the interrelation among relevant variables. Additionally, robust global optimization techniques must deal with the model's complexity, the environment constraints and the inherent noise of the experimental process [3] .
In fed-batch fermentations, process optimization usually encompasses finding a given nutrient feeding trajectory that maximizes productivity. Several optimization methods have been applied in this task. It has been shown that, for simple bioreactor systems, the problem can be solved analytically [24] . Numerical methods make a distinct approach to this dynamic optimization problem. Gradient algorithms are used to adjust the control trajectories in order to iteratively improve the objective function [4] .
In contrast, dynamic programming methods discretize both time and control variables to a predefined number of values. A systematic backward search method in combination with the simulation of the system model equations is used to find the optimal path through the defined grid. However, in order to achieve a global optimum the computational burden is very high [23] .
An alternative approach comes from the use of algorithms from the Evolutionary Computation (EC) field, which have been used in the past to optimize nonlinear problems with a large number of variables. These techniques have been applied with success to the optimization of feeding or temperature trajectories [14] [1] , and, when compared with traditional methods, usually perform better [20] [6] .
In this work, the performance of different algorithms belonging to three main groups -Evolutionary Algorithms (EA), Particle Swarm (PSO) and Differential Evolution (DE) -was compared, when applied to the task of optimizing the feeding trajectory of fed-batch fermentation processes. Three test cases taken from literature and previous work by the authors were used. The algorithms were allowed to run for a given number of function evaluations that was deemed to be enough to achieve acceptable results. The comparison among the algorithms was based on their final result and on the convergence speed.
The paper is organized as follows: firstly, the fed-batch fermentation case studies are presented; next, PSO, DE and a real-valued EA are described; the results of the application of the different algorithms to the case studies are presented; finally, the paper presents a discussion of the results, conclusions and further work.
II. CASE STUDIES: FED-BATCH FERMENTATION

PROCESSES
In fed-batch fermentations there is an addition of certain nutrients along the process, in order to prevent the accumulation of toxic products, allowing the achievement of higher product concentrations.
During this process the system states change considerably, from a low initial to a very high biomass and product concentrations. This dynamic behavior motivates the development of optimization methods to find the optimal input feeding trajectories in order to improve the process. The typical input in this process is the substrate inflow rate time profile.
For the proper optimization of the process, a white box mathematical model is typically developed, based on differential equations that represent the mass balances of the relevant state variables.
A. Case study I
In previous work by the authors, a fed-batch recombinant Escherichia coli fermentation process was optimized by EAs [17] [18] . This was considered as the first case study in this work and will be briefly described next.
During the aerobic growth of the bacterium, with glucose as the only added substrate, the microorganism can follow three main different metabolic pathways:
• Oxidative growth on glucose:
• Fermentative growth on glucose:
• Oxidative growth on acetic acid:
where S, O, X, C, A represent glucose, dissolved oxygen, biomass, dissolved carbon dioxide and acetate components, respectively. In the sequel, the same symbols are used to represent the state variables' concentrations (in g/kg); µ 1 to µ 3 are time variant specific growth rates that nonlinearly depend on the state variables, and k i are constant yield coefficients. The associated dynamical model can be described by the following equations:
being D the dilution rate, F in,S the substrate feeding rate (in kg/h), W the fermentation weight (in kg), OT R the oxygen transfer rate and CT R the carbon dioxide transfer rate. The kinetic behavior, expressed in the rates µ 1 to µ 3 , was given by specific functions of the state variables, that is out of the scope of the present work but can be found in [16] .
The purpose of the optimization is to determine the feeding rate profile (F in,S (t)) that maximizes the productivity of the process, defined as the units of product (recombinant protein) formed per unit of time. In this case, it is usually related with the final biomass obtained, when the duration of the process is pre-defined. Thus, a performance index (PI) is defined by the following expression:
The relevant state variables are initialized with the following values: X(0) = 5, S(0) = 0, A(0) = 0, W (0) = 3. Due to limitations in the feeding pump capacity, the value of F in,S (t) must be in the range [0.0; 0.4]. Furthermore, the following constraint is defined over the value of W :
The final time (T f ) is set to 25 hours.
B. Case study II
This system is a fed-batch bioreactor for the production of ethanol by Saccharomyces cerevisiae, firstly studied by Chen and Huang [5] . The aim is to find the substrate feed rate profile that maximizes the yield of ethanol.
The model equations are the following:
where x 1 is the cell mass, x 2 the substrate concentration, x 3 the ethanol concentration, x 4 the volume of the reactor, u the feeding rate.
On the other hand, the kinetic variables g 1 and g 2 are given by the following algebraic equations:
The aim of the optimization is to find the feeding profile (u) that maximizes the following performance index:
The final time is set to T f = 54 (hours), and the initial values for the state variables are the following: 
C. Case study III
This system is a model for the production of a secreted foreign protein using baker's yeast as the host organism in a fed-batch bioreactor, developed by Park and Ramirez [15] . The substrate feed flow rate is the only control variable and the system is governed by the following differential equations:
where x 1 , x 2 , x 3 and x 4 are the concentrations of secreted protein (units/L), total protein (units/l), cells (g/l) and substrate (g/l) respectively; x 5 is the fermenter's volume (l) and u the feed rate (l/h).
The specific growth A (h
) follows substrate inhibition kinetics and is given by:
The aim of the optimization is to find the feeding profile (u) that maximizes the following PI:
The final time is set to T f = 15 (hours) and the initial values for relevant state variables are the following: 
III. THE ALGORITHMS
The optimization task is to find the feeding trajectory, represented as an array of real-valued variables, that yields the best performance index. Each variable will encode the amount of substrate to be introduced into the bioreactor, in a given time unit, and the solution will be given by the temporal sequence of such values. In this case, the size of the genome would be determined based on the final time of the process (T f ) and the discretization step (d) considered in the numerical simulation of the model, given by the expression:
However, as the resulting genome would be very large (typically with 5000 genes, for case study I), feeding values were defined only at certain equally spaced points, and the remaining values are linearly interpolated. The size of the genome (G) becomes:
where I stands for the number of points within each interpolation interval. The value of d used in the experiments was d = 0.005, for case studies I, II and III. The evaluation process, for each individual in the population, is achieved by running a numerical simulation of the defined model, given as input the feeding values in the genome. The numerical simulation is performed using ODEToJava, a package of ordinary differential equation solvers, using a linearly implicit implicit/explicit (IMEX) Runge-Kutta scheme used for stiff problems [2] . The fitness value is then calculated from the final values of the state variables according to the PI defined for each case.
A. Particle Swarm Optimization
A particle swarm optimizer uses a population of particles that evolve over time by flying through space. The particles imitate their most successful neighbors by modifying their velocity component to follow the direction of the most successful position of their neighbors.
Each particle is defined by:
is the current position in the search space;
is the position visited by the particle in the past that had the best function evaluation;
is a vector that represents the direction in which the particle is moving, it is called the 'velocity'; e t is the evaluation of p t under the function being optimized, i.e. e t = f (p t ).
Particles are connected to others in the population via a predefined topology. This can be represented by the adjacency matrix of a directed graph M = (m ij ), where m ij = 1 if there is an edge from particle i to particle j and m ij = 0 otherwise.
At each iteration, a new population is produced by allowing each particle to move stochastically toward its previous best position and at the same time toward the best of the previous best positions of all other particles to which it is connected.
The following is an outline of a generic PSO. 
(iii) Constrain solutions to the bounds and update x 
t and e (i)
If it is necessary to constrain solutions to the bounds, the offending coordinate is reset to the nearest limit and the velocity is changed accordingly. Clerc and Kennedy [7] introduced the use of a factor called the 'constriction factor', symbolized by χ, into the velocity update equation. The velocity update equation for this scheme is given by:
where c 1 and c 2 are constants known as the 'individual' and 'social' constants respectively, that represent the weight accorded to the influence of the particle's personal memory, and the memory of its neighborhood respectively; r 1 and r 2 are random variables selected from U (0, 1). New values for r 1 and r 2 are selected for each dimension of the updated velocity vector as it is being computed; p (g) t−1 is the previous best position of the particle in i's neighborhood at time t − 1 that has the best previous best evaluation of all particles in that neighborhood. In other words, g = arg{min{e j (t − 1)|j ∈ N (i)}}, where N (i) is the neighborhood of particle i. A common use of the parameters involves choosing c 1 = c 2 = 2.05 and χ = 0.729.
B. Fully Informed Particle Swarm
The only difference between this method and the canonical particle swarm resides in the velocity update. An approach to the velocity update equation that involves utilizing information from all members of a particle's neighborhood was proposed by Mendes et al [12] . In this case, each member of the particle's neighborhood contributes to the new direction that the particle will travel in. Mendes' formulation allows for weighted contributions from each neighbor, with the possibility of equal weightings. The velocity update equation can be computed by
where r ∼ U (0, 1) and N (i) is the neighborhood (the set of the particles) of particle i. In this paper, the population topology used is von Neumann [11] . In this topology each particle is connected to four others, in a lattice that wraps around on itself.
C. Differential Evolution
DE is a population-based approach to function optimization that generates trial individuals by calculating vector differences between other randomly selected members of the population.
The following is an outline of a variant of the DE algorithm called DE/rand/1 that uses a binomial crossover [22] . For clarity, the computation of the new trial vector has been shown separately from the crossover operation that selects only some of the dimensions of the trial vector.
1) Initialize the population; 2) Evaluate the population; 3) Generate a new population where each candidate individual is generated in parallel according to: (i) Randomly select 3 distinct individuals r 1 , r 2 , r 3 from the population that are different from i; (ii) Generate a trial vector based on the formula t =
(iii) Incorporate coordinates of this vector with probability CR, using at least one coordinate; (iv) If the candidate is not valid, change its invalid coordinates by resetting them to the closest bound; (v) Evaluate the candidate; (vi) Use the candidate in the new generation if it is at least as good as the current individual; 4) Loop to 3 unless the termination criterion is met. Various schemes are currently in use for DEs [21] .
In this work, we adopted a real-valued EA that provided good results in previous work [18] [19] . The overall structure of the EA is,
BEGIN
Initialize time (t = 0). Generate and evaluate the initial population (P 0 ). WHILE NOT (termination criteria) DO Select from P t individuals for reproduction. Apply the genetic operators to breed the offspring. Evaluate the offspring. Insert the offspring into the next population (P t+1 ). Select the survivors from P t to be kept in P t+1 .
Increase current time (t = t + 1). END
Regarding the reproduction step, both mutation and crossover operators were taken into account.
Two mutation operators were used, namely:
• Random Mutation, which replaces one gene by a new randomly generated value, within the range
• Gaussian Mutation, which adds to a given gene a value taken from a Gaussian distribution, with a zero mean and a standard deviation given by maxi−mini 4 (i.e., small perturbations will be preferred over larger ones). where [min i ; max i ] is the range of values allowed for gene i.
In both cases, an innovation is introduced: the mutation operators are applied to a variable number of genes (a value that is randomly set between 1 and 10 in each application). On the other hand, the following crossover operators were chosen:
• Two-Point crossover, a standard Genetic Algorithm operator [13] , applied in the traditional way;
• Arithmetical, where each gene in the offspring will be a linear combination of the values in the ancestors' chromosomes [13] ;
• Sum where the offspring genes denote the sum or the subtraction of the genes in the parents. A set of experiments was conducted in order to find the best set of genetic operators for this problem [18] . The best result was obtained using an alternative that contemplates the use of all genetic operators described above. In this case the crossover operators are responsible for breeding 50% of the offspring and the mutation operators the remaining 50%.
All operators were constrained to respect the limits of the gene's values, i.e., when an operator creates a gene value outside of the allowed range, the value in the offspring is equal to the one in the parents. Different ranges can be defined to different genes at distinct locations.
The selection procedure is done by converting the fitness value into a linear ranking in the population, and then applying a roulette wheel scheme. In each generation, 50% of the individuals are kept from the previous generation, and 50% are bred by the application of the genetic operators.
IV. EXPERIMENTS A. Methodology
When comparing algorithms, it is necessary to have a way to conclude that a certain approach is better than the other ones. As the procedure is empirical, conclusions may only be drawn after some statistical validation. The results presented in this paper use 95% confidence intervals. Additionally, we adopted the use of t-tests [9] for two-sample comparisons. We decided to present our results using a symbolic encoding of the p-values of t-tests. The reason for this is to improve the readability that will allow us to visually interpret the result of the test. The encoding used is presented in Table I .
When performing multiple pairwise comparisons, it is important to use a correction of the p-value of each test. There are several corrections that may be used. One of the simplest and most widely used is the Bonferroni correction. We decided to use the Bonferroni step-down (also called Holm) correction, which is very similar to the Bonferroni, but a little less stringent [10] .
What makes a good algorithm? Even when a statistical test cannot find a significant difference between two algorithms (e.g., because the confidence interval of one of them is too wide), we are interested in a reliable method: one that always gives us good results. Thus, we prefer an algorithm with a good average and a narrow confidence interval.
B. Parameter Settings and Test Conditions
When solving a real world problem, the main concern is to have a tool that may be applied to the problem with as few fine-tuning as possible. We are mainly interested in the results and not in a thorough study about the algorithms involved. We do not wish to go through the cumbersome task of testing the valuation of all the parameters of these algorithms until we find a setting that is perfect for the problem at hand. Furthermore, these experiments take a long time 1 and we usually have time constraints to get good results. Thus, we decided to choose the standard configurations for each algorithm that were either validated by experimental results or suggested by previous studies.
Due to the previous experience of the authors with the real-valued EA, each run was stopped after 200,000 function evaluations. In the case of canonical particle swarm (henceforth denoted CanPso) or fully informed particle swarm (denoted Fips) the population size was 20 and the other parameters have the usual values given in the literature. The neighborhood topologies selected were gbest for CanPso and von Neumann for Fips [11] .
For DE, the population size was set to 20, F was set to 0.5, CR to 0.6 and the schemes used were DE/rand/1 (DE), DE/best/1 (DEBest) and DE/tourn/1 (DETourn). In terms of the real-valued EA, the population size was set to 200. Due to the amount of time it took to run the experiments, only 20 runs were performed with each algorithm.
Three values were tested for the parameter I in each test case, thus varying the number of variables to optimize. Table II presents the results of the algorithms on case I for the different values of I. In all cases, the 95% confidence intervals for the P I are presented for 40000, 100000, 200000 function evaluations. We decided to probe PI at these timesteps to estimate the possibility of terminating the runs earlier whilst still maintaining good quality solutions.
C. Results for case I
The best solution found was by DE when I = 100. Using a higher number of points provides a better trajectory. It could be argued that it does not make sense to maintain the same population sizes when increasing the number of variables. However, it is interesting to note that certain algorithms maintain a very similar performance on all three instances while the performance of others degrades a lot. DE and Fips maintain the same performance on all three instances, closely followed by DETourn. Additionally, we remark the narrowness of the confidence intervals of DE on all instances of the problem.
It is also interesting to realize that DE, DETourn and Fips do not improve much after 40,000 NFEs. This is especially Both CanPso and DEBest are clearly inferior and seem to be stuck in very poor local optima. This is to be expected given that both algorithms are quite greedy. We are sure that the result of CanPso could be improved with a more sparsely connected neighborhood topology but previous studies suggest it would not beat Fips [12] .
We decided to test for statistical differences among the algorithms. Table III shows the pairwise t-test results for all values of I. The codes of the p-values are separated by dashes and correspond to the ordering of I.
As can be seen from consulting the table, there is no Table IV presents the results of the algorithms on case II. In this case, the best result was found by DETourn or DE when I = 540. Both of these algorithms also present narrow confidence intervals, which means that they are reliable. EA is a strong contender in this problem but needs more time to achieve good results. Fips somehow lost its edge, especially when the number of variables increases. Table V shows the comparison of the algorithms. As can be seen, CanPso continues to be the worst contender but DEBest is not a very bad choice when the number of variables is small. EA is still beaten by DE and DETourn in most cases. Figure 2 presents the convergence curve of the algorithms. DE and DETourn converge fast (around 40,000 NFEs); Fips gets stuck in a plateau that is higher than the one of DEBest and CanPso; EA converges slowly but is steadily improving. It seems that, given enough time, EA finds similar solutions to either DE and DETourn. Table VI presents the results of the algorithms on case III. This case seems to be quite simple and most algorithms find similar results. DE, Fips and EA are the best algorithms in this problem because of their reliability: they have narrow confidence intervals. DETourn seems to be a little less reliable, but its confidence intervals are still small enough. Table VII shows the comparison of the algorithms for this problem. In this case, most algorithms are not statistically different. This is the case when we turn to the reliability of the algorithms to draw conclusions. As we stated before, most algorithms find similar solutions, which indicates that this case is probably not a good benchmark to compare algorithms. Figure 3 presents the convergence curve of the algorithms for I = 100. In this case DE, DETourn and Fips converge very fast; EA has a slower convergence rate; CanPso and DEBest get stuck in local optima.
D. Results for case II
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E. Results for case III
V. CONCLUSIONS AND FURTHER WORK This paper compares canonical particle swarm (CanPso), fully informed particle swarm (Fips), a real-valued EA (EA) and three schemes of differential evolution (DE, DEBest and DETourn) in three test cases of optimizing the feeding trajectory in fed-batch fermentation. Each of these problems was tackled with different numbers of points (i.e., different values for I) to interpolate the feeding trajectory. This is a trade off: the more variables we have, the more precise the curve is but the harder it is to optimize. A new DE scheme was presented: DE/tourn/1. The rationale behind this scheme was that it is a compromise between DE/rand/1 and DE/best/1. The more individuals participate in the tournament and the more it should behave like DE/best/1. In these problems, the results of DE were very similar to the ones of DETourn. In some cases DE had narrower confidence intervals and therefore it seems that a more complicated scheme is not helpful in these problems. However, more research needs to be performed over a wider range of problems to ensure this conclusion. DEBest did not work well on these problems. In fact, it was one of the lowest performers: it suffered from premature convergence most of the time.
When compared to the other algorithms, DE and DETourn seemed to be able to achieve good results consistently and fast. From all the algorithms tested, they are the ones we recommend the most. Fips was a good contender and in the majority of the tests found good results and was as fast as DE and DETourn. However, it got stuck on local optima in case II. CanPso was one of the worst performers.
EA was slow to converge but reliable. If you can afford the computational time needed, it always finds good solutions. However, in some problems it requires a large number of function evaluations. Given that the computational time needed for these problems is quite large, it is a good reason to choose DE instead. Previous work by the authors [19] developed a new representation in EAs in order to allow the optimization of a time trajectory with automatic interpolation. It would be interesting to develop a similar approach within DE or Fips. Another area of future research is the consideration of on-line adaptation, where the model of the process is updated during the fermentation process. In this case, the good computational performance of DE is a benefit, if there is the need to re-optimize the feeding given a new model and values for the state variables are measured on-line.
