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Summary:  I n  t h i s  r e p o r t  a n  e n u m e r a t i v e  m e t h o d  f o r  t h e  s o l u t i o n  o f  
t h e  L i n e a r  C o mpl e me n t a r i t y  P r o b l e m ( L C P )  i s  p r e s e n t e d .   
T h i s  a l g o r i t h m c o m p l e t e l y  p r oces se s  t he  LCP ,  and  does  no t  
r e q u i r e  a n y  p a r t i c u l a r  p r o p e r t y  o f  t h e  L C P  t o  a p p l y .  T h a t  
i s  t h e  a l g o r i t h m  t e r m i n a t e s  a f t e r  e i t h e r  f i n d i n g  a l l  t h e  
s o l u t i o n s  o f  a n  L C P  o r  e s t a b l i s h i n g  t h a t  n o  s o l u t i o n    
e x i s t s .  The  me t h o d  i s  e x t e nde d  t o  a l so  p r o c e s s  t h e  S e c on d  
Linear Complementarity Problem (SLCP), a problem which has 
b e e n  i n t r o d u c e d  t o  r e p r e se n t  t h e  g e n e r a l  q u a d r a t i c  p r o g r a m 
i n v o l v i n g  u n r e s t r i c t e d  v a r i a b l e s .  
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1. INTRODUCTION 
 The Linear Complementarity Problem (LCP) has become one of the 
important  research areas  in  mathematical  programming.    This  problem is  
s ta ted as  [2 ,7]  
0zw0,w0,zMz,qw T =>>+=      (1) 
T h r e e  g e n r e s  o f  a l g o r i t h ms  f o r  t he  so lu t i on  o f  t he  LCP  have  been  
r e p o r t e d  i n  t h e  l i t e r a t u r e ;  d i r e c t ,  i t e r a t i v e  a n d  e n u m e r a t i v e .  T h e   
f i r s t  t w o  o n l y  a p p l y  t o  s p e c i a l  c l a s s e s  o f  m a t r i c e s  a n d  t h e y  t e r m i n a t e  
w i t h  a  p a r t i c u l a r  s o l u t i o n  w h e n  i t  e x i s t s .  E n u m e r a t i v e  m e t h o d s  f i n d     
a l l  t h e  s o l u t i o n s  o f  a n y  L C P  w i t h o u t  a n y  a s s u m p t i on  conce rn ing  t he  c l a s s  
o f  t h e  m a t r i x  M .  T h e s e  l a t t e r  m e t h o d s  a r e  m o r e  i n v o l v e d  a n d  p r o c e s s  
t h e  L C P  b y  e x p l o r i n g  t h e  n o d e s  o f  a  t r e e  ( t h e y  a r e  u s u a l l y  c a l l e d  t r e e  
search methods). 
To date  two enumerat ive methods have been designed for  the LCP.  
These  methods  a re  due  to  Garc ia  and Lemke [4]  and Mit ra  and Jahansha lou 
[ 8 ]  a n d  w e r e  o r i g i n a l l y  d e s i g n e d  t o  s o l v e  s o m e  r e l a t e d  p r o b l e m s  a n d   
t h e n  e x t e n d e d  t o  d e a l  w i t h  t h e  L C P .  T h e y  b o t h  c o n s i d e r  b a s i c  f e a s i b l e  
a n d  i n f e a s i b l e  s o l u t i o n s  w h e n  t h e  t r e e  i s  e x p l o r e d .  I t  i s  h o w e v e r  
p o s s i b l e  t o  d e s i g n  a n o t h e r  t r e e  s e a r c h  m e t h o d  i n  w h i c h  o n l y  b a s i c  
f e a s i b l e  s o l u t i o n s  a r e  e m p l o y e d .  T h i s  a l g o r i t h m  i s  d e s c r i b e d  i n  s e c t i o n s  
2 ,  3  a n d  4  o f  t h i s  p a p e r .  
O n e  o f  t h e  m o s t  i m p o r t a n t  a p p l i c a t i o n s  o f  t h e  L C P  i s  t o  f i n d    
Kuhn-Tucke r  po in t s  o f  a  quad ra t i c  p rog r a m,  t h a t  i s ,  v e c t o r s  w h i c h  s a t i s f y  
t h e  K u h n - T u c k e r  c o n d i t i o ns  o f  t h i s  p r o g r a m [ 2 ] .  I f  i n  a  q u a d r a t i c  p r o g r a m 
t h e r e  e x i s t  s o me  u n r e s t r i c t e d  v a r i a b l e s  a n d  ( o r )  s o me  e q u a l i t y  c o n -   
s t r a i n t s  t h e  K u h n - T u c k e r  c o n d i t i o ns  l e a d  t o  a  p r o b l e m o f  t h e  f o r m  
[6 ,  pages  7 -8 ]  
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                                  ,u,0wz,0w0z T ∞+<<∞−=>>  
which is  cal led the Second Linear  Complementar i ty  Problem (SLCP) ,  (see   
[ 6 ,  c h a p t e r  5 ]  f o r  a  s t u d y  o f  t h i s  p r o b l e m) .  T h e  e x t e n s i o n  o f  t h e  
enumera t ive  method  to  th i s  p rob lem i s  p resen t ed  in  s ec t ion  5 .  
 In  sec t ion  6  an  LCP of  smal l  d imens ion  t aken  f rom [8]  i s  so lved      
by the e n u m e r a t i v e  m e t h o d  t o  c l a r i f y  t h e  e x p o s i t i o n  o f  t h e  a l g o r i t h m .  
Final ly ,  the  computat ional  experience with some tes t  LCP's  and SLCP's         
is  presented in section 7.  
 
2 .  THE  NEW  ENUMERATIVE  METHOD  FOR  THE  SOLUTION  OF  THE  LCP. 
      T h e  me t h o d  i s  b a s e d  o n  t h e  p r i nc ip l e  t ha t  a l l  t h e  so lu t i ons  o f  an  
LCP can  be  found  by  genera t ing  a t  mos t    nodes  o f  a  t r ee  which  a re  
d e f i n e d  b y  t a k i n g  o n e  o u t  o f  t h e  n  p a i r s  o f  comp leme n t a ry  va r i ab l e s      
a n d  t h e n  s e t t i n g  e a c h  o f  t h e s e  v a r i a b l e s  t o  z e r o  i n  t u r n .  T h e r e f o r e ,  b y  
exp lo r ing  the  t r ee  shown in  (Dl )  i t  i s  poss ib le  to  e i the r  e s t ab l i sh  no  
solut ion to  the LCP exis ts  or  f ind al l  the  solut ions of  the LCP.  
0i
i2
n
=
∑
 
(D1) 
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If  any one of the nodes N1,N2,. . . ,  at  the depth n  of this tree can              
be developed then i t  represents at  least  one solution of the LCP. This                  
i s  because only feasible  solut ions are  admit ted and the n  var iables                    
se t  to zero are taken out  of n pairs of complementary variables.  
If  a  variable is  set  to zero i t  should remain in all  the subsequent            
nodes of the tree shown in (Dl).  To indicate this fact  the variable is               
said to be starred. So in the diagram (Dl) = 0 (  = 0) can be                 
replaced by  starred (w
iz iw
iz i  starred). 
Suppose that  a variable is  required to be starred.  This obviously               
can  be  done  i f  the  var iable  i s  nonbas ic .  Note  tha t  i f  a  nonbas ic                   
variable is starred its corresponding column can never be pivot column
of any pivot  t ransformation and the term "starred" is  used to  indicate                       
t h i s  f a c t .  I f  t h e  v a r i a b l e  i s  b a s i c ,  h o we v e r ,  i t  i s  n o t  a l w a y s  p o s s i b l e                 
to  s tar  i t .  Let  i  be  the  row of  th i s  var iable ;  by  apply ing  a  s implex                  
type algori thm with the r th  row as  the object ive row ei ther  this  var iable            
is made nonbasic or it  is shown that it  is not possible to do so. When                   
the lat ter  occurs let  the corresponding tableau be set  out in the                  
Tableau  form Tl .  
jx−
ib  jia  
T1 
 
    iy   =   
 
 
Then one of the two following properties must hold: 
     (P1)  ib  =  0  and   =  0  fo r  a l l  the    nons ta r red   j  ,  ji
__
a
     (P2)  ib  >  0  and   ji
__
a ≤  0  fo r  a l l  t he    nons ta r red   j  ,  
In the second case the minimum value of the variable is positive                     
and the var iable  cannot  be s tarred.  In  the f i rs t  case  the var iable  has                    
zero value and this value does not change in any subsequent tableau                
obtained from any pivot transformation, whence the variable can be 
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s ta r red .  This  s implex  type  procedure  i s  ca l led "minvar"  and  i s  fu l ly 
descr ibed la ter .  So a  var iable  "can be s tarred" i f  
( i )  i t  i s  a  nonbasic  var iable ,  
( i i )  i t  i s  a  basic  var iable ,  the  minvar  procedure is  appl ied                         
and at  the end of  this  procedure ei ther  the var iable  is                 
nonbasic  or  sat isf ies  (P1) .  
A var iable  "cannot  be s tarred"  i f  i t  i s  a  basic  var iable  which               
satisfies (P2) at the end of the minvar procedure. 
Therefore some of the nodes of the tree shown in (Dl) cannot be 
generated, which implies that the complete enumeration given by the               
tree is usually avoided. 
The method uses two types of tableaus as stated in the following 
definition. 
Definition 1. A tableau is Complementary if and only if either 
(a)  or (b) holds:  
(a)  -  there is  no i  such that   and  are both basic iz iw
(b)  -  i f   and  are  both basic  then one of  the var iables  iz iw
is starred and satisfies (P1). 
A tableau is Noncomplementary if it is not complementary. 
I t  fo l lows f rom th is  def in i t ion  tha t  i f  there  are  n  s tar red                  
var iables  then  the  tableau  must  be  complementary .  In  th is  case  the               
t ableau usually provides one complementary solution. However, i f  one                  
o r  more  s tar red  var iables  sa t i s fy  (P1)  then  i t  might  lead  to  an                    
i n f i n i t e  n u m b e r  o f  s o l u t i o n s .  I n  f a c t  i n  t h i s  l a t t e r  c a s e  t h e r e  i s  a t              
least  one nonbasic  nonstarred var iable  and this  var iable  can take any                  
non negative value which does not force any basic variable to become 
negat ive .  
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I f  a  tableau is  complementary then any pair  of  complementary 
v a r i a b l e s  s u c h  t h a t  n e i t h e r  o f  t h e m a r e  s t a r r ed  ha s  a t  l e a s t  one              
nonbasic  var iable .  Therefore  the branches for  a  complementary tableau              
are of the form set out in D2. 
 
(D2) 
Branching in Complementary Tableau. 
Note that in the right hand branch minvar is usually applied.  
When one or more starred variables satisfy (P1) both the variables of a 
complementary pair may be nonbasic. In this case minvar is not applied. 
If the tableau is noncomplementary there is at least one pair of 
complementary nonstarred basic variables ( , ) and in order to achieve 
complementarity each variable is starred in one of the two branches.                    
Hence minvar is applied to generate both the nodes and the branches are                     
of  the form set  out  in  D3.  
iz iw
 
(D3) 
Branching in Noncomplementary Tableau. 
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A t  a n y  n o d e  o f  t h e  t r e e  i f  a  b a s i c  v a r i a b l e ,  s a y ,  s a t i s f i e s         
(P2) ,  that  is ,  i t s  minimum value is  posi t ive ,  i t s  complementary,  ,            
mus t  be  s t a r red  in  o rde r  tha t  
iz
iw
0wz ii = .  I f   canno t  be  s t a r red ,  tha t             
is ,  the minimum value of  is  also posit ive,  there are no solutions of               
the LCP beyond this node and the search does not proceed further down               
the  t ree .  
iw
iw
A number of preliminary concepts related to the enumerative method                 
have been discussed and a complete description of the algorithm now                 
follows. To make the description concise the symbol  is introduced                      
to represent any basic  or  variable as is convenient and  
represents any non basic variables, see Tableau T1. 
iy
iz iw ix
STEP 0 - Init ial ization -  Set NODE = 1 (the node under current investigation),  
NNODE = 1 (total number of nodes to be investigated), 
NSOL = 0 (Number of solutions of the LCP).  Apply the Phase 1 
of the simplex method.  If no feasible solution exists go to 
EXIT.  
STEP 1 - Check tableau state - See if the tableau is complementary. If 
     it is set COMPL = TRUE. Otherwise set COMPL = FALSE. 
STEP 2 - Analyse the current tableau to check for variables with positive 
  minimum value -  Let  
  R  =   sa t i s f i e s  (P2)  and  i t s  complementa ry  va r iab le  i s                 
no t  s tarred}         (4)  
ii y:y{
  (a)  I f  R Ø,  go to  (b) .  I f  COMPL = TRUE go to  Step 3.  I f  ≠
COMPL = FALSE go to Step 4.  
  (b)       I f  for  any  i ts  complementary var iable  cannot  be s tarred Ryi ∈
  go  to  S tep  6 .  Otherwise  s ta r  a l l  the  var iab les  complementary                    
to  the var iables  in  the set  R.  Now: 
    ( i )  i f  the  number  of  s tarred var iables  is  equal  to  n  
                          go to  Step 5 (a t  least  one solut ion is  generated);  
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(i i)     if no pivot transformation is performed go to 
                 Step 2(a); 
( i i i )  i f  a t  leas t  one  p ivot  t ransformat ion  i s  car r ied  out  
go to Step1 (a new tableau is obtained and it  is 
necessary to analyse its state in Step 1). 
STEP 3 - Branching for complementary tableaus - Branch by starring a                 
nonbas ic  va r iab le  i n  any  co lumn of  t he  t ab leau  in  node
(NNODE + 2) and designating its complementary to be starred
in node (NNODE + 1).  Store the tableau,  set  NNODE = NNODE + 2                      
and NODE = NNODE. If the number of starred variables is 
e q u a l  t o  n  g o  t o  S t e p  5 .  O t h e r w i s e  g o  t o  S t e p  2 .  
STEP 4 -  B r a n c h i ng  f o r  n o n c o mp l e me n t a r y  t a b l e a u s  –  Le t  y t  a n d  y r  b e  t w o
bas ic  va r i ab les  which  cons t i tu te  a  pa i r  o f  complementa ry   
v a r i a b l e s .  D e s i g n a t e  y t  a n d  y r  t o  b e  s t a r r e d  i n  n o d e s                 
(NNODE + 1) and (NNODE + 2), store the tableau, set NNODE=                         
NNODE + 2 and NODE = NNODE and go to Step 7. 
STEP 5 - G e n e r a t i o n  o f  a  s o l u t i o n  -  Se t  NSOL =  NSOL +  1 .  I f  a l l  t h e  
n o n b a s i c  v a r i a b l e s  o f  t h e  t a b l e a u  a r e  s t a r r e d  t h i s  t a b l e a u  
y i e l d s  e x a c t l y  o n e  s o l u t i o n  o f  t h e  L C P  g i v e n  b y  ( 0x,by iii == ) .  
Otherwise  a  fami ly  of  solut ions  to  the  LCP can  be  obta ined  from 
t h i s  t a b l e a u .   A d d  t h e  s o l u t i o n  t o  t h e  l i s t  a n d  g o  t o  S t e p  6 .  
STEP 6 - Backtrack - If NODE = 1 go to EXIT. Otherwise set NODE = NODE –1.  
If  node NODE has already been processed go to Step 6.  Otherwise 
extract the last tableau stored and go to Step 7. 
STEP 7 - Genera t ion  of  the  node  -  I f  the  chosen var iab le  to  be  s ta r red  
canno t  be  s t a r r ed  go  t o  S t ep  6 .  O t h e r w i s e  s t a r  t h i s  v a r i a b l e .                
I f the number of starred variables is equal to n go to
Step 5. Otherwise go to Step 1. 
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EXIT  -   I f  NSOL = 0  the  LCP has  no  so lu t ion .  Otherwise  a l l  the  so lu t ions               
of the LCP have been enumerated and there are NSOL or an              
infinite number of solutions. 
Note  that  i f  the  basis  matr ices  are  used to  implement  the  a lgor i thm              
on ly  the  bas ic  and  nonbas ic  va r iab les  a re  s to red  in  the  b ranch ing  s t eps .  
I f  in  Step 5 there  is  exact ly  one s tarred basic  var iable  i t  i s  
p o s s i b l e  t o  w r i t e  e x p l i c i t l y  t h e  f a mi l y  o f  s o l u t i o n s .  L e t  y r  b e  t h i s  
va r iab le  and  l e t  s  by  the  co lumn of  i t s  complementa ry  nonbas ic  and  
nons ta r red  va r iab le .  Then  rsa  =  0  and  the  fami ly  o f  so lu t ions  i s  g iven  
by 
ri,]βb,[by,0y,]α[0,x 0iiir0s ≠+∈=∈                  (5)   
where 
 
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
>−
≤∞+
}{ 0isa:
isa
ibmin
0isafi
               (6)      
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
−
<−∞+=∞+
>−∞+=∞−
=
=
numberrealais0αif0αisa
0isa
and
0αif
0isa
and
0αif
0isaif0
0β
      O b v i o u s l y  )0x,by(0αif 0 === i s  t h e  u n i q u e  s o l u t i o n  g i v e n  b y  t h e 
tableau. 
Minvar Procedure 
STEP 0 – Set  k  = 1,  Ak  = A,   bk  = b,  where A and  b  are  the entr ies  of  the 
      g iven  t ab leau .  Le t   t   be  the  row of  the  bas ic  va r iab le  chosen  
for the minvar procedure.  
STEP 1 –  I f   =  0 ,  g o  t o  S t e p  3 .  I f   >  0  and  ktb
k
tb 0a
k
jt <  f o r  a l l  t h e  
nonstarred columns j  ,  set   TERM = 3 and go to EXIT.              
Otherwise le t  
s = min {nonstarred   j   :    }   (7)
  
0akjt >
          and go to  Step 2               
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STEP 2  -  determine  the  row  r   by 
         
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
>== 0kjsa:k
jsa
k
jbmink
isa
k
ib:iminr       (8) 
Pe r fo rm a  s i ng l e  p ivo t  t r ans fo rma t ion  w i th   a s  t he  p ivo t .
I f  r  =  t ,  s e t  TERM = 1  and  go  to  ex i t .  Otherwise  se t  k  =  k  +  1 
and go to Step 1.  
k
rsa
STEP 3 -  If  =  0 for all  the nonstarred columns   j   ,    set TERM  =   2 kjta
            and go to  EXIT.  I f  there  i s  an   kjta 0≠  per form a  s ingle  
            p ivo t  t r ans format ion  wi th   a s  the  p ivo t ,  se t  TERM =1  and  kjta
                go to EXIT. 
EXIT -    I f  TERM =  1  t he  va r i ab l e  i s  nonbas i c .  I f  TERM =  2  t he  
  va r i ab l e  i s  ba s i c  and  s a t i s f i e s  (P1 ) .      I f  TERM =  3  t he  
  v a r i a b l e  i s  b a s i c  a n d  s a t i s f i e s  ( P 2 ) ,  t h a t  i s ,  t h e  m i n i m u m  
  va lue  o f  t he  va r i ab l e  i s  pos i t i ve .  
 
No te  t ha t  B l and ' s  doub l e  l e a s t  i ndex  ru l e   ( 7 )   and   ( 8 )   [ 1 ]  ha s   
been  imp lemen ted  i n  t he  a lgo r i t hm to  avo id  t he  pos s ib i l i t y  o f              
cyc l i ng .  
3.  AN EXTENSION OF THE BRANCHING STRATEGY FOR COMPLEMENTARY TABLEAUS 
Cons ider  a  complementa ry  t ab leau  and  suppose  tha t  the re  a re                
n 1  ( n 1  <  n )  s t a r r e d  v a r i a b l e s .  T h e n  t h e r e  a r e  a t  l e a s t   
n o n s t a r r e d  n o n b a s i c  v a r i a b l e s .  A s  o u t l i n e d  i n  t h e  a l g o r i t h m  n o                 
p i v o t  t r a n s f o r m a t i o n  i s  p e r f o r m e d  u n t i l  t h e  n u m b e r  o f  s t a r r e d  v a r i a b l e s  
i s  e q u a l  t o  n .  T h e s e  v a r i a b l e s  a r e  s t a r r e d  e i t h e r  i n  t h e  b r a n c h
procedure of  Step 3 or  in  Step 2 when 
1nn −=l
φ≠R . The algori thm looks at
t h e  s a m e  t a b l e a u  a t  m o s t  l  t i m e s  a n d  g e n e r a t e s  a t  m o s t   b r a n c h e s            
t o  a c h i e v e  t h e  n o d e  w h i c h  y i e l d s  t h e  s o l u t i o n .  I t  i s  h o w e v e r  p o s s i b l e  
l
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to  reduce the number of  branches and the number  of  t imes the tableau                      
i s  i n s p e c t e d  f o r  v a r i a b l e s  b e l o n g i n g  t o  t h e  s e t  R  b y  a n  i m p r o v e d                            
s t r a t e g y  f o r  t h e  c h o i c e  o f  t h e  v a r i a b l e s  f o r  b r a n c h i n g .  
 
Two cases (A) and (B) are considered below. 
(A)  There  are  exact ly  l  nonbas ic  nons tar red  var iables .  
I n  t h i s  c a se  a l l  t he  va r i ab l e s  a l r eady  s t a r r ed  a r e  nonbas i c .  
Suppose  tha t  the  tab leau  i s  of  the  form 
 
(9) 
w h e r e  x +l 1 , . . . , x n  a r e  t h e  s t a r r e d  v a r i a b l e s ,  x j  a n d  y i  c o n s t i t u t e  a             
p a i r  o f  c o m p l e m e n t a r y  v a r i a b l e s  a n d  +  a n d  –  r e p r e s e n t  r e s p e c t i v e l y          
a  pos i t i ve  and  a  nonpos i t i ve  en t ry .  I f  t he  u sua l  b r anch ing  s t ep  i s  u sed 
the  pa i r  (x j ,y i )  can  be  chosen  and  y i  ∈  R  in  the  subsequen t  nodes  wi th 
t h e  s a m e  t a b l e a u ,  s i n c e  x j  i s  a  s t a r r e d  v a r i a b l e .  H o w e v e r ,  i f  t h e  f i r s t 
two branches  a re  o f  the  fo rm 
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then in  node  R and x∈i1,yN j  is  s tarred.  Note that  the entry                   
jia  o f  t he  t ab l eau  mu s t  be  nonpos i t i ve .  O t he rwi se  x j  ha s  t o  be             
s t a r r e d  f o r  y i  t o  s a t i s f y  ( P 2 ) ,  w h e r e b y  y i  ∉ R .  
 
Consider  now the sets  of  var iables  
S  =  {y i   :  y i  has  pos i t ive  va lue  and  i t s  complementa ry  va r iab le  
is not starred} 
T  =  { <∈ jii a:Sy 0  w h e r e  j  i s  t h e  c o l u m n  o f  t h e  c o m p l e m e n t a r y  
variable of yi} 
and suppose that   T ╪  Ø.   For  any y i  ∈  T consider  the set  of  var iables   
ind ices  
Ui   =  { j  :  j  is a nonstarred column of the tableau and   >jia 0}    (11) 
I f  U  =  { s r , . . . , s r }  i s  t he  s e t  w i th  t he  l e a s t  e l emen t s  among  the                
s e t s  U i  t hen  i t  f o l l ows  f r om the  de f i n i t i ons  o f  t he  s e t s  U i  t h a t  
 
 ( i)  r  branches of the form 
 
p rov ide s  a  va r i ab l e  ∈iy R  in  node  N r + 1  ( N 1  i s  t he  p r e sen t  
node), 
( i i )  the re  a re  no  va r iab les  y i  ∈  R  in  the  nodes  N 1 , . . . ,Nr ,  
whence  S tep  2  does  no t  have  to  be  used  be fore   
r each ing  node  Nr + 1 .  
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On  the  o ther  hand  i f  T  =  Ø then  no  mat te r  wha t  the  va r i ab les              
x 1  ,  .  .  .  ,  a r e  c h o s e n  f o r  s t a r r i n g  t h e  s e t  R  i s  e m p t y  i n  a l l  t h e  
n o d e s  g e n e r a t e d  b y  s t a r r i n g  t h e s e  v a r i a b l e s .  T h e r e f o r e  i n  t h i s  c a s e
i t  i s  n o t  n e c e s s a r y  t o  u s e  S t e p  2  u n t i l  a l l  t h e s e  v a r i a b l e s  a r e           
s t a r r e d ,  w h i c h  m e a n s  t h a t  S t e p  2  i s  u s e d  l  l e s s  t i m e s  t h a n  i n  t h e  
o r i g i n a l  a l g o r i t h m .  
lx
(B)  The  number  of  nons tar red  nonbas ic  var iables  i s  
greater than  .  l
 
I n  t h i s  c a s e  t h e r e  i s  a t  l e a s t  o n e  s t a r r e d  b a s i c  v a r i a b l e  a t          
z e r o  l e v e l  a n d  t h e r e  e x i s t s  a t  l e a s t  a  n o n b a s i c  p a i r  o f  c o mp l e me n t a r y  
v a r i a b l e s .  L e t  r  a n d  t  b e  t h e  c o l u m n s  o f  s u c h  a  p a i r ,  
,Tyi ∈  a i r  >  0  a n d  s u p p o s e  t h a t  x r  i s  n o t  s t a r r e d .  H e n c e  .              
B u t  i f  x
iUr ∈
t  i s  a l r e a d y  s t a r r e d  o r  0a ti >  t h e n  e i t h e r  x r  a n d  x t  a r e            
b o t h  s t a r r e d  o r  t h e  d e f i n i t i o n  o f  t h e  s e t  T  s h o u l d  b e  m o d i f i e d .      
Bu t  two  va r i ab l e s  o f  t he  s ame  pa i r  c anno t  be  s t a r r ed  i n  t he  s ame  node  
s i nce  t he  me thod  i s  ba sed  on  t he  t r e e  shown  in  (D l ) .   So  t he
d e f i n i t i o n  o f  t h e  s e t  T  i s  m o d i f i e d  t o  r u l e  o u t  t h i s  c a s e  a s 
f o l l o w s :  
T = { Syi ∈  : property (P3) holds}    (12) 
where 
( P 3 )  ( i )  ,  w h e r e  j  i s  t h e  c o l u m n  o f  t h e  c o m p l e m e n t a r y  0aij ≤
   var iable  of  y i ,  
(ii) i f  x s  i s  a  n o n b a s i c  n o n s t a r r e d  v a r i a b l e  s u c h  t h a t  
a i s  >  0  t h e n  i t s  c o m p l e m e n t a r y  i s  n o t  s t a r r e d  a n d              
e i t h e r  i t  i s  b a s i c  o r  n o n b a s i c  w i t h  a  n o n n e g a t i v e 
e n t r y  i n  t h e   i t h  r o w .  
The re fo re  S t ep  2  and  S t ep  3  a r e  mod i f i ed  i n  o rde r  t o  improve  t he  
e f f i c i ency  o f  t he  enumera t i ve  me thod .  The  mod i f i c a t i ons  i n  S t ep  2
a re  p resen ted  in  the  nex t  sec t ion .  
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B e f o r e  p r e s e n t i n g  t h e  m o d i f i e d  S t e p  3  a  f u r t h e r  e x t e n t i o n  i s  
d i s c u s s e d .  S u p p o s e  t h a t  t h e  f o l l o w i n g  p r o p e r t y  h o l d s :  
( P 4 )  N u m b e r  o f  s t a r r e d  v a r i a b l e s  i s  e q u a l  t o  ( n - 1 )  a n d  t h e r e  i s  
e x a c t l y  o n e  n o n b a s i c  n o n s t a r r e d  v a r i a b l e .  
I n  t h i s  c a s e  t h e  t a b l e a u  i s  o f  t h e  f o r m     
      
                                                    1      star        -xs  star  
         =         ( 1 3 )  
••
•
••
•
ty ..bt st 
 
a−   
 where  y t  and xs  are  complementary  var iables .  
There  a re  two  cases  as  s t a ted  be low.  
( i )  −= 0bt  the  node  (NNODE +  1)  i s  genera ted  by  s t a r r ing 
t h e  v a r i a b l e  y t .  T h e n  e i t h e r  y t  s a t i s f i e s  ( P I )  o r  m u s t  b e c o m e  
n o n b a s i c .  I n  t h e  f i r s t  c a s e  0a ts =  a n d  t h e  t a b l e a u  ( 1 3 ) 
r e p r e s e n t s  a  f a m i l y  o f  s o l u t i o n s  o f  t h e  f o r m  ( 5 ) , ( 6 ) .  F u r t h e r 
any  poss ib le  so lu t ion  ob ta ined  in  node  (NNODE +  2)  i s  inc luded 
i n  t h e  f a m i l y  o f  s o l u t i o n s  o f  n o d e  ( N N O D E  +  1 ) .  H e n c e  i t  i s 
n o t  n e c e s s a r y  t o  b r a n c h  b u t  y t  m u s t  b e  s t a r r e d .  O n  t h e  o t h e r  
h a n d  i f  tsa  = 0 ,  y t  c a n  b e  m a d e  n o n b a s i c  a f t e r  a  s i n g l e  p i v o t  
t r a n s f o r m a t i o n  w i t h  sta  a s  t h e  p i v o t .  S o  t h e  n o d e s  ( N N O D E  +  1 )  
a n d  ( N N O D E  +  2 )  g i v e  t h e  s a m e  s o l u t i o n ,  w h e r e b y  i t  i s  n o t  
n e c e s s a r y  t o  b r a n c h  b u t  i n s t e a d  x s  i s  s t a r r e d .  
( i i )  0bt >  -  i n  t h i s  c a s e  ,0a st >  s i n c e  o t h e r w i s e  y t  
s a t i s f i e s  ( P 2 )  a n d  x s  i s  s t a r r e d .  L e t  l  b e  d e f i n e d  b y  
 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ >−== 0
_
jsa:
jsa
jbmin
isa
ib:iminl                     (14)  
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I f  ╪  t  a n dll ort= 0
a
babγ
S
ts
t =−=
l
l  t h e n  t w o  d i f f e r e n t              
solut ions can be obtained in  nodes (NNODE + 1)  and (NNODE + 2)  i f  the 
usua l  b ranch ing  p rocedure  i s  fo l lowed .   However  the re  a re  no  more  
s o l u t i o n s  i n  t h e s e  n o d e s ,  a n d  i t  i s  n o t  n e c e s s a r y  t o  b r a n c h  b u t  o n e  
s i m p l y  a d d s  t h e s e  t w o  s o l u t i o n s  t o  t h e  l i s t  o f  s o l u t i o n s  a l r e a d y  
enumerated.   Therefore  in  this  case set  NSOL = NSOL + 2  and add the 
s o l u t i o n s  ( y  =  b , x  =  0 )  a n d  t h e  o n e  o b t a i n e d  f r o m  t h i s  s o l u t i o n  b y  a  
p i v o t  t r a n s f o r m a t i o n  w i t h  sa l   a s  t h e  p i v o t .   O n  t h e  o t h e r  h a n d  i f  
l ╪  t  a n d   >   t h e n  yγ Ο t   s a t i s f i e s  (P2 )  and  x s   mus t  b e  s t a r r e d .  
The modified Step 3 is now described where NU denotes the number 
o f  e l e m e n t s  o f  t h e  s e t   U   .  
STEP 3 ( a )  I f  N U  >  O  g o  t o  ( c ) .   I f  ( P 4 )  h o l d s  g o  t o  ( b ) .   O t h e r w i s e  
b ranch  by  s t a r r ing  a  nonbas i c  va r iab le  in  any  co lumn of  t he          
tableau in  node (NNODE + 2)  and designat ing i ts  complementary   
t o  be  s t a r r ed  i n  node  (NNODE +  1 ) .   S to r e  t he  t ab l eau  and  s e t  
NNODE = NNODE + 2 and NODE = NNODE.  If the number of starred 
v a r i a b l e s  i s  e q u a l  t o  n  g o  t o  S t e p  5 .   O t h e r w i s e  g o  t o              
S t e p  3 .  
( b )   L e t   s   b e  t h e  i n d e x  o f  t h e  n o n s t a r r e d  c o l u m n  a n d   t   b e          
t h e  i n d e x  o f  t h e  r o w  o f  t h e  b a s i c  v a r i a b l e  c o m p l e m e n t a r y  t o  
xs. 
( i )   I f   b t   >   O  g o  t o  ( i i ) .   I f  sta   =  O  s t a r  y t .  
      I f  a t s  ╪  O  s t a r  x S .  G o  t o  S t e p  5 .  
 
( i i )   D e t e r mi n e  t h e  r o w     by  (14 ) .   I f      ╪   t  a nd  l l
       
S
st
t
a
ba
b
l
l−  >  Ο ,  s t a r  x s  a n d  g o  t o  S t e p  5 .  
Otherwise set NSOL = NSOL + 2 and add the solutions 
(y  =  b ,  x  =  O)  and  the  bas ic  solut ion obta ined  f rom 
the  previous  solut ion  by a  p ivot  t ransformat ion wi th  
a   a s  the  p ivo t  to  the  l i s t  o f  so lu t ions .   Go  to  s t ep  6 .  Sl
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( c )  N U  >  O  -  B r a n c h  b y  s t a r r i n g  t h e  n o n b a s i c  v a r i a b l e  i n  
a n y   c o l u m n  o f  t h e  s e t  U  i n  n o d e  ( N N O D E  +  2 )  a n d  d e s i g n -  
n a t i n g  i t s  c o m p l e m e n t a r y  t o  b e  s t a r r e d  i n  n o d e  ( N N O D E  +  1 ) .  
S t o r e  t h e  t a b l e a u  a n d  s e t  N N O D E  =  N N O D E  +  2 ,  N N O D E  =  
NNODE and NU = NU - 1.  If NU = 0 go to Step 2.  Otherwise go to 
S t e p  3  ( c ) .  
4.     AN EXTENSION OF THE BRANCHING STRATEGY FOR NONCOMPLEMENTARY TABLEAUS 
I f  a  t a b l e a u  i s  c o n c o m p l e m t a r y  t h e r e  i s  a t  l e a s t  a  b a s i c  p a i r                   
o f  c o mp l e me n t a r y  v a r i a b l e s  y r  a n d  y t t a k i n g  p o s i t i v e  v a l u e s .   T h e                       
b r a n c h i n g  p r o c e d u r e  s p e c i f i e d  i n  t h e  a l g o r i t h m d e s i g n a t e s  y r  a n d  y t              
a s  the  va r iab les  to  s t a r  in  the  nodes  (NNODE +  1)  and  (NNODE +  2)  and  
t h e n  a p p l y  mi n v a r  t o  g e n e r a t e  t h e s e  n o d e s .   O b v i o u s l y  t h e  mi n v a r  
p r o c e d u r e  c o u l d  b e  p e r f o r me d  p r i o r  t o  t h e  b r a n c h i n g .   T h i s  i s  n o t             
d o n e  s i n c e  t h e  v a l u e  o f  y t  mi g h t  i n c r e a s e  w h e n  mi n v a r  i s  a p p l i e d  t o                
s t a r  y r   i n c r e a s i n g  t h e  n u mb e r  o f  p i v o t  t r a n s f o r ma t i o n s  n e c e s s a r y  t o   
g e n e r a t e  ( N N O D E  + 1 ) .   I n  c e r t a i n  c a s e s ,  h o w e v e r ,  i t  i s  p o s s i b l e  t o         
ma k e  n o n b a s i c  o n e  o f  t h e  v a r i a b l e s  a n d  d e c r e a s e  o r  a t  l e a s t  d o  n o t                     
i n c r e a s e  t h e  v a l u e  o f  t h e  o t h e r .   T h i s  o c c u r s  i f  
(i) o n e  o f  t h e  v a r i a b l e s  h a s  z e r o  v a l u e  a n d  t h e  p i v o t  
r o w  i s  t h e  r o w  o f  t h i s  v a r i a b l e ,  
(ii)     b o t h  t h e  v a r i a b l e s  y r  a n d  y t  h a v e  p o s i t i v e  v a l u e s  
                    a n d  t h e  p i v o t  c o l u m n  i s  a  c o l u m n   s   s u c h  t h a t  e i t h e r  
                       0a0,aor0aand0a stsrtsrs >>>>  and  one  of   
                 these  entr ies  is  posi t ive .  
    A  modi f i ca t ion  o f  the  minvar  p rocedure ,  which  can  be  ca l l ed                           
" j o i n t  mi n v a r " ,  c a n  b e  d e s i g n e d  f o l l o w i n g  t h e  r u l e s  ( i )  a n d  ( i i ) .   A t  
 t h e  e n d  o f  t h i s  p r o c e d u r e  o n e  o f  t h e  v a r i a b l e s  e i t h e r  s a t i s f i e s  ( P 1 )  
o r  i s  nonbas ic .   However ,  in  the  two  cases  be low the  jo in t  minvar  
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p r o c e d u r e  t e r m i n a t e s  u n s u c c e s s f u l l y :  
       ( i i i )   a t  l e a s t  o n e  o f  t h e  v a r i a b l e s ,  s a y  y r  ,  s a t i s f i e s  
     ( P 2 ) ,  
     ( i v )  i f  0)a(0a tsrs >>  t h e n  0)a(0a rsts <<  
           F o r  a n y  c o l u m n   s  .  
I n  c a s e  ( i i i )  t h e  c o m p l e m e n t a r y  v a r i a b l e  o f  y r  h a s  t o  b e  s t a r r e d          
f o r  w h i c h  m i n v a r  i s  a p p l i e d .   I n  c a s e  ( i v )  t h e  S t e p  4  o f  t h e  a l g o r i t h m  
s h o u l d  b e  a p p l i e d .  
 
S u p p o s e  n o w  t h a t  a t  t h e  e n d  o f  t h e  j o i n t  m i n v a r  p r o c e d u r e  o n e  .           
o f  t h e  v a r i a b l e s ,  s a y  z i ,  e i t h e r  s a t i s f i e s  ( P 1 )  o r  i s  n o n b a s i c .                       
S i n c e  t h e  v a l u e  o f  i t s  c o m p l e m e n t a r y  v a r i a b l e  h a s  b e e n  r e d u c e d  i t           
m i g h t  s a t i s f y  ( P 2 )  i n  w h i c h  c a s e  z i  i s  s t a r r e d .   I f  w i  d o e s  n o t                   
s a t i s f y  ( P 2 )  i t  i s  a d v i s a b l e  t o  s e e  w h e t h e r  t h e  c u r r e n t  t a b l e a u  i s  
c o m p l e m e n t a r y  b e f o r e  b r a n c h i n g .   I f  t h i s  t a b l e a u  i s  c o m p l e m e n t a r y  t h e n  
t h e  b r a n c h i n g  i s  d i f f e r e n t  a n d  S t e p  2  i s  a p p l i e d  w i t h o u t  s t a r r i n g             
z i .   I f  t h e  t a b l e a u  i s  n o n c o m p l e m e n t a r y  t w o  b r a n c h e s  a r e  d e v e l o p e d  
s u c h  t h a t  z i  i s  s t a r r e d  i n  n o d e  ( N N O D E  +  2 )  a n d  w i  i s  d e s i g n a t e d  t o  
s t a r  i n  n o d e  ( N N O D E  +  1 ) .   A f t e r  t h e  b r a n c h i n g  S t e p  2  i s  a p p l i e d          
s i n c e  i t  i s  k n o w n  t h a t  t h e  c u r r e n t  t a b l e a u  i s  n o n c o m p l e m e n t a r y .  
   B e f o r e  p r e s e n t i n g  t h e  m o d i f i e d  S t e p  4  i t  m u s t  b e  n o t e d  t h a t             
S t e p  2  i s  a p p l i e d  a s  p a r t  o f  S t e p  4  f o r  a  p a i r  o f  c o m p l e m e n t a r y  
v a r i a b l e s .   F u r t h e r m o r e  S t e p  2  i s  q u i t e  t i m e  c o n s u m i n g  s i n c e  i t  i s  
n e c e s s a r y  t o  l o o k  a t  a l m o s t  a l l  t h e  r o w s  o f  t h e  t a b l e a u  i n  o r d e r  t o      
f i n d  v a r i a b l e s  w h i c h  b e l o n g  t o  t h e  s e t   R   .   F i n a l l y  i f   n   i s  
l a r g e  a n d  t h e  n u m b e r  o f  s t a r r e d  v a r i a b l e s  i s  s m a l l  t h e n  u s u a l l y  
R  =  Ø.  Hence  i t  i s  no t  adv i sab le  to  app ly  S tep  2  fo r  noncomplementa ry  
t a b l e a u s .   T h i s  i m p l i e s  t h a t  i f  t h e  b r a n c h i n g  i s  p e r f o r m e d  t h e n  
S t ep  4  fo l l ows  i n s t ead  o f  go ing  back  t o  S t ep  2 .   On  t he  o the r  hand  
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S t e p  2  s h o u l d  b e  u s e d  f o r  c o m p l e m e n t a r y  t a b l e a u s  n o t  o n l y  t o  l o o k              
f o r  v a r i a b l e s  w i t h  p o s i t i v e  m i n i m u m  v a l u e  b u t  a l s o  f o r  t h e        
b r a n c h i n g  p r o c e d u r e  o f  S t e p  3 .   T h e  m o d i f i e d  S t e p s  2  a n d  4  a r e  s e t         
o u t  b e l o w .  
STEP 2 ( o n l y  u s e d  w i t h  c o m p l e m e n t a r y  t a b l e a u s ) .  
 ( a )   L e t   R   b e  d e f i n e d  b y  ( 4 ) .   I f  R  =  Ø  g o  t o  ( b ) .  
  O t h e r w i s e   s t a r  a l l  t h e  ( n on b a s i c )  v a r i a b l e s  c o m p l e m e n t a r y  
  t o  t h e  v a r i a b l e s  i n  t h e  s e t   R   .   I f  t h e  n u m b e r  o f  s t a r r e d  
 v a r i a b l e s  i s  e q u a l  t o   n   g o  t o  S t e p  5 .   O t h e r w i s e  g o  t o  
  Step 2. 
( b )    Le t  NU =  0  ( t he  numbe r  o f  e l emen t s  o f  t he  s e t   U  )  and  
S   a n d   T   b e  g i v e n  b y  ( 1 0 )  a n d  ( 1 2 )  r e s p e c t i v e l y .   I f  T  =  Ø            
g o  t o  S t e p  3 .   O t h e r w i s e  c o n s i d e r  f o r  a n y  y i  ∈  T  t h e  s e t  U i           
g i v e n  b y  ( 1 1 )  a n d  l e t   U   b e  t h e  s e t  w i t h  l e a s t  e l e m e n t s  a m o n g  
t h e  s e t s  U i .  a n d  N U  b e  t h e  n u m b e r  o f  i t s  e l e m e n t s .   G o  t o  
S t e p  3 .  
S T E P  4  B r a n c h  f o r  n o n c o m p l e me n t a r y  t a b l e a u s  -  C o n s i d e r  a  b a s i c  p a i r     
o f  c o m p l e m e n t a r y  v a r i a b l e s
ir zy =  a n d  y t  =  w i . .  
( a )  I f  b o t h  t h e  v a r i a b l e s  y r  a n d  y t  h a v e  p o s i t i v e  v a l u e  g o       
t o  ( b ) .  O t h e r w i s e  o n e  o f  t h e s e  v a r i a b l e s  e i t h e r  s a t i s f i e s          
( P I )  o r  a  p i v o t  t r a n s f o r m a t i o n  w i t h  a n y  n o n z e r o  e n t r y  o f  i t s  
r o w  a s  t h e  p i v o t  m a k e s  i t  n o n b a s i c .   G o  t o  ( d ) .                  
( b )   L e t   
R C O L  =  t h e  f i r s t  n o n s t a r r e d  c o l u m n  w h o s e  e n t r y  i n  t h e  r t h  
r o w  i s  p o s i t i v e ,  
T O O L  =  t h e  f i r s t  n o n s t a r r e d  c o l u m n  w h o s e  e n t r y  i n  t h e  t t h  
r o w  i s  p o s i t i v e ,  
N N C O L  =  t h e  f i r s t  n o n s t a r r e d  c o l u m n  s u c h  t h a t  b o t h  e n t r i e s  
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i n  t h e  r t h  a n d  t h e  t t h  r o w s  a r e  n o n n e g a t i v e  a n d  a t                          
least one of them is positive, 
P S C O L  =  t h e  f i r s t  n o n s t a r r e d  c o l u m n  s u c h  t h a t  b o t h  t h e                 
e n t r i e s  i n  t h e  r t h  a n d  t t h  c o l u m n s  a r e  p o s i t i v e .  
 
I f  P S C O L  e x i s t s  g o  t o  ( i ) .   O t h e r w i s e  g o  t o  ( i i ) .  
(i)  L e t  s  =  P S C O L  a n d  c a l c u l a t e  t h e  r o w  l  w h i c h  s a t i s f i e s  
( 1 4 ) .  I f  0b >l  g o  t o  ( c ) .   O t h e r w i s e  ( d e g e n e r a t e  c a s e )  
{ }
⎪⎭
⎪⎬
⎫
=
>
=
(iv)togoNNCOLPSCOLif
i)i(itogoNCCOLPSCOLif
(c)togoTCOLRCOL,minPSCOLif
                                        (15)            
(ii)       I f  b o t h  R C O L  a n d  T C O L  e x i s t  g o  t o  ( i i i ) .   I f  R C O L  a n d  
TCOL do  no t  ex i s t  go  to  S tep  6 .   I f  RCOL (TCOL)  does  
         n o t  e x i s t  g o  t o  S t e p  7  w i t h  y t   ( y r )  a s  t h e  v a r i a b l e  
         to  be s tarred.  
(iii)    If  NNCOL exists,  set  PSCOL = NNCOL and go to (i) .  
       O t h e r w i s e  g o  t o  ( i v ) .  
(iv)    B r a n c h  b y  d e s i g n a t i n g  t h e  v a r i a b l e s  y r  a n d  y t   t o  b e  
         s t a r r e d  i n  n o d e s  ( NNODE +  2 )  and  (NNODE +  1 )  and  s t o r e  
         t h e  c u r r e n t  t a b l e a u .   S e t  N N O D E  =  N N O D E  +  2  a n d  
        NODE +  2  and  NODE =  NNODE.   Go  to  S tep  7 .  
(c)   P e r f o r m  a  s i n g l e  p i v o t  t r a n s f o r m a t i o n  w i t h  Sa l  a s  t h e  
p i v o t .   I f  ╪  r  a n d  ╪  t  g o  t o  ( a ) .   O t h e r w i s e  o n e  o f            
t h e  v a r i a b l e s  i s  n o n b a s i c  a f t e r  t h e  p i v o t  t r a n s f o r m a t i o n        
a n d  g o  t o  ( d ) .  
l l
(d) O n e  o f  t h e  v a r i a b l e s  o f  t h e  p a i r  ( z i , w i . ) ,  s a y  z i . ,  i s   
n o n b a s i c  o r  s a t i s f i e s  ( P I )  —  i f  i t s  c o m p l e m e n t a r y  v a r i a b l e            
w i  d o e s  n o t  s a t i s f y  ( P 2 )  g o  t o  ( e ) .   O t h e r w i s e  s t a r  z i . .   I f              
t h e  n u m b e r  o f  s t a r r e d  v a r i a b l e s  i s  e q u a l  t o  n  g o  t o                            
S t e p  5 .   O t h e r w i s e  g o  t o  S t e p  1 .  
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( e )   S e e  i f  t h e  t a b l e a u  i s  c o m p l e m e n t a r y .    I f  i t  i s  s e t                   
COMPL = TRUE and go to Step 2.  Otherwise set COMPL = FALSE               
and  go  t o  ( f ) .  
( f )   B r a n c h  b y  s t a r r i n g  z i  i n  n o d e  ( N N O D E  +  2 )  a n d  d e s i g -             
n a t i n g  w i  t o  s t a r  i n  n o d e  ( N N O D E  +  1 ) .  S t o r e  t h e  t a b l e a u                       
and set  NNODE = NNODE +2, NODE = NNODE.  Go to Step 4 .  
 
       N o t e  t h a t  t h e  j o i n t  m i n v a r  p r o c e d u r e  a n d  i t s  u n s u c c e s s f u l  
t e r m i n a t i o n s  a r e  i n c o r p o r a t e d  i n  t h e  p a r t s  ( a ) ,  ( b )  a n d  ( c ) .   O n  t h e  
o t h e r  h a n d  ( 1 5 )  i s  u s e d  t o  f o l l o w  B l a n d ' s  d o u b l e  l e a s t  i n d e x  r u l e  
[1] .   In  fac t  i f  PSCOL = min {RCOL,TCOL} then  PSCOL is  the  f i r s t  
p o s i t i v e  c o l u m n  o f  t h e  f u n c t i o n  s u m  o f  t h e  t w o  v a r i a b l e s  w h i c h  
d e c r e a s e s  i n  t h e  n o n d e g e n e r a t e  c a s e  i n  a n y  i t e r a t i o n  o f  j o i n t  m i n v a r .  
Otherwise cycling might occur and either NNCOL < PSCOL and NNCOL          
m i g h t  b e  t h e  p i v o t  c o l u m n  o r  i t  i s  b e t t e r  t o  t e r m i n a t e  t h e  j o i n t            
m i n v a r  p r o c e d u r e .  
5.   EXTENSION OF THE ENUMERATIVE METHOD TO THE SLCP 
The enumerative method for the LCP can be extended to the SLCP           
w i t h  m i n o r  m o d i f i c a t i o n s .   F o r  t h e  S L C P  t h e  i n i t i a l  s t e p  l o o k s  f o r  
a  f e a s i b l e  s o l u t i o n  t o  t h e  s y s t e m  y  =  b  +  A ( - x ) ,  w h e r e  i n i t i a l l y  
t h e  y - v a r i a b l e s  a r e  a r t i f i c i a l  o r  n o n n e g a t i v e  a n d  t h e  x - v a r i a b l e s                
a r e  u n r e s t r i c t e d  o r  n o n n e g a t i v e .   T h i s  c a n  b e  d o n e  b y  t h e  g e n e r a l   
P h a s e  1  o f  t h e  s i m p l e x  me t h o d  ( s e e  [ 6 ,  p a g e s  1 0 9 - 1 1 2 ]  f o r  i n s t a n c e ) .              
I n  t h i s  p r o c e d u r e  w h e n e v e r  a n  u n r e s t r i c t e d  ( a r t i f i c i a l )  v a r i a b l e  
becomes  bas ic  (nonbas ic)  i t  i s  not  a l lowed to  become nonbasic  (bas ic )  
a g a i n .   T h e  a r t i f i c i a l  v a r i a b l e  a n d  t h e  r e s p e c t i v e  c o l u m n  a r e  t h e n  
s t a r r e d .   F u r t h e r  t h e  u n r e s t r i c t e d  v a r i a b l e  a n d  t h e  r e s p e c t i v e  r o w       
a r e  u s u a l l y  c a l l e d  F l a g g e d .   T h e  f e a s i b l e  s o l u t i o n  s o u g h t  i s  a  
b a s i c  s o l u t i o n  w h i c h  s a t i s f i e s  t h e  f o l l o w i n g  p r o p e r t i e s :  
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( i )   a n y  v a r i a b l e  r e q u i r e d  t o  b e  n o n n e g a t i v e  a s s u m e s             
n o n n e g a t i v e  v a l u e .  
( i i )  a n y  u n r e s t r i c t e d  ( a r t i f i c i a l )  v a r i a b l e  i s  e i t h e r           
b a s i c  ( n o n b a s i c )  o r  n o n b a s i c  i n  a  c o l u m n  ( b a s i c  i n         
a  r o w )  w i t h  z e r o  e n t r i e s  i n  a l l  t h e  n o n f l a g g e d                
r o w s  ( n o n s t a r r e d  c o l u m n s ) .  
 
I f  n o  f e a s i b l e  s o l u t i o n  c a n  b e  f o u n d  S L C P  h a s  n o  s o l u t i o n s .  
Otherwise  le t  NNBV be  the  number  of  nons tar red  nonnegat ive  nonbas ic  
v a r i a b l e s  a t  t he  e n d  o f  P h a s e  I .   T h e n  t h e  t h r e e  p o s s i b l e  r e l a t i o n s  
NNBV=n, ,  NNBV <   n ,  NNBV >  n  a re  sa t i s f i ed  i f  and  on ly  i f  a t  the  end               
o f  P h a s e  I  t h e  n u m b e r  o f  b a s i c  a r t i f i c i a l  v a r i a b l e s  i s  r e s p e c t i v e l y                
e q u a l  t o ,  l e s s  t h a n  o r  g r e a t e r  t h a n  t h e  n u m b e r  o f  n o n b a s i c  u n -              
r e s t r i c t e d  v a r i a b l e s .   S i n c e  N N B V  <  n  c a n  o c c u r  t h e r e  m i g h t  e x i s t                   
a  t a b l e a u  i n  w h i c h  a l l  t h e  n o n b a s i c  v a r i a b l e s  a r e  s t a r r e d  b u t  t h i s  
n u m b e r  i s  s m a l l e r  t h a n  n   .   I n  t h i s  c a s e  t h e r e  e x i s t s  a t  l e a s t  a           
b a s i c  p a i r  o f  c o m p l e m e n t a r y  v a r i a b l e s  ( z i , w i ) .   I f  f o r  a n y  p a i r  o f             
b a s i c  c o m p l e m e n t a r y  v a r i a b l e s  a t  l e a s t  o n e  o f  t h e  v a r i a b l e s  o f  t h i s            
p a i r  h a s  z e r o  v a l u e  t h e n  t h e  t a b l e a u  r e p r e s e n t s  a  s o l u t i o n  o f  t h e  
SLCP.   So  the  enumera t ive  method has  to  be  modif ied  in  order  to  incur-  
p o r a t e  t h i s  p o s s i b i l i t y .   T h i s  m o d i f i c a t i o n  c a n  b e  d o n e  b y  g e n e r a l i z i n g                
t he  de f in i t ion  o f  complementa ry  t ab leau  and  then  modi fy ing  S tep  1  o f                
the  enumera t ive  method.  
D e f i n i t i on  2 .   A  t a b l e a u  i s  co mpl e me n t a r y  i f  ( i )  o r  ( i i )  h o l d s :  
( i )    i t  i s  complementa ry  in  t he  sense  o f  de f in i t ion  1 ,  
( i i )   i f  a l l  the  nonbas ic  va r i ab les  a re  s t a r red  and  the  
              n u m b e r  o f  s t a r r e d  v a r i a b l e s  i s  l e s s  t h a n  n   ,  t h e n  a n y  
              pa i r  o f  bas ic  complementa ry  var i ab les  has  a t  l eas t  one   
              va r i ab le  wi th  ze ro  va lue .  
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S T E P  1  S e e  i f  t h e  t a b l ea u  i s  c o mpl e me n t a r y .   Se t  C O M P L  =  T R U E  
i f  the  tab leau i s  complementary  and  COMPL = FALSE i f  the             
t a b l e a u  i s  n o n c o m p l e m e n t a r y .   I f  a l l  t h e  n o n b a s i c  v a r i a b l e s              
a r e  s t a r r ed  go  t o  S t ep  5  i f  COMPL =  TRUE o r  t o  S t ep  6  i f                  
COMPL - FALSE.  Otherwise go to Step 2 if COMPL - TRUE or                       
t o  S t ep  4  i f  COMPL =  FALSE.  
 
F u r t h e r m o r e  i f  a n  u n r e s t r i c t e d  v a r i a b l e  i s  n o n b a s i c  a t  t h e  a n d           
o f  P h a s e  1 ,  t h e n  a l l  t h e  n o n f l a g g e d  e n t r i e s  i n  t h e  c o l u m n  o f  t h i s               
v a r i ab l e  a r e  z e ro  fo r  any  subsequen t  t ab l eau .   Hence  t h i s  un re s t r i c t ed  
va r i ab le  can  assume any  rea l  va lue  i n  any  so lu t ion  o f  the  SLCP which                
i s  enumera ted  in  S t ep  5 .  
 
6.   A  WORKED  EXAMPLE  ILLUSTRATING  THE  ENUMERATIVE  METHOD 
I n  t h i s  s e c t i o n  a n  e x a mp l e  t a ken  f rom [8 ]  i s  so lved  by  t he  
enumera t ive  method  wi th  the  modi f i ed  s t eps .   Cons ide r  the  LCP g iven                
by  t he  fo l l owing  t ab l eau  
   
 
 
 1 -z1 -z2 -z3 -z4
w1  = 2 -2 1 3 -4 
w2  = -4 -10 -1 1 -1 
w 3  = 3 -1 2 -1 2 
w 4  = -6 -20 -3 1 3 
 
 
 
The Phase I  of the simplex method requires one pivot transform-                         
a t i o n  t o  ge t  a n  i n i t i a l  f e a s i b l e  s o l u t i on  r e p r e sen t e d  b y  t h e  t a b l e au :  
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 1 -z1 -z2 -z3 -z4
w 1  = 2.8 -0.2 1.2 2.8 
-
3.8
w 2  = 0.4 -0.1 0.1 -0.1 0.1
w 3  = 2.6 0.1 1.9 -0.9 1.9
w 4  = 2.0 -2.0 1.0 -1.0 5.0
 
 
        
 
 
 
T h i s  t a b l e a u  i s  n o n c o m p l e m e n t a r y  ( r  =  1 ,  t  =  2 ) .   S o  s t e p  4  i s  
appl ied and RCOL = TCOL = PSCOL = 2 and s  = 2.   Therefore a  joint           
minvar  s t ep  i s  used  and  the  va lues  o f  W 1  and  z 1  dec rease ,  s ince   =  3          
a nd  
l
3b  ╪  0 .   The  p ivo t  t r an s fo rma t ion  w i th  a 3 2  a s  t h e  p i vo t  l e a ds  t o             
t h e  f o l l o w i n g  t a b l e a u  
   
 
 
                            
                                                                                                                                                              
 1 -w2  -w3 -z3 -z4
w 1  = 1.15 -0.26 -0.63  3.36 -5 
-z1  = 0.26 -0.1 -0.05 -0.05 0 
z2  = 1.37 0.05 0.52 -0.47 1 
w 4  = 3.36 -1.0 0.52 1.47 6  
Now RCOL = 3 and TCOL = 0.  So w1 should be starred (Step 4(ii))           
u s ing  the  minvar  p rocedure .   Th i s  p rocedure  chooses 13a  a s  the  p ivo t               
a nd  makes w1  nonbasic  in  one i terat ion yielding the tableau 
   
 
 
                                       (16) 
 1 -w2  -w3 -w1 -z4
-z3  = 0.39 -0.07 -0.18  -0.29 -1.48
-z1  = 0.28 -0.1 -0.06 -0.01 -0.07
z2  = 1.53 0.01 0.43 0.14 0.29 
w 4  = 3.87 -2.06 0.25 0.43 3.81 
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This  i s  a  complementary  tableau.   On the  o ther  hand z3  sa t i s f ies                 
(P2)  whereby the  nonbasic  var iable  w 3  i s  s ta r red .   Step  2  i s  appl ied                    
again and S ={z2 ,w4} ,  R = Ø and T = Ø.  Hence NU = 0 and Step 3                 
c rea tes  the  two fol lowing  branches 
 
 
 
w 4  starred 
 
 
 
 
 
Further more tableau (16) is  s tored for generating node 2.   After                
t h i s  NODE takes  the  va lue  3 .   Bu t  in  node  3  the  number  o f  s t a r red  
v a r i a b l e s  i s  e q u a l  t o  3  =  n  -  1  a n d  t h e r e  i s  o n e  n o n b a s i c  n o n s t a r r e d  
v a r i a b l e .   S o  p r o p e r t y  ( P 4 )  ho ld s  and  s  =  1 ,  t  =  3 ,  tb  =  1 . 5 3  >  0 .  
Fur the rmore  by  (14)  l  =  t  =  3 .   Hence  node  3  p rov ides  two  so lu t ions          
which  a re  
Solu t ion  1  –  z 1  =  0 .28 ,  z2  =  1 .53 ,  z 3  =  0 .39 ,  w4  =  3 .87,  
  w1 = w2 = w3 = z4  = 0.  
So l u t i on  2  –  (obtained from solution 1 by a pivot transformation     
w i t h  a 3 1  a s  t h e  p i vo t )  –  z 1  =  10 .99 ,  w 2  =  97 .99 ,  
                      Z 3  =  7 .99 ,  w 4  =  205 .99 ,  w 1  =  z 2  =  w 3  =  z 4  =  0 .  
       Step 6 (Backtrack) follows and node 2 is  generated by starring the 
va r i ab l e  w 4 .   To  do  t h i s ,  t ab l eau  (16 )  i s  cons i de r ed  and  mi n va r  i s               
a p p l i e d .   O n e  i t e r a t i o n  o f  mi n v a r  i s  su f f i c i e n t  t o  ma k e  w 4  nonbas i c                
a n d  t h e  fo l l o w i n g  c o mpl e me n t a r y  t ab l e a u  i s  ob t a i n e d  
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 1 -w2  -w3 -w1 -z4
-z3  = 1.85 -0.88 |  | 0.38 
-z1  = 0.36 -0.15 | | 0.02 
z2  = 1.22 0.17 | | -0.07
Z 4  = 1.01 -0.54 | | 0.26  
 
Note  tha t  i t  i s  not  necessary  to  update  the  second and the  th i rd  
columns s ince  the  var iables  w 3  and  w1  are  s tar red .   At  th i s  s tage  the                
number  of  s ta r red  var iab les  i s  equal  to  3  and  there  i s  exac t ly  one                 
nons tar red  nonbas ic  var iable .   Hence  (P4)  holds  and s  =  l ,  t  =  3 ,  
tb , = 1.22 > 0, l  = t  = 3.  So node 2 provides two more solutions which                
a re  
Solu t ion  3  –  z 1   =  0 .36 ,  z 2   =  1 .22,  z 3   =  1 .85 ,  z 4   =  1 .01 ,  
                                w 1  =  w2  =  w3  =  w4  =0.  
So lu t ion  4  –  z 1  =  1 .41 ,  w 2  =  6 .97 ,  z 3  =  7 .99 ,  z 4  =  4 .79 ,  
                                 w1  = z2  = w3   = w4  = 0.  
After  this  NODE = 1 and the algorithm stops.   Therefore the LCP                 
has  four  so lu t ions .   Note  tha t  on ly  3  nodes  ( the  comple te  enumera t ion  
cons i s t s  o f  31  nodes )  and  6  p ivo t  t r ans fo rmat ions  (2  o f  them on ly                
upda te  t he  r igh t -hand  s ide  coef f i c ien t s )  have  been  pe r fo rmed .  
 
7   COMPUTATIONAL EXPERIENCE AND DISCUSSION OF RESULTS 
 
In this section a set  of test  LCPs and SLCPs either constructed                        
or  taken  f rom a  known source  are  presented  in  Table  1  toge ther  wi th  the 
resu l t s  o f  the  app l i ca t ion  o f  the  enumera t ive  method  to  t hese  p rob lems .  
In  Table  1 the problem number  is  presented in  the f i rs t  column.                 
The  source  of  the  respec t ive  problem is  g iven in  the  second column by                  
a  pa ramete r  which  i s  exp la ined  a t  the  end  o f  the  t ab le .   The  f i r s t  
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fourteen SLCPs and LCPs are the Kuhn-Tucker conditions of different  
nonconvex quadratic programming problems.   The dimensions of these 
d i f fe ren t  quadra t i c  p rograms  a re  se t  ou t  in  the  th i rd  co lumn under  the  
head ings  which  a re  exp la ined  be low.  
V - number of nonnegative variables, 
U  -  n u mb e r  o f  u n r e s t r i c t e d  v a r i a b l e s ,  
I  -  n u mb e r  o f  i n e q u a l i t y  c o n s t r a i n t s ,  
E  -  n u mb e r  o f  e q u a l i t y  c o n s t r a i n t s .  
 
The order  of  the matr ix  of  the SLCP or  LCP is  presented in the          
f o u r t h  c o l u m n .   F i n a l l y  t h e  r e s u l t s  ( n u m b e r  o f  s o l u t i o n s ,  i t e r a t i o n s             
and  nodes )  o f  the  app l i ca t ion  o f  the  enumera t ive  method  to  the  t e s t  
p r o b l e m s  a r e  p r e s e n t e d  i n  t h e  l a s t  t h r e e  c o l u m n s .  
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Problem Source Dimensions 
V    U      I     E 
Matrix
Order 
Solutions 
Itera- 
tions 
Nodes 
P1 
P2 
P3 
P4 
P5 
P6 
P7 
P8 
P9 
P10 
P11 
P12 
P13 
P14 
P15 
P16 
P17 
P18 
P19 
P20 
P21 
P22 
P23 
P24 
P25 
S1 
S2 
S3 
S4 
S4 
S4 
S4 
S4 
S4 
S5 
S5 
S5 
S5 
S5 
S6 
S6 
S6 
S6 
S6 
S6 
S6 
S6 
S6 
S6 
S6 
 
4      0      3     0 
4      0      3     0 
4      0      3     0 
9      2      6     0 
6      0     12    2 
10    2      9     0 
9      0     15    0 
10    0     15    0 
16    0     10    1 
8      2     7      1 
8      1    12     2 
9      0    12     3 
11    2     9      3 
12    0     8      0 
 
 
 
 
 
 
 
 
 
 
7 
7 
7 
17 
20 
21 
24 
25 
27 
18 
23 
24 
25 
20 
20 
25 
30 
33 
35 
37 
40 
42 
45 
48 
50 
3 
3 
11 
15 
1 
4 
3 
3 
3 
7 
3 
37 
376 
589 
7 
62 
29 
44 
66 
40 
117 
29 
50 
33 
27 
23 
17 
43 
663 
204 
610 
2090 
3534 
4548 
49 
314 
720 
6509 
6761 
293 
482 
513 
429 
1568 
1407 
2282 
1904 
2479 
1686 
1640 
 
11 
15 
25 
239 
79 
163 
479 
785 
971 
15 
117 
335 
2603 
2835 
69 
169 
117 
101 
503 
407 
711 
465 
735 
605 
521 
 
TABLE 1 - Problems and results 
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L i s t  o f  S o u r c e s  f o r  t h e  t e s t  p r o b l e m s :  
SI ,  S2 .  S3  -  Hansen and Mathiesen  problems 1 .1 ,  1 .4  and  1 .5  [5]  
S4 - Hansen and Matheiesen random problems [5] 
S5  -  Le t  t he  quadra t i c  p rogram be  o f  the  fo rm 
   Minimize    Dz,Tz
2
1
STp +  
    s u b j e c t  t o  A z mRb,Rzb, ∈∈⎟⎠
⎞⎜⎝
⎛
=
> l  
where  the  var iables  may be  nonnegat ive  or  unres t r ic ted .   Then these  
tes t  problems are  obta ined by  us ing  coeff ic ient  va lues  
  pi  =  - 1     ,             
⎪⎩
⎪⎨
⎧
==−
=−
=
otherwiseO
1,....,ji,,1|ji|if1
iiif2
lijd
  bi  =  - 1     ,           aij   =  0α−       ,  i = 1,. . . . ,m,     j = 1,. . . .  l
where  is  a  random number drawn from a uniform dis tr ibut ion in  the 0α
interval  [0 ,1]  
S6 -  These are LCPs whose matrix M ∈  Rn x n  and vector q∈  Rn are 
given by 
q i   =   5       ,   m i j     =  ⎩⎨
⎧
−−+
<−+−+ =
otherwise,n2ji
n2jiif,2ji n...,..1j,i
where  is  a  random number drawn from a uniform dis tr ibut ion in  the 
interval  [0 ,1] .  
0α
B r i e f  d i s c u s s i o n  o f  t h e  r e s u l t s  
As it  was referred in section 1 two other enumerative methods to                               
the LCP have been reported in the l i terature.   However,  no computational 
exper ience  wi th  these  methods  i s  ava i lable .   On the  o ther  hand the                 
r e su l t s  i nd i ca t e  t ha t  t h i s  enumera t i ve  me thod  i s  c l ea r ly  supe r io r  t o                
Hansen and Mathiesen approach [5]  to  f ind  Kuhn-Tucker  points .  I t                      
seems tha t  the  enumera t ive  method performs wel l  for  the  quadra t ic              
programs wi th  smal l  number  of  Kuhn-Tucker  poin ts .  
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If  the matrix of an LCP is nonnegative then for  any i  such 
That q i  > 0 the variable z i .  can be starred before start ing the algorithm.  
Because of this property only nonposit ive vectors q are considered  
in the LCPs of source 6.   Note that the matrices of these LCPs are not   
L-matrices [3], whence Lemke's. method [7] cannot be applied to these  
problems.   The results presented in Table 1 for  these LCPs are quite  
encouraging and also show that the enumerative method does not perform  
poorly with an increase of the dimension of the LCP. 
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