We give a full proof of the two dimensional Jacobian conjecture. We also give an algorithm to compute the inverse map of a polynomial map.
INTRODUCTION
For any field F of characteristic zero, it is a well known fact that if n polynomials f 1 (x 1 , ..., x n ), ..., f n (x 1 , ..., x n ) ∈ F[x 1 , ..., x n ] are generators of the polynomial algebra F[x 1 , ..., x n ], then the Jacobian determinant J(f 1 , ..., f n ) = det A ∈ F * = F\{0},
( 1.1) is a nonzero constant, where A = ( ∂ f i ∂ x j ) n i,j=1 is the n × n Jacobian matrix of f 1 , ..., f n . One of the major unsolved problems of mathematics [S] (see also [B, CM, V2] ), viz. the Jacobian conjecture, states that the reverse of the above statement also holds, namely, if the Jacobian determinant J(f 1 , ..., f n ) ∈ F * , then f 1 (x 1 , ..., x n ), ..., f n (x 1 , ..., x n ) ∈ F[x 1 , ..., x n ] are generators of F[x 1 , ..., x n ]. For convenience, if (1.1) holds, we shall refer f 1 , ..., f n to as polynomials with nonzero Jacobian determinant property (or simply, NJDP ).
This conjecture relates to many aspects of mathematics [A, ES, H, R, SW, SY] and has attracted great attention in mathematics and physics literature during the past 60 years and there have been a various ways of approaches toward the proof or disproof of this conjecture (here we simply give a short random list of references [BCW, CCS, D, J, K, Ki, KM, M1, V1, V2, W] ). Hundreds of papers have appeared in connection with this conjecture, even for the simplest case n = 2 [AO, N, No] . However this conjecture remains unsolved even for the case n = 2. The difficulty in solving this conjecture probably lies in that although the NJDP may contain much information, one is unable to use it.
In this self-contained paper, we give a proof of the Jacobian conjecture for the case n = 2. The main result is the following.
Theorem 1.1 Let F be any field of characteristic zero.
(1) Two polynomials F (x, y), G(x, y) ∈ F[x, y] are generators of F [x, y] if and only if its Jacobian determinant
2)
is a nonzero constant, where ∂ x , ∂ y stand for the partial derivatives ∂ ∂ x , ∂ ∂ y respectively.
(2) The automorphism group Aut F[x, y] is generated by {σ a , φ k , τ | a ∈ F * , k ≥ 1}, where σ a , φ k , τ are automorphisms of F[x, y] defined by σ a : x → ax, φ k :
x → x + y k , τ : x → y, y → y, y → y, y → x.
(1.3) Theorem 1.1(2) has been known before [V1] (however the known proofs were found to be not easy), we simply reproduce it as a by-product. The automorphism τ is usually called the twist automorphism, and an automorphism of the form x → ax + f (y), y → y for some a ∈ F * , f (y) ∈ F[y] is usually called a triangular automorphism. Thus Aut F[x, y] is generated by triangular automorphisms and the twist.
Let us briefly explain the main points in the proof of Theorem 1.1 below: First by applying some automorphism, we can suppose F (x, y), G(x, y) are monic polynomials of y with coefficients in F[x] (cf. (3.4) ). We write G(x, y) as a rational power series of F (x, y) in (3.8). By introducing the prime degree of F (x, y) (cf. Definition 2.3), we are able to define the leading polynomial F lead (x, y) and the primary polynomial F prim (x, y) of F (x, y) (cf. Definitions 2.5 and 3.3). Then we introduce the r-th components of F (x, y) i m (cf. Definition 3.6) and prove that they are all rational functions under some condition (cf. Lemma 3.7). By showing that some component of G(x, y) must satisfy a differential equation (cf. (3.48) and Lemma 3.8), we can prove that the primary polynomial F prim (x, y) has a form in Lemma 3.10. Then we prove in Lemma 3.11 (the key lemma) that Lemma 3.10(3) in fact cannot occur. Thus by applying some automorphism, we can reduce the degrees of F (x, y) and G(x, y) (cf. Lemma 3.9). Therefore the theorem is proved by induction on the degrees.
As a consequence of the proof of Lemma 3.11, we obtain Theorem 1.2 Suppose F (x, y), G(x, y) satisfy (1.2) and deg F (x, y) > 1. Then F (x, y) is a monic polynomial of y (up to a nonzero scalar).
Also as a consequence of the proof of Theorem 1.1, we can obtain Corollary 1.3 Suppose σ : F 2 → F 2 , (x, y) → (F, G) is a polynomial map (i.e., F, G are polynomials on x, y) such that J(F, G) ∈ F * . Then
(2) The map σ has a polynomial inverse, and the inverse map σ −1 : (x, y) → (F ,G) can be determined by the following procedure:
PROCEDURE SetF = x,G = y Repeat: Set m = deg F, n = deg G If m > n exchange F and G, exchangeF andG continue If m ≤ n and n ≥ 2 Set a = the first coefficient of F , b = the first coefficient of G G = G − ba − n m F n m ,G =G − ba − n mF n m (by Corollary 1.3(1), m|n ) continue If m = n = 1, i.e., (F, G) = (x, y) a 11 a 12 a 21 a 22 + (α 1 , α 2 ) for some a ij , α i ∈ F set (F ,G) = (F ,G) − (α 1 , α 2 ) a 11 a 12 a 21 a 22 −1 stop END In above, the first coefficient of a polynomial F is defined by: Suppose deg F = m and m i=0 a i x i y m−i with a i ∈ F, is the homogenous terms of degree m in F . Then the first coefficient of F is a k = 0, where k = min{i | a i = 0}.
PRELIMINARIES
Denote by Z, Z + , N, Q the sets of integers, non-negative integers, positive integers, rational numbers respectively. Let A = {a 1 , ..., a n } ⊂ Z. We denote the greatest common divisor (g.c.d.) of A by (a 1 , ..., a n ) or (a | a ∈ A), and the least common multiple (l.c.m) by [a 1 , ..., a n ] or [a | a ∈ A]. Denote F(x, y) = { P (x,y)
Q(x,y) | P (x, y), Q(x, y) ∈ F[x, y]}, the field of rational functions in two variables. H(x, y) i m is regarded as a (possibly multi-valued) function on x and y. Then 
Let us continue the proof of the lemma. Set
for j = 0, 1, · · · , where we take d −1 (P ) = 0. Then
where 0 = j 0 < j 1 < · · · < j s such that each j r is the smallest integer satisfying d jr (P ) = d jr−1 (P ). In particular, p n+jr (x) = 0 for r = 0, 1, ..., s.
(2.4) Claim 1. For r = 0, 1, ..., s, there exists a rational function P
Obviously, for r = 0, we can take k 0 = 0 and P 0 (x, y) = P (x, y). Suppose r > 0. We shall prove the claim by induction on j r . Let us compute the coefficientp mn+jr (x) of H n+a 1 m of P (x, y) contributes to the computation ofp mn+jr (x) for some 0 < a 1 < j r , then mn + j r = (n + a 1 ) + · · · + (n + a m ) for some 0 ≤ a i < j r with p n+a i (x) = 0, i.e., j r = a 1 + · · · + a m .
(2.6) But then d jr (P ) = (d jr−1 (P ), a 1 +· · ·+a m ) = d jr−1 (P ), a contradiction with the choice of j r . , and 0 <ñ ≤ j r (cf. (2.5)). Ifñ = j r , we can take j ′ r = j r and the claim is proved. So suppose 0 <j r := j r −ñ < j r . Note that for 1 ≤ j < j r , any nonzero termp mn+j (x)H mn+j m ofP (x, y) can be only contributed by nonzero terms p n+a i (x)H n+a i m of P (x, y) with 0 ≤ a i < j r such that m i=1 a i = j, thus as in the discussion of (2.6), we have in P (x, y), but we only need the fact that j ′ r < j r ; furthermore, d jr = (d j r−1 , j ′ r )). From our choice of j r , we have (m, j ′ 0 , j ′ 1 , ..., j ′ s ) = d js = 1. Thus there exist some integers a, a ′ 0 , a ′ 1 , ..., a ′ s such that am + s r=0 a ′ r j ′ r = 1. Then there exist positive integers a r = b r m + a ′ r for some sufficient large integers b r , such that s r=0 a r (k r m + j ′ r ) = km + 1 for some k ∈ N. By Claim 1, the rational function 1 m to obtain that it is a rational function, and we complete the proof of the lemma by the arguments in the first paragraph of the proof.
Thus suppose ∆(x, y) = 0. Since ∆(x, y) = i≥0 α i (x)H(x, y) i is a polynomial of H(x, y) with coefficients α i (x) ∈ F[x] and the assumption of
-linear independent, we must have α 0 (x) = 0. But by (2.10), one can easily compute that by modulo H(x, y)F[x, y], we have P (x, y) i ≡ p 1 (x) i H(x, y) i m + (higher terms), i.e., by modulo H(x, y)F[x, y], the matrix (p ij (x, y)) is upper-triangular with diagonals p 1 (x) i , i = 1, ..., ℓm. This shows that α 0 (x) = ℓm i=1 p 1 (x) i , which is a contradiction with α 0 (x) = 0 and p 1 (x) = 0. This proves the lemma.
We shall work with the algebra of meromorphic functions of y −1 over F[x]:
(2.12)
Any element of the form, where ℓ ∈ Z,
is called a power series of y −1 . exists, then the rational number
is called the prime degree of H(x, y) (obviously, we have P (H) = −∞ ⇐⇒ H(x, y) = y ℓ ). Otherwise we set p(H) = +∞.
The following arguments will illustrate the importance of introducing the notion of prime degree.
Let H(x, y) be as in (2.13). For any k ∈ Z, we can uniquely expand H(x, y) k ℓ as an element in F[x]((y −1 )):
where the coefficient of y k−i , often denoted by Coeff (H(x, y) k ℓ , y k−i ) in this paper, is
Here in general for any a ∈ F, r 1 , ..., r i ∈ Z + , a r 1 , r 2 , ..., r i = a(a − 1) · · · (a − (r 1 + · · · + r i ) + 1) (H) .
For any H(x, y) as in (2.13), we always denote
where p = p(H) and
is called a quasi-homogenous polynomial of prime degree p. We shall call H lead (x, y) the leading polynomial of H(x, y) and H igno (x, y) the ignored polynomial of H(x, y) .
We shall need the following easily verified results in the next section. 
PROOF OF THE MAIN THEOREM
Let F (x, y), G(x, y) be two polynomials with NJDP. We shall prove Theorem 1.1(1) by induction on the pair (m, n) of positive integers, where m = deg F (x, y), n = deg G(x, y).
(3.1)
are nonzero polynomials on x. So we can choose some a ∈ F such that f (a)g(a) = 0. Thus by applying the linear isomorphism of F[x, y] (cf. Lemma 2.6(1)):
F (x, y), G(x, y) become polynomials of the forms in (3.
2) with f 0,m g 0,n = f (a)g(a) = 0. Rescaling F (x, y), G(x, y), we can assume f 0,m = g 0,n = 1. Thus we can rewrite F (x, y), G(x, y) as
. For convenience, we denote f 0 (x) = g 0 (x) = 1.
We can assume m ≤ n. By replacing y by y− 1 m f 1 (x) (i.e., by applying the automorphism (x, y) → (x, y − 1 m f 1 (x)) ), we can further suppose If m = 1, then (3.5) shows that F (x, y) = y and (1.2) forces G(x, y) = ax + b for some a ∈ F * , b ∈ F. Thus F (x, y), G(x, y) are generators. Hence we can suppose 2 ≤ m ≤ n.
(3.7)
Note that for F (x, y), G(x, y) as in (3.4), we can expand G(x, y) as
where by comparing the coefficients of y n−i , the polynomial b i (x) ∈ F[x] can be inductively determined by the following (cf. (2.16)):
Here and below, we set b 0 (x) = 1 and g i (x) = 0 if i > n. Thus there exists a function on u and v:G
Similarly, we can expand the polynomial y as
where as in (3.9), we setb 0 (x) = 1 and
Throughout the paper, we denote p = p(F ), the prime degree of F (x, y). Then (3.12)
( 3.14) Using (3.10) in (1.2), we obtain
This and (3.10) prove the following.
(3.15) Note that at least there exists i with 0 ≤ i < n and m | (n − i) such that b i = 0. Otherwise, by (3.8),
which gives b i (x) = 0 for i > n, a contradiction with (3.15). Now we consider two cases.
Case 1: m|n.
Replace G(x, y) by G 1 (x, y) = G(x, y) − F (x, y) n m , then n 1 := deg yG (x, y) < n and Coeff(G(x, y), y n 1 ) = b n 1 ∈ F * . Rescaling G 1 (x, y) to make b n 1 = 1, we obtain Theorem 1.1(1) by the inductive assumption on the pair (m, n).
Case 2: m |n.
Let d = (m, n). We can write m = dm 1 , n = dn 1 , where 2 ≤ m 1 ≤ n 1 , and m 1 , n 1 are coprime integers.
(3.17)
Thus we can use the right-hand side of (3.8) to express G(x, y) as a power series of y −1 ,
Let us compute the coefficientc j = Coeff(g j (x), x jp ) of x jp ing j (x) for j > 0 (note that p(F n m ) = p, the following arguments will also show that degg j (x) ≤ jp). By (2.15) and
does not contribute to the computation ofc j . If i ≥ m + n − 1, by (3.15), noting that n > 2 (by (3.7) and m |n) and the fact that p ≥ 1 m (cf. (3.6)), we have
). Therefore only F lead (x, y) n m contributes toc j , and in fact the above arguments prove
(3.22)
Since G(x, y) is a polynomial, we must havec j = 0 if j > n. Then (3.22) shows that
n m is a polynomial. By Lemma 2.1, we have Lemma 3.2.
Let m 2 ≥ m 1 be the largest divisor of m such that F lead (x, y) = F prim (x, y) m 2 for some
where d 2 = m m 2 . If m 2 = m, then (3.23) shows that F lead (x, y) = (y + c 1 x p ) m for some c 1 = 0, and so f 1 (x) = mc 1 x p + (lower terms) = 0, a contradiction with (3.5). Thus y] . This shows that m 1 |m 2 and thus d 2 |d.
The proof of Lemma 3.2 in fact shows that F prim (x, y) is also the primary polynomial of
Lemma 3.4 (cf. Remark 3.12) Let
There exists a polynomial of the form
for some k ∈ N (cf. (2.9)) and some q i (x) ∈ F[x] such that q 0 (x) = 1 and
Proof. We shall follow the arguments in the proof of Lemma 2.1 by regarding
as in (2.7) for someñ ∈ N and someg i (x) ∈ F[x] withg 0 (x) = 0. Then (3.28) becomes
Hence as in the proof of Claim 1 in Lemma 2.1, we can find some polynomial
(3.29)
Finally, we take Q(x, y) as in (2.9). Then Q(x, y) has the form (3.26), and by (3.29),
Using (3.26) and (3.27), following the same arguments in the proof of Lemma 3.2, we
Denote n 2 = n d 2 . By Lemma 3.5 and (3.25), (3.8) becomes (cf. Remark 3.12)
Note that as in (3.8), we can also expand F (x, y) as
, which can be precisely determined by (cf. (3.9))
Thus one can prove deg h i (x) < ip, and h j (x) = 0 for some j > 0 (cf. Lemma 2.6(2)).
(3.35)
Then as in (3.16), we deduce h i (x) = 0 for i > m. Thus .24)). Thus this subcase does not occur.
Subcase 2.2: h i (x) = 0 for some 1 ≤ i ≤ m with d i |(m − i) (the proof below in fact covers Subcase 2.1, cf. Remark 3.12).
First we need to introduce some new notations. Let K(x, y) ∈ F[x]((y −1 )) be any element with the form
We always denote
If we write K(x, y) in (3.37) as
respectively. This and (3.34) show (cf. also (3.45))
is defined as in (3.39). In particular,
(3.44)
(2) For any ℓ ∈ Z with d 2 |ℓ and r ∈ A 
s 2 (x). Hence we can obtain (3.44).
(2) Using (3.33) and (3.34), we have
(3.45)
Thus the r-th component of F (x, y) (with F (x, y) being the form (3.32)) is in fact the polynomial
Note from (3.32) and (3.35) that F (x, y) [0] = F prim (x, y) m d 2 . We have
By (1), the j-th component of (F
which is a finite sum of rational functions (for any given r) by noting that the powers of F prim (x, y) in (3.46) are integers and A F ⊂ Q is a finite set since f i (x) = 0 if i > m.
Note that G(x, y) has the form (3.8). We shall compute G(x, y) [r] for some suitable chosen r. First we collect some basic facts: 3.15) ). Then by (3.13) and Lemma 3.1,
Fact (iv) Note that (3.48) contributes to G(x, y) [r] for r = (m + n − 1)p − 1.
Fact (v) By computing the 0-th component of (3.11), one has
(3.51) Fix x and let z = x −1 F prim (x, y) 1 d 2 p , using (3.48) and (3.49), we have
Using this in (3.51), we obtain
Thus we have (3.50).
Write p = p ′ q ′ for some coprime positive integers p ′ , q ′ . Note from (3.23) that at least one of p, 2p, ..., d 2 p is an integer, thus 1 ≤ q ′ ≤ d 2 . Proof. In this case, p = 1 d 2 . By (3.23), F prim (x, y) = y d 2 + c d 2 x with c d 2 = 0. Rescaling x we can suppose c d 2 = 1. Now by replacing x by x − y d 2 , the leading polynomial F lead (x, y) of F (x, y) becomes x m 2 . By definition of the prime degree p, we have d 2 i < j if a nonzero term c i,j x i y m−j with c i,j ∈ F, appears in F igno (x, y). The similar arguments show that G(x, y) becomes a polynomial with n ′ := deg y G(x, y) < n such that by a suitable choice of a in (3.3) and by rescaling G(x, y), the coefficient Coeff(G(x, y), y n ′ ) = 1 (cf. arguments before (3.4)). Thus by the inductive assumption on the pair (m, n), the polynomials F (x, y) and G(x, y) are generators of F[x, y].
Now we consider the following cases:
First we remark that the case "B = ∅ or (m + n − 1 − i)p < 1 for all i ∈ B" can be regarded as a special case of the case "B = ∅ and j = min B with b j = 0 in (3.54)". Thus it suffices to consider the case "B = ∅ and j = min B". (This is the most nontrivial case. As stated in [M2, M3] (cf. [M1] ), we only need to consider the case p = 1. However, we need some information for the general case, cf. proof of Lemma 3.11.)
We take r = jp = (m + n − 1)p − 1. Let us compute G(x, y) [r] under modulo F(x, y) (in the following, the equation a ≡ b mod F(x, y) will always mean that a − b is a rational function). For 0 ≤ i < m + n − 1, if d 2 |i, then by Fact (ii), all components of b i F (x, y) n−i m are rational functions of the form (3.46), thus does not contribute to G(x, y) [r] mod F(x, y).
If j = i ∈ B, then j < i, so r < ip, and again by Fact (ii), b i F (x, y) n−i m does not contribute to G(x, y) [r] mod F(x, y) either since the top most component it can contribute is ip. Thus by Facts (i) and (iv),
( 3.54) i.e.,
is a rational function of the form in the right-hand side of (3.46).
Denote by F(x) the algebraic closure of the field F(x) of rational functions of x. From now on, we regard polynomials in F[x, y] as polynomials of y in F(x) [y] with coefficients in F(x). By (3.55) and the right-hand side of (3.46), we can write G 1 (x, y) as 
For convenience, a pair (F (x, y), G(x, y)) is called a Jacobian pair if F (x, y), G(x, y) ∈ F[x, y] are monic polynomials of y such that J(F, G) ∈ F * . Here we do not assume F (x, y) satisfies condition (3.5). Note that in general m := deg y F is not necessarily equal to deg F (we remark that deg F always means the total degree of F (x, y)); for instance, in case F (x, y) = y + x 3 , we have m = 1 and deg F = 3.
Lemma 3.10 Let (F (x, y), G(x, y)) be any Jacobian pair. We have one and only one of the following (up to a linear automorphism of F[x, y]):
(1) F prim (x, y) = y + x p ′ . In this case, d 2 = 1, p = p ′ , q ′ = 1. (We shall not consider this case since all our arguments above are based on the assumption that d 2 ≥ 2. Anyway, if we require condition (3.5) then this case does not occur.)
Proof. First, to avoid confusion on whether or not the inductive assumption on m is used, we want to remark that although the proof of Theorem 1.1 is based on induction on m, the proof of this lemma does not depend on induction on m, thus the lemma holds in general (since we shall see that Subcase 2.2.2 cannot occur, this lemma holds for all Jacobian pair).
The proof is divided into three cases.
Case (i): a ′ > 1. Then F prim (x, y) divides the left-hand side of (3.57), but does not divide the right-hand side. The contradiction shows that this case does not occur.
Case (ii): a ′ = 1. If d 2 = 1, we clearly have case (1) (up to a linear automorphism (x, y) → (αx, y) for some α ∈ F * ). Assume d 2 ≥ 2. If d 2 p ′ −p ′ −q ′ −1 ≥ 0, then all functions in (3.58) are polynomials. By comparing the degrees of y in both sides, we see that the left-hand side has a higher degree than the right-hand side, thus we obtain a contradiction.
This forces p ′ = 1 and q ′ = d 2 . Thus we can assume F prim (x, y) = y d 2 + x (up to a linear automorphism (x, y) → (αx, y) for some α ∈ F * ). Assume P (x, y) has degree k on y. Then comparing the coefficients of y k+d 2 −1 in (3.57) shows that k = 1. Thus we obtain P (x, y) = p 0 y for some p 0 ∈ F * . Noting that c
as follows: Comparing the coefficients of y d 2 +1−m in both sides of (3.56) (expanding all terms as elements of F[x]((y −1 )) defined in (2.12)), the left-hand side has coefficient zero by (3.48), while the right-hand side has coefficient −b j + p 0 (noting that n − j = d 2 + 1 − m). Thus we have case (2).
as products of irreducible polynomials on y:
for some ℓ, s, i 1 , ..., i ℓ , j 1 , ..., j s ∈ N and 0 ≤ r ≤ min{s, ℓ}, f 0 , p 0 ∈ F * (note that since F prim (x, y), P (x, y) ∈ F[x, y], we have f 0 , p 0 ∈ F * and in fact f 0 = 1) and where
are different irreducible monic polynomials (thus, of degree 1). Multiplying (3.57) by F prim (x, y) a ′′ +1 , using (3.61), and canceling the common factor
noting that ∂ y f a = ∂ y p a = 1 for all a, we obtain
If ℓ > r, then f ℓ divides all terms except one term corresponding to a = ℓ in (3.62), a contradiction. Thus ℓ = r. Then (3.62) shows that we must have j r+1 = ... = j s = 1 and thus i k a ′′ + 1 − j k ≥ 0 for k = 1, ..., ℓ.
(3.64)
If i k a ′′ + 1 − j k > 0 for some k, then f k divides all terms except two terms corresponding to a = k and b = k in (3.62), and the sum of these two terms is a term (not divided by f k ) with coefficient α 1 i k + α 2 j k . This proves i k a ′′ + 1 − j k = 0 or α 1 i k + α 2 j k = 0 for k = 1, ..., ℓ.
(3.65)
If a ′′ > 0, then either case of (3.65) in particular shows that i k ≤ j k (cf. (3.63)), thus, F prim (x, y)|P (x, y), a contradiction with our choice of P (x, y). Thus a ′ = −a ′′ = 0. In particular j k = 1 for all k by (3.64). Then (3.62) is simplified to
Thus f 1 ∈ F[x, y] and d 2 = 1 since F prim (x, y) = Q(x, y) k for any Q(x, y) ∈ F[x, y] and 2 ≤ k ∈ Z. However the fact d 2 = 1 forces F prim (x, y)|P (x, y). Thus this case cannot occur. Now suppose ℓ > 1. In (3.66), computing the coefficient of the term with highest degree shows
(3.67)
First suppose s > 2. Let H(x, y) ∈ F[x, y], a monic polynomial of y, be an irreducible (3.68) i.e., H(x, y) must be a quasi-homogenous polynomial of prime degree p by Definition 2.5.
(This can also be proved as follows: F prim (x, y) is a quasi-homogenous polynomial of prime degree p, and every quasi-homogenous polynomial of prime degree p must have only one nonzero component, then one can use (3.44) to prove that every factor of a quasi-homogenous polynomial of prime degree p must be a quasi-homogenous polynomial of prime degree p.) Thus (3.68) shows either k = 1 (and H(x, y) = y), or q ′ |k (in this case H(x, y) has k different irreducible factors in F(x)[y]).
Since F prim (x, y) has only q ′ +1 different irreducible factors in F(x)[y], we see that F prim (x, y) has to have the form (up to a linear automorphism (x, y) → (αx, y) for some α ∈ F * ) If s = 2, then ℓ = 2 since 2 ≤ ℓ ≤ s. We can write F prim (x, y) = (y + β 1 ) i 1 (y + β 2 ) i 2 , for some β 1 , β 2 ∈ F(x) and i 1 + i 2 = d 2 . We have i 1 β 1 + i 2 β 2 = 0 from (3.5), and (α 1 i 1 + α 2 )β 2 + (α 1 i 2 + α 2 )β 1 = α 3 ∈ F · x from (3.66). Thus β 1 = β ′ 1 x, β 2 = β ′ 2 x are different scalar multiples of x. Thus by applying the linear automorphism (x, y) → ( 1 β 1 −β 2 x, y − β ′ 2 x), F prim (x, y) still have the form in (3.69). Thus we can suppose (3.69) holds in general.
Using (3.69) in (3.57) or (3.50), we obtain the second equality of (3.59) by noting that
The first equality of (3.59) follows as in (3.60). Thus we have case (3). This proves the lemma.
The arguments in the proof of the following key lemma in fact also proves Theorem 1.2: If F (x, y) is not a monic polynomial of y (up to a nonzero scalar), then by applying the automorphism (x, y) → (y, y q ′ + x), F (x, y) becomes a polynomial of the form in (3.70). Proof. Suppose conversely that (F (x, y), G(x, y)) is a Jacobian pair with minimal m = deg y F such that F (x, y), G(x, y) are not generators. Then we have m < n := deg y G. We can suppose Lemma 3.10(1) does not occur. This is because, if necessary, by applying some automorphism, we can add condition (3.5). Then the minimal choice of m and the proof of Lemma 3.9 show that Lemma 3.10(2) cannot occur. Thus we have Lemma 3.10(3). Since x = (y q ′ + x) − y q ′ and a term x i y j appears in F (x, y) with nonzero coefficient must satisfy
(3.71) Then q ′ i + j = m ⇐⇒ (i, j) = (i 1 m 2 , i 2 m 2 ), (3.72) which corresponds to the leading polynomial of F (x, y). By (3.44), we have F (x, y) [r] 
Then S ⊂ I n (the reason we use I n instead of I m is that we also need to consider G(x, y)). We shall always use the lexicographical order on Z 2 , and define (i 0 , j 0 ) = maxS, i.e., i 0 = max{i | f ij = 0 for some j}, j 0 = max{j | f i 0 ,j = 0}. (3.74)
We can suppose there exists some (i, j) ∈ S with i + j ≥ 3, otherwise it is easy to verify that F (x, y), G(x, y) are generators. If necessary, by applying the automorphism (y q ′ + x, y) → (y, y q ′ + x), i.e., (x, y) → (y − (y q ′ + x) q ′ , y q ′ + x), we can suppose
Claim 1 j 0 = 0.
Otherwise by applying the automorphism σ : (x, y) → (y − x q ′ , x), the polynomial F (x, y) becomes the monic polynomial of y (up to the nonzero scalar f i 0 ,j 0 ):
with deg yF = i 0 ≤ q ′ i 0 + j 0 < m by (3.72) since (i 0 , j 0 ) = (i 0 , 0) = (i 1 m 2 , i 2 m 2 ). By the minimal choice of m, the polynomialsF (x, y),Ǧ(x, y) = G(y − x q ′ , x) are generators, and so F (x, y), G(x, y) are generators of F[x, y], a contradiction (we remark that in case q ′ = 1 the total degree deg F is not reduced, but what we want is that deg y F is reduced).
Now let
k > n (and k ≫ 0 whenever necessary), (3.75) be any integer. Then
for f ′ ij = f ij f −1 i 0 ,j 0 and some α ∈ F * (with α not depending on k such that G(x, y) becomes a monic polynomial of y). Since F k (x, y) contains the polynomial (y k + x) i 0 y j 0 = y ki 0 +j 0 + i 0 xy k(i 0 −1)+j 0 + · · · , (3.78) and by (3.76) the first two terms in the right-hand side of (3.78) do not appear in all (y k + x) i y j with (i 0 , j 0 ) = (i, j) ∈ S, we see by (3.76),
Here and below, we use the same symbols with superscript " k " to denote notations associated with the pair (F k (x, y), G k (x, y)) which is also a Jacobian pair.
By Definition 2.3, the prime degree of F k (x, y) is p k ≥ 1 k (note from (3.78) that i 0 x appear as a nonzero term of h k (x) in Definition 2.3). Without difficulty, one can easily show that a term x i ′ y j ′ cannot appear in F k (x, y) if ki ′ + j ′ > m k , and
x i ′ y j ′ with ki ′ +j ′ = m k can appear in (y k +x) i y j with (i, j) ∈ S only when (i, j) = (i 0 , j 0 ).
Thus we have in fact proved
Claim 2 The prime degree of F k (x, y) is p k = 1 k , and the leading polynomial of F k (x, y) is F k lead (x, y) = (y k + x) i 0 y j 0 .
Setm 2 = (i 0 , j 0 ) (g.c.d of i 0 , j 0 ). Then should not depend on k, denoted it byn 2 .
In the following, we set f ′ ij = 0 if (i, j) / ∈ S. For each r ∈ Z + , there exists a unique pair (s r , t r ) ∈ Z 2 + such that ks r + t r = m k − r and 0 ≤ t r < k. Thus condition (3.75) and equation (3.73) show 
If necessary, by applying the automorphism (x, y) → (x + α, y) for some α ∈ F (which then produces a term i 0 α(y k + x) i 0 −1 y j 0 ), we can always suppose f ′ i 0 −1,j = 0 for some j.
We have the " k " version of (3.8), which is rewritten as . Then H k (x, y) can be rewritten as
(3.86) Write K k (x, y) in terms of its components, we can rewrite (3.84) as 
Computing the r k -th component of the " k " version of (3.11) for 0 < r ≤ r k , using induction on r k , by Claim 3, we have (cf. 
(denote the last two terms by G 1,r k , G 2,r k ).
(3.94) From (3.92), we obtain
where the second equality follows by taking ∂ y in the " k " version of (3.49). Writing
in the expression of G 1,r k , by using (3.89) and the equation which is obtained from taking ∂ y in the " k " version of (3.49), we can obtain
, and making use of the expression of F 2,r k in (3.92), we obtain
satisfies (using (3.95))
(3.98)
Solving Q from (3.97), using (3.79), (3.88), (3.92)-(3.96) and Claim 3, substituting it into (3.98), we can finally obtain (a straightforward computation)
(3.90)) and we see that (m k ) 2 ξ k 1 is a polynomial on k with a nonzero constant term (using (3.83)), thus ξ k 1 = 0 when k ≫ 0. Comparing the degree of z k , z in (3.99) shows
If the equality in the second inequality does not hold, then z must divide ξ 
Now we consider two cases.
(3.108)
equal to the sum of elements (note that
Since i ′ 0 < i 0 , we have i 0 − s ′ r > 0 for all r. Thus there exists some N 1 > 0 such that when k > N 1 , we have
Then (3.110) shows α k1 + · · · + α ku < 2(a + 1). Hence there exists N 2 > 0 such that the absolute value of the right-hand side of (3.111) is < N 2 . But when k > N 1 +N 2 , the absolute value of the left-hand side of (3.111) is ≥ k if it is not zero. This shows that both sides of (3.111) have to be zero, i.e., the set of all solutions (α k1 , ..., α ku ) of (3.110) does not depend on k. Now (3.108) follows from (3.109) and (3.107). in (3.106) does not depend on k either. However, as we always know, this is not the case. Thus the contradiction shows that the case i ′ 0 < i 0 cannot occur. 1 ) ), a ij ∈ F with prime degree p, we define the quasi-degree qdeg A to be max{ip + j | a ij = 0}. Then from (3.85), one can easily prove
By computing the
(3.112)
Note that we can define a discrete valuation on the field F(x, y) by: dv .112)). Since L k,r (x, y) must be a linear combination of (y k + x) i y j with i ≤ α ≤ 0, when we replace y k + x by y k ′ + x in L k,r (x, y), we see that the degree of y does not increase. Hence we have the claim. Now Claim 6 shows that for k ′ > k, we can set the variable x to y k ′ − y k + x in (3.87) to obtain (the first equality is the " k ′ " version of (3.87), while the second follows from a similar formula of (3.107))
(3.115) (By Claim 6, the right-hand side is summable. We would like to remark that we cannot directly set the variable x to y k ′ −y k +x in (3.84), (3.85) in order to obtain the " k ′ " versions of (3.84), (3.85). This is because: The degree of y in b k t (y k ′ −y k +x)F k (y k ′ −y k +x, y) n k −t m k does not tend to −∞ when t → +∞ (cf. (3.15)), thus (3.85) is not summable when we set
x to y k ′ − y k + x.) By comparing the coefficients of y i in (3.115) for i > k + 1 − m k − r k , using the first equation of (3.85) and by Claim 6, we see that b
′ k s does not depend on k. In particular, H k ′ (x, y) = H k (y k ′ − y k + x, y). does not depend on k. Hence as in Case (i), we obtain a contradiction, i.e., this case does not occur either.
Claim 7 For k ′ = k +1, we have deg y L k,r (y k ′ −y k +x, y) ≤ k ′ −m k ′ −r k ′ for all r > r k ′ .
Note from (3.82) that the case i ′ 0 = i 0 means r k = j 0 − j ′ 0 does not depend on k. If r ≥ k + j ′ 0 − n, then Claim 6 already shows Claim 7 holds (for k ≫ 0). Thus we assume r < k + j ′ 0 − n.
Note from (3.80) that if the r ′ k -th component of F k (x, y) is nonzero for r ′ < k + j ′ 0 − n, then r ′ ≤ j ′ 0 , and it has the form where the coefficient c i,r is a polynomial of i with degree ≤ r. Then as in (3.92), by computing the r k -th component of the " k " version of (3.11), using induction on r 1 and r 2 (and taking ∂ y when necessary: note that when we take ∂ y in (3.118), we get an expression with coefficient being a polynomial of i with degree ≤ r+1), we can prove, if r = r 1 +r 2 < k+j ′ 0 −n then (cf. (3.95))
k ] ∈ F(x, y) with dv(C r 1 ,r 2 ) ≥ −r + 1.
(3.119)
Using this, as in the proof of (3.99), we can prove (note that when r 2 = 0, we need to derive a similar formula as in (3.97) and to take ∂ y as in (3.98) in order to obtain (3.120)) 
where the second inequality follows from the fact that m k = ki 0 + j 0 and r > r k ′ = j 0 −j ′ 0 . This proves Claim 7 and thus the lemma. (We want to remark that in general we do not know the exact relationship between L k ′ ,r (x, y) and L k,r (y k ′ − y k + x, y) since we cannot explicitly determine L k,r (x, y) for all r. However we have enough information to obtain a contradiction.) This completes the proof of Theorem 1.1(1).
The above proof in particular shows that any generators F (x, y), G(x, y) of F[x, y] can be mapped to x, y by a sequence of automorphisms in (1.3). Thus any automorphism of F[x, y] must be a product of automorphisms in (1.3). This proves Theorem 1.1(2).
Proof of Corollary 1.3. It suffices to consider the case when σ is one of the automorphisms in (1.3). But in this case, the result is obvious.
Remark 3.12 Note that the general result of Lemma 2.1 is not used in the proof of Theorem 1.1. We only use the simple fact that if H(x, y) ∈ F[x, y] such that H(x, y) n m ∈ F(x, y), then H(x, y) = H 1 (x, y) m (m,n) for some H 1 (x, y) ∈ F[x, y]. Also we can avoid using Lemmas 3.2-3.5 and avoid considering Subcase 2.1 by starting directly from the primary polynomial of F (x, y) in (3.23) and using (3.8) instead of (3.31). Thus the proof can be simplified. However, we prefer to give the above more natural and more easily followed way of the proof which also expresses our starting point on how to give a proof of the theorem.
