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RE´SUME´ : Cette e´tude porte sur un proble`me couplant les deux phases de´cisionnelles, dans un processus
de production, que sont la planification d’agents et l’ordonnancement de production. D’un coˆte´, nous devons
ge´rer au moindre couˆt les emplois du temps d’un ensemble d’ope´rateurs (planification d’agents) et de l’autre,
nous nous attelons a` fournir un plan de production re´alisable, compte tenu des ressources disponibles de´duites
de la phase de planification, et qui vise a` satisfaire une certaine demande fournie en entre´e (ordonnancement
de production). Contrairement a` la plupart des articles de la litte´rature, nous proposons ici des techniques de
re´solution re´solvant simultane´ment ces deux proble`mes. Deux approches exactes ont e´te´ e´tudie´es : l’une d’elles
est fonde´e sur une de´composition de Benders et l’autre est base´e sur un processus spe´cifique de ge´ne´ration de
coupes. L’inte´reˆt de ces me´thodes est discute´ ici au travers de re´sultats expe´rimentaux.
MOTS-CLE´S : planification d’agents, ordonnancement, ge´ne´ration de coupes, Benders
1. INTRODUCTION
Dans les syste`mes de production, l’ordonnancement
de production et la gestion de personnel sont deux
proble`mes ge´ne´ralement conside´re´s comme trop com-
plexes pour eˆtre traite´s simultane´ment. D’un coˆte´,
l’ordonnancement de production cherche a` affecter
des ressources (humaines ou mate´rielles) a` diffe´rentes
taˆches (jobs) a` re´aliser. D’un autre coˆte´, la gestion
de personnel tend, la plupart du temps, a` re´duire
les couˆts de main d’œuvre. Nous nous re´fe´rons a`
(Ernst, Jiang, Krishnamoorthy & Sier 2004, Soumis,
Pesant & Rousseau 2005) pour un e´tat de l’art sur
le proble`me de gestion d’horaires et d’affectation
du personnel. Bien qu’il semble admis que la
meilleure approche pour re´soudre ce proble`me global
d’optimisation soit une prise en compte simultane´e
des deux sous-proble`mes, en pratique, il est sou-
vent re´solu dans un processus de de´cision a` deux
niveaux. Ceci est essentiellement duˆ au fait qu’aucune
technique de re´solution n’a e´te´ juge´e, pour le mo-
ment, suffisamment efficace pour re´soudre le pro-
ble`me global concre`tement. Ne´anmoins, nous pou-
vons mentionner un certain nombre de travaux, dont
certains fournissent des re´sultats encourageants, pro-
posant diverses me´thodes pour re´soudre le proble`me
non de´compose´ et ce, dans le domaine de la pro-
duction mais e´galement dans celui du transport.
(Artigues, Gendreau & Rousseau 2006) pre´sente un
e´tat de l’art sur ces deux domaines. Dans cet article,
nous inte´grons l’ide´e propose´e dans (Lasserre 1992)
et de´veloppe´e dans (Dauze`re-Pe´re`s & Lasserre 1994)
qui consiste a` utiliser une approche multi-passe afin
de re´soudre alternativement un proble`me de produc-
tion a` deux niveaux diffe´rents (le premier fixant les
tailles des lots a` produire pour une se´quence de jobs
donne´e sur une machine et le second e´tablissant les
se´quences de jobs a` re´aliser suivant les tailles de lots
a` produire). Une telle de´composition a de´ja` e´te´ ap-
plique´e avec succe`s dans (Detienne, Pe´ridy, Pinson
& Rivreau 2007) pour un proble`me de planification
d’agents avec une charge de travail pre´de´termine´e.
Nous inte´grons ici les deux sous-proble`mes et pro-
posons des me´thodes exactes pour re´soudre le pro-
ble`me re´sultant. La section suivante statue sur deux
formalisations du proble`me. La section 4 de´crit une
me´thode exacte fonde´e sur une de´composition de Ben-
ders. Nous introduisons ensuite une seconde me´thode
exacte base´e, pour sa part, sur un processus spe´cifique
de de´composition et de ge´ne´ration de coupes. Nous
discutons enfin de l’inte´reˆt de ces techniques de re´so-
lution en comparant leurs re´sultats expe´rimentaux.
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2. FORMALISATION DU PROBLE`ME
L’objet de cette e´tude est l’ordonnancement d’un en-
semble J de n jobs (taˆches) inde´pendants au moyen
d’un ensemble O de m ressources (ope´rateurs) sur un
horizon temporel H . Chaque job est caracte´rise´ par
une dure´e pj , un domaine d’exe´cution Dj = [rj , dj ],
et requiert pour son exe´cution un ope´rateur o ∈ O
maˆıtrisant une compe´tence cj ∈ C. Notons que les
jobs sont pre´emptifs et qu’ils peuvent, sous re´serve
de contraintes de compe´tence et de disponibilite´, eˆtre
exe´cute´s par diffe´rents ope´rateurs. On ne peut cepen-
dant effectuer plus d’une unite´ d’un meˆme job par in-
stant. Il ne peut donc y avoir qu’au plus un ope´rateur
affecte´ a` un job sur un instant t ∈ H . Chaque ope´ra-
teur posse`de un ensemble de compe´tences Co ⊆ C
qu’il maˆıtrise ainsi qu’un ensemble de roulements
Ωo ⊆ Ω qui peuvent lui eˆtre affecte´s. Un roulement
ω ∈ Ω est compose´ d’une suite ordonne´e de Pro-
fils Horaires Hebdomadaires (PHH), de´finissant un
canevas d’horaires de pre´sence ou d’absence a` l’e´chelle
d’une semaine. Typiquement, un PHH peut repre´sen-
ter les horaires d’une semaine de travail de nuit, du
matin ou du soir, qui peuvent eˆtre combine´s en un
roulement de trois-huit. Cette formalisation permet
la prise en compte de nombreuses contraintes le´g-
islatives, contractuelles ou autres (conge´s pose´s . . . ).
Chaque couple roulement ω - ope´rateur o est carac-
te´rise´ par un couˆt ηoω symbolisant le couˆt de main
d’oeuvre engendre´ lorsque l’ope´rateur o se voit af-
fecter le roulement ω, ce couˆt pouvant de´pendre des
horaires de travail mais aussi du statut de l’ope´rateur.
L’objectif du proble`me est alors de de´terminer un or-
donnancement de l’ensemble des n jobs en affectant
a` chaque ope´rateur un roulement de telle sorte que
chacun des besoins en main d’oeuvre (effectif et com-
pe´tence) soit rempli au moindre couˆt.
2.1 Formalisation indexe´e sur le temps
A` partir de ces notations, nous proposons une pre-
mie`re formalisation intuitive de la proble´matique en
termes de Programme Line´aire en Nombres Entiers :
[P1] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω (1)
∀o ∈ O
∑
ω∈Ωo
yoω = 1 (2)
∀j ∈ J
∑
t∈Dj
xjt = pj (3)
∀t ∈ H,∀c ∈ C
∑
j∈J/
cj=c
xjt =
∑
o∈O/
c∈Co
zoct (4)
∀t ∈ H,∀o ∈ O
∑
c∈Co
zoct ≤
∑
ω∈Ωo
σtω · y
o
ω (5)
∀o ∈ O,∀ω ∈ Ωo y
o
ω ∈ {0, 1} (6)
∀j ∈ J,∀t ∈ H xjt ∈ {0, 1} (7)
∀o ∈ O,∀c ∈ Co, ∀t ∈ H zoct ∈ {0, 1} (8)
Dans ce mode`le, la variable de de´cision yoω = 1 si et
seulement si le roulement ω est affecte´ a` l’ope´rateur
o, xjt = 1 si et seulement si une unite´ du job j est
exe´cute´e a` l’instant t et zoct = 1 si et seulement si
l’ope´rateur o utilise la compe´tence c a` l’instant t.
Le vecteur caracte´ristique σω permet de mode´liser la
couverture temporelle du roulement ω sur l’horizon
H . Si ω couvre t, σtω = 1, sinon σ
t
ω = 0.
Les contraintes (2) astreignent l’affectation
d’exactement un roulement a` chaque ope´rateur.
L’exe´cution comple`te des jobs durant leur feneˆtre
d’exe´cution est assure´e par les contraintes (3). Pour
leur part, les contraintes (4) indiquent que, sur un
instant t, on effectue exactement autant d’unite´s de
jobs reque´rant la compe´tence c qu’il y a d’ope´rateurs
utilisant c sur t. Enfin, les contraintes (5) forcent
les ope´rateurs a` utiliser au plus une compe´tence
sur chaque instant ou` ils sont pre´sents (selon le
roulement qui leur est attribue´) et exactement 0
lorsqu’ils sont absents.
Notons ici qu’il y a deux niveaux de de´cision dans
le processus de cre´ation d’emploi du temps. Tout
d’abord, il est ne´cessaire d’affecter un roulement a`
chaque ope´rateur. Ensuite, sur chaque unite´ de temps
ou`, en accord avec le roulement qui lui a e´te´ attribue´,
l’ope´rateur est conside´re´ comme pre´sent, nous devons
de´cider quelle compe´tence il utilise concre`tement.
2.2 Formalisation par intervalles de temps et
profils de compe´tences
Afin de re´duire le nombre de variables du mode`le in-
dexe´ sur le temps, nous proposons une seconde for-
malisation base´e sur une repre´sentation par inter-
valles de temps et sur une agre´gation des ope´rateurs
en profils de compe´tences.
Nous re´duisons tout d’abord les instants de temps
conside´re´s dans le mode`le en ne nous inte´ressant plus
qu’a` des intervalles de temps choisis. Pour cela, nous
extrayons de H les instants de temps significatifs, a`
savoir, la date de disponibilite´ rj et la date e´chue
dj de chaque job j ∈ J ainsi que les bornes des in-
tervalles de pre´sence de chaque roulement ω ∈ Ω.
Les instants ainsi extraits sont ensuite trie´s par or-
dre croissant puis apparie´s par paire successive de
manie`re a` former kmax intervalles de temps Ik (k ∈
K = {1, 2, . . . , kmax}); par de´finition H = ∪k∈KIk et
∀k 6= k′ : Ik ∩Ik′ = ∅. Une couverture comple`te de H
est ainsi de´termine´e. Notons que chaque instant t non
extrait est dit inactif car aucun job ne peut de´buter ni
ne doit se terminer, et aucun ope´rateur ne peut com-
mencer ni ne doit arreˆter de travailler en t. Ainsi,
sur chaque intervalle Ik, les instants sont e´quivalents
entre eux car travailler sur l’un est e´quivalent a` tra-
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vailler sur un autre en terme de couˆt et de disponibil-
ite´ des ressources (ope´rateurs et compe´tences). Nous
assurons qu’il est toujours possible d’extraire, via un
proble`me de flot de couˆt maximum, une solution op-
timale globale (indexe´e sur le temps) a` partir de la
solution obtenue par cette formalisation.
Nous nous inte´ressons ensuite a` agre´ger les variables
dites de ressources ope´rateurs-compe´tences (variables
zoct) en profils de compe´tences. Nous exploitons pour
cela le fait que ces variables apparaissent dans les con-
traintes mais pas directement dans la fonction couˆt du
proble`me. Il est donc inutile de diffe´rencier les ope´ra-
teurs posse´dant exactement les meˆmes compe´tences
entre eux lorsqu’on s’inte´resse a` l’attribution des com-
pe´tences aux instants de temps. L’optimalite´ des so-
lutions est alors laisse´e au juge-arbitre de l’affectation
des roulements aux ope´rateurs (variables yoω) qui
jouent a` la fois le roˆle de facteur e´conomique dans
la fonction couˆt et de re´gulateur dans l’attribution
des compe´tences aux ope´rateurs dans les contraintes
couplantes avec les variables d’affectation de compe´-
tences aux ope´rateurs (variables zoct). Une nouvelle
notation Θ ⊆ P(C) est alors de´finie pour de´signer
l’ensemble des profils de compe´tences θ ∈ Θ. Par
suite, un unique profil de compe´tence θo est attribue´
a` chaque ope´rateur o ∈ O. Deux ope´rateurs distincts
se voient attribuer le meˆme profil de compe´tences θ
si et seulement s’ils maˆıtrisent tous les deux unique-
ment et exactement toutes les compe´tences c ∈ θ.
En d’autres termes, un profil de compe´tences peut
eˆtre vu comme une ge´ne´ralisation des ope´rateurs au
sens de leurs compe´tences. Graˆce a` cette formali-
sation, nous agre´geons (par les variables zθck ge´rant
l’attribution des compe´tences) les ope´rateurs posse´-
dant exactement les meˆmes compe´tences.
Une seconde formalisation (de´rivant de [P1]) en ter-
mes de PLNE, sous forme d’intervalles de temps et
de profils de compe´tences peut alors eˆtre propose´e :
[P ] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω
∀o ∈ O
∑
ω∈Ωo
yoω = 1
∀j ∈ J
∑
k∈K/
Ik⊆Dj
xjk = pj
∀k ∈ K, ∀c ∈ C
∑
j∈J/
cj=c
xjk =
∑
θ∈Θ/
c∈θ
zθck
∀k ∈ K,∀θ ∈ Θ
∑
c∈θ
zθck ≤
∑
o∈O/
θo=θ
∑
ω∈Ωo/
Ik⊆ω
lk · y
o
ω (9)
∀o ∈ O, ∀ω ∈ Ωo y
o
ω ∈ {0, 1}
∀j ∈ J,∀k ∈ K xjk ∈ [0,min(pj , lk)]
∀θ ∈ Θ,∀c ∈ θ,∀k ∈ K zθck ∈ [0, lk.|{o ∈ O/θo=θ}|]
ou` lk de´signe la longueur de l’intervalle Ik, xjk est le
nombre d’unite´s du job j exe´cute´es sur l’intervalle Ik
et zθck repre´sente le nombre d’unite´s de compe´tence
c utilise´es par le profil de compe´tences θ durant Ik.
Les autres notations sont identiques a` celles utilise´es
pour la formalisation [P1] indexe´e sur le temps.
Les techniques de re´solution propose´es dans le reste
de notre article sont base´es sur cette seconde formal-
isation car elle s’ave`re, dans la pratique, nettement
plus efficace en terme de temps de calcul.
Dans la suite de l’article, nous nous inte´ressons a`
la recherche d’une solution optimale de [P ]. Nous
pre´sentons alors deux me´thodes exactes, l’une d’elles
repose sur une de´composition de Benders (Section 3)
et l’autre (Section 4) a pour fondement une technique
spe´cifique de de´composition et ge´ne´ration de coupes.
3. DE´COMPOSITION DE BENDERS
En raison de sa structure en deux niveaux de de´cision,
il semble assez naturel d’expe´rimenter une de´composi-
tion de Benders pour re´soudre [P ]. Afin de s’assurer,
a` chaque e´tape, une solution re´alisable borne´e, nous
modifions le´ge`rement le mode`le [P ]. Nous associons
en effet un jeu de variables d’e´cart skθ positives aux
contraintes (9). Une nouvelle mode´lisation est alors
obtenue :
[P ′] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω +M
(∑
k∈K
∑
θ∈Θ
skθ
)
∀o ∈ O
∑
ω∈Ωo
yoω = 1 (10)
∀j ∈ J
∑
k∈K/
Ik⊆Dj
xjk = pj
∀k ∈ K,∀c ∈ C
∑
j∈J/
cj=c
xjk =
∑
θ∈Θ/
c∈θ
zθck
∀k ∈ K,∀θ ∈ Θ
∑
c∈θ
zθck − skθ ≤
∑
o∈O/
θo=θ
∑
ω∈Ωo/
Ik⊆ω
lk · y
o
ω
∀o ∈ O,∀ω ∈ Ωo y
o
ω ∈ {0, 1} (11)
∀j ∈ J,∀k ∈ K xjk ∈ [0,min(pj , lk)]
∀θ ∈ Θ,∀c ∈ θ,∀k ∈ K zθck ∈ [0, lk.|{o ∈ O/θo=θ}|]
∀k ∈ K,∀θ ∈ Θ skθ ≥ 0
Clairement, pour un choix approprie´ de M, [P ] et [P ′]
fournissent la meˆme solution optimale.
Supposons une distribution y¯ des roulements aux
ope´rateurs fixe´e. Nous sommes alors en mesure
d’introduire le sous-proble`me continu [SP ′(y¯)] re´sul-
tant de [P ′(y¯)], de´fini en imposant la distribution y¯ a`
[P ′].
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[SP ′(y¯)] :M ·min
∑
k∈K
∑
θ∈Θ
skθ
∀j ∈ J
∑
k∈K/Ik⊆Dj
xjk = pj
∀k ∈ K,∀c ∈ C
∑
j∈J/
cj=c
xjk =
∑
θ∈Θ/c∈θ
zθck
∀k ∈ K,∀θ ∈ Θ
∑
c∈θ
zθck − skθ ≤
∑
o∈O/
θo=θ
∑
ω∈Ωo/
Ik⊆ω
lk.y¯
o
ω
∀j ∈ J,∀k ∈ K xjk ≤ min(pj , lk)
∀θ ∈ Θ,∀c ∈ θ,∀k ∈ K zθck ≤ lk.|{o ∈ O/θo=θ}|
∀j ∈ J,∀k ∈ K xjk ≥ 0
∀θ ∈ Θ,∀c ∈ θ,∀k ∈ K zθck ≥ 0
∀k ∈ K,∀θ ∈ Θ skθ ≥ 0
Il est trivial de ve´rifier qu’il existe ne´cessairement une
solution optimale borne´e (graˆce aux skθ). De plus, si
la valeur de la solution optimale de [SP ′(y¯)] est ze´ro,
alors y¯ est une solution re´alisable de [P ′].
Le dual [DSP ′(y¯)] de [SP ′(y¯)] s’e´crit :
[DSP ′(y¯)] : max gy¯(a, b, c, d, e) =
∑
j∈J
ajpj +
∑
k∈K
∑
θ∈Θ
ckθ
∑
o∈O/
θo=θ
∑
ω∈Ωo/
Ik⊆ω
lk · y¯
o
ω +
∑
j∈J
∑
k∈K
min(pj , lk) · djk +
∑
θ∈Θ
∑
c∈θ
∑
k∈K
lk · |{o ∈ O/θo=θ}| · eθck
∀j ∈ J,∀k ∈ K αkj aj + bkcj + dj ≤ 0 (12)
∀θ ∈ Θ,∀c ∈ θ, ∀k ∈ K −bkc + ckθ + eθck ≤ 0 (13)
∀k ∈ K,∀θ ∈ Θ −ckθ ≤ 1 (14)
∀j ∈ J aj ≶ 0 (15)
∀k ∈ K,∀c ∈ C bkc ≤ 0 (16)
∀k ∈ K,∀θ ∈ Θ ckθ ≤ 0 (17)
∀j ∈ J,∀k ∈ K djk ≤ 0 (18)
∀θ ∈ Θ,∀c ∈ θ, ∀k ∈ K eθck ≤ 0 (19)
ou` la variable αkj = 1 si Ik ⊆ Dj et 0 sinon.
Soit ζ∗(y¯) la solution optimale de [SP ′(y¯)], [P ′] peut
ainsi eˆtre re´e´crit :
[P ′] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω +M · ζ
∗(y¯)
s.c. (10) et (11)
Soit D le polye`dre de´fini par D = {(a, b, c, d, e)|(12)−
(19)}. Par dualite´, on obtient :
[P ′] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω +
M · max
(a,b,c,d,e)∈D
gy(a, b, c, d, e)
s.c. (10) et (11)
Dans la mesure ou` il existe toujours une solution re´a-
lisable borne´e a` [SP ′(y)], [DSP ′(y)] est e´galement
borne´. Une solution optimale a` [DSP ′(y)] corre-
spond alors a` un point extreˆmal de D. De plus, D ne
de´pend pas de y. Par conse´quent, si nous conside´rons
l’ensemble Q de ses q points extreˆmaux de´fini par
Q =
{
(a˜1, b˜1, c˜1, d˜1, e˜1), . . . , (a˜q, b˜q, c˜q, d˜q, e˜q)
}
, [P ′]
peut eˆtre re´e´crit :
[P ′] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω +
M · max
i∈[1..q]
g(ya˜i, b˜i, c˜i, d˜i, e˜i)
s.c. (10) et (11)
[P ′] est alors e´quivalent au proble`me maˆıtre suivant :
[MP ′] : min ψ
s.c. (10) et (11)∑
o∈O
∑
ω∈Ωo
ηoω ·y
o
ω+M ·gy(a˜i, b˜i, c˜i, d˜i, e˜i) ≤ ψ ∀i ∈ [1..q]
Si on suppose qu’il existe au moins une solution re´al-
isable au proble`me global, alors il existe une solution
yf telle que optimum ([DSP
′(yf )]) = 0. Dans ce cas,
ψ =
∑
o∈O
∑
ω∈Ωo
ηoω(yf )
o
ω et nous pouvons poser :
[MP ′] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω
s.c. (10) et (11)
gy(a˜i, b˜i, c˜i, d˜i, e˜i) ≤ 0 ∀i ∈ [1..q]
Le proble`me maˆıtre peut eˆtre re´solu par un proces-
sus de ge´ne´ration de coupes (Benders 1962). Soit
[RMP ′r] le proble`me maˆıtre relaxe´ avec seulement
un petit sous-ensemble Qr de contraintes :
[RMP ′r] min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω
s.c. (10) et (11)
gy(a˜i, b˜i, c˜i, d˜i, e˜i) ≤ 0 ∀i ∈ Qr
En utilisant un solveur de PLNE, nous obtenons une
solution optimale y¯r a` [RMP
′r].
Afin de ve´rifier si y¯r est une solution re´alisable de
[MP ′], nous re´solvons [DSP ′(y¯r)] et obtenons une
solution (a¯r, b¯r, c¯r, d¯r, e¯r) de couˆt ν¯
∗
r .
Si ν¯∗r ≤ 0, alors : ∀i ∈ Q gy¯r(a˜i, b˜i, c˜i, d˜i, e˜i) ≤ 0.
Dans ce cas, y¯r est solution optimale de [MP
′] et,
par extension de [P ′] et par conse´quent de [P ].
Si ν¯∗r > 0, la contrainte de [MP
′] lie´e a`
(a¯r, b¯r, c¯r, d¯r, e¯r) de D est viole´e par la solution y¯r.
Nous devons alors ajouter la nouvelle contrainte
gy(a¯r, b¯r, c¯r, d¯r, e¯r) ≤ 0 a` [RMP ′r] puis re´soudre le
proble`me re´sultant. Dans la mesure ou` il n’existe
qu’un nombre fini de points extreˆmes, le processus
global s’arreˆte apre`s un nombre fini de pas.
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4. PROCESSUS SPE´CIFIQUE DE
GE´NE´RATION DE COUPES
4.1 Processus global
Nous pre´sentons ici une approche exacte alternative
pour re´soudre [P ]. A` l’instar de la de´composition de
Benders, celle-ci exploite la de´composition de [P ] en
deux sous-proble`mes. Un proble`me maˆıtre [MP ] af-
fecte tout d’abord un roulement a` chaque ope´rateur.
Utilisant ces informations comme donne´es, le second
sous-proble`me [SP ] ve´rifie ensuite la re´alisabilite´,
aussi bien au niveau de l’exe´cution comple`te des jobs
que de la disponibilite´ suffisante de compe´tence a`
chaque instant, de la solution pre´ce´demment ge´ne´re´e.
Si [SP ] ne posse`de aucune solution re´alisable, une
coupe invalidant l’affectation des roulements en cours
est ajoute´e a` [MP ]. Ainsi, le processus ite`re jusqu’a`
trouver une solution re´alisable. Dans la mesure ou`, a`
chaque ite´ration, [MP ] fournit l’affectation re´alisable
de roulements aux ope´rateurs de moindre couˆt, la
premie`re affectation qui conduira a` une solution
re´alisable dans [SP ] sera optimale. [MP ] a pour
but d’affecter, au moindre couˆt, un roulement a`
chaque ope´rateur, les contraintes liant les profils de
compe´tences aux ope´rateurs ainsi que celles reliant
les jobs aux ope´rateurs e´tant relaxe´es. [MP ] peut
par conse´quent s’e´crire :
[MP ] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω
∀o ∈ O
∑
ω∈Ωo
yoω = 1
Cut
∀o ∈ O,∀ω ∈ Ωo y
o
ω ∈ {0, 1}
ou` Cut de´signe l’ensemble des coupes de re´alisabil-
ite´ ajoute´es ite´rativement au mode`le. Ces coupes
permettent d’invalider des solutions de [MP ] ne
conduisant pas a` une solution re´alisable au vu de
l’ensemble des contraintes.
Conside´rons une solution y¯ de [MP ] fixe´e. Nous de-
vons par conse´quent ve´rifier si y¯ est re´alisable au vu
des autres contraintes de [P ], a` savoir, les contraintes
d’exe´cution comple`te des jobs et de disponibilite´
suffisante de compe´tence a` chaque instant. Afin de
ve´rifier ceci, le sous-proble`me [SP (y¯)] est introduit :
[SP (y¯)] : max fy¯ =
∑
j∈J
∑
k∈K/
Ik⊆Dj
xjk (20)
∀j ∈ J
∑
k∈K/
Ik⊆Dj
xjk ≤ pj
∀k ∈ K,∀c ∈ C
∑
j∈J/
cj=c
xjk =
∑
θ∈Θ/
c∈θ
zθck
∀k ∈ K,∀θ ∈ Θ
∑
c∈θ
zθck ≤
∑
o∈O/
θo=θ
∑
ω∈Ωo/
Ik⊆ω
lk · y¯
o
ω
∀j ∈ J,∀k ∈ K xjk ∈ [0,min(pj , lk)]
∀θ ∈ Θ,∀c ∈ θ,∀k ∈ K zθck ∈ [0, lk.|{o ∈ O/θo=θ}|]
Ce mode`le est l’expression d’un proble`me de flot max-
imum sur un graphe oriente´ de´composable en niveaux
Gy¯ = (X,U) - cf. Figure 1 - ou` :
• Sommets : X = {s} ∪ J ∪KC ∪ΘK ∪ {t}
– s : source
– J : ensemble des jobs J
– KC : produit carte´sien de K et C
– ΘK : produit carte´sien de Θ et K
– t : puits
• Arcs : {α, β} ∈ U - (capacite´ γαβ) -
– ∀j ∈ J : (s, j) ∈ U
avec : γsj = pj
– ∀j ∈ J, ∀a ∈ KC :
(j, a) ∈ U ⇔ cj = ca ∧ Ika ⊆ Dj
avec : γja = min(pk, lka)
– ∀a ∈ KC, ∀b ∈ ΘK :
(a, b) ∈ U ⇔ Ika = Ikb ∧ ca ∈ θb
avec γab = lka · |{o ∈ O/θo=θa}|
– ∀b ∈ ΘK : (b, t) ∈ U
avec γbt =
∑
o∈O/θo=bθ
∑
ω∈Ωo
σkbω · y¯
o
ω · lkb
ou` : σkω = 1 si ω couvre Ik et 0 sinon.
ΘK
k1c0
k1c1
s
j0
jj
j1
k0c0
k0c1
θ0k0
θ0k1
θ1k1
θ1k0
⇔
(cj = c)
(j, kc) ∈ U
⇔
∧
t
J
(c ∈ θ)
(Ik1 = Ik2)
∧
(k1c, θk2) ∈ U
(Ik ⊆ Dj)
Notation: γαβ
pj min(pj , lk) lk · |{o ∈ O/θo=θ}|
∑
o∈O/
θo=θ
∑
ω∈Ωo
σ
k
ω .y¯
o
ω.lk
KC
Figure 1: Structure de Gy¯
La fonction objectif (20) de [SP (y¯)] symbolise le
nombre total d’unite´s de jobs qu’il est possible
d’ordonnancer via y¯. Rappelons ici que le but du
proble`me global est d’ordonnancer l’ensemble des jobs
entie`rement. Par conse´quent, seule une affectation y¯
permettant d’aboutir a` une valeur optimale de flot
fy¯ =
∑
j∈J pj est re´alisable pour [P ].
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Donc, si fy¯ =
∑
j∈J pj pour une ite´ration donne´e,
nous avons e´tabli que y¯ est ne´cessairement optimale
pour [P ]. Le processus peut alors eˆtre arreˆte´.
En revanche, si fy¯ <
∑
j∈J pj , il est impossible
d’e´tablir un plan d’ordonnancement global. Il con-
vient alors d’e´liminer y¯ de l’ensemble des solutions de
[MP ]. Pour cela, nous exploitons la coupe minimale
du flot maximal de Gy¯.
Par la suite, nous utiliserons les notations suivantes :
• ∀u ∈ U (φu, γu) : (flot, capacite´) de l’arc u
• X = X+ ∪X− avec
– X+ = {s} ∪ J+ ∪KC+ ∪ΘK+
– X− = X+ = J− ∪KC− ∪ΘK− ∪ {t}
– ∀u = (α, β) ∈ U/α∈X+∧β∈X− φu = γu
– ∀u = (α, β) ∈ U/α∈X−∧β∈X+ φu = 0
D’apre`s (Ford & Fulkerson 1962), nous pouvons
rede´finir quatre re´sultats importants:
1. L’ensemble des sommets X d’un graphe
G = (X,U) est toujours de´composable en X+
et X−, avec X+ ∩X− = ∅.
2. Il existe une coupe minimale Ξ, de valeur ξ :
Ξ ⊂ U/u = (α, β) ∈ Ξ⇔ α ∈ X+ ∧ β ∈ X−
3. La coupe minimale Ξ est, par de´finition, com-
pose´e d’arcs sature´s. Soit :
ξ =
∑
u∈Ξ
φu =
∑
u∈Ξ
γu
4. Theore`me Flot maximum - Coupe minimum :
ξ = valeur du flot maximal
La coupe minimale de [SP (y¯)] peut eˆtre de´finie plus
pre´cise´ment (cf. figure 2) :
Ξ = {(s, β) ∈ U/β∈J−} ∪ {(α, β) ∈ U/α∈J+∧β∈KC−} ∪
{(α, β) ∈ U/α∈KC+∧β∈ΘK−} ∪ {(α, t) ∈ U/α∈ΘK+}
avec :
ξ =
∑
j∈J−
γsj +
∑
j∈J+
∑
a∈KC−
γja +
∑
a∈KC+
∑
b∈ΘK−
γab +
∑
b∈ΘK+
γbt
Il a e´te´ e´tabli que, si a` une ite´ration donne´e i du
processus, fy¯i <
∑
j∈J pj , nous devons invalider
y¯i. Dans ce cas, la coupe devant eˆtre ajoute´e a`
l’ensemble Cut est fyi ≥
∑
j∈J pj . Soit, en appli-
quant le the´ore`me Flot maximal - Coupe minimale :∑
j∈J−i
γsj +
∑
j∈J+i
∑
a∈KC−i
γja+
∑
a∈KC+i
∑
b∈ΘK−i
γab +
∑
b∈ΘK+i
γbt ≥
∑
j∈J
pj
Ξ = {u = (α, β) ∈ U/α ∈ X+ ∧ β ∈ X− ∧ φu = γu}
s t
{u = (α, β) ∈ U/α ∈ X− ∧ β ∈ X+ ∧ φu = 0}
J+
J− KC−
KC+
ΘK−
ΘK+
Figure 2: Coupe Minimale Ξ sur Gy¯
En utilisant les capacite´s re´elles γ des arcs de G, la
coupe devient :∑
b∈ΘK+i
∑
o∈O/
θo=θb
∑
ω∈Ωo
σkbω · y
o
ω · lkb ≥
∑
j∈J
pj −
∑
j∈J−i
pj − νi
avec : νi =
∑
j∈J+i
∑
a∈KC−i
min(pj , lka) +
∑
a∈KC+i
∑
b∈ΘK−i
lkb · |{o ∈ O/θo=θb}|
Dans la mesure ou` J = J+i ∪ J
−
i avec J
+
i ∩ J
−
i = ∅,
la coupe peut e´galement s’e´crire :∑
b∈ΘK+
i
∑
o∈O/
θo=θb
∑
ω∈Ωo
σkbω · y
o
ω · lkb ≥
∑
j∈J+
i
pj − νi (21)
Cette ine´galite´ est par conse´quent la coupe invalidant
y¯i qu’il convient d’ajouter a` l’ensemble Cut de [MP ]
pour les ite´rations suivantes du processus spe´cifique
de ge´ne´ration de coupes.
De ce fait, si nous conside´rons un petit sous-ensemble
Q de coupes, la formalisation de [MP ] devient :
[MP ] : min
∑
o∈O
∑
ω∈Ωo
ηoω · y
o
ω
∀o ∈ O
∑
ω∈Ωo
yoω = 1
∀i ∈ Q
∑
b∈ΘK+i
∑
o∈O/
θo=θb
∑
ω∈Ωo
σkbω .y
o
ω.lkb ≥
∑
j∈J+i
pj − νi
∀o ∈ O, ∀ω ∈ Ωo y
o
ω ∈ {0, 1}
Cette formalisation est une approximation d’un Sac
a` Dos Multi-Choix Multi-dimensionnel (NP-difficile).
L’approximation tient au fait que les coupes (21) sont
des contraintes de capacite´ de type ≥ alors que, clas-
siquement, ces contraintes sont de type ≤.
Dans nos expe´rimentations, nous avons utilise´
un solveur de programmation line´aire en nom-
bres entiers pour re´soudre [MP ] et un algorithme
d’e´chelonnement des capacite´s (Ahuja, Magnanti &
Orlin 1993) pour re´soudre [SP (y¯)]. Soulignons de
MOSIM’08 – du 31 mars au 2 avril 2008 - Paris - France
nouveau que [MP ] est NP-difficile (≈ Sac a` Dos
Multi-Choix Multi-dimensionnel). Par conse´quent,
l’utilisation d’un solveur de PLNE est d’une grande
utilite´ quant a` la recherche d’une solution optimale a`
[MP ]. Toutefois, il est inte´ressant de noter ici qu’en
raison de sa structure particulie`re et du grand nom-
bre de travaux mene´s notamment par Akbar (Akbar,
Manning, Shoja & Khan 2001) pour re´soudre cette
classe de proble`mes de sacs a` dos, on peut aise´ment
chercher une solution heuristique de qualite´ a` [MP ]
et donc, approximer de manie`re inte´ressante, sans
solveur, l’optimum de [P ]. Dans cet expose´, nous
cherchons une solution optimale du proble`me global,
cette approximation heuristique pourrait donc eˆtre un
prolongement inte´ressant a` ce travail.
Soulignons e´galement ici qu’une alternative a` cette
ge´ne´ration de coupes a e´te´ teste´e. Dans cette autre
approche, l’optimum de [MP ] n’est pas ne´cessaire-
ment vise´. La premie`re affectation de roulements y¯
re´alisable pour [MP ] est fournie en entre´e au sous-
proble`me [SP (y¯)]. De cette manie`re, si [SP (y¯)] est
re´alisable, nous ajoutons a` [MP ] une coupe de borne
invalidant toutes les affectations de couˆt strictement
infe´rieur a` celui de y¯. En revanche, si [SP (y¯)] n’est
pas re´alisable, la coupe minimale classique (de´crite
dans cet article) est ajoute´e a` Cut. Le processus ite`re
jusqu’a` ce qu’aucune solution re´alisable de [MP ] ne
soit trouve´e. Cette technique permet d’hybrider des
techniques de programmation line´aire et de program-
mation par contraintes pour re´soudre [MP ]. De telles
tentatives ont de´ja` e´te´ expe´rimente´es avec succe`s par
Hooker (Hooker 2005, Hooker 2007) dans un prob-
le`me de planification et d’ordonnancement de produc-
tion.
Dans la suite de l’expose´, nous de´crivons les coupes
initiales ajoute´es a` Cut en pre´-process.
4.2 Coupes initiales
La qualite´ des coupes ge´ne´re´es lors du processus
de ge´ne´ration de coupes est pre´ponde´rante. En ef-
fet, plus les coupes permettent d’invalider un grand
nombre d’affectations de roulements aux ope´rateurs,
meilleure est la vitesse de convergence du processus.
Nous exposons ici les coupes ajoute´es a` l’ensemble
Cut lors de l’initialisation du proble`me maˆıtre [MP ].
Le raisonnement utilise´ pour de´finir ces coupes ini-
tiales est lie´ au concept d’e´nergie. Ce concept
a e´te´ tre`s largement utilise´ avec succe`s, notam-
ment par (Lopez, Erschler & Esquirol 1992, Bap-
tiste, Pape & Nuijten 1999), dans des proble`mes
d’ordonnancement. Sous cette ide´e, les compe´-
tences sont conside´re´es comme des ressources con-
sommables, les ope´rateurs comme des fournisseurs de
ressources et les jobs comme des activite´s consom-
matrices. Ce raisonnement prend tout son inte´reˆt
sur des pe´riodes de temps ou` il est possible d’e´tablir,
pour un sous-ensemble de jobs, une consommation
obligatoire en compe´tences strictement positive. Sur
de telles pe´riodes, la disponibilite´ en ressources con-
cerne´es doit eˆtre suffisamment e´leve´e pour permettre
la consommation.
Conside´rons une pe´riode de temps δ = [δb, δe] ∈ ∆
avec (δb, δe) ∈ H2, un sous-ensemble de compe´tences
C ⊆ C et un sous-ensemble de jobs J ⊆ J .
Dans la suite de cet expose´, nous utiliserons la nota-
tion (a)+ = max(a, 0) ∀a ∈ ℜ.
Consommation obligatoire d’un job j La
consommation obligatoire de j sur δ correspond a` la
diffe´rence entre pj et le nombre d’unite´s de j qu’il
est possible d’exe´cuter en dehors de δ :
ujδ =
(
pj − (δb − rj)
+ − (dj − δe)
+
)+
Disponibilite´ minimale en compe´tence c re-
quise La disponibilite´ minimale en compe´tence
c requise sur δ correspond a` l’ensemble des con-
sommations obligatoires, sur δ, des jobs reque´rant c :
Ucδ =
∑
j∈J/
cj=c
ujδ
Capacite´ des ressources disponibles Sur δ,
chaque ope´rateur peut travailler autant d’instants
qu’il est pre´sent selon le roulement qui lui est affecte´.
Toutefois, il ne peut utiliser qu’une compe´tence a` la
fois. Par conse´quent, de`s lors qu’un ope´rateur o est
pre´sent et qu’il maˆıtrise une compe´tence de C, une
et une seule unite´ de compe´tence de o est disponible
par instant. ∑
t∈δ
∑
o∈O/
{Co∩C6=∅}
∑
ω∈Ωo
σtω · y
o
ω
Contrainte e´nerge´tique - Coupe initiale Une
solution re´alisable de [P ] doit par conse´quent obliga-
toirement ve´rifier la coupe initiale suivante :∑
t∈δ
∑
o∈O/
{Co∩C6=∅}
∑
ω∈Ωo
σtω · y
o
ω ≥
∑
c∈C
Ucδ
La figure 3 sche´matise un exemple ou` une coupe ini-
tiale peut eˆtre ge´ne´re´e.
Il est important de souligner ici que l’utilisation de
telles coupes est difficile a` parame´trer. En effet, il ex-
iste un tre`s grand nombre de pe´riodes de temps δ (non
ne´cessairement connexes) - et donc de coupes initiales
possibles. Il convient alors de se´lectionner les coupes
initiales ge´ne´re´es afin de ne pas confronter le proces-
sus de recherche a` trop d’informations. Pour pre´sen-
ter la technique de se´lection retenue dans nos tests,
nous de´finissons tout d’abord τcδ =
Ucδ
δe−δb
comme la
consommation proportionnelle en c obligatoire sur δ.
Cet indicateur significatif nous permet de se´lectionner
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∧
pj = 2 pj = 2
uj1δ = (4− (2 − 1)
+ − (9− 7)+) = 4 − 1− 2 = 1
uj2δ = (2− (2 − 3)
+ − (8− 7)+) = 2 − 0− 1 = 1
Ucδ = 1 + 1 = 2 > 0⇒ Cut
pj = 4 pj = 4
0 1 7 9
δeδbrj1 rj2 dj1dj2
2 3 8
Job2
Job1
pj = 2
∧
cj = c
pj = 4
cj = c
Figure 3: Coupe initiale pour une pe´riode de temps
et une compe´tence
des pe´riodes de temps vraisemblablement plus con-
traignantes. En effet, si on conside`re deux pe´riodes
δ ∈ ∆ et δ′ ∈ ∆ telles que τcδ > τ
c
δ′ , il semble logique
de supposer que la coupe ge´ne´re´e selon c sur δ soit
plus significative que cela ge´ne´re´e sur δ′.
L’ide´e sous-jacente de la se´lection de pe´riodes de
temps retenue dans nos expe´rimentations repose sur
l’inte´reˆt tout particulier consacre´ a` l’ensemble Υ des
bornes υ des intervalles de pre´sence de chaque roule-
ment. En effet ces instants sont les seuls ou` le nom-
bre d’ope´rateurs pre´sents (et donc de compe´tences
disponibles) peut varier. Par de´finition, ni [υi, υi+1],
ni [υj−1, υj ] (avec υi < υj) ne peuvent contenir
d’instant marquant le de´but ou la fin d’un roulement.
Notons RD l’ensemble (trie´ par ordre croissant) des
dates de de´marrage au plus toˆt et des dates e´chues
des n jobs. Dans nos expe´rimentations, nous con-
side´rons la pe´riode de temps δ′ = [δ′b, δ
′
e] ∈ ∆ ou`
δ′b ∈ [υi, υi+1] ∩ RD et δ
′
e ∈ [υj−1, υj ] ∩ RD la plus
restrictive pour l’ensemble des pe´riodes ge´ne´re´es pour
tout couple (i, j) ∈ |Υ|2 avec i < j.
Dans nos tests, l’ensemble Θ des profils de compe´-
tences des ope´rateurs est l’ensemble de re´fe´rence util-
ise´ pour les coupes initiales e´nerge´tiques. Les sin-
gletons (une seule compe´tence) sont e´galement em-
ploye´s.
Afin de s’affranchir d’un nombre trop important
de coupes initiales, une technique comple´mentaire
a` l’approche e´nerge´tique consiste a` inte´grer au mo-
de`le l’ensemble des coupes ge´ne´re´es puis, a` re´soudre
sa relaxation continue. Il est alors intuitif de sup-
poser que les coupes les plus significatives ont de
faibles variables d’e´cart a` l’optimum. Dans nos ex-
pe´rimentations, nous ne se´lectionnons ainsi que 15%
de l’ensemble des coupes e´nerge´tiques ge´ne´re´es.
Expe´rimentalement, les coupes initiales s’ave`rent
d’une grande utilite´ car elles fournissent, a` un
moindre couˆt de temps de calcul, des informa-
tions autorisant l’invalidation d’un grand nombre
d’affectations irre´alisables. De plus, de par leur na-
ture, elles mettent rapidement en exergue de fortes
obligations d’affectation sur des pe´riodes pre´cises de
l’horizon. Ce fonctionnement diffe`re le´ge`rement des
coupes ge´ne´re´es via les coupes minimales de flot lors
du processus global car ces dernie`res ont une vi-
sion plus ge´ne´rale du proble`me. Par conse´quent,
l’information retire´e par l’usage des coupes initiales
peut eˆtre longue a` retrouver par le processus global.
Ainsi, ces deux types de coupes sont comple´mentaires
et leur utilisation commune est re´ellement be´ne´fique
pour cette approche.
Les performances des diffe´rentes techniques de re´so-
lution pre´sente´es dans cet article sont discute´es, a`
travers leurs re´sultats expe´rimentaux, dans la section
suivante.
5. EXPE´RIMENTATIONS NUME´RIQUES
Les me´thodes de´crites ci-dessus ont e´te´ imple´mente´es
en Java et teste´es sur un PC (Intel Pentium D 930,
3 GHz, 2 GB RAM) dont le syste`me d’exploitation
est MS Windows XP. Le solveur de programma-
tion line´aire utilise´ est ILOG CPLEX 9.1. D’apre`s
une e´tude pre´liminaire, il semble que les meilleurs
parame`tres du solveur sont ceux par de´faut, a`
l’exception du guidage de la recherche de solution en-
tie`re qui est, pour les 3 me´thodes exactes, accuentue´
sur la recherche de solution de meilleur couˆt plutoˆt
que sur la preuve d’optimalite´ (parame`tre MipEm-
phasis fixe´ a` MIPEmphasisFeasibility). De plus, pour
la re´solution du proble`me maˆıtre [MP ] du proces-
sus spe´cifique de ge´ne´ration de coupes, l’algorithme
de barrie`re avec crossover est utilise´ pour la re´solu-
tion de la premie`re relaxation continue (parame`tre
RootAlg fixe´ a` Barrier).
5.1 Jeu de donne´es
Notre jeu de donne´es est compose´ de donne´es ale´a-
toires. Les jobs sont ge´ne´re´s en premier. Leur date
de de´marrage au plus toˆt, leur dure´e et leur marge
(taille du domaine de de´finition) sont respectivement
distribue´es selon une loi uniforme et deux lois bi-
nomiales. Une dure´e maximale ainsi qu’une marge
maximale sont impose´es. Les roulements sont en-
suite ge´ne´re´s. Afin de coller au mieux a` la re´alite´
des usines de production, les roulements de nos in-
stances respectent les re`gles dites de travail en trois-
huit. Le quart d’heure est l’unite´ de temps retenue
pour la ge´ne´ration des roulements. Ces derniers sont
ge´ne´re´s sur une semaine (sauf week-end) puis dupli-
quer afin de couvrir l’horizon entier. Apre`s cela, un
ensemble de roulements e´ligibles et un ensemble de
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compe´tences maˆıtrise´es sont ale´atoirement attribue´s
a` chaque ope´rateur. Enfin, un couˆt est calcule´ pour
chaque paire ope´rateur - roulement e´ligible. Ce couˆt
de´pend des horaires du roulement et des spe´cificite´s
de l’ope´rateur (expe´rience, qualification, pre´fe´rences).
Le tableau 1 synthe´tise les parame`tres utilise´s pour
ge´ne´rer nos 540 instances de test. Notons que 6 in-
stances sont ge´ne´re´es pour chaque jeu de parame`tres.
Parame`tre min max pas
m 15 25 10
n 4 ·m 6 ·m m
margemax 30 90 30
|C| 1 5 1
pmax 30
|H| 480
Table 1: Parame`tres de la ge´ne´ration des donne´es
La limite de temps CPU impose´e pour chaque tech-
nique est de 5 minutes.
5.2 Me´thodes exactes
Le tableau 2 indique le pourcentage d’instances re´-
solues par le solveur line´aire (MIP), la me´thode ex-
acte base´e sur une de´composition de (Benders) et le
processus spe´cifique de ge´ne´ration de coupes (Coupe).
Nous observons tout d’abord que la de´composition
de Benders est peu efficace. Ses performances sont,
quels que soient les parame`tres, moins grandes que les
deux autres techniques. De plus, lorsque elle parvient
a` trouver une solution, c’est au couˆt d’un tre`s long
temps de calcul. Sur les 98 instances ou` les trois me´-
thodes re´ussissent a` trouver l’optimum, (Coupe) et
(MIP) vont respectivement 32 et 2 fois plus vite que
(Benders). Nous constatons ensuite que (Coupe) est
le plus efficace sur presque tous les jeux de donne´es.
Seuls deux jeux de donne´es (m = 15, |C| ∈ {3, 4, 5}
margemax ∈ {60, 90}) donnent un le´ger avantage au
solveur.
Le tableau 3 permet de juger des performances (en
termes de temps de calcul) du solveur et du processus
de coupes. Les comparaisons sont effectue´es sur les
instances ou` les deux me´thodes atteignent l’optimum.
Notons que le solveur re´sout 2 instances sur lesquelles
le processus de coupes e´choue et que, a` l’inverse, le
processus de coupes re´sout 85 instances ou` le solveur
e´choue. Les moyennes des nombres de coupes initiales
(# coupes init.) et de flot (# coupes flot) ne´ces-
saires au processus de coupes ainsi que que le nombre
d’instances compare´es sont aussi indique´es.
Nous remarquons tout d’abord (cf. tableau 3) que le
processus de coupes est plus rapide (de 1.2 a` 40 fois
margemax
m |C| Me´thode 30 60 90 Total
15 1-2 (MIP) 72.2% 91.7% 94.4% 86.1%
(Coupe) 100% 100% 100% 100%
(Benders) 41.7% 52.8% 75.0% 56.5%
3-5 (MIP) 64.8% 83.3% 83.3% 77.2%
(Coupe) 74.1% 72.2% 75.9% 74.1%
(Benders) 0.00% 0.00% 1.90% 0.60%
(MIP) - m = 15 67.8% 86.7% 87.8% 80.7%
(Coupe) - m = 15 84.4% 83.3% 85.6% 84.4%
(Benders) - m = 15 16.7% 21.1% 31.1% 23.0%
25 1-2 (MIP) 25.0% 52.8% 66.7% 48.1%
(Coupe) 58.3% 72.2% 97.2% 75.9%
(Benders) 13.9% 50.0% 69.4% 44.4%
3-5 (MIP) 18.5% 37.0% 38.9% 31.5%
(Coupe) 35.2% 42.6% 63.0% 46.9%
(Benders) 0.00% 0.00% 1.90% 0.60%
(MIP) - m = 25 21.1% 43.3% 50.0% 38.1%
(Coupe) - m = 25 44.4% 54.4% 76.7% 58.5%
(Benders) - m = 25 5.60% 20.0% 28.9% 18.1%
(MIP) 44.4% 65.0% 68.9% 59.4%
(Coupe) 64.4% 68.9% 81.1% 71.5%
(Benders) 11.1% 20.6% 30.0% 20.6%
Table 2: Pourcentage d’instances re´solues par les
me´thodes exactes
plus rapide) sur chaque jeu de donne´es. Ces re´sultats
montrent donc l’inte´reˆt tout particulier du processus
de coupes pour ce proble`me. Nous observons aussi
une diffe´rence notable entre les moyennes des nombres
de coupes initiales et de flot ne´cessaires au processus
de coupes. Un prolongement a` cette e´tude serait donc
de de´finir des re`gles de dominance et de se´lection pour
ne pas avoir a` ge´rer autant de coupes initiales.
6. CONCLUSION
Nous avons de´fini deux me´thodes exactes pour re´-
soudre un proble`me couplant planification d’agents et
ordonnancement de production. Notons notamment
l’inte´reˆt tout particulier d’une technique singulie`re de
ge´ne´ration de coupes dont les re´sultats expe´rimen-
taux sont extreˆmement compe´titifs vis a` vis de l’un
des meilleurs solveurs actuels.
En perspective de ces travaux, de nombreuses pistes
inte´ressantes demeurent a` explorer. Les plus promet-
teuses semblent eˆtre l’hybridation de la programma-
tion line´aire et de la programmation par contraintes
ainsi que la recherche de coupes initiales de qualite´
pour re´soudre le proble`me maˆıtre de la ge´ne´ration de
coupes plus rapidement.
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margemax
m |C| Me´thode 30 60 90 Total
15 1-2 (MIP) 71.6s 25.1s 12.2s 33.4s
(Coupe) 11.1s 3.44s 0.90s 4.65s
# coupes init. 65.9 60.4 55.2 60.0
# coupes flot 3.88 4.27 2.71 3.59
# instances 26 33 34 93
3-5 (MIP) 61.2s 53.9s 37.6s 50.2s
(Coupe) 9.10s 14.8s 29.2s 18.3s
# coupes init. 220.0 209.5 197.5 208.3
# coupes flot 17.6 21.3 31.9 24.0
# instances 32 36 39 107
(MIP) - m = 15 65.9s 40.2s 25.8s 42.4s
(Coupe) - m = 15 9.99s 9.36s 16.0s 12.0s
# coupes init. - m = 15 150.9 138.2 131.2 139.3
# coupes flot - m = 15 11.5 13.1 18.3 14.5
# instances - m = 15 58 69 73 200
25 1-2 (MIP) 20.3s 34.5s 66.6s 46.9s
(Coupe) 0.58s 2.76s 4.84s 3.34s
# coupes init. 55.22 57.89 55.75 56.44
# coupes flot 2.33 3.00 3.83 3.27
# instances 9 19 24 52
3-5 (MIP) 89.3s 69.4s 35.9s 59.1s
(Coupe) 9.55s 17.6s 6.83s 11.3s
# coupes init. 305.2 272.0 230.0 260.8
# coupes flot 15.7 15.8 8.05 12.5
# instances 10 18 21 49
(MIP) - m = 25 56.6s 51.5s 52.3s 52.8s
(Coupe) - m = 25 5.30s 9.97s 5.77s 7.22s
# coupes init. - m = 25 186.8 162.1 137.1 155.6
# coupes flot - m = 25 9.37 9.22 5.80 7.72
# instances - m = 25 19 37 45 101
(MIP) 63.6s 44.1s 35.9s 45.9s
(Coupe) 8.83s 9.58s 12.1s 10.3s
# coupes init. 159.8 146.6 133.5 144.8
# coupes flot 10.9 11.8 13.5 12.3
# instances 77 106 118 301
Table 3: Temps de re´solution de (MIP ) et (Coupe)
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