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NONLINEAR DESCENT ON MODULI OF LOCAL SYSTEMS
JUNHO PETER WHANG
Abstract. We study the Diophantine geometry of moduli spaces for special
linear rank two local systems on surfaces. We generalize Bers’s boundedness of
systoles and Mumford’s compactness criterion from hyperbolic surfaces to local
systems. We prove a structure theorem for mapping class group dynamics on
the integral points of the moduli spaces, extending classical work of Markoff.
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1. Introduction
1.1. This paper initiates the Diophantine study of moduli spaces for local systems
on surfaces and their mapping class group dynamics. Let Σ be a smooth compact
oriented surface of genus g ≥ 0 with n ≥ 0 boundary curves satisfying 3g+n−3 > 0.
We consider the moduli space, also called (relative) character variety,
Xk = Homk(pi1Σ,SL2) // SL2
parametrizing the semismiple SL2(C)-local systems on Σ with prescribed boundary
traces k ∈ Cn up to isomorphism. It has the structure of an affine algebraic variety
of dimension 6g + 2n− 6, and we showed in [39] that it is log Calabi-Yau if n ≥ 1.
For k ∈ Zn, the variety Xk admits a natural model over Z. The mapping class
group Γ of the surface acts on Xk, preserving the integral points Xk(Z). We shall
study the associated nonlinear descent on Xk(Z), and in the process obtain new
extensions of classical results on hyperbolic surfaces to local systems.
Our main Diophantine result for Xk(Z) is the following. Let Xk(Z)∗ be the set
of local systems ρ ∈ Xk(Z) with tr ρ(a) 6= ±2 for each essential curve a on Σ, by
which we mean a noncontractible simple closed curve on Σ which is not isotopic
to a boundary curve. Let us define an algebraic variety V to be parabolic if every
point of V is in the image of a nonconstant morphism A1 → V from the affine line.
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2 JUNHO PETER WHANG
Theorem 1. The set Xk(Z)∗ consists of finitely many mapping class group orbits.
There are finitely many proper parabolic subvarieties V1, · · · , Vr of Xk such that
Xk(Z) \Xk(Z)∗ =
r⋃
i=1
Γ · Vi(Z).
Theorem 1 provides, in our nonlinear setting, an analogue of the finiteness of class
numbers for linear arithmetic group actions after Gauss, Minkowski, and others.
The result is also reminiscent of finite generation results for integral points on log
Calabi-Yau varieties of linear type, such as Dirichlet’s unit theorem. The results of
this paper also give a broad generalization of classical work on cubic Diophantine
equations of the form x2+y2+z2−axyz = b, first considered by Markoff in his work
on Diophantine approximation. We elaborate on these points and our Diophantine
motivation behind Theorem 1 in Section 1.3.
1.2. Main results. We now outline the structure of this paper and its main results
leading up to Theorem 1. We set up some notations. Let X = Hom(pi1Σ,SL2)//SL2
be the moduli space of semisimple SL2(C)-local systems on Σ, also often called the
character variety. Let c1, · · · , cn be the boundary curves of Σ, and let E(Σ) be the
set of isotopy classes of essential curves on Σ. Given subsets A ⊆ C and K ⊆ Cn,
we shall denote
XK(A) = {ρ ∈ X(C) : (tr ρ(c1), · · · , tr ρ(cn)) ∈ K and tr ρ(E(Σ)) ⊆ A}.
The mapping class group acts onX via pullback of local systems, preservingXK(A).
The dynamical aspects of this action on the complex points X(C) are not fully
understood, but they have been studied on certain special subloci. These include
the locus of SU(2)-local systems (see [17]), and the Teichmu¨ller locus parametrizing
marked hyperbolic structures on Σ. This paper concerns the descent properties of
the dynamics on X(C) beyond the classical setting.
We begin by collecting relevant background for our moduli space in Section 2. In
Section 3, we discuss the mapping class group descent on the moduli space for the
cases (g, n) = (1, 1) and (0, 4), where the argument is classical and is essentially due
to Markoff. Next, given any representation ρ : pi1Σ → SL2(C) of the fundamental
group of Σ, or a corresponding local system on Σ, we define its systolic trace to be
sys tr(ρ) = inf{|tr ρ(a)| : a ∈ E(Σ)}.
We have the following result, which extends a classical boundedness result of Bers
[3] on systoles of hyperbolic surfaces with geodesic boundary curves of fixed length.
Theorem 2. For any K ⊂ Cn bounded, the systolic trace is bounded on XK(C).
We prove Theorem 2 in Section 4 using harmonic maps and systolic inequalities
for Riemannian surfaces. In the case where Σ is a closed surface, Theorem 2 also
follows from Deroin and Tholozan [8], whose work also makes use of harmonic maps.
For the convenience of the reader, we record in Section 4 relevant background on
the differential geometric tools used in our proof. Our next result extends and
strengthens Mumford’s compactness criterion [30] on moduli of closed Riemann
surfaces, as well as related work of Bowditch, Maclachlan, and Reid [5, Theorem
2.1]. Given sets A and B of complex numbers, let
dist(A,B) = inf{|a− b| : a ∈ A, b ∈ B}
denote their Hausdorff distance in C. We equip X(C) with the analytic topology.
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Theorem 3. Let K ⊂ Cn be bounded. Let A be a set such that
(1) A ⊂ R and dist(A, {±2}) > 0, or
(2) A ⊂ C and dist(A, [−2, 2]) > 0.
There is then a compact subset L ⊆ X(C) satisfying XK(A) ⊆ Γ · L.
We prove Theorem 3 in Section 5 using the results from Sections 3 and 4. Our
proof is inspired by the work of Goldman [17] on the ergodicity of mapping class
group dynamics on relative moduli spaces for SU(2)-local systems on surfaces, and
in particular the use of the integral system structure on the moduli space. We also
make use of the lifts of Dehn twist actions considered by Goldman and Xia [21].
Finally, given a subset A ⊆ C, let us denote A∗ = A \ ExA where
ExA =
{
A ∩ {±2} if A ⊂ R, and
A ∩ [−2, 2] otherwise.
We deduce the following result in Section 6, using Theorem 3 and the fact that the
mapping class group acts on E(Σ) with finitely many orbits. Theorem 1 follows by
studying the subvarieties Vi below when A = Z.
Theorem 4. For any bounded K ⊂ Cn and closed discrete A ⊂ C, the set XK(A∗)
consists of finitely many mapping class group orbits. Moreover, there are finitely
many proper subvarieties V1, · · · , Vr of X such that
XK(A) \XK(A∗) =
r⋃
i=1
Γ · (Vi(C) ∩XK(A)).
We remark that the finiteness of Γ\XK(A∗) extends McKean’s finiteness theorem
[28] for length isospectral families of closed Riemann surfaces.
1.3. Diophantine motivation. Our main motivation for the Diophantine study
of the moduli space Xk lies in the following three points.
(1) It is log Calabi-Yau.
(2) It carries a rich action of the mapping class group.
(3) Its points have a moduli theoretic interpretation.
The third point, the moduli interpretation, enables us to use external tools such as
differential geometry in the Diophantine study of Xk. Conversely, the Diophantine
perspective provides a guide by which new insights and results about local systems
are obtained, as shown in Section 1.2. In the remainder of this section, we elaborate
on the first two points.
1.3.1. Log Calabi-Yau. Given a pair (Z,D) consisting of a normal projective variety
Z and a reduced effective Weil divisor D, defined over the integers, the basic ansatz
in Diophantine geometry is that the abundance of integral points on X = Z \D is
inversely related to the positivity of the log canonical divisor KZ +D of the pair.
For illustration, let us consider the case where X is a smooth affine curve, and Z
is its smooth projective compactification. In such a case, deg(KZ +D) recovers the
negative −χ(X(C)) of the Euler characteristic of the associated Riemann surface
X(C), and we have the following:
(1) If deg(KZ +D) < 0, then X admits a parametrization A1 → X and X(Z)
is trivially infinite once nonempty.
(2) If deg(KZ +D) > 0, then X(Z) is always finite by Siegel’s theorem.
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If deg(KZ +D) = 0, the behavior of X(Z) is much more subtle. For instance, the
consideration of affine plane curves defined by equations of the form x2 − dy2 = k,
with nonzero integers d and k, shows that the behavior of X(Z) is highly dependent
on the choice of integral model.
The above ansatz is also supported by the following heuristic argument involving
affine hypersurfaces. Suppose that X is a hypersurface in affine space An defined
by a polynomial f of degree d, with projective closure Z. If f is sufficiently generic,
then by the adjunction formula we have
KZ +D ∼ O(d− n)
as divisors on Z. On the other hand, note that f maps a region [−T, T ]n ⊂ An(R)
of volume (2T )n into an interval in A1(R) roughly of length T d, so the number of
integral points of size at most T on a given level set of f is expected to be roughly
of order Tn−d. Thus, the positivity of O(d− n) is expected to be inversely related
to the existence of many integral points.
Indeed, for polynomials having a great number of variables compared to their
degree, the Hardy-Littlewood circle method and related techniques have often been
applied successfully to demonstrate and count the abundance of integral solutions.
In the other extreme, one has the Lang-Vojta conjecture (as stated in [24, p.486]),
described as follows. Suppose that Z is a smooth projective variety with a model
over the ring of a integers of a number field, D an effective normal-crossing divisor
on Z, and let X = Z \D.
Conjecture 5 (Lang-Vojta). If KZ + D is almost ample, then the set of integral
points in X is contained in a proper Zariski closed subset of X.
Here, a Weil Q-divisor B on a normal quasiprojective variety is almost ample if,
for every ample Q-Cartier divisor A, there exists b > 0 such that bB−A is nef. We
remark that the Lang-Vojta conjecture is a consequence of a more general conjecture
on Diophantine approximations, made by Vojta in analogy with Nevanlinna theory
(see [38] for details). For affine hypersurfaces, the above conjecture predicts that a
generic hypersurface of degree n + 1 or higher in An will not have a Zariski dense
set of integral points.
The above discussion shows that the varieties X with KZ + D trivial form the
critical case, where the expected Diophantine analysis of integral points is least well
understood even conjecturally. We make the following definition.
Definition 6. A normal quasiprojective variety X is log Calabi-Yau if it possesses
a normal projective compactification Z with canonical divisor KZ and reduced
boundary divisor D = Z \X such that KZ +D ∼ 0.
Remark. Note that X is allowed to be projective, in which case D = 0 and we shall
mean X(Z) = X(Q) by “clearing denominators in homogeneous coordinates.” In
birational geometry, it is more customary to work with the pair (Z,D), referred to
as a (log) Calabi-Yau pair. Often, one also imposes additional hypotheses on the
singularity type of the pair (Z,D), which we shall not do here.
Examples of log Calabi-Yau varieties include tori, abelian varieties, algebraic K3
surfaces, and generic complete intersections of degree n in An. Tori and abelian
varities, and algebraic K3 surfaces to a lesser degree, have been classically studied
from the Diophantine perspective. Beyond these, there are relatively few families of
log Calabi-Yau varieties that have been studied systematically, especially in higher
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dimensions. Notable exceptions are those log Calabi-Yau varieties, and indeed more
general varieties, admitting rich group actions, as discussed below.
1.3.2. Varieties with group actions. Homogeneous varieties with linear arithmetic
group actions have been studied extensively, and tools from the theory of arithmetic
groups have been applied in their Diophantine study with great success; see for
instance [36], [11]. The foundational result here is the finiteness of class numbers,
i.e. number of integral orbits, proved in general by Borel and Harish-Chandra [4]
building on the works of Gauss, Hermite, Minkowski, Siegel, and others. Its basic
statement is as follows. Let G ≤ GLm be a reductive algebraic group over Q. Let
f1, · · · , fn generate the ring of G-invariant polynomial functions on X = Cm, and
let Xk be the subscheme of X defined by (f1, · · · , fn) = k ∈ Cn. If Xk(C) is a
closed G(C)-orbit, then we have
|G(Z)\Xk(Z)| <∞
where G(Z) = G(Q)∩GLm(Z). For instance, for the action of the modular group on
the space of binary quadratic forms considered by Gauss, this recovers the finiteness
of class numbers for quadratic number fields after Dedekind.
Going beyond the linear setting, one may consider log Calabi-Yau varieties with
large nonlinear groups of symmetries. The simplest example of this nature is the
family of affine cubic algebraic surfaces Ya,b defined by equations of the form
x2 + y2 + z2 − axyz = b, a, b ∈ Z.
Each Ya,b carries the action of a group of nonlinear transformations, generated by
permutations and even sign changes of coordinates as well as the Vieta involution
(x, y, z) 7→ (x, y, axy − z).
A descent argument using this group action shows that, away from some exceptional
choices of (a, b), the set of integral points Ya,b(Z) decomposes into finitely many
orbits. A cubic Diophantine equation of the above form was first studied by Markoff
[27] in his work on Diophantine approximations, where he also noticed the principle
of descent. Variations were later studied by Hurwitz [26] and Mordell [29], including
extensions of the equations with greater numbers of variables. For recent work on
Markoff type equations and their multivariate generalizations, we refer to [37], [2],
[15], [16], and references therein.
1.3.3. We return to the moduli spaces Xk of local systems on our surface Σ, as
defined in Section 1.1. For (g, n) = (1, 1), it turns out that each Xk is an affine
cubic algebraic surface of Markoff type above. Moreover, the mapping class group
action on Xk essentially recovers Markoff descent; see Section 3 for details. For
general (g, n), we have the following result on the global geometry of Xk.
Theorem 7 ([39]). If the surface Σ has nonempty boundary, i.e. n ≥ 1, then the
moduli space Xk is log Calabi-Yau for every k ∈ Cn.
For reasons discussed above, this makes the Diophantine study of Xk attractive.
Moreover, the natural mapping class group action on Xk invites a comparison with
linear arithmetic group actions on homogeneous varieties, and indeed this analogy
guides much of our work leading up to the finiteness results stated in Section 1.2.
We remark that, unlike linear arithmetic groups, the mapping class group of a
surface is defined with no a priori connection to the integers, so it is surprising to
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find that such finiteness theorems as Theorem 1 should hold. Another point of note
is that our method uses discreteness in C heavily, and hence is naturally restricted
points of Xk with values in Z or the integers of imaginary quadratic fields, as far
as the analysis of integral points is concerned.
1.4. Acknowledgements. This work was done as part of the author’s Ph.D. thesis
at Princeton University. I thank my advisor Peter Sarnak and Phillip Griffiths for
their guidance, unwavering encouragement, and generous sharing of insight. I also
thank Sophie Morel for numerous helpful conversations during part of this work.
2. Background
2.1. Surfaces. Throughout this paper, by a surface we shall mean an oriented two
dimensional smooth manifold, which we assume to be compact with at most finitely
many boundary components unless otherwise stated. This is to be distinguished
from the notion of an algebraic surface, which is a two-dimensional integral scheme
of finite type over a field, also making an appearance in this paper. By a surface
of type (g, n) we shall mean a surface of genus g with n boundary components.
A curve on a surface will be a smoothly embedded copy of an unoriented circle.
A noncontractible curve on a surface is essential if it is not isotopic to a boundary
curve and does not intersect the boundary. Given a surface Σ, let E(Σ) denote
the set of isotopy classes of essential curves on Σ. Given an essential curve a on
Σ, we denote by Σ|a the surface obtained by cutting Σ along a. We shall say that
a is separating if Σ|a has a strictly greater number of connected components than
Σ, and nonseparating otherwise. For instance, if Σ is a surface of type (1, 2) and
a ⊂ Σ is a nonseparating curve, then Σ|a is a surface of type (0, 4).
2.1.1. Optimal generators. Let Σ be a surface of type (g, n), and choose a base
point x ∈ Σ. We shall denote based loops on Σ by Greek letters, and if the loops
are simple then their underlying curves by corresponding English alphabets. We
have the standard presentation of the fundamental group
pi1(Σ, x) = 〈α1, β′1, · · · , αg, β′g, γ1, · · · , γn|[α1, β′1] · · · [αg, β′g]γ1 · · · γn〉
where in particular γ1, · · · , γn correspond to loops around the boundary curves of
Σ. For i = 1, · · · , g, let βi be the based loop traversing β′i in the opposite direction.
We can choose the sequence of generating loops (α1, β1, · · · , αg, βg, γ1, · · · , γn) so
that it satisfies the following:
(1) each loop in the sequence is simple,
(2) any two distinct loops in the sequence intersect exactly once (at x), and
(3) every product of distinct elements in the sequence preserving the cyclic
ordering, can be represented by a simple loop in Σ.
Some examples of products alluded to in (3) are α1βg, α1α2β2βg, and βgγnα1. We
refer to (α1, β1, · · · , αg, βg, γ1, · · · , γn) as a sequence of optimal generators for pi1Σ.
See Figure 1 for an illustration of optimal generators for (g, n) = (2, 1).
2.1.2. Mapping class group. Let Γ = Γ(Σ) = pi0 Diff
+(Σ, ∂Σ) be the mapping class
group of a surface Σ. By definition, it is the group of isotopy classes of orientation
preserving diffeomorphisms of Σ fixing the bondary of Σ pointwise. Given a simple
closed curve a ⊂ Σ disjoint from ∂Σ, the associated (left) Dehn twist τa ∈ Γ on Σ
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Figure 1. Optimal generators for (g, n) = (2, 1)
is defined as follows. Let S1 = {z ∈ C : |z| = 1} be the unit circle. Let τ be the
diffeomorphism from S1 × [0, 1] to itself given by
(z, t) 7→ (ze2piit, t).
Choose a closed tubular neighbourhood N of a in Σ, and an orientation preserving
diffeomorphism f : N → S1 × [0, 1]. The Dehn twist τa is given by
τa(x) =
{
f−1 ◦ τ ◦ f(x) if x ∈ N,
x otherwise.
The class of τa in Γ is independent of the choices involved above, and depends only
on the isotopy class of a. It is a standard fact that Γ = Γ(Σ) is generated by Dehn
twists along simple closed curves in Σ (see [14, Chapter 4]).
2.2. Character varieties. Let pi be a finitely generated group. Its representation
variety Hom(pi,SL2) is the complex affine scheme determined by the functor
A 7→ Hom(pi,SL2(A))
for every affine C-algebra A. Given a set of generators of pi with m elements, we
have an explicit presentation of Hom(pi,SL2) as a closed subscheme of SL
m
2 defined
by equations coming from relations among the generators. The character variety
of pi is the affine invariant theoretic quotient
X(pi) = Hom(pi,SL2) // SL2 = SpecC[Hom(pi,SL2)]SL2
of the representation variety Hom(pi,SL2) by the conjugation action of SL2. The
complex points of X(pi) parametrize the semisimple representations ρ : pi → SL2(C)
up to conjugacy. Every a ∈ pi defines a regular function tra on X(pi) given by
tra ρ = tr ρ(a), and the functions {tra}a∈pi generate the coordinate ring of X(pi) as
a C-algebra. In fact, the affine scheme X(pi) has a natural model over Z, defined
as the spectrum of
R(pi) = Z[tra : a ∈ pi]/(tr1−2, tra trb− trab− trab−1).
(For this and Fact 8 below, we refer to [25], [32], [34].) Here, 1 denotes the identity
of pi. The relations in the above presentation arise from the fact that the 2 × 2
identity matrix 1 has trace 2 and that tr a tr b = tr ab+tr ab∗ for any 2×2 matrices
a and b, where b∗ denotes the adjugate of b. The following fact is well known:
Fact 8. Let pi be a group with finite generating set a1, · · · , am. The coordinate ring
of X(pi) is finitely generated as a C-algebra by
trai1 ···aik
for i1 < · · · < ik integers in {1, · · · ,m} and 1 ≤ k ≤ 3.
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Example 9. We refer to Goldman [18] for details of examples below. Let Fm denote
the free group on m ≥ 1 generators a1, · · · , am.
(1) We have tra1 : X(F1) ' A1.
(2) We have (tra1 , tra2 , tra1a2) : X(F2) ' A3 by Fricke [18, Section 2.2].
(3) The coordinate ring of X(F3) is the quotient of the polynomial ring on 8
variables C[tra1 , tra2 , tra3 , tra1a2 , tra2a3 , tra1a3 , tra1a2a3 , tra1a3a2 ] by the ideal
generated by two elements
tra1a2a3 + tra1a3a2 −(tra1a2 tra3 + tra1a3 tra2 + tra2a3 tra1 − tra1 tra2 tra3)
and
tra1a2a3 tra1a3a2 − {(tr2a1 + tr2a2 + tr2a3) + (tr2a1a2 + tr2a2a3 + tr2a1a3)
− (tra1 tra2 tra1a2 + tra2 tra3 tra2a3 + tra1 tra3 tra1a3)
+ tra1a2 tra2a3 tra1a3 −4}.
In particular, X(F3) is finite of degree 2 over the affine space A6 under the
projection to the first 6 variables listed above.
Let Σ be a surface of type (g, n). We shall study the moduli space
X = X(Σ) = X(pi1Σ).
Its complex points parametrize the isomorphism classes of semisimple SL2(C)-local
systems on Σ. Since the regular function trb on X depends only on the conjugacy
class of b ∈ pi1Σ, it follows that a curve a in Σ gives rise to a regular function tra on
X. In particular, the boundary curves c1, · · · , cn of Σ induce a natural morphism
to affine space
(trc1 , · · · , trcn) : X(Σ)→ An.
For each k ∈ An(C), we denote by Xk = Xk(Σ) the corresponding fiber, which is
an affine algebraic variety of dimension 6g + 2n− 6. If moreover n ≥ 1, then Xk is
known to be log Calabi-Yau [39]. Each Xk is also called a relative character variety
in the literature. Let us introduce the following notation as in Section 1. For any
subsets A ⊆ C and K ⊆ Cn, we denote by
XK(A) = XK(Σ, A)
the locus of complex points on X satisfying the two conditions:
(1) tra ρ ∈ A for every essential curve a ⊂ Σ, and
(2) (trc1 ρ, · · · , trcn ρ) ∈ K.
For convenience, we write X(A) = XC(A) and Xk(A) = X{k}(A). The following
lemma shows that there is no risk of ambiguity with this notation.
Lemma 10. If A is a subring of C and k ∈ An, then Xk has a model over A and
Xk(A) recovers the set of A-valued points of Xk in the sense of algebraic geometry.
Proof. Let A and k ∈ An be as above. We have a model of Xk over A with
coordinate ring SpecR(pi1Σ) ⊗Z A. It is clear that an A-valued point in the sense
of algebraic geometry corresponds to a point in Xk(A). The converse follows from
the observation, using the identity tra trb = trab + trab−1 , that trb for every b ∈ pi1Σ
can be written as a Z-linear combination of trace functions tra for a ∈ E(Σ). 
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The construction of the moduli space X(Σ) is functorial in Σ. In particular, any
map f : Σ1 → Σ2 of surfaces induces a morphism f∗ : X(Σ2) → X(Σ1) of moduli
spaces, depending only the homotopy class of f . On complex points, this is given
by pullback of local systems followed by semisimplification. In particular, X(Σ)
carries an action of the mapping class group Γ(Σ). This action on X(Σ) preserves
each variety Xk(Σ), as well as the set XK(Σ, A) for every A ⊆ C and K ⊆ Cn.
3. Markoff descent
In this section, we establish Theorems 2 and 3 in the cases where (g, n) = (1, 1)
and (0, 4), using a classical elementary argument essentially due to Markoff. These
cases are distinguished by the fact that the moduli spaces Xk are two-dimensional
algebraic surfaces, with explicit cubic equations in affine three-space A3. Given a
sequence k = (k1, · · · , kn) ∈ Cn we shall write
Height(k) = max{1, |k1|, · · · , |kn|}
throughout this section.
Figure 2. Curves on a surface of type (1, 1) with corresponding functions
3.1. Surfaces of type (1, 1). Let Σ be a surface of type (1, 1), i.e. a one holed
torus. Let (α, β, γ) be an optimal generating sequence for pi1Σ as defined in Section
2.1. By Example 9.(2), we have (trα, trβ , trαβ) : X(Σ) ' A3. From the trace
relations in Section 2.2, we obtain
trγ = trαβα−1β−1 = trαβα−1 trβ−1 − trαβα−1β
= tr2β − trαβ trα−1β + trαα = tr2β − trαβ(trα−1 trβ − trαβ) + tr2α− tr1
= tr2α + tr
2
β + tr
2
αβ − trα trβ trαβ −2.
Thus, writing (x, y, z) = (trα, trβ , trαβ) so that each of the variables x, y, and z
corresponds to an essential curve on Σ as depicted in Figure 2, the moduli space
Xk ⊂ X has an explicit presentation as the affine cubic algebraic surface in A3x,y,z
given by the equation
x2 + y2 + z2 − xyz − 2 = k.
The mapping class group Γ = Γ(Σ) acts on Xk via polynomial transformations.
For convenience, let a, b, and ab be the essential curves lying in the free homotopy
classes of loops α, β, and αβ, respectively. We have the following descriptions of
the associated Dehn twist actions.
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Lemma 11. The Dehn twist actions τa, τb, and τab on X(Σ) are given by
τ∗a : (x, y, z) 7→ (x, z, xz − y),
τ∗b : (x, y, z) 7→ (xy − z, y, x),
τ∗ab : (x, y, z) 7→ (y, yz − x, z)
in terms of the above coordinates.
Proof. Note that we have τa(a) has homotopy class of α, τa(b) has homotopy class
of αβ, and τa(ab) has homotopy class of ααβ. Noting that trααβ = trα trαβ − trβ ,
we obtain the desired expression for τ∗a . The other Dehn twists are similar. 
Each of the morphisms τ∗a , τ
∗
b , and τ
∗
ab is a composition of a Vieta involution,
i.e. morphism of the form (x, y, z) 7→ (x, y, xy − z), with a transposition of two
coordinates. Let Γ′ denote the group of automorphisms of Xk generated by the
transpositions and even sign changes of coordinates as well as the Vieta involutions.
The mapping class group dynamics on Xk(R) was analyzed in detail by Goldman
[20], and the work of Ghosh-Sarnak [16] establishes a remarkable exact fundamental
set for the action of Γ′ on the integral points Xk(Z) for admissible k. We emphasize
that our focus is on establishing descent for the complex points; cf. Silverman [37].
Lemmas 12 and 13 below establish Theorems 2 and 3 for (g, n) = (1, 1).
Lemma 12. There is a constant C > 0 independent of k such that, given any
ρ ∈ Xk(C), there exists some γ ∈ Γ such that γ · ρ = (x, y, z) satisfies
min{|x|, |y|, |z|} ≤ C ·Height(k)1/3.
Proof. We notice that it suffices to prove the lemma with Γ replaced by Γ′. Suppose
first that ρ = (x, y, z) satisfies
|x| ≤ |y| ≤ |z| ≤ |xy − z|.(∗)
If |x| ≤ 8 then we are done, so assume otherwise. Note that we have
|z|2 ≤ |z(xy − z)| = |x2 + y2 − 2− k| ≤ 2|y|2 + 2 + |k|.
Suppose first that |xy| ≤ 2|z|. We then have
|xy|2
4
≤ |z|2 ≤ |x2 + y2 − 2− k| ≤ 2|y|2 + 2 + |k|.
Dividing both sides by |y|2, we obtain
|x|2
4
≤ 2 + 2 + |k||y|2 ≤ 2 +
2 + |k|
|x|2 ≤ 2 max
{
2,
2 + |k|
|x|2
}
and therefore |x|4 ≤ 8(2 + |k|), as desired. Suppose next that |xy| ≥ 2|z|. We have
|z||xy|
2
≤ |z(xy − z)| ≤ 2|y|2 + 2 + |k|.
Dividing both sides by |yz| and arguing as above, we obtain |x|3 ≤ 4(2 + |k|), as
desired. It therefore remains to consider the case where no γ ·ρ with γ ∈ Γ′ satisfies
the analogue of (∗). Assuming |x| ≤ |y| ≤ |z| without loss of generality, we must
have |xy−z| ≤ |y|, since otherwise we may replace (x, y, z) by (x, y, z′), z′ = xy−z,
satisfying an analogue of (∗). If |x| ≤ 12 then we are done, so assume otherwise.
Suppose first that 2|y| ≥ |z|. We then have
|xz2|/2 ≤ |xyz| = |x2 + y2 + z2 − 2− k| ≤ 3|z|2 + 2 + |k|.
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Dividing both sides by |z|2 and arguing as before, we find that |x|3 ≤ 4(2 + |k|).
Thus, assume that 2|y| ≤ |z|. We then replace (x, y, z) by (x, xy − z, y) and repeat
the above argument. Since
2 max{|x|, |y|, |xy − z|} = 2|y| ≤ |z| = max{|x|, |y|, |z|},
this cannot continue indefinitely without reaching our desired result. 
Lemma 13. Let K ⊂ C be a bounded set. Let A be a set such that
(1) A ⊂ R and dist(A, {±2}) > 0, or
(2) A ⊂ C and dist(A, [−2, 2]) > 0.
There is a constant C = C(K,A) > 0 such that, for every ρ ∈ XK(A), there exists
γ ∈ Γ such that γ · ρ = (x, y, z) satisfies max{|x|, |y|, |z|} ≤ C.
Proof. We notice that it suffices to prove the lemma with Γ replaced by Γ′. Fix
δ > 0 such that
|λ+ λ−1 − x| > δ
for every x ∈ A and λ ∈ K with 1 ≤ |λ| ≤ √1 + δ, where K = R if A satisfies the
first condition in the lemma and K = C otherwise. Such a number δ exists by our
assumption on A. Let ρ = (x, y, z) ∈ Xk(A) be any point with k ∈ K. By Lemma
12, we may assume without loss of generality that
m(ρ) = |x| ≤ C1(1 + |k|)1/3
for a positive constant C1 independent of ρ and k. Let  = |x2 − 2− k|. Writing
c = inf{|y′| : (x, y′, z′) ∼ (x, y, z)}
where ∼ indicates equivalence under Γ′, we may further assume that
min{|y|, |z|} ≤ (c2 + )1/2
and that |y| ≤ |z|. We claim that |y|2 ≤ /δ. Indeed, suppose otherwise. We have
the following three cases:
(1) We have |xy−z| ≤ |y| ≤ |z|. Replacing (x, y, z) by (x, y′, z′) = (x, xy−z, y),
we may thus assume c ≤ |y| ≤ |z| ≤ (c2 + )1/2 and thus
|z|2 ≤ |y|2 +  ≤ |y|2(1 + δ).
(2) We have |y| ≤ |xy−z| ≤ |z|. Replacing (x, y, z) by (x, y′, z′) = (x, y, xy−z),
we reduce to the third case below.
(3) We have |y| ≤ |z| ≤ |xy − z|. In particular, we have
|z|2 ≤ |z(xy − z)| = |x2 + y2 − 2− k| ≤ |y|2 +  < |y|2(1 + δ).
Thus, in all cases, the ratio λ = z/y satisfies 1 ≤ |λ| ≤ √1 + δ. Dividing the
equation y2 + z2 − xyz = 2 + k − x2 by yz, we have∣∣λ−1 + λ− x∣∣ = |yz| ≤ δ,
contradicting the definition of δ. Thus, we must have |y| ≤ /δ. Finally, considering
the above three cases again, we have
max{|y|, |z|} ≤ (1 + δ)/δ,
up to replacing (x, y, z) by (x, xy − z, y) in case |xy − z| ≤ |y| ≤ |z|. Combining
this with the bound on |x| in the beginning, we have proved our desired result. 
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Figure 3. Curves on surfaces of type (0, 4) with corresponding functions
3.2. Surfaces of type (0, 4). Let Σ be a surface of type (0, 4), i.e. a four holed
sphere. Let (γ1, · · · , γ4) be an optimal generating sequence for pi1Σ as defined in
Section 2.1. Let X(Σ) be the character variety of Σ as introduced in Section 2.2.
By Example 9.(3), for k = (k1, k2, k3, k4) ∈ C4 the relative character variety Xk(Σ)
is an affine cubic algebraic surface in A3x,y,z given by the equation
x2 + y2 + z2 + xyz = ax+ by + cz + d
with  a = k1k2 + k3k4b = k1k4 + k2k3
c = k1k3 + k2k4
and d = 4−
4∑
i=1
k2i −
4∏
i=1
ki.
Each of the variables (x, y, z) = (trγ1γ2 , trγ2γ3 , trγ1γ3) corresponds to an essential
curve on Σ as depicted in Figure 3. The mapping class group Γ = Γ(Σ) acts on
Xk via polynomial transformations. In particular, by an elementary argument as
in Lemma 11, we see that Dehn twists give rise to morphisms
(x, y, z) 7→ (x, b− xz − y, c− x(b− xz − y)− z),
(x, y, z) 7→ (a− y(c− xy − z)− x, y, c− xy − z),
(x, y, z) 7→ (a− yz − x, b− (a− yz − x)z − y, z).
Note that each transformation is a composition of two of the three Vieta involutions
defined on Xk:
τx : (x, y, z) 7→ (a− yz − x, y, z),
τy : (x, y, z) 7→ (x, b− xz − y, z),
τz : (x, y, z) 7→ (x, y, c− xy − z).
Let Γ′ be the group of automorphisms of Xk generated by the Vieta involutions.
Note that given two points ρ, ρ′ ∈ Xk(C) are Γ′-equivalent if and only if they are
Γ-equivalent or ρ is Γ-equivalent to all of τx · ρ′, τy · ρ′, and τz · ρ′. The following
lemmas prove Theorems 2 and 3 for (g, n) = (0, 4).
Lemma 14. There is a constant C > 0 independent of k such that, given any
ρ ∈ Xk(C), there exists some γ ∈ Γ such that γ · ρ = (x, y, z) satisfies one of:
(1) min{|x|, |y|, |z|} ≤ C,
(2) |yz| ≤ C Height(a),
(3) |xz| ≤ C Height(b),
(4) |xy| ≤ C Height(c), or
(5) |xyz| ≤ C Height(d).
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Proof. We proceed as in the proof of Lemma 12. Suppose first ρ = (x, y, z) satisfies
|x| ≤ |y| ≤ |z| ≤ |c− xy − z|.(∗)
Note that we have
|z|2 ≤ |z(c− xy − z)| = |x2 + y2 − ax− by − d| ≤ 4 max{2|y|2, |ax|, |by|, |d|}.
Assume first that |xy| ≤ 2|z|. We then have
|xyz|
2
≤ |z|2 ≤ 4 max{2|y|2, |ax|, |by|, |d|}
which gives us the desired result. Assume next that |xy| ≥ 2|z|. If now |xy| ≤ 3|c|,
then we are done, we may assume |xy| ≥ 3|c|. We then have
|xyz|
6
≤ |z(c− xy − z)| ≤ 4 max{2|y|2, |ax|, |by|, |d|}
as desired. If ρ = (x, y, z) satisfies an analogue of (∗) with a suitable change in the
roles of the variables x, y, z, then the same argument applies. It therefore remains
to consider the case where no γ · ρ with γ ∈ Γ′ satisfies an analogue of (∗). Let us
assume that |x| ≤ |y| ≤ |z|; the other cases will follow similarly. We must have
|c− xy − z| ≤ |y|,
since otherwise we may replace (x, y, z) by (x, y, z′), z′ = c− xy − z, satisfying an
analogue of (∗). Now, if |x| ≤ 8 then we are done, so assume otherwise. Suppose
first that 2|y| ≥ |z|. We then have
|xz2|/2 ≤ |xyz| = |x2 + y2 + z2 − ax− by − cz − d|
≤ 5 max{3|z|2, |ax|, |by|, |cz|, |d|}
which gives us the desired result. Thus, assume that 2|y| ≤ |z|. We then replace
(x, y, z) by (x, y, c− xy − z) and repeat the above argument. Since
2 max{|x|, |y|, |c− xy − z|} = 2|y| ≤ |z| = max{|x|, |y|, |z|},
this cannot continue indefinitely without reaching our desired result. 
Lemma 15. Let K ⊂ Cn be a compact set. Let A be a set such that:
(1) A ⊂ R and dist(A, {±2}) > 0, or
(2) A ⊂ C and dist(A, [−2, 2]) > 0.
There is a constant C = C(K,A) > 0 such that, for every ρ ∈ XK(A), there exists
γ ∈ Γ such that γ · ρ = (x, y, z) satisfies max{|x|, |y|, |z|} ≤ C.
Proof. We notice that it suffices to prove the lemma with Γ replaced by Γ′. We
argue as in the proof of Lemma 13. Fix δ > 0 such that
|λ+ λ−1 − (−x)| > δ
for every x ∈ A and λ ∈ K with 1 ≤ |λ| ≤ √1 + δ, where K = R if A satisfies the
first condition in the lemma and K = C otherwise. Such a number δ exists by our
assumption on A. Let ρ = (x, y, z) ∈ Xk(A) be any point with k ∈ K. By Lemma
14, we may assume without loss of generality that
min{|x|, |y|, |z|} ≤ C1 Height(k)4/3
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for a positive constant C1 independent of ρ and k. Assume |x| = min{|x|, |y|, |z|};
the other cases will follow similarly. Let  = |x2 − ax− d|. Writing
c = inf{|y′|, |z′| : (x, y′, z′) ∼ (x, y, z)}
where ∼ indicates equivalence under Γ′, we may further assume that
min{|y|, |z|} ≤ (c2 + )1/2.
We assume |y| ≤ |z|; the other cases will follow similarly. We shall first bound the
size of |y|. If |y| ≤ 4|b|/δ or |y| ≤ 4|c|/δ or |y|2 ≤ 2/δ, then we are done, so suppose
otherwise. We have the following three cases:
(1) We have |c− xy − z| ≤ |y| ≤ |z|. Replacing (x, y, z) by
(x, y, z′) = (x, y, c− xy − z)
and switching the roles of y and z, we may assume c ≤ |y| ≤ |z| ≤ (c2+)1/2
and thus
|z|2 ≤ |y|2 +  ≤ |y|2(1 + δ).
(2) We have |y| ≤ |c− xy − z| ≤ |z|. Replacing (x, y, z) by
(x, y′, z′) = (x, y, c− xy − z)
we reduce to the third case below.
(3) We have |y| ≤ |z| ≤ |c− xy − z|. In particular, we have
|z|2 ≤ |z(c− xy − z)| = |x2 + y2 − ax− by − d| < |y|2(1 + δ).
Thus, in all cases, the ratio λ = z/y satisfies 1 ≤ |λ| ≤ √1 + δ. Dividing the
equation y2 + z2 + xyz = ax+ by + cz + d− x2 by yz, we have∣∣λ−1 + λ+ x∣∣ = |by|+ |cz|+ |yz| ≤ δ,
contradicting the definition of δ. Thus, we must have |y| ≤ 4 max{|b|, |c|}/δ or
|y| ≤ 2/δ. Finally, considering the above three cases again, we also obtain a bound
on |z| in terms of |x| and Height(k). Combining this with the bound on |x| in the
beginning, we have proved our desired result. 
4. Harmonic maps and systoles
The purpose of this section is to prove Theorem 2, using the theory of harmonic
maps and systolic inequalities. Let Σ be a surface of type (g, n) with 3g+n−3 > 0.
In Section 1.2, we defined the systolic trace of an SL2(C)-local system ρ on Σ to be
sys tr(ρ) = inf{|tr ρ(a)| : a ∈ E(Σ)}.
For the purposes of our proof of Theorem 2, it will be more useful to work with the
notion of a systole, which we introduce as follows. Recall that the group SL2(C)
acts naturally on the hyperbolic three-space H3 ' SL2(C)/SU(2) by isometries
(See Section 4.2 for details). The translation length of an element g ∈ SL2(C) is by
definition
length(g) = inf{d(x, g · x) : x ∈ H3}
where d(·, ·) denotes the hyperbolic distance on H3. Note that translation length
descends to a function of the conjugacy classes in SL2(C). If an element g ∈ SL2(C)
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is elliptic or parabolic, i.e. tr(g) ∈ [−2, 2], then length(g) = 0. Otherwise, up to
conjugacy we may assume that
g =
[
λ 0
0 λ−1
]
for some unique λ ∈ C with |λ| > 1, and writing λ = exp((`+ iθ)/2) with `, θ ∈ R,
we have length(g) = `. Given an SL2(C)-local system ρ, we define its systole to be
sys(ρ) = inf{length ρ(a) : a ∈ E(Σ)}.
This recovers the notion of systole for hyperbolic surfaces in case ρ : pi1Σ→ SL2(R)
arises from a hyperbolic structure by uniformization. We note that bounding the
systolic trace of a local system is equivalent to bounding its systole. Therefore, this
section will be devoted to bounding the systole of a local system in terms of the
translation lengths of its monodromy along the boundary curves of the surface.
4.1. Differential geometry. For the convenience of the reader and to set up our
notation, we begin with a brief exposition of the relevant notions and results in
differential geometry.
4.1.1. Curvature. LetM be a smooth manifold with Riemannian metric σ = 〈−,−〉.
Let ∇ be the associated Levi-Civita connection, and R = −∇2 the Riemannian
curvature tensor. For p ∈M and two-dimensional subspace V ⊆ TpM spanned by
tangent vectors x, y, the sectional curvature of V is by definition
K(V ) = K(x, y) =
〈R(x, y)x, y〉
〈x, x〉〈y, y〉 − 〈x, y〉2 .
One can show that K(V ) is independent of the choice of basis {x, y} for V . The
manifold M is said to have nonpositive sectional curvature if K(V ) ≤ 0 for every
two-dimensional subspace V ⊆ TpM for every p ∈M . For any real  > 0, we shall
denote by M() the smooth manifold M with the scaled metric σ = 〈−,−〉.
When discussing a geometric construction in the presence of multiple manifolds,
we shall use a subscript or superscript to indicate to which manifold it belongs.
For instance, we shall write KM for the sectional curvature on M . Given smooth
manifolds M and N , let piM : M×N →M and piN : M×N → N be the projections.
Lemma 16. Let M and N be Riemannian manifolds of dimension at least 2.
(1) If M and N have nonpositive curvature, then so does M ×N .
(2) For every (p, q) ∈M×N and two-dimensional subspace V ⊆ T(p,q)(M×N)
such that dimR dpiN (V ) = 2,
lim
→0
KM()×N (V ) = KN (dpiN (V )).
Proof. A vector field on T (M×N) ' pi∗MTM⊕pi∗NTN can be written as (X,Y ) for
some vector field X on M and Y on N . With this identification, the Levi-Civita
connection on M ×N is given by
∇M×N(X1,Y1)(X2, Y2) = (∇MX1X2,∇NY1Y2)
for vector fields Xi on M and Yi on N . Therefore, by definition we have
RM×N ((X1, Y1), (X2, Y2))(X3, Y3)
= (−∇(X1,Y1)∇(X2,Y2) +∇(X2,Y2)∇(X1,Y1) +∇[(X1,Y1),(X2,Y2)])(X3, Y3)
= (RM (X1, X2)X3, R
M (Y1, Y2)Y3).
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It follows that, given a point (p, q) ∈ M × N and the two-dimensional subspace
V ⊆ T(p,q)(M × N) generated by two vectors (x1, y1) and (x2, y2), the sectional
curvature KM×N (V ) of V is therefore given by
〈RM (x1, x2)x1, x2〉M + 〈RN (y1, y2)y1, y2〉N
(〈x1, x1〉M + 〈y1, y1〉N )(〈x2, x2〉M + 〈y2, y2〉N )− (〈x1, x2〉M + 〈y1, y2〉N )2 .
The two claims of the lemma follow immediately from this computation. 
Let L > 0 be a real number. Let ∂/∂t be the standard vector field on the interval
[0, L]. Let γ : [0, L]→M be a smooth path. Let us suppose that it is of unit speed,
that is, the vector field
dγ
dt
:= dγ
(
∂
∂t
)
∈ C∞([0, 1], γ∗TM)
along γ has norm 1 everywhere. Using the Levi-Civita connection on M , we can
define the covariant derivative of this vector field:
D
dt
dγ
dt
:= ∇∂/∂t dγ
dt
.
Here, ∇ is the connection on γ∗TM induced by the Levi-Civita connection on M .
By definition, the curvature of γ is the norm of this covariant derivative:
k =
∥∥∥∥Ddt dγdt
∥∥∥∥ .
It is a nonnegative real function on the interval [0, L]. We define γ to be a geodesic
path (of unit speed) if its curvature vanishes identically, i.e.,
D
dt
dγ
dt
= 0.
We remark that, if M is a submanifold of a Riemannian manifold N with induced
metric, and γ is a smooth path in M , then kM ≤ kN on γ.
For boundary curves of surfaces, the following refinement of curvature with sign
is useful. Suppose S is a compact oriented Riemannian surface, and let c be a
boundary curve. Let γ : [0, L] → c be a unit speed parametrization of c. Let ν be
the inward facing unit normal vector field along c within S. The signed curvature
of c in S is the function k′ : [0, L]→ R given by
k′ =
〈
ν,
D
dt
dγ
dt
〉
.
Note that we have |k′| = k. Below, we record the Gauss-Bonnet formula.
Theorem 17 (Gauss-Bonnet). If S is a compact oriented Riemannian surface with
boundary curves c1, · · · , cn, then∫
S
K d volS +
n∑
i=1
∫
ci
k′ dsσ = 2piχ(S)
where d volS is the volume element on S, ds is the line element on ∂S induced by
the metric, and χ(S) is the Euler characteristic of S.
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4.1.2. Harmonic maps. Let f : M → N be a smooth map of Riemannian manifolds
with possible boundary. Let us view its differential df as a smooth section of
T ∗M ⊗ f∗TN over M . The second fundamental form of f is defined by
IIf = ∇(df) ∈ C∞(M,T ∗M ⊗ T ∗M ⊗ f∗TN).
Here, by ∇ we mean the connection on T ∗M ⊗f∗TN induced from the Levi-Civita
connection ∇M on M and the pullback ∇f of the Levi-Civita connection ∇N on
N . Explicitly, we have
IIf (X,Y ) = ∇fX(df(Y ))− df(∇MX Y )
for vector fields X and Y on M . If f : M → N is an isometric embedding of
Riemannian manifolds, then in fact IIf (X,Y ) defines a section of the normal bundle
of M in N . In such a case, we shall write IIM = IIf if there is no risk of confusion.
We record a theorem of Gauss (See [9, Chapter 6, Theorem 2.5]).
Theorem 18 (Gauss). If M is a submanifold of a Riemannian manifold N with
the induced metric, and x, y are orthonormal vectors in TpM for p ∈M , then
KM (x, y) = KN (x, y) + 〈IIM (x, x), IIM (y, y)〉 − ‖ IIM (x, y)‖2.
Given a smooth map f : M → N of Riemannian manifolds as before, let us
define the tension field of f to be the trace of the second fundamental form
∆f = trM II
f ∈ C∞(M,f∗TN).
Here, trM indicates the contraction of a section of T
∗M ⊗ T ∗M with the dual
metric on T ∗M , viewed as a section of TM ⊗ TM . In other words, given a local
orthonormal frame {e1, · · · , en} of TM ,
∆f = IIf (e1, e1) + · · ·+ IIf (en, en).
The map f is said to be harmonic if its tension field vanishes identically, i.e.
∆f = 0.
For example, it follows from the discussion in Section 4.1.1 that harmonic maps from
an interval to a Riemannian manifold are precisely the geodesic paths (of constant
speed). To provide intuition, we recall the following variational interpretation of
harmonicity. For a smooth map f : (M,σM )→ (N, σN ) of Riemannian manifolds,
the energy of f is defined to be the integral
E(f) =
1
2
∫
M
‖df‖2 d volM
where the norm of df ∈ C∞(M,T ∗M ⊗ f∗TN) is induced from σM and σN . Let
us consider the variation of the energy functional E in the family of smooth maps
f : M → N of finite energy, subject to one of the following conditions in the case
where ∂M is nomempty:
(1) (Dirichlet) f |∂M = h is fixed.
(2) (Neumann) df(ν) ≡ 0 where ν is the normal vector field to ∂M in M .
The following result is well known.
Proposition 19. The Euler-Lagrange equation for the energy functional E is
∆f = 0.
In other words, harmonic maps of finite energy are the critical points of E.
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Proof. Let ft : M × (−, )→ N be a family of smooth maps with f = f0 satisfying
one of the following: (1) (dft/dt)|∂M ≡ 0, or (2) dft(ν) ≡ 0 for any normal vector
on ∂M . Our goal is to derive the variational formula
d
dt
E(ft)
∣∣∣∣
t=0
= −
∫
M
〈
∆f,
df
dt
∣∣∣∣
t=0
〉
d volM .(∗)
where the inner product within the integral is with respect to the metric on f∗TN
induced from the metric on N . As one varies the families ft, this would show that
f is a critical point of the energy functional if and only if ∆f = 0. To obtain the
variational formula, note first that
d
dt
E(ft)
∣∣∣∣
t=0
=
1
2
d
dt
∫
M
〈df, df〉 d volM =
∫
M
〈∇∂/∂t(df), df〉 d volM
=
∫
M
trM
〈∇∂/∂t(df)(−), df(−)〉f∗TN d volM .
Let us consider the 1-form ω on M given by
ω(X) =
〈
df
dt
∣∣∣∣
t=0
, df(X)
〉
.
Its divergence is given by
Divω = − trM ∇
〈
df
dt
∣∣∣∣
t=0
, df(−)
〉
= − trM
〈
∇ df
dt
∣∣∣∣
t=0
, df(−)
〉
f∗TN
− trM
〈
df
dt
∣∣∣∣
t=0
,∇df(−)
〉
f∗TN
= − trM
〈
(∇∂/∂tdf)(−), df(−)
〉
f∗TN −
〈
df
dt
∣∣∣∣
t=0
,∆f
〉
f∗TN
.
Thus, we have
d
dt
E(ft)
∣∣∣∣
t=0
=
∫
M
Divω d volM −
∫
M
〈
∆f,
df
dt
∣∣∣∣
t=0
〉
d volM .
On the othe hand, by Green’s theorem, we have∫
M
Divω d volM =
∫
∂M
ω(ν) d vol∂M =
∫
∂M
〈
df
dt
∣∣∣∣
t=0
, df(ν)
〉
d vol∂M .
where ν is a unitary normal vector field along ∂M . By our hypothesis on ft, we
conclude that
∫
M
Divω d volM = 0, proving the desired variational formula. 
We shall consider a more general notion of “twisted” harmonic maps, or harmonic
sections. Given a representation ρ : pi1M → Isom(N) of the fundamental group of
M into the group of isometries of N , we consider the fibre bundle
Nρ = M¯ ×ρ N
over M , where M¯ is the universal cover of M . By local triviality of Nρ, we may
equip Nρ with the metric induced from those of M and N , and extend the notions of
second fundamental forms and harmonicity to sections s : M → Nρ. In particular,
a section s is harmonic if
∆s = trM (∇(Ds)) = 0
where Ds is the vertical differential of s, and ∇ is the connection on T ∗M⊗s∗V Nρ,
for V Nρ the vertical tangent bundle of Nρ.
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4.1.3. Systolic inequality. Given a surface S of type (g, n) satisfying 3g+n− 3 > 0
with an arbitrary Riemannian metric, we define its systole sys(S) to be the infimal
length of an essential curve on S. This recovers the usual notion of systole for
closed Riemannian surfaces. We begin by recording the following results in systolic
geometry due to Gromov [22, Proposition 5.1.B] and Balacheff-Parlier-Sabourau [1,
Theorem 6.10].
Theorem 20 (Gromov). For any closed surface S of genus g ≥ 1 with an arbitrary
Riemannian metric, we have sys(S)2 ≤ 2 Vol(S).
Theorem 21 (Balacheff-Parlier-Sabourau). There is a constant Cg such that any
complete Riemannian surface S of genus g with n ends, with volume normalized to
2pi|χ(S)|, admits a pants decomposition whose total length does not exceed
Cgn log(n+ 1).
Using these results, we deduce the following.
Corollary 22. There is a constant Cg,n such that, for any Riemannian surface S
of type (g, n) with 3g + n− 3 > 0, we have
sys(S)2 ≤ Cg,n(Vol(S) + `21 + · · ·+ `2n)
where `1, · · · , `n are the lengths of the boundary curves c1, · · · , cn of S, respectively.
Proof. Assume first that g ≥ 1. For each i = 1, · · · , n, let us attach a Riemannian
disk Di to the boundary curve ci on S, satisfying the following two conditions:
(1) between any two points on the boundary of Di, the shortest path between
them lies on the boundary; and
(2) the area of Di is bounded by a fixed positive constant times the square of
the perimeter.
For instance, the disk Di can be taken to be the union of the cylinder ci × [0, 2`i]
with a spherical cap on one end. After attaching the disks D1, · · · , Dn to S (and
after a small perturbation to obtain a smooth Riemannian metric), the resulting
closed Riemannian surface (M,σM ) has genus g ≥ 1 with volume
Vol(M) ≤ Vol(S) + c
n∑
i
`2i
for some positive constant c. By Gromov’s theorem (Theorem 20), there exists a
shortest non-contractible curve a on M of length at most
√
2 Vol(M)1/2. Note that
a lies entirely within S by our assumption on the disks Di, and in fact corresponds
to an essential curve on S. Since the restriction of the metric M to S is the original
metric (at least up to small perturbation near the boundary), we have
lengthS(a)
2 ≤ C(Vol(S) + `21 + · · ·+ `2n)
for some suitable constant C > 0 which is the desired result. The case g = 0 can be
similarly deduced, by attaching suitable cylinders with cusps to S instead of disks,
and using Theorem 21 in place of Theorem 20. 
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4.2. Constructing harmonic sections. The first general result for the existence
of harmonic maps between Riemannian manifolds was proved by Eells-Sampson
[12]. Using a heat flow method (discussed in the proof of Lemma 23 below), they
showed that any smooth map of compact Riemannian manifolds is homotopic to a
harmonic map, if the target has nonpositive curvature. Their work was generalized
to include manifolds with boundary by Hamilton [23]. We shall follow their method
to construct twisted harmonic maps into the hyperbolic three-space H3. We stress
that the negative curvature of H3 is critical for the success of this approach.
We begin by recalling the model of hyperbolic three-space H3 obtained using the
quaternions. Let H = R⊕Ri⊕Rj⊕Rk be the algebra of Hamiltonian quaternions,
with the usual embedding of C = R⊕ Ri into H. Let
H3 = {(x1, x2, x3) = x1 + x2i+ x3j + 0k ∈ H : x3 > 0}
together with its standard hyperbolic metric ds2 = (dx21 + dx
2
2 + dx
2
3)/x
2
3. The
action of SL2(C) on H3 is given by[
a b
c d
]
· q = (aq + b)(cq + d)−1 for all
[
a b
c d
]
∈ SL2(C) and q ∈ H.
This action is transitive, and the stabilizer of j ∈ H3 is the special unitary group
SU(2), giving us the identification H3 ' SL2(C)/SU(2).
Let Σ be a surface of type (g, n) with 3g + n − 3 > 0. Let σ be a Riemannian
metric on Σ such that S = (Σ, σ) has constant sectional curvature −1 and each of
its boundary curves is geodesic of length 1. Fix a representation ρ : pi1S → SL2(C)
with Zariski dense image in SL2(C). The group SL2(C) acts on H3 via isometries.
We form the associated fibre bundle
H = S¯ ×ρ H3
where S¯ is the universal cover of S, and construct harmonic sections of H satisfying
certain conditions along the boundary curves of S. We have the following solution
of Dirichlet problem for harmonic sections.
Lemma 23. Given any smooth section s0 : S → H, there is a smooth section s∞
in the homotopy class of s0 satisfying
(1) ∆s∞ = 0 and
(2) s∞|∂S = s0|∂S.
Proof. When the boundary of S is empty, this was proved by Donaldson [10] using
an adaptation of the heat flow argument of Eells-Sampson [12] for harmonic maps
to Riemannian manifolds of nonpositive curvature. The case where S has nonempty
boundary was proved by Corlette [7, Proof of Theorem 2.1], adapting the work of
Hamilton [23] for harmonic maps on manifolds with boundary. The strategy is to
construct a 1-parameter family of sections
s(x, t) : S × [0,∞)→ H
as the solution of the nonlinear heat equation
∂s
∂t
= ∆s
with initial boundary conditions:
(1) s(−, 0) = s0, and
(2) s(−, t)|∂S = s0|∂S for all t ∈ [0,∞).
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Once such a family is constructed, one verifies that there is a sequences of sections
st = s(−, t) converging uniformly to a harmonic section of H satisfying the requisite
boundary condition. We shall refer to Corlette [7] for details.
Here, we make some simple remarks to provide intuition for the heat flow method.
The method is broadly divided into three steps. The first step is demonstrating the
short time existence of solutions s : S × [0, )→ H to the boundary value problem
for some  > 0. This is part of the standard theory of partial differential equations,
and geometry plays no role here. The second and the third steps are to show that
the solution to the boundary problem exists for all time, and that a sequence of
sections st converges to a harmonic section. For these, one needs suitable uniform
bounds on Dst/dt and st (and their derivatives) that are independent of t; here,
the fact that H3 has nonpositive sectional curvature will be critically used.
Let us assume for now that such bounds are given and assume that the solution
s of the heat equation is defined for all time. Combining the heat equation with
the variational formula (∗) derived in the proof of Proposition 19, we have
d
dt
E(st) = −
∫
S
〈
Dst
dt
,∆st
〉
d volS = −
∫
S
∥∥∥∥Dstdt
∥∥∥∥2 d volS
which shows that E(st) is a nonincreasing function of t. Since the energy functional
is nonnegative, together with suitable uniform bounds on Dst/dt and s(−, t) (and
their derivatives) this implies there is a sequence st of sections for which Dst/dt
converges to zero uniformly as t → ∞, and in turn st converges uniformly to a
section s∞ with ∆s∞ = 0, by following the heat equation.
Thus, it remains to obtain time-independent estimates of Dst/dt and st. (The
proof that the image of st is bounded uniformly over all time is supplied in the
argument of Corlette, loc.cit.) For this, we illustrate the importance of H3 having
nonpositive curvature using the following more classical setup. Let f0 : M → N be
a smooth map between Riemannian manifolds, where M and N are compact, and
suppose that f : M × [0, T ]→ N is a solution of the heat equation
∂f
∂t
= ∆f
with boundary conditions f(−, 0) = f0 and f |∂M = f0|∂M . Let
e(x, t) =
1
2
‖(dft)x‖2
denote the energy density of ft = f(−, t) at x ∈M . For a local orthonormal frame
{ei} of TM , we have the following Bochner formula (see for example [23, p.128])
expressing the rate of change of energy density:
∂e
∂t
= ∆e− ‖∇(df)‖2 −
∑
i
〈RicM df(ei), df(ei)〉
+
∑
i,j
〈RN (df(ei), df(ej))df(ei), df(ej)〉.
Here, the Ricci curvature tensor RicM = trM RM is defined as the trace of the
Riemannian curvature tensor RM on M , and RN is the Riemannian curvature
tensor on N . If N has nonpositive sectional curvature, then, since M is compact,
∂
∂t
e ≤ ∆e+ ce
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for some positive constant c. This allows us to use a maximum principle to conclude
that the energy density e, and hence ‖df‖, is uniformly bounded on M × [0, T ], as
follows. We reproduce an argument of Hamilton [23, p. 102]. Let
h(x, t) = exp(−(C + 1)t) · (e(x, t)−max e(·, 0)).
Then h satisfies h0 = h(·, 0) ≤ 0 and ht|∂M ≤ 0 for all t ∈ [0, T ]. Moreover,
∂h
∂t
= exp(−(C + 1)t)∂e
∂t
− C exp(−(C + 1)t) · e− h
≤ exp(−(C + 1)t) ·∆e− h = ∆h− h.
Suppose that (x, t) ∈M × [0, T ] is a point at which h(x, t) is maximal and positive.
At (x, t) we therefore have, in local coordinates {xi}:
(i) ∂h/∂xi = 0 for all i,
(ii) the Hessian [∂2h/∂xi∂xj ]ij is nonpositive as a matrix, and
(iii) ∂h/∂t ≥ 0.
The first two conditions imply that ∆h ≤ 0 at (x, t), as can be seen from the local
expression for ∆h. It follows that
0 ≤ ∂h
∂t
≤ ∆h− h ≤ −h,
contradicting our initial hypothesis that h(x, t) > 0. This shows that h(x, t) ≤ 0
for all (x, t) ∈ M × [0, T ], and hence the energy density e = ‖df‖2/2 is uniformly
bounded. 
We describe the boundary conditions we shall impose on our harmonic sections.
Let c1, · · · , cn be the geodesic boundary curves of S. For each i = 1, · · · , n, let ρ(ci)
denote the conjugacy class in SL2(C) determined by the monodromy of ρ along ci.
Let us fix a geodesic parametrization γi : [0, 1]→ ci of each boundary curve, and a
trivialization
γ∗iH = H3 × [0, 1]
such that the parallel transport H3 = (γ∗iH)0 → (γ∗iH)1 = H3 is given by the action
of the unique element ai ∈ ρ(ci) lying in{
±1,±
[
1 1
0 1
]}
∪
{[
eiθ 0
0 e−iθ
]
: θ ∈ (0, pi)
}
∪
{[
λ 0
0 λ−1
]
: λ ∈ C, |λ| > 1
}
.
Let hi : ci → H|ci be the unique section such that hi ◦ γi : [0, 1]→ H3× [0, 1] is the
graph of the path fi : [0, 1]→ H3 defined as follows.
(1) If ai = ±1, then fi ≡ j ∈ H3.
(2) If ai is elliptic with unique fixed point q ∈ H3, then fi ≡ q.
(3) If ai is parabolic then
fi(t) =
[
1 t
0 1
]
j for all t ∈ [0, 1].
The curve underlying fi has length 1.
(4) If ai =
[
λ 0
0 λ−1
]
(with λ ∈ C and |λ| > 1) is hyperbolic, then
fi(t) =
[
λt 0
0 λ−t
]
j for all t ∈ [0, 1]
This does not depend on the choice of branch for the logarithm of λ. Note
that fi is a geodesic path of length equal to length(ai).
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Let h denote the section h1 unionsq · · · unionsq hn : ∂S = c1 unionsq · · · unionsq cn → H|∂S .
Lemma 24. There is a smooth section s : S → H satisfying s|∂S = h.
Proof. We shall keep the notations introduced above. For each i = 1, · · · , n, let Ni
be a closed half-collar neighbourhood of the boundary curve ci such that Ni∩Nj = ∅
for i 6= j. Let ni : [0, 1]×[0, 1]→ Ni be a parametrization of Ni with ni(s, 1) = γi(s)
and ni(0, t) = ni(1, t) for all s, t ∈ [0, 1]. We have a trivialization
n∗iH = H3 × [0, 1]× [0, 1]
that restricts to the trivialization γ∗iH = H3× [0, 1] chosen above. Thus, we have a
bijective correspondence between the set of continuous sections Ni → H|Ni and the
set Si of continuous maps g : [0, 1]
2 → H3 satisfying g(1, t) = ai · g(0, t) for every
t ∈ [0, 1]. Given any g0 ∈ Si, there is a homotopy g : [0, 1]2 × [0, 1]→ H3 such that
gu = g(−,−, u) ∈ Si for any u ∈ [0, 1] and
(1) g(s, t, 0) = g0(s, t),
(2) g(s, 0, u) = g0(s, 0), and
(3) g(s, 1, 1) = fi(s)
for every s, t, u ∈ [0, 1]. This can be seen, for instance, from the fact that between
any two paths m0,m1 : [0, 1]→ H3 satisfying m0(1) = ai ·m1(0) for j = 0, 1 there
is a homotopy m : [0, 1] × [0, 1] → H3 satisfying m(−, j) = mj for j = 0, 1 and
m(1, t) = ai ·m(0, t) for every t ∈ [0, 1]. Therefore, given any section s0 : S → H,
considering the restrictions s0|Ni for each i = 1, · · · , n and applying the above
homotopy, we obtain a continuous section s : S → H satisfying s|∂S = h. It is
easily seen that we may arrange s to be smooth. 
Corollary 25. Thre is a harmonic section s : S → H satisfying s|∂S = h.
Proof. This follows by combining Lemmas 23 and 24. 
4.3. Bounding systoles. Let Σ be a surface of type (g, n) satisfying 3g+n−3 > 0.
We now restate and prove Theorem 2 in terms of systoles. See the beginning of
Section 4 for a comparison between systoles and systolic traces.
Theorem 2. For any K ⊂ Cn bounded, the systole is bounded on XK(C).
Proof. Let us first choose a Riemannian metric σ on Σ such that S = (Σ, σ) is a
hyperbolic surface with geodesic boundary curves c1, · · · , cn, each of length 1. Let
us fix a local system ρ : pi1Σ → SL2(C), which we assume satisfies sys(ρ) > 0.
We may furthermore assume that the image of ρ is Zariski dense in SL2(C), since
otherwise the theorem is easy to deduce; this is easily seen from the classification
of algebraic subgroups of SL2(C). Consider the fibre bundle
H = Σ¯×ρ H3
where Σ¯ is the universal cover of Σ. We may equip H with the Riemannian metric
induced from the hyperbolic metric on H3 and the metric σ on S. Let us fix a map
h : ∂S → H as in Section 4.2. By Corollary 25, there exists a harmonic section
s : S → H
satisfying s|∂S = h. For each  > 0, let S() be the surface equipped with the scaled
metric σ, and let H[] be the fibre bundle with metric induced from the hyperbolic
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metric on H3 and the metric on S(). Note that s : S()→ H[] remains harmonic.
Let
f : Σ¯→ H3
be the ρ-equivariant map corresponding to s. Let us denote by σ0 the standard
hyperbolic metric on H3. The nonnegative symmetric tensor f∗σ0 on Σ¯ descends
to Σ since f is ρ-equivariant. Let us consider the metric
σ() = f∗σ0 + σ
on the surface Σ. In fact, σ() is precisely metric induced from H[] on the image
M() = s(S()) of the harmonic section s : S()→ H[]. Note that
length ρ(a) ≤ lengthM()(a)
for any essential closed geodesic a on M(), the left hand side being the translation
length of ρ(a) as it acts on H3. In particular, we see that sys(ρ) ≤ sys(M()) for
every  > 0. Now, note that the lengths of the boundary curves c1, · · · , cn of M()
satisfy
lim
→0
lengthM()(ci) =
{
1 if ρ(ci) is parabolic, and
length(ρ(ci)) otherwise.
Moreover, since σ() tends to the symmetric tensor f∗σ0 uniformly as  → 0, we
have
lim
→0
Vol(M()) =
∫
Σ
d volf∗σ0 .
(Note that the “volume form” d volf∗σ0 associated to the nonnegative symmetric
tensor f∗σ0 may vanish at some places.) Therefore, by Corollary 22, for all suffi-
ciently small  > 0, we have
C sys(M())2 ≤
∫
Σ
d volf∗σ0 +
n∑
i=1
max{1, length(ρ(ci))2}
for some absolute constant C ≥ 1. The second summand on the right hand side is
bounded by our choice of bounded set K ⊂ Cn. Therefore, it will suffice to show
that the integral ∫
Σ
d volf∗σ0
is bounded above by a constant that only depends on the topological type of Σ.
The remainder of the proof is devoted to demonstrating this claim (due essentially
to Reznikov), combining computations contained in the proof of Lemma 2.5 of
Deroin-Tholozan [8] with an argument of Reznikov [33].
By a result of Sampson [35, Corollary of Theorem 3], the open subset U ⊆ Σ
corresponding to the locus in Σ¯ where df has full rank is either empty or dense.
Since the former case is trivial, we shall assume that df has full rank on a dense
open subset of Σ. Locally, given a choice of orthonormal frame e1, e2 of TM(), by
Gauss’s Theorem (See for instance [9, Chapter 6, Theorem 2.5]) we have
KM() = KH[](TM()) + 〈IIM()(e1, e1), IIM()(e2, e2)〉 − ‖ IIM()(e1, e2)‖2
where IIM() is the second fundamental form of M() immersed in H[], and the
inner product is with respect to the metric on the normal bundle NM() of M().
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Choosing a local orthonormal frame {n1, n2, n3} of NM(), we have
〈IIM()(e1, e1), IIM()(e2, e2)〉 − ‖ IIM()(e1, e2)‖2
=
3∑
k=1
det(〈IIM()(ei, ej), nk〉)
=
1
Jac(s)2
3∑
k=1
det
σ
(〈IIM()(ds(−), ds(−)), nk〉)
=
3
Jac(s)2
E
(
det
σ
〈IIM() ◦ds, n〉
)
where the average E is taken over all unitary normal vectors n in NM(). Note
that we have by definition of the second fundamental form of s
IIs(X,Y ) = ∇sXDs(Y )−Ds(∇σX Y ) = ∇s
∗σ()
X ds(Y )− ds(∇σX Y )
= IIM()(ds(X), ds(Y )) + ds
(
∇s∗σ()X Y −∇σX Y
)
.
But note that
IIM()(ds(X), ds(Y )) and ds
(
∇s∗σ()X Y −∇σX Y
)
are orthogonal. Therefore, taking the trace of both sides and using the harmonicity
of s (i.e. trσ II
s = 0), we have trσ(II
M() ◦ds) = 0, and a fortiori
trσ〈IIM()(ds(−), ds(−)), n〉 = 0
for every normal vector n ∈ NM(). Since 〈IIM()(ds(−), ds(−)), n〉 is a symmetric
tensor, its eigenvalues (with respect to the metric σ on the surface) are real, and
the vanishing of trace therefore implies detσ〈IIM()(ds(−), ds(−)), n〉 ≤ 0. Thus,
we conclude from Gauss’s theorem that
−KH[](TM()) ≤ −KM().
Applying the Gauss-Bonnet formula, we therefore have
−
∫
M()
KH[](TM()) d volσ() ≤
∫
M()
(−KM()) d volσ()
≤ 2pi|χ(Σ)|+
∫
∂M()
kM() dsσ().
Note that −KH[] is everywhere nonnegative by part (1) of Lemma 16, since H3
and S() have nonpositive sectional curvature. Furthermore, we have
lim
→0
KH[](TM()) = KH
3
(df(TΣ)) = −1
on the dense open set U ⊂ Σ where df has full rank, by part (2) of Lemma 16.
Recalling also that lim→0 σ() = f∗σ0, we apply Fatou’s lemma to deduce that∫
Σ
d volf∗σ0 ≤ − lim inf
→0
∫
M()
KH[](TM()) d volσ()
≤ 2pi|χ(Σ)|+ lim inf
→0
∫
M()
kM()dsσ().
It therefore remains only to bound the total curvature of ∂M() for all sufficiently
small . But this was obtained in Lemma 26 below. This completes the proof. 
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Lemma 26. For  > 0, let ci() be the curve ci equipped with the metric such that
its length is . We have
lim
→0
∫
ci()
kH[] dsσ() =
{
0 if ρ(ci) is central, elliptic, or hypebolic,
1 if ρ(ci) is parabolic.
Proof. We note that h : ci()→ H[]|ci is a geodesic path if ρ(ci) is central, elliptic,
or hyperbolic. We shall therefore assume that ρ(ci) is parabolic. Recall that,
in terms of the global coordinates (x1, x2, x3) on H3 given above, the Christoffel
symbols for the Levi-Civita connection on H3 are
Γij,k = 〈∇∂/∂xi(∂/∂xj), ∂/∂xk〉
=
1
2
(
∂
∂xj
〈
∂
∂xi
,
∂
∂xk
〉
+
∂
∂xi
〈
∂
∂xj
,
∂
∂xk
〉
− ∂
∂xk
〈
∂
∂xi
,
∂
∂xj
〉)
.
Thus, we have Γ11,1 = Γ11,2 = 0 and Γ11,3 = 1/x3, and
D
dt
dfi
dt
= Γ11,3x
2
3
∂
∂x3
=
1
x3
∂
∂x3
.
In particular, we have kH
3 ≡ 1 on the image of fi (in the notation of Section 4.2).
It is easy to observe that kH[] tends to kH
3
uniformly as → 0. The desired result
follows from this. 
5. Compactness criterion
The purpose of this section is to prove Theorem 3. Suppose that Σ is a surface
of type (g, n) such that 3g + n − 3 > 0. Let X = X(Σ) be the character variety
of Σ as defined in Section 2. The intuition behind our proof of Theorem 3 is the
following geometric picture. By the work of Goldman (see for example [19]), the
variety X carries an algebraic Poisson structure for which the subvarieties Xk for
k ∈ Cn form symplectic leaves, at least on the smooth nondegenerate locus. In
particular, given a pants decomposition P = {a1, · · · , a3g+n−3} of Σ consisting of
pairwise non-isotopic essential curves on Σ, the associated morphism
trP = (tra1 , · · · , tra3g+n−3) : Xk → A3g+n−3
furnishes the structure of an “integrable system” in the following sense. A typical
fibre of this morphism should be a “torus” of dimension 3g+n−3, preserved by the
pairwise commuting Dehn twist actions associated to the curves in P. (Moreover,
these Dehn twists actions would arise from suitable Hamiltonian flows associated to
the trace functions.) This setup was notably utilized by Goldman [17] to prove the
ergodicity of mapping class group dynamics on the locus of SU(2)-local systems in
Xk(R). This suggests that, intuitively, the task of bringing a local system ρ ∈ Xk(C)
into a compact subset of Xk(C) by mapping class group action may be divided into
two steps:
(1) find a pants decomposition P of Σ such that the “action variables” trP(ρ)
of ρ are uniformly bounded, and
(2) within the fiber of trP , show that the “angle variables” of ρ can be reduced
to a compact set by the commuting Dehn twist actions.
Theorem 2 allows us to achieve step (1) above without difficulty. However, it turns
out that the fibres of the morphisms trP as above can become complicated, and
descent along the fibres by Dehn twist can fail. To avoid this issue, we shall instead
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give a proof of Theorem 3 using an inductive argument on (g, n); intuitively, our
argument takes care of the action/angle variables one at a time.
5.1. Lifts of Dehn twists. We begin by reviewing the lifts of Dehn twist actions
from character varieties to representation varieties, considered by Goldman-Xia [21]
in the context of SU(2)-local systems. Let Σ be a surface of type (g, n) satisfying
3g + n− 3 > 0, and fix a base point x ∈ Σ throughout. We have a morphism
pi : Hom(pi1(Σ, x),SL2)→ X(Σ)
which is surjective on complex points. Let α be a smooth simple loop on Σ based at
x, such that its underlying curve a ⊂ Σ is essential. The Dehn twist τa ∈ Γ(Σ) along
a acts on X(Σ). Our goal is to produce an automorphism of Hom(pi1(Σ, x),SL2)
that lifts this action. There are two cases to consider, according to whether a is
separating or nonseparating.
5.1.1. Nonseparating curves. Suppose that a is nonseparating, so Σ|a is connected.
Let a1 and a2 be the boundary curves of Σ|a corresponding to a, and let (xi, αi) be
the lifts of (x, α) to each ai. We shall assume that we have chosen the numberings
so that the interior of Σ|a lies to the left as one travels along α1. Let β be a simple
loop on Σ based at x, intersecting the curve a once transversely at the base point,
such that β lifts to a path β′ in Σ|a from x2 to x1. Let us denote by α′2 the loop
based at x1 given by the path α
′
2 = (β
′)−1α2β′, where (β′)−1 refers to the path β′
traversed in the opposite direction. The immersion Σ|a ↪→ Σ induces an embedding
pi1(Σ|a, x1)→ pi1(Σ, x), giving us the isomorphism
pi1(Σ, x) = (pi1(Σ|a, x1) ∨ 〈β〉)/(α′2 = β−1α1β).
Thus, any representation ρ : pi1(Σ, x) → SL2(C) is determined uniquely by a pair
(ρ′, B), where ρ′ : pi1(Σ|a, x1) → SL2(C) is a representation and B ∈ SL2(C) is an
element such that ρ′(α′2) = B
−1ρ′(α1)B, with the correspondence
ρ 7→ (ρ′, B) = (ρ|pi1(Σ|a,x1), ρ(β)).
We define an automorphism τα of Hom(pi1(Σ, x),SL2) as follows. Given ρ = (ρa, B),
we set τα(ρa, B) = (ρa, B
′) where B′ = ρ(α)B. This descends to the action τa of
the left Dehn twist action along a on the moduli space X(Σ).
5.1.2. Separating curves. Suppose that a is separating, so we have Σ|a = Σ1 unionsq Σ2
with each Σi of type (gi, ni) satisfying 2gi + ni − 2 > 0. Let ai be the boundary
curve of Σi corresponding to a. Let (xi, αi) be the lift of (x, α) to ai. We shall
assume that we have chosen the numberings so that the interior of Σ1 lies to the left
as one travels along α1. The immersions Σi ↪→ Σ of the surfaces induce embeddings
pi1(Σi, xi)→ pi1(Σ, x) of fundamental groups, and we have an isomorphism
pi1(Σ, x) ' (pi1(Σ1, x1) ∨ pi1(Σ2, x2))/(α1 = α2)
where ∨ denotes the free product. Thus, any representation ρ : pi1(Σ, x)→ SL2(C)
is determined uniquely by a pair (ρ1, ρ2) of representations ρi : pi1(Σi, xi)→ SL2(C)
such that ρ1(α1) = ρ2(α2), with the correspondence
ρ 7→ (ρ1, ρ2) = (ρ|pi1(Σ1,x1), ρ|pi1(Σ2,x2)).
Note that, if Σ2 is of type (0, 3), then we may describe ρ ∈ Hom(pi1Σ,SL2(C)) by
a pair (ρ1, B) where ρ1 = ρ|pi1(Σ1,x1) and B = ρ(β), with β ∈ pi1(Σ2, x2) being a
simple loop corresponding to a choice of boundary curve on Σ2 distinct from a2. We
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define an automorphism τα of Hom(pi1(Σ, x),SL2) as follows. For a representation
ρ = (ρ1, ρ2), we set τα(ρ1, ρ2) = (ρ1, ρ
′
2) where
ρ′2(γ) = ρ(α)ρ2(γ)ρ(α)
−1
for every γ ∈ pi1(Σ2, x2). This descends to the action τa of the left Dehn twist along
a on the moduli space X(Σ).
5.2. Preparatory lemmas. We collect a number of elementary lemmas needed
for our proof of Theorem 3. Let us say that a subset of a complex analytic variety
V is bounded if its closure in V is compact. For example, a subset U ⊂ SL2(C) is
bounded if and only if the matrix entries of elements in U are uniformly bounded.
Lemma 27. Let Σ be a surface of type (g, n) where 2g+ n− 2 > 0 and n ≥ 1. Let
(α1, · · · , α2g+n) be an optimal sequence of generators for pi1Σ, as defined in Section
2.1.1. Consider the set K = K1 ×K2 ⊂ Cn where
(1) K1 ⊂ Cn−1 is a bounded subset, and
(2) K2 ⊂ C is a bounded subset with dist(K2, {±2}) > 0.
For each subset L ⊂ XK(Σ,C) which is bounded as a subset of X(Σ,C), there exists
a bounded set M ⊂ Hom(pi1Σ,SL2(C)) with L = pi(M) and
ρ(α2g+n) =
[
λ 0
0 λ−1
]
for some λ ∈ {z ∈ C : |z| > 1} ∪ {epiit : 0 < t < 1} for every ρ ∈M .
Proof. Let ρ : pi1Σ → SL2(C) be a representation whose class in X(C) lies in L.
This implies in particular that the traces tr ρ(αi), tr ρ(αiαj), and tr ρ(αiαjαk) are
bounded by a constant depending only on L. Up to global conjugation, we have
ρ(α2g+n) =
[
λ 0
0 λ−1
]
with λ ∈ {z ∈ C : |z| > 1} ∪ {epiit : 0 < t < 1}, and there is a bounded set Λ ⊂ C
with dist(Λ, {±1}) > 0, depending only on K2, such that λ ∈ Λ. Let us write
ρ(αi) =
[
ai bi
ci di
]
for i = 1, · · · , 2g + n− 1. Note that we have[
ai
di
]
=
1
λ−1 − λ
[
λ−1 −1
−λ 1
] [
ai + di
λai + λ
−1di
]
.
Since (tr ρ(αi), tr ρ(αiα2g+n)) = (ai+di, λai+λ
−1di) is bounded in terms of L, the
above expression shows that (ai, di) lies in a bounded subset of C2 depending only
on Λ and L. Now, suppose that ρ is irreducible, so that there exists at least one
αi such that ci 6= 0. Up to global conjugation of ρ by a diagonal matrix in SL2(C),
noting that [
µ 0
0 µ−1
] [
ai bi
ci di
] [
µ−1 0
0 µ
]
=
[
ai µ
2bi
µ−2ci di
]
we can assume that max{|ci| : 1 ≤ i ≤ 2g + n − 1} = 1 and that ci0 = 1 for some
1 ≤ i0 ≤ 2g + n− 1. The equation ai0di0 − bi0ci0 = 1 shows that bi0 is bounded in
terms of Λ and L. Next, for i 6= i0, we have
tr ρ(αi0αi) = ai0ai + di0di + bi0ci + bici0 .
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Since the left hand side as well as the first three terms on the right hand side are
bounded in terms of Λ and L, it follows that so is bi. This shows that ρ lies in a
bounded subset of Hom(pi1Σ,SL2(C)). Lastly, if ρ is reducible, then up to replacing
ρ by a diagonal representation it lies a bounded subset of Hom(pi1Σ,SL2(C)). We
conclude that a bounded set M satisfying the conclusions of the lemma exists. 
Lemma 28. Suppose K and M are sets given as follows:
(1) K ⊂ C is a bounded set with dist(K, {±2}) > 0.
(2) M ⊂ SL2(C) is a bounded set.
There is a bounded set N ⊂ SL2(C) such that, given any pair (A1, A2) of conjugate
matrices in SL2(C) with trA1 ∈ K and A2 ∈M and moreover
A1 =
[
λ 0
0 λ−1
]
, λ ∈ {z ∈ C : |z| > 1} ∪ {epiit : 0 < t < 1},
there exists B ∈ N with A2 = B−1A1B.
Proof. Let A1, A2 be as in the hypothesis of the lemma. Given any matrix
B =
[
a b
c d
]
∈ SL2(C),
we have
B−1A1B =
[
λ+ bc(λ− λ−1) bd(λ− λ−1)
−ac(λ− λ−1) λ−1 − bc(λ− λ−1)
]
.
This shows that, if A2 = B
−1A1B, then the products bc, bd, and ac are all in
a bounded subset of C depending only on K and M1, and similarly for ad since
ad = bc+ 1. If b = c = 0 or a = d = 0, then A2 is diagonal and we may take
B =
[
1 0
0 1
]
or
[
0 1
−1 0
]
,
respectively. So let us assume otherwise. Since B is invertible, note that we must
have ab 6= 0 or cd 6= 0. Let us suppose that ab 6= 0; the case where cd 6= 0 will be
similar. Multiplying B on the left by a diagonal matrix in SL2(C), noting that[
µ 0
0 µ−1
] [
a b
c d
]
=
[
aµ bµ
cµ−1 dµ−1
]
,
we may assume that max{|a|, |b|} = 1. In particular, c and d are bounded in terms
of K and M1 by the boundedness of the products ac, ad, bc, and bd remarked above.
Hence, B may be taken to be in a bounded subset of SL2(C) depending only on K
and M1, as desired. 
Lemma 29. If A,B,C ∈ SL2(C) \ {±1} are matrices such that each of the pairs
(A,B), (A,C), and (A,BC) has an eigenvector in common in C2, then the triple
(A,B,C) has a common eigenvector.
Proof. Assume the contrary. If A is conjugate to a matrix of the form
±
[
1 1
0 1
]
,
then the lemma is clear. Thus, up to global conjugation we may assume without
loss of generality that A is diagonal, B is strictly upper triangular (i.e. it is upper
triangular and not diagonal), and C is strictly lower triangular. But then BC is
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neither upper nor lower triangular, contradicting the assumption that (A,BC) has
a common eigenvector. 
5.3. Compactness criterion. Let Σ be a surface of type (g, n) with 3g+n−3 > 0.
Let K ⊂ Cn be a compact subset, and let A be a set satisfying one of the following:
(1) A ⊂ R and dist(A, {±2}) > 0, or
(2) A ⊂ C and dist(A, [−2, 2]) > 0.
We shall prove Theorem 3 by induction on (g, n). We first state a lemma.
Lemma 30. There is a constant C = C(A,K) such that, for any irreducible local
system ρ ∈ XK(A), there is an essential curve a ⊂ Σ with | tra(ρ)| ≤ C such that
one of the following holds.
(1) We have g ≥ 1, the curve a is nonseparating, and ρ|(Σ|a) is irreducible.
(2) We have g = 0, the curve a is separating with Σ|a = Σ1 unionsq Σ2, where ρ|Σ1
is irreducible and Σ2 is of type (0, 3).
Proof. Assume first that g ≥ 1. Applying Theorem 2 a bounded number of times
(with the bound only depending on (g, n)), there is a nonseparating essential curve
a in Σ such that | tr ρ(a)| ≤ C1 for some constant C1 depending only on K and
A. We are done if ρ|(Σ|a) is irreducible, so let us assume otherwise. Let Σ′ be an
embedded one holed torus in Σ that contains a. Let c denote the boundary curve
of Σ′. Since tr ρ(c) 6= 2 by our hypothesis that ±2 /∈ A and that ρ is irreducible, we
see ρ|Σ′ is irreducible. Writing tr ρ(a) = λ+ λ−1 with λ ∈ C and |λ| ≥ 1, we have
| tr ρ(c)| = |λ2 + λ−2| ≤ C2(K,A).
Using Lemma 13 and the notation therein, we may assume that the restriction
ρ|Σ′ = (x, y, z) ∈ X(Σ′) satisfies
max{|x|, |y|, |z|} ≤ C3(K,A).
Let (α1, α2, γ) be an optimal sequence for pi1Σ
′ (as defined in Section 2.1.1), so that
the essential curves a = a1, a2, and a3 (lying in the free homotopy classes of α1, α2,
and α1α2, respectively), correspond to the variables x, y, z. It suffices to show that
ρ|(Σ′|ai) is irreducible for some i, since then ρ|(Σ|ai) is irreducible. The desired
result follows by Lemma 29, taking our triple of matrices to be (ρ(α1), ρ(α2), ρ(γ)).
It remains to consider the case where g = 0. Applying Theorem 2 and Lemma
15 a bounded number of times (with the bound only depending on n), there is an
essential curve b ⊂ Σ with Σ|b = Σ′ unionsq Σ′′, where Σ′ is a four holed sphere and Σ′′
is a n− 2 holed sphere, such that we have ρ|Σ′ = (x, y, z) ∈ X(Σ′) satisfying
max{|x|, |y|, |z|} ≤ C1(K,A).
Let a1, a2, a3 ⊂ Σ′ be the essential curves corresponding to the variables x, y, z. If
ρ|Σ′′ is irreducible, then we may just take a to be one of the curves ai and we are
done, so assume otherwise. The desired result follows from similar considerations
of Lemma 29 as before. 
Theorem 3. There exists a bounded set L ⊆ XK(C) such that XK(A) ⊆ Γ · L.
Proof. We shall first assume dist(A, [−2, 2]) > 0, and later return to the case A ⊂ R
with dist(A, {±2}) > 0 at the end of the proof. Let pi : Hom(pi1Σ,SL2)→ X(Σ) be
the usual projection. We shall prove the theorem by induction on (g, n).
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We begin by treating the inductive step for the increase of genus g, to illustrate
our approach. Suppose that Σ has genus g ≥ 1, and the theorem has been proved
for all eligible surfaces of genus g − 1. Let a ⊂ Σ be a nonseparating curve. In
our arguments below, we shall use the notations of Section 5.1.1. By Lemma
30.(1), there is a constant C = C(K,A) such that, for any ρ ∈ XK(Σ, A) which is
irreducible, there exists γ ∈ Γ(Σ) such that
(1) | tra(γ · ρ)| ≤ C and
(2) (γ · ρ)|(Σ|a) is irreducible.
We remark that the irreducibility of ρ ∈ XK(Σ, A) is automatic unless we have
(g, n) = (1, 1), since we have 2 /∈ A by assumption. Note that the theorem has
already been proven for (g, n) = (1, 1) in Lemma 13, so may restrict our attention
to (g, n) 6= (1, 1) below.
Let us set K ′ = {(k1, · · · , kn, a1, a2) : (k1, · · · , kn) ∈ K, ai ∈ A, |ai| ≤ C}. By
the inductive hypothesis, there is a bounded set L′ ⊆ XK′(Σ|a,C) such that
XK′(Σ|a,A) ⊆ Γ(Σ|a) · L′.
By Lemma 27, there is a bounded set M ′ ⊆ pi−1(XK′(Σ′,C)) satisfying L′ ⊆ pi(M ′)
and moreover every ρ′ ∈M ′ satisfies
ρ′(α1) =
[
λ 0
0 λ−1
]
for some λ ∈ C∗ with |λ| > 1. (Here, we use the notation of Section 5.1.1 and α1 is
a loop parametrizing one of the boundary curves of Σ|a corresponding to a.) Using
the description of the lift of Dehn twist in Section 5.1.1 and arguing as in the proof
of Lemma 28, we conclude that there is a bounded set N ⊂ SL2(C) depending only
on K, A, and C = C(K,A) such that every
ρ = (ρ′, B) ∈ pi−1(XK(Σ, A))
with ρ′ ∈M ′ is 〈τα〉-equivalent to a point ρ0 corresponding to (ρ′0, B′0) ∈M ′ ×N .
It follows that there is a bounded subset M ⊂ pi−1(XK(Σ,C)) such that every
ρ ∈ XK(Σ, A) satisfying ρ|(Σ|a) ∈ pi(M ′) is 〈τa〉-equivalent to a point in pi(M).
But every ρ ∈ XK(Σ, A) is Γ(Σ)-equivalent to such a point by our hypothesis on
M ′, and hence
XK(Σ, A) ⊆ Γ(Σ) · pi(M).
Setting L = pi(M), this completes the inductive step in genus. It remains to treat
the cases g = 0 with n ≥ 4, which we establish by induction on n similar to the
previous argument, with the following modifications:
• There are more than one (but at most finitely many) mapping class group
equivalence classes of separating curves a ⊂ Σ, considered up to isotopy,
such that Σ|a = Σ1 unionsq Σ2 with Σ2 of type (0, 3).
• In appropriate places of the argument, we follow the lines of Section 5.1.2,
Lemma 30.(2), and the proof of Lemma 27 instead of Section 5.1.1, Lemma
30.(1), and the proof of Lemma 28.
Note that the base case (g, n) = (0, 4) was established by Lemma 15. This completes
the induction, proving the theorem for dist(A, [−2, 2]) > 0.
Finally, it remains to consider the case where A ⊂ R with dist(A, {±2}) > 0. We
proceed by induction as before, with minor modifications. For instance, suppose
that g = 0 and a ⊂ Σ is a separating curve with Σ|a = Σ1 unionsqΣ2 where Σ2 is of type
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(0, 3), and suppose that ρ ∈ XK(Σ, A) satisfies tr ρ(a) ∈ (−2, 2). Up to mapping
class group action and induction, we may assume ρ|Σ1 lies in a bounded set that
only depends on K. Let α1, · · · , αn be an optimal generating sequence for pi1Σ such
that a lies in the free homotopy class of α1α2. Using Fact 8, the coordinate ring of
X(Σ) is generated by trαi1 ···αik where i1 < · · · < ik are integers in {2, · · · , n} and
k ≤ 3. The values of these functions at ρ are all bounded in terms of K and A,
except possibly for those of the form
trα2αr and trα2αsαt
for 3 ≤ r ≤ n and 3 ≤ s < t ≤ n. By considering the restrictions of ρ to a finite
number of subsurfaces of type (0, 4) in Σ containing Σ2, the task of bounding the
values of above functions is reduced to the following observation. Consider the
moduli space Xk(Σ) for Σ a surface of type (0, 4), with equation
x2 + y2 + z2 + xyz = ax+ by + cz + d
using the notation of Section 3.2, and suppose that ρ = (x0, y0, z0) ∈ Xk(Σ,R) is
given with z0 ∈ (−2, 2). From the description of the action of Dehn twists given
in Section 3.2, we see that we must have a, b, c, d ∈ R and thus the above equation
with fixed z = z0 determines a (possibly degenerate) ellipse in the (x, y)-plane.
Moreover, the maximum possible size of (x, y) on this conic section is bounded in
terms of a, b, c, d by elementary geometry. Applying this observation in our setting,
we conclude that the values of the trace functions trα2αr and trα2αsαt are bounded
in terms of the other functions in the collection {trαi1 ···αik } considered above, thus
allowing us to continue the induction. The case g ≥ 1 is also similar. 
6. Class numbers and parabolic subvarieties
6.1. Let Σ be a surface of type (g, n) satisfying 3g+n− 3 > 0. For a bounded set
K ⊂ Cn and a discrete closed set A ⊂ C, let XK(A) = XK(Σ, A) be as defined in
Section 2.2. Following the notation of Section 1, let us write A∗ = A \ ExA where
ExA =
{
A ∩ {±2} if A ⊂ R, and
A ∩ [−2, 2] otherwise.
As a corollary of Theorem 3, we have |Γ\XK(A∗)| < ∞. Given a ∈ E(Σ) and
z ∈ Ex(A), let Va,z be the subscheme of X defined by the equation tra = z. By
definition, we have
XK(A) \XK(A∗) =
⋃
a∈E(Σ)
⋃
z∈ExA
(Va,z(C) ∩XK(A)).
Since the mapping class group Γ = Γ(Σ) of the surface acts on E(Σ) with finitely
many orbits (a fact which we have used numerous times in the proof of Theorem 3),1
it follows that there are finitely many isotopy classes of essential curves a1, · · · , am
so that the right hand side above can be written as
m⋃
i=1
⋃
z∈ExA
Γ(Σ) · (Vai,z(C) ∩XK(A)).
1This “easy” fact follows from the classification of compact oriented surfaces. It may be viewed
as a topological generalization of the fact that the field Q of rational numbers has class number
1. Indeed, the class number of a number field K is equal to the number of orbits of the Mo¨bius
SL2(OK)-action on P1(K), and for K = Q this is the same as the number of topological equivalence
classes of essential curves on the two-torus.
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From the above observations, we deduce Theorem 4 and the first part of Theorem
1. To prove the remaining assertion about parabolic subvarieties in Theorem 1, we
need the following lemma. For any k ∈ Cn, let us write Va,z,k = Va,z ∩Xk.
Lemma 31. For a ∈ E(Σ) and z ∈ {±2}, every point ρ ∈ Va,z,k(C) lies in the
image of a nonconstant morphism A1 → Va,z,k from the affine line.
Proof. We fix a base point x ∈ Σ. Let ρ : pi1(Σ, x) → SL2(C) be a semisimple
representation with class in Xk(C), and suppose that α is a smooth simple loop on
Σ based at x such that tr ρ(α) ∈ {±2} and the underlying curve a is essential. Up
to global conjugation, we may assume that
ρ(α) = s
[
1 u
0 1
]
(∗)
for s ∈ {±1} and u ∈ {0, 1}. There are several elementary cases to consider.
Suppose first that a is separating, and write Σ|a = Σ1 unionsqΣ2. Up to conjugation,
we may assume that on top of (∗) the following conditions hold:
(1) ρ|Σ1 is irreducible or upper triangular, and
(2) ρ|Σ2 is irreducible or lower triangular.
If ρi = ρ|Σi is upper or lower triangular, then it is part of a 1-parameter family of
upper or lower triangular representations ρti varying the off-diagonal entries. For
instance, if Σ1 is a surface of type (0, 3), and (α1, α2, α3) are a sequence of optimal
generators for pi1Σ1 with α1 corresponding to α, and if
ρ1(α2) =
[
λ x
0 λ−1
]
,
then ρt1 can be taken to be the representation determined by ρ
t
1(α1) = ρ1(α1) and
ρt1(α2) =
[
λ x+ t
0 λ−1
]
.
We thus see that, if ρ1 or ρ2 is reducible, then at least one of the 1-parameter
families (ρt1, ρ
t
2), (ρ
t
1, ρ2), and (ρ1, ρ
t
2) (once defined) descends to a nontrivial family
in Va,z,k, giving us a nonconstant morphism A1 → Va,z,k with the class of ρ in the
image. It therefore remains only to consider the case where ρ1 and ρ2 are both
irreducible. We consider the representation ρt = (ρ1, utρ2u
−1
t ) for t ∈ C where
ut =
[
1 t
0 1
]
.
It is easy to see that the morphism A1 → X(Σ) given by t 7→ ρt is nonconstant,
contains ρ in its image, and moreover lands in Va,2,k, as desired.
Suppose next that a is nonseparating. Let us write ρ = (ρ|(Σ|a), ρ(β)) = (ρ′, B)
using the notation of Section 5.1.1. If ρ is irreducible, then let us consider the
representation
ρt = (ρ′, Bt)
where
Bt =
[
1 t
0 1
]
B.
It is easy to see that the morphism A1 → Va,z,k defined by t 7→ ρt is nonconstant and
ρ0 = ρ, as desired. So suppose that ρ is reducible. Up to global conjugation, we may
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assume that ρ is diagonal. If Σ is a surface of type (1, 1), then the representation
ρt ∈ X2(Σ,C) given by
ρt = (±2, t,±t)
has image containing ρ and inside Va,z,k. Let us therefore assume that Σ is not of
type (1, 1). This and the diagonality of ρ implies that there is a separating curve
c (corresponding to a loop γ) with Σ|c = Σ1 unionsq Σ2 where Σ1 is a surface of type
(1, 1) containing the curve b underlying β. By arguing as above, suitable upper
triangular deformations of ρ|Σ1 and lower triangular deformations of ρ|Σ2 combine
together to give a nonconstant morphism A1 → Va,z,k whose image contains ρ, as
desired. 
6.2. We close this paper with a remark on Theorem 1. Following the analogy with
Borel–Harish-Chandra (discussed in Section 1.2) and adapting the terminology of
Ghosh-Sarnak [16], we may refer to the cardinality
h(k) = |Γ\Xk(Z∗)|
as the class number for the moduli space Xk. Recently, Ghosh-Sarnak [16] analyzed
the asymptotic behavior of these class numbers (or rather certain variants of them)
in the case where Σ is of type (1, 1). Theorem 1 thus proves the finiteness of class
numbers in general, and provides a basis for their future study.
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