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Introduction
An understanding of stochastic processes has become extremely important to
deal with complex phenomena where there is an element of randomness govern-
ing the system. Wind waves, random terrain, stock market and turbulence are
just a few out of the many areas where an understanding of random phenomena
has proved useful to understand these systems. A one dimensional Brownian
motion is the simplest form of a stochastic process where we use the interest-
ing properties of the Normal distribution to model stochastic behaviour. For a
multivariate Normal distribution the covariance matrix Cij = E(XiXj) defines
the properties of the distribution. A Gaussian random field is a generalization
of the Brownian motion in more than one dimensions where the covariance ma-
trix Cij(x¯, y¯) defines the field. There are several texts providing a very good
introduction to stochastic processes and Gaussian random fields [1, 2, 7].
Amplification processes governed by random fields occur in various problems
of interest in complex phenomena. A few examples being laser-plasma interac-
tion, reaction-diffusion and turbulent dynamo. In the intermittent regime, the
amplified field is dominated by intense fluctuations of a particular functional of
the pump field. In order to gain a better understanding of these processes and
the underlying physics it is important to characterize these fluctuations. Al-
ready some results in this regard have been obtained for a Gaussian scalar field.
It is worthwhile to mention a few which are relevant to the problem considered
in this report.
We cite the first example from the domain of lasers which deals with the in-
fluence of laser beam on scattering instabilities. Due to the availability of high
intensity lasers recently the Hot Spot model [3, 4] had been worked out since a
perturbative approach breaks down at high intensities. According to this model
overall amplification results from amplifications in the small scale high intensity
spots but has only been loosely justified. Mounaix and Divol [5] proved that
overall amplification does not result from successive amplifications as assumed
by Hot-Spot model but from a single delocalized mode of the field spreading
over the whole interaction length. This is a significant result as it gives a much
more accurate description of the gain factor.
The characterization and realizations of a Gaussian field in the limit when
L2-norm is large has also been studied by Mounaix et al [6]. It has been proved
that in the limit of large L2-Norm, the field concentrates onto the eigenspace
associated with the largest eigenvalue of the covariance operator of the field.
A similar result of Adler states that near a high local maximum the field is
governed by its correlation function [7].
This project is devoted to generalizing these kinds of results for the case
of a Gaussian vector field. We formulate the problem and attempt to solve it
in a mathematically rigorous setting deriving a general result and check if we
are able to recover back the known results. It is important to note that with
this generalization one can further think of some interesting problems one can
attempt to solve analytically. As an interesting application of our work we move
on to set up the problem of an incompressible turbulent Gaussian flow and ex-
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amine the structure of the field when the helicity of the flow becomes arbitrarily
large.
The first chapter deals with all the necessary definitions required and some
general notions. We also state three general propositions we proved for a Gaus-
sian vector field. To keep things organized and compact we have provided proofs
for the same in Appendix A to C. In the next chapter we recover back Adler’s
result for a Gaussian field. Then we discuss the application of our results to a
homogeneous incompressible Gaussian random flow and calculate the structure
of the field when the local helicity of the flow becomes arbitrarily large. Again
the details of the calculations are presented in Appendix D.
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Abstract
Abstract
We study the problem of a random Gaussian vector field given that a
particular real quadratic form Q is arbitrarily large. We prove that in
such a case the Gaussian field is primarily governed by the fundamental
eigenmode of a particular operator. As a good check of our proposition
we use it to re-derive the result of Adler dealing with the structure of field
in the vicinity of a high local maxima. We have also applied our result
to an incompressible homogeneous Gaussian random flow in the limit of
large local helicity and calculate the structure of the flow.
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1 Definitions and propositions
1.1 Complex Gaussian vector field
In this chapter we introduce necessary definitions and mathematical terminol-
ogy we will use in the rest of the chapters. We use the Dirac bra-ket notation.
Let ϕ(x) be a zero mean complex vector Gaussian field on a bounded subset Λ of
R
d. We can write ϕ(x) ≡ 〈x|ϕ〉 in that notation. In general we have N ≥ 1 com-
ponents, so ϕi(x) ≡ 〈x, i|ϕ〉. For the covariances, we have Cov[ϕi(x), ϕj(y)] = 0
and Cov[ϕi(x), ϕj(y)
∗] = Cij(x, y). Let f(x) be a vector valued function be-
longing to L2(Λ, {1, ...N}). The covariance operator Cˆ acting on f(x) is defined
as follows:
〈x, i|Cˆ|f〉 =
N∑
j=1
∫
Λ
Cij(x, y)fj(y)dy, (1)
where x, y ∈ Λ. Let S ⊂ L2(Λ, {1, ...N}) denote the support of the Gaussian
measure of ϕ(x) and S∗ be its dual space. Let Oˆ be a Hermitian operator acting
on S∗ such that for every 〈ϕ| ∈ S∗ associated with |ϕ〉 ∈ S, 〈ϕ|Oˆ ∈ S∗. Also
for every |φ〉 and |χ〉 ∈ S we have 〈φ|Oˆ|χ〉∗ = 〈χ|Oˆ|φ〉. Next we consider the
following quadratic form:
Q = 〈ϕ|Oˆ|ϕ〉 (2)
Since Oˆ is a Hermitian operator, the quadratic form Q is real.
1.2 Real Gaussian vector field
The definitions for real field follow are quite similar to the above. Let 〈x|ϕ〉 =
ϕ(x) be a zero mean real vector Gaussian field on a bounded subset Λ of Rd.
In general we have N ≥ 1 components, so ϕi(x) ≡ 〈x, i|ϕ〉. For the covariances,
we have Cov[ϕi(x), ϕj(y)] = Cij(x, y). Let f(x) be a vector valued function
belonging to L2(Λ, {1, ...N}). The covariance operator Cˆ acting on f(x) is
defined in the same manner as done previously. Let S ⊂ L2(Λ, {1, ...N}) denote
the support of the Gaussian measure of ϕ(x) and S∗ be its dual space. Let Oˆ
be a real operator acting on S∗ such that for every 〈ϕ| ∈ S∗ associated with
|ϕ〉 ∈ S, 〈ϕ|Oˆ ∈ S∗. Also for every |φ〉 and |χ〉 ∈ S we have 〈φ|Oˆ|χ〉∗ = 〈χ|Oˆ|φ〉.
Next we consider the following quadratic form:
Q = 〈ϕ|Oˆ|ϕ〉 ≡ 〈ϕ|OˆS |ϕ〉, (3)
where OˆS = (Oˆ + Oˆt)/2 is the symmetric part of Oˆ. Since OˆS is symmetric, Q
is real.
1.3 Karhunen-Loe`ve expansion
We recall the Karhunen-Loe`ve expansion for a complex Gaussian field |ϕ〉 [7].
|ϕ〉 =
∑
n
√
µnsn|µn〉 (4)
In the above {sn} is a sequence of i.i.d zero mean complex Gaussian numbers.
µ′ns are the eigenvalues and |µn〉′s are eigenvectors of the operator Cˆ. For a
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vector field |ϕ〉 with N ≥ 1 components in general the basis vectors |µn〉′s also
have the same number of N components. We can write the above as:
|ϕ〉 =
∑
n
snCˆ
1/2|µn〉 (5)
Define the operator Mˆ = Cˆ1/2OˆCˆ1/2. Let |λi〉 be the eigenvector of Mˆ with
eigenvalue λi. Since Mˆ is Hermitian operator {|λi〉} form an orthonormal basis.
One can write the following relation:
|µn〉 =
∑
m
〈λm|µn〉|λm〉 (6)
Hence the field |ϕ〉 can be written as follows:
|ϕ〉 =
∑
m
tmCˆ
1/2|λm〉, (7)
where
tm =
∑
n
sn〈λm|µn〉 (8)
Let us have a look at 〈t∗otm〉.
〈t∗otm〉 =
∑
n
∑
l
〈µl|λo〉〈s∗l sn〉〈λm|µn〉
=
∑
l
〈µl|λo〉〈λm|µl〉
= δom
(9)
The Gaussian field |ϕ〉 can thus be expressed as:
|ϕ〉 =
∑
i
tiCˆ
1/2|λi〉, (10)
where ti are i.i.d complex Gaussian random variables with 〈ti〉 = 〈t2i 〉 = 0 and
〈|ti|2〉 = 1. Let us number the positive eigenvalues of M such that λ1 ≥ λ2 ≥ ...
and the negative eigenvalues of M as λ−1 ≤ λ−2 ≤ .... Also let gi be the
degeneracy of λi. We now define
|ϕ¯〉 =
g±1∑
i=1
t±iCˆ
1/2|λ±i〉 (11)
|δϕ〉 = |ϕ〉 − |ϕ¯〉 (12)
We write dPu as the conditional probability measure knowing that Q > u.
1.4 The problem
We wish to answer the following question in this report: As Q → ∞, is there
a concentration of ϕ(x) onto some subspace of S to be determined and, if yes,
under what conditions is this true?
The answer is given by Propositions 1 and 2 below, according to which:
||δϕ||22/||ϕ||22 → 0 (13)
in probability with respect to dPu as u→∞ (i.e. as Q →∞).
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1.5 Proposition 1
Having discussed the necessary definitions in the above sections, we now state
the following proposition for a complex vector field ϕ(x). The proof in presented
in Appendix A for brevity.
If Mˆ and Cˆ are trace class and ||ϕ¯||22 > 0 a.s, then for every ǫ > 0,
lim
u→∞
Pu(||δϕ||22 > ǫ||ϕ¯||22) = 0 (14)
The subscript u in Pu indicates the probability knowing that Q > u.
1.6 Proposition 2
For the real Gaussian field ϕ(x), we discover the same proposition. Again the
proof is presented in Appendix B. Note that the proof though follows similar
lines as the complex case but is not exactly the same but has a few non-trivial
modifications.
If Mˆ and Cˆ are trace class and ||ϕ¯||22 > 0 a.s, then for every ǫ > 0,
lim
u→∞
Pu(||δϕ||22 > ǫ||ϕ¯||22) = 0 (15)
1.7 Proposition 3
Here is a general result we prove dealing with the equivalence of the spectrum
of Mˆ = Cˆ1/2OˆCˆ1/2 and CˆOˆ. We make use the below result in sections 2 and 3.
The proof is given in Appendix C.
The spectrum of Mˆ is equal to the spectrum of the restriction of CˆOˆ to
D(Cˆ−1/2).
Here D(Cˆ−1/2) denotes the domain of Cˆ−1/2.
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2 Application: recovering Adler’s result
We have a random Gaussian field ϕ(x) with correlation function Cˆ(x). We wish
to find what happens to the field when |ϕ(0)|2 is arbitrarily large by applying
our proposition. This problem has been attempted by Adler [7] who proved
that near a high local maxima the field is governed by its correlation function
Cˆ(x). We wish to recover the same result. As a first step we recall the result
of equivalence of the spectra of CˆOˆ and Mˆ = Cˆ1/2OˆCˆ1/2 which we stated as
proposition 3 in the previous section. For this particular problem, the operator
Oˆ is |0〉〈0|.
Next we project the eigenvalue equation for CˆOˆ onto 〈x|:
〈x|CˆOˆ|φ〉 =
∫
〈x|CˆOˆ|y〉φ(y)dy = λφ(x) (16)
Note that 〈x|CˆOˆ|y〉 = 〈x|Cˆ|0〉〈0|y〉 = Cˆ(x)δ(y). Substituting this in the above
we obtain:
Cˆ(x)
∫
δ(y)φ(y)dy = λφ(x) (17)
Hence we obtain: λφ(x) = Cˆ(x)φ(0). If φ(0) = 0 then the eigenvalue λ = 0 or
else λ = Cˆ(0) when φ(0) is different from zero. If Cˆ(0) = 1 (by normalization)
then the eigenfunction associated with λ = 1 is φ1(x) = φ1(0)Cˆ(x). We know
that |φ〉 = Cˆ1/2|λ〉 (where |λ〉 is the eigenvector of Mˆ with eigenvalue λ, see
Appendix C). One can write:
|φ1〉 = Cˆ1/2|λ1〉 = φ1(0)Cˆ|x = 0〉 (18)
and hence,
|λ1〉 = φ1(0)Cˆ1/2|x = 0〉 (19)
The eigenvectors of Mˆ constitute an orthonormal basis, one has the following
relation:
1 = 〈λ1|λ1〉 = |φ1(0)|2 (20)
Thus φ1(0) is of the form e
iθ - an arbitrary phase, which can be be taken equal
to one. Therefore φ1(x) = Cˆ(x) and ϕ¯ = t1Cˆ(x) and hence ||ϕ¯||22 = t21.
We need to prove that the above is greater that zero (a.s). For this we
find out the probability that P(|t21| > 0). This can be done with the standard
procedure of writing down the characteristic function and so on:
P(|t21| > 0) =
∫ ∞
0
e−ada = 1 (21)
So P(|t21| = 0) = 0, therefore ||ϕ¯||22 > 0 a.s since 〈0|Cˆ2|0〉 > 0. The field |δϕ〉 is
the following:
|δϕ〉 = |ϕ〉 − |ϕ¯〉 (22)
Since Mˆ is trace class and ||ϕ¯||22 > 0 a.s, we can apply the proposition to obtain
the following result for every ǫ > 0:
lim
u→∞
Pu(||δϕ||22 > ǫ||ϕ¯||22) = 0, (23)
where dPu is the conditional probability measure such that |ϕ(0)|2 > u.
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3 Application: local helicity of a turbulent fluid
We consider a stationary homogeneous Gaussian random flow, v¯(x¯) with zero
mean and correlation function Cij(x¯ − x¯′). Also we consider the velocity field
v¯(x¯) = 〈x|v〉 on a bounded subset (Λ) of R3 with three components i.e. v¯(x¯) =
v1(x¯)xˆ1 + v2(x¯)xˆ2 + v3(x¯)xˆ3 and x¯ = x1xˆ1+ x2xˆ2 + x3xˆ3. Let Cˆ the covariance
operator governing the Gaussian field be of the following form:
Cij(x¯) =
2E
3
f(x)δij +
E
3
xf ′(x)
(
δij − xixj
x2
)
(24)
where x = |x¯|, E is the kinetic energy of the turbulent flow per unit mass of the
fluid and f(x) is a differentiable even function of x with the following behaviour
for small x:
f(x) = 1− x
2
2λ2
+O(x4) (25)
where λ is ”Taylor microscale”. Note that we are considering an incompressible,
isotropic, and homogeneous turbulent flow which justifies the above form of the
correlation function. We use the following definition of local helicity (h) at a
point x¯:
h = v¯(x¯) · (∇× v¯(x¯)), (26)
We are interested in the structure of the flow with large realizations of |h(0)|.
The above can be expanded as follows:
h = [v1(∂2v3 − ∂3v2) + v2(∂3v1 − ∂1v2) + v3(∂1v2 − ∂2v1)] (27)
The local helicity at x = 0 is the following:
h(0) = [v1(0)(∂2v3 − ∂3v2)0 + v2(0)(∂3v1 − ∂1v2)0 + v3(0)(∂1v2 − ∂2v1)0] (28)
We have the following definition for the quadratic form Q:
Q = 〈v|Oˆ|v〉, (29)
where Oˆ is a symmetric real operator acting on S∗, where S∗ is the dual of
S ⊂ L2(Λ, {1, 2, 3}). Hence the Hilbert space under consideration is a subset
of the space of L2 vector functions in R3. Expanding out, the above can be
written as:
Q =
3∑
µ=1
3∑
ν=1
∫ ∫
vµ(x¯)Oµν(x¯, y¯)vν(y¯)d
3xd3y, (30)
where x¯ ≡ (x1, x2, x3) ∈ R3 and y¯ ≡ (y1, y2, y3) ∈ R3. For further analysis
we need to find the appropriate form of the operator Oˆ admitting the correct
form of the local helicity h(0) defined above. Equating the two we find that the
following definition of Oµν would suffice:
O11(x¯, y¯) = 0, O12(x¯, y¯) = −δ(x¯)δ(y¯)∂y3 , O13(x¯, y¯) = δ(x¯)δ(y¯)∂y2
O21(x¯, y¯) = δ(x¯)δ(y¯)∂y3 , O22(x¯, y¯) = 0, O23(x¯, y¯) = −δ(x¯)δ(y¯))∂y1
O31(x¯, y¯) = −δ(x¯)δ(y¯)∂y2 , O32(x¯, y¯) = δ(x¯)δ(y¯)∂y1 , O33(x¯, y¯) = 0
(31)
For instance:∫∫
v1(x¯)O12(x¯, y¯)v2(y¯)d
3xd3y = −
∫∫
v1(x¯)δ(x¯)δ(y¯)∂y3v2(y¯)d
3xd3y = −v1(0)|∂3v2|0
(32)
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The above can we written compactly as follows:
Oij(x¯, y¯) = −ǫijkδ(x¯)δ(y¯)∂yk , (33)
where ǫijk is the Levi-Civita symbol. The symmetrized operator Oˆ
S will be the
following:
OSij(x¯, y¯) = −
1
2
[ǫijkδ(x¯)δ(y¯)∂yk + ǫijk∂xkδ(x¯)δ(y¯)] (34)
In the above ∂xk acts on what is on the left and ∂yk acts on what is on the right.
We wish to write the eigenvalue equation for the operator Aˆ = CˆOˆS . We have:
Aik(x¯, y¯) =
∑
j
∫
Cij(x¯, z¯)O
S
jk(z¯, y¯)dz (35)
We have the following eigenvalue equation for the operator Aˆ:
〈x|CˆOˆS |λ〉 =
∫
〈x|CˆOˆS |y〉λ(y¯)dy = λλ(x¯) (36)
For the ith component of the field λ(x) we have:∑
jk
∫∫
Cik(x¯, z¯)O
S
kj(z¯, y¯)λj(y¯)dydz = λλi(x¯) (37)
Substituting for OˆS we have:
λλi(x¯) = −1
2
∑
jk
∫∫
Cik(x¯, z¯)[ǫkjlδ(z¯)δ(y¯)∂yl + ǫkjl∂zlδ(z¯)δ(y¯)]λj(y¯)dydz
= −1
2

∑
jk
Cik(x¯, 0)ǫkjl|∂ylλj(y¯)|0 −
∑
jk
ǫkjl|∂xlCik(x¯, 0)|0λj(0)


=
1
2
[c¯i(x¯) · (∇× λ(0))− λ(0) · (∇× c¯i(x¯))]
(38)
In the above the kth component of c¯i(x¯) is Cik(x¯). Thus we have finally obtained
the eigenvalue equation for CˆOˆ. Next we solve this eigenvalue equation to
obtain the results shown below. The details of the calculations are presented in
Appendix D. The eigenvalue equation can be written as follows after combining
all three vector components:
2vv¯(x¯) =
E
3
(2f(x) + xf ′(x))(∇× v¯(0))
− E
3
x¯f ′(x)
( x¯
x
· ∇ × v¯(0)
)
+
E
3
(4f ′(x) + xf ′′(x))
( x¯
x
× v¯(0)
) (39)
We take the curl of the above to obtain the following (details in Appendix D):
2v(∇× v¯(x)) = E
3
[4f ′(x) + xf ′′(x)]
( x¯
x
× (∇× v¯(0))
)
− 2E
3x
[4f ′(x) + xf ′′(x)]v¯(0)
+
E
3x
[4f ′(x) − 4xf ′′(x)− x2f ′′′(x)]
[
v¯(0)
( x¯
x
· v¯(0)
) x¯
x
] (40)
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The above two equations reduce to the following at x¯ = 0 (also by making use
of the small x behaviour of f(x)):
vv¯(0) =
E
3
(∇× v¯(0)) (41)
5E
3λ2
= v(∇× v¯(0)) (42)
Thus,
v = ±
√
5E
3λ
(43)
with,
(∇× v¯(0)) = ±
√
5
λ
v¯(0) (44)
Denoting e¯x = x¯/x and e¯v = ¯v(0)/v(0) (where v(0) = |v¯(0)|), one obtains the
following expression for v¯(x¯):
v¯(x¯) =
√
λ|h(0)|
51/4
u¯(x¯), (45)
where,
u¯(x¯) = f(x)e¯v+
x
2
f ′(x)[e¯v− (e¯x · e¯v)e¯x]± λ√
5
[
2f ′(x) +
x
2
f ′′(x)
]
(e¯x× e¯v) (46)
For x << λ one can substitute the small x approximation for f(x) which gives:
u¯(x¯) = e¯v ±
√
5
2
(
e¯v × x¯
λ
)
− e¯v x
2
λ2
+
(e¯v · x¯)x¯
2λ2
(47)
The real Gaussian field ϕ¯(x¯) = t1v¯(x¯). Now ||ϕ¯||22 = 〈ϕ¯|ϕ¯〉 = t21||v¯||22. ||v¯||22
is the norm of the vector field v¯(x¯) which must be positive unless it is a null
vector. In the previous section we have proved that t21 > 0 a.s. Hence ||ϕ¯||22 > 0
a.s. We have thus successfully applied the proposition.
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4 Conclusions and perspectives
In this report we successfully derived a general result for real and complex Gaus-
sian fields and hence were able to answer the question we posed in the beginning
i.e what is the structure of the field in the limit of a large quadratic form Q. It is
worthwhile to mention that though the proofs for both real and complex fields
run on similar lines, we did encounter some special non-trivial issues to deal
with in the real case especially the important case when the degeneracy g1 = 1
(see Appendix). Also note that the case of g2 = 0 and infinitely degenerate
was also treated specially in both cases. It is particularly important because in
many relevant physical problems one would encounter this case.
We conclude that the result we obtained is a generalization to some specific
cases treated earlier for example we were successfully able to apply our result
to recover a known proposition derived by Adler dealing with the structure of
the field in the vicinity of a high local maxima. Though this result seems fairly
simple, it is special because it gives an exceedingly good insight to the field
structure and a direction to move further.
We also state that the problem we dealt with in this report is of relevance
in the domain of complex systems and could be employed to generate some
important analytical results especially when dealing with random flows. In the
last section we already examined an example which dealt with the problem of
local helicity of a random flow. We were able to successfully apply our proposi-
tion and examine the flow structure. One could extend the above result to try
and determine the energy spectrum of the flow E(k). It would require Fourier
transforming the velocity field and obtain Fourier modes u(k) from the already
obtained u(x).
There is also a connection of this problem to the spherical model of a ferro-
magnet [9] which could be examined and also to Bose-Einstein condensation of
a Gaussian vector field [10] which could be studied further.
We believe that this report would certainly provide a very good introduction
to someone who wishes to dive more into this field and try and solve more
innovative problems !
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A Proof of proposition 1
A.1 Proof when λg1+1 > 0
We write dPu the conditional probability measure knowing that Q = 〈ϕ|O|ϕ〉 >
u. Noting the fact that ∀a > 0, Pu(||δϕ||22 > ǫ||ϕ||22, ||ϕ¯||22 < a) ≤ Pu(||ϕ¯||22 < a),
we get the following relation:
Pu(||δϕ||22 > ǫ||ϕ¯||22) ≤ Pu(||δϕ||22 > ǫa) + Pu(||ϕ¯||22 < a) (48)
We denote ρ(v) as the pdf of Qg1 =
∑
n≤g1
λn|tn|2. Writing the characteristic
function f(k) as 〈eikQg1 〉 we obtain:
f(k) =
∫
eik
∑
n≤g1
λn|tn|
2
e−
∑
n≤g1
|tn|
2 ∏
n≤g1
d(ℜtn)d(ℑtn) (49)
The above is a simple Gaussian integral and yields the following result,
f(k) =
∏
n≤g1
1
1− ikλn (50)
leaving aside the normalization factors. Hence we get the expression for ρ(v).
ρ(v) =
∫
e−ikv
(1− ikλ1)g1
∏
n<0
1
1− ikλn dk (51)
For v > 0 only the pole k = 1/iλ1 shall contribute to the integral. The residue
being:
ρ(v) =
1
(g1 − 1)! limz→ 1iλ1
dg1−1
dzg1−1
e−izv∏
n<0(1− izλn)
=
1
(g1 − 1)! limz→ 1iλ1
(
1∏
n<0(1− izλn)
dg1−1
dzg1−1
e−izv
)
+ ...
=
1
(g1 − 1)!
∏
n<0
1
1− λn/λ1
(
v
λ1
)g1−1
exp(−v/λ1) + ...
(52)
In the limit of large v, only one of the terms in the derivative of product of two
terms survives and it is the one with the large numerical factor of vg1−1. So in
the limit v → +∞,
ρ(v) ∼ 1
(g1 − 1)!
∏
n<0
1
1− λn/λ1
(
v
λ1
)g1−1
exp(−v/λ1) (53)
From the above it follows that for every 0 < α < 1 there is a v0 > 0 such that
for every v > v0,
ρ(v) ≥ 1− α
(g1 − 1)!
∏
n<0
1
1− λn/λ1
(
v
λ1
)g1−1
exp(−v/λ1) (54)
From the above we obtain that:
P(Q > u) ≥ P(Qg1 > u) =
∫ ∞
u
ρ(v)dv (55)
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One needs to evaluate
∫∞
u
vg1e−v/λ1dv. A simple integration by parts yields:
∣∣∣∣vg1e−v/λ1−λ1
∣∣∣∣
∞
u
−
∫
e−v/λ1
−λ1 g1v
g1−1dv (56)
Noticing that the subsequent terms are of lesser order than the first one (can
be neglected taking the limit u→ +∞) yields the integral as (ug1−1e−u/λ1)/λ1.
Hence we obtain the following result:
P(Q > u) ≥ C1(α)ug1−1e−u/λ1 (57)
where,
C1(α) =
1− α
(g1 − 1)!λ1
∏
n<0
1
1− λn/λ1 (58)
Next we estimate Pu(||ϕ¯||22 < a). Noting the fact that P
(∑
i λi|ti|2 > u
) ≤
P
(∑
i≥1 λi|ti|2 > u
)
, we have:
Pu(||ϕ¯||22 < a) ≤ P

∑
i,j=1
〈λ1|C|λj〉t∗i tj < a,
∑
i≥1
λi|ti|2 > u

 (59)
We know that Cˆ is the covariance operator and is positive-definite and hermitian
(and symmetric in case of real field). Thus the g1 × g1 matrix 〈λi|C|λj〉 has
the same properties. Hence one can rewrite the sum
∑g1
i,j=1 〈λi|c|λj〉t∗i tj in the
eigen-basis of the g1 × g1 matrix as:
g1∑
i,j=1
〈λi|c|λj〉t∗i tj =
g1∑
n=1
µ˜n|t¯n|2, (60)
where µ˜1 ≥ µ˜2 ≥ ... ≥ µ˜g1 are the eigenvalues of the matrix and t¯n =∑g1
i=1〈µ˜n|λi〉ti. It is easy to see that if 〈ti〉 = 〈t2i 〉 = 0 then 〈t˜i〉 = 〈t˜2i 〉 = 0. We
have
〈|t˜2i |〉 =
g1∑
n,m=1
〈λi|µ˜n〉〈µ˜m|λi〉〈|ti|2〉 (61)
Using orthonormality of {|µ˜n〉′s} and 〈|ti|2〉 = 1, we have 〈|t˜i|2〉 = 1. Hence ti
and t˜i have the same statistical properties. Thus one can drop the tilde in t˜i.
Hence, one obtains:
P(||ϕ¯||22 < a,Q > u) ≤ P

 g1∑
i=1
µ˜i|ti|2 < a,
∑
i≥1
λi|ti|2 > u

 (62)
Now ||ϕ¯||22 =
∑g1
i=1 µ˜1|ti|2. If ||ϕ¯||22 > 0 a.s then µ˜1 > 0 a.s since it is the largest
eigenvalue of the g1 × g1 matrix. Since M is assumed to be a trace class so∑
i |λi| < +∞ a.s, implying that λi must decrease quickly to zero, hence the
degeneracy g1 must be finite. Hence we denote µ˜min as the least of µ˜i > 0 i.e
µ˜min = inf
1≤i≤g1
{µ˜i : µ˜i > 0} > 0 (63)
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Thus we obtain
P(||ϕ¯||22 < a,Q > u) ≤ P

µ˜min g1∑
i=1
|ti|2 < a,
∑
i≥1
λi|ti|2 > u

 (64)
Now,
P

µ˜min g1∑
i=1
|ti|2 < a,
∑
i≥1
λi|ti|2 > u

 = P

 g1∑
i=1
|ti|2 < a
µ˜min
,
g1∑
i=1
λ1|ti|2 +
∑
i>g1
λi|ti|2 > u


= P

 g1∑
i=1
|ti|2 < a
µ˜min
,
g1∑
i=1
λ1|ti|2 > u−
∑
i>g1
λi|ti|2


(65)
Denoting
∑
i>g1
λi|ti|2 as x, we have the above equal to
P
(
u− x
λ1
<
g1∑
i=1
|ti|2 < a
µ˜min
)
(66)
Thus one obtains,
P(||ϕ¯||22 < a,Q > u) ≤
∫ ∞
x=0
P
(
u− x
λ1
<
g1∑
i=1
|ti|2 < a
µ˜min
)
dP

∑
i>g1
λi|ti|2 = x


(67)
Now if x < u − λ1aµ˜min then u−xλ1 > aµ˜min which is not possible. Thus the above
can be further simplified to:
∫ ∞
x=u−
λ1a
µ˜min
P
(
u− x
λ1
<
g1∑
i=1
|ti|2 < a
µ˜min
)
dP

∑
i>g1
λi|ti|2 = x

 ≤ ∫ ∞
x=u−
λ1a
µ˜min
dP

∑
i>g1
λi|ti|2 = x


= P

∑
i>g1
λi|ti|2 > u− λ1a
µ˜min


(68)
We recall the exponential Markov inequality that for a random variable X, for
every t > 0, P(X > a) ≤ e−taE[etX ]. Applying it to the above we obtain ∀c > 0:
P

∑
i>g1
λi|ti|2 > u− λ1a
µ˜min

 ≤ e−c(u−λ1a/µ˜min)E

exp

c∑
i>g1
λi|ti|2



 (69)
Now,
E

exp

c∑
i>g1
λi|ti|2



 = E

∏
i>g1
exp
(
cλi|ti|2
) (70)
Therefore,
E
[
exp
(
cλi|ti|2
)]
=
∫∫
ecλi|ti|
2
dP(ℜti)dP(ℑti)
=
∫∫
ecλit
2
iRecλit
2
iI e−t
2
iRe−t
2
iI
dtiRdtiI
π
=
1
1− cλi
(71)
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apart from some normalization constants. Hence,
P

∑
i>g1
λi|ti|2 > u− λ1a
µ˜min

 ≤ e−c(u−λ1a/µ˜min) ∏
i>g1
1
1− cλi (72)
Also note that the above product is necessarily well behaved if c < 1/λg1+1,
hence we impose this constraint on c. Now we can obtain an upper bound on
Pu(||ϕ¯||22 < a) ≡ P (||ϕ¯||
2
2<a,Q>u)
P (Q>u) since we already have a bound on P (Q > u).
We take c = (λ−11 + λ
−1
g1+1
)/2 and substitute in the above equation.
exp [−c(u− λ1a/µ˜min)] = exp
[
−
(
1
λ1
+
1
λg1+1
)
u
2
]
exp
[
a(λ1 + λg1+1)
2λg1+1µ˜min
]
(73)
Thus,
Pu((||ϕ¯||22 < a) ≤ C2(α) exp
[
−
(
1
λ1
+
1
λg1+1
)
u
2
]
, (74)
where,
C2(α) = exp
[
a(λ1 + λg1+1)
2λg1+1µ˜min
] ∏
i>g1
1
1− (λ−11 + λ−1g1+1)λi/2
(75)
Using the bound on P(Q > u), we finally obtain:
Pu(||ϕ¯||22 < a) ≤
C2(α)
C1(α)
exp
[
−
(
1
λg1+1
− 1
λ1
)
u
2
]
(76)
which equals zero in the limit u→∞.
Next we estimate the conditional probability Pu(||δϕ||22 > ǫa). Using the fact
that P (Q > u) ≤ P
(∑
i≥1 λi|ti|2 > u
)
, we write the joint probability measure
of ti/∈[1,g1] as:
dP
(
ti/∈[1,g1],
∑
i
λi|ti|2 > u
)
≤ dP

ti/∈[1,g1],∑
i≥1
λi|ti|2 > u

 (77)
Also,
P

∑
i≥1
λi|ti|2 > u

 = P

λ1 g1∑
i=1
|ti|2 > u−
∑
i>g1
λi|ti|2

 , (78)
and thus we can write the following relation:
dP
(
ti/∈[1,g1],
∑
i
λi|ti|2 > u
)
≤ P

 g1∑
i=1
|ti|2 > u
λ1
−
∑
i>g1
λi
λ1
|ti|2

 ∏
i/∈[1,g1]
e−|ti|
2 d2ti
π
(79)
Evaluation of dP
(∑g1
i=1 |ti|2
)
follows the same procedure as we followed earlier
- writing the characteristic function and taking the inverse Fourier transform.
One obtains a g1 order pole at k = −i and we obtain the following pdf:
ρ(v) =
∫
H(v)vg1−1
(g1 − 1)! e
−vdv (80)
17
where H(v) is the Heavyside step function. Hence,
P

 g1∑
i=1
|ti|2 > u
λ1
−
∑
i>g1
λi
λ1
|ti|2

 = ∫ ∞
u
λ1
−
∑
i>g1
λi
λ1
|ti|2
H(v)vg1−1
(g1 − 1)! e
−vdv (81)
Performing a change of variables v → v −∑i>g1 λi|ti|2/λ1 and using the fact
that H(v)vg1−1 is an increasing function of v we obtain:
P

 g1∑
i=1
|ti|2 > u
λ1
−
∑
i>g1
λi
λ1
|ti|2

 ≤ 1
(g1 − 1)!
∫ ∞
u/λ1
vg1−1e−vdv
∏
i>g1
eλi|ti|
2/λ1
(82)
We perform integration by parts and note that the subsequent terms are of
lesser order than the first one (can be neglected taking the limit u→ +∞) and
obtain: ∫ ∞
u/λ1
vg1−1e−vdv ∼
(
u
λ1
)g1−1
e−u/λ1 (83)
Thus for every α > 0, there is a v1 > 0 such that for every u > v1,
P

 g1∑
i=1
|ti|2 > u
λ1
−
∑
i>g1
λi
λ1
|ti|2

 ≤ 1 + α
(g1 − 1)!
(
u
λ1
)g1−1
e−u/λ1
∏
i>g1
eλi|ti|
2/λ1
(84)
Thus for u very large we have:
dP
(
ti/∈[1,g1],
∑
i
λi|ti|2 > u
)
≤ 1 + α
(g1 − 1)!
(
u
λ1
)g1−1
e−u/λ1
∏
i>g1
eλi|ti|
2/λ1
∏
i/∈[1,g1]
e−|ti|
2
d2ti
(85)
Making use of the bound on Pu(Q > u), we can write the conditional probability
measure as:
dPu
(
ti/∈[1,g1]
) ≤ C3(α)
(∏
i<0
e−|ti|
2 d2ti
π
)∏
i>g1
e−(1−λi/λ1)|ti|
2 d2ti
π

 (86)
where,
C3(α) =
(1 + α)
(1− α)λ
−g1
1
∏
n<0
(1− λn/λ1) (87)
Next we estimate Eu[e
c||δϕ||22] for some c > 0.
Eu[e
c||δϕ||22] ≤ C3(α)
∫
ec
∑
i,j /∈[1,g1]
t∗i 〈λi|C|λj〉tj
(∏
i<0
e−|ti|
2 d2ti
π
)
∏
i>g1
e−(1−λi/λ1)|ti|
2 d2ti
π


(88)
We can write the above in a compact form as follows:
Eu[e
c||δϕ||22] ≤ C3(α)
∫
e−
∑
i,j /∈[1,g1]
t∗iGijtj
∏
i,j /∈[1,g1]
d2ti
π
(89)
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where Gˆ is the matrix below
Gij = diag(min{1, 1− λi/λ1})− c〈λi|Cˆ|λj〉 (90)
For the above Gaussian integral to exist, the matrix Gˆ must be strictly positive-
definite. When we perform the Gaussian integration we end up with an infinite
determinant i.e. an infinite product of the eigenvalues which needs to be finite.
Thus the matrix diag (max{0, λi/λ1}) + c〈λi|Cˆ|λj〉 needs to be a trace class.
From which it follows that Mˆ and Cˆ must be trace class operators. Noticing
that ||Cˆ|| = µ1 and min{1, 1 − λi/λ1} ≥ 1 − λg1+1/λ1 for i /∈ [1, g1], then this
condition is satisfied for c < (1− λg1+1/λ1)/µ1. Thus there exists a c > 0 such
that the Gaussian integral exists-which we call as C4(c). Thus,
Eu[e
c||δϕ||22] ≤ C3(α)C4(c) (91)
Using exponential Markov inequality, we obtain:
Pu(||δϕ||22 > ǫa) ≤ e−ǫcaEu[ec||δϕ||
2
2] ≤ e−ǫcaC3(α)C4(c) (92)
Thus plugging both estimates into our original equation and taking the limit
u→∞ we obtain:
lim
u→∞
Pu(||δϕ||22 > ǫ||ϕ||22) ≤ e−ǫcaC3(α)C4(c) (93)
In the above a can be arbitrarily large and leads to the conclusion that limu→∞ Pu(||δϕ||22 >
ǫ||ϕ||22) = 0.
A.2 Proof for λg1+1 = 0
There is no modification until we obtain the following lower bound on P(Q > u):
P(Q > u) ≥ C1(α)ug1−1 exp
(−u
λ1
)
(94)
Next we estimate the conditional probability Pu(||ϕ¯||22 < a) and obtain the
following relation:
P(||ϕ¯||22 < a,Q > u) ≤ P

µ¯min g1∑
i=1
|ti|2 < a,
∑
i≥1
λi|ti|2 > u

 (95)
Since λg1+1 is zero and infinitely degenerate, we have:
P

µ¯min g1∑
i=1
|ti|2 < a,
∑
i≥1
λi|ti|2 > u

 = P
(
µ¯min
g1∑
i=1
|ti|2 < a,
g1∑
i=1
λi|ti|2 > u
)
(96)
Thus we need to evaluate the following:
P
(
u
λ1
<
g1∑
i=1
|ti|2 < a
µ¯min
)
(97)
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We note that the above is zero for u > λ1a/µ¯min. So P(||ϕ¯||22 < a,Q > u) = 0 for
u > λ1a/µ¯min. Hence we have the result that for every a > 0, for u > λ1a/µ¯min,
Pu(||ϕ¯||22 < a) = 0.
We next move on to the part where we estimate Pu(||δϕ||22 > ǫa). We write
the following conditional probability measure:
dP
(
ti6=[1,g1],Q > u
) ≤ dP

ti6=[1,g1],∑
i≥1
λi|ti|2 > u

 (98)
Since λg1+1 is zero and infinitely degenerate, we have:
dP

ti6=[1,g1],∑
i≥1
λi|ti|2 > u

 = dP
(
ti6=[1,g1],
g1∑
i=1
λi|ti|2 > u
)
= P
(
g1∑
i=1
|ti|2 > u
λ1
) ∏
i6=[1,g1]
e−|ti|
2
π
d2ti
(99)
For large u one has (also since H(v) = 1 in the considered domain (see below)):
P
(
g1∑
i=1
|ti|2 > u
λ1
)
=
∫ ∞
u/λ1
H(v)vg1−1
(g1 − 1)! e
−vdv ∼ 1
(g1 − 1)!
(
u
λ1
)g1−1
e−u/λ1
(100)
It follows that for every α > 0, there is a v1 > 0 such that for every v > v1,
P(||ϕ¯||22 < a,Q > u) ≤
1 + α
(g1 − 1)!
(
u
λ1
)g1−1
e−u/λ1
∏
i6=[1,g1]
e−|ti|
2
π
d2ti (101)
The conditional probability (for u > max{v0, v1}) will be:
dPu({ti6=[1,g1]}) ≤ C3(α)
∏
i6=[1,g1 ]
e−|ti|
2
π
d2ti, (102)
where C3(α) is the same as defined in the case of λg1+1 > 0. Thus one obtains
for large u, the following:
Eu[exp(c||δϕ||22)] ≤ C3(α)C4(c), (103)
where C4(c) is a Gaussian integral whose existence is ensured if we choose
c < 1/µ1 where ||Cˆ|| = µ1 and Cˆ being trace class.
20
B Proof of proposition 2
B.1 Proof when λg1+1 > 0
We write dPu the conditional probability measure knowing that Q = 〈ϕ|O|ϕ〉 >
u. Using the fact that ∀a > 0, Pu(||δϕ||22 > ǫ||ϕ||22, ||ϕ¯||22 < a) ≤ Pu(||ϕ¯||22 < a),
we get the following relation:
Pu(||δϕ||22 > ǫ||ϕ¯||22) ≤ Pu(||δϕ||22 > ǫa) + Pu(||ϕ¯||22 < a) (104)
The quadratic form Q = 〈ϕ|OˆS |ϕ〉 can be written as:
Q =
∑
i
t2iλi (105)
Following the proof of the complex case we evaluate the pdf (ρ(v))of Qg1 =∑
n<g1
λnt
2
n. Writing the characteristic function f(k) as 〈eikQg1 〉 we obtain:
f(k) =
∫
eik
∑
n≤g1
λnt
2
ne−
∑
n≤g1
t2n
∏
n≤g1
dtn (106)
This can be evaluated to be:
f(k) =
∏
n≤g1
1√
1− ikλn
(107)
leaving aside the normalization factors. Hence we get the expression for ρ(v).
ρ(v) =
∫ ∞
−∞
e−ikv
(
√
1− 2ikλ1)g1
∏
n<0
1√
1− 2ikλn
dk
2π
(108)
However in the above integral we note the fact that for large v only the vicinity
of −i/2λ1 contributes. In that limit one can write:
ρ(v) ∼
∏
n<0
1√
1− λn/λ1
∫ ∞
−∞
e−ikv
(1− 2ikλ1)g1/2
dk
2π
(109)
Using the change of variables s = 1− 2ikλ1, we have:
ρ(v) ∼ e
−v/2λ1
2λ1
∏
n<0
1√
1− λn/λ1
∫ 1+i∞
1−i∞
evs/2λ1
sg1/2
ds
2iπ
(110)
We note that M being a trace class ensures that the infinite product before the
integral exists. The integral can be solved to obtain the following [8]:
ρ(v) ∼ 1
(g1/2− 1)!
∏
n<0
1√
1− λn/λ1
( v
2λ1
)g1/2−1 e−v/2λ1
2λ1
(111)
From the above it follows that for every 0 < α < 1 there is a v0 > 0 such that
for every v > v0,
ρ(v) ≥ (1− α)
(g1/2− 1)!
∏
n<0
1√
1− λn/λ1
( v
2λ1
)g1/2−1 e−v/2λ1
2λ1
(112)
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From the above we obtain that:
P(Q > u) ≥ P(Qg1 > u) =
∫ ∞
u
ρ(v)dv (113)
One needs to evaluate
∫∞
u
v
g1
2 −1e−v/2λ1 dv2λ1 . A simple integration by parts and
noticing that the subsequent terms are of lesser order than the first one (can
be neglected taking the limit u → +∞) yields the integral as (u g12 −1e−u/2λ1).
Thus from the asymptotics one has:∫ ∞
u
vg1/2−1e−v/2λ1
dv
2λ1
∼ ug1/2−1e−u/2λ1 (114)
From the above it follows that there is a v1 > 0 such that for every u > v1,∫ ∞
u
vg1/2−1e−v/2λ1
dv
2λ1
≥ (1− α)ug1/2−1e−u/2λ1 (115)
From the above results one obtains for u > max{v0, v1},
P(Q > u) ≥ C1(α)ug1/2−1e−u/2λ1 , (116)
where
C1(α) =
(1− α)2
(g1/2− 1)!(2λ1)g1/2−1
∏
n<0
1
1− λn/λ1 (117)
Next we estimate Pu(||ϕ¯||22 < a). Noting the fact that P
(∑
i λit
2
i > u
) ≤
P
(∑
i≥1 λit
2
i > u
)
, we have:
Pu(||ϕ¯||22 < a) ≤ P

∑
i,j=1
〈λ1|C|λj〉titj < a,
∑
i≥1
λit
2
i > u

 (118)
We know that Cˆ is the covariance operator and is positive-definite and sym-
metric in case of real field. Thus the g1 × g1 matrix 〈λi|C|λj〉 has the same
properties. Hence one can rewrite the sum
∑g1
i,j=1 〈λi|c|λj〉titj in the eigen-
basis of the g1 × g1 matrix as:
g1∑
i,j=1
〈λi|c|λj〉titj =
g1∑
n=1
µ˜n t¯
2
n, (119)
where µ˜1 ≥ µ˜2 ≥ ... ≥ µ˜g1 are the eigenvalues of the matrix and t¯n =∑g1
i=1〈µ˜n|λi〉ti. It is easy to see that if 〈ti〉 = 0 then 〈t˜i〉 = 0 by simple substi-
tution. We have
〈t˜2i 〉 =
g1∑
n,m=1
〈λi|µ˜n〉〈µ˜m|λi〉〈t2i 〉 (120)
Using orthonormality of {|µ˜n〉′s} and 〈t2i 〉 = 1, we have 〈t˜2i 〉 = 1. Hence ti and
t˜i have the same statistical properties. Thus one can drop the tilde in t˜i. Hence,
one obtains:
P(||ϕ¯||22 < a,Q > u) ≤ P

 g1∑
i=1
µ˜it
2
i < a,
∑
i≥1
λit
2
i > u

 (121)
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Now ||ϕ¯||22 =
∑g1
i=1 µ˜1t
2
i . If ||ϕ¯||22 > 0 a.s then µ˜1 > 0 a.s since it is the largest
eigenvalue of the g1 × g1 matrix. Since M is assumed to be a trace class so∑
i |λi| < +∞ a.s, implying that λi must decrease quickly to zero, hence the
degeneracy g1 must be finite. Hence we denote µ˜min as the least of µ˜i > 0 i.e
µ˜min = inf
1≤i≤g1
{µ˜i : µ˜i > 0} > 0 (122)
Thus we obtain
P(||ϕ¯||22 < a,Q > u) ≤ P

µ˜min g1∑
i=1
t2i < a,
∑
i≥1
λit
2
i > u

 (123)
Now,
P

µ˜min g1∑
i=1
t2i < a,
∑
i≥1
λit
2
i > u

 = P

 g1∑
i=1
t2i <
a
µ˜min
,
g1∑
i=1
λ1t
2
i +
∑
i>g1
λit
2
i > u


= P

 g1∑
i=1
t2i <
a
µ˜min
,
g1∑
i=1
λ1t
2
i > u−
∑
i>g1
λit
2
i


(124)
Denoting
∑
i>g1
λit
2
i as x, we have the above equal to
P
(
u− x
λ1
<
g1∑
i=1
t2i <
a
µ˜min
)
(125)
Thus one obtains,
P(||ϕ¯||22 < a,Q > u) ≤
∫ ∞
x=0
P
(
u− x
λ1
<
g1∑
i=1
t2i <
a
µ˜min
)
dP

∑
i>g1
λit
2
i = x


(126)
Now if x < u − λ1aµ˜min then u−xλ1 > aµ˜min which is not possible. Thus the above
can be further simplified to:
∫ ∞
x=u−
λ1a
µ˜min
P
(
u− x
λ1
<
g1∑
i=1
t2i <
a
µ˜min
)
dP

∑
i>g1
λit
2
i = x

 ≤ ∫ ∞
x=u−
λ1a
µ˜min
dP

∑
i>g1
λit
2
i = x


= P

∑
i>g1
λit
2
i > u−
λ1a
µ˜min


(127)
We recall the exponential Markov inequality that for a random variable X , for
every t > 0, P(X > a) ≤ e−taE[etX ]. Applying it to the above we obtain ∀c > 0:
P

∑
i>g1
λit
2
i > u−
λ1a
µ˜min

 ≤ e−c(u−λ1a/µ˜min)E

exp

c∑
i>g1
λit
2
i



 (128)
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Now,
E

exp

c∑
i>g1
λit
2
i



 = E

∏
i>g1
exp
(
cλit
2
i
) (129)
Therefore,
E
[
exp
(
cλit
2
i
)]
=
∫
ecλit
2
i dP(ti)
=
∫
ecλit
2
i e−t
2
i/2
dti√
2π
=
1√
1− 2cλi
(130)
apart from some normalization constants. Thus,
P

∑
i>g1
λit
2
i > u−
λ1a
µ˜min

 ≤ e−c(u−λ1a/µ˜min) ∏
i>g1
1√
1− 2cλi
(131)
Also note that the above product is necessarily well behaved if c < 1/2λg1+1,
hence we impose this constraint on c. Hence now we can obtain an upper
bound on Pu(||ϕ¯||22 < a) ≡ P(||ϕ¯||
2
2<a,Q>u)
P(Q>u) since we already have a lower bound
on P(Q > u). We take c = (λ−11 + λ−1g1+1)/4 and substitute in the above.
exp [−c(u− λ1a/µ˜min)] = exp
[
−
(
1
λ1
+
1
λg1+1
)
u
4
]
exp
[
a(λ1 + λg1+1)
4λg1+1µ˜min
]
(132)
Thus,
Pu((||ϕ¯||22 < a) ≤ C2(α) exp
[
−
(
1
λ1
+
1
λg1+1
)
u
4
]
, (133)
where,
C2(α) = exp
[
a(λ1 + λg1+1)
4λg1+1µ˜min
] ∏
i>g1
1
1− (λ−11 + λ−1g1+1)λi/2
(134)
Using the bound on P(Q > u), we finally obtain:
Pu(||ϕ¯||22 < a) ≤
C2(α)
C1(α)
1
ug1/2−1
exp
[
−
(
1
λg1+1
− 1
λ1
)
u
4
]
(135)
Next we estimate the conditional probability Pu(||δϕ||22 > ǫa). Again noting
the fact that P(Q > u) ≤ P
(∑
i≥1 λit
2
i > u
)
, we write the joint probability
measure of ti/∈[1,g1] as:
dP
(
ti/∈[1,g1],
∑
i
λit
2
i > u
)
≤ dP

ti/∈[1,g1],∑
i≥1
λit
2
i > u

 (136)
Also we note that,
P

∑
i≥1
λit
2
i > u

 = P

λ1 g1∑
i=1
t2i > u−
∑
i>g1
λit
2
i

 , (137)
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and hence we can write the following relation:
dP
(
ti/∈[1,g1],
∑
i
λit
2
i > u
)
≤ P

 g1∑
i=1
t2i >
u
λ1
−
∑
i>g1
λi
λ1
t2i

 ∏
i/∈[1,g1]
e−t
2
i/2
dti√
2π
(138)
Evaluation of dP
(∑g1
i=1 t
2
i
)
follows the same procedure as we followed earlier
- writing the characteristic function and taking the inverse Fourier transform.
We obtain the following pdf:
ρ(v) =
2(g1−1)/2(−1)g1/2
2(1 · 3 · 5 · (g1 − 2)
√
π)
∫
H(v)v
g1
2 −1e−vdv (139)
where H(v) is the Heavyside step function. Denoting the constant term on the
left of the integral as S we obtain:
P

 g1∑
i=1
t2i >
u
λ1
−
∑
i>g1
λi
λ1
t2i

 = S ∫ ∞
u
λ1
−
∑
i>g1
λi
λ1
t2i
H(v)v
g1
2 −1e−vdv (140)
Performing a change of variables v → v−∑i>g1 λit2i /λ1 and using the fact that
H(v)v
g1
2 −1 is an increasing function of v for g > 1 we obtain:
P

 g1∑
i=1
t2i >
u
λ1
−
∑
i>g1
λi
λ1
t2i

 ≤ S ∫ ∞
u/λ1
v
g1
2 −1e−vdv
∏
i>g1
eλit
2
i /λ1 (141)
We perform integration by parts and note that the subsequent terms are of
lesser order than the first one (can be neglected taking the limit u→ +∞) and
obtain: ∫ ∞
u/λ1
v
g1
2 −1e−vdv ∼
(
u
λ1
) g1
2 −1
e−u/λ1 (142)
Thus for every α > 0, there is a v1 > 0 such that for every u > v1,
P

 g1∑
i=1
t2i >
u
λ1
−
∑
i>g1
λi
λ1
t2i

 ≤ S(1+α)( u
λ1
) g1
2 −1
e−u/λ1
∏
i>g1
eλit
2
i /2λ1 (143)
For 0 < α < 1, it follows that for u large enough,
dPu({ti /∈ [1, g1]}) ≤ C3(α)
(∏
i<0
e−t
2
i/2√
2π
dti
)
∏
i>g1
e−(1−λi/λ1)t
2
i/2√
2π
dti

 , (144)
where
C3(α) =
(1 + α)S
C1(α)λ
g1/2−1
1
(145)
Next we estimate Eu[e
c||δϕ||22] for some c > 0.
Eu[e
c||δϕ||22] ≤ C3(α)
∫
ec
∑
i,j /∈[1,g1]
ti〈λi|C|λj〉tj
(∏
i<0
e−t
2
i/2
dti√
2π
)∏
i>g1
e−(1−λi/λ1)t
2
i/2
dti√
2π


(146)
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We can write the above in a compact form as follows:
Eu[e
c||δϕ||22] ≤ C3(α)
∫
e−
∑
i,j /∈[1,g1]
tiGijtj
∏
i,j /∈[1,g1]
dti√
2π
(147)
where hatG is the matrix below
Gij = diag(min{1, 1− λi/λ1})− 2c〈λi|Cˆ|λj〉 (148)
For the above Gaussian integral to exist, the matrix Gˆ must be strictly positive-
definite. When we perform the Gaussian integration we end up with an infinite
determinant i.e. an infinite product of the eigenvalues which needs to be finite.
Thus the matrix diag (max{0, λi/λ1}) + 2c〈λi|Cˆ|λj〉 needs to be a trace class.
From which it follows that Mˆ and Cˆ must be trace class operators. Noticing
that ||Cˆ|| = µ1 and min{1, 1 − λi/λ1} ≥ 1 − λg1+1/λ1 for i /∈ [1, g1], then this
condition is satisfied for c < (1−λg1+1/λ1)/2µ1. Thus there exists a c > 0 such
that the Gaussian integral exists-which we call as C4(c). Thus,
Eu[e
c||δϕ||22] ≤ C3(α)C4(c) (149)
Using exponential Markov inequality, we obtain:
Pu(||δϕ||22 > ǫa) ≤ e−ǫcaEu[ec||δϕ||
2
2] ≤ e−ǫcaC3(α)C4(c) (150)
Thus plugging both estimates into our original equation and taking the limit
u→∞ we obtain:
lim
u→∞
Pu(||δϕ||22 > ǫ||ϕ||22) ≤ e−ǫcaC3(α)C4(c) (151)
In the above a can be arbitrarily large and leads to the conclusion that limu→∞ Pu(||δϕ||22 >
ǫ||ϕ||22) = 0.
Next we consider the case when g1 = 1 case. We can not use the same ap-
proach since v−1/2 is not an increasing function of v. Let us write σ =
∑
i>1 λit
2
i .
For a fixed 0 < ǫ < 1 we consider two domains σ < (1 − ǫ)u and σ ≥ (1 − ǫ)u.
Domain 1
We start with the following p.d.f:
ρ(v) = S
∫
H(v)v−
1
2 e−v/2dv (152)
where H(v) is the Heavyside step function and S is the constant defined earlier.
Hence,
P
(
t21 >
u− σ
λ1
)
= S
∫ ∞
u−σ
λ1
H(v)v−
1
2 e−v/2dv (153)
Performing a change of variables v → v − σ/λ1 we obtain:
P
(
t21 >
u− σ
λ1
)
=
∫ ∞
u/λ1
H(v − σ/λ1)(v − σ/λ1)− 12 e−v/2eσ/2λ1dv (154)
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We note that (v − σ/λ1)− 12 is increasing in σ and decreasing in v and thus can
be bounded by
(
ǫu
λ1
)−1/2
. Using asymptotics for the integral as we have done
often earlier one obtains the following relation:
P
(
t21 >
u− σ
λ1
)
≤ 2
√
λ1√
ǫu
e−u/2λ1
∏
i>g1
eλit
2
i/2λ1 (155)
Thus for u large enough one has a similar relation as earlier:
dPu({ti /∈ [1, g1]}) ≤ C3(α)
(∏
i<0
e−t
2
i/2√
2π
dti
)
∏
i>g1
e−(1−λi/λ1)t
2
i/2√
2π
dti

 , (156)
where
C3(α) =
2
C1(α)
√
λ1
ǫ
(157)
and similarly
Eu[e
c||δϕ||22] ≤ C3(α)C4(c), (158)
where C4(c) is the same as defined earlier. The rest of the proof is the same.
Domain 2
We can use the following trivial bound:
dP
(
{ti6=1},
∑
i
λit
2
i > u
)
≤
∏
i6=1
e−t
2
i/2√
2π
dti (159)
We make use of the following lower bound
P(Q > u) ≥ C1(α)ug1/2−1e−u/2λ1 (160)
to obtain the following relation for the conditional expectation:
Eu[e
c||δϕ||221σ≥(1−ǫ)u] ≤
√
ueu2/λ1
C1(α)
E[ec||δϕ||
2
21σ≥(1−ǫ)u] (161)
In the above 1σ≥(1−ǫ)u is the indicator function to make use of the fact that we
are in the second domain. We use Ho¨lders inequality to obtain the following
relation:
E[ec||δϕ||
2
21σ≥(1−ǫ)u] ≤ E[ec||δϕ||
2
2]1/qE[1σ≥(1−ǫ)u]
1/p = E[ec||δϕ||
2
2]1/qP[σ ≥ (1−ǫ)u]1/p
(162)
Hence using the bound on E[ec||δϕ||
2
2] we obtained earlier to write the following:
Eu[e
c||δϕ||221σ≥(1−ǫ)u] ≤
C4(qc)
1/q
C1(α)
√
ueu/2λ1P[σ ≥ (1 − ǫ)u]1/p (163)
In the above p and q are Ho´lder equivalents i.e 1/p+1/q = 1. Using asymptotics
again we can evaluate P[σ ≥ (1 − ǫ)u] (exactly like how we calculated the pdf
for Q earlier:
P[σ ≥ (1 − ǫ)u] ≤ (1 + α)C5(α)ug2/2−1 exp
(
− (1− ǫ)u
2λ2
)
(164)
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Hence for u large enough we obtain:
Eu[e
c||δϕ||221σ≥(1−ǫ)u] ≤ (1 + α)
C5(α)C4(qc)
1/q
C1(α)
u1/2+g2/2p−1/p exp (−γ(ǫ, p)u)
(165)
where
γ(ǫ, p) =
1
2
(
1− ǫ
pλ2
− 1
λ1
)
(166)
We need γ(ǫ, p) > 0 and it can be fixed by the following choice: 0 < ǫ <
1 − λ2/λ1, 1 < p < (1 − ǫ)λ1/λ2. For the Gaussian integral to exist we should
have c < (1− λg1+1/λ1). Thus for u large enough one has:
Eu[e
c||δϕ||221σ≥(1−ǫ)u] ≤ C6(α)u1/2+g2/2p−1/pe−γ(ǫ,p)u (167)
We recall that C4(c) was the Gaussian integral we came across earlier. Since q >
1 one has C4(c) ≤ C4(qc). Hence we finally use exponential Markov inequality
and combine our earlier result of the first domain to obtain the following:
Pu(||δϕ||22 > ǫa) ≤ e−ǫca[C3(α)C4(c) + C6(α)u1/2+g2/2p−1/pe−γ(ǫ,p)u] (168)
B.2 Proof when λg1+1 = 0
There is no modification until we obtain the following lower bound on P(Q > u):
P(Q > u) ≥ C1(α)ug1/2−1 exp
(−u
2λ1
)
(169)
Then we estimate the conditional probability Pu(||ϕ¯||22 < a) and obtain the
following relation:
P(||ϕ¯||22 < a,Q > u) ≤ P

µ¯min g1∑
i=1
t2i < a,
∑
i≥1
λit
2
i > u

 (170)
Since λg1+1 is zero and infinitely degenerate, we have:
P

µ¯min g1∑
i=1
t2i < a,
∑
i≥1
λit
2
i > u

 = P
(
µ¯min
g1∑
i=1
t2i < a,
g1∑
i=1
λit
2
i > u
)
(171)
Thus we need to evaluate the following:
P
(
u
λ1
<
g1∑
i=1
t2i <
a
µ¯min
)
(172)
We note that the above is zero for u > λ1a/µ¯min. So P(||ϕ¯||22 < a,Q > u) = 0 for
u > λ1a/µ¯min. Hence we have the result that for every a > 0, for u > λ1a/µ¯min,
Pu(||ϕ¯||22 < a) = 0.
We next move on to the part where we estimate Pu(||δϕ||22 > ǫa). We write
the following conditional probability measure:
dP
(
ti6=[1,g1],Q > u
) ≤ dP

ti6=[1,g1],∑
i≥1
λit
2
i > u

 (173)
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Since λg1+1 is zero and infinitely degenerate, we have:
dP

ti6=[1,g1],∑
i≥1
λit
2
i > u

 = dP
(
ti6=[1,g1],
g1∑
i=1
λit
2
i > u
)
= P
(
g1∑
i=1
t2i >
u
λ1
) ∏
i6=[1,g1]
e−t
2
i/2√
2π
dti
(174)
For large u one has (also since H(v) = 1 in the considered domain (see below)):
P
(
g1∑
i=1
t2i >
u
λ1
)
= S
∫ ∞
u/λ1
H(v)vg1/2−1e−v/2dv ∼ S
(
u
λ1
)g1/2−1
e−u/2λ1
(175)
where S is the same constant as defined in the earlier case. Hence for every
α > 0, there is a v1 > 0 such that for every v > v1,
P(||ϕ¯||22 < a,Q > u) ≤ S(1 + α)
(
u
λ1
)g1/2−1
e−u/2λ1
∏
i6=[1,g1]
e−t
2
i/2
2
√
2π
dti (176)
The conditional probability (for u > max{v0, v1}) will be:
dPu({ti6=[1,g1]}) ≤ C3(α)
∏
i6=[1,g1 ]
e−t
2
i/2√
2π
dti, (177)
where C3(α) is the same as defined in the case of λg1+1 ≥ 0. Thus one obtains
for large u, the following:
Eu[exp(c||δϕ||22)] ≤ C3(α)C4(c), (178)
where C4(c) is a Gaussian integral whose existence is ensured if we choose c <
1/2µ1 where ||Cˆ|| = µ1 and Cˆ being trace class.
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C Proof of proposition 3
Let H be a separable Hilbert space and {|µi〉} be an orthonormal basis of H.
Cˆ is a positive trace-class operator acting on H with the following eigenvalue
expansion:
Cˆ =
∑
i
µi|µi〉〈µi| (179)
In the above all the eigenvalues µi are strictly positive and hence kernel of Cˆ or
Cˆ1/2 is zero. Let |λ〉 ∈ H be an eigenvector of M with eigenvalue λ. One can
write the following relation:
Mˆ |λ〉 = Cˆ1/2OˆCˆ1/2|λ〉 = λ|λ〉 (180)
Applying Cˆ1/2 to both sides of the above equation we obtain:
CˆOˆCˆ1/2|λ〉 = λCˆ1/2|λ〉 (181)
The norm of the state Cˆ1/2|λ〉 is 〈λ|Cˆ|λ〉 ≤ µ1. Hence the state Cˆ1/2|λ〉 exists
and this state belongs to D(Cˆ−1/2). Thus if λ is also an eigenvalue of CˆOˆ with
eigenvector Cˆ1/2|λ〉. Thus the spectrum of Mˆ is a subset of spectrum of restric-
tion of CˆOˆ to D(Cˆ−1/2).
Now let |φ〉 ∈ D(Cˆ−1/2) be an eigenstate of CˆOˆ with eigenvalue λ. We have
the following eigenvalue equation:
CˆOˆ|φ〉 = λ|φ〉 (182)
The state |λ〉 = Cˆ−1/2|φ〉 exists (that was the assumption earlier) and hence we
can write |φ〉 = Cˆ1/2|λ〉. Inserting this in the previous eigenvalue equation, one
obtains:
Cˆ1/2(M |λ〉 − λ|λ〉) = 0 (183)
Since kernel Cˆ1/2 = {0} we have M |λ〉 = λ|λ〉. Thus λ is also an eigenvalue of
Mˆ and the spectrum of restricition of CˆOˆ to D(Cˆ−1/2) is subset of spectrum of
M . Thus the proof of proposition is complete.
30
D Calculations for local helicity
Let us consider c¯1(x¯)· curl v(0). It can be written as follows for the above form
of correlation function:(
E
3
xf ′(x) +
2E
3
f(x) − E
3
xf ′(x)
x1x1
x2
)
|∇ × v¯(0)|1
−
(
E
3
xf ′(x)
x1x2
x2
)
|∇ × v¯(0)|2
−
(
E
3
xf ′(x)
x1x3
x2
)
|∇ × v¯(0)|3
(184)
Similarly we consider the other components c2(x)· curl v¯(0) and c3(x)· curl v¯(0)
also. Combining, we can write the resultant vector in the following form:
E
3
(2f(x) + xf ′(x))(∇ × v¯(0))− E
3
x¯f ′(x)
( x¯
x
· (∇× v¯(0))
)
(185)
Now let us consider v¯(0)· curl c¯1(x¯). For the given form of correlation function,
it can be expanded as:
v1(0) (∂2C13 − ∂3C12) + v2(0) (∂3C11 − ∂1C13) + v3(0) (∂1C12 − ∂2C11) (186)
(∂2C13 − ∂3C12) = −E
3
x1x3∂2(xf
′(x)/x2) +
E
3
x1x2∂3(xf
′(x)/x2)
=
E
3
x1x3f
′(x)
x2
x3
− E
3x
x1x3x2
f ′′(x)
x
− E
3
x1x2f
′(x)
x3
x3
+
E
3x
x1x3x2
f ′′(x)
x
= 0
(187)
(∂3C11 − ∂1C13) = 2E
3
∂3f(x) +
E
3
∂3(xf
′(x))− E
3
x1x1∂3(f
′(x)/x) +
E
3
x3∂1(f
′(x)x1/x)
=
2E
3x
x3f
′(x) +
E
3
x3f
′′(x) +
E
3x
x3f
′(x)− E
3x2
x1x1x3f
′′(x)− E
3x3
x1x1f
′(x)x3
+
E
3x
x3f
′(x) +
E
3x2
x3x1x1f
′′(x) +
E
3x3
x3x1x1f
′(x)
=
4E
3x
x3f
′(x) +
E
3
x3f
′′(x)
(188)
Similarly we obtain:
(∂1C12 − ∂2C11) = −4E
3x
x2f
′(x) − E
3
x2f
′′(x) (189)
and thus:
v¯(0) · (∇× c¯1(x¯)) = v2(0)
(
4E
3x
x3f
′(x) +
E
3
x3f
′′(x)
)
− v3(0)
(
4E
3x
x2f
′(x) +
E
3
x2f
′′(x)
)
(190)
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Taking into account the other two components also, one can write the resultant
vector in the following compact manner:
− E
3
(4f ′(x) + xf ′′(x))
( x¯
x
× v¯(0)
)
(191)
The eigenvalue equation can be written as follows after combining all three
vector components:
2vv¯(x¯) =
E
3
(2f(x) + xf ′(x))(∇× v¯(0))− E
3
x¯f ′(x)
( x¯
x
· ∇ × v¯(0)
)
+
E
3
(4f ′(x) + xf ′′(x))
( x¯
x
× v¯(0)
)
(192)
We next take the curl of the above equation. Let us first take the curl of
E
3 (2f(x) + xf
′(x))(∇ × v¯(0)). We obtain the following for the first component
of the curl:
|∇ × v¯(0)|3∂2(2f(x) + xf ′(x)) − |∇ × v¯(0)|2∂3(2f(x) + xf ′(x))
= |∇ × v¯(0)|3
(
3x2
x
f ′(x) + x2f
′′(x)
)
− |∇× v¯(0)|2
(
3x3
x
f ′(x) + x3f
′′(x)
)
(193)
Similarly combining the other components, the curl of E3 (2f(x) + xf
′(x))(∇ ×
v¯(0)) can be written as follows:
E
3
[3f ′(x) + xf ′′(x)]
( x¯
x
× (∇× v¯(0))
)
(194)
Next we consider the curl of −E3 x¯f ′(x)
(
x¯
x · ∇ × v¯(0)
)
and obtain the following:
− E
3x
x3f
′(x)|∇ × v¯(0)|2 + E
3x
x2f
′(x)|∇ × v¯(0)|3 (195)
Combining, the curl of
[
E
3 (2f(x) + xf
′(x))(∇× v¯(0))− E3 x¯f ′(x)
(
x¯
x · ∇ × v¯(0)
)]
can be written as follows:
E
3
[4f ′(x) + xf ′′(x)]
( x¯
x
× (∇× v¯(0))
)
(196)
Now we are just left with the curl of E3 [4f
′(x) + xf ′′(x)]
(
x¯
x × v¯(0)
)
. This can
be expanded as follows:
E
3
[4f ′(x) + xf ′′(x)][(x2v3(0)− x3v2(0))xˆ1 + (x3v1(0)− x1v3(0))xˆ2 + (x1v2(0)− x2v1(0))xˆ3]
(197)
Writing the first component of the curl of the above:
∂2
[
E
3
(4f ′(x) + xf ′′(x))(x1v2(0)− x2v1(0))
]
− ∂3
[
E
3
(4f ′(x) + xf ′′(x))(x3v1(0)− x1v3(0))
]
(198)
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The above can be evaluated to obtain:
x1v2(0)
E
3x
[4f ′(x) + x2xf
′′′(x) + f ′′(x)x2]
− x2v1(0) E
3x
[4f ′(x) + x2xf
′′′(x) + f ′′(x)x2]
− v1(0)E
3
[4f ′(x) + xf ′′(x)]
+ x1v3(0)
E
3x
[4f ′(x) + x3xf
′′′(x) + f ′′(x)x3]
− x3v1(0) E
3x
[4f ′(x) + x3xf
′′′(x) + f ′′(x)x3]
− v1(0)E
3
[4f ′(x) + xf ′′(x)]
(199)
Similarly combining other two components also we obtain the following expres-
sion:
−2E
3x
[4f ′(x)+xf ′′(x)]v¯(0)+
E
3x
[4f ′(x)−4xf ′′(x)−x2f ′′′(x)]
[
v¯(0)−
( x¯
x
· v¯(0)
) x¯
x
]
(200)
Combining all of the above, we get the following equation:
2v(∇× v¯(x)) = E
3
[4f ′(x) + xf ′′(x)]
( x¯
x
× (∇× v¯(0))
)
− 2E
3x
[4f ′(x) + xf ′′(x)]v¯(0)
+
E
3x
[4f ′(x) − 4xf ′′(x)− x2f ′′′(x)]
[
v¯(0)
( x¯
x
· v¯(0)
) x¯
x
] (201)
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