This paper discusses the model specification, construction of the executable model, model execution, and the simulation results of a simulation model of a surveillance radar data processing system that was developed using the Hierarchical Modeling and -Simulation &stem (HI-MASS). HI-MASS is an object oriented C++ based system that supports model specification (modeling) using the Hierarchical Control Flow Graph Model paradigm and executes simulation models using the sequential synchronous simulation execution algorithm. Models specified in this model paradigm use two complementary hierarchical specification structures, one to specify the model components and their interconnections and the other to specify the behaviors of the individual components. The components and their interconnections are specified in HI-MASS via visual interactive modeling.
INTRODUCTION
This paper is a companion paper to two other papers contained in these proceedings. One of these papers provides an overview of Hierarchical Control Flow Graph (HCFG) Models  see Fritz and Sargent 1993 for additional information on HCFG Models) and the other paper provides an overview of the Hierarchical Modeling and Simulation System (HI-MASS)  see Fritz, Daum, and Sargent 1995 for additional information on HI-MASS). HI-MASS uses the HCFG Model paradigm for model specification. It is assumed that a reader of this paper is familiar with these two papers.
The primary purpose of this paper is to illustrate the use of HI-MASS in the modeling and simulation of a non-trivial system. The system we model and simulate is a surveillance radar data processing system. The purpose of this model is for performance Hierarchical Control Flow Graph Models use two complementary types of hierarchical model specification structures. The first type specifies the components that make up the model and how they are interconnected. This specification is called a Hierarchical Interconnection Graph (HIG). The second type of specification, the HCFG, is used to specify the behaviors of the individual atomic components of the model. HI-MASS is a C++ based system developed specifically for Sun SPARC workstations running SunOS (Unix); however, HI-MASS has also been run on other systems which include an IBM RS/6000, a DEC Alpha, and Intel based personal computers.
The system was developed by the Simulation Research Group at Syracuse University under contract to the U.S. Air Force's Rome Laboratory. HI-MASS provides a Graphical User Interface (GUI) for specifying the HIG using visual interactive modeling. HCFG specifications are currently constructed via C++ code built upon a foundation of classes and functions supplied by HI-MASS.
The remainder of the paper contains the following: an overview of the radar data processing system in Section 2, a description of the simulation model in Section 3, the simulation results in Section 4, and a summary in Section 5.
RADAR OVERVIEW
The simulation model created was that of a data processing system similar to those used in recent vintage Air Force surveillance radar systems. The modeling of such a data processing system can aid in the design of a new system or in assessing the suitability of incorporating new CPUs into an existing system. A GPSS model of this system is described in Farr (1995) .
The radar data processing system is comprised primarily of four CPUs, global and local memories, 1/0 handlers, a display, a modem, and two buses. A separate CPU is used for radar control, signal processing, target processing, and communication. These processors handle messages and process data as appropriate to their functions.
The primary function of the Radar Control (RC) processor is the handling of templates and target detection reports. This includes (1) the retrieving of templates for each radar beam from global memory and forwarding them to the Signal Processor (SP), and (2) the retrieving of target detection reports from SP for each radar elevation scan and forwarding them to global memory. The templates include information such as waveform and steering angles and are used to tailor the beam for each elevation scan; thereby, avoiding the presentation of returns from mountains, buildings, or other structures within range of the radar to the operator. Secondary functions for the RC processor include the creation and handling of diagnostic reports.
The Target data Processor (TP) is responsible for three major functions: (1) eliminating reports that have unlikely parameters and duplicate reports from adjacent beams, (2) estimating target altitude, and (3) storing the resultant reports in a Global Memorybased target table. All reports for a given scan are read into local memory and sorted by target range.
The Communication (COMM) processor is tasked with sending data to the modem and display. The target data for each elevation scan is read into COMM's local memory and immediately sent to the display queue. However, the COMM modem processing is not straightforward because the modem queue may fill during greater than nominal conditions. If the target data cannot be placed into the modem queue, the report's reference is placed into a backup array internal to COMM. COMM later transfers the data to the modem queue as slots become available.
In addition to the varied processing functions of the CPUs, the data processing system handles messages and data of various lengths using two buses that have different performance specifications. The system also handles operator requests for background diagnostics and allows for the specification and use of new templates.
THEMODEL
The HIG consists of the three coupled component specifications (CCS's) The data-processor coupled component shown in Figure 2 represents the four CPU's and the two buses as atomic components. In HI-MASS, connection boxes (represented by diamonds) are used to specify channel connections when multichannels split or merge and also to specify those connections that do not have a straightforward graphical representation. We have chosen, as shown in Figure 2 , to use a separate connection box to connect each atomic component in Figure 1 to the atomic components in Figure 2 ; e.g., connection box 1 specifies the connections from the radar atomic component. By contrast, we could have used a single connection box to specify all interconnections within this CCS. However, the approach selected employs a direct mapping and results in less complexity within each connection box.
We note in Figures 1, 2 , and 3 that only single channels are used to connect the output-devices coupled component. This was done to illustrate the use of single channels. One could have used a multichannel of size 2 and a corresponding connection box in the output-devices CCS. Alternatively, the display and modem could have been specified as atomic components in Figure 1 and thus there would be no output-devices coupled component.
HI-MASS provides a software tool that maps the set of CCS's for a HIG into an Interconnection Graph. Information from the Interconnection Graph is used in constructing the simulation model. HI-MASS uses the sequential synchronous simulation execution algorithm, which requires that priorities be assigned to the atomic components. Examples of the priorities used are the highest priority was assigned to the busl atomic component and the lowest priority to the radar atomic component.
An HCFG is required to describe the behavior of each type of atomic component used in the model. Each HCFG consists of a top level Macro Control State (MCS), and possibly child MCS's. (Recall that MCS's are encapsulated and thus they have their own name space.) The top level MCS for the T P processor is shown in Figure 4 . This MCS contains eight (simple) control states and three child MCS's. The three child MCS's in Figure 4 are instances of the same type of MCS (shown in Figure 5 ), which demonstrates the reuse capability of MCS's. (While HCFG's allow any number of MCS levels in its hierarchy, the HCFG specified here for the TP uses only two levels of MCS's. HI-MASS also allows a modeler to replace the automatically generated numeric port identifiers with mnemonic port identifiers as was done between The TP handles two priority levels of processes.
Target Report processing functions carry the highest priority and are capable of preempting the background diagnostic processing functions. There are two separate target report processes: one for each individual target report and one associated with each 30 millisecond elevation scan. T P also handles two types of background diagnostic processes: one for conducting its own diagnostics and one for producing a comprehensive diagnostic report once all the processors have completed their individual diagnostics.
To explain part of the TP HCFG, let us assume that while the TP is idle (in control state SO of the top level MCS), TP receives a request to perform background diagnostics. The message arrival on the bd-request port causes the Point of Control (POC) (which always resides at the current control state) to move from SO to S2. The T P will then remain in S2 until the 3 second background diagnostics is completed (as specified by the bd-proc-time() function) unless a message arrives on the rc-done port indicating that a target report needs to be processed. Assume a message arrives on the rc-done port prior to the completion of the diagnostic check. The arrival of this message causes the POC to leave S2 of the top level MCS and enter the preempt1 MCS (which is an instance of the TRSrocessing MCS type) via pin "in". When the target report processing has been completed by the preempt1 MCS, the POC leaves the preempt1 MCS via its "out" pin and returns to S2 of its parent MCS (which is TP's top level MCS). The TP then attempts to complete the diagnostic check. When the background diagnostic has been completed (requiring a total of 3 seconds), the POC moves from s2 to so.
The TR-Processing MCS type depicted in Figure 5 manages the T P CPU time to process a target report and access the bus. When the POC enters the "in" pin it proceeds directly into the control state SO. It remains in SO for 2 milliseconds which is the time specified by the tr-proc-time() time delay function for the TP to perform the report analysis. The POC then leaves SO and enters S1 executing the event request-buslo. This event sends a message to busl requesting the use of busl. The POC remains in S1 until a message is received from busl on port busl-granted indicating that TP has use of busl. The POC then leaves S1 and enters S2. The POC remains in S2 for 0.02 millisecond which is the time specified by the trxfer-time() time delay function. The POC then leaves S2, executes the event jobl-complete(), and leaves this MCS via pin "out". (The POC then continues on to S2 of its parent MCS as described above.) Included in the execution of event jobl-complete() is the sending of a message to bus1 indicating that T P One of TP's major functions is the identification and removal of false targets from the system. Approximately 12% of the targets will be marked as false because they are either duplicates of other target reports or have unlikely parameters (i.e., unlikely combinations of range, altitude and velocity). This is easily modeled in HI-MASS by simply not sending a tp-done message 12% of the time to the COMM atomic component. The sending of the tp-done message is handled by the jobl-complete() event in the MCS shown in Figure 5 .
The simulation model consists of 25 types of objects: 10 atomic components (as shown in Figures   1, 2, and 3 ) , 10 top level MCS's (one for each atomic component), 4 sublevel MCS's, and the "Model". The four sublevel MCS's consist of the MCS shown in Fig- ure 5, a similar MCS for RC processing, a MCS for generating the completion of an elevation scan by the radar every 30 milliseconds, and a MCS to generate target report messages using an Erlang-2 distribution function for interarrival times. The "Model" contains a list of the atomic components which comprise the model and the port interconnection specification; both pieces of information are extracted from the Interconnection Graph.
Each type of object is defined by a C++ class. All the C++ classes used were either provided as part of HI-MASS or were constructed as classes derived from base classes provided as part of HI-MASS (e.g., class "Model", class "AC" (for atomic components), and class "MCS"). Each class definition was compiled into object code. The object code was then linked with the HI-MASS and C++ libraries to form an executable model (program).
To conduct simulation experiments, experimental frame files need to be specified for the executable model to use during its model construction and initialization phase. Specific experimental frame files were constructed for each experiment.
SIMULATION RESULTS
Two types of experiments were conducted -pilot runs and production runs. The pilot runs were a series of experiments conducted for the purpose of model verification and to perform a sensitivity analysis to identify the model parameters to be studied during the production runs. Model verification was accomplished by comparing simulation results to the anticipated, hand calculated, results and by comparison to the results produced by another model (Farr 1995) of the same radar data processing system. Both compared favorably.
We present in Table 1 a sequence of messages extracted from the trace output generated by the simulation model to illustrate the sequence of messages that occur between the detection of a target by the radar and the presentation of that information on the operator display. (Table 1 uses the port identifier syntax defined by HI-MASS. In HI-MASS the individual ports of a port array that are created by multichannels are identified using a zero based index. For example, bus2.3[1] is the port identifier for the second element of the input port array "3" of atomic component bus2 shown in Figure 2 .) The passage of time is not shown in the table and occurs between the generation of messages.
In one experiment, the model was executed with a simulation time of 6 seconds corresponding to one revolution of the radar and with a target interarrival time specified such that the system is working at its peak loading of 1600 targets. Using a Sun SPARC2 equivalent, the simulation took approximately 55 seconds of "wall clock" time during which 1565 targets were simulated and 26,427 messages were generated within the model. HI-MASS produces an end of simulation output that identifies the state of each object at the time the simulation terminates. Because the code for the HI-MASS model is completely accessible, the user has the option to customize the output data stream as the simulation progresses. Shown in Table 2 is a portion of the end of simulation output for the radar atomic component, In this case, the simulation time for the Table 2 shows that when the simulation terminated, the POC for the radar atomic component was at control state so of the delay1 (type Erlang-2 Delay) child MCS contained within the t o p level MCS (of the radar atomic component). It also shows that the value of the radar's local simulation clock was 296.397 and its next event was scheduled for time 302.957. These three pieces of information are automatically generated by HI-MASS for each atomic component in the model. Additional model and/or experimental frame specific end of simulation output may be specified by the modeler. An example of model specific output is the number of messages sent by the radar during the course of the simulation run, i.e., msgcount-== 79. Fa1 HI-MASS simulation time, initial component states, and other input parameters (e.g., mean-and elscan-) are set using the experimental frame which allows the user to vary these parameters without having to modify the C++ source code, recompile the changes, and relink between experiments.
SUMMARY
HI-MASS offers an extremely flexible way to perform discrete event simulation. The hierarchical nature of the HCFG Model paradigm allows for the representation of complex systems in such a way that is intuitive and comprehensible. Working at the component level offers a means to build models that are highly modular in nature; thus, offering modelers the benefits that have been associated with modular programming techniques. We found that modeling atomic component behaviors using HCFG's, which favors the use of the active resource process world view (as contrasted to the active transaction process world view), worked extremely well.
The specification of CCS's for the HIG via visual interactive modeling in HI-MASS was easy. The specifications of the HCFG's via MCS's for atomic components required an understanding of the classes and functions provided by HI-MASS and a working knowledge of C++ program development in a Unix based environment. These specifications were straightforward and not difficult. Running a HI-MASS model was simple.
