In this paper we introduce robust versions of the classical static and dynamic single leg seat allocation models as analyzed by Wollmer, and Lautenbacher and Stidham, respectively. These robust models take into account the inaccurate estimates of the underlying probability distributions. As observed by simulation experiments it turns out that for these robust versions the variability compared to their classical counterparts is considerably reduced with a negligible decrease in average revenue.
Introduction
Airline seat allocation problems on single legs or networks play a prominent role within the revenue management literature. This field expanded rapidly in recent years and for an overview on revenue management up to 1999 we refer the reader to McGill, J.I., G.J. Van Ryzin (1999) , while developments occurring after this work are discussed in the recent book by Talluri, K.T., G.J. Van Ryzin (2004) . Although many practical seat allocation problems observed in the airline industry are network based, single leg seat allocation problems still play an important role. This is mainly due to two reasons: Firstly, in general the network based airline seat allocation problems is given without any special purpose algorithms to solve those formulations. For the more special single leg case considered here, we give in Section 2 a fast special purpose algorithm to solve this model. Moreover, we present also in Section 2 a new robust formulation of the mathematical programming model, which takes into account the inaccurate estimate of the probability distributions of the total demand for the different fare classes. As shown in Section 5 it will turn out in our simulation experiments that the variability of the realized revenues is considerably smaller for the robust version. At the same time due to the conservative behavior of the robust model, the average revenues for the classical single static model are slightly higher. In Section 3 we then review the standard classical dynamic single leg problem as discussed in Lautenbacher, C.J., S. Stidham Jr.
(1999) and propose, also for this model, a new robust version. This robust version takes again into account the inaccurate estimates of the probabilities of the arrival process. Again from our simulation results in Section 5 we observe the same behavior as observed for the static models. In Section 4 we consider shortly which model we have to use in case of perfect information. Then we compare the three different models (static, dynamic and perfect information) extensively by means of simulation in Section 5. Our simulation results show that the cost of lacking perfect information is relatively small. Finally, in Section 6 we conclude the paper.
Static Models
In this section we are interested in the optimal allocation of the seat capacity C on a given flight among the m different fare classes. If the demand d i for each fare class i, 1 ≤ i ≤ m, is known in advance, it is trivial to solve this allocation problem which can be modeled in the following way.
Let x i denote the number of reserved seats for fare class i at the beginning of the booking period.
We assume that fare class i customers do not consider the possibility of buying a ticket from a different fare class. Thus, once no fare class i ticket is available, then it follows that min{x i , d i } will be the number of occupied fare class i seats on the selected flight. Let r i denote the price of a fare class i seat and assume without loss of generality that r 1 < r 2 < ... < r m . Then, to determine the optimal allocation of the different fare classes over the given capacity C, we need to solve the following optimization problem (1)
It is obvious that an optimal allocation is given as follows. Consider demand d i and price r i for each fare class i, and assign all the seats to the higher-priced customers as long as the capacity is still available. To formalize the algorithm, introduce S n := m j=n d j with d 0 := 0 and N (C) = min{0 ≤ n ≤ m | S n ≤ C}. Then, the optimal solution of optimization problem (1) is given by
The associated optimal objective function value as a function of the capacity C is given by
which is, clearly, a piecewise linear concave function.
However, usually the demand for fare class i is a random variable D i and we do not know in advance its realization. We may, however, estimate the distribution of the demand. Let D i (ω) be a realization of the demand D i and x i be the number of reserved seats for fare class i. Consequently, the total revenue is given by
This shows that the expected revenue equals
, and so, our static decision model for random demand is given by
This static model was first formulated by Wollmer, R.D. (1986) in a much more complicated network environment and became a classical model in airline seat management. Since the simpler single-leg version is a standard separable problem, it can be solved by dynamic programming, where the fare classes and the airline capacity correspond to the stages and the state space, respectively.
Introduce for every p ≤ m and y ∈ {0, ..., C} the value R p (y) as the maximal expected revenue for fare classes p up to m if at most capacity y is reserved for those fare classes, i.e.,
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By the optimality principle of Bellman it now follows for every y ∈ {0, · · · , C} and p + 1 ≤ m that
.., C}, we can recursively compute the optimal objective value R 1 (C). The computational complexity of this dynamic programming approach is of the order of O(mC 2 ).
Clearly, to apply this approach we need an efficient algorithm to compute the function values
This can be done in a direct way for some simple distributions or in case the generating function of the demand has a nice analytical form using the so-called Fast Fourier Transform (FFT) approach (cf. Golub, G.H., C.F. Van Loan (1996) ).
An Improved Algorithm
The key idea behind our approach is to rewrite the separable objective function of problem (3).
We introduce the function F i : Z → R given by
and observe for given n ∈ Z + that
Using this, it is obvious that F i is a discrete concave function; i.e., the difference
is non-increasing in n. By relation (4), problem (3) can be rewritten as
Clearly, x i ≤ C in this problem. Introduce now for 1 ≤ j ≤ C, the values
where p ik = P {D i = k}. Notice that the objective function is separable. Therefore, r i α ij gives the marginal value of increasing x i from j − 1 to j. After this observation, we can solve problem (3) very fast. To explain the algorithm, we first introduce the following m × C matrix 
Then, the optimal objective function value v 2 (C) can be found by sorting the r i α ij values, and adding up the first C terms. Consequently, the number of times index i appears among these C terms gives the optimal solution x * i . Notice that since F i is discrete concave, the marginal values in each row i are in descending order; i.e.,
evaluated by taking the maximum of m elements C times. The computational complexity of the proposed approach reduces to the order of O(mC).
A Robust Optimization Approach
To evaluate the objective function of problem (3), we need to know the probability distribution of the customer demand. These probabilities are usually estimated by analyzing the historical data, and hence, they are prone to inaccuracies. A reasonable consideration would be: How can we immunize the model from the inaccurate data? To answer this question, we propose next a robust modeling approach.
We assume that random variable D i , representing the total demand for fare class i, is concentrated on {0, · · · , K}, and this demand has an estimated probability vectorp i = (p i0 , · · · ,p iK ) . Eacĥ p ik is assumed positive. To compensate for possible estimation errors, we consider for 1 ≤ i ≤ m the probability vectors p i belonging to the uncertainty set P i given by
where 
We introduce then the function G i : Z + → R given by
Notice for every p i ∈ P i that the function
is discrete concave on Z + . Since the point-wise infimum of a collection of concave functions is again concave, the function G i is also discrete concave on Z + . Then problem (6) can be rewritten as
Hence, by relation (7), we have
Using standard nonlinear programming techniques (cf. Bertsekas, D.P. (1999) ), it can be easily shown that where Q is symmetric and positive definite. This shows that the last term in relation (8) has an analytic expression. Therefore, using c o (x i ) = 0 we have
It is clear that x i ≤ C in problem (6). Introduce now for 1 ≤ j ≤ C, the values
Similar to the discussion in Section 2.1, we first introduce the following
Then, since G i is discrete concave, the marginal values in each row i are in descending order; i.e.,
Therefore, the optimal objective function value v 3 (C) can be evaluated by taking the maximum of m elements C times. The computational complexity of the approach to solve (6) is of the order O(mC).
Dynamic Models
Before discussing a robust version of the dynamic single-leg problem we first review the classical dynamic single-leg problem as proposed by Lautenbacher, C.J., S. Stidham Jr. (1999) . Suppose that there are m different fare classes with the prices
The no-sales class is simply represented by 0 with r 0 = 0. The total number of available seats is denoted by z, and the ticket sales period is partitioned into periods 1, 2, · · · , T . We assume that in each period either no customer is observed or at most one fare class i customer arrives. If ξ t denotes the revenue generated by this random demand in period t, we may assume that ξ t may take m + 1 different values r 0 , r 1 , ..., r m and its discrete density is given by with i = 0, 1, ..., m and t = 1, ..., T . It is also assumed that the random variables ξ t , t = 1, ..., T are independent. Introducing now the optimal random revenue R t (z) that is generated from period t to T , before a request shows up in period t, while the number of available seats at the beginning of period t is z we denote by J t (z) := E [R t (z)] the associated expected optimal value function.
and by the principle of dynamic programming it follows that
The above equation also yields an optimal policy: Accept the request if
Therefore,
For the above optimal value function, the following result has been shown in Lautenbacher, C.J.,
S. Stidham Jr. (1999).

Theorem 1. For every given t, the function
is non-negative and non-increasing in z.
To compute the values J t (z) knowing the values J t+1 (z) we observe
If we denote (x) + = max{x, 0}, then we have
This yields due to ∆ t+1 (z) ≥ 0 and r 0 = 0 that
A backward recursive solving requires an overall computational complexity of the order O(mT C),
where C is the total number of seats available.
A Robust Optimization Approach
In this case, the uncertain data in question are the estimated probability
We consider the probability vectors p t belonging to the uncertainty set P t given by
where
The dynamic programming formulation then becomes
with
To simplify the notation, let
Then by using relation (9), we have
Therefore, the robust counterpart of the dynamic programming formulation becomes
where 1 ≤ t ≤ T and 0 ≤ z ≤ C. Since the last term in (13) has an analytic solution, the computational complexity of the robust approach remains O(mT C).
The Solution with Perfect Information
A useful concept in decision analysis is perfect information. Although this type of information rarely exists, it provides an upper bound on the value of real information since it pictures the "best case" scenario (see Clemen, R.T., T. Reilly (2003)). In our static problem setting, perfect information implies elimination of uncertainty about the total demand for each fare class. The subsequent model focuses on the perfect information from this "a priori" perspective. In Section 5, we solve the perfect information model approximately and compare our results with the results that we obtain after solving the other models of the previous sections.
Suppose that we decide on the allocation after knowing all the realized demands. Then, we obtain the following optimization model
It is obvious that v 2 (C) ≤ v 4 (C). We may consider the positive difference v 4 (C) − v 2 (C) as the expected cost of having imperfect information. We now introduce both the partial sum S n := 
The associated random optimal objective value equals
As in the deterministic case, for each realization this is a concave function in C. This shows that
In general, it is difficult to give an analytical expression for this expectation, but we can approximate the above expectation by means of the Monte Carlo method (see Ross, S.M. (2002) ).
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Simulation Experiments
To support our theoretical study, we conduct simulation experiments and report our observations in this section. We compare, in the first subsection, the non-robust static model (3) with its robust counterpart (6). In the second subsection, a similar study is carried out to compare the nonrobust dynamic model (12) with its counterpart (13). To see the differences between the static and the dynamic modeling approaches, we conduct additional simulation experiments in the final subsection. Using the same data, we also approximate the expectation in the perfect information model (14). We give then the comparison among static, dynamic and perfect information models.
In all our simulation experiments we have used MATLAB 7.0 on a personal computer with 1.5
GHz Intel Celeron M processor and 256 MB of RAM.
In the following two subsections, we conduct simulation experiments to compare the robust and the non-robust models. Before discussing the simulation results, let us give the motivation of our setup. Consider an airline company, where the management tries to immunize the revenues against demand uncertainty. In many cases, the underlying distribution may not be obtained by statistical analysis (let alone its parameters) due to, for instance, insufficient or corrupted historical data. Therefore, the management may only provide an estimate (p) and they may also guess the uncertainty set P in which the actual distribution (p) lies. Nevertheless, when reality reveals itself (a realization of p), the management can control the quality of their guess with parameter δ. In a sense, the choice of higher values of δ reflects the behavior of a more risk averse decision maker.
Observe that the parameter set {p, δ} plays a similar role to that of a prior distribution in Bayesian statistics. Using the motivation above, we give the main steps of our simulation experiments in Algorithm 1.
Algorithm 1 Main steps of The Simulation Experiments 1: Start with an estimated probability vectorp.
2: Usingp solve the non-robust optimization model.
3: Usingp and δ solve the robust optimization model.
4:
Generate an actual distribution p from the uncertainty set P .
5: Generate one realization of the demand using p, and evaluate the revenues with robust and non-robust solutions obtained in steps 2 and 3, respectively.
6: Repeat steps 4 and 5, and collect the statistics (mean and standard deviations) of the total revenues for both non-robust and robust models.
7: Repeat steps 1 to 6 with different seeds.
As a final remark, notice that our setup is fundamentally different than the conventional approach. In the conventional approach, it is usually assumed that the general structure of the distribution may be obtained by statistical analysis using the historical data. However, the parameters of the distribution may be far away from the actual distribution parameters. Therefore, the error made by the estimation is mostly due to these faulty parameters. If we adopt this approach, then we should start with the actual distribution (p), and then simulate some historical data to find the estimated distribution (p). However, as we discussed above, in our setup we start with the estimated distributionp and assume that when reality reveals itself, the actual distribution can be any distribution within a set around this estimated one.
Static Models: Non-robust vs Robust
We have implemented the algorithm given in Section 2.1. Recall that the same algorithm can also be applied to solve the robust version given in Section 2.2. As shown in relation (10) the convex subproblem has an analytic solution. Therefore, the only difference between the non-robust and robust implementations is the calculation of the m × C matrices given by (5) and (11), respectively.
We take 25 simulation runs with different seeds. As given in Algorithm 1, in each run we need to provide an estimated probability vectorp i ∈ R
K+1
, 1 ≤ i ≤ m. Then we use the algorithm discussed in Section 2.1 to find the optimal seat allocations of different fare classes for both the non-robust and the robust models. We next generate N realizations of the probability vectors p i ∈ R
uniformly from P i , 1 ≤ i ≤ m. The choice of uniform distribution conforms with our setup, since we assume, apart from the parameter δ, that the decision makers do not have information about the location of the actual distribution in the uncertainty set. Notice that to find these p i vectors, one needs to generate uniform samples from the intersection of an ellipsoid and a hyperplane. This issue is discussed in Appendix A. After generating the probability vectors p i , 1 ≤ i ≤ m as given in Algorithm 2, we then simulate the demand for each fare class using these probabilities. Next, the total revenues are evaluated according to non-robust and robust seat allocations. As our statistics, we store the mean and the standard deviation over N realized revenues in each run.
In actual applications, the estimated probability vectorsp i are provided by the decision makers.
However, in our simulation experiments we also generate these estimated probability vectors using Table 1 . An example of the estimated probability vectors obtained by using the truncated Poisson distribution is given in Figure 1 . We report in Table 2 Figure 1
An example of the truncated probability distributions for different fare classes.
and the robust averages. This plot shows that even for the conservative choice of δ = 1, the revenue obtained by the non-robust model in all runs is less than 0.35% above the robust model. On the other hand, the lower bar plot in Figure 2 shows the relative differences with respect to standard deviations. This plot shows that the deviation in the revenues obtained with the robust model is less than the deviation in the revenues obtained with the non-robust model. Therefore, we may assert that a stable solution is found with the robust model at the expense of a slight decrease in the revenue.
As shown in Figure 2 , we also conduct sensitivity analysis with respect to δ values. The relative differences in means and standard deviations, in almost all cases, increase as δ increases. Notice that runs 8, 19 and 21 do not show any difference for any δ values because the optimal allocations in those runs are exactly the same. In fact, we observe the same phenomenon for smaller δ values (see, for example; runs 4, 12 and 15).
Since the convex subproblem has an analytic solution, the differences in computation times for robust and non-robust models is insignificant. Moreover, the simulation with the above parameters
Article submitted to Management Science; manuscript no. Table 2 The relative differences between robust and non-robust static models. times separately. This remark is valid for all the subsequent results that we report.
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Dynamic Models: Non-robust vs Robust
We have implemented a dynamic programming algorithm to solve (12). Since the convex subproblem of the robust model (13) has an analytic solution, only the calculation of the return at each stage is changed, and hence, the dynamic programming algorithm implemented for the non-robust model (12) is slightly modified to solve the robust version (13).
As in the previous subsection, we take 25 simulation runs with different seeds and in each run we provide the estimated probability vectorsp t ∈ R m , 1 ≤ t ≤ T . Then we compute the non-robust and the robust optimal policies by the corresponding dynamic programming algorithms. Using Algorithm 2 in Appendix A, we generate N realizations of the probability vectors p t ∈ R m uniformly from P t , 1 ≤ t ≤ T . Given a realization p t , we simulate S times the arrival process, and then, using the non-robust and robust optimal policies, we compute the corresponding seat allocations. As our statistics, we store the mean and the standard deviation of the realized revenues. 
Mean
Standard Deviation
Figure 2 The relative differences between robust and non-robust static models with respect to means and standard deviations over N realizations for varying δ (bar plots). The average relative differences over 25 runs for each δ value (stacked bar plot).
In order to provide the estimated probability vectorp t of period t, we use a Dirichlet distribution with parameters γ i (t), 0 ≤ i ≤ m. A Dirichlet distribution allows us to provide arrival probabilities at each period t for the fare classes. It is reasonable to predict that as the departure time T approaches, the requests for cheaper fare classes reduce, whereas the requests for the more expensive fare classes increase. To achieve this, we adjust the adopted Dirichlet distribution parameters monotonically. Figure 3 illustrates the change of these parameters over time. The actual values of the parameters that we use are given in Table 3 . Table 3 The parameters used in the simulation of dynamic models.
Parameters Values [N, S, C, T, m]
[100, 10, 100, 200, 4] (r1, r2, r3, r4) (2, 3, 4, 6) [v0,v, v0, v1, v2, v3, v4 Figure 3 The change of adopted Dirichlet distribution parameters over time.
Similar to previous subsection, we report in Table 4 the simulation results over 25 runs. The figures in the table show the relative difference in percentages between the non-robust and the robust averages and standard deviations over N realized revenues for varying δ values. We work out the details of these results in Figure 4 . The upper and lower bar plots represent, respectively, the means and the standard deviations over 25 runs as in Figure 2 . In general, our results with the dynamic model is similar to the results obtained with the static model. In most cases, the non-robust models yield slightly better average revenues than the robust models (less than 1.5%).
However, to our surprise, we find for runs 5, 10, 15 and 16 that when δ = 0.25, the average revenues obtained with the robust model is barely larger than the non-robust model (hence the negative percentages in the plot). This happens especially when δ is small because for those values of δ the optimal policies of the two models yield almost the same allocations. The difference in two allocations may be just one seat allocated to a cheaper class ticket by the robust model. However, the policy suggested by the non-robust model fails to sell the one higher priced ticket for most of the realizations. The standard deviations plot in Figure 4 shows that the percentage deviation of the robust model is strictly less than the non-robust model in all runs even for small values of δ.
As in the static case, we observe for most of the runs that both the averages and the standard deviations of the revenues increase as δ increases.
Shen, R., S. Zhang (2007) studied the properties of the solutions generated from a robust optimization model in the context of a multi-stage financial investment problem, and found that the solutions exhibit a substantially reduced variability in terms of the objective value, when the data in the model are subject to noises. Our findings in this paper, which is based on a very different decision model, have reconfirmed this remarkable property. Table 4 The relative differences between robust and non-robust dynamic models. 
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Favorable Estimates
We now discuss the case when the estimated probability vectorp coincides with the actual distribution p. Although unlikely, it may happen that the decision maker makes a very accurate guess for the estimated probability vectorp, and not knowing this favorable estimate, the decision maker 
Mean Standard Deviation
Figure 4 The relative differences between robust and non-robust dynamic models with respect to means and standard deviations over N realizations for varying δ (bar plots). The average relative differences over 25 runs for each δ value (stacked bar plot).
is still insecure about the estimation, and hence prefers to use a robust model with a given δ value.
In the remaining part of this subsection, we conduct additional experiments for these favorable estimates cases regarding both static and dynamic (robust and non-robust) models. The following results can also be interpreted as relative losses between the robust and non-robust approaches in case the estimated probability vectors are, in fact, the actual distributions of the model.
The relative difference between the robust and the non-robust static models in terms of the averages and the standard deviations are listed in Table 5 . These results are visualized in Figure   5 . Using the same 25 seeds from Section 5.1, we first generate the truncated Poisson estimated probability distributionp, 1 ≤ i ≤ m for the corresponding seed. However, unlike the generation from the uncertainty set P i as in Section 5.1, we generate 1,000 realizations of fare class i demand fromp i . This reflects the favorable estimate setting discussed in the previous paragraph, since the estimated probability distributionp i coincides with the actual distribution vector p i . Although there are slight differences between the results reported in Table 5 and the results obtained in Section 5.1 (see Table 2 ), on average these results are quite close and the differences are not significant. Hence, a similar assertion as in Section 5.1 follows; stable solutions are obtained with the robust approach at the expense of an admissible decrease in the revenues. Table 5 The relative differences between robust and non-robust static models for favorable estimates. A similar type of experiments as in Section 5.2 is conducted for the robust and non-robust dynamic models under the same assumption that the estimated probability of arrivals in each period coincide with the actual distribution of those arrivals. Again we do not generate the arrival process from a probability distribution in the uncertainty set, but from the estimated probability of arrivals (1,000 realizations of the arrival process are used). Under this scenario, the relative differences between the averages and the standard deviations of the robust and the non-robust dynamic models are listed in Table 6 and visualized in Figure 6 . When we compare the results to those obtained in Section 5.2, our observations are similar: in most of the cases the non-robust 
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Figure 5 The relative differences between robust and non-robust static models in case of favorable estimates for varying δ (bar plots). The average relative differences over 25 runs for each δ value (stacked bar plot).
model yields slightly better revenues and the standard deviation of the robust model is less than the non-robust model. However, in three cases (runs 16, 18, 20) when δ = 0.25, the non-robust models give smaller deviations. In those instances, the allocation with the dynamic model conforms with the realizations from the favorable estimate.
Cost of Imperfect Information
In this subsection we conduct simulation experiments to compare the static model (3), the dynamic model (12) and the perfect information model (14). The main motivation of these experiments is to check the effect of having additional information as one has more information in the dynamic model than the static model, and similarly, as the perfect information model includes more information than the dynamic model.
Again, we take 25 simulation runs with different seeds. In each simulation run, we first generate for 1 ≤ t ≤ T the arrival probability vector p t ∈ R m + from a Dirichlet distribution with parameters γ it ,
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Therefore, we implemented a Monte Carlo algorithm, which generates N demand realizations according to p t , 1 ≤ t ≤ T , and then gives a point estimate of (15). Next, we compute the expected optimal revenue by the dynamic model (12). To make a fair comparison between the static and the other two models, we need to compute the demand probabilities
Since it is assumed that the random variables ξ t , 1 ≤ t ≤ T , are independent it follows that the Bernoulli random variables 1 {ξ t =r i } , 1 ≤ t ≤ T , are also independent. This shows for every α ∈ (0, 2π) that the discrete Fourier transform P(α) = E [exp(iαD i )] has the form 
Standard Deviation
Figure 6 The relative differences between robust and non-robust dynamic models in case of favorable estimates for varying δ (bar plots). The average relative differences over 25 runs for each δ value (stacked bar plot).
Consequently,
and so, we obtain
It is well known that
By using the FFT algorithm of the order O(T log T ), one can easily recover the probabilities p ik (see Golub, G.H., C.F. Van Loan (1996) ). After recovering these probabilities, we compute the expected optimal revenue by the static model (3). As our statistics, we store the estimated total revenue of the perfect information model and the expected optimal revenues found by dynamic and 
25
static models, respectively. The parameters we use in our experiments are the same as in Table 3 except the parameter S, which is not required, and the parameter N , which is set to 1000. information and static models. Although the model with the perfect information yields higher revenues than both the dynamic and the static models, Figure 7 shows that the cost of imperfect information is rather insignificant when the dynamic model is considered. On the other hand, the cost of imperfect information increases as one prefers the static model over the dynamic one. The relative differences between perfect information, dynamic and static models.
Conclusion
In this study we have shown by means of simulation that the use of robust versions of the classical static and dynamic single leg seat allocation problems in airline revenue management may be Article submitted to Management Science; manuscript no.
worthwhile due to the reduction in variability of the generated revenues. This reduction is much larger as the reduction in average revenue due to the conservative behavior of the considered robust models. In a subsequent paper we will consider extensions of the models in the network environment.
Appendix A: Uniform Sampling from The Uncertainty Set
Notice that in both static and dynamic model simulation runs, we need to generate sample vectors p i , 1 ≤ i ≤ m and p t , 1 ≤ t ≤ T , from the intersection of an ellipsoid and a hyperplane of appropriate dimensions.
In our subsequent discussion, we omit for ease of notation the subindices i and t.
To conduct our simulation experiments, we need to generate sample vectors p from the set
Notice thatp e = 1. Therefore, if we generate uniform samples from the set
then we can set p =p + x. Notice that S defines an ellipsoid on a q − 1 dimensional subspace (see Figure 8 ). It is not straightforward to generate uniform samples from S. However, it is shown by Fang et al. that uniform samples can be easily generated from unit hyper-spheres (Fang, K.-T., S. Kotz, K.W. Ng 1990, Section 3.1.5). Therefore, we next apply two transformations so that we can transform S to a q − 1 dimensional unit hypersphere.
Let y = Ax, where A is a q × q diagonal matrix with nonzero elements (1/(δp 1 )), · · · , 1/(δp q )). Using this transformation, the set S becomes S y = {y ∈ R q | y y ≤ 1, y p = 0}.
Since we want to focus only on the unit hypersphere, we further apply a transformation to reflect the vector u := (p/ p ) − I 1 , where I 1 is the unit vector corresponding to the first column of the identity matrix I. This transformation is called Householder reflection (cf. Golub, G.H., C.F. Van Loan (1996) ), and it is applied by using the orthonormal matrix Using now z = By, the set S y becomes
Notice that it is now enough to generate a realization of the vector Z = (Z 1 , Z 2 , · · · , Z q ) uniformly from S z . Then, using B −1 = B and the Jacobian transformation theorem, X = A −1 B −1 Z = A −1 B Z yields a uniformly distributed vector from S as desired.
To generate a realization of the vector Z from S z , observe that we can equivalently generate a realization of the vectorZ = (Z 2 , · · · , Z q ) uniformly from the q − 1 dimensional unit hyperspherē
It is given (Fang, K.-T., S. Kotz, K.W. Ng 1990, pg. 75) that the random vectorZ = RQ is uniformly distributed onS z , where Q is a q − 1 dimensional random vector distributed on the boundary ofS z , R is a random variable with the distribution function P {R ≤ r} = r q−1 , 0 ≤ r ≤ 1, and the random variables R and Q are independent. Clearly by the inverse transformation method we obtain
