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The role of radiative cooling plays an important role in the formation of structures
in collapsing gas. In this dissertation I examine the impact of cooling in two formation
scenarios: first, the role of H2 cooling in collapsing gas in primordial dark matter halos
in the possible formation of supermassive black holes; second, low metallicity cooling
in collapsing clouds and its possible role in explaining low-metallicity globular clusters.
Further, I introduce a new hydrodynamics code, with a design guided by current software
principles.
In chapter 2, I examined the proposed mechanism to explain the formation of super-
massive black holes through direct collapse. The presence of quasars at redshifts z > 6
indicates the existence of supermassive black holes (SMBHs) as massive as a few times
109 M, challenging models for SMBH formation. One pathway is through the direct col-
lapse of gas in Tvir & 104 K halos; however, this requires the suppression of H2 cooling
to prevent fragmentation. In this dissertation, I examine a proposed mechanism for this
suppression which relies on cold-mode accretion flows leading to shocks at high densities
(n > 104 cm 3) and temperatures (T > 104 K). In such gas, H2 is efficiently collisionally
dissociated. I use high-resolution numerical simulations to test this idea, demonstrating
that such halos typically have lower temperature progenitors, in which cooling is effi-
cient. Those halos do show filamentary flows; however, the gas shocks at or near the
virial radius (at low densities), thus preventing the proposed collisional mechanism from
operating. I do find that, if we artificially suppress H2 formation with a high UV back-
ground, so as to allow gas in the halo center to enter the high-temperature, high-density
“zone of no return”, it will remain there even if the UV flux is turned off, collapsing to high
density at high temperature. Due to computational limitations, we simulated only three
halos. However, we demonstrate, using Monte Carlo calculations of 106 halo merger his-
tories, that a few rare halos could assemble rapidly enough to avoid efficient H2 cooling
in all of their progenitor halos, provided that the UV background exceeds J21  few at
redshifts as high as z  20.
In chapter 3, I explore the relative role of small-scale fragmentation and global collapse
in low-metallicity clouds, pointing out that in such clouds the cooling time may be longer
than the dynamical time, allowing the cloud to collapse globally before it can fragment.
This, I suggest, may help to explain the formation of the low-metallicity globular cluster
population, since such dense stellar systems need a large amount of gas to be collected in
a small region (without significant feedback during the collapse). To explore this further,
I carried out numerical simulations of low-metallicity Bonner-Ebert stable gas clouds,
demonstrating that there exists a critical metallicity (between 0.001 and 0.01 Z) below
which the cloud collapses globally without fragmentation. I also run simulations includ-
ing a background radiative heating source, showing that this can also produce clouds that
do not fragment, and that the critical metallicity – which can exceed the no-radiation case
– increases with the heating rate.
Lastly in chapter 4, I describe the structure and implementation of the new open-
source parallel moving-mesh hydrodynamic code, Python Hydro-Dynamics (phd). The
code has been written from the ground up to be easy to use and facilitate future modi-
fications. The code is written in a mixture of Python and Cython and makes extensive
use of object-oriented programming. I outline the algorithms used and describe the de-
sign philosophy and the reasoning of my choices during the code development. I end by
validating the code through a series of test problems.
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The current state of the universe today is the result of a long process of gravitational am-
plification of primordial seeds. After their creation (possibly during inflation), the seeds
grew through a process of accretion and merging in a hierarchal fashion which resulted
in the complex structures of today. The first non-linear objects to collapse under the in-
fluence of gravity were low mass (< 105 M) dark matter halos. Inside the gravitational
potential well of these dark matter halos lies gas that may condense and eventually col-
lapse as well. The process that leads to this scenario, which may eventually form a star
or a galaxy or a cluster, is more complicated then collapsing dark matter (which is only
governed by gravity) due to the important role of radiative cooling and other baryonic
processes.
The role of cooling plays a vital role in structure formation. It performs an intricate
dance with gravity to form the complicated high density structures of today. However,
the interplay is by no means a simple process. Although cooling allows the gas to radi-
ate energy away, therefore, allowing the gas to condense and ultimately increasing the
gravitational potential energy, the rate of each process significantly affects the other.
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Moreover, these processes may operate at different time scales at a given temperature
and density.
The impact of cooling has been extensively researched in primordial  106 M dark
matter halos in which cooling is governed by zero metallicity primordial gas. At this
epoch, the Universe mainly consisted of Hydrogen and Helium, which is a stark contrast
with the variety of elements we see today. This result leads to a more restricted cooling
mechanism with fewer outlets to radiate energy. Studies in the formation of the first
stars (commonly referred to as Population III stars) have been investigated by numerical
simulations (Abel, Bryan, andNorman, 2002a; Bromm, Coppi, and Larson, 2002) and semi-
analytical models (Omukai and Nishi, 1998; Omukai and Palla, 2002) which have shown
that the first stars were predominately massive  100 M. Furthermore, investigations
of cooling in primordial halos with temperature Tvir & 104 K have been conducted to
possibly explain observations of bright quasars beyond redshift 6, which require super
massive black holes (SMBHs) & 109 M forming less than a billion years after the big
bang.
In contrast with early primordial cooling, the presence of metals favors efficient cool-
ing. This process is one of the drivers in condensing molecular gas, which can eventually
become the nurseries of star formation. Depending on the rate of cooling, the gas be-
comes more susceptible to fragmentation. In this case, collapsing gas can form into a
diffuse collection of (easily unbound) stars or a dense group. In the latter, the structure is
known as a globular cluster (GC), which has a typical mass of 105   106 M.
Whether primordial or with metals, it is difficult to understand the complicated in-
terplay of gravity, hydrodynamics and radiative cooling. Much of our understanding of
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such processes is due to the continual increase in computing power and the ongoing de-
velopment of robust numerical methods; simulations have been able to follow the evolu-
tion of primordial gas clouds to higher densities and explore more complicated scenarios.
However, due to the lager number of codes and algorithms available today, choosing and
learning a code for research has become its own endeavor. Further complicating the mat-
ter, the design philosophy, structure, and implementation of codes are usually not seen as
important topics for discussion in astrophysical discourse. This discourages the creation
of easy-to-use, easy-to-modify codes.
This dissertation focuses on the effects of cooling, specifically the effect of cooling in
objects of 106 M – gas clouds with and without dark matter. Moreover, we introduced
a new code, inspired by our work with cooling and the challenges with using current
codes, that has been built from the ground up to be accessible and provide a framework
amenable to easy exploration. We do this by using current methodologies and best prac-
tices from software development. In Section 1.1.1 we will introduce a possible scenario
for the formation of supermassive black holes (SMBH) via direct collapse in Tvir & 104
K dark matter halos by suppressing H2. In Section 1.1.2 we will introduce GCs and the
effect of varying metallicity to possibly explain the origin of color bimodality. Finally, in
Section 1.1.3 we will go over the motivation and reasoning of introducing a new code.
1.1.1 Cooling at Low Metallicity
In the CDM cosmology the structures we see today are built through a hierarchical
process. The Universe begins in a nearly homogenous state. The constituents are baryons
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(approximately 90%Hydrogen and 10%Helium) and darkmatter. As the universe expands,
small inhomogeneities grow by gravity. When the dark matter and baryon density reach
a density  200 times the mean density of the Universe, collapse and virialization set in.
These structures are known as dark matter halos (self gravitating structures that accrete
baryonic matter).
The baryons that fall into the halos, unlike the collisionless dark matter, will convert
their gravitational potential energy to thermal energy. Once the system is in virial equi-













whereMh is the mass of the halo, z the redshift, andc is the overdensity of the halo after
it virializes; normalized by typical values. In our case, the typical temperature in these
structures are  103K . At this temperature, H is not able to produce sufficient emission
as the lowest excited state corresponds to a temperature of 1:2 105K .
Without a mechanism to cool the gas, the dark matter halo would remain in equilib-
rium. However, a cooling pathway exists by converting H into H2 and then cooling by
H2 rotational and vibrational levels. A small fraction of electrons were left behind after
the Universe recombined at z  1100. These electrons are the catalyst to form H2 via:
H+ e  ! H  + h
H  + H ! H2 + e :
(1.2)
Figure 1.1 shows the H2 cooling function (red dashed line), as well other cooling functions,
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Figure 1.1: Cooling function as a function to temperature for primordial gas decomposed
by H2 (long-dashed red line), HD (solid blue line), H-impact H+2 (magenta dotted line),
and e-impact H+2 (short-dashed green line). The hydrogen number density used is 1 cm 3
with fractions xHD = 10 8, xH2 = 10 5, xH+2 = 10 13, xe  = 10 4. Figure was taken fromMaio et al., (2007).
for hydrogen number density 1 cm 3 and fractions xH2 = 10 5, xe  = 10 4.
The effect of cooling may play a pivotal role in explaining the presence of SMBHs at
z > 6 with masses greater than 109 M. Current formation scenarios suggest they might
be formed through massive ( 105 M) black hole (BH) seeds from gas in Tvir & 104 K
halos, either via direct collapse to a BH or through the formation of a supermassive star or
a quasi-star (Begelman, Rossi, and Armitage, 2008; Hosokawa et al., 2013). One difficulty
with these models is the need to prevent fragmentation of the cooling halo into lower
mass stars, and, in particular, to prevent cooling due to H2. Inayoshi and Omukai, (2012)
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have suggested that this can be accomplished through the action of cold flows, which
result in gas shocking to high densities (n > 104 cm 3) and temperatures (T > 104 K).
This shocked gas cools by Ly emission to about 8000 K; however, if the density is high
enough, enhanced H2 collisional dissociation suppresses the gas from cooling further.
This was demonstrated using one-zonemodels calculated by Inayoshi and Omukai, (2012),
who identified a “zone of no return”. This mechanism is appealing as it does not require
a high Lyman Werner (LW) background to destroy the H2; however, it is unclear if this
mechanism operates in nature. In Chapter 2, we implement high-resolution numerical
simulations testing the possibility of cold flows in Tvir  104 K halos suppressing H2
cooling and discuss our findings and their ramifications.
1.1.2 Cooling Below 104 K
In the previous section, we discussed cooling in primordial gas. With the addition of
metals the gas has more excitation mechanisms at lower energies which allows for more
efficient cooling to lower temperatures. The top panel of Figure 1.2 shows the cooling
function, including the total as well as contributions from four of the most important
coolants: FeII, OI, SiII and CII. It is important to note that the cooling function is less
steep than the primordial cooling function, allowing for more effective in the 101  104 K
temperature range. Moreover we can parameterize the metals in terms of solar metallicity
to see the impact for various fractions of metals (see bottom panel of Figure 1.2). In this
case the addition of more metals clearly has a strong impact on the cooling function.
The presence of metals favor efficient cooling, which allows the gas to fragment more
6
Figure 1.2: Top: Cooling due to metals as a function of temperature for a gas with number
density of 1 cm 3. The curves represent total cooling (solid-black line) FeII (dotted-red
line), OI (dashed-blue line), SiII (long-dashed cyan line) and CII (dashed-dotted magenta
line). Bottom: cooling function parameterized by metallicity. Figures were taken from
Maio et al., (2007).
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Figure 1.3: The metallicity distribution of globular clusters vs. Halo stars in NGC 5128
(Harris et al., 2004; Rejkuba et al., 2005; Woodley et al., 2010). The globular cluster distri-
bution differs very much from the stars.
readily. The formation of a GC is linked to the amount of fragmentation allowed in col-
lapsing gas. GCs are particularly interesting relics of star formation for a number of
reasons: (1) they are very concentrated, with half-mass radii of a few parsecs, indicating
that star formation occurred in a particularly dense environment; (2) the stars in a given
GC generally have a very narrow spread in ages and metallicity, implying a single stellar
population (although recent results have revealed a more nuanced situation here, as we
will discuss briefly later), and (3) the metallicity distribution of GCs in external galaxies
is generally bimodal (or at least very different from the metallicity distribution of stars
in the galaxy as a whole), with a large number of low-metallicity GCs. Reviews of their
properties include Brodie and Strader, (2006), Renzini, (2008, 2013), and see also Portegies
Zwart, McMillan, and Gieles, (2010a).
This bimodal, or possibly skewedmetallicity distribution (e.g., Peng et al., 2006; Strader
et al., 2003; see also Figure 1.3) is sometimes interpreted as indicating that there are two
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formation modes: one which produced low-metallicity, old systems and a second for the
generally younger, higher-metallicity component. For instance, one of the first proposed
models was by Ashman and Zepf, (1992), who used the suggestion that new GCs might be
formed in gas-rich major mergers. In their model, metal-rich GCs are formed in gas rich
mergers and metal-poor GCs are donated by progenitor spirals. This model later gained
support when the Hubble space telescope observed large numbers of young massive star
clusters forming in merging galaxies. However, their work did not incorporate a cos-
mological model, and their predictions of the number and color distribution of GCs in
massive Es galaxies were not consistent, as pointed out by Forbes, Brodie, and Grillmair,
(1997). Other models explored reionization for setting the bimodality (Harris and Pudritz,
1994; Santos, 2003).
Beasley et al., (2002) augmented this picture by incorporating a semi-analytical model
of combined galaxy and GC formation in a cosmological context. In that work, each mode
of GC formation was assigned a fixed efficiency relative to the field stars. However, to
match observed values, the formation of metal-poor GCs had to be artificially truncated
after z = 5. Recently, investigations have explored more empirical, hierarchical galaxy
formation models in a cosmological setting. Muratov and Gnedin, (2010) have modeled
the formation of GCs using the assembly history from cosmological simulations combined
with observed scaling relations. In their model, bimodality naturally arises from the rate
of galaxy mergers. Early mergers preferentially produce metal-poor GCs and a few late
massive mergers can produce a significant number of metal-rich GCs. However their
model produces metal-rich GCs that are too young, which is at odds with observations
that some of metal-rich GCs are as old as metal-poor GCs. In addition, their model is
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again semi-analytic.
Essentially none of the works discussed above attempt to model the detailed structure
of star formation within globular clusters. In particular, it is not clear how to get a large
amount of gas (106 M) into a very small region without star formation occurring during
the collapse, which would result in a wide spatial distribution of stars and perhaps even
prevent the collapse. Since cooling is ultimately connected with this process it invites
the investigation of the impact of metal-cooling in GC forming gas to see if the bimodal
distribution is a natural consequence. In Chapter 3 we lay out systematic investigation to
understand how gas with various (very low) metallicities, forming in high-redshift envi-
ronments, will fragment by performing high-resolution simulations.
1.1.3 A New Code Built From Modern Programming Principles
The use of simulations have become an essential tool in the study of astrophysical fluid
dynamics. The continual use of new algorithms and parallel computer architectures has
produced rapid progress in this field. There are many algorithms for solving the fluid
equations but two of the most successful have been Smoothed Particle Hydrodynamics
(SPH; e.g., Couchman, Thomas, and Pearce, 1995; Hernquist and Katz, 1989; Hopkins,
2014; Springel and Hernquist, 2003; Steinmetz, 1996; see also references in Springel, 2010)
and Eulerian grid-based schemes (e.g., Bryan et al., 2014; Stone and Norman, 1992; Stone
et al., 2008)
In the SPH approach the reference frame rides along with the fluid, similar to an ob-
server drifting down the river. This Lagrangian approach has the advantage that it allows
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the resolution to automatically increase (or decrease) with, for example, gravitational col-
lapse. It also means that simple bulk advection is treated with very low error. Although
much work has been done recently improving SPH methods (e.g., Hopkins, 2014; Price,
2008) disadvantages remain, including noise due to fluctuations in the smoothing estima-
tor, challenges in shock capturing, and difficulties in modeling mixing as well as relatively
poor convergence (e.g., Maron, McNally, and Mac Low, 2012; McNally, Maron, and Mac
Low, 2012 and references therein). Since SPH particles can never exchange mass, they do
not, without additional terms, mix related properties, such as entropy or chemical abun-
dance.
In contrast, the Eulerian approach has the reference frame stationary, observing the
fluid at specific locations in space, similar to an observer resting at a river bank watching
the fluid flow. Eulerian, grid-based methods are commonly used with finite volume tech-
niques. Advantages include well-understood and optimized methods that can capture
discontinuities with higher order convergence properties for smooth flows. The chal-
lenge of following collapsing flows is met by allowing the mesh to adaptively refine and
derefine, permitting high- resolution in selected regions. Examples of such codes include
Enzo (Bryan and Norman, 1997; Bryan et al., 2014), FLASH (Fryxell et al., 2000), and
RAMSES (Teyssier, 2002). While such methods have been increasingly adopted, they are
not without difficulties, probably the primary one being the challenge of advecting small
structures long distances through the mesh. For example, Tasker et al., (2008) showed
that, while SPH methods could easily translate a King sphere in equilibrium for large dis-
tances, AMR codes needed to invest much more effort for the same level of accuracy. The
extra diffusion caused by bulk motion (sometimes referred to as the lack of numerical
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Galilean invariance) can, in extreme cases, suppress instabilities if not properly resolved
(e.g., Robertson et al., 2010).
A different approach is the Arbitrary Lagrangian Eulerian (ALE) method that embod-
ies the best characteristics of SPH and grid-based methods. This method makes use of a
mesh (Eulerian), however, allows the grid cells to partially move (Lagrangian) with the
flow. Due to the hybrid nature, advection errors are decreased and resolution is adapted
naturally to the flow. These methods are not entirely Lagrangian because mass (and other
conserved quantities) is allowed to flow between cells. A 2D approach was presented by
Noh, (1963), followed by a 3D approach by Gnedin, (1995) and Pen, (1998) based on ideas
to allow the the grid to continuously deform. However, an early difficulty of this method
was mesh distortion and tangling. To circumvent this issue, a common approach was to
remap the fluid quantities to a new mesh, however, this procedure is inherently diffusive
and choosing a “good” mesh to remap is a challenging proposition.
The initial ideas to avoid mesh distortion and tangling was introduced by Borgers and
Peskin, (1987), who proposed a continuous local remapping scheme by making use of a
Voronoi diagram in 2D. In this scheme the fluid markers defined the mesh, allowing it to
continuously change, while finite difference operations could be easily used by exploiting
the properties of the Voronoi cells. A scheme using finite volume methods in 2D was
devised byWhitehurst, (1995) but with additional use of the Delaunay tessellation. In any
case, the use of ALE methods showed promise; nonetheless, the method did not garner
enough attention for further development.
Springel, (2010) resurrected these ideas by introducing a reliable 3D implementation
in the AREPO code. The code has been extensively developed, including magnetic fields
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(Mocz, Vogelsberger, and Hernquist, 2014; Pakmor, Bauer, and Springel, 2011), improved
convergence (Mocz et al., 2015; Pakmor et al., 2016a), cosmic rays (Pakmor et al., 2016b;
Pfrommer et al., 2017) and radiation transport (Kannan et al., 2018). Moreover, its use
has sparked the development of several new ALE codes including TESS (Duffell and Mac-
Fadyen, 2011), DISCO (Duffell, 2016), RICH (Yalinewich, Steinberg, and Sari, 2015), and
Shadowfax (Vandenbroucke and De Rijcke, 2016). These codes have many of the advan-
tages of grid-based methods, in that they can represent discontinuities more accurately,
have low noise, have good mixing properties and yet, because the mesh generating points
approximately follow the gas flow, they have low diffusion in situations of bulk flow.
While the ALE codes listed above represent an important step forward, they are not
the final word in such methods. First, only a select few are not open-source and so not
widely available to the astronomical community; second, they have made a specific set
of choices regarding such things as tessellation, reconstruction method, time integration,
and Riemann solver; third, they are written in C or C++, while Python has rapidly become
the language of choice in astronomy; and finally, they were generally not designed from
the ground-up to take advantage of the current parallel methodologies, such as GPUs.
The challenges outlined above motivate the need for a new code that makes use of
modern programming paradigms, ease of use and allows for future extensibility. Recently
there has been a handful of codes that have provided partial answers to this situation. For
example, pyro (Zingale, 2014) which is a 2D grid-based hydrodynamic code, has been de-
signed as a teaching tool for graduate students in astronomy. Many of the design choices
exemplify modern programming best practices. For instance, pyro makes ample use of
object-oriented programming. This allows a framework to easily extend/modify algo-
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rithms as well experiment with different combinations of algorithms. The code is mainly
written in Python while the most intensive computations is written in Fortran. In addi-
tion, pyro is maintained in a git repository, allowing for community based development,
and makes use of regression testing to ensure that the code remains stable and consis-
tent. Another notable code has been pysph (Ramachandran, 2016), a Python based SPH
code that has been developed at the Department of Aerospace Engineering, ITT Bom-
bay. It is designed to be easily used on multiple platforms and includes parallel capabil-
ities. High-performance is achieved by using a mixture of Python and Cython; Cython
is an optimizing Python compiler than extends the language to provide both high speed
and ease-of-use. Similar to pyro, pysph is open-source and is created under an object-
oriented framework. In addition, their implementation extends itself to 3D and makes
use of OpenMP, MPI, OpenCL for parallel simulations. Although these codes have been
developed for different intentions or disciplines, we believe they bring key new ideas for
a new way of thinking about numerical simulations code.
Inspired by the codes pyro and pysh and experiences with the Enzo AMR code and the
yt analysis toolkit, (Turk et al., 2011a) we have produced a new ALE code called Python
Hydro-Dynamics (phd). The code is written in amodular fashion, using an object-oriented
approach which easily allows users/developers to change all of the basic algorithms. This
is done to encourage users and developers to explore algorithmic changes and to allow the
rapid addition of new physics modules. The use of Python is particularly important in this
regard, as it is a high-level language which supports a wide range of data structures and
constructs. This permits rapid prototyping – evidence shows that scientific Python code
is both shorter and can be developed and debugged more quickly than equivalent C code
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(Williams, 2002). While Python is often perceived as slow, it is generally straightforward
to obtain good performance, and we use Cython for computationally intensive compo-
nents. Finally, we have designed the system to make use of parallel hardware. Chapter 4,
introduces the phd code and goes over its design, usability, and test problems.
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Chapter 2
H2 suppression with shocking inflows: testing a pathway for
supermassive black hole formation
2.1 Introduction
Dynamical evidence indicates that most nearby galaxies harbor a central supermassive
black hole (SMBH; e.g., Ferrarese and Ford, 2005), including our own Milky Way, which
hosts a central SMBHwith masss 106 M (Ghez et al., 2005). Furthermore, the discovery
of quasars at redshifts greater than 6 signals the existence of SMBHs as massive as a few
times 109 M at an epoch when the Universe was less than a billion years old (e.g., Fan,
2006; Mortlock et al., 2011). Such massive and early SMBHs pose a challenge to current
models of their formation.
One possible formation scenario is the growth of a remnant black hole (BH) seed,
generated from a population III star (s 100 M), by mergers and gas accretion (e.g.,
Haiman and Loeb, 2001; Li et al., 2007; Volonteri, Haardt, and Madau, 2003). However,
this formation scenario poses certain difficulties. The time to assemble a 109 M SMBH
by standard Eddington accretion is comparable to the age of the universe at z s 6 and
it is unlikely that the seed BH will have continual accretion due to negative feedback
and merger-induced gravitational recoils (Alvarez, Wise, and Abel, 2009; Jeon et al., 2012;
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Milosavljević, Couch, and Bromm, 2009; Tanaka and Haiman, 2009; Tanaka, Perna, and
Haiman, 2012).
An alternative pathway is the direct collapse of metal-free primordial gas with virial
temperature & 104 K into a BH seed of mass 104   106 M (Bromm and Loeb, 2003; Oh
and Haiman, 2002; Regan and Haehnelt, 2009; Shang, Bryan, and Haiman, 2010). Such
a large seed requires many fewer Salpeter times to grow to quasar size and so bypasses
many of the difficulties of Eddington growth of stellar BH seeds. The exact mechanism by
which the collapse occurs is not entirely clear (e.g., Begelman, 2010; Begelman, Rossi, and
Armitage, 2008; Bromm and Loeb, 2003); however, a vital condition for this scenario is that
the collapsing gas avoids fragmentation into stars. A natural way to avoid fragmentation
is to have a long Jeans length due to a high gas temperature. The temperature of the
gas depends on the interplay of atomic and molecular cooling. In the absence of H2, a
halo with Tvir & 104 K cools to s 8000 K by atomic hydrogen. Including H2, the halo
cools further tos 200 K.The corresponding Jeans mass at characteristic central densities
MJ  106 M(T/104 K )3/2 is 103 M for the latter, suggesting the formation of a Pop III
star, and 106 M for the former, suggesting direct collapse into a massive BH. Therefore,
a necessary condition for direct collapse is to prevent cooling by H2.
The suppression of H2 can be accomplished by a strong far ultraviolet (UV) radiation
flux in the Lyman-Werner (LW) bands, J21 & 102   103 (in units of 10 21 erg s 1 cm 2
Hz 1 sr 1) (Bromm and Loeb, 2003; Omukai, 2001; Shang, Bryan, and Haiman, 2010).
This photo-dissociates the molecular hydrogen. However, only a small subset . 10 6 of
all atomic cooling halos are estimated to be exposed to such levels, due to the presence
of close luminous neighbor (Agarwal et al., 2012; Dijkstra et al., 2008). This makes it
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difficult to explain the production of the observed quasar population at z > 6. Note
that the threshold only increases in the presence of a cosmic-ray/X-ray flux (Inayoshi and
Omukai, 2011).
Inayoshi and Omukai, (2012) have proposed an alternative mechanism for the sup-
pression of H2 cooling that does not depend on having a high UV flux. In this scenario,
cold accretion flows penetrate to the center of the halo, colliding with each other and
shocking to produce hot and dense gas. The post-shock layer cools efficiently due to
atomic hydrogen cooling and contracts isobarically until the gas reachess 8000 K. If the
shocked gas at this high temperature is already at a high enough number density n & 104
cm 3, then H2 rotational-vibrational levels reach local thermodynamic equilibrium, and
collisional dissociation can destroy the molecular hydrogen. Crucially, once the gas is
shocked to this high-temperature, high-density regime, it will no longer be able to cool
via H2, even in the absence of any LW radiation. Throughout this chapter, we will thus re-
fer to this regime (defined more precisely below) as the “zone of no return”. Inayoshi and
Omukai, (2012) have argued that this mechanism may be able to produce a massive BH
seed without strong radiative feedback; however, their numerical experiments focused on
one-zone models and so questions still remain about the applicability of this pathway in
cosmological simulations. In particular, only fluid elements that have a sufficiently high
temperature and density have their fragmentation suppressed, and it is not clear if: (1)
the gas which ends up in halos that with such large virial temperatures is not first pro-
cessed through lower mass halos in which fragmentation and star formation can occur¹,
¹Although we note that Inayoshi and Omukai, (2012) have argued that a small amount of metals does
not change their results.
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Halo zcol Tvir;col (K) Mvir;col (M) rvir;col (pc)
A 17 7.80103 1.76107 462.99
B 13 1.05104 3.98107 778.78
C 12 8.50103 3.23107 710.25
Table 2.1: Virial quantities for the three halos selected for resimulation from the low
resolution run. The maximum level of refinement was set to 4 and radiative cooling was
turned off.
and (2) if a sufficient amount of gas enters the “zone of no return” for this mechanism to
be important in realistic halos.
To address these questions, we explore the possibility of H2 suppression via cold ac-
cretion shocks by conducting numerical simulations. This chapter is organized in the
following manner. In Section 2.2 we describe the ingredients and initial setup of the code.
In Section 2.3 we describe the results of our numerical simulations followed by a discus-
sion in Section 2.4. Finally, in Section 5 we summarize our conclusions.
2.2 Numerical Method
The simulations were performed with the publicly available Eulerian adaptive mesh re-
finement (AMR) Enzo code. (Bryan et al., 2014; Bryan, 1999; Norman and Bryan, 1999;
O’Shea et al., 2004). The code implements an N-body particle mesh technique (Efstathiou
et al., 1985; Hockney and Eastwood, 1988) to follow the dynamics of the dark matter par-
ticles and an Eulerian AMR method (Berger and Colella, 1989) for the gas. In addition,
Enzo provides modules which compute the radiative cooling of the gas as well as solve
the chemical reaction network of a primordial mixture of H and He. Our simulations use
the H2 cooling function of Galli and Palla, (1998) and solve the non-equilibrium evolution
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of the following nine species: H, H+, He, He+, He++, H , H2, H+2 , and e  (Abel, Bryan,
and Norman, 2000; Abel et al., 1997). Density-dependent collisional dissociation (Mar-
tin, Schwarz, and Mandy, 1996) is important — we include this with a rate as described
in Shang, Bryan, and Haiman, (2010).
We use a set of zoom simulations to focus on a number of halos selected from a 1
h 1 Mpc comoving box, with a root grid resolution of 1283, using standard  cold dark
matter model parameters: 
;0 = 0:721, 
m;0 = 0:233, 
b = 0:233, 8 = 0:817,
ns = 0:96 and h = 0:701 (Komatsu et al., 2009). Initially we performed a low res-
olution run with the maximum refinement level set to 4 and radiative cooling turned
off to inhibit the gas from collapsing to high densities. We evolved this simulation
from z = 99 to z = 10. Then we applied the HOP halo finder (Eisenstein and Hut,
1998) to the resulting data files at various redshifts to identify halos with masses corre-
sponding to virial temperatures & 104K. Throughout this chapter, we adopt the relation
Tvir = 0:751800(M/106M)2/3(1+z)/21 K between halo mass and virial temperature.
This is consistent with the commonly adopted version for neutral primordial gas with
mean molecular weight  = 1:2 (Bryan and Norman, 1998), except that we reduced the
normalization by a factor of 0.75. We have found that this correction agrees better with
our simulations — that is, it yields Tvir = 104K for halos at the redshift and mass when
they begin to cool efficiently via atomic H.
Three halos were selected at random (see Table 2.1) to be re-run at high-resolution.
We regenerated the initial conditions for the volumes, adding three nested grids that en-
closed the Lagrangian volume of each halo. Since each additional grid doubles the spatial
resolution, this resulted in an innermost grid with an effective resolution of 10243 and a
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Figure 2.1: Phase plots of number density and temperature for each of the J21 = 10
simulations (from left to right: halos A, B and C). The color indicates howmuch mass is at
each point in the phase-diagram. In all three simulations, no cells were shocked heated to
the “zone of no return”, shown by the dashed line and defined as in Inayoshi and Omukai,
(2012).
dark matter particle mass of s 85 M. Radiative cooling and multi-species were turned
on to self-consistently follow the build-up of molecular hydrogen. During the course of
the simulation each cell was adaptively refined using the following three criteria: baryon
mass, dark matter mass and Jeans length. For the first two criteria, refinement is added
when the baryon or dark matter mass exceeds four times the mass of the initial most
refined cell, corresponding to mass resolutions of 68 and 340 M for the baryons and
dark matter, respectively. The third criterion enforces the Truelove et al., (1997) condi-
tion which states that at least four cells should resolve the Jeans length to avoid artificial
fragmentation. In our simulations the Jeans length was resolved by sixteen cells to be sure
that we adequately followed the collapse. Based on these criteria, the simulations were
allowed to refine to a maximum level of 18, which corresponds to a comoving scale of
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0.0298 h 1 pc. The dark matter distribution was smoothed at refinement level 13 (about
0.065 proper pc at z = 20) to suppress numerical effects from the discreteness of DM
particles.
We carried out two sets of runs for each of the halos, which differed only in the back-
ground LW flux that we adopted. In the first set of runs, we used J21 = 10, where J21
is the specific intensity in the Lyman-Werner bands (11.2-13.6 eV) in units of 10 21 erg
cm 2 sr 1 Hz 1. This corresponds to a typical (but slightly high) value in the late pre-
ionization period (Dijkstra et al., 2008) and is well below that required to suppress H2
radiatively (e.g., Shang, Bryan, and Haiman, 2010; Wolcott-Green, Haiman, and Bryan,
2011). We use these simulations to determine if the H2 suppression mechanism suggested
by Inayoshi and Omukai, (2012) can be responsible for halting fragmentation in these ha-
los. We carry out these runs until they collapse to high densities and then examine the
resulting gas distribution. As we will show, these halos do form an abundant supply of
H2, and so the Inayoshi and Omukai, (2012) mechanism by itself does not appear to be
sufficient to allow direct collapse. In fact, cooling and collapse set in well before the virial
temperature reaches 104 K.
In a second set of simulations, we adopt a much higher value of the LW background,
in particular we take J21 = 105, which is well above the critical flux required to suppress
H2 formation and cooling. We evolve these simulations until their virial temperatures are
above 104 K, which allows us to (artificially) run the halo until it has a virial temperature
sufficiently high for the Inayoshi and Omukai, (2012) mechanism to operate. We then
turn the LW background down to J21 = 10 to see if and how the purely collisional H2
suppression acts. These runs are intended as a academic exercise to see if gas that is in or
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Halo zcol Tvir;col (K) Mvir;col (M) rvir;col (pc)
A 21.81 2.86103 2.72106 199.14
B 16.12 6.43103 1.41107 421.10
C 12.89 0.81104 2.75107 642.13
Table 2.2: Virial quantities of our three halos, as defined at the indicated collapse redshifts
zcol for the J21 = 10 runs.
near the “zone of no return” will indeed stay there.
2.3 Results
In the following sections, we present the results of our numerical simulations, first fo-
cusing on runs with low background flux, and then follow with high-UV background
simulations.
2.3.1 J21 = 10 Runs
The addition of radiative cooling causes the halos to cool and collapse before the redshifts
at which they were identified in the low-resolution run. This occurs because the halos
build up in a hierarchical fashion and so have progenitor halos with virial temperatures
that allow them to cool via H2 cooling. We stop the runs when they reach the maximum
refinement level allowed in the simulation, as at this point theywill start to form stars. The
collapse redshifts, virial masses and virial temperatures of the halos at the point at which
they collapse are shown in Table 2.2. Only the third halo reaches a virial temperature close
to 104 K. In this context, we define collapse as the point when we would need additional













































































Figure 2.2: Slices of the y-z plane for density, temperature, entropy, Mach number, r ~V
and H2 fraction for halo C (with Tvir = 8:1 103 K) with a low LW background. The field
of view of each plot is 5 kpc (physical) and the virial radius is 0.64 kpc.
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approximately 108 cm 3.
To investigate if the density-dependent H2 suppression mechanism is operating, we
analyze the simulation results at the point at which they collapse. In Figure 2.1 we plot
the temperature and density distribution of all cells within a radius of a few times the
virial radius for each simulation run. Additionally, we overlay the “zone of no return”
in this figure, using the approximate curves for the boundary of the zone from Inayoshi
and Omukai, (2012). From the plots we see directly that no cells have been shocked-
heated into this “no return zone”. This indicates that the H2 suppression mechanism is
not operating, at least for these halos at this point.
Inayoshi and Omukai, (2012) argued that cold, filamentary flows would penetrate to
the center of these halos, shock heating the gas at high densities. To better understand
why this is not happening, in Figure 2.2 we plot slices through the center of halo C (with
Tvir = 8:1103 K), showing the density, temperature, entropy, negative of the divergence
of the velocity field, and H2 fraction. From the density and temperature slices, we clearly
see the cold filamentary structure feeding the halo. However, it is evident that no cold
flows (T  102   103 K) penetrate unperturbed into the center. Instead, the gas quickly
heats to the average temperature around the virial radius. This is consistent with the
phase plots which show continual heating of the cells at number densities approach  1
cm 3. Most of the cells at this number density have roughly T 104 K. At higher densities
& 1 cm 3, H2 cooling becomes dominant, leaving the gas roughly at  700 K.
One way to identify shocks is to look for sources of entropy production (although
shocks are not the only source of entropy). Figure 2.2 shows that the largest entropy
production happens around the virial radius. This is largely due to the spherical accretion
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of the surrounding cold gas. This is more apparent in the Mach number slice, where the
flow outside the virial radius is supersonic and the flow interior to the virial radius is
mostly transonic. The transition from supersonic to subsonic flow happens abruptly. We
also see the cold inflows are not immune to this shock, and gas in the filaments begins
to exhibit higher entropy at the virial radius (although the entropy is considerably lower
than most of the gas at the virial temperature). The entropy generation is at the expense
of its kinetic energy as evident in the Mach number slice where the inflow also becomes
transonic as it passes the virial radius. The negative divergence of the velocity shown in
Figure 2.2 reinforces our previous statements. Shocks produce a large value of  r  ~V .
It is evident there is a strong shock at the virial radius and the filamentary structure is
disrupted as it passes through this radius.
This shows clearly that the cold, filamentary flows in these halos shock at or around
the virial radius, where their densities are low– too low for theH2 suppressionmechanism
suggested in Inayoshi and Omukai, (2012) to operate. Instead, the shocked filaments can
efficiently form H2 and cool.
We argue that this conclusion is largely consistent with (comparable) previous work.
For example, Wise and Abel, (2007) carried out similar simulations, finding that although
filamentary gas can, in some cases, penetrate through the virial radius without shocking,
it does not get past one-third of the virial radius. Moreover, this occurs only in the absence
of H2 cooling (i.e. in their H+He only runs A6 and B6), which is consistent with our own
findings. In any case, this penetration is not nearly far enough — for example, Figure 2
of that paper demonstrates that the densities do not get to 104 cm 3 until about 0.005
rvir. The SPH simulations of Greif et al., (2008) also examine the inflow of filaments in
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halos of similar size. They appear to find that cold filaments may not shock-heat as the
flow in; however two points are relevant here. The first is that later work (Nelson et al.,
2013) has shown that SPH simulations incorrectly predict substantial amount of cold-
accretion compared to Eulerian or moving-mesh codes. The second point is that even in
the simulations of Greif et al., (2008), gas does not get close to the H2 zone of no return
(e.g. their Figure 7). Therefore, we conclude that our key results are in agreement with
previous work.
We have seen that — for the three halos simulated — the halos collapse and fragment
without any gas entering the “zone of no return”. They do this in part because the 104
K halos do not collapse monolithically — instead, the hierarchical formation naturally
involves lower temperature halos which can cool efficiently via H2.
One possible objection is that we have simply not simulated enough halos, and that a
small fraction of halos might collapse quickly enough for the suppression mechanism to
be efficient. We examine this possibility in more detail in Section 2.4; however, first (in
the next section), we look at what would happen if we could somehow suppress cooling
in the lower mass halos until high-Tvir halos build up.
Before examining that issue, we make a brief remark about resolution — a concern
with any result from a numerical simulation. Although we have not explicitly carried
out a resolution study as part of this work, this point has been examined regularly in the
past. For example, Machacek, Bryan, and Abel, (2001) explicitly ran multiple simulations
(also with the Enzo code) to examine how mass resolution impacted the cooling of pri-
mordial halos like the ones simulated here. They used dark matter particles masses of 306
and 38 M, finding only minor changes in the statistics of cooling halos, implying that,
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Figure 2.3: Phase plot of the number density and temperature (with color showing the
gas mass distribution) for a simulation of halo A with a large UV background (J21 = 105).
The high flux suppresses cooling and we see a significant number of cells in the “zone of
no return”.
with a dark matter particle mass of 85 M, our results are robust to mass resolution. A
related but slightly different concern is the resolution of the Jeans length — recent work
has suggested that the Jeans length may, in some circumstances, need to be resolved by
more than the 16 cells adopted here. For example, Turk et al., (2012) find that the mag-
netic properties require ratios greater than 32, with possible changes to the temperature
profile as the resolution is changed. However, the temperature changes are not found in
Greif, Springel, and Bromm, (2013), and moreover, the impact is only significant at higher
densities than explored here, n & 1012 cm 3. At lower densities, the profiles are well










































































Figure 2.4: Slices of the y-z plane for density, temperature, Entropy, Mach number, r ~V
and H2 fraction for Halo A with a high-UV background (J21 = 105). The field of view of
each plot is 3 kpc and the virial radius is 0.53 kpc.
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here. We can also compare our profiles to previous work. For example, O’Shea and Nor-
man, (2008) carried out simulations of similar halos with similar LW backgrounds — the
temperature profiles they find (e.g. their Fig. 9) are very similar to ours. As that paper
demonstrates, the relatively high temperatures ( 700 K) we find in the H2 cooling region
are an indirect consequence of the relatively high LW background used here.
2.3.2 J21 = 105 Run
To investigate if the collisional H2 suppression mechanism can keep a halo from frag-
menting if we could place its central region in or near the “zone of no return”, we re-
simulate halo A using a much higher value of the LW-background to artificially suppress
H2 cooling. We adopt J21 = 105 – with such a large (and unrealistic) background, most of
the H2 will be dissociated, as shown by Shang, Bryan, and Haiman, (2010) and Wolcott-
Green, Haiman, and Bryan, (2011), where the critical flux was determined to be J21 = 103.
We picked the halo with the smallest virial temperature at collapse in the previous runs
(Tvir = 2:86 103 K) and reran it with the large J21. The halo collapses at a later redshift,
z = 16:74, with a larger virial temperature Tvir = 0:97 104 K, mass 2:48 107 M, and
radius 534 pc.
In Figure 2.3, we show the number density and temperature phase plot for this run.
We see the cells for n & 1 cm 3 have now increased in temperature. The large J21 has
dissociated most of the H2, leaving atomic cooling as the dominant mechanism and keep-
ing the gas at T  8000 K. For n . 1 cm 3 the same structure is apparent as the previous












































Figure 2.5: Phase plots showing the distribution of number density and temperature in
halo A at a variety of redshifts, as indicated. The simulation ran with J21 = 105 until the
maximum density reached the edge of the “zone of no return” (as shown in the top left
panel). Thereafter the gas is evolved with a reduced J21 = 10. Gas quickly forms H2 and
































































Figure 2.6: The left set of four panels shows temperature slices through the center of halo
A corresponding to the same simulation and output times as in Figure 2.5, while the right
set of four panels shows number density slices for the same halo at the same sets of times.
After the background flux is reduced, the lower-density region outside the core cools first,
driving an outflow which evaporates the center.
Figure 2.4 shows slices with the same quantities as in the previous section, but now
for the large J21 run. Although the general structure is quite similar, there are now some
signs of cold flows penetrating past the virial radius. This is more apparent in the Mach
number slice where we see high velocity flows passing the virial radius where the ma-
jority of the fluid is transonic. It can also be seen in the temperature distribution, where
low-temperature gas flows into the halo before heating. However, we note that the “zone
of no return” occurs at densities above  104 cm 3, which corresponds to the very cen-
tral region (colored red) of the density slice, and so apparently, the cold flows are not
penetrating this zone.
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Stability of the Zone of no Return
Next, we investigate if gas in the “zone of no return” will indeed stay there without any
external flux. We do this by turning down the high-UV background flux in the previous
simulation. We run two identical simulations as in the last section, but now reduce J21
at different evolutionary points. The two points are distinguished by whether or not gas
cells have reached the critical H2 number density for local thermodynamic equilibrium,
ncr  104 cm 3. Thus, in our first simulation, we allow the gas to evolve with a large
J21 until the maximum density just reaches ncr, and at this point the UV background is
reduced to J21 = 10 and the gas is allowed to evolve. Similarly, our second simulation
is identical with the exception that the reduction is applied when a small fraction of cells
have entered into the “zone of no return”.
Figure 2.5 shows the phase plot evolution for the first simulation (the instant of flux
reduction corresponds to the upper-left panel, at z = 16:831). As the simulation evolves
with the reduced J21, H2 begins to form and cool efficiently. The cooling occurs first at
densities n  103 cm 3, leaving the higher density regions still hot (T  104 K). As the
evolution progresses, this gas eventually cools and by the final time shown, when the halo
collapses to the highest refinement level we allow, the phase distribution looks very much
like the low-J runs.
It is interesting to analyze this evolution in more detail. In Figure 2.6, we show tem-
perature (left) and density (right) slices that go through the center of this halo for the
same times presented in Figure 2.5. We see that the cooling process creates a cold enve-
lope surrounding the hot core. This core is over-pressured, which generates an outflow,
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driving clumps of dense material out of the central region, as evident in the density slices
of Figure 2.6. The outflow reduces the density (and temperature) of the gas in the core,
which is then effectively evaporated. The final remnant is a dense shell surrounding a
core that has cooled on average to T  700 K.
In the second simulation of this section, we allow the run with J21 = 105 to continue
a bit further, to z = 16:754, when a significant amount of gas has entered the “zone of no
return” (see the top left panel of Figure 2.7) before turning the UV background down to
J21 = 10. The resulting evolution of the phase diagram is shown in Figure 2.7. In this case
the evolution is quite different: although some gas does cool, the dense gas evolves more
quickly, and by the time we stop the simulation (when it reaches our highest refinement
level at z = 16:749), the amount of mass inside the “zone of no return” has not changed
by more than a few percent. There is some cooling – in particular at n  103 cm 3 and
n  106 cm 3; however, this does not significantly affect the evolution of the clump.
The resulting baryonic mass in the “zone of no return” is  105 M, roughly 10% of
the halo mass within the virial radius.
2.4 Discussion
Using a set of numerical simulations, we have investigated the viability of the mechanism
for collisional suppression of H2 suggested by Inayoshi and Omukai, (2012). We found
that, for the three halos examined, H2-mediated cooling set in before the conditions re-
quired for suppression could be established – in particular, before a Tvir & 104 K halo












































Figure 2.7: Phase plots showing the distribution of number density and temperature in
halo A at a variety of redshifts, as indicated. The simulation ran with J21 = 105 until
significant amount of mass has reached well into the “zone of no return” (top left panel).
Thereafter the gas is evolved with a reduced J21 = 10. Although some gas at moderate
densities begins to cool, the gas in the “zone of no return” collapses more quickly than
the outer region can cool.
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gas into the “zone of no return”.
However, we did confirm (using a set of simulations that employed a high UV back-
ground to temporary suppress cooling) some aspects of the mechanism: if the gas in the
core of an atomic cooling halo can avoid H2 cooling until it enters the “zone of no return”,
then subsequent H2 cooling can be naturally averted. The gas would then remain at 104
K, possibly leading to conditions suitable for SMBH formation, as envisioned in the many
previous works mentioned in the Introduction (see, e.g. Haiman 2013 for a recent review).
Unfortunately, H2 cooling at any time in the past history of the same gas would likely
invalidate this possibility, if this H2 cooling allowed the gas to reach temperatures of a few
100 K and to evolve to high density at such low temperatures. This cold and dense gas, at
the center of the progenitor minihalo, would form one, or possibly a few, PopIII stars. The
subsequent evolution of this progenitor into an atomic cooling halo is uncertain, however,
there are many obstacles to rapid SMBH formation.
First, even a handful of SNe (or a single pair instability SNe) can enrich the entire
atomic cooling halo to a metallicity of Z & 10 3Z (e.g., Bromm and Yoshida, 2011a,
see page 396) the critical value above which direct SMBH formation is replaced by frag-
mentation (Inayoshi and Omukai, 2012). It is possible that none of these Pop III stars
produce any metals such as non-rotating metal-free stars between 40-140 M; Heger et
al., 2003. Such massive Pop III stars would leave behind stellar-mass BHs, which, in prin-
ciple, could grow rapidly into SMBHs, provided that they are surrounded by very dense
gas, and accrete sufficiently rapidly to trap their own radiation (e.g., Volonteri and Rees,
2005). However, the parent Pop III stars of these seed BHs will create a large ionized
bubble and therefore the seed BHs will likely begin their life in a low-density medium.
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As they later begin to accrete, their radiation likely self-limits the time-averaged accre-
tion rate to a fraction of the Eddington rate (Alvarez, Wise, and Abel, 2009; Milosavljević,
Couch, and Bromm, 2009; Park and Ricotti, 2012). Although the above scenarios are worth
investigating further in detail, we will hereafter assume that these obstacles prevent rapid
SMBH formation in any halo that experienced H2 cooling at any time in its history.
2.4.1 Avoiding H2 Cooling by Rapid Halo Assembly
However, since we only simulated three halos a natural question is whether H2 cooling
may be avoided in a few, highly atypical, atomic cooling halos, even if the background flux
JLW was much lower. One possibility is that — in rare cases — the progenitor halos could
experience unusually rapid mergers, continuously shock-heating the gas on a time-scale
that always remains shorter than the H2-cooling time. Here we evaluate the likelihood of
this scenario, using Monte Carlo realizations of the merger histories of 106 atomic cooling
halos.
In particular, we start by creating dark matter halo merger trees, using the Monte
Carlo algorithm in Zhang, Fakhouri, and Ma, (2008). This paper presents three different
numerical algorithms, which are based on the conditional halo mass functions in the el-
lipsoidal collapse model (Sheth and Tormen, 2002; Zhang, Ma, and Fakhouri, 2008). We
adopted their “method B”, which was found in subsequent work to provide the best match
to the statistics of merger trees in N-body simulations (Zhang 2012, private communica-
tion). This method represents an improvement over previous merger-tree methods based
on spherical collapse — in particular, the ellipsoidal collapse models tend to predict a
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larger number of more massive progenitors, or a “flatter” assembly history (Tanaka, Li,
and Haiman, 2013).
We have created 106merger trees of aDMhalowithTvir;0 = 104 K (M0 = 6:3107M)
at redshift z0 = 10, extending back to redshift z = 20. We then follow the mass of the






in this progenitor, using the procedures and rates in Machacek, Bryan, and Abel, (2001).
Specifically, we compute the maximum density
nmax = 187
bh2(Tvir/1000K)1:5cm 3 (2.2)
that could be reached by the gas in the nucleus of this progenitor, in the absence of
H2–cooling (i.e. by adiabatic compression). We then specify a constant background
flux J21, and compute the equilibrium H2 fraction and the corresponding tH2 at this
density, given J21 and max. Finally, we require that the longer of the dynamical time
tdyn =
p
3/16Gmax and tH2 remains longer than the cosmic time t(z) = t(z0)  t(z)
elapsed between the z and z0. This last requirement ensures that the most massive pro-
genitor of our atomic cooling halo at redshift z > z0 cannot cool via H2 and evolve dynam-
ically, before it is incorporated by mergers into the M0 = 6:3  107 M atomic cooling
halo at redshift z0 = 10. Note that this requirement must be satisfied at all redshifts
z > z0 – in other words, if our atomic cooling halo had a progenitor, at any redshift z,
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Figure 2.8: The figure is derived from 106 Monte Carlo realizations of the merger tree of an
atomic cooling halo with Tvir;0 = 104K (M0 = 6:3 107 M) at redshift z0 = 10. It shows
the probability distribution of the terminal lookback redshift zmax, at which the atomic
cooling halo had a progenitor, which was massive enough to cool via H2 and collapse. The
“SMBH formation by direct collapse” scenario is feasible only if none of the progenitors
can cool and collapse prior to z0 = 10. For a LW background JLW = 1 (shown by the solid
black histogram), all of the 106 merger trees contain an H2–cooling progenitor. However,
for higher background fluxes of JLW = 3 (in dot-dashed green), JLW = 10 (in dotted red),
or JLW = 30 (in dashed blue), we find approximately 2, 200, and 4000 cases, respectively,
where none of the progenitors, out to z = 20, could cool via H2 - this is shown by the
pile-up of the probability distribution in the last bin at zmax = 10.
that was massive enough to cool and collapse, the “SMBH formation by direct collapse”
scenario is no longer feasible.
In practice, as we run our merger trees backward, we simply look, at each redshift
step, whether the most massive progenitor violates the criterion t(z) < max[tH2; tdyn].
If it does, we record the redshift zmax where this happened, and we discard the rest of this
merger tree.
In Figure 2.8, we show the probability distribution of the “terminal lookback redshift”
zmax we have found among the 106 merger trees, for four different values of a constant
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JLW = 1; 3; 10, and 30. For a LW background JLW = 1 (shown in the figure as the
solid black histogram), we found that all of the 106 merger trees contain an H2–cooling
progenitor by z < 20. However, for the higher background fluxes of JLW = 3 (dot-dashed
green), JLW = 10 (dotted red), or JLW = 30 (dashed blue), we have found approximately
2, 200, and 4000 cases, respectively, where none of the progenitors, out to z = 20, could
cool via H2 — this is shown by the pile-up of the probability distribution in the last bin
at zmax = 10. For the atomic cooling halos with these particular merging histories, we
expect that H2 cooling is avoided entirely until the atomic cooling halo forms at z0 = 10.
These rare halos are good candidates where the subsequent ionizing shocks can prevent
the gas temperature from falling below 104 K, allowing the gas to collapse directly to a
SMBH. This scenario reduces the required LW flux by a factor of  300, from J21  103
(Shang, Bryan, and Haiman, 2010; Wolcott-Green, Haiman, and Bryan, 2011) to J21  3,
but it does require that the latter LW background is in place at a redshift as high as z 
20 (in order for a fraction 2  10 6 of the atomic cooling halos at z0 = 10 to be such
candidates).
2.5 Summary
One way to explain the presence of SMBHs at z > 6 with masses greater than 109 M
is through the formation of a massive ( 105 M) BH seed from gas in Tvir & 104 K
halos, either via direct collapse to a BH or through the formation of a supermassive star
or a quasi-star (Begelman, Rossi, and Armitage, 2008; Hosokawa et al., 2013). As noted
in the Introduction, one difficulty with these modes is the need to prevent fragmentation
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of the cooling halo into lower mass stars, and, in particular, to prevent cooling due to
H2. Inayoshi and Omukai, (2012) have suggested that this can be accomplished through
the action of cold flows, which result in gas shocking to high densities (n > 104 cm 3)
and temperatures (T > 104 K). This shocked gas cools by Ly emission to about 8000 K;
however, if the density is high enough, enhanced H2 collisional dissociation suppresses
the gas from cooling further. This was demonstrated using one-zone models calculated
by Inayoshi and Omukai, (2012), who identified a “zone of no return”. This mechanism is
appealing as it does not require a high LW background to destroy the H2; however, it is
unclear if this mechanism operates in nature.
To test this idea, we carried out cosmological hydrodynamic simulations with the
adaptive mesh refinement code Enzo. We first identified three halos from a low resolution
simulation which all had Tvir & 104 K at redshifts ranging from 12 to 17. We then re-
simulated these halos at high-resolution with a relatively modest UV flux in the Lyman-
Werner band, J21 = 10. We found that in all three cases, cooling from H2 was able to
efficiently lower the gas temperature below that of the “zone of no return”, indicating
that, at least for these three halos, the mechanism was not operating.
To determine why this occurred, we examined the structure of the simulated halos in
detail, and found that, while cold flows do occur, they generally shock at or near the virial
radius and do not penetrate into the halo center where the densities are high. We note
that although these small halos have low virial temperatures and so might be naively clas-
sified as “cold-mode” halos (Birnboim and Dekel, 2003; Dekel and Birnboim, 2006; Kereš
et al., 2005), they actually have low cooling rates because of the inefficiency of H2 cooling.
Therefore, the characteristic cooling times of these halos is longer (or comparable) to their
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dynamical times, making them more akin to hot-mode halos. This is consistent with the
clear virial shocks that we see in these halos (e.g., Figure 2.2).
To determine if the suppressionmechanism could function if we artificially suppressed
H2 cooling, we reran one of the simulations with a high LW background (J21 = 105), well
above the critical flux required to suppress H2 cooling radiatively (Shang, Bryan, and
Haiman, 2010; Wolcott-Green, Haiman, and Bryan, 2011). We showed that, in this case,
the gas did indeed enter the “zone of no return”. To see if this situation was stable, we
ran two variations of this simulation, in which we turned the flux off either just before,
or just after the gas in the halo center entered the “zone of no return”. In the first case,
cooling eventually won out, with the region just outside the core cooling first and driving
an evaporative wind which led to cooling by H2 throughout the halo. However, in the
second case, the gas inside the “zone of no return” stayed there, and eventually collapsed
to high densities while remaining at T  8000 K, despite the lack of any LW flux.
This demonstrates that the mechanism would work if a halo could collapse quickly
enough, but that typical Tvir & 104 K halos have progenitors which can cool efficiently.
To investigate if any halos can collapse quickly enough to escape this fate, we ran Monte
Carlo merger tree calculations of 106 halos with an ellipsoidal collapse model. We used a
simple analytic prescription to determine if any halos could assemble quickly enough to
prevent cooling and collapse prior to building up to a Tvir = 104 K halo. We found that for
a Lyman-Werner background of J21 = 1, none of the 106 merger tree histories collapsed
quickly enough. For larger LW backgrounds, a small fraction (up to  10 3 for J21 as
high as 30) of the halos did form quickly enough to evade cooling. We note that at higher
redshift, J21 would certainly be expected to be lower.
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In summary, we confirm the essential physics proposed by Inayoshi and Omukai,
(2012), but we find that the supersonic filamentary flows are unlikely to shock gas into
the “zone of no return”, as they had originally envisioned. Rather, we propose here a
modification of their scenario. In the core of a few rare halos, which assembled unusu-
ally rapidly, the gas may have been kept continuously shock–heated throughout their
history, and eventually shocked into the “zone of no return”. This scenario reduces the
required LW flux by a factor of  300, from J21  103 (Shang, Bryan, and Haiman, 2010;
Wolcott-Green, Haiman, and Bryan, 2011) to J21 & 1, but it does require that the latter LW
background is in place at a redshift as high as z  20. Future, self-consistent global mod-
els of the build-up of the LW background, together with the assembly of a large number
of atomic-cooling halos, is required to assess the viability of this scenario.
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Chapter 3
Slow Cooling in Low Metallicity Clouds: An origin of Globular
Cluster Bimodality?
3.1 Introduction
Globular clusters (GCs), with typical masses of 105   106 M are particularly interesting
relics of star formation for a number of reasons, including the following: (1) the are very
concentrated, with half-mass radii of a few parsecs, indicating that star formation oc-
curred in a particularly dense environment; (2) the stars in a given GC generally have
a very narrow spread in age and metallicity, implying a single stellar population (al-
though recent results have revealed a more nuanced situation here, as we will discuss
briefly later), and (3) the metallicity distribution of GCs in external galaxies is generally
bimodal (or at least very different from the metallicity distribution of stars in the galaxy as
a whole), with a large number of low-metallicity GCs. Reviews of their properties include
Brodie and Strader, (2006), Renzini, (2008, 2013), Kruijssen, (2014), and see also Portegies
Zwart, McMillan, and Gieles, (2010b).
This bimodal, or possibly skewed metallicity distribution (e.g., Gebhardt and Kissler-
Patig, 1999; Peng et al., 2006; Strader et al., 2003) is sometimes interpreted as indicating
that there are two formation modes: one that produced low-metallicity, old systems and
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a second for the generally younger, higher-metallicity component. For instance, Ashman
and Zepf, (1992) suggested that metal-rich GCs are formed in gas rich mergers and metal-
poor GCs are donated by progenitor spirals. However, their work did not incorporate a
cosmological model, and their predictions of the number and colour distribution of GCs in
massive Es galaxies were not consistent, as pointed out by Forbes, Brodie, and Grillmair,
(1997).
Beasley et al., (2002) augmented this picture by incorporating a semi-analytical model
of combined galaxy and GC formation in a cosmological context. In that work, each mode
of GC formation was assigned a fixed efficiency relative to the field stars. However, to
match observed values, the formation of metal-poor GCs had to be artificially truncated
after z = 5. Later work explored other aspects of the cosmological context: for example
Prieto and Gnedin, (2008) modeled the evolution of an initially power-law high-redshift
metal-poor GC population under the time-varying gravitational potential expected in cos-
mological galaxy evolution. Boley et al., (2009) argued that disruption of these blue GCs
could significantly contribute to the galactic halo population. Gray and Scannapieco,
(2011) suggested that GCs could form in low-mass halos enriched by galactic outflows.
The age difference between metal rich and metal poor populations (Hansen et al., 2013),
as well as the spatial distributions of globular clusters can also inform their origin (Har-
gis and Rhode, 2014). Other models explored reionization for setting the bimodality (e.g.,
Harris and Pudritz, 1994; Santos, 2003) (although see Forbes et al., 2015).
Recently, investigations have explored more empirical, hierarchical galaxy formation
models in a cosmological setting to explain the bimodal metallicity distribution. Mura-
tov and Gnedin, (2010) followed the formation of GCs using the assembly history from
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cosmological simulations combined with observed scaling relations. In their model, bi-
modality naturally arises from the rate of galaxy mergers. Early mergers preferentially
producemetal-poor GCs and a few late massivemergers can produce a significant number
of metal-rich GCs. This was extended to more massive halos in Li and Gnedin, (2014) and
incorporated in full cosmological simulations in Li et al., (2017) and Renaud, Agertz, and
Gieles, (2017). Tonini, (2013) also found that the metal bimodality could be reproduced
based on an observationally fixed mass-metallicity relation and mass-GC formation effi-
ciency.
A difficult challenge for connecting formation models to the observed present-day
population is GC destruction and mass-loss by both internal and external influences (Fu-
jii et al., 2007; Kruijssen et al., 2012). Indeed, Lamers et al., (2017) argue that the metallicity
dependance of the cluster specific frequency is largely due to varying destruction efficien-
cies. Another way to connect the formation of globular clusters to the rest of the stars
in the galaxy was explored by Kruijssen, (2015), who developed models for the formation
and survival of high-mass clusters as a natural part of star formation, with an efficiency
that depends on interstellar medium properties (and hence cosmology).
While they included the cosmological picture, essentially none of the works discussed
above attempted to model the detailed structure of star formation within collapsing proto-
globular clusters. In particular, it is not clear how to get a large amount of gas (106 M)
into a very small region without star formation occurring during the collapse, which
would result in a wide spatial distribution of stars and perhaps even prevent the collapse
due to feedback. In this work, we explore the collapse and fragmentation of gas clouds in
low-metallicity environments.
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As an aside, we note that, quite recently, observations have demonstrated that globular
clusters are not a single stellar population, but may be composed of multiple generations
showing enhanced He and specific abundance changes, particularly those associated with
proton-capture processes (e.g., Carretta et al., 2009; Gratton et al., 2001; Kraft, 1994; Norris
et al., 1981). In addition, photometric data shows a splitting of the main sequence in
many GCs Anderson et al., (e.g., 2009), Milone et al., (2010), and Piotto, (2009). This has
been challenging to explain because, with a few possible exceptions, the Fe abundance
distribution is generally very narrow (consistent with observational errors), indicating
that supernova self-enrichment plays no role. Awide range ofmodels have been proposed
to explain these abundance irregularities, beginning with the possibility that AGB stars in
the 4-8 M mass range can produce the necessary elements through hot bottom burning
(e.g., D’Ercole et al., 2010; Ventura et al., 2013). Other ideas include the existence of Fast
Rotating Massive Stars (FRMS Krause et al., 2013), supermassive stars (Denissenkov and
Hartwick, 2014; Denissenkov et al., 2015), and massive interacting binaries (e.g., Bastian
et al., 2013; de Mink et al., 2009). All of these solutions are problematic for a number of
reasons (e.g., Bastian, Cabrera-Ziri, and Salaris, 2015; Renzini, 2015), including the mass
budget required to generate the observed number of second generation stars. However,
in this work, we will not explicitly explore this second generation, instead focusing on
the general problem of understanding fragmentation and collapse in low-metallicity gas.
Indeed, although we have discussed this in the context of globular cluster formation, we
are really trying to understand how low-metallicity gas cools and collapses.
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3.1.1 Basic Idea
In this chapter, we explore a simple idea: can the cooling properties of low-metallicity gas
clouds themselves influence how star formation proceeds? Higher-metallicity (by which
we mean approximately solar metallicity, or even lower — we will address this point
more precisely below) gas cools rapidly, typically on a timescale shorter than the dynam-
ical time, meaning that present day large gas clouds, with masses in the GC range, are
typically “cold”, with thermal temperatures well below their virial temperatures and so
rapid fragmentation is inevitable (Hoyle, 1953). This generally means that solar metallic-
ity giant molecular clouds will rapidly produce stars before they are completely collapsed
and feedback from those stars will result in a low star formation efficiency (e.g., McKee,
1989). However, for a low enough metallicity, the gas may cool slowly so that the cloud
will collapse coherently, not fragmenting until the central gas density is very high. These
high densities promote rapid star formation resulting in high efficiency. In this way,
paradoxically, low efficiency cooling may result in high efficiency star formation.
To further investigate this simple idea we have created a very simple model of a cool-
ing parcel of gas which compares the relative importance of gravity and cooling. In this
picture, the parameter space consists of density, temperature, and metallicity. Once the
parameters are chosen the evolutionary timescales are computed: the quantity of interest
is the ratio of the absolute value of the cooling time to the dynamical time jtcoolj/tdyn,
where tdyn =
p
3/32G. In our simple model, cooling is computed using the publicly
available grackle chemistry library. To do this, we use the tabulated, equilibrium mode
of grackle (Smith et al., 2017). This cooling rate is based in turn on an equilibrium calcu-
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lation from Cloudy (Ferland et al., 2017) (this does not include molecular cooling, but here
we are primarily interested in general trends — see section 3.2.1 for more discussion).
Figure 3.1 is a panel showing the ratio of log(jtcoolj/tdyn) for metallicity valuesZ/Z =
10 3; 10 2; 10 1; 1. To begin, we focus on the lowest metallicity (upper-left) panel of
Figure 3.1 — we see that there are two regions where cooling and dynamical time are
comparable (shaded red). The first is in the temperature range 101 104K (the sharp cutoff
at 104K is due to efficient cooling from HI line emission), and the second is in the bottom
right corner. It is the former region in which we are most interested because this area is
where we expect to find gas clouds with values conducive to globular cluster formation.
Over each heat map, we plot lines of density and temperature corresponding to constant
Bonner-Ebert mass (see Section 3.2 for details on how this is computed). It is clear from
the plot that, for gas clouds with masses typical of globular clusters, there are values in
the region where cooling is relatively inefficient, allowing the gas to collapse coherently
before it can cool and fragment. Further, as the metallicity increases, this region becomes
less pronounced and the gas becomes more efficient in cooling, which will allow the gas
to cool and fragment before global collapse sets in.
This is all computed in the absence of any radiative background. In Figure 3.2, the
one zone models are recalculated as previous except allowing for radiative heating. Al-
though the radiative background is uncertain, we adopt the radiative background from
Haardt and Madau, (2012) at z = 0 in order to show the kind of effect we expect. This
does not change the high gas cooling rate, but it does affect the lower-temperature gas
cooling time. In particular, we see that an equilibrium curve is present where heating
and cooling are balanced. We no longer have the extended region where cooling and
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Figure 3.1: The ratio of cooling time to dynamical time for gas with a range of density,
temperature and metallicity values, as labeled.
dynamical time scales are comparable but now are concentrated along the equilibrium
curve. Furthermore, it should be expected that gas will naturally seek the equilibrium
curve values. Moreover, when the the metallicity increases, the equilibrium curve shifts
downward, decreasing the possibility of having globular cluster like conditions.
This is all determined by computing cooling and dynamical times for gas with a char-
acteristic density and temperature, demonstrating that the idea of inefficient cooling may
be appropriate for low-metallicity gas (or gas with a somewhat higher metallicity but
stronger radiative background). We now turn to space- and time-dependent numerical
simulations to explore this idea further. Ideally, we would carry out cosmological simu-
lations that included the full range of dynamical processes relevant for star formation at
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Figure 3.2: The ratio of cooling time to dynamical time for gas with a range of density,
temperature and metallicity values, as labelled. This plot is similar to Figure 3.1, except
that we include a radiative heating source as specified in Haardt and Madau, (2012), at
z = 0.
high-redshift with low (but non-zero) metallicity. However, this is computationally in-
tractable, and therefore we instead investigate a simple, idealized set up. We expect that
gas cloud collisions during mergers at high-redshift will result in the accumulation of
gas in relatively dense clouds. These clouds will rapidly cool to temperatures around 104
K. Therefore, we set up turbulently perturbed Bonner-Ebert spheres with masses typical
of globular clusters, and densities/metallicities motivated by Figure 3.1. In future work,
we will explore more complicated dynamics, such as colliding flows; however, here we
explore perhaps the most simple possible test of this idea.
Finally, we connect this work to research on the formation of the first generation of
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stars out of a completely primordial gas which are thought to be quite massive, and their
transition to regular star formation (for reviews see Bromm and Yoshida, 2011b; Glover,
2013). This transition is typically assumed to occur at a ‘critical’ metallicity, at which
cooling due to metals is more effective than cooling due to molecular hydrogen (Bromm
et al., 2001), although the precise value and meaning of the critical metallicity is not uni-
formly agreed upon. Omukai, (2000) explored one-zone models following the chemical
and thermal evolution of clouds with a variety of metals, first drawing attention to the
way in which gas at low metallicity cools. Later work (Bromm and Loeb, 2003; Omukai
et al., 2005; Santoro and Shull, 2006) explored this in more detail, generally finding that, at
high density, this critical metallicity was around 10 4 to 10 3 Z (but, depending on defi-
nition, was higher at lower densities). The current paper is related to this work, in that we
are very interested in fragmentation in collapsing clouds, but we explore fragmentation
in somewhat different conditions. In particular, we assume that the metallicity is always
larger than this ‘critical‘ metallicity such that the stars that ultimately form are typical
of the Population II initial mass function (IMF) and so include the low mass stars seen
in globular clusters. Instead, we examine when fragmentation can be delayed during the




The simulations in this chapter were performedwith the publicly available Eulerian three-
dimensional hydrodynamical adaptive mesh refinement Enzo code (Bryan et al., 2014).
The domain box size of the simulation was 150 pc on a side with a top level root grid
resolution of 1283, two additional levels of initial refinement, and a maximum refinement
level of 4, for a minimum cell size of 0.073 pc. Cell refinement was dictated by the gas mass
such that a cell was refined whenever its mass became larger than 0:1 M. In addition,
we refined based on the Jeans length such that it was always refined by at least 4 cells (up
until the maximum refinement is reached).
Our simulations include self gravity as well as radiative cooling using the grackle
library; details on cooling methods and assumptions are described in Smith et al., (2017),
but we summarize them briefly here. The cooling (and heating) rates are computed us-
ing a non-equilibrium model for H, H+, He, He+, He++ and e , while a look-up table
in density and temperature is used for metal-line cooling (and heating), as described in
Smith et al., (2017), using Cloudy (Ferland et al., 2017), based on the assumption of ioniza-
tion equilibrium. For simplicity we use solar abundances, scaled to the (lower) adopted
metallicity. When a radiative background is included, we use Haardt and Madau, (2012)
at z = 0 (which is included in both the non-equilibrium calculations for the primordial
species and the equilibrium Cloudy calculations for the metal cooling). For reference,
this radiative background produces an equilibrium temperature a factor of few below the
the local interstellar radiation field (Richings, Schaye, and Oppenheimer, 2014). The runs
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described below are all initialized with relatively low electron fractions ( 10 4) – at
such low values, fine-structure metal cooling is dominated by collisions with hydrogen
but higher cooling rates would arise if the ionization fractions were much higher.
We do not include molecular cooling; given our assumed metallicity, this is reasonable
for CO, but is potentially more problematic for H2, as emphasized recently by Glover and
Clark, (2014), who found that H2 cooling could be an important coolant at the densities of
interest in these studies for metallicities below 0.1 Z. In particular, they demonstrated
that for low and moderate UV backgrounds (photons in the Lyman-Werner bands being
the most important), H2 cooling could reduce the gas temperature below 104 K for densi-
ties in the 0.1 - 104 cm 3 range. However, for sufficiently high UV intensities, molecular
dissociation was effective; therefore, our neglect of H2 is equivalent to saying that we
are considering only regions close to a bright UV source (as indeed, our simulations with
radiative heating implicitly also assume). Future work extending this to a more complete
treatment of molecular and metal cooling is planned.
3.2.2 Initial Conditions
Our initial conditions consist of a cloud in pressure equilibrium with a constant ambient
density and temperature background. The internal structure of the cloud is modeled by
a Bonner-Ebert sphere (Bonnor, 1956): a self-gravitating isothermal gas sphere in hydro-
static equilibrium embedded in a pressurized medium. To fully describe a Bonner-Ebert
sphere, a massMBE , temperature TBE , and an external pressurePext must be chosen. Fol-
lowing our assumptions outlined in Section 3.1.1, we choseMBE = 106 M, TBE = 6000
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Run M T Z  
(M) (K) (Z) (erg s 1cm 3)
1 106 6103 10 3
2 106 6103 10 2
3 106 6103 10 2 HM2012
4 106 6103 10 2 HM2012 + 8.510 26
5 5106 6103 10 2 HM2012 + 8.510 25
Table 3.1: Parameters for each simulation numbered by order of discussion in this chapter.
After the simulation number, columns are: cloud mass, initial temperature, metallicity,
and heating rate ( ). Heating, if present, is computed using grackle, with the Haardt
and Madau, (2012) rate, possibly plus a constant rate.
K, and Pext/kB = 1:8  105 K cm 3, where kB is the Boltzmann constant. This corre-
sponds to a cloud on the point of gravitational collapse with nearly comparable cooling
and collapse times, depending on the chosen metallicity and external heating (which we
will vary). Table 3.1 summarizes the parameters for each simulation, numbered by the
order discussed in this chapter.
Such a cloud may naturally arise during the early formation history (z  5 to 10) of
typical galactic halos (Kim et al., 2017). The virial temperatures of such progenitor halos
are typically around Tvir  105 K, and the required densities of our cloud correspond to
roughly an overdensity of 104 relative to the mean density at that epoch. Therefore our
required densities are modestly above typical halo values and require only a small amount
of cooling and compression. We imagine that during the cosmological evolution of such
halos, gas is shock heated to the virial temperature and overdensities of order 1000 and
then cools rapidly to 104 K, with a corresponding increase in the density. At this point,
it’s evolution will stall (as made clear by the large ratios of jtcoolj/tdyn seen in Figure 3.1).
The recombination time of such gas is short and so it is natural for the gas to be largely
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neutral. A more complete treatment of this part of the evolution would be interesting
and beyond the scope of this dissertation. Finally, we do not discuss the fate of any dark
matter in this scenario, but note that our clouds are most likely to form during the merger
phase of such halos, when dynamics can lead to shell crossing and so the clouds may
naturally form away from the central dark matter peak.
In addition, we add turbulence to the cloud following a power spectrum of v2k / k 4
for the velocity field. We include only modes between kmin = 9 and kmax = 19 (in units
of the fundamental mode of the cloud) such that the input modes are reasonably well
resolved and yet have wavelengths smaller than the cloud radius. We set the turbulent
velocities such that the rms velocity of the gas is equal to the sound speed of the cloud
cs = 7:97 km/s. Although somewhat arbitrary, these conditions, corresponding to aMach
number somewhat below unity, are not atypical of expected conditions (Li et al., 2015).
Moreover, because of the importance of pressure support, the turbulence here is primarily
playing the role of introducing some set of initial perturbations, quite different from cold
clouds, in which the turbulent forcing is much more important is setting the properties of
the clumps that form. Again, this is due to the inefficiency of cooling in low metallicity
clouds. We use these initial conditions for essentially all of the runs analyzed in this
chapter.
3.3 Results
Wenow carry out a set of simulations exploring the evolution of this cloud under a variety
of conditions, with a particular emphasis on the impact of metallicity on their evolution.
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Figure 3.3: Cell mass weighted profiles for density (top panel) and temperature (bottom
panel) as a function of radius at various output times, as shown, for runs with cooling,
turbulence, and metallicity ofZ = 10 3Z (left column) andZ = 10 2Z (right column).
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Figure 3.4: Density (left) and temperature (right) slices of the evolution of the sphere
without radiative heating. Time evolution is from top to bottom and in each set of 6
panels, the left side is for the low metallicity (Z = 10 3Z) run and the right-side side is
for the higher (Z = 10 2Z) run. The times are the same times as shown in the profiles
in Figure 3.3.
We begin, for simplicity, with models without any radiative background.
3.3.1 No Heating Runs
Z = 10 3Z
We start with a low metallicity gas — adopting Z = 10 3Z puts us well into the regime
where the gas cooling time is longer than the gravitational collapse time (see Section 3.1.1).
In the left panels of Figure 3.3, we show density and temperature profiles at a range of
times during the collapse, stopping when high densities are reached and we can no longer
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accurately follow the evolution (the Jeans length criteria cannot bemet even at our highest
allowed refinement level). The cloud, which is initially stable (i.e. in pressure equilibrium),
starts to evolve due to both the added turbulence and to gravity plus cooling. The free fall
time of the cloud is tff  3 Myr. However, the slow cooling time delays the immediate
large scale collapse. This can be seen by the flat density profiles at times earlier than about
15 Myr. In fact, the cloud initially expands due to the added turbulence. The outer rim
of the cloud moves outward, briefly decreasing the density in the centre. The expansion
lasts for approximately 10 Myr, and during this time the temperature drops moderately
(by about a factor of 2), in part due to the expansion. By 18 Myr, the gravitational collapse
sets in and a dense central core forms. The bottom left-hand panel of Figure 3.3 shows the
temperature profiles, with the temperature rising mildly during the recollapse, but not
heating above about 1000 K due to radiative cooling.
More detail of this collapse can be seen in Figure 3.4, which shows slices of density (left
set of panels) and temperature (right set of panels) for this low metallicity run on the left
side of each set of panels. We select the same times as in Figure 3.3 (6, 12 and 18 Myr after
the initial time). Clearly the turbulence drives substantial fluctuations in the density (and
temperature), but the cloud does not fragment, undergoing global collapse. As expected
from the one zone model, the cloud cannot efficiently cool before global gravitational
collapse sets in.
Z = 10 2Z
We repeat the previous run except we increase the metallicity to Z = 10 2Z. The pro-
files are shown in the right-hand side of Figure 3.3 and the density/temperature slices on
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the right-hand side of the panels in Figure 3.4. In this case the evolution is very different.
The gas can now cool efficiently, as evident particularly in the temperature profiles. The
centre of the gas cloud, up to a radius of about 10 pc, has cooled to  200 K in less than
a million years. The added effect of the turbulence allows the cold gas to condense into
dense pockets. This is seen clearly in the density and temperature slices, which show the
formation of many dense, self-gravitating filaments and clumps. Hence, we see again that
our numerical runs agree with our simple one zone models. Moreover, we find that there
is a critical metallicity between 10 3 to 10 2Z that separates the evolution of the gas
cloud into either global gravitational collapse or local fragmentation.
Note that the times shown in the profiles and slices differ between the two runs be-
cause we stop the calculation in both cases when dense gas clouds form and we are no
longer able to follow the evolution even with our AMR run. In each run, at this point,
star formation would rapidly occur and so we stop the calculation.
3.3.2 Runs with Photo-heating
Z = 10 2Z, varying heating
We next turn to simulations which include the impact of radiative heating, either from
a metagalactic background or from nearby star formation (but assuming there is no di-
rect physical impact on our cloud). We have carried out two additions simulations to
explore this: the first has a radiative background typical of the Haardt and Madau, (2012)
metagalactic background at z = 0, as modeled with our cooling package grackle (and














































Figure 3.5: Cell mass weighted profiles for density (top panel) and temperature (bottom
panel) as a function of radius at various output times, as shown, for runs with cooling,
turbulence, and metallicity of Z = 10 2Z and mild heating (left column) and stronger
heating (right column). See text for heating rates.
to the UV background at z  6), but is sufficient to heat the low-temperature gas at low
metallicity (see Figure 3.2 for the resulting cooling times). The second simulation adds an
additional specific heating rate of 8:2510 26 erg cm 3 s 1, as might arise from a photo-
electric heating term coming from a nearby unattenuated UV source (the requirements
for which will be discussed in more detail later).
Figure 3.5 shows the radial density and temperature profiles for the two runs (left and
right set of panels), and Figure 3.6 shows the density slices for the same set of times and
heating rates, also for the two runs (left – low heating, right – higher heating). These
plots demonstrate that a radiative heating source can substantially change the nature of
the collapse, for a fixed metallicity (Z = 10 2 Z in this case). Before discussing the
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Figure 3.6: Density slices at three different output times (as in Figure 3.5) going from top
to bottom for the two different heating, rates: mild heating (left column) and stronger
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Figure 3.7: Phase plots showing, in the left set of panels, the density-temperature dis-
tribution and, in the right set of panels, the pressure-temperature of the gas in our two
simulations with varying radiative heating rates. In each set of panels, time runs from top
to bottom at the same time slices as in Figure 3.6, and within each set of 6 panels the left
side is for the low-radiative heating run, while the right side is the higher heating simu-
lation. The colour coding indicates the amount of mass in each phase. In each plot, red
dotted lines show the equilibrium density-temperature relation, while dot-dashed lines
in the bottom row provides lines of constant Jeans mass, as labelled. Finally, the vertical
blue dot-dashed line is the Bonner-Ebert pressure defined in equation 3.3.
results in more detail, we note that the later two times (t = 4.0 and 5.75 Myr) show a
shock around the edges of the box due to the (artificial) periodic boundary conditions
used. These shocks arise from a mild outflow driven by the expansion of the cloud — here
caused mostly by the photo-heating — and do not affect the evolution in the central part
of the cloud.
In the mild heating case, collapse proceeds in a roughly similar fashion to the no-
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heating run, except that the temperature does not fall as quickly, particularly in the centre.
As the profiles and slices show, gas begins to fragment, but radiative heating prevents
collapse to very high densities. Gas flows in to the centre and fragmentation eventually
sets in there, with densities climbing to large values in the central 5-10 pc. The cloud ends
up with a central multi-phase core, with forming clumps, and a smooth outer envelope.
The core is not quite as compact as for the Z = 10 3 Z, no-radiation run, but compared
to the Z = 10 2 Z, no-radiation case, fragmentation only occurs in the central 5-10 pc,
rather than throughout the cloud.
The higher radiative heating case shows, despite only a relatively small increase in the
heating rate, a substantially different evolution. Again, gas flows in and fragmentation
begins in the central region, but this time the gas is unable to complete fragmentation,
and the cloud ends up nearly entirely smooth with (almost) no star forming regions.
The reason behind this remarkable change in the evolution is easier to understand
through phase diagrams. In Figure 3.7, we show the density-temperature and pressure-
temperature distributions of our two runs at the same times as in the previous plots. The
gas starts at t = 0 (not shown) mostly in a small region in the right hand side of each
diagram (with T  6000 K and P  10 10 dyne cm 2). In each case, the gas rapidly
moves into thermal equilibrium with radiation and so follows the equilibrium density-
temperature relation shown as a dotted line in the plots. The relation is particularly tight
for the higher radiative heating run at late times, but is generally well-followed in both
runs at all times. However, the larger difference between the two runs is the location along
this curve to which the gas evolves; at early times, in both cases, the gas is mostly in the
warmer, lower-density phase. In the lower-heating run, some gas manages to cool and
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move into the lower right-region (where the Jeans mass decreases and star formation can
commence), while in the higher heating run, essentially no gas moves in that direction.
The reason for this difference is perhaps easiest to see in the pressure-temperature
distribution plot. Recall that the cloud begins and mostly evolves in pressure equilibrium,
with a relatively small range of pressures. Therefore, the cloud has two constraints in this
diagram: the equilibrium curve as shown, and a nearly constant pressure constraint, com-
ing from pressure equilibrium in the cloud. We show this second constraint schematically
as a line at the Bonner-Ebert pressure (define in equation 3.3, below, although in detail
there is some pressure variation from small to large radii). This produces two stable re-
gions: one at low temperatures (T  1000 K and below) and one at higher temperatures,
close to 104 K.¹
In the low heating run, there is some gas in the lower temperature phase, and this
gas would like to cool and move up the equilibrium curve to the right, but in order to do
so, it must dynamically increase its pressure, which it can only do through gravitational
collapse (to do so, the amount of gas in this phase must exceed the Jeans mass, and it takes
some time to collect together in the centre of the cloud). In the higher heating simulation,
there is essentially no gas in the lower phase, even though the extra heating is so small
that it is difficult to see the small downward shift in the equilibrium curves in Figure 3.7.
This small extra heating boosts the equilibrium pressure of the low-temperature stable
phase above the cloud pressure and so it is inaccessible to the gas. The net result is a
completely stable cloud, with no collapse or fragmentation.
¹Note that, although there is a temperature range (from about 1000-5000 K) over which the gas has
multiple solutions at fixed pressure, the key point is that the pressure-temperature relation is very steep,
note that it is formally multivalued.
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Therefore we see that heating modifies the collapse by forcing the gas into one of two
phases: cold or warm, and only the low temperature phase can gravitationally collapse.
This is reminiscent of the situation in the interstellar medium at the present day; however,
here our cooling rates are much lower over all and so the densities are sufficiently high
that the dynamical (gravitational) timescale of the overall ( 106 M) cloud becomes
important.
One natural question is the ultimate fate of the gas which is able to collapse. We
suspect that if the metallicity of the gas were very low, below 10 4 or 10 5Z (i.e truly
primordial gas), this collapse would continue without substantial fragmentation, produc-
ing massive Population III stars (e.g., Abel, Bryan, and Norman, 2002b). For the higher
metallicities considered here, fragmentation into lower mass stars is the natural outcome
— overplotted as dot-dashed lines in Figure 3.7 are lines of constant Jeans mass. It is
clear that any gas in the cold and dense phase (in the lower right of the lower panels)
is rapidly moving to lower Jeans mass, and so will ultimately fragment into very small
clumps (hence the supposition of a standard Population II IMF for these stars seems rea-
sonable). The evolution of gas at these clumps has been investigated with, for example,
the inclusion of dust cooling (Clark, Glover, and Klessen, 2008; Dopcke et al., 2011, 2013),
demonstrating that low mass stars with metallicities as low as 10 5Z.
In the discussion, we will develop a simple analytic model based on the insights de-
scribed above and discuss how this model can be applied to physical conditions in order
to create a more comprehensive picture for cloud collapse vs. fragmentation as a function
of metallicity and radiative heating rate. However, first, we will explore one final model
which features a more extreme case.
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Figure 3.8: A projection of the surface density (left) and density-weighted temperature
(right) for the large mass and high radiative heating rate simulation at t=1.5 Myr.
Higher mass, higher radiative collapse
Finally, to further explore the parameter space of cloud size and radiative background, we
do one run with a five times larger mass, keeping the radius constant, which results in a
significant increase in the density. Note that this means the cloud is no longer Bonner-
Ebert stable and should be gravitationally unstable to collapse even without further cool-
ing. Without any other change, the discussion above makes it clear that this cloud would
simply fragment before collapsing since Figure 3.1 shows that the cooling time to dynam-
ical time ratio only decreases with increasing density. Note that we keep the metallicity
at Z = 10 2 Z. As we have seen, increasing the radiative heating rate would enhance
the stability, forcing the evolution of the gas along the density-temperature equilibrium
curve. We test this by increasing the radiative heating rate by a factor of ten.
The result of this simulation is shown in Figure 3.8, where, unlike the previous im-
ages, we show the density and temperature projections. These show two things: first,
as expected, the fragmentation has been delayed due to the radiative heating, giving the
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cloud time to globally collapse before small-scale fragmentation occurs. Second, these
projections emphasize the rich structure visible in the full three dimensional distribution,
with clumps and filaments (these features were present in previous simulations but not
as evident in the slices shown earlier). The density-temperature profiles (not shown) are
consistent with the expected density-temperature equilibrium, and the overall profiles are
also consistent with the earlier simulations which collapse globally before fragmenting.
We do note, as we will discuss in more detail below, that this experiment is, in some sense
pedagogical, as we have not attempted a self-consistent radiative transfer calculation.
3.4 Discussion
Our numerical simulations paint a consistent picture: below a critical (low) metallicity,
clouds can collapse globally before they fragment. Radiative heating acts to boost the
critical metallicity. In the following sections, we first develop a simple analytic model
which explains this result and shows how it scales with heating rate. Then we briefly
discuss the implications before reminding readers of our approximations and how these
may impact our conclusions.
3.4.1 Analytic Model
In Section 3.1.1, we outlined our basic idea, and in the previous section, demonstrated
that, in principle, the effect can be important for specific parameter choices. Here, we try
to create a very simple model of the key processes and to see how the critical cooling rate
(or metallicity) scales with heating rate and cloud mass.
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We begin by examining the models with radiative heating, as thermal balance results
in a clear density-temperature relation. We will then extend this to the case without (ra-
diative) heating. Assuming a simple power law cooling rate (T ) = 0(Z/Z0)(T/T0),
(which is reasonably accurate below 104 K, with   1, 0  3  10 26 erg s 1 cm3 at
T0 = 10








n2 =  n (3.1)
where   is the heating rate per particle. Conceptually fixing the temperature, this can








The right panel of Figure 3.7 (and associated discussion) shows that, before fragmentation
sets in, the pressure is roughly constant, consistent with the above expression for   1.
This fails at both low and high temperatures, but is a good approximation for a wide
range of temperatures (indeed the dotted line in these figures shows a better estimate of
the equilibrium pressure).
The other constraint is global hydrostatic equilibrium, which is set by the fact that the
clouds generally begin with Bonner-Ebert critical initial conditions. There are a number







In principle, we could rewrite cs in terms of the temperature; however, we choose not to
do so in order to remind ourselves that this is a global relation (note that we could also
replace PcBE with Pext, the external pressure).
The interpretation of these two pressures can be seen conceptually with reference to
the right panels of Figure 3.7. For example, as the heating rate increases (or metallicity
decreases), Eq. (3.2) indicates that the equilibrium pressure will increase, while the BE
pressure is unchanged (this is equivalent to going from the left to right set of panels
in Figure 3.7). At a sufficiently high heating rate (the right column), or sufficiently low
metallicity, the two curves cross only at high temperature, where the Jeans length is large
and fragmentation is not allowed. For a lower heating rate (left column) or sufficiently
high metallicity, the thermal pressure allows a low-temperature solution and therefore a
low Jeans length and so more rapid fragmentation. This argument is very similar to the
classic multi-phase ISM, but with the additional scale imposed by the BE sphere and the
Jeans length.
The above argument indicates that there is a critical point when these two pressure










and we can immediately read off the scaling with heating rate   (linear, as expected), as
well as other quantities.
In addition to the case of thermal equilibrium between radiative heating and cooling,
we can explore a model in which the heating is supplied by dissipation of turbulence.
We take this heating rate as 3/L , where  is the turbulent velocity dispersion and L
is the driving scale (here we assume this is given by our largest turbulent scale so that
L = 2/kmax  10 pc). As before, we balance this heating with cooling, and can compute







Following the same logic as before, equilibrium between these pressures can be used








In Figure 3.9, we show these critical metallicity expressions. The solid line shows
equation 3.4; above this line the cooling is sufficiently rapid that the thermal pressure al-
lows fragmentation before global collapse, while below the line radiative heating prevents
fragmentation. A similar argument holds for the turbulent-heated critical metallicity, al-
though in this case the relation is  (and hence time) dependent.
²Note that this is not the turbulent pressure, but is instead the thermal pressure that arises from tur-
bulent heating. A more complete description would add a turbulent pressure term, but for simplicity, here
we neglect that term which we expect to be subdominant.
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Figure 3.9: The critical metallicity as a function of radiative heating, indicating the divid-
ing line between small-scale instability (above the lines, shaded blue region) and small-
scale stability (below either line). The solid line shows the relation assuming heating is
radiative, while the dashed line shows the relation for turbulent heating. Symbols cor-
respond to numerical experiments, with crosses indicating models that collapsed before
fragmenting, and circles for those that fragmented first.
Note also the dependence on the BEmass and sound speed – in fact, this dependence is
somewhat confusing, as the critical metallicity appears to increase with mass. However,
keep in mind that for a Bonner-Ebert sphere at critical stability, the external pressure ac-
tually decreases with increasing mass, and, for masses much larger than considered here,
becomes unrealistically large. As noted earlier, another way to parameterize this depen-
dency is as Zcrit / P 1cBE. This is consistent with our physical picture: a higher external
pressure means that a higher equilibrium pressure can achieve balance, corresponding to
a lower cooling rate and lower metallicity. Although we have not systematically tested
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this scaling with simulations, our final run has a larger mass which requires a higher
pressure to support, which must be offset by an increased radiative flux in order to not
significantly change Zcrit (consistent with the derived scaling Zcrit /  /PcBE).
3.4.2 Implications
Aswe have argued, the cooling efficiencymay play an important role in the fragmentation
of low-metallicity clouds. Paradoxically, low metallicity (or high radiative heating) may
allow the gas in near primordial clouds to cool slowly enough that global gravitational
collapse precedes local gravitational collapse (at least for a time). Our detailed simulations
show that, in the absence of radiative heating, that critical metallicity is between 0.1%
and 1% of solar metallicity. This is well below typical “blue” globular cluster metallicities,
which are typically around a few percent (West et al., 2004). However, we have also
shown that radiative heating can boost that critical metallicity to values similar to those
observed.
Of course, our calculations are merely suggestive at this point, with many approxi-
mations, as we will discuss in more detail in the next section. However, if we take this
seriously, then it does provide an interesting “direct” explanation for the observed GC bi-
modality. On the other hand, it begs the question about what creates higher-metallicity
systems. In these cases, observations strongly suggest that rapid gas flows are required –
for example the kind of colliding flows that we expect in galaxy mergers. In that case, the
high velocities from the initial conditions (and presumably rapid cooling) permit gas to
accumulate to high densities in a short period, circumventing the problem of small-scale
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fragmentation. In essence, rather than allowing the  106 M cloud to collapse under
its own gravity, the collapse time is boosted by the velocities of the larger (galaxy-mass)
halo.
Therefore, a possible picture emerges of two modes of GC formation: one is a slow,
low-metallicity mode in which the collapse timescale is the cooling time discussed above
 10 Myr; while the other is a high-metallicity, merger-mediate mode with timescale
 R/vvir  1Myr (assuming R  50 pc and vvir  200 km/s).
3.4.3 Caveats
Here, we briefly remind readers of the many simplifications. As we have argued through-
out, these calculations are intended to more suggestive explorations than realistic predic-
tions.
First, the initial conditions are quite simplistic, with a Bonner-Ebert sphere and some
imposed turbulence. We do not expect the results to strongly depend on the details of the
turbulence; however we have not really discussed how such initial conditions might arise.
One possibility is that colliding flows in low vvir halos shock heat and cool down to 104 K
(but not below, due to the break in the cooling rate), settling into the equilibrium configu-
ration envisioned. More realistic (future) work would explore colliding flows or colliding
clouds to better understand the transition between the fast and slow modes discussed
above. Ideally, the initial conditions would be drawn from large-scale cosmological sim-
ulations which self-consistently model the gas motions within realistic dark-matter halos
and the build-up of metals and external radiation fields (but cannot follow the small-scale
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fragmentation modeled here).
In addition, our radiative and chemical model is somewhat idealized. Although the
grackle cooling we adopt is based on Cloudy (Ferland et al., 2017) and so, radiative pro-
cesses aside, quite accurate, our treatment of a uniformly constant radiative heating rate
fails to take into account the full complexity of more realistic treatments. Our uniform
rate is best explained by a far-UV photo-electric heating source; however, the low metal
content we assume implies a similarly low (or lower) dust content, reducing the efficiency
of photoelectric heating. For example, a heating rate for run 4 of 8:510 25 erg s 1 cm 3
corresponds approximately to the emission from a nearby star-forming region 300 pc
away producing stars at the rate of about 1 M/yr. Finally, we do not include H2 cool-
ing which may be important (Glover and Clark, 2014), although a strong Lyman-Werner
background will help to photo-dissociate the molecules.
There are also a range of other physical processes that we do not include which may
play a role in such systems, of which the absence of magnetic fields may be the most glar-
ing. Finally, we explore the fragmentation of the clouds, but do not attempt to model the
formation of individual stars, nor their feedback effects. Previous work that has examined
the impact of feedback finds that in order to form bound clusters, the efficiency of star
formation must be high (Bastian and Goodwin, 2006), a result which helps to motivate
our requirement that fragmentation must not occur until the gas density is very high (so




We have carried out simulations of lowmetallicity (but not primordial) gas clouds in order
to better understand how such collapse proceeds. This is motivated in part by a suggestion
that the low-metallicity (blue) population of globular clusters form preferentially from
such low metallicity gas due to the possibility that the dynamical time is shorter than the
cooling time in these clouds. In particular, we carried out a set of simulations of Bonner-
Ebert stable clouds with densities of 10-100 cm 3, radii of about 50 pc, and temperatures
just below 104 K, with the following results.
1. In the absence of radiative heating, there is a critical metallicity between Z = 0:001
Z and Z = 0:01 Z, below which the cloud first collapses globally before frag-
menting. For metallicities larger than this critical value, the opposite occurs, and
the cloud first fragments. This is shown most clearly in Figure 3.4. The low metal-
licity runs result is a fragmenting cloud with properties (size and mass) reminiscent
of present-day globular clusters; however, we note that this critical metallicity is
lower than the typical values seen even in low-metallicity globular clusters.
2. Adding a radiative heating source (perhaps due to photo-electric heating although
we have not included radiative transfer) changes the evolution. It establishes an
equilibrium density-temperature curve and the gas ends up close to this curve in the
simulations. Because of the temperature dependence of the radiative cooling at low
temperatures, this gas is nearly at constant pressure. We find that, if this thermal-
equilibrium set pressure is lower than the hydrostatic pressure of the cloud, rapid
fragmentation can occur; while if it is higher, then the cloud is largely stable. If the
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stable branch can then gradually collapse (either because the radiative heating rate
declines or the cloud is driven globally gravitationally unstable due to cloud-cloud
collisions or ongoing accretion), then high-density GC-like formation can occur.
3. For the radiative-heating case, we developed a simple analytical model based on the
relative magnitude of the two pressures described above (the thermal-equilibrium
pressure and the hydrostatic pressure), with the outcome either fragmentation or
(local) stability. This led again to the identification of a critical metallicity, but now
one that depends on the radiative heating rate. This is shown in Figure 3.9.
Future steps would be to (i) improve the microphysical model with a more realistic
heating and cooling model; (ii) better link the initial conditions to cosmological condi-
tions in the high-redshift forming halos that host these gas clouds; and (iii) model the
fragmentation to predict the initial mass function of such clouds, rather than a simple
fragmentation or no-fragmentation criterion.
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Chapter 4
PHD: Python Hydro-Dynamics Code for Astrophysics
4.1 Introduction
The use of numerical simulations for modeling astrophysical compressible gas flows has
steadily grown over the past few decades, rapidly becoming a key investigative tool for
science domains ranging from planet formation to cosmology. This has come about due
to a number of reasons. First, the decreasing cost and increasing performance of the hard-
ware has played a key role, although in recent years the chip clock speed has remained
constant, forcing performance improvements to move toward the use of large scale par-
allelization. In addition to technology improvements in hardware, remarkable progress
has been made over the years through the development of algorithms that leverage com-
puting resources to the problem at hand. Finally, the implementation of those algorithms
in open source codes has also played a key role in bringing computational astrophysical
fluid dynamics to a wider audience.
Despite these advances, there remain unresolved issues: computational tools are not
as widely used as they could be, they require more effort to adapt then they should, and
they are often used as black boxes due to their complexity and challenging software de-
sign.
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The implementation of a particular algorithm can vary substantially due to choices of
programming language and code design. Commonly, codes are born out of the necessity
and/or a specific domain interest of the researcher or group. These codes are usually tested
on a similar set of problems to ensure that they reproduce a basic set of known solutions,
although, of course, differences — sometimes substantial — are still present. The result
of this process is a wide range of different code bases, many of which have grown well
beyond their original design specifications. Indeed, many were not formally designed
to begin with and grew organically. As the range of physical processes the codes try to
model grows, so has the complexity.
From the point of view of a newcomer, choosing and modifying an existing code for
a specific research problem can be a daunting task. Codes are often developed with the
mindset of optimization and scaling. Thus many are written to take full advantage of
specific hardware or low level language details. This can generate code that requires
an avalanche of changes to accommodate new algorithms or, even worse, a code that is
opaque and inflexible to modifications. Compounding the situation is that most codes
are written in fortran or C. Although these languages generally produce efficient, opti-
mized code they come with the price of a steep learning curve. Moreover, these languages
make it challenging or impossible to implement modern programming practices (in par-
ticular, object oriented design – note that, although C++ adds object-oriented design to
C, arguably this layering of high-level tools on a low-level language is less than ideal).
For the reasons outlined above we have decided to produced a new code motivated
by a philosophy that emphasizes simplicity, usability and extensibility. Our code is called
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phd and has been developed in the Python¹ programming language. The code makes sub-
stantial use of object-oriented design, allowing it to be easily extended and modified. As
a first attempt, we have implemented the Arbitrary Langrangian-Eulerian (ALE) moving
mesh scheme for hydrodynamics, outlined by Springel, (2010), although our hope is that
a wide variety of algorithms can be accommodated by the code framework.
The structure of this chapter is as follows. In the rest of the Section 4.1, we go into
the motivation of using ALE and Python, followed by summarizing the overall design
philosophy of the code. Next, in Section 4.2 we briefly describe the main algorithms used
in the code. Then in Section 4.3, we go into detail on how the algorithms are implemented
and the resulting class structure. This is intended to give the reader an understanding and
rational for the design choices we made, as well as to give examples on how to use and
modify the code. Finally, in Section 4.4we present the results of a number of test problems.
We end with a discussion and an outline of future improvements in Section 4.5.
4.1.1 Motivation for ALE
Numerical simulations in astrophysics have become an essential tool and due to the wide
ranges of scales, it is often useful to have an adaptive algorithm – that is, one for which the
resolution of the method can vary depending on the solution. A variety of adaptive hydro
methods have been used to solve the nonlinear hydrodynamics equations in cosmological
problems. The two most notable are Smoothed Particle Hydrodynamics, or SPH (Gingold
and Monaghan, 1977; Lucy, 1977; Monaghan, 1992) and Adaptive Mesh Refinement, or
AMR (Berger and Colella, 1989; Bryan et al., 2014). However, even with the successes
¹https//www.python.org
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of these techniques, there are situations in which these methods behave very differently,
even for basic problems that only involve non-radiative hydrodynamics (e.g., Agertz et
al., 2007; Mitchell et al., 2009; Tasker et al., 2008). This is disconcerting since many of the
more complex processes such as radiative cooling and star formation are not included.
SPH has a simple approach for numerical fluid dynamics in which the flow is rep-
resented by a set of discrete particles that interact with neighboring particles and long
range forces. Its Lagrangian nature and ability to automatically adapt to the flow, follow
certain conservation laws, and its ease in incorporating gravity makes it well suited for
gravitational collapse problems. However, SPH suffers in accurately capturing certain
fluid mixing processes, such as Kelvin-Helmholtz instabilities which are usually found to
be suppressed in growth. Alternative formulations of SPH have worked to remedy this
problem (Monaghan, 1997; Price, 2008; Ritchie and Thomas, 2001) by recognizing that
the pressure at contact discontinuities must be single valued. However, many of these
formulations either introduce new dissipation terms and/or violate conservation laws.
Moreover, SPH can have relatively poor discontinuity capturing properties relative to
grid based methods, including the spreading of shocks and contact discontinuities.
Unlike SPH, AMR is commonly used with a static discrete domain (i.e. it is Eulerian),
over which the algebraic analogues of the fluid equations are solved. Frequently in astro-
physics, gravity plays a dominant role in driving the flow to condense in certain regions.
The result is that highly dense regions evolve on shorter time scales relative to low dense
environments. For large multi-dimensional flows this becomes problematic because a
fraction of the domain is dictating the evolution of the simulation at the expense of com-
puting and memory resources. AMR addresses this situation, by starting with a coarse
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grid and only allowing regions flagged by a specified parameter, for example truncation
error, to be refined until a maximum level has been reached or an error has been mini-
mized to a desired level. Similar to SPH, AMR has its weakness too and most notable is
that the solution can depend on the bulk velocity of the flow (Tasker et al., 2008; Wadsley,
Veeravalli, and Couchman, 2008). Different bulk velocities, with the spatial resolution
held fixed, generates velocity-dependent numerical diffusion that leads to differing re-
sults. This is of concern since, in astrophysics, we can often have flows that are orders of
magnitude larger than the sound speed. Robertson et al., (2010) has shown that the errors
produced by numerical diffusion become negligible as the resolution of the simulation is
increased to obtain a converged solution. Unfortunately we do not know what resolution
scale will be convergent until the simulation is run.
Recently there has been a new-found interest in ALE methods (e.g., Duffell, 2016; Duf-
fell andMacFadyen, 2011; Springel, 2010; Vandenbroucke andDe Rijcke, 2016; Yalinewich,
Steinberg, and Sari, 2015) which combine both SPH and AMR methods harnessing the
strengths of each method. The basic idea is to allow the mesh to move with the flow
therefore having a Lagrangian character but solving the equations with grid-based meth-
ods commonly used in AMR techniques. Consequently this can reduce the bulk errors
found in AMR methods while resolving shocks and instabilities. It is also relatively easy
to parallelize and works well with modern, high-performance self-gravity techniques.
Although ALE methods are not a panacea (in particular the grid motion and changing
structure itself can be a source of noise), they are a promising technique with potentially
wide applicability while only a very small number of open source codes currently exist.
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4.1.2 Motivation for Python
Many of the popular codes used today have been developed in lower level languages (i.e.
fortran and C). Although these languages have the benefit of explicit memory manage-
ment and good performance, they can be cumbersome for early programming practition-
ers. The difficulty to set up new problems and modify or extend the code can become
challenging and time consuming. Moreover, many codes are designed and optimized for
a specific set of applications which may result to a code that is unwieldy to generalize.
For these reasons, we wanted to create a code with a framework that would allow and
encourage the user to experiment and perform modifications, and one that is written in
a language widely used in the target domain.
To create such a framework we decided to use the Python programming language as
the core language in our new hydrodynamics code. Python is an open source, interpreted,
high-level, and general purpose dynamic programming language that centers around the
philosophy of code readability. The readability aspect allows the user to focus on the
concepts instead of language specific syntax such as types, pointers, and memory man-
agement found in compiled languages. The syntax of Python permits programmers to
perform the same operations as compiled codes, albeit in fewer lines of code. Moreover,
since Python is an interpreted language, it gives us the ability to quickly prototype and
experiment, unlike traditional edit-compile-run languages. Additionally, Python offers
an expansive library of open source tools and a broad based community that provides
many introductory examples and resources.
Although Python has many desired qualities, it does come with a cost. Python ex-
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ecutes instructions with the aid of an interpreter instead of using a compiler, resulting
in decreased performance. There are many libraries that can remedy this situation. For
example, Numpy² allows vectorized operations for array based data. However, our general
approach is to move the most demanding parts of the computation to a lower level lan-
guage; in fact, this is exactly what Numpy does, and use a wrapper to make it accessible in
Python. Since creating a code strictly in Pythonwould overly constrain the performance,
we have elected to move the most demanding portions of the code into Cython ³. Cython
is a superset of the Python language which produces C-like performance for code that is
mostly written in Python.
4.1.3 Design Philosophy
Out hope is that the overall design of the phd code is a framework that simplifies the
initialization of new problems, allows for extension of new algorithms, and permits the
user to easily tailor specific applications during runtime. To implement these ideas several
designs choices were taken.
Since Pythonwas chosen as the primary language, many of the complications ofmem-
ory management and initialization of variables where eliminated. For large data applica-
tions, this can be problematic, therefore we did add back specific memory handling for
our field arrays, but this is done within the class structure and so is hidden from users
outside of that structure. This means that no meta data initialization, pre-functions or




by element-wise assignment or taking advantage of Python’s slicing and broadcasting
operations. The instructions can be written in a file or compactly defined in a function.
To allow the code to be easily extended, we decided to encapsulate the core computa-
tions into classes. This allows the ability to easily modify or implement new algorithms by
inheritance. Further, the base class creates an Application Programming Interface (API).
This means that each base class creates the rules and behavior on how the class operates.
Any future extension of the class must conform and abide by the API. In this way, addi-
tions to the code are properly placed without the need to modify several other portions
of the code.
Reducing each core computation into a class allows the code to be modular. Therefore
many parts of the code can be easily swapped out for different implementations. In effect,
the code becomesmalleable, defined by a series of classes. The classes can be extended and
modified through the use of inheritance as long as the basic API can be maintained. Such
a framework allows us to quickly prototype several simulations with varied algorithms.
4.2 Physics and Algorithms
In this section, we describe the physical equations we wish to be able to solve with this
code and the algorithms that we will use to solve them. As described earlier, the code is
designed to be extremely flexible so that we can implement a range of methods within
the existing code framework. This means that the algorithms we describe in this section
should be seen as a starting point, and we hope and expect that the code can handle a
much general expression of the physical equations, including different ways to discretize
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the space and integrate the equations. In particular, much of the discussion below is based
around the idea of a Voronoi tessellation of the spatial domain; however, as described in
more detail in the code design section, this is flexible and can be replaced by another mesh
at a later time.
4.2.1 Physical Equations
The spatial and temporal evolution of a compressible fluid is governed by the Euler equa-
tions. The Euler equations are a set of hyperbolic conservation laws governing the density
, velocity v, and total specific energy e (specific kinetic energy 1
2
v2 plus specific internal
energy u). These quantities U and their respective fluxes F(U), defined through the Euler












where P is the pressure and a superscript T indicates a transpose. In this notation the
Euler equations can be expressed in the form
@U
@t
+r  F = 0: (4.2)
As stated, the system of equations are not closed – there aremore variables then equations.
Thus, an additional constraint is needed and is supplied by the equation of state, which
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we typically take to be the ideal gas relation
P = (   1)u; (4.3)
where  is the ratio of specific heats.
These equations can be solved by the finite-volume approach, which is a discretization
of the domain into finite sized disjoint cells and evolves their spatially averaged U values.
Specifically, applying equation 4.2 to every cell i with volume Vi and performing Gauss’







Fij(U)  Aij; (4.4)










where mi, pi and Ei are cell’s total mass, momentum, and energy (kinetic plus thermal),
respectively. Here, an assumption is taken that the cell’s volume is a polyhedron such
that the surface integral can become a sum over all polygon faces.
Additionally, time is discretized (with a superscript n indicating the timestep), leading
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to a finite difference update of the cell’s quantities given by




In this expression, the flux F^n+1/2 is taken to be a time average and is constant across the
cell face. To be able to use equation 4.6 we must make estimates of F^n+1/2 and Aij to the
proper order of accuracy. Sections 4.2.3 and 4.2.2, respectively, will go into detail on how
these quantities are estimated.
4.2.2 Tessellation
In equation 4.6, we have written the flux update of a cell as a set of vector sums of fluxes
across faces. Here we describe the (standard) tesselation that we will assume. There are
many ways of partitioning space, but for this dissertation we will restrict our attention to
the Voronoi tessellation. This partitions the space into a set of disjoint polyhedrons from
a given set of points. The set of points are called mesh generators and for each gener-
ator there is a corresponding region consisting of all points that are closer to it than to
any other mesh generator. Thus, for each neighboring mesh generating pair there lies a
polygon that is equidistant between the two points (see Figure 4.1). For the rest of this
dissertation we will refer to the polyhedra associated with the mesh generator as a cell
and the polygons making up the polyhedra as faces. The creation of the Voronoi tessel-
lation can be performed by first constructing the Delaunay triangulation. The Delaunay
tessellation is the dual graph of the Voronoi tessellation and is defined as the triangulation
of points such that no point lies inside the circumcircle of any of the triangles. Figure 4.1
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Figure 4.1: Voronoi tessellation performed on three processors. Particles are color coded
by the processor in which they are stored. The Delaunay tessellation is shown for the
red mesh generator in the center (in processor 0) as a set of blue lines. Each Delaunay
line from the red mesh generator defines a neighbor and each pair of neighbours defines a
triangle. The set of grey curves show the cirumcircles constructed such that they intersect
the central point and two Delaunay pairs The red dashed circle si is twice the maximum
radius of all of these circumcircles, for the redmesh generator. The dashed black line is the
search radius hi that we adopt. Since hi > si the cell is complete, meaning all neighbors
of the red generator has been accounted for.
depicts the Delaunay triangles for one mesh generating point (shown as a red dot). No-
tice that the mesh generators make up the vertices of the triangles and that no generator
lies inside the circumcircles. Further, each edge defined by the the triangles associates a
neighbor relation. Thus, all the neighbors of the red generator are connect by a blue edge.
The dual aspect refers to the fact that each triangle edge corresponds to a Voronoi face and
each Voronoi vertex corresponds to the center of the circumcircle of the corresponding
triangle. In 3D the triangles and circumcircles become tetrahedrons and circumspheres,
however, the same concept applies.
There are many suitable implementations for constructing the tessellation in serial
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(Bowyer, 1981; Watson, 1981; van de Weygaert, 1994; Edelsbrunner and Shah, 1996).
However, the challenge is to construct the tessellation when the points are distributed
(i.e. in parallel). A common solution is to use a serial implementation coupled with a
search routine. In this procedure, particles local to the processor are used in the initial
construction of the tessellation. At this point only interior cells of the tessellation are
correct and cells at the surface are incorrect because they depend on particles that reside
on neighboring processors. To complete the tessellation, particles must to be imported
from neighboring processors. To find the correct neighboring particles a search radius hi
is used. The value of hi is typically used from a previous time step or an initial value is
given. All neighboring particles that fall in the union of his are imported to the processor
and the tessellation is updated. To help determine when a cell is complete, every particle
has a radius si calculated which is equal to twice the maximum radius of all the circum-
circles. Due to the properties of the Delaunay tessellation, a particle can only influence
another particle if it lies inside si. Thus, if the particle is not complete hi is increased and
the procedure is repeated until si < hi. Figure 4.1 describes this process. The red mesh
generator has hi, shown by the black dashed line, and si given by the red dashed line.
Notice that all the neighbors of the red point are contained within si. Since si < hi there
are no particles that can influence the generator. Therefore the cell is complete.
In the procedure outlined above, notice that it involves a two way communication
scenario. The search radius of every incomplete particle has to be exported to find the
particles that need to be imported. Peterka, Morozov, and Phillips, (2014) has simplified
this process by exploiting the symmetry of the Delaunay tessellation. We highlight the
main point but direct the reader to Peterka, Morozov, and Phillips, (2014) andMorozov and
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Peterka, (2016) for complete details. The idea is that if particle p on processor Pi needs
to construct an edge with particle q on processor Pj , then it is also true that particle
q needs to construct an edge with particle p (see Figure 4.1). Therefore, we only need
to determine the particles that have to be sent to neighboring processors. This reduces
the two way communication into a single direction communication, avoiding the need
to search for neighboring particles contained in circumcircles. Therefore, every particle
that has a search radius hi that intersects a neighboring processor is exported to that
processor. Then the local tessellations are updated and the process repeated until each
cell is complete.
Once the cells are complete, geometric quantities (areas, volume, center of mass, …)
can be easily computed. Complete details can be found in Duffell and MacFadyen, (2011)
but for completeness we will outline some of the key computations.
Since the cells are complete, neighbors are defined for each mesh generator. Each
neighbor defines a Delaunay edge, which its dual is a Voronoi face. This face is used in the
Riemann solver (see Section 4.2.3) and the area can be calculated by summing half cross
products of pair vertices along the convex hull. With the face areas calculated, the cell
volume calculation is straightforward, since it can be decomposed as a sum of pyramids
where the face area is the base and the height is the half distant between neighboring
particles. Similarly, the center mass of the cell can be decomposed as a weighted sum of
the center mass of each pyramid.
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4.2.3 Fluid Update
Having described the procedure to generate a tesselation of the space and identify cells
and their associated faces, we need a way to determine the fluxes at the cells faces. Our
standard procedure is to adopt a Godunov approach (see Chapter 6 of Toro, (1997) for a
comprehensive description), in which the flux is computed in a two-step procedure. First,
since the conserved quantities stored are cell-averaged values, we need to reconstruct the
distribution of the primitive quantities within the cell and in particular at the cell faces
(Section 4.2.3); second, we solve Riemann problems at the cell faces to estimate time-
averaged fluxes (Section 4.2.3).
Reconstruction
To solve the Riemann problem, primitive valuesWT = (; v; P ) are needed at the center
of mass of the faces. As a first choice, cell center values can be used. This procedure
is known as constant reconstruction and can be viewed as the first term in the Taylor
expansion of primitive values from the cell center of mass to center of mass of the face
(gradients and higher order derivatives vanish; see Equation 4.7). For first order in space
and time, the gradients can be included in the Taylor-series
W0 = W+ @W




where f is the center of mass of the face, si is the center of mass of the cell,t is the time
step, @W/@r is the spatial gradient and @W/@t the time derivatives. This expansion has
two unknowns, the spatial gradient @W/@r and the time derivative @W/@t. However,
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Thus, only the spatial gradients need to be calculated. For the calculation we follow the
method presented in Springel, (2010), which is summarized below. Given a cell i the












The sum is over all neighbors j of particle i, i and j are the scalar field values at each
cell center respectively, rij = ri   rj is the separation vector with magnitude rij = jrijj.
As constructed, the gradients are second order in space for smooth flows. However, in
the presence of shocks, numerical instabilities may arise and therefore the reconstruction
order must be reduced to prevent the creation of new extrema. To deal with this, a slope




(maxi   i)/ for ij > 0
(mini   i)/ for ij < 0
1 for ij = 0;
(4.10)
where maxi = max(j) and mini = min(j) are the maximum/minimum values across
all neighbors of i and ij = ri  (fij   si). Then the minimum of all  ijs, associated
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with each primitive field, is found, producing a single scalar value
i = min(1;  ij) (4.11)
that is used to limit the gradient
r0i = iri (4.12)
Once we have the gradient for each primitive variable, we can do a linear reconstruction
to the face.
Riemann Solver
To update the conservative variables from Equation 4.6, we must estimate the time-
averaged fluxes at the cell faces: F^n+1/2. These flux estimates are calculated from the
the solution of the Riemann problem. The Riemann problem is defined by two constant
states, UL and UR, separated by a discontinuity at t = 0. An exact analytical solution
exists that describes the time evolution of the system. The specific details of the solution
can be found in many computational fluid dynamics textbook Toro, (e.g. 1997). For clarity,
we describe the main points of the solution. In Figure 4.2, we show the general structure
of the solution. The vertical axis represents the time while the horizontal axis represents
the position. As time progresses, three waves, labeled SL, S and SR, emanate from the
position of the discontinuity. Each wave is associated with an eigenvalue from the Euler
equations and carries a jump in the characteristic variables. The middle wave, called the
contact discontinuity, carries a jump only in the entropy while leaving the pressure and







Figure 4.2: The wave structure of the Riemann problem. The vertical axis is time and the
horizontal is the position. The three waves produce 4 distinct regions (UL, UL, UR and
UR). Themiddle wave (dashed line) is called the contact discontinuity and has wave speed
S. While the outer waves, SL and SR, can be any combination of a shock and rarefaction
wave.
or rarefactions fans, if the characteristics diverge. The three waves define four states,
which are left to right: UL (left initial state), UL, UR and UR (right initial state). The
unknown regions, UL and UR, are called the star states and are separated by the contact
discontinuity. The goal of the Riemann solver is to estimate these nonlinear waves and
construct the flux at the characteristic x/t = 0.
The solution to the Riemann problem is given by the root of an algebraic equation
which can be found, to a given tolerance, through a numerical iterative scheme. Toro,
(1997) describes an exact solver using an iterative Newton-Raphson approach. However,
iterative approaches can be computationally expensive and time intensive. A more com-
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mon approach is to use a non-iterative approximate solver. TheHarten Lax van Leer (HLL,
Toro, 1997) solver is one of the simplest method by which the central contact discontinu-
ity is ignored, leaving the star state to be an average of the outer waves. In practice the
HLL solver is robust and efficient, however, ignoring the contact discontinuity makes the
solver diffusive. The HLLC (Toro, 1997) solver is an extension of the HLL method which
includes the contact discontinuity. These three Riemann solvers (HLL, HLLC, and Exact)
are implemented in phd.
4.2.4 Grid Motion
As currently constructed, themethod outlined for solving the Euler equations are for static
meshes only. In our case we also wish to allow the mesh to move, meaning that the mesh
generators are given some velocity which translates to the surface boundary moving with
a velocity wi (where we now use w to denote the face velocity). Thus, equation 4.2 must
be augmented to account for an advection term produced by the movement of the face.
The updated Euler equations become











In practice this equation is not used because of its unstable numerical behavior (Pakmor
et al., 2016a). The equation can be numerically stabilized by solving the fluxes in the rest
96























(v w)2. Now the fluxes need to be transformed back to the lab frame








where the form of the terms are such that it makes equation 4.15 consistent with equa-
tion 4.13. This equation can be restated in terms of the rest frame fluxes,
Fm(U) = Fs(U)  UwT =
0BBBBBB@
F 0
F 0v +wF 0Tv
wF 0v + 12F 0w2
1CCCCCCA : (4.16)
Thus, after solving the Riemann problem in the rest frame of the face the fluxes can be
easily transformed back into the lab frame. Finally, to make use of equation 4.16 with
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This ensures that the correct values are used in the Riemann solver.
Time Integration
The time integration using equation 4.4with equation 4.7 is a form of theMUSCL-Hancock
scheme (Toro, 1997; Van Leer, 1997). For static meshes, the scheme is second order accu-
rate in space and time. However, letting the mesh move introduces inaccuracies due to
the neglect of mesh deformation during a time step t (Steinberg, Yalinewich, and Sari,
2016; Yalinewich, Steinberg, and Sari, 2015). This can be corrected by adopting a Runge-
Kutta type scheme, that uses information from the beginning and the end of a time step
instead of mid point estimations. Specifically, we employ the method outlined by Pakmor
et al., (2016a) which updates the conservative variables by the following
W0i = Wni +t@W@t ;
r0 = rn +twn;













Here we are taking an average of the fluxes from the beginning and the end of the time
step. The flux at the beginning of the time step is constructed with the current state of
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the mesh with the primitive values extrapolated to the face. Then the mesh generators
move to their final position and the mesh is reconstructed. A new flux is constructed
with new geometric quantities, however, the primitive values have been extrapolated in
time from the beginning of the time step. At first glance, it seems that the mesh has to
be constructed twice per time step. However, the generator velocity is assumed to be
constant throughout the time step resulting in the final mesh to be equal to the beginning
mesh of the next time step. Thus, the mesh need only to be constructed once per time
step while the fluxes have to be calculated twice per time step. This method is not truly
a Runge-Kutta scheme because of the time extrapolation but more a mixture of Runge-
Kutta and MUSCL-Hancock scheme that has been shown to be second order accurate in
space and time.
Regularization
Allowing the mesh generators to move with the local fluid velocity wi can lead to cells
that are elongated or mesh generators close to given face. This can lead to an unstable
evolution of the cells because their faces can move rapidly relative to the generator ve-
locity (Duffell and MacFadyen, 2011). To counteract this issue Springel, (2010) proposed
a correction term that would steer the generator towards its center of mass. This effec-
tively causes the cell to become rounder, thus mitigating the issue. The correction term
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is defined as
w0i = wi + 
8>>>>>><>>>>>>:










; for 1:1  (di)/(Ri):
(4.19)
Here Ri is the effective radius of the cell, (Vi/)1/2 for 2D and (3Vi/4)1/3 for 3D, di is
the distance between the generators position ri and center of mass si, ci is the local sound
speed. Note that  and  are tuning parameters which are typically set to 0.25 and 1.0,
respectively.
4.2.5 External Boundary Conditions
For each simulation a boundary condition must be defined. At this moment, only re-
flecting and periodic boundaries are implemented. Our domains are restricted to to be
rectangular with arbitrary aspect ratios (but this is not a fundamental constraint of the
method). The implementation of both boundariesmake use of ghost particles. These ghost
particles are created during the mesh construction and carry all particle information to
participate in the integration step. From the simulation perspective, they are treated as
real particles, however, after a time step all ghost particles are discarded and new ghost
particles are created with the relevant updated particle information.
Periodic
Periodic boundaries are formed by examining the circumcircle of each real particle in the
tessellation. If this value intersects the domain boundary the particle is flagged for ghost
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construction. The flagged particle is then shifted periodically in all dimensions including
corner cases and tested for boundary intersection. If intersection occurs a ghost particle
is formed from the particle but with the appropriately shifted position data.
Reflecting
The reflection boundary parallels the periodic case with exception that particles are not
periodically shifted. Instead, the flagged particle is mirrored across the minimum and
maximum of each boundary dimension. If intersection occurs, again, a ghost particle is
formed; however, the sign of the normal velocity component is flipped. This ensures that
the mass flux vanishes on the surface of the boundary.
4.2.6 Gravity
In the presence of gravity the Euler equations 4.2 are modified by source terms:
@U
@t






Note that the gravitational potential only affects themomentum and energy. The source
of the potential can be prescribed by an external source or by the self gravity of the gas.
In the latter case the potential is given by Poisson’s equation
r2 = 4G (4.21)
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For the moment, we assume that  is given. Then the equations 4.7 and 4.4 can be easily
supplemented to include the gravitational force. First, the time derivatives in the recon-
struction equation are replaced by
@W
@t







In this case the time extrapolated variables include a gravitational component. Second,




























t (miviri +m0iv0iri0) :
(4.23)
Constant
In the simplest case, the gravitational field can be defined as a constant external field. This
assumes that the self gravity component of the gravitational field is negligible compared
to the external field. In this case  can be set to zero and the solution to Equation 4.21
becomes trivial
 r = g; (4.24)
where g is a constant field. Once g is specified it can be coupled with the fluid equations
through equations 4.22 and 4.23.
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Tree Gravity
In the general case, self gravity should be taken into account. Because gravity is a long
range force, the calculation of the gravitational forces can be particularly challenging.
The root of the problem is the N   1 calculation per particle in the direct sum approach.
Calculating the force for each particle produces a solver that scales as O(N2) which is
intractable. This scaling problem can be remedy by a Tree-based solver (Barnes and Hut,
1986; hereafter BH). In this scenario the particles are broken into a hierarchy of groups,
with their own multipole values, dictated by a recursive spatial subdivision scheme. The
hierarchy, combined with a suitable criteria to transverse it, can be used to approximate
the force calculation in logN operations per particle. Thus theO(N2) scaling produced by
the direct sum approach can be approximated by an operation that scales asO(N logN).
The first part in constructing a Tree based solver is picking a grouping scheme. Our
spatial decomposition scheme is based on the BH algorithm. In this scheme the domain
is placed inside a cubic node, called the root. The root contains 8 daughter nodes in 3D (4
daughter nodes in 2D) that subdivides the space evenly. Particles are added to the root on
a one by one basis. For each particle the root searches for the daughter node that spatially
contains the particle. Once found, the daughter node will have three possible scenarios.
First, if the node does not have any daughter nodes and does not store a particle then the
particle is placed there and the node is termed a “leaf” node. Second, if the node already
has a daughter node then the search continues recursively. Third, if the node already has
a particle stored then the node is recursively subdivided until both particles exist in their
own respective leaf nodes. Once all the particles are processed the multipole for each
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node can be calculated recursively.
With the tree constructed the force for a given particle can be approximated by “walk-
ing” the tree. This procedure is performed by starting at the root. Using a specified criteria
a decision is made if including the node’s multipole provides an accurate force calculation.
If it does then the multipole value is used and the walk along this branch is terminated. If
the multipole is not suitable then the node is “opened” and the procedure is repeated for




where l is the side length of the node, r is the distance between the particle and the
center mass of the node, and  is a free parameter constrained to 0    1. The error
is effectively controlled by  because decreasing  produces walks with increasing lower
level nodes. At the extreme case, setting  = 0 opens every node and the computation
becomes the original direct sum approach.
At this point, our description of the tree solver has been purely a serial implemen-
tation. In a parallel simulation the algorithm has to be slightly modified. We follow the
approach of Springel, (2005). In this approach each processor build its local BH Tree.
Moreover, the local tree is augmented with “pseudo-particles” that serve as place holders
for branches from different processors. Once the local multipole values are computed lo-
cally they are communicated across all processors. In doing so, each local tree can now
construct the global “top-tree”. The local tree is consistent in the sense that all internal
nodes have the correct multipole. Now that the tree is consistent a tree walk can be per-
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formed. However, if particle opens a pseudo-particle it is flagged for exportation to the
appropriate processor and placed in a communication buffer. Once the buffers are full
the particles are exchanged and remote walks are performed. The particles are finally
returned to their local processor with the correct force calculation.
4.2.7 Parallelism
Partitioning
For domain decomposition we use a Hilbert-Peano space filling curve (Springel, 2005).
A space filling curve maps 3D space onto a 1D curve. A Hilbert-Peano curve has the
additional property that it preserves locality, meaning that points close along the 1D curve
are generally close in 3D space. Due to the unique properties of the Hilbert-Peano curve a
load balance scheme can be performed by the following. First, each particle is assigned a
Hilbert-Peano key, generated by its 3D location. Second, the particles are sorted by their
Hilbert-Peano key and third, the sorted particles are partitioned across all processors with
approximately constant work load. In doing so, each processor receives a set of particles
defining a local compact domain.
In practice, the load balance procedure begins with the mapping of the particles into
an integer grid of side length 2n 1. The parameter nmay be thought of as the resolution
level of the domain, similar to AMR codes. For example, when n = 1 the domain is
partitioned into 21  21 = 4 cells in 2D (21  21  21 = 8 cells in 3D). Likewise, if n = 4
the domain is partitioned into 24  24 = 256 cells. Therefore, every n corresponds to
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Figure 4.3: Load Balance performed on the Sedov-Taylor problem. Left: the tiling pro-
duced by the load balance and Hilbert-Peano keys at level n = 4. Particle positions are
plotted with color indicating the processor they reside on. Right: the resulting Voronoi
tessellation comprised of local tessellations at each processor.
to the total number of possible Hilbert-Peano keys (2Dn). At each value of n there is a
corresponding Hilbert-Peano curve that intersects every cell. The relation between the
grid and the Hilbert-Peano key is that the key encodes the information to traverse each
level to the desired cell at a given level. The key can be created quickly through a series
of bit shift operations and lookup arrays. We typically use values of n = 20 such that the
key fits in a 64-bit integer with a dynamic range of 220  106 per dimension.
After the keys are computed they have to be sorted. However, performing a global
parallel sort is not a trivial operation. Instead the keys are sorted locally and partitioned
into small segments. The segments are then shared across all processors and are further
refined by joining and splitting segments that overlap. The final result is a series of seg-
ments that can be used to partition the particles.
Geometrically, the segments create a tiling of the space, see Figure 4.3. Here we have
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performed the Sedov-Taylor simulation (see Section 4.4.2) on 8 processors. On the left
hand side we plot the spatial tiling produced by the segments with particle positions col-
ored by their residing processor. Further, we have plotted the the Hilbert-Peano keys (red
line) at n = 4. Each processor receives a collection of tiles such that the work load is ap-
proximately constant. Clearly we can see the segment cuts that produce compact spaces
of particles. On the right hand side, we show the resulting Voronoi mesh produced by
this decomposition, labeled by processor number.
4.3 Code Design
In this section, we will describe the design of the code for implementing the physical
algorithms described above, in each case providing a rationale for the choices we made
during the development of the code. Traditionally, codes in astrophysics have focused on
the physical and mathematical character of the algorithms, with less focus on the partic-
ular implementation chosen. However, we will stray from that path and instead spend
muchmore time discussing our design philosophy and implementation choices. There are
a number of reasons for this choice: first, it will provide a more coherent framework for
those planning to use and adapt the code base; second, with the growing complexity of
computational algorithms and the key role they increasingly play in scientific advances,
it seems clear that the structure and design of a code such as this one should be placed
under the same level of scrutiny as the algorithms themselves and therefore requires a
more complete description than typically provided; finally, considerable effort has been
devoted to finding design choices that are efficient, compact, extensible and easy to un-
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derstand and we believe these deserve to be described in some detail.
In several instances in this section, wewill describe classes andmethods in some detail
to give concrete examples of the design philosophy in action. Moreover, we will give sim-
ple code fragments such that the reader can become more comfortable with the syntax.
As a road map, Figure 4.4 shows a high level view of the code. As can be seen from this
figure, the code consists of six core components: simulation, integration, temporal con-
trol, geometric computation, core fluid computation and optional fluid computation. This
categorization is intended to provide a framework which is flexible enough to allowmodi-
fications without disrupting other portions of the code. In addition, each arrow represents
a one-way association between components while each component can be composed of
one or more subcomponents. As in example, IntegrateBase can control the actions of
the classes in core fluid computation. In so, a new integrator can be devised that makes
use of a different set and order of calls. In this way the code is modular, allowing to easily
substitute different algorithms by swapping classes. In the following sections, we will go
into detail of each component and subcomponent.
Field Registration
Form our past experience, we have found that a challenging problem inmaintaining codes
is that of adding new fields. There are many reasons why we may need to add new fields;
for example, the implementation of new physics module (MHD, radiation, chemistry etc.)
or the addition of a passive scalar to track some portion of the fluid, or a modification of
an existing algorithm that needs an auxiliary field which has not been previously stored.
In any case, the addition of a new field can be challenging if the computation has been
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Figure 4.4: High level view of the the phd code. The code is compromised of six core com-
ponents that have been color coded. Each component is comprised of one or more classes.
Each class represent a designated computation. Classes that have “Base” in their name can
be easily modified through inheritance. The arrows represent classes that can call other
classes. The dashed box surrounding SourceTerms represents an optional component.
hard coded or the data structures. For example, C structs do not allow for the addition of
new fields. For this reason, we adopted a data structure that allows for the registration
of fields (see also Section 4.3.2). In this manner fields can be easily added in the future.
Registration provides a way to for a method to be aware of what fields are going to be used
in a given simulation and ensuring that appropriate methods are applied to each field. In
fact, there are two problems that need to be solved here: first, a new physics module may
require that certain fields be followed (e.g. chemistry may require certain species fields to
be defined on the grid); second, certain methods which operate on those quantities need
to know what fields have been defined (e.g. the reconstruction method needs to know
that it should reconstruct those species fields).
Based on these considerations, we have adopted a pair of common methods which
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almost all top-level classes must implement:
• register_fields(): adds fields needed by the class to the simulation (in particu-
lar, to the particle container).
• add_fields(): inspects existing fields in the simulation (i.e. the particle container)
and creates internal auxiliary fields needed for computation.
For registration, classes usually inspect the particle container, which holds the set of par-
ticles and their fields (see Section 4.3.2) and create the fields necessary for the simulation.
As an example, gravity registers the acceleration fields in the proper dimension to the
particle container. This way, we don’t have unnecessary fields during the simulation
(3D fields for 2D runs). Similarly, classes add fields internally by inspecting the particle
container. For example, gravity inspects the particle container to internally register the
correct dimension of the tree moments.
Since any number of fields can be registered, we have also allowed the ability to group
fields by names. This has been extensively used to group collections of fields, for example,
primitive and conservative fields (or all the components of a vector field). This allows the
code to easily retrieve multiple fields that can be processed as a group.
Class Dependencies
Another source for future problems is when a class depends on another class. For example
our gravity tree solver depends on our load balance implementation. If the algorithms are
designed concurrently, then proper consideration is taken for their interaction. However,
because of the extension of existing algorithms or the development of new ones, classes
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will eventually need to interact with others in a way that was not originally foreseen. In
these situations common options are to re-factor the code or even rewrite the algorithm
itself. Both methods can become cumbersome as the code develops and matures and
changing one portion of the code may create a cascade of unwanted changes.
In our case we decided to write our classes as encapsulated computations (see Figure
4.4). This means we have tried to segregate our computations as independent tasks with
interactions through an Application Programming Interface (API). For the most part, each
computation has a base class (i.e ReconstructionBase, RiemannBase, IntegrateBase
etc.) that defines the methods it can perform. Moreover, the base class only serves as
a template and returns a warning if accessed without a properly inherited application.
Thus, each implementation inherits the base class andmust define the actual computation.
Further, if a method depends on another class it has to be written in such a way that it
confines to the API. Therefore, our algorithms are designed to conform to an API and any
future development will have to abide by it. Our hope is that the design is sufficiently
flexible that a wide variety of implementations can be described by it.
4.3.1 Restarting the Code
For restart capability, codes commonly use a parameter file approach. The file generally
consists of several lines defining name-value pairs which is then read by a parser that
reconstructs the simulation. Our approach will deviate, although, we do intend to create
the parameter file approach. However, it will not be the primary method to restart a
simulation.
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Our new approach is inspired by scikit-learn (Pedregosa et al., 2011), a machine
learning library for Python. In scikit-learn, many algorithms are comprised of one or
more classes (i.e., scaling, imputation, dimension reduction, regression, …). The collection
of theses algorithms may have free parameters, known as hyperparameters, that cannot
be derived from the training data. Instead a method like cross validation is used, which
searches for the optimized values by training onmultiple subsets of the data while varying
every combination of hyperparmaters. For this reason, scikit-learn has the feature to
recursively store all the parameters associated with the set of classes that make up the
learning algorithm. In this way, once the optimized hyperparameters are found they can
be returned and used to reconstruct the optimal learning algorithm. It is this functionality
that we base our restart implementation.
Following this approach, during an output, the parameters and values of each class
is saved into a dictionary. Additionally the name of the class is saved. At this point the
dictionary represents a complete snapshot of all the classes and parameters used. The
dictionary is then saved to disk, along with the particle data, as either a pickle⁴ or json⁵
file. To restart, a companion function will read the pickle/json file and query and set the
parameters of each class. If the user wants to change a parameter or class it can be done
by either editing the pickle/json file or manually overriding the value after the simulation
has been reconstructed. This implementation is still in progress but should be available




4.3.2 Particle Data Structures
Carray Class
In choosing the underlying data structure several considerations were taken into account.
First, the data has to be accessible in Python and C (or Cython). Second, the data structure
has to accommodate several different data types. From these considerations, we wanted
a data structure that closely resembles a Numpy array. Numpy arrays allocate raw data
in C and allow the user to manipulate it in Python or C. With this design in mind, a
decision had to be made on the underlying structure of the raw data. Two choices where
considered: either the data would be held in C structs or arrays. The benefit of using
structs is that it can encapsulate all the particle data. Thus, functions could operate on a
particle by particle basis. Structs are also easily suited for passing and receiving data from
other processors in parallel runs. Moreover, Numpy has an interface that treats arrays of
structs as a record array. However, this form was abandoned early on as the attributes of
the struct would have to be hard coded and therefore not allow the creation of dynamic
fields at run time. With this consideration, the raw data was chosen to be C arrays.
The implementationwe adoptedwas inspired by the CarrayBase class from the pysph
code (Ramachandran, 2016). We have used this class as a starting point and have built
functionality around it. This class can be initialized in Python or Cython and the interface
closely resembles the vector template in C++. The CarrayBase comes in four different
data types, DoubleArray, IntArray, LongArray, and LongLongArraywith CarrayBase
as the parent class for subtype polymorphism.
Like a vector, a CarrayBase allows for indexing and dynamic memory management.
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Internally the data is a contiguous C array and memory operations (i.e, append, resize,
shrink, …) are performed by malloc and realloc. Isolating the operations of memory
management allows a clear path for future work to mitigate memory fragmentation and
provides a direct way to assess the memory footprint of our data structures. Further, a
CarrayBase can return a Numpy array, allowing the user to use all the Numpy functionality
(i.e. slicing and fancy indexing). It is worth noting, that the Numpy array is not a copy but
makes use of the array API by having a direct reference to the original data. Below is a
simple example using a DoubleArray.
import phd
# allocate carray of size 10 doubles




x.append(3.21) # append value at the end of carray
x.resize(5) # resize to 5 doubles
xnp = x.get_npy_array() # numpy array reference
xnp[:] = np.arange(x.length) # numpy slice
In this example a DoubleArray is created with 10 doubles, then assigned values by index-
ing. Notice that the length of the DoubleArray can be found by using the len() function
or the length attribute. The DoubleArray then has a value appended to it followed by
a resizing of length of 5. Finally, the get_npy_array() method is invoked returning a
Numpy array to be used for slicing.
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CarrayContainer Class
The use of the CarrayBase class allows us to easily manipulate contiguous data of a cer-
tain type. However, there are many circumstances that an algorithm needs to operate on
several CarrayBases collectively. For example, the Riemann solver needs all the primi-
tive fields to estimate the fluxes. There is nothing wrong with having a function work-
ing on several CarrayBases; however, it can become cumbersome to keep track of all
CarrayBases. Therefore, another data structure has been implemented that stores a col-
lection of CarrayBases of the same size. The data structure is called a CarrayContainer
and like the CarrayBase it has many methods to manipulate the underlying data. Below
are listed some of the most commonly used methods:
• register_carray(): register a new CarrayBase to the container.
• get_carray_size(): get the size of the CarrayBases contained.
• remove_items(): remove elements at given indices from all CarrayBases.
• resize(): resize each CarrayBase to a given size.
• extract_items(): return CarrayContainer with values from given indices.
• append_container(): append another CarrayConatiner to this one.
As can be seen from the list, most of themethods operate on the collection of CarrayBases
as a whole. The class only allows CarrayBases of the same size and produces a run-
time error otherwise. Additionally, each registered CarrayBase is associated with a




import numpy as np
# create a container of 10 2d positions
carrys = {"x": "double", "y": "double"}
positions = phd.CarrayContainer(10, carrays)




# add the z dimension
positions.register_carray(size, "z")
positions["z"][:] = np.random.rand(size)
# create 5 new random positions
carrays = {"x": "double", "y": "double", "z": "double"}
positions2 = phd.CarrayContainer(5, carrays)
size = ca_con.get_carray_size()
for ax in "xyz":
positions2[ax][:] = np.random.rand(size)
# append new positions to old positions
positions.append_container(positions2)
# remove positions at selected indices
positions.remove(np.array([1, 3, 9])
assert(positions.get_carray_size() == 12)
In the above example, a CarrayContainer is created with two DoubleArrays labeled
“x” and “y”, of size 10 and stored in the position variable. Then each DoubleArray
is retrieved by their key value and assigned random values. It is important to note
that the Numpy array representation of DoubleArray was retrieved by using Python’s
__getitem__ special method. Thus, allowing to use Numpys slice feature. Next a new
DoubleArray labeled “z” is registered to the container and assigned random values. Then
a second CarrayContainer is created with random values and is append to position.
Finally, vales at indices 1, 3 and 9 are removed from each DoubleArray.
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4.3.3 Simulation Class
The Simulation class is the main driver for advancing the solution in time and coordi-
nating outputs and logging information. The two most important methods of this class
are listed below:
• solve(): advance IntegrateBase to its final state while outputting all necessary
information.
• compute_time_step(): aggregate all time steps and enforce the smallest.
From its inception, the class was designed to be independent of the solvers. This was
accomplished by viewing the simulation as a series of time advancements. Specifically,
IntegrateBase can only perform a single time step from its given state (see Section 4.3.4
for details) while Simulation can dictate when and the number of time steps. Thus,
Simulation controls the time advancement independently of the equations being solved.
As of writing three integrators exist, however, adding a new integrator is relatively
straightforward.
During the course of a simulation, the class is responsible for scheduling outputs and
determining when the simulation has completed. Simulation outputs and termination
are designated by the SimulationOutputerBase and SimulationFinisherBase classes
respectively (see Section 4.3.5 for details). At the end of every time step the class calls
compute_time_step() to modify the current time step and output any necessary data
by cycling through all outputers. Likewise, at the beginning of the time step the class
cycles through all SimulationFinisherBase classes in search of a termination signal.
Lastly, the simulation class also controls logging information (see Section 4.3.5 for
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details). Log information is currently printed to the terminal and saved to a log file. Ad-
ditionally, the class allows the ability to chose the level of detail for logging. In parallel
runs, the root processor takes responsibility for writing to the log file and (optionally)
displaying to the terminal.
4.3.4 Integrator Class
To advance the the state of a fluid to a specific time, a suitable integration scheme must
be provided. Although we have laid out the details of the MUSCL-Hancock scheme in
Section 4.2.4, in practice, many schemes are available with different strengths and weak-
nesses. Therefore, we found it necessary to have an implementation that allows the
ability to easily switch between integration schemes. To this end, we have created the
IntegrateBase class which is responsible for advancing the state of the system by one
time step. In this way, a simulation is viewed as a series of calls to IntegrateBase by
the Simulation class. Note we say system, not the Euler equations. This distinction is
made because the IntegrateBase is not limited to the Euler equations and, in princi-
ple, can be used to implement other equations. As an example, we have implemented a
gravitational kick drift kick N-body solver (Dehnen and Read, 2011; Springel, 2005) under
this framework. We find this framework to be versatile, allowing the user to chose from
different schemes and allowing the ability to quickly create new schemes for experimen-
tation. Currently we have implemented a static and moving mesh MUSCL-Hancock and
a N-body integrator.
To implement an integrator, the IntegrateBase must be inherited. Below is the
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IntegrateBase API:
• before_loop() perform any needed initialization or initial computations.
• compute_time_step() compute from the current state, the maximum allowed
time step.
• evolve_time_step() evolve the state of the system by one time step.
• after_loop() perform any clean up or needed final computations.
For each integrator implementation one must define each method from the API. The in-
tegrator has references to all the computation classes as well as state attributes (iteration
counter, time step, and time). The most involved method is evolve_time_step() which
defines the equations and method to be used. For clarity, we show the implementation of
the static mesh MUSCL-Hancock integrator below.
def evolve_timestep(self):
"""Solve the compressible gas equations."""
phdLogger.info("StaticMeshMUSCLHancock: Starting integration")






















# convert updated conservative to primitive
self.equation_state.primitive_from_conservative(self.particles)
self.iteration += 1; self.time += self.dt
As it can be seen the method is a series of core computations. The method begins by cal-
culating the gradients followed by computing the left/right states for the riemann solver.
Once the fluxes are calculated they are used to update the fields. Sprinkled in are calls to
source terms (see Section 4.3.9), if any. Source terms are stored in a dictionary and each
call to compure_source cycles through each source term registered and calls the respec-
tive computation signaled by the string argument. Finally the ghost particles, iteration
counter and time are updated and the system is ready for the next computation.
4.3.5 Temporal Control and I/O
In the following sections we will go over the implementations of outputting data
(ReadWriterBase), specifying when an output should occur (SimulationOutputBase),
and completion of the simulation (SimulationFinisherBase). All these classes are con-
trolled by a SimulationTimeMangager class which consists of any number of registered
SimulationOutputerBases and SimulationFinisherBases. In this manner, any num-
ber number of conditions can be applied for signaling an output or the completion of the
simulation.
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Outputer and Finisher Class
The code has been designed to handle arbitrary criteria for determining when to
output data (of various types) as when the simulation completes. This has been
achieved by introducing the SimulationOutputerBase class for output and the
SimulationFinisherBase class for completion. Each outputer and finisher instance
must be registered to the SimulationTimeManager. The SimulationTimeManager can
hold any number of them and is responsible for maintaining consistency across calls (in
particular, ensuring timesteps taken do not violate and output or finishing criteria. For
example, both SimulationOutpuerBase and SimulationFinisherBase have methods
which return amaximum allowed timestep such that their respective times are notmissed.
Thus, it is the responsibility of the SimulationTimeManager to aggregate all time steps
and enforce the smallest one such that no condition is overlooked. At the end of every
time step (SimulationOutputerBase includes the beginning and ending of the simula-
tion) the SimulationTimeManager calls all registered SimulationOutputerBases and
SimulationFinisherBases.
During each call the class receives complete access of the integrator and associated
data, including the time, time step, iteration, particle data, flux data, reconstruction data,
etc. This allows the output and finisher methods to depend on features of the solution
in potentially complicated and arbitrary ways. Such an implementation forgoes the hard
coded approach of multiple if else statements and allows the flexibility to implement as
many conditions as needed.
As an example of how to use this framework, we show how to implement an outputer
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and finisher to the Sedov problem from Section 4.4.2. Wewish to output all time steps once
the shock has reached a density value grater then  = 2. Also we want the simulation to
complete once the shock reaches a value greater than or equal to  = 3. Of course, in this
situation one may use the analytical solution to extrapolate the time when such values
would occur. However, this assumes that the shock is tracked exactly. In our scenario we
let the simulation do the work for us.
First we begin by defining an outputer, called OutputSedovDensity, with the ob-
jective to output all data once the density value of  = 2 has been reached (see code
excerpt below). This is accomplished by inheriting SimulationOutputerBase and
modifying check_for_output() and modify_timestep(). We introduce a new con-
structor (__init__) that extends the parents constructor by adding the new parame-
ter density_output. The parameters base_name, counter, and pad are the parents
parameters to generate a unique name and folder for each output. For overwriting
check_for_output(), we first check if the call is made in the main loop and second
if the maximum density is greater than density_out). In this case, we do not change the
time step, therefore it is left unaltered.
...
class OutputSedovDensity(SimulationOutputerBase):






"""Return True to signal the simulation has reached
sedov interval to ouput data."""
integrator = simulation.integrator
state = simulation._state == SimulationTAGS.MAIN_LOOP
output_sedov = integrator.particles["density"].max() >
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self.density_out:




"""Return consistent time step."""
# not modifying
return simulation.integrator.dt
We also need to add a criteria to signal the completion of the simulation. To do this we
will create a finisher class. This class will signal completion when the simulation density
is greater then or equal to  = 3. We will call it SedovDensityFinisher, and create
it by inheriting SimulationFinisherBase (see code excerpt below). The finished()








"""Return True to signal the simulation is finished







With the creation of these two classes our simulation will output data at every time
step when the density value is greater then  = 2 and terminate when the density is
greater then or equal to  = 3. Although our example is simplistic, we hope that it shows
the flexibility and power of what the outputers and finishers may achieve.
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Reader/Writer Class
In the previous section, we mentioned that SimulationOutputBase is used to signal
when an ouput is requested. However, we did not mention the details of how an out-
put is produced. To allow the code to output in a variety of different data formats
and make various choices about what data is actually recorded, we have implemented
a ReaderWriterBase class. This allows the user the freedom to output the data to any
desired format. Likewise, this also allows the data to be read in any format. Every instance
of ReaderWriterBase is associated with a SimulationOuputerBase (see Section 4.3.5)
which signals when output should be created. In this way, multiple outputs can be created
at various moments during the simulation. The standard API of the ReaderWriterBase
is listed below:
• read() read data in a specific format.
• write() write data in a specific format.
With such a framework, new formats can be easily implemented. Moreover, this allows
a simple way to create a front end to read data from other codes. As of writing, we have
implemented a class to read and write particle data in hdf5⁶ format. We are currently in
the process of adding new data formats.
Although this framework can be used to save all or some of the data in different for-
mats, it can be used for a much wider set of tasks. Since the ReaderWriterBase has
access to the integrator and its associated data, any component of the simulation can be
considered for output. Also, output does not necessarily have to be particle data saved to
⁶https://www.hdfgroup.org/solutions/hdf5/
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disk. This framework can easily be used to create plots, send memory diagnosis through
an email, or even transfer the output to a remote host.




def write(self, base_name, output_directory, integrator):
particles = integrator.particles
# compute square velocity
v2 = particles["velocity-x"]**2 + particles["velocity-y"]**2
if len(particles.carray_named_groups["position"]) == 3:
v2 += particles["velocity-z"]**2




message = "Energy values: Kinetic %.2E Gravity %.2E" %
(kinetic, potential)
phdLogger.info(message)
Our system of interest is a fluid simulationwhich includes gravity. First, a new class called
EnergyTracker is created by inheriting ReaderWriterBase with the write() method
overwritten. The new method simply calculates the total kinetic and potential energy of
the system and then outputs the information to the logger. We don’t implement a read
method because it would not be consistent with our write method. If the read method
is accidentally called, it wall call the parent implementation and raise an error. Finally,
the class is registered to the appropriate SimulationOutputerBase and the calculation
will be performed at the appropriate times.
Although the above example is in serial, it can be extended into parallel. Importing phd
allows access to variables _has_mpi, _in_parallal, _size, _rank, and _comm. These
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variables are assigned at runtime and allow to check if MPI is available (_has_mpi), if the
current simulation is running in parallel (_in_parallel) and the ability to perform MPI
communications (_comm). Our hdf5 output implementation produces serial or parallel
outputs⁷ using these variables. In this way, extending a serial implementation to parallel
only requires the appropriate checks and placement of MPI calls (see the following the
section for a parallel example).
Logging
Event logging during a simulation is performed through the python logging⁸ library. The
library has many capabilities but for our intentions we have focused on displaying and
storing messages related to the state of the simulation. To that end, we use one logger
called phdLogger. This logger can be imported to any file and used to log any information
of interest.
For our purposes, the logger has four levels of logging. They are listed below:
• debug: detailed information or diagnosing.
• info: working as expected.
• success: a successful completion.
• warning: unexpected result that may lead to future problem.
The log levels have been listed in order of inclusion. Meaning if “warning” is chosen,
then all messages types are logged. However if “info” is chosen only messages of type
⁷In parallel each processors outputs it is own data to a separate folder. In the future we will add the




“debug” and “info” are logged. At runtime the log level and file to store the messages can
be specified through the Simulation class.




phdLogger.info("Starting kinetic energy calculation")
ke = 0.5*particles["mass"]*(particles["velocity-x"]**2 +
particles["velocity-y"]**2)







if glb_kinetic_energy < 0:
phdLogger.debug("Kinetic energy less than zero")
In this example we import the logger and print out a messages related to the calculation
of the kinetic energy. It is important to note that this example is true if run in serial
or parallel. The logger has been modified such that logging information and storage is
always handled by the root processor.
4.3.6 Geometric Computation
In the following sections we will go over the classes associated with geometric properties
of the code. These are the creation of the mesh (Mesh), boundary conditions and ghost
particles (BoundaryConditionBase), domain information (DomainManager), and spatial
decomposition (LoadBalance) for parallel simulations.
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Mesh Class
The Mesh class is responsible for all geometric computations relating to the particle cell.
For example the class computes each cell’s volume and center of mass. The class works in
tandemwith the DomainManager to build the mesh. Internally the Mesh has a tessellation
class. The tessellation class is wrapper for any scheme to produce a Voronoi diagram
(or other tessellation). For our implementation, we follow FVMHD3D code (Gaburov,
Johansen, and Levin, 2012) and use the CGAL⁹ library (Fabri and Pion, 2009) for Voronoi
calculations.
The tessellation algorithm from Section 4.2.2 is performed through the
build_geometry() method. It works with the DomainManger, building the mesh
in rounds. In the first round, all the local particles are added to the tessellation. At this
point there are no ghost particles. Particles that have infinite volume or a radius that
intersects other processor boundaries (in parallel) or the simulation domain are flagged.
These flagged particles are inspected for the creation of ghost particles. The mesh is then
updated with new ghost particles and the process is repeated. This procedure continues
until all particles have a finite volume and all neighbors have been accounted for.
When the tessellation is complete, cell values are computed. This involves calculating
cell neighbors, volumes, center of masses, face areas, etc. The information regarding the
faces is stored in an attribute named faces. For each face entry there exists two references
to the particles that define the face. Likewise, each particle has references to all the faces
that make up the particles cell. In this way, when a particle wants all of its neighbors,
⁹https://www.cgal.org
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it first queries all of its faces and then uses each face to retrieve the second particle that
makes up the face.
After the geometric quantities are calculated, they can be used for further computa-
tions. A computation of interest for the Mesh is the flux update (that is, updating con-
served quantities based on the fluxes). It is somewhat arbitrary what class carries out
this operation; however, we have elected to have the Mesh class perform this function.
We argue that this is the natural choice particulary when we add meshes with symmetry
(spherical and cylindrical). This can be added in straight forward fashion by adding the
geometrical terms in the flux update. Thus, to add such meshes we only need modify the
mesh class and constrain the particle movement.
Domain Manager
We consider a domain to be the spatial region where the computation is performed. In
serial, this is the entire spatial region of the simulation. In parallel, this is the spatial region
associated with each processor. In this way, for the most part, our domains are isolated
computations and when data is needed from neighboring domains they are requested
through the DomainManager. Below is some of the most frequent used methods.
• create_ghost_particles: create appropriate ghost particles (including interior
in parallel simulations) dictated by the boundary condition.
• move_particles: after conservative update move mesh generators.
• update_ghost_fields: transfer particle data from image particle (particle used to
create ghost particle) to ghost particle.
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• update_ghost_gradients: transfer particle data from image particle to ghost par-
ticle.
The DomainManagerwas initially designed to contain the limits and dimension of the
problem. As development continued it became natural that the DomainManager would
encompass the boundary condition, ghost particle information, and exchange of data
across the boundaries. In its current state, the DomainManager only supports commu-
nication of ghost particle data and does not support the general forms of data communi-
cation (i.e reduction, gathers, broadcast etc). We plan in the next revision to implement
an API that performs these tasks. In doing so, we would remove dependence on MPI calls
in the rest of the code and all parallel communication of any sort would be done through
the DomainManager.
In parallel, particles are decomposed into a disjoint set of spatial domains with each
domain mapped to a unique processor. The construction of the global tessellation (e.g.
Voronoi mesh) is then delegated to the construction of a disjoint set of local meshes.
For the set of local constructions to be consistent with the global mesh, the appropriate
boundary particles must be communicated across domains. The particles used to stitch
together the disjoint meshes are called interior ghost particles. Their creation is handled
by the DomainManager through the create_interior_ghost_particles() method.
This method creates interior ghost particles by inspecting the search radius of each local
particle. If a particle’s search radius overlaps a processor boundary then it is flagged
and a corresponding ghost particle is created and exported to that processor. The search
method is made possible by the DomainManager’s ability to query all domains through
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geometrical searches. Care is taken such that no duplicates are created through the whole
process. Note that rather than querying another processor for boundary information,
patches determine which particles have a face on the other processor(s) and then send
that particle (see Section 4.2.2 for more details and reference therein). Ghost particles
created in this way (”owner sends”) require only one-way communication and therefore
should generally be more efficient.
After the creation of ghost particles, supplemental data has to be communicated. For
example, the center of mass of a ghost particle cannot be computed because our imple-
mentation only guarantees that local particles have all of their neighbors. Certainly we
could of opted to import all neighbors of ghost particles but instead we have decided
to communicate that information instead. Thus, the DomianManager records all infor-
mation associated with a ghost particle. This allows ghost particles to be easily updated
with any data. These operations are implemented through update_ghost_fields() and
update_ghost_gradients().
The DomainManager is also responsible for movement of particles from one processor
to another (for moving mesh integrators). After a flux update, the particles are moved.
Depending on initial particle position and velocity, a particlemay leave its processor or the
simulation domain. In either case, the DomainManager is responsible for the destination
of the particle. When a particle departs the simulation domain, in serial or parallel, the
DomainManager flags that particle and then applies the appropriate boundary condition.
For reflective boundaries, particles are checked for the possibility of leaving the domain.
For such a case, the particles mesh generator velocity is set to zero, resulting the particle to
stay in the domain. For periodic boundaries, particles that leave the domain are wrapped
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periodically back. If the simulation is in parallel, the DomainManager exports thewrapped
particle to the correct processor. Likewise, if a particle leaves its processor patch the
DomainManager will query the domains and find the respective domain for export.
Boundary Conditions
Similarly to interior ghost particles (see Section4.3.6), exterior ghost particles are used
to complete local meshes. However, exterior ghost particles are not from neighboring
domains but instead are created through a specified external boundary condition. To
allow for different boundary conditions we have created the BoundaryConditionBase
class that interacts with the DomainManager. The API is listed below:
• create_ghost_particle() create ghost particle from a flagged particle;
• migrate_particles() apply appropriate boundary conditions for particles that
have left the domain;
• update_gradients() apply boundary condition to ghost particle gradients;
• update_fields() apply boundary condition to ghost particle fields.
Through this API, any boundary condition may be implemented. The boundary condition
does not have to be uniform in each dimension. Mixed boundaries or even problem spe-
cific boundaries are allowed in this framework. Furthermore, the API allows the boundary
condition to modify particle motion and field data. In this way, we have extracted all the
boundary information from the DomainManager.
Currently, we have two implementations of external boundary conditions: reflective
and periodic. In the reflective case, a flagged particle (i.e. one with a face that is over-
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laps an exterior domain) is mirrored across the boundary edge and the velocity direction
normal to the boundary surface is reversed in sign. In parallel, the ghost particle is then
further inspected for intersection of neighboring processors. The ghost particle is then
placed in a communication buffer to be exported to each flagged processor. For the pe-
riodic case, the procedure is similar, with the exception that the particle is periodically
shifted instead of being mirrored.
Load Balance
Our load balance scheme, described in Section 4.2.7, is implemented through the
LoadBalance class. The method distribute() performs the redistribution of particles
across processors in a parallel run. The LoadBalance class is essentially an API. Inter-
nally, it has a reference to a Tree class that performs all the underlying operations. This
class was one of the early algorithms implemented before the core ideas of the code class
structure were in place. Therefore, this class will be heavily modified to make it consistent
with the rest of the code in the next revision. Points of modification will be: first, an API
which is independent of the internal implementation and, second, we want to generalize
the load balance scheme to allow more mature third party packages. As an example of
a third party package is the Zoltan library (Devine et al., 2000) which offers geomet-
ric, graph- based, hypergraph-based partioning algorithms for load balancing. Addition-




4.3.7 Core Fluid Computation
We will now detail the core fluid computations. This encompass the reconstruction
method (ReconstructionBase), the Riemann solver (RiemannBase), and the equation
of state (EquationOfStateBase). We believe this decomposition of classes allows the
ability to easily implement a broad range of new algorithms. In our case we have im-
plemented two reconstruction and three Riemann methods. Moreover, even though our
current state of the code is specific to the moving mesh method, we believe these classes,
along with the IntgrateBase (see Section 4.3.4), will permit the implementation of other
fluid based methods such as SPH (Gingold and Monaghan, 1977), mesh free (Hopkins,
2015), and discontinuous Galerkin (Mocz, Vogelsberger, and Hernquist, 2014) methods.
Riemann Solver
The fluxes at each face of the mesh are constructed by the RiemannBase class. As a
common thread with all of our computation classes, the base class defines the API. The
API is straight forward with only two methods to define:
• riemann_solver() solves for fluxes at each interface.
• compute_time_step() computes the maximum allowed time step.
The compute_time_step() is optional since the base class has a default CFL constrained
time step calculation. However the option is there if a particular solver implementation
needs to modify it. Furthermore, the base class defines a method for the fluxes to be
transformed back into the lab frame. This allows, for the most part, us to implement a
solver without worrying about the details of rotating and boosting back into the lab frame.
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As of the time of writing, we have implemented the HLL, HLLC, and Exact Riemann
solvers.
Reconstruction
Once the mesh is created, cell-averaged values need to be reconstructed to face-centered
values in order to calculate the fluxes across the face. The interface to implement the
reconstruction scheme is dictated by the ReconstructionBase class which has the fol-
lowing API:
• compute_gradients() calculate the gradients of the fields for each particle.
• add_spatial() add gradients to expansion.
• add_temporal() add time derivatives to expansion.
The API embodies a general deconstruction of Equation 4.7 into three building blocks.
First, is the calculation of the spatial derivatives (i.e gradients) by compute_gradients().
In this call the derivatives are computed through a specified scheme. For example, the gra-
dients can be calculated by the least squares approach (Pakmor et al., 2016a) or through ge-
ometrical properties (Springel, 2010). With the derivatives calculated, cell-centered values
can then be extrapolated spatially (add_spatial()) or temporally (add_temporal()) by
Equation 4.8. In this manner the user has complete control of the terms in the expansion.
This is important to note, as many integrator schemes make use of the reconstruction
several times, for example, the Runge-Kutta solver variants (i.e Pakmor et al., (2016a) and
Duffell and MacFadyen, (2011)).
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4.3.8 Equation of State
Due to the implementation of the reconstruction and Riemann solvers, primitive fields
must be computed. The computation of primitive fields requires an equation of state.
Since there are multiple formulations of an equation of state we have decided to imple-
ment an EquationStateBase class with the following API:
• conservative_from_primitive(): compute conservative fields from primitive
fields.
• primitive_from_conservative(): compute primitive fields from conservative
fields.
• sound_speed(): compute the sound speed of the fluid.
• get_gamma(): compute the ratio of specific heats.
The EquationStateBase is responsible for converting the fields from conservative to
primitive and vice versa. Furthermore, the equation of state can calculate the sound speed
of the fluid. We have found this formulation to adequately remove the details of the state
of the fluid from other calculations. Although our EquationStateBase is simplistic, we
plan to extend its functionality to include chemistry species in the next revision to allow
the use of a chemistry solver.
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4.3.9 Optional Fluid Computation
General Source Terms
The inclusion of source terms used to model additional physical effects has been imple-
mented through an API class. Examples of source terms are gravity, chemistry and radi-
ation. In general, the API is associated with a specific integrator. Although this creates
more work for a given source term, we have found this to be a better solution then con-
tinual refactoring a preexisting source term such that can be molded to be consistent with
several integrators. Furthermore, having an API allows us to easily implement third party
packages as source terms since the API is merely a wrapper to the main computation.
The current API formulation was chosen after considerable experimentation. One of
the earlier attempts was a registration process. In this scenario a source term would link
any computation to a class method. This information was stored in a dictionary inside
Simulation and at runtime each class methodwas over written using Python’s decorator
scheme. This allowed source terms to “hook” its computation with other calculations.
Although, this scheme makes use of more advance programming methods we found that
this implementation was not transparent and made debugging difficult. Instead we found
the current implementation to be more understandable and easier to generalize.
The API for the MUSCL-Hancock source term is listed below:
• apply_primitive(): modify primitive variables.
• apply_conservative(): modify conservative variables.
• compute_source(): calculate source components.
• compute_time_step(): calculate time step from source term.
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The API is inspired by Equations 4.2 and 4.8. Including a source term to the fluid equa-
tions results to the right hand side of Equation 4.2 no longer being zero. Moreover, since
equation 4.2 is the basis of the conservative update the conservative variables have to
be augmented from the source term (apply_conservative()). Similarly, the right hand
side of Equation 4.8 is no longer zero and the expansion must also have a component from
the source term (apply_primitive()). The two remaining methods are for calculating
the source term and modifying the time step. Once the methods have been defined the
class is registered to Simulation which can hold any number of source terms.
Self Gravity Example
For a more concrete example, we show how self gravity is implemented as a source term
in the MUSCL-Hancock scheme. Our self gravity is a tree based implementation named
GravityTree. Its main routine is walk() which is the calculation of gravitational ac-
celerations from the current position of the particles. We created a new class called




cpdef apply_primitive(self, object integrator):
...
# loop over each face in the mesh
for m in range(integrator.mesh.faces.get_carray_size()):
....
# add gravity to velocity
for k in range(dim):
vl[k][m] += 0.5*dt*a[k][i]
vr[k][m] += 0.5*dt*a[k][j]
# add gravity acceleration from particle
for i in range(integrator.particles.get_carray_size()):
...












cpdef apply_conservative(self, object integrator):
...
# add gravity acceleration from particle
for i in range(integrator.particles.get_carray_size()):
...





From Section 4.2.6 the primitive and conservative variables are modified by gravity (see
Equation 4.23). In the case of the primitive variables, we applied a velocity half update in
apply_primitive(). For simplicity, we also added the initial half conservative update
to bypass the need to store auxiliary values. In similar fashion, we added the post half
conservative update in apply_conservative(). The actual computation of the gravity
is performed in compute_source(). With these simple calls we have implemented a self
gravity scheme in this framework.
4.3.10 Units
Astronomy deals with large scales and multi-physics which results to an overabundance
of different units and scales. Moreover, observations may be summarized in units that
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are convenient or a product of instrumentation. This myriad use of scales must be placed
in a coherent framework to produce consistent and correct results from a simulation.
Commonly, the user must perform a unit analysis, thereby, defining unit conversions to
place all variables in a simulation to the appropriate unit and scale. This approach, can
lead to errors if the conversions are not carried correctly or if there are assumed units or
conversions hard-coded in the source code. Therefore, we have decided to implement an
unit based system in phd to allow the user to assign variables in any standard system and
allow the software to perform all the internal scaling and conversions.
As of yet, the unit system has not been added as we are in the progress of designing
and developing it. Our approach, is to follow the unit system implemented in yt¹¹ (Turk
et al., 2011b) which is an open source visualization and analysis package for simulated
data. In their framework, they have sub-classed the Numpy array, as well other data struc-
tures, to carry units. This allows for all standard arithmetic operations to be performed
while applying the appropriate conversion. However, as of writing the yt units system
has become a standalone library named unyt¹² (Goldbaum et al., 2018). Thus we have
abandoned our approach and have elected to use unyt as our unit-based system. We plan






Many of our classes have unit tests that can be performed through the nose¹³ library. We
are currently implementing more test and plan to add regression tests to ensure that the
code remains stable and consistent.
4.4.2 Hydro Tests
In this section we present a series of tests to help verify the integrity and stability of the
hydrodynamic algorithms used. These are so-called answer tests, for which we impose a
specific set of initial and boundary conditions that have (generally) exact analytic solu-
tions again which we compare. They test the end-to-end performance of the code. For
each test it is assumed that linear reconstruction (Section 4.2.3), mesh movement (Sec-
tion 4.2.4), motion correction (Section 4.2.4), and HLLC algorithm (Section 4.2.3) were
used, unless stated otherwise. We have found the HLLC approximate Riemann solver, in
most cases, to be nearly as accurate as the Exact solver and to produce solutions which
are nearly indistinguishable. On the other hand, the HLL solver produces significantly
lower fidelity answers and hence the HLLC solver is the natural choice as it is much less
computationally intensive than the Exact solver. All scripts to generate the simulations




Sound waves provide a key mechanism to transport information through a fluid. An
elementary test problem is the ability to maintain accurate wave propagation of small
disturbances, both in terms of their amplitude and phase. Given a fluid in equilibrium
with constant density 0, pressure P0 and zero velocity v = 0 with perturbations of the
form
 = 0 + (x; t)
P = P0 + P (x; t)
v = v(x; t);
(4.26)
and maintaining terms to first order in the Euler equations produce the wave equation for
each variable with sound speed equal to the fluid’s sound speed cs. Thus, we can generate
perturbations that should propagate with a finite velocity and maintaining its form as
along as the initial disturbances are relatively small.
We set up a two-dimensional box of unit length with constant 0 = 1:0, P0 = 3/5,
v = 0, and  = 5/3 with periodic boundary conditions. A sinusoidal wave in the x
direction of the form (x; t) = Asin(kx+wt) with k = w = 2 and A = 10 6 is added
at time t = 0. The remaining disturbances can be specified through  by the following











The values chosen produces a wave traveling rightward with a velocity of 1. The simula-








L1 Norm of Linear Wave
∼N−1∼98
Figure 4.5: L1 norm of linear wave problem in two dimensions. Blue points are the results
of simulations with different resolutions overlaid by a linear fit showing the convergence
is approximately second order. This example was produced by linear_wave_2d.py and
l1_norm.py scripts.
t = 1. Moreover, we study the convergence behavior by comparing the final state of the






ji   (xi)j ; (4.28)
where i is final density at position xi and (xi) is the density at t=0 at position xi andN
is the number of cells per dimension. Five simulations where evolved with varying reso-
lutionN = 10; 20; 40; 80; 160 with the initial particles laid out in a Cartesian grid. Figure
4.5 shows the L1 norm as a function of grid cells per dimension. The convergence rate
is approximately second order in time and space for this smooth problem. However, we
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expect this not to be the case for situations where the mesh is heavily deformed. Pakmor
et al., (2016a) discovered that in situations where the mesh generator and center of mass
significantly deviate the gradients deteriorate, leading to results that are not second order.
The crux of this issue is that Equation 4.9 assumes the gradient calculation at the center
of mass, however, we use cell center values. Pakmor et al., (2016a) resolved this issue by
introducing an iterative-scheme which we plan to incorporate in the next revision.
Sod shock-tube
To examine the ability of the code to handle shock propagation we perform the Sod shock-
tube problem (Toro, 1997). The problem consists of two different constant states at rest,
separated at the midpoint of the x axis. A discontinuity exists in the density and pressure
at that point. After t = 0 the high density region flows into the lower density region.
The flow produces a rarefaction, contact discontinuity, and a shock wave emanating from
the initial discontinuity. Thus, this problem creates a great test for the code’s ability to
capture the three wave types.
For our initial setup we use a unit box with reflecting boundary conditions with den-
sity and pressure defined as
 =
8>><>>:
1:0 for x  0:5





1:0 for x  0:5

































Figure 4.6: Profiles of density, x-component of velocity and pressure of the Sod shock-
tube simulation. Left: 2D run using a total of 100 100 particles. Right: 3D run using a
total of 45 45 45, we only plot a slice of particles defined by z = 0. Light blue points
are the simulation while the red line is the exact solution. This example was produced by
sod_2d_cartesian.py, sod_3d_cartesian.py, sod_2d_profiles.py, and sod_3d_profiles.py
scripts.
with  = 1:4. The particles are laid out in a Cartesian grid and the simulation is evolved
until t = 0:15. The number of particles per dimension is chosen to be N = 100 and
N = 45 for 2D and 3D runs, respectively. This allows a comparison of a high and low
resolution run.
Figure 4.6 plots the particle values for density, the x-component of the velocity and
the pressure; only particles with z = 0 are plotted in the 3D – the other particles simply
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Figure 4.7: Densitymap and radial profile of the Explosion problem. Left density heatmap,
the irregular cells can been seen from the random initialization. Right radial density pro-
file is an agreement with the exact solution in red. This example was produced by explo-
sion_2d_random.py and explosion_density_panel.py scripts.
overlay those plotted. The red line is the analytical solution. For the 2D simulation we
can see the shock is well resolved as is the contact discontinuity. Further, the Lagrangian
nature of the code can be seen as many particles have been squeezed between the contact
discontinuity and the shock front while particles in the rarefaction have been spread out.
For the 3D, lower resolution run, the code still cleanly resolves all three waves although
the contact discontinuity has been smoothed due to the lower number of particles.
Cylindrical Shock
An analog to the Sod problem is the 2D cylindrical shock (or explosion) problem, inspired
by (Toro, 1997). Like the Sod problem, the domain is partitioned into two constant states.
However, the higher density region is now a circular region of radius r centered in a
unit box. Similar to the Sod problem, the initial conditions generate a shock, contact
discontinuity and rarefaction wave. However, in this case the waves are now a circular
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shock traveling radially outward, a circular contact discontinuity traveling in the same
direction, and a rarefaction wave traveling towards the center.
We use the same values as the Sod problem except we restrict the higher density values
to the center of domain with radius r < 0:25. Further, instead of using a Cartesian grid
we sample particles uniformly for a unit square and perform 10 initial iterations of Lloyds
algorithm to relax the grid, in order to reduce Poisson noise.
Figure 4.7 shows the density map and radial density profile. Clearly, there is a good
match with the analytical solution, in red. Further, the solution captures all three waves
even though the mesh was built in a random fashion. This demonstrates the flexibility of
the technique since codes with moving meshes are not constrained to any initial particle
placement; one can reach better accuracy by placing the particles in way that exploits the
problem. Later, we will see an example of this in Evrard’s problem (Section 4.4.3).
Gresho vortex
Our next problem will test the stability of the code in maintaining a dynamical equilib-
rium state. Gresho and Chan, (1990) introduced an interesting problem to test for the
conservation of angular momentum. A vortex in a unit 2D box with constant density
 = 1 is set up with the following angular velocity
v(r) =
8>>>>>><>>>>>>:
5r for 0  r < 0:2
2  5r for 0:2  r < 0:4
0 for  0:4
(4.31)
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Figure 4.8: Density map and radial profile of azimuthal velocity for the Gesho test.
Top row: time evolution of the cells at times t = 0:0; 0:5; 3:0. Bottom row: corre-
sponding radial profile of azimuthal velocity. As the simulation evolves the systems
remains in equilibrium. This example was produced by gresho_2d_cartesian.py and
gresho_density_panel.py scripts.
The angular velocity of the vortex grows linearly as one moves radially outward from the
center until midway in the disk. Then the velocity decreases linearly until it vanishes at




5 + 25/2r2 for 0  r < 0:2
9 + 25/2r2   20r + 4 ln(r/0:2) for 0:2  r < 0:4
3 + 4 ln(2) for  0:4:
(4.32)
The pressure is chosen such that the pressure gradient balances the centrifugal forces
generated by the rotation, thus producing a solution that is independent of time. Figure 4.8
shows three snapshots at t = 0:0; 0:5; 3:0 of the azimuthal velocity. The top row is a two-
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dimensional density map while the bottom row is the corresponding radial profile. At
time t = 0 all the cells are rectangular. As the system evolves the cells that are rotating
become irregular polygons. There is a small amount of velocity smoothing at the radii
with the highest velocities and at the rim of the vortex. However, it is evident that the
system stays in equilibrium.
Sedov-Taylor
Another test that generates a shock is the Sedov-Taylor blast wave problem (Sedov,
Friedaan, and Holt, 1959). In this problem, a homogeneous gas is injected with a large
amount of energy in a point-like region at the center of the domain. A spherical shock
is generated and once the shock radius becomes much larger than the injection region,
the system evolves toward a self-similar solution. The shock propagates radially outward,
sweeping mass into a thin shell and creating a cavity behind the shock. The problem has
a well known analytical self-similar solution: see Sedov, Friedaan, and Holt, (1959) for
details. Applying the Rankine-Hugoniot jump conditions at the shock front leads to a
maximum density compression of max/ = ( + 1)/(   1); which, for  = 5/3 results
in a maximum value of 4.
We consider the 2D and 3D cases. A unit box is set up with particles in a Cartesian
grid of resolution 45  45 and 45  45  45 for 2D and 3D respectively. The stationary
gas has a constant density of  = 1:0 and pressure P = 10 6 with  = 5/3. In the
central cell, we set the total energy to E = 1. The simulation is allowed to evolve to time
t = 0:06. Figure 4.9 shows the cell density as a function of radial distance from the center
of the explosion. It is noted that shock is well resolved as the mesh has deformed in such
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Figure 4.9: Density profile of Sedov-Taylor blast wave problem at t = 0:06. Left: 2D
version with an initially Cartesian mesh of 45 45. Right: a 3D version with an initially
Cartesian mesh of 454545; only a random sample of 4545 cells are plotted for sim-
plicity. Light blue points are the density at radius r from the center of the explosion while
the red line is the exact solution. This example was produced by sedov_2d_cartesian.py,
sedov_3d_cartesian.py, and sedov_density_compare.py scripts.
t=0.01 t=0.03 t=0.06
Figure 4.10: Evolution of the density in the Sedov test at several times. The initial cell
with the energy imparted remains stationary as the cells around it move radially outward.
The cells at the shock are compressed, allowing for better resolution. This example was
produced by sedov_2d_cartesian.py and sedov_density_panel.py scripts.
a way that the shock front contains a large number of cells, as is evident in Figure 4.10.
The center cell, where the energy is deposited, remains stationary while the cells around
it move radially outward. The cells exterior to the shock remain stationary until they are
swept up and compressed by the shock.
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Kelvin-Helmholtz instability
For our last hydrodynamic test we consider the Kelvin-Helmholtz (KH) instability. This
problem consist of a shear-flow where a single mode is excited by a velocity perturbation.
Specifically, two layers with different densities are initially in pressure equilibrium. Each
layer flows in the opposing direction and receives a velocity perturbation perpendicular
to the interface. The perturbation grows exponentially and produces structures which
are called KH instabilities. A difficulty of this problem is that numerical errors, noise, and
resolution seed spurious small structure (Lecoanet et al., 2016) making direct convergence
and comparisons a difficult endeavor. However, we can use this problem to visually ver-
ify the characteristics of the problem are maintained and leave a detailed comparison to
future work.
We follow Springel, (2010) and setup a unit periodic box with density
 =
8>>>>>><>>>>>>:
2 for y < 0:25
1 for 0:25  y  0:75





 0:5 for y < 0:25
0:5 for 0:25  y  0:75





Figure 4.11: Evolution of the density at several times in the KH problem. We see the
common traits of KH evolution, KH billows and mixing. This example was produced by
kelvin_helmholtz_2d_cartesian.py and kelvin_helmholtz_density_panel.py scripts.
and y-component of velocity















where w0 = 0:1 and  = 0:05/
p
2. The pressure is set to P = 2:5,  = 5/3 and the
simulation is evolved until time t = 2.
Figure 4.11 shows the density field for several selected times. Comparing with
Springel, visually we conclude that the results are in close agreement. The formation
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of the Kevlin Helmholtz billows and mixing of both fluids at each time are similar.
4.4.3 Gravity Tests
In this sectionwe continue the testing procedure by including tests with gravity. As in this
previous section, tests that include hydrodynamics will incorporate linear reconstruction
(Section 4.2.3), mesh movement (Section 4.2.4), motion correction (Section 4.2.4), and the
HLLC algorithm (Section 4.2.3), unless stated otherwise. Moreover, for tests that only
include gravity the kick drift kick integrator (Section 4.3.4) will be used. All scripts to
generate the simulations and plots will be found in the test_suite directory.
Two body
The first problem, in testing our gravity solver, is a simple two-body problem where two
bodies interact with each other through their gravitational force. Although, this problem
does not really test the implementation of the gravity tree, since only two leaves will be
constructed and it is more likely that the leaves will interact with each other bypassing
node moments, it does test the gravity kernel and stability and accuracy of the leap frog
integrator.
For this problem an exact solution exists by reducing to a single body (Landau and
Lifshitz, 1969). Given two particles with masses m1 and m2 with positions ~r1 and ~r2 the








where ~r is the separation vector ~r1   ~r2. Equation 4.36 can be transformed to polar coor-
















~r2 =  m2m ~r
(4.39)



















We set up the particles with parameter values a = 0:5,  = 0:25/0:75 and G = 1 and
allow the simulation to evolve for 10 periods. The time step is held fixed with a value
of dt = T/1000. In Figure 4.12 we show the trajectory for both particles as well as the
evolution of the relative total energy error. We clearly see that both trajectories remain
along the exact solution, in red, signifying the stability of the leap frog integrator. Further
we see that the relative total energy error remains bounded by zero and  1:1  10 4
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Figure 4.12: Left: trajectories of the two body problem for ten periods. Clearly both
particles remain in their orbital path shown in red, demonstrating the stability of the
leap frog integrator. Right: corresponding relative total energy error. The total energy
remains accurately conserved as the worst relative error is  1:1  10 4. This example
was produced by two_body.py and two_body_panel.py
indicating that the total energy remains accurately conserved.
Plummer sphere
The Plummer sphere (Plummer, 1911) is a model that can be used to describe the distri-
bution of stars in a cluster and is commonly used to test gravity solvers. The Plummer








where M is the total mass and R is a scale parameter which sets the size of the cluster.
The system is in steady state with an isotropic velocity distribution. To test our gravity
solver, we initialize our particles with the given distributions and advance the system
in time. We expect the system to stay in steady state, therefore we compare the initial
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Figure 4.13: Density profile and relative total energy error evolution. Left: the initial and
final density distribution overlaid by the Plummer density profile. The markers are shell
density averages, even spaced in log r. At the the end of the evolution the particles remain
in a Plummer distribution. Right: evolution of the relative total energy error. The error
remains relatively small indicating the total energy remains accurately conserved. This
example was produced by plummer.py and plummer_panel.py.
density distribution with the final state.
For our test we chose the parameters of the Plummer sphere to beM = 1000 andR =
1 with G = 1. We then sampled 10,000 particles using the rejection technique outlined
in Aarseth, Henon, and Wielen, (1974) to set the position and velocities. The system is
allowed to evolve to time t = 1, which is roughly ten dynamical times, and a fixed time
step of dt = 0:001. The gravitational tree parameters used were an opening angle 0.4
and smoothing parameter of 0.03. The left panel of Figure 4.13 shows the density profile
at the initial and final time of the simulation with equation 4.41 overlaid as a reference.
The density is calculated by dividing the space into spherical shells, binning and dividing
by the volume. As can be clearly seen in that figure, the particles remain in a steady
state, with their final distribution matching the initial distribution. The right panel of 4.13
shows the evolution of the relative error of the total energy of the system. The error stays
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well below 510 4 with a final error of 210 4, indicating that the solver has accurately
conserved the total energy of the system.
Rayleigh-Taylor instability
Our first hydrodynamic problem which includes gravity is the Rayleigh-Taylor instability
problem. The problem consists of a dense fluid resting over a lighter fluid in the presence
of an uniform vertical gravitational field. A velocity perturbation is placed in the vertical
direction causing the dense field to sink while the lighter rises through buoyancy.
A rectangular Cartesian domain is chosen as x 2 [0; 1] and y 2 [0; 3] of size 50 150
with reflective boundary conditions. Typically this problem is performed with periodic
boundary conditions in the x-direction and reflective in the y-direction. However, we
currently don’t have an implementation of mixed boundary conditions. Nonetheless, the
reflective boundary in the x-direction will not affect our single mode evolution until rel-
atively late times. The gravitational force is placed in the y-direction and has a strength
of g = 1. The initial density is
 =
8>><>>:
1 for y  1:5
2 for y > 1:5;
(4.42)
while the pressure is
P =
8>><>>:
10  y for y  1:5
11:5 + 2(y   1:5) for y > 1:5:
(4.43)
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t=0.50 t=1.00 t=1.50 t=2.00
t=0.50 t=1.00 t=1.50 t=2.00
Figure 4.14: The evolution of the Rayleigh-Taylor instability problem with stationary
mesh (top) andmovingmesh (bottom). The initial mesh is a Cartesian of size 50150. This
example was produced by rayleigh_2d_cartesian.py and rayleigh_density_panel.py.
The system, initially in hydrostatic equilibrium, is given a velocity perturbation in the
y-direction
vy = cos (2x) exp
  (y   1:5)2/0:12 : (4.44)
We set  = 1 and let the system evolve to a time t = 3:0.
In the absence of physical viscosity there is no solution that all codes will converge to
(Stone et al., 2008). However, we can visually inspect our solution for common traits of
this problem. Two simulations were performed, first constraining the mesh to be station-
ary and the second allowing the mesh to move.
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In Figure 4.14, we see both simulations have the expected results, the lighter fluid ris-
ing around the denser fluid that sinks, with both developing billows. For the stationary
grid case, the simulation maintains vertical symmetry, unlike the moving mesh coun-
terpart that loses symmetry at the final output time. This is expected, as pointed out
by Springel, (2010) since the mesh correction motion (which steers the cells to become
rounder) can trigger perturbations of its own. The symmetry can bemaintained for longer
times by increasing the resolution but ultimately both simulation lose their symmetry by
round off noise.
Evrard Collapse
The final test case we explore is Evrard’s collapse problem (Evrard, 1988) which tests the
coupling of self-gravity and hydrodynamics. The problem consists of an initially non-
rotating isothermal gas sphere of massM = 1 and radius R = 1 with density
(r) =
8>><>>:
1/ (2r) for r  1





0:05/ (3r) for r  1
0 for r > 1:
(4.46)
The evolution of the sphere begins withmass falling towards the center due to self-gravity.
The pressure at the center rises and produces a shock traveling outward through the in-


































Figure 4.15: Profiles of the density, radial velocity and entropy at t = 0:81 overlaid with a
high resolution 1D PPM solution. The profiles are shell averages divided by shell density.
This example was produced by evrard.py and evrard_profiles.py.
We setup an initial Cartesian grid of range [0; 2:5]3 with 33  33  33 particles. The
gas sphere is centered at (1:25; 1:25; 1:25). Due to the nature of the 1/r density pro-
file, a Cartesian mesh will not resolve the high density values unless the resolution is
sufficiently increased. However we have complete freedom on how to place the initial




Such a transformation maps a grid of equally spaced particles with uniform density to a
set of particles spaced in a way that the uniform density follows a 1/r profile. Performing
this transformation produces particles with equal mass and 1/r density profile.
The radial averaged density, velocity and entropy are shown in Figure 4.15 at time
t = 0:81 with a high resolution 1D solution for reference. At this time the shock is

























Figure 4.16: Evolution of total energy and each of its’ component (top) and relative total
energy error (bottom). Our current implementation of gravity generates considerable
error in the total energy. This example was produced by evrard.py and evrard_energy.py.
resolved solution in red for this low resolution run. Further we see significant error in
the conservation of total energy Figure 4.16; a relative error of 27% at the final state.
This is expected as it is pointed out by Springel, (2010). The discrepancy arises from the
gravitational work term which ignores the motion of mass exchanged by adjacent cells.
Springel, (2010) proposed a new formulation for then energy equation that results in better
total energy conservation. This updated method will be added in the next revision of the
code.
4.5 Conclusions
In this dissertation, we have presented the algorithms, design and implementation used
in phd, an object-oriented approach to a Python based moving mesh hydrodynamic
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code. The goal is to provide an easy-to-use, easy-to-modify open source Arbitrary La-
grange Eulerian toolkit. Moreover, we have described the development and thought pro-
cess, and provided specific examples of using and enhancing the code. We have shown,
through a series of test problems, the validity and capability of the code. Furthermore,
the code, tests, and code to generate the figures can be found at http://github.com/
rickyfernandez/moving-mesh. The code is still in its early stage and we hope that we
can stimulate interest to support a development community with the aim to continually
add functionality, documentation, scalability, and user support. In the future, we antici-
pate to add the following additions to the code:
• A chemistry and radiative cooling module
• Magnetohydrodynamics
• GPU backend, to export array based operations to the GPU.
• Individual time stepping, to save computational time in simulations with a large
dynamic range.
• A general domain decomposition API to allow the inclusion of third party load-
balance libraries.
• The addition of the fast multipole method and tree particle mesh gravity solvers.
• New infrastructure for problem initialization, including parallel initialization.
• Hybrid parallelization, MPI communication between nodes and OpenMP for thread
based parallelism within the node.
• Unit aware computation.
The structure of phd is relatively simple, making extensive use of object oriented pro-
162
gramming. The use of the Python language allows the code to be more transparent and
easier to follow, and selective use of Cython permits high performance. We have made
considerable effort to encapsulate the algorithms. Our hope is that, in doing so, we allow
the user to quickly modify or introduce new algorithms into the code. Thus, the user
can spend more time and attention with the physics implementation then dealing with
the side effects. Additionally, the modular approach allows the code to quickly substitute




In this dissertation, we have explored the effects of “slow” cooling with and without met-
als, at low temperatures (T . 104 K). Specifically, we first began exploring the relation
of H2 cooling in a possible scenario of SMBH formation through the formation of mas-
sive 105 Mblack hole (BH) seeds in halos with Tvir  104 K through the so-called direct
collapse channel. This scenario relies on the suppression of H2 formation and cooling, as
efficient cooling promotes fragmentation, thereby preventing the formation of a massive
BH seed. We critically explored the proposition that cold-mode accretion flows would
shock the gas to high densities (n > 104 cm 3) and temperatures (T > 104 K) thereby
by placing the gas in state sometimes termed the “zone of no return”, where H2 would
efficiently collisionally dissociate.
To test this idea, we performed cosmological high-resolution numerical simulations
and found that in the halos examined, shocks formed around the virial radius at relatively
low densities, preventing the mechanism from operating. Moreover, we investigated if
this mechanism could work if the gas was somehow already placed in the “zone of no
return”. We used a high LW background well above the critical flux needed to suppress
H2 formation, allowing a fraction ( 10%) of halo gas to enter the “zone of no return”.
Then the LW background was removed and the simulation continued, showing that the
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gas inside the zone of no return, indeed, stayed there while collapsing to higher densities,
while remaining at T  800 K. This showed that the mechanism does work, however, it
appears that cold-mode accretion flows are unlikely to shock the gas into “the zone of no
return”.
We then proposed a modification to the basic idea, in which some rare halos may
have assembled so rapidly that they underwent many rapid mergers and were kept very
regularly shock-heated, thereby eventually pushing the gas into the “zone of no return”.
Future work would have to investigate the viability of this scenario by constructing a
consistent global models of the simultaneously build up of the LW background and the
assembly of a large number of atomic-cooling halos.
Cooling with the presence of metals was then investigated with regards to the small-
scale fragmentation and global collapse in low metallicity clouds. The study was mo-
tivated by observations of the metallicity distributions of globular clusers (GC)s which
show they are generally bimodal. This bimodal nature has motivated the suggestion of a
two possible formation scenarios: one that produces low-metallicity old GCs and a second
for the generally younger, high-metallicity GCs.
We carried out high-resolution numerical simulations of Bonner-Ebert stable clouds
with densities 10   100 cm 3, radii around 50 pc, and temperatures below 104 K. We
concluded that (without additional radiative heating), there exists a critical metallicity
between 0:001Z and 0:01Z, below which the cloud globally collapses without frag-
mentation. Above the critical metallicity, the gas cloud fragments first, inhibiting global
collapse. The addition of radiative heating boosts the critical heating to typical values
of low metallicity GCs which are around a few percent of the solar value. Thus, our re-
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sults show that metallicity may act as a gate keeper, producing suitable conditions for
low metallicity GCs below the critical metallicity and suppressing, by fragmentation, at
higher values.
Of course, our results are merely suggestive at this juncture as our simulations made
many approximations. Future work would explore alternate initial conditions, as the ones
used, a Bonner Ebert sphere with imposed turbulence, where somewhat simplistic. Pos-
sible extensions would be investigating the setting of colliding flows in low vvir halos.
Moreover the effects of magnetic fields and the formation/evolution of individual stars
can be also included as these process where ignored.
Finally, we introduced a new code, phd, inspired by our work on cooling and past
experiences with other codes. The structure of phd is simple: through the use of object-
oriented programing and other current software practices, it has been designed to en-
courage modification and experimentation. We have gone into extensive detail about the
design choices and design philosophy of the code. Moreover, we have given examples on
how to extend the code and have shown the validity of the code through several standard
test problems.
The code is by no means a finished project. There are several projects planned to
strengthen and extend the code. From the physics side, there are the additions of mag-
netic fields, chemistry, heating and radiative cooling. On the performance front, we want
to include adaptive time steps and a general load balance implementation (space filling
curves, graph based, task based, …), as well as a backend to utilize GPU hardware. From
the user side, we would like to add a general problem initialization infrastructure in serial
and parallel, and the addition of a unit system. Vital to the success of the projects outlined,
166
as well as the growth and sustainability of the code, is the establishment of a community.
There are many technical and social challenges in creating a successful community code
(Turk, 2013), ranging from engaging users and providing documentation and training, to
the difficulty of ensuring regular and comprehensive testing which we have extensive
experience from both the Enzo and yt examples.
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