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Abstract
The accuracy of a large eddy simulation (LES) is determined by the accuracy
of the model used to describe the effect of unresolved scales, the numerical
errors of the resolved scales, and the optimality of the length scale that sep-
arates resolved from unresolved scales (the filter-width, or the coarse-graining
length scale). This paper is focused entirely on the last of these, proposing a
systematic algorithm for identifying the “optimal” spatial distribution of the
coarse-graining length scale and its aspect ratio. The core idea is that the “op-
timal” coarse-graining length scale for LES is the largest length scale for which
the LES solution is minimally sensitive to it. This idea is formulated based on an
error indicator that measures the sensitivity of the solution and a criterion that
determines how that error indicator should vary in space and direction to min-
imize the overall sensitivity of the solution. The solution to this optimization
problem is that the cell-integrated error indicator should be equi-distributed;
a corollary is that one cannot link the accuracy in LES to quantities that are
not cell-integrated, including the common belief that LES is accurate whenever
80-90% of the energy is resolved. The full method is tested on the wall-resolved
LES of turbulent channel flow and the flow over a backward-facing step, with
final length scale fields (or filter-width fields, or grids) that are close to what is
considered “best practice” in the LES literature. Finally, the derivation of the
error indicator offers an alternative explanation for the success of the dynamic
procedure.
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selection, equidistribution principle, error estimation, anisotropy.
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1. Introduction
Large eddy simulation (LES) is the solution of the Navier-Stokes equations
after they have been coarse-grained through some process, whether formally by
application of a low-pass filter to the equations or implicitly by discretization
on a grid. In either case, one can define a coarse-graining length scale (or filter-
width) ∆ that separates the resolved from unresolved scales. The effect of the
unresolved motions is then modeled, either through an explicitly stated model
or implicitly by the numerical error in the discretization. In either case, this
process creates a modeling error which scales with the filter-width ∆.
The LES equations are solved on a computational grid with a grid-spacing
h, a length scale which controls both the numerical errors and the projection
errors [1]. The most common LES approach is to take ∆ = h, in which case the
numerical errors are of similar magnitude to the errors caused by the modeling
of the unresolved scales [cf. 2, 3]. Some studies have sought “grid-independent
LES” by reducing h while keeping ∆ fixed [cf. 2, 4]; while this produces an LES
with negligible numerical errors, it (of course) does not remove the modeling
errors, and the resulting LES is necessarily still “filter-width dependent”.
There are two major ways in which the modeling errors in LES can be
reduced: (i) by developing models that produce more accurate predictions over
a wider range of ∆; and/or (ii) by choosing more “optimal” distributions of
the filter-width ∆. Note that in cases where ∆ = h, the correct choice of ∆
would also depend on (and lead to a reduction of) the numerical and projection
errors. In most cases, the choice of ∆ is arguably at least as important as
the subgrid/subfilter model and the numerical implementation. Simply put,
provided that the models are consistent (for example behaving consistently near
solid walls), most LES codes and subgrid models produce accurate results on
sufficiently “good” grids (i.e., filter-width distributions) and inaccurate results
on sufficiently “bad” grids. This importance of ∆ as a significant modeling
parameter stands in some contrast to the literature on LES over the last half
century, with many papers published on subgrid modeling (cf. the book by
Sagaut [1]) and the influence of numerical errors (cf. [2, 5, 6, 7, 3] and many
others), but with few studies devoted to the problem of how to optimally choose
∆.
The objective of the present work is to develop a systematic algorithm for
finding a nearly “optimal” ∆ as a function of both space and direction (i.e.,
an anisotropic filter-width). This “optimal” distribution, denoted by ∆opt(x,n)
here (with x referring to a spatial location and n to a direction), is defined
as the coarsest ∆(x,n) for which the LES solution is still sufficiently accurate.
Given the connection between ∆ and h (since the ∆/h ratio is in practice either
unity or a fixed predefined value), this work can be viewed equally well as an
algorithm for finding the optimal grid.
The optimal filter-width distribution is (of course) flow-dependent, model-
dependent, and code-dependent. Since it relies on the LES solution on a given
grid, the algorithm is necessarily iterative in nature: as the filter-width (grid)
improves between iterations, the estimate of ∆opt becomes more accurate. This
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type of process is usually termed “grid adaptation”, but could also be called
“filter-width adaptation” in the context of LES.
The adaptation process is driven by an “error indicator” that, based on an
existing LES solution for a given ∆(x,n), estimates the characteristics of error
generation and leads to a new target ∆ˇ(x,n) field that is closer to optimal
(by applying some criteria that determines how the error indicator should be
distributed). There have been some attempts to develop such error indicators
in the literature, most of which have been based on relatively heuristic physics-
based arguments.
Some early attempts relied on the importance of the energy dissipation pro-
cess and thus defined their error indicator as the fraction of energy dissipation
caused by the sub-grid/sub-filter scale (SGS/SFS) model to the total [cf. 8].
This is closely related to using the ratio of the eddy viscosity to the molecu-
lar viscosity as a measure of accuracy [cf. 9]. However, this general concept is
meaningful only at low Reynolds numbers, since the whole idea of LES is to
avoid having to resolve the viscous dissipation.
A more successful class of methods was inspired by the more realistic argu-
ment that LES is accurate whenever the contribution of the modeled scales to
the total kinetic energy is sufficiently small [10]. This is a much better assump-
tion, and more consistent with the purpose and premise of LES. Pope [11] used
this intuitive argument to suggest that the proportion of resolved to total kinetic
energy could be used as a local indicator function. Bose [12] used the kinetic
energy in the smallest resolved scales directly (i.e., without scaling with the
resolved or total energy) as an error indicator. In both approaches, ∆opt(x,n)
was found by requiring a constant and uniform indicator function everywhere
in space (e.g., that no more than 10% of the total kinetic energy was in the
unresolved/small scales). While this general idea of connecting the accuracy of
LES to the amount of small-scale (or unresolved) kinetic energy is quite intu-
itive and has been found to work well in several cases [12, 13], it is important
to acknowledge that it is heuristic in nature: there is no equation showing that
error scales with the small-scale or unresolved kinetic energy. For example, a
perfect SGS/SFS model used with ∆/h  1 would introduce no modeling or
numerical error regardless of the small-scale kinetic energy. Similarly, while the
unresolved kinetic energy (or its ratio to the total) may be a good measure of
projection or modeling errors in some of the flows and for some of the variables
it may not be true in all flows or for all variables.
Several researchers tried to modify and improve the error indicators dis-
cussed so far, or even used the LES solution on more than one grid (usually
combined with Richardson extrapolation) to define more accurate indicators
[cf. 14, 9, 15, 16, 17], but still based on the same heuristic ideas about the im-
portance of energy or dissipation to LES accuracy. Some of these modified indi-
cators are: the modified “activity parameter” (ratio of dissipations) to include
numerical dissipation as well [9, 17], the relative SGS viscosity index [17, 18],
the relative Kolmogorov scale index [17, 18], combining the energy-based LES
error indicator with another indicator for numerical errors [19], using Richard-
son extrapolation and the LES solution on two or three grids to better estimate
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the total kinetic energy [17, 18], etc. Similarly, in the method of Systematic
Grid and Model Variation (SGMV), Richardson extrapolation was employed
as a way of deconvolution of the mean velocity [14, 15, 17, 20] and Reynolds
stresses [20], where in the process the numerical and modeling errors (and their
effect on the mean fields) were also approximated.
We should also mention the class of multi-resolution LES (MR-LES) meth-
ods [cf. 1, 21] where two parallel simulations are performed on two slightly
different grids, with the difference between the two solutions used to infer the
sources of error. The chaotic nature of the equations then requires regular
synchronization of the two solutions.
The most sophisticated approach to date was developed by Hoffman and
Johnsson [cf. 22, 23] and later Barth [24] who defined error indicators within a
finite-element framework that included both the numerical errors and the esti-
mated modeling error through a scale-similarity model. They also solved the
adjoint equation to directly connect the estimated local errors to integrated
“quantities of interest” (QoIs). Despite the comprehensive treatment in these
papers, this approach has not been adopted extensively in the community. Part
of the reason is probably that the work was focused on the finite-element ap-
proach, another is that the adjoint equations diverge exponentially for long-time
integration of chaotic flows [cf. 25, 26].
A quantitative comparison of most of the aforementioned error indicators is
given in Fig. 1 for the case of the wall-resolved LES of the channel flow.
One major shortcoming of most existing error indicators is that they are
based on scalar error indicators which are unable to infer anything about the
optimal anisotropy of ∆(x,n). In other words, if starting from an isotropic
grid/filter-width, a scalar error indicator could never produce an anisotropic
final state. This is inconsistent with, for example, the highly anisotropic grids
required near the wall in LES. Among the few studies that did address the
anisotropy of the filter was that of Addad et al. [27], who defined their ∆opt(x,n)
directly based on an empirical criterion about the relative size of the filter com-
pared to the Taylor microscale and the RANS dissipation length scale. Another
approach was taken by the present authors in prior work [13], where the optimal
anisotropy was inferred from the directionally high-pass test-filtered solution
field combined with the standard heuristic argument connecting the error gen-
eration to the energy in the small-scale field (the filter-width selection criterion
of that work was also based on heuristic arguments). The other works that
addressed the problem of anisotropy of the grid (cf. [28] as one of the best and
most comprehensive examples) had their error indicators defined solely based
on the numerical errors and therefore do not fully address the problem in LES.
In the present work we develop a new error indicator for LES that is derived
more directly from the governing equation and thus requires less heuristics. The
key assumption becomes that the LES equations should be minimally sensitive
to a change in the filter-width. The final definition of the error indicator (and
in part the reasoning leading to it) becomes closely related to the dynamic
procedure [29, 30], and in fact leads to an alternative explanation for why the
dynamic procedure works; this is discussed briefly in Section 2.2.
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Figure 1: A comparative study of different LES error indicators for a typical wall-resolved
LES of the channel flow at Reτ ≈ 545 using the Vreman model (constant model coefficient
of cv = 0.03) with a near-wall resolution of (∆
+
x ,∆
+
yw/2,∆
+
z ) ≈ (72, 2.7, 30) in friction units,
using a sixth-order accurate numerical method and ∆/h = 1.6 (to minimize the effect of
numerical errors and have a fair comparison between different error indicators). The region
of error generation is shaded on both plots. The top panel shows the mean velocity and
streamwise Reynolds stress, while the bottom panel plots different error indicators for: (a)
the error indicator proposed in this work (defined in Eqn. 7 and converted to a single number
in the sense of the integrand of Eqn. 10), (b) ratio of eddy viscosity to molecular viscosity
proposed by Geurts and Fro¨hlich [8], (c1,2) ratio of unresolved to total kinetic energy proposed
by Pope [11] as “1−modified value” proposed by Celik et al. [17] (light green) and the small
scale energy normalized by the local value of kinetic energy (dark green), (d) the small-scale
energy without local scaling proposed by Bose [12] (also equivalent to the previous work of the
present authors [13] applied using a non-directional filter), (e) the ratio of effective viscosity
index proposed by Celik et al. [17, 18] (1−value), (f) the ratio of Kolmogorov scale index
proposed by Celik et al. [17, 18] for the cube root of the cell volume as length scale (1−value),
(g) sum of the absolute values of the numerical and modeling errors in the mean velocity
profile from the SGMV method proposed by Klein et al. [14, 15, 17] for the recommended
values of m = 2/3 (scaling exponent for modeling errors) and n = 6 (nominal numerical
order of accuracy), (h1-11) solution error from the MR-LES method proposed by Legrand et
al. [21] (lightest to darkest colors correspond to different times after the last synchronization
for (t − ts)Ub/H = 0, 0.1, 0.2, ..., 1.0, respectively). The profiles of all error indicators are
normalized to make them comparable. Note that the error indicators (a), (d), and (h) are the
only successful ones in identifying the region of error generation for this specific flow. Refer
to the original text of each work for more details.
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The present work is focused on statistically stationary problems for which
we seek a stationary grid/filter-width. In other words, the grid/filter-width
is adjusted only between LES runs, and the adaptation step becomes solely a
post-processing operation with no changes needed in the LES solver at all. We
should also emphasize that the focus here is entirely on the problem of finding
∆opt(x,n) and not at all the exact way of creating this new grid (i.e., on the
scientific computing aspect, etc.); we simply use currently available tools to gen-
erate these grids without worrying about parallel performance, data structures,
etc. Other factors like the grid quality, stretching factor, etc. have not been
considered either. Consequently, the results presented in this paper could pre-
sumably be improved by imposing some constraints on the grid quality metrics
or stretching factors, or by use of more sophisticated and flexible grid-generation
toolboxes capable of generating a closer grid to the target ∆opt(x,n).
2. Methodology
The governing equation for large eddy simulation (LES) can be formally
derived by applying a low-pass filter with characteristic filter-width ∆ to the
Navier-Stokes equation [cf. 31, 1]. In practice, this filtering (or coarse-graining)
is often done implicitly when constructing the computational mesh, by assuming
that the filter-width is either equal to the grid-spacing h or some fixed fraction
larger than it. After replacing the unclosed residual stress tensor τij by a model
τmodij (uk), the resulting equation (for incompressible flows) is
∂ui
∂t
+
∂uiuj
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τ
mod
ij (uk)
∂xj
, (1)
where ui and p are the resolved velocity and pressure fields, and ρ and ν are
density and kinematic viscosity of the fluid (both assumed constant).
The developments in this paper are based on Eqn. 1 (i.e., for implicitly
filtered LES) which is arguably the most popular formulation. Derivations for
some alternative forms of this equation are given in Appendix B, including:
(i) when the convective flux is written as uiuj (used when applying an explicit
filter in the solver, known as explicitly filtered LES); (ii) when solving LES
without an explicit subgrid model τmodij (implicit LES, or ILES); and (iii) for
compressible LES.
2.1. Proposed error indicator
The idea of this section is to estimate how sensitive the LES equation 1 is to
a change in the filter-width ∆ in any given direction and at any given location,
and to use that to define our error indicator. The estimate will be derived and
computed using a low-pass test filter, which must be able to filter only in a single
direction (i.e., filter modes with high wavenumber in that single direction) in
order to infer anything about the anisotropy of the optimal filter-width. On
structured grids such a uni-directional test-filter along the grid lines is trivial
to implement and there is much flexibility in the choice of test-filter [cf. 1, 32].
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To make this work applicable to general geometries and grid topologies, we will
instead use the directional differential filter from our previous work [13] defined
as
φ̂
(n0) ≈
(
I +
∆
2
n0
4
nT0∇∇Tn0
)
φ , (2)
where φ = φ(x) is the original resolved LES field, φ̂
(n0)
= φ̂
(n0)
(x) is the di-
rectionally low-pass test-filtered (in direction n0) field, ∆n0 = ∆(x,n0) is the
filter-width in direction n0 (where n0 is the unit direction vector), and I is the
identity tensor (see [33, 34] for the definition of the filter kernel). The doubly
contracted Hessian matrix nT0∇∇Tn0 can also be expressed in index notation
as n0,in0,j∂
2/∂xi∂xj = ∂
2/∂x2(n0). For a structured grid with uniform grid-
spacing and using second-order central differencing the filter of Eqn. 2 simplifies
to a uni-directional box filter of width 2∆(x,n0) applied using the trapezoidal
rule. More details about this filter is given in Appendix G. Also, note that the
chosen test-filter of Eqn. 2 is not unique, but part of a more general class of
differential filters [32, 1] that can be modified to contain directional information
and potentially replace Eqn. 2.
Applying the directional test-filter to Eqn. 1 yields (assuming that filtering
and differentiation commute, see Appendix C for how to include the effect of
commutation errors, and Appendix G for filters with low commutation errors)
an evolution equation for the filtered instantaneous fields at the test-filter level
as
∂û
(n0)
i
∂t
+
∂ûiuj
(n0)
∂xj
= −1
ρ
∂p̂
(n0)
∂xi
+ ν
∂2û
(n0)
i
∂xj∂xj
− ∂
̂τmodij (uk)
(n0)
∂xj
. (3)
An alternative way to obtain an evolution equation for the solution at the
test-filter level is to write the filtered Navier-Stokes equations (Eqn. 1) at the
test-filter level instead:
∂v̂
(n0)
i
∂t
+
∂v̂
(n0)
i v̂
(n0)
j
∂xj
= −1
ρ
∂q̂
(n0)
∂xi
+ ν
∂2v̂
(n0)
i
∂xj∂xj
−
∂τmodij
(
v̂
(n0)
k
)
∂xj
, (4)
where v̂
(n0)
i and q̂
(n0)
are the resolved velocity and pressure fields at the test-
filter level ∆̂
(n0)
= ∆̂
(n0)
(x,n).
Defining the difference between the two solutions as
ê
(n0)
i = v̂
(n0)
i − û
(n0)
i , Π̂
(n0)
= q̂
(n0) − p̂(n0) ,
and subtracting Eqn. 3 from Eqn. 4 yields an evolution equation for the differ-
ence as
∂ê
(n0)
i
∂t
+ û
(n0)
j
∂ê
(n0)
i
∂xj︸ ︷︷ ︸
T1
− ν ∂
2ê
(n0)
i
∂xj∂xj︸ ︷︷ ︸
T2
+
∂ê
(n0)
i ê
(n0)
j
∂xj︸ ︷︷ ︸
T3
+ ê
(n0)
j
∂û
(n0)
i
∂xj︸ ︷︷ ︸
T4
+
1
ρ
∂Π̂
(n0)
∂xi︸ ︷︷ ︸
T5
= F̂
(n0)
i ,
(5)
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where
F̂
(n0)
i (x) =
∂
∂xj
(
ûiuj
(n0) − û(n0)i û
(n0)
j
)
+
∂
∂xj
(
̂τmodij (uk)
(n0) − τmodij
(
v̂
(n0)
k
))
.
(6)
Terms T1 and T2 in the error evolution equation 5 describe convective and
viscous transport, term T3 is a nonlinear transport term, term T4 becomes
a production term in the governing equation of ê
(n0)
i ê
(n0)
j , and term T5 is a
pressure-like term that keeps ê
(n0)
i divergence-free. The terms in Eqn. 5 are
grouped such that all terms involving ê
(n0)
i are on the left while the terms not
involving the error are grouped in F̂
(n0)
i (x).
The difference ê
(n0)
i can be interpreted as a measure of sensitivity of the
solution to the filter level used in its computation. In a chaotic system (like
LES), this difference will of course diverge exponentially (at early times) and
thus rapidly become meaningless when û
(n0)
i and v̂
(n0)
i become uncorrelated.
Having said that, over short time scales, when starting from identical solutions
(ê
(n0)
i = 0), Eqn. 5 shows that F̂
(n0)
i (x) is the source of initial divergence between
the two solutions (since, with ê
(n0)
i = 0, all terms of the left side of Eqn. 5
are zero). We can then hypothesize that the magnitude of F̂
(n0)
i (x) remains a
meaningful estimate of the error generation in an LES, even beyond the short
time horizon.
The proposed error indicator is then defined as
G(x,n) =
√〈
F̂
(n)
i(x) F̂
(n)
i(x)
〉
, (7)
where 〈·〉 denotes a suitable averaging operator, and · signifies the filter-level on
which the test-filtering is applied (i.e., ∆). In the present work we are interested
in finding the optimal static grids for statistically stationary problems, and hence
averaging is performed over time and any homogeneous spatial directions. For
more general settings the averaging operator could be adjusted accordingly. For
example, in flows with strong unsteady effects at a slow time-scale (e.g., vortex
shedding) one could use a low-pass time filter, and for temporally periodic flows
(e.g., pulsating flows) one could use a phase average.
The final definition of the error indicator given by Eqns. 6 and 7 essentially
measures the error in the divergence of the Germano identity tensor. However,
rather than heuristically taking this quantity to define an error indicator, the
derivations of this section show that this is the relevant quantity to minimize in
order to minimize errors related to the filter-width. The connections between the
error indicator, the Germano identity, and the dynamic procedure are discussed
in more details in Section 2.2.
The first term (the Leonard-like stress) in F̂
(n)
i(x) can be directly computed
from the LES solution ui, and τ
mod
ij (uk) is also known from the LES. On the
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other hand, the SGS stress tensor in the imagined evolution equation at the
test filter level (Eqn. 4) is defined based on the imagined velocity field v̂
(n)
i .
One option would be to actually run an additional LES solving Eqn. 4 but in a
synchronized way (similar to the MR-LES methods of Legrand et al. [21], but
with the error indicator of this work). The alternative, which is applied here,
is to use the test-filtered velocity field from the original LES solution to expand
the SGS tensor as well, i.e.,
τmodij
(
v̂
(n)
k
)
= τmodij
(
û
(n)
k
)
+ Tij
(
ê
(n)
k
)
,
where the dependence of Tij on û(n)k is purposefully suppressed to emphasize
that all of its terms contain ê
(n)
k and must vanish when ê
(n)
k = 0 for consistent
SGS models (see the supplementary materials for an example of Tij in the case
of Smagorinsky eddy viscosity model). As a result, T6 = ∂Tij/∂xj can be moved
to the left-hand side of Eqn. 5 where it becomes excluded from the imagined
error source (based on the same reasoning used before). Note that expanding
τmodij (v̂
(n)
k ) using the test-filtered field û
(n)
k is not only simpler (and cheaper),
but also more consistent with our current formulation.
The Leonard-like stress in the definition of F̂
(n)
i(x) can be further simplified
for a known filter kernel. For the example of the filter of Eqn. 2 this term takes
the form
ûiuj
(n) − û(n)i û
(n)
j =
∆
2
n
2
∂ui
∂x(n)
∂uj
∂x(n)
− ∆
4
n
16
∂2ui
∂x2(n)
∂2uj
∂x2(n)
, (8)
with no summation over n. Therefore, the divergence of this term has a second
derivative in its leading term and somewhat resembles the truncation or inter-
polation error of a low-order numerical scheme [cf. 13, 19, 35, 36]. Note that
depending on the test-filter (i.e., first, second or higher derivatives in the defini-
tion of the differential filter) the Leonard-like stress can generally resemble the
truncation error of different numerical schemes. Also note that the leading term
in the expansion of Eqn. 8 has a similar form to the Clark model [cf. 1, 37, 38],
but with a different coefficient (i.e., 1/2 instead of 1/12) due to the difference
in filtering.
2.2. Connection to the dynamic procedure
The dynamic procedure [29, 30] is a way to compute model constant(s)
through test-filtering, which has received a lot of attention in the LES commu-
nity. It finds the model coefficient that minimizes
êdyn =
〈
(L̂ij + M̂ij)(L̂ij + M̂ij)
〉
,
where ·̂ is a regular test-filter (i.e., not directional), and
L̂ij = ûiuj − ûiûj , M̂ij = ̂τmodij (uk)− τmodij
(
ûk
)
.
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There have been multiple explanations for how/why the dynamic procedure
works. The original explanation appealed to scale similarity in the inertial
range (cf. [39, 40] and references therein), but as pointed out by others [cf.
10, 11] this fails to explain why the dynamic procedure works during transition
to turbulence or in the near-wall region of turbulent boundary layers (arguably
its greatest success). The lack of any scale similarity at the test-filter level in
those scenarios (the filter is close to the dissipative range in wall-resolved LES)
therefore makes the original explanation unlikely.
Jimenez & Moser [10] suggested that the explanation has to do (among other
things) with dissipation, that the dynamic procedure makes the dissipation by
the LES model equal to the production of the Leonard stresses. An alternative
explanation was put forth by Pope [11], who showed that the dynamic procedure
can be derived by requiring that the total Reynolds stress (i.e., resolved plus
modeled) should be minimally sensitive to the filtering level, i.e., that the model
coefficient should be chosen to minimize (in magnitude)(
ûiuj +
̂τmodij (uk)
)
−
(
ûiûj + τ
mod
ij (ûk)
)
,
which is equal to minimizing L̂ij + M̂ij . Although not directly stated in [11],
the choice of the total Reynolds stress as the critical quantity presumably comes
from the importance of stresses in momentum transport.
The present derivation of the error indicator G implies a somewhat similar
but slightly different explanation for why the dynamic procedure works, with-
out any specific assumption about turbulence properties like scale-similarity or
about the importance of Reynolds stresses, energy or dissipation in the accuracy
of the LES solution.
The residual force F̂ i of Eqn. 6 is simply the divergence of the total tensor
subject to minimization in the dynamic procedure, i.e.,
F̂ i = ∂
∂xj
(
L̂ij + M̂ij
)
.
Pope arrived at the minimization of this tensor by requiring that the predicted
total stress from an LES should be insensitive to the filter level (with a heuristic
step that this should lead to a less sensitive, and hence more accurate, solution);
here, we instead arrive at the same thing by requiring that the assumed source
term in the evolution equation for the difference between the two solutions at
the same filter levels (i.e., the solution sensitivity to the filter-width used in its
computation) be as small as possible. In other words, while the error in the
Germano identity is definitely a relevant quantity in minimizing the solution
sensitivity, the significance of the derivation of Section 2.1 is to show that it is
the relevant one (and not just one of the relevant measures).
We should also note that the present work clearly suggests that the force F̂ i
rather than the tensor L̂ij+M̂ij should be minimized in the dynamic procedure.
This has actually been tested before in the literature, in the work of Morinishi &
Vasilyev [41]. The downside is that this leads to a nonlinear second-order PDE
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for the model coefficient, which is presumably why this version of the dynamic
procedure has not received the attention and popularity it arguably deserved.
Interestingly, our tests on the channel flow suggest that using the full tensor
to drive filter-width adaptation leads to extremely fine cells in the wall-normal
direction and is therefore strongly discouraged.
2.3. Finding the optimal filter-width
The error indicator estimates the introduction of error into the evolution
equation due to insufficient resolution, but does not automatically determine
how much the resolution needs to be changed for the error to go down to a
certain level. One approach would be to refine the filter by a fixed factor, say
cut the filter in half, in any direction n and location x that the value of the error
indicator is above a certain threshold. This is not optimal however. It is much
better if we can predict the change of the error indicator for any given change
in the filter-width, and then adjust the filter-width proportionally. The latter
approach requires a direct link between the error indicator and filter-width (i.e.,
a model). In the present work, we adopt the simplistic model
Gˇ(x,n) ≈ g(x,n)∆ˇα(x,n) , (9)
where Gˇ(x,n) is the predicted value of the error indicator on the filter-level
∆ˇ(x,n) and the “error source density” g(x,n) is computed from the existing
LES solution as
g(x,n) =
G(x,n)
∆
α
(x,n)
.
The exponent α should be different in different flow regimes (free-shear tur-
bulence, near-wall turbulence, etc.; cf. [42]) and in different directions, but is
simply taken as α=2 in our assessments on turbulent channel flow (Section 3)
and the flow over a backward-facing step (Section 4) without any attempts at
finding the best value. The derivations in the rest of this Section are based
on a constant value of α, with generalization to the spatially and directionally
varying scaling exponent given in Appendix A.
The optimal filter-width distribution is the one that leads to the highest
accuracy among all possible filter distributions with the same computational
cost. The “highest accuracy” is considered here to be equivalent to the lowest
introduction of “error” in the sense of Eqn. 5. In the following we assume a grid
with hexahedral cells, though possibly with “hanging nodes” and not necessarily
with a structured topology.
Assuming that the error source is proportional to the magnitude of Gˇ, the
total error to be minimized is, for the special case of a grid with only hexahedral
cells,
eˇtot ∝
∫
Ω
√
Gˇ2(x,n1) + Gˇ2(x,n2) + Gˇ2(x,n3) dx , (10)
where the n1, n2 and n3 directions are the three directions of the hexahedral
cells (or in computational space, for a structured grid). The computational
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cost is assumed proportional to the number of cells in this work, which can be
estimated [cf. 28] as
Ntot ≈
∫
Ω
dx
Vˇc(x)
where Vˇc is the volume of a cell. Assuming a fixed ratio of ∆/h, we then have
(again assuming a grid with hexahedral cells)
Ntot ∝
∫
Ω
dx
∆ˇ(x,n1)∆ˇ(x,n2)∆ˇ(x,n3)
. (11)
These expressions for the total error and the computational cost are simplis-
tic and could of course be made more realistic. For example, the computational
cost could include the size of the time step, especially for compressible solvers.
One advantage of these simple estimates is that the optimal solution can be
found analytically. First, it is quite easy to show that the optimal solution has
the error indicator Gˇ(x,n) equally distributed among the different directions,
i.e., that it is equal in all directions n for every fixed location x (assuming that
α is the same in all directions; see Appendix A for more details, including
directionally and spatially varying α). This can be solved (for the special case
of hexahedral cells treated here) to yield
Gˇopt(x,ni) = g(x,ni)∆ˇαopt(x,ni) = gvol(x)∆ˇαvol,opt(x) , i = 1, 2, 3 , (12)
where
gvol = (g(x,n1)g(x,n2)g(x,n3))
1/3
, ∆ˇvol,opt =
(
∆ˇopt(x,n1)∆ˇopt(x,n2)∆ˇopt(x,n3)
)1/3
.
This implies that the predicted optimal cell aspect ratio is, for example,
∆ˇopt(x,nj)
∆ˇopt(x,n1)
=
(
g(x,n1)
g(x,nj)
)1/α
, j = 2, 3 .
Examples of the predicted optimal cell aspect ratios are given in Fig. 2 for a
turbulent channel flow and the region inside the recirculation bubble in the flow
over a backward-facing step.
The distribution of ∆ˇvol,opt(x) as a function of location x can be found
by solving an optimization problem that minimizes eˇtot of Eqn. 10 with an
equality constraint on Ntot. This reduces to minimizing the Lagrangian L =
eˇtot + λNtot (where λ is a Lagrange multiplier) with respect to ∆ˇvol(x), which
for the simplified versions of eˇtot and Ntot for hexahedral cells takes the solution
gvol(x)∆ˇ
α+3
vol,opt(x) = Λ = const. (13)
Note that Eqn. 13 clearly suggests that the cell integrated error indica-
tor (i.e., the error indicator, gvol(x)∆ˇ
α
vol,opt(x), multiplied by the cell volume,
∆3vol,opt(x)) is the quantity that must be uniformly distributed in order to
achieve the optimal state. A very important implication of this equation is that
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Figure 2: Examples of the predicted optimal cell aspect ratios ∆ˇopt(x,n2)/∆ˇopt(x,n1) (black
lines) and ∆ˇopt(x,n3)/∆ˇopt(x,n1) (blue lines) for (a) turbulent channel flow and (b) an x-
normal plane inside the recirculation region of the flow over a backward-facing step (x/H = 2,
see Section 4).
the notion of setting quantitative guidelines on the error indicators (e.g., that a
good LES is the one that resolves 90% of the total turbulent kinetic energy) is
necessarily suboptimal (if not meaningless) and should always be avoided.
Equations 13 and 12 define our optimal filter-width ∆ˇopt(x,n) on any given
grid with a specified Ntot number of cells.
2.4. The stopping criterion
The question of convergence under grid refinement (or filter-width refine-
ment) can be a bit philosophical in the context of LES. Since LES is by defi-
nition under-resolved, the solution will necessarily change and develop smaller
scales as one refines the filter-width. So in a point-wise (in space and time)
sense, the LES solution does not converge for finer filter-widths, at least not
until the DNS limit is reached. While true, this is not a very practical definition
of convergence for LES. The National Research Council [43] suggests that the
best-practice is to identify important simulation outputs (“quantities of inter-
est”, or QoIs), defined as deterministic functionals of the solution, and assess
the convergence of these specific outputs only. This makes sense: if the QoIs
we are interested in did not converge well before the DNS limit (in parts of the
domain where LES is used), LES would be a pointless tool. In other words,
LES makes sense for QoIs that are generally functions of the larger scales of
turbulence (e.g., lift, drag, pressure rms, Reynolds stress, etc., that do not di-
rectly depend on the fine scales of the solution) but not if the purpose is to
predict the fine-scale turbulent quantities (e.g., some short-distance structure
function, molecular dissipation or similar, that are functions of the small-scale
instantaneous solution). Coming back to the adaptation algorithm, the main
point is that (i) the convergence should only be judged for specific QoIs, and
not based on whether or not the instantaneous solution is converged, and (ii)
this judgement cannot be directly based on the estimated local sources of error;
i.e., one cannot assume that the LES is accurate if a certain portion of the tur-
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bulence is resolved or if the proposed error indicator is below a certain threshold
(even if that threshold in set on the cell integrated error indicator, consistent
with Eqn. 13), as that acceptable threshold depends on the flowfield and the
specific QoIs.
In principle, the adjoint equation can produce such a link between a QoI and
the local error sources, which is why it is possible to estimate the convergence of
the QoI in the adjoint-weighted residual method [cf. 44]. However, for a chaotic
system like LES the adjoint fields become singular for long time integration [cf.
45, 25, 26] that is required in statistically stationary flows, and the possible
workarounds [cf. 25, 26] are still orders of magnitude more expensive than solving
the forward LES equation. As a result, we are not considering adjoints in this
work. This implies that the proposed adaptation algorithm does not contain a
criterion for when to stop the process: this must instead be judged by a user
after computing the QoIs and assessing their convergence. Note that once the
adjoint equations can be solved the computed adjoint fields can be included in
the definition of eˇtot in Eqn. 10 (with some minor modifications) to enable a
direct link between the estimated local source of errors (F̂
(n)
i(x) in that case) and
the error in the QoIs.
Assuming that we have M quantities of interest Qm in the simulation allows
for the total error in these QoIs to be defined as
erefQoI =
M∑
m=1
wmδQ
ref
m , (14)
where δQ
ref
m is the change in Qm compared to a reference solution and wm is an
appropriate weight with
∑
wm = 1.
Two different reference solutions are used to compute the total error in this
paper: (i) the LES solution on the previous grid that was used to compute
the error indicator and generate the current grid (labeled eprevQoI ); and (ii) a
converged DNS solution (labeled eDNSQoI ). In a practical situation only the former
is available, and hence convergence must be judged based on eprevQoI alone. The
DNS-based error eDNSQoI is computed here solely to judge the true accuracy of
each solution in order to assess the adaptation process.
The first grid that satisfies the criterion on erefQoI is taken as the “optimal”
grid in this work. A more conservative criterion would be to require multiple
sequential grids to satisfy the convergence criterion.
The proposed method is next assessed on turbulent channel flow (Section 3)
and the flow over a backward-facing step (Section 4).
3. Assessment on turbulent channel flow at Reτ ≈ 545
The filter-width adaptation problem is inherently an optimization problem:
we should therefore check whether the predicted grids/filter-widths are “opti-
mal”, in the sense of leading to the best accuracy at the lowest cost. While
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true optimality is extremely difficult to assess in the context of LES (probably
impossible, due to the presence of modeling errors and the uncertainties intro-
duced by the projection errors), the turbulent channel flow is arguably as close
as we can get given the many decades of experience with this flow in the LES
community and the detailed analyses available [cf. 46, 47]. For the turbulent
channel cases, we therefore ask whether the adaptation algorithm can produce
grids close to the ∆+opt ≈ (40, 1, 20) or so that is widely considered a “good”
grid for wall-resolved LES.
All simulations are started from exceedingly coarse grids that are essentially
ignorant of the flow physics; this is done to test the robustness with severely
underresolved solutions. In the same spirit, we push the resolution of the final
grids to the DNS limit, to make sure that the method is still robust when the
LES model becomes effectively inactive. The idea here is that, no matter how
coarse or fine the grid might be, a robust method should always drive the grid
towards a distribution that leads to lower errors in the solution.
To further test the robustness of the method, we consider three different
approaches: (i) LES with a mixture of modeling and numerical errors; (ii) LES
where the modeling errors are dominant; and (iii) DNS, which is purely affected
by numerical errors.
The predicted filter-widths and associated solution accuracy are compared
to those from our previous work [13] in Appendix D.
3.1. Code and problem specification
The code used for this problem is the Hybrid code, which solves the compress-
ible Navier-Stokes equations for a calorically perfect gas on structured Cartesian
grids using sixth-order accurate central differencing schemes with a split form of
the convective term (skew-symmetric in the limit of zero Mach number) for in-
creased numerical stability. Time-integration is handled by classic fourth-order
Runge-Kutta. The code solves the implicitly-filtered LES equations with an
explicit eddy viscosity model.
The bulk Reynolds number Reb = ρbUbH/µw (where ρb is the bulk density,
Ub is the bulk velocity, H is the channel half-height and µw is the viscosity
at the wall) is 10,000, which leads to a friction Reynolds number of about
Reτ ≈ 545. The bulk Mach number is 0.2. The computational domains are of
size (Lx, Ly, Lz) = (10H, 2H, 3H). Since the code is structured, the grid-spacing
in the wall-parallel directions is taken as the smallest predicted value along y.
The simulations are integrated for a time of 200H/Ub (around 11H/uτ ) before
collecting statistics over a period of 600H/Ub (slightly more than 32H/uτ ),
by post-processing 400 snapshots that are 1.5H/Ub (close to 0.08H/uτ ) apart
from each other. The convergence error is found to be sufficiently small as to
not affect any of the conclusions in this study. This long integration time is
primarily required for convergence of the mean profiles, while the adaptation
process can actually be performed with averages collected over a much shorter
time since the error indicator is primarily affected by small scales. A careful
study of the statistical convergence of the error indicator and its predicted grids
is delayed until Section 5.
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To measure convergence, the QoIs are defined based on the mean velocity
and the Reynolds stresses. Specifically, the errors in the QoIs are defined as
δQ
ref
1 =
∫ b
a
∣∣∣U+1 − U˜+1,ref ∣∣∣ d (ln y+)∫ b
a
U˜+1,ref d (ln y
+)
δQ
ref
2-5 =
∫ b
a
∣∣∣∣Rtot+ij − R˜tot+ij,ref ∣∣∣∣ d (ln y+)∫ b
a
R˜tot
+
kk,ref/2 d (ln y
+)
, (i, j) = (1, 1), (2, 2), (3, 3), (1, 2) .
(15)
where U1 = 〈u1〉 and Rtotij =
〈
u′iu
′
j
〉
+
〈
τmodij (uk)
〉
are the mean velocity and the
total Reynolds stress on the LES grid (with characteristic filter-width ∆). The
reference quantities U˜1,ref and R˜
tot
ij,ref are taken either from the previous LES
grid in the sequence of adapted grids (for eprevQoI ) or from the DNS of del Alamo
& Jimenez [48] (for eDNSQoI ). The integration limits (a and b) are taken as y
+ = 2
to y+ = Reτ/2 (i.e., y = H/2), where the core of the channel is excluded since
it is the most affected by the domain size. Note that the error in all of the
Reynolds stresses is normalized by the (integral of the) kinetic energy R˜tot
+
kk /2.
These five δQ
ref
m are then equally weighted to form the final error metric
erefQoI =
1
5
5∑
m=1
δQ
ref
m . (16)
3.2. LES with a mixture of modeling and numerical errors
We first use the dynamic Smagorinsky model [29, 30] with filtering and av-
eraging in the wall-parallel directions to compute τmodij . Since the implicitly
filtered LES equations are solved in the code the filter-width is implicitly as-
sumed to be equal to the grid-spacing, i.e., ∆/h = 1. Combined with the use
of numerics with low numerical dissipation, this produces solutions that are
contaminated by both modeling and numerical errors of about similar magni-
tudes [cf. 2, 49].
This first grid has a uniform resolution of (∆x,∆y,∆z)/H = (0.20, 0.10, 0.20),
corresponding to (∆
+
x ,∆
+
yw/2,∆
+
z ) ≈ (110, 28, 110) if one uses the fully con-
verged friction velocity. Note that ∆
+
yw/2 is the distance between the first grid
point and the wall.
After performing an LES on this grid, we need to compute the error indicator
which requires the computation of the eddy viscosity at the test-filter level.
Assuming that the model coefficient is the same at the grid- and test-filter
levels, this can be computed approximately as
V(n0)sgs ≈
∆̂(n0)
∆
2
∣∣∣∣Ŝ(n0)∣∣∣∣
|S| νsgs , (17)
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Figure 3: Computed values of G(x,n) for grids (a) DSM-1, (b) DSM-2 and (c) DSM-3.
The streamwise, wall-normal and spanwise directions are shown by the lightest to the darkest
colors (in that order).
where νsgs is the eddy viscosity in the underlying LES. The effect of this ap-
proximation is minor, with a full assessment shown in Appendix E. We assume
∆̂
(n0)
/∆ ≈ 3√2 for all 3 directions, since the test-filter of Eqn. 2 is wider by a
factor of two in only one direction. This assumes that the characteristic filter-
width is taken as the cube-root of the cell volume, which is actually not explicitly
enforced here since the filter-width definition can be absorbed into the model
constant in the dynamic procedure.
The computed error indicator on the first grid is plotted in Fig. 3. As
expected for this coarse uniform grid, the largest error indicator is for the wall-
normal direction in the vicinity of the wall. The next grid (DSM-2) is then
generated by enforcing the grid selection criteria of Eqns. 12 and 13. Note that
due to the structured nature of the computational grid we have to take the
minimum of the target streamwise and spanwise resolutions across the channel
in order to generate each of the grids. The constant Λ in Eqn. 13 is adjusted
(in an iterative process) such that the number of grid points in the next grid
DSM-2 increases by a factor of 5.
The key metrics for all grids are reported in Table 1, and the solutions are
shown in Fig. 4.
The grid DSM-2 has a grid-spacing of (∆
+
x ,∆
+
yw/2,∆
+
z ) = (77, 5.6, 55). The
solution on this grid is actually not bad (Fig. 4), but of course not converged.
The error indicator computed from the DSM-2 solution is shown in Fig. 3, and
again shows the largest error coming from the wall-normal resolution near the
wall, followed by the spanwise resolution throughout much of the buffer layer.
The resulting grid DSM-3 produces a solution where the Reynolds stresses are
close to the DNS and where the error indicator values in the different directions
are closer to being balanced, suggesting that the algorithm has found a nearly
“optimal” state.
The adaptation algorithm is continued until DSM-8. After the first two
adaptations, the target number of cells is doubled each time. The solution is ef-
fectively converged on grid DSM-4 or DSM-5 depending on the desired accuracy.
The grid-spacings on grids DSM-4 and up are quite close to what is considered
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Grid Ntot Ny (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆yc ,∆z)/H Reτ e
DNS
QoI (%) e
prev
QoI (%)
DSM-1 15k 20 (80, 20, 80) (0.20, 0.10, 0.20) 398 32 −
DSM-2 74k 34 (77, 5.6, 55) (0.14, 0.099, 0.10) 553 11 27
DSM-3 251k 44 (53, 2.3, 29) (0.098, 0.091, 0.054) 536 7.3 8.0
DSM-4 514k 50 (45, 1.7, 19) (0.082, 0.080, 0.035) 544 3.3 4.2
DSM-5 1.18M 60 (34, 1.4, 13) (0.063, 0.065, 0.024) 544 1.8 2.1
DSM-6 2.53M 72 (25, 1.6, 10) (0.046, 0.052, 0.018) 542 1.1 1.0
DSM-7 5.80M 90 (18, 1.4, 7.6) (0.033, 0.041, 0.014) 540 1.1 0.6
DSM-8 11.1M 108 (14, 1.2, 6.3) (0.025, 0.033, 0.012) 541 0.9 0.6
Table 1: Sequence of grids generated for LES of channel flow at Reτ ≈ 545 using the dynamic
Smagorinsky model. Ntot is the total number of grid points, while Ny denotes the number
of points across the channel. ∆n = ∆(x,n) is both the filter-width and the grid-resolution.
Friction resolutions ∆
+
n are computed based on grid-specific values. ∆
+
yw
/2 is distance from
the wall of the first grid point. ∆yc is the wall-normal filter-width at the center of the channel.
eDNSQoI and e
prev
QoI are defined by Eqns. 15 and 16.
Figure 4: Convergence of the mean velocity and Reynolds stress profiles for the grids in
Table 1. Grids in the sequence are shown by the lightest color for DSM-1 to the darkest color
for DSM-8. The dotted blue lines show the DNS solution of del Alamo & Jimenez [48] at the
same Reτ .
“best practice” in LES and DNS for channel flows, with (∆
+
x ,∆
+
yw/2,∆
+
z ) of
(45, 1.7, 19) on DSM-4 and (14, 1.2, 6.3) on DSM-8.
3.3. LES with dominant modeling errors and small numerical errors
The next test case tries to assess the performance of the error indicator in a
flow where the numerical errors are relatively small and the solution is mostly
dominated by the effect of modeling errors. This is achieved here by taking
∆/h = 2 and using the eddy viscosity model by Vreman [50] with a constant
coefficient of cv = 0.03. The use of a filter-width larger than the grid-spacing
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Grid Ntot Ny (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆yc ,∆z)/H Reτ e
DNS
QoI (%) e
prev
QoI (%)
Vr-1 15k 20 (153, 38, 153) (0.40, 0.20, 0.40) 382 34 −
Vr-2 73k 34 (135, 9.5, 97) (0.28, 0.22, 0.20) 487 21 25
Vr-3 256k 44 (103, 4.7, 47) (0.21, 0.18, 0.097 484 18 7.7
Vr-4 517k 50 (91, 4.1, 32) (0.18, 0.16, 0.064) 500 11 6.0
Vr-5 1.16M 62 (68, 3.3, 24) (0.13, 0.12, 0.048) 510 9.7 2.3
Vr-6 2.51M 76 (49, 2.8, 20) (0.096, 0.096, 0.038) 518 7.1 2.8
Vr-7 5.83M 96 (35, 2.3, 15) (0.068, 0.075, 0.029) 524 5.1 2.1
Vr-8 11.0M 114 (27, 1.9, 13) (0.052, 0.061, 0.024) 530 4.4 1.1
Table 2: Sequence of grids generated for LES of turbulent channel flow using the Vreman
model with a model constant of cv = 0.03 and ∆/h = 2. Additional details on the notation
are given in the caption of Table 1. All resolutions are based on the filter-width, not the
grid-spacing.
Figure 5: Convergence of the mean velocity and Reynolds stress profiles for grids in Table 2
generated for LES with the constant coefficient Vreman model and ∆/h = 2. Colors vary
from the brightest for the first grid to the darkest for the last one. The dotted blue lines are
the DNS of del Alamo & Jimenez [48].
causes the eddy viscosity to increase by a factor of 4, which dissipates most of
the energy before reaching the Nyquist limit of the grid.
The sequence of grids and solutions are summarized in Table 2 and Fig. 5.
The initial grid has the same number of grid points as for the dynamic Smagorin-
sky case, but twice the filter-width. The subsequent grids in the sequence have
approximately the same number of grid points as the corresponding dynamic
Smagorinsky cases.
The solutions converge much more slowly for this case, which is consistent
with the broadly agreed upon notion that for a given grid-spacing h the choice
of ∆ ≈ h leads to the best LES accuracy in most cases. In other words, that the
increase in modeling error for larger filter-widths is greater than the decrease in
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Grid Ntot Ny (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆yc ,∆z)/H Reτ e
DNS
QoI (%) e
prev
QoI (%)
DNS-1 15k 20 (81, 20, 81) (0.20, 0.10, 0.20) 405 30 −
DNS-2 76k 34 (80, 6.2, 56) (0.14, 0.094, 0.097) 578 16 24
DNS-3 252k 44 (51, 2.4, 31) (0.093, 0.092, 0.057) 547 6.7 13
DNS-4 515k 50 (43, 1.6, 22) (0.076, 0.086, 0.039) 563 5.0 5.3
DNS-5 1.14M 60 (34, 1.6, 15) (0.060, 0.067, 0.026) 566 4.4 2.2
DNS-6 2.53M 72 (25, 1.5, 10) (0.046, 0.054, 0.019) 553 2.9 2.1
DNS-7 5.87M 90 (18, 1.3, 7.7) (0.033, 0.042, 0.014) 545 1.8 2.4
DNS-8 11.0M 106 (13, 1.2, 6.4) (0.025, 0.034, 0.012) 543 0.9 0.9
Table 3: Sequence of grids generated for DNS of turbulent channel flow at Reτ ≈ 545.
Additional details on the notation are given in the caption of Table 1.
numerical error.
More interestingly (in the present context) is that the last few grids again
agree quite closely with the “best practice” in LES, and in fact agree rather
well with the grids for the dynamic Smagorinsky model. For example, grid Vr-5
in Table 2 has a grid-spacing (half the filter-width) of (34, 1.6, 12) in viscous
units, which is almost identical to the resolution of (34, 1.4, 13) for grid DSM-5
in Table 1.
3.4. DNS affected solely by numerical errors
The final channel case is to turn off the LES subgrid model and thus have
only numerical errors. The adaptation algorithm remains the same except that
τmodij = 0 in both the solver and when computing the error indicator.
When creating the sequence of grids we target the same number of grid
points as in the previous cases. Key metrics are summarized in Table 3 with
the convergence of the mean velocity and Reynolds stress profiles shown in
Fig. 6.
The sequence of grids is very similar to those produced for the dynamic
Smagorinsky and constant Vreman models in the previous sections. This is
partly due to the similarity between wall-resolved LES and DNS grids in wall-
bounded turbulence, and partly due to the fact that F̂
(n)
i (Eqn. 6) reduces to
the divergence of the Leonard-like stress which based on Eqn. 8 resembles a
truncation error (although that of a different numerical scheme).
The error in the QoIs is larger for the DNS (no-model) cases than the dy-
namic Smagorinsky ones, showing that the model has a positive effect for this
particular flow and code.
4. Assessment on the flow over a backward facing step at ReH = 5100
The purpose of this test case is to expose the adaptation algorithm to a
more complex flow, with multiple different canonical flow elements: an attached
boundary layer upstream of the step, a free shear layer after the separation, an
20
Figure 6: Convergence of the mean velocity and Reynolds stress profiles for grids in Table 3.
Colors vary from the brightest for DNS-1 to the darkest for DNS-8. The dotted blue lines
show the DNS of del Alamo & Jimenez [48].
impingement/reattachment region, and a large recirculation zone. This com-
bination of different types of building-block flows is meant to challenge the
adaptation algorithm.
The flow geometry and conditions are chosen based on the experiment of
Jovic & Driver [51, 52] and the DNS of Le et al. [53]. The computational
domain is shown in Fig. 7. The Reynolds number based on the step height
H and inflow velocity U∞ is ReH = U∞H/ν = 5100. This corresponds to a
momentum Reynolds number of Reθ ≈ 780 for the incoming boundary layer
(at x/H = −3) and a friction Reynolds number of Reτ ≈ 208 based on the δ95
boundary layer thickness (or Reτ ≈ 447 based on δ99) at that same location.
Note that the flow conditions are close to those of the experiment and the
DNS, but not exactly the same: the present setup has a thicker boundary layer
compared to that of the experiment (which has Reθ ≈ 610).
4.1. Code and computational details
The OpenFOAM code version 2.3.1 [54] is used for this test case to allow for
fully unstructured adapted grids. Spatial discretization is done using the linear
Gauss scheme (second-order accurate), with second-order backward method for
time integration. The pressure-velocity coupling is performed using the PISO
algorithm with three iterations of nonorthogonality correction. The filter-width
is taken as the cube-root of the cell volume. We use the dynamic ksgs-equation
model [cf. 55, 56, 57, 58] that defines the eddy viscosity as
νsgs = ck∆
√
ksgs
and solves a transport equation for ksgs. This raises the question of how to
compute k̂
(n0)
sgs and thus V(n0) at the test-filter level. In the present work, we use
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Figure 7: Schematic of the computational domain for the flow over a backward-facing step.
The top boundary is a slip wall (modeling the centerline in the experiment) while periodic
boundary conditions are used in the spanwise direction. The origin of the coordinate systems
is placed at the upper corner of the step.
the simple approach of assuming that the eddy viscosity scales as νsgs ∼ ∆2|S|
(a consistency requirement for eddy viscosity models), which then allows us to
use the approximate relation (17) to compute the eddy viscosity at the test-filter
level. Similar to the channel case, the effect of this approximation is assumed
to be small (the assessment is in Appendix E). We again take ∆̂
(n0)
/∆ ≈ 3√2,
which comes from our definition of the characteristic filter-width as the cube
root of the cell volume.
The quantities of interest for this flow are taken to be the two non-zero
mean velocity components, the four non-zero Reynolds stress components, and
the friction and pressure coefficient profiles on the horizontal walls. The errors
in the QoIs are defined as
δQ
ref
1-2 =
∫∫
Ω
∣∣∣U i − U˜i,ref ∣∣∣ dxdy
0.2U∞AΩ
; i = 1, 2
δQ
ref
3-6 =
∫∫
Ω
∣∣∣Rtotij − R˜totij,ref ∣∣∣ dxdy
0.015U2∞AΩ
; (i, j) = (1, 1), (2, 2), (3, 3), (1, 2)
δQ
ref
7 =
∫
Ψ
|cf − c˜f,ref | dx
0.002LΨ
;
δQ
ref
8 =
∫
Ψ
|cp − c˜p,ref | dx
0.1LΨ
.
where the first two integrals are taken over the region Ω:(x, y) ∈ [−10H, 20H]×
[−H, 2H], with AΩ = 10H×2H + 20H×3H denoting the area of this region.
The remaining two integrals are taken over the horizontal walls in the region
Ψ : x ∈ [−10H, 20H] with LΨ = 30H denoting the normalizing length. The
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quantities are scaled by representative values to make the δQm comparable, and
then weighted and added together to define the convergence metric as
erefQoI =
1
3
2∑
m=1
δQ
ref
m
2
+
1
3
6∑
m=3
δQ
ref
m
4
+
1
3
8∑
m=7
δQ
ref
m
2
. (18)
Similar to the previous section, we consider both eprevQoI defined with respect to
the previous grid in the sequence (to judge convergence in a realistic scenario)
and eDNSQoI defined with respect to a converged DNS (to assess the adaptation
method). The reference DNS is computed on a very fine unstructured grid with
about 54M cells.
Each case was run for 500H/U∞ time units to remove the initial transients,
after which 800 snapshots were collected over a period of 2000H/U∞. The
convergence of the averaging was judged by dividing the full record into four
separate batches with 200 snapshots in each, computing the QoIs for each batch,
and then computing the sample standard deviation between the batch averages.
We then constructed 95% confidence intervals for each quantity using the Stu-
dent’s t-distribution with 3 degrees of freedom [cf. 59]. The confidence intervals
for the integrated errors in the QoIs are very small (and thus omitted below),
but they are significant for some of the profiles especially downstream of the
step. This is consistent with the expectation of low frequency unsteadiness in
the separated flow.
We emphasize that the long averaging times are required only for the solution
to converge; the error indicator converges about an order of magnitude more
quickly due to its dependence on small scales. The averaging convergence of the
error indicator and the resulting predicted grids is investigated in Section 5.
4.2. Results
The initial grid (labeled G-1) has a resolution of ∆(x,n)/H = 0.2 everywhere
in the domain except close to the walls where the wall-normal direction is refined
by a factor of two (we note that the method works equally well without this wall-
normal refinement, it just adds another step in the adaptation sequence). After
computing the LES on this grid, the error indicator is computed in the three
possible directions of refinement/coarsening, and the target filter-width fields
for the second grid (G-2) are computed. We then create the actual grid G-2
using the refineMesh utility in OpenFOAM. Since refineMesh can only refine
hexahedral cells by factors of 2 in any direction, the resulting grid is different
from the predicted target: e.g., a predicted target resolution of 0.17H in one
location/direction will produce a cell of size 0.10H in that location/direction.
The resulting grid G-2 (actually, the target filter-width field before creating the
refineMesh input) is visualized in Fig. 8. Note that the constant Λ in Eqn. 13
was adjusted such that the resulting number of cells was approximately doubled.
Figure 8 illustrates how the adaptation methodology targets different regions
of the domain for refinement. The algorithm predicts a single level of refinement
in the y direction (∆(x,ny) = ∆y = 0.1H) in most of the domain inside the
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Figure 8: The grid G-2 from Table 4 illustrated by its refinement levels in x (top), y
(middle), and z (bottom). Refinement levels are computed based on a skeletal grid with
∆0(x,n) = 0.2H for all x and n. The light green, dark green and blue colors illustrate regions
with one (∆n/H = 0.1), two (∆n/H = 0.05), and three (∆n/H = 0.025) refinement levels,
respectively. The white regions correspond to areas of the domain that are left untouched
(i.e., ∆n/H = 0.2). The dashed line highlights the δ95 boundary layer thickness.
boundary layer, while the y resolution is predicted to need a second level of
refinement (∆y/H = 0.05) closer to the horizontal walls and in the shear layer,
and a third level of refinement (∆y/H = 0.025) in close vicinity of the horizontal
walls in both incoming and recovering boundary layers. The spanwise resolution
∆z is targeted for a single level of refinement (∆z/H = 0.1) for the most part of
the domain inside the turbulent boundary layers, while the relaminarized region
inside the recirculation bubble is left untouched. The resolution of the skeletal
grid in the x direction (∆x/H = 0.2) is deemed adequate for the most part of
the domain, except near the vertical wall of the step (where the recirculation
bubble causes shear) and in the shear layer (where the turbulent fluctuations
are significant in all three directions). We also note that the aspect ratio of
the cells in the boundary layers and the shear layer are quite close to what we
expect from experience for those flows. The fact that the resulting G-2 grid
seems this reasonable from an “LES experience” point-of-view is actually quite
remarkable, since it was created entirely by an algorithm from a solution on a
highly underresolved mesh.
The adaptation process is continued until grid G-7 where the QoIs are
deemed converged. Each target grid is generated by aiming for approximately
doubling the number of cells, without trying to match this ratio exactly. The
sequence of generated grids is reported in Table 4 by their total number of cells
Ntot and QoI errors (both e
DNS
QoI and e
prev
QoI ). The Table also reports the grid-
spacings in the approaching boundary layer at x/H = −3 and shortly after the
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Grid Ntot (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆y,∆z)/δshear e
DNS
QoI (%) e
prev
QoI (%)
G-1 149k (42, 10, 42) (0.21, 0.17, 0.33) 11.1 −
G-2 297k (42, 2.6, 21) (0.16, 0.078, 0.16) 10.5 5.3
G-3 611k (45, 1.4, 11) (0.16, 0.049, 0.078) 5.6 6.4
G-4 1.32M (47, 1.5, 12) (0.076, 0.038, 0.076) 4.9 3.8
G-5 2.13M (25, 0.77, 6.2) (0.070, 0.035, 0.035) 5.4 2.8
G-6 3.41M (25, 0.77, 6.1) (0.068, 0.034, 0.034) 3.5 3.4
G-7 6.72M (12, 0.76.6.0) (0.034, 0.017, 0.034) 2.5 2.2
DNS 54M (6.0, 0.38.3.0) (0.017, 0.0086, 0.017) 0 −
Table 4: Sequence of grids generated for LES of flow over a backward-facing step.
(∆
+
x ,∆
+
yw
/2,∆
+
z ) correspond to the boundary layer resolutions at x/H = −3 upstream of the
step, δshear is the approximate shear layer thickness at (x, y)/H = (1, 0), and (∆x,∆y ,∆z) is
the resolution at that location. See Fig. 13 for more details. eDNSQoI and e
prev
QoI are defined in
Eqn. 18.
Figure 9: Convergence of (a) friction coefficient cf and (b) pressure coefficient cp for LES of
flow over a backward-facing step. Grids in Table 4 are shown by the lightest color for G-1 to
the darkest for G-7. Solid lines denote the sample means, while the shaded regions correspond
to the approximate confidence intervals (computed locally). The dotted blue lines and their
shaded regions denote our DNS results and their confidence intervals. Symbols correspond
to the experimental data of Jovic & Driver [51, 52] with slightly different setup (error bars
on the experimental data are not shown). Experimental measurements of cf and cp are not
available upstream of the step.
step at x/H = 1 (for y/H = 0) in the shear layer formed by separation at
the step. The convergence of the QoIs is shown in Fig. 9 for the pressure and
friction coefficients and Figs. 10, 11 and 12 for the mean velocity and Reynolds
stress profiles at some of the more interesting locations.
The computed error eDNSQoI decreases after every adaptation except for grid
G-5. The relatively large value of the error for this grid is primarily due to the
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Figure 10: Convergence of the mean velocity and Reynolds stress profiles for the sequence
of grids in Table 4 at the incoming boundary layer at x/H = −3. Grids in the sequence
are shown by the lightest color for G-1 to the darkest for G-7. Solid lines denote the sample
means, while the shaded regions correspond to the approximate confidence intervals (computed
locally). The dotted blue lines and their shaded regions denote our DNS results and their
confidence intervals. Symbols correspond to the experimental data of Jovic & Driver [51, 52]
(error bars on the experimental data are not shown).
Figure 11: Convergence of the mean velocity and Reynolds stress profles for grids in Table 4
at x/H = 6 near the reattachment point. See Fig. 10 for more details.
error in the friction coefficient of the incoming boundary layer (see Fig. 9), that
happens despite the apparently sufficient resolution of the grid, and affects the
entire flowfield downstream of the step.
Figure 13 shows the constructed grid G-6 of Table 4 as an example of a
converged LES grid for this specific setup. Note how complicated this grid
has become, with many transitions between different grid-resolutions and cells
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Figure 12: Convergence of the mean velocity and Reynolds stress profiles for the recovering
boundary layer at x/H = 15 for the sequence of grids in Table 4. See Fig. 10 for more details
including interpretation of colors.
that have completely different aspect ratios from one region of the domain to
another (e.g., compare the aspect ratios at the locations reported in Table 4). It
is interesting to note how coarse the grid is in the recirculation bubble, expect
for the wall-normal directions that are refined to predict the right level of shear
at the wall. The most important observation is that these predicted resolutions
are very similar to what an experienced user would use when generating a grid
for LES of the flow over a backward-facing step.
The influence of the initial grid is investigated in Appendix F and found to
be decreasing for every grid in the sequence with effectively no influence after
grid G-4.
5. Statistical convergence of the error indicator and the resulting grid
We conclude by studying the sensitivity of the error indicator and the pre-
dicted grids to insufficient averaging in time. Most quantities of interest in LES
depend on the large scales of motion which then require a relatively long aver-
aging time for adequate convergence. In contrast, the error indicator depends
on the smallest resolved scales and should therefore converge more quickly. The
implication is that, in practice, one could reduce the cost of the adaptation
process by running only short simulations on many of the grids.
The statistical convergence assessment is done only for the backward-facing
step flow, for which we have 800 snapshots spaced 2.5H/U∞ apart in time. The
error indicator computed using all 800 snapshots is labeled Gref(x,n), and the
refinement level of the resulting grid is labeled Rref(x,n), where the refinement
level is quantified as
R(x,n) = log2
∆(x,n)
∆0(x,n)
,
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Figure 13: The generated grid G-6 of Table 4 with 3.41M cells. Intersections of the blue
planes denote locations whose resolutions are reported in Table 4, while the green planes
correspond to x/H = −3 and x/H = 6 whose velocity and Reynolds stress profiles are plotted
in Figs. 10 and 11. The grid is resulted from computation of the proposed error indicator
(Eqns. 7 and 6) and applying the grid selection criteria of Eqns. 12 and 13 with no user
experience involved.
where ∆0(x,n) = 0.2 for all x and n (this R(x,n) is what was plotted in Fig. 8).
We also consider averages over batches of m snapshots, for which the result-
ing error indicator and predicted refinement levels are labeled Gm,j(x,n) and
Rm,j(x,n) where j is the batch number. The errors due to insufficient averaging
are then defined as
EG(m; j) =
∑
i
∫∫
Ω
∣∣Gm,j(x,ni)− Gref(x,ni)∣∣ dx∑
i
∫∫
Ω
Gref(x,ni)dx
ER(m; j) =
∑
i
∫∫
Ω
∣∣Rm,j(x,ni)−Rref(x,ni)∣∣ dx∑
i
∫∫
Ω
∣∣Rref(x,ni)∣∣ dx
(19)
where Ω : x = (x, y) ∈ [−20H, 25H] × [−H, 5H] is the full two-dimensional
domain. This assessment procedure is adopted from our previous work [13],
where we also found (by visual comparison) that an error threshold of 0.05 is
amply low for both of the errors (for this flow problem and this definition of the
error metric). This threshold is therefore used here as well.
Since both Gm,j(x,n) and Rm,j(x,n) are random variables, their errors are
also random variables. A 90% two-sided prediction interval is computed for each
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Figure 14: Convergence of (a) the error indicator and (b) the target grids with the number
of snapshots m used in the averaging. The grids in Table 4 are shown by the lightest color for
G-1 to the darkest for G-7. The solid lines show the sample mean of EG(m; j) and ER(m; j)
(Eqn. 19), while the shaded regions highlight the 90% prediction interval of the computed
values. When the upper bound of the confidence interval goes below the horizontal dotted
line there is a 95% chance that the error metric for a single realization is below 0.05.
Grid Ntot tinitU∞/H tQoIU∞/H tGU∞/H tRU∞/H
G-1 149k 500 2000 260 350
G-2 297k 500 2000 240 220
G-3 611k 500 2000 190 90
G-4 1.32M 500 2000 200 120
G-5 2.13M 500 2000 300 330
G-6 3.41M 500 2000 220 150
G-7 6.72M 500 2000 260 110
Table 5: Comparison of the simulation run times used for removing the initial transients
(denoted by tinit) and computing accurate mean QoI profiles (denoted by tQoI) with the inte-
gration times required for accurate computation of the error indicator (tG) and the refinement
levels of the next optimal grid (tR). For regular situations (i.e., where the flowfield does not
undergo a bifurcation) the required integration time to remove the initial transients is pre-
sumably shorter for the error indicator and the target grids compared to the QoIs; however,
it has not been investigated in this section.
using the sample mean and sample standard deviation of EG(m; j) and ER(m; j)
and Student’s t-distribution (cf. [59] for more details on prediction intervals).
These prediction intervals are shown in Fig. 14. When the upper bound of the
prediction interval lies below the acceptable threshold, there is a 95% chance
that the error metric in a single realization is below 0.05. The approximate
integration times required for these errors to go below the acceptable threshold
are summarized in Table 5.
It is quite clear from Fig. 14 and Table 5 that the proposed error indicator
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and its predicted grids require almost one order of magnitude shorter integra-
tion times compared to what is needed for sufficiently converged QoI profiles
(once the transients are gone). In other words, we only need to collect m . 120
snapshots (equivalent to an integration time of . 300H/U∞) to compute suffi-
ciently accurate values of the error indicator, and the required integration time
is similar on all grids. The error in the target grids show a very similar behavior
in general: grids G-3 to G-7 only require an integration time of . 150H/U∞
(interestingly, grid G-5 is an outlier here as well, requiring an integration time
of 330H/U∞).
Note that the initial transient must of course be removed, a time which is
highly flow specific; for the cases studied here, the initial transient was about
500 time units.
Finally, we emphasize that although the exact results presented here are
specific to the flow over a backward-facing step, the sampling frequency, and
other flow parameters, the conclusion about a much faster convergence of the
error indicator and target grids compared to the QoIs is probably more general
and valid for a broader set of flows.
6. Summary, discussion and future directions
The goal of this paper has been to introduce a systematic approach to finding
the “optimal” filter-width distribution (or, equivalently, the “optimal” grid) for
large eddy simulation (LES). The long-term vision is to (i) reduce the amount
of human time spent on grid-generation (by automating the process), (ii) reduce
the computational time (by producing more “optimal” grids), and (iii) make the
LES simulation process more systematic (e.g., so different users/codes produce
more similar results).
The heart of the proposed adaptation algorithm is the error indicator G(x,n)
defined in Eqn. 7, which estimates the error introduced into the LES evolu-
tion equation at location x caused by an insufficient filter-width in direction n.
More specifically, the error indicator measures the initial divergence between
the test-filtered LES solution and an imagined solution to the test-filtered LES
equation. In other words, it measures how sensitive the LES equation is to small
(directional) changes in the filter-width. While the error indicator is based on
manipulations of the governing equation, it is also based on the assumption that
the source of initial divergence between these different solutions is a meaningful
measure of the error in the fully nonlinear long-time evolution of the LES. This
is really the key physical assumption in this work.
The “optimal” filter-width is found by equi-distribution of the cell integrated
error indicator (i.e., the value of the error indicator multiplied by the cell volume,
to second order accuracy). While this was the solution to the optimization
problem for the error indicator of this work (Section 2.3), it appears to hold
for many of the other error indicators; generally speaking, if the value of the
error indicator is assumed to be proportional to the local error generation, the
overall error is proportional to the volume integral of the local value, for which
the optimization problem takes the same solution of equi-distribution of the cell
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integrated value. This suggests that the popular approach of setting a threshold
on the error indicator itself, e.g., judging the accuracy of LES by the ratio of
unresolved to total turbulent kinetic energy, is at best suboptimal (if not wrong)
and should be avoided.
The adaptation process is tested on a channel flow and the flow over a
backward-facing step. For the channel, the algorithm consistently produces
grids/filter-widths that are very close to what is considered “best practice” in
LES and DNS: grids with (∆
+
x ,∆
+
yw/2,∆
+
z ) ≈ (45, 1.7, 19) and (13, 1.2, 6.4),
respectively. For the backward-facing step, the predicted grids are close to
what an experienced user might produce. It is essentially impossible to say how
“optimal” (in the mathematical sense) the grids are for this problem, but we
note that the error (compared to DNS) reaches about 5% with only 600K to
2M cells; it is hard to imagine an experienced user creating a better grid than
that (note that the code uses a low-order numerical scheme), at least without
significant trial-and-error.
The subgrid/subfilter model used in the LES solution enters directly into
the definition of the residual forcing term and thus the error indicator. This is
theoretically advantageous, since a more accurate subfilter model would produce
a lower error indicator for the same resolved velocity field.
We also note that the proposed error indicator has similarities with the
dynamic procedure but was derived without any appeals to scale-similarity in
the inertial subrange of turbulence. Its use is not restricted to filter-widths in
the inertial subrange, and the derivation in fact offers an alternative explanation
for the success of the dynamic procedure.
The error indicator was derived for the incompressible Navier-Stokes equa-
tion in this paper, but can be easily extended to other physics. A derivation
for compressible flow is shown in Appendix B, which creates a separate error
indicator for the energy equation. Following the same process, one could extend
it to chemically reacting flows, etc.
6.1. Cost
One potential criticism of this type of adaptation algorithm is the additional
cost of performing LES on a full sequence of grids. We make four counter-
arguments and observations.
First, assuming that the cell count is doubled at each iteration and that the
time step scales as N
1/3
tot , the total cost of computing all grids in the sequence
(including the final one) is . 1.66Nfinal. If the cell count is quadrupled at each
iteration, the total cost is . 1.19Nfinal instead.
Second, one could start from a “best guess” grid in practice (based on prior
experience with the flow in question), thus reducing the number of steps of the
algorithm. We only started from exceedingly coarse and “ignorant” initial grids
here in order to test the robustness of the method.
Third, as shown in Section 5, the error indicator converges faster (in terms
of integration time) than the LES itself due to its dependence on the smallest
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resolved scales. Therefore, one could run the simulations on the first several
grids for shorter times.
Finally, the minor added computational cost must of course be balanced
against the larger cost saving of having a more “optimal” final grid. This saving
will presumably become larger for more complex flow problems.
6.2. Possible future directions
The present error indicator was derived for the continuous governing equa-
tion and as such does not directly estimate any numerical errors (despite the
similarity of the Leonard-like stress to the truncation error). The adaptation
algorithm was still found to perform well for the DNS of channel flow (which has
only numerical errors), but it may be required to explicitly include the numerical
errors in the error indicator in other flows.
We also note that the error indicator arguably measures the sensitivity of the
solution at the test-filter level and not at the LES filter level ∆. This is perfectly
fine (perhaps even desirable) for the final grid(s), but may not be ideal for the
initial grids in the sequence that are far from resolving the inertial subrange
of the turbulence. One possibility is to investigate approaches similar to that
of Porte-Agel et al. [60] who revised the dynamic procedure to work better on
underresolved grids.
Throughout this work we assumed a constant scaling exponent of α(x,n) = 2
for all x and n. In Appendix A we show that a spatially/directionally varying
exponent α changes the grid selection criterion, in terms of both the aspect
ratio and the spatial distribution. This may become important when α is dra-
matically different in different directions (e.g., in codes where only the spanwise
direction is handled by the Fourier expansion) or in different locations. A possi-
ble improvement of the method could be achieved by either using the theoretical
values of α in different directions (if they are known), or to add a second level
of test-filtering to estimate α(x,n) as well.
There are also several possibilities to improve the grid selection criteria used
to generate the grids. For compressible solvers with explicit time-stepping, it
may be important to include the number of time steps in the estimated com-
putational cost. This would then effectively “penalize” very thin cells near
boundaries. More generally, since it is well known that numerical and com-
mutation errors are highly sensitive to the smoothness of the mesh, one should
certainly include a penalization of too rapid filter-width transitions when solving
the optimization problem.
A major improvement would be to include the adjoint of the quantity of
interest (QoI) and thus make the adaptation “output-based”. This has been the
major advancement in steady-state grid-adaptation over the last few decades [cf.
44]. Inclusion of the adjoint would first require the problem of exponential
divergence of the adjoint for chaotic problems to be solved [cf. 45].
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Appendix A. Directionally and spatially varying grid scaling expo-
nent α and how it changes the grid selection criterion
The grid scaling exponent α in the model Gˇ(x,n) ≈ g(x,n)∆ˇα(x,n) is in
general a function of both space x and direction n, i.e., α = α(x,n). If we
follow the same approach used in Section 2.3, but allow for spatially and direc-
tionally varying α, the solution to the optimization problem can be obtained by
minimizing the Lagrangian
L =
∫
Ω
(√
Gˇ2(x,n1) + Gˇ2(x,n2) + Gˇ2(x,n3)− λ
∆ˇn1∆ˇn2∆ˇn3
)
dx
=
∫
Ω
(√
g2n1∆ˇ
2αn1
n1 + g
2
n2∆ˇ
2αn2
n2 + g
2
n3∆ˇ
2αn3
n3 −
λ
∆ˇn1∆ˇn2∆ˇn3
)
dx ,
(A.1)
where gni = g(x,ni) and αni = α(x,ni). The minimum of L can be found
by setting its functional derivatives with respect to each of ∆ˇni to zero, i.e.,
δL/δ∆ˇni = 0. This leads to the solution
α(x,n1)Gˇ2opt(x,n1) = α(x,n2)Gˇ2opt(x,n2) = α(x,n3)Gˇ2opt(x,n3) , (A.2)
for the optimal anisotropy, and
∆ˇopt(x,n1)∆ˇopt(x,n2)∆ˇopt(x,n3)
√
Gˇ2opt(x,n1) + Gˇ2opt(x,n2) + Gˇ2opt(x,n3)
1/α(x,n1) + 1/α(x,n2) + 1/α(x,n3)
= const. ,
(A.3)
for the optimal spatial distribution. Note that (because of the spatially vary-
ing denominator) this is different from our previous criterion to have the cell-
integrated error indicator equidistributed in space.
In the case of directionally varying scaling exponent, the optimal anisotropy
depends on the exact definition of eˇtot in Eqn. 10; for example, depending
on whether the integrand is defined as
√
Gˇ2(x,n1) + Gˇ2(x,n2) + Gˇ2(x,n3) or
Gˇ(x,n1) + Gˇ(x,n2) + Gˇ(x,n3) the optimal anisotropy is obtained, respectively,
by Eqn. A.2 or by the relation α(x,n1)Gˇopt(x,n1) = α(x,n2)Gˇopt(x,n2) =
α(x,n3)Gˇopt(x,n3). In the latter case the optimal spatial distribution of the
filter-width can be obtained by simply replacing for the new definition of the
integrand in the numerator of Eqn. A.3. If α is assumed constant in different
directions, both methods lead to the same prediction of the optimal aspect ratio.
Additionally, in our early tests we did not see a significant difference in terms of
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the target grids between the two definitions of the integrand (for the backward-
facing step, using α(x,n) = 2). Therefore, these discussions were avoided in the
text.
Appendix B. Definition of the error indicator for other formulations
of LES
In this section we define the error indicator for the cases of explicitly filtered
LES and implicit LES (ILES) of incompressible flows, as well as the implicitly
filtered LES of compressible flows. Our formulation of the error indicator sug-
gests a small modification to the standard compressible version of the dynamic
procedure.
In explicitly filtered LES, the convective term of the momentum equation
is filtered at each time step to take the form uiuj , and the definition of the
“subfilter” stress is modified accordingly as τij = uiuj − uiuj [cf. 61]. The
definition of F̂
(n)
i(x) used in Eqn. 7 should also be modified as
F̂
(n)
i(x) ≡
∂
∂xj
ûiuj(n) − ̂û(n)i û(n)j (n)
+ ∂
∂xj
[
̂τmodij (uk)
(n)
− τmodij (û
(n)
k )
]
.
(B.1)
This again becomes the divergence of the tensor that is used in formulation of
the dynamic procedure in explicitly filtered LES.
In ILES there is no explicit SGS model in the code, i.e., τmodij ≡ 0 and the
effect of subgrid scales is accounted for by numerics designed to mimic an LES
model. This is usually done by modifying the convective term, for which case
the definition of F̂
(n)
i could be modified as
F̂
(n)
i(x) =
δ
δxj
(
ûiuj
(n) − û(n)i û
(n)
j
)
, (B.2)
where δ/δxj denotes the specific numerics used in the code and it has replaced
∂/∂xj to emphasize the need to implement numerics that are consistent with
the goal of mimicking a SGS model. Similarly, one could get a slightly different
definition for other formulations of ILES (e.g., when it is implemented by the
diffusive term). We have not tested whether or not an inconsistent implementa-
tion of numerics (e.g., a central scheme) could produce acceptable results, but
we should probably expect a similar behavior to what reported in appendix Ap-
pendix E for “Vr/DNS” or “DSM/DNS” grids.
The definition of the error indicator for LES of compressible flows becomes
more complicated due to the extra equations involved and the Favre-filtering of
the primitive variables. The governing equations for implicitly filtered LES of
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compressible flows (in their conservative form) read [cf. 62]
∂ρ
∂t
+
∂
∂xj
ρu˜j = 0
∂
∂t
ρu˜i +
∂
∂xj
ρu˜iu˜j +
∂p
∂xi
− ∂σ˜ij
∂xj
=
∂Tij
∂xj
∂
∂t
ρE˜ +
∂
∂xj
(ρE˜ + p)u˜j − ∂
∂xj
σ˜ij u˜i +
∂Q˜j
∂xj
=
∂Sj
∂xj
where · is the filtering operation that is implicitly applied, ρ and p are the
resolved density and pressure, respectively, and u˜i and E˜ are the Favre-filtered
velocity and total internal energy with Favre filtering defined as φ˜ = ρφ/ρ. The
terms σ˜ij and Q˜j describe the viscous stress and conductive heat flux and are
defined as
σ˜ij = σij(T˜ , u˜i) = µ(T˜ )
(
2S˜ij − 2
3
S˜kkδij
)
Q˜j = Qj(T˜ ) = −κ(T˜ ) ∂T˜
∂xj
where T˜ = p/Rρ is the Favre-filtered temperature and µ(T˜ ) and κ(T˜ ) are the
molecular viscosity and thermal conductivity that are functions of T˜ . The Favre-
filtered strain rate is defined as S˜ij = (∂u˜i/∂xj + ∂u˜j/∂xi)/2. The terms Tij
and Sj contain the entire effect of subgrid scales on the momentum and energy
equations and are modeled using the LES model (Tij could be slightly different
from τij = ρ(u˜iuj−u˜iu˜j) since there might be extra subgrid processes involved).
If we follow the approach of Section 2.1 and apply a directional test-filter ·̂(n)
to the momentum equation at filter level ∆ and subtract it from the momentum
equation at the test-filter level ·̂(n) we can identify the following as the residual
forcing term,
F̂
(n)
i(x) =
∂
∂xj
[
ρ̂u˜iu˜j
(n) − ρ̂ui
(n)
ρ̂uj
(n)
ρ̂
(n)
]
+
∂
∂xj
[
̂Tij(ρ, u˜k)
(n) − Tij(ρ̂(n), uˇ(n)k )
]
+
∂
∂xj
[
̂
σij(T˜ , u˜k)
(n)
− σij(Tˇ (n), uˇ(n)k )
]
,
(B.3)
where ·ˇ(n) denotes Favre-filtering at the test-filter level ∆̂
(n)
defined as φˇ(n) =
ρ̂φ
(n)
/ρ̂
(n)
. If we neglect the last term (the nonlinearity of the viscous term), the
residual forcing term becomes the divergence of the tensor used in the standard
compressible version of the dynamic procedure [cf. 62]. However, based on
our discussions in Section 2.2, one should in principle include this term when
calculating the model coefficient dynamically. The most important application
of this modification is probably in flows with strong heating/cooling, where µ(T˜ )
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has large variations, especially in complex flows where one cannot specify the
preferred filtering direction.
If we repeat our approach for the mass conservation equation we end up with
∂Γ̂
(n)
/∂t + ∂ê
(n)
j /∂xj = 0, where Γ̂
(n)
and ê
(n)
j are the errors in the density and
mass flux. This suggests that we can exclude the mass conservation equation
from our analysis of the source of error: the momentum equation essentially
leads to an evolution equation for error in the mass flux ê
(n)
j , and thus, by
minimizing the source of error in the momentum equation (which is the forcing
term of Eqn. B.3) we automatically minimize the error in the mass equation as
well.
We can define a separate error indicator for the energy equation as
G′(x,n) =
√〈
Ĵ
(n)
(x)Ĵ
(n)
(x)
〉
(B.4)
where Ĵ
(n)
(x) is defined as
Ĵ
(n)
(x) =− ∂
∂xj
[
ρ̂
(n)
Eˇ(n)uˇ
(n)
j − ρ̂E˜u˜j
(n)
]
− ∂
∂xj
[
p̂
(n)
uˇ
(n)
j − p̂u˜j
(n)
]
− ∂
∂xj
[
1− γ
2
uˇ
(n)
j
(
ρ̂
(n)
uˇ
(n)
k uˇ
(n)
k − ρ̂u˜ku˜k
(n)
+ τmodkk (û
(n)
i )− ̂τmodkk (ui)
(n)
)]
+
∂
∂xj
[
uˇ
(n)
i σij(Tˇ
(n), uˇ
(n)
k )− ̂u˜iσij(T˜ , u˜k)
(n)
]
− ∂
∂xj
[
Qj(Tˇ (n))− Q̂j(T˜ )
(n)
]
+
∂
∂xj
[
Smodj (ρ̂
(n)
, ρ̂ui
(n)
, ρ̂E
(n)
)− ̂Smodj (ρ, ρui, ρE)
(n)
]
.
(B.5)
Here γ is the ratio of the specific heats, and τmodij is the LES model used for
τij = ρ(u˜iuj−u˜iu˜j). Note how different this error indicator is from an intuition-
based error indicator for the energy equation, that could be defined for instance
as
√〈
T˜ ∗,(n)T˜ ∗,(n)
〉
, where T˜ ∗,(n) = T˜ − ̂˜T (n) (same as [63] but applied in a
directional sense).
One important point to keep in mind is that we arrived at Eqns. B.3 and B.5
by excluding the error in the energy equation from the residual term in the
momentum equation and vice versa. This is a relatively ad hoc assumption,
driven by the appeal to make the equations simpler, and could be suboptimal.
Appendix C. The effect of commutation errors
Generally speaking, the commutation errors may pose strict requirements
on how rapidly the filter-width can vary in space (e.g., how large the stretching
factor might be, etc.). While these requirements can probably be best imposed
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Figure C.15: Comparison of the target resolutions corresponding to grids (a) DSM-3, (b)
DSM-4 and (c) DSM-5 of Table 1 between error indicators computed using the original def-
inition of Eqn. 6 (dotted lines) and the modified definition of Eqn. C.1 (solid lines). The
streamwise, wall-normal and spanwise resolutions are shown by the lightest to the darkest
colors (in that order).
as extra constraints when formulating the optimization problem of finding ∆ˇopt
in Section 2.3 (and thus have not been the focus of this paper), it is interesting
to note that they can also be directly included in the definition of the error
indicator, by relaxing the assumption of commutation between filtering and
differentiation in Eqn. 3. In that case, all the terms in the equation will have a
commutation error that is moved to the right-hand side of Eqns. 3 and 5 and
is included in what we consider as the source of error F̂
(n0)
i . As a simplified
version of this, where we only include the commutation error of the convective
term and the SGS term, the definition of the forcing term is modified as
F̂
(n0)
i (x) =
∂̂uiuj
∂xj
(n0)
+
̂∂τmodij (uk)
∂xj
(n0)
− ∂
∂xj
[
û
(n0)
i û
(n0)
j + τ
mod
ij
(
û
(n0)
k
)]
. (C.1)
Figure C.15 shows how the target resolutions change in the case of the chan-
nel flow for the modified error indicator defined by Eqn. C.1. The wall-normal
resolution only changes slightly to have an apparently slower stretching across
the channel, which is consistent with the smooth but slightly aggressive stretch-
ing of the grid predicted by the original definition of the error indicator. Note
that the streamwise and spanwise resolutions are uniform, and thus there is
no difference in the computed value of the error indicator in those directions.
Therefore, the small change in the resolution in x and z is caused by the change
in the wall-normal resolution and the constraint on the total number of grid
points.
A better test-filter for this work would be one that more closely resembles
the effect of implicit filtering (or cut-off) of the grid. For such filters the com-
mutation errors can become larger, and thus more important.
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Figure D.16: Examples of the predicted optimal cell aspect ratios ∆ˇopt(x,n2)/∆ˇopt(x,n1)
(black lines) and ∆ˇopt(x,n3)/∆ˇopt(x,n1) (blue lines) using error indicators A(x,n) (solid
lines) and G(x,n) (dotted lines) for (a) turbulent channel flow and (b) an x-normal plane
inside the recirculation region (x/H = 2) of the flow over a backward-facing step. Note that
even in the channel flow where the predicted aspect ratios are similar, the difference in the
spatial distribution of the two error indicators (combined with the structured nature of the
grids) causes the final aspect ratios to be different from each other (since the minimum of
streamwise and spanwise resolutions are reached at different y locations).
Appendix D. Comparison with the heuristic-based error indicator
In our previous work [13] we defined a heuristic-based error indicator as
A(x,n) =
√〈
u
∗,(n)
i u
∗,(n)
i
〉
(D.1)
where u
∗,(n)
i = ui − û
(n)
i is the directionally high-pass test-filtered LES velocity
field (using the same filter of Eqn. 2). From a physical point of view, A(x,n)
only measures the small scale content of the velocity fields in any direction
n; however, if we employ the classical intuitive argument that the small scale
energy controls both the numerical and modeling errors in LES [11, 12], we can
assume that the errors are proportional to A(x,n) and thus use it as an error
indicator.
It is useful to compare the grids generated by the proposed error indicator
of this study (Eqn. 7) with those of Eqn. D.1. In that sense, the results of this
section complement our assessments of G(x,n) in Sections 3.2 and 4.
The flow setups used in [13] are slightly different from those used here;
thus, all grid sequences are repeated for the exact flow setups of this paper.
Additionally, we use the same grid selection criteria of Eqns. 12 and 13 (G(x,n)
replaced by A(x,n)), which is different from the prior work. Figure D.16 shows
a comparison of the optimal aspect ratios predicted by each error indicator for
the test cases of this work.
The sequence of grids generated for LES of channel flow is summarized in
Table D.6. An interesting observation is the qualitative difference between the
two sets of grids: although the grids generated using A(x,n) have a similar
streamwise resolution to those generated by G(x,n), their wall-normal resolution
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Grid Ntot Ny (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆yc ,∆z)/H Reτ e
DNS
QoI (%)
DSM-2 74k 34 (77, 5.6, 55) (0.14, 0.099, 0.10) 553 11
A-2 76k 36 (80, 6.9, 56) (0.14, 0.075, 0.10) 562 12
DSM-3 251k 44 (53, 2.3, 29) (0.098, 0.091, 0.054) 536 7.3
A-3 245k 48 (57, 3.6, 32) (0.10, 0.061, 0.058) 560 8.3
DSM-4 514k 50 (45, 1.7, 19) (0.082, 0.080, 0.035) 544 3.3
A-4 526k 56 (46, 2.9, 22) (0.082, 0.052, 0.039) 559 5.5
DSM-5 1.18M 60 (34, 1.4, 13) (0.063, 0.065, 0.024) 544 1.8
A-5 1.17M 66 (35, 2.6, 15) (0.063, 0.044, 0.027) 559 4.2
DSM-6 2.53M 72 (25, 1.6, 10) (0.046, 0.052, 0.018) 542 1.1
A-6 2.52M 80 (26, 2.2, 11) (0.048, 0.035, 0.020) 552 2.4
DSM-7 5.80M 90 (18, 1.4, 7.6) (0.033, 0.041, 0.014) 540 1.1
A-7 5.90M 100 (18, 1.8, 8.2) (0.034, 0.028, 0.015) 543 0.8
DSM-8 11.1M 108 (14, 1.2, 6.3) (0.025, 0.033, 0.012) 541 0.9
A-8 11.3M 118 (14, 1.6, 6.8) (0.025, 0.024, 0.013) 542 1.4
Table D.6: Sequence of grids generated for LES of channel flow at Reτ ≈ 545 using the
dynamic Smagorinsky model. All A-k grids are generated using the error indicator of Eqn. D.1
and the criteria of Eqns. 12 and 13 with α = 2. Grids DSM-k are simply copied from Table 1.
See caption of Table 1 for more details.
is coarser near the wall and finer at the center of the channel (i.e., a flatter ∆y
profile with a smaller stretching factor). This leads to a higher number of points
across the channel that has to be compensated by a coarser spanwise resolution
to keep Ntot constant.
Almost all grids generated using the new error indicator G(x,n) have lower
values of the error metric eDNSQoI . If we accept the lower values of e
DNS
QoI as a
measure of optimality (this is not exactly true) we can conclude that the grids
generated by G(x,n) have a more optimal distribution. This conclusion is con-
sistent with our experience; in fact, grids generated by A(x,n) seem to have a
slightly coarser resolution near the wall (especially in the last grids) compared
to what we expect for such high-resolution grids.
As a second comparison we consider the flow over a backward-facing step,
with results summarized in Table D.7. The A-6 grid is shown in Fig. D.17.
Interestingly, we can identify the same general grid distribution patterns as
what we saw in the channel flow; i.e., a general tendency to refine ∆y less
near the wall and more towards the edge of the boundary layer, as well as
refinement regions that are extended to a larger portion of the domain (for all
three resolution directions).
The error in (our specific) quantities of interest is generally lower for grids
generated by G(x,n). Again, (assuming eDNSQoI as a measure of optimality) we can
conclude that the grids generated by G(x,n) have a more optimal distribution.
Once more, our experience with LES confirms this conclusion, as the reported
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Grid Ntot (∆
+
x ,∆
+
yw/2,∆z
+) (∆x,∆y,∆z)/δshear e
DNS
QoI (%)
G-2 297k (42, 2.6, 21) (0.16, 0.078, 0.16) 10.5
A-2 297k (45, 5.7, 23) (0.15, 0.093, 0.15) 10.5
G-3 611k (45, 1.4, 11) (0.16, 0.049, 0.078) 5.6
A-3 599k (47, 2.9, 12) (0.15, 0.074, 0.074) 6.1
G-4 1.32M (47, 1.5, 12) (0.076, 0.038, 0.076) 4.9
A-4 1.35M (22, 2.8, 11) (0.15, 0.036, 0.073) 6.6
G-5 2.13M (25, 0.77, 6.2) (0.070, 0.035, 0.035) 5.4
A-5 2.17M (24, 1.5, 6.1) (0.068, 0.034, 0.034) 4.2
G-6 3.41M (25, 0.77, 6.1) (0.068, 0.034, 0.034) 3.5
A-6 3.70M (25, 1.6, 6.2) (0.065, 0.033, 0.033) 4.4
G-7 6.72M (12, 0.76.6.0) (0.034, 0.017, 0.034) 2.5
A-7 7.26M (12, 1.5, 6.0) (0.068, 0.034, 0.034) 2.0
Table D.7: Sequence of grids generated for LES of flow over a backward-facing step using
A(x,n) of Eqn. D.1 and grid selection criteria of Eqns. 12 and 13 with α = 2. Grids labeled
by “G” are simply copied from Table 4. Refer to caption of Table 4 for more details including
interpretation of each quantity.
Figure D.17: Grid A-6 in Table D.7 with 3.70M cells. Intersections of the blue planes highlight
locations whose resolutions are reported in Table D.7. Note that this grid is qualitatively
different from G-6 shown in Fig. 13. See text for more details.
resolutions in the boundary layer and shear layer of G-k grids are closer to what
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we expect, especially in the last few grids with relatively high resolutions.
Appendix E. Sensitivity to approximate implementations of the er-
ror indicator
In this section, we assess how sensitive the target grids are (in terms of error
in QoIs and predicted distribution of filter-width) to approximations made when
computing Gˇ(x,n). This is of special interest to us because such approxima-
tions are almost unavoidable in practice, the most common of which happens
when computing τmodij (û
(n)
k ) in Eqn. 6. Examples of such approximations in the
present study include: our assumption that the model coefficients remain un-
changed between filter levels ∆ and ∆̂
(n)
to avoid performing the full dynamic
procedure (used in Sections 3.2 and 4), estimating the change in ksgs by an
approximate formula to avoid solving an extra transport equation (Section 4),
different numerics used in computing G(x,n) to avoid reimplementation of the
exhaustively elaborate numerical schemes used in the LES solver, and so on.
As a relatively extreme test we use different LES models in the code and
in computation of the error indicator. To this end, we generate five new se-
quences of grids, all starting from a grid with resolution of (∆x,∆y,∆z)/H =
(0.20, 0.10, 0.20). In three of these sequences the constant Vreman model is used
in the LES solver with cv = 0.07 and ∆/h = 1 (slightly different setup from
what was used in Section 3.3 to test it in a regime of comparable magnitude
for modeling and numerical errors), while τmodij (û
(n)
k ) in the error indicator is
computed once by the Vreman model (as it should), once by using the (dy-
namic) Smagorinsky model (Eqn. 17 of the paper), and once by setting the SGS
terms to zero (τmodij ≡ 0, corresponding to the DNS case). These three sets of
grids are labeled “Vr/Vr”, “Vr/DSM” and “Vr/DNS”, respectively. Similarly,
the other three sequences are generated by using the dynamic Smagorinsky
model in the LES solver and using the Smagorinsky model in G(x,n) (labeled
“DSM/DSM”), DSM in the solver and the Vreman model in the error indicator
(labeled “DSM/Vr”) or setting the SGS terms to zero in the error indicator.
The last sequence (corresponding to “DSM/DNS” grids) is discontinued after
the fourth grid, since the target grids had identical resolutions (within two sig-
nificant digits) to “DSM/Vr” grids.
The generated grids are summarized in Tables E.8 (for sequences with the
Vreman model in the LES solver) and E.9 (for DSM). Convergence of eDNSQoI with
total number of cells Ntot is further illustrated in Fig. E.18.
Note that (see Fig. E.18) the error in the QoIs is not significantly affected
by these relatively extreme inconsistencies in our implementation of the error
indicator. The change in the target resolution is slightly more noticeable (Ta-
bles E.8 and E.9). For instance, the grid Vr/DSM-4 has a friction resolution
of (34, 2.5, 22) which is somewhat different from grid Vr-4 with resolution of
(46, 2.0, 18). Interestingly, this change in the target resolutions has a general
trend that is present for almost all grids in the sequence (e.g., “DSM/Vr” grids
have similar streamwise and spanwise resolutions compared to “DSM/DSM”
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Grid Ntot Ny (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆yc ,∆z)/H Reτ e
DNS
QoI (%)
Vr/Vr-2 74k 34 (70, 4.0, 47) (0.14, 0.10, 0.097) 488 19
Vr/DSM-2 76k 32 (64, 7.0, 55) (0.12, 0.11, 0.10) 528 13
Vr/DNS-2 76k 36 (70, 3.3, 46) (0.15, 0.096, 0.097) 476 20
Vr/Vr-3 253k 48 (58, 1.9, 25) (0.11, 0.081, 0.050) 507 11
Vr/DSM-3 246k 40 (41, 3.8, 33) (0.078, 0.10, 0.063) 526 11
Vr/DNS-3 245k 48 (59, 1.5, 25) (0.12, 0.085, 0.050) 504 11
Vr/Vr-4 513k 52 (46, 2.0, 18) (0.089, 0.076, 0.034) 516 8.1
Vr/DSM-4 517k 48 (34, 2.5, 22) (0.065, 0.083, 0.043) 522 8.2
Vr/DNS-4 512k 54 (46, 1.1, 18) (0.091, 0.075, 0.035) 511 8.4
Vr/Vr-5 1.18M 64 (34, 1.6, 13) (0.065, 0.059, 0.025) 521 5.7
Vr/DSM-5 1.17M 60 (29, 2.0, 15) (0.054, 0.065, 0.028) 525 5.8
Vr/DNS-5 1.15M 64 (34, 0.80, 13) (0.067, 0.063, 0.025) 517 6.7
Vr/Vr-6 2.54M 76 (25, 1.4, 10) (0.047, 0.049, 0.019) 527 4.2
Vr/DSM-6 2.52M 74 (23, 1.7, 11) (0.044, 0.051, 0.020) 530 4.1
Vr/DNS-6 2.50M 78 (25, 0.61, 10) (0.048, 0.050, 0.020 521 5.0
Vr/Vr-7 5.85M 96 (18, 1.1, 7.8) (0.033, 0.037, 0.019) 531 3.6
Vr/DSM-7 5.83M 94 (17, 1.4, 8.0) (0.032, 0.039, 0.015) 534 3.7
Vr/DNS-7 5.80M 98 (18, 0.47, 7.9) (0.034, 0.038, 0.015) 527 3.7
Vr/Vr-8 10.7M 112 (14, 0.97, 6.5) (0.026, 0.031, 0.012) 533 2.7
Vr/DSM-8 10.8M 110 (14, 1.2, 6.5) (0.025, 0.032, 0.012) 535 2.8
Vr/DNS-8 10.9M 114 (14, 0.38, 6.5) (0.026, 0.032, 0.012) 530 2.9
Table E.8: Sensitivity of target grids to approximations in computation of τmodij (û
(n)
k ) in
Eqn. 6. All simulations use the constant Vreman model in the solver with cv = 0.07 and
∆/h = 1. Refer to caption of Table 1 for more details and interpretation of what each
quantity means. See text for how grids “Vr/Vr”, “Vr/DSM” and “Vr/DNS” are generated.
grids, while their wall-normal resolution is finer adjacent to the wall). How-
ever, we should emphasize that despite the relative change in the resolution of
the target grids these are still suitable grids for LES of wall bounded turbu-
lence. In other words, the aspect ratio of the cells may be slightly affected and
suboptimal, but the spanwise resolutions of the cells are still significantly finer
than their streamwise resolution, and their wall-normal resolution is such that
it resolves all the scales in the y direction. The small change in eDNSQoI is in fact
another proof of suitability of generated grids for channel flow: although this
little effect on error in the QoIs is more related to the ability of the solver and
its LES model in handling different grids, we can still conclude that the change
in the target resolution is within some acceptable value to not deteriorate LES
results significantly.
The presented results are specific to the LES code (numerics and models)
and implementation of the error indicator used in this study, while the con-
clusion that the target grids are still close to what we would get by accurate
42
Grid Ntot Ny (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆yc ,∆z)/H Reτ e
DNS
QoI (%)
DSM/DSM-2 74k 34 (77, 5.6, 55) (0.14, 0.099, 0.10) 553 11
DSM/Vr-2 72k 34 (78, 4.1, 51) (0.15, 0.10, 0.097) 529 13
DSM/DSM-3 251k 44 (53, 2.3, 29) (0.098, 0.091, 0.054) 536 7.3
DSM/Vr-3 252k 46 (55, 1.4, 28) (0.10, 0.091, 0.053) 527 7.2
DSM/DSM-4 514k 50 (45, 1.7, 19) (0.082, 0.080, 0.035) 544 3.3
DSM/Vr-4 519k 52 (46, 1.0, 19) (0.086, 0.079, 0.035) 538 3.9
DSM/DSM-5 1.18M 60 (34, 1.4, 13) (0.063, 0.065, 0.024) 544 1.8
DSM/Vr-5 1.19M 62 (34, 0.79, 13) (0.064, 0.065, 0.024) 537 1.8
DSM/DSM-6 2.53M 72 (25, 1.6, 10) (0.046, 0.052, 0.018) 542 1.1
DSM/Vr-6 2.54M 76 (25, 0.62, 10) (0.048, 0.051, 0.019) 535 1.3
DSM/DSM-7 5.80M 90 (18, 1.4, 7.6) (0.033, 0.041, 0.014) 540 1.1
DSM/Vr-7 5.83M 94 (18, 0.51, 7.7) (0.034, 0.040, 0.014) 535 1.2
DSM/DSM-8 11.1M 108 (14, 1.2, 6.3) (0.025, 0.033, 0.012) 541 0.9
DSM/Vr-8 11.1M 112 (14, 0.43, 6.4) (0.025, 0.032, 0.012) 537 1.2
Table E.9: Sensitivity of target grids to approximations in computation of τmodij (û
(n)
k ) in
Eqn. 6. Refer to caption of Table 1 for more details. All results are for LES using the
dynamic Smagorinsky model. Grids labeled “DSM/DSM” are the same as those reported in
Table 1 and are simply copied from there. See text for grids “DSM/Vr”.
Figure E.18: Sensitivity of error in the QoIs to approximations in computation of G(x,n). Fig-
ure summarizes results of Tables E.8 and E.9 for convergence of grids labeled as “DSM/DSM”
(plain black line), “DSM/Vr” (black with squares), “Vr/Vr” (plain blue), “Vr/DSM” (blue
with squares) and “Vr/DNS” (blue with triangles). See text and Tables for more details.
implementation of the LES model is probably more general.
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Grid Ntot (∆
+
x ,∆
+
yw/2,∆
+
z ) (∆x,∆y,∆z)/δshear e
DNS
QoI (%)
G-1′ 79.6k (173,11,22) (1.2,0.14,0.14) 41
G-1 149k (42, 10, 42) (0.21, 0.17, 0.33) 11.1
G-2′ 285k (46,2.9,12) (0.17,0.083,0.083) 15.5
G-2 297k (42, 2.6, 21) (0.16, 0.078, 0.16) 10.5
G-3′ 570k (45,1.4,11) (0.15,0.038,0.076) 6.9
G-3 611k (45, 1.4, 11) (0.16, 0.049, 0.078) 5.6
G-4′ 1.18M (46,0.73,12) (0.075,0.037,0.037) 5.2
G-4 1.32M (47, 1.5, 12) (0.076, 0.038, 0.076) 4.9
Table F.10: Sequence of grids generated for LES of the flow over a backward-facing step
starting from a different initial grid and how it compares with results of Section 4. See the
caption of Table 4 for more details. Sequence is terminated at grid G-4′ since from this point
forward the target grids become nearly identical. Note that grid G-5′ in Fig. F.19 is generated
from grid G-4′, without the need for running the LES on it.
Appendix F. Sensitivity of the target grids to the initial grid
In Sections 3 and 4 we tested the robustness of the error indicator and its
target grids to coarse initial grids and underresolved turbulence. While in all
cases the proposed methodology led to adapted grids that were quite close to
what is considered “best-practice”, there are still two questions that remain to
be answered: (i) how repeatable the generated grids are (i.e., if we can generate
the same target grids by starting from a different initial grid), and (ii) how
sensitive the final results are to the skeletal grid (i.e., if the proposed method
can sufficiently refine the grid in all important regions, even if the maximum
resolution is not limited by the skeletal grid). The goal of this section is to
answer these two questions.
Only the flow over a backward-facing step is studied in this section. The se-
quence is started from an initial grid G-1′ with a resolution of (∆x,∆y,∆z)/H =
(0.8, 0.1, 0.1). The reason for the finer spanwise resolution is to keep the flow tur-
bulent. The skeletal grid in this section has a resolution of (∆0,x,∆0,y,∆0,z)/H =
(0.8, 0.2, 0.2) beyond which coarsening is not possible. At each iteration of the
process Ntot is matched between grids G-k
′ of this section and G-k (the original
sequence in Section 4). The sequence is terminated once the next target grid is
deemed sufficiently similar to its equivalent in the original sequence. The results
are summarized in Table F.10.
The difference between grids the G-k′ and G-k is quantified by the error in
the refinement regions, ER, defined in Eqn. 19. In this section,Rref is taken from
grid G-k and the integration domain is limited to Ω : x = (x, y) ∈ [−20H, 25H]×
[−H, 0.5H] to eliminate the effect of coarser streamwise resolution of grids G-k′
further away from the wall. The convergence of ER with iteration number is
shown in Fig. F.19.
Grid G-2′ from Table F.10 is illustrated by its refinement regions in Fig. F.20.
Note how different this first adapted grid is compared to grid G-2 illustrated
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Figure F.19: Decrease in the difference between grids G-k′ and G-k as the sequence progresses.
The difference is characterized by ER defined in Eqn. 19 with some modifications (see text
for more details). Depending on the acceptable value of ER either of grids G-4′ (ER ≈ 0.09)
or G-5′ (ER ≈ 0.06) can be considered sufficiently close to grids G-4 and G-5 of Table F.10.
in Fig. 8. Namely, the extremely coarse streamwise resolution of G-1′ does not
allow the solution, and thus the error indicator, to capture the recirculation
bubble after the step and to resolve it on G-2′. On the other hand, the coarser
resolution of the skeletal grid gives the algorithm more flexibility to optimally
distribute the filter-width, such that even on this coarse grid the wall-normal
and spanwise resolutions are quite reasonable (both resolutions are finer than
grid G-2).
Note that the results of this section are particular to this test case, and may
not be necessarily true for other cases. For instance, if we had coarsened the grid
enough such that it relaminarized, most probably the error indicator would have
failed to predict the correct target grid. Besides, in transitional flows (including
some separated flows where turbulence is triggered by the Kelvin-Helmholtz
instability) the error indicator itself is probably not adequate and the adjoint
fields may become necessary to capture the extreme sensitivity of the entire
flowfield to those specific regions and to predict sufficient resolutions in those
regions.
Appendix G. More details on the test-filter and a more general class
of suitable filters
The test-filter used throughout this work (Eqn. 2) is obtained by the van
Cittert approximation to the implicit differential filter
φ =
(
I − ∆
2
n0
4
nT0∇∇Tn0
)
φ̂
(n0)
, (G.1)
which is a modified version of the filter originally proposed by Germano [34] to
make it directionally dependent [see 13]. The van Cittert approximation is trun-
cated after two terms to reduce the computational cost and complexity. Since
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Figure F.20: The grid G-2′ from Table F.10 illustrated by its refinement levels in x (top),
y (middle), and z (bottom). Refinement levels are computed based on a skeletal grid with
(∆0,x,∆0,y ,∆0,z)/H = (0.8, 0.2, 0.2) for all x and n. The light green, dark green and blue
colors illustrate regions with one (∆nx/H = 0.4 or ∆ny/z/H = 0.1), two (∆nx/H = 0.2
or ∆ny/z/H = 0.05), and three (∆nx/H = 0.1 or ∆ny/z/H = 0.025) refinement levels,
respectively. The white regions correspond to areas of the domain that are left untouched
(i.e., ∆nx/H = 0.8 or ∆ny/z/H = 0.2). The dashed line highlights the δ95 boundary layer
thickness. Compare with Fig. 8.
this filter is used only to compute the error indicator, which is then only used
to find the optimal filter-width, the effect of this truncation is assumed (and
assessed) to be negligible in the final predictions of ∆ˇopt(x,n) (even though
the computed values of the error indicator change). This is demonstrated
in Fig. G.21 for the example of LES of the channel flow using the dynamic
Smagorinsky model.
The current implementation of the filter (Eqn. 2) falls into a more general
class of differential filters defined as [cf. 1, 32]
φ̂
(n0)
=
∞∑
k=0
(−1)k
k!
∆
k
n0M
(n0)
k
∂kφ
∂xkn0
(G.2)
where M
(n0)
k is the kth moment of the filter kernel (in direction n0). If only
k = 0 and k ≥ K are kept in the expansion [cf. 32], the commutation error of
this general class of filters is of order K (with some extra assumptions). In other
words, by replacing the second derivative of Eqn. 2 with higher order derivates
the commutation error of the filter and differentiation (which was assumed to be
negligible in our derivations in Section 2.1) can be made sufficiently small. On
structured grids with several neighbors available for each point higher deriva-
tives are trivial to implement; however, in complex geometries (especially in
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Figure G.21: Comparison of the target resolutions corresponding to grids (a) DSM-2, (b)
DSM-3 and (c) DSM-4 of Table 1 between error indicators computed using the approximate
relation of Eqn. 2 (dotted lines) and the full deconvolution of Eqn. G.1 (solid lines). The
streamwise, wall-normal and spanwise resolutions are shown by the lightest to the darkest
colors (in that order).
the finite volume approach) computation of derivatives higher than ∂2/∂x2(n0)
are generally impractical (at least in the finite-volume framework). As a result,
the filter used in this work was defined based on the second derivative with a
commutation error of order ∆2n0 . The reason for the use of a differential filter is
that it is easily applicable to complex geometries with fully unstructured grids,
where the second derivative can be computed using the Taylor expansion and
solving a least-square problem (see [64, 65, 13] for more details).
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