For 2D compressible isentropic Euler equations of polytropic gases, when the rotationally invariant data are a perturbation of size ε > 0 of a rest state, S. Alinhac in [1] and [2] establishes that the smooth solution blows up in finite time and the lifespan T ε satisfies lim ε→0 ε 2 T ε = τ 2 0 > 0. In the present paper, for 2D compressible isentropic Euler equations of Chaplygin gases, we shall show that the small perturbed smooth solution exists globally when the rotationally invariant data are a perturbation of size ε > 0 of a rest state. Near the light cone, 2D Euler equations of Chaplygin gases can be transformed into a second order quasilinear wave equation of potential, which satisfies both the first and the second null conditions. This will lead to that the corresponding second order quasilinear wave equation admits a global smooth solution near the light cone (see [4] ). However, away from the light cone, the hydrodynamical waves of 2D Chaplygin gases have no decay in time and strongly affect the related acoustical waves. Thanks to introducing a nonlinear ODE and taking some delicate observations, we can distinguish the fast decay part and non-decay part explicitly so that the global energy estimates with different weights can be derived by involved analysis.
Introduction
In this paper, we are concerned with the global existence of a smooth axisymmetric solution to 2D compressible Euler equations of Chaplygin gases with non-zero vorticity. The initial data problem of 2D isentropic Euler equations is
(Conservation of mass), ∂ t (ρu) + div(ρu ⊗ u) + ∇P = 0 (Conservation of momentum), ρ(0, x) = ρ 0 (x), u(0, x) = u 0 (x), (1.1) where t ≥ 0, x = (x 1 , x 2 ) ∈ R 2 , ∇ = (∂ x 1 , ∂ x 2 ), and u = (u 1 , u 2 ), ρ, P stand for the velocity, density, pressure of gases respectively. In addition, ρ 0 (x) > 0, u 0 (x) = (u 1 0 (x), u 2 0 (x)), (ρ 0 (x), u 0 (x)) ∈ C ∞ (R 2 ), the pressure function P = P (ρ) is smooth and P ′ (ρ) > 0 holds for ρ > 0. When P (ρ) = Aρ γ with some positive constants A and γ (1 ≤ γ < 3), the corresponding compressible flows are called the polytropic gases.
For the Chaplygin gases, the equation of pressure state (one can see [5] and [13] ) is given by
where P 0 > 0 and B > 0 are positive constants, and P (ρ) > 0 for ρ > 0. For convenience, we always assume P 0 = 2 and B = 1 in the whole paper. If (ρ, u) ∈ C 1 is a solution of (1.1) with ρ > 0, then (1.1) admits the following equivalent form
ρ(0, x) = ρ 0 (x), u(0, x) = u 0 (x).
(1.3)
Let Ω =: x 1 ∂ 2 −x 2 ∂ 1 be the rotation operator. SetΩu 0 (x) =: (Ωu 1 0 (x), Ωu 2 0 (x))+(u 2 0 (x), −u 1 0 (x)). Through the paper, we assume Ωρ 0 = 0 andΩu 0 = 0. In this case, one easily knows that ρ 0 (x) = ρ 0 (r) and u 0 (x) = f 0 (r) x r + g 0 (r)
x ⊥ r with x ⊥ = (−x 2 , x 1 ) and r = x 2 1 + x 2 2 . Then it follows from (1.3) that the smooth solution (ρ, u) will admit such a form for any t ≥ 0: ρ(t, x) = ρ(t, r) and u(t, x) = f (t, r) For fixed integer N ≥ N 0 = 7, denote the size ε of the perturbed initial data of (1.3) around the rest state (1, 0, 0) by
where < r >= (1 + r 2 ) (1.5)
Denote by Z ± =: f ±ċ(ρ). Then (1.5) can be written as
(1.6)
From this, one knows that the main parts in (1.6) are both Burgers equations of Z + and Z − . Therefore, S. Alinhac in [2] establishes that the smooth solution of (1.3) together with P (ρ) = Let's recall some remarkable works related to Theorem 1.1. For the 2D or 3D compressible Euler equations of polytropic gases, it is well known that smooth solution (ρ, u) of (1.1) will generally blow up in finite time. For examples,
• for a special class of initial data (ρ 0 (x), u 0 (x)), T. Sideris [28] has proved that the smooth solution (ρ, u) of (1.1) in three space dimensions can develop singularities in finite time, and subsequently M. Ramaha [26] has proved a corresponding blowup result in two space dimensions;
• for the 2D compressible isentropic Euler equations, when the rotationally invariant data are a perturbation of size ε > 0 of a rest state, S. Alinhac in [1] and [2] establishes that the smooth solution blows up in finite time and the lifespan T ε satisfies lim ε→0 ε 2 T ε = τ 2 0 > 0; • for the 2D and 3D compressible Euler equations (1.1), there are extensive literature on the blowup or the blowup mechanism (including the formation of shocks) of small perturbed smooth solution (ρ, u), one can see [3] , [7] - [8] , [10] - [12] , [14] - [16] , [22] , [24] - [25] , [27] and [29] - [32] (even for more general quasilinear wave equations).
For the 2D or 3D compressible Euler equation of Chaplygin gases, so far there have been many interesting results. For examples,
• when the Chaplygin gases are isentropic and irrotational in two or three space dimensions, one can introduce a potential function Φ(t, x) such that u = ∇ x Φ holds and (1.1) is written as a second order quasilinear wave equation of Φ. In the 3D case, this quasilinear wave equation satisfies the null condition (its definition see [6] and [17] ); in the 2D case, the equation satisfies both the first and the second null condition (see their definitions in [4] ). Therefore, by the results in [6] , [17] and [4] , [23] , we know that the small perturbed smooth solution (ρ, u) of (1.1) exists globally when 3D or 2D Chaplygin gases are isentropic and irrotational.
• when the Chaplygin gases are spherically symmetric and non-isentropic, P. Godin in [13] prove that the global smooth symmetric solution exists for 3D non-isentropic compressible Euler equations. Later on, the authors in [9] establish a similar result in two space dimensions. In addition, the authors in [19] show the global spherically symmetric solution for 3D relativistic compressible Euler system of Chaplygin gases.
• when the 3D Chaplygin gases are isentropic and irrotational, the authors in [20] prove the global existence of small perturbed smooth solutions in the exterior domain with slip boundary condition u· n = 0, where n stands for the unit normal of the boundary. In fact, by proving the variation version of global Keel-Smith-Sogge estimate, the authors in [20] have established more general result: if 3D quasilinear wave equation satisfies the null condition, then the small data smooth solution exists globally outside of a compact convex obstacle when the Neumann boundary condition on the boundary is posed.
We now give some comments on the proof of Theorem 1.1. When the 2D quasilinear wave equation satisfies both the first and the second null conditions, S. Alinhac in [4] have established the global existence of small data solution by looking for a crucial "ghost weight" to derive a global energy estimate. Therefore, as a direct application of [4] , when 2D Chaplygin gases are isentropic and irrotational, the small perturbed smooth solution (ρ, u) of (1.1) exists globally. If 2D Chaplygin gases are spherically symmetric and non-isentropic, through looking for a new "ghost weight" and taking involved analysis, the authors in [9] derive a global weighted energy estimate for the full compressible Euler system by utilizing both null conditions and the variable entropy. As pointed out in [9] , since the full compressible Euler system can not be changed into a scalar quasilinear wave equation because of the influence of variable entropy, the ghost weight introduced in [4] will not be applied directly and thus a new ghost weight should be chosen, meanwhile the transport equation on the entropy has to be treated carefully by decomposing the whole energy into "interior energy" and "exterior energy". In the present paper, we shall focus on the global solution problem of 2D compressible isentropic Euler equations of Chaplygin gases when the rotationally invariant data are a perturbation of size ε > 0 of a rest state. Due to the strong effect of hydrodynamical waves on acoustical waves (i.e., the term g 2 r in Q 2 ), the time-decay of v and ∂ r v away from the outgoing light cone (near r ≤ t/2 for large t) becomes worse, see Lemma 2.5, Lemma 2.6 and Lemma 4.1 below. To overcome this essential difficulty, we seek a suitable transformation v(t, r) =ṽ(t, r) + G(t, r) so that the unknown functionṽ will admit a better decay in time away from the light cone meanwhile the function G has some required "good" properties in the process of deriving energy estimates on (ṽ, f, g). For this purpose, we delicately choose G to satisfy the nonlinear ODE:
with G(t, ∞) = 0. Although (1.7) is nonlinear about the unknown function G in terms of v =ṽ + G, according to the estimates in Lemma 2.6, one knows that G exists globally for r ≥ 0 and any fixed t ≥ 0. In addition, in order to derive the global weighted energy estimate of (ṽ, f, g), it is required to search suitable vector fields and different weights near or away from the light cone. In fact, note that (1.4) are invariant under the scaling (t, r) → (λt, λr) for λ ∈ R and the translation in time t → t + τ for τ ∈ R, but (1.4) are not invariant under radial translation. Then this inspires that the vector fields Γ ∈ {∂ t , S =: t∂ t + r∂ r } can be used but the space derivative ∂ r can not be used directly in the energy estimates of (ṽ, f, g). On the other hand, due to the requirements of argument techniques, near the light cone we will introduce the auxiliary weighted energy for k ∈ N Y k (t) =:
(1.8) together with some kind of "ghost weight" and other suitable multiplier; meanwhile, away form the light cone we introduce the auxiliary weighted energy
where χ 0 (s) and χ 1 (s) are smooth cutoff functions satisfying 0 ≤ χ 0 ≤ 1 with 10) for s ∈ R. Moreover, both
are bounded. Here we emphasize that due to
is finite for any fixed time t ≥ 0 and smooth solution (v, f, g) of (1.4). In order to compensate the lack of the function g and its regularities in X k (t), and to derive the L ∞ estimate of ∂ r g by Sobolev imbedding theorem W 1,3 (R 2 ) ⊂ L ∞ (R 2 ) (see Lemma 4.2 for details), we shall introduce the W 1,3 norm of the the specific vorticity
where w(t, r) =
As in [31] , it is easy to verify that w(t, r) satisfies
Based on the preparations above and by involved analysis together with some delicate observations, we eventually derive the global energy estimate of (ṽ, f, g) and further complete the proof of Theorem 1.1 by the continuation method. This paper is organized as follows: In Section 2, several basic results including some Sobolevtype embedding inequalities and Hardy-type inequalities are listed or derived. In Section 3, by the null condition structures, the estimates of weighted L ∞ , L 2 norms and better decay property in time near the light cone will be established for the smooth solution (v, f, g) of (1.4). Away from the light cone, L ∞ and L 2 time-decay of acoustical and hydrodynamical waves for problem (1.4) are derived in Section 4. In Section 5, by using S. Alinhac's "ghost weight" technique together with some other suitable multiplier, an elementary energy estimate for the smooth solution of (1.4) is obtained. Thereafter, more careful energy estimates of (v, f, g) near and away from the light cone will be given in Section 6 and 7, respectively. In Section 8, the proof of Theorem 1.1 is eventually finished.
Through the whole paper, we shall use the following convention:
• Γ ∈ {∂ t , S = t∂ t + r∂ r } andΓ ∈ {∂ t ,S =: S + 1}.
• For the multi-indices a, b ∈ N 2 0 =:
Set σ ab =:
• For k ∈ N 0 and the solution (v, f, g) of (1.4), let 12) where
Some preliminaries
First, it follows from direct computation that for any smooth functions φ(t, r) and ψ(t, r),
Through the paper, we always assume that for fixed integer N ≥ N 0 = 7,
where the large positive constants M and M ′ will be chosen later. Lemma 2.1. For any function φ(t, x) which is supported in {x : |x| ≤ 1 + t} for variable x and for t ≥ 0, the following Hardy-type inequality holds
3)
here and below A B means A ≤ CB with generic positive constant C which is independent of t, ε and M, M ′ . Proof. One can see the proof of (2.3) in [21] , here we omit it.
) is the solution of (1.4), then the following weighted Sobolev type inequalities hold 5) where the definition of χ 1 has been given in (1.10). Remark 2.1. Set cosθ = r with θ ∈ [0, 2π]. Then f (t, r) = u 1 (rcosθ, rsinθ)cosθ+ u 2 (rcosθ, rsinθ)sinθ and g(t, r) = u 2 (rcosθ, rsinθ)cosθ−u 1 (rcosθ, rsinθ)sinθ. Since (ρ, u 1 , u 2 )(t, x) is a smooth solution of (1.3) together with (1.2), one has
Proof. Note that < t > + < r − t > r on supp χ 1 ( r <t> ). Since
together with Cauchy-Schwartz inequality, the boundedness of |∂ r ′ < r ′ − t > | and the definitions of E |a| (t), Y |a|+1 (t), this yields (2.4). In addition, the proof of (2.5) is similar, we then omit it.
Lemma 2.3. For any smooth function φ(t, x) which has compact support for variable x, the following Sobolev inequalities hold
where the definition of χ 0 has been given in (1.10).
Proof. For the first inequality (2.6), one can see (3.4) of [18] . (2.7) comes from the Sobolev imbed-
Lemma 2.4. For C 1 smooth function φ(t, r) with φ(t, 0) = 0 and admitting compact support for variable r, the following Hardy type inequalities hold
Proof. Direct computation yields
Therefore, we have proved (2.8).
Next, we deal with (2.9). By an analogous computation, we achieve
Together with
) is the solution of (1.4), then the following inequalities hold
(1) |Γ a g(t, r)| E |a|+1 (t); (5), Lemma 2.4 can be applied to the terms Γ a g(t, r), Γ a f (t, r) and ∂ r Γ a ′ṽ (t, r) for |a| ≤ N − 1 and |a ′ | ≤ N − 2.
Proof. At first, we prove (1). Due to
then (1) is proved. In addition, the boundedness of
With the same analysis, we also have Γ a f (t, 0) = ∂ r Γ a ′ṽ (t, 0) = 0. Therefore, (5) is achieved.
Next, we deal with (2) . Similar to the proof of (1), we see that
(2.10) Therefore,
which implies (2). Applying the Cauchy-Schwartz inequality to (2.10) yields
Then we have proved (3) . Finally, we turn our attention to the proof of (4). Let φ = χ 0 Γ aṽ (t, r) in (2.6), one has that
We now deal with the last term in (2.11). In fact, it is easy to find that
(2.13) Substituting (2.12) and (2.13) into (2.11) yields (4).
Next we estimate G in (1.7).
Lemma 2.6. For a, a ′ ∈ N 2 0 with |a| ≤ N − 2 and |a ′ | ≤ N , the following inequalities hold
From the third equation of (1.4), we have
Define the characteristic curve R(t, r) starting from (0, r) as follows:
Then R(t, r)g(t, R(t, r)) = rg(0, r) holds. In view of (2.4) and Lemma 2.5, we deduce that |f (t, R(t, r))| < t >
. By the assumption supp g 0 (r) ⊆ {r ≤ 1/8}, one has supp g(t, r) ⊆ {(t, r) : r ≤< t > /4}. Consequently, from the definition of G, we get
Hence, for any fixed t ≥ 0 we have lim r→∞ Γ a G(t, r) = 0. Applying the commutation identities (2.1), we get the following equation for the higher order derivatives of G
for |a| = 0, and
With the help of the Cauchy-Schwartz inequality and Hardy inequality (2.8), one has 
Next we apply the method of induction on the multi-index a to show (1). In fact, for |a| ≤ N − 4, one easily gets (1). When |a| ≤ N − 2, due to |b| + 2 ≤ N − 2 or |c| + 2 ≤ N − 2, then one has
which derives (1) for sufficiently small ε 0 > 0.
(2) By an analogous or even easier analysis as in (1), one can obtain (2) . (3) We conclude that
Note that [
Then applying the method of induction to (2.16), we easily find that
which implies (3).
On the analysis of solutions near the light cone
In this section, for the smooth solution (v, f, g) of (1.4), we will make full use of the inherent null condition structure near the light cone to establish some time-decay estimates.
) is the solution of (1.4), then the following estimates of L ∞ and L 2 norms for v + f hold 
It is easy to verify that both the first and second null condition hold for (3.4) . By the results in [4] Proof. Acting Γ a on two sides of the first two equations in (1.4) and applying (2.1), we have
Direct computation shows that
where
Since g ≡ 0 holds on supp χ 1 , which has been proved in Lemma 2.6, this leads to that χ 1Γ a Q 2 does not contain the function g. By χ 1 = χ 1 (χ 0 + χ 1 ), we arrive at
where [s] = sup{i ∈ N : i ≤ s}. In addition, for |a| ≤ N − 2 and N ≥ N 0 , it is easy to check that [
Analogously, we find that
Then substituting (3.7) and (3.8) into (3.6) yields (3.1). The proof of (3.2) is similar. Indeed, by N ≥ N 0 and |b| + |c| ≤ |a ′ | ≤ N − 1, one has |b| ≤ N − 2 or |c| ≤ N − 2. Therefore, we see that
This, together with (3.1), yields (3.2) . By the finite propagation speed property of hyperbolic system, one easily knows that Γ a (v + f ) is supported in {(t, r) : r ≤ 1 + t}. Therefore,
is bounded and v =ṽ holds on supp χ 1 , we arrive at
Substituting this into (3.9) yields (3.3).
) is the solution of (1.4), then for small ε 0 > 0, the following estimates of weighted L ∞ norms hold
and
Similarly, we also have
(3.13) By Leibniz's formula and the commutation identities (2.1), one has
By an analogous analysis as in Lemma 3.1, in order to prove (3.10) and (3.11), it suffices only to deal with the term Γ b (v + f )∂ r Γ c v in (3.14). Note that
In addition, for χ 1Γ a Q 2 , the same inequality as (3.16) can be easily obtained. Therefore, when ε 0 > 0 is small, we achieve (3.10)-(3.11).
Lemma 3.3. For any integer
) is the solution of (1.4), then for small ε 0 > 0, the following auxiliary weighted energy inequality holds
(3.17)
In view of (3.12) and (3.13), it is not hard to see that
Since the treatments on χ 1Γ a Q 1 and χ 1Γ a Q 2 are analogous, it suffices only to treat χ 1Γ a Q 1 .
First, we deal with the term Γ b v∂ r Γ c (v + f ) inΓ a Q 1 . Due to |b| + |c| = |a| ≤ N with N ≥ N 0 , one has |b| ≤ N − 2 or |c| ≤ N − 2. Therefore, we achieve Analogously for the term
(3.20)
Applying Hardy inequality (2.3) to the last term in (3.20), we obtain
This, together with (3) in Lemma 2.6 and (3.20), yields
Finally, for the term
.
Thus, collecting (3.18) with (3.19) and (3.21) leads to
Therefore, for small ε 0 > 0, we complete the proof of (3.17).
4 On the analysis of solutions away from the light cone
In this section, for the smooth solution (v, f, g) of (1.4), we will achieve the L ∞ time-decay estimates away from the light cone for their space and time derivatives through the structure of the hyperbolic system (1.4).
) is the solution of (1.4), then for small ε 0 > 0, the following inequalities hold
Proof. At first, it is easy to find the following equations ofṽ, f
According to (2.1), we have the following equations on the higher order derivatives ofṽ, f, g
Similarly to (3.12) , it is easy to get the following identities
Applying Leibniz's formula and (2.1), we achievẽ
Next, we deal with ∂ t Γ a G in (4.10). Taking the time-derivative ∂ t on two sides of (2.16) yields
For the last term in (4.12), it is easy to get that
Therefore, we obtain the following inequality which is similar to (2.17)
(4.14)
Here we point out that the second line in (4.14) does not appear if |a| = 0. Applying (2.8) to the last term in (4.14), we see that We now turn to treating the cross cutoff domain χ 0 χ 1Γ aQ 1 and χ 0 χ 1Γ aQ 2 . Direct computation yields Finally, we go to the proof of (4.4). For this purpose, at first, we need to treat ∂ t Γ a g L ∞ . It follows from the third equation in (4.8) that
In addition, note that
Then, by Lemma 2.5 and (4.1) we conclude
Due to the smallness of ε 0 > 0, we deduce that
Finally, we deal with r∂ r ∂ t Γ a G L ∞ . From (4.12), one knows that
This, together with (4.2)-(4.3), (4.18) and Lemma 2.5-2.6, yields
Therefore, we finish the proof of (4.4).
The following results will play an important role in the proof of Lemma 4.3 below. 
Proof. First, we treat (1). Similarly to (2) in Lemma 2.5, we achieve
Let φ(t, x) = Γ a w(t, r) in (2.7), then we obtain
Recalling the definition of the specific vorticity w, we find that
Subsequently, we achieve (1).
Next, we focus on the estimate of ∂ r Γ a ′ G L ∞ . By making use of (2.16), we arrive at
Consequently, (2) is derived.
Similarly, (4.12) implies
Note that b + c = a and |a| ≤ N − 3, either |b| ≤ N − 4 or |c| ≤ N − 5 holds. Subsequently, we infer that
Therefore, we obtain (3). 
(4.20)
Proof. We divide the proof of Lemma 4.3 into two parts.
Part I: first order space derivatives estimates.
According to (4.9), we have
At first, we deal with the term
where we have used (2.2), (2.5) and Lemma 2.5-2.6. For |b| ≥ N − 3, due to |b| + |c| = |a| ≤ N − 1 and N ≥ N 0 , one has |c| ≤ 2 ≤ N − 3. Therefore, we achieve
The treatments for
Now we deal with the terms in the last line of (4.23) . By an analogous analysis for the multi-index b and c as in (4.22), we achieve
Applying (2.9) and Lemma 2.5-Lemma 4.1 yields Next we turn our attention to the last term ∂ t Γ a G L 2 in (4.23). Direct computation yields
Then we achieve
To deal with r∂ r ∂ t Γ a G L 2 in (4.25), taking L 2 norms on the both side of (4.12) derives
(4.26)
Note that χ 1 ≡ 0 on the support of G. Then similar to (4.23) and (4.24), we obtain b+c=a,c<a
(4.27) and
(4.28)
In addition, according to the third equation in (4.8) and (4.17), we deduce that
where we have used (2.9), Lemma 2.5 and Lemma 4.1. Consequently,
This yields
Inserting (4.27), (4.28) and (4.29) into (4.26), we arrive at
This, together with (4.21), (4.23) and (4.24) , yields that for all |a| ≤ N − 1,
Part II: second order space derivatives estimates.
Let |a ′ | ≤ N − 2. From (4.8), we easily get
which yields
(4.31)
We now treat the last two nonlinear terms in (4.31). It is not hard to check that 32) and
(4.33) Applying (2.9) to the first term 1 r ∂ r Γ cṽ in the second line of (4.32), we achieve
Next we start to treat each term in the last line of (4.34).
A. Estimate of χ 0
Next, we deal with the case of |b| ≥ N − 2. Applying (2.9) to χ 0 1 r Γ b f L 2 and the first inequality in Lemma 4.2 to
Therefore,
Taking the space derivative ∂ r on two sides of (2.16), we find that
For |b| ≤ N − 3, we arrive at
where d+e=c,e<c
With the help of (4.17), we deduce that
Consequently, we arrive at
While for |b| ≥ N − 2, we have
Thus,
Applying similar analysis to (4.12), we arrive at
This, together with (4.34), (4.35) and (4.36), yields
With an analogous analysis to χ 0 ∂ rΓ a ′Q 1 L 2 , we achieve
(4.38) In addition, due to
then by Lemma 2.2 and Lemma 3.1, we arrive at
Collecting (4.31) and (4.37)-(4.39) yields
Then it leads to (4.19) by the method of induction on |a ′ |. Thus, by collecting Part I and Part II, Lemma 4.3 is proved.
Elementary energy estimates of solutions
With the help of (3.17) and (4.19), Lemma 2.2, 3.1, 3.2 and Lemma 2.5, 2.6, 4.1 can be summarized as follows.
Based on Lemma 5.1 and Lemma 5.2, we establish the following results.
) is the solution of (1.4), then for small ε 0 > 0, the following elementary energy inequality holds
b+c=a,b<a,c<a
and the smooth function q = q(r − t) satisfies q ′ (s) =< s > −5/4 and q(∞) = 0. Remark 5.1. The multiplier function e q(r−t) in (5.1) is called the "ghost weight" by S. Alinhac in [4] .
Proof. Multiplying (3.5) by e q rΓ a v and e q rΓ a f respectively, we achieve
We now treat the terms containing top-order derivative Γ a v and Γ a f in the right hand side of (5.3). To this end, we rewrite (3.14)-(3.15) as follows:
It follows from direct computation that
Inserting this into (5.3) yields
Multiplying this identity by 
Note that G ≡ 0 on supp χ 1 , thus from Lemma 5.2 we know In the subsequent §6 and §7, we will treat the term
in the right hand side of (5.1) near the light cone and away from the light cone, respectively.
6 The treatment of (5.6) near the light cone
Based on the results in Section 5, we now treat (5.6) near the light cone for the smooth solution (v, f, g) of (1.4).
) is the solution of (1.4), then for small ε 0 > 0, the following energy inequality near the light cone holds
where the smooth function q = q(r − t) in (6.1) satisfies q ′ (s) =< s > −5/4 and q(∞) = 0. Proof. Because of g ≡ 0 and G ≡ 0 on supp χ 1 , we find that v ≡ṽ. Recalling the definition of I in (5.2), we see that 
Applying integration by parts to the third term in I 11 , then the resulting inequality can be divided into three parts as follows:
In view of Lemma 5.1, we achieve
By using (3.3) for the term q ′ |(v + f )| in I 2 11 , we derive
For the higher-order energy with N − 1 ≤ |a| ≤ N in I 3 11 and |c| ≤ N − 4 in I 13 , applying the Cauchy-Schwartz inequality and Lemma 5.1 to I 3 11 and I 13 implies
(6.5)
For the lower-order energy with |a| ≤ N − 2 in I 3 11 , by using (3.3) again for the term Γ a (v + f ), we then have
This treatment can also be applied to I 13 for |c| ≥ N − 3. Therefore,we achieve
(6.6) Finally, we turn our attention to the last term I 14 . Notice that χ 1 Γ b v = χ 1 Γ bṽ holds. Then it is not hard to find that
Collecting (6.2)-(6.7) yields (6.1).
7 The treatment of (5.6) away from the light cone and estimate of w
In this section, at first we treat (5.6) away from the light cone for the smooth solution (v, f, g) of (1.4), and subsequently take the estimate on w.
) is the solution of (1.4), then for small ε 0 > 0, the following energy inequality away from the light cone holds
where Q a (t) =:
and the smooth function q = q(r − t) in (7.1) satisfies q ′ (s) =< s > −5/4 and q(∞) = 0. Proof. At first, it is easy to find that
Next we focus on the treatment of χ 0 I in (7.1). Let 1 + v 1 +ṽ I = I 01 + I 02 + I 03 + I 04 ,
By using Lemma 5.2 to I 01 directly, we see that
Applying the integration by parts to I 02 derives
Consequently, we achieve
For the terms in I 03 , it suffices only to deal with the term Γ a f Γ b v∂ r Γ cṽ since the other terms can be analogously treated. For the higher-energy with N − 1 ≤ |a| ≤ N , we arrive at b+c=a,b<a,c<a
While for the lower-energy with |a| ≤ N − 2, we easily get b+c=a,b<a,c<a
Therefore, we conclude
Q a (t).
Finally, we focus on the treatment of I 04 .
It is easy to find that
Subsequently, we achieve
Analogously, for the other terms in I 04 , one has b+c=a,b<a,c<a
where we have used Lemma 4.2. Consequently, we achieve that for Γ a = ∂ Next, we treat the case of Γ a = S a 2 = S l and l = |a| = a 2 ≥ 0. When l = |a| = 0, the second term b+c=a,b<a,c<a σ bc e q rΓ a f Γ b v∂ r Γ c G in I 04 does not appear. While l ≥ 1, rewrite the scaling operator as S l f = (t ′ ∂ t + r∂ r )S l−1 f . Then applying the integration by parts with respect to t ′ , we arrive at that for all m = 1, · · · , l − 1, (t)E 2 |a| (t) (t)E 2 |a| (t) + Q a (t).
Next, we deal with the first term S l f S l (g 2 ) in I 04 . When l = |a| = 0, we achieve (t)E 2 |a| (t) + Q a (t).
(7.13) Collecting (7.2)-(7.13), then (7.1) is proved.
Next we estimate g and w. , g ) is the solution of (1.4), then for small ε 0 > 0, the following energy inequalities for g and specific vorticity w hold (t)E 2 |a| (t) + Q a (t), (7.14) 
Proof. It is easy to verify that By the same analysis to the first term Γ a f Γ a (g 2 ) as in I 04 of (7.3), we achieve 
(7.21) Collecting (7.18)-(7.21) yields (7.14). Next, we treat the case of |a ′ | ≤ N − 1 in (7.15). Similarly to the proof of (7.14), we have Then, for the higher-order derivatives with N − 3 ≤ |a ′ | ≤ N − 1, we achieve 8 Proof of Theorem 1.1
Based on the results in Section 3-Section 7, we now start to prove Theorem 1.1.
Proof of Theorem 1.1. For |a| ≤ N − 1, it holds that
Then, combining this with (5.1), (6.1), (7.1), Lemma 7.2 and assumption (2.2), we achieve
