Abstract. We outline the spectrophotometric data reduction (SDR) software package which is a part of a system of automated quantitative spectral classification of stars. The system is meant for a stellar-statistical study of the Galaxy.
Introduction
Some years ago a complex program of studying the main meridional section of the Galaxy (MEGA = MEridian of GAlaxy) was started with the aim of improving our knowledge about spatial and kinematic characteristics of stellar populations. The present state of the MEGA program has been described recently by Malyuto, Einasto, Kharchenko and Schilbach (1990) . The use of absolute proper motions of stars (with respect to galaxies), photoelectric JJBVR and Vilnius photometry together with automated quantitative spectral classification for large stellar-statistical samples are among the most essential features of the program. The data are gathered in 47 areas within 30° from the main meridional section of the Galaxy.
To classify stars, objective prism stellar spectra of intermediate dispersion ( D = 166 A/mm at H7 ), obtained with the 70-cm Send offprint requests to: V.Malyuto meniscus telescope at the Abastumani Astrophysical Observatory are used. The field diameter is 4° 50' and the limiting photographic stellar magnitude is about 12 mag.
Our system of automated quantitative spectral classification applies criteria evaluation and is based mainly on two software packages: the SDR package for spectrometric data reduction and the CTATEC-2 package determining the linear regression model used for classification. Underlying the SDR package is the transformation of spectral densities into classification criteria values. Underlying the CTATEC-2 package (Malyuto and Shvelidze, 1989, hereafter Paper I; Tiits, 1986 ) is the definition of the coefficients of a multiple linear regression model "criteria values versus main physical parameters" on the basis of standard stars.
By inverting the model with the use of criteria values for the MEGA program stars we obtain the spectral classes, luminosity classes and [Fe/H] values for these stars. The flow-chart of the system of automated quantitative spectral classification is given in Fig. 1 .
The SDR software package for spectrophotometric data reduction has been gradually developed by Malyuto and Pelt (1981, hereafter Paper II), Malyuto and Pelt (1982) , Malyuto (1984) , Malyuto, Pelt and Chargeishvili (1986) and Malyuto, Pelt and Shvelidze (1989) . Some stages of data reduction have been abandoned or modified in the course of work.
Here we review our latest version of the SDR package for spectrophotometric data reduction which is in regular use at Tartu and Abastumani observatories. The most essential new feature is fitting of the continuum with standard cubic splines.
Spectra selection and digitization of observational data
The spectra widened to 0.15 -0.25 mm are obtained on Kodak IlaO or IllaJ photographic emulsions. For their digitization we apply the PDS machine installed at the Tartu Astrophysical Observatory. The slit area corresponds to 5 x 100/x on the plate, one displacement step equals to 5/i, the recorded linear distance is 10 mm (2001 pixels).
The specific package for automatic stellar spectra detection and identification from objective prism plates has not yet been elaborated. Instead of it we identify the spectra by visual selection and manual positioning on the PDS machine. To fix the approximate starting point for spectral recording , we use the line H Ca II + He (A 3969 A), easily identifiable visually in all spectra. 
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The measurement of the spectrogram (forming one file on the magnetic tape) consists of three parallel scans of the same length (a background, a spectrum, a background on the other side of the spectrum). The first 200 pixels in each spectrum without useful information are excluded from consideration.
The calibration plates are the same as, or similar to those described by West (1970 West ( , 1972 . The tracings of calibration plates with a PDS machine are made with the same scanning parameters as those applied to the stellar spectra. Each measurement consists of four cuts at different wavelengths (4650, 4340, 4100 and 3970 A). One scan includes a fog, cuts of nine calibration strips and a fog behind the last strip. Every scan is recorded as one file on the magnetic tape.
Processing of calibration spectra
Each calibration curve may usually be used in processing of several hundred stellar spectra, and automation of construction of the calibration curves would not lead to a significant saving of time per spectrum. Therefore, we use the KASPEK package for the analysis of stellar spectra in interactive mode which has been elaborated by K. Annuk; the processing of calibration spectra is a part of the KASPEK package (see Annuk, 1986) .
The specific program of the KASPEK package approximates each calibration curve by a function of log I values (available from laboratory calibration of the step wedge) by a polynomial up to the third degree relative to the Baker density and wavelength. In those cases where the density interval is too small, extrapolation of calibration curve is used to cover the density range from 0.05 to 3.00. The coefficients of the polynomial found by the method of the least squares are the output parameters of the package.
Reduction of stellar spectra
Stellar spectral data reduction is performed with the SDR software package which includes the main program and a set of subroutines. The package has been written in FORTRAN 77 language and runs on a UNIX-based computer..
At the first stage of data reduction the main program calculates and prints out the representative background density value (the median of the background densities on both sides of the spectrum) and its standard deviation. Then the program subtracts the fog (clean calibration plate) from the representative background density value and the spectral densities.
4-1 Filtering of the spectra
Filtering of the spectra from the emulsion grain noise is performed by means of a Fourier transform. We use the method described by Lindgren (1975) but with some modifications. The method requires a transformation of spectral densities into quasidensities to make the noise amplitude nearly constant. To define these transformations, the standard deviations at different density levels must be plotted against the mean densities and a straight line must be drawn through the points. The coefficients of this line are determined, the standard deviations and the averages of densities being calculated from the cuts of the same appropriate calibration plates which have been mentioned in Section 2.
Differently from the Lindgren's technique, we apply the cut-off filter y for power spectra using the exponential function 
4-2 Transformation of densities into intensities
The filtered spectral densities as well as the representative background density value (see Section 4) are transformed into intensities by means of the polynomial described in the KASPEK package (its coefficients are the input parameters in the main program of the SDR package). Then the program subtracts the representative background intensity value from the spectral intensities. One important stage in the process of spectrophotometric data reduction is the fitting of the continuum. In the case of intermediatedispersion spectra this is not a trivial task because of a great variety of stellar spectra and richness of details in each of them. Since a physical continuum cannot certainly be drawn for such spectra, it is natural to use quasi-continua. For example, West (1970 West ( , 1972 simply adjusted a straight line to two selected peaks in the spectra and regarded it as a continuum line. On the other hand, Schmidt-Kaler (1979) uses an analytical function adjusted to some "windows" in the spectra. A similar approach is used by Annuk (1986) and Kipper (1986) in their interactive and semiautomatic spectrophotometric reduction systems, respectively.
For automated spectrophotometric data reduction system created to classify large samples of stars, a fast and objective fitting of the continuum is crucial. Our algorithm of continuum determination is based on a simple analytical model for the recorded spectral intensity distribution
where C{i) is the smooth continuum, I{i) is the erratic line absorption spectrum, i is the pixel number and n is the number of pixels. In the previous study (Paper II) the Fourier transform of X(i) was calculated and only the lower frequencies in the power spectrum were retained. Then a backward Fourier transform yielded the function C l (i) which was a first approximation to C(i) (a similar method has been independently developed by LaSala and Kurtz, 1985) . Then iterative approach to the continuum was applied. Namely, at the next stage we took
as an initial spectral distribution instead of X(i) and repeated the procedure described above. Although the mentioned technique in most cases is suitable for the fitting of the continuum, in some cases singular behavior of the continuum line has been detected at the ends of spectral intensity distributions (casual waves, gradual rises). Besides, this technique is rather time consuming. To improve fitting the continuum and to save time, one of us (J.P.) has proposed a new technique applied below. Its main feature is the use of standard cubic splines to define the continuum at each iteration, in other respect a procedure of fitting the. continuum is similar to that described above. According to Pelt (1990) , the continuum line is governed by three parameters: the number of intervals for computing a spline approximation for the spectral intensity distribution (LDIST), the number of intervals for the computing of spline approximation for the continuum (LCONT) and, finally, the number of iterations (NITER). In choosing these parameters we attempted to achieve that: 1) no part of a continuum line of significant extent would be considerably higher than the overwhelming majority of peaks in spectral intensity distribution (to avoid interpolation in the continuum line for the prolonged parts of the spectrum) and 2) peaks would exceed the continuum line rather rarely (to avoid significant loss of information if an essential portion of the spectrum is above the continuum line). Evidently a certain compromise is needed to meet these controversial requirements. After some trials together with Pelt's numerical experiments to evaluate algorithm parameters against artificially generated local disturbances and artificially generated noise in the spectra, we adopted the values: LDIST=4, LCONT=8 and NITER=100 for all spectra. These values are parameters in the specific subroutine. The results of the continuum line fitting are illustrated (together with other stages of data reduction) in subsequent Section 6.
Using the continuum defined, the main program transforms spectral intensities into residual spectral intensities.
4-4 Standardization of pixel numbers
To enable spectral measurements, we must match the zero-point and the scale of all recordings of spectra. This procedure, called a standardization of pixel numbers, is necessary because the starting point of spectral recording is established visually and it may vary occasionally from one spectrum to another within some pixel numbers. Besides, the scale of spectra slightly depends on their position on the plate (West, 1976) .
Standardization is naturally performed with the use of spectral lines. In the specific subroutine the strong lines with central residual intensities exceeding the certain limit (0.05) are searched for by the computer in the spectrum under study. To measure the central intensities and exact positions of line centers (in pixel numbers), the procedure of fitting a parabola to the five lowest readings is applied.
An examination of the produced lists of strong spectral lines (up to some hundred in number) and computer plots of some high-quality spectra of F0-K5 standard stars (all of them are selected near the centers of the plates to avoid scale distortion) allowed us to choose some tens of strong spectral lines, to use them for the standardization of pixel numbers. We preferred the lines having the strongest and isolated peaks.
For the standardization we found reasonable to define two lists of standard lines (Lists 1 and 2 in Table 1 for late and relatively early-type stars, respectively). The line identification is based on the results of West (1970 West ( , 1972 with the addition of some hydrogen line wavelengths for the earlier-type stars.
Taking into account the results of Kiladze (1959) and West (1972) , one may expect that the Hartmann dispersion formula is adequate for describing the dependencies between the pixel numbers and the corresponding wavelengths in Lists 1 and 2. It is really the case and the r.m.s. difference between the pixel numbers of Lists 1 and 2 and those calculated from the Hartmann dispersion formula are found to be ±2.0 pixel numbers for both List 1 and 2.
From the list of strong lines produced by the subroutine described in the second paragraph of the present subsection, the next subroutine selects the lines whose positions are within ±10 pixel numbers from the standard line positions according to Lists 1 and 2 (up to 3 strongest lines in each interval are retained). The line positions in the sublist mentioned are compared with those in the standard lists with the aim of establishing common lines. First of all, hypothesis is made that the first and the last line of List 1 correspond to the first and the last line in the spectrum studied and computer tries to identify at least three more lines in the spectrum by means of linear interpolation, allowing for a difference in the scale between the standard list and the spectrum. In the case of failure, computer checks other hypotheses (the last line of the standard list corresponds to the penultimate line in the spectrum and so o:i).
The subroutine attempts to identify spectral lines within one point number from the position expected according to List 1 and, if it fails to find at least five spectral lines, turns to List 2 and the process is repeated. The differences in the zero-point and the scale between the pixel numbers in standard lists and the spectrum are allowed within 20 pixel numbers and the factor 0.98-1.02, respectively. In the case of failure, the lines are searched within two, four and so on (up to eight) pixel numbers. As a rule, the subroutine identifies 
Measurements in the spectra
The main purpose of our spectral measurements is to define such measured quantities which may serve as classification criteria. We measure the ratios of equivalent areas of bands confined by the continuum line, the residual spectral intensity distribution and the border wavelengths. We expect that the band area ratios would be less sensitive to atmospheric seeing and graininess of photographic emulsion than conventional classification criteria ( central intensity ratios). These expectations have been supported by the results of Paper II.
The border pixel numbers (or the corresponding border wavelengths calculated with the appropriate Hartmann dispersion formulae) are defined in such a way that each border interval should contain a spectral line or a compact group of lines and the borders mainly coincide with the peaks in the spectrum. First of all, we try to ensure that all spectral lines whose central intensities are used in already known classification criteria (Shiukashvili, 1969; West, 1970 West, , 1972 Malyuto, 1975) would be isolated in the separated border intervals.
The border pixel numbers, the corresponding border wavelengths and identifications of the most prominent spectral lines within each area are presented in Table 2 . The spectra for two representative stars are given in Figs. 4 and 5. Two band areas in each figure, serving as classification criteria in our automated spectral classification method, are shaded. Table 3 contains the list of classification criteria quoted above. One may expect that the quantities mentioned behave similarly. This assumption is supported by comparisons made in Paper II."
The specific subroutine calculates the values of classification criteria which are the output parameters of the SDR package.
Discussion
We see that after automated spectrophotometric data reduction the useful digital information about every spectral distribution is reduced from 1801 units (the initial density readings) to 53 units (the values of classification criteria). Criteria evaluation approach in spectral classification requires that classification criteria are closely linked with the basic physical parameters of stars.
About 300 spectra of 115 F0-K5 standard stars have been photographed by West (1970 West ( , 1972 and by us. A sample of these standards is presented in Fig.6 . Together with conventional discrete spectral and luminosity classes, corresponding spectral and luminosity codes were introduced in the form of continuously changing values. These codes have been used in defining the regression model, a code unit approximately corresponds to each unit of spectral and luminosity classes, respectively.
These data have been involved in the solution defining the multiple linear regression model "criteria values versus spectral classes, luminosity classes and [Fe/H] values" with the CTATEC-2 package (Paper I). The stars of normal metallicity have been picked out to demonstrate spectral and luminosity effects (examples see in Figs. 7-9), and the luminosity III stars have been picked out to demonstrate spectral and metallicity effects (an example see in Fig. 10) . We see that the effects are pronounced and the model and observations are in agreement. However, the scatter is significant for some figures. For reliable classification we use to at least ten criteria per star. Because of the lack of F0-G2 stars our classification is threedimensional only in the G5-K5 region, although reasonable spectral classes can be determined also in the F0-G2 region. Adopting the regression model, we found that multiple correlation coefficients between the classification criteria and the main physical parameters of stars were confined between 0.64 and 0.98.
The efficiency of the use of automatically defined classification criteria in spectral classification is demonstrated in Paper I by the results of the automatic quantitative spectral classification for standard stars.
For the repeated measurements of classification criteria (from 2 to 6 spectra per star) the r.m.s. differences between the standard and calculated values of basic physical parameters of standard stars were found to be equal to ±0.09 for spectral codes, ±0.43 for luminosity codes and ±0.22 for [Fe/H], After extracting r.m.s. errors of the standard values quoted in Paper I (about ±0.06 for spectral codes, higher than ±0.5 for lumi- The above estimates show that our classification results are comparable in accuracy both with the most reliable classification data (see, for example, Straizys, 1977; Smriglio et al., 1988; Hartkoph and Yoss, 1982) and with the best available data for standard stars.
Conclusion
An automated spectral classification system has been created on the basis of the objective prism spectra obtained by West (1970 West ( , 1972 and Shvelidze and Malyuto at the Abastumani Astrophysical Observatory by using the measuring hardware of the Tartu Astrophysical Observatory and the software developed by the authors. The system is in regular use at the Tartu and Abastumani observatories to classify automatically large samples of stars. The J5-magnitude is now obtainable from .the spectra with the specific subroutine by the application of the standard mathematical ¿?-filter; the obtained accuracy is about 0.1 mag.
About 10 areas of the MEGA programme have been photographed and are under treatment now. The manual selection and positioning of the spectrum on the PDS mashine remain the most time-consuming steps in classification and are to be automated in the future.
