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RESUMO
Em 1996, Fred Riewe estabeleceu os fundamentos das mecânicas lagrangeana e hamiltoniana 
com derivação fracionária, perm itindo a possibilidade de investigações de dinâmicas 
dissipativas. Publicações diversas foram derivadas deste trabalho, partindo das mais 
variadas formas de definição de coordenadas generalizadas. As mesmas foram estudadas 
nesta dissertação, verificadas para aplicabilidade para uma única partícula sujeita a um 
potencial, e comparadas quanto à significância física. Visando uma aplicação, um sistema 
sob banho térmico dissipativo foi selecionado. Observou-se que o mesmo possui propriedades 
similares ao problema original sem dissipação. Avaliações estatísticas foram possíveis por 
conta da abordagem  ham iltoniana utilizada. As médias da função de forçamento sobre 
as condições iniciais foram conservadas, e a estru tu ra  da Equação de Langevin para o 
movimento do sistema principal se manteve. Esse estudo possibilita o exame de sistemas 
mais específicos, concentrando-se em potenciais variados.
P a lav ras-ch av e : Cálculo Fracionário; Sistemas Dinâmicos; Banho Térmico.
ABSTRACT
In 1996, Fred Riewe established foundations of lagrangean and ham iltonian mechanics 
with fractional derivatives, allowing investigations of dissipative dynamics. Distinct publi­
cations were derived from this work, starting from a diversity of definitions of generalized 
coordinates. Such definitions were studied in this m aster thesis, verified for applicability 
with a single particle subjected to a potential, and compared for physical meaningfulness. 
Searching for an application, a system under a termic bath  was selected. It was observed 
th a t it has similar properties as the original problem  w ithout dissipation. S tatistical 
evaluations were possible because of the Hamiltonian approach. Average of forcing function 
under initial conditions remains the same, and the structure of Langevin Equation of 
motion of the main system is mantained. This study turns possible exams of more specific 
systems, focusing a variety of potentials.
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O nome fracionário dado ao Cálculo Fracionário pode produzir algumas confusões 
por conta de os índices de integração ou derivação assumirem quaisquer números reais 
ou complexos. Esse nome vem das prim eiras discussões dessa área, coincidindo com os 
primórdios do Cálculo Diferencial e Integral. Nesse âmbito, Leibniz costumava trocar 
cartas com alguns matemáticos de sua época, conversando sobre possíveis significados de 
algo como d1/2y  (MILLER; ROSS, 1993). Lagrange foi o primeiro a desenvolver a lei de 
expoentes para operadores de derivação inteiros:
dm dn dm+n
dxm dxn y = dxm+n ]y' ( . )
algo generalizado mais tarde para índices fracionários, porém  com restrições sobre y(x)  
discutidas em momentos posteriores da história (MILLER; ROSS, 1993).
Lacroix descreveu a prim eira forma de generalizar a derivação inteira de uma 
potência y(x) = x m, para m  inteiro (MILLER; ROSS, 1993). Fourier dá sua própria 
contribuição para derivação de ordem arb itrária  pela expressão (MILLER; ROSS, 1993) 
utilizando seu método de transformação de funções. Ele definiu o núcleo como uma função 
cossenoidal com um a fase adicional dependo da ordem de integração ou diferenciação 
desejados. Liouville contribuiu com duas propostas (MILLER; ROSS, 1993), a prim eira 
baseada em um  operador com funções exponenciais (as quais aparecem em funções 
descritíveis por série de Fourier complexa), e a segunda baseada na definição da função 
gama (estudada no Capítulo 2).
Por meio do cálculo fracionário desenvolvido até essa época, Niels Abel, em 1823, 
resolveu o problema da tautócrona, usando em seu trabalho a definição de derivação de 
ordem 1/2. Heaviside, por volta de 1892, produziu resultados com operadores fracionários 
em um problema de difusão, por meio de seu cálculo operacional (MILLER; ROSS, 1993), 
levando a mesmos resultados obtidos pelo método conhecido de séries de Fourier.
B ernhard Riemann contribuiu com a área postum am ente. Ele foi o primeiro a 
formular um a definição m atem ática para a integração fracionária, porém  sempre adiou 
a publicação da mesma. Ela apareceu na revista Gesammelte Werke, em 1892, com o 
acréscimo de um a função auxiliar com a mesma função que as constantes de integração 
em integrais definidas, posteriormente criticada e eliminada por pesquisadores posteriores. 
Nessa alteração, o nome de Liouville foi acrescentado ao nome dessa definição por conta de 
perceber-se que suas propostas de integração eram abarcadas pela operação de Riemann.
Depois de muito tempo com discussões pontuais sobre algumas aplicações e limites 
de validade, o Cálculo Fracionário ganhou destaque na segunda m etade do século XX
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por conta de três conferências internacionais, a prim eira em 1974, na Universidade de 
New Haven, Connecticut, EUA, a segunda em 1984, na Universidade de Strathclyde, 
Glasgow, Escócia, e a última 1989, na Universidade Nihon, localizada em Tóquio, no Japão 
(MILLER; ROSS, 1993). Nesses eventos, e em função deles, trabalhos foram publicados 
nas mais diversas áreas da Ciência e Engenharia. Com isso, consolidaram-se estudos sobre 
equações diferenciais fracionárias, lineares ou não-lineares, e seus métodos de resolução, o 
que propiciou um a aplicabilidade mais ampla para problemas físicos.
Desde então, o Cálculo Fracionário teve aplicação nas mais diversas áreas da Física. 
P ara  citar alguns exemplos, na Teoria Eletrom agnética, foram realizadas investigações 
sobre soluções de ordem fracionária da equação de Helmholtz (ENGHETA, 1996), mul­
tipolos fracionários (ENGHETA, 1997), definição de um operador rotacional fracionário 
(ENGHETA, 1998).
As definições de derivação e integração fracionárias tam bém  aparecem em Ter­
modinâmica e Dinâmica Não-Linear através de difusão anômala, resultando em diversas 
generalizações de equações de Fokker-Planck fracionárias para diversos estudos de caso 
(ZASLAVSKY, 2002).
Na Mecânica Quântica, partindo do conceito de cam inhada aleatória de Lévy e 
integrais de caminho de Feynmann, Nick Laskin (2018) obtém  um a versão fracionária 
da equação de Schroedinger, discutindo operadores, espaços de posição e momento e 
propagadores para diversos exemplos de potencial, como em problemas de partícula livre 
e oscilador harmônico. Em sua lista de referências, diversas publicações em seu nome e na 
área podem ser encontrados.
Na área da mecânica ham iltoniana, Fred Riewe (1996) foi o primeiro autor a 
considerar a aplicação do cálculo fracionário em problemas com lagrangeana (L) e ha­
m iltoniana (H ), chegando à conclusão de que, em sistemas autônomos, não se obtém  H  
como uma constante de movimento, abrindo a possibilidade de estudos de hamiltonianas 
com dissipação. Anteriormente, isso era apenas possível por meio de funções auxiliares no 
formalismo lagrangeano, sem correspondência para H (GOLDSTEIN; POOLE; SAFKO, 
2002). Diversos trabalhos derivados de Riewe (1996) elaboram  modelos com diversas 
definições de derivadas de coordenadas generalizadas com definições distintas de derivação 
fracionária, assim como suas generalizações, e obtendo as mais variadas equações de 
Euler-Lagrange e equações canônicas de movimento.
O objetivo desta dissertação foi estudar e analisar as mecânicas lagrangeana e 
ham iltoniana de Riewe e de seus trabalhos derivados, incluindo os tipos mais simples de 
operadores de derivação fracionária por conta da ampla generalização desses operadores 
multiplicarem publicações na área. Problem as mais simples contendo energia cinética 
proporcional a um term o quadrático de velocidade e potencial dependente de posição 
foram considerados, com um a adição de um potencial cuja consequência é o acréscimo
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da dissipação nas equações de movimento. Limites de validade são considerados por 
comparação ao desenvolvimento matemático do Cálculo Fracionário. Buscou-se desenvolver 
a aplicação de um desses sistemas em um problema físico já  existente, verificando sua 
correspondência com o caso não-dissipativo. O  resultado foi a escolha de um  sistema 
submetido a um banho térmico fracionário dissipativo.
Esta dissertação se justifica por conta de os modelos lagrangeanos existentes 
serem dos mais variados, porém  muitos deles se preocupam  com aplicações puram ente 
matemáticas, sem avaliar se seus resultados são fisicamente aceitáveis. Um dos problemas 
do cálculo fracionário, a lei de expoentes, não é válida para todas as funções, o que se 
verá durante a leitura deste trabalho. Além disso, um  modelo ham iltoniano dissipativo 
possibilita estudar sistemas de m uitas partículas sob o ponto de vista termodinâmico 
estatístico, permitindo, então, estudar o banho térmico cujas partículas de banho perdem 
energia para o meio, seja em um a intensidade uniforme ou variável.
O presente trabalho foi dividido da seguinte forma. O Capítulo 2 descreve alguns 
fundamentos do Cálculo Fracionário Diferencial e Integral, com alguns exemplos de aplica­
ção e formalismos necessários para a discussão dos problemas lagrangeano e hamiltoniano. 
No Capítulo 3, os trabalhos de Riewe e seus derivados são discutidos e analisados para 
potencial simples e dissipação, e comparados quanto à  aplicação da lei de expoentes. E no 
Capítulo 4, o problema do sistema com banho térmico fracionário é desenvolvido com um 
dos formalismos apresentados no capítulo anterior.




No Cálculo Fracionário, funções especiais aparecem de forma muito frequente. Sua 
proposta de generalizar o Cálculo Diferencial e Integral requer o uso de definições capazes 
de generalizar procedimentos de cálculo envolvendo números inteiros. Eles são descritos a 
seguir.
2.1.1 Fatorial e função gama
O fatorial de um número natural n, n!, é definido como:
Estendendo o fatorial para números não-inteiros, a definição da função gama, 
denotada por r ( z ) generaliza a Equação (2.3) (ARFKEN; W EB ER , 2007):
Para z complexo, Re(z)  > 0. R e ( z ) denota a parte real de z .
Para z =  n, n  inteiro positivo, é obtida a seguinte correspondência entre as funções 
gama e fatorial:
n! =  n (n  — 1) ■ ■ ■ 1, (2.1)
o produto dos n  primeiros números naturais. Ele possui as propriedades:
n ! =  n(n  — 1)! , (2.2a)
e
0! =  1, (2.2b)
e aparece como resultado da integração:
(2.3)
(2.4)
r ( n  +  1) =  n!.
Logo, pela Equação (2.2b), r(1 ) =  1.
Também, por conta da definição da Equação (2.4):
(2.5)
r ( z  + 1 )  =  z r(z ). (2.6)
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D em o n stração : partindo de r ( z  + 1) e usando a Equação (2.4), pode ser realizado 
o procedimento de integração por partes, integrando e-u e derivando uz:
V(z  +  1) =  — uz e~ uz-1e-u du.
u=0
Pode ser verificado imediatamente que uze u se anula para u =  0 e u ^  rc>. Logo:
r o
r ( z  + 1) = z uz-1e-u du.
Jo
No membro esquerdo dessa equação, pode-se ver novamente a definição da função gama, 
Equação (2.4), e a Equação (2.6) é imediatam ente obtida.
Entretanto , um a continuação analítica da função r (z )  pode ser feita para z <  0. 
Nesse caso, r(z )  pode ser escrita em função de r ( z  + 1) na Equação (2.6). Com isso, para 
n  inteiro não-positivo, r (n )  =  ±rc>. O gráfico da função gama está presente na Figura 1.
Figura 1 -  Gráfico da Função r(z) no intervalo z e [—2,5; 3]. Singularidades são presentes para 
todos os valores reais de z não-positivos.
Pela substituição u = t 2 na integral da Equação (2.4), a função r(z )  também pode 
ser escrita da forma (ARFKEN; W EB ER , 2007):
roo Q
r ( z ) = 2 t 2z-1e~t dt.
Jo
(2.7)
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Ainda, por meio da Equação (2.7), é possível determ inar integrações envolvendo 
a função e-ax2. Por meio da transform ação de variável apropriada t = f a x ,  para s > 0 
inteiro positivo e a > 0 constante:
ro o
I x 2s+1e-ax2 dx , (2.9a)
lo 2as+l ’ V 1
ro o
l  x > ^ aX dx = 2 0 ^ r  [s + 2 ) -  <2 'Jb >
Uma função relacionada a esse assunto bastante frequente no cálculo fracionário é a função  
g am a  in co m p le ta , definida como (ARFKEN; W EB ER , 2007):
r x
Y ( a , x ) =  t a- te- t  dt, (2.10)
Jo
com Re(a) > 0, e x  um a variável real. Ela possui a seguinte forma em série, obtida por 
integração por partes:
œ r ( a)
y (a-x) = e~ £  W T O + T ) x M  (2-n )
Essa função tam bém  pode ser encontrada na forma:
Y*(a , x  ̂ = e T(a + n  + 1 ) , (2.12)
o asterisco sendo usado para diferenciá-la da definição da Equação (2.10). A relação entre 
ambas as definições, Equações (2.10) e (2.12) é:
Y (a,x) = T(a)xaj* (a,x).  (2.13)
Gráficos comparativos das funções y (a, x) e Y*{a, x) estão na Figura 2. Propriedades da fun­
ção gama incompleta podem ser verificadas em livros de Física-Matemática especializados 
(ARFKEN; W EB ER , 2007).
2.1.2 Funções digama e beta
A função digama t^(z + 1), segundo Arfken e Weber (2007) é definida como:
d
^ ( z  +  1) =  ~zz ln r ( z  +  1). (2.14)
Essa função também pode ser escrita em série de potências, na forma (ARFKEN; W EBER,
2007):
H z + i )  =  ~ Y -  —  -  n )  ■ (2-15>
em que y  = - 0 ,  577215664901. . .  é a constante de Euler-Mascheroni. O comportamento 
da função ^ ( z )  pode ser visto na Figura 3.
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Figura 2 -  Gráficos das funções Y(a,x)  (à esquerda) e p*(a,x) (à direita) para três valores 
distintos de a.
Figura 3 -  Gráfico da Função ^(z)  no intervalo z e [—4, 4].
A função "0(z +  1) também surge ao estudar comportamento da variação da função 
gama. Aplicando a regra da cadeia no segundo membro da Equação (2.14) e isolando a 
derivada de r ( z  +  1):
d
— r ( z  + 1 )  =  r ( z  +  1)-0(z + 1 ) . (2.16)
O leitor pode buscar outras propriedades da função digama em livros especializados de 
Física M atem ática (ARFKEN; W EB ER , 2007).
A função beta  B(p,q),  escrita em termos de funções gama (ARFKEN; W EB E R ,
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2007):
• p < > -  w r §  ■ <“ >
sob restrições p,q  > 0, possui definições integrais nas formas (ARFKEN; W EBER, 2007):
B(p,q) = í  x p - l (1 — x ) q-1 dx,  (2.18a)
Jo
r n/2
B  (p,q) = 2 cos2p-19 sen2q-19d9.  (2.18b)
o
A integral da Equação (2.18b) pode ser levada à integral da Equação (2.18a) por meio da 
transformação x  = cos2 9.
D e m o n s tra ç ã o : sejam funções gama r(p)  e r(q)  escritos na forma integral con­
forme a Equação (2.7):
roo 9 roo 9
T(p)T(q) = A u 2p-1e~u du v 2q-1e-v dv.
o o
Essas integrais podem ser combinadas em um a única integral dupla:
r oo r oo 9 0
T(p)T(q) = A /  u 2p-1v 2q-1 e-(u +v } dudv.
o o
O domínio D  dessa integração é retangular, em D = {(u,v)  G R 2|u >  0 e v >  0}. Esse 
pode ser reescrito em coordenadas polares, com u = r cos 9, v = r sen 9 e D = {(r,9)  G 
R 2|r >  0 e 0 <  9 <  | }. Logo, com a substituição dudv  = r dr d9:
C n/2 roo „
r(p)r(q)  = A /  r2p+2q-1e~r cos2p-1 9 sen2q-1 9drd9.
o o
Como os limites de integração são independentes das variáveis r e 9, as integrais podem 
ser separadas:
roo „ rn/2
r(p)r(q)  = A r 2p+2q-1e~r dr cos2p-19 sen2q-19d9.
o o
Nessa equação, a integral em r pode ser calculada pela Equação (2.7):
r n/2
r(p)r(q)  = 2T(p + q) cos2p-1 9 sen2q-1 9 d9.
o
Isolando a integral em 9:
2 í n /  cos2p-1 9 sen2q-1 9 d9 =  .
Jo r ( p  +  q)
Portanto, as definições integral e em termos de funções gama da função beta, Equações 
(2.17) e (2.18b), são equivalentes.
A forma integral da Equação (2.18a) aparece com frequência no Cálculo Fracionário. 
Mais detalhes sobre essa função se encontram em livros de Física-Matemática especializados, 
como o do Arfken e Weber (2007), e tam bém  em livros de cálculo fracionário (MILLER; 
ROSS, 1993; PODLUBNY, 1999).
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2.1.3 Funções exponenciais generalizadas
O estudo de equações diferenciais incluindo cálculo fracionário demanda uma nova 
classe de funções especiais. A primeira delas é a E x p o n en c ia l de  M ille r-R oss, definida 
como:
E x(a,m) = x a
(mx) j
(2.19)
j=o +  a +  !) ’
com a e m  constantes que podem  ser reais ou complexas, e x  é a variável. Ela está 
relacionada com a função gama incompleta da seguinte forma:
E x(a,m) = x aemxY * (a,mx) (2.20)
Essa forma pode ser utilizada para a geração de gráficos dessa exponencial generalizada, 
como os da Figura 4.
Figura 4 -  Gráficos da funçao exponencial de Miller-Ross, Equaçao (2.19), para a =  3 e 
m  =  0, 5 (azul), m  = 1 ,  5 (vermelho) e m  =  2, 5 (verde).
A partir da exponencial de Miller-Ross, podem ser definidos o seno e o cosseno ge­
neralizado de Miller-Ross (funções Sx (a,m)  e Cx(a,m)),  correspondendo, respectivamente, 
às partes real e imaginária da funçao E x(a, im),  onde i = \ f —1. Suas respectivas formas 
em série sao (MILLER; ROSS, 1993):
Sx(a,m)  = x a ^
(—1)j (m x ) 2j+1
=o r ( a  +  2j  +  2)




j=o r ( a  +  2j  +  1) ’
A forma dessas funções está na Figura 5. Algumas propriedades de interesse da exponencial 
de Miller-Ross e de funções derivadas estao no Apêndice A. O leitor pode encontrar 
propriedades adicionais no livro-texto de Miller e Ross (1993).
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Figura 5 -  Gráficos com as funções cosseno e seno de Miller-Ross (à esquerda e à direita, 
respectivamente). Para ambos, m  = 1  e a =  0, 3 (azul), a =  0, 6 (vermelho) e 
a =  0, 9 (verde).
Outra função exponencial generalizada que surge do cálculo diferencial fracionário 
é a E x p o n e n c ia l de  M ittag -L effle r. A versão de um  índice é dada por (PODLUBNY, 
1999; ANDRADE; LIMA; DARTORA, 2018):
onde a  em subscrito é o índice em questão, aparecendo também no argumento da função 
gama, no somatório do membro direito, e x  é o argumento dessa função.
A versão da exponencial de Mittag-Leffler de dois índices a  e f3 (que aparecem no 
subscrito) é definida como (PODLUBNY, 1999; ANDRADE; LIMA; DARTORA, 2018):
com argumento x. Vê-se que a definição da Equação (2.22) é um caso especial da Equação
(2.23). Essa exponencial é m arcada por sua versatilidade em representar outras funções. 




E 2,1(x2) =  cosh x, (2.24b)
(2.24c)
E 2,1( - x 2) =  cos x, (2.24d)
(2.24e)
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Outros exemplos, assim como propriedades adicionais da exponencial de Mittag-Leffler, 
podem ser encontrados no livro de Ignor Podlubny sobre cálculo fracionário (PODLUBNY, 
1999).
A exponencial de Miller-Ross, Equação (2.19), também pode ser escrita em termos 
da exponencial de Mittag-Leffler da seguinte maneira (PODLUBNY, 1999):
E x( a , m ) =  x aEi,a+i(mx).  (2.25)
Um método comum no cálculo diferencial fracionário é a resolução de equações 
diferenciais por transformação de Laplace. Seja F (s) =  L { f  (x)} a transformada de Laplace 
de um a função f  (x) ta l que (PODLUBNY, 1999):
r ro
F(s) = f  (x)e-sx d x , (2.26)
o
para um a classe de funções f (x )  cuja integração em (2.26) converge. De acordo com 
Podlubny (1999), um a transform ada de Laplace da exponencial de Mittag-Leffler que 
ocorre frequentemente no processo de resolução de equações diferenciais é dada por:
L { x fi-lE a^  (± a x a )} =  s ^ , (2.27)
com Re(s) > |a |1/a.
2.1.4 Função piso
Seja |_xj o maior valor menor ou igual a x  real qualquer (ou seja, |_xj é o piso de x). 
A função f  (x) =  |_xj, para x  >  0, tom a a parte inteira de qualquer valor de x, como, por 
exemplo, [3, 75j = 3 ,  |_ ĵ = 3  e |_ej =  2. E para x  < 0, toma-se o número negativo inferiorg
mais próximo, como _—0, 5j =  - 1 ,  _—2^j =  —7 e - -  =  - 2 .  Nota-se de imediato que
L 5 J
_—xj =  —_xj, pois, por exemplo, —_1, 5j =  —1 e _—1, 5j =  —2.
A operação de tom ar o piso de um número não é linear, pois, em geral, para três 
números reais x, y e k não  são sem p re  v e rd a d e ira s  as equações:
_x +  yj =  _xj +  _yj, (2.28a)
com o contra-exemplo _3,4 +  4, 7j =  _8,1j =  _3, 4j +  _4, 7j =  3 +  4 =  7. E
_k ■ xj =  _kj_xj, (2.28b)
de contra-exemplo _3 ■ 2, 7j =  _g, 1j =  g =  _3j_2, 7j = 3  ■ 2 =  6.
Funções piso são muito utilizadas para a definição de operadores de derivação
fracionária, explorados na Seção 2.3, fato justificado pela dependência de relações entre 
integração fracionária e derivação inteira, como se verá adiante.
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2.2 INTEGRAL FR ACIONARIA
Em oposição ao Cálculo Diferencial e Integral, no Cálculo Fracionário, a integração 
historicamente foi definida antes da derivação. Além disso, existe o fato de esta se incluir 
necessariamente nas definições de derivação.
Se forem realizadas n  integrações de um a função em um intervalo fixo [a , x ], na
forma: rx rx 1 rxn - 1
I n[f (x)] = / • • • /  f  (xn) dxn dxn- i  . . .  dxi ,  (2.29)
1 rx
I n [f (x)] =  -f------ ü J  (x — t )n - l f  (t) dt. (2.30)(n — 1)1 J a
pode-se demonstrar, por indução, que essa expressão é equivalente a:
1
Essa expressão de integração de n  camadas chama-se F ó rm u la  d e  C au c h y  (MILLER; 
ROSS, 1993; PODLUBNY, 1999).
Pode-se generalizar essa expressão ao trocar n  por um número arbitrário, o qual 
pode ser real (desde que não-negativo) ou imaginário (com parte real não-negativa). Essa 
operação é chamada de In te g ra l  de  R iem an n -L io u v ille  à  e sq u e rd a  de ordem a , e é 
dada por (PODLUBNY, 1999):
1 x
ai a[ f  (x)} = r ^  (x — t ) a - l f  (t) dt, (2.31)l ( a )  Ja
(lê-se integral de Riemann-Liouville de f  (x) de a a x  de ordem a). Os índices inferiores a e 
x  representam o intervalo de integração, e o índice superior a , o grau de integração. Diz-se 
que essa operação é executada à esquerda porque ela integra sobre um intervalo localizado 
à esquerda de x. A operação de integração é d e f in id a  por envolver um intervalo de 
integração [a,x]. Não existe correspondente à integração indefinida no cálculo fracionário.




(lê-se integral de Riemann-Liouville de f  (x) de x  a b de ordem a). Os índices inferiores x  
e b representam o intervalo de derivação, e igual ao caso anterior, o índice superior a  é o 
grau de integração. Diz-se que essa operação é executada à direita por ela integrar sobre 
um intervalo à direita de x. Em ambos os casos, o subíndice inferior esquerdo é o limite 
inferior de integração, enquanto que o subíndice inferior direito corresponde ao limite 
superior. Essa operação também é d e fin id a  por envolver um intervalo de integração [x, b].
Fazendo com que o índice a  ^  0, ambos os operadores de integração tendem  à 
identidade, ou seja (PODLUBNY, 1999):
lim0oi a[ f  (x)] = f  (x) . (2.33)a—¥ U
1 rb
xi a[ f  (x)] = r ^  (t — x )a -1 f  (t) d t ’ (2.32)l i  Jx
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Os operadores de integração fracionária também são lineares, ou seja, para funções f  (x) e 
g(x),  e uma constante k:
a l ^ f  (x) +  g (x)] =  a l ^ f  (x)] +  a4“ [g(x)], (2.34a)
ai : [ k f  (x)] =  k a i a [ f  (x)]. (2 .34b)
raO mesmo pode ser dito para o operador xia.
A integral fracionária de Riemann-Liouville consegue reproduzir uma generalização 
apropriada para integrais inteiras de funções do tipo f  (x) =  x x, X E R e A >  -1 .  Enquanto
que, para um a integração inteira n  vezes, segue-se que:
I V ]  =  t t —  rr  x X+n.L J (A + 1 ) . . .  (n +  A)
Multiplicando ambos numerador e denominador por r(A  +  1) e usando a propriedade da 
Equação (2.6) para o denominador n  vezes:
I n [xx] =  r(A  +  1) x x+n
1 [x 1 r(A  +  n  + 1 ) x
A aplicação da Equação (2.31) para a =  0 e de ordem a  sobre f  (x) =  x x resulta
em (MILLER; ROSS, 1993):
o1^  =  r A + a  +) 1) ̂  <M 5 )
válida para A >  —1 e a > 0. De modo semelhante a integração da função f  (x) =  (x — a)x 
no intervalo [a,x] resulta em:
aI X [(x — a)X] =  r A +  T^T)(x — a)X+“ . (2.36)I(A  +  a  +  1)
D e m o n straç ã o : Usa-se f  (x) =  (x — a)x sobre a definição, Equação (2.31):
1 í x
aIx [(x — a )x] =  ——t (x — t )a 1(t — a)x dt.
I ( a )  Jar
Fazendo a substituição u =  X—a, os limites de integração mudam, com t  =  a ^  u  =  0 e 
t  =  x  ^  u =  1, e dt =  (x — a) du. Logo:
( x   a)a+x r 1
aixa[(x — a )x] =  — ———  (1 — u )“_1u x du.
I ( a )  J o
Com isso, a definição da função beta, Equação (2.17), pode ser usada:
a)x] =  (x — a)“+x r ( a ) r (A  +  1) 
a1 A  [x — aJ \ — r ( a )  r(A  +  a  +  1)
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Portanto, simplificando ambos r ( a )  de num erador e denominador, chega-se à Equação 
(2.36). A Equação (2.35) é um caso particular para a =  0.
Desta forma, funções descritíveis por série de potências em x  =  a podem  ser 
integradas term o a term o por meio da integração fracionária no intervalo [a,x]. Por 
exemplo, para uma função exponencial f  (x) =  ex(x—a):
ai:[ex(x—a)] = E x—a(a, \ ) .  (2.37)
D em o n stração : a exponencial ex(x—a) pode ser escrita em série, a qual é uniformemente 
convergente. Logo, a integral pode ser aplicada a cada termo dessa série:
ai;[exlx—a>] = £  -  aix:(x — a)j . 
j=0 -J-
Usando o resultado da Equação (2.36), o fatorial j ! de cada parcela do somatório acaba 
por ser cancelado, o que leva a:
\j
Ta [ex(x-a)] =  ^ ____ ______ (x _  a)j +a
a x[e  ] j = r ( j  +  a  +  1 )(x a) •
O membro esquerdo é a representaçao em série da exponencial de Miller-Ross, Equaçao
(2.19). Portanto:
aia[eX(x-a)] = E x -a( a , \ ) ,
como se queria demonstrar.
Outros resultados de integraçao de funções de interesse sao (MILLER; ROSS, 1993):
0I x“ [cos(ux)] =  Cx(a,u) ,  (2.38a)
0ia  [sen(wx)] =  Sx (a,u)^ (2.38b)
D e m o n straç ã o : partindo da Equaçao (2.37), substituindo A por iu,  e fazendo a =  0:
oIx“ [ Ó  =  E x ( a , i u )•
E ntretanto , elwx =  cos u x  +  i sen ux ,  e, pela definiçao de seno e cosseno de Miller-Ross, 
E x(a, iu)  =  Cx(a, u)  +  iSx (a, u ). Por isso:
0i a  [cos u x  +  i sen ux] =  Cx(a ,u)  +  iSx ( a , u )•
Como a integral de Riemann-Liouville é um a operaçao linear:
0i a [cos ux] +  i 0i a [senux] =  Cx(a ,u)  +  iSx ( a , u )•
Portanto, comparando as partes real e imaginária de ambos os membros dessa equaçao, 
sao obtidas as Equações (2.38a) e (2.38b).
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Ainda, a integral de f  (x) =  x x ln x  é (MILLER; ROSS, 1993):
oIX“ [xx ln x] =  r A +  +  +) 1 ) x x+a [ln x  +  ^ (A  +  1) — ^ (A  +  a  +  1)], (2.39)
com A >  —1.
D em o n stração : Seja aplicada a definição de integral fracionária, Equação (2.31), 
sobre a função x x ln x :
1 í x
0Ia[xx ln x] =  A (x — t )a-1t x ln tdt .
i ( a )  Jo
Seja realizada a substituição t =  xu,  fazendo com que dt =  xdu ,  e sejam realizadas as 
substiuições de limite de integração t =  0 ^  u =  0, e t  =  x  ^  u =  1. Logo, ln t  =  ln u + ln  x, 
(x — t)“_1 =  x a-1(1 — u)“_1, t x =  x xu x e:
x&+x p1
oI X“ [xx lnx] =  (1 — u )a-1u x[lnx  +  lnu] du.
i ( a )  Jo
Essa integral pode ser dividida em duas partes:
0IX“ [x ln x]
x a+x
r ( a )
1 1
ln x /  (1 — u )a-1ux du + (1 — u )a-1 ux ln u d u
o o
(2.40)
A primeira integral do membro esquerdo dessa equação é igual à função beta, B(a,  A +  1), 
Equações (2.17) e (2.18a). A segunda integral, dem onstrada no Apêndice A, tem  como 
resultado:
í 1
/ (1 — u)a-1u x ln u d u  =  B(a,  A +  1)[^(A + 1 )  — ^ (A  +  a  +  1)], 
o
onde B(a,  A +  1) é a função beta, Equação (2.17), e ^  é a função digama, Equação (2.14). 
Logo, usando esses resultados de integração para a Equação (2.40):
x&+x
oIX“ [xx lnx] =  B (a , A +  1)[lnx  +  ^ (A  + 1 )  — ^ (A  +  a  +  1)].
r ( a )
Portanto, usando a Equação (2.17), ambos os r ( a )  da expressão resultante se cancelam:
oIX“ [xx ln x] =  ^ (A +  1\ x  x x+a [ln x  +  ^ (A  +  1) — ^ (A  +  a  +  1)], 
r(A  +  a  +  1)
como se queria demonstrar.
Pode-se entender a im portância do intervalo de integração na complexidade do 
resultado integrando um a função do tipo  potência (x — c)x fora do intervalo [c, x]. Seja 
a integração, portanto , no intervalo [a,x], c < a. Integrando em ordem a , é possível 
demonstrar que (Apêndice A):
^  1 Í T —n \ n
•Ç IP  -  n)X\ = (a -  c)x r (A + l ) ( x -  a )“ E  m  _  n  +  1 )r (a  +  n  +  1) ( ~ )  ’ (2'41)
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Figura 6 -  Gráficos da função da Equação (2.41) para a =  4 e c =  2. No gráfico à esquerda, 
a  =  0, 2 e A =  1,5 (azul), A =  1 (vermelho) e A =  2 (verde). À direita, A =  1, 5, 
a  =  0, 2 (azul), a  =  0, 4 (vermelho) e a  =  0, 6 (verde).
que converge, para A não inteiro, no intervalo [a, 2c — a]. O leitor pode ver gráficos dessa 
função na Figura 6. Com isso, destaca-se a importância de que qualquer função integrada 
no intervalo [a,x] seja descrita em série de (x — a), pois a integração em algum intervalo 
diferente pode levar a inconveniências como um resultado em somatório duplo.
O operador integral de Riemann-Liouville respeita à lei dos expoentes. Ou seja, para 
ordens de integração a, f í  com parte real não-negativa, são válidas as relações (MILLER; 
ROSS, 1993; PODLUBNY, 1999):
«-Çí alX [f (x)]] =  J N  [f (x)] =  J í  [ a W  (x)]], (2.42a)
Ub'í X- [ f  (x)]] =  [f (x)] =  X- [ x l f  [f (x)]], (2.42b)
contanto que as integrais aI X [f (x)], alÁ[f  (x)], x-b [f (x)] e XIb[ f  (x)] existam. Por essas 
equações, a operação de integração fracionária tam bém  é comutativa. A Equação (2.42a) 
é dem onstrada por Miller e Ross (1993) e os detalhes são dados no Apêndice A.
Essa propriedade de integração sucessiva ajuda a compreender a integração das 
funções especiais obtidas pelo cálculo fracionário. Por exemplo, a integração de f  (x) =  
E X-a(Á, A), para /3 >  0 e no intervalo [a,x], resulta em:
ai :[Ex-a(Á,  A)] =  Ex-a(a  +  /3,A). (2.43)
D e m o n s tra ç ã o : Por conta da Equação (2.37), sabe-se que E X-a(fi,A) =  aI X[ex(x-a)]. 
Logo:
aiqEX_a(AA)] =  a i P  a- í  [ e ^ - ’]].
Aplicando então a lei de expoentes, Equação (2.42a):
ai :[Ex-a(Á,A)]= a i : +í [ e ^ ’].
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Portanto, usando o resultado da Equação (2.37):
a I“ [Ex_a(£,A)] =  Ex-a(a  +  /3,X),
como se queria demonstrar. Por série de potências em (x — a ) , é possível demonstrar que 
esse resultado tam bém  vale para —1 <  f3 < 0.
No estudo de sistemas dinâmicos envolvendo lagrangeana e hamiltoniana, é comum 
utilizar fórmulas de integração por partes para demonstrar princípios variacionais. Quanto 
à  integral fracionária, a seguinte identidade se faz válida:
r b r b
/ f  (x) aix%(x)] dx = xIb?[f (x)]g(x) dx. (2.44)
a a
A demonstração dessa igualdade encontra-se em livros de cálculo fracionário (PODLUBNY, 
1999; MILLER; ROSS, 1993). Ela tam bém  encontra-se dem onstrada no Apêndice A.
2.3 DERIVAÇÃO FRACIONÁRIA
Enquanto que a definição de integral no Cálculo Fracionário é única, o mesmo 
não pode ser dito da derivação. Das diversas definições que existem na literatura, serão 
discutidas neste trabalho duas das mais elementares, cuja diferença reside no fato de a 
derivação inteira não comutar com a integração fracionária. Seus diversos tipos dependem 
do entendimento do sistema físico de interesse e de suas propriedades. São eles: derivada 
de Riemann-Liouville e derivada de Caputo.
2.3.1 Derivada de Riemann-Liouville
A D erivação  à  E sq u e rd a  de R iem an n -L io u v ille  de ordem a  no intervalo [a,x] 
é definida como (MILLER; ROSS, 1993; PODLUBNY, 1999):
1 (  d \  L l+1 rx
aDx [ f  (x)l =  r ( [ a j  -  a  + 1 ) U )  fa (x — í)W _“f  (t) d t  (2A5a)
O índice subscrito esquerdo a é o limite inferior de derivação, o subscrito direito x, o 
limite superior, e o sobreescrito direito a  é a ordem de derivação. O operador de derivação 
fracionária é n ão -local por conta dessa dependência de um intervalo de derivação (neste 
caso, o intervalo [a, x]), em oposição à característica local da derivação inteira (que depende 
apenas do valor em x). Quando a variável x  é interpretada como uma grandeza temporal, 
o operador aDa é chamado de c au sa l porque leva em conta um intervalo anterior ao 
tempo atual.
A D eriv ação  à  D ire ita  de  R iem an n -L io u v ille  é (PODLUBNY, 1999):
H + 1
Da[f  ̂  =  r ( [ a j — a  + 1 ) ( - d )    / >  — x 'd'h a f  M  dt . (2A5b>x
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De forma semelhante à primeira definição, o índice subscrito esquerdo x  é o limite inferior 
de derivação, o subscrito direito b é o limite superior, e o sobreescrito superior direito a  é 
a ordem de derivação. Esse operador tam bém  é não -lo ca l por depender de um intervalo 
de operação (neste caso, [x, b]). E quando x  é interpretado como uma grandeza temporal, 
XDa é chamado de a n tic au sa l por levar em consideração um intervalo posterior ao tempo 
atual.
Usando D  =  d/dx  para representar a derivação inteira, as derivadas de Riemann- 
Liouville à esquerda e à direita podem ser representadas simbolicamente como, respectiva­
mente:
a D i i f  (x)] =  D a J+‘{ , 4 aJ-a+‘[f (x)]} (2.46a)
xDa [f (x)] =  (-D )W + !{  xI lal-a+I[f (x)]}, (2.46b)
com a > 0 representando a ordem de derivação.
Porque tan to  a integral fracionária quanto a derivação inteira de qualquer ordem 
são operações lineares, a derivada fracionária também o é. Por isso, para funções deriváveis 
f  (x) e g(x)  e um a constante k complexa:
aD x [f (x) +  g (x)] =  aD x [f (x)] +  aDa[g (x)L (2.47a)
e
aDa[kf  (x)] =  k aDa[f  (x)]. (2.47b)
A linearidade tam bém  é válida para o operador xDa.
Por vezes, é utilizada a representação aD - a =  aIa  para a integração. Ainda, para 
a  —— |_aj:
lim aDa[f(x)] =  DLaJ[f(x)], (2.48a)
a^[aj
lim x Da [ f (x)] =  (-D )L “J[f(x)]. (2.48b)
a^|_aj
D em o n stração : para a primeira equação, usando a definição simbólica, Equação (2.46a) 
e aplicando o limite a  — |_aj:
lim . aD a[f (x)] =  D laJ + 1{ a I lx \ f  (x)]}.a^[aJ
Como D^aJ+1 =  D^aJD, e:
d rx
~ l  f  (t) dt =  f  ( x ) ,
D^aJD nI l  =  D a j , e:
um , aD aif (x)] =  D iaj [f (x)],
a^[aJ
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como na Equação (2.48a). Para a segunda equação, usando a definição simbólica, Equação 
(2.46b), aplicando o limite a ^  |_aj:
lim - W ( x ) ]  =  (—D ^ + g X ^ f (x)]}.
a^LaJ
Ainda, (—D)L“J+1 =  (—D)L“J(—D ), e:
Logo:
como na Equação (2.48b).
d rb
-  d x L f  (t) d t = f  (x)■
lim Da[f  (x)] =  ( -D )W [/(x )] ,
2,3,1,1 Aplicações a funções de interesse
Uma forma de testar a funcionalidade do operador de Riemann-Liouville é aplicando 
em alguns exemplos. P ara  a derivação inteira de um a função f  (x) =  (x — a )x, com p 
natural:
D p[(x — a )A] =  A(A — 1 ) . . .  (A — p  +  1)(x — a)x-p =  ^ (A +  ^  (x — a)x-p. (2.49)
1(A — p  + 1 )
Isso pode ser dem onstrado m ultiplicando num erador e denominador por r(A  — p  +  1) e 
aplicando a propriedade multiplicativa da função gama, Equação (2.6).
Seja f  (x) =  (x — a)x, integrável para A >  —1 no intervalo [a,x]. Pode-se demonstrar
que:
aD X [(x — a)X] =  p(A^^ a  +) 1) (x — a)X a (2.50)
D e m o n straç ã o : Usando a definição da Equação (2.45a):
aD ax [(x — a )x] =  D [ai+1 alX“J -“+1[(x — a )x]. 
Considerando o resultado de integração fracionária da Equação (2.36):
aDa[(x -  a )x] =  D^a\+l r(A  + x) -(x -  a )x+L«J-«+i
r(A  +  [a j — a  +  2)
Levando em conta que a derivação é uma operação linear e usando o resultado da Equação 
(2.49), funções r(A  +  [a j — a  +  2) de numerador e denominador se cancelam e:
aD X[(x — a)X] =  r A —a a + T ) (x — a)X a ,
como se queria demonstrar. Esse resultado coincide com a derivação para ordem inteira, 
Equação (2.49). Deve-se ressaltar ainda que, para A — a  +  1 <  0 e A — a  for um inteiro, 
então r(A  — a  +  1)-1 =  0, e aDXa[(x — a )x] =  0 como consequência.
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Por conta do resultado da Equação (2.50), qualquer função f  (x) descritível como
uma série de potências de (x — a) possui uma derivada de Riemann-Liouville. Retornando
uniformemente convergente no intervalo de números reais. Como o operador de derivação 
é linear, pode ser aplicado em cada termo da série:
Funções de interesse para o cálculo fracionário também podem conter singularidades
válida para A >  —1 por envolver integração fracionária, Equação (2.39).
Como na integração fracionária, é do interesse que, ao derivar em ordem fracionária 
num intervalo [a,x], a função calculada seja descrita em termos de série de (x — a), evitando 
complicações como soluções em termos de série dupla. Um exemplo da importância desse
convergente no intervalo [a, 2c — a] para A não inteiro. A forma dessa solução pode ser 
vista na Figura 7.
2,3,1,2 Lei de expoentes para derivação
Em oposição à integração fracionária, nem sempre é válida a lei de expoentes para 
a derivada de Riemann-Liouville:
ao exemplo da função exponencial f  (x) = ex(x a), sua série de Taylor em torno de x  = a é
Aplicando, então, o resultado da Equação (2.50), k! e r ( k  +  1) se cancelam, levando à 
seguinte expressão:
A série do membro direito coincide com a definição de exponencial de Miller-Ross da 
Equação (2.19) e, portanto:
aOa[eAíx-a)] = E x - a ( - a , \ ) . (2.51)
logarítmicas no valor inferior de limite de derivação. Por exemplo, se f  (x) = x x ln x, então 
(MILLER; ROSS, 1993):
procedimento é visível ao derivar um a potência f  (x) = (x — c)x em um intervalo [a, x], 
com c < a:
D i \ aDß[f  (*)]] =  a D X s [f (x)j. (2.54)
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Figura 7 -  Gráficos da função da Equação (2.53) para a =  4 e c =  2. No gráfico à esquerda,
a  =  0, 2 e A =  1,5 (azul), A =  1 (vermelho) e A =  2 (verde). À direita, A =  1, 5,
a  =  0, 2 (azul), a  =  0, 4 (vermelho) e a  =  0, 6 (verde).
A aplicabilidade da lei de expoentes deve ser analisada caso a caso, para cada função.
Por exemplo, ela é válida para potências do tipo f  (x) =  (x — a)x , desde que A — f3 > — 1, 
condição essa em que aDa[(x — a)x-/3] existe e não é igual a zero.
Essa aplicabilidade também pode ser explorada para a função exponencial generali­
zada E x-a(ó, A), ó > —1. Pode ser verificado que:
aDx [Ex-a{8, A)] — E x-a{8 — a , A). (2.55)
D e m o n s tra ç ã o : Seja usada a forma em série da exponencial de Miller-Ross, Equaçao
(2.19):
aDZ{Ex-« (õ,A)] aD x ^
Aj
,=o r ( j  +  õ +  1)
(x — a
Essa série é uniformemente convergente. Então, como o operador de derivação é linear:
aD a[Ex-0(õ,A)] — Y
Aj
1=0 r ( j  +  õ +  1)
D [ ( x  — a )j+i ].
Usando, então, a Equação (2.50) para derivação fracionária de potências:
„D'?[Ex-a(6, A)] — Y
Aj
=0 r ( j  +  õ — a  +  1)
(x — a)j+5—a
Portanto, usando novamente a definição de exponencial de Miller-Ross, Equaçao (2.19):
aD X[Ex-a(0, A)] — E x-a(õ — ^ , A) ,
como se desejava demonstrar.
Dessa forma, tam bém  vale:
a D X+l3 [Ex-a(0, A)] =  E x-a (ó — a  — (^, A) .
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Porém, aDa[aD 3 [Ex-a(ó, A)]] só irá existir e ser igual a aDa+>3[Ex-a(ó, A)] se A — f3 > — 1, 
condição em que aDXa[Ex-a(ó — f3, A)] irá existir.
Funções que cumprem a lei de expoentes para derivação, com as devidas restrições 
são uma classe especial nos estudos do cálculo fracionário. Então, desde que a derivação 
sucessiva exista, funções adicionais que obedecem à lei de expoentes para derivação no 
intervalo [a,x]: Cx-a(ó,u),  Sx-a(ó,u)  e (x — a)x ln (x — a), como podem  ser verificadas 
pelo leitor. Essa verificação de condições é necessária para a validade da lei de expoentes 
em diversos problemas envolvendo equações diferenciais fracionárias, evitando, assim, a 
determinação de soluções inválidas.
Com isso, um a classe mais geral de funções pode ser caracterizada com base na 
aplicabilidade da lei de expoentes sobre (x — a)x e (x — a)x ln (x — a). Seja um a função 
n(x) tal que:
n(x) = ^ 2  ajx j , 
j=0
com todos os aj constantes e a0 = 0. Logo, funções dos seguintes formatos possuem 
derivada de Riemann-Liouville no intervalo [0,x]:
f  (x) = x xn(x),  (2.56a)
f  (x) = x x ln xTj(x), (2.56b)
desde que A >  - 1 .  Isso é justificado por conta da existência das derivações (2.50) e (2.52).
Por extensão, as seguintes funções possuem derivação de Riemann-Liouville no intervalo 
[a,x\, desde que A >  -1 :
f  (x) = (x — a)xn(x — a), (2.57a)
f  (x) = (x — a)x ln (x — a) r/(x — a). (2.57b)
Assim, a lei de expoentes, Equação (2.54), será aplicável somente se A — f3 > —1.
2,3,1,3 Combinação entre integração e derivação fracionária de Riemann-Liouville
Propriedades convenientes para o estudo do cálculo fracionário aparecem na in­
teração entre integrais e derivadas fracionárias. Situações análogas aos dois teoremas 
fundamentais do cálculo devem ser verificadas para o cálculo fracionário, o que ajuda na 
resolução de equações diferenciais específicas. Com o operador de derivação de Riemann- 
Liouville, destacam-se (PODLUBNY, 1999):
aD X[ a I ^ [f (x)\\ =  f  (x), (2.58a)
que, para a  = 1, corresponde a:
d f xd x
d õ ja  f  (t) dt = f  {x)-
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(X -  a)a~’ (2.58b)
c=a r ( a  -  j  +  E
que corresponde, para a = 1, a:
f x df  (t)
■Ja dt
dt = f  (x) -  f  (a).
As Equações (2.58a) e (2.58b) podem  ser verificadas para outras quantidades 
inteiras de a , chegando a resultados que podem  ser obtidos pelo cálculo inteiro. Por 
esse motivo, essas equações podem  ser consideradas a versão fracionária do teorem a 
fundam ental do cálculo. Elas são essenciais para quaisquer operações que envolvam a 
aplicação de operadores inversos, como nas equações diferenciais fracionárias mais simples.
2.3.1.4 Transformada de Laplaee e condições iniciais
Equações diferenciais ordinárias fracionárias com derivação de Riemann-Liouville 
apresentam  um a dependência de condições iniciais com derivação fracionária. Isso pode 
ser verificado diretam ente através da técnica de transform adas de Laplace. Seja F(s)  = 
L { f  (x)} uma transformação de Laplace de uma função f  (x) tal que (PODLUBNY, 1999):
r ro
F ( s ) =  f  (x)e-sX dx.  (2.59)
J 0
Logo, a transform ada de Laplace de 0DXaf (x) é dada por:




Nessa equação, observa-se a presença das n  condições iniciais fracionárias 0Da k 1f  (x) 
em x  =  0. Em um a equação diferencial fracionária simples do tipo:
0DXay(x) -  Xy(x) = 0, (2.61)
com 0 < a < 1, se Y(s )  = L{y(x)} ,  então, aplicando a transform ação de Laplace na 
Equação (2.61) e isolando Y(s):
Y  (s) = - p F j , (2.62)
com C1 = 0lX~af  (x)|x=0. Da transform ação de Laplace da Equação (2.27), usa-se a 
transform ada inversa sobre a Equação (2.62), levando a um y(x)  dado por:
y(x) = C i x a-1E a,a( \ x a). (2.63)
e
A dependência de uma condição fracionária está na constante C1 acompanhando o resultado. 
Um gráfico com a forma da solução, Equação (2.63), para diversos valores de a , está na 
Figura 8.
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X
Figura 8 -  Gráfico com a solução da equação diferencial, Equação (2.61), para 
0I l - a f  (x)|x=0 =  1, A =  1 e cinco valores distintos de a.
2.3.2 Derivada de Caputo
A derivação de Caputo difere da derivação de Riemann-Liouville pela ordem em 
que a derivação inteira e a integração fracionária é aplicada. A D e riv a d a  de  C a p u to  à 
E sq u e rd a  define-se como (PODLUBNY, 1999):
CDN M l =  r ( | a , 1 a  + 1) f  (x -  í )W -“D W + '[/(t)] dt, (2.64a)i (  |_aj — a  +  1) Ja
sendo a letra C  no sobrescrito esquerdo acrescentada para diferenciar esse operador da 
derivação de Riemann-Liouville. A derivação é calculada no intervalo [a,x]. Por isso, a 
está no subscrito esquerdo, e x, no subscrito direito. O sobrescrito superior direito, a , 
representa a ordem de derivação fracionária. Esse operador é não -lo ca l por depender de 
um intervalo de diferenciação para operar, e ele é cau sa l se x  for interpretado como uma 
variável temporal (pois são tomados valores anteriores ao de x  no intervalo de derivação).
A D e riv a d a  de  C a p u to  à  D ire ita  é (PODLUBNY, 1999):
1 C b
C D'b[f (x)] =  a  +  (t — x )W - a (—D )W + ![/(t)] dt. (2.64b)
i(|_a j — a  +  1) Jx
A letra C  no sobrescrito direito aqui tam bém  está sendo usada para diferenciar esse 
operador da derivação de Riemann-Liouville. A derivação é calculada no intervalo [x, 6]. 
Por conta disso, x  está no subscrito esquerdo e 6 no subscrito direito. O índice a  no 
sobrescrito direito representa a ordem de derivação de Caputo. Esse operador de Caputo é 
não -lo ca l por depender de um intervalo de diferenciação para operar, e é a n tic a u sa l se
x  for interpretado como um a variável tem poral (pois são tomados valores posteriores ao
de x  no intervalo de derivação).
Em notação inteiramente simbólica, com D  =  d , as derivadas de Caputo à esquerda 
e à  direita são, respectivamente:
C D?[f  (x )]=  a./XaJ-a+1{D LaJ+1[f (x)]} (2.65a)
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C Dí '[f  (x)] =  x / b -a+1{(—D)L“J+ '[f  (x)]}, (2.65b)
integrações fracionárias de um a derivada inteira. Por conta da linearidade da derivação 
inteira e da integração fracionária, o operador de Caputo também é linear. Ou seja, para 
funções f  (x) e g(x) e constante k:
C Da [f (x) +  g(x)] =  C Da [f (x)] +  C Da [g(x)], (2.66a)
C Da [kf  (x ) ]=  k C Da [f (x)]. (2.66b)
A linearidade tam bém  é válida para o operador CD a .
A derivação de Caputo é descontínua para a  inteiro, apresentando limites laterais 
a ^  |_aj+ e a  ^  |_a_|-  distintos. Para a  ^  |_aj + , as Equações (2.65a) e (2.65b) resultam 
em:
Clim + CDa[f  (x)] =  D l“J[f (x)] — D W [f (x)]a^ l  a J +
lim C Da [f  (x)] =  (—D )a J [f (x)] — (—D )a  [f (x)]
a aJ +




lim, CDa [f (x)] =  D LaJ[f (x)], (2.68a)
a ̂ L aJ-
e
lim, C Da [f (x)] =  (—D )laJ[f (x)]. (2.68b)
a^La J
D e m o n s traç ã o . Tomando o limite a  ^  Laj+ na Equação (2.65a):
lhn C Da [f (x)] =  lhn a/X“J- a+1{D L“J+1[f (x)]} =  a/X{DlaJ+1[f (x)]}.
a^L a J+ a^L a J +
Integrando, então, em ordem 1, nessa equação:
Uni CDa[f  (x)] =  D a J [f (x)] — D LaJ [f (x)]
a^L a J +
como mostrado na Equação (2.67a). Igualmente, tomando o limite a  ^  Laj na Equação 
(2.65a):
l im CDa[f (x ) ]=  l im a/XaJ- “ { D !% (x )]}  =  a/X{DlaJ[f(x)]}.
a^L a J a ̂ L a J
Como alX é igual ao operador identidade (Equação (2.33)):
lirn, C D P f  (x)] =  D a J [f (x)],
a ̂ L aJ-
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Como consequência, a derivação de Caputo não tende à identidade quando o índice 
de derivação tende a zero, pois, por conta da Equação (2.67a):
lim+ CD X[f (x)] =  f  (x) -  f  (a). (2.69)
x ^ 0+
Por conta dessa descontinuidade do índice de derivação de Caputo para valores inteiros, 
as relações entre integração fracionária e derivação devem ser verificadas caso a caso. 
Por vezes é necessário usar a relação conhecida entre derivada de Caputo e derivada de 
Riemann-Liouville, na seção seguinte.
2.3.2.1 Relação com a derivação de Riemann-Liouville
Segundo Podlubny (1999), as derivadas de C aputo e de Riemann-Liouville se
relacionam da seguinte forma:
D H f  (x)1 =  CDX [f (x)1 +  E  "  C .  , 7 '  • (2.70)
k=0
X  D k[f (a)1(x -  a)k-a
Isso pode ser demonstrado por meio de expansão de f  (x) em série de (x -  a) e posterior 
diferenciação por aDx . De modo semelhante, pode ser estabelecido que:
v i  ( - D ) k[f (b)](b -  x ) k-a
k=0 r ( k  -  a  +  1)
xDa[ f (x)i =  c d x [f (x)i +  £ v • (2 .7 1 )
Desta forma, as relações entre derivadas de Caputo sucessivas e suas relações com integração 
fracionárias podem  ser estabelecidas. Verifica-se a igualdade aDX [f (x)] =  % DX; [f (x)] 
apenas se:
D k [f (a)] = 0, com k = 0 , . . . ,  |_aj, (2.72)
e XDX [f (x)] = % DX [f (x)] somente se:
( - D ) k [f (b)] = 0 ,  com k =  0 , . . . ,  Laj. (2.73)
Casos especiais devem ser considerados por verificação direta, e exemplos da sessão seguinte 
podem servir como comparação da aplicação de ambos os operadores de Riemann-Liouville 
e Caputo.
2.3.2.2 Aplicações em funções de interesse
Para que a derivada de C aputo % DX de um a função f  (x) exista, f  (x) deve ser 
Laj +  1 vezes diferenciável. Além disso, se f  (LxJ+1)(x) for das classes (2.57a) e (2.57b) 
ou alguma de suas combinações lineares, a derivabilidade será garantida somente se 
qualquer singularidade que f  (LxJ+1)(x) possua deve ser do tipo x x ou x x ln x, A >  -1 .  Logo, 
a DX [f (x)] existe se A >  Laj para f  (x).
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Por exemplo, a derivação de Caputo de um a função f  (x) =  (x — a)x retorna:
-(x — a)x -a , se A >  |_aj,í r (A + 1) „U -x
C DX[(x — a)A] =  '
r(A  — a  +  1)
0, se 0 <  A <  [a j e A G N, (2.74)
não existe , em outros casos.
D e m o n straç ã o : começando com a definição de derivada de Caputo no intervalo [a, x ]:
C D a [(x — a )A] =  alXaJ-“+1DLaJ+1(x — a )A.
Considerando a Equação (2.49) para derivação inteira, e considerando a linearidade do 
operador de integração fracionária para a constante:
CDa[(x — a )A] =  r r(A  + 1 )) a/XaJ-a+1[(x — a )A-XJ-1].
r (A — [a j)
Aplicando, então, a Equação (2.36) para integração fracionária, se A — [aj >  0 (para que 
a integração fracionária exista):
CDX[(x — a)A] =  r A — a  +) 1 )(x — a)X a .
Se A for um inteiro não-negativo, porém  menor do que [ a j , D^xJ+1[(x — a )A] =  0, e,
C Da „\Aa
demonstrar
portanto , %DX[(x — a )A] =  0. Em  outros casos, a derivação não existe, como se queria
As derivações exponenciais são essenciais na resolução de equações diferenciais 
fracionárias lineares. P ara  a função exponencial f  (x) =  eAx, a derivada de Caputo de 
ordem a  no intervalo [0,x] leva a:
C D aeAx =  AlaJ+1Ex([aj  — a  +  1,A), (2.75)
D e m o n straç ã o : Usando a definição da derivação de Caputo, Equação (2.64a):
C D a[eAx] =  olXaJ-a+1D [aJ+1eAx.
Como D^aJ+1eAx =  Â aJ+1eAx:
C D ax [eAx] =  A^aJ+1 olXaJ-a+1eAx.
Portanto, usando a Equação (2.37) para a integral fracionária de uma função exponencial:
CDX[eAx] =  Â xJ+1E x([a j — a  +  1, A),
como se desejava demonstrar.
Capítulo 2. FUNDAMENTOS DE CÁLCULO FRACIONÁRIO 36
Para a exponencial de Miller-Ross, a derivação de Caputo de ordem a  no intervalo 
[0, x] resulta em:
E x(õ — a, X), se õ > |_aj,
$ Da[Ex(õ,X)] = { x X + i- <5E x ( [ a j — a  + 1,X), se õ <  Laj ,õ e  Z, (2.76)
não existe, em outros casos.
D e m o n straç ã o : Seja usada a definição da derivação de Caputo, Equação (2.64a):
CDX[E x (6, A)] =
Usando a Equação (2.55) (pode ser usada, pois a derivação de Riemann-Liouville tende à 
derivação inteira para índice de derivação inteira):
$ DX [Ex (õ, X)] = o/X“J-a +íEx(S — Laj — 1, X). (2.77)
Aqui, existem três casos de subdivisão. O  primeiro caso, para A > La j , garante que a 
integração fracionária exista, e:
CD X [EX(6, A)] =  E X(6 -  a , A ) .
O segundo caso é 6 <  Laj e A E N. Nesse caso, pela propriedade da Equação (A.14b) 
(Apêndice A), E x(6 -  Laj -  1, A) = ALxJ+1-áeAx. Logo, na Equação (2.77):
CD ax [Ex (6, A)] =  ALxJ+1-á 0lLXJ-Q+1eXx
Usando então a Equação (2.37) para integral fracionária de um a função exponencial:
C DX [Ex(6,A)] = ALxJ+1-&Ex (Laj -  a  + 1,A),
como se desejava demonstrar. Em qualquer outro caso, a derivação de Caputo não existe por 
conta de E x(6-  Laj - 1 ,  A) conter uma singularidade do tipo xá-L“J-1, com 6 -  Laj - 1 < - 1 .
A derivada de Caputo de ln x  no intervalo [0,x] não existe, pois:
D LxJ+1 ln x =  D LXJx -1 = ( - 1 ) L“J(Laj)!x-(L“J+1), (2.78)
e a integral fracionária 0I LxJ-x+1x -(L“J+1) não existe.
Para a função f  (x) = x x lnx , da Equação (2.52):
D LxJ+1f  (x) = „ r(A  +  1).. xA- LxJ-1 [lnx  + 4.(A + 1 )  -  4(A  -  Laj)], (2.79)
r (A  -  Laj)
pois 0DX f  (x) ^  D LxJ f  (x) quando a  ^  Laj. Logo, a derivada de Caputo de f  (x) = x x ln x  
é:
CDX[xx ln x] = r ^  + +) 1 ) x X-X[lnx  + ^ (A  +  1) -  £ A -  a  +  1)], (2.80)
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sob restrição A >  Laj.
D e m o n s tra ç ã o . Usando a Equação (2.79) na definição de derivação de Caputo, 
Equação (2.64a):
CD a x lnx] =  „ / W - " 1 { ^ +  1 ) ) xx-L aJ-1 [lnx +  4(A + 1 )  — 4(A — Laj)]} .
Usando a propriedade de linearidade da integração fracionária:
CD![xx lnx] =  r(A  +  1^  „ / i“J -“+1[xX-L“J-1 lnx] +
r (A — Laj)
+ r ( \ A +  1 )) [4(A +  1) — 4(A  — Laj)] „/ XaJ -“+1[xX-L“J-1]. r(A  — Laj)
Aplicando então as Equações (2.39) e (2.35) para as integrações respectivas de xx-L“J-1 ln x  
e x^  L a J 1 :
C Da [xx ln x] =  r(A  +  1\  A x x-a [ln x  +  4(A — Laj) — 4(A  — a  +  1)]
r(A  — a  +  1)
x x-a [ÿ(A + 1 )  — Á>(A — [aj)]r (A + 1) ^ - a r
r(A  — a  +  1)
Portanto, somando as contribuições de ambos os fatores x x -a :
C Da [xx ln x] =  r ( A ^  +  +) 1 ) xx-a [ln x  +  -0(A +  1) — -0(A — a  +  1)].
como se queria dem onstrar. Esse resultado é identico ao oferecido pela derivação de 
Riemann-Liouville, exceto pela condição adicional A >  [a j.
2.3.2.3 Transformada de Laplaee e condições iniciais
A vantagem do uso da derivação de Caputo está na sua relação com condições iniciais 
de derivação de índice inteiro em equações diferenciais, verificada em sua transformação 
de Laplace (PODLUBNY, 1999):
n
L{  C D a f  (x)} =  sa F  (s) — £  s ‘- i - ‘D i f  ( x ) |„ 0. (2.81)
k=0
Um exemplo simples, para 0 < a  < 1, pode ser verificado. Seja a equação diferencial 
fracionária:
C Da y(x)  — Ay(x)  =  0, (2.82)
e seja Y (s) =  L{y(x)}. Aplicando a transformação de Laplace na Equação (2.82) e isolando
Y (s):
sa—1
Y (s) =  y(0) sa ~ ^ .  (2.83)
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Pela Equação (2.27), com f3 = 1, a aplicação da transformada inversa de Laplace à Equação 
(2.83) leva a:
y(x) = y(0)Ex ,1 (AxX). (2.84)
A condição inicial de ordem inteira y(0) pode ser verificada diretam ente nessa equação. 
Essa curva, para diversos valores de a  menores do que 1, pode ser visualizada na Figura 9.
°0 0,1 0,2
Figura 9 -  Gráfico com a solução da equação diferencial, Equação (2.82), para y(0) = 1, 
A = 1 e cinco valores distintos de a.
2,3,2,4 Integração por partes
Em diversos trabalhos, como de Agrawal (2002), Riewe (1996, 1997) e Muslih e 
Baleanu (2005), é apresentada ou utilizada a seguinte regra de integração por partes:
f  (x) aDX[g(x) dx = xDX[f (x)]g(x) dx. (2.85)
Entretanto, essa regra não se verifica todas as vezes, funcionando apenas sobre um conjunto 
de restrições. A regra de integração por partes adequada, demonstrada no Apêndice A, é:
f  (x) aDxX[g(x) dx = ( - D ) LxJ[f (x)] a 4 xJ X+1[g(x)] +
L J-1
+  E  ( - D ) ’ f  (x){ a DX-1- ’ [g(x)]}
j=0
+ (2.86)
+ CD X[f (x)]g(x) dx,
e só vai acontecer
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sob a condição
LxJ-i
£  ( —D )j f  (x){ aD'X-1- ’ [j(x)]}
j=0
(—D ^ l f  (x)] a/XxJ-x+1Í9(x)] 0 .
E também, começando em:
r b
/ f (x) CDx[g (x)]dx,a
é possível demonstrar (Apêndice A) que, através de integração por partes:
r b b
/  f (x) CDX[g (x)] dx  =  x/bLxJ-x+1[f(x)] DLxJ[g (x)] +
LaJ
+  { x Db
j=1
j-LxJ+x-1 [f (x)]}D LxJ-j [g(x)] +
E só ocorre:
se
+  /  xDx [f (x)]g(x) dx.
rb r b
f  (x) C Dx[g (x)] dx = xDa[ f  (x)]g (x) dx
x^b
LxJ-x+1 [f (x)] D LxJ[g(x)]
LxJ , b










Agrawal (2010) discute esses casos de integração por por partes para esses operadores com 














3 DINAMICAS LAGRANGEANA E 
HAMILTONIANA FRACIONÁRIAS
Na literatura, existem as mais diversas formulações de problemas variacionais 
envolvendo lagrangeana e hamlitoniana e derivação fracionária. A revisão aqui se restringe 
a problemas que envolvem exclusivamente derivação de Riemann-Liouville e Caputo. Na 
revisão e análise desses problemas, foi estudado o problem a da partícula sob potencial 
com dissipação para estudos de caso. No final, as características que se destacam para que 
a equação resultante do problema fracionário seja equivalente à equação diferencial com 
termo proporcional à  velocidade são comparadas.
3.1 ABORDAGENS COM DERIVAÇÃO DE RIEMANN - LI- 
OUVILLE
e hamiltoniano fracionários. Em 1996, ele publicou um artigo chamado Nonconservative
clássico dessas dinâmicas com as derivadas de Riemann-Liouville à esquerda e à direita, 
conduzindo-o às equações de Euler-Lagrange e de Ham ilton e explorando um breve 
exemplo de aplicação de um a partícula sob potencial e dissipação. Também dem onstra 
que a hamiltoniana não mais é uma constante de movimento, a não ser em casos especiais. 
No artigo seguinte, de 1997, intitulado Mechanics with fractional derivatives (R IE W E , 
1997), ele obtém novamente, por princípios variacionais, as equações de Euler-Lagrange e 
de Hamilton correspondentes e, então, propõe o mecanismo de transformações canônicas e 
a teoria de Ham ilton-Jacobi correspondente, além de propor novamente um modelo de 
dissipação linear e um a equação de onda para um formalismo quântico dissipativo.
A notação de Riewe corresponde ao livro de Oldham  e Spanier, intitulado The 
Fractional Calculus (OLDHAM; SPANIER, 1974), e neste trabalho, utiliza-se a nota­
ção de Miller-Ross (MILLER; ROSS, 1993). P ara  a derivação à esquerda e à direita, 
respectivamente, a equivalência entre notações é (RIEW E, 1996; R IEW E, 1997):
Riewe (1996, 1997) foi um dos pioneiros da elaboração de formalismos lagrangeano
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3.1.1 Abordagem de Riewe
Considere um sistema com R  coordenadas generalizadas q0,1( t ) , . . .  , q0,R(t). Seja 
q0,r (t) a r-ésim a coordenada generalizada desse sistema. Assim, r =  1 , . . . , R .  Sejam 
também os conjuntos de ordens de derivação { a 1, . . . ,  a N} e { A , . . . ,  PN' }. a i é o i-ésimo 
grau de derivação fracionária no intervalo [a, t] , e f3j é o j -ésimo grau de derivação fracionária 
no intervalo [t, 6]. Definem-se então as coordenadas generalizadas (RIEW E, 1997):
qj,r,b =  (—1)í j  tD b3 [q0,r (t)b (3.2a)
com o subíndice j  em q indicando que o j -esimo grau de derivação f3j está sendo usado, r 
indica que é a r-ésima coordenada generalizada que está sendo derivada, e 6 m ostrando 
que essa derivação está sendo feita no intervalo [t, 6]. E também:
qi,r,a =  aDCXl [q0,r (t)], (3.2b)
com o índice i indicando o uso do i-ésimo grau de derivação a*, r indica que é a r-ésima
coordenada generalizada do sistema dinâmico derivada, e a m ostra que a derivação está 
sendo operada no intervalo [a, t]. Nessa notação, se R  =  1, o subíndice r pode ser suprimido.
Se o sistema depende das R  coordenadas generalizadas, de suas N  derivações 
no intervalo [a, t] e de suas N ' derivações no intervalo [t,6], então a integral de ação 
J  é operada no intervalo [a, 6]. A lagrangeana L  desse sistema depende de todas as R  
coordenadas q0,r , todas as R N  variáveis qi,ra e todas as R N ' variáveis qj,r,b, além do tempo 
t . Desta forma, pode-se escrever:
f  b
J  = L({q0 , r ,q1, r, a, . . . ,qN,r,  a,q1, r, b , . . . , qN' , r, b}R=1 ,t) dt. (3.3)a
A notação {}R=1 serve para indicar que a lista contém todas as coordenadas generalizadas 
e suas derivações de 1 até R .
Riewe (1996), através de cálculo variacional e minimização da integral de ação J , 
obtém as R  equações de Euler-Lagrange para esse sistema:
“  +  |  D "  ( d L *  )  +  a *  ( j <3'4>dq0,r i= 1 \ qi,r,a j = 1 \ dqj,r,b
Em seguida, os momentos generalizados são definidos como (RIEW E, 1996):
N—j — 1 (  dL )
Pj,r,b =  E  (—1)íik+j+1—íij+1 aDft k+j+1 —íij+1[ ^ -----------  , (3.5a)
k=0 \ dqk+j+1, r, bJ
com R N 1 momentos generalizados definidos dessa forma, e j  = 0 , . . . ,  N '  — 1. E também:
N'—i—1 (  d T )
Pira =  E  tDXk+i+1—Xi+ ^ ------------ , (3.5b)
k=0 \Gqk+i+1 ,r,a )
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com R N  momentos generalizados definidos dessa forma, e i = 0 , . . . ,  N  — 1. O autor usa 
essas definições de momento para definir a ham iltoniana em função da lagrangeana da 
seguinte forma:
N-1 N' — 1
H  ^  ' qj+1,r,bpj,r,b + ^  ' Qi+1,r,aPi,r,a L .
j=0 i=0
(3.6)
Essa hamiltoniana é escrita em termos das R  coordenadas generalizadas q0,r , das R ( N  — 1) 
derivações qi,r,a (i = 1 , . . . ,  N  — 1), das R ( N ' — 1) derivações qj,r,b (j = 1 , . . . ,  N '  — 1), dos 
R ( N  — 1) momentos generalizados pi,r>a (i = 1 , . . . ,  N  — 1) e dos R ( N ' — 1) momentos 
generalizados pj ,r,b (j = 1 , . . . ,  N '  — 1).
Para obter as equações canônicas correspondentes, Riewe (1996, 1997) escreve a 
integral de ação em termos da hamiltoniana:
J
(  R N-1 R N'-1
E E  qj+1, r, bpj ,r, b + E E  qi+1,r,api,r,a H  | dt.
\r=1 j=0 r=1 i=0
(3.7)
Por cálculo variacional, considerando:
H  — H ({q0,r, q1,r,a, . . . , qN—1,r,a, q1,r,b, . . . , qN'-1,r,b, p0,r,a, . . . , p N —1,r,a, p0,r,b, . . . , pN' - 1,r,b} r=1, t ')
as equações canônicas obtidas por Riewe foram:
d H
dq .j,r,b




















Entretanto, Riewe faz o tratam ento de suas deduções com o modelo de integração 
por partes da Equação (2.85) sem discutir suas limitações. Ele supõe que as derivações de 
Riemann-Liouville e de Caputo são iguais, partindo do princípio equivalente de integração 
por partes com integrais fracionárias na expressão, como na Equação (2.44).
Riewe também deixou um detalhe passar quanto à derivação parcial de H  por q0,r . 
Na verdade, a equação canônica para essa variável é:
d H
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que pode ser obtida ao seguir os procedimentos de Riewe para os term os em i , j  =  0 
nos somatórios. Equações similiares foram obtidas por diversos autores que se seguiram 
(AGRAWAL, 2002; MUSLIH; BALEANU, 2005; AGRAWAL, 2007).
Ainda, a definição de coordenada qjr ,b, Equação (3.2a), contém um  fator ( — 1)tj 
que se torna complexo, dependendo do grau de derivação f3j. Isso deve ser evitado sempre 
que possível quando se deseja estudar sistemas com muitas partículas, pois quantidades 
complexas podem dificultar o cálculo estatístico de sistemas caracterizáveis por coordenadas 
sob derivação fracionária.
Também é possível dem onstrar que, pela presença da derivação fracionária nas 
equações de movimento, H  não é mais uma constante de movimento em sistemas autônomos. 
Calculando a derivada temporal de H  e usando a regra da cadeia:
d H _  R
dt
d H  dq0,




d H  dqi,
dqi dt
+





d H  dqj,r,b +  d H  dpj,r,b
dqj,r,b dt dpjr ,b dt 
Substituindo então as derivadas parciais das equações de movimento (3.9a)- (3.9d) e (3.10):
dH












f \ dqj,r,b .





+  qi+1,r,adt dt
(3.11)
O  membro direito dessa equação não se anula em nenhuma outra circunstância além da 
condição que todos os expoentes de derivação a 1, . . .  , a N e /31, . . . ,  f3N' sejam inteiros. Logo, 
em geral, pelo menos uma coordenada generalizada sob derivação fracionária presente na 
ham iltoniana faz com que H  autônomo deixe de ser uma constante de movimento, como 
Riewe (1996) demonstrou pela primeira vez. Isso pode ser estendido para qualquer formato 
de derivação fracionária colocado sobre as coordenadas generalizadas do sistema, com 
demonstrações análogas para todas as abordagens m ostradas a seguir.
)
3.1.2 Abordagem de Agrawal de 2002
Com outra  abordagem  de coordenadas generalizadas, Agrawal (2002) analisou o 
mesmo problema variacional da lagrangeana contendo diversos operadores de Riem ann- 
Liouville. Seja um sistema com R  coordenadas generalizadas q0,r , N  ordens de derivação 
{ a 1, . . . ,  a N} sobre o intervalo [a, t] e N'  ordens de derivação { A , . . . ,  f3N'} sobre o intervalo 
[t, b]. As derivações de todas as coordenadas generalizadas podem ser escritas sob a seguinte
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notação:
qi,r,a = aDa  [q0,r (t)], (3.12a)
com i indicando o uso do i-ésimo fator de derivação a i , a indica a região de derivação [a, t] 
e r serve para indicar que é a coordenada q0,r sendo derivada. E também:
qj,r,b = t DS  [q0,r (t)], (3.12b)
com j  indicando o uso do j -ésimo fator de derivação f3j, b indica a região de derivação 
[t, b] e r serve como indicação da derivação da coordenada q0,r .
Por meio do cálculo variacional, as R  equações de Euler-Lagrange obtidas são, para 
r = 1, . . .  , R  (AGRAWAL, 2002):
d L  + £  tD T  ( \  +  £  aDSj ( ^ \  = 0, (3.13)
dq0,r ~ i  \Oqi,r,a) j=1 \dqj,r,bj
com L({q0r ,q1r,a, . . . ,  qNr,a, q1r,b, . . . ,  qN',r,b}R=1,t). Essas equações ainda são obtidas le­
vando em consideração a integração por partes na Equação (2.85). Entretanto, trabalhos 
posteriores na área acabaram  seguindo para um a abordagem  de derivação sequencial, 
abordada na seção seguinte.
Ainda que Agrawal não tenha desenvolvido a parte hamiltoniana de seu formalismo, 
pode-se seguir a linha investigativa de Riewe (1997). Para tanto, os momentos fracionários 
relacionados à Equação de Euler-Lagrange (3.13) são:
N-i-1 í  d T \
p,,r,a = £  t D t k+i+1-ai+1 A -----------  , (3.14a)
k=0 \ dqk+i+1,r,a J
com i = 0, . . . , N  — 1, e
n  !—j —1 í  dT \
Pj,r,b = £  aD?‘+’ + 1-S’ + 1   . (3.14b)
k=0 \ dqk+j+1,r,b)
com j  = 0,. .. , N '  — 1.
Logo, a hamiltoniana, dependente de variáveis na forma:
H  — H({q0,r, q1,r,a, . . . , qN—1,r,a, q1,r,b, . . . , qN' — 1,r,b, p0,r,a, . . . , p N —1,r,a, p0,r,b, . . . , pN' — 1,r,b} r=1, t ')
(3.15)
relaciona-se à lagrangeana da mesma forma que a Equação (3.6).
Por técnicas de cálculo variacional usadas da mesma forma que Riewe, as equações 




tD r i—ai (phr,a), (3.16a)
dpi = qi+1 ,r,a, (3.16b)
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d H  =  Dtj+i-t: 
dq a 1 (Pjdj,r,b
d H
D ? +1-Pj j b ) ,  (3.16c)
qj+1 , r, b. (3.16d)
dpj,r,b
d H
 ----  =  tDb;1po,r,a +  aDít 1po,r,b, (3.16e)
dqo,r
d H  dL
dt d t ' (3.16f)
Essas equações conservam a mesma estru tura dos modelos elaborados anteriormente.
3.1.3 Aplicação - equação de movimento com dissipação linear
Como aplicação para dissipação por velocidade linear, sejam a 1 =  |  e a 2 =  1, sem 
derivações no intervalo [t,b]. Com apenas uma coordenada, o índice r pode ser suprimido. 
Dessa forma, q1,a =  aD \ /2q0 e q2,a =  Dq0 (D representa o operador de derivação inteira 
no tempo). Desta forma, a energia cinética pode ser escrita na forma:
T  = 1  m ql,a, (3.17)
onde m  é a massa do corpo. O potencial pode ser escrito na forma:
V(qo, q1 ,a) =  1  ÍYq1,a +  V (qo), (3.18)
em que y  é o coeficiente de dissipação, i é a quantidade imaginária i =  \ f —1 e V (q0) é o 
potencial sob o qual o corpo está submetido. Logo, um a lagrangeana com esses termos 
seria:
L (q0, q1,a, q2,a) =  2 m ql,a -  ^ ^ l a  -  V (q0) . (3.19)
Partindo das equações de Euler-Lagrange de Agrawal, Equação (3.13), a equação 
de movimento para um a partícula com essa lagrangeana é:
m D 2qo +  í y  t D ^ 2 aD\/2qo +  V'(qo) =  0, (3.20)
com V'(q0) =  d V (q0)/dq0. Para contornar o problema da derivação D ^ 2 aD )1/2, que não 
tem aplicação de lei de expoentes, de modo geral, Riewe (1997) propõe fazer b ^  a+. Com 
isso, tD 1/2 =  — i aD^/2, e a equação de movimento se torna:
m D 2qo +  YDqo +  V'(qo) =  0 , (3.21)
desde que para as soluções dessa equação a lei de expoentes aD 1/2 aDt:/2q0 =  Dq0 seja 
válida. Nesse caso, as equações (3.20) e (3.21) são equivalentes e possuem o mesmo conjunto 
de soluções para b ^  a+.
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Para sistemas com lagrangeana sem dependência em q1 b e q2,b, p0,b =  O e p 1,b =  O,
de acordo com a Equação (3.14b). E pela Equação (3.14a), p 1,a =  mq2,a =  mD q0 e p0,a =  
1/2—icq1,a G m  tD b/ Dq0. Levando isso em conta, e usando a Equação (3.6), a hamiltoniana
correspondente a esse movimento é, com N  =  2:
H  =  2m p 1 ,a G p0,aq1,a G ^ il qi,a G V (q0) . (3.22)
Aplicando, então, as Equações (3.16a)- (3.16d), o movimento da partícula pode ser definido
através das equações:
tD l /2po,a =  V  ' (qo), (3.23a)
tDb,/2p1,a =  P0,a +  iiq1,a, (3.23b)
q2,a =  — , (3.23c)
m
e
q1,a =  aDt1/ 2q0. (3.23d)
As duas últim as equações são definições. A composição das duas prim eiras resulta na 
equação de movimento dependente somente das variáveis de posição, Equação (3.20).
3.2 ABORDAGEM COM DERIVAÇÃO DE RIEMANN - LI- 
OUVILLE SEQUENCIAL
Como um a proposta de aplicação em equações de movimento, Muslih e Baleanu 
(2005) se baseiam nos trabalhos de Riewe (R IE W E, 1996; R IE W E, 1997) para elaborar 
sua abordagem para modelos lagrangeano e hamiltoniano com base na seguinte definição 
de coordenadas generalizadas:
qi,r,a = (  aDta)iq0,r ( t) , (3.24a)
com o índice r indicando que a r-ésima coordenada generalizada do sistema está sendo 
derivada e a indica que as operações estão sendo realizadas no intervalo [a, t], e
qj,r,b =  ( tD t ) j q0r (t), (3.24b)
com o índice 6 indicando derivação no intervalo [t, 6]. Com essa notação de derivação 
sucessiva, ( aDa)i f  (t) indica que a função f  (t) está sendo derivada i vezes sob o operador 
aDa, e ( tDa)nf  (t) indica que f  (t) está sendo derivada j  vezes sob o operador D ^ .  Nesse
modelo, o expoente de derivação a  é fixo. No intervalo [a, t], a derivação sucessiva é
realizada no máximo N  vezes (o que dá i = 1 , . . .  , N ), e a derivação sucessiva em [t, 6] é 
operada no máximo N ' vezes (o que leva a i =  1 , . . . ,  N ').
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3.2.1 Abordagem de Muslih e Baleanu
Com base nos trabalhos de Riewe, Muslih e Baleanu (2005), começando com uma 
lagrangeana dependente das R  coordenadas generalizadas do sistema (q0,1, . . .  ,q0,R) e 
suas derivações, N  delas no intervalo [a, t] , e N'  vezes no intervalo [t,b], Equações (3.24a) 
e (3.24b). Logo, L  =  L({q0 r ,q1,ra, . . .  ,qN,r,a,q1,r,b, . . .  ,qN',r,b}R=1 ,t) . Com essas questões 
definidas, foram obtidas as R  equações de Euler-Lagrange para esse modelo (MUSLIH; 
BALEANU, 2005):
dL N
+dqo,r ' =  ‘ b’ \ S q
8 L ^ +  Í : ( a O t )  { d L )  =  O,
i,r,a f j=l \ dqj,r,b J
(3.25)
e, para desenvolver o formalismo hamiltoniano, eles definem os momentos generalizados 
da forma (MUSLIH; BALEANU, 2005):
N










Muslih e Baleanu (2005) estabeleceram então a relação canônica entre a hamiltoni- 
ana e a lagrangeana na forma:
R N—1 R N' — 1
H  ^  ^  ) pi,r,aqi+1,r,a +  ^  ^  ) pj,r,bqj+1,r,b L .
r=1 i=0 r=1 j =1
(3.27)














=  qi+l r,a a tDf(qi,r,a),
dpj,r,b







d H  _  dL  
dt d t .
Derivações parciais em qi,r,a e Pjr ,a são tais que i =  1 , . . . , N , e as em qj,r,b e Pj,r,b,
j  =  1 , . . . ,  N '.
e
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3.2.2 Aplicação da abordagem de Muslih e Baleanu
Uma forma de aplicação da abordagem  de Muslih e Baleanu (2005) para uma 
partícula livre sob dissipação envolve utilizar o expoente de derivação a  =  1 / 2 , levando a 
um termo de energia cinética proporcional a q2,a e um potencial dissipativo proporcional a 
q2 a. Dessa forma, são definidos q1,a =  aD t1/ 2[q0(t)] e q2,a =  ( aD E )2[q0(t)]. O subíndice r foi 
suprimido por haver apenas uma coordenada generalizada para esse sistema. O potencial de 
dissipação ainda pode conservar a forma 1 iYq1a . A lagrangeana, então, assume a seguinte 
forma:
L  = 1  m ql,a— 2  iYq2a — V (qo) . (3.29)
Usando essa expressão na equação de Euler-Lagrange (3.25), o resultado obtido é:
m (tD 1 / 2)2q2,a — iY t D ^ q ^ a  — V'(qo) =  0 . (3.30)
Desde que as condições da lei de expoentes sejam cumpridas por q0(t), pode-se fazer 
( aD 1 /2)2q0 =  Dq0, e, desde que Dq0 obedeça às mesmas condições, (tD 1 /2)2Dq0 =  —D 2q0. 
Além disso, aplicando o método de Riewe (1997) para remoção de anticausalidade, b ^  a+, 
a Equação (3.30) torna-se:
m D 2qo +  YDqo +  V'(qo) =  0 , (3.31)
um a equação de movimento com termo de dissipação proporcional à velocidade.
Os momentos generalizados para essa partícula, p0,a e p 1,a são, de acordo com as 
Equações (3.26a):
P 1,a =  mq 2 ,a, (3.32a)
Pó,a =  iYq1,a +  m  tD l /2q2,a, (3.32b)
e, pela Equação (3.26b), p0,b =  0 =  p 1,b.
Usando a Equação (3.27), a ham iltoniana para esse sistema é:
p 2 1
H  (po,a,P1,a,qo,a,q1,a) =  2 ^  +  Po,aq1,a +  2  i Y ^ a  +  V  (qo). (3.33)
Com isso, aplicando as equações canônicas (3.28a)- (3.28e) para essa hamiltoniana:
tD^/2 (p1 ,a) =  Po,a +  iYq1,a, (3.34a)
V'(qo) =  tD1/2po,a (3.34b)
q2 ,a =  p1^ , (3.34c)m
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e a Equação (3.28d) leva à identidade trivial qla = qla . A combinação apropriada das 
Equações (3.34a) e (3.34b) resulta na equação de movimento da partícula, Equação (3.30). 
Sua solução no limite b ^  a+ poderá ser obtida apenas na equivalência entre as derivações 
dessa e da Equação (3.31), o que deve ser diretamente verificado através da derivação das 
soluções.
3.2.3 Crítica ao modelo de Muslih e Baleanu - integração por partes
Entretanto, nas integrações por partes, Muslih e Baleanu recaem no mesmo pro­
blema de integração por partes que Riewe ao considerar sempre verdadeira a Equação 
(2.85), na equivalência entre operadores de Remann-Liouville e de Caputo. De modo geral, 
aplicando a Equação (2.86) p  vezes, a fórmula mais geral para integração por partes de 
operadores sequenciais é:
rb P L"J





+ /  ( CDa)p[f (t)]g(t) dt.
a
(3.35)
De modo mais simples, se 0 < a  < 1:
k=i
rb  ̂ rb
/  f  ( t ) (aD f  )p[g(t)] dt = £ ( CD1)k - l l f  (t)] al} -a(aD'í)P-k[g(t)] + ( CD,a)p[f (t)]g(t) dt.
J a j 1 i J at=a
(3.36)
Então, para que ocorra:
b b
f ( t ) (  aDa)P[g(t)] dt = ( C Dba)p[f (t)]g(t) dt, (3.37)
As p(|_aj +  1) restrições devem acontecer: 
p L“J




De forma similar para o operador sequencial ( tD^ )p, a equação correspondente de 
integração por partes seria, com base na Equação (2.91):
rb p L“J





+ ( CDa)p[f (t)]g(t) dt.a
(3.39)
As condições para que aconteça:
r b r b





Capitulo 3. D INÂM ICAS LAGRANGEANA E  HAM ILTONIANA FRACIONÁRIAS 50
devem ser tais que: 
L«J
£ £ ( - d ) j  ( C i>?)k - l [f (í)] , i > r 1- j  { ( ,D ; ) p-k [ff(í)]}
k=1j =0
E, de modo mais simples, para 0 < a  < 1:






/b *f  (í)( tD ?)pb(t)] dt =  s  c  D a)k - i [f (í)] t/b1- a {{ t i K r k [s(í)]}
k=1
C b
+ ( CDa)p[f (í )]9(í ) dt.a
3.3 ABORDAGEM COM DERIVAÇÃO DE CAPUTO
Fundamentalmente, existem duas possibilidades a explorar. A primeira, proposta 
por Agrawal (2007) lida com coordenadas generalizadas de derivação direta, como a de 
Riewe (1997), porém com derivação de Caputo ao invés do operador de Riemann-Liouville.
3.3.1 Abordagem de Agrawal de 2007
Seja um sistema com R  coordenadas generalizadas (q0>1, . . . ,  q0,R). Nesse sistema, 
se fazem presentes N  derivações fracionárias dessas coordenadas no intervalo [a, t], com 
um conjunto de expoentes de derivação { a 1 , . . .  , a N}, aparecendo com a notação:
qi,r,a =  C D a  qo,r, (3.43a)
onde i indica que o i-ésimo expoente de derivação ai está sendo utilizado para derivação
de Caputo, r indica que é a r-ésim a coordenada generalizada está sendo derivada, e a
indica que o intervalo de derivação é [a,t]. E também aparecem N ' derivações fracionárias 
no intervalo [t, b], com um conjunto de expoentes { A , . . . , Pn '}, na forma:
qj,r,b =  C d l 3 qo,r, (3.43b)
com j  indicando o uso do j -ésimo expoente de derivação, r a r-ésim a coordenada q0 ,r 
sendo derivada, e b indicando que as derivações estão sendo realizadas no intervalo [t, b].
Partindo de uma lagrangeana com apenas uma coordenada generalizada, no formato 
L(q0, q1 ,a, . . . ,  qN,a, q1, b, . . . ,  qN>, b,t), para todos os a i > 0 e todos os f3j < 1, Agrawal (2007) 
obteve, por cálculo variacional:
Í  +  S  *D > ( S  + j l  aD <' (^1 = ° .  <344)
Nota-se que, nesse artigo, o autor se preocupou com a integração por partes por considerar 
a Equação (2.87).
b
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Em outro trabalho, para uma lagrangeana mais simples L(q0, ql ,a, ql ,b, t), Baleanu 
e Agrawal (2006), começando a definir os momentos generalizados por:
dL
Po, a =  ^  , (3.45a)
dqi, a
dL
Po,b = õ— . (3.45b)
dqi, b
relacionaram  a lagrangeana e e a ham iltoniana de um sistema desse tipo  da seguinte 
maneira:
H  = po,aqi,a + Po,bqi,b -  L, (3.46)
com H  = (po,a,Po,b,qo).
Então, seguindo os cálculos de Riewe (1997), as equações canônicas obtidas a partir 
dessa ham iltoniana são (BALEANU; AGRAWAL, 2006):
d H  _  dL
dt dt '
(3.47a)






Tj  =  tD bpo,a +  aD t po,b. (3.47d)
dqo
Entretanto, o modelo ham iltoniano pode ser estendido para quaisquer conjuntos 
de coordenadas, bem como para ordens de derivação ai e f3j adicionais. Seguindo, então, 
de uma lagrangeana L = L({qo,r, qi r ,a, . . . ,  qN,r,a, qi ,r,b, . . . ,  qN',r,b}R=i , t ) , as R  equações de 
Euler-Lagrange que podem ser obtidas são:
W  + Í c Dr ( S  +  §  aD ‘ ( = ° .  (348)
Os momentos generalizados, de forma análoga aos trabalhos anteriores, podem ser definidos 
como:
N-i- i  (  dT \
Pira = E  tD ahk+i+1-ai'+1 L   , (3.49a)
k=o \ dqk+i+i, r, a)
e
N ' - j - i  (  dL \
Pj,r,b = E aDf‘+’+'- t ’+' 0 - 2----------  , (3.49b)
' S ,  \Sqk+j+, r , b)
assim como o proposto no primeiro modelo de Agrawal (2002) .
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Para um a ham iltoniana do tipo:
H  — H  ({q0,r, q1,r,a, . . . , qN—1,r,a, p 1,r,a, . . . , pN—1,r,a, q1,r,b, . . . , qN/ — 1,r,b, p 1,r,b, . . . , pN/ —1,r,b} ^=1 ,í) ,
(3.50)
sua relação com a lagrangeana desse sistema deve ser:
N—1 N/ —1
H  ^  ) pn,r,aqn+1,r,a +  ^  ) pn,r,bqn+1,r,b L . (3.51)
n=0 n=0
Usando então a linha de dedução de Riewe (1997) para a dedução das equações canônicas 
de movimento por princípio variacional, são obtidos os resultados:
d H
=  tDb«+1—ai(phr,a),n >  l, (3.52a)
dq,
d H
õ  =  aDßj+1—ßj (Pj,r,b) , n  >  l, (3.52b)
cqj,r,b
d H






 ----  =  tDfr1 Po,r,a +  aDß1 Po,r,b, (3.52e)
dqo,r
d H  _  dL  
dí d í .
(3.52f)
3.3.2 Aplicação do modelo de Agrawal de 2007
Mantendo a lagrangeana da mesma forma que em outros modelos, apenas ajustando 
a definição de coordenadas generalizadas de acordo, e um conjunto de expoentes { l / 2 , l}:
L(qo, q1,a, q2,a) =  2 ql,a -  2 iYq2a -  V (qo), (3.53)
com q1a =  CD ß/2 e q2,a =  Dq0. A equação de movimento da partícula correspondente
pode ser obtida das equações de Euler-Lagrange do modelo, Equação (3.48):
m D 2 qo +  i j  t D 12 ( f  D ^ q o )  +  V'  (qo) =  0. (3.54)
No limite b ^  a+, para que essa equação se transforme no modelo dissipativo em conside­
ração, Equação (3.31), é nece 
momentos generalizados são:
), essário que a solução seja ta l que aD]/2 CD]/2q0 =  Dq0. Os
P1 ,a =  mDqo, (3.55)
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Po,a =  —iiql,a +  m  tD^/2Dqo. (3.56)
A hamiltoniana conserva a mesma forma que em modelos anteriores, e as equações 
canônicas de movimento são, além das trivais:
Po,a +  iiql,a =  tD l /2Pl,a, (3.57a)
V'(qo ) =  tD l /2Po,a, (3.57b)
como nos outros modelos.
3.4 COORDENADAS GENERALIZADAS DE KLIMEK
O principal problema encarado pela dinâmica fracionária lagrangeana e hamilto- 
niana é a combinação sequencial de operadores causais e anticausais nas equações de 
movimento. Para tentar contornar essa situação, Klimek (2001) define o seguinte operador:
D “ =  - ( D  +  (—l ) a  tDba). (3.58)
2
Seja, então, um a Lagrangeana dependente de operadores sequenciais (D")* (D "
aplicado i vezes) aplicados sobre as R  coordenadas generalizadas do sistema q0,1, . . . ,  Qo,r ,
e
q*r =  (D")*qor, (3.59)
com um a aplicação máxima de N  vezes (implicando que i = 1 , . . . ,  N ). Nesse modelo, o 
expoente de derivação a  é mantido fixo. Partindo da ação:
J  =  J  L({qo,r , . . . ,qN,r  }R=i,t) dt, (3.60)
então, usando cálculo variacional, as seguintes equações de Euler-lagrange podem  ser 
alcançadas (KLIMEK, 2001):
F)T N d —
+  E ( - 1 )*L"J( D " É —  =  0 . (3.61)
dq0,r =  dqi,
Entretanto , utiliza-se como base a seguinte regra de integração por partes (K LIM EK,
20 0 1) :
f 1’ f  (í)D “ b(í)] dt =  (—1 )W í"  D “ [f (í)]ff(í) dt. (3.62)
a a
E essa equação não segue as integrações por partes (2.86) e (2.91). Logo, sua aplicação 
é lim itada a funções f  (t) e g(t) em que as derivadas de Riemann-Liouville e Caputo são 
iguais.
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Klimek (2001) tam bém  define os momentos generalizados para o operador D a
como:
N—i—l dL
Pir =  E  (—l f U D ^ j ---------- . (3.63)
k=0 dqk+i+1,r
Como na mecânica ham iltoniana usual, a relação entre uma ham iltoniana e uma 
lagrangeana fracionária é dada por:
H  =  i  Pi,r qi+l,r — L, (3.64)
i,r
com i = O,. . . ,  N  — 1 e r =  1 , . . .  ,R .  Essa ham iltoniana é tal que:
H  =  H ({Po,r, . . .  ,PN—l,r ,qo,r, . . . ,  qN —1 ,r}R=1 ,t). (3.65)
Para uma hamiltoniana fracionária com os operadores de Klimek (KLIMEK, 2001), 
com i = O,. . . ,  N  — 1, as equações canônicas são:
d H . (—l ) l«JD«Pi,r, (3.66a)
dqi,r
d H
d =  qi+l,r =  D aqi,r, (3.66b)
dPi,r
d H  _  dL  
dt dt .
(3.66c)
Como exemplo de aplicação em um sistema sob potencial, seja a  =  2 . 0  subíndice 
r pode ser suprimido por trabalhar-se apenas com um a coordenada generalizada. Desta 
forma:
q1 =  1 ( aDt1/2 +  tD1/2 )q0, (3.67)
e
q2 =  1 ( aDt1/2 +  tD]/2)2q0. (3.68)
Seja a energia cinética descrita na forma:
T  =  2mq2. (3.69)
Seja tam bém  o "potencial dissipativo”:
Vdiss(qi) =  iqq2 . (3.70)
e um potencial geral qualquer V (q0). Logo, uma lagrangeana para esse tipo de sistema é 
dada por:
L(q0,q 1 ,q2) =  T  — Vdiss(qi) — V  (q0) (3 7 1 )
=  2mq2 — iqq2 — V  (q0).
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Usando, então, a equação de Euler-Lagrange (3.61) para a lagrangeana da Equação (3.71), 
é possível chegar à seguinte equação de movimento:
dV
-V  + (D " )(-2ÍYQi ) + (D a)2(4mq2) = 0
dq0 dV  (3.72)
4mq4 — 2i^q2  ;— =  0.
dqo
Da mesma maneira que em outras abordagens, propõe-se fazer b ^  a+ para a composição 
de operadores e eliminação de anticausalidade (KLIM EK, 2001). P ara  o método, os 
operadores de derivação de Riemann-Liouville relacionam-se da forma tD ^ x  = —i aDt*x 
para b ^  a+. Como consequência, a composição de operadores de derivação leva a:
(D a )2 =  1( aDl/2 + tD l /2)( aDl'2 + tD l /2)
(3.73)
= \ l (  aDi/2)2 + ( ,D i ' 2)2 + aDi/2 ,D i /2 + ,D i /2 aDi/2]
= 4 [D -  D  -  i( aDi/2)2 -  t( aDi>2)‘
= -  = -  l- D  
4 2
(D aY  = ( - 2 d ) 2 = - 1 D '2- (3-74)
caso as soluções respeitem à composição de lei de expoentes para derivação, aD f  aD t  f  (t ) = 
aD a+tf  (t). Logo, a Equação (3.72) se reduz a:
m D 2qo +  jDqo + V'(qo) = 0 , (3.75)
uma equação de movimento para qo com termo de dissipação proporcional à Dqo. Entre­
tanto , esse procedimento leva a um a definição de energia cinética negativa, pois, para 
b ^  a+ e levando em conta a Equação (3.73):
T  = 2mq2 = -  -  m D q 2. (3.76)
Para o exemplo em questão, utilizando a Equação (3.63) para os momentos genera­
lizados, com N  = 2:




Po = dqpV + { ) dq2~v
= 2ijq  i + (D a)(4mq2) (3.78)
=  2i^q i + 4mq3.
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Partindo agora para a expressão para a ham iltoniana desse sistema, usando a 
Equação (3.64) e a expressão da Equação (3.71) para a lagrangeana, chega-se a:
H  (p0,P1,q0,q1) =  t̂ P 2i +  P0q1 +  Í7q2 +  V  q ) .  (3.79)
8m
Usando então, as Equações (3.66a) e (3.66b), as equações de movimento para o sistema 
são:
D ap 1 =  p0 +  2i^q1, (3.80a)
D “p0 =  V ' q ) ,  (3.80b)
(3.80c)
D aq0 =  q1 . (3.80d)
A últim a equação só oferece um a informação trivial por conta de essa relação já  estar
definida. Isolar p 1 na terceira equação, aplicar o operador D a na primeira e substituir na
segunda leva ao retorno da equação de movimento (3.72).
A desvantagem do operador D a de Klimek nesse conjunto de equações é o prejuízo 
na integrabilidade analítica por conta de D a não possuir um operador inverso. E ainda, 
com fins de obtenção de integração numérica desse conjunto de equações, além da presença 
de quantidades complexas, D a depende tan to  de aDa quanto de tDa.
3.5 COMPARAÇÃO ENTRE ABORDAGENS ESTUDADAS
Dentre todas as dinâmicas apresentadas, apenas a abordagem  de Klimek (2002) 
apresenta um conceito de energia cinética negativa no limite b ^  a+. Como não existem 
métodos para resolução de equações diferenciais fracionárias na combinação de operadores 
causais e anticausais em uma mesma variável, muitos deles apresentam  a proposta de se 
fazer b ^  a+ para tornar possível a resolução de qualquer sistema que possa resultar das 
equações de movimento.
Entretanto, deve-se tomar cuidado na aplicação da lei de expoentes para a obtenção 
do termo dissipativo em Dq0 por conta de essa não ser verdadeira para todos os casos. O 
formato das soluções deve ser verificado para avaliar se elas são compatíveis com a equação 
de movimento original. A Tabela 1 apresenta a condição de validade para os modelos 
propostos de acordo com a derivação sequencial apresentada em cada modelo.
Para que houvesse um term o dissipativo na equação de movimento, em todas as 
abordagens foi necessário o acréscimo de um termo proporcional ao quadrado da derivação
D aq1 =  —  P1, 
4m
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Tabela 1 -  Comparação dos term os de derivação fracionária resultante dos modelos la- 
grangeano e hamiltoniano. Os autores com asterisco são os que tiveram  seus 
modelos adaptados. Fonte: o autor.
Autor Termo em Dqo Termo em D 2q0
Agrawal, 2002 aDlt /2 aD1t /2q0(t) = Dqo(t) Sem derivação sequencial
Muslih e Baleanu, 2005 ( aD\/2)2qo(t) = Dqo(t) ( aDlt /2 )4qo (t) = D 2qa(t)
Agrawal*, 2007 CD1' 2 aD]/2qo(t) = Dqo(t) Sem derivação sequencial
Klimek, 2001 D 2qo =  — 2 Dqo D 4qo =  -  4 D 2qo
fracionária de qo. Nesse termo, a presença do número imaginário i esteve presente para 
compensar o termo (—i) consequente do processo de eliminação de anticausalidade, b ^  a+.
As definições de momento generalizado dos modelos essencialmente conservam a 
mesma forma. Naqueles em que a integração por partes das Equações (2.86) e (2.91) foi 
considerada, apareceram  derivações de Caputo quando as coordenadas de posição eram 
escritas em termos da derivação de Riemann-Liouville e vice-versa.
4 DINÂMICA FRACIONÁRIA PARA UM 
BANHO TÉRMICO DISSIPATIVO
4.1 INTRODUÇÃO
Como aplicação de modelos de hamiltonianas dissipativas, foi escolhido o sistema 
sob banho térmico de partículas em interação de oscilação harmônica e dissipação. Há o 
interesse de generalizar o sistema (CORTÉS; WEST; LINDENBERG, 1985):
H  =  Hs (Q, P ) +  Ç  ( m  +  m r 2 «2)  -  XQG(q), (4-1)
em que (Q, P ) são as coordenadas do sistema, de hamiltoniana H S(Q, P ) na ausência do 
banho térmico, com N  partículas de banho térmico, e v = 1 , . . . ,  N , de coordenadas (qv ,pv) 
e massa m v. O termo entre parênteses representa a ham iltoniana dessas partículas, cada 
um a sob um potencial do tipo oscilador harmônico simples de frequência r v. Sistema e 
banho são acoplados por meio do termo -XQG(q),  onde A é uma constante de acoplamento 
e G(q) é a função de acoplamento dependente das coordenadas qv das partículas do banho.
A aplicação da teoria hamiltoniana de derivação inteira, no caso de um acoplamento 
linear G = J2v r vqv , r v constantes, conduz às equações de movimento (CORTÉS; WEST; 
LINDENBERG, 1985):
qv ( t )  — ÂQ(t) =  (qv (0)  — -2 Q (0)1  cos rv t  +  Pv (0) sen r v t -




/ cos r v (t — t )P ( t ) dr
J0mvr2 o
para as partículas do banho, e
dH(m) , 0 r1
~dQ
para o sistema principal, cham ada de E q u a ç ã o  d e  L an g e v in  G e n e ra liz a d a . Aqui,
qv(0) =  qv(t =  0), pv(0) =  pv(t =  0), Q(0) =  Q (t =  0) e P (0) =  P (t =  0). H^m) é o sistema 
hamiltoniano modificado:
d  v'  n
D P (t) +  +  A2 K ( t  -  t ) P ( t ) dr  =  A F (t) (4.3)
 Jo
r 2
H 'm) =  HS Q  P ) -  A2 Ç ̂ - f - 2  Q2 , (4.4)v m v r v
K ( t  -  t ) é o k e r n e l  de  m e m ó ria  d issip a tiv o :
r 2
K ( t  -  t ) =  Ç — ^ 2 cos rv (t -  t ), (4.5)
V  mv r i
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e F  (t) é a fu n ção  d e  fo rçam en to :
f  (t) = E  r qv(0 ) — Q (0)1 cos u vt + Pv(0)m v (x,
sen x v t
v
(4.6)
Considerando as partículas do banho térmico em equilíbrio term odinâm ico no 
instante t = 0, define-se a densidade de probabilidade de tal forma que (CORTÉS; WEST; 
LINDENBERG, 1985):
/  h  (m)
p(qv (0),pv (0)) =  — exp Bk T
em que Z  serve para normalizar a distribuição de forma que:
/ p n  dqv dPv = 1,
(4.7)
(4.8)
e é a ham iltoniana do banho térmico:
H (m) _B E
vj
2mv





(F  (t)) = 0
e:
r 2
( F (t )F ( t )) = k T  ^  — ^ 2  cos u v (t -  T),
v —v v̂ v




A comparação entre as Equações (4.5) e (4.11) leva ao T e o re m a  d e  F lu tu a ç ã o -  
D issip ação  d e  K u b o  (KUBO, 1966):
(F ( t)F(t )) = k T K (t -  t ), (4.12)
relacionando a flutuação do term o de forçamento (vindo de um a interação linear entre 
as partículas do banho com o sistema) ao kernel de memória dissipativo da equação de 
Langevin.
2
4.2 ESCOLHA DO MODELO
P ara  a escolha adequada do modelo a utilizar para o banho térmico fracionário, 
faz-se necessário verificar se as soluções das equações de movimento fracionárias são 
compatíveis com a Equação (3.21) para um potencial harmônico simples. Seja o potencial:
V  (qo) = 2 m u 2 q2, (4.13)
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onde u  é a frequência natu ral de oscilação desse potencial harmônico. A equação de 
movimento desejada deve ser:
m D 2q0 +  y D qo +  m u 2q0 = 0. (4.14)
Essa equação diferencial é linear, e, logo, possui soluçoes da forma ert. Com a =  0, a 
derivada de Riemann-Liouville de ordem a  = 1/2 dessa função é, pela Equação (2.51):
D M ’] = E t ( - 2  , r ) (4.15a)
e a derivada de Caputo de ordem a  =  1 / 2  no intervalo [0,t] dessa função é, pela Equação 
(2.75):
CD U2[ert]=  rEt  ( 1 , 4 j  . (4.15b)
Testando então derivaçoes sequenciais distintas:
D l /2[ oDl/2[ert]] = qD ’/2 Et - - , r Et  (—1 , r)
pela Equação (2.55), válida pois — 2 > —1. Usando a propriedade da Equação (A.14b), 
E t (—1, r) = rert, e:
oDl/2[ oDl/2 [ert]\ = rert = D[ert]. (4.16a)
Logo, a lei de expoentes oD \ /2 oD \ /2 = D  vale para ert.
Aplicando oD \ /2 à Equação (4.15b):
E t l  ^ , r
(4.16b)
oDlt /2[CDlt /2[ert]]= r oDlt /2
Usando a Equação (2.55), válida porque t  >  —1:
oDt/2[ C D t /2[ert]] = rEt(0,r)  = rert = D[ert].
Logo, a lei de expoentes oD \ /2 CD \ /2 = D  é válida para ert. 
Calculando CD \ /2[oD j /2[ert]]:
C D \ /2[ oDl/2[ert]] = C D l /2 E t [ - - ,  r
pela Equação (4.15a). Porém, a derivação de Caputo de E t ^—- ,  r^ não existe, pois — 2 < 0 
(Equação (2.76)). Logo, CD \ /2 oD \ /2 = D  não é válida para ert.
E, por último:
E A  - ,  rCDt/2[CDt/2\er‘] \= r ° ü ] /2
pela Equação (4.15b). E como 2 > 0 , pela Equação (2.76):
C D 1 /2[ C D l /2[ert]] = rEt(0,r)  = rert = D[ert]. (4.16c)
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Logo, a lei de expoentes CD t1/2 c D t1/2 =  D  é válida para ert. Por conta disso, a definição de 
coordenada generalizada baseada na derivação de Caputo é a mais adequada por conta de 
a sucessão de operadores 0Dt1/ 2 c D t1/2 =  D. Assim, evita-se uma definição que possibilita 
a não-existência da sucessão CD t1/ 2 0D t1/2 de derivações. Ao mesmo tempo, as formulas de 
integração por partes corretas são levadas em consideração.
Além da últim a consideração, nesse trabalho, foram considerados os fatores:
• A escolha de abordagens de mecânica que levem em conta as fórmulas corretas de 
integração por partes é preferível, então os modelos de Agrawal (2002) , Riewe (1997) 
e qualquer um que adote exclusivamente derivação de Caputo são descartados.
• Abordagens baseadas em derivação sequencial são um a possibilidade, porém  as 
condições de integração por partes, Equações (3.35) e (3.39), são mais complexas do 
que em abordagens usuais.
• E, por último, a abordagem de Klimek (2002) apresenta uma energia cinética negativa, 
além de a integração por partes não levar em conta a Equação (2.86).
Portanto, a abordagem mecânica de Agrawal (2007) foi selecionada para essa proposta.
4.3 BANHO TÉRMICO DISSIPATIVO - CASO SOBREAMOR- 
TECIDO
Propõe-se um sistema unidimensional com coordenadas Q e P  para um corpo 
de massa unitária, acoplado com N  partículas de massa m v e coordenadas (qn,v,a) tais 
que qn,v,a =  CD ^71'q0,v. São usados a l =  l  e a 2 =  1 para a obtenção de equações de 
movimento com dissipação linear proporcional à velocidade. Por simplicidade, faz-se a =  0 
e adota-se a notação qn,v,a =  qn,v e pn,v,a =  pn,v para a v-ésima partícula. Os valores 
qn, v,b são desconsiderados por não contribuírem para o estudo, e pn,v,b =  0 , pela forma da 
hamiltoniana escolhida.
Usa-se um  fator de acoplamento -A Q G (q 0,l , . . . , q 0,N). Idealiza-se um sistema 
central interagindo diretam ente com um a quantidade de partículas vizinhas, as quais 
perdem energia para o meio exterior. Logo, a proposta de hamiltoniana para um sistema 
principal acoplado com N  partículas de banho térmico sob dissipação sobreamortecida é 
dada por:
H  =  H s (Q ,P  ) + E (p iv  ) +  Pov Qlv +  2 Y  (qpv ) + 2  m  )2 - AQ G(qo,1 , . . . ,  qo,n ) , 
(4.17)
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1/2 /com p0v = —ijvqi,v + m v tD b' q2,v e p 1 v =  m vq2,v• O acoplamento G será linear, do tipo:
N
G =  E r v qo, v , (4.18)
V= 1
com r v constantes (não relacionadas com a função gama definida no Capítulo 2).
Logo, as equações canônicas para as partículas do banho térmico são, ao usar as
Equações (4.17), (3.66a) e (3.66b):
tD l /2po,v = mvu^qo,v -  A Q r , (4.19a)
1 /2
tD b  p 1 ,v = Po,v + iYvqi,v, (4.19b)
aDl/2qo, v = qi ,v, (4.19c)
q2 ,v = 74— Pi,v. (4.19d)2m.V
Pela ham iltoniana H  conter term os de derivação de ordem inteira, para as coor­
denadas (Q ,P) ,  as equações canônicas são as usuais (GOLDSTEIN; POOLE; SA FKO ,
2002) :
d Q  = - D P  <4-20a)
H
J P  = DQ.  (4.20b)
A substituição de p0,v na Equação (4.19a) leva a:
m vD q0,v + iYvtD b q1,v + m vUvq0,v A rvQ . (4.21)
Com b ^  a+, a = 0 e a  aplicação de aD l /2 C D̂ :/2q0 = Dq0, essa equação é 
equivalente, portanto, a:
m vD q0,v + YvDq0,v + m vUvq0,v A rvQ . (4.22)
4.3.1 Equações de movimento de q0,v e Q para o caso sobreamortecido
Suponha regime sobreamortecido ( u v < ) para todas as partículas do banho.
V 2mvJ
Então, a solução para a parte homogênea da Equação (4.22) é dada por:
q0,v,H(t ) = e~(Yv/2m"°)t(C1 coshGvt +  C2 senhG vt), (4.23)
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(o subíndice H  para representar a parte homogênea da solução), com
Qv
lv
2mv — u l.
Sejam as condiçoes iniciais q0,v(0) =  qv (0) e Dq0,v(0) Pv (0)
m v
(4.24)
. As constantes se tornam ,
nesse caso:
qv (0) =  e°(C1 cosh 0 +  C2 senh 0) ^  C1 =  qv (0), (4.25)
e, quanto a C2, derivando a Equação (4.23):
Dqv,o,n (t) =  e~lv t/2mv n  ^  lv qv (0)
Qv C2 — ^ m -m v
^ coshQvt +  ^Qvqv(0) — Y — senhQvt
Logo, avaliando Dqv,0 ,H em t  =  0:
O r i l v qv (0)
Qv C2 — ^ m ~m v
cosh0 +  ( q vqv (0) — l v C^  senh 0 
2mv
=>• I Qv C2 —







2pv (0) +  lv qv (0)
2mv Qv
Logo, a Equação (4.23) transforma-se em:
qo,< h (t) =  qv(0)e-(Yv /2mv)t cosh Qvt +  ( 2Pv(0) +  Y qv (0) )̂ e-(Yv /2mv)t senh Qvt. (4.28)y 2mv Qv J
Para a parte não-homogênea da Equação (4.22), para acoplamento bilinear, usa-se 
a técnica de variação de parâmetros (ZILL; CULLEN, 2009). Seja:
q0,v,p =  u 1(t)e (lv/2mv ')t coshQv t  +  u 2(t)e (lv/2mv ')t senhQ vt (4.29)
com o subíndice P  sendo usado para representar que se tra ta  da parte particular da solução. 
O cálculo do wronskiano da Equação (4.22) fornece:
W  =  Qv e~(lv/mv ]t.









v (Yv/2mv)t I ^ _ l ^  senhQvt +  Qv coshQvt
m v Qv















e Cv/2mv)t cogh Qvt  0
AQ rv(Yv/2mv)’ í — cosh 0 vt + 0 v senh 0 vt]  
\  2mv )
r t





Portanto, a substituição de u t (t) e u 2(t) na Equação (4.29) leva à seguinte parte da solução 
não-homogênea da Equação (4.22):
\  r t
qo,v,p = — ^  e~(lv/2mv)(t~T} senh [ O (t — r )] Q(t ) r  dr. (4.33)
m vUv Jo
A combinação das Equações (4.28) e (4.33) leva a:
qov (t) = qv (0)e~(Yv/ m  )t coshOv t + f 2Pv (0) + Y  ̂ (0^  e- Y / m  )t senhOv t




/ e~(Yv/2mv){t-T) Senh O ( t  — t )] Q(t )rv dT. 
Jo
Logo, pelo uso de integração por partes e estabelecendo P(t) = DQ(t),  o resultado 
que se segue é:
Ar
qov ( t ) --------^  Q(t) =mv u 2 qv (0 ) --------- 2 Qo
e {va/2mv)t cosh (0 vt) +
+
2pv (0) +  Yv qv (0) Arv Yv
2mv 0 v 2m 2v uff iv








senh[0 v (t — t )H  P ( t ) dT,
(4.35)
com Qo = Q(0).
Agora, a substituição da hamiltoniana na Equação (4.17) na Equação (4.20a) leva
a:
D P dHs W '  r— A r v qo,dQ
(4.36)
A Equação (4.35) pode ser usada na Equação (4.36), porém, os resultados são bastante 
extensos. Para simplificação de forma, se fizermos:
K  (t — T ) = Z
r v e~(Yv/2m,j ){t-T ) cosh [0 v (t — t )] + Yv
2mv
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qv (0) --------- 2 Qomv ̂ 2F  (t) = E ^ r
2pv (0) +  Yv Qv (0) X r  Y
e-(Yv/2mv]t cosh(Üvt) +
(4.37b)
+ r v 2mv ̂ v  2m2 uff iv
Qo e Cv/2mv)t senh(Qvt)
para a fu n ção  de  fo rçam en to , e
r 2
h F íQ ,  P ) = Hs (Q, P ) -  A2Q2 ^ ^ ~ 2 (4.37c)
V  2mvu2
para a hamiltoniana modificada do sistema, é obtida a equação de Langevin generalizada:
d H r  t
D P  + — ^  =  - A 2 K ( t  -  t )P ( t ) dr + AF(t). (4.38)
oQ Jo
Essa expressão tem a mesma forma que o resultado de Cortés, West e Lindemberg (1985).
A análise da equação (4.37a) revela que, para cada parcela da soma de K (t  -  r ), há 
um decréscimo do tipo exponencial para trás no tempo na variável r . Em outras palavras, a 
memória apresentada na integral da Equação (4.38) favorece a contribuição dos momentos
P(t)  nas proximidades do instante atual. A influência de valores de momentos passados
decai exponencialmente com o tempo.
4.3.2 Função partição e mecânica estatística
Suponha um espaço de fase estendido, com integração sobre todas as variáveis q0vv, 
di,v , Po,v e Pi ,v no instante inicial. Logo, uma definição possível para a função partição em 
um a distribuição canônica seria:
N
Z  = e x p ( - 0 H ) dqo,vdqi,vdpo,vdpi,v, (4.39)
J v=1
com o significado de f3 ainda indeterminado. Análises mais profundas a respeito são 
necessárias.
Levando em conta a parcela da ham iltoniana com as variáveis das partículas do
banho:
N
H b =  E Pl v + õ YvQ2 v +  p0,vQ1,v +  “ m v v — X rvQ0q0,2m.
(4.40)
v=1
cada parcela pode ser evidenciada da seguinte forma:
hv = 2m~P2’v + Po’vdivv + 2 i j vq2,v + 2 m v ^ ^ . v  -  A^vQoqo,v. (4.41)
Dessa forma, a função distribuição para o sistema pode ser definida como:
/ N \ N
p = Z - 1 exp ( - 0 H b  ) = Z - 1 exp ( - 0  ^  hv j = Z - 1 ^  exp ( - 0 h v). (4.42)
V v=1 )  v=1
Capítulo 4 . DINÂMICA FRACIONÁRIA PARA UM BANHO TÉRMICO DISSIPATIVO 66
Como consequência, pela Equação (4.39):
N
P n  dqo,vdqi,vdpo,vdpi,v =  1. (4.43)
v=1
A função partição para a ham iltoniana (4.40) é calculada no Apêndice B:
Z =  ( 4 £ ) N n  - e x p  ( i G m ) .  (4.44)
\ l@2)  v=l r v V 2m vr v )
Considerando um a média sobre todas as coordenadas q0,v, qi ,v, po,v and p i,v em 
t =  0 , definimos:
( f  (qo ,v, qi,v ,po,v ,p i ,v ,t)> =  í  f p  n  dqowdqi,wdpo,wdpi,w. (4.45)
 ̂ w
E ainda, por conta das caracteristicas da função partição Z , é possível descrevê-lo como 
Z  =  n v Z v, no qual:
z  4n 2 ( BX2VvQ'0\ , ,  46)
Zv =  T F  exU l 2m - r ^ j .  (4.46)
Ainda, por conta da característica de produto das 4N  variáveis q0 ,v ,q i , v ,p0,v e p i , v como
diferenciais na Equação (4.45), é possível fazer a separação:
P =  I I  Pv (qo, v ,qi , v ,po ,v ,p i , v), (4.47)
v
em que
Pv =  ^  exp ( - flhv). (4.48)
Zv
Logo, se uma função f  contiver variáveis apenas de índice v , estabelece-se que:
( f  (qo , v, qi , v ,po , v ,p i , v )> J  f  pv dqo , v dqi, v dpo , v dpi, v
(4.49)
I pw dq0,w dq1, w dp0,w dp1 , '
w=v
Como:
Zv =  J  exp ( - f t h v ) dqovdqi,vdpo,vdpi,v, (4.50)
o produtório da Equação (4.49) é um produto de unidades, e:
( f  (qo , v ,qi , v ,po ,v ,p i , v )> =  J  fPv dqo ,v dqi, v dpo, v dpi, v. (4.51)
Ainda, se f  for um produto de N'  <  N  funções tais que f  =  ü v f v e f v =  f v (qo, v, qi ,v,
po,v,p i,v), demonstra-se, de modo semelhante:
( f  > = n fv  Pv dqo,v dqi,v dpo,v d p i ,v . (4.52)
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4.3.3 Distribuição estatística de q0,v e p \,v no instante t =  0 e limite b ^  a+
Usando as definições de função partição generalizada e distribuição canônica da 





{p 1,v ) = 0 .





f3mv u2 m2 u4
mv
(p2,v > =  f  .











4.3.4 Cálculo do valor esperado de HB para t =  0
Da definição de valor esperado, Equação (4.45), a expressão para o valor esperado 
de H  no instante t = 0 é dada por:
1




Entretanto, H B exp (—BHb ) = ——  exp (—BHb ), e logo:
dp  
1 d í
{Hb ) = — Z d p  J  e x p ( —PHB )!)[ dqo,wdqi,wdpo,wdpi,z d p
Pela definição de Z , Equação (4.39):
(4.60)
m  í =  - 1 —  
{ B) z d p —d p (ln z  ) .
(4.61)
Portanto, substituindo o resultado de Z  da Equação (4.44) em (4.61), é obtido o 
valor esperado de H  para as partículas do banho térmico em t = 0 :
n  r22 2 v
{h b ) = — — A Qo 2 2 '
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Esse valor esperado é constituido de duas contribuições. A prim eira vem da energia das 
partículas do banho, N . Ela corresponde ao dobro do que se espera para um a partícula 
livre que se move em um a dimensão, 1N , se 3 = Õ/(kT). E a contribuição negativa 
vem da energia de ligação dessas partículas com a principal, e é proporcional a Q ^ Não 
necessariamente (Hb ) corresponde ao valor esperado de energia das N  partículas do banho. 
Tal term o deve vir da forma adotada pela ham iltoniana, por conta do term o de força 
adicional:
r 2
Fextra = -X 2Q V  — ^ , (4.63)
na Equação (4.38), presente na hamiltoniana modificada na forma de um potencial 
adicional centrado na partícula do sistema principal.
4.3.5 Evolução temporal estatística das quantidades q0,v(t) e p\,v(t) no li­
mite local
Seja (q0,v(t)) a média de q0,v dependente do tempo. Levando em consideração a 
Equação (4.35), a expressão para (q0, v) inicia em:
x r
(Q0v ( t ) ) -------- vl  Q(t) / \ X rv(Qo , v) --------- 2  Qo e- (jv/2mv)t cosh(Qvt) +
+ 2(p1,v ) + 7v (q0,v ) X rv 7v
2mv 2mv ̂ IQv
Qo e (Yv/2mv)t senh(Qvt) +





senh[Qv(t — t )E  P ( t ) dT.
(4.64)
Levando em consideração que a integral dessa expressão é simétrica e é possível fazer a 
substituição r  ^  t -  r , e tam bém  os valores das Equações (4.53) e (4.54):
(qo,v(t)) = A^ v2 Q ( t ) -----f  e—lv/2mv)T fco sh ^v r  +  Yv senhQ vr) P( t  -  r ) dr.™ ' '2 ™ > '2 Jo \  2mv Uv Jmv
(4.65)
Essa expressão permanece mesmo para tem pos t  muito longos. Deve-se notar que essa 
média leva em conta contribuições do momento P  da partícula principal em todo o intervalo 
[0 , t] , porém, essas contribuições dimimuem exponencialmente conforme r  se afasta de 
t  e se aproxima de zero. Ou seja, o momento P(t)  de instantes mais próximos de t = r  
contribuem mais para a média de posição das partículas do que para valores mais afastados. 
Ainda, deve-se notar a relação de (q0,v(t)) com a posição atual Q(t) da partícula principal. 
E ainda, para um tempo t muito grande, as contribuições transientes de q0,v (t) da Equação
(4.35) se tornam  desprezíveis, e q0,v(t) ^  (q0,v(t)).
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Notando que o processo de média da Equação (4.45) não depende do tempo, e que 
p i,v (t) =  m vDqo,v , e definindo (pi ,v (t)> como a média temporal do momento das partículas 
do banho, é possível afirmar que:
(pi,v (t)> =  mv D(qo,v (t)>. (4.66)
Logo, usando a Equação (4.65):
(pi,v> =  ^ P (t) -  ^ Poe-(Yv/2m)t (coshQvt senhQ vt)
T v T v x 2mv Qv *
(4.67)
Â v / V -(y,,/2m„)t (  1 ,-1 _ , Yví  e-(Yv/2mv )T l cosh Qv t  R Y\  senh Qv t  ) D P  (t -  t  ) dr. 
Jo \  2mv Qv )r2 2 v v
Para um valor muito alto de t , o termo proporcional a Po se anula, e:
(pi,v(t)> ^  Arv-P (t) -  í  e~(Yv/2mv) t  (coshQvr  +  Yv senhQvA  D P ( t  -  t ) dr. 
T  r2  Jo \  2mv Qv /
(4.68)
Percebe-se que (pi,v(t)> possui duas contribuições para t >>  0. A primeira é proporcional 
ao momento P (t ) do sistema principal. A segunda é dependente de um kernel de memória 
com decaimento exponencial para r  < t, com contribuições mais significantes de P(t)  nas 
proximidades de r  =  t.
Comparando com o valor de p i ,v (t):
pi,v (t) =  mv Dqo,v (t)
AFvQo\  „-(Y,/2m„)t (  1. x YvYV i 4IIOyVv ! qo,v ' 'mv , mv u 2
) e (Yv /2mv )t ( Qv senh Qvt ---- —  cosh Qv A  R
2mv
+ m ( 2Pl2 i + n “g°v -  w n  c ° ) e-<1' ( c o s hn”t -  m ã sen h n "*) +\  Á d M l y ú L y  ^ i l  I  V y U J y ú  L y  J  \  Á d M l y ú L y  /
+ ^ P (t) -  ^ P°e-<iv/2mv)t ( coshQvt +  senhQvt )
^2 ^ 2 V 2mv Qv J
XTv í  e~<lv/2mv )T (  cosh Qv t  +  senh Qv t )  P(t  -  t  ) dr,
J° \  2mv ,Qv Ju l  o  2mv Qv
(4.69)
pode-se perceber que p\,v (t) e (p\,v(t)) se aproximam para t >>  0 , por conta da anulação 
dos termos transientes.
4.3.6 Estudo da função de forçamento F (t)
Deseja-se analisar F (t) tan to  em relação a sua média quanto sua variância. É 
utilizada uma distribuição canônica para coordenadas e momentos generalizados em t  =  0
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e um alto número N  de partículas. O objetivo é determ inar valores médios para F(t)  e 
F ( t ) F ( r ), com F(t) sendo:
+
f  (t) =
V
2pv (0) +  Yv qv (0) Afv 7 ,
qv(0 )--------- 2  Qo e-(Ya/2m)t cosh(Qvt) +
(4.70)
2mv Qv 2m2v uff iv
Qo e- Y / 2 m  )t Senh(Dv t ) \  = J 2 Tv f v .
Como a média da Equação (4.45) envolve integração, essa operação é linear, e, logo:
/ \ A rv ^\Qo,v } --------- 2 QoF  (t)} = y  n {
v





D-(jv /2mv )t: senh(Qv t)
com as correspondências qv (0) ^  qo,v e pv (0) ^  p \,v. Levando em conta os resultados das 
Equações (4.53) e (4.54), conclui-se que (F(t)) = 0 (Apêndice B).
Quanto à segunda média:
(F ( t )F (t )) = ^  r urv { (Fl )e-(lu/2mu)te-(lv/2mv)t cosh (Üut) cosh ( ^ t )
+ (F2}e (Yu/2mu)te /2mv)t cosh (Qut) senh(Qvt )












m v Q, -q0,uPl,v +
7v
2mv Q







A 'Yv q 2
2mum 2, ui2 ui2 Q 0vu" v u v  v
1 , Yu





Arv ( 2Pl,u + Yuq0,u \  ^  , A r ur vYu 2
m v u 2 V 2 muQu
n  -u 1 a*
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F4 —
1 , 1 Yv
p 1,up 1,v + 77-  7----77-Pl,uQo-,m um v QuQv m uQu 2mv Qv










X ru Yu f 2p1,v + Yv Qo,',
2m‘u^u Qu \  2mv Qv
Qo —
X r u r vYuYv qu
A m lm 2 u f a l  QuQv o
As quantidades (Fi), (F2), (F3) e (F4), calculadas no Apêndice B, são:
(F i) =  óu 1
(Fu)
F )
(F4 ) = Su
mv
3mv uU
  Yv Suv
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Logo, substituindo esses valores na Equação (4.72) e reorganizando os termos (Apêndice 
B):
1 ^  í r 2
(F (t)F (T )) = 3 Y . \ m 7 U  e- -<"/Um )(t+T )
3 v \ m v u v
cosh (Qvt) +------Yv senh(Qvt)
2mv Qv
Yvcosh (Qvt ) +--------—  senh(Qvt )
2mvQv
+ (4.75)
1 r2T — e- F“/2m)(t+T) Senh(Qvt) senh(Üvr).
3  V  mv Üv
As médias (F (t)) e ( F (t ) F (r )) aqui obtidas mantêm similaridades com as Equações (4.10) 
e (4.11) do sistema sem dissipação. A busca de uma correspondência entre (F (t)) de ambos 
os modelos pode ser considerada no caso subamortecido, discutido na seção seguinte.
4.4 BANHO TÉRMICO DISSIPATIVO - CASO SUBAMOR- 
TECIDO
Para desenvolver as equações de movimento do sistema e das partículas do banho
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da Análise Complexa, sabe-se que (ZILL; CULLEN, 2009):
senh iz  =  i sen z, 
cosh iz  =  cos z.
(4.77)
Logo, as equações de movimento das partículas do banho se tornam:
Ar
qo,v ( t ) --------^  Q(t)
mv uV qv (0) — _  q Qomv u 2
e-( l 'ü/2m)t cos (QVt) +
R
2pv (0) +  Yv qv (0) Afv Yv
2mv QV 2m2 u v2QV
Q 0 e- ^ 2̂ )t sen(QV t) +
Arv ct
/  e- Y / m )(t-T) {cos [QV(t -  t )] +o v
R Yv
2mv Q*V/
sen[QV(t — t )] > P ( t ) dr,
(4.78)
e, para a Equação de Langevin (4.38), o kernel dissipativo se torna:
K  (t — t  )
r 2v e-(Yü/2mü)(t-T)
V mv u 2
cos [QV (t — t )] + Yv
2m vQv
sen[QV (t — t  )] (4.79)
e também, para a função de forçamento:
f  (t) =  E  U qv (0 ) --------- 2 Qomv uV
e-(Yü/2mü)t cos (QVt) +
(4.80)
+ r r
2pv (0) +  Yv qv (0) Afv Yv
2mv QV 2mV u v2QV
Qo e-( l 'ü/2m )t sen(QVtU .
Por consequência, m antendo a média estatística proposta, Equação (4.39), são obtidos 
( F (t)> =  0 e:
{F (t)F  (t ))
u
1 Eß  v I mv u2
V e-(Yü /2mü )(t+T) cos (QVt) +  YV-  sen(QVt)
2m vQv
Yv




+ -  E  e- ( l 'ü/2mü)(t+T) sen (QVt) sen (QVt ).
ß  v  m v (Qv)2
2
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O kernel dissipativo adquire caráter oscilatório, com amplitude exponencialmente 
decrescente, nesse caso subamortecido. As oscilações de diferentes partículas podem sofrer 
interferências destrutivas e reduzir contribuições de efeitos distantes de r  = t  com as 
distribuições apropriadas dos valores de acoplamento r v. Para y v ^  O, todo esse conjunto 
de equações tende ao caso conservativo, Equações (4.2), (4.5), (4.6), (4.10) e (4.11).
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Os desafios do Cálculo Fracionário consistem em operadores com propriedades não- 
triviais e não-intuitivas. A definição de integração fracionária acaba por ser fundamental 
para as definições de derivação, que surgem da combinação de uma derivação inteira com 
uma integral fracionária. Como essas operações não são comutativas, a ordem em que elas 
são aplicadas a uma função em geral importa.
Para este trabalho, foi necessário investigar as expressões de integração por partes 
para verificar sua veracidade e aplicabilidade em problemas físicos. No processo, além 
de o operador m udar entre causalidade e anticausalidade, conjuga-se tam bém  o tipo de 
derivação: entre as definições de Riemann-Liouville e Caputo. A últim a operação resulta 
em condições iniciais inteiras, algo desejável no estudo de sistemas dinâmicos, ao contrário 
da primeira, por essa levar a condições iniciais sob derivação fracionária.
Ainda, de modo geral, por mais que valha para a integração a combinação de 
expoentes I aI 3 = I a+3, não se pode dizer o mesmo para a derivada fracionária para todos 
os tipos de função, sendo verdade apenas para um conjunto restrito de funções. Restrições 
para que isso aconteça estão relacionadas ao expoente mais baixo da singularidade da 
função em x  = a e sua possível anulação sob a aplicação do primeiro operador de derivação.
O estabelecimento dos fundamentos das mecânicas lagrangeana e ham iltoniana 
fracionária por Riewe nos anos 1990 abriu a possibilidade de estudar problemas com 
dissipação, demonstrado o fato de que H  não é mais uma constante de movimento quando 
a derivação fracionária se mostra presente, como se pode ver na Equação (3.11). Entretanto, 
a obtenção de equações de Euler-Lagrange e equações canônicas de movimento dependem 
da conjugação dos termos de derivação de Riemann-Liouville e Caputo, considerado por 
autores posteriores a Riewe. Por consequência, ocorre a combinação de operadores causais 
e anticausais nas equações, fato em geral contornado por diversos autores pela operação 
b ^  a+. Nesse limite, existe inclusive a possibilidade de determinar soluções numéricas de 
acordo com o potencial escolhido.
O utra consideração sobre sistemas dinâmicos fracionários a realizar diz respeito à 
aplicação de operadores em sequência sobre as coordenadas generalizadas dos problemas em 
questão. Para a seleção adequada do modelo com as coordenadas generalizadas apropriadas, 
é necessário testar a validade da aplicação de operadores de derivação para as equações 
diferenciais estudadas, de acordo com a Tabela 1, página 57, verificando a lei de expoentes 
para as soluções analíticas, quando essas existem.
Nos trabalhos estudados, não há uma convenção sobre a notação utilizada. Existem
Conclusão 75
inclusive outras definições de derivação de Caputo, as quais devem ser usadas com o devido 
cuidado por não levar em consideração o fator ( -  1)n+1.
O modelo de Agrawal (2007) e sua generalização foram escolhidas em função de 
sua adequação para equações diferenciais ordinárias lineares com sua versão fracionária. 
Funções descritíveis por série de Taylor não levam a singularidades de qualquer tipo 
quando um a derivação de Caputo de ordem 1 lhe é aplicada, por conta de CDa(1) = 0, 
para qualquer a > 0. Por conta disso, as derivações sequenciais presentes nesse modelo 
são adequadas para funções exponenciais.
A hamiltoniana para uma partícula sob oscilação harmônica amortecida foi adaptada 
para o banho térmico dissipativo explorado no Capítulo 4. As soluções exponenciais foram 
testadas para derivações sequenciais diversas, o que levou à  escolha do modelo de Agrawal 
com derivação de Caputo. Desse modo, médias estatísticas sobre condições iniciais puderam 
ser calculadas para posição e momento das partículas do banho, além de possibilitar o 
cálculo de ( F (t)) e ( F ( t ) F ( r )). Não é possível estabelecer um a constante de difusão 
baseada em ([F(t)]2) como no caso conservativo, por conta de a dependência temporal de 
( F (t)F(r))  não ser eliminada para t = r  nas Equações (4.75) e (4.81).
Mesmo com a dissipação, a equação de Langevin generalizada m antém  a mesma 
forma que no caso conservativo. Ainda, o termo integral da Equação (4.35), proveniente da 
resolução da equação diferencial pelo termo transiente, cumpre as condições de validade 
para leis de expoentes de derivação por conta de se anular em t = 0. Por conta de essa 
equação também depender de Q(t), este também deve ser testado para derivação sequencial 
para que o modelo possa ser considerado válido.
Para modelos de teste numérico, distribuições de massa mv e coeficientes de dissipa­
ção y v devem ser considerados. O estudo de hamiltonianas H ^  específicas dependem das 
mesmas. Logo, é esperado uma combinação dos casos sub e sobreamortecido em simulações 
numéricas. Existem possibilidades variadas de trabalhos a desenvolver explorando a ideia 
de banho térmico dissipativo.
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A .l Integral do tipo função beta envolvendo logaritmo
Deseja-se dem onstrar a seguinte integral:
í  u1 Q l — u)V 1 ln u d u  = B(p ,v )[p(p)  — p ( p  +  v)), 
Jo
(A.1)
com p , v  > 0, B ( p , v ) a função be ta  e p  a função digama. Do membro esquerdo dessa 
equação, percebe-se que:
Logo:




r 1 rl d
u1 - l (1 — u)V-1 ln u d u  = —  (u1-1 )(1  — u)V-1
Jo Jo dp
du.
Ainda, como o restante do integrando da integral do membro direito dessa equação 
independe de p:
r l r l 8
u1-1 (1 — u)v-1 ln u d u  = —  [u1 - l (1 — u)V-1] du.
Jo Jo dp
Supondo que a integração convirja, os operadores de integração em u e de derivação em p 
comutam, e logo, podem ser trocados de posição sem alteração do resultado. Logo:
O d rl
u1 - l (1 — u)v-1 ln u d u  = —  u1 - l (1 — u)
Jo dp Jo
V— 1du.
Reconhece-se no membro esquerdo a função beta (Equação (2.18a)). Usando o resultado 
da integração em termos das funções gama (Equação (2.17)):
r l d
u1 - l (1 — u)V-1 ln u d u  = —  
o dp
r ( p ) r ( v )
r ( p  +  V )
Aplicando, então, a derivação sobre o membro esquerdo:
í  u1 Q 1 — u)V 1 ln u d u  =  r ( v  )
o
1 d
r ( p  +  v ) dp
T (p) —
r(p)  d
r ( p  +  v )2 dp r ( p + v  )
Usando o resultado da derivação de um a função gama, Equação (2.16):
í  u1 Q 1 — u)V 1 ln u d u  =  r(v )
o
r (p )  r (p)
~P(p ) — m — ;— 7 ̂ (p  + v  )r (p +  v ) r (p +  v )
Portanto, colocando em evidência a fração ) e usando novamente a definição da 
função beta (Equação (2.17)):
í  iB~l (1 — u)v~t ln u d u  = B(p,  v)[p(p) — p ( p  +  v)], 
o
como se desejava demonstrar.
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A.2 Integral e derivada fracionária de Riemann-Liouville de
uma função do tipo potência com intervalo de derivação 
genérico
Seja a função f  (x) =  (x -  c)x integrada numa região [a,x], a > c. Para proceder 
com essa integração com os resultados já  conhecidos, é necessário escrever f  (x) em série 
de (x -  a). Com isso:
(x -  c)A =  (a -  c)A ( l  +  x^ V  ,
a - c
logo, expandindo essa função em série de x  -  a , em torno de x  =  a :
(x -  c)‘ = ( a  -  c m - u -  - ; +  d  (a  -  a ) : .
Essa expressão é uniformemente convergente, e logo, a linearidade do operador aI f  só 
pode ser usada nesse intervalo, resultando em:
Ia[(x -  c)A] =  (a -  c)X E  t ry (  I '  ^ 7  ~r: aia  [(x -  a)n].n !r (n  +  A +  1) (c -  a )- 
Aplicando, então, o resultado da Equação (2.36) para integração de potências:
^  1 / x  a \ :
J A Õ  -  c)Al =  (a -  c ) U (A + 1)(x -  a ) " E  r ( „  -  a  +  1 )r(A  -  n  +  1) G E  .
P ara  a derivação, considerando convergência uniforme para a série da Equação
(A.2 ) :
^  1 1 
aD “ l(x -  c)A| =  (a -  c)" r(A  +  1) £  n!r(A  -  n  +  1) ( c - a ) *  -  a r l '
Usando o resultado da Equação (2.49) para essa série, o seguinte resultado é obtido:
_':̂G 1 / x  a \  :
aDA (x -  c)A| =  0  -  c)Ap(A +  1)(x -  aE °  E  r ( n  -  a  +  1 )r(A -  n  +  1 ) ( c E
como se desejava demonstrar.
A.3 Lei de expoentes para integração fracionária
Usando a definição da Equação (2.31):
1 í x 1 rv
aia[ aIXrJ [f (x)]] =  p ã  Ja (x -  y ^  f E  Ja ^  -  (t) ^  ^  (A.4)
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Desde que a integral dupla da Equação (A.4) é imprópria, não é possível simples­
mente inverter a ordem de integração sem considerar limitações. A garantia de integrabili-
dade está na F ó rm u la  de  D iric h le t (MILLER; ROSS, 1993):
í'x 1 f y \ 1 1




= (t -  a)x-i  / (x -  y Y -1 (y -  t )v-1F(y , t )  dydt,
J a J t
com y , v  e A reais positivos. Fazendo A =  1, y  = a, v = 3  e F(y , t )  = f  (t), a Equação 
(A.4) se torna:
1 x x
ai a [ a133[ f(x)^ = r ã r w )  j a f ( t ) Jt ( x - y )a-1(y - t ) 3 - 1  dy d t .
Fazendo a transform ação u = X— , os limites de integração em y  mudam, com y = t ^  
u =  0 e y = x  ^  u = 1. Além disso, dy = (x -  t) du, (y -  t)3-1 = (x -  t)3-1u3-1, 
(x -  y)a-1 = (x -  t )a-1(1 -  u)a-1 e, logo:
1 f X í' 1
aIX: [ aI X3 [f (x)^ = Y Õ r W )  Ja f  -  (1 ~  ^ J ^ ^ -1 d u d t . (A.6)r ( a ) r ( 3 )
Na Equação (A.6) , pode-se verificar a presença da função beta na integração em u, 
Equação (2.17). Dessa forma:
Ia[ aIX3 [f =  r d ™  t S  / >  -  t)a+3-1 f  w dt = aIa +3 [f A ár ( a ) r ( 3 )  r ( a  + 3 ) 
Assim, r ( a )  e r ( 3 ) são cancelados, levando a:
1 x
aIa[ aIX3 [f (x)]] =  r (  +  3) (x -  t)a+3 -1 f  (t) dtr ( a  + 3) Ja)
Portanto, seguindo novamente a definição, Equação (2.31):
aIH aI33 [f  (x)]] =  aIÇ+3 [f  (x)],
como se queria demonstrar. A demonstração para XIa é análoga.
A.4 Fórmulas de integração por partes
A prim eira fórmula de integração por partes a dem onstrar é a Equação (2.44). 
Começando com o membro esquerdo e usando a definição de integral fracionária, Equação 
(2.31):
rb 1 rb rx
f  (x) aIXa[g(x)} dx =  ^ —  /  (x -  t )a-1f  (x)g(t) dtdx.
Ja l ( a )  Ja Ja
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O domínio dessa integração é D = {(x ,t )  E R 2 |a < x  < be a < t < x}.  Ele pode ser 
reescrito para inverter a integração, com D = {(x ,t )  E R 2 |a < t  < b e t < x  < b}. Logo:
1 í b í b
f  (x) aIXi[g(x)} dx = ——  (x — t )a~t f  (x)g(t) dxdt.
I ( a )  Ja Jt
Logo, usando a definição da Equação (2.32) para a integral à direita:
r b r b
/  f  (x) ala[g (x)]dx = t - W  (t)]g(t) dt,a a
como se queria demonstrar.
Quanto à derivação fracionária, existem duas fórmulas de integração por partes para 
dem onstrar. Partindo do membro esquerdo da Equação (2.91), pode-se usar a definição 
m ostrada na Equação (2.45a) para:
/ b f  (x) aDax [g(x)] dx = í b f  (x) D^aJ+t a l P ~ a+t[g(x)] dx (A.7)
a a
Integrando por partes |_aj +  1 vezes:
, b L“J
/  f ( x )  aDi\g{x)\ dx  = Y l  — D )’ [f  { j X ^ + M * ) ] }
a j=o
r b
+ / ( — D p F Ç f  l »  aI.£aJ—a+t [g(x)] dx
a
Para transportar a integração, pode-se usar a Equação (2.44) para obter: 
,b L“J
/  f  (x) aDÇ W ) ]  dx = Y i —D)’ f  (x )D ^ 'J—J{ a 4 “J—̂ [ g M ] }
a j=o
r b














+  /  CDb [f(x)]g(x)dx,a
com o uso da Equação (2.64b) para destacar a derivada de Caputo à direita. As versões 
fracionárias do Teorema Fundamental do Cálculo, Equações (2.58a) e (2.58b), podem ser 
usadas para a contração de D^aJ—’ { aI^aJ—a+t [g(x)].
Partindo tam bém  de:
r b
f  (x )  C D a [g ( x ) ) d x  =??
b
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Escrevendo a derivação de Caputo a partir de seus operadores:
/  f (x) CDaLgCx)] =  /  f (x) a lX ^+ H D W + M ffM ]}  dx. (A.10)
a a
Usando a Equação (2.44) para a integração por partes para integrais fracionárias:
T f  (x) CDS[g(x)] =  f  xU - “+ T ( x ^ W + ^ x )  dx. ( A. n )
a a
Portanto, usando a integração por partes usual |_aj +  1 vezes, chega-se a:
rb L“J




+  f  ( -D )W + i { xIbl° J"°+ l |f(x )]} 9 (x )dx
É possível observar a definição da derivada de Riemann-Liouville à direita, Equação (2.45b), 
nessa equação. E tam bém , usando as versões fracionárias dos Teorema Fundam ental do 
Cálculo, Equações (2.58a) e (2.58b) para a contração de ( - D)j { xI bb-aJ—a+i [f (x)]}:
-x b
f  (x) CDXÁg(x)] dx xIb
-aJ—a+i [f (x )] D-aJ [g (x )] +
-aJ
+  E { x D j—b“J+“—i [f (x)]}D b“J—j [g(x)] 
j=i
+ (A.13)
+  /  x D t f  (x)]g(x) dx.
a
A.5 Propriedades de funções especiais
A função exponencial de Miller-Ross possui as seguintes propriedades (MILLER; 
ROSS, 1993):
Et(0 ,m) = emt, (A.14a)
E t ( - p , m )  =  m pE t (0,m),
Et(1 ,m)
E t (0, m)  -  1
m
p—i xv+k
E t (v, m)  =  m pE t (v +  p, m)  +  E m
k=o r ( v  +  k +  1 )
D pE t (v, m)  =  E t (v -  p ,a ) ,p  G N,
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B .l Função partição
Da Equação (4.40) e utilizando H B  = Y^v hv , da Equação (4.41):
N
exp ( - 3 H b ) = n  exP ( - 3 K ). (B.1)
v=1
Logo, usando a Equação (4.39) para o banho térmico em t = 0 :
N  fZ  = n  e x p ( - 3 h v ) dqo ,vdq^v dpo ,vdp1,v
v= 1 J
= n J j j  j  exp -̂ 2̂ (P1 ,v )2 -  1  i3Yv (q1,v )2 -  3q1,vP0,v
ß- 2 m v^ q ^  + ß>TvQoqo,v ) dqo,vdqi,vdp0,vdpi
N r to (  3  \  f  ̂  (  3  A
=  n  J  exp í - 2 m P 2vvj dP1,v j  exp í -  ̂ m v u l q l ^  + 3ArvQoqo,v j  dqo,v 
J  J  exp ^ - 2 i3 lvq2,v -  3q1,vPo,v) dq1 ,vdpo,v ,
reduzindo o problema ao cálculo de duas integrais simples e um a dupla. As quantidades 
P1v e q0,v são reais, o que justifica os contornos de integração utilizados na função partição 
Z . Ainda (ARFKEN; W EB ER , 2007):
e-(ay2+by+c) dy = , J l e (b2-4ac)/4a. (B.2)
Logo:
£ exp ( - d P 1 v = f J Y T  (B .3a)
f TO ( 3  2 2 , an-r ^  I 2n ( 3A2r2vQ2o \  ,D,uexp - - mvUvqo,v + 3 ArQoqo,v dqo,v = \ ------ 2  exp ^  (B.3b)
J to 2 / V  3 m v^v \ 2mv v J
Porém, para as variáveis q1v e P0,v, sua codependência pela relação P0,v = - íyvq1v - im vq3,v 
(q3,v = aD 1/2q0>v) não torna trivial a tarefa de determinar os contornos. Considerando que
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qi v e q3 v são reais e usando a transformação jacobiana:
dpo, v dqi, dqi, v dq3, v =  - i m  dqi, v dq3,,
B . 2  C á l c u l o  d e  ( q 0,v >
Usando a Equação (4.51):
N




Logo, integrando qiv e q3,v no intervalo (-rc>, rc>):
J  J  exp ^ - 1  i^Yvq2 v -  fiqi,vpo,v) dqi,vdpo,v =
í  ̂  f  3fi \
J  exp í — — iYvq\v -  ifimvqi,vq3,v\ (-imv)dqi,vdq33
f ■ \ í  2n V / 2 í ~  í i f imvq2,v
=  ( - im v) )  •/—-  e w { ~ ^ r ) dq3,v
_  . (  2n \ i /2 (6niYv \  1/2 _  2n
Xmv \3f3iYv)  V fim"2 J i f i .
Logo, a combinação das Equações (B.3a), (B.3b) e (B.3c) conduz a:
z  =  í  ) N n  ) .  (B.4)\ ifiV  v=i Uv V 2mvU2 J
qo,vZ- i exp ( - fihv) dpo,vdpi,vdqo,vdqi,,
Z r  j  exp ^ - 2 m ~ p l v ^  dpi,v J  qo,v exp ^ - mvUq0,v +  fiAfvQoqo,v } dqo,,
/ ro n<x> / 1 \exp —  ifiYvqiv -  fiqi,vpo,J dpo,vdqi,v
-roJ—ro \  2 /
(B.5)
Da integração de qo,v , primeiramente, completando o trinômo quadrado perfeito:
fi 2 2 +  A  Q =  fi 2 í  AQorv\ 2 +  fiA2r2Q2- 77m vu vqov +  fiArvQoqo,v =  - 77m vu v qo,v---------y  I +nu ^v^i , ' r"' v^c on ,  0 ' llJv^v \ Ho,v 2 I i 0 2
2 , 2 V m vu i  ! 2mv u 2
1 0
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Logo, procedendo para a integração de qo,t
J  qo,v exp ^ - 2 m v u ^ ^  + PArvQoqo,v j  dqo,
qo
AQorv XQorv\
+---------  I exp
mv uW




(P A2r 2v Q,
\  2mv u v
2° dqo,
exp
2mv u 2v qo,
AQorv
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Por conta da substituição u = qo v ------<Q°_ v , o integrando se torna ímpar e o resultado é
mv u f
nulo. Para a segunda integral, usando a Equação (B.2):
exp P 2 .-  2  mv Uv \ qo, v
AQo r v




Portanto, na Equação (B.6) :
Pqo,v exp I - 2 mvuvqQ ̂  + PArvQoqo,v I dqo <
AQorv (  2n \ l/2 ( PA2r l Q f
1 1 exp 1
mvu2 \P m v u 2 )  V 2 m v U  )  '
Logo, a combinação das Equações (B.3a), (B.3c) e (B.8) leva a:
(qo, v )
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B.3 Cálculo de (p 1v)
Pela Equação (4.51):
N
(P1,v) =  /  P1,vp Y[  dPo,wdP1,wdqoyWdq1 ,
J w=1
1  ̂ P1 ,v exp ^ - 2 ~ P 2,v^ dP1 ,v J  exp ^ - 3 mvulq l^  + 3A rvQqo,^j dqo,,22, 1“ -----P1 ]  I  I - 7T'UC vZv J—to \ 2mv / J—to \ 2
J  J  exp ^ - 1  í3yvq1,v -  3q1,vPo,v ĵ dq1 ,vdPo,
Porém, o integrando em P1v é ím par e a integração é simétrica, no intervalo (-rc>, rc>). 
Logo:
(P1 ,v) =  0 . (B.10)
B . 4  Cálculo de (q2  v )
Aplicando novamente a Equação (4.51):
J N
(q‘o,v) =  qo,v pY[dqo,wdq 1 ,wdPo,wdP1 ,w
J ’ w=1
(B.11)
=  -1  í  q0,v exp(-3hv)dqo,vdq^vdPo,vdP1 ,v
Zv
_  3Uv_ (2nmv \ 1/ 2 (  3A2r 2vQ0 \
2n \  3  /  eXp V 2mv<ul )
J qOv v exp -̂  3 m vu q̂^̂  +  3A rvQoqo,  ̂dqo,v.
Deve-se preparar essa integral em termos do argumento ( - 3 3 — 2^2  | para facilitar
V 2mv u2 J
as operações. Então, completando o trinômio quadrado perfeito para o primeiro integrando:
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Sabe-se que (ARFKEN; W EBER, 2007):
/ ro x 2s exp (—ax2)
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(B.14)
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(B.15)
B .5  C á l c u l o  d e  ( p \ v >
Levando em conta a Equação (B.13):
P2 ß  2 \ i  m v
L p i - exp - m dpi* = t
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o cálculo de (p 2v ) conduz a:
J N
(p\v) =  J  P21,v pY[dqo,wdq 1 ,wdPo,wdP1 ,
w=1
1 ( to 2 ( 3—  P1 ,v exp --------
Zv J—to \ 2mv P2, ^  dP1 ,v J  exp ^ - 3 mvulq lv  + 3AQorvqo^j dqo,
J  J  exp ^ - 1  í3yvq2,v -  3q1,vPo,v ĵ dq1 ,vdPo,,




exp 3A2r l Q 2\  mv Í 2 n m A  1/2 (  2n \  1/2 ex í f A T l Q o )  2n 
2mvuW )  3  V 3  )  \3mvuW/  ex^  2mvuW )  i3
(B.17)
B.6 Cálculo de (F (t))
Levando em consideração os resultados das Equações (4.53) e (4.54) na Equação
(4.71):
( f  (t)) = y  r j v Arv ri(qo,,. í  2 Qo e-(Yv/2mv)t cosh(Qvt) +
(P1,v) . !v I V A rv Yv ^
+  ----—  (q0,v) -  „...0 o Qom v Qv 2mv Qv 2mv uv^v
d — (Yv/2mv )t: senh(Qv t)
(B.18)
A r  Qo -  QomvuW mv uW
e- {y0/2mv)t Cosh(Qvt) +
+ Yv
2mv Qv m v u ‘2ATv Qo -  , Ar, ’Y’ Qo2m ‘vu ‘v^v
—Y/2mv)t Senh(Qvt ^  =  0
B.7 Cálculo de (F l ) , (F 2) , (F3 ) e (F4)
Deve-se recordar que, com (p1,v) =  0, as quantidades (p1,uqo,v) e (p1vqo,u) se anulam, 
pois (p1,uqo,v) =  (p1,u)(qo,v) por conta da Equação (4.52), para u = v, e por conta da 
integral em p 1,v ser ímpar e simétrica, para u = v. De modo semelhante, para u = v, 
(p1,uP1,v) =  0. Para u = v, recupera-se o resultado da Equação (4.55). P ara  u = v, 
(qo,uqo,v) =  (qo,u)(qo,v) por conta da Equação (4.52).
e
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Logo, de forma compacta:
(Qo,uQo,v )
\ 2Q l r ur v +  õ ï
mu mv uU u l  uv Pmv u ‘2
I \   r  m v




recordando da Equação (4.56).
Com isso, é possível determ inar (F i >, (F2>, (F3> e (F4> da Equação (4.72). Para 
(F i >, partindo da Equação (4.73a):
(Fi)
Ar \ r  A2r  r
(qo,uQo,v )  u2  Qo(qo,v )  v2  Qo(qou) +  . u .:.o Q2muuu mv U 2 2 n=0 mumv uu u 2
A2Q0ru L 1
Aru Q0 • - Q  Qo
m um vu‘uu‘1 Pmv U  muuu mv U
A rv ^  A ru n  A2rur v n2
Q o  7 Qo + ---------- 2—2 Qc22 0 2 £̂0 i  ^ 0mv u 2 muuu mumv
(B.21)
=  Su
Pmv u 2 '
Para (F2), partindo da Equação (4.73b):
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