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Abstract
In this paper we focus on the problem of delivering multiple health-related real-time video streams from an emer-
gency scenario to a remote hospital by exploiting the uplink of an LTE wireless access network, in order to support
eﬃcient m-health tele-consultation services. In this context, the transmission of health-related information is a chal-
lenging task, due to the variability and the limitations of the mobile radio link, the diﬀerent qualities of the visual
representations of the cameras and the heterogeneous end-to-end quality requirements of the contents to be delivered.
We propose a solution based on: (i) a context-aware camera selection algorithm, which selects among the cameras
deployed in the emergency scenario one or more video sources taking into account speciﬁc ranking criteria mainly
related to the quality of the visual representation of the object of interest; (ii) a content-aware technique for the trans-
mission of multiple scalable videos that jointly considers video aggregation and adaptation at the application layer
of the transmitting equipment and takes into account the diﬀerent quality requirements of diagnostic and ambient
videos. Numerical results show that the proposed strategy permits to achieve a good end-to-end quality for both the
diagnostic and the ambient videos even in the presence of rate limitations and ﬂuctuations in the wireless link, due to
the channel variations and the traﬃc load inside the LTE cell. When the wireless link capacity decreases, the proposed
strategy appropriately discards the videos coming from the cameras providing the lowest visual quality, according to
the camera ranking results, and, at the same time, adapts the rate of the transmitted videos to provide the requested
quality with priority to diagnostic content.
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1. Introduction
Nowadays e-health is one of the most promising applications of emerging information and communication tech-
nologies [1]. In particular, tele-medicine services can highly beneﬁt from the recent advances oﬀered by mobile
communication systems [2], which are now potentially able to support a wide range of ubiquitous health-care ap-
plications, such as tele-diagnosis [3], real-time monitoring of vital parameters [4], remote treatment of patients and
even tele-surgery. In tele-medicine, the reliable transmission of heterogeneous health-related information are being
increasingly used for remote patient monitoring and disease management. In this regard, the usage of a visual sensor
network (VSN) can be employed for remote monitoring applications where video information are useful for con-
trolling and managing particular events [5]. Transmitting video information to a remote hospital allows the hospital
personnel to support and manage the ﬁrst-aid operations especially when the number of operators on the ﬁeld is lim-
ited. One of the most critical issues concerning multiple video transmission consists in the large amount of data that
each camera collects from the monitored environment. For this reason, in the context of redundant camera networks,
source selection and management play a fundamental role. In each moment a subset of cameras has to be selected
in order to perform continuous monitoring with the required quality. In particular, for medical applications the video
quality perceived by the ﬁnal user is the main criterion for the camera selection problem.
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Figure 1: The proposed m-health architecture for emergency scenarios.
The presence of a 3G/4G radio access network can be exploited to establish a communication link between the
emergency area and a remote hospital. The selected videos (ambient and/or diagnostic) are collected and aggregated
to coordinate the transmissions to and from the hospital [6]. The possibility to adapt the video encoding to the current
transmission conditions becomes particularly important in the context of emergency m-health, because mobile links
are usually characterized by limited and variable bandwidth. Among video coding standards, scalable video coding
(SVC) [7] conjugates good compression eﬃciency with high ﬂexibility in rate adaptation. For this reason several
solutions have been recently proposed for e-health applications based on SVC [8].
In this paper we ﬁrst propose a camera selection algorithm, which selects one or more cameras taking into account
speciﬁc ranking criteria mainly related to the quality of the visual representation of the object of interest. The proposed
context-aware approach has been developed with the objectives (i) to maximize the QoE for the ﬁnal user, (ii) to
optimize the usage of distributed hardware resources, and (iii) to optimize the usage of radio resources for video
transmissions. Then, we describe a novel solution for the transmission of multiple videos from an emergency scenario,
based on the joint video adaptation and aggregation directly performed at the application layer of the transmitting
equipment. In our solution the adaptation is designed to optimize quality and fairness by exploiting the information
on the available rate assigned by the Long Term Evolution (LTE) e-nodeB. It is shown that the proposed strategy
permits to achieve a good end-to-end quality even in the presence of rate limitations and ﬂuctuations due to the
wireless channel and intense traﬃc within the LTE cell. When the channel conditions deteriorate, the adaptation
strategy appropriately discards the cameras which provide the lowest visual quality based on the camera ranking
results.
The paper is organized as follows. The overall system architecture is described in Section 2. In Section 3 we
present the camera ranking strategy while Section 4 presents the SVC rate distortion model and the video adaptation
algorithm. Finally, in Section 5 we provide some numerical results concerning a simulated emergency scenario where
a camera network is deployed with monitoring functionalities.
2. System Architecture
The m-health scenario addressed in this paper is depicted in Fig. 1. In the considered emergency area one or
multiple injured persons need immediate medical assistance. Real-time video streams are acquired by a camera
network deployed for monitoring functionalities, while an ambulance, equipped with multiple cameras and medical
devices, reaches an emergency area. The multimedia ﬂows are collected in the ambulance, processed in real-time
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and multiplexed with the other medical information. Then, a joint ﬂow adaptation is performed on the ambulance
taking into account the camera ranking results, the radio channel and cell traﬃc conditions and according to the
amount of resources assigned by the LTE-evolved packet core (EPC) network. From the LTE network perspective,
the ambulance (also called m-health user) competes for radio resources with other K users within the cell, indexed by
the set K , subdivided into K1 guaranteed bit rate (GBR) users and K2 best-eﬀort users, indexed by the sets K1 and
K2, respectively. The e-NodeB tries to guarantee the transmission rates ¯R0 to the m-health user. and ¯Rk to the k-th
GBR user, with k ∈ K1, while the throughput to best-eﬀort users is provided fairly, according to the resources left
after allocating all GBR users [9][10].
In this work, we considered two diﬀerent phases of the ﬁrst-aid operations. In the ﬁrst stage, the ambulance
collects and sends up to three outdoor ambient videos in which paramedics are providing the ﬁrst aid to the patient.
In the second stage a patient, who has been loaded on the ambulance, is being visited with a ultrasonography. In this
phase, the ambulance collects and sends up to two ambient indoor videos and one diagnostic video sequence. Each
video has been acquired at the hospital of Perugia, Italy, in realistic outdoor and on-board ambulance scenarios. In
each stage, the multiple aggregated videos are sent through the available LTE radio access network to the emergency
management center at the hospital, where specialized medical staﬀ can follow the ﬁrst-aid operations, coordinate the
intervention and acquire the health-state information necessary to prearrange the treatment at the hospital.
The video adaptation unit on board the ambulance manages the inherently diﬀerent priorities of the data ﬂows
generated by the m-health user. In particular, it optimally adapts the SVC-encoded streams, in order to deliver the
ultrasonography information with suﬃciently high quality and the set of ambient videos tuned according to quality
fairness criteria. To this purpose, it generates an aggregated throughput adapted to the radio channel and cell traﬃc
conditions, according to the amount of resources assigned by the e-NodeB to the m-health user.
3. Multi camera ranking
In this section we introduce the a novel camera selection algorithm, which selects one or more videos taking into
account a speciﬁc ranking criteria, mainly related to the quality of the visual representation of the object of interest.
According to Fig. 1, a certain area has to be monitored with a multi camera system connected to the ambulance
through local wireless links. The proposed algorithm is mainly based on geometrical considerations: the quality of
the collected information depends on the orientation of each camera and the 3D viewing volume that the cameras
are able to capture. Through the calibration process it is possible to deﬁne the intrinsic parameters of each camera.
In particular, the knowledge of the focal length (in combination with the aspect ratio of the image plane) permits to
compute ﬁeld of views (FoVs) correctly. In its turn, the use of the FoVs , in association with the camera orientation,
permits to deﬁne which portion of the area of interest is monitored by each camera. Given the position of an object to
be visualized, the camera oﬀering the best quality is often the nearest to the object. Moreover, the camera resolution
is jointly taken into account as ranking criteria. Comparing two cameras placed at the same distance from the target
of interest, the best visualization quality is provided by the camera with the highest resolution. The goal of the
ranking algorithm consists in determining which camera provides the image of the object with the best resolution.
More precisely, the proposed camera ranking procedure is based on a quality metric capable to combine the size of
the object and the pixel density on the image plane. The objects size projected on the image plane depends on the
distance of the objects to the camera: the closer are the objects, the bigger are their projections on the image plane.
Moreover, the pixel density depends on the resolution of the single camera: the higher is the resolution, the more
accurate is the resulting image. The best image quality is obtained by the camera that guarantees the best trade-oﬀ
in terms of distance and resolution. The ranking consists in calculating the amount of pixels required to represent a
square meter surface at the distance of the target of interest.
In Fig. 2, a 2D pinhole camera model has been depicted, while in red lines one of the FoV is deﬁned. The
camera optical center is located by the vector c while the target to be monitored is pointed by p . Moreover, vector o
denotes the camera orientation. For the sake of simplicity we translated the global system reference into the camera
system reference centering the camera in the system reference origin. In this work we assumed that all the involved
video devices are equipped with global positioning system (GPS) or real-time locating systems (RTLS) in order to
automatically identify the camera pose and to self-determine the orientation of each camera itself. The number of
linear pixels per meter captured by the camera is computed as follows:
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Figure 2: Left: the 2D pinhole camera model. In evidence the FoV, the camera orientation and the position of an
object of interest. Right: the camera ranking algorithm results for the whole emergency area.
ppm =
r(
2 · ‖p‖ · cos
(
arccos
( p·o
|p|·|o|
))
· sin θ
) [linear pixel · m−1]. (1)
where ‖p‖ = d is the distance between the camera and the monitored object, θ corresponds to FoV/2 and α is the angle
between the orientation vector o and the target position p (see Fig. 2). Finally, r represents the number of linear pixels
along the considered image dimension. The number of linear pixel per meter can be also evaluated for the vertical
FoV . For quadratic aspect ratio the same result is obtained and the number of the pixel per object section unit area
is ppa = ppm2. We remark that the proposed camera ranking algorithm is suitable for static or low-motion scenes;
further camera selection strategies that take into account the acquisition frame rate and the average object velocity in
the scene are still under investigation.
Considering the scenario in Fig. 1 the emergency area is monitored with 3 cameras (outdoor camera 1, outdoor
camera 2, outdoor camera 3) placed in diﬀerent positions. Moreover, we have discretized the monitored area in small
sub-area units; for each of them the proposed algorithm selects the camera that describes the given sub-area with
the highest number of pixel per area. For the sake of clarity we graphically show the camera selection results for
a set of sub-areas lying on the same plane orthogonal to the z-axis. In addition, all the involved cameras have the
same resolution. The corresponding camera selection output is reported in Fig. 2, where diﬀerent sub-area colors
correspond to diﬀerent cameras. In particular, the sub-volume highlighted in Fig. 2 (in correspondence to the position
of one the patients), which refers to the outdoor camera 2, is capable to provide the object description with the highest
resolution in terms of pixel per object unit area while outdoor camera 1 and outdoor camera 3 are ranked at the second
and third position respectively.
4. Video Coding and Adaptation
The video sequences are organized in sets of consecutive frames called groups of pictures (GOPs), which are
encoded in scalable streams. From a scalable stream it is possible to extract a sub-stream in order to meet a given
frame rate, resolution and quality, according to three scalability methods supported by SVC. In this paper we focus
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on quality, i.e., signal to noise ratio (SNR), scalability, which is obtained by enhancing the quality of the video stream
with the addition of reﬁnement layers. Two diﬀerent possibilities are now available in the SVC standard [7], namely
the coarse grain scalability (CGS) and the medium grain scalability (MGS). In this paper we focus on MGS scalability,
which provides ﬁner granularity with respect to CGS coding.
Rate adaptation techniques dynamically adapt the amount of transmitted information to the available channel
bandwidth by taking into account the content of the videos and its impact on the end-user quality. Rate-Distortion
models enable to predict the minimum bit rate (in bit/s, or bps) required to achieve a target distortion, which can be
evaluated according to a particular objective video quality metric, e.g., mean square error (MSE), peak signal to noise
ratio (PSNR) or structural similarity (SSIM) metrics. In this paper, we consider the SSIM video quality metric, which
has been recently shown to provide a higher correlation with subjective tests when assessing the diagnostic quality of
ultrasonography video sequence [11].
Let us consider the v-th SNR-scalable video (v ∈ V, where V is the set of the N videos considered in each
operation step), resulting from the encoding of the set of pictures Iv. The minimum information rate in bps, Fk(de,v),
required to transmit the e-th sub-stream with the given expected distortion de,v, is generally a function of discrete
values. Following the approach in [12] and recently extended in [13], the expected rate-distortion (R-D) relationship
can be modeled by using a parametric function Fv(D) of a continuous variable D, deﬁned over a limited interval, i.e.,
D ∈ [Dhlv ,Dblv ]. Within SVC, Dblv and Dhlv are the expected distortions of the set of pictures Iv after decoding the
base layer (with rate Fminv ) and the highest enhancement layer (with rate Fmaxv ), respectively. Although this framework
holds for any monotonic strictly decreasing function Fv(D), in this paper we consider the following parametric model:
Fv(D) = αveξvD + βv, D ∈ [1 − Qhlv , 1 − Qblv ], ξv < 0, (2)
where D = 1 − Q, Q is the average SSIM computed between the original and the reconstructed set of pictures, and
Qblv , Qhlv are the average SSIM of the set of pictures Iv after decoding the base layer and the highest enhancement
layer, respectively. The three parameters αv, ξv and βv depend on the temporal and spatial characteristics of the set of
pictures Iv and on the frame rate. A simulation campaign has been carried out to validate the model (2). The results,
which will be reported on an extended version of this paper, have shown almost perfect correlation with a Pearson
coeﬃcient always higher than 0.9999 for each set of encoded pictures.
Let us assume that a bearer with a GBR R0 has been granted to the ambulance, after a suitable negotiation with
the LTE network, in order to support the emergency m-health services. Such value R0 is eventually updated every
W seconds in case of critical cell-load conditions or bad channel conditions for the ambulance. The m-health user
exploits this guaranteed bandwidth to deliver the best video quality according to priority and fairness constraints
deﬁned for the diﬀerent videos. This is obtained through a dynamic rate adaptation strategy, consisting in maximizing
the overall video quality while minimizing a weighted quality diﬀerence among the diﬀerent videos under minimum
and maximum rate constraints. This strategy has been ﬁrst proposed by the authors in [13] by addressing the problem
for both empirical and semi-analytical R-D model and then extended in [10] to consider the diﬀerent priorities of the
video sequences, while using the MSE as video distortion metric. In [13] it has been shown that, when the parametric
R-D model is suﬃciently accurate, it can be used to relax the multi-objective optimization problem leading to a much
simpler constraint satisfaction problem. Here, we follow this approach by deﬁning an adaptation strategy aimed at
deriving the transmission rates, as the solution of the following set of equations and constraints:
∑
v∈V
HFv = R0, (3a)
Δ(Di,Dj; wi,wj) = 0 ∀i, j ∈ V, i > j (3b)
Fminv < Fv < Fmaxv ∀v ∈ V (3c)
whereV is the set of videos handled by the ambulance for e-health emergency services in each operation step, H is the
estimated overhead introduced at the diﬀerent layers of the network architecture, wv, with v ∈ V, are the weights used
to account for the diﬀerent priorities, and Δ(Di,Dj; wi,wj) is the distortion-fairness metric for each pair of videos,
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deﬁned as [13]:
Δ(Di,Dj; wi,wj) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if (Di = Dhli ∧ wjDj < wiDi) ∨ (Dj = Dhlj ∧ wjDi < wiDj)
0 if (Di = Dbli ∧ wjDj > wiDi) ∨ (Dj = Dblj ∧ wjDi > wiDj)
|wiDi − wjDj| otherwise.
(4)
where ∧ and ∨ are ”AND” and ”OR’ operators, respectively. As an example, by setting the weights equal to 2 for the
most important videos, e.g., ultrasound sequence, and equal to one for the other less important videos, e.g., ambient
sequences, the adaptation module at reasonable GBR values will be able to provide an SSIM value higher than 0.95
to the ultrasound video sequence, as long as the other ambient videos are supported with an SSIM not lower than 0.9.
In this case, the perceived quality of the medical video is suitable to diagnostic purposes [11], while ambient videos
achieve a reasonable but lower quality. We remark that, as the GBR decreases, also the diﬀerence in quality between
ambient and diagnostic videos will decrease and vice versa.
The optimal algorithm proposed in [10] to solve problem (3) according to a MSE-based R-D model can be suitable
extended to consider the SSIM-dependent R-D function considered here, by replacing the functions in eq. (5) and (6)
in [10] as follows:
Γ(x, y,D) =
∑
v∈V
[
xvyv
(
αve
wvξvD + βv
)
+ (1 − xv) ¯Fminv + (1 − yv) ¯Fmaxv
]
−
R0
H
. (5)
We refer to [10] for further details.
5. Numerical results
In our simulations we consider an LTE-like access network with subcarrier spacing ΔB = 15 kHz and system
bandwidth set to 5 MHz. A total of K = 15 users with a maximum per-user power budget of 23 dBm are uniformly
distributed in a cell of 300 m, resulting in an average SNR ranging from 5 to 28 dB. More speciﬁcally the ambulance
user experiences an average SNR of 13 dB and receives from the LTE access network a GBR R0 with values negotiated
in the range from 1 to 5.5 Mbps. The other users are assumed best-eﬀort, i.e., K = K2. The radio channel for all users
is modeled according to the ITU extended pedestrian A model, with a Doppler frequency of 5 Hz. In the ﬁrst stage
the ambulance send up to three outdoor ambient videos, denoted as Outdoor Camera 1, Outdoor Camera 2, Outdoor
Camera 3 with resolution 720p (1024x720). In the second phase, the ambulance collects and sends two ambient indoor
videos and one diagnostic video sequence, namely Ambulance Camera 1, Ambulance Camera 2 and Ultrasound, with
VGA resolution (640x480). All videos are acquired with a frame rate 30 fps.
Each video sequence is encoded with the JSVM reference software [14] with one base layer and three SNR en-
hancement layers. MGS is considered to encode the quality layers and both enhancement frames and base layer
key-picture frames are used for motion compensation, thereby limiting the drift issue during the adaptation process.
The quantization parameter (QP) of the ambient videos base layer (indoor and outdoor) is set to 46, while the ultra-
sonography video base layer is encoded with QP equal to 38. The QP diﬀerence between enhancement layers for all
videos is set to 4. The group of pictures (GOP) size and the intra decoding refresh (IDR) period are here set to 8 and
to 32 frames, respectively. After encoding, the resulting quality in terms of the average SSIM, ranges approximately
from 0.82 to 0.95 for the ambient videos and from 0.89 to 0.98 for the ultrasound video. The three parameters of
model (2) are evaluated for each IDR period, resulting in adaptation interval of about 1 sec. The video distortion
weights wv of the ambient videos are set to 1, whereas the weight of the ultrasound video is set to 2. Finally, video
play-out deadline at the receiver is set to 200 ms and the overhead factor is set to H = 1.
Figure 3 shows the SSIM at the receiver averaged over each adaptation interval when transmitting the three outdoor
video sequences in the ﬁrst stage, with diﬀerent GBR values provided to the ambulance, i.e., R0 = 5.5 Mbps (a),
R0 = 3.5 Mbps (b) and R0 = 1.8 Mbps (c). We note how the proposed strategy provides approximately the same
SSIM to each ambient video at each adaptation interval. As the GBR value granted to the ambulance decreases,
the rate of each video is reshaped accordingly, thereby providing a graceful degradation while maintaining quality
fairness.
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Figure 3: Received SSIM averaged over each adaptation interval, when transmitting the three outdoor video sequences
in the ﬁrst stage, for diﬀerent values of GBR granted to the ambulance. The quality weights are set to 1 for all videos
When the GBR granted is low, as in the case of R0 = 1.8 Mbps (c), the SSIM decreases due to the increasing
spatial and temporal complexity of the speciﬁc scenes composing the video sequences. Fluctuations on the SSIM are
due to the larger gap between continuous and discrete solution, when high resolution video sequences are considered.
When the GBR granted to the ambulance is set to R0 = 1 Mbps, the transmission of all three videos with the same
weights leads to an SSIM close to 0.8 as shown in Fig. 4(a), which results to an unacceptable received quality. In
this case, the ambulance exploits the video ranking proposed in Section 3 to increase the quality weights of the most
important videos or it may opt for an hard decision by transmitting only the video with the highest ranking value,
dropping low priority sequences until a reasonable quality is received. An example of the second case is shown in
Fig. 4 (b), where the lowest ranked video (Outdoor Camera 3), is no longer transmitted. As a consequence, the SSIM
received at the hospital for the highest ranked video sequence increases, leading to an SSIM not lower than 0.85.
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0 5 10 15 20 25 300.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
time [s]
SS
IM
 
 
Outdoor Camera 1
Outdoor Camera 2
(b) Transmission of two videos.
Figure 4: SSIM averaged over each adaptation interval received at the hospital, when transmitting all the three (a) and
two (b) outdoor video sequences in the ﬁrst stage. GBR R0 = 1.0 Mbps. The quality weights are set to 1 for all videos
Figure 5 shows the SSIM at the receiver averaged over each adaptation interval in the second stage, when trans-
mitting the two indoor ambient video sequences together with the diagnostic ultrasonography video. The same GBR
values provided to the ambulance in the ﬁrst stage are considered. We note how the resulting qualities closely follow
the selected video quality priorities providing an SSIM diﬀerence that decreases proportionally as the individual SSIM
increases, thereby delivering the diagnostic ultrasound sequence with higher quality with respect to ambient videos
and enabling eﬀective tele-diagnosis services.
6. Conclusion
We have presented a content-aware aggregation and adaptation strategy for a set of SVC video transmitted over
LTE uplink in a m-health emergency scenario and a context-aware camera selection algorithm, which can select one
or more cameras taking into account speciﬁc ranking criteria mainly related to the quality of the visual representation
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Figure 5: SSIM averaged over each adaptation interval received at the hospital, when transmitting the two indoor
ambient video sequences and the ultrasonography video in the second stage, for diﬀerent values of GBR granted to
the ambulance. The quality weights are set to 1 for the ambient videos, and 2 for the ultrasonography video.
of the object of interest. The proposed adaptation algorithm is based on modeling and evaluation of SSIM quality
metric and has been tested in two operational steps. Several numerical numerical results are presented showing the
end-to-end video quality performance, for both diagnostic and ambient videos, which results to be optimal for both
diagnosis and coordination purposes. Moreover, when the GBR granted to the ambulance decreases, the proposed
strategy appropriately discards the videos coming from the cameras providing the lowest visual quality, according to
the camera ranking results.
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