We prove sufficient conditions, ensuring that a sequence of multiple Wiener-Itô integrals (with respect to a general Gaussian process) converges stably to a mixture of normal distributions. Our key tool is an asymptotic decomposition of contraction kernels, realized by means of increasing families of projection operators. We also use an infinite-dimensional Clark-Ocone formula, as well as a version of the correspondence between "abstract" and "concrete" filtered Wiener spaces, in a spirit similar toÜstünel and Zakai (1997).
each r = 1, ..., d − 1, two generalized contraction kernels, say f n ⊗ (in particular, depending on the rank of π-see Section 2.1 below). We shall therefore use a notion of equivalence between pairs (H, π), where H is a Hilbert space and π is a resolution, instead of the usual notion of isomorphism between Hilbert spaces. The use of this equivalence relation implies that, if the rank of π equals q (q = 1, ..., +∞), then F π t has roughly the structure of the filtration generated by a q-dimensional Brownian motion. As a consequence, our first step will be the proof of our main results in the framework of an infinite-dimensional Brownian motion, and the extension to the general case will be realized by means of rather delicate arguments involving the previously described equivalence relation (see Lemma 16 below) . As will become clear later on, our techniques can be regarded as a ramification of the theory of concrete representations for abstract Wiener spaces, a concept introduced in [30, Section 5] . The reader is also referred to [21] for some related results in a non-Gaussian context.
The remainder of the paper is organized as follows. In Section 2.1, we formally introduce the notion of resolution of the identity and discuss some of its basic properties. In Section 2.2 some notions from stochastic analysis and Skorohod integration are recalled. Sections 2.3-2.5 contain the statements and the proofs of some useful stable convergence result for Skorohod integrals. Section 3 is devoted to the proof of our main convergence results. We also discuss some relations with the theory of abstract Wiener spaces. An Appendix contains the proof of a technical lemma.
Preliminary definitions and results
Throughout the paper, the following conventions are in order: all random objects are supposed to be defined on the same probability space (Ω, F , P); all σ-fields are assumed to be complete; the symbol P → stands for convergence in probability; R is the set of real numbers.
Hilbert spaces and resolutions of the identity
Let H be a real separable Hilbert space. The symbol (·, ··) H indicates the inner product on H, and · H = (·, ·)
1/2 H as usual. The space H is always endowed with the Borel σ-field generated by the open sets of the canonical distance associated to · H . As already done in [21] , we first study the convergence of Skorohod integrals by means of increasing families of orthogonal projections, known as resolutions of the identity.
Definition I -A continuous resolution of the identity, is a family π = {π t : t ∈ [0, 1]} of orthogonal projections satisfying:
(I-a) π 0 = 0, and π 1 = Id.;
(I-b) ∀0 ≤ s < t ≤ 1, π s H ⊆ π t H; (I-c) ∀t 0 ∈ [0, 1], ∀h ∈ H, lim t→t0 (π t − π t0 ) h H = 0.
A subset F of H is said to be π-reproducing if the linear span of the set {π t f : f ∈ F , t ∈ [0, 1]} is dense in H. The rank of π is the smallest of the dimensions of all the subspaces generated by the π-reproducing subsets of H. A π-reproducing subset F of H is fully orthogonal if (π t f, g) H = 0 for every t ∈ [0, 1] and every f, g ∈ F . The collection of all π verifying properties (I-a)-(I-c) is noted R (H).
The reader is referred to [2] or [34] for further properties and characterizations of the class R (H). In particular, we shall use the following consequence of [2, Lemma 23.2] , that can be proved by a standard Gram-Schmidt orthogonalization.
Lemma 2 Let π ∈ R (H) and let F be a π-reproducing subset of H such that dim F = rank (π), where A stands for the closure of the vector space generated by a given set A. Then, there exists a π-reproducing and fully orthogonal subset F ′ of H, such that dim F ′ = dim F .
We will sometimes need to work with elements of R (H) that are not only continuous, but also absolutely continuous.
Definition II -A resolution π = {π t : t ∈ [0, 1]} ∈ R (H) is said to be absolutely continuous if, for every f, g ∈ H, the function t → (π t g, f ) H , t ∈ [0, 1], is absolutely continuous with respect to the Lebesgue measure on [0, 1] . The class of absolutely continuous resolutions in R (H) is noted R AC (H) .
The elements of R AC (H) are used in [30, Section 5] to prove a remarkable bijection between abstract and concrete filtered Wiener spaces. More details will be given in Section 3, were we establish a similar result for isonormal Gaussian processes as a step to prove stable convergence criteria for multiple integrals. With the next result we point out that, up to a "change of time", every π ∈ R (H) can be represented in terms of some element of R AC (H).
Lemma 3
For any π = {π t : t ∈ [0, 1]} ∈ R (H), there exists a non decreasing function
such that ψ (0) = 0 and the monotone family of projections
is an element of R AC (H).
Proof. Let q = rank (π) (q is possibly infinite) and let F π = {f j : 1 ≤ j ≤ q} be a π-reproducing subset of H, normalized in such a way that q j=1 f j 2 H = 1. Define moreover the increasing function φ (t) = q j=1 π t f j 2 H , t ∈ [0, 1], and set ψ (t) = inf {a : φ (a) = t}. Then, ψ is non decreasing, ψ (0) = 0, and the family of projections
is a resolution of the identity verifying
Since F π is also π-reproducing, we deduce from [2, Lemma 23.1] that π is absolutely continuous.
Gaussian processes, Malliavin operators and representation theorems
Throughout the following, we write
to indicate an isonormal Gaussian process, or a Gaussian measure, over the Hilbert space H. This means that X is a centered Gaussian family, indexed by the elements of H and satisfying the isomorphic relation
(the notation X (H) is adopted exclusively when the role of H is relevant to the discussion).
As in [32] or [30] , to every π ∈ R (H) we associate the collection of σ-fields
and we observe that, for every π ∈ R (H), t → F π t (X) defines a continuous filtration (see [30, p. 14] ). Also, for every f ∈ H, the process t → X (π t f ), t ∈ [0, 1], is a centered and continuous F π t (X)-martingale such that, for every η > 0, the increment 
π (H, X) if, and only if, Y ∈ L 2 (H, X) and, for every t ∈ [0, 1] and every h ∈ H,
For any resolution
π (H, X) that are linear combinations of H-valued random variables of the type
where 
Lemma 4
For every π ∈ R (H), the span of the set
In what follows, we shall apply to the Gaussian measure X some standard notions and results from Malliavin calculus (the reader is again referred to [17] and [18] for any unexplained notation or definition). For instance, D = D X and δ = δ X stand, respectively, for the usual Malliavin derivative and Skorohod integral with respect to the Gaussian measure X (the dependence on X will be dropped, when there is no risk of confusion); for
X is the space of k times differentiable functionals of X, endowed with the norm · k,2 (see [17, Chapter 1] for a definition of this norm); dom (δ X ) is the domain of the operator
, and also that dom (δ X ) ⊂ L 2 (H, X). For every d ≥ 1, we define H ⊗d and H ⊙d to be, respectively, the dth tensor product and the dth symmetric tensor product of H. For d ≥ 1 we will denote by I X d the isometry between H ⊙d equipped with the norm √ d! · H ⊗d and the dth Wiener chaos of X. Given g ∈ H ⊗d , we note (g) s the symmetrization of g, and
is a measurable space, and ν is a σ-finite measure with no atoms, then To establish the announced stable convergence results, we use the elements of R (H) to represent random variables of the type δ X (u), u ∈ dom (δ X ), in terms of continuous-time martingales. In particular, we will use the fact that (i) for any π ∈ R (H), L 2 π (H, X) ⊆ dom (δ X ), and (ii) for any u ∈ L 2 π (H, X) the random variable δ X (u) can be regarded as the terminal value of a real-valued F 
2. If h ∈ E π (H, X) has the form h = n i=1 h i , where n ≥ 1, and h i ∈ E π (H, X) is s.t.
1 and Φ i square integrable and F π t
is a continuous F π t (X)-martingale initialized at zero, with quadratic variation equal to
In the terminology of [32] , relation (6) implies that L 2 π (H, X) is a closed subspace of the isometric subset of dom (δ X ), defined as the collection of those h ∈ dom (δ X ) such that
Note that, in general, this isometric subset is not a vector space -see e.g. [32, p. 170] . The next result is partly a consequence of the continuity of π. It is an abstract version of the Clark-Ocone formula (see [17] ), and can be proved along the lines of [32, Théorème 1, formula (2.4) and Théorème 3] . Observe that, in [32] , such a result is proved in the context of abstract Wiener spaces. However, such a proof uses exclusively isometric properties such as (8) , and the role of the underlying probability space is immaterial. It follows that the extension to general isonormal Gaussian processes is standard: see e.g. [18, Section 1.1]. The reader is also referred to [15] for a general Clark-Ocone formula concerning Banach space valued Wiener functionals.
Proposition 6 (Abstract Clark-Ocone formula) Under the above notation and assumptions (in par-
where D X F is the Malliavin derivative of F , and
Remarks -(a) The right-hand side of (9) is well defined, since D X F ∈ L 2 (H, X) by definition, and
, where the last inclusion is stated in Proposition 5.
(
is an isometry (due to (6)), formula (9) yields that every F ∈ L 2 (P, σ (X)) admits a unique "predictable representation" of the form
see also [32, Remarque 2, p. 172].
In the next section, we present a general criterion (Theorem 7), ensuring the stable convergence of a sequence of Skorohod integrals towards a mixture of Gaussian distributions. The result has been proved in [21] , by using a general convergence criteria for functionals of independently scattered random measures. Here we present an alternative proof (partly inspired by some arguments contained in [31] ), which is based on a time-change technique for continuous-time martingales.
Stable convergence of Skorohod integrals
We first present a standard definition of the classes M and M of random probability measures and random fourier transform.
Definition III -Let B (R) denote the Borel σ-field on R.
is a random variable and, for P-a.e. ω, the map C → µ (C, ω), C ∈ B (R), defines a probability measure on R. The class of all random probabilities is noted M, and, for µ ∈ M, we write Eµ (·) to indicate the (deterministic) probability measure
where µ (·) is defined as
For every ω ∈ Ω, µ (λ) (ω) is of course a continuous function of λ, and the probability (11) is often called a mixture of probability measures. The notion of stable convergence, which is the content of the next definition, extends the usual notion of convergence in law.
Definition IV (see e.g. [10, Chapter 4]) -Let F * ⊆ F be a σ-field, and let µ ∈ M. A sequence of real valued r.v.'s {Z n : n ≥ 1} is said to converge F * -stably to Eµ (·), written X n → (s,F * ) Eµ (·), if, for every λ, γ ∈ R and every F * -measurable r.v. Z,
µ ∈ M is given by (13) .
If X n converges F * -stably, then the conditional distributions L (X n | A) converge for any A ∈ F * such that P (A) > 0 (the reader is referred e.g. to [10, Proposition 5.33] for an exhaustive characterization of stable convergence). By setting Z = 0, we obtain that if X n → (s,F * ) Eµ (·), then the law of the X n 's converges weakly to Eµ (·). Observe also that, if a sequence of random variables {U n : n ≥ 0} is such that
In what follows, H n , n ≥ 1, is a sequence of real separable Hilbert spaces, whereas, for each n ≥ 1, X n = X n (H n ) = {X n (g) : g ∈ H n }, is an isonormal Gaussian process over H. The following theorem already appears in [21] , where it is proved by using a decoupling technique known as the "principle of conditioning". In Section 2.4 we shall present an alternative proof based exclusively on continuous-time martingale arguments.
Theorem 7 Under the previous notation and assumptions, for
and
Remark -Condition (16), that already appears in the statement of the main results of [21] , can be seen as a weak version of the nesting condition used e.g. in [6] to establish sufficient conditions for the stable convergence of semimartingales.
By using the Clark-Ocone formula stated in Proposition 6, we deduce from Theorem 7 a criterion for the stable convergence of (Malliavin) differentiable functionals. It is the key to prove the main results of the paper.
, satisfy the assumptions of Theorem 7, and consider a sequence of random variables {F
Xn for every n. Then, a sufficient condition to have that
where
Martingale proof of Theorem 7
In this section, we provide a proof of Theorem 7 involving exclusively continuous martingale arguments. It is based on the following general result. 
2. if there exists a sequence of σ-fields {U n : n ≥ 1} such that
then for every random element X defined on (Ω, F , P), with values in some Polish space (S, S) and measurable with respect to U *
where W is a standard Brownian motion independent of X.
Proof. The proof is partly inspired by that of [31, Theorem 3.1] . Since τ n P → 0 by assumption, Point 1 in the statement is a direct consequence of the Continuous Mapping Theorem (see e.g. [1] ). Moreover, (19) is proved, once it is shown that (V n , X) law ⇒ (W, X). To do this, observe first that, for every n, V n is a standard Brownian motion, started from zero and independent of H n τn . We shall now show that, as n → +∞, for every A ∈ B (C [0, T )) (B (C [0, T )) is the Borel σ-field of the class C [0, T ) of the continuous functions on [0, T )) and every B ∈ S,
As a matter of fact, since U n ⊆ H n τn , and thanks to the martingale convergence theorem and the fact that X ∈ ∨ n U n ,
where the last equality follows from the independence of V n and H n τn . Since (20) implies that (V n , X) law ⇒ (W, X), with W and X independent, the proof is concluded.
Proof of Theorem 7 -According to Proposition 5-3, for each n the process t → δ Xn (π n,t u n ) is a continuous square-integrable F πn t (X n )-martingale with quadratic variation t → π n,t u n 2 Hn
with inf ∅ = 1, and observe that the above definition is well given and also that, for every n ≥ 1, every
Hn is a G n -stopping time and ρ n,s is a F πn -stopping time. In particular, for every x ≥ 0 and t ∈ [0, 1],
According to the well known Dambis-Dubins-Schwarz Theorem (see e.g. [25, Ch. V]), the underlying probability space can be suitably enlarged in order to support a sequence of stochastic processes W n such that, for each fixed n, W n is a G n -Brownian motion started from zero, and also
Since, in general, ρ n,ψn(t) ≥ t, G n ψn(t) ⊇ F πn t for every t ∈ [0, 1]. It follows that, for the sequence t n appearing in the statement of Theorem 7,
Thus, all conditions of Proposition 9 are verified, with H n = G n and τ n = ψ n (t n ), and therefore, for every U * = ∨ n U n -measurable and real-valued random variable Z,
where W is a Brownian motion independent of Z. Moreover, since ψ n (1) = π n,1 u n 2 Hn P → Y ∈ U * by assumption, we conclude that, for every Z ∈ U * ,
Now observe that δ Xn (u n ) = W n ψn (1) by (21) and also that, thanks to a further application of the Continuous Mapping Theorem,
2 Y , which yields the desired conclusion.
Further refinements
The following result is a refinement of Theorem 7 and Corollary 8. It will be used in the next section to characterize the stable convergence of double Wiener-Itô integrals. It is proved in [21, Proposition 10, Theorem 22 and formula (123)]. The setting is that of Theorem 7: H n , n ≥ 1, is a real separable Hilbert space; X n = X n (H n ), n ≥ 1, is an isonormal Gaussian process over H n .
Theorem 10 Keep the assumptions of Theorem 7 (in particular,
πn (H n , X n ) for every n, and (15), (16) and (17) are verified). Then, as n → +∞,
Moreover, if there exists a finite random variable C (ω) > 0 such that, for some η > 0,
Main results
Although Corollary 8 is quite general, the explicit computation of the projections
may be rather difficult. In this section, we prove simpler sufficient conditions ensuring that the second asymptotic relation in (18) is satisfied, when (F n ) is a sequence of multiple Wiener-Itô integrals of a fixed order. In particular, these conditions do not involve any projection on the spaces L 2 πn (H, X n ). The techniques developed below can be suitably extended to study the joint convergence of vectors of multiple Wiener-Itô integrals. This issue will be studied in a separate paper.
Statements
To
and we denote by (f ⊗ p f ) s its symmetrization. As shown in [19] and [22] , the asymptotic behavior of the contractions f ⊗ p f , p = 1, ..., n − 1, plays a crucial role in the proof of CLTs for multiple Wiener-Itô integrals. To obtain analogous results in the case of stable convergence, we need to define a further class of contraction operators, constructed by means of resolutions of the identity. To this end, fix π ∈ R (H)
For every d ≥ 1, p = 0, ..., n, t ∈ [0, 1] and f ∈ H ⊙d , we write f ⊗ π,t p f to indicate the element of
and, as before, we denote by f ⊗ π,t p f s its symmetrization. We define f ⊗ π,t p f to be the generalized contraction kernel of order p, associated to π and t. For instance, for f ∈ H ⊙d ,
Remark -When H = L 2 (Z, Z, ν), where ν is σ-finite and non-atomic, and π ∈ R (H) has the form
where Z t is an increasing sequence in Z such that Z 0 = ∅ and Z 1 = Z, we have the following elementary relation:
The next result, which is the main achievement of the paper, generalizes the crucial part of the CLT stated in [19, Theorem 1] to the case of the stable convergence. Its proof is postponed to the next section.
Theorem 11 Let H n , X n (H n ), π n , t n and U n , n ≥ 1, satisfy the assumptions of Corollary 8. Fix d ≥ 2, and consider a sequence of random variables {F n : n ≥ 1}, such that, for every n,
for a certain f n ∈ H ⊙d n , and moreover
Then, the following hold:
1. for every n ≥ 1,
where o P (1) stands for a sequence of random variables converging to zero in probability;
2. if π n ∈ R AC (H n ) for every n ≥ 1 and, for every r = 1, ..., d − 1,
and therefore
Remarks -(a) Since, due to Lemma 3 and for any continuous π ∈ R (H), there exists a non decreasing function φ such that π π φ(·) is absolutely continuous, Theorem 11 applies de facto to any sequence π n ∈ R (H n ), n ≥ 1.
(b) Suppose that X n (H n ) = X (H) for every n ≥ 1. Then, the random variables F n , n ≥ 1, appearing in (26) all belong to the same Wiener chaos, and, due to (29), the sequence E F 2 n | F πn tn (X n ) , n ≥ 1, belongs to the same finite sum of d Wiener chaoses. Recall also that, on a finite sum of Wiener chaoses, the topology induced by convergence in probability is equivalent to the L p topology, for every p ≥ 1 (see e.g. [27] ). When (27) and (28) are verified, we therefore deduce from (29) that Y has necessarily the form
for some g r ∈ H ⊙r and r = 1, ..., d − 1. Moreover, (28) is equivalent to the condition: as n → +∞, d! f n 2 H ⊗d → E (Y ) and, for r = 1, ..., d − 1,
in H ⊙2r . It follows that, for r = 1, ..., d − 1, the two operators f n ⊗ * d−r f n and f n ⊗ * * d−r f n , from H to H ⊗2r , defined as
solve the problem raised in the Introduction. Indeed, under (27) We now show that the conclusions of Theorem 11 may be strengthened in the case of a sequence of double Wiener-Itô integrals, i.e. in the case d = 2. The proof of the next result is deferred to the Section 3.3. (27) and (28) are in order), suppose that d = 2 and that the following implication holds:
Theorem 12 Under the assumptions and notation of Theorem 11 (in particular,
Then, the following are equivalent
Moreover, if either one of conditions (i)-(iv) is satisfied,
Remark -(a) Due again to the equivalence of the L 0 and L 2 topology on a finite sum of Wiener chaoses (see [27] ), condition (36) is verified in the case H n = H and X n (H) = X (H), for every n ≥ 1.
(b) When d = 2, the second part of Theorem 11 corresponds to the implications (iv) =⇒ (i) =⇒ (ii) of Theorem 12.
The next consequence of Theorem 11 is a central limit theorem, generalizing Theorem 1.
Corollary 13
Let H n , X n (H n ), n ≥ 1, be defined as above, and suppose that π n ∈ R AC (H n ) for each n. 
Proof. The equivalence of the three conditions (ii)-(iv) is the object of Theorem 1. That (i) implies (ii) follows from Corollary 8, in the case t n = 0 for every n. Finally, (iv) implies (i) thanks to Theorem 11-2, again in the case t n = 0.
Proof of Theorem 11
We start by proving an auxiliary analytic result. Let (A, A) be a measurable space. For m ≥ 1, let ξ m be shorthand for a vector ξ m = ((a 1 , x 1 ) 
Proof. Start by writing
(note that the equality (38) holds because of the assumption: l {(a, x) : x = x * } = 0, ∀x * ). Now, by using a standard Fubini theorem,
and also
The last relation implies that
hence proving (37).
Remark -With the notation of Lemma 14, suppose that the sequence
: n ≥ 1 is bounded and, as n → +∞,
→ 0 (note that the equality in (39) derives from a standard Fubini theorem). Then, by (38) and (37), Lemma 14 implies that the sequence Q i (n), defined for i = 1, 2, 3, 4 by
(the equalities after the definitions of Q 3 (n) and Q 4 (n) are again a consequence of the Fubini theorem) converges to 0 as n → +∞. This fact will be used in the proof of Theorem 11-2.
(Proof of Theorem 11-1 ) By using a standard multiplication formula for multiple stochastic integrals (see e.g. [17, Proposition 1.5.1]), we obtain that
and consequently, for n ≥ 1,
Now observe that, for r = 1, ..., d,
I
Xn 2r
It follows from formulae (40), (41) and (42), that Theorem 11-1 is proved, once it is shown that I Xn 2r
due to assumption (27) , hence yielding the desired conclusion. We first prove Theorem 11-2 when the following assumptions (a) and (b) are verified: (a) for every n ≥ 1,
where (A n , A n ) is a measurable space, ν n is a σ-finite (positive) measure on (A n , A n ), and
Note that µ n is non-atomic, and also that, in this setting,
It follows that every f ∈ H ⊙d n can be identified with a (square integrable) function
which is symmetric in the variables (a 1 , x 1 ) , ..., (a d , x d ). Moreover, by using the notation introduced in formulae (23)- (25), for every f ∈ H ⊗d n and every t ∈ [0, 1],
Finally, we observe that (by using the notation introduced before the statement of Lemma 1 , x 1 ) , ..., (a m , x m )),
For H n and π n ∈ R (H n ) (n ≥ 1) as in (43), (44) and (45), consider the sequence of isonormal Gaussian processes X n = X n (H n ), n ≥ 1, appearing in the statement of Theorem 11. Since, according to (26) ,
, we obtain immediately that, for n ≥ 1,
where, for every fixed (a,
In this framework, the sequence proj D Xn F n | L 2 πn (H n , X n ) , n ≥ 1, can be easily made explicit by means of the following result.
Lemma 15
If H n and π n ∈ R (H n ), n ≥ 1, satisfy relations (43), (44) 
and (45), for every
for µ n -a.e. (a, x) , where the filtration
], is defined according to (3).
Proof. Denote by u * the process appearing on the right hand side of (50). To show that u * is an element of L 2 πn (H n , X n ) we need to show that it is a π n -adapted element of L 2 (H n , X n ) . Since u belongs to L 2 (H n , X n ), so does u * . Moreover, u * is π n -adapted because, for every h ∈ H n and every t ∈ [0, 1],
by (45). Now consider an element of E πn (H n , X n ) with the form g = Φ (t 1 ) (π n,t2 − π n,t1 ) f where t 2 > t 1 , f ∈ H n and Φ (t 1 ) ∈ F πn t1 (X n ) is square-integrable. Then,
where we have used a Fubini theorem and the fact that Φ (
πn (H n , X n ) as required.
In particular, thanks to the classic properties of multiple Wiener-Itô integral and conditional expectations (see e.g. [18] ), we deduce from (46) and (49) 
and consequently
Now note that, thanks to (6), (9) and the fact that E (F n ) = 0,
Moreover, the chaotic expansion of the right hand side of (52) can be made explicit thanks to the standard multiplication formula (see again [17, Proposition 1.5.1])
d−1 (for every fixed (a, x)), from which we obtain
where the last term is obtained by putting r = d − q − 1, and by using the identity
and where we also applied, to obtain (53), a standard stochastic Fubini theorem (which is a consequence of the linearity of multiple stochastic integrals-see e.g. [ = ' means that the equality is true up to sets of zero Lebesgue measure. Thus, for r = 1, ..., d − 1, and for any pair
Now, if t n is the sequence in the statement of Theorem 11, one has
is given by (55)). To this end, introduce the notation: for every q ≥ 1, every p = 0, ..., q and t ∈ [0, 1]
q : there are exactly p indices i such that x i ≤ t} and note that, for q ≥ 1, up to sets of zero µ n -measure,
where the unions are disjoint. With this notation, by (58), (59) and the fact that µ n is non-atomic (so that we can write < instead of ≤ in the indicator function defining H r n,tn (2)), we therefore obtain that, for each n,
and : n ≥ 1 is bounded by assumption (indeed, relation (28) holds). We can therefore argue as in the remark following the proof of Lemma 14, and deduce that, since for every p ∈ {0, ..., d − r − 1} and q ∈ {0, ..., r − 1} the sequence in (66) converges to 0 (by (65) so that the conclusion is obtained by a further application of (67), as well as a standard version of the Cauchy-Schwarz inequality.
To prove Theorem 11 in the general case, we start by showing that, for every real separable Hilbert space H, and for every absolutely continuous resolution of the identity π = {π t : t ∈ [0, 1]} ∈ R AC (H), there exists a Hilbert space H ♯ with the form (43) and (44) (the dependence on n has been momentarily dropped), and a resolution π ♯ = π 
from H ♯ onto H, such that, for every t ∈ [0, 1],
In the language of [30, Definition 5.1], (69) implies that the two pairs (H, π) and H ♯ , π ♯ are equivalent.
Note that (69) holds if, and only if, the following condition is verified: for every t ∈ [0, 1], π t = T π ♯ t T −1 . Moreover, since T is a unitary transformaton, T −1 = T * . To prove the existence of such a T , let π be absolutely continuous on H, set q = rank (π), and consider a fully orthogonal π-reproducing subset S = {g j : 1 ≤ j ≤ q} ⊆ H.
Note that the full orthogonality of S implies that, for every s, t ∈ [0, 1] and for every i = j, (π s g i , π t g j ) H = 0. Moreover, since π is absolutely continuous, for every j ≥ 1 there exists a function m j (t), t ∈ [0, 1], such that m j (·) ≥ 0, and
Note that (71) implies that m j (·) ∈ L 1 ([0, 1] , dx), and that we can always define the set S in (70) to be such that 
