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CLASS VII0 SURFACES WITH b2 CURVES
GEORGES DLOUSSKY, KARL OELJEKLAUS & MATEI TOMA
Abstract. We give an affirmative answer to a conjecture of Ma. Kato, namely
that every compact complex surface S in Kodaira’s class VII0 having b2(S) > 0
and b2(S) rational curves, admits a global spherical shell.
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2 DLOUSSKY, OELJEKLAUS & TOMA
0. Introduction
Kodaira’s class V II0, which consists of minimal compact complex surfaces S having
b1(S) = 1, is not completely understood so far. In fact, only the case when b2(S) = 0
is completely classified, by the work of Kodaira [13], Inoue [11], Bogomolov [1], Li-
Yau-Zheng [14] and Teleman [18].
For b2(S) > 0 a construction method and thus a large subclass of surfaces has been
introduced by Kato [12]. These are exactly the minimal surfaces with b2 > 0 con-
taining global spherical shells. (See the next section for the definition.) One can
show that a surface S of class V II0 has at most b2(S) rational curves on it and that
if moreover S admits a global spherical shell, then there are exactly b2(S) rational
curves on S. Ma. Kato conjectured that the converse should be true as well. Im-
portant progress towards this conjecture was made by I. Nakamura [15], [16], who
showed that if S has b2(S) rational curves, then their configuration is that of the
curves of a surface with global spherical shells and S is a deformation of a blown up
Hopf surface.
This paper is devoted to the proof of Kato’s conjecture:
Main Theorem: If S is a surface of class V II0 with b2(S) > 0 and with b2(S)
rational curves, then S admits global spherical shells.
At present all known surfaces S of class V II0 with b2(S) > 0 contain global spherical
shells. In fact, by making additional assumptions on S like the existence of a homo-
logically trivial divisor [8] or of two cycles of rational curves [15] or of a holomorphic
vector field [6], [7], it was shown that S contains global spherical shells. The present
paper makes a further step in this direction.
The paper is organized as follows. Section 1 is preparatory. We recall some facts on
surfaces with global spherical shells and on surfaces S of class V II0 with b2(S) > 0
rational curves. Such surfaces were called special by Nakamura [16]. We also prove
a fact we shall need later, namely that if S is special, then the canonical bundle of
a suitable finite ramified covering of S is numerically divisorial.
Using the knowledge of the configuration of rational curves on a special surface,
we prove in section 2 the existence of a logarithmic 1-form twisted by a flat line
bundle. Passing to a finite ramified covering we get a global twisted holomorphic
vector field. The twisting is again by some flat line bundle. This induces a true
holomorphic vector field on the universal covering S˜ of S.
In section 3 we prove that this holomorphic vector field is completely integrable and
that the universal covering of the complement of the curves of S is isomorphic to
H× C, where H denotes the complex half plane.
Section 4 is devoted to the computation of the action of the fundamental group on
H× C.
This allows us to recover in section 5 the contracting rigid germ of holomorphic map
which gave birth to our surface S. Using the work of C. Favre [9] which classifies
such germs, we are able to conclude.
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1. Preliminaries
We start by recalling some definitions and known facts. A compact complex surface
S is said to belong Kodaira’s class V II if b1(S) = 1 and to class V II0 if it is more-
over minimal. Surfaces of class V II0 with b2 = 0 have been completely classified,
see for instance [18]. In this paper we deal with the case b2 > 0. It is well known
then, that the Kodaira dimension of S is negative and that the algebraic dimension
vanishes. In particular, S has finitely many irreducible curves.
At present the only known surfaces of class V II0 with b2 > 0 contain global spherical
shells (GSS). A global spherical shell is a neighborhood V of S3 ⊂ C2 \ {0} which
is holomorphically embedded in the surface S such that S \ V is connected. All
surfaces with GSS may be constructed by a procedure due to Ma. Kato [12]. As
a consequence they all have exactly b2(S) rational curves; some of them admit an
elliptic curve as well. Ma. Kato also made the following
Conjecture If S is a class V II0 surface with b2 > 0 rational curves, then S admits
a GSS.
Following I. Nakamura [16] we shall call a class V II0 surface special, if it has b2 > 0
rational curves. Since special surfaces admitting homologically trivial divisors or
with all rational curves organized in one or two cycles have been shown to admit
GSS, [8], [15], [3], [12], we concentrate our attention on the remaining ones. We
shall call them special surfaces of intermediate type.
In [16], Nakamura proved that the configuration of the rational curves of a special
surface of intermediate type is the same as that of a surface with GSS with the same
b2. In particular the dual graph of such a configuration is connected and contains a
cycle to which some trees are attached. Nakamura also showed that these surfaces
are deformations of blown-up primary Hopf surfaces, in particular that their fun-
damental group is isomorphic to Z. Furthermore, he proposed a line of attack to
Kato’s conjecture. However, one of his conjectures proved to be not correct, see [19].
Notation We denote by D the maximal reduced divisor of a special surface S,
by M(S) the intersection matrix of the rational curves of S and set k(S) :=√
| detM(S)|+1. (It is well known that
√
| detM(S)| is the index of the subgroup
generated by classes of curves in H2(S,Z) and thus it is an integer). Moreover we
denote by S˜ the universal cover of S and by D˜ the preimage of D in S˜. Then D˜ is
the universal cover of D.
In this section we show that after passing to a ramified covering and a resolution
of singularities, we may suppose that the anticanonical bundle of our surface is
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numerically divisorial, i.e. there exists a flat line bundle L on S and a divisor D−K
such that K−1S ≃ L⊗O(D−K).
Since under our assumptions π1(S) ≃ Z, it is easy to see that the flat line bundles
are parametrized by C∗ ≃ Hom(π1(S),C∗) ≃ Pic0(S). We shall often write Lλ for
the line bundle corresponding to the complex number λ ∈ C∗.
Lemma 1. 1. Let S be a special surface of intermediate type. Then there exist a
positive integer m, a flat line bundle L and an effective divisor Dm such that
(KS ⊗ L)
⊗m = O(−Dm).
Proof: Since the cohomology classes associated to the rational curves of S generate
H2(S,Q), there always exist m ∈ N∗, L ∈ Pic0(S) and a divisor Dm such that
(KS ⊗ L)
⊗m = O(−Dm).
We have only to check that Dm ≥ 0. Let Dm = D+ − D− with D+, D− ≥ 0 and
D+.D− ≥ 0. The adjunction formula implies that Dm.C ≤ 0 for any irreducible
curve C on S. Hence
0 ≥ Dm.D− = (D+ −D−).D− ≥ −D
2
− ≥ 0.
But then D− = 0, since S does not admit homologically trivial divisors.
Definition 1. 2. The smallest possible m ∈ N∗ for which a decomposition
(KS ⊗ L)
⊗m = O(−Dm)
as in Lemma 1.1 exists, will be called the index of the surface S and denoted bym(S).
When m(S) = 1 we denote D−K = D1 and call this the numerically anticanonical
divisor of S.
Notice that Dm is unique when S is of intermediate type. The following proposition
will enable us to reduce the proof of the Main Theorem to the case of special surfaces
of index 1. We have formulated it for simplicity for special surfaces of intermediate
type, but the general case can be proved similarly.
Proposition 1. 3. Let S be a special surface of intermediate type with index m :=
m(S) > 1. Then there exists a diagram
S ′
π′
  A
AA
AA
AA
T
c
??~~~~~~~
ρ

Z ′
Z
π
  @
@@
@@
@@
@ T
′
ρ′
OO
c′~~}}
}}
}}
}}
S
where
• (Z, π, S) is a m-fold cyclic ramified covering space of S, branched over Dm,
• (T, ρ, Z) is the minimal desingularization of Z,
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• (T, c, S ′) is the contraction of the (possible) exceptional curves of the first kind,
• S ′ is a special surface with action of the group of m-th roots of unity Um, with
index m(S ′) = 1,
• Z ′ is the quotient space of S ′ by Um,
• (T ′, ρ′, Z ′) is the minimal desingularization of Z ′,
• (T ′, c′, S) is the contraction of the (possible) exceptional curves of the first kind,
such that the restriction over S \D is commutative, i.e.
θ := π ◦ ρ ◦ c−1 = c′ ◦ ρ′
−1
◦ π′ : S ′ \D′ → S \D.
Moreover, if S ′ has a GSS, then S has a GSS as well.
Proof: We have
(KS ⊗ L)
⊗m = O(−Dm).
Let X be the total space of the line bundle K−1 ⊗ L−1. We choose an open triv-
ialisation covering U = (Ui) for K and L with local coordinates (z
i
1, z
i
2), defining
cocycles (kij) and (gij) of K and L such that Dm ∩ Ui = {fi = 0} and
kmij g
m
ij
fi
fj
= 1.
If ζi is the fiber variable of X over Ui, the equations ζ
m
i = fi(z) fit together and
define an analytic subspace Z ⊂ X . It is easy to see that Um acts holomorphically
and effectively on Z and that Z/Um = S. Let π : Z → S be the projection on
S. The ramified covering (Z, π, S) is branched exactly over supp(Dm). The local
meromorphic 2-forms
ωi =
dzi1 ∧ dz
i
2
ζi
yield a twisted meromorphic 2-form ω on X , hence on Z, for
ωi =
dzi1 ∧ dz
i
2
ζi
=
k−1ij dz
j
1 ∧ dz
j
2
(kijgij)−1ζj
= gij
dzj1 ∧ dz
j
2
ζj
= gijωj.
Now, let (T, ρ, Z) be the minimal desingularization of Z. This includes of course the
normalization of Z. Notice that the normalization is connected by the minimality
of m. Set H = ρ⋆L, then τ = ρ⋆ω is a twisted meromorphic 2-form on T which does
not vanish and has a non trivial polar divisor E and KT ⊗ H = O(−E). Finally,
in order to obtain S ′, we contract all exceptional curves of the first kind. It is clear
that the index S ′ is one. As before Um acts holomorphically on S ′ and S ′ \D′ is a
covering manifold of S \D.
The quotient Z ′ = S ′/Um is a normal surface. The desingularization (T ′, ρ′, Z ′)
yields S after contraction of the exceptional curves of the first kind.
Since S has no non-constant meromorphic functions, the same holds for S ′. Apply-
ing then the classification of Kodaira, S ′ is a K3 surface, a torus or a surface of class
VII0. The first two cases have a trivial canonical bundle, hence S
′ belongs to class
VII0. Moreover b2(S
′) > 0, because it contains a cohomologically non trivial divisor.
We shall now show that if S has a GSS, then S ′ will also have this property. We
may choose a GSS S3 ⊂ V ⊂ C2 \ {0} which after embedding in S cuts only one
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curve C of our surface S. For a suitable choice of global coordinates (z1, z2) on V ,
the intersection C ∩ V is given by the equation z1 = 0. Moreover KS|V and L|V are
trivial on V . Let ζ be the fiber coordinate of X over V . Suppose Dm∩V = n(C∩V ).
The pull-back π−1(S3) of the sphere S3 to Z is given by the equations
|z1|
2 + |z2|
2 = 1, zn1 = ζ
m.
Let d := g.c.d.(n,m) and n′ = n/d, m′ = m/d. Then there are d irreducible
components around π−1(S3) in Z which will become disjoint after normalization.
We denote by Σ1, ...,Σd the corresponding components of π
−1(S3). Let us choose
Σ1 with equations
|z1|
2 + |z2|
2 = 1, zn
′
1 = ζ
m′.
This component is normalized by the map
(t, z2) 7→ (t
m′ , z2, t
n′).
The pull-back Σ′1 of Σ1 to T will be given in these coordinates by the equation
|t|2m
′
+ |z2|
2 = 1.
We check now that T \Σ′1 is connected. Let P,Q ∈ T \Σ
′
1 two points in a neighbor-
hood of Σ′1 ∩ ρ
−1(π−1(D)) which find themselves on different sides of Σ′1. Their pro-
jections π(ρ(P )), π(ρ(Q)) on S may be connected by a path avoiding S3 and D. We
may lift this path to a path γ in Z which connects ρ(P ) to some Q′ ∈ π−1(π(ρ(Q))).
In order to ensure that Q′ and ρ(Q) coincide, it is enough to let the initial path in
S turn the needed number of times around the components of D. By further lifting
γ to T we get the looked for connectedness. For m′ > 1 ,
Σ′1 = {(t, z) ∈ C
2 | |t|2m
′
+ |z2|
2 = 1}
is no longer a sphere, but remains the border of a bounded Stein domain of C2.
Noticing that Σ′1 may be approximated by a strictly pseudoconvex hypersurface (for
example of equation ǫ|t|2 + |t|2m
′
+ |z2|2 = 1) it is possible to use the same argu-
ments as in [2] in order to get a contracting holomorphic germ and hence a GSS on S ′.
In particular, when S has a GSS, S ′ has exactly b2(S
′) = −K2S′ rational curves. But
since for a special surface S, the dual graph of the curves is the same as for some
surface with a GSS and since the intersection matrix of the curves of S ′ depends
only on this graph, we get that our S ′ also has b2(S
′) = −K2S′ rational curves. Thus
S ′ is special under the weaker condition that S is special (of intermediate type).
Finally, it is not difficult to show (cf. [4]), that quotients of GSS surfaces by the
actions of finite cyclic groups of automorphisms remain GSS surfaces. Thus if S ′
has a GSS, then S will also have one.
2. Existence of a twisted logarithmic 1-form
In this section we shall consider a special surface S of intermediate type and prove
that it always admits a twisted logarithmic 1-form. Let D = Dmax =
∑n
i=1Ci be
the maximal reduced divisor of S.
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Lemma 2. 1. If S has index m(S) = 1, then the numerically anticanonical divisor
satisfies D−K > D. In particular, for every flat line bundle L on S, H
0(S,KS⊗L) =
0.
Proof: Suppose that D−K does not contain all the curves of S. Since by [16] the
maximal divisor D is connected, there will exist an irreducible curve C which is not
contained in D−K but such that supp(D−K) ∩ C 6= ∅. Then KS.C = −D−K .C < 0
which gives a contradiction to the adjunction formula. Thus D−K ≥ D. But the
equality D−K = D would imply D
2 = −b2(S) which may happen only on Inoue-
Hirzebruch surfaces by [16]. But Inoue-Hirzebruch surfaces are not of intermediate
type, so in our case we have D−K > D.
Lemma 2. 2. For every L ∈ Pic0(S) we have Γ(S,Ω1 ⊗ L) = 0.
Proof : We may suppose L 6= 0. Using the exact sequence of sheaves
0→ dO(L)→ Ω1 ⊗ L→ Ω2 ⊗ L→ 0
we get
Γ(Ω1 ⊗ L) = Γ(dO(L)).
Take now ω ∈ Γ(dO(L)) and denote by ω˜ its pull-back on the universal covering S˜
of S. Then g∗ω˜ = λω˜ where g is a generator of π1(S) ≃ Z and λ is the twisting
factor which corresponds to L ∈ Pic0(S) ≃ C∗. Let f be a primitive of ω˜ and c ∈ C
such that f ◦ g = λf + c. Replacing f by h := f + c
λ−1
, we get h ◦ g = λh which
means that h induces a section in Γ(S,O(L)). By our assumption on S, h has then
to be the zero section and thus ω = 0.
Lemma 2. 3. A non-trivial twisted logarithmic 1-form on S is always closed and
has poles along each curve of S.
Proof : Let 0 6= ω ∈ Γ(S,Ω1(logD) ⊗ L) for a flat line bundle L. Then dω ∈
Γ(S,Ω2(D) ⊗ L). If dω 6= 0, then its associated divisor Γ satisfies 0 ≤ −Γ ≤ D
which contradicts Lemma 2.1. Thus dω = 0. By Lemma 2.2, the pole divisor D∞ of
ω is non-trivial. Then D∞ must contain the cycle of rational curves of S, otherwise
one could write ω as a non-trivial logarithmic 1-form in a neighborhood V of D∞
and since the dual graph of D∞ would be contractible, ω would be holomorphic on
V by [17]. So let now C1 be an irreducible component of D∞ and suppose there
exists a rational curve C2 not contained in D∞ such that ∅ 6= C1∩C2 = {p}. Choose
coordinates (z1, z2) locally around p such that Ci = {zi = 0}, i = 1, 2, and write
ω = α1
dz1
z1
+ α2dz2
in these coordinates. Since
0 = dω =
∂α1
∂z2
dz2 ∧
dz1
z1
+
∂α2
∂z1
dz1 ∧ dz2,
we see that α1 must have the form
α1(z1, z2) = β(z1) + z1z2γ(z1, z2).
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If β(0) 6= 0, the restriction of ω to C2 would have as only pole a simple pole in p,
which is impossible. Therefore β(0) = 0 and
ω = (
β
z1
+ z2γ)dz1 + α2dz2
has no pole along C1, which gives a contradiction. Thus D∞ = D.
Lemma 2. 4. Two logarithmic 1-forms ω1, ω2 on S twisted by flat line bundles
L1, L2 are necessarily linearly dependent.
Proof : If ω1, ω2 were not linearly dependent, their exterior product ω1 ∧ ω2 ∈
Γ(S,Ω2(D) ⊗ L1 ⊗ L2) would be non-identically zero. This contradicts Lemma
2.1.
Lemma 2. 5. If L is a flat line bundle on S and Γ(S,Ω1(logD)⊗ L−1) = 0, then
the morphism
H2(S,CS(L))→ H2(D,CD(L))
induced by restriction is bijective.
Proof : We may suppose L to be non-trivial, since otherwise the conclusion holds
by our hypotheses on S.
The long exact cohomology sequence of the diagram
0 // CD(L) // OD(L)
d //
⊕n
i=1ΩCi ⊗ L
// 0
0 // CS(L)
restr
OO
// OS(L)
restr
OO
d // dOS(L)
restr
OO
// 0 (1)
gives
H1(OD(L)) // H
1(
⊕n
i=1ΩCi ⊗ L)
// H2(CD(L)) // H2(OD(L))
H1(OS(L))
OO
// H1(dOS(L))
OO
// H2(CS(L))
OO
// H2(OS(L))
OO
Using the identities
H2(OS(L)) = 0, H
0(OS(L)) = 0, H
2(OD(L)) = 0, H
0(OD(L)) = 0
and the theorem of Riemann-Roch, we get H1(OS(L)) = 0 and H1(OD(L)) = 0.
Thus our task comes to showing the bijectivity of the morphism
H1(dOS(L))→ H
1(
n⊕
i=1
ΩCi ⊗ L).
On the other hand the commutative triangle⊕n
i=1ΩCi ⊗ L
dOS(L)
restr
77ooooooooooo
// Ω1(L),
restr
ggNNNNNNNNNNN
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the long exact cohomology sequence associated to
(2) 0→ dOS(L)→ Ω
1
S(L)→ Ω
2
S(L)→ 0
and the fact that H0(Ω2S(L)) = 0, allow us to get the commutative triangle
H1(
⊕n
i=1ΩCi ⊗ L)
H1(dOS(L))
55llllllllllllll
// H1(Ω1(L))
hhRRRRRRRRRRRRR
where the horizontal arrow is an isomorphism. Thus, we have only to prove that
the morphism
(3) H1(Ω1(L))→ H1(
n⊕
i=1
ΩCi ⊗ L)
is bijective. We examine the dimensions first.
dimH1(
n⊕
i=1
ΩCi ⊗ L) =
n∑
i=1
dimH1(ΩCi ⊗ L) = n
and
dimH1(Ω1(L)) = −χ(Ω1(L))+h0(Ω1(L))+h2(Ω1(L)) = −χ(Ω1(L)) = −χ(Ω1) = b2,
since we know that h0(Ω1(L)) = h0(Ω1(L−1))) = 0. By assumption b2 = n, so it is
enough to show only the surjectivity of the morphism (3). In order to do so, let us
compute the kernel N of the surjective morphism
Ω1S →
n⊕
i=1
ΩCi .
Locally around a point C1 ∩ C2, where Ci = {zi = 0}, this morphism is given by
f1dz1 + f2dz2 7→ (f1(z1, 0)dz1, f2(0, z2)dz2).
Thus a section of the kernel must have the form z2g1dz1 + z1g2dz2 where g1, g2 are
holomorphic functions. Therefore we get the duality
N ⊗ Ω1S(logD)
∧ // Ω2S
(z2g1dz1 + z1g2dz2,
h1
z1
dz1 +
h2
z2
dz2)
 // (g1h2 − g2h1)dz1 ∧ dz2,
proving that
N ≃ Ω1S(logD)
∨ ⊗ Ω2S.
In order to finish the proof we consider now the long exact cohomology sequence of
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0→ N ⊗ L→ Ω1S ⊗ L→
n⊕
i=1
ΩCi ⊗ L→ 0
and use the fact that H2(N ⊗ L) = H0(Ω1S(logD)⊗ L
−1)∗ = 0 which is ensured by
hypothesis.
Theorem 2. 6. Let S be a special surface of intermediate type and k := k(S).
Then there is a choice of a generator of π1(S) ≃ Z such that S admits a closed
logarithmic 1-form twisted by the flat line bundle Lk.
Proof : By [16] there exists a surface S ′ with a GSS such that the dual graph of the
maximal reduced divisor D′ of S ′ coincides with that of D. By [5] and [9], Thm.
1.2.24, we may choose the generator of π1(S
′) ≃ π1(D′) such that Γ(S ′,Ω1(logD′)⊗
Lk) 6= 0. We further fix the generator of π1(S) ≃ π1(D) ≃ Z ≃ π1(S ′) ≃ π1(D′)
to be the same as above. We may now suppose that Γ(S,Ω1(logD) ⊗ L1/k) = 0,
otherwise we change the generator of π1(S). We shall identify sections of sheaves
on S twisted by Lk with sections of the pullback-sheaves on the universal cover S˜
of S which respect the representation ρ : π1(S)→ C defining Lk. We start with the
exact sequence
(4) 0→ dO(Lk)→ dO(logD)⊗ Lk →
n⊕
i=1
OC˜i ⊗ L
k → 0
where C˜i are the normalisations of the curves Ci ⊂ S and with a certain element
a ∈ Γ(S,
n⊕
i=1
OC˜i ⊗ L
k) = Γ(S˜,
∞⊕
i=−∞
OC˜i)
ρ
to be defined below. Seen as an element in
Γ(S˜,
∞⊕
i=−∞
OC˜i) ≃
∞⊕
i=−∞
Γ(S˜,OC˜i),
a becomes a vector in CZ with the property ai+n = kai for all i ∈ Z.
Choose a non-trivial element
ω′ ∈ Γ(S ′,Ω1(logD′)⊗ Lk)
and put
ai :=
∫
γi
ω′,
where γi is a small path around C
′
i ⊂ D˜
′ and we denote again by ω′ the pull-back
of ω′ to the universal cover S˜ ′ of S ′. The Camacho-Sad formula for the foliation
defined by ω˜′ gives
C2j = −
∑
i6=j
Ci∩Cj 6=∅
ai
aj
,
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see [7]. Moreover we have seen in [7] that ω′ may be chosen such that a ∈ Z[1/k]Z.
For such a choice let further Uj be small neighborhoods of the curves Cj on S˜ and
consider divisors Dj in these neighborhoods of the form
Dj := k
ν(ajCj +
∑
i6=j
Ci∩Cj 6=∅
aiCi),
for some ν ∈ N which is sufficiently large. Since Dj .Cj = 0, Dj is the zero divisor
of some holomorphic function fj ∈ O(Uj). Put then
ωj := k
−ν dfj
fj
∈ Γ(Uj , dO(logD˜)).
One may choose the functions fj ∈ O(Uj) such that
g∗ωj+n = kωj
holds for all j ∈ Z; here g ∈ π1(S) denotes the “positive” generator of π1(S). There
exist local coordinate functions zj , zi which define the curves Cj, Ci such that around
Ci ∩ Cj we have
ωj = aj
dzj
zj
+ ai
dzi
zi
and around points of Cj away from any other compact curve
ωj = aj
dzj
zj
.
We look now at the situation on Ui∩Uj . Here ωj−ωi is a closed holomorphic 1-form
and thus exact if Ui ∩ Uj is simply connected, which we shall always suppose; in
fact, ωj − ωi has the form
aj
dgj
gj
+ ai
dgi
gi
,
with gi, gj ∈ O∗(Ui ∩ Uj).
Let U be the covering of S˜ which consists of the open sets Ui and of S˜ \ D˜. We set
ω = 0 on S˜\D˜. Then we get a cocycle (ωj−ωi)j,i ∈ H1(U , dO(Lk)) which represents
the image of a through the canonical connecting homomorphism associated to the
sequence (4). We follow this image further through the isomorphism
H1(dO(Lk))
≃
−→ H2(C(Lk))
which comes from the short exact sequence
0→ C(Lk)→ O(Lk)→ dO(Lk)→ 0.
In order to do this we pass to a finer covering V = (Vν)ν which has the property
that the sets Vµν := Vµ ∩ Vν are simply connected. Let γ be the refinement map
and set ων := ωγ(ν)|Vν for Vν ⊂ Uγ(ν). Since ων − ωµ is exact on Vµν , we may choose
primitives fνµ. This is done such that
fνµ = 0 if γ(µ) = γ(ν) and
fνµ = fγ(ν)γ(µ) if γ(µ) 6= γ(ν) and γ(µ), γ(ν) ∈ Z.
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The cocycle
((fµν − fλν + fλµ)|Vλµν )λµν
is the looked for element in H2(V,C(Lk)). But we remark now that the trace of
this cocycle on D˜ is zero and thus its image in H2(D ∩ V,C(Lk)) by the restriction
morphism will be zero as well. One sees this by checking the different possibilities
for λ, µ, ν, such that Vλµν ∩ D˜ 6= ∅ :
• when γ(λ) = γ(µ) = γ(ν), all primitives are zero
• when γ(λ) = γ(µ) 6= γ(ν), one gets again fµν − fλν + fλµ|Vλµν = 0.
Notice that at least two elements among γ(λ), γ(µ), γ(ν) must be equal.
Now Lemma 2.5 shows that the class of our cocycle in H2(S,C(Lk)) vanishes. Hence
there exists a non-trivial element ω in Γ(S, dO(logD) ⊗ Lk) which maps onto a ∈
Γ(S,
⊕n
i=1OC˜i ⊗ L
k).
Corollary 2. 7. The foliation associated to ω ∈ Γ(S,Ω1(logD) ⊗ Lk) has simple
singularities and rational Camacho-Sad indices with respect to the curves of S.
Proof : If ω is obtained as in the main part of the proof of Theorem 2.6 then the
associated Camacho-Sad indices are ai
aj
, i.e. the same as those associated to ω′ on
S ′, and thus rational. But if ω ∈ Γ(S,Ω1(logD) ⊗ L1/k), where the orientation on
π1(S) and π1(S
′) is chosen to be the same, we have to reconsider the Camacho-Sad
equations of the components Ci of D. Let F denote the foliation associated to ω.
Lemma 2.3 implies that the irreducible components of D are invariant for F . Let
C1, C2 be two such components which intersect at p and (z1, z2) local coordinate
functions around p such that Ci = {zi = 0} for i = 1, 2. We may write ω around p
as
ω = g1
dz1
z1
+ g2
dz2
z2
where g1, g2 are holomorphic functions in z1, z2. Consider now small paths γi turning
around Ci, contained say in the local curve z3−i = c3−i, for two constants c1, c2 ∈ C.
Since ω is closed the integrals∫
γ1
ω = 2πiResz1=0(ω|z2=c2) = 2πig1(0, c2)∫
γ2
ω = 2πiResz2=0(ω|z1=c1) = 2πig2(c1, 0)
are independent of c1, c2. Moreover, since ω has true poles of order one along C1
and C2, both integrals are non-zero; in particular g1(0, 0) 6= 0 6= g2(0, 0) and p is
a simple singularity for F . Now the foliation F is defined locally around p by the
kernel of the form z2g1dz1 + z1g2dz2 and the Camacho-Sad index of F with respect
to C2 is by definition
CS(F , C2, p) := Resz1=0
( ∂
∂z2
(−
z2g1
z1g2
)|C2
)
= Resz1=0
(
−
g1(z1, 0)
z1g2(z1, 0)
)
=
= −
g1(0, 0)
g2(0, 0)
= −
∫
γ2
ω/
∫
γ1
ω
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and similarly for C1. A consequence of this is that all Camacho-Sad indices of F
along the curves of S are non-zero.
Now recall that the maximal divisor D of S consists of a cycle
∑m
i=1Ci of rational
curves to which a non zero number of trees of rational curves is attached. It is easy
to see that the Camacho-Sad indices associated to the curves of the trees are all
rational. Indeed, if Bi,1, ..., Bi,mi is the tree with root Ci, and if −B
2
i,j =: bi,j , we get:
CS(F , Bi,mi, Bi,mi ∩ Bi,mi−1) = −bi,mi
for the top,
CS(F , Bi,mi−1, Bi,mi ∩Bi,mi−1) = −
1
bi,mi
,
CS(F , Bi,mi−1, Bi,mi−1 ∩ Bi,mi−2) = −bi,mi−1 +
1
bi,mi
and so on. Setting as in [7] bi := −CS(F , Ci, Ci ∩ Bi,1), di := −C2i − bi and αi :=
−CS(F , Ci, Ci−1 ∩ Ci), i = 1, . . . , m, we get the equations
αi +
1
αi+1
= di, for 1 ≤ i ≤ m− 1
and
αm +
1
α1
= dm.
Each αi is the solution of a quadratic equation with rational coefficients and since
we know already that a rational solution exists by working with ω′ on S ′ , the other
solution has to be rational as well.
Corollary 2. 8. A special surface of intermediate type of index 1 possesses a non-
trivial holomorphic vector field θ twisted by some flat line bundle and its vanishing
divisor Dθ contains all the curves of D except perhaps the summits of the trees. In
particular θ vanishes on all the curves of the cycle of D.
Proof : Let S be a special surface of intermediate type and let D−K be the (unique)
numerical anticanonical divisor on S. This means that there exists a torsion factor
κ ∈ C∗ such that
O(D−K) = K
−1
S ⊗ L
κ.
Let now 0 6= ω ∈ Γ(S,Ω1(logD)⊗Lk) and Z the subspace of the intersection points
of the curves of S. By Corollary 2.7 this is exactly the space of singularities of the
associated foliation to ω. Thus ω induces an exact sequence
0→ O(−D)⊗ L1/k → Ω1 → Lκk ⊗ JZ ⊗O(D −D−K)→ 0
and by duality we get a non-trivial section
θ ∈ Γ(S,ΘS ⊗ L
kκ)
vanishing on Dθ := D−K − D. We know by Lemma 2.1 that Dθ > 0. Let now
C1 6⊂ Supp(Dθ) such that C1 intersects an irreducible curve C2 ⊂ Dθ. Since θ
defines the same foliation as ω the curve C1 is θ- invariant. On the other hand since
C1 ∩ C2 is a singularity of this foliation and θ vanishes on C2 the vanishing order
of the restriction of θ to C1 is at least two. But then since C1 is rational this order
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is exactly two and C1 cannot intersect another curve of D. Thus C1 is the top of a
tree of rational curves. This implies our statement.
3. The universal covering of the complement of the curves
From now on we shall consider a special surface S of intermediate type which admits
a numerical anticanonical divisor. We have seen that in this case S possesses a non-
trivial twisted logarithmic 1-form ω with twisting factor k = k(S) and a non-trivial
twisted holomorphic vector field θ with twisting factor, say λ ∈ C∗. The case λ = 1,
i.e. θ is a holomorphic vector field on S, was considered and completely understood
in [6] and [7]. In this section we prove that in the general case, as in case λ = 1, the
universal covering of S \D is isomorphic to H × C, where H denotes the complex
half-plane.
Let U be a small open neighborhood of D, such that D is a deformation retract of
U . We have
π1(U) = π1(D) = π1(S) = Z
and we denote as before by g a generator of this group. There is a fundamental
domain U0 for the action of Z in the inverse image U˜ of U in the universal cover S˜ of
S, such that the border of U0 in U˜ cuts D˜ in a component C0 and in its translated
g(C0) along a circle S
1. Set Y0 :=
⋃
ν≥0 g
ν(U0). We keep the notation ω for the
logarithmic 1-form one gets on S˜.
Lemma 3. 1. There is a normalization of ω such that the representation
ρ : π1(S˜ \ D˜)→ C
γ 7→
∫
γ
ω
has as image 2πiZ[ 1
k
] ⊂ C. Furthermore, one can choose this normalization such
that ρ(π1(Y0 \ D˜)) = 2πiZ.
Proof : Since S˜ is simply connected, the group π1(S˜ \ D˜) is generated by small paths
around the irreducible components of D˜. Thus keeping the notations of the previous
section, we see that ρ(π1(S˜ \ D˜)) is a Z[ 1k ]-module generated by
2πia0 =
∫
γ0
ω, ..., 2πian−1 =
∫
γn−1
ω,
where γ0, ..., γn−1 are small paths around the curves C0, ..., Cn−1 in U0.
Using Corollary 2.7 and the way we computed the Camacho-Sad indices, we see that
we can normalize the form ω such that the numbers a0, ..., an−1 are non-zero integers
with g.c.d. equal to 1; so ρ(π1(S˜ \ D˜)) is free of rank 1 as Z[ 1k ]-module.
In a similar way the group ρ(π1(Y0 \ D˜)) is generated as a Z-module by small paths
around the irreducibles components of D˜ which meet U0 and we get the announced
result.
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In what follows we suppose ω to be normalized such that ρ(π1(Y0 \ D˜)) = 2πiZ.
This is the same as to say that a0, ..., an−1 are non-zero integers with g.c.d. equal to
1.
Let A be a fundamental domain for the action of Z on S˜ and X0 :=
⋃
j≥0 g
j(A).
Translating by g, we may suppose that D˜ ∩X0 ⊂ Y0. We remark that after such a
translation we have
ρ(π1((Y0 ∪X0) \ D˜)) = ρ(π1(Y0 \ D˜)) = 2πiZ.
Fix z0 ∈ U0. We define a holomorphic function f on (Y0 ∪X0) \ D˜ by
f(z) = exp
(∫ z
z0
ω +
1
k − 1
∫ g(z0)
z0
ω
)
.
One verifies easily that f is well defined and that
(†) f(g(z)) = fk(z)
for z ∈ (Y0 ∪X0) \ D˜.
Let C be the smooth part in D˜ of an irreducible component of D˜ ∩ Y0. Since ω
is a closed logarithmic 1-form, an easy computation shows that one can extend f
meromorphically across C such that C belongs to the zero or to the polar set of the
extension of f . By replacing ω with −ω if necessary, one finds at least one preimage
on S˜ of a component of the cycle of D in the zero-set of f . This means that the
connected components of the polar set of f are exeptional divisors in Y0. Thus the
polar set is empty, see [17], and f vanishes on D˜∩Y0. In particular, we see that the
integers a0, ..., an−1 are positive.
Lemma 3. 2. |f(z)| < 1 for any z ∈ Y0 ∩X0.
Proof : Remark first that one can extend the function |f | to the whole of S˜. The
extended function is still denoted by |f |. Then the statement of the Lemma can
be rephrased by saying that the image of |f | is the interval [0, 1[. Suppose now
that this is not so. Then |f | has as image [0,∞[ since |f | ◦ g = |f |k. We consider
the real hypersurface H˜ := |f |−1(1), which is π1(S)-invariant and thus descends
to a compact real hypersurface H on S. Obviously, H is a (compact) leaf of the
foliation defined by ℜe ω. Remark that the morphism π1(H)→ π1(S) is non-trivial.
Otherwise the connected components of H˜ would be compact and their intersection
with f−1(1) would give compact analytic curves in the complement of D˜, which is
absurd. By passing to a finite unramified covering of S, we may even suppose that
π1(H)→ π1(S) is surjective.
Next we prove that ω must have non-vanishing periods on H˜ . If not, consider a
π1(S)-invariant neighborhood V˜ of H˜ which is the preimage of a neighborhood V of
H in S and on which ω has no periods; thus ω|V˜ is exact. We define the following
holomorphic function on V˜ :
h(z) :=
∫ z
z0
ω +
1
k − 1
∫ g(z0)
z0
ω,
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where z0 ∈ V˜ is a fixed base point, z ∈ V˜ and integration is done along paths in V˜ .
We have h(g(z)) = kh(z) for all z ∈ V˜ . The function h does not take the value 0,
because the set {h = 0} would then be a π1(S)-invariant analytic curve giving rise
to a compact curve in the complement of D in S, which is absurd. Hence one may
consider the 1-form d(log|h|) which is closed and descends to a closed non-twisted
form on V . This form obviously defines the same foliation as ℜeω. But this means
that this foliation has trivial holonomy. This implies that the leaves near H are
also compact. In particular they are contained in V . The inverse images of these
leaves are leaves of the foliation defined by |f | on S˜. On the other hand they are
completely contained in V˜ and intersect all sets gν(S˜ \X0), ν ∈ Z. But the relation
f(g(z)) = fk(z) and the choice of V imply that⋂
ν∈Z
|f |(gν(V˜ \X0)) = {1},
giving a contradiction.
Thus ω|H˜ has non-vanishing periods. The next point is to show that f may be
extended holomorphically to
U1 := |f |
−1(]1,∞[).
In order to do this we consider the sets
Uα := |f |
−1(]α,∞[)
for α ≥ 1 and
M := {α > 1|f admits a holomorphic extension to Uα}.
Then M is non-empty, since Uα ⊂ X0 for α > max
z∈∂X0
|f(z)|. Furthermore, the set M
is closed in ]1,∞[ since Uα0 =
⋃
α>α0
Uα for each α0. It remains to check that M
is open as well. Let α ∈ M . There exists some ν ∈ N such that Uα ⊂ g−ν(X0).
On g−ν(X0) one can extend f
kν holomorphically. Take now a finite open covering
V1, ..., Vµ of (∂Uα) \X0 such that each Vi intersects Uα and that on Vi a kν-th root
of fk
ν
is defined. Consider next on each Vi that k
ν-th root of fk
ν
which coincides
with f on Vi ∩ Uα. This gives an extension of f to
Uα ∪X0 ∪
µ⋃
i=1
Vi.
Remark that this set will contain some Uβ with β < α.
We finish the proof of the Lemma by considering a path γ ⊂ U1 such that
∫
γ
ω 6= 0,
which is possible since ω has non-vanishing periods on H . But for ν sufficiently
large ∫
g−ν◦γ
ω =
∫
γ
ω
kν
,
cannot be a multiple of 2πi, which is incompatible with the definition of f on the
whole of U1.
Proposition 3. 3. The holomorphic vector field θ˜ ∈ Γ(S˜, Θ˜S˜) induced by θ is com-
pletely integrable on S˜.
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Proof : We consider the integrability of θ˜ along a leaf F of the foliation. It will be
enough to show that one can find a local integration radius which is uniform for all F .
We set A0 := X0 ∪ Y0 \ g(X0∪Y0). The set A0 intersects D˜ along a curve C0 and its
translated by g, Cn. There is a constant c ∈]0, 1[ such that F ⊂ |f |−1(c). Using the
relation |f |◦g = |f |k again and Lemma 3.2 we see that limν→∞ |f |◦gν = 0 uniformly
on compact sets, hence there exists a ν0 ∈ N such that F ∩
⋃
ν>ν0
gν(A0) = ∅. On
the other side there exists a ν1 ∈ N such that F ∩
⋃
ν≥ν1
g−ν(A0) ⊂ U˜ . By passing
to a suitable translation we may assume that ν1 = 0. We may further assume that
around U˜ ∩ ∂A0 we have coordinate functions (z0, z1) such that C0 = {z0 = 0},
ω = a0
dz0
z0
with a0 ∈ N∗ and
θ˜ = α(z0, z1)z
s
0
∂
∂z1
with s ∈ N∗ and α a nowhere vanishing holomorphic function. Here we have
f(z0, z1) = z
a0
0 . Thus
(z0, z1) ∈ F ∩ ∂(
⋃
ν≥0
gν(A0))
implies |z0|a0 = c. But since F ∩
⋃
ν≥0 g
ν(A0) is contained in the compact set⋃ν0
ν=0 g
ν(A0), the integration radius of θ˜ at points of
F ∩
⋃
ν≥0
gν(A0)
is at least as large as the integration radius of θ˜ at
F ∩ ∂(
ν0⋃
ν=0
gν(A0)) = F ∩ ∂(
⋃
ν≥0
gν(A0))
and this is the minimal integration radius of α(z0, z1)z
s
0
∂
∂z1
at points (z0, z1) with
|z0|a0 = c. Looking now at θ˜ on
F ∩ ∂(
⋃
ν≥−r
gν(A0))
for r ∈ N, we see by applying gr∗, that the integration radius at these points will
be at least as large as the minimal integration radius of λrα(z0, z1)z
s
0
∂
∂z1
at points
(z0, z1) ∈ F ∩ ∂(
⋃
ν≥0 g
ν(A0)) with |z0|
a0 = ck
r
. But the sequence of velocities
|λ|rcsk
r/a0 sup |α|
is obviously bounded and thus there is an uniform integration radius for θ˜ on F .
The kernel ker ρ defines a covering
π : X ′ → S˜ \ D˜.
One checks immediately that the Z-action induced by g on π1(S˜ \ D˜) stabilizes
ker ρ and thus induces a Z-action on X ′. We denote again by g a lift of g on X ′.
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Thus we get an action of the semi-direct product Z ⋉ Z[ 1
k
] on X ′ whose quotient is
S \D. Let ω′ = π∗ω and φ : X ′ → C be a primitive of ω′ on X ′, such that exp(φ)
and f ◦ π coincide on a connected component of the π-preimage of (Y0 ∪ X0) \ D˜.
Since φ ◦ g = kφ, the image of φ is invariant under the action of the multiplicative
group {kν |ν ∈ Z}; this image is also invariant under the action of the additive
group 2πiZ[ 1
k
]. Since f takes its values in the unit disk by Lemma 3.2, we see now
that φ(X ′) must coincide with the left half plane Hl := {w ∈ C|ℜe(w) < 0}. The
function φ : X ′ → Hl is a holomorphic surjection. The connected components of its
fibers are leaves of the inverse image foliation induced by F . For the proof of the
next Proposition the reader is referred to [7], Prop. 2.2. Note that the Camacho-Sad
indices of our foliation here, are positive integers, just as in [7].
Proposition 3. 4. The fibers of φ are connected.
Corollary 3. 5. The foliation defined by θ on S˜ \ D˜ has no closed leaf.
Proof : If F were a closed leaf on S˜ \ D˜, its preimage π−1(F ) in X ′ would also
be closed. But since ρ|π1(F ) is trivial, the group Z[
1
k
] operates on X ′ by permuting
components of π−1(F ). Using the preceeding Proposition, the non-discreteness of the
2πiZ[ 1
k
]-orbits in Hl and the fact that φ is a submersion, we get a contradiction.
Lemma 3. 6. The fibers of φ are isomorphic to C.
Proof : Since θ˜ is completely integrable, there is a holomorphic C-action on S˜ \ D˜.
The fixed point set of a non-trivial element of C is a closed analytic subset of S˜ \ D˜
which is a union of leaves of the foliation. By the preceeding Corollary such a fixed
point set cannot have dimension 1. Hence it is either empty or the whole space
S˜ \ D˜. We must exclude the second case. In this situation the C-action factorizes
to a C∗-action. Thus all fibers of φ are isomorphic to C∗. Moreover the C∗-action
lifts to X ′ making φ : X ′ → Hl into a principal C∗-bundle. But such a bundle over
Hl is always trivial. We may therefore see φ as the first factor projection
X ′ ≃ Hl × C∗ → Hl.
If (w, z) denote coordinate functions on Hl×C∗ the pull-back of the vector field has
the form α(w)z ∂
∂z
for some α ∈ O∗(Hl). We now consider generators fg, fγ of the
groups Z and Z[ 1
k
] acting on Hl × C∗.
By passing to a double covering of S we may assume that fg acts on the C∗-fibers
by homotheties. Suppose that the same holds for fγ . Then we have
fg(w, z) = (kw, β(w)z)
fγ(w, z) = (w + 2πi, γ(w)z)
for some β, γ ∈ O∗(Hl). The compatibility with the pulled-back vector field implies
α(kw) = λα(w), α(w + 2πi) = α(w)
for all w ∈ Hl. The second relation implies that α is the composition of a function u
on the punctured unit disc with the exponential. Then the first relation translates
into
u(ζk) = λu(ζ), for all ζ ∈ ∆⋆;
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(by ∆ we denoted the unit disk in C). But this implies λ = 1. Hence an effective
C∗-action on S, which is excluded by [10].
When fγ is composed with an inversion a similar argument applies, working with
α2 instead of α for instance.
Thus the C-action is effective and the fibers of φ are isomorphic to C.
Using now the lift of the C-action on X ′, we get a C-principal bundle structure on
X ′ over Hl. Again, such a bundle is holomorphically trivial. In conclusion we have
proven the following
Theorem 3. 7. The universal covering of S \D is isomorphic to Hl × C.
4. The action of the fundamental group
We consider a system of holomorphic coordinates (w, z) in Hl × C ≃ S˜ \D. The
integrable vector field induced here by θ has no zeros and is therefore constant on
each fiber of the projection of Hl×C on Hl. Consequently, this vector field is of the
form α(w) ∂
∂z
on Hl × C, where α ∈ O⋆(Hl). Conjugating by the automorphism
(w, z) 7→ (w, α−1 · z),
one gets α ≡ 1.
Let γ ∈ π1(S˜ \ D˜) be a closed path in S˜ \ D˜ with ρ(γ) = 2πi.
Denoting by gγ the automorphism of Hl × C ≃ S˜ \D corresponding to γ, we have:
gγ(w, z) = (w + 2πi, z + fγ(w))
g(w, z) = (kw, λz + fg(w)).
The case λ = 1 was treated in [7]. From now on we shall therefore assume that
λ ∈ C \ {0, 1}.
The automorphism gγ generates an action of Z on Hl×C, which induces a holomor-
phic C-principal bundle
Hl × C/Z→ Hl/Z ≃ ∆⋆.
The triviality of this bundle proves the existence of a holomorphic function h : Hl →
C such that
h(w + 2πi)− h(w) = fγ(w)
and conjugation by (w, z) 7→ (w, z + h(w)) gives us the new form
gγ(w, z) = (w + 2πi, z).
In what follows we suppose therefore that fγ ≡ 0.
We have
g ◦ gγ ◦ g
−1 = gkγ ,
which gives a group isomorphism
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< gγ, g >≃ Z ⋉ Z[
1
k
] ≃ π1(S \D)
on the one hand, and the 2πi−periodicity of the function fg on the other hand.
Factorizing by exp : Hl → ∆⋆, w 7→ ew =: ζ, gives a Laurent series expansion
fg(w) =
∑
m∈Z
ame
mw =
∑
m∈Z
amζ
m.
A conjugation by
(w, z) 7→ (w, z + β(w))
where β is a 2πi-periodic function on Hl, does not change the form of gγ, but replaces
fg by
w 7→ fg(w) + β(kw)− λβ(w).
Let
h(ζ) :=
∑
m∈Z
amζ
m, h+(ζ) :=
∑
m>0
amζ
m.
The series
∑∞
l=0 λ
−(l+1)h+(ζ
kl) converges uniformly on compact sets in ∆⋆. To see
this it is enough to write h+(ζ) = ζ(ζ
−1h+(ζ)) and to remark that ζ
−1h+(ζ) is
holomorphic in 0. Let
χ(ζ) :=
∞∑
l=0
λ−(l+1)h+(ζ
kl).
We have
λχ(ζ)− χ(ζk) = h+(ζ).
One sets β(w) := χ(ew) +
a0
λ− 1
and gets
fg(w) + β(kw)− λβ(w) =
∑
m<0
ame
mw.
We can therefore suppose that fg(w) = h(e
w), where h ∈ O(P1(C) \ {0}) and
h(∞) = 0. One still has the possibility to conjugate with (w, z) 7→ (w, z + χ(ew)),
where χ ∈ O(P1(C) \ {0}).
For a function
h(ζ) =
∑
m<0
amζ
m
and l ∈ N⋆, one considers
hl(ζ) :=
∑
kl|m, m<0
amζ
m
and
h0 := h.
Each hl is of the form hl(ζ) = fl(ζ
kl), for a certain function fl. Let χ be the formal
series −
∑
l≥1 λ
l−1fl. Formally one has:
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h(ζ) + χ(ζk)− λχ(ζ) = (h(ζ)− f1(ζk)) + λ(f1(ζ)− f2(ζk)) + λ2(f2(ζ)− f3(ζk)) + . . .
=
∑
l≥0 λ
l−1(fl(ζ)− fl+1(ζk))
and each term contains in its Laurent series expansion in ζ only terms bmζ
m with
k ∤ m.
For 0 < R < 1, l ≥ 1 and |ζ | ≥ R one has :
|fl(ζ)| ≤
∑
kl|m
m<0
|am|R
m
kl ≤
∑
kl|m
m<0
|am|R
m+kl−1 ≤ Rk
l−1
∑
m≤0
|am|R
m,
which shows that the series defining χ is uniformly convergent on compact sets of
P1(C) \ {0}. One gets the following normal form for h:
h(ζ) =
∑
m<0
k∤m
amζ
m.
Remark that if h is of this form, any modification of h(ζ) by conjugation gives
h(ζ) + χ(ζk)− λχ(ζ)
which is in normal form if and only if the function ζ 7→ χ(ζk)− λχ(ζ) is identically
zero. To see it, write the power series expansions of these functions:
χ(ζ) =
∑
m<0
bmζ
m , −χ(ζk) + λχ(ζ) =
∑
m<0
cmζ
m.
If there is cr 6= 0 for r ∈ Z−, then k ∤ r, λbr = cr, λbkr = ckr + br = λ−1cr,
λ3bk2r = λ
2ck2r+λ
2bkr = cr, . . . and the series
∑
m≤0 bmζ
m would not be convergent
on P1(C) \ {0}, which one verifies by putting ζ = |λ| or ζ = 1. A contradiction!
We are now in the following normalized situation:
Proposition 4. 1. The action of the fundamental group π1(S \ D) ≃ Z ⋉ Z[1/k]
on the universal cover Hl × C of S \D is generated by the two automorphisms:
gγ(w, z) = (w + 2πi, z)
g(w, z) = (kw, λz + fg(w))
with fg(w) = h ◦ exp(w) = H ◦ exp(−w) where
H(ζ) =
∑
m>0
k∤m
Amζ
m,
Am = a−m.
The elements gl,n := g
−n ◦ glγ ◦ g
n for n ∈ N, l ∈ Z form a subgroup Γ of π1(S \D)
isomorphic to Z[ 1
k
]. Explicitly we have
gl,n(w, z) = (w +
2πil
kn
, z +
n−1∑
j=0
λ−j−1(fg(k
jw)− fg(k
jw +
2πil
kn−j
))).
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with fg(w) = H ◦ exp(−w) where H is of the form
H(ζ) =
∑
m>0
k∤m
Amζ
m.
We know that Γ acts properly discontinuously. Therefore H is non-trivial. One
verifies easily that if n ≥ m, gp,n ◦ gq,m = gp+qkn−m,n.
For l = 1, let
Gn,j(ζ) = H(ζ
kj)−H(ζk
j
exp(−2πikj−n)), 0 ≤ j < n,
Fn(ζ) =
∑
0≤j<n
λ−j−1Gn,j(ζ).
With these notations and putting ζ = exp(−w), we have
n−1∑
j=0
λ−j−1(fg(k
jw)− fg(k
jw +
2πi
kn−j
)) =
n−1∑
j=0
λ−j−1Gn,j(ζ) = Fn(ζ),
and
g1,n(w, z) = (w +
2πi
kn
, z + Fn(ζ)).
The rest of this section is devoted to the proof of the following
Theorem 4. 2. The function H is a non-constant polynomial.
This theorem generalizes the similar statement of [7] whose proof we owe A. Borichev.
In what follows we use the notations:
rT (resp. rD) the circle (resp. the open disc) of radius r > 0 and K the compact set
{z ∈ C | 3 ≤| z |≤ 3k}. The different circles rT are equipped with the normalized
Lebesgue measure dm(ζ), for which
∫
rT
dm(ζ) = 1.
If f is holomorphic on 3D¯, then wind(f) denotes the number of zeros of f in 3D.
The proofs of the following lemmas are left to the reader; see however [7] for the
case λ = 1.
Lemma 4. 3. Let f be a holomorphic function on the closed unit disc 3kD¯ such
that for all z ∈ K | f(z) |≥ 1. Then one has the relations∫
3T
ln | f(ζ)ζ−wind(f) | dm(ζ) =
∫
3kT
ln | f(ζ)ζ−wind(f) | dm(ζ),
∫
3T
ln | f(ζ) | dm(ζ) =
∫
3kT
ln | f(ζ) | dm(ζ)− (k − 1)wind(f) ln 3.
Lemma 4. 4. For all a, b ∈ C, such that | a |> 2 and | b |< 1, one has
ln | a+ b |≥ ln(| a |)− | b | .
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Lemma 4. 5. Let f be a holomorphic function defined in a neighborhood of the
closed disc 3D¯. We set
A =
∫
3T
ln+ | f(ζ) | dm(ζ).
Hence there is a constant C > 0, independent of f , for which
ln
∫
2T
| f(ζ) | dm(ζ) ≤ CA.
(Here ln+ := max(ln, 0).)
Lemma 4. 6. Let f =
∑
s≥0 fˆ(s)z
s be a holomorphic function in a neighborhood
of the disc 2D. Then, for all s ∈ N,
| fˆ(s) |=|
∫
2T
f(ζ)ζ−sdm(ζ) |≤ 2−s
∫
2T
| f(ζ) | dm(ζ).
Lemma 4. 7. For all n ≥ 0 we have
λFn+1(ζ) = Gn+1,0(ζ) + Fn(ζ
k).
Lemma 4. 8. For every ν ≥ 1,
F̂n(νk
n−1) = λ−nAν(1− exp(−2πiν/k)).
In particular,
| F̂n(νk
n−1) |≥ |λ|−n
|Aν |
k
.
Proof of Theorem 4.2:
Since Γ acts properly discontinuously, the images g1,n(K) of the compact K tend
to infinity. Since the first component of g1,n(w, z) converges, this implies that the
sequence (| Fn |) converges uniformly on K to +∞.
Since H is C1 on K, there is a constant c > 0 independent of n for which
βn := sup
ζ∈K
| Gn,0(ζ) |= sup
ζ∈K
| H(ζ)−H(ζexp(−2πik−n)) |≤ ck−n.
Fix a positive integer N such that
(∗) for all ζ ∈ K, n ≥ N, | Fn(ζ) |≥ 2
and
(∗∗) λ−1
∑
n>N
βn ≤ 1.
Set W := wind(FN) and F (ζ) := FN (ζ
k). Using (∗), we get wind(F ) = kW . We
recall that λFN+1(ζ) = F (ζ) +GN+1,0(ζ). Combine now Rouche´’s Theorem applied
to F and GN+1,0 with the inequalities (∗) and (∗∗) to obtain wind(FN+1) = kW. By
induction, one shows that for p ∈ N,
wind(FN+p) = k
pW.
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The lemmas 4.3 and 4.7, imply∫
3T
ln | FN (ζ) | dm(ζ) =
∫
3kT
ln | FN (ζ) | dm(ζ)− (k − 1)W ln 3
=
∫
3T
ln | FN (ζk) | dm(ζ)− (k − 1)W ln 3
=
∫
3T
ln | λFN+1(ζ)−GN+1,0(ζ) | dm(ζ)− (k − 1)W ln 3.
Applying lemma 4.4 and the inequalities (∗) and (∗∗), one gets∫
3T
ln | FN (ζ) | dm(ζ) ≥
∫
3T
(
ln | λFN+1(ζ) | − | GN+1,0(ζ) |
)
dm(ζ)− (k − 1)W ln 3
≥
∫
3T
ln | λFN+1(ζ) | dm(ζ)− βN+1 − (k − 1)W ln 3,
and furthermore∫
3T
ln | λFN+1(ζ) | dm(ζ) ≤
∫
3T
ln | FN(ζ) | dm(ζ) + βN+1 + (k − 1)W ln 3.
Induction gives the inequalities
(††)
∫
3T
ln | FN+p(ζ) | dm(ζ) ≤
∫
3T
ln | FN(ζ) | dm(ζ) +
∑
N<s≤N+p
βs
+(k − 1)W ln 3
∑
0≤s<p
ks − p ln|λ|
≤ C +Wkp ln 3− p ln|λ|,
for a certain constant C > 0 independent of p ∈ N.
Lemma 4.5 and the inequalities (∗) and (††) give the existence of a constant C1 > 0
independent of p such that
ln
∫
2T
| FN+p(ζ) | dm(ζ) ≤ C1 + C1k
p.
If H is not a polynomial, one can find an integer ν verifying
ν > C1k
1−N/ ln 2, and Aν 6= 0.
But now, on the one hand Lemma 4.6 gives
ln | F̂N+p(νkN+p−1) | ≤ ln
∫
2T
| FN+p(ζ) | dm(ζ)− νkN+p−1 ln 2
≤ C1 + C1kp − νkN+p−1 ln 2
= C1 − (νkN−1 ln 2− C1)kp.
On the other hand, by Lemma 4.8,
| F̂N+p(νk
N+p−1) |≥ |λ|−N−p
|Aν |
k
> 0,
and therefore ln |F̂N+p(νkN+p−1)| ≥ C2 − C3p for some constants C2 and C3 inde-
pendent of p. This is a contradiction.
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5. The contracting germ
We have seen that the action of the group π1(S \D) on Hl ×C is generated by the
two automorphisms {
gγ(w, z) = (w + 2πi, z)
g(w, z) = (kw, λz +H(e−w)).
where H(ζ) =
∑s
m=1Amζ
m is a polynomial in normal form, i.e. Am = 0 for all
m > 0 with k|m and As 6= 0.
Let l := [s/k] + 1. We will conjugate our group by
φ(w, z) = (w, z + λ−1
l−1∑
m=1
Ame
−mw).
This has no effect on gγ, but
φ ◦ g ◦ φ−1(w, z) = (kw, λz +Q(e−w)),
where Q(ζ) = H(ζ)−
∑l−1
m=1Amζ
m + λ−1
∑l−1
m=1Amζ
mk is a polynomial of degree s
with
ζmin(k,l)|Q(ζ).
Iterating this procedure if neccessary, we end up with a polynomial Q of degree s
such that ζ l|Q(ζ). Let Q(ζ) :=
∑s
m=l bmζ
m and d := g.c.d.{k, m | bm 6= 0}.
We conjugate now with φ(w, z) = (dw, z):
φ ◦ gγ ◦ φ
−1(w, z) = (w + 2πid, z)
φ ◦ g ◦ φ−1(w, z) = (kw, λz +Q(e−w/d)).
One verifies directly that the group generated is the same as the group G′ generated
by
(w, z) 7→ (w + 2πi, z)
(w, z) 7→ (kw, λz +Q(e−w/d)).
Let now
l′ := [s/kd] + 1
and
Q′(ζ) :=
s∑
m=l
bmζ
m/d.
Using the inequality d[x/d] < [x] + 1, d ∈ N⋆, x ∈ R and the fact that the indices
of the non-vanishing coefficients of Q′ are divisible by d, one verifies easily that
ζ l
′
|Q′(ζ). We conjugate now with (w, z) 7→ (w, el
′wz) and the generators of G′
become
(w, z) 7→ (w + 2πi, z)
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(w, z) 7→ (kw, λel
′(k−1)wz + P (ew)),
where P is the polynomial defined by
P (ξ) := ξl
′kQ′(ξ−1).
Remark that degP ≤ l′(k − 1) and that P (0) = 0. Let
P (ξ) =
l′(k−1)∑
m=1
cmξ
m.
We have g.c.d.{k,m | cm 6= 0} = 1.
This relation implies that the contracting germ
f : ∆∗ × C→ ∆∗ × C,
f(ξ, z) := (ξk, λξl
′(k−1)z + P (ξ))
is locally injective around (0, 0): If f(ξ1, z1) = f(ξ0, z0), then ξ
k
0 = ξ
k
1 and λξ
l′(k−1)
0 z0+
P (ξ0) = λξ
l′(k−1)
1 z1 + P (ξ1). Put ǫ := ξ1/ξ0. One has ǫ
k = 1 and
z1 = ǫ
l′
[
z0 + λ
−1ξ
−l′(k−1)
0
l′(k−1)∑
m=1
cmξ
m
0 (1− ǫ
m)
]
.
If ǫ = 1, one has z1 = z0. Otherwise take m0 the smallest index such that cm0 6= 0
and ǫm0 6= 1. The existence of such an index is ensured by the relation g.c.d.{k,m |
cm 6= 0} = 1. We write now
z1 = ǫ
l′
[
z0 + λ
−1ξ
−l′(k−1)+m0
0
(
cm0(1− ǫ
m0) +
l′(k−1)∑
m=m0+1
cmξ
m−m0
0 (1− ǫ
m)
)]
and we see that for z0 and ξ0 sufficiently small, z1 stays away from 0. The local
injectivity follows now directly.
By Proposition 1.2.8 of [9], we get that f is a defining germ for a minimal GSS
surface S ′ whose maximal divisor we denote by D′. One can verify that the quotient
of Hl × C by the action of G′ is the same as the one of ∆∗ × C by the equivalence
relation u1 ∼ u2 : there exist n1, n2 ∈ N such that f ◦n1(u1) = f ◦n2(u2).
It follows by construction that S\D and S ′\D′ are isomorphic. Since the intersection
matrices of D and of D′ are negative-definite and neither D nor D′ contain excep-
tional curves of the first kind, this isomorphism is extendable to an isomorphism of
S onto S ′. This ends the proof of the Main Theorem.
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