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Abstract 
Recently, Dementhon 0 Davis [2] proposed a 
method for  determining the pose of a 3-0 object with 
respect to a camera from 3-D to 2 - 0  point correspon- 
dences. The method consists of iteratively improv- 
ing the pose computed with a weak perspective cam- 
era model to converge, at the limit, to a pose estima- 
tion computed with a perspective camera model. In 
this paper we show that the method of Dementhon €4 
Davis can be extended to paraperspective. The i ter-  
ative paraperspective pose algorithm that we de- 
scribe an detail an this paper has interesting properties 
both in terms of speed and mte of convergence. More- 
over, we introduce a simple way of taking into account 
the orthogonality constmint associated with the rota- 
tion matrax and we define the optimal experimental 
setup to be used in the presence of camem calibration 
err0 rs . 
1 Introduction 
The problem of object pose from 2-D to 3-D corre- 
spondences has received a lot of attention both in the 
photogrammetry and computer vision literature. Var- 
ious approaches to the object pose (or external cam- 
era parameters) problem fall into 2 distinct categories: 
closed-form solutions and numerical solutions. 
Closed-form solutions may be applied only to a lim- 
ited number of correspondences [5], [7] , [3]. Whenever 
the number of correspondences is larger than 4 then 
closed-form solutions are not efficient any more and 
iterative numerical solutions are necessary [12], [IO]. 
These approaches are, in general, very robust but they 
converge towards the correct solution on the premise 
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that a good initial estimate of the true solution is pro- 
vided. Phong et al. [ll] describe a method that uses 
trust-region optimisation and that is less sensitive to 
initialisation than other minimization methods. How- 
ever, the method of Phong et al. performs well for a 
relatively large number of correspondences. Whenever 
the number of correspondences is between 3 and 10, 
then the trust-region minimization method either re- 
quires a large number of iterations or doesn’t converge 
towards the correct solution. From a practical point 
of view, it is important to have an object pose algo- 
rithm which doesn’t necessarily require a large number 
of correspondences and which doesn’t suffer from the 
limitations that are inherent to closed-form methods. 
Recently, Dementhon & Davis [2] proposed a 
method for determining the pose of a 3-D object with 
respect to a camera from 3-D to 2-D point correspon- 
dences. The method consists of iteratively improving 
the pose computed with a weak perspective camera 
model to converge, at the limit, to a pose estimation 
computed with a perspective camera model. At our 
knowledge, Dementhon & Davis method is among one 
of the first attempts to link linear techniques associ- 
ated with the weak perspective camera model to non 
linear techniques associated with a perspective camera 
model. On one side, linear resolution methods can be 
used but the solution thus obtained is just an approx- 
imation and, on the other side, non Iinear resolution 
methods lead to a very accurate solution but proper 
initialization is required. 
The perspective projection is modelled by a pro- 
jective transformation from the 3-D projective space 
to the 2-D projective plane. Weak perspective is just 
an affine approximation of full perspective. More pre- 
cisely, it may well be viewed as a zero-order approxi- 
mation: 1 / (1+~) M 1. Paraperspective [I] is a first or- 
der approximationof full perspective: 1/(1+~) M 1-E. 
The method proposed by Dementhon & Davis starts 
with computing the pose of an object using weak per- 
spective and after a few iterations converges towards a 
pose estimated under perspective. The method is very 
elegant, very fast, and quite accurate. It is however 
426 
0-8186-7042-8/95 $4.00 0 1995 IEEE 
limited to situations where the weak perspective ap- 
proximation is valid. If the object is close to the cam- 
era and/or at some distance away from the optical axis 
then the pose algorithm of Dementhon & Davis either 
converges very slowly (100 iterations rather than 5 to 
10) or it doesn't converge at all. 
In this paper we show how the method proposed 
in [a] may be extended to paraperspective. More pre- 
cisely, we describe a method for computing object pose 
with a paraperspective model and we establish the link 
between paraperspective pose and perspective pose. 
Moreover we introduce a simple computational way of 
taking into account the orthogonality constraint as- 
sociated with the 3x3 rotation matrix describing the 
orientation between the 3-D object and the camera. 
Indeed, the linear pose algorithms using weak per- 
spective and paraperspective do not guarantee that 
this rotation matrix is orthogonal. The orthogonal- 
ization method that we describe below computes the 
best rotation in closed form using unit quaternions. 
This orthogonalization method considerably increases 
the robustness of the method at  the cost of very few 
extra computations. We characterize the best exper- 
imental setup that allows one to compute a precise 
pose even in the presence of camera calibration errors. 
Finally we provide a comparison between the results 
obtained with this method and the results obtained 
with a non linear minimization method [ll]. 
2 Camera models 
We denote by Pi a 3-D point with coordinates Xi, 
Y, ,  and Zi in a frame that is attached to the object 
- the object frame. The origin of this frame is the 
object point PO. An object point Pi projects onto the 
image in pi with camera coordinates xi and y, and we 
have (Pi is the vector from point PO to point Pi): 
i . Pi + t, 
21 = 
k Pi + t, 
These equations describe the classical perspective 
camera model where the rigid transformation from the 
object frame to the camera frame is: 
*T 
T = (  5 1 t, ::)=( " )  0 0 0  1 
0 0 0  1 
The relationship between the camera coordinates and 
the image coordinates may be easily obtained by in- 
troducing the intrinsic camera parameters: 
U2 = a u x l  + U ,  ( 3 )  
vi = auyi + ~c (4) 
In these equations CY, and CY, are the vertical and 
horizontal scale factors and U, and v, are the image 
coordinates of the intersection of the optical axis with 
the image plane. 
We divide both the numerator and the denominator 
of eqs. (1) and (2) by t,. We introduce the following 
notations: 
I = i / tZ and J = j / t Z ;  
20 = t,/tz and yo = t,/t, are the camera coor- 
dinates of po which is the projection of Po - the 
origin of the object frame, and 
~i = k Pi/ t , .  
We may now rewrite the perspective equations as: 
(5) 
I ' Pa + 2 0  
1 + E i  
xi = 
These equations may be also written as: 
Xi(1 +Ei) - 2 0  = I .P i  (7) 
yi(l+E,)-YO = J , P j  (8) 
Whenever the object is at some distance from the 
camera, the ~i are small compared to 1. We may there- 
fore introduce two approximations of the perspective 
equations: weak and paraperspective. Here we deal 
with the latter approximation. 
2.1 Paraperspective 
Paraperspective may be viewed as a first-order ap- 
proximation of perspective. Indeed, with the approx- 
imation: 
we obtain the paraperspective projection of Pi: 
x; = (I ' Pi + 2 o ) ( l  - Ei) 
= I ' Pi + 20 - ZOEi 
i . P, k . Pi 




where the term in l/t$ was neglected. There is a sim- 
ilar expression for Yp. 
Finally, the paraperspective equations are: 
In order to obtain the relationship between the para- 
perspective and the perspective projections of Pi we 
can write these equations as follows: 
By identification with eqs. (7) and (8) we obtain the 
relationship between the paraperspective and the per- 
spective projections of Pi: 
XP = zi(1 + E ; )  -zoEi (11) 
Yp = yi(1 + E ; )  - yoEi (12) 
We can easily express the error between the para- 
perspective and perspective projections: 
AX; = 1.p - = - E O ) E ~ ~  (13) 
A# = ~ $ ' - Y ~ I = I ( Y ~ - Y O ) E ~ I  (14) 
Whenever an object point P; is far from the optical 
axis the weak perspective model is a poor approxima- 
tion. However, a proper choice of the origin, i.e, PO, 
and the use of the paraperspective model can com- 
pensate and provide a good approximation even if ~i 
is not small. 
3 From paraperspective to perspective 
We consider again the perspective equations (7) and 
(8) and let us subtract the puruperspectiue term from 
both the left and right sides of these equations. We 
obtain: 
1 1 1 z i ( l + ~ i ) - z o - z o - k . P ;  = - i .P;-zo-k.Pi  
t ,  t ,  t ,   
E t  
These equations can be written more compactly as: 
( X i  - zo)( l+ E i )  = Ip . Pi (15) 
( Y ~ - Y O ) ( ~ + E ~ )  = J p . P ;  (16) 
with: 
i - z o k  
t Z  
I, = 
It is worthwhile to  notice that when all the E; are 
null, the perspective equations above - eqs. (15) and 
(16) - become identical to the paraperspective equa- 
tions - eqs. (9) and (10). 
In order to solve the pose problem linearly and it- 
eratively one may notice that: 
Whenever the ~i are fixed (not necessarily null) 
the pose equations (15) and (16) associated with 
the perspective camem model become linear in I, 
and J,. This linear solution will be detailed below 
(section 4); 
It is possible to solve the equations (15) and (16) 
iteratively by successive approximations of the 
variables ~ j .  
The pose parameters can be derived from Ip and J, 
as follows. First, one may notice that: 
We therefore obtain: 
1 d i m +  Jl+rd) (19) 
t " - 2  - (  IlIPll IlJPll 
and: 
t ,  = xotz and t ,  = yot, 
Second, we derive the three orthogonal unit vectors 
i, j, and k. From eqs. (17) and (18) we obtain: 
i = t ,  IP+zo k (20) 
j = t ,  Jp +YO k (21) 
The third vector, k is the cross-product of these two 
vectors: 
Let S(a) be the skew-symmetric matrix associated 
with a 3-vector a and I,,, be the identity matrix. The 
previous expression can now be written as follows: 
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This equation allows us to compute k, provided 
that the linear system above has a full rank. Indeed, 
the 3 x 3  matrix A: 
A = 13x3 - Z ~ Y O  S(1,) + t z 2 0  S(J,) 
is of the form: 
1 c -b 
A = (  -c 1 ;) 
b -a 
It,s determinant is always strictly positive: 
&(A)  = 1 + a2 + b2 + c2 
Therefore, one can easily determine k using eq. (22) 
and i and j using eqs. (20) and (21). 
The E ;  can now be easily computed and the pose 
algorithm becomes: 
1. For all i ,  i E {l ... n } ,  n 2 3,  Ei = 0; 
2 .  Solve the over constrained linear system of equa- 
tions (15) and (16) which provides an estimation 
of vect,ors I, and J,, i.e., Section 4; 
3 .  Compute the position ( t z ,  t,, and t Z )  and orienta- 
tion ( i ,  j, and k) of the object frame with respect 
to the camera frame as explained above in this 
Section; 
4.  For all i ,  compute: 
k . Pi 
t z  
c. - -
- 2  - 
If t.he 5, computed at this iteration are equal to 
the ~i computed at the previous iteration then 
stop the procedure, otherwise go to step 2.  
4 Solving the linear equations 
The paraperspective iterative algorithm needs to 
solve an overconstrained linear system of equations, 
namely eqs. (15), (16). In matrix form these equations 
can be written as: 
P I, = 
n x l  -v n x 3  3 x 1  
P J , =  y 
v 
n x l  
-v 
n x 3  3x1 
( 2 3 )  
(24) 
where P is a n x 3 matrix formed by the 3-D coordi- 
nates of n vectors P1 . . . Pn. Since the point PO is the 
origin of the object frame, this matrix can be written 
In order to solve for these linear equations one has 
to distinguish two cases: non coplanar and coplanar 
sets of object points. 
4.1 Non coplanar object points 
If the object points are not coplanar, the rank of 
P is 3 and therefore the solutions for I, and J, are 
simply given by: 
I, = ( P P ) - ' P T x  
J, = (PTP)-'PTy 
One may notice that the pseudo-inverse of P can be 
computed off-line and hence the estimation of I, and 
J, is particularly efficient. 
4.2 Coplanar object points 
If the object points are coplanar then the rank of P 
is 2 and the above solution cannot be envisaged any- 
more. In this case, we consider the plane formed by 
the object points and let U be the unit vector orthogo- 
nal to this plane. Vectors I, and J, can be written as 
a sum of a vector belonging to this plane and a vector 
perpendicular to this plane, namely : 
I, = I " + X U  (25) 
J, = J o + p u  (26) 
By substituting these expressions for I, and J, into 
eqs. (23) and (24) we obtain: 
P I o = x  and P J o = y  
These linear equations can be solved provided that the 
following additional linear constraints are used: 
u . I 0 = 0  and u . J o = O  
Thus we obtain solutions for Io and Jo:  
With P' defined by: 
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Figure 1: A coplanar configuration of object points. 
Obviously, the rank of P' is equal to 3. 
In order to  estimate I, and J, one is left with the 
estimation of two scalars, X and p. A solution can be 
obtained using the following constraints onto derived 
from eqs. (17) and (18): 
1+x; 
llIPll2 = -t3 
1 + Y; llJ,ll2 = - e 
t9 
XOYO 1,. J, = -
By eliminating t ,  we obtain two constraints: 
llIPl12 1+x; 
2 llJP1I2 1 + Yo 
XOYO 
XOYO 
I, . J, = - 
1, .  J, = -
By substituting in these expressions I, and J, given 
by eqs. (25) and (26) we obtain: 
And finally, by eliminating p we obtain a biquadratic 
equation in one unknown: 
With: 
A = a ' - g  
B = 2 a  ' d  - g d  + e - 2 a c  
C = a2d2+c2-22acd  
XOYO 
XOYO b = -  
c = Io-Jo  
a = -  
1+x; 
1 + Y; 
d = llIO1l2 
e = l l J O 1 l 2  
1 + Y,2 
1 + x; 9 ' -  
In order to study the number of real roots of eq. (27) 
we substitute X2 by t :  
d t 2 + B t + C  = O  
The signs of the roots of this equation are given by 
the sign of CIA: 
- - (XOYO d - (1 + 4) 
1 + .; + yg 
The value of CIA is always negative or null. Therefore 
there are one positive (or null) root and one negative 
(or null) root for t .  Hence there are two real roots 
for X - a positive one and a negative one - and two 
imaginary roots. 
The two real roots for X provide two solutions for 
p as well and hence there are two solutions for I, and 
J, . These two solutions correspond to  the wellknown 
reversal ambiguity associated with an affine camera 
model. 
Thus each iteration described in Section 3 produces 
two poses which have the same translation vector. 
Theoretically, after IZ iterations we must have 2" so- 
lutions. In order to avoid this redundancy we proceed 
as follows. At the first iteration we retain the two 
solutions, while at the other iterations we only retain 
the solution that is the most consistent with the image 
data. At convergence, we therefore obtain two poses. 
Generally, it is easy to distinguish between these two 
poses since the true solution is more consistent with 
the image data than the other solution. 
5 The orthogonality constraint 
The algorithm described so far is linear and in the 
general case (non coplanar object points) it doesn't 
guarantee that the rotation matrix describing the ori- 
entation of the object frame with respect to the cam- 
era frame is orthogonal. This rotation matrix is 
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formed by the three row vectors iT, jT, and kT. These 
vectors are updated at each step of the pose algorithm 
and we want to compute a true rotation matrix from 
these three vectors. In other terms, we seek a rotation 
matrix RI which verifies: 
This expression can be written as: 
R l i  = el 
Rl j  = e2 
Rlk = e3 
where e, is the ith column of the identity matrix. The 
solution is given by the rotation matrix which mini- 
mizes the following criterion: 
3 
where vi is either i, j, or k. It is well known that 
this minimization problem has a closed-form solution 
[4]. Indeed, if the unknown rotation is represented by 
a unit quaternion q, then the minimization problem 
can be written as a quadratic form: 
where B is a 4 x 4  symmetric, semi definite, and posi- 
tive matrix. Therefore, the quaternion q which mini- 
mizes this quadratic form is the eigen vector associated 
with the smallest eigen value of B. It is worthwhile to 
notice that two vectors, i.e., i and j are sufficient for 
computing the orthogonal matrix RI. 
6 Experiments 
In this section we study the performances of the 
iterative weak and paraperspective algorithms. Two 
types of performances are studied: 
the precision of pose as a function of position and 
orientation of the object with respect to the cam- 
era in the presence of image and/or camera noise, 
and 
0 the convergence of the iterative pose algorithms 
as a function of position and orientation of the 
object with respect to the camera. 
In the first class of experiments (precision) we com- 
pare the results obtained with three algorithms: the 
two linear algorithms described in [2] and above, and 
a non-linear algorithm [Ill. In the second class of ex- 
periments (convergence) we compare the two linear 
algorithms. In both classes, the simulated object is a 
configuration of four points (tetrahedron). 
For each experiment we fix a number of positions 
of the object with respect to the camera and for each 
such position the object is rotated a t  1000 random ori- 
entations. These experiments are repeated for various 
levels of image and/or camera noise. The rotation ma- 
trices defining these 1000 orientations are computed 
from Euler angles chosen by a random number gen- 
erator in the range [0,27r]. The position of an object 
with respect to the camera is described by the transla- 
tion vector from the center of projection of the camera 
to the origin of the object frame. More quantitatively, 
we compute the error between the theoretical pose and 
the pose computed by an algorithm. For each position 
we plot the average of this error over all the 1000 ori- 
entations. The pose errors are: orientation error and 
position error. The orientation error is defined as the 
rotation angle in degrees required to align the coordi- 
nate system of the object in its computed orientation 
with the coordinate system of the object in its the- 
oretical orientation. The position error is defined as 
the norm of the vector which represents the difference 
between the two translation vectors: the computed 
one and the theoretical one, divided by the norm of 
the second vector. The horizontal coordinates of all 
the following plots represents the z-component of the 
translation vector scaled by the object size. 
Figure 2 shows the variation of the error in orien- 
tation in the presence of image Gaussian noise as a 
function of the ratio between the distance t,o the cam- 
era and the object size, where the object size has been 
fixed to a constant value. The three curves onto this 
figure correspond to the iterative paraperspective al- 
gorithm (solid line), the iterative paraperspective al- 
gorithm with the orthogonal constraint described in 
Section 5 (dotted line or the middle curve) and to the 
non-linear algorithm described in [ 111 (dashed). The 
iterative weak perspective algorithm yields a curve 
that is identical to the paraperspective one. Figure 
3 shows the variation of the relative error in position 
in the presence of image Gaussian noise as a func- 
tion of the ratio between the distance to the camera 
and the object size. The solid line corresponds to the 
iterative weak and paraperspective algorithms (identi- 
cal behaviour) and the dashed line corresponds t,o the 
non-linear algorithm. In both cases (Figure 2 and Fig- 
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ure 3) the image data has been perturbed with Gaus- 
sian noise with a standard deviation equal to 1 pixel. 
rithm has converged only in 76 % of the configurations 
(solid line with squares). 
. . .  
I. P ” 
/ object s i z e  
Figure 2: Error in orientation as a function of depth 
in the presence of image Gaussian noise (see text). 
* . IO 1. ,. U ” 
Distance to Camera / O b j e c t  Sire 
Figure 3: Error in position as a function of depth in 
the presence of image Gaussian noise (see text). 
The second class of experiments is meant to com- 
pare the rate of convergence of each one of these algo- 
rithms when the object is quite close to the camera. 
Figure 4 shows the percentage of the convergence of 
both algorithms as a function of depth. In this ex- 
periment the angle between the “direction of view’) 
towards the object and the optical axis of the camera 
is of 35’. Indeed, as mentioned above, the weak per- 
spective algorithm has an optimal behaviour when the 
object is either quite far from the camera or close to 
the optical axis. In theory, the paraperspective algo- 
rithm does not suffer from such limitations. For ex- 
ample (Figure 4), when the distance from the object 
to the camera is 1.4 times the size of the object, the 
paraperspective algorithm has always converged (solid 
line with triangles) while the weak perspective algo- 
,.. 1.. I. 1. . a  
Distance to C i m - r a  / O b j e c t  S ize  
Figure 4: Rate of convergence as a function of depth. 
The angle between the direction of view towards the 
object and the optical axis of the camera is equal to 
35O (see text). 
The iterative algorithm proposed in this paper has 
been applied to a number of images. For example, 
Figure 5 shows the image of a polyhedral object to  be 
located (topleft) in order to be grasped by a parallel- 
jaw gripper [8] and the wireframe representation of 
this object (topright). Both the image and the model 
are described by a network of straight lines and junc- 
tions which are matched using a method described in 
[6]. Using this technique, 10 junctions were correctly 
matched (middle). The first iteration of the algorithm 
found a “paraperspective pose” (bottom-left). After 
only three iterations the algorithm correctly deter- 
mined the position and orientation of the polyhedral 
object with respect to the camera (bottom-right). 
7 Discussion 
In this paper we proposed an extension to  parap  
erspective of the iterative weak perspective pose al- 
gorithm developped by Dementhon & Davis. In an 
extended version of this paper we established the link 
between perspective, weak perspective, and paraper- 
spective camera models 191. We described a linear 
method for computing object pose with a paraperspec- 
tive model and an iterative algorithm which computes 
pose with a perspective model by successive paraper- 
spective approximations. 
We studied, experimentally, the convergence of the 
weak and paraperspective algorithms. We showed 
that, on an average, the latter algorithm requires 2.5 
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Figure 5: An example of applying the iterative para- 
perspective algorithm to a non coplanar set of point 
correspondences (see text). 
times less iterations than the former algorithm. More- 
over, when the object is relatively closed to the cam- 
era, and at some distance from the optical axis then 
the rate of convergence of the paraperspective algo- 
rithm is higher than the rate of convergence of the 
weak perspective one. 
We showed that both algorithms (weak and para- 
perspective) can take advantage of a simple to im- 
plement orthogonality constraint associated with the 
rotation matrix of the object pose. 
Moreover, we compared the accuracy of the results 
obtained with these linear algorithms with the results 
obtained with a non-linear one. The linear algorithms 
are almost as precise as the non-linear one, especially 
when the orthogonality constraint mentioned above is 
being used. 
In the near future we plan to extend the iterative 
linear techniques described here to deal with the prob- 
lem of reconstruction from multiple views. Indeed, 
attempts have been made to solve the multiple view 
reconstruction problem using either an approximated 
(linear) camera model or a projective (non-linear) 
camera model, but no attempts have been made to 
properly establish a link between these two classes of 
algorithms. 
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