Abstract-This paper proposes to decouple performance optimization and enforcement of asymptotic convergence in Model Predictive Control (MPC) so that convergence to a given terminal set is achieved independently of how much performance is optimized at each sampling step. By embedding an explicit decreasing condition in the MPC constraints and thanks to a novel and very easy-to-implement convex feasibility solver proposed in the paper, it is possible to run an outer performance optimization algorithm on top of the feasibility solver and optimize for an amount of time that depends on the available CPU resources within the current sampling step (possibly going open-loop at a given sampling step in the extreme case no resources are available) and still guarantee convergence to the terminal set. While the MPC setup and the solver proposed in the paper can deal with quite general classes of functions, we highlight the synthesis method and show numerical results in case of linear MPC and ellipsoidal and polyhedral terminal sets.
I. INTRODUCTION
Model Predictive Control (MPC) is a well known advanced control approach in industry for its capability of optimizing closed-loop performance subject to operating constraints on input and output variables [1] - [3] . In recent years, MPC has become very attractive also in fast-sampling applications with stringent real-time requirements, such as those arising in the automotive and aerospace industries. Such requirements posed a research challenge for developing optimization algorithms, and in particular Quadratic Programming (QP) solvers, that enable the use of MPC in commercial products. In particular, an embedded optimization solver must be fast, simple to code and test, require little memory, and have good worst-case estimates of its execution time.
To cope with such requirements, multiparametric QP was proposed in [4] to pre-solve the QP off-line, therefore converting the MPC law into a continuous and piecewise affine function of the state vector. The main drawback of explicit MPC is that it is limited to relatively small problems and to linear time-invariant (LTI) systems.
On-line optimization methods like active-set methods [5] - [7] , interior-point methods [8] - [10] , and dual piecewise smooth Newton methods [11] can be very effective in speed, but their worst-case CPU time can be hard to estimate in a non-conservative way. For accelerated dual gradient-projection methods [12] , good bounds on the worst-case execution time were provided [13] , [14] , although the methods act on the dual QP problem, and therefore can lead to infeasible solutions if the execution is interrupted.
On the other hand, in real-time control platforms the time allotted for the MPC controller to run is often not enough to cover the worst-case execution time, and other higher-priority tasks may even preempt its full execution. Driven by such realtime constraints, anytime control algorithms were developed in [15] with the idea of storing a set of control laws, each one of different complexity and closed-loop performance, and execute the one whose complexity is compatible with the current available CPU resources.
In this paper we propose instead an MPC approach based on anytime optimization, with a novel convex optimization algorithm that recursively finds feasible solutions of decreasing level of suboptimality, depending on the computation power available within the sampling step. We first prove a rather general recursive feasibility and convergence result of MPC based on stability constraints that artificially impose a certain Lyapunov function to be decreasing [16] , [17] , where this function might be totally decoupled from the value function typically considered for assessing asymptotic convergence [10] , [18] . Moreover, in this paper we focus on convergence to a set around an equilibrium rather than to an equilibrium state, as in practical applications is often sufficient to track a setpoint within a given tolerance [19] . In addition, contrarily to [10] that guarantees feasibility in real-time through a warmstarting technique in combination with robust MPC design, we provide an approach based on an original method for solving unconstrained problems, which is used for finding a feasible solution to a set of convex constraints. This method is very efficient in speed and easy to code, and can be run multiple times to approach an optimal solution, depending on the available CPU time.
The paper is organized as follows. Section II defines the main MPC setup and states recursive feasibility and convergence results. Section III presents the new convex feasibility and optimization algorithm setup and shows its properties. Section IV proposes two ways of synthesizing a proper terminal set and stability constraints for linear systems subject to linear constraints on inputs and outputs, and Section V shows numerical evidence of the advantages of the proposed approach.
A. Notation
The sets of real and nonnegative integer numbers are denoted by R, N, respectively. For a vector x ∈ R n , x i denotes the i-th entry of x, and the expression x > 0 means that x i > 0, ∀i = 1, . . . , n. For a matrix A ∈ R n×m , A i denotes the i-th row of A, and A > 0 positive definiteness of A. Given a scalar τ , τ + denotes max{τ, 0}; for a vector x ∈ R m , x + is the vector whose coordinates are (x + ) i = max{x i , 0}, ∀i = 1 . . . , m.
II. FEASIBILITY-BASED MPC
Consider the problem of steering the system
to a target set S ⊆ R n while satisfying the constraints
for all t ∈ N, where x ∈ R n , u ∈ R m , α : R n+m → R and g : R n+m → R. We represent the target set as
where f : R n → R and S is constrained controlled invariant with respect to (2) , in accordance with the following definition.
Note that in (2)- (3) we are assuming scalar functions f , g without loss of generality. In fact, for any vector function
To solve the stated control problem, we consider the following MPC formulation
where k : R n+m → R, k = 0, . . . , N − 1, N : R n → R are stage and terminal costs, respectively, and φ(t) is a given scalar, chosen in accordance with the following theorem.
Theorem 2: Let u(t) = u t 0 be the control input applied to the process (1), where {u
k=0 is any feasible solution of problem (4) at time t, and the quantity
is constructed from the previous feasible solution u
of problem (4) at time t − 1, for all t ∈ N. If the set S defined in (3) is constrained controlled invariant and problem (4) is feasible at time t = 0 for the initial state x(0) and some value φ(−1), then it is feasible at all time t ∈ N and x(t) → S for t → ∞. Proof: Let {u 
, and hence x t 1 = x(t + 1), we have
so that, since f (x(t+1)) + ≥ 0, also the stability constraint (4f) is satisfied. Therefore, problem (4) admits a feasible solution at time t + 1, and because of (6), whatever is the choice of {u
This proves that lim t→∞ φ(t) exists, as φ is a monotonically decreasing sequence and lower-bounded by zero, which in turns implies by (7) that lim t→∞ f (x(t)) + = 0. If by contradiction we assume that x(t) → S for t → ∞, then a subsequence t h ∈ N, h ∈ N, and a scalar δ > 0 exist such
Note that the convergence result of Theorem 2 does not involve at all the cost function (4a). Of course, the transient behaviour of the system depends on how close to optimality are the chosen feasible solutions {u
k=0 of (4). While the result of Theorem (2) does not make any assumption on the properties of functions α, f , g, k (except for constrained controlled invariance of S), from now on we will restrict our attention to convex functions f , g, k and linear functions α, i.e., linear models
in order to solve problem (4) effectively, using the novel algorithm proposed in the next section.
III. CONVEX FEASIBILITY ALGORITHM
Consider the following feasibility problem:
where f i : R n → R, i = 1, . . . , m are convex, twice continuously differentiable functions. Problem (9) can be reformulated as the following unconstrained minimization problem:
where
2 is convex and continuously differentiable with
Proof: Function F can be written as
where R z → q(z) = z 2 and R z → ψ i (x) = max{f i (x), 0}, q • ψ is convex since q is convex and nondecreasing when its argument is nonnegative and ψ i is convex (as the pointwise maximum of the convex function f i and 0) and nonnegative. Therefore F is convex as the sum of convex functions. On the other hand,
Since ϕ is continuously differentiable with dϕ(z) dz = (z) + , continuous differentiability of F and formula (11) readily follow. Our ultimate goal is to devise Newton-like methods for solving the unconstrained problem (10) and thus (9) . Function F is C 1 but not C 2 , however its gradient ∇F (x) is a piecewise smooth mapping, in the sense that for any x ∈ R n we have
where I is the collection of all subsets I ⊆ {1, . . . , m} for which there exists a x ∈ R n such that
The pieces of ∇F are smooth with Jacobian given by
For any x ∈ R n let I(x) = {i ∈ {1, . . . , m} : f i (x) ≥ 0}. Then the matrix ∇ 2 F I(x) will serve as a generalized Hessian of F at x, furnishing a second-order approximation similar to the one provided by the classical Hessian for C 2 functions. Another idea, stemming from Gauss-Newton methods for solving least-squares problems, would be to use as a generalized Hessian the matrix i∈I(x) ∇f i (x)∇f i (x) , which results by omitting second-order terms
. This choice saves us from computing the Hessians of f i , i ∈ I(x) (notice that in case of f i (x) = a i x − b i this makes no difference). However, this is a good choice only if we know that C is nonempty. In this case for anyx ∈ C we have f i (x) = 0 for i ∈ I(x) and the term
Algorithm 1 is a regularized piecewise smooth Newton method with line search. Its convergence properties can be inferred as a special case of [20] , [21] . Specifically, every accumulation point of the sequence generated is a stationary point of F , and if ∇ 2 F I(x ) is nonsingular then the convergence rate is quadratic.
A. Feasibility-based optimization
Problems involving constrained minimization of a C 2 convex function can be attacked by solving a sequence of feasibility problems. Specifically consider the problem
where C ⊆ R m is a closed convex set described as in (9) . Let f = inf x∈C f 0 (x) and X = arg min x∈C f 0 (x). We assume
that the set of optimal solutions of (16) is nonempty. We have that
is the lower level set of f 0 over C. Obviously we have that t ≥ f if and only if S(t) is nonempty. This suggests that we can test whether a given t is smaller or larger than f by solving the feasibility problem of finding x ∈ S(t)
using Algorithm 1. The following proposition, whose proof is omitted here for lack of space, proves some interesting properties enjoyed by function ϕ. Proposition 5: Assume problem (16) admits an optimal solution and let function ϕ be defined as in (18) .
(i) ϕ is real-valued with ϕ(t) > 0 for t < f , whereas ϕ(t) = 0 for t ≥ f , (ii) ϕ is convex and continuously differentiable with
where x t ∈ arg min x∈R n γ(x, t).
Proposition 5(i) shows that f is the left endpoint of the halfline {t ∈ R : ϕ(t) = 0}. Therefore problem (16) has been reduced to finding the leftmost zero of the one-dimensional, monotone decreasing function ϕ : R → R. One way to find f is to apply bisection to ϕ. Starting from an initial closed interval [t − , t + ] with t − ≤ f ≤ t + we pick the midpoint t = (t − + t + )/2 and try to determine if the level set S(t) is nonempty, by solving (18) using Algorithm 1 (of course we could apply any other algorithm for unconstrained C 1 optimization). If ϕ(t) = 0 then S(t) is nonempty and this means that the corresponding x t ∈ arg min x∈R n γ(t,
In the case where ϕ(t) > 0, S(t) is empty, meaning t ≤ f , so the new interval becomes [t, t + ].
1) Strengthening the lower bound: Overall, the bisection algorithm maintains a lower and upper bound for f . Since the interval is halved at every bisection step, we obtain the standard linear convergence for bisection, that is, the algorithm stops after at most log 2 t+−t− steps, where > 0 is the desired optimality threshold. However, with almost no extra effort we can do much better in practice.
Suppose that t < f . The optimality condition for problem (18) is ∇ x γ(x t , t) = 0 or
From Proposition 5(iii), we have that f (x t ) > t. Dividing by f 0 (x t ) − t in (20) and letting µ i = (fi(xt))+ f0(xt)−t , i = 1, . . . , m, we obtain
Since µ ≥ 0, it follows that µ is a dual feasible vector, therefore
Hence
indeed a tighter lower bound to f than t.
2) Strengthening the upper bound: When t ≥ f , due to 5(iii), we have that f (x t ) ≤ t, x t ∈ arg min x∈R n γ(x, t). Therefore, if ϕ(t) = 0, x t is a feasible vector for problem (16) and f (x t ) is a tighter upper bound to f than t.
In fact, we can do even better. At every step of bisection we have at our disposal two vectors x F and x I , corresponding to the upper and lower bounds on f , respectively. Vector x F is feasible, i.e., f i (x F ) ≤ 0, i = 1, . . . , m, while x I is infeasible, i.e., f i (x I ) > 0 for at least one i and f 0 (x I ) < f 0 (x F ) (this follows directly from (21)). Invoking a result by Bertsekas [22, Proposition 2] we have that
. The bound is nontrivial, i.e., the rightmost inequality is strict, when Γ < ∞, which holds if and only if f i (x I ) ≤ 0 for all i with f i (x F ) = 0. In that case we have Γ = max {i|fi(x F )<0}
fi(x I ) −fi(x F ) . The proposed improved bisection method is summarized in Algorithm 2.
3) Equality constraints: The approach can be immediately extended to handle linear equality constraints (9), by simply adding the term
2 in (10) and to ϕ(t) in (18), respectively. 
4) Determining initial upper and lower bounds:
To determine an initial upper bound t + to f we can solve the feasibility problem (9) using Algorithm 1. Determining a lower bound is a more delicate issue. If f 0 (x) = (1/2)x Qx + q x where Q is symmetric positive definite, we can simply determine a lower bound on f by computing the unconstained minimum x = −Q −1 q. In general, if f 0 is convex and coercive we can find a x ∈ R n such that ∇f (x) = 0. The nonlinear system can be solved by Algorithm 1. In the case of a quadratic program with the cost having a positive semidefinite Hessian a lower bound to f can be determined by solving the following convex feasibility problem
Then µ is a dual feasible solution and q = f 0 (x) + m i=1 µ i f i (x) ≤ f (even if strong duality does not hold). Another way to determine a lower bound for general convex problems is to find a dual feasible vector, corresponding to the primal feasible vector x F corresponding to t + :
Notice that the set of µ satisfying the conditions above is polyhedral. 5) Special cases: Algorithm 1 and 2 can be used to solve linear programs (LPs), quadratic programs (QPs), and quadratically-constrained quadratic programs (QCQPs). In this case, the computations in (12) and (13) require only matrixvector products.
B. Applicability to feasibility-based MPC
Algorithm 2 requires all the constraints in the inner feasibility problem to be twice differentiable functions. In particular, constraint (4f) is not continuously differentiable because of the max operator, so the above algorithm cannot be directly applied to solve (4). However, we can simply recast the problem by introducing N −1 additional variables k , k = 0, . . . , N −1 and replace (4f) with
without altering feasibility and optimality of the solutions. Moreover, in case f is given as the max of convex functions f i : R n → R, i = 1, . . . , n f , constraints (4e) and (22a) can be replaced by
Similarly, if g is given as the max of convex functions g i : R n → R, i = 1, . . . , n g , (4d) can be replaced by
The case k = max i=1,...,n k ik can also be dealt with by introducing N k=0 n k additional variables σ ik , k = 0, . . . , N , and replacing (4a) with
In conclusion, Algorithm 2 can be applied to solve (4) for any twice differentiable convex function f i , g i , ik .
IV. CONSTRAINED TRACKING TO A SET
Consider an output vector
associated with process (8), with y ∈ R p , and a corresponding output reference r ∈ R ⊂ R p , where R is a polytope. Assume that the following linear system 0 = Ax r + Bu r − x r r = Cx r admits a unique solution (x r , u r ) of steady-state state and input vectors for all r ∈ R, and assume that R is such that g(x r , u r ) < 0.
We consider the problem of controlling (8) to a desired set X T {x ∈ R n : S(x − x r ) ≤ s}, around the equilibrium state x r , where s > 0, s ∈ R n T , while satisfying the input constraints u min ≤ u(t) ≤ u max (27) and the output constraints
with u min < 0 < u max , y min < 0 < y max . In this case, we define the function g in (4d) as the convex and piecewise affine function
, and q
2m+2p. An example of desired set X T is given by S = C −C , s = [ emax −emin ], so that convergence to X T implies satisfying the constraint on the tracking error e min ≤ y − r ≤ e max asymptotically.
A. Quadratic functions
We consider the ellipsoidal terminal set S defined by
where P = P ≥ 0 and ρ r are determined in accordance with the following theorem.
m×m , be the solution of the semidefinite program
where 0 ≤ λ ≤ 1 is a given contractive factor, and
for all i = 1, . . . , q, where {r j } n R j=1 are the vertices of R. Then,
for all r ∈ R, where
Proof: Let ∆x x − x r , ∆u u − u r , ∆y y − r. Clearly ∆x(t + 1) = Ax + Bu − x r = A∆x(t) + B∆u(t) and ∆y(t) = C∆x(t), along with the constraints u min − u r ≤ ∆u(t) ≤ u max − u r , y min − r ≤ C∆x(t) ≤ y max − r. The robust satisfaction of properties (33) with respect to r ∈ R for all x such that ∆x P ∆x ≤ 1, under the control law ∆u(t) = K∆x(t), follows by standard arguments from the inequality constraints in (31) (see, e.g., [23] ). For a given r ∈ R, the scalar ρ r defined by (34) provides the largest ellipsoid centered in x r and defined by P such that (33) are satisfied, where ρ r ≥ 1.
B. Polyhedral terminal set S
For a given under asymptotically stabilizing feedback control law u(t) = K(x(t) − x r ) + u r , consider the polyhedral terminal set S defined by
where S = {x : H(x − x r ) ≤ K} = {∆x : H∆ ≤ K} is a maximum admissible polyhedral invariant set [24] for the closed-loop system ∆x(t + 1) = (A + BK)∆x(t) and with respect to the constraintsĀ∆x ≤b min , whereĀ is defined in (34b), andb min is defined as in (34b) by replacing (u max −u r ) i with min j=1,...,n R {(u max −u rj ) i }, (−u min +u r ) i with min j=1,...,n R {(−u min + u rj ) i }, i = 1, . . . , m, (y max − r) i with min j=1,...,n R {(y max − r j ) i } and (−y min + r) i with min j=1,...,n R {(−y min + r j ) i }, i = 1, . . . , p. Clearly, the size of S depends on the size of X T and on how large are the boxes {y ∈ R p : y min ≤ y ≤ y max } with respect to R and {u ∈ R m : u min ≤ u ≤ u max } with respect to the set {u ∈ R m : u = u r , r ∈ R}.
V. SIMULATION RESULTS
Consider the linear system described by the transfer function 
leading to defining g(x, u) as in (29). We setup the MPC problem (4) with N = 6,
where P is the solution of the discrete algebraic Riccati equation associated with A, B, Q, and R, and x r = [ 2.6252 1.4639 ] r, u r = r. The possible reference signals are restricted in the interval R = [−0.9, 0.9], while the desired target set X T = {x ∈ R 2 : x − x r ∞ ≤ 0.1}. We start from the initial condition x(0) = [ 0 0 ] and command the set-point r = 0.5. We consider the cumulated cost , K = 0.1 [ 1 1 1 1 1 1 ] is the maximum λ-contractive invariant set for the closed-loop system ∆x(t + 1) = (A + BK LQR )∆x(t), K LQR is the LQR gain associated with A, B, Q, and R, and λ = 1, computed as described in [25] . Table II Finally, we compare the performance of the new solver described in Section III (implemented in interpreted MATLAB code) against the commercial solver Gurobi 5.6.2 [26] in solving QCQP and QP problems to optimality, and also to qpOASES [6] for QP's. We consider problems deriving from the MPC setup with ellipsoidal (QCQP) and polyhedral (QP) constraints described above, for an increasing prediction horizon N . The results are depicted in Figure 5 (QCQP case) and Figure 6 (QP case), respectively. 
VI. CONCLUSIONS
The contribution of this paper is twofold. From an optimization viewpoint, we have introduced a very efficient numerical solver that can solve convex feasibility and optimization problems, and that is at least an order of magnitude faster than commercial state-of-the-art (interior-point) solvers as the dimension of the problem increases. By taking advantage of the way the solver computes an optimal solution via a sequence of convex feasibility problems, from a control viewpoint we proposed an MPC strategy for convergence to a terminal set that allows an anytime optimization philosophy, that is of improving the optimality of the control move with respect to a given performance specification only if CPU resources are available during the sampling interval. We believe that the approach has potential applications in embedded MPC systems where a large-enough time-slot for computations cannot be guaranteed a priori, a rather typical situation in multitask realtime systems.
