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laries how to handle solution gathering meta-
alls, asserts and retra
ts
in the groundness analysis of Prolog.
1 Introdu
tion
Most work on stati













h builtins, however, and so this is an important
issue to address when 
onstru
ting an analyser [2{4,6,7℄. This note details how
builtins are handled in a groundness analyser developed at the University of
Kent in 
ollaboration with the Universities of Ben-Gurion and Leeds. This
analyser is 
omposed to two 
ore modules: an abstra
ter module whi
h takes,
as input, a program and produ
es, as output, an abstra
t version of the pro-
gram that only expresses grounding dependen




ies in the abstra
t program to infer whi
h argu-
ments of the input program are ground. Builtins pose (at least) four problems
for stati




all problem The problem with a goal su
h as 
all(G) is that the prin-

ipal fun
tor of the goal G might not be known until run-time and thus we

annot in general tra
e the 
all to G and dedu
e its answer (and those its




with bagof, ndall, on
e, not and setof.
solution gathering problem A parti
ular problem that o

urs in solution gath-
ering meta-
alls su
h as ndall(T , p(S, T ), B) is that they 
annot simply
be abstra
ted as p(S, T ) or even p(S, B). This is be
ause the goal ndall(T ,
p(S, T ), B) neither instantiates S nor T (though it might ground B). Anal-
ogous problems o

ur with bagof and setof.
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assert problem The problem with assert goals is that they 
an extend the
program at run-time and thereby introdu
e new 
alls and answers. Spe
if-
i
ally, suppose that a program 
onsists of the fa
ts p(
) and q( ) and the

lause r(X) :- assert((p(Y ) :- q(Y ))), p(X). The query r(X) will 
all the as-
sert goal. This asserts the 
lause p(Y ) :- q(Y ) whi
h, in turn, introdu
es a
new 
omputation path through q(Y ) (whi
h has true as its 
all and answer
patterns) and leads to answer pattern of true for the top-level goal r(X). If
the assert was merely ignored, then 
all and answer patterns for q would be
missed, and an in
orre
t answer pattern for r would be inferred.
retra
t problem The problem with a retra
t goal is basi
ally one of pre
i-
sion. Consider a program that shares data between two program points
using dynami
 predi




assert(data(I)) will write (and extend) the bla
kboard and elsewhere in
the program the 
all retra
t(data(O)) will read (and prune) the bla
k-
board. The goal retra
t(data(O)) 
an be safely abstra
ted by true. Pre
ision

ould be improved, however, if we 




t(data(O)) must ground O.
To resolve the meta-
all problem (and mu
h of the assert problem) we follow
the elegant analysis model set out in [3,4℄ in whi
h there are assumed to be
two versions of the program: one (virgin) program that is unanalysed; and
another (renamed) version that is 
ompletely analysed. The idea is for the
renamed version to only express information about the 
alls that the analysis
is able to tra
e. The renamed program is 
onstru
ted by substituting ea
h
atom (that is not a builtin) in the virgin program, G = p(t
1


















ied in the export de
larations of a module
interfa
e, are dire
ted at the renamed predi
ates. Renaming ensures that 
alls
in one version of the program 
annot normally invoke predi
ates in the other.
One ex




ur in the renamed program. These
build unrenamed goals and thus 
all the virgin program. The other ex
eption
is with asserts that o

ur in the renamed program. The bodies of asserted

lauses are 
omposed of unrenamed goals and therefore 
an 
all into the virgin
program. The important point is that these 
alls (and those they generate) do
not need to be tra
ked to safely reason about the 
all and answer patterns of














To summarise, the two program model of [3,4℄ essentially buys safety at the
expense of doubling the size of the program.
With this model in mind, se
tion 2 details how meta-
alls and solution gath-
ering goals are handled, and se
tions 3 and 4 explains how assert and retra
t
goals are dealt with. As far as we aware, previous work has not 
onsidered




ontains a number of holes. The appendix lists the groundness abstra
-






all and bagof problem
The two program model of [2,4℄ enables meta-
alls to G to be (essentially)
ignored during analysis. If the prin
ipal fun
tor of G is known, however, it is
usually better to repla
e the meta-
















h as not(G) and n+(G), however, are repla
ed with the goal p(X
1
; : : : ; X
n
)
where p is a new predi
ate symbol and var(G) = fX
1




ate is dened as the 
lause p(X
1








; : : : ; X
n
). This essentially unfolds the denition of not(G
0
).
2.2 The bagof, setof and ndall goals




treated as normal meta-
alls. The meta-
all bagof(T , G, B) binds B to a list
of instan
es of the template T generated through all the proofs of the goal G.
(To simplify the presentation, we assume that T and B are variables.) The
meta-
all fails if G fails. More generally, meta-
alls 
an take the form bagof(T ,
Y
1
b : : :bY
n
bG, B) where b denotes existential quanti
ation. Variables that are
not quantied (and do not 
orrespond to T ) 
an be bound by a proof of
G. The goal bagof(T , Y
1
b : : :bY
m
bG, B) 




; : : : ; X
n
; B) where var(G) n fT; Y
1




; : : : ; X
n
g and p is a
new predi
ate dened by the 
lause p(X
1
; : : : ; X
n
; B) :- G
0
, 




annot propagate bindings through Y
1
; : : : ; Y
m
sin
e these variables are not
arguments of p. The setof meta-
all 
an be treated similarly.
The meta-
all ndall(T , G, B) diers from bagof and setof in that it always
su

eeds and never binds any variables of G. Furthermore, the solution list
is made up of variants of the instan
es of T that are generated through solv-
ing G. The meta-
all is thus handled by repla
ing ndall(T , G, B) with the
goal p(X
1
; : : : ; X
n
; B) where var(G) n fTg = fX
1
; : : : ; X
n
g and p is a new
predi
ate dened by the 
lauses p(X
1
; : : : ; X
n
; B) :- G
0
, 
opy term(T , B) and
p(X
1
; : : : ; X
n
; B) :- ground(B).
3
Observe that 
opy term(T;B) is not des
ribed by the grounding dependen
y




opy term(T;B), T = a would be des
ribed by (B  T )^T =
T ^ B, whi
h is in
orre
t. To handle 
opy term a

urately it is ne
essary
to extend the xpoint engine to ground B if T is ground when the goal is
en
ountered.
3 The assert problem
The database mutation predi
ates are assert, retra
t and abolish. The retra
t
and abolish builtins remove 
lauses from the database, 
annot ae
t safety,
and thus are not as problemati
 as assert. With the two program model,
however, asserts 






 is based on inspe
ting the dynami
 de
larations of the pro-
gram sin
e it is normally only permissible to assert 
lauses whose head predi-

ate symbols are dynami
 [8℄. If p=n is de
lared dynami






; : : : ; X
n
) 
an be added to the renamed program so as to ensure that




is safe. The nop 
lause is a devi
e that
is introdu
ed temporarily for analysis: it should not appear in the 
ode gen-
erated for the renamed program. In this s
heme, the assert goals in both the




all assert((H :- B
1
; : : : ; B
n
)) must both add
H :- B
1
; : : : ; B
n




; : : : ; B
n
to the re-
named program. This ensures 
onsisten
y between the two versions of the
program. The semanti
s of retra
t also needs to be amended to keep both ver-
sions of the program 
onsistent. Note that the body atoms of both asserted

lauses are not renamed and thus only generate 
alls into the virgin program.
The asserted 
lauses do not therefore 











larations provide a useful safety net for handling asserts.
Often, however, the prin
ipal fun
tors of all the head and body atoms of all the
asserted 
lauses are known at 
ompile-time. This enables asserts to be analysed







the goal assert((H :- B
1
; : : : ; B
n





; : : : ; B
n











an be added to the renamed program for the
purposes of analysis. As with nop 
lauses, the renamed 
lause is merely an
analysis devi
e and should not appear in the 
ode generated for the renamed
program. Also like before, the assert goals must be retained. With the modied
assert semanti
s, this again adds H :- B
1
; : : : ; B
n





; : : : ; B
n
to the renamed program. The 
hief advantage of this ta
ti

over just exploiting dynami
 de
larations is that it may improve the pre
ision
of the answer pattern of an asserted 
lause.
In 
ases where we do not have full knowledge at 
ompile-time of all the asserted





ally, if a program

ontains an assert with a 
lause that 
ontains a body atom whose prin
iple
fun
tor is not known at 
ompile-time, then the nop ta
ti
 has to be applied.
Similarly, if the program 
ontains a meta-
all to a goal whose prin
iple fun
tor
is not known, then the nop ta
ti
 has to be applied. This is be
ause, in general,
unknown meta-
alls and body atoms may take the form assert(p(X
1
; : : : ; X
n
))
where p=n is dynami
.
3.3 Exploiting groundness information
If the program does not need to 
ontain nop 
lauses (for the reasons explained
above), then pre
ision 
an be further improved by inferring the groundness
information that des
ribes the program state at the time at whi
h the as-
sert goal is en
ountered. Spe
i
ally, for the goal assert((H :- B
1





 is to dedu
e the grounding dependen
ies between fX
1





; : : : ; B
n
) at the program point at whi




hieved by inserting the 
all p(X
1
; : : : ; X
m
) into the renamed program
immediately prior to the assert goal where p=m is a new predi
ate symbol.
The p=m goal re
ords the state of the X
1
; : : : ; X
m




eeds (without binding X
1
; : : : ; X
m
) the nop fa
t p(X
1
; : : : ; X
m
) is
added to the renamed program. Observe that the 
all and answer patterns
of p=m 
oin
ide. To model the ee
t of the bindings on X
1






















; : : : ; X
m
)
are added to the renamed program where q=m is another new predi
ate sym-
bol. The xpoint engine is (very slightly) modied to re
ognise the q=m 
lause
as assert related and spe
i
ally bar the p(X
1
; : : : ; X
m
) body atom from 
on-
tributing to the 
all pattern of p=m. Otherwise 
all and answer patterns arising
within the q=m are tra
ed normally. Hen
e the 
all pattern on p=m 
orre-
sponds to the answer pattern on q=m whi
h, in turn, propagates the bindings
on X
1
; : : : ; X
m





As previously explained, the problem with a goal su
h as retra
t((H :- B))
is essentially one of pre
ision: retra
t goals 
an be ignored but this loses the
grounding ee
ts of mat
hing H :- B against the dynami




lause((H :- B)) whi
h 
an be interpreted as a
non-mutating read of the dynami
 database. If the prin
ipal fun
tor of H is
known at 




are known to be fa
ts, then the goals retra
t(H :- B) and 
lause(H :- B) 
an
be handled as the 
onjun
tion 







lause(H) where H is bound at 
ompile-time
to a fa
t with a prin
ipal fun





ed with the 
all H
0
. This is safe be





t, then the answer pattern for p
0
=n will safely approximate
the ee

















an dealt with by simple pro-
gram transformations; table lookup 
an be used for most builtins; and even

at
h and throw 
an be supported [4℄. Constraints 
an be handled straight-
forwardly by re-writing to three-variable form [1℄. For example, w = x+ y  z,
is written to w = x + t; t = y  z, where t is a fresh, temporary variable.
Table lookup is then used to map three-variable forms to Boolean formulae,
for example w = x + t and t = y  z map to f
1
= (w  (x ^ t)) ^ (x  
(w ^ t)) ^ (t (w ^ x)) and f
2
= (t (y ^ z)). The grounding behaviour of
the 







h as t 
an be removed by proje
tion, for example, t 





) = (w (x ^ y ^ z)) ^ (x (w ^ y ^ z)). However, we 
hoose not
to do this, preferring to keep the abstra





The real problem in handling builtins is that the large number of 
ases means




ision. An appendix thus
details how our analyser handles various builtins. It is intended to help other
developers in the analysis 
ommunity. Other issues that have not be dis
ussed
in this note, however, are more problemati
. For example, supporting programs
that are broken a
ross several les [4,5,9℄ is a study within its own right. At
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A Groundness abstra
tions for builtins
In order to make the appendix 
ontainable, we give representative ground-
ness abstra







) is the set of variables o

urring in the term t
i
. Note
that ^; = true.
The following builtins ground all their arguments: </2, >/2, =</2, >=/2, =:=/2,






















ush output/1, get/1, get/2, get0/1, get0/2, ground/1, integer/1, is/2, leash/1,
line 
ount/2, line position/2, load/1, name/2, nl/1, number/1,
number 











ode/2, tab/1, tab/2, tell/1,
telling/1, ttyget/1, ttyget0/1, ttyput/1, ttyskip/1, ttytab/1, use module/2,
use module/3, version/1.
The following builtins are abstra
ted as true: </2, >/2, =</2, >=/2, \==/2,
break/0, 
allable/1, 
ompound/1, debug/0, debugging/0, dif/2, display/1,




listing/1, nl/0, nodebug/0, noleerrors/0, nog
/0, nonvar/1, nospyall/0,
notra
e/0, otherwise/0, phrase/2, phrase/3, print/1, read/1, repeat/0,
retra
tall/1, subsumes 
hk/2, seen/0, simple/1, skip line/0, statisti
s/0,
told/0, true/0, tty




The following builtins are des
ribed by the bottom element of the groundness
domain (usually false): abort/0, fail/0, false/0, halt/0, halt/1.





































































































































































































For many goals, partial evaluation 
an be used to improve pre
ision when the
arguments of the goal are partially instantiated. For example, the uni
ation
f(X; Y ) = f(U; V ) 
an be redu
ed to the 
onjun
tion X = U , Y = V whi
h,
in turn, is des
ribed as (X $ U)^ (Y $ V ) rather than (X ^ Y )$ (U ^ V ).
C/3 is handled by transforming the goal into an expli
it uni
ation.
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