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Анотацiя. У класах цiлих функцiй дослiджена розв’язнiсть двото-
чкової за часом задачi для рiвняння iз частинними похiдними друго-
го порядку за часом та загалом нескiнченного порядку за просторо-
вими змiнними. Запропоновано диференцiально-символьний метод
побудови розв’язкiв задачi.
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1. Вступ
Задача Кошi для диференцiального рiвняння з частинними по-
хiдними зi сталими коефiцiєнтами є коректною крайовою задачею i
найбiльш дослiдженою на сьогоднi. Наприклад, класичний розв’язок
задачi Кошi для рiвняння коливань струни
@2
@t2
  a2 @
2
@x2

U(t; x) = 0; a > 0; (1.1)
U(0; x) = '0(x);
@U
@t
(0; x) = '1(x); (1.2)
визначається вiдомою формулою Д’Аламбера [1], є єдиним, а вiдпо-
вiдна однорiдна задача має лише тривiальний розв’язок. Якщо ж змi-
щення U(t; x) струни задано в момент часу t = 0, а швидкiсть змiни
змiщення в iнший близький момент часу t = h > 0, то отримуємо
задачу для рiвняння (1.1) з двоточковими за часом умовами
U(0; x) = '0(x);
@U
@t
(h; x) = '1(x): (1.3)
Стаття надiйшла в редакцiю 10.12.2016
ISSN 1810 – 3200. c Iнститут математики НАН України
З. Нитребич, О. Маланчук 515
На вiдмiну вiд задачi Кошi (1.1), (1.2) двоточкова задача (1.1),
(1.3) є некоректною задачею – вiдповiдна однорiдна двоточкова за-
дача для рiвняння (1.1) має нетривiальнi класичнi розв’язки, серед
яких, зокрема, факторизованi
U(t; x; h) = sin
t
2h
cos
x
2ah
:
Зауважимо, що при h ! 0 двоточкова задача (1.1), (1.3) вирод-
жується у задачу Кошi (1.1), (1.2).
Розв’язнiсть задач iз багатоточковими умовами за часовою змiн-
ною для лiнiйних диференцiальних рiвнянь iз частинними похiдни-
ми на пiдставi метричного пiдходу вперше дослiджено у статтi [2].
Зокрема, у цiй працi було вказано на проблему малих знаменникiв,
що притаманна багатоточковим задачам, було також показано, що
класи єдиностi розв’язку багатоточкової за часом задачi для рiвнянь
iз частинними похiдними iстотно вiдрiзняються вiд класiв єдиностi
розв’язку вiдповiдної задачi Кошi для цих же ж рiвнянь.
Задача (1.1), (1.3) у смузi (0; h)R є задачею з умовами Дiрiхле–
Неймана. Аналогiчна задача для диференцiального рiвняння високо-
го порядку, однорiдного за порядком диференцiювання, вивчалася у
працi [3].
Застосування метричного пiдходу до дослiдження n-точкових за-
дач для рiвнянь та систем диференцiальних рiвнянь iз частинними
похiдними в обмежених областях дозволило в останнi роки отримати
низку нових результатiв (див. працi [4, 5] та бiблiографiю в них).
Встановленню класiв однозначної розв’язностi задач iз локальни-
ми багатоточковими умовами за часом для рiвнянь iз частинними
похiдними в необмежених областях (смуга, шар) присвяченi дослiд-
ження [6,7].
Зауважимо, що багатоточкова задача для рiвняння iз частинни-
ми похiдними бере свiй початок вiд аналогiчної багатоточкової задачi
для звичайного диференцiального рiвняння, яка зустрiчається в лiте-
ратурi як задача Валле–Пуссена. Першi результати в цьому напрямi
отримано у працях [8–10].
Ця стаття присвячена вивченню задачi з неоднорiдними локаль-
ними двоточковими умовами за часом для однорiдного диференцi-
ального рiвняння другого порядку за часом та довiльного (зокрема,
нескiнченного) порядку за просторовими змiнними i є продовженням
дослiджень [11].
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2. Формулювання задачi
Нехай a() =
1P
jkj=0
ak
k; b() =
1P
jkj=0
bk
k – цiлi функцiї, ak; bk 2 C,
k = (k1; : : : ; ks) 2 Zs+,  = (1; : : : ; s) 2 Cs, s 2 N, k = k11 : : : kss ;
jkj = k1 + : : : + ks: Для x = (x1; : : : ; xs) 2 Rs розглянемо диференцi-
альнi вирази (скiнченного або нескiнченного порядку)
a
 @
@x

=
1X
jkj=0
ak
 @
@x
k
; b
 @
@x

=
1X
jkj=0
bk
 @
@x
k
:
Крiм того, нехай A1
 
@
@x

, A2
 
@
@x

, B1
 
@
@x

, B2
 
@
@x

– диференцi-
альнi полiноми з комплексними коефiцiєнтами, причому їх символи
A1 (), A2 (), B1 (), B2 () для кожного  2 Cs задовольняють умо-
ви:
jA1 ()j2 + jA2 ()j2 6= 0; jB1 ()j2 + jB2 ()j2 6= 0:
У просторi R1+s змiнних t; x1; : : : ; xs розглянемо задачу
L
 @
@t
;
@
@x

U(t; x)  @
2U
@t2
+ 2 a
 @
@x
@U
@t
+ b
 @
@x

U = 0; (2.1)
l0@U(t; x)  A1
 @
@x

U(0; x) +A2
 @
@x
@U
@t
(0; x) = '0(x);
l1@U(t; x)  B1
 @
@x

U(h; x) +B2
 @
@x
@U
@t
(h; x) = '1(x);
(2.2)
у якiй h > 0, а '0(x); '1(x) – заданi функцiї, причому хоча б одна з
них є ненульовою.
Видiлимо класи цiлих функцiй, до яких повиннi належати '0(x)
та '1(x), щоб розв’язок задачi (2.1), (2.2) iснував i був єдиним у вiд-
повiдному класi цiлих функцiй. При цьому вкажемо диференцiально-
символьний метод побудови розв’язку задачi.
3. Основнi результати
За рiвнянням iз частинними похiдними (2.1), замiнивши @@x на век-
тор-параметр  i символ @@t на
d
dt , запишемо звичайне диференцiальне
рiвняння
L
 d
dt
; 

T (t; ) = 0; (3.1)
причому надалi вважаємо, що  2 Cs.
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Функцiї вигляду
T0(t; )=e
 a()t
8<:a()sinh
h
t
p
a2()  b()
i
p
a2()  b() +cosh
h
t
p
a2()  b()
i9=;;
T1(t; ) = e
 a()t sinh
h
t
p
a2()  b()
i
p
a2()  b()
утворюють нормальну в точцi t = 0 фундаментальну систему роз-
в’язкiв рiвняння (3.1).
Оскiльки коефiцiєнти a(); b() рiвняння (3.1) за припущенням є
цiлими функцiями, то згiдно з теоремою Пуанкаре ([12], с. 59) функцiї
T0(t; ); T1(t; ) є також цiлими функцiями стосовно вектор-парамет-
ра , зокрема, особливостi у разi a2() = b() є усувними, причому
T0(t; ) = e
 a()ta()t+ 1	; T1(t; ) = t e a()t:
Знайдемо розв’язки eT0 (t; ) ; eT1 (t; ) рiвняння (3.1), що задоволь-
няють двоточковi умови
l0 eTk (t; )  A1() eTk (0; ) +A2()d eTk
dt
(0; ) = 0k;
l1 eTk (t; )B1()eTk (h; )+B2()d eTk
dt
(h; )=1k; k 2 f0; 1g ;
(3.2)
де jk — дельта Кронекера.
Шукаємо цi розв’язки у виглядi
eTk(t; ) = ck1()T0(t; ) + ck2()T1(t; ); k 2 f0; 1g;
де c01(), c02(), c11(), c12() — невiдомi функцiї  2 Cs.
Умова () 6= 0 є умовою iснування функцiй eT0 (t; ) ; eT1 (t; ), де
() =

l0T0(t; ) l0T1(t; )
l1T0(t; ) l1T1(t; )

=

A1() A2()
B1 ()T0(h; )+B2 ()
dT0
dt
(h; ) B1 ()T1(h; )+B2 ()
dT1
dt
(h; )
 :
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Такий визначник будемо називати характеристичним визначни-
ком задачi (2.1), (2.2). Його можна подати також у виглядi:
()=e ah
n
A1B1   a (A1B2 +A2B1) + bA2B2
osinh hhpa2 bi
p
a2   b
+
n
A1B2  A2B1
o
cosh
h
h
p
a2   b
i
;
де a = a () ; b = b () ; A1 = A1 () ; A2 = A2 () ; B1 = B1 () ;
B2 = B2 () :
Зазначимо, що функцiя () як суперпозицiя цiлих функцiй є
також цiлою, зокрема, для a2 = b маємо
() = e ah

A1B1   a (A1B2 +A2B1) + a2A2B2
	
h+A1B2  A2B1

:
3.1. Випадок, коли множина нулiв характеристичного
визначника є порожньою
У цьому разi  1() є також цiлою функцiєю, а тому функцiїeT0 (t; ) ; eT1 (t; ) визначаються однозначно для довiльного  2 Cs, є
цiлими стосовно цього вектор-параметра i мають такий вигляд:
eT0 (t; ) =  1()nT0(t; ) l1T1(t; )  T1(t; ) l1T0(t; )o
=
e a(t+h)
()
"
(B1 aB2)
sinh
h
(h t)pa2 b
i
p
a2   b +B2 cosh
h
(h t)
p
a2 b
i#
;
eT1 (t; ) =  1()n  T0(t; ) l0T1(t; ) + T1(t; ) l0T0(t; )o
=
e at
()
24(A1   aA2) sinh
h
t
p
a2   b
i
p
a2   b  A2 cosh
h
t
p
a2   b
i35 :
(3.3)
Зауважимо, що функцiї (3.3) для a2 = b є такими
eT0 (t; ) = e a(t+h)
()
[(B1   aB2) (h  t) +B2] ;
eT1 (t; ) = e at
()
[(A1   aA2) t A2] :
Порядок цiлих функцiй eT0 (t; ) ex; eT1 (t; ) ex за сукупнiстю змiн-
них 1; 2; : : : ; s позначимо через p. Зауважимо, що 1  p  1.
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Позначимо через Ap0 клас цiлих функцiй '(x), порядок яких є
меншим за p0, де 1p +
1
p0 = 1, якщо 1 < p < 1. Крiм того, вважаємо,
що Ap0 є класом цiлих функцiй (p0 =1), якщо p = 1, i класом цiлих
функцiй експоненцiйного типу (p0 = 1), якщо p =1.
Через Ap0 позначимо клас цiлих функцiй U(t; x), якi для кожного
фiксованого t 2 R належать до Ap0 .
Теорема 3.1. Нехай 8 2 Cs () 6= 0 i p — порядок цiлих функцiйeT0 (t; ) ex; eT1 (t; ) ex за сукупнiстю змiнних 1; 2; : : : ; s. Якщо
'0; '1 2 Ap0, то у класi Ap0 iснує єдиний розв’язок задачi (2.1), (2.2).
Цей розв’язок можна подати у виглядi
U(t; x) = '0

@
@
neT0 (t; ) exo
=O
+ '1

@
@
neT1 (t; ) exo
=O
;
(3.4)
де   x = 1x1 + : : :+ sxs, O = (0; : : : ; 0) 2 Cs.
Доведення. Для цiлих функцiй '0; '1 2 Ap0 диференцiальнi вирази
нескiнченного порядку '0
 
@
@

та '1
 
@
@

визначимо шляхом замiни x
на @@ у рядах Маклорена для функцiй '0 (x) та '1 (x). Тодi вираз (3.4)
є функцiональним рядом. Цей ряд визначає цiлу функцiю U (t; x), яка
є квазiполiномом за змiнною t i для кожного фiксованого t належить
до класу Ap0 (див. [13] для s = 1 та [14] для s > 1).
Покажемо, що цiла функцiя, визначена рiвнiстю (3.4), задоволь-
няє рiвняння (2.1). З того, що функцiї (3.3) є розв’язками рiвняння
(3.1), враховуючи комутативнiсть операцiй @@t ;
@
@x ;
@
@ , отримаємо:
L

@
@t
;
@
@x

U(t; x) = L

@
@t
;
@
@x
 1X
j=0
'j

@
@
neTj (t; ) exo
=O
=
1X
j=0
'j

@
@

L

@
@t
;
@
@x
 neTj (t; ) exo
=O
=
1X
j=0
'j

@
@

ex

L

d
dt
; 
 eTj (t; )
=O
= 0:
Оскiльки функцiї (3.3) задовольняють умови (3.2), то для j 2
f0; 1g отримуємо
lj@U (t; x) =
1X
k=0
'k

@
@
 n
ex lj eTk(t; )o
=O
=
1X
k=0
'k

@
@

exjk
	
=O
= 'j (x) :
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Отже, функцiя (3.4) є розв’язком задачi (2.1), (2.2).
Єдинiсть розв’язку задачi (2.1), (2.2) доведемо вiд супротивного.
Припустимо, що iснує ненульовий розв’язок U(t; x) з класу Ap0 одно-
рiдного рiвняння (2.1), тобто цiла функцiя вигляду
U(t; x) =
X
k2Zs+1+
uk t
k0xk; k = (k0; k) = (k0; k1; : : : ; ks); uk 2 C;
змiнних t та x = (x1; : : : ; xs), де xk = xk11 : : : x
ks
s , що задовольняє
однорiднi умови (2.2).
Позначимо U(0; x) = '(x); @U@t (0; x) =  (x). Тодi функцiї '(x) та
 (x) є ненульовою парою функцiй з класу Ap0 . Запишемо розв’язок
задачi (2.1), (2.2) згiдно з диференцiально-символьним методом [15,
16] як єдиний розв’язок задачi Кошi з класу Ap0 для рiвняння (2.1) з
початковими даними ' та  у виглядi:
U(t; x) = '
 @
@
n
T0(t; )e
x
o
=O
+  
 @
@
n
T1(t; )e
x
o
=O
:
(3.5)
Оскiльки U(t; x) задовольняє однорiднi умови (2.2), то маємо сис-
тему рiвнянь
'
 @
@
n
ex l0T0(t; )
o
=O
+  
 @
@
n
ex l0T1(t; )
o
=O
= 0;
'
 @
@
n
ex l1T0(t; )
o
=O
+  
 @
@
n
ex l1T1(t; )
o
=O
= 0;
яку запишемо у матричному виглядi:0BB@l0@T0

t;
@
@x

l0@T1

t;
@
@x

l1@T0

t;
@
@x

l1@T1

t;
@
@x

1CCA
 
'(x)
 (x)
!
=
0@0
0
1A :
Розв’язуючи цю систему, знаходимо


@
@x

'(x) = 0; 

@
@x

 (x) = 0:
За умови () 6= 0 для довiльного  2 Cs одержуємо, що iснує
 1
 
@
@x

, а тому '  0 та   0. Отримали протирiччя з тим, що
пара функцiй ' та  є ненульовою. Теорему доведено.
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Приклад 3.1. В областi (t; x) 2 R4 знайти розв’язок двоточкової
задачi 
@
@t
 3
2
U(t; x) = 0; 
2 3

U(0; x) +
@U
@t
(0; x) = '0(x); U(1; x) = '1(x);
(3.6)
в якiй 3 = @
2
@x21
+ @
2
@x22
+ @
2
@x23
— тривимiрний оператор Лапласа.
r Задача (3.6) є задачею (2.1), (2.2), у якiй a() =  jjjj2   (21+
22 +
2
3), b() = a2(), A1() = 2 jjjj2, A2() = B1() = 1, B2() = 0,
h = 1; s = 3.
Характеристичний визначник задачi (3.6) та функцiї (3.3) мають
вигляд:
() = ejjjj
2
;
eT0 (t; ) = (1  t)ejjjj2t; eT1 (t; ) = (2t  1)ejjjj2(t 1): (3.7)
Функцiї (3.7) є цiлими (для t 62 f0; 1g) порядку p = 2 за сукупнiс-
тю змiнних 1; 2; 3. Якщо '0; '1 2 A2, то за теоремою 3.1 у класi
A2 iснує розв’язок задачi (3.6), який можна подати у виглядi (3.4), деeT0 (t; ) ; eT1 (t; ) — функцiї (3.7).
Зокрема, для функцiй вигляду '0(x) = x1ex2 x3 ; '1(x) = 0 з кла-
су A2 за формулою (3.4) знаходимо:
U(t; x) =
@
@1
n
(1  t)ejjjj2t+x
o
1=0; 2=1; 3= 1
= (1  t)x1e2t+x2 x3 :
Знайдений розв’язок задачi (3.6) за теоремою 3.1 у класi A2 є
єдиним. 4
Приклад 3.2. Знайти в областi (t; x1; x2) 2 R3 розв’язок рiвняння"
@2
@t2
+ 2

@
@x1
+
@
@x2

@
@t
+
 
@
@x1
+
@
@x2
2
+ 1
!#
U (t; x) = 0;
(3.8)
що задовольняє локальнi двоточковi умови:
@
@x1
+
@
@x2

U (0; x) +
@
@t
U (0; x) = '0 (x) ;
@
@x1
+
@
@x2

U

2
; x

+
@
@t
U

2
; x

= '1 (x) :
(3.9)
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r Для даної задачi маємо a() = 1 + 2, b() = (1 + 2)2 + 1,
A1() = B1() = 1 + 2, A2() = B2() = 1, h = 2 , s = 2.
Характеристичний визначник задачi (3.8), (3.9) та функцiї (3.3)
мають вигляд
() = e (1+2)

2 ;eT0 (t; ) = e (1+2)t sin t; eT1 (t; ) =  e (1+2)(t+2 ) cos t:
Множина нулiв характеристичного визначника задачi є порож-
ньою, а функцiї eT0 (t; ), eT1 (t; ) є цiлими функцiями, причому пер-
шого порядку за сукупнiстю параметрiв 1; 2.
Розв’язок задачi (3.8), (3.9) згiдно з теоремою 3.1 для цiлих функ-
цiй '0; '1 можна знайти за формулою (3.4):
U (t; x) = '0

@
@
 n
e (1+2)t+x sin t
o
=O
+'1

@
@
 n
 e (1+2)(t+2 )+x cos t
o
=O
= '0 (x1   t; x2   t) sin t  '1

x1   t  
2
; x2   t  
2

cos t:
Отриманий розв’язок
U(t; x) = '0 (x1   t; x2   t) sin t  '1

x1   t  
2
; x2   t  
2

cos t
має змiст не лише для цiлих функцiй '0; '1. Ця формула також зоб-
ражує класичний розв’язок задачi (3.8), (3.9) у разi двiчi неперервно
диференцiйовних на R2 функцiй '0; '1. 4
3.2. Випадок, коли множина нулiв характеристичного
визначника не є порожньою i не збiгається з Cs
У цьому разi встановимо однозначну розв’язнiсть задачi (2.1),
(2.2) у поданих нижче класах квазiполiномiв KL та KC;L для деякої
пiдмножини L (L 6= ?; L 6= Cs) з простору Cs:
— KL – це клас квазiполiномiв дiйсних змiнних x1; : : : ; xs вигляду
g(x) =
mX
j=1
Qj(x)e
j x; m 2 N; x = (x1; : : : ; xs); (3.10)
де 1; : : : ; m є попарно рiзними векторами з L, а Q1(x); : : : ; Qm(x) —
довiльнi ненульовi полiноми з комплексними коефiцiєнтами вектор-
змiнної x (вважаємо, що до цього класу належить також нульовий
квазiполiном g = 0);
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— KC;L – клас квазiполiномiв дiйсних змiнних t; x1; : : : ; xs вигляду
f(t; x) =
mX
j=1
NX
l=1
Plj (t; x) e
lt+j x; m;N 2 N;
де комплекснi числа 1; : : : ; N є попарно рiзними, попарно рiзнi ком-
плекснi вектори 1; : : : ; m належать до L, причому P11 (t; x) ; : : : ;
PNm (t; x) — полiноми з комплексними коефiцiєнтами змiнних
t; x1; : : : ; xs такi, що матриця (Plj)l=1;N; j=1;m має ненульовi елемен-
ти у випадку m = 1 або N = 1 i ненульовi стовпцi та рядки в iншому
випадку (вважаємо, що до KC;L належить також нульовий квазiполi-
ном f = 0).
Зауваження 3.1. Кожному квазiполiному g(x) вигляду (3.10) мож-
на поставити у вiдповiднiсть диференцiальний вираз g (@=@), що дiє
на цiлу функцiю () за формулою
g
 @
@

() =
mX
j=1
Qj
 @
@

( + j); (3.11)
зокрема,
g
 @
@

()

=O
=
mX
j=1
Qj
 @
@

()

=j
=
mX
j=1
Qj
 @
@j

(j):
Зауваження 3.2. Нульовий квазiполiном g = 0 належить як до KL,
так i до KCsnL, причому KL \KCsnL = f0g. Результатом дiї вiдповiд-
ного диференцiального виразу g (@=@) на цiлу функцiю є, очевидно,
нульова функцiя.
Для  2 CsnM , де M — множина нулiв характеристичного виз-
начника, тобто
M = f 2 Cs : () = 0g; (3.12)
функцiї eT0 (t; ) ; eT1 (t; ) можна знайти однозначно. Вони мають виг-
ляд (3.3), є квазiполiномами за змiнною t i мають особливостi за
вектор-змiнною  на множинi M .
Теорема 3.2. Нехай '0; '1 2 KL, де L = CsnM , а M — множи-
на (3.12), причому M 6= Cs i M 6= ?. Тодi у класi квазiполiномiв
KC;L iснує єдиний розв’язок задачi (2.1), (2.2). Цей розв’язок можна
подати у виглядi (3.4), де eT0 (t; ) ; eT1 (t; ) — функцiї (3.3).
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Доведення. Якщо '0; '1 2 KCsnM , то згiдно з (3.11) функцiя (3.4) є
квазiполiномом з класу KC;CsnM .
Аналогiчно як у теоремi 3.1 доводиться, що функцiя (3.4) задо-
вольняє рiвняння (2.1) та умови (2.2).
Єдинiсть розв’язку задачi (2.1), (2.2) доведемо вiд супротивного.
Припустимо, що iснує ненульовий розв’язок U(t; x) з класу KC;CsnM
однорiдного рiвняння (2.1), що задовольняє однорiднi умови (2.2).
Позначимо U(0; x) = '(x); @U@t (0; x) =  (x). Тодi функцiї '(x) та
 (x) є ненульовою парою квазiполiномiв з класу KCsnM . Запишемо
розв’язок задачi (2.1), (2.2) згiдно з диференцiально-символьним ме-
тодом [15, 16] як єдиний розв’язок задачi Кошi з класу KC;CsnM для
рiвняння (2.1) з початковими даними ' та  у виглядi (3.5). Повто-
рюючи мiркування теореми 3.1 щодо єдиностi розв’язку задачi (2.1),
(2.2), отримаємо тотожностi


@
@x

'(x) = 0; 

@
@x

 (x) = 0:
За умови () 6= 0 для  2 CsnM одержуємо, що '  0 та   0.
Отримали протирiччя з тим, що пара квазiполiномiв ' та  є нену-
льовою. Теорему доведено.
Приклад 3.3. В областi (t; x1; x2) 2 R3 розв’язати двоточкову зада-
чу для диференцiально-функцiонального рiвняння (диференцiально-
го рiвняння нескiнченного порядку за змiнною x2)
@2U(t; x1; x2)
@t2
+ 2
@2U
@t@x1
(t; x1; x2) +
@2U
@x21
(t; x1; x2 + 1) = 0;
@U
@x1
(0; x1; x2) +
@U
@t
(0; x1; x2) = e
x1 ; U(1; x1; x2) = x2e
x1 :
(3.13)
r Задача (3.13) є задачею (2.1), (2.2), у якiй a() = 1; b() =
21e
2 ; s = 2, h = 1, A1() = 1; A2() = 1; B1() = 1; B2() = 0;
'0 (x) = e
x1 ; '1 (x) = x2e
x1 :
Характеристичний визначник задачi та вiдповiдна множина M
матимуть вигляд:
() =  e 1 cosh 1p1  e2  ;
M =
n
 2 C2 : 1
p
1  e2 =

2
+ k

i; k 2 Z
o
; i2 =  1: (3.14)
Запишемо функцiї (3.3) для задачi (3.13):
eT0 (t; ) =  e 1t sinh 1 (1  t)p1  e2 
1
p
1  e2 cosh 1p1  e2  ;
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eT1 (t; ) = e 1(t 1) cosh 1tp1  e2 
cosh

1
p
1  e2  :
Оскiльки '0; '1 2 KC2nM , то розв’язок задачi (3.13) знайдемо за
формулою (3.4):
U (t; x) = e
@
@1
n
e1x1+2x2 eT0 (t; )o
=O
+e
@
@1
@
@2
n
e1x1+2x2 eT1 (t; )o
=O
= ex1
(eT0(t; 1; 0) + x2 eT1(t; 1; 0) + @ eT1
@2
(t; 1; 0)
)
= ex1 t (t  1) + 1
2
ex1 t+1
 
2x2   t2 + 1

:
Отже, розв’язок задачi (3.13) має вигляд
U(t; x) = ex1 t

t  1 + ex2   et
2
2
+
e
2

i є єдиним за теоремою 3.2 у класi квазiполiномiв KC;C2nM , де M –
множина (3.14). 4
Приклад 3.4. В областi (t; x) 2 R4 знайти розв’язок двоточкової
задачi 
@
@t
+
@
@x3
  @
2
@x1@x2
2
U(t; x) = 0;
2
@
@x3
  @
2
@x1@x2
+ 1

U(0; x) +
@U
@t
(0; x) = '0(x); U(1; x) = '1(x):
(3.15)
r Задача (3.15) є задачею (2.1), (2.2), у якiй a() = 3   12;
b() = a2(), A1() = 23   12 + 1, A2() = B1() = 1, B2() = 0,
h = 1; s = 3.
Для задачi (3.15) маємо
() = 3e
 3+12 ; M =

 2 C3 : 3 = 0
	
;
eT0(t; ) = e(12 3)t
3
(1  t);
eT1(t; ) = e(12 3)(t 1)
3
[(3 + 1)t  1]:
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Нехай в задачi (3.15) '0(x) = x1ex2 x3 ; '1(x) = 0. Цi функцiї
належать до класу KC;C3nM (див. зауваження 3.2).
За формулою (3.4) знаходимо розв’язок двоточкової задачi
U(t; x) = (1  t) @
@1
(
e(12 3)t+1x1+2x2+3x3
3
)
1=0; 2=1; 3= 1
= (1  t)
(
(2t+ x1)e
(12 3)t+1x1+2x2+3x3
3
)
1=0; 2=1; 3= 1
= (1  t)

(t+ x1)e
t+x2 x3
 1

= (t  1)(t+ x1)et+x2 x3 :
Знайдений розв’язок
U(t; x) = (t  1)(t+ x1)et+x2 x3
задачi (3.15) за теоремою 3.2 є єдиним у класi KC;C3nM . 4
Серед цiлих функцiй порядку не бiльше одиницi розглянемо ще
один клас iснування та єдиностi розв’язку (3.4) задачi (2.1), (2.2) для
випадку s = 1.
Позначимо через A1;r, де r > 0, клас цiлих функцiй дiйсної змiнної
першого порядку i типу меншого, нiж r, або порядку меншого, нiж
одиниця. Через A1;r позначимо клас цiлих функцiй U(t; x), якi для
кожного фiксованого t 2 R належать до класу A1;r.
Теорема 3.3. Нехай r = inf
2M
jj, де M — множина (3.12), причому
r 6= 0, тобто (0) 6= 0: Якщо '0; '1 2 A1;r, то у класi функцiй
A1;r iснує єдиний розв’язок задачi (2.1), (2.2), який можна подати у
виглядi (3.4).
Доведення. Визначимо диференцiальнi вирази '0
 
@
@

; '1
 
@
@

нескiн-
ченного порядку шляхом замiни x на @@ у рядах Маклорена для фун-
кцiй '0 (x) ; '1 (x). Тодi функцiональний ряд (3.4) визначає функцiю
U (t; x), яка є цiлою функцiєю за змiнною t i для кожного фiксованого
t належить до класу A1;r. Останнє випливає з рiвностей
'j

@
@
neTj (t; ) exo
=0
= eTj t; @
@x

'j (x) ;
де j 2 f0; 1g, i леми 1 [3]. Отже, U 2 A1;r i є за теоремою 3.1 розв’язком
задачi (2.1), (2.2).
Для доведення єдиностi розв’язку задачi (2.1), (2.2) у класi функ-
цiй A1;r треба повторити хiд доведення теореми 3.2 i використати
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умову, що всерединi круга радiуса r = inf
2M
jj не мiститься нулiв
(). Теорему доведено.
Приклад 3.5. Розглянемо двоточкову задачу
@2
@t2
  @
2
@x2
+
1
4

U (t; x) = 0; (t; x) 2 R2;
U(0; x) +
@U
@t
(0; x) = '0(x); U(; x) +
@U
@t
(; x) = '1(x); x 2 R:
(3.16)
r Задача (3.16) — це задача (2.1), (2.2), у якiй a () = 0, b () =
 2 + 14 , A1 () = A2 () = 1, B1 () = B2 () = 1.
Характеристичний визначник задачi (3.16) та множина M є нас-
тупними:
() =
sinh
h

q
2   14
i
q
2   14
5
4
  2

; M =

k; k 2 N
	[
0+; 0 
	
;
де k = i
p
4k2 1
2 ; 0 = 
p
5
2 ; maxk2Z+
j k j = j 1 j =
p
3
2 :
Re ν
Im ν
√
5/2−
√
5/2
√
3/2
√
15/2
√
35/2
−
√
3/2
−
√
15/2
−
√
35/2
Якщо '0; '1 2 A1;p3=2, то розв’язок задачi (3.16) згiдно з теоремою
3.3 можна знайти за формулою (3.4), в якiй
eT0 (t; ) = 1
()
8><>:
sinh
h
(   t)
q
2   14
i
q
2   14
+ cosh
h
(   t)
r
2   1
4
i9>=>; ;
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eT1 (t; ) = 1
()
8><>:
sinh
h
t
q
2   14
i
q
2   14
  cosh
h
t
r
2   1
4
i9>=>; :
Зокрема, якщо '0(x) = 0; '1(x) = e x=2, то '0; '1 2 A1;p3=2 i за
формулою (3.4) знаходимо
U(t; x) =
t  1

e x=2:
У класi цiлих функцiй A1;p3=2 знайдений розв’язок є єдиним. 4
Зауважимо, що побудовi полiномних та квазiполiномних розв’яз-
кiв диференцiальних рiвнянь iз частинними похiдними та крайових
задач для них присвяченi численнi дослiдження (див. [17–19] та бiб-
лiографiю в них).
4. Про побудову часткових розв’язкiв двоточкової за
часом задачi
Розглянемо випадок, коли в умовах (2.2) '0; '1 2 KM , де M —
множина (3.12), що є непорожньою i не збiгається з Cs. У цьому разi
умови iснування i єдиностi розв’язку задачi (2.1), (2.2), сформульо-
ванi у теоремi 3.2, не виконуються. Виявляється все ж, що розв’язок
задачi (2.1), (2.2) iснує, але не є єдиним у класi квазiполiномiв KC;M ,
тобто задача має нетривiальне ядро.
Якщо '0; '1 2 KM , то з використанням елементiв ядра задачi
можна вказати новi формули, вiдмiннi вiд (3.4), за допомогою яких
будуть знаходитися частковi розв’язки задачi. Покажемо це на прик-
ладi.
Приклад 4.1. Розглянемо двоточкову задачу (3.15), у якiй
'0(x) = 1; '1(x) = e
x1+2x2 :
r Оскiльки '0; '1 2 KM , де M =

 2 C3 : 3 = 0
	
, то форму-
ла (3.4), очевидно, є непридатною. Цю формулу будемо "пiдправ-
ляти" розв’язками задачi (3.15) з вiдповiдними однорiдними двоточ-
ковими умовами. Неважко безпосередньо переконатися, що функцiї
вигляду
1(t; x; ) = c1()(1  t)e12t+1x1+2x2 ;
2(t; x; ) = c2()(1  t)e12(t 1)+1x1+2x2 ;
де c1(); c2() — довiльнi функцiї вектор-параметра  2 C3, є розв’яз-
ками такої однорiдної задачi. За рахунок таких елементiв ядра задачi
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можна запропонувати таку формулу для знаходження розв’язку за-
дачi (3.15) у випадку '0; '1 2 KM :
U(t; x) = (1  t)'0

@
@
 
e12t+1x1+2x2
e 3t+3x3   1
3

=O
+'1

@
@


(
e12(t 1)+1x1+2x2
e 3(t 1)+3x3 [(3 + 1)t  1]  (t  1)
3
)
=O
:
Зокрема, для '0(x) = 1; '1(x) = ex1+2x2 знаходимо
U(t; x) = (1  t)

e12t+1x1+2x2
e 3t+3x3   1
3

=O
+
(
e12(t 1)+1x1+2x2
e 3(t 1)+3x3 [(3 + 1)t 1] (t  1)
3
)
1=1;
2=2;3=0
= (1  t) lim
3!0
e 3t+3x3   1
3
+e2(t 1)+x1+2x2 lim
3!0
e 3(t 1)+3x3 [(3 + 1)t  1]  (t  1)
3
= (1  t)(x3   t) + e2(t 1)+x1+2x2
n
t+ (t  1)(x3   t+ 1)
o
:
Зауважимо, що знайдено частковий розв’язок задачi, оскiльки у
класi квазiполiномiв KC;M iснують нетривiальнi елементи ядра за-
дачi, наприклад, вигляду U(t; x) = A(1   t); де A 2 Cnf0g, тобто
розв’язками задачi (3.15) у класi KC;M також є однопараметрична
множина функцiй
U(t; x) = (1  t)(A+ x3   t) + e2(t 1)+x1+2x2
n
t+ (t  1)(x3   t+ 1)
o
;
де A 2 Cnf0g. 4
Висновки
Видiлено класи цiлих функцiй як класи iснування та єдиностi роз-
в’язку задачi, а також запропоновано диференцiально-символьний
метод побудови розв’язку. У класах iснування неєдиного розв’язку
задачi запропоновано формули для знаходження часткового розв’яз-
ку задачi. Подано приклади застосування методу.
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