In service-orientated grids (SOG) environments, grid workflow schedulers play a critical role in providing quality-of-service (QoS) satisfaction for various end users (EUs) with diverse QoS objectives and optimization requirements. The EU requirements are not only many and conflicting, but also involve constraints of various degrees-loose, moderate or tight. However, most of the existing scheduling approaches violate EU constraints in tight situations and suffer inferior QoS optimization results. In this paper, a constraints-aware multi-QoS workflow scheduling strategy is proposed based on particle swarm optimization (PSO) and a proposed look-ahead heuristic (LAPSO) to improve performance in such situations. The algorithm selects the best scheduling solutions based on the proposed constraint-handling strategy. It hybridises PSO with a novel look-ahead mechanism based on a min-max heuristic, which deterministically improves the quality of the best solutions. Extensive simulation experiments have been carried out to evaluate the performance of the proposed approach. The simulation results show that the LAPSO algorithm guarantees satisfaction (0% violation) of the EU constraints even in tight situations. It also outperforms the comparison algorithm, with about 30% increase, in terms of cumulative QoS satisfac- 
Introduction
The emergence of grid computing technology [1] has made it possible to seamlessly harness the computing infrastructures of different and geographically distributed service domains. The paradigm was initially developed to provide solutions for various large-scale scientific applications, usually on a best-effort basis. Interestingly, nowadays, many distributed grid platforms have been modified to support QoS applications [2, 3] . Among the various QoS applications that benefit from the efficiency of grid computing are scientific and business workflows.
Recently, business and scientific grid workflows have emerged as tools for managing complex large-scale distributed data analysis and computation. Grid workflows offer several advantages that include the management of applications that require services from different business or administrative domains. However, recent web applications have multiple QoS metrics, usually involving economic and trust-based, which are mostly conflicting. In addition, many users impose some QoS constraints for their objectives, such as deadlines and budgets, which the scheduler must try to meet. In addition, the underlying distributed services usually have diverse economic and social attributes. These phenomena pose great QoS management challenges. Unfortunately, the scheduling components of the existing workflow management systems (WFMSs) do not provide adequate mechanisms that can combat these challenges. Therefore, new robust and efficient scheduling algorithms need to be developed.
To enable efficient workflow QoS management, first, the workflow scheduler must be able to properly characterize and model the QoS requirements of applications and effectively handle the constraints involved. Different QoS models will have different effects on the performance of the workflow scheduler [4] . Second, the scheduling algorithm must be able to select services that can guarantee QoS delivery to users without violation of imposed constraints. Third, the algorithm must take reasonable CPU time to execute.
Various works have been proposed for QoS aware scheduling of applications in service-orientated environments [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Most of the prior researchers considered cost and time QoS parameters [11] [12] [13] [14] 16, 17] , while others considered three objectives, mostly comprising time, cost, and reliability metrics [5] [6] [7] [8] [9] [10] 15] . A few researches considered more objectives such as [23, 24] , where six parameters are taken into consideration. In addition, these schemes allow end user to set preferences and constraints of various degrees. For handling these constraints and preferences, the schemes have applied various forms of penalty methods. On the other hand, heuristics, metaheuristics, and hybrid methods are mostly employed to solve the various QoS scheduling optimization problems. However, most of these mechanisms lead to violations of constraints, when the end user requirements are stringent. In addition, they produce relatively inferior solutions and consume a lot of CPU time, due to the optimization methods employed.
To address these problems, the contribution of this paper is twofold: first, a constraint handling strategy is proposed based on the binary tournament selection method, so as to assist in guaranteeing satisfaction of EU QoS constraints even in tight situations. Second, a new meta-scheduling scheme called look-ahead PSO (LAPSO) algorithm is proposed that employs PSO as baseline algorithm and a novel look-ahead strategy based on a min-max selection heuristic, to optimize the scheduling objectives. The PSO is one of the prominent techniques for multi-objective optimization. It is simpler and more powerful than other evolutionary optimization techniques such as genetic algorithm (GA) and ant colony optimization (ACO) [24] [25] [26] . On the other hand, the min-max heuristic is an effective problem-specific method for multi-criteria tradeoff [27] [28] [29] .
The performance of the proposed approach is compared and evaluated by means of extensive simulation with the rotary chaotic PSO (RCPSO) algorithm [24] , which is one of the few algorithms that tried to solve a more complicated multi-objective problem. The results indicate that the proposed scheme ensures satisfaction of EU QoS constraints (0% violation) in both moderate and tight situations, where the RCPSO suffers about 20% violation. It also outperforms the comparison algorithm, with about 30% increase, in terms of QoS optimization results. In addition, the new scheme significantly reduces the CPU time by about 75% compared with the benchmark algorithm.
The remainder of this paper is organized as follows: in Sect. 2, PSO is briefly introduced. Section 3 discusses related works, Sect. 4 highlights the description of the system model, Sect. 5 presents a description of the scheduling problem and the proposed scheduling models. The PSO-based scheduling optimization with constraint handling and look-ahead task remapping heuristic is presented in Sects. 6, 7 presents the performance results. Finally, Sect. 8 concludes the paper and suggests future work.
A brief introduction to PSO
PSO was originally introduced in 1995 [30] . It is a population-based metaheuristic strategy for solution search. It belongs to the class of swarm intelligence and shares similarity with GA in terms of starting with random solutions. However, it is distinct in that each of its solutions, known as a particle, is associated with position and velocity vectors. In its operation, the randomly generated particles are first initialized with random positions and velocities, which mark a pre-iteration step. Then, the particles are evolved through iterations. At each iteration, the PSO flies each particle through the solution space. This movement or change of position by a particle is translated, in the context of task scheduling, as modifying the task assignments in its solution. The change of the position is triggered by its velocity in a dimension. It learns through personal cognition and social interaction, while still exploring new areas by the random multipliers (rand1 and rand2) to escape from the barrier of the local optimality. Its new velocity and the resulting position are updated according Eqs. (1) and (2), respectively:
where i is a particle, w is the inertia weight, t is the current iteration, c 1 and c 2 are two positive constants, r 1 and r 2 are random multipliers, v t i j is the velocity of a particle i in dimension j at current iteration t, x t i j is the position of particle i in dimension j at current iteration t, pBest t i j is the best position of particle i so far in dimension j at current iteration t (the personal cognition), and g Best t j is the global best position in the swarm in dimension j at current iteration t (the social interaction).
The pBest t i j and g Best t j are computed using the following equations:
where f represents an objective function known as fitness function, and pN um represents the number of particles. Due to its fast convergence, simplicity, and ease of implementation, the application of PSO has drawn much attention from various fields that include grid scheduling. In grid scheduling, the results from various works have reported PSO as more promising compared to other metaheuristic algorithms [24, 31] .
Related works
In this section, the existing works related to QoS workflow scheduling algorithms are discussed, which provide tradeoff solutions with consideration to trust parameters in addition to cost and time. The review highlights the QoS problem model and constraint handling technique as well as the proposed scheduling strategy in each of the algorithms. It also discusses their strengths and weaknesses and finally highlights how the approach proposed in this paper differs from these mechanisms.
Most of the proposed trust-aware QoS optimization schemes take into consideration the reliability QoS metric in addition to time and cost [5, [7] [8] [9] [10] 15] . The researchers in [7] proposed a heuristic-based multi-objective optimization that considered user time, cost, and reliability. The algorithm allowed users to set constraints for each objective. The algorithm partitioned the constraint vectors among the workflow tasks, assigned a rank to each task, sorted them and then allocated the most appropriate resource to each task with respect to the estimated sub-constraints. However, the scheme was not scalable in terms of problem size because of the heuristic method. Heuristics are best applied for small problems. For large-scale problems, they easily converge in local optima. Therefore, metaheuristics are better options in regards to large-scale problems.
Reference [5] proposed a QoS model that also took time, cost, and reliability into account. The model enabled users to specify their QoS preferences and define the minimum QoS thresholds. The QoS model was composed of two parts, namely, the user QoS metrics, which were aggregated to a single score function based on a weighted sum, and QoS constraints, for which the static penalty method was used. The penalty method deteriorated infeasible solutions, so as to ensure only good solutions were selected. The authors employed the ACO and designed seven greedy-based heuristics, which were used depending on the user choice settings in terms of constraints and preferences. The heuristics influenced the behavior of the ACO ants and better scheduling solutions were achieved. It is shown that the scheme achieves better performance compared to heuristic-based scheme. However, the study in [32] shows that the scheme fail to perform well when the degree of QoS constraints is increased.
In [9] , the researchers studied the problem of scheduling tasks with respect to grid services with consideration to time, cost, and reliability constrained by deadline, budget, reliability, and redundancy. The problem was modeled as a multi-objective problem and GA was applied to generate solutions. Reference [15] also proposed a GA-based QoS model to optimize the time, cost, and reliability constrained with deadline and budget. The aggregate method was used to convert the multiple objectives into a single objective. A separate penalty function was designed, which aggregates deadline and budget violation penalties. An overall fitness function was constructed by aggregating the cumulative objective function and the cumulative penalty function with a control coefficient parameter for the penalty function. However, these schemes produce relatively inferior scheduling solutions, because they do not use strong techniques to guide GA in the search for best scheduling solutions. In addition, violation of user constraints is not adequately studied.
The authors in [8] developed a constrained multi-objective scheme that also considered the three objectives of makespan, total cost and reliability under deadline and budget constraints. The objective functions were expressed as a vector of the QoS metrics and the static penalty method was used to handle constraints. On the violation of the deadline and budget constraints, a penalty was added to the respective objective function, otherwise not. A particle swarm optimization algorithm with a ε-fuzzy dominance-based sorting procedure was presented to solve the grid scheduling problem. At the end of every PSO iteration, a ε-fuzzy dominance-based sorting procedure was used to select the global best compromised scheduling solution from a Pareto set of solutions, which is a set of non-dominated solutions. A solution dominates another if it is not worse with respect to all criteria and it is better on at least one of them. A strategy was also adopted to adaptively mutate random solutions. In this way, the PSO swarm was guided towards the Pareto optimal front and the diversity maintained. It was demonstrated that the scheme achieved high performance due to the ε-fuzzy dominance-based selection procedure. However, the scheme produced invalid solutions due to the random mutation of solutions. In addition, it did not try to improve the best solution. In the present approach, the best solution is improved for a better search guide towards the optimum schedule. In [10] , the authors studied trustworthiness, in addition to cost and time, of a services schedule for independent jobs. In that study, trustworthiness was defined as security, which was calculated in terms of reliability (probability of failure). The problem was modeled as a multi-objective optimization and PSO was applied to schedule jobs.
However, the QoS tradeoff problems considered in most of the schemes discussed above are relatively easy to deal with since the user QoS requirements are few. A more complicated tradeoff problem is addressed in [23, 24] , where the authors considered trading-off six QoS parameters. In [23] , the aggregate rule is used to model the scheduling multi-objective optimization problem and ant colony optimization (ACO) is applied to solve the problem. However, it did not consider the user economic parameter, namely, service execution cost. In addition, the performance of the scheme, in terms of violation of QoS constraints, is not adequately studied. In addition, it may not work well in stringent situations, because it does not employ any technique to work with ACO for better solution search. On the other hand, in [24] , six user QoS parameters were considered, which included time, cost, reliability, availability, security, and reputation. The authors used a weighted sum approach to aggregate the various objective functions (with their respective penalties) into a single objective optimization problem. To optimize the single composite function, a rotary chaotic PSO (RCPSO) algorithm is proposed. In this scheme, PSO was used as baseline algorithm to iteratively produce local and best solutions. In every iteration, the chaotic perturbation technique was employed to enhance the searching capability of PSO. The chaos technique stochastically causes the best particles to jump out of the potential local optima to a new region of the search space. This jump can be described technically as modifying one of the task-service mappings of the best solutions randomly. It is illustrated that the use of the chaos technique improves the quality of scheduling solutions. The superiority of RCPSO over the other previous works, such as [23] , is that: it considered both economic and trustworthy parameters; it allows users to set constraints and preferences; it outperformed the genetic algorithm (GA), ant colony optimization (ACO) and other variants of PSO proposed for the problem posed. These features make it closer and more relevant to our work. However, the RCPSO suffered violation of end user constraints in situations of tight QoS requirements due to its constraint handling approach, which integrates the penalty functions into the aggregate QoS function. In addition, it produces relatively low QoS optimization results due to the stochastic chaos operation that fail to guide the PSO particles towards a good region, in situations of tight constraints when a few feasible solutions are present in the search space. Furthermore, the RCPSO algorithm involves relatively slow optimization methods.
The contributions of this paper are twofold: first, a robust and efficient constraint handling algorithm is proposed. The algorithm uses dual functions to provide support for constraint handling in the multi-objective scheduling optimization. The first function employs a weighted sum approach to aggregate the multiple objective functions. On the other hand, the second function employs cumulative violation function to determine and sum up all the violations (if any) of the constraints of the multiple objective functions. Second, for more effective optimization of the QoS objectives, a scheme is proposed that hybridises PSO with a novel min-max-based look-ahead heuristic. The PSO is one of the prominent techniques for multi-objective optimization. It is simpler and more powerful than other evolutionary optimization techniques, such as genetic algorithm (GA) and ant colony optimization (ACO) [24] [25] [26] . On the other hand, the min-max heuristic is an effective problem-specific method for multi-criteria tradeoff [27] [28] [29] .
System model description
Many service-orientated frameworks have been proposed as an extension to the open grid service architecture (OGSA) for execution of QoS workflow applications on the grids. For example, QoS within the business grid quality of service (BGQoS) [2, 33 ] is a business model recently proposed to provide support for the existing grid systems, enabling them to offer service to QoS applications. The models are proposed considering the fact that many of the present applications from various domains, such as education, medicine, engineering etc., that aim to use the grid platforms require a QoS guarantee. In this research, the authors focus on the workflow type of applications, which are usually managed by WFMSs, such as myGrid's Taverna [34] , ASKALON [35] , Pegasus [36] , etc.
The WFMS reference model used in this study is shown in Fig. 1 and consists mainly of a workflow portal, workflow enactment engine, workflow scheduler, service registry, and a pool of service providers. First, the service provider(s) (SP)s register and publish their service instances in a service registry. The Service registry houses information about available services. Existing service registries include EMIR [37] , universal, description, discovery and integration (UDDI), etc. Then, a service client (user) submits a service request containing a description of his/her workflow application job, through the workflow portal on the user's computer which defines the workflow in the form of an abstract workflow. The workflow enactment engine receives the abstract workflow and parses it. The mapper analyses the dependencies of the workflow and maps the ready tasks to the scheduler. Based on the job description, the scheduler triggers the service discovery module. This module is responsible for finding and retrieving from the service registry, all the available service instances that match tasks of the workflow job. With the list of the candidate service instances and the specification of the QoS requirement of the client, the scheduler then invokes the workflow planner. The scheduling algorithm serves as a module for service selection and scheduling that constructs a composite service for the workflow based on the specified QoS requirements. In this paper, the focus is on developing an efficient algorithm to enhance the functionality of service selection and the scheduling module.
Mathematically, the above system is modeled using a connected, undirected graph G = (S, L), where S represents a set of service instances and L represents the set of communication links. Each service can be characterized by its service type, performance (processing speed) measured in millions of instructions per second (MIPS), price, reliability, availability, security degree, reputation, and platform. It is assumed that the workflow application tasks are heterogeneous, and each task, denoted by h, has an implementation domain of services. Let S h = s h,μ |S h ∈ S; 1 ≤ μ ≤ m, denote an implementation domain for task h, s h,μ represents a candidate service μ for task h and l p,q denotes a link between s p,μ and s q,μ . The task size and service processing speed are used to estimate execution time. Let et h,μ denotes the expected execution of task h on service s μ .
A workflow application is modeled as a directed acyclic graph (DAG) G = (T, D), where T = {h} ; 1 ≤ h ≤ N , represents set of tasks of the workflow application and D represents a set of dependencies or data communication between pairs of tasks of the workflow. It is assumed, for simplicity, that all tasks in T are compute-intensive and each task h has a task size e h in millions of instruction (MI). Let d p,q ∈ D represent a communication from task p to q. Each d p,q link is described as ( p, q), where p is the predecessor task of q and q is the successor task of task p. A task without a predecessor is called T entry and a task without a successor is called T exit . Typically, a task graph involves a single T entry and T exit . However, some task graphs possess more than one T entry . In such case, since task-scheduling algorithms may require a single T entry and a single T exit , a pseudo T entry with zero-cost edges is used, and doing so does not affect schedule [38] . Figure 2 shows a typical workflow DAG with multiple entry tasks.
Problem description
In the context of this study, six QoS workflow scheduling objectives are considered namely, time, cost, reliability, availability, security, and reputation for which a tradeoff solution will be sought. The QoS scheduling objectives are formally defined as follows with φ representing a workflow schedule:
Makespan The makespan of φ is the total time required to complete execution of the entire workflow tasks on the selected services. In other words, it refers to the sum of the task execution times and communication times. As in [24] , the critical path (CP) method is used for the makespan calculation. The CP of a workflow schedule is the longest execution path from the T entry to the T exit of the workflow [38] . The length of the CP determines the total execution (makespan) of the workflow. Let M φ denotes the makespan of φ which is computed as:
where tm denotes execution time of a service.
In the case when there is more than one CP, one of them is randomly chosen as the critical path. In this paper, the implementation of the CP uses a topological-sort based algorithm with a depth-first search.
Cost The cost of φ is the total cost of the workflow execution, which is the sum of the prices of all the services selected to execute the workflow. Each service instance s h,μ has a price p h,μ associated with it, depending on its characteristics and type. The p h,μ value of each selected service is calculated based on its type and the duration of time it was provisioned. The duration of the time is calculated based on the number of hours a service is executed, from the time of its instantiation, until it is terminated or stopped. Let C φ denotes the cost of φ which is calculated as:
Reliability The reliability of a service is denoted by rlb h,μ which is defined as the ratio of the number of successful service executions and the total number of the service executions. The reliability of φ is expressed as the minimum reliability of all selected service instances in the concrete workflow. Let R φ represents the reliability of φ, computed as:
Availability The availability of φ is defined as the minimum availability of all selected service instances in the concrete workflow. The availability of a service A h,μ is the probability that the service is up. It is measured as:
Let A φ represents the availability of φ which is calculated as:
Security The security degree of φ is defined as the mean security of all selected service instances in the concrete workflow [24] . The security of s h,μ represented as Sec h,μ is its security degree, determined by the security mechanisms implemented in the service, such as authentication, authorisation, privacy, confidentiality, data encryption, nonrepudiation, etc. Let Sec φ represents the security degree of φ. It is computed as:
Reputation The reputation of φ is defined as the mean reputation of all selected service instances in the concrete workflow [24] . The reputation of s h,μ denoted as Rep h,μ is an aggregation of many metrics [39] , as depicted in the model below:
where z is a service rater (another service user who previously used service μ and shared his/her experience), K is the number of service raters, per eval z μ is the personal evaluation given by the users, which depends on personal preferences and attributes given by the rater for the service, f d is the reputation fader, and Cr is the rater credibility as viewed by the service user. Let Rep φ represents the reputation of x and computed as:
For each of the objectives defined above, there is a corresponding user defined scheduling requirement composed of a constraint and a preference. The constraint is referred to as a hard requirement and the preference as a soft requirement. These terms are used interchangeably in the rest of the paper, which are formally defined as follows.
Definition 1 User-defined hard requirements are a set of constraints that must be fulfilled to consider a scheduling solution feasible. Let D, B, R, A, S, and denote deadline, budget, minimum reliability, minimum availability, average security, and average reputation constraints, respectively. These constraints are respectively defined for the M φ , C φ , R φ , A φ , Sec φ , and Rep φ scheduling objectives. φ is said to be a feasible schedule if and only if it satisfies:
The constraints are of various degrees-loose, moderate, and tight. Loose constraints are easily fulfilled without much hassle by the scheduling algorithm. For the constraints in the tight range, a few feasible solutions are available and are difficult to find. The moderate range is in between the loose and the tight. In this paper, moderate and tight degrees are considered. The constraint degrees are further discussed in Sect. 7.
Definition 2
User soft requirements are a set of QoS optimization preferences specified using a weight for each of the objectives. To meet these requirements is to optimize the QoS objectives as far as possible after all the hard requirements have been met. Let {w h } , 1 ≤ h ≤ , h=1 w h = 1 be a set of user-defined weights, where is the number of QoS objectives.
To model a multi-objective grid scheduling problem with consideration of these two sets of requirements, first, the popular form of aggregate method, the weighted sum that is applied in [24] is described. Based on this method, the multi-objective problem is turned into a single objective problem. The cumulative objective function is usually used for this purpose. For constraint handling, a common practice is to penalize the cumulative function by dividing each parameter of the function by its respective constraint [24] . The method has been considered to be among the simplest approaches used for this kind of modeling problem [40] . However, it results in difficulty in determining a feasible solution in a tight constraint situation because of improper QoS computation. For example, consider a case where the scheduler is faced with three scheduling objectives by the user: objective A, B, and C and user hard constraints 10, 5, and 6 respectively, with equal priorities. Assume S1 and S2 denote the previous and current best solutions respectively. S1 values for the parameters A, B, and C are 20, 15, and 4 respectively, while S2 achieved 16, 13, and 7 respectively. The aggregate function value for S1 if computed is 20/10 + 15/5 + 4/6 = 5.6 and that of S2 is 16/10 + 13/5 + 7/6 = 5.4. S1 is chosen as best solution, because it has a greater aggregate value than S2. However, S1 is infeasible, because it violates the constraint for parameter C with 2 units. Consequently, the scheduler is misguided by the aggregate function.
To address the above drawback, the requirements are modeled using two separate scheduling models. First, the model for hard requirements is presented: In this study, the satisfaction of hard requirements is ensured by evaluating the feasibility of a scheduling solution based on meeting user constraints in every QoS dimension. To check whether a solution is feasible or not, a constraint violation detection model is presented, which can be described as a penalty function for the cumulative QoS function. It indicates the violation rate of each scheduling solution. To construct the model, first, a QoS satisfaction rate is defined as follows.
Definition 3
Let σ represent a QoS dimension and W σ a QoS satisfaction rate in dimension σ . W σ denotes the percentage satisfaction of constraints in dimension σ . A solution must achieve 100% W σ satisfaction in every σ to attain a feasible status.
Then, let δ π σ represent a violation rate for a constraint in dimension σ . The term δ π σ is calculated as: (14) where π σ is the constraint in the QoS dimension σ and γ π σ is the largest violation of π σ in the entire solution set. γ π σ is used as a normalization factor since the different QoS attributes are on different value scales [41] .
As noted above, a workflow schedule is feasible if it achieves satisfaction of all the QoS constraints set by the user. Therefore, a feasible workflow scheduling solution has a zero value of δ π σ for all π σ . A solution with a value of δ π σ greater than zero for any of π σ is said to be infeasible.
Finally, the scheduling model for the hard requirements is modeled as:
where λ φ represents the cumulative QoS violation rate (CVR) of schedule φ, δ π dln , δ π bgt , δ π rel , δ π avl , δ π sec , δ π rep are violations of the deadline, budget, reliability, availability, security, and reputation constraints, respectively. The lower the value of λ φ the better, since a low value means the solution is approaching a feasible side. Second, the model for the soft requirements is described. The authors have adopted the scheduling model in [24] to evaluate scheduling solutions against user soft requirements. Let W φ represents the cumulative QoS satisfaction rate (CQSR) of a feasible schedule φ, which denotes the cumulative satisfaction rate of the soft requirements:
6 The proposed algorithm
Encoding and initial swarm generation
For encoding, the search space of the PSO swarm is encoded as a set of candidate scheduling solutions, in which the number of dimensions corresponds to the number of tasks N of the workflow application. A particle i represents a candidate solution φ and its position x in dimension j indicates a selected service μ for the corresponding task h. The number of particle positions in a dimension symbolizes the scale of candidate services of h. An example of a particle is shown in Fig. 3 . An initial swarm of particles of size pN um is generated randomly based on a uniform distribution. 
Fitness evaluation and selection
In this step, two fitness models are used λ φ and W φ which are defined in Eqs. (15) and (16) for evaluation and selection of solutions. The first model evaluates the feasibility of solutions with the aim of meeting user hard requirements. As noted above, this demonstrates the first objective of the algorithm. The second model evaluates solutions based on their cumulative achievement for the optimization of user soft requirements. The selection process is depicted in Algorithm 1.
In Algorithm 1, the binary tournament selection approach is applied. In this approach, two particles a and b are first evaluated and then compared based on their λ φ values. If both have values greater than zero (meaning both are infeasible), then the one with the lower value is selected (line 3-5). If, on the other hand, both particles have values equal to zero (meaning both are feasible), then W φ of each is calculated and the one with higher value is selected (line 6-9). For the case, when one is feasible and the other is not, then the feasible particle is automatically selected (line [11] [12] . In a few instances, both particles could have equal values of λ φ , where λ φ > 0 (i.e., both are equally infeasible). In such instances, the one with higher value of W φ is selected. Furthermore, in rare occasions, both particles could be identical in terms of both λ φ and W φ . In such occasions, the first particle is simply selected.
The operation of the Algorithm 1 is obviously simple and incurs minimal execution time. This feature is desirable for our metaheuristic scheduling algorithm as it contributes towards a reduced overall scheduling time.
Particle updating
First, the rotary discrete (RD) rule and history velocity cancelation methods are adopted as proposed in previous work [24] for updating the particles. Based on the RD rule, the searching of particles in each dimension is transformed into a rotation of a wheel by the action of the velocity. Each wheel, which is composed of a candidate services set, rotates clockwise or counter-clockwise. Extensive details of these methods can be found in reference [24] . Second, the current authors propose a look-ahead mechanism based on task remapping to improve the global best solution (g Best) found at the end of each iteration. In this scheme, the first step is to deaggregate the fitness function, so that the value of each of the QoS dimensions can be distinctly viewed. Let
be the individual objective functions obtained from the decomposed aggregate fitness function. Since the quality of each solution is composed of its value with respect to each of the six QoS objectives above, the approach of the current authors, to improve the global best solution, is to maximize the QoS dimension that has the minimum normalized QoS value from among all its six QoS dimensions. According to decision theory, this can be viewed as a max-min problem and can be expressed as:
To solve this problem, a task remapping algorithm is designed based on a novel minmax heuristic. First, the scheme computes and finds the QoS parameter with minimum objective value from among the six parameters. This is called the inferior parameter. Then, the algorithm deterministically identifies and maximizes, in terms of the inferior parameter, any inferior mapping of the solution. This is translated as finding a taskservice mapping string of the solution that has the minimum objective value and then remapping its task to an alternate service that maximizes the value. To determine an appropriate alternate service, the mechanism uses a determinant solution (discussed in Sect. 6.3.3) as guide. The whole idea of this approach is that maximizing the inferior mapping string results to maximization of the inferior parameter, which, in turn, improves the quality of the entire solution.
To further describe the scheme, first, some basic notations and operations are defined.
Basic notations and operations

Definition 4 Let φ t
best and φ + best denote the global best solution and the improved φ t best , respectively. φ t best is the best solution attained by the PSO so far that is to be improved. φ + best is the improved φ t best obtained after the task-remapping is successfully applied. Definition 5 Let φ determ denotes a determinant solution. φ determ is a solution selected from the rest of the population to be used as pointer or guide for deterministic task remapping to improve φ t best . In other words, it serves the purpose of determining a better alternative service for a task that is mapped to an inferior service in the best solution φ t best .
Definition 6
Let QoSSet best and σ inferior represent QoS set of best solutions and inferior QoS parameters, respectively: QoSSet best is a set of QoS values attained so far by the best solution. It comprises of a value for each of the six QoS dimensions. σ inferior is the QoS parameter with a minimum normalized value from among the six QoS parameters. In other words, it denotes the precise QoS parameter of the best solution that needs to be improved.
Definition 7 Let
MapSet best and MapSet determ denote the task-service mapping set of φ t best and task-service mapping set of φ determ , respectively: MapSet best is a set of task-service mapping in φ t best . MapSet determ is a set of task-service mapping in φ determ .
Definition 8
Let , , and AS h represent inferior mapping of MapSet best , task of , the corresponding mapping of in MapSet determ and alternate service for h, respectively. is the task-service mapping in MapSet best with a minimum value in terms of σ inferior . It contributes to devaluing σ inferior of the best solution. is a task that suffers the lowest normalized QoS-value mapping with respect to σ inferior in the best schedule. is the actual determinant of an alternative better service for . AS h is the alternative service determined from , whose QoS value with respect to σ inferior is expected to be better than that of the service of , to which is currently mapped. In other words, AS h maximizes the QoS for task h. 
Operation 2
MapSet best : Searches the MapSet best for the mapping by sorting the task-service mappings based on σ inferior and returns where represents the parameter used to keep QoS value of with respect to σ inferior . • The service s h maximizes the mapping of h in terms of σ inferior .
• It will not lead to a violation of constraints in the other QoS dimensions.
Operation 5 φ
+ best ← Remap (h, AS): After AS has been determined for h, Remap (h, AS) removes the task from the service it is currently assigned to, reassigns it to the alternative service AS and returns φ + best . The operation of remap function is shown in Algorithm 2.
In the following, the proposed algorithm is described for improving solutions produced by the PSO, which is designed based on the above definitions and operations. The algorithm is invoked by the PSO after the global best solution is determined at the end of each iteration. When the algorithm is invoked, it deterministically tries to improve the best solution within two attempts. The operation of the algorithm is detailed in the next section.
LATR algorithm overview
The look-ahead task remapping algorithm (LATR) is the core of our proposed LAPSO algorithm. It is used to improve the best scheduling solution found by the baseline PSO algorithm. The goal is to enable robust performance in terms of ability to handle different kinds of EU requirements settings. It also enables efficient operation in that QoS satisfaction is achieved with less compute resource.
LATR improves the best solution by deterministically altering one of the taskservice mappings of the best solution based on a min-max heuristic. The heuristic selects the task with the minimum QoS value and remaps it to an alternative service that can maximize its QoS. In two attempts, the algorithm uses a determinant scheduling solution φ determ as a guide for the remapping. The remapping process is performed in the following manner: The algorithm takes the current best solution φ t best as input. First, it determines the QoS parameter of the solution with the minimum normalized value (σ inferior ) from among the six parameters (line 1). Then, it finds a task, which suffers minimum QoS value in terms of the inferior QoS parameter σ inferior (line 2). Following this, it begins the first attempt to maximize the QoS of the task using the previous best solution φ t−1 best as the determinant solution φ determ (line 3-4). The algorithm checks the corresponding mapping of the task for alternative service AS in the determinant solution (line 5). If the service is better than the service of the task in the current best solution in terms of the inferior parameter value (line 6), then using a copy of the best solution temp, the algorithm tests whether remapping the task to the service of the determinant solution can maximize the overall QoS of the best solution (line 7-10). In other words, a test is performed, so as to determine whether the result of remapping will be acceptable or not before effecting the changes in the original best solution. For the result to be acceptable, it must fulfill essential criteria depending on whether the original best solution is already feasible or otherwise. If the original best solution is already feasible, the algorithm checks against two criteria: first, the result of the test remains feasible as the original solution, and second, the result improves the quality of the original solution in terms of cumulative QoS satisfaction (line [11] [12] [13] [14] [15] . If, on the other hand, the original best solution is infeasible, then the result must reduce the cumulative violation of the best solution to be acceptable (line [16] [17] [18] .
If, however, the condition of line 6 is not satisfied, then the algorithm makes a second attempt by choosing a random determinant solution from the current PSO solutions and retries (line 19-23).
Selection of φ determ
In this section, a detailed discussion is given of the selection of the determinant solution φ determ used in Algorithm 3. The goal of selecting a good determinant solution is to obtain a proper alternative service AS for the remapping process, such that the resultant solution improves the quality of the original solution and leads the PSO particles to a new region of the search space. The selection method must also ensure a tradeoff between the output quality and the overhead. To achieve these objectives, two heuristic methods are used as discussed below.
Previous best solution
In this heuristic, the best schedule of the previous iteration is selected as the φ determ for the task remapping as φ determ ← φ t−1 best . Since the previous best schedule is best of its generation, it is intuitive to think that there is a high chance of finding many good mappings in it. Therefore, there is high probability that the schedule is better with respect to the mapping where the φ t best is weak. If, however, the parameter of the previous schedule was found to be less or equal to σ inferior , then the alternate solution is used.
Alternate solution In the alternate solution heuristic, for simplicity, φ determ is selected randomly from the rest of the current PSO generation for the remapping as φ determ ← rand (current P S O swarm). This is applied when the attempt to use the previous best schedule fails, either because both previous and current best solutions are the same or because both solutions have the same value with regard to σ inferior . If the algorithm finds that the alternate solution still cannot improve the φ t best , then it exits for the next iteration. It is to be noted at this juncture that the use of randomness in selecting a φ determ does not render the remapping process stochastic. This is because the determinism is not about how the determinant solution is selected, rather to which AS the inferior task is reassigned. Therefore, the inferior task is remapped to the AS of the random φ determ , only if the AS can improve the QoS value of the task; otherwise, it is discarded.
Moreover, the number of attempts for selecting φ determ is kept as low as two to ensure the good scheduling solutions are achieved without compromising performance in terms of execution speed of the algorithm. The two attempts are simple and promising with negligible overhead, since not many steps are involved. In general, the remapping strategy discussed above is a deterministic approach for mutating individuals. Like other mutation approaches, it has the capability of escaping particles from the local optima. It can also lead the search to completely new regions of the search space.
Finally, the operation of LAPSO algorithm, which is based on PSO technique explained in Sect. 5, is shown in Algorithm 4. An important point to remember is that, for updating the velocity of particles (line 8), the history velocity (i.e., first term) of Eq. (1) is canceled and RD rule is used as in the previous work. As shown in Algorithm 4, LAPSO keeps both current and previous global best particles. In every iteration, (a) (b) Fig. 4 Example a DAG of a sample workflow, and b user-defined constraints the two best particles are decoded into schedules and the LATR algorithm is invoked, which takes the current best schedule as input (lines 13-16).
In the following, an example is given to illustrate the idea more clearly.
Example
In this example, the operation of the proposed algorithm is explained using a simple workflow application described in Fig. 4a below. The QoS objectives in this example are time, cost, and reliability. The QoS constraints set by the user are the time, cost, and minimum reliability with values 20, 30, and 0.5 respectively. Table 1 shows sample QoS values of services for executing each task for the example in Fig. 4 . The evaluation and selection mechanism and the look-ahead heuristic work are shown. Consider two PSO solutions to be compared as denoted by x and y. Table 2 shows the composition of each of the candidate solutions. As noted, M φ is obtained as the sum of the selected nodes on the critical path, C φ is the summation of the prices of the individual services selected, and R φ is the minimum reliability of all the selected nodes.
6.3.3.1
Step I Based on the given scenario above, assuming 5, 8, and 0.3 is the current largest violations of deadline, budget, and minimum reliability constraints, respectively. Then, the solutions are evaluated by calculating their cumulative violation rate (CVR) λ, using Eq. (15), and the cumulative QoS satisfaction rate (CQSR) W, using Eq. (16). Table 3 shows the objective values of each solution, after evaluation.
Comparing the evaluation results of the two solutions in Table 3 above shows the superiority of x with CVR of 0.33, even though by CQSR, it is inferior. Therefore, x is selected as the best solution. In the next section, the min-max heuristic is applied to improve the QoS of x. The heuristic selects a task with a minimum QoS value and remaps it to an alternative service that can maximize its QoS.
6.3.3.2
Step II In Step II, the algorithm tries to maximize the QoS parameter of x that has a minimum normalized value. First, the minimum parameter is determined by decomposing the fitness function W x and computing a normalized value of makespan, cost and reliability functions individually as:
From the computed QoS values above, it can be observed that reliability parameter R x has the minimum normalized value. Therefore, the algorithm considers it as an inferior parameter σ inferior that will be maximized, which in turn will improve the overall QoS of the solution. To achieve this, the reliability QoS values of all the taskservice mappings of x are sorted and the one with the minimum value is considered Fig. 3 . a Identifying mapping with minimum reliability in x and determining alternative service in y that can maximize reliability. b Task remapping in x, and c resultant solution as inferior mapping. Improving this value may improve the reliability value of the solution. This is demonstrated on the left side of Fig. 5a below. From the figure, it can be seen that examining x shows that the mapping h 1 s 1 has minimum reliability. Therefore, the mapping needs to be improved by remapping h 1 to an alternative service that can maximize its reliability. To determine the alternative service, solution y is used by evaluating the mapping of h 1 as depicted on the right side of Fig. 5a . From the figure, in solution y, task h 1 is mapped to s 3 and the resulting reliability is 0.7, which is better than mapping of the task in solution x. Therefore, task h 1 in solution x is remapped to s 3 (Fig. 5b) . The resultant reliability is maximized, as shown in Fig. 5c , and in turn, the overall QoS value of x is improved as computed below:
However, the reassignment has resulted in increase in the time parameter by 2 units and cost by 3 units, as shown in the computation above. Nonetheless, since the increments do not lead to a constraint violation of any of the two parameters, the new resultant solution is acceptable. One further advantage of using y to improve x becomes apparent in the resultant CQSR (i.e., W x ) and CVR (i.e., λ x ). The new CVR is zero, which has rendered x to be a feasible solution. In addition, the improved CQSR of x is better than its previous CQSR by more than 181% and better than that of y by more than 121%. In the event that the resultant CQSR is lower than either one or even both of x or y, the algorithm ensures that such effect would not compromise any of the attained constraints.
Performance evaluation
In this section, the SOG environment is simulated to evaluate the performance of RCPSO and the proposed LAPSO algorithm. The two algorithms were tested in a medium and large-scale grid environment under moderate and tight conditions of user requirements. The moderate constraint range is defined as the range of user QoS requirements within which the requirements are delivered by the benchmark algorithm (i.e., RCPSO), without violation, whereas the tight constraint range is the range of Fig. 6 DAG of e-Business workflow application [42] user QoS requirement within which QoS requirements are delivered by the algorithm, but with violation. The aim of the test was to see how the different situations affect the performance of the approaches. The performances were examined in terms of constraint violation rate (CVR) and QoS satisfaction rate (CQSR).
Simulation experiment
The experimentation study was conducted by means of simulation using the Eclipse Java Programming Environment. The simulation was performed on a computer with a Pentium (R) Dual-Core CPU (2.30GHz, 2 Cores) and 4GB of RAM. The operating system was MS Windows 7. The two algorithms were tested using a business workflow application with 36 tasks [42] , as used in reference [24] . Figure 6 shows the DAG of the workflow application. To each of the tasks in the workflow, depending on the test case, a medium scale was randomly assigned-in the range 30 to 60-or a large scale-in the range 60 to 120-set of service instances, as in shown in Table 4 . The values for the six QoS parameters of each service instance were also randomly generated [24] , but they followed the rule that for the same task the service cost depended on the values of the other parameters [5] . The algorithms were assessed in six different test instances, as shown in Table 4 . The test instances demonstrated a range of different scheduling situations with different levels of complication-from moderate to tight. For each test case, 20 independent runs were performed for the two schemes and the best and mean of the results was recorded. For the purpose of graphical presentation of the results, 'LAPSO-best', 'LAPSO-mean', 'RCPSO-best', and 'RCPSO-mean' were used to, respectively, denote the best result of LAPSO, the mean result of LAPSO, the best result RCPSO and the mean result of RCPSO. The results were compared with respect to the violation of constraints and the QoS satisfaction rate. Other configuration parameters including weights of Eq. (16), and PSO parameters were used according to [24] .
Simulation results
The simulations were carried out under different hard QoS constraints and network conditions from moderate to tight constraints and medium to large grid scale. In a tight constraint situation, the problem of finding a feasible solution to meet the user-defined hard QoS constraints is very difficult. Conversely, in a moderate situation, it is easy to find feasible solutions. In this case, the algorithms focus on optimizing the user soft QoS constraints.
Test instance 1 Moderate constraints (medium grid scale)
In this experiment, all the user-defined hard constraints, including budget, are set to moderate and the grid scale is set to medium. From the simulation results, Figs. 7 and 8 show performances of the two schemes.
In terms of maximization of CQSR, Fig. 7 reveals the superiority of LAPSO with about 12 and 17.7% improvements of best and mean results, respectively. In Fig. 8 , both LAPSO and RCPSO have managed to fulfill all the user-defined hard constraints with no violation (0% violation), with respect to both the best and the mean results. However, LAPSO achieved faster convergence than RCPSO, in that the scheme attained 0% violation at iterations 34 (for best result) and 63 (for mean result). Conversely, RCPSO attained 0% violation rate at iterations 353 (for best result) and 8117 (for mean result). 
Test instance 2 Moderate constraints (large grid scale)
In this experiment, all the user-defined hard constraints, including budget, are set to moderate and the grid scale is set to large. From the simulation results, Figs. 9 and 10 show the performances of the two schemes.
In terms of maximization of QoS satisfaction, Fig. 9 reveals the superiority of LAPSO with about 13.7 and 15.3% improvements of best and mean results, respectively. In Fig. 10 , both LAPSO and RCPSO have managed to fulfill all the user-defined hard constraints with no violation (i.e., 0% violation), with respect to both the best and the mean results. However, LAPSO achieved faster convergence than RCPSO, in that the LAPSO attained 0% violation at iterations 21 (for best result) and 41 (for mean result). Conversely, RCPSO attained 0% violation rate at iterations 97 (for best result) and 5869 (for mean result). 
Test instance 3 Moderate budget with tight other constraints (medium grid scale)
In this experiment, the user-defined budget constraint is set to moderate and all other constraints are set to tight. The grid scale is set to medium. From the simulation results, Figs. 11 and 12 show the performances of the two schemes.
In terms of maximization of QoS satisfaction, Fig. 11 shows the advantage of LAPSO with about 36.36 and 36.7% improvements of best and mean results, respectively. In Fig. 12 , LAPSO has managed to achieve 0% violation at iterations 420 (for best result) and 825 (for mean result). On the hand, RCPSO has recorded violations of 11.9% (for best result) and 17.8% (for mean result), which shows superiority of LAPSO.
Test instance 4 Moderate budget with tight other constraints (large grid scale)
In this experiment, the grid scale is increased upon the last experiment, i.e., medium to large. From the simulation results, Figs. 13 and 14 show the performances of the two schemes.
For the maximization of QoS satisfaction, Fig. 13 shows that LAPSO outperforms RCPSO scheme with about 20.61 and 23.7% improvements of best and mean results, respectively. In Fig. 14 , LAPSO has managed to achieve 0% violation at iterations 459 (for best result) and 700 (for mean result). On the hand, RCPSO has recorded violations of 19.9% (for best result) and 17.4% (for mean result), which shows superiority of LAPSO.
Test instance 5 Tight constraints (medium grid scale)
In this experiment, all the user-defined hard constraints, including budget, are set to tight, and the grid scale is set to medium. From the simulation results, Figs. 15 and  16 show performances of the two schemes.
In terms of maximization of QoS satisfaction, Fig. 15 reveals the superiority of LAPSO with about 29.8 and 29.5% improvements of best and mean results, respectively. In Fig. 16 , LAPSO has managed to achieve 0% violation at iterations 555 (for best result) and 1218 (for mean result). On the hand, RCPSO has recorded violations 
Test instance 6 Tight constraints (large grid scale)
In this experiment, the grid scale is increased upon the last experiment i.e. medium to large. From the simulation results, Figs. 17 and 18 show the performances of the two schemes.
In terms of maximization of QoS satisfaction, it can be observed in Fig. 17 that in early iterations, while the performance of RCPSO steadily improves, the performance of LAPSO fluctuated. Similar behavior can be seen in Fig. 15 of the previous experiment. The fluctuation occurs during the iteration period before the user hard requirements are met. This takes place because the LAPSO focuses on meeting the user hard requirements in the beginning, the consequence of which increases or decreases the CQSR. However, as the iterations progress, LAPSO also shows a steady increase and performs significantly better than RCPSO. Figure 17 reveals the superiority of LAPSO with about 30.4 and 29.2% improvements of best and mean results, respectively. In Fig. 18 , LAPSO has managed to achieve 0% violation at iterations 493 (for best result) and 922 (for mean result). On the other hand, RCPSO has recorded violations of 24.6% (for best result) and 20.6% (for mean result), which shows superiority of LAPSO. Table 5 shows the dissection of the performance results (mean and best) across the QoS objectives-time, cost, reliability, availability, security, and reputation. The results are normalized in such a way that for each QoS objective, a value of 100% signifies total satisfaction of the corresponding user-defined hard constraint by the algorithms. A value above 100% is regarded as the degree of soft constraint satisfaction. In the table for instance, in terms of time objective, LAPSO recorded best result of 168.5%. In this case, 68.5% (i.e., 168.5-100) represents the percentage of soft constraint satisfaction.
From Table 5 , it can be seen that LAPSO has achieved the minimum of 100% against each objective constraint. Conversely, RCPSO has severally recorded results below 100%, which implies violation of the corresponding objective constraints.
Finally, the performance of the two algorithms is compared in terms of running time. In this experiment, the average time needed by each algorithm to find a good quality solution in 1000 iterations was studied. Table 6 shows that LAPSO needed less time (more than 71 and 75% decrease in medium and large scale cases respectively) than RCPSO.
Results analysis
In terms of CQSR, generally, the results in Figs. 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 show the superiority of LAPSO over the RCPSO as the tightness increases through the test instances. The reason for the improvement is because of the proposed hybrid optimization strategy that deterministically enhances the best solution of each iteration using the min-max heuristic. The heuristic strategy in the proposed scheme improves the best solution using the best solution of the previous iteration in a deterministic way as opposed to the RCPSO method based on a stochastic approach.
In addition, Figs. 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 also show the searching effectiveness of the look-ahead task-remapping and chaos optimization strategies in LAPSO and RCPSO, respectively, even though the former is significantly better for use against both loose and tight scheduling conditions.
In regard to CVR, in the test cases under the moderate constraints, both algorithms can find feasible solutions, i.e., 0% CVR. This implies 100% satisfaction of each of the constraints in these cases. It is easy to find feasible solutions by both algorithms in these cases, because large number of feasible solutions exists in the solution space. As a result, the algorithms can search and easily find feasible solutions. However, as tight constraints are imposed starting from test instance 3, it can be noticed that LAPSO has managed to find feasible solutions (0% CVR) in all the cases, even in the most difficult situation-test Case 6, where RCPSO suffers more than a 20% CVR. This performance is attributed to three reasons: the constraint violation detector that assists the algorithm in detecting violations in any of the user constraints, the constraint handling procedure introduced that enables the algorithm to select the best solution based on the CVR when the solutions are in the infeasible region, and the new lookahead optimization strategy based on the min-max heuristic that precisely substitutes inferior task-service mapping in the best solution with a better one.
In addition, it can be observed that LAPSO shows steady decrease in CVR until 0% is attained in all the test instances, and this is achieved during early iterations especially in Figs. 8 and 10 . These behaviors are due to violation handling being explicitly included in the objectives of the proposed scheme, the solutions are evaluated based on their CVR when not in the feasible region of the search space, and the best solution of each iteration is improved before the next iteration. This is unlike RCPSO which Table 5 Comparison between LAPSO Algorithm and RCPSO Algorithm T e s t i n s t a n c e Values in bold indicate better results than the compared algorithm evaluates solutions based on aggregate QoS objective values only and relies only on its chaos optimization strategy for both meeting user constraints and optimizing objectives.
In terms of the algorithm running time, LAPSO is significantly faster than the benchmark. This performance difference is due to the optimization methods used by each algorithm in every iteration. In LAPSO, the optimization operations involved only two PSO solutions-the best solution and the determinant solution discussed above. In contrast, RCPSO used two (time consuming) chaos optimization operations for detection of the precise time and dimension to perturb gbest and pbest. Each of these two operations processed the entire PSO solutions of the current iteration. In consequence, the scheme needed much more time in its operation than LAPSO.
Overall, the results demonstrate the robustness and efficiency of the proposed method in that it is capable of satisfying various QoS requirement settings of users without violation and without compromising performance in terms of CPU usage.
Conclusion and future work
In this paper, LAPSO algorithm is presented to demonstrate its efficiency in handling multiple QoS constraints and the effective optimization of QoS objectives of the user in trustworthy grid workflow environments. The proposed approach presents two separate models for constraints handling and QoS objective optimization. It uses a QoS constraints-aware selection algorithm based on the proposed models to evaluate and select the best solutions. It also hybridises PSO with a min-max-based look-ahead task remapping mechanism to improve searching effectiveness and to avoid premature convergence for a high-quality output. An extensive simulation has been conducted in six test instances to evaluate the performance of the scheme. The simulation results obtained by the scheme outperformed RCPSO with respect to the QoS constraint violation rate in both moderate and tight cases. It also outperformed RCPSO in terms of the aggregate satisfaction rate. Furthermore, LAPSO achieved significant reduction in terms of execution time.
For future work, alternative mechanisms that can improve solution quality in terms of QoS parameter values and accelerate convergence while maintaining the same quality of results achieved in terms of constraints handling can be studied. In addition, there is a need to study the robustness of the algorithm as another aspect to be improved.
Moreover, it is intended to further study and apply the proposed method on other service-oriented platforms, such as federated clouds and hybrid environments.
