Facial paralysis is a popular clinical condition occurring in 30 to 40 patients per 100,000 people per year. A quantitative tool to support medical diagnostics is necessary. This paper proposes a simple, visual and robust method that can objectively measure the degree of the facial paralysis by the use of spatiotemporal features. The main contribution of this paper is the proposal of an effective spatiotemporal feature extraction method based on a tracking of landmarks. Our method overcomes the drawbacks of the other techniques such as the influence of irrelevant regions, noise, illumination change and time-consuming process. In addition, the method is simple and visual. The simplification helps to reduce the time-consuming process. Also, the movements of landmarks, which relate to muscle movement ability, are visual. Therefore, the visualization helps reveal regions of serious facial paralysis. For recognition rate, experimental results show that our proposed method outperformed the other techniques tested on a dynamic facial expression image database. key words: facial paralysis, objective quantitative assessment, spatiotemporal feature, tracking of landmarks
Introduction
Facial paralysis is a medical condition where the patient loses his or her facial movement ability. It is due to neural damage and usually occurs on only one side of the face. The patient can recover from this condition; however, serious sequelae may remain if not treated properly and early. For effective treatment, it is necessary to evaluate the degrees of the facial paralysis so that the approximate treatment methods can be applied [1] . To evaluate the degrees of severity of the facial paralysis, the patient is asked to perform various facial expressions. Then, the clinician assigns a score for each expression based on clinical observation. Such an evaluation is subjective. The given scores of the clinicians may differ largely, and then this leads to different treatment decisions [2] . This is highly undesirable from both a medical diagnostics and a treatment consideration, so it is necessary to develop an objective and quantitative assessment tool for facial paralysis.
In recent years, lots of approaches have been proposed to objectively evaluate the degrees of facial paralysis. Some typical methods include the methods of Watchman et al. [3] and He et al. [4] . The main principle is based on the measurement of the asymmetric features between the two sides of the face. Watchman et al. measured the asymmetric features based on the static images. Using static images is sensitive to the extrinsic facial asymmetry caused by orientation, illumination, shadow and natural bilateral asymmetry. He et al. used the multi-resolution local binary patterns (LBPs). The use of LBP provides a better tolerance against illumination changes; however, noise, redundant frequencies and irrelevant regions in image, such as the appearance of the teeth regions and the shadow regions inside the mouth, still have not been addressed completely. In our previous research, we have proposed the use of markers on the face [5] , the use of Gabor filters [6] or the use of tracking of interest points [7] . Using the markers can avoid the influence of irrelevant regions and makes the image processing simpler, but this is not a positive method. Although the use of Gabor filters can reduce the influence of redundant frequencies; the problems of timeconsuming process and irrelevant regions still limit the effectiveness of this method. The method of tracking of interest points [7] solves the problems of irrelevant regions and time-consuming process. However, the method in [7] loses detail because features are extracted based on the average positions of interest points in regions of interest, while the focus of some important locations may be more necessary. Also, the method in [7] extracts only the spatial features. A technique that extracts the spatiotemporal features based on the tracking of landmarks may solve these problems and therefore may helps improve the recognition rates.
This paper presents a technique that extracts the spatiotemporal features based on tracking the landmarks during an expression for quantitative assessment of facial paralysis. In our method, the extractive features that contain both spatial and temporal information are robust features, so they helps to improve recognition rates. Using the landmarks to extract the spatiotemporal features, it concentrates only on some locations of the facial surface. Therefore, it can avoid the influence of irrelevant regions. Moreover, the timeconsuming process is also reduced when compared with the use of Gabor filters. Because our research attempts to test the effectiveness of using the spatiotemporal features, we do not focus on the initialization of the landmarks. Therefore, the landmarks are initialized manually. For an automatic Copyright c 2016 The Institute of Electronics, Information and Communication Engineers system, it is easy to initialize the landmarks by using various methods such as the active shape model [8] or the active appearance model [9] .
Yanagihara Method and Triage-10 Points Method for Clinical Observation Diagnosis
The Yanagihara Grading System [10] is mostly used in Japan for medical diagnostics of facial paralysis. This method requires the patient to perform 10 facial expressions. Each expression is assigned a score of 0 points (pts) for a full paralysis, 2 (pts) for a partial paralysis, or 4 (pts) for a normal depending on how serious condition. The total score for 10 expressions is used for general diagnostics. The maximum of total score is 40 (pts). The total score in the range from 0 to 8 is considered as a full paralysis, and in the range from 36 to 40 is considered as a normal. Although YGS is accepted as a standard diagnostics of facial paralysis in Japan, there are some disadvantages too. Firstly, the performance of ten expressions in YGS is both physical and psychological burdens for patients. Secondly, the research in [11] has proven that there are some redundant expressions. Finally, the total score of the scale of 40 (pts) is not familiar with people. These problems may be the reasons why YGS is not used widely in the world. In 2014, Matsushiro et al. proposed a simple, precise and effective method -A triage 10 points (T10P) [11] methodfor diagnostics of facial paralysis. The T10P clinical diagnostics asks the patient to perform only 3 expressions: the "raise of eyebrows" expression (EP1), the "closure of eyes tightly" expression (EP2) and the "toothy movement" expression (EP3). Each expression is classified into 5 levels of severity: Full palsy, almost palsy, moderate, slight and normal. Each level of severity is assigned a corresponding score according to the expression. Three expressions and assigned score levels of T10P are presented in Table 1 . The overall score for three expressions is calculated as shown in Eq. (1),
where S T , S EP1 , S EP2 and S EP3 are the overall score, the score for EP1, for EP2 and for EP3, respectively. The maximum of overall score is 10 (pts), so the overall score is a scale of 10 (pts). Matsushiro's research has shown that there are correlations between 3 expressions in T10P with 10 expressions in YGS, and the overall score in T10P with the total score in YGS. These prove that there are some redundant expressions in 10 expressions of YGS. Therefore, T10P is Table 1 Three expressions and score levels in the T10P method. simpler than YGS. The overall score in the scale of 10 (pts) of T10P is also more precise than that of 40 (pts) of YGS. In addition, the assigned score of T10P may be more detail than that of YGS. Figure 1 shows the different resolution of the assigned scores between T10P and YGS.
Denote Expression

Evaluation of Palsy
In our research, we apply our proposed method for objective quantitative analysis to the T10P method for testing.
Dynamic Facial Expression Image Database
In our previous research [12] , we constructed the dynamic facial expression image database (DyFeiDB) for quantitative assessment of facial paralysis. There were 85 subjects, including 75 volunteer patients and 10 healthy volunteers, with an age range from 8 years old to 79 years old. The dynamic images of each person were captured by a Synchronous multi-angle high-speed captured system [12] . Each expression was performed during 1 second and the images were recorded with speed of 60 images/second. The size of an image is 2816 × 2112 pixels. In our experiments, we use only the frontal views of faces in this database. Therefore, there are 60 images (or frames) ascribed image-1, image-2, . . . , image-60 in each expression of a person. The scores in the database were assigned by the clinicians at Osaka Police Hospital. Figure 2 shows the block diagram of our system. The first frame of each expression is used as a reference frame for normalization and local region construction. The remaining frames are processed the same way as in the reference frame for normalization and local region construction. In the first frame, the face is detected by the Adaboost algorithm [13] , normalized by the inter-pupil distance, and rotated so that the inter-pupil line is made perpendicular to [14] for training and testing. The MC-SVMs are based on one-against-all technique. In our work, we construct k − 1 two-class SVM models for k score labels. The n-th SVM uses the assigned scores of n and not n as two labels for training. In classification phase, if k − 1 constructed SVM models are not positive, the tested sample are assigned to the remaining score label.
System Overview
Block Diagram
Tracking of a Point
The tracking technique was firstly introduced in 1981 as an image registration method by Lucas and Kanade [15] . The most important revision to the algorithm was developed by Carlo Tomasi [16] , [17] . Now, the algorithm is known as the Kanade-Lucas-Tomasi (KLT) tracker. Recent years, there are a lot of robust tracking of landmarks such as the mehod of Xiong et al. [18] and Zhang et al. [19] . However, we choose the KLT tracker for our research because KLT tracker is a well-established method, the tracking accuracy by KLT is sufficient for our purpose and we can use available tool.
For KLT tracker, tracking consist of finding the translation p of a point in a frame t moving to another position in the frame t + 1. The algorithm is summarized below:
• Iterate: where T (x) is the template image at time t, I(x) is image at time (t + 1), x is a column vector containing image coordi-
is a threshold and is the matrix transpose operator. After a number of repetition in tracking of a point, if the template is not matched to any new location, that point is considered as a lost point. In our experiments, the sizes of templates are 31×31, 61×61 and 31×31 pixels for eyebrow, eye and mouth region, respectively. The size of template for landmarks of eye region is wider than that of the other regions because the landmarks of eye region are initialized in a low texture region. These landmarks should not initialized at locations closing to eyelid (high texture region) due to the influence of eyelash.
The KLT tracker is not robust to against noise and variation of illumination. Therefore, a preprocessing step for input image helps improve the tracking result. In our work, we use a Gaussian filter to remove noise and an intensity normalization to remove variation of illumination. For testing accuracy of tracking, we have tested on 25 images of putatively extreme state for each expression. Tables 2 and 3 present comparisons between automatic tracking and manual tracking with an additional Gaussian noise (σ = 9, SNR = 2) and a variation of illumination of 30%.
In the tables, the lost rates (%) present the rates of lost landmarks and the discrepancy (pixel) is the average of differences between positions of landmarks tracked automatically and tracked manually. For normal persons, the averages of movements of landmarks are 83 (pixels), 62 (pixels) and 105 pixels for EP1, EP2 and EP3. The results of discrepancy show that the accuracy is enough for our experiments under noise environment and variation of illumination. Therefore, the tracking of landmarks in our system is sufficiently robust for our experiments.
Spatiotemporal Feature Extraction
In our system, the degrees of facial paralysis are mainly measured by the asymmetric motion between two sides of the face. The features are measured based on the asymmetric positions of the pairs of the corresponding landmarks. This kind of feature is called an asymmetric feature. In addition, to solve the problem of natural bilateral asymmetry of the face, we use the movement distance of the landmarks as another feature. This kind of feature is called a motion feature. Therefore, we define two kinds of feature in our research: the asymmetric feature and the motion feature.
Asymmetric Feature
Consider a pair of the corresponding landmarks in a reference frame. These two landmarks are tracked in each frame later. The asymmetric feature, denoted by AS t , is defined by the angle created by these two corresponding landmarks as in Eq. (2) .
where (x Lt , y Lt ) and (x Rt , y Rt ) are the coordinates of the landmarks on the left and on the right side, respectively, as shown in Fig. 5 . A pair of corresponding landmarks move up or down, left or right vertically symmetrically by the midline for a normal person, whereas this cannot do so for a pa- tient. Figure 6 shows the symmetric and asymmetric movement of the landmarks of a normal person and a patient. The angles created by the pairs of the landmarks are small for the normal person and large for the patient.
Natural Bilateral Asymmetric Problem
Because our method measures the asymmetric movements, the natural bilateral asymmetry should be removed. Therefore, the asymmetric feature in frame-1 is used for adjustment. The adjustment of asymmetric feature at frame t > 1 is calculated as in Eq. (3).
where AS t adj , AS t and AS 1 are the feature after adjustment at frame-t, the feature before adjustment at frame-t and the feature at frame-1, respectively. Figure 7 shows the relation between AS t adj , AS t and AS 1 . As only the adjustment features are used for training and testing, from this point on, adjustment asymmetric feature AS t adj is called simply by asymmetric feature AS t .
Motion Feature
The motion feature is the movement distance of a landmark from frame-1 to frame-t. This feature represents the movement ability of muscle during expression period. In addition, the direction of movement is also calculated. Consider a landmark (x 1 , y 1 ) in frame-1, this landmark moves to a new position (x t , y t ) in frame-t. The motion feature is represented by a pair of the motion distance and the motion angle, denoted by MD t and MA t , created by the coordinates of this landmark in frame-1 and in frame-t as depicted in Fig. 8 . Equations (4) and (5) are used to calculate the pair of motion features.
where (x 1 , y 1 ) and (x t , y t ) are the coordinates of the landmark in frame-1 and frame-t, respectively. In the beginning time of expression, the movements of the landmarks along x-axis and y-axis are small (≈ 0). The small changes may lead to a large ratio in the calculation of angle, so we should remove this by using a threshold value. This means that, if the value MD t < a threshold value (threshold value = 3.5 pixels in our work), then we set MD t = 0 and MA t = 0.
Synchronization and Speed Normalization
In the available DyFeiDB, the start-point and the end-point in time (called simply the start-point and the end-point) of expression from different subjects are not the same. More- over, the speeds of expression are also different. These lead to the features received at a frame may differ although the subjects have similar expressions. Therefore, a synchronization of start-point, end-point, and a normalization of expression speed are necessary.
• Start-point and end-point synchronization: Threshold values are applied to the motion distance of an observed landmark to detect the start-point and the end-point. If the motion distance of the observed landmark in a frame just becomes over a start-threshold value, the point in time of that frame is considered as the start-point. Similarly, a point (in time) is considered as an end-point if the motion distance of the observed landmark reaches to an end-threshold value to the maximum value. The observed landmark is the landmark with much more movement (non-paralysis side of the face) in an observed pair of landmarks. The observed pairs of landmarks are the pairs of (1L, 1R), (2L, 2R) and (2L, 2R) in Fig. 4 for the eyebrow, the eye and the mouth regions, respectively. These pairs of landmarks are chosen as the observed landmarks because they move much more in expressions. Figure 9 illustrates the find of the start-point and the end-point in time of an expression.
• Normalization: After the start-point and the endpoint are found, we divide the period between the startpoint and the end-point into a number of equal time slots, as shown in Fig. 10 . Then, the features after speed normalization are the average values of features inside each time slot. Such a process of speed normalization is the transformation of features to form the features with the same resolution. This process is similar to the sampling of features. Therefore, if we choose a greater number of slots, the loss of information is reduced; but this may increases the complexity of computation, or dimension, for classifiers. In contrast, information is lost more if we choose a fewer number of slots. However, as shown in Fig. 10 , we see that the curve of feature variation contains only low frequencies. Therefore, the sampling of features may not be lost so much information even that the number of slots are relatively small, and the sampling based on the average value may contains sufficient information for classification. In our research, from experiment as presented in Sect. 5, we choose the number of slots is 6. Therefore, for each pair of landmarks, there are 6 asymmetric features, and for each landmark there are 6 pairs of motion features corresponding to 6 time slots in each expression.
To sum up, there are 60 frames in each expression with frame-1 being the reference frame; so, for a pair of land marks the number of adjusted asymmetric features is 59 (denoted by AS 2 , AS 3 , . . . , AS 60 ), for a left-side landmark the number of motion features is 59 × 2 (denoted by MD 2L , MA 2L , MD 3L , MA 3L , . . . , MD 60L , MA 60L ) and for a right-side landmark the number of motion features is also 59 × 2 (denoted by MD 2R , MA 2R , MD 3R , MA 3R , . . . , MD 60R , MA 60R ). After the synchronization and the normalization process, for each pair of landmarks, there are 6 (slots) × 1 (feature/slot) = 6 asymmetric features, 6 (slots) × 2 (features/landmark) × 2 (landmarks/pair) = 24 motion features to be obtained in each expression. Therefore, there are 30 (features/pair) × 3 (pairs) = 90 features, 30 (features/pair) × 4 (pairs) = 120 features and 30 (features/pair) × 5 (pairs) = 150 features to be used for training and testing for the raise of eyebrow, the closure of eyes tightly and the toothy movement expressions, respectively. These features utilize effectively both spatial and temporal information.
Experiments and Discussions
The DyFeiDB mentioned in Sect. 3 is used for training and testing. In each training and testing turn, 68 of 85 (80%) random samples are used for training, and the remaining 17 of 85 (20%) samples are used for testing. The recognition rates are the average results of 1,000 repeated turns.
Three expressions proposed in the T10P, including the "raise of eyebrows", the "closure of eyes tightly" and the "toothy movement" expressions, are tested in our experiments.
Firstly, we attempted to adjust the number of slots for speed normalization and recorded recognition rates. In this experiment, we used the combination of the asymmetric features and the motion features. After the synchronization step, the number of active frames for each person varies in range from 4 to 35 frames. Therefore, we have experimented on the changing of number of slots in range from 4 to 35. Figure 11 depicts the recognition rates of 3 expressions according to the number of slots of speed normalization. From the figure, the recognition rates achieve the highest results when the number of slots is 6. This is the reason why we choose 6 slots for speed normalization, as presented in Sect. 4.3.4.
Secondly, we checked the effectiveness of our proposed method by testing recognition rates with different kinds of feature independently. The recognition results are presented in Table 4 . In the table, the spatial features are the asymmetric features extracted by using only one image of extreme state of expression for a person. The temporal features are the features extracted by using the trajectories of landmarks (Sequences of positions of landmarks). The spatiotemporal asymmetric features are the sequences of asymmetric features, as presented in this paper, and the spatiotemporal motion features are the sequences of motion features. The results in the table show that the use of combining spatiotemporal asymmetric features and spatiotemporal motion features (our proposed method) yields superior recognition results. Finally, we compare our recognition results with that of the other conventional methods. The conventional methods include the intensity of pixel based (IP-B) [3] , [6] , the LBP based (LPB-B) [4] , [6] , the Gabor image of intensity of pixel based (GBIP-B) [6] and the Gabor image of LBP based (GBLBP-B) [6] method. For our method, because we extract the spatiotemporal features based on the tracking of landmarks, we denote the "Tracking" as the name of our method for shortness in result tables. Table 5 to Table 7 show the disagreements between the score of the clinicians and the score of our system. The disagreement is the difference between the score given by the clinicians and the score given by our system. Assuming that the given score by the clinician is S clinician and the given score by our system is S system , then the level of disagreement is calculated by Eq. (6),
where abs(.) is absolute operator. The value of disagreement equals zero when there is no difference between the score given by our system and the score given by the clinician. This means that our system gives a correct recognition Table 6 Disagreement results of the "closure of eyes tightly" expression. Table 7 Disagreement results of the "toothy movement" expression. of score. Therefore, the rate of disagreement at level 0 corresponds to the exact recognition rate. Because there are 3 assigned score levels for EP1, and 5 assigned score levels for EP2 and EP3, as shown in Table 1 and in Fig. 1 , there are 3 levels of disagreement (0, 1, 2) for EP1, and 5 levels of disagreement (0, 1, 2, 3, 4) for EP2 and EP3. The levels of disagreement are shown in the header-rows of the result tables. The columns of the tables corresponding to level 0 of disagreement present the recognition rates. Also from Fig. 1 , the resolution of score levels of T10P is more detail than that of YGS. Hence, from the suggestion of the clinicians at Osaka Police Hospital, we also present the rate of disagreement with level ≤ 1 for future researches. In addition, to estimate an average disagreement of score, we present an average error of the scores (pts). The average error of the scores (AvEr) is calculated by Eq. (7) .
Method
N(i) N Total × 100(%) AvEr i=0 i=1 i=2 i=3 i=4 i≤1 IP-B
where i is the displacement value of disagreement (i = 0 means that there is no difference between score given by our system and score given by clinicians). n is the maximum level of disagreement (n = 2 for EP1, n = 4 for EP2 and EP3). N(i) is the number of samples with disagreement of ith level and N Total is the total number of samples. The AvEr are presented in the last columns of the result tables. The probabilities or percentages of disagreement at i- Fig. 12 Irrelevant regions. The appearances of the teeth and the shadow regions may affect to the feature extraction of the other methods. th level (N(i)/N Total ) and AvEr are summarized in Tables 5-7 . The (N(i = 0)/N Total ) can be considered as a recognition rate. Consider the recognition rates. For the "raise of eyebrows" expression, the recognition rate of our method achieves 81.2%. In the best case of the other methods, corresponding to the GBLBP-B method, the recognition rate is 75.5%. Therefore, the recognition rates of our method are 5.7% better than that of the best case of the other methods. Also, our method improves recognition rates to be 12.7% and 17.3% when compared with the best cases of the other methods for the "closure of eyes" tightly and the "toothy movement" expressions, respectively. Similarly, compare with the best case of the other methods, the average errors of the scores are reduced 0.06 pts, 0.23 pts and 0.33 pts for these expressions, respectively. From the result, we can see that our method improve recognition rates significantly for the "toothy movement" expression. The reason may be that, the extracted features are not affected by irrelevant regions, such as teeth and shadow region inside mouth, as shown in Fig. 12 , because the tracking based method concentrates only on some locations of the face surface. In addition, the utilization of both spatial and temporal information may also improve the recognition rate. However, the recognition rate of the "closure of eyes tightly" expression is still low (64.6%). The reason may be that, the size of template for tracking is wider and the initial landmarks are located in low texture regions, so it cannot track small movements of muscles. Figures 13 and 14 present the graphic comparisons of the recognition rates and the average errors of the scores, respectively. They highlight that the use of spatiotemporal features based on tracking method improves the recognition rates and reduce the average errors of the scores noticeably. Therefore, our method is superior to the other methods.
Although the recognition rates are the most important for the development of this system, we also measure the time required for each expression of these methods for comparison. The average time taken for each expression of a person is recorded in Table 8 . The time-consuming process includes the time for pre-processing of image, feature extraction and classification of a person (training time and time for initialization of landmarks are not included here) testing on Intel core i7 3.6GHz, 8GB ram and Matlab-8.4 version. Figure 15 presents the graphic comparisons of time-consuming process between these methods. The results show that the IP-B method is the fastest one. The LBP-B method consumes more time than the IP-B technique. The process of Gabor filters is the most time-consuming. For the tracking method, the time-consuming process depends mainly on the number of landmarks. The time required by our method is about a half when compared with the GBLBP-B technique. The technique based on the tracking of landmarks is relatively slow when compared with the IP-B and LBP-B technique. However, its effectiveness is in recognition rate.
Conclusion
We have proposed a simple, visual and highly effective method which extracted the spatiotemporal features based on the use of tracking of corresponding landmarks for the objective quantitative assessment of facial paralysis. The contributions of this method are summarized as follows: Firstly, it is a visual method. We can easily observe the movements of the landmarks which relate to the movement ability of muscle. Secondly, the proposed kinds of feature are simple. The simplification helps reduce the time required to perform the evaluation. Thirdly, the features extracted for classification utilize effectively both spatial and temporal information. These features show robust characteristics. Therefore, our method achieved superior recognition rates. This is the main contribution of this paper. Finally, the use of tracking of landmark with the preprocessing step overcomes the problems of the other methods such as noise, variation of illumination. Moreover, it is not influenced by the irrelevant regions, so the recognition rates has been improved significantly. Experimental results have shown that our proposed method outperformed the other techniques.
Although we have achieved some interesting results, there is still work for future researches. Firstly, we are going to use the state of the art tracking techniques, such as [18] and [19] , to improve the stability of landmark tracking. Secondly, we are going to increase the number of samples for our database, and each sample will be evaluated by several experienced clinicians in order to have a more reliable or stable score as a correct answer (teaching score for training).
