Abstract-Particle swarm optimization (PSO) has shown its good search ability in many optimization problems. However, PSO often easily fall into local minima because the particles could quickly converge to a position by the attraction of the best particles. Under this circumstance, all the particles could hardly be improved. This paper presents a hybrid PSO, namely LSPSO, to solve this problem by employing an adaptive local search operator. Experimental results on 8 well-known benchmark problems show that LSPSO achieves better results than the standard PSO, PSO with Gaussian mutation and PSO with Cauchy mutation on majority of test problems.
I. INTRODUCTION
Particle Swarm Optimization (PSO) was firstly developed by Kennedy and Eberhart in 1995 [1] . It is a simple evolutionary algorithm which is motivated by the simulation of the behaviors of the birds flocking. PSO has shown good performance in finding good solutions to optimization problems [2] , and turned out to be another powerful tool besides other evolutionary algorithms such as genetic algorithms (GAs) [3] . Although PSO has shown good performance in solving many test problems, it suffers from the problem of premature convergence like most stochastic search techniques, particular in case of multimodal optimization problems.
Compared with GAs, PSO is also a population-based stochastic search technique, but does not have any crossover and mutation operators. Recently, many researches employed mutation operators into the standard PSO to improve its performance. Coelho [4] generated random numbers by using Gaussian and Cauchy probability distributions to update the velocity equation of PSO. Higashi [5] used a parameter based on the search space in one dimension to control Gaussian random numbers. Stacey [6] added a Cauchy random number in each dimension with probability 1/n, where n is the number of dimensions. Krohling [7] has proposed a new approach by means of applying Cauchy probability distribution. When a particle has no change in a fixed number of generations, the particle should jump to a new point by adding a random number generated by Cauchy distribution. Pant [8] used an adaptive Cauchy mutation operator in PSO, which was based on the idea of FEP. Chen [9] presented a Gaussian mutation operator with adaptive mutation probability. Wang [10] proposed an adaptive mutation on the basis of average velocity of swarm.
In this paper, a new hybrid PSO, called LSPSO, is proposed by applying an adaptive mutation operator, which differs from the above mutation techniques. The main idea of LSPSO is to generate an adaptive mutation size according to the size of current search space. Experimental studies on 8 well-known benchmark functions show that LSPSO performs better than the standard PSO, PSO with Gaussian mutation and PSO (GPSO) with Cauchy mutation (CPSO) on most test functions.
The rest of the paper is organized as follows. Section II describes the standard PSO. In Section III, some related works are listed. In Section IV, the adaptive local search operator is proposed. Section V presents our approach LSPSO. Section VI defines the benchmark problems, parameter settings, experimental results and discussions. Finally, Section VII concludes with a summary.
II. PARTICLE SWARM OPTIMIZATION
Like other evolutionary algorithms, PSO is also a population-based search algorithm and starts with an initial population of randomly generated solutions called particles. Each particle in PSO has a velocity and a position. PSO remembers both the best position found by all particles and the best positions found by each particle in the search process. For a search problem in an ndimensional space, a particle represents a potential solution. The velocity v ij and position x ij of the jth dimension of the ith particle are updated according to Eqs. (1) and (2) where i = 1,2,…, is the particle's index,
is the position of the ith particle;
is the best previous position yielding the best fitness value for the ith particle; and gbest = (gbest 1 , gbest 2 ,…., gbest n ) is the global best particle found by all particles so far. The inertia factor w was proposed by Shi and Eberhart [11] , rand1 ij and rand2 ij are two random numbers independently generated within the range of [0,1], c 1 and c 2 are two learning factors which control the influence of the social and cognitive components, and t = 1,2,…, indicates the generations.
The main steps of PSO are presented in Table I , where ps is the population size, NE is the number of function evaluations, and MAX NE is the maximum number of function evaluations.
III. RELATED WORKS
Since the introduction of PSO, it has attracted many researchers to work on improving its performance. In the last decade, many variants of PSO have been proposed. A brief overview of these improved approaches is presented as follows.
Coello [12] presented a hybrid PSO algorithm that incorporates a non-uniform mutation operator similar to the one used in evolutionary algorithms. Assume X = (x 1 , x 2 , … , x n ) is a solution. The mutation operator is computed as: for i = 1 to ps Update the velocity of the ith particle according to equation (1); Update the position of the ith particle according to equation (2);
Calculate the fitness value of ith particle;
for end
Update pbest, gbest in the swarm if needed; while end End
where t is the iteration index, LB and UB are the lower and upper bounds of the variable x j . The function t y Δ( , ) returns a value in the range . The function
where r is a random number in the range [0, 1], T is the total number of generations and b is a system parameter determining the degree of dependency on iteration number.
Pant [8] used an adaptive mutation operator in PSO, which was based on the idea of FEP. The particles are mutated at the end of each iteration according to the following rule: Betarand j is a random number generated by beta distribution with parameters less than 1. Chen [9] also presented a PSO algorithm with adaptive mutation to avoid premature convergence. The method conducted a weighted mutation on the global best particle with an adaptive probability. The probability was dynamically adjusted according to the changes of population diversity. 
where gbest j is the jth vector of the global best particle, and randn() is a Gaussian distributed random number with zero mean and variance 1.
Higashi [5] proposed a PSO algorithm with Gaussian mutation, called PSO-GM, which combines the idea of PSO with concepts from evolutionary algorithms. PSO-GM updates the velocity and position with Gaussian distribution. The technique is described as:
where σ is set to be 0.1 times the length of the search space in one dimension, is a random number based on Gaussian distribution. The particles are selected at a predefined probability and their positions are determined at the probability under the Gaussian distribution.
() G Stacey [6] presented a PSO algorithm with Cauchy mutation, called PSO-CM, which uses a Cauchy random number to update the position with probability 1/n, where n is the number of dimensions. The updated formula is:
where C is a random number within [0,1], and C is a Cauchy distribution with a scale t = 0.2.
(0,1)
In the above described mutation techniques, most mutation operators only added random numbers based on Gaussian or Cauchy distribution to a solution. Although Pant [8] proposed an adaptive mutation operator, the mutation size was still a random number on the basis of two kinds of distribution functions. Chen [9] presented an adaptive mutation probability, but it needs a parameter to control the mutation size (is set to 0.50). In this paper, a novel adaptive mutation operator is proposed, which adjusts the mutation size in terms of the size of current search space.
IV. ADAPTIVE LOCAL SEARCH
The standard PSO was inspired by the social and cognitive behavior of swarm. According to the analysis of [10] , particles are largely influenced by its previous best particles and the global best particle. Once the best particle has no change in a local optimum, all the rest particles will quickly converge to the position of the best particle. If the searching neighbors of the global best particle would be changed in each generation, it would be helpful for the global best particle to jump out local minima. It is expected that the non-trapped global best particle will lead the rest particles moving to better positions. This can be accomplished by searching the neighborhood of the global best particle in each generation.
However, the step size of the local search is very difficult to control and dominated by the characteristics of problems. Many methods have been proposed to adjust the parameters of the step size in terms of different problems, while few works focus on adaptive local search. Although Paint [8] and Chen [9] proposed two different adaptive mutation techniques, Paint's method was still a random mutation on the basis of two kinds of distribution functions and Chen's work only introduced an adaptive mutation probability. In this paper, a new adaptive local search operator (also called mutation operator) is proposed, described as follows, by dynamically adjusting the step size of local search in terms of the size of current search space.
TABLE II. THE MAIN STEPS OF LSPSO
Begin ps = population size; n = dimensional size; P = current population; t = the generation index; [a j (t) , b j (t)] is the interval boundaries of the jth dimension in current population; while (NE < MAX NE ) for i = 1 to ps Calculate the velocity of particle P i according to equation (1); Update the position of particle P i according to equation (2); Calculate the fitness value of particle P i ; for end Update pbest, gbest in P if needed; Calculate a j (t) and b j (t) according to equation (10); Mutate gbest according to equation (9); if the fitness value of gbest(t+1) is better than gbest gbest = gbest(t+1) if end where gbest j is the jth vector of the global best particle, a j (t) and b j (t) are the minimum and maximum values of the jth dimension in current search space respectively, rand() is a random number within [0,1], ps is the population size, and t = 1, 2,…, indicates the generations. Let us analyze the behavior of the proposed local search operator as follows. The step size (b j (t)-a j (t)) can be regarded as the diameter of the search space of current population. At the beginning of the evolution, the initial search space is large, and the step size (b j (t)-a j (t)) is large too. Larger value of (b j (t)-a j (t)) will be beneficial for global search, exploring potentially better solutions, and accelerating the convergence. With the increasing of the generations, the population will gradually converge to the best position found so far. So the search space of current population and the step size (b j (t)-a j (t)) become small. At this situation, smaller value of (b j (t)-a j (t)) will be more beneficial for local search.
To clearly illustrate the above analysis, we consider a simple Sphere's problem as follows.
and n=30. And then, we will use the standard PSO algorithm to solve the Sphere's problem and record the changes of the value (b [ 100,100] x ∈ − j (t)-a j (t)). Fig. 1 and 2 present the changes of (b j (t)-a j (t)) on the 1st dimension and the evolutionary process, respectively. It is apparent that the value of (b j (t)-a j (t)) and the best fitness value are large at the beginning of evolution. At the last stage of evolution, the best fitness value and the (b j (t)-a j (t)) are small. The experimental results are consistent with our analysis.
V. PSO WITH ADAPTIVE LOCAL SEARCH
In this section, we will present the proposed approach LSPSO. Like HPSO [10] , we use simile scheme to search the neighborhood of the global best particle by our proposed local search operator.
The main steps of LSPSO are given in Table II , where ps is the population size, n is the dimensional size, P is the current population, [a j (t), b j (t)] is the interval boundaries of the jth dimension in current population, NE is the number of function evaluations, and MAX NE is the maximum number of function evaluations.
VI. EXPERIMENTAL STUDIES ON LSPSO

A. Test Problems
There are 8 different global optimization problems, including 4 unimodal functions (f 1 -f 4 ) and 4 multimodal functions (f 5 -f 8 ), were chosen in the following experimental studies. These functions are considered in an early study [13] . All the functions used in this paper are to be minimized. The description of the benchmark functions and their global optima are given in Table III .
B. Parameter Settings
Experiments were conducted to compare four algorithms including the proposed LSPSO on the 8 test problems. The algorithms and parameters settings are listed below:
The standard PSO (PSO); PSO with Gaussian mutation (GPSO); PSO with Cauchy mutation (CPSO); PSO with adaptive local search (LSPSO); The involved parameters are listed as follows. c 1 = c 2 = 1.49618, w = 0.72984 and the maximum velocity V max was set to the half range of the search space on each dimension with the suggestions of [10] . The population size is set to 20. To evaluate the performance of convergence, the average number of evaluations (NE) was employed. The maximum number of evaluations (MAX NE ) was set to 100,000. The results achieved by each algorithm are averaged over 30 trails.
C. Results and Discussions
The comparisons among four PSO algorithms for function f 1 to f 8 are given in Table IV , where "Mean" indicates the mean best function values found in the last generation, and "Std Dev" stands for the standard deviation. The convergence characteristics in terms of the best fitness value of the median run of each algorithm for each test function are presented in Fig. 3, 4 and 5.
From the above results, it is obvious that LSPSO outperforms the standard PSO, GPSO and CPSO except for f 6 and f 7 . GPSO and CPSO perform better than PSO except for f 2 and f 3 . For function 8, LSPSO as well as PSO, GPSO and CPSO fall into local optima. It suggests that pure mutation techniques can not overcome premature convergence at all, and it still needs other strategies to improve its performance. 
S_R_LS
The important contribution to LSPSO is the adaptive mutation size, which is dynamically adjusted by the size of current search space. Traditional mutation techniques only change positions of solutions by adding a random number within [0, 1] . Generally, these changes are difficult to help trapped particle jump out local minima, because the changes are too small to cover the whole search space. In our proposed method, the mutation size is related to the size of current search space, which leads that the global best particle can jump to every possible and feasible position, and finally it improves the global search ability of PSO.
D. Successful Rate of Local Search
To verify the effects of the local search operator, this section conducted an experiment to calculate the successful rate of local search. The successful rate of local search (S_R_LS) is defined by:
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where Num_LS is the number of offspring generated by 1.17% f 6 1.36% f 7
1.22% f 8 the local search operator (see equation (9)), and S_Num_LS is the number of offspring which are better than their corresponding parents.
The equation (11) measures the performance of the local search operator. Large values of S_R_LS indicate the local search operator plays an important role in LSPSO, while small values of S_R_LS mean the local search operator is not beneficial for the performance of LSPSO.
The results of successful rate of local search (S_R_LS) are given in Table V . From the results, it can be seen that S_R_LS is higher on multimodal functions (f 5 -f 8 ) than unimodal functions (f 1 -f 4 ). 
VII. CONCLUSION
In this paper, a novel PSO with adaptive local search, namely LSPSO, is proposed. The main idea of LSPSO is to search the neighborhood of the global best particle with adaptive step size. Experimental studies on 8 wellknown benchmark problems show that LSPSO performs better than PSO, PSO with Gaussian mutation and PSO (GPSO) with Cauchy mutation (CPSO) on majority of test problems.
However, LSPSO still suffers from premature convergence on function 8. It suggests that only pure mutation techniques can not avoid local optima. Some other learning strategies may be applied to overcome the problem, which directs our future works. Figure 5 . The evolutionary process of four PSO algorithms on f -f . 5 8 
