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Several fundamental results in physics are derived from the simple starting point of two commut-
ing orthogonal unit vectors. The combination of these unit vectors leads to spherical harmonics
and Schwinger’s expression of the second-quantized angular momentum states in terms of bosonic
operators. Commuting unit vectors can be turned into anticommuting ones by the restriction to
a single unit vector. This leads to Pauli spin matrices. By including hyperbolic rotations, vectors
can be given a finite norm and results from special relativity and Dirac’s equation are found. The
assumption that the change in four-momentum is due to the change in four-potential leads to the
electromagnetic field tensor and the Lorentz force. Mawell’s equations are obtained by viewing the
four-potential as an harmonic oscillator driven by the four-current. The Schro¨dinger equation is
obtained from the nonrelativistic limit of the four-momentum.
I. INTRODUCTION
Many problems in physics can be separated into a sym-
metry and a physical part. Consider [1], as an exam-
ple, a hydrogen atom as treated in many introductory
quantum-mechanics textbooks [2–8]. The electron wave-
functions can be divided into a symmetry part, leading
to the angular part of the wavefunction (given in spheri-
cal harmonics) and a physical part giving the radial part
of the wavefunction (expressed in Laguerre polynomials).
The symmetry part is entirely determined by the spher-
ical symmetry of the atom, whereas the physical part
depends on the details of the problem, namely the 1/r
potential. This is not to say that the symmetry part does
not contain any physics. On the contrary, many impor-
tant aspects in physics are directly related to the symme-
try of the problem. Symmetry in a particular space gives
rise to conservation laws in its dual space. For the hy-
drogen atom, the spherical symmetry is intimately con-
nected to the conservation of angular momentum. There-
fore, when changing the physical aspect of the problem,
the symmetry part of the solution remains unchanged,
whereas the physical part is affected. For example, for a
many-electron atom, the angular part of the problem is
still given by the spherical harmonics, whereas the radial
wavefunctions depend on the details of the system under
consideration. Obviously, this division is not absolute
and, for the hydrogen atom, one can also view the 1/r
potential in terms of symmetry, leading to step operators
for the radial wavefunction [6].
There are often a variety of approaches to solving the
symmetry part of the problem. The spherical harmon-
ics can be obtained by solving the angular part of the
Laplacian or by using the step operators of the angular
momentum operator. For other problems, different ap-
proaches are used to incorporate the symmetry of the
problem. The Pauli and γ matrices are an essential in-
gredient to express the properties of vectors in space and
spacetime, respectively. However, it is also well known
that there is a direct connection between angular mo-
mentum that arises in the hydrogen-atom problem and
the Pauli spin matrices. In this paper, the premise is that
many fundamental results in physics are a direct result of
the properties of vectors in different spaces. The starting
point is a basis of two commuting unit vectors a†σ with
σ =↓, ↑. By combining these fundamental unit vectors,
one can obtain commuting unit vectors ei with i = x, y, z
in three dimensions. Note that this is essentially still a
two dimensional system, since unit vectors are described
by two angular coordinates. Higher order combinations
of the a†σ directly lead to the spherical harmonics, with-
out solving any differential equation. At the same time,
Schwinger’s expression [9] of the second-quantized form
of the angular momentum states in terms of bosonic op-
erators given by the a†σ is rederived. This is then followed
by a crucial step where, by restricting oneself to a single
a†σ, anticommuting unit vectors ei are obtained. These
unit vectors are directly related to the Pauli spin matri-
ces. Up to that point, only unit vectors are considered,
which can be rotated with the use of exponents of pseu-
dovectors. Hyperbolic rotations or Lorentz boosts can be
obtained by taking the exponent of a vector. These rota-
tions can be used to give a finite norm to vectors, leading
to four-vectors. This allows us to obtain some fundamen-
tal results from special relativity and the Dirac equation.
From the assumption that the change in four-momentum
is given by the change in four-potential, the electromag-
netic field tensor, the power equation and the Lorentz
force are derived. Maxwell’s equations are obtained by
viewing the four-potential as a driven harmonic oscillator
with as driving force the four-current. The nonrelativistic
limit of the four-momentum gives rise to the Schro¨dinger
equation.
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FIG. 1. (a) The operators a†σ with σ =↑, ↓ create two or-
thogonal commuting unit vectors. The product rˆ†↑rˆ
†
↓ of the
half unit vectors rˆ†σ defines a unit vector rˆ
† in the zx plane
of a three-dimensional space. (b) The annihilation operators
aσ remove the unit vectors a
†
σ. Crˆ
†
σ shows the effect of the
operator C = a↑a↓ − a↓a↑ on the half unit vectors rˆ
†
σ. Note
that the resulting vectors are, apart from a sign, related to
the conjugates rˆσ.
II. SPACE: COMMUTING UNIT VECTORS
A unit vector in a two-dimensional space can be writ-
ten as
rˆ† = cos θa†↑ + sin θa
†
↓, (1)
where a†σ with σ = ± 12 =↑, ↓ creates a unit vector. Its
derivative with respect to θ is
rˆ
† =
drˆ†
dθ
= − sin θa†↑ + cos θa†↓. (2)
This vector is perpendicular to the original vector. In-
stead of taking the derivative of the coefficients, the same
operation can be achieved by manipulating the unit vec-
tors. In this paper, when possible, the use of derivatives
that lead to differential equations is avoided and results
are predominantly derived using operations on unit vec-
tors. A 90◦ rotation is defined as
rˆ
† = irˆ†, (3)
with
i = a†↓a↑ − a†↑a↓. (4)
For the moment, we can simply assume that aσ annihi-
lates a†σ, i.e. aσ′a
†
σ = δσσ′ . The square of i can be
written as
i2 = −a†↑a↑ − a†↓a↓. (5)
i2 leaves the unit vectors unchanged, but multiplies them
by −1. The operator i therefore functions as the com-
plex unit in a purely two-dimensional space. Using this
definition, we can also write a vector as
rˆ† = eiθa†↑. (6)
s
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FIG. 2. Schematic representation of commuting and anticom-
muting unit vectors. (a) For a commuting unit vector e†m with
m = 1, 0,−1 (e†
1
is shown as an example) a product a†σa
†
σ′
of
two unit vectors is created, where m = σ+σ′. The arrows for
the spin should be read from right to left. (b) For an anticom-
muting unit vector em, a unit vector is first annihilated with
aσ and a new unit vector is created with a
†
σ′
(e1 is shown as
an example); m = σ′ − σ gives the change between the two
unit vectors.
The exponential is equivalent to a rotation in the plane
Rθ = e
iθ = cos θ + sin θi. (7)
Two consecutive rotations are given by
Rθ′Rθ = e
iθ′eiθ = ei(θ
′+θ) = Rθ+θ′ .
In physics, we are usually more interested in three-
dimensional space. Let us first consider unit vectors in
three dimensions. Since a unit vector has two degrees
of freedom, it is an effective two-dimensional space (note
that unit vectors in two dimensions are an effective one-
dimensional space with one coordinate). By using pairs
of two-dimensional unit vectors a†σ′a
†
σ, new unit vectors
can be created. In analogy to Eqs. (1) and (2), let us
first define the half unit vectors
rˆ
†
↑ = cos
θ
2
a
†
↑ + sin
θ
2
a
†
↓, rˆ
†
↓ = − sin
θ
2
a
†
↑ + cos
θ
2
a
†
↓,(8)
see Fig. 1. Let us now consider the following product
rˆ
†
↑rˆ
†
↓ = (cos
2 θ
2
− sin2 θ
2
)a†↑a
†
↓
+ sin
θ
2
cos
θ
2
(−a†↑a†↑ + a†↓a†↓). (9)
We have now three distinct combinations of the original
unit vectors, which we use to define spherical unit vectors
in three dimensions
e
†
1 =
1√
2
a
†
↑a
†
↑, e
†
0 = a
†
↑a
†
↓, e
†
−1 =
1√
2
a
†
↓a
†
↓. (10)
A schematic depiction of these unit vectors is given in
Fig. 2(a). The square root is introduced to keep the
unit vectors normalized. The creation and annihilation
operators satisfy the following property
aσ(a
†
σ)
m = m(a†σ)
m−1, (11)
3that is, there are m different possibilities for aσ to anni-
hilate a a†σ. The unit vectors a
†
σ have the same proper-
ties as the step operators of a quantum harmonic oscilla-
tor. Note that this operation is similar to differentiation
where
d
dx
xm = mxm−1. (12)
Again, the manipulation of the unit vectors directly re-
flects the action of the derivative in the coordinates and
vice-versa. When two terms of the same power annihilate
each other, we are left with the factor
(aσ)
m(a†σ)
m = m! , (13)
which gives a normalization factor of 1/
√
m!. We want
the quantity rˆ†↑rˆ
†
↓ again to represent a vector in a plane
but now in a three dimensional space. Making use of the
double-angle formulas we obtain for Eq. (9)
rˆ
†
↑rˆ
†
↓ = cos θe
†
z + sin θe
†
x, (14)
with
e†z = e
†
0, e
†
x =
1√
2
(−e†1 + e†−1). (15)
We now want to introduce the third dimension using
the additional degree of freedom obtained by combining
a†σ. Let us first consider the operator
ixz =
i
2
=
1
2
(a†↓a↑ − a†↑a↓) (16)
Above, we saw that i works as a rotation on the unit
vectors in a two-dimensional plane aσ. By introducing
the factor 12 , it still functions in the same way. After
some work, we can show that
ixze
†
z = e
†
x, and ixze
†
x = −e†z, (17)
which is what one would expect for an anticlockwise 90◦
rotation in the zx plane. We can also consider the diag-
onal operator
iyx =
i
2
(a†↑a↑ − a†↓a↓), (18)
where a†σaσ is the number operator. First, we must un-
derstand why the imaginary unit i is necessary. If we
had taken the operator jyx = (a
†
↑a↑ − a†↓a↓)/2, sub-
sequent operations starting from e†x, would give e
†
x →
jyxe
†
x → e†x → · · · . This is not a rotation, but a hy-
perbolic transformation. The introduction of the factor
i gives e†x → e†y → −e†x → −e†y → e†x → · · · , where
e†y = −iyxe†x. The minus sign in front of iyx is introduced
since we are looking at the conjugate of the vectors. This
sequence is an anticlockwise 90◦ rotation. The additional
unit vector is therefore
e†y = −iyxe†x =
i√
2
(e†1 + e
†
−1), (19)
giving the third unit vector. Additionally, we have
iyxez = 0. Operating with iyz on the spherical unit vec-
tors gives
iyxa
†
σ = iσa
†
σ and iyxe
†
m = ime
†
m, (20)
where σ = ± 12 and m = 1, 0,−1. By forcing the rotation
of e†i with i = x, y to be unitary, the eigenvalues of a
†
σ
have become half integers. This shows that iyx performs
the same operation as the total angular momentum oper-
ator iJz. A three-dimensional unit vector can be obtained
by rotating the x-axis in Eq. (14) using e†x′ = e
−iyxϕe†x.
This gives
rˆ† = rˆ†↑rˆ
†
↓ = cos θe
†
z + sin θe
†
x′
= cos θe†z + sin θ cosϕe
†
x + sin θ sinϕe
†
y, (21)
which is a unit vector in spherical polar coordinates.
Since unit vectors in three-dimensions occupy an ef-
fective two-dimensional space (given by the two angular
coordinates), they can also be built by combinations of
the following half unit vectors:
rˆ
†
↑ = cos
θ
2
e−iyx
ϕ
2 a
†
↑ + sin
θ
2
eiyx
ϕ
2 a
†
↓,
rˆ
†
↓ = − sin
θ
2
e−iyx
ϕ
2 a
†
↑ + cos
θ
2
eiyx
ϕ
2 a
†
↓.
The half unit vectors rˆ†↑ and rˆ
†
↓ are essentially Pauli
spinors. We can now rewrite Eq. (9):
rˆ† = R[rˆ†↑rˆ†↓] = cos θe†0
+
(
− sin θ√
2
e−iyxϕ
)
e
†
1 +
(
sin θ√
2
eiyxϕ
)
e
†
−1.
The reordering operator R is introduced. In general, the
rotations over different axes do not commute with each
other. In this case, iyx and a
†
σ do not commute. R
reorders all rotations so that first all the rotations in the
zx plane are performed, followed by the rotations around
the z axis. Alternatively, one can maintain the order of
the rotations, but define all the rotations over ϕ around
the original z axis and the rotations over θ in the rotated
zx plane. In the coefficients, we recognize the spherical
harmonics. The renormalized spherical harmonics Clm
are related to the usual spherical harmonics by [10]
Clm(rˆ) =
√
4pi
2l+ 1
Ylm(rˆ), (22)
using rˆ as a shorthand for the angular coefficients θ and
ϕ. The conjugate of the spherical harmonic is
Clm(rˆ) ≡ (Clm(rˆ))∗ = (−1)mCl−m(rˆ) (23)
The unit vector can then be written as
rˆ† =
1∑
m=−1
C1m(rˆ)e†m. (24)
4We can extend this procedure to arbitrary powers,
which gives
rˆ(l)† = R
[
1
l!
(rˆ†↑rˆ
†
↓)
l
]
=
l∑
m=−l
Clm(rˆ)el†m (25)
For rank 1, we use the convention rˆ† ≡ rˆ(1)† and e†m ≡
e1†m , thereby dropping the rank l when its equal to 1. The
unit vectors are expressed in terms of a†σ as
el†m ≡ |lm〉 =
(a†↑)
l+m(a†↓)
l−m√
(l +m)!(l −m)! , (26)
which rederives Schwinger’s expression for the angu-
lar momentum basis. The unit vector el†m can also be
denoted as |lm〉 in Dirac’s bra-ket notation. In the
Schwinger basis, the angular momentum operators are
given by [11, 12]
L0 = −i iyx = 1
2
(a†↑a↑ − a†↓a↓) (27)
L+ = a
†
↑a↓, L− = a
†
↓a↑, (28)
taking h¯ ≡ 1. These expressions are significantly simpler
than those expressed in terms of derivatives, showing the
advantage of manipulating unit vectors as opposed to
coordinates. The z component (m = 0) gives L0|lm〉 =
m|lm〉. L± are the step operators that raise or lower the
value of m:
L±|lm〉 =
√
(l ∓m)(l ±m+ 1)|l,m± 1〉, (29)
which can be evaluated using the expressions for the step
operators for the quantum harmonic oscillator (a|n〉 =√
n|n− 1〉 and a†|n〉 = √n+ 1|n+1〉) . In bra-ket nota-
tion, Equation (25) is written as
|rˆ(l)) =
l∑
m=−l
|lm〉〈lm|rˆ), (30)
with Clm(rˆ) = 〈lm|rˆ). A parenthesis is used in |rˆ) to
indicate that Clm(rˆ) is not orthonormal when integrating
the angular coordinates [10]. The conjugate is given by
Clm(rˆ) = (rˆ|lm〉.
The renormalized spherical harmonics are equivalent
to the spherical harmonics, except for a different starting
point. For spherical harmonics, the starting point is the
function space. They are usually derived by solving the
angular part of the Laplacian in spherical symmetry. The
emphasis is on the orthonormality of the wavefunctions.
In bra-ket notation
〈l′m′|lm〉 =
∫
drˆ〈l′m′|rˆ〉〈rˆ|lm〉
=
∫
drˆY ∗l′m′(rˆ)Ylm(rˆ) = δll′δmm′ , (31)
with Ylm(rˆ) = 〈rˆ|lm〉 which is the projection of the func-
tion |lm〉 on the unit vector rˆ. For renormalized spherical
harmonics, the starting point is the vector space and the
coordinates are obtained by a proper manipulation of the
unit vectors. The focus is therefore on the orthonormal-
ity of vectors
(rˆ′(l)|rˆ(l)) =
∑
m
(rˆ′|lm〉〈lm|rˆ)
=
∑
m
Clm(rˆ
′)[Clm(rˆ)]
∗ = δ(rˆ− rˆ′). (32)
This expression, apart from a factor, is the completeness
relation for the spherical harmonics.
An expression for the spherical harmonics can be ob-
tained by using a binomial expansion in Eq. (25). For
the conjugate rˆ(l), we find
rˆ(l) =
1
l!
R
[
l∑
µ=0
(
l
µ
)(
cos
θ
2
a↑
)µ(
sin
θ
2
a↓
)l−µ
×
l∑
µ′=0
(
l
µ′
)(
− sin θ
2
a↑
)l−µ′ (
cos
θ
2
a↓
)µ′ .
From Eq. (26), we see that Clm(rˆ) is determined by all
the terms for which a↑ is raised to the power l+m. This
gives the condition µ + l − µ′ = l + m or µ′ = m − µ.
This gives for the renormalized spherical harmonic
Clm(rˆ) =
1
l!
√
(l +m)!(l −m)!
l∑
µ=0
(
l
µ
)(
l
µ−m
)
× (−1)l+m−µ
(
cos
θ
2
)2µ−m (
sin
θ
2
)2l+m−2µ
eiyxmϕ
Since the half unit vectors are only part of a unit vec-
tor, they behave differently from what one would expect
for a vector. For example, under a time-reversal transfor-
mation, a vector is inverted, i.e. T rˆ† = −rˆ†, where T is
the time-reversal operator. For the half unit vectors, we
can write this as T rˆ† = −rˆ†↑rˆ†↓ = (irˆ†↑)(irˆ†↓). Therefore,
whereas the vector is inverted (or rotated by 180◦), the
half unit vectors are only rotated by 90◦. For a general
unit vector, we find for the time reveral
T |jm〉 = (a
†
↓)
j+m(−a†↑)j−m√
(j +m)!(j −m)! = (−1)
j−m|j,−m〉,(33)
where j indicates that half-integer values are allowed.
For real vectors, this operation produces the same result
as conjugation. For half-integer j values, applying the
time-reversal operator twice does not return the original
state
T 2|jm〉 = (−1)j−mT |j,−m〉 = (−1)2j|jm〉, (34)
whereas conjugation does
(|jm〉)†† = (〈jm|)† = |jm〉, (35)
which is a direct result of (a†σ)
† = aσ.
5III. SPACE: ANTICOMMUTING UNIT
VECTORS
Unit vectors are described by the product rˆ† = rˆ†↑rˆ
†
↓,
implicitly assuming the reordering operator R. How-
ever, all the information of the unit vector is already
contained in the half unit vectors rˆ†σ. An important vec-
tor in physics is the momentum p whose direction is given
by the unit vector pˆ. If we want to study change in the
direction of the momentum, it suffices to only look at
changes in the half unit vectors or spinors pˆ†σ. To study
these changes, it is convenient to introduce a new set of
unit vectors. Let us define the operator
C = a↑a↓ − a↓a↑, (36)
which is a rotation over −90◦, but with the a†σ operators
replaced by their conjugates aσ. New unit vectors can
then be defined as
eq = Ce†q. (37)
Note also the different font. These unit vectors are given
by
e1 = −
√
2a†↑a↓
e0 = a
†
↑a↑ − a†↓a↓ (38)
e−1 =
√
2a†↓a↑.
A schematic depiction of the unit vectors em, with m =
1, 0,−1 denoting the change in a single σ, is given in Fig.
2(b). Using Eqs. (15) and (19), we can also obtain the
Cartesian unit vectors:
ex = a
†
↑a↓ + a
†
↓a↑
ey = i(−a†↑a↓ + a†↓a↑) (39)
ez = a
†
↑a↑ − a†↓a↓.
In the case where the is only one half unit vector a†σ at
the time, the Cartesian unit vectors can be written in
matrix form
ex =
(
0 1
1 0
)
, ey =
(
0 −i
i 0
)
, ez =
(
1 0
0 −1
)
,(40)
where nonitalic letters are used to indicate matrices. The
basis of the matrix consists of the unit vectors | ↑〉, | ↓〉, in
bra-ket notation. The half unit vector can be written in
this basis as |rˆ↑〉 = a| ↑〉+ b| ↓〉. These unit matrices are
generally known as the Pauli spin matrices with σi ≡ ei.
Instead of expression a vector in the unit vectors ei = σi
with i = x, y, z, we can also express a vector in terms of
unit matrices ei = σi
r =
∑
i=x,y,z
riei. (41)
Note that the summation on the right-hand side is often
written as (r · σ). This notation has the disadvantage
that it appears as a scalar (an inner product between two
FIG. 3. Schematic representation of the anticommuting na-
ture of the unit vectors ei is related to the different result
obtained when changing the order of the unit vectors working
on a single a†σ. The figure shows the example of ex and ey
working on a†↑. The diagram should be read from right to
left. The combined action of the unit vectors ex and ey can
also be expressed in terms of ez.
vectors), whereas the quantity is actually a vector. Inter-
preting the Pauli spin matrices as effective unit “vectors”
is a key ingredient in geometric algebra [13, 14].
It is straightforward to show that the norm of the unit
vectors is given by e2i = 1, Likewise, the Pauli spin ma-
trices satisfy e2i = 12, where = 1n is a n × n identity
matrix. However, something interesting has happened.
The original unit vectors commuted with each other, i.e.
eiej = ejei. However, when there is a restriction to a
single a†σ, the order becomes important. In that case, the
new unit vectors follow the anticommutation relation
eiej + ejei = 2δij for i, j = x, y, z. (42)
The anticommuting nature of the unit vectors is ex-
pressed schematically in Fig. 3. The Pauli spin matrices
satisfy the same relations. The combination of two vec-
tors is called a bivector
iij = eiej for i 6= j (43)
The bivectors ixz and iyx differ by a factor 2 from those in
Eqs. (16) and (18), respectively. However, ixz is equiva-
lent to i in Eq. (4). The reason for this is that equations
(16) and (18) refer to the basis vectors ei, which consist
of a†σa
†
σ′ pairs, whereas the current bivectors only oper-
ate on a single basis vector a†σ. A bivector is a complex
unit since
i2ij = eiejeiej = −eieiejej = −1, (44)
using the commutation relation. Additionally, in three
dimensions, there is a single trivector
i = exeyez, with i
2 = −1. (45)
The notation i is also used in Eq. (4). Both quantities
are pseudoscalars, i.e. the highest grade element in a
particular dimension. In terms of Pauli spin matrices,
this quantity is exeyez = i12. The trivector allows us to
write bivectors as a (pseudo) vector ek
ek = iek = iij = eiej , (46)
6with k = x, y, z for ij = yz, zx, xy. Note that, whereas
in three dimensions, the pseudovector is a bivector, in
two dimensions pseudovectors and vectors are equivalent
since ey = iex, as we saw in Eq. (3).
The definition of the pseudovector also provides a con-
venient way to write rotations. By defining the angle
pseudovector
ϕ = ϕez = ϕiez = ϕexey = iϕ, (47)
with the angle vector ϕ = ϕez , a rotation around the z
axis can be written as
e−ϕ = coshϕ− sinhϕ = cosϕ− i sinϕ (48)
= cosϕ− iez sinϕ = cosϕ+ eyex sinϕ = eiyxϕ.
A vector in the ei basis can be written as
r =
∑
i=x,y,z
riei = xex + yey + zez. (49)
This vector can also be subdivided into half unit vectors
r = C(rˆ†↑rˆ†↓) = rˆ†↑Crˆ†↓ + rˆ†↓Crˆ†↑ (50)
where the rotation reordering R has been assumed im-
plicitly. The conjugation of rˆ†σ can be written as
rˆ↑ = Crˆ†↓ = = cos
θ
2
eiyx
ϕ
2 a↑ + sin
θ
2
e−iyx
ϕ
2 a↓,
rˆ↓ = −Crˆ†↑ = − sin
θ
2
eiyx
ϕ
2 a↑ + cos
θ
2
e−iyx
ϕ
2 a↓.
This operation is shown in Fig. 1(b). The unit vector
rˆ can then be expressed in terms of half unit vectors or
spinors as
rˆ = rˆ†↑rˆ↑ − rˆ†↓rˆ↓. (51)
The operation of rˆ on the spinors gives
rˆrˆ
†
± 1
2
= ±rˆ†
± 1
2
. (52)
Since the dimension of the space for the unit vectors
is two (given by the coordinates θ and ϕ), the spinors
rˆ†σ are sufficient to describe all unit vectors. However,
often it is convenient to describe the unit vectors in a
three-dimensional basis. This can be done via
rˆ(σ) =
∑
i=x,y,z
(rˆσeirˆ
†
σ)ei, (53)
where ei are the conjugates of the unit vectors given in
Eqs. (15) and (19). The term between parentheses is a
scalar, namely the expectation value of the unit vectors
from Eq. (39) between the spinors rˆσ and rˆ
†
σ. In bra-ket
notation, it can be written as rˆσeirˆ
†
σ ≡ 〈rˆσ|ei|rˆσ〉. The
two spinors rˆ†σ correspond to unit vectors in the opposite
direction, i.e. rˆ(− 12 ) = −rˆ(12 ).
Finally, an important identity that we will need in the
remainder is the product of two vectors
ab = a · b+ a ∧ b = a · b+ i a× b. (54)
The product can be split into an inner product, The prod-
uct can be split into an inner product,
a · b =
∑
i
aibi, (55)
and a wedge product,
a ∧ b =
∑
k
(a× b)kek, (56)
using the definition of the pseudovector from Eq. (46).
The wedge product, which is a pseudovector or bivector,
can be written a i times the outer product, which is a
vector. For two equal vectors the product reduces to the
norm of the vector aa = a · a = a2.
IV. SPACETIME
In the preceding Section, we have mainly dealt with
unit vectors. Equation (48) shows that the rotation over
an angle pseudovector corresponds to a rotation. Let us
now look at the exponent of an angle vector
α = αpˆ, (57)
where pˆ ≡ pˆ(12 ) is a unit vector in the direction of the
momentum, i.e. the positive spin direction. To connect
more closely to the physical properties of particles, we
focus on the unit vector of the momentum. The rotation
is then
Rα↑ = e
α = coshα+ sinhα = coshα+ pˆ sinhα.(58)
This quantity splits into a scalar coshα and a vector with
a magnitude sinhα. In special relativity, the scalar term
is associated with a unit vector in time/energy e0, with
e20 = 1 and e0pˆ = −pˆe0. This creates an effective two-
dimensional space spanned by the orthogonal unit vectors
e0 and pˆ. The four-momentum can then be written as
p = mceαe0 = mc(coshαe0 + sinhαpˆ
′), (59)
where four-vectors are indicated by sans-serif letters. The
factor mc, with m the mass and c the speed of light, is
introduced to obtain the proper unit and magnitude of
the four-momentum. The unit vector for the momentum
has now become a bivector
pˆ′ = pˆe0, with pˆ
′2 = −1. (60)
This produces a switch to the Minkowski metric [15]. The
norm of the four-momentum then becomes
p2 = m2c2(cosh2 α− sinh2 α) = m2c2, (61)
and is therefore constant. The components in the e0
and pˆ′ direction are identified as the energy E and the
momentum p′, respectively,
E
c
= mc coshα and p′ = mc sinhα pˆ′. (62)
7The coshα term is also known as the Lorentz factor γ
γ = coshα =
E
mc2
or E = γmc2, (63)
which is Einstein’s mass-energy equivalence formula [16].
The four-momentum can be written in terms of energy
and momentum as
p =
E
c
e0 + p
′. (64)
The equation for the norm can then be rewritten as
E2 = m2c4 + p2c2. (65)
Equation (59) can also be expressed in terms of spinors
p = mce
α
2 e
α
2 e0 = mce
α
2 e0e
−α
2 (66)
where the negative sign in the exponent comes from the
anticommutation of e0 and α. Multiplying from the left
by e−
α
2 gives
e−
α
2 p = mce
α
2 e0 (67)
Using a shorthand for the spinor e
α
2 = c + s with c =
cosh α2 and s = pˆ sinh
α
2 , the above equation splits into a
scalar and a vector term[
(E −mc2)c− pcs]+ [pcc+ (−E −mc2)s] = 0.(68)
The two independent equations can be written in matrix
form as (
E −mc2 −pc
pc −E −mc2
)(
c
s
)
= 0, (69)
which is essentially Dirac’s equation in antisymmetric
matrix form [17].
From Eq. (69), it is clear that there is another solution.
This is to be expected since we are dealing with an effec-
tive two-dimensional space spanned by e0 and pˆ. For a
two-dimensional system, the other solution can be found
by multiplying the vector with the unit (pseudo)vector
in the exponent of the rotation, as was done in Section
II. We can apply the this procedure to the hyperbolic
rotation
R−
α↑ = pˆRα↑ = Rα↑pˆ = sinhα+ coshαpˆ. (70)
This solution is generally denoted as an anti-particle so-
lution of the Dirac equation. Although the rotation is
different, it produces the same four-momentum when us-
ing the spinors or the rotations over half times the angle.
Following Eq. (66),
p− = mcR−α
2
↑e0R
−
−α
2
↑ = mcR
−
α
2
↑R
−
α
2
↑e0
= mcpˆRα
2
↑pˆRα
2
↑e0 = Rα↑e0 = p, (71)
where pˆ and Rα
2
↑ commute, since α = pˆα and therefore
commutes with pˆ. However, operating with the four-
momentum on R−α
2
↑ produces a different result
pR−α
2
↑ = mce
α
2 e0e
−α
2 pˆe
α
2 = −mcpˆeα2 e0 = −mcR−α
2
↑e0,
whereas pRα
2
↑ = mcRα
2
↑e0. This shows that the two half
rotations are different eigenstates of the four-momentum.
Since the direction of the momentum is also an effective
two-dimensional space, one also has to consider the other
solution of Eq. (51). For pˆ(− 12 ) = −pˆ(12 ),
Rα
2
↓ = cosh
α
2
− pˆ(− 12 ) sinh α2
R−α
2
↓ = pˆ(− 12 )Rα2 ↓ = sinh α2 − pˆ(− 12 ) cosh α2 . (72)
However, since pˆ(− 12 ) = −pˆ(12 ), these rotations are
equivalent to Rα
2
↓ and R
−
α
2
↓, respectively. Therefore, it
again gives the same four-momentum p. Simply stated,
this procedures allows the norm of a vector to be nega-
tive. Therefore, the same momentum can be created by
have a positive norm and a unit vector in the positive
direction or a unit vector in the negative direction with
a negative norm: mc(coshαe0 − sinhα pˆ(− 12 )).
There are therefore a total of four different rotations
R±α
2
σ to obtain the same four-momentum p. This result
can also be obtained by calculating the eigenvectors |ψ〉 of
the matrix p =
∑
µ γµp
µ, where γµ with µ = 0, 1, 2, 3 are
the gamma-matrices and calculating the four-momentac
p =
∑
µ
〈ψ|γµ|ψ〉eµ, (73)
with 〈ψ| = 〈ψ|γ0. This also gives four identical four-
momenta for the different eigenvectors.
V. MOTION IN AN ELECTROMAGNETIC
FIELD
The four-vector potential can be included in the four-
momentum by making the following substitution
p→ p− qA. (74)
We would now like to understand how the motion of a
particle is affected by a displacement in spacetime. The
components of the four-potential are conventionally ex-
pressed in terms of the scalar potential V and the vector
potential A:
A =
V
c
e0 +A
′, (75)
At a particular point in spacetime, we can always take
A = 0, assuming that all effects of the potential up
to that point have already been included in the four-
momentum. A small displacement then gives
p+ dp− q▽A · dr, (76)
and the change in four-momentum should simply be
equal to the change in the four-potential: dp = q▽A · dr.
The four-vector is given by
r = ct+ r′, and dr = cdt+ dr′, (77)
8where t is the time and c has been included for dimen-
sional reasons; r′ = re0 with r
′2 = −r2 is a vector in real
space with norm r. The nabla operator in spacetime is
▽ = ∂
ce0∂t
+
∂
e′x∂x
+
∂
e′y∂y
+
∂
e′z∂z
(78)
= e0
∂
c∂t
− e′x
∂
∂x
− e′y
∂
∂y
− e′z
∂
∂z
= e0
∂
c∂t
−∇′,
using 1/e′i = −e′ie′i/e′i = −e′i. We now want to ab-
sorb the change in four-vector potential into the four-
momentum giving
dp = q▽A · dr =
(
1
c
∂
∂t
e0 −∇′
)(
V
c
e0 +A
′
)
· dr.
Expanding the ▽A gives
▽A = 1
c2
∂V
∂t
− 1
c
∇′V e0 + 1
c
∂(e0A
′)
∂t
−∇′A′ (79)
The product of the nabla operator and the vector poten-
tial is
−∇′A′ = ∇A = ∇ ·A+∇ ∧A = ∇ ·A+ i∇×A,
using Eq. (54). Together with ∇′e0 = ∇ and e0A′ =
−A, we find
▽A = ▽ ·A+ 1
c
(
−∇V − 1
c
∂A
∂t
)
+ i∇×A (80)
The first term▽·A is the inner product between the four-
nabla and the four-vector potential and contains the two
scalar terms. It is equivalent to the Lorenz gauge
▽ ·A = 1
c2
∂V
∂t
+∇ ·A→ 0 (81)
and we can choose this to be zero by taking the appropri-
ate gauge condition. In the remaining vector and pseu-
dovector terms, we recognize the expressions for the elec-
tric and magnetic fields in terms of the potential and the
vector potential [7, 8],
E = −∇V − 1
c
∂A
∂t
, B = ∇×A. (82)
Since ▽A = ▽ · A + ▽ ∧ A, the vector terms in Eq.
(80) correspond to the wedge product of the four-vector
potential A [14],
F = ▽∧ A = E
c
+Bi =
E
c
+B, (83)
using the definition of the pseudovector from Eq. (46). F
is known as the electromagnetic field tensor. This bivec-
tor contains six distinct terms in the Minkowski basis
F = ▽∧ A = Fx0i′x0 + Fy0i′y0 + Fz0i′z0
+ Fyzi
′
yz + Fzxi
′
zx + Fxyi
′
xy, (84)
with i′i0 = e
′
ie0 = ei and i
′
ij = e
′
ie
′
j = ejei = iji.
Conventionally, the six bivectors are described in terms
of two real-space vectors, namely the electric and mag-
netic fields. The first three terms have a space-time
bivector i′i0 with i = x, y, z and therefore correspond to
Lorentz boosts. The amplitude is given by the electric
field Fi0 = Ei/c. The last three terms correspond to pure
spatial rotations given by the bivector i′ij with i 6= j. The
magnitude is the magnetic field Fij = Bk with k = x, y, z
for ij = yz, zx, xy.
Writing out the four-vectors, e.g. r = cte0 + r
′ =
(ct+ r)e0 and using that dr = vdt, we obtain
dp
dt
e0 =
1
c
dE
dt
+
dp
dt
= q
(
E
c
+Bi
)
(c+ v). (85)
The vector products can be split into an inner and outer
product using Eq. (54), for example,
Bv = B · v + iB× v. (86)
Collecting the terms gives
1
c
dE
dt
+
dp
dt
= q
(
1
c
E · v +E+ v ×B
)
+iqc
(
1
c
B · v +B− 1
c2
v ×E
)
. (87)
The scalar terms are the power equation
dE
dt
=qE · v. (88)
The vector terms corresponds to the motion of a particle
experiencing a Lorentz force
dp
dt
= qE+ qv ×B. (89)
The pseudovector term in Eq. (87) corresponds to the
motion of a particle with a magnetic charge. Magnetic
charges are not found in nature. However, even if mag-
netic charges were present they can be removed from
Maxwell’s equations by a duality transformation.
VI. MAXWELL’S EQUATIONS
The four-potential appearing in Eq. (74) is due to
other charged particles. The generation of the potential
is comparable to that of a driven harmonic oscillator
d2x(t)
dt2
= −ω20x(t) +
f(t)
m
(90)
where x is the displacement, f(t) the driving force, m
the mass, and ω0 the frequency of the oscillator. After a
Fourier transform to frequency space, one obtains
x(ω) = − F
m(ω2 − ω20)
(91)
For this step, the time dependence of the driving force is
assumed to be a δ-function, i.e. f(t) = Fδ(t) or f(ω) =
9F . The analogous expression for the four-vector potential
is
d2Aq(t)
dt2
= −ω2qAq(t) +
Jq(t)
ε0
, (92)
where ε0 is the vacuum permittivity, which effectively
plays the role of the mass. Since there is also a spatial
component in the driving force, we need to include a
dependence on the momentum q in the Fourier transform
of the four-potential Aq. The driving force is the four-
current
J(r) = cρ(r)e0 + J
′, (93)
where ρ is the charge density and J′ the charge current.
Since charge is a conserved quantity, the current four-
vector should satisfy
∂ρ
∂t
= −∇ · J′ or ▽ · J = 0. (94)
Equation (92) only contains a Fourier transformation of
the spatial components. An additional transformation of
the time component can be made giving the full Fourier
transform
A(q) = −µ0J(q)
q2
, (95)
where where µ0 = 1/(c
2ε0) is the vacuum permeability;
q = (ω/c)e0 + q
′ and q2 = (ω/c)2 − q2. The above
equation can be written as the product of two functions
A(q) = −G0(q)J(q), (96)
where
G0(q) =
µ0
q2
=
1
ε0(ω2 − ω2q)
, (97)
is the free propagator or Green’s function of the photon.
We can obtain the following differential equation for the
free propagator
− q2G0(q) = −µ0 ⇒ ▽2G0(r) = −µ0δ(r), (98)
where the Laplacian in space-time is given by
▽2 = ∂
2
∂(ct)2
−∇2. (99)
A product in the momentum-energy dual space is equiv-
alent to a convolution in space-time. The four-vector
potential is then the convolution of the free-particle prop-
agator and the four-current
A(r) = −
∫
dr′G0(r − r′)J(r′). (100)
The four-vector potential itself satisfies the following dif-
ferential equation
▽2A(r) = µ0J(r), (101)
using the properties of the function δ(r− r′). This result
can also be directly obtained from Eq. (92). Using Eq.
(83), this can be written as
▽F(r) = µ0J(r) (102)
which are Maxwell’s equations in space-time form. Using
the expression for the electromagnetic tensor in Eq. (83)
and the product of the four-nabla and a spatial vector a
▽a = e0
c
∂a
∂t
+∇ · a e0 −∇× a i0, (103)
with
i0 = e0exeyez = e0i, (104)
Equation (102) can be expanded as[
1
c
(
∇ ·E− ρ
ε0
)
+
(
∇×B− 1
c2
∂E
∂t
− µ0J
)]
e0
+
[
∇ ·B− 1
c
(
∇×E+ ∂B
∂t
)]
i0 = 0. (105)
This results in four independent equations that we rec-
ognize as Maxwell’s equations.
VII. NONRELATIVISTIC LIMIT
The vector potential can be included in the four-
momentum using Eqs. (74) and (75). In the nonrelativis-
tic limit, the approximation mc sinhα ∼= mcα ∼= p− qA
can be used. Since energy is only a conserved quantity in
static potentials, the time dependence of the potential is
removed. The energy component of the four-momentum
is E−U(r) = mc2 coshα, where U = qV is the potential
energy. The hyperbolic function can be expanded as
coshα ∼= 1 + α
2
2
= 1 +
(p− qA(r))2
2m2c2
. (106)
The energy can then be written as
E − U(r) = mc2 + (p− qA(r))
2
2m
. (107)
Defining the nonrelativistic energy as Enr = E − mc2,
this results in
(p− qA(r))2
2m
+ U(r) = Enr, (108)
which, when replacing E and p by their quantum me-
chanical operators is the Schro¨dinger equation. If p is
an operator, it no longer commutes with the vector po-
tential. The kinetic energy term can then be rewritten
as
(p− qA(r))2
2m
=
(p− qA[r])2
2m
+
q
2m
{pA(r)},
In the second term on the right-hand side, the square
brackets in the vector potential A[r] indicate that, al-
though this quantity depends on position, it commutes
with the momentum, i.e. pA[r] ≡ A[r]p. The noncom-
muting part, where p only works on the vector potential,
is given by curly brackets and corresponds to the anoma-
lous Zeeman effect.
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VIII. CONCLUSION
In this paper, it was shown that several fundamental
equations in physics can be obtained by starting from
two fundamental unit vectors denoted as a†σ with σ =↓
, ↑. Combinations of the fundamental unit vectors can
be used to describe commuting unit vectors ei with i =
x, y, z in three-dimensional space. Restriction to a single
fundamental vector allows us to obtain anticommuting
unit vectors ei that are intimately related to the Pauli
spin matrices. A hyperbolic rotation can be used to give
vectors a finite norm leading to four-vectors and Dirac
equation. In physics, we often deal with the dual space
partner of the four-vectors: the four-momentum. The
assumption that changes in the four-momentum are given
by changes in the four-potential leads to the Lorentz force
and the electromagnetic field tensor. Maxwell’s equations
are obtained by viewing the four-potential as a harmonic
oscillator driven by the four-current. The nonrelativistic
limit leads to the Schro¨dinger equation.
Obviously, many of the results in the paper are fa-
miliar. However, the restriction to a purely geometric
approach focusing on the properties of vectors has some
interesting consequences. For example, spin and parti-
cle/antiparticle solutions already appear at this level, in-
dicating that these are simply different ways to build vec-
tors in space and spacetime. Therefore, the spinor part of
the wavefunctions arising from the Pauli-Schro¨dinger and
Dirac equations are directly related to the properties of
vectors and not necessarily a consequence of (relativistic)
quantum mechanics. In particular, spin can be viewed as
allowing vectors with a negative norm, such that a parti-
cle traveling in the negative momentum direction with a
negative norm produces the same four-momentum. This
is not a rejection of wave mechanics. In this paper, it is
assumed that the four-momentum (or the energy and the
momentum) can be given a certain value at a particular
point in space and time. In quantum mechanics, mo-
mentum and energy are replaced by operators and their
values are ”stored” in the wavefunction. This aspect is
beyond the scope of the current paper which restricts
itself to a description in terms of vectors.
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