Abstract
Introduction
Many real world applications involve solving constraint satisfaction problems with continuous domains, called numerical constraint satisfaction problems (NSCPs). In practice, numerical constraints are often equalities or inequalities expressed in factorable form (that is, they can be recursively composed of elementary functions such as +, −, ×, ÷, log, exp, sqr, sin, cos, . . . ). In other words, such an NCSP can be expressed as
where F : R n → R m is a factorable function, x is a vector of n real variables, x and b are two interval vectors of sizes n and m, respectively.
Many solution techniques have been proposed in constraint programming and mathematical programming to solve NCSPs. To achieve full mathematical rigor when dealing with floating-point numbers, most solution techniques have been based on interval arithmetic or its variants. During the last ten years, a lot of work has been done to devise inclusion tests and contractors by using interval arithmetic (see the book [9] ). The role of an inclusion test is to check whether the domain of a variable is included in the solution set. A contractor, also called a narrowing operator [7, 3] or contracting operator [2, 15, 20] , is a method that reduces variable domains such that no solution is lost. Various basic inclusion tests and contractors have been described in [9] . In particular, an interesting approach called interval constraint propagation [3, 5, 17] was developed, which associates constraint propagation/local consistency techniques, as defined in artificial intelligence, with interval analytic methods. Advanced contractors, such as the forward-backward contractor [9, 3] , result from the interval constraint propagation approach. In brief, the forwardbackward contractor, which is first introduced as HC4 in [3] , is a method to propagate domain reductions forwards and backwards through the trees which represent the composition of constraints. The method is therefore referred to as forward-backward propagation in this paper. More recently, a fundamental framework for interval analysis on directed acyclic graphs (DAGs) has been proposed by SCHICHL & NEUMAIER [14] , which showed that the forward-backward propagation can also be performed on DAGs. Replacing trees by DAGs potentially reduces the number of computations in the forward-backward propagation.
In practice, inclusion tests and contractors are interleaved with exhaustive search to compute a representation of the solution set. Search by bisection is the most commonly used technique. However, advanced algorithms [15, 20] have also been proposed to improve the search performance for problems with a continuum of solutions (e.g., inequalities), while maintaining the same performance for problems with isolated solutions (e.g., equalities).
The contribution of this paper is twofold. Firstly, we show how the framework proposed by SCHICHL & NEU- MAIER [14] , can be made efficient and practical for performing constraint propagation on DAGs (Section 3). Secondly, we propose a new algorithm to coordinate constraint propagation and exhaustive search on DAGs (Section 4). More precisely, we propose a technique for performing forward-backward propagation on DAGs that is able to work on partial DAG representations. The algorithm restricts the work to relevant subsets of constraints while keeping the initial DAG representation for the problem. The other specificity of our forward-backward propagation technique is that it makes it possible to flexibly choose different inclusion functions 1 at different stages of the propagation. We then propose a solving technique which coordinates our partial forward-backward propagation on DAGs with exhaustive search, in a branch-and-prune framework. The experiments carried out on various problems show that the new approach outperforms previously available propagation techniques by an order of magnitude or more in speed, while being roughly the same quality w.r.t. enclosure properties for unbiasedly chosen benchmarks (Section 5).
Background and Notation
We start by presenting the necessary background and fundamental notations. The power set of a set A is denoted by 2
A . The set of real numbers is denoted by R.
Factorable Functions
Hereafter, we recall the factorable function concept, with slight modifications, that appeared in [10] . 
Definition 1 (Factorable Function
)f = f 1 + f 2 ; f 1 = sin x; f 2 = 2 × f 3 ; f 3 = x × y.
Interval Arithmetic
Interval arithmetic is an extension of real arithmetic defined on the set of real intervals, rather than the set of real numbers. Modern interval arithmetic was developed independently in late 1950s by several researchers, including M. WARMUS [22] , T. SUNAGA [16] , and R. E. MOORE [11] , with MOORE finally setting the firm foundation for the field in his many publications, including the foundational book [12] . Interval arithmetic has been used to solve numerical problems with guaranteed rigor. If x and y are two real intervals, then the four elementary operations for idealized interval arithmetic obey the rule
Thus, the results of the four elementary interval arithmetic operations are exactly the ranges of their real-valued counterparts. Although the rule (2) characterizes these operations mathematically, the usefulness of interval arithmetic is due to the operational definitions based on interval bounds [8] . For example, let x = [x, x] and y = [y, y], interval arithmetic shows
Elementary operations ψ : D ⊆ R → R can also be extended to intervals, and usually this is done by defining The finite nature of computers precludes an exact representation of the real numbers. In practice, the real set R is approximated by a finite set F ∞ = F ∪ {−∞, +∞}, where F is the set of floating-point numbers [6] . The set of real intervals is then approximated by the set, I, of intervals with bounds in F ∞ . The power of interval arithmetic lies in its implementation on computers. In particular, outwardly rounded interval arithmetic allows rigorous enclosures for the ranges of operations and functions. This makes a qualitative difference in scientific computations, since the results are now intervals in which the exact result must lie. Interval arithmetic can be carried out for virtually any expression that can be evaluated in floating-point arithmetic. See [9, 8, 13, 1] for more details on basic interval methods.
The Cartesian product of intervals is called interval box, or box for short. An interval is said to be canonical if its bounds are equal or adjacent in F ∞ . A box is canonical if all of its intervals are canonical.
Interval Constraint Propagation

Tree Representation
The tree representation of constraint systems has been proposed by BENHAMOU et al. [3] . Therein each factorable constraint r(t 1 , . . . , t k ) is represented by an attribute tree whose root node represents the k-ary relation symbol r, and the terms t i are composed of nodes representing either a variable, a constant, or an elementary operation. Moreover, each node but the root is associated with two intervals, one for forward evaluation and the other for backward propagation. The exact range of the corresponding expression at a node must lie in the intervals associated with the node. In order to represent the inequalities of the system (1) without introducing special root nodes, intermediate variables are used to represent the socalled constraint ranges (i.e. the components of b in (1)).
Forward-Backward Propagation on Trees
The constraint propagation algorithm HC4 in [3] , also referred to as the forward-backward contractor (see [9] ), is based on the following two main processes. The first is the forward evaluation, which is recursively performed by a post-order traversal of the tree representation from leaves to roots in order to evaluate the ranges of sub-expressions represented by tree nodes using the so-called natural interval extension. The second is the backward propagation on the tree representation, which is recursively performed by a pre-order traversal of the tree representation of each constraint from root to leaves in order to prune the corresponding interval associated with each node of the tree by using the projection narrowing operator associated with the father of the node. More details can be found in [3] .
Constraint Propagation on DAGs
In this section, we show how the forward-backward propagation [3] , that works on tree representations, can be extended to work on DAGs. We start by recalling the DAG representation (Section 3.1). We notably show that several inclusion functions can be flexibly chosen during the forward-backward propagation (Section 3.2), which might improve the tightening of the variable domains as shown in Section 3.3. We finally present how the forward-backward propagation can be performed on DAGs (Section 3.3).
We will consider a constraint system of the form (1); the constraints can be equalities or inequalities depending on whether the corresponding components of b, called constraint ranges, are thin intervals (i.e. of the form
The first constraint is an inequality with the constraint range [−∞, 7]. The second constraint can be either an equality or an inequality depending on the parameters (p, q). For instance, the second constraint is an equality if
Throughout this paper, we will assume (p, q) = (0, 2).
DAG Representation
We assume that readers are already familiar with fundamental concepts from graph theory such as directed multigraph with ordered edges and directed acyclic graph/multigraph. Otherwise, readers are referred to [14] . N6 (2) N7 (2) N8 (2) N1 (4) N2 (4) N3 (3) N4 (3) N5 (3) N10 ( We use a directed acyclic multigraph, whose edges are totally ordered, together with an ordering on the vertices, as obtained in Theorem 1, to represent the constraint system (1), for short we call it a directed acyclic graph (DAG). In the DAG representation, every node represents a variable or an elementary operation (e.g. +, ×, ÷, log, exp) and every edge represents the computational flow associated with a coefficient. In practice, we have to use multigraphs instead of simple graphs for the representation because some special operations can take the same input more than once. For example, when the expression x x is represented by the power operation x y , thus, we do not need a new univariate operation for x x . The ordering on edges is needed for non-commutative operations like the division, but not for commutative operations. For convenience, a virtual ground node, G, is added to the DAG to be the parent of all the nodes representing the constraints. In fact, the ground node can be interpreted as the logical AND operation. Each node N in the DAG is associated with an interval, denoted I(N), in which the exact range of the associated sub-expression must lie. Figure 1a . Figure 1b 
Example 3 The DAG representation of (4) is depicted in
Extended Functions
In practice, we often see functions of the form f : D ⊂ R n → R m . For example, the division by zero is not defined. As a consequence, in standard interval arithmetic the division of two intervals is not defined if the denominator contains zero. In such cases, many implementations of inter-val arithmetic give, by convention, the interval [−∞, +∞] as result. If we use these implementations to evaluate the ranges of functions, we usually get unnecessarily overestimated ranges such as [−∞, +∞]. In order to avoid such overestimations, we have to extend functions in a consistent way for use in different computations which use inclusion functions. Hereafter, we give a way to extend functions which are only defined on subsets of R n .
Definition 2 (Extended Function
It is easy to see that there is only one S-extended function if S has only one element, for instance, when S is either {∅} or {R}.
Example 4 The domain of the standard division x/y is
The unique {∅}-extended function of the standard division is defined as
The unique {R}-extended function of the standard division is defined as
The following is a {∅, R}-extended function of the standard division:
In the next definition, we extend the inclusion function concept of [9] by using the notion of extended-function to guarantee the consistency and correctness.
Definition 3 (Inclusion Function) Let S be a subset of 2
R , and g :
The natural inclusion function of f (see [9] ), denoted by f , is an instance of inclusion functions which is constructed as follows: in the factorable form of f each real variable (resp. constant) is replaced by an interval variable (resp. constant) and each operation is replaced by its interval counterpart. 2 The set union of vectors is performed in component-wise fashion. (6) , (7) and (8), respectively.
Example 5 Let x = [x, x], y = [y, y] . We give as example three natural inclusion functions for the divisions defined by
(10)
It is easy to see that ∀x, y ∈ I :
in some computations such as forward evaluation and use the division [÷ ] in some computations such as backward propagation, as described in Section 3.3. In some interval libraries the extended interval division as defined in [21] is implemented, which is the tightest all-purpose interval division, but [÷ ∅ ] and [÷ ] both provide a bit better bounds than that for forward and backward propagation, respectively.
Forward-Backward Propagation on DAGs
As in [3] , the aim of the forward evaluation phase is to evaluate the range of a node based on the ranges of its children. The backward evaluation phase is concerned with pruning the intervals associated with the children based on that of the considered node. The existing forward-backward propagation scheme in [3] only allows using natural inclusion functions for both phases. We show how this propagation can be enhanced by enabling the use of several types of inclusion functions at different propagation phases.
In the DAG representation of (1), let N be a node which is not the ground node and has k children
Hence, the relationship between N and its children can be written as
be an inclusion function of the {∅}-extended function of f . The forward evaluation at node N using the inclusion function [f ] is defined as follows
This forward evaluation computes the range of a node based on the ranges of its children by using an inclusion function of the elementary operation represented by this node.
For example, considering the node N 7 in Figure 1 , we can use any inclusion function of the {∅}-extended function of the square root operation. In the implementation, we use the natural inclusion for simplicity. {N 7 , N 4 , N 1 , N 2 }, that is, by the bivariate interval function √ xy.
Remark 1 We can also replace the inclusion function
The backward propagation prunes the intervals associated with children based on the constraint range of their parents. In other words, for each child C i the backward propagation evaluates the projection of the relation N = f (C 1 , . . . , C k ) on the variable represented by C i . It is then called the i-th backward propagation at N and denoted by BP(N, C i ). For convenience, we define the following sequence as the backward propagation at node N
Although exact projections of relations are expensive in general, evaluations of the exact projections of elementary operations can be obtained at low cost. Indeed, suppose that from the relation
In case that we cannot infer such a function g i , more complicated rules to obtain the i-th projection of the relation N = f (C 1 , . . . , C k ) have to be constructed if the cost is low, alternatively the relation can be ignored. Fortunately, we can evaluate those projections for most elementary operations at low cost. 
Definition 4 Let
where we abuse the notation of inclusion function,
, to denote some intervals containing the preimage f −1 (x).
If f is defined as
f (x 1 , . . . , x k ) = α + k i=1 α i x i , we define FE(N, f ) ≡ {I(N) := I(N) ∩ (α + k i=1 α i I(C i ))}, BP(N, C i ) ≡ {I(C i ) := I(C i ) ∩ 1 α i (I(N) − α − k j=1;j =i α j I(C j ))} (i = 1, . . . , k).
f (x 1 , . . . , x k ) = α k i=1 x i , we de- fine FE(N, f ) ≡ {I(N) := I(N) ∩ α k i=1 I(C i )}, BP(N, C i ) ≡ {I(C i ) := I(C i ) ∩ (I(N) (α k j=1;j =i I(C j )))} (i = 1, . . . , k).
If f is defined as f (x, y) = x/y, i.e. k = 2, we define
FE(N, f ) ≡ {I(N) := I(N) ∩ f (I(C 1 ), I(C 2 ))}, BP(N, C 1 ) ≡ {I(C 1 ) := I(C 1 ) ∩ (I(N) × I(C 2 ))}, BP(N, C 2 ) ≡ {I(C 2 ) := I(C 2 ) ∩ (I(C 1 ) I(N))}, where f ∈ {[÷ ∅ ], [÷ ], [÷ R ]}.
Proposition 1 The forward evaluation and backward propagation rules given in Definition 4 never discard a solution of the problem represented by the corresponding DAG.
Proof. The proof directly follows the definitions in Section 3.2 and Section 3.3, and is therefore omitted.
Coordinating Propagation and Search
We now tackle the issue of coordinating constraint propagation and search for solving NCSPs. It builds on the classical branch-and-prune framework, where the solving process is performed by repeatedly interleaving a pruning step with a branching step. The former uses local techniques such as constraint propagation to reduce the variable domains, while the latter splits a problem into subproblems.
At each branching step, a subproblem has to be solved which consists of a subset of the original constraints called the set of active constraints 4 in this paper. The active constraints are defined on sub-domains of the initial variable domains.
If the pruning technique uses the DAG representation, the DAG representation needs to be constructed for each subproblem. The simplest way, therefore, consists of explicitly building a new DAG to represent each subproblem considered. However, since there is often a huge number of branching steps during a complete solving process, the total cost of creating such DAGs is potentially high.
As an alternative, we propose to modify a piece of information attached to the initial DAG in order to make the initial DAG interpreted as the DAG representation of a subproblem without the necessity of creating new DAGs. Using this information, it becomes possible to perform forwardbackward evaluation on partial DAG representations of the original problem without increasing much the time and space needed.
In Section 4.1, we present how partial forward-backward propagations can be performed on partial DAG representations of the original problem. We then devise in Section 4.2 a detailed search algorithm based on the partial forwardbackward propagation on DAGs.
Partial Forward-Backward Propagation
Partial DAG Representation
To represent the set of active constraints without having to create new DAGs, we use a vector, V oc , whose size is equal to the number of nodes of the DAG representing the initial problem. For each node N of the DAG, we use the entry V oc [N] to count the number of occurrences of N in the factorable form of the active constraints. In Figure 2 , we give a recursive procedure, called NodeOccurrences, to compute such a vector. If traversing all active constraints, the procedure NodeOccurrences will count the number of occurrences of each node in the factorable form of the active constraints. It is easy to see that V oc [N] = 0 if and only if N is not in the representation of the active constraints. Therefore, by combining the initial DAG with the vector V oc , we have a so-called partial DAG representation for each subproblem. In the latter computations, we can use the partial DAG representation in a way similar to using the (full) DAG representation, except that we ignore all nodes corresponding to zeros of the vector V oc . An example of the partial DAG representation for the problem (4) is depicted in Figure 3 . The partial DAG representation is depicted when (a) the first constraint, or (b) the second constraint is the unique active constraint. The grey nodes are not counted, hence are ignored in computations. The dotted edges are redundant. N6 (2) N7 (2) N8 (2) N1 (4) N2 (4) N3 (3) N4 (3) N5 (3) N10 (1) N9 (1) G(0) [1, N6 (2) N7 (2) N8 (2) N1 (4) N2 (4) N3 (3) N4 (3) N5 (3) N10 (1) N9 (1) G(0) [1, Figure 3 . The partial DAG representation backward propagation in [3] , we devise a new algorithm for numerical constraint propagation, that is based on the partial DAG representation instead of the tree representation. We name the new algorithm "Forward-Backward Propagation on a DAG", abbreviated to FBPD. In Figure 4 , we present the main steps of FBPD. Like with the HC4 algorithm [3] , in the main body of the FBPD algorithm there are two principal processes: forward evaluation and backward propagation. However, unlike the HC4 algorithm, the FBPD algorithm performs these processes for a single node instead of all the nodes at once. Therefore, in the FBPD algorithm, the choice of the next node for further processing can be adaptively made based on the results of the previous processes. Moreover, in the FBPD algorithm, the choice of the inclusion function [f ] to be used in the forward evaluation and the backward propagation is not necessarily fixed. In the next paragraphs, we describe in detail the procedures that are not made explicit in Figure 4 .
Partial Forward-Backward Propagation on Initial DAG Inspired by the original forward evaluation and
Recursive Forward Evaluation Similar to the HC4 algorithm, we perform a recursive forward evaluation at the initialization phase (lines 01-08) to evaluate the ranges of the nodes in the partial DAG representation. In Figure 5 , we give the details of a procedure, named ForwardEvaluation, for such a recursive evaluation. To avoid evaluating the same sub-expressions many times, we use a vector, V ch , to mark the caching status of nodes. The results of the recursive forward evaluation of (4) are depicted in Figure 1b and Figure 3 for the case that both constraints are active and the case that only one constraint is active, respectively.
Get the Next Node for Further Processing
The FBPD algorithm uses two waiting lists to store the nodes waiting for further processing. The first list, L f , is a list of nodes that is scheduled for forward evaluation, that is, for evaluating its range based on its children's ranges. The second list, L b , is a list of nodes that is waiting for backward propagation, that is, for pruning its children's ranges based on its range. NodeOccurrences(C, Voc); 06:
NodeLevel(C, Vlvl); /* this can be made optional */ 07:
ForwardEvaluation(C, Vch, Lb); 08: end-for 09:
N := getNextNode(Lb, Lf ); 11:
if I(N) was taken from Lb then 12:
for each child C of N do 13: BP (N, C) ; /* see Definition 4 */ 14:
if I(C) = ∅ then return infeasible; 15:
if I(C) changed enough for doing FE(.) then 16:
for each P ∈ parents(C) \ {N, G} do 17:
if Voc[P] > 0 then put P into Lf ; 18:
end-if 19: if I(C) changed enough for doing BP(.) then 20:
Put C into Lb; 21:
end-for 22:
else /* N was taken from Lf */ 23: In general, when L f contains many nodes, the nodes should be sorted such that the forward evaluation of a node is performed after the forward evaluation of its children. Analo- 
N6 (2) N7 (2) N8 (2) N1 (4) N2 (4) N3 (3) N4 (2) N5 (3) N10 ( 
N6 (2) N7 (2) N8 (2) N1 (4) N2 (4) N3 (3) N4 (3) N5 (2) N10 ( gously, the nodes in L b should be sorted such that the backward propagation at a node is performed before the backward propagation at its children. The procedure NodeLevel in Figure 6 assigns to each node a node level such that the node level of an arbitrary node is smaller than the node levels of its descendants. We then sort the nodes of L b and L f in ascending order and descending order of node levels, respectively, to meet the above requirements.
The call to the procedure NodeLevel at line 06 in Figure 4 can be made optional as follows. The first option allows invoking NodeLevel only at the first call to FBPD. The node levels of the initial DAG still meet the requirements on the ordering of the waiting lists. The numbers in brackets next to the node names in Figure 3 are the node levels computed for the initial DAG. Figure 7 illustrates the second option that allows invoking NodeLevel at line 06 in Figure 4 every time FBPD is invoked.
The function getNextNode at line 10 in Figure 4 chooses one of the two nodes at the beginning of L b and L f . The strategy that we use in our implementation is "backward propagation first", that is, taking the node at the beginning of L b whenever L b is not empty. Of course, other selection strategies can also be used.
When Are the Changes of Node Ranges Enough?
For simplicity, in Figure 4 (lines 15, 19, 25, 29) we only present the procedures briefly to check whether the node ranges have been changed enough for further processing. Hereafter, we will detail them. Let M denote the node C at line 13 or the node N at line 23. In Figure 4 , the forward evaluation at line 23 and the backward propagation at line 13 are of the form 
Proof. All the ranges of nodes in the DAG representation of the problem are never inflated at each step of the FBPD algorithm, then the FBPD algorithm must terminate at a finite number of iterations due to the finite nature of floatingpoint numbers. In particular, the ranges of the nodes representing the variables are never inflated, hence, the property (i) holds. Moreover, the forward evaluations and backward propagations used in the FBPD algorithm are defined in Definition 4, they never discard a solution (due to the inclusion property of inclusion functions). Therefore, (ii) holds.
Combining Propagation and Search on DAGs
Branch-and-Prune is the most common framework for exhaustively solving NCSPs. The most widely used algorithm for search is bisection, hence called the bisection search. It is suitable for problems with isolated solutions. However, it is often inefficient for problems with a continuum of solutions, for instance, problems with inequalities. Therefore, for problems with a continuum of solutions we need more advanced search techniques like UCA5, UCA6 and UCA6+ (see [15, 20] ). They all can be viewed as instances of the generic branch-and-prune search described in Figure 8 . In general, the search scheme produces two lists. The first list, L ∀ , consists of feasible sub-domains. The second list, L ε , consists of tuples of tiny sub-domains, which are boxes either smaller than the required resolution ε or canonical, and the sets of constraints, that are still active in the corresponding sub-domains.
It is easy to prove that, due to the finite nature of floatingpoint numbers, the branch-and-prune search presented in Figure 8 can obtain a predefined positive resolution ε, i.e. L becomes empty, after a finite number of steps. Moreover, the branch-and-prune search is a complete search technique because the FBPD algorithm is correct and contractive.
Experiments
We have carried out experiments on the FBPD algorithm and two other well-known state-of-the-art interval constraint processing techniques. The first one is a variant of Box Consistency [4, 18] in the well-known commercial product ILOG Solver (v6.0, 11/2003), hereafter denoted by BOX. The second one is called HC4 (Revised Hull Consistency) from [3] . The experiments are carried out on 33 problems which are unbiasedly chosen and divided into five test cases for analyzing the test results:
• The test case T 1 consists of 8 easy problems with isolated solutions, which are solvable by the search using the three propagators in short time. The overviews of results in our experiments are given in Table 1 and Table 2 .
Note 1
In general, the lower the relative ratio is, the better the performance/quality is; and the higher the inner volume ratio is, the better the quality is. In the section (a) of Table 1 The overrun ratio of each propagator for the test case T 1 is in Table 3 . The overrun ratio is defined as ε/ d V/N (a ratio ≥ 1 would be sufficient); where ε is the required resolution, d is the dimension of the problem, V is the total volume of the output boxes, N is the number of output boxes.
Clearly, FBPD outperforms both BOX and HC4 by an order of magnitude or more in speed, at least for the unbiasedly chosen benchmarks, while being roughly the same quality w.r.t. enclosure properties in case where the solution set to be enclosed by boxes of macroscopic size (i.e. for continuum of solutions). For isolated solutions, very narrow boxes are produced by any technique in comparison to the required resolution. However, the new technique is about 1.1-2.0 times less tight than the other techniques in the measure on reduction per dimension (which hardly matters in applications). In comparison with HC4 (we recall that HC4 is a constraint propagation technique that is similar to FBPD but works on the tree representation instead of DAGs), FBPD is clearly more suitable for applications.
Conclusion
We propose a constraint propagation technique, FBPD, which makes the fundamental framework for constraint propagation on DAGs [14] efficient and practical, and a method to coordinate constraint propagation and exhaustive search using a single DAG for each problem. The experiments carried out on various problems show that the new approach outperforms previously available propagation techniques by an order of magnitude or more in speed for a set of unbiasedly chosen benchmarks, while being roughly the same quality w.r.t. enclosure properties. Moreover, the design nature of FBPD is similar to that of the HC4 algorithm. Therefore, we can use the FBPD algorithm in many applications and combination techniques which use HC4.
In other views, FBPD can be viewed as a special instance of a generic combination scheme, called CIRD, that was proposed by VU et al. [19] . Moreover, our experiments show that the strengths of FBPD and CIRD[ai] (an instance of the CIRD scheme, that uses affine arithmetic and interval arithmetic) are complementary when considering problems have isolated or non-isolated solutions. Therefore, combining and unifying the strengths of FBPD and CIRD[ai] to solve problems with either isolated or non-isolated solutions is a straightforward direction in the near future.
