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Розділ п'ятий 
 
МІКРОКОНТРОЛЕРИ  В  ЕЛЕКТРОТЕХНІЧНИХ  СИСТЕМАХ 
 
5.1 Основні визначення та класифікація мікроконтролерів 
 
МПС на основі МП частіше за все використовуються в якості 
вбудованих систем для вирішення завдань управління об’єктом. Важливою 
особливістю даного застосування є робота в реальному часі, тобто 
забезпечення реакції на зовнішні події протягом певного часового 
інтервалу. Такі вбудовувані вузькоспеціалізовані керуючі МПС, виконані у 
вигляді окремих мікросхем, які працюють у реальному масштабі часу, 
називають мікроконтролерами.  
Мікроконтролер (МК) – це функціонально закінчена МПС, 
виготовлена на одній НВІС (надвеликій інтегральній схемі). 
Мікроконтролер містить у собі: процесор, ОЗП, ПЗП, порти вводу-виводу 
для підключення зовнішніх пристроїв, модулі вводу аналогового сигналу 
АЦП, таймери, контролери переривання, контролери різних інтерфейсів і 
т.д. Найпростіший МК  представляє собою ВІС площею не більше 1 см2 і 
всього з вісьмома виходами.  
         Контролери, як правило, створюються для рішення якоїсь окремої 
задачі або групи близьких задач. Вони зазвичай не мають можливостей 
підключення додаткових вузлів і пристроїв, наприклад, великої пам’яті, 
засобів вводу/виводу. Їх системна шина часто недоступна користувачеві. 
Структура контролера проста і оптимізована під максимальну швидкодію. 
У більшості випадків програми, що виконуються, зберігаються в постійній 
пам’яті і не змінюються. Конструктивно контролери випускаються в 
одноплатному варіанті.  
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       Основні переваги застосування систем з МК: 
1. Значно підвищується гнучкість; 
2. Істотно знижується вартість; 
3. Знижується час розробки та модифікації; 
4. Підвищується надійність системи за рахунок скорочення кількості 
корпусів і з’єднань. 
      Розрізняють наступні типи мікроконтролерів: 
1) Периферійні (інтерфейсні) МК призначені для реалізації найпростіших 
МП систем управління. Вони мають малу продуктивність і малі габаритні 
розміри. Зокрема можуть використовуватися периферійними пристроями 
ЕОМ (клавіатура, миша і т.п.). До них відносяться: AVR-Atmel, PIC – 
Micro Chip, VPS – 42 (Intel).  
2) Універсальні 8-розрядні МК призначені для реалізації МП систем 
малої і середньої продуктивності. Мають просту систему команд і велику 
номенклатуру вбудованих пристроїв. Основні типи: MCS – 51 (Intel), 
Motorola HC05 – HC012 та 96н.. 
3) Універсальні 16-розрядні МК призначені для реалізації систем 
реального часу середньої продуктивності. Структура і система команд 
адаптовані на швидку реакцію за зовнішніми подіями. Найбільше 
використання мають в системах управління електродвигунами. До типових 
16-розрядних МК відносяться: MCS96/196/296 (Intel), C161-C167 (Siemens, 
Infineon), HC16 Motorola та 96н.  
4) Спеціалізовані 32-розрядні МК реалізують високопродуктивну 
архітектуру і призначені для систем телефонії, передачі інформації, 
телебачення і інших, що вимагають високошвидкісної обробки інформації.  
5) Цифрові сигнальні процесори (DSP – Digital Signal Processor) 
призначені для складної математичної обробки вимірюваних сигналів у 
режимі реального часу. Широко використовуються в телефонії та зв’язку. 
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Основні відмінності DSP: підвищена розрядність оброблюваних слів 
(16,32,64 біта) і висока швидкість у форматі з плаваючою точкою (16 
flops). Виробники: Texas Instruments (TMS 320 та 97н.), Analog Device 
(ADSP 2181 і 97н.) . 
Розглянемо основні типи архітектури та системи команд     
процесорів МК. 
У сучасних МК використовуються такі типи системи команд процесорів:  
- RISC – (Reduce Instruction Set Commands) архітектура зі скороченим 
набором команд.  
-CISC – (Complex Instruction Set Commands) традиційна архітектура з 
розширеним набором команд. 
- ARM – (Advanced RISC – machine) вдосконалена RISC архітектура.  
Головне завдання RISC архітектури забезпечення найвищої 
продуктивності процесора. Її характерними ознаками є:  
- Мала кількість команд процесора (кілька десятків);  
- Кожна команда виконується за мінімальний час (1-2 машинних цикла, 
такта). 
- Максимально можлива кількість регістрів загального призначення 
процесора (кілька тисяч);  
- Збільшена розрядність процесора (12,14,16 біт).  
Сучасна RISC архітектура включає, як правило, тільки останні 3 
пункти, тому що за рахунок щільності компонування ВІС стало можливим 
реалізувати велику кількість команд. У сучасних 32-розрядних МК 
використовують ARM архітектуру (розширена RISC архітектура з 
суперскороченням команд ТНUМВ).  
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5.2 Архітектура мікроконтролерів 
 
До основних архітектур організації мікроконтролерів входять: 
1. Фон-Нейманівська (Прінстонська) ; 
2. Гарвардська архітектура;  
3. Модифікована (оптимізована) Гарвардська CISC архітектура. 
Основні переваги Фон-Нейманівської архітектури (рис. 5.1):  
- Простота апаратної реалізації; 
- Універсальність виконання команд. 
Головні ознаками Гарвардської архітектури організації контролера:  
- Реалізація пам'яті у вигляді різних пристроїв – різних фізичних типів 
памяті (для програм ПП і пам'яті для даних ПД);  
- Використання двох паралельно працюючих незалежних шин для читання 
даних і команд.  
Зауваження: Об'єм ПД як правило значно менше обсягу ПП. 
 
 
 
Рис. 5.1. Фон-Нейманівська архітектура 
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Недоліком Гарвардскої архітектури є неможливість динамічного 
розподілення даних і кода програм в памяті. Це збільшує час завантаження 
та призводить до неефективного використання пам’яті. 
 
Рис. 5.2. Гарвардска  архітектура 
 
В оптимізованій Гарвардській архітектурі  (рис. 5.3) 
використовуються роздільні шини адреса і даних. Така архітектура має 
гарвардську швидкість і Фон-Нейманівську економічність використання 
ресурсів пам’яті (сімейство контролерів RX фірми Renesas. 
 У даний час використовуються обидві архітектури пам'яті: 
Гарвардська у 8-розрядних контролерах, Фон-Неймонівська в 
універсальних 16 - розрядних і вище.  
Розглянемо коротко основні технологічні операції, з яких 
складається технологічний процес виготовлення інтегральних мікросхем. 
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Рис. 5.3. Оптимізована Гарвардська  CISC архітектура 
 
       Монокристали кремнію отримують шляхом кристалізації із 
розплавленого стану за методом  Чохральського. За цим методом зародок у 
вигляді монокристалу кремнію обережно доторкається до поверхні 
розплавленого високочастотним нагрівом кремнію, а потім повільно 
піднімається з одночасним обертанням. При цьому слідом за зародком 
витягується і поступово кристалізується монолітний злиток 
монокристалічного кремнію, кристалічна будова якого повторює 
кристалічну будову зародку. Діаметр такого злитку може досягати до 
300 мм, а довжина — до кількох метрів. 
Злитки кремнію потім розрізають спеціальними інструментами на 
тонкі (0,4...0,5 мм) пластини. Пластини після розрізання мають дуже 
нерівну поверхню, тому наступною технологічною операцією є 
багаторазове шліфування поверхонь напівпровідникових пластин кремнію. 
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Під час шліфування не тільки усуваються механічні дефекти, а й 
забезпечується потрібна товщина пластини. Для шліфування пластин 
застосовуються суспензії з мікропорошків, розмір зерен яких з кожною 
шліфувальною операцією зменшують. 
Після закінчення шліфування на поверхні напівпровідникової 
пластини все ж залишається механічно порушений шар товщиною кілька 
мікрометрів, під яким розміщений ще більш тонкий шар з дефектами 
кристалічної ґратки. Для усунення обох цих шарів напівпровідникового 
матеріалу застосовується полірування. Широко застосовується як 
механічне полірування за допомогою дрібнозернистих суспензій, так і 
хімічне. Хімічне полірування полягає фактично у розчиненні поверхневого 
шару напівпровідника за допомогою реактивів. Виступи і тріщини на 
поверхні розчинюються швидше, ніж основний матеріал і поверхня у 
цілому вирівнюється. 
Епітаксія. Епітаксією називається процес нарощування монокристалічних 
шарів на напівпровідникову пластину, яка відіграє роль підкладки. 
Кристалографічна будова і орієнтація кристалічної ґратки 
нарощуваного шару повторюють кристалографічну будову і орієнтацію 
кристалографічної ґратки підкладки. Епітаксія застосовується для 
отримання тонких робочих шарів однорідного напівпровідника на 
порівняно товстій підкладці, яка відіграє роль несучої конструкції. 
Щоб наростити на підкладці монокристалічний шар кремнію, 
кремнієві пластини нагрівають високочастотним електромагнітним полем 
до високої (близько 1200°С) температури і над поверхнею пластин 
пропускають хімічну сполуку, що містить кремній (здебільшого 
тетрахлорид кремнію), у газоподібному стані. У результаті хімічної реакції 
на поверхні пластини поступово осідає шар чистого кремнію. Якщо до 
тетрахлориду кремнію додати сполуки бору чи фосфору в газоподібному 
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стані, то під час хімічної реакції у кремній попадуть акцепторні атоми бору 
чи донорні атоми фосфору і епітаксіальний шар матиме вже не власну, а 
діркову чи електронну провідність. Таким чином, епітаксія дає змогу 
вирощувати монокристалічні шари напівпровідника із заданим типом 
провідності та із заданою концентрацією домішок на підкладці, тип 
провідності і концентрація домішок якої можуть відрізнятися від 
нарощуваного шару. 
Окислення. Окислення кремнію є однією з найпоширеніших операцій у 
сучасних інтегральних технологіях. У результаті окислення на поверхні 
напівпровідника утворюється плівка діоксиду кремнію (SiO2). Ця плівка є 
високоякісним діелектриком і служить для таких цілей: 
–   захисту поверхні напівпровідникової пластини, зокрема вертикальних 
ділянок р-п переходів, що виходять на поверхню пластини; 
–  виконує функцію маски, через вікна якої вводяться потрібні домішки; 
–   функцію тонкого діелектрика під затвором МОН-транзистора. 
Високоякісні позитивні характеристики діоксиду кремнію стали 
основною 
причиною того, що кремній став основним матеріалом для виготовлення 
напівпровідникових мікросхем. 
Поверхня кремнію завжди покрита шаром окислу, що утворюється за 
нормальних умов, але ця плівка окислу має низьку якість, надто малу 
товщину і тому непридатна для використання. Під час виготовлення 
інтегральних мікросхем плівку окислу потрібної якості і товщини 
отримують штучним шляхом. Штучне окислення кремнію здійснюється 
при високій температурі (1000...1200 °С) в атмосфері кисню (сухе 
окислення) або у суміші кисню з парою води (вологе окислення). Сухе 
окислення йде набагато повільніше вологого, у той же час якість плівки 
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окислу, що отримана сухим окисленням, має значно кращі характеристики, 
ніж плівка окислу, отримана у результаті вологого окислення. 
Внесення потрібних домішок (легування). Щоб сформувати у 
напівпровідниковій пластині чи в епітаксіальному шарі локальну область 
із заданим типом р-провідності чи n-провідності і з заданим питомим 
опором у цю локальну область на поверхні напівпровідника вносять 
домішки.  
При виготовленні мікросхеми допускається попадання від 30 до 50 
пилинок на кремнієву пластину. При 100000 кратному збільшенні кристала 
площею в 1 см2 порошинка представляється глибою, яка замикає доріжки 
мікросхеми.  
       Інженерні працівники, виходячи  на роботу, у роздягальні знімають 
одяг і переодягаються в спеціальний костюм (скафандр) - білий комбінезон 
на тіло; спеціальна накидка під комбінезон на голову (волосся ховається 
під спеціальний ковпак); бахіли замість шкарпеток і кросівки на ноги; на 
руки рукавички; маска на рот; окуляри на очі.  
       Після перевдягання п'ятеро людей потрапляють в камеру сухого 
повітряного душу протягом 20 с, а потім по одному в наступну камеру 
сухого повітряного душу також на час 20 с. Одну машину обслуговує три 
інженери.  
       Для імплантації транзисторів на кремнієву підкладку в потрібних 
місцях наноситься у вигляді плазми бор, фосфор і арсенід. Нагріта спіраль 
титанова (5В, 200А) у камері при вакуумі 10-6мм.рт.ст. випромінює 
електрони, які в електромагнітному полі при напрузі 150 кВ вибивають з 
атомів вказаних матеріалів, які подаються в камеру у вигляді газів, вільні 
електрони на верхніх орбітах і отримані електрони (іони) заганяються 
полем під прямим кутом (або з нахилом в 7О для кращого входу) в 
кристалічну решітку кремнію. Але спочатку проходить сепарація частинок 
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з потрібною атомною вагою. Ті іони, що мають іншу вагу, не беруть участь 
у бомбування кристалічної структури кремнію. Таким чином формуються 
шари з «дирковою» або електронною провідністю. Контроль кількості 
імплантованих в кремній іонів, контролюється шляхом підрахунку атомів 
(бору, фосфору, арсеніду), в яких вибиті електрони на зовнішніх орбітах.  
       Кількість пластин у касеті, що проходять технологічний цикл 
складає 26. Вони одна за одною проходять операції з формування 
напівпровідникової структури шляхом фіксації пластини вакуумним 
присоском і переміщення її роботом з касети. При цьому пластини багато 
разів повертаються до попередніх операцій, проходячи технологічні цикли. 
Вакуумна присосок має датчик «прилипання»  пластини до присоски. 
Частий брак буває при порушенні роботи цього датчика, а також у разі 
зсуву механізму захоплення та позиціонування пластин, коли він дряпає 
верх нижньої пластини, переміщаючи верхню пластину. Розмір пластини 
становить 6 in (інчів, дюймів - 2,54 мм). У даний час планується запустити 
у виробництво 8". У Росії на 2009 рік тільки два заводи (м.Зеленоград) 
працюють з 5" і 6" пластинами. Необхідно відмітити, що площа в 
восьмидюймовій пластині приблизно в 2,5 рази більше, ніж у 6".  
       У технологічному циклі здійснюється постійний контроль наявності 
пилу на пластині. Якщо пилинок більше 50, то проводиться пошук місця 
(ділянки) виходу пилу. Вихід пилу найчастіше відбувається при 
розбалансуванні захватів робота. Визначаються ці місця шляхом запуску 
технологічного процесу по кожній технологічній операції для спеціально 
призначених для цієї мети пластин та контролю виходу пилу через 
мікроскоп.  
       У технологічному процесі виготовлення кристалів мікроконтролерів 
використовується ряд спеціальних технологічних машин, де проводиться 
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нанесення маски, вологе і сухе травлення, підключення ніжок і інші 
операції.  
      Технологічний цикл практично ніколи не зупиняють, так як запустити 
його після зупинки дуже складно. Для забезпечення необхідного ступеня 
вакууму використовуються як масляні насоси (до 10-2 мм.рт.ст.), так і 
криогенні (до 10-6 мм.рт.ст). Електромагнітна гармата також не 
вимикається.  Випромінювання іонів з неї блокується графітовою 
заслінкою, яка постійно замінюється, оскільки з часом прогорає.  
       Після проходження технологічного циклу кругла кремнієва пластина 
закріплюється спеціальною липкою стрічкою і підкладка шліфується до 
певної товщини. Весь технологічний цикл виготовлення пластини триває 
90 днів, а вартість пластини становить приблизно $ 64000.  
Наступною технологічною операцією є розрізання пластини лазером 
на кристали, які безпосередньо йдуть на виготовлення мікросхем. 
 
5.3 Мікроконтролери сімейства  MCS 
 
  Розглянемо мікроконтролери фірми Intel. 
 Найпоширенішим мікроконтролером фірми Intel є контролер MCS–
51(К1816ВЕ51) з функціональним аналогом МК I8051(Intel), що виконаний 
по n-МОП технології (n-MOS). Існує аналог К1830ВЕ, який є тим же 
контролером, але виконаний по k-МОП технології (I80C51). 
МК, виконані по n-МОП технології, мають велику швидкодію, а по    
k-МОП низьке електроспоживання. Контролер є ВІС з 40 виводами.  
Основні функціональні модулі МК з CISC  архітектурою процесора: 
1) швидкодіючий восьмирозрядний АЛП; 
2) вбудований генератор тактових імпульсів (ГТІ), до входів якого 
підключений зовнішній кварцовий резонатор; 
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3) два багатофункціональних 16-розрядних таймер-лічильника          
Т0 і Т1; 
4) резидентна пам'ять даних РПД (внутрішнє ОЗП) об'ємом 128 байт; 
5) резидентна пам'ять програм РПП (внутрішній ПЗП) об'ємом 4Кх8; 
6) вбудований контролер переривань, що дозволяє одночасно 
обробляти запити переривання від восьми джерел; 
7) універсальний адаптер послідовного інтерфейсу, типу RS 232 ; 
8) чотири 8-розрядні двонаправлені порти введення/виведення. Р0, Р1, 
Р2, Р3. Напрям передачі інформації по лініях портів програмується. 
Зауваження: відмінність універсальних МК  в основному полягає в 
можливості універсальних МК розширювати номенклатуру пристроїв 
шляхом підключення зовнішніх ІС із використанням зовнішньої системної 
магістралі. 
Наприклад, ОЗП МК може розширюватися до 64 кбайт шляхом 
підключення зовнішніх ІС, аналогічно можна розширювати і ПЗП до 
64кбайт. 
Швидкодія МК  складає 0,5-1 MIPS, при тактовій частоті fosc=3.5-
12 МГц. 
Частота машинних циклів МК визначається по формулі: fмц=fosc/12, 
а частота машинних тактів: fмт=fosc/2. 
Система команд складається з 111 базової операції, які 
представляються у вигляді 1, 2 і 3-байтових команд. Більшість команд 
виконуються за 1-2 машинних циклу, виняток становлять лише дві 
команди: множення  (MUL) і ділення (DIV), що виконуються за чотири 
машинні цикли. 
Система команд орієнтована на ефективну обробку як логічної 
інформації (є бітові операції), так і на виконання складних арифметичних 
обчислень (апаратно реалізовані команди MUL і DIV). 
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У даний час випускається велика кількість МК, сумісних з сімейством 
MCS-51 ( Siemens, Philips, Sony). Відмінність від базового російського 
контролера ВЕ-51 цих сумісних МК полягає в наступному: 
- додаткові вбудовані пристрої; 
- додатковий таймер Т2, сторожовий таймер (WDT); 
- 8–12- розрядний АЦП;  
- вбудований контролер ШІМ і т. д.; 
- розширена резидентна пам'ять програми (внутрішній ПЗП) до 16К; 
- понижено електроспоживання; 
- підвищена тактова частота.  
Розвитком MCS-51 є 8-розрядні контролери MCS-151/251 (Intel). 
Подальший розвиток сімейств МК 51/151/251 є 16-розрядне сімейство МК 
MCS/191/291. Дане сімейство характеризується високою продуктивністю 
і широкою номенклатурою додаткових пристроїв для підвищення 
продуктивності (наприклад, вбудований контролер подій, модуля 
захоплення-порівняння, вбудований контролер мереж.) 
У даний час також як розвиток сімейств 51/151/251 можливо 
розглядати 16-розрядні МК сімейства С167 (Siemens). 
Якщо при розробці МПС необхідно підключити до МК ВЕ51 
зовнішню пам'ять даних (ОЗП), або зовнішню пам'ять програми  (ПЗП), 
або додатковий пристрій введення/виводу інформації, то МК заздалегідь 
необхідно сформувати зовнішню системну магістраль. 
Найчастіше використовують три шини зовнішньої системної 
магістралі: 
–Шина адреси (максимально 16-розрядна); 
–Шина даних (8-розрядна); 
–Шина управління. 
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5.4 Мікроконтролери сімейства  AVR 
 
AVR – найобширніша виробнича лінії серед інших мікроконтролерів 
корпорації Atmel. Atmel представила перший 8-розрядний мікроконтролер 
в 1993 році і з тих пір безперервно удосконалює технологію. Сама ідея 
створення нового RISC-ядра народилася в 1994 році в Норвегії. У 1995 
році два його винахідника Альф Боген (Alf-Egil Bogen) і Вегард Воллен 
(Vegard Wollen) запропонували корпорації Atmel випускати новий 
8 розрядний RISC-мікроконтролер  як стандартний виріб і забезпечити 
його Flash-пам’яттю програм на кристалі. Керівництво Atmel Corp. 
ухвалило рішення інвестувати даний проект. У 1996 році був заснований 
дослідницький центр в місті Тронхейм (Норвегія). Обидва винахідники 
стали директорами нового центру, а мікроконтролерне  ядро було 
запатентоване і отримало назву AVR (Alf - Egil Bogen + Vegard Wollen + 
RISC). Перший дослідний кристал 90S1200 був випущений на межі 1996-
1997 років. Прогрес технології з новим ядром полягає у зниженні питомого 
енергоспоживання (мА/МГц), розширення діапазону напруги живлення (до 
1,8 В) для продовження ресурсів батарейних систем, збільшенні швидкодії 
до 16 млн. операцій за секунду (конвеєризація), використанням часових 
емуляторів і відладчиків, реалізації функції самопрограмування, 
удосконалення і розширення кількості периферійних модулів, 
вбудуванням спеціалізованих пристроїв (радіочастотний передавач, USB-
контролер, драйвер рідинно-кристалевого індикатора РКІ, програмована 
логіка, контролер DVD, пристрої захисту даних і ін. ).  
Успіх AVR-мікроконтролерів пояснюється можливістю простого 
виконання проекту з досягненням необхідного результату у найкоротші 
терміни, цьому сприяє доступність великого числа інструментальних 
засобів проектування, що поставляються, як безпосередньо корпорацією 
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Atmel, так і сторонніми виробниками. Провідні сторонні виробники 
випускають повний спектр компіляторів, програматорів, асемблерів, 
відладчиків, роз'ємів і адаптерів. Відмінною рисою інструментальних 
засобів від Atmel є їх невисока вартість.  
Іншою особливістю AVR-мікроконтролерів, яка сприяла їх 
популяризації, є використання RISC-архітектури, що характеризуються 
потужним набором інструкцій (118-133), кожна з яких має довжину в одне 
слово (16 біт) і  більшість яких виконуються за один машинний цикл. Це 
означає, що при рівній частоті тактового генератора вони забезпечують 
продуктивність в 12 (6) разів більше продуктивності попередніх 
мікроконтролерів на основі CISC-архитектуры (наприклад, MCS51).            
З іншого боку, у рамках одного застосування із заданою швидкодією, 
AVR-мікроконтроллер  може тактуватися в 12 (6) разів меншою тактовою 
частотою, забезпечуючи однакову швидкодію, але при цьому     
споживаючи набагато меншу потужність. Таким чином, AVR-
мікроконтролери представляють ширші можливості з оптимізації 
відношення продуктивності до енергоспоживання, що особливо важливо 
при розробці додатків з батарейним живленням.  
Мікроконтролери забезпечують продуктивність до 16 млн. оп. у 
секунду і підтримують FLASH-пам’ять (ППЗП) програм різної ємкості: 
1…256 кбайт. Велика швидкодія обумовлена дворівневим конвеєром при 
виконанні команд. Під час першого машинного циклу відбувається вибірка 
команди з пам'яті програм і її декодування, а під час другого циклу ця 
команда виконується, також паралельно відбувається вибірка і 
декодування другої команди і так далі 
AVR-архитектура (рис. 5.4) оптимізована під язик високого рівня Сі, а 
більшість представників сімейства megaAVR містять 8-канальний 
10 розрядний АЦП, а також сумісний з IEEE 1149.1 інтерфейс JTAG або 
110 
 
debugWIRE для вбудованої відладки. Крім того, всі мікроконтролери 
megaAVR з флэш-памятью ємкістю 16 кбайт і більш можуть 
програмуватися через інтерфейс JTAG. Арифметико-логічний пристрій 
(АЛП), що виконує всі обчислення, безпосередньо підключений до 32 
робочих регістрів, об'єднаних у реєстровий файл. Завдяки цьому АЛП 
виконує одну операцію (читання вмісту регістрів, виконання операції і 
запису результату назад у реєстровий файл) за один машинний цикл. 
 
 
 
 
 
Рис. 5.4. Архітектура ядра мікроконтролерів AVR 
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У мікроконтролерах AVR практично всі команди ( за винятком команд, у 
яких одним з операндів є 16нрозрядна адреса) займають одну комірку 
пам'яті програм. 
Організація пам'яті мікроконтролерів AVR сімейства Classic 
виконана по Гарвардській архітектурі, у якій розділені не тільки адресні 
простори пам'яті програм і пам'яті даних, але також і шини доступу до 
них. Причому пам'ять даних складається із трьох областей: реєстрова 
пам'ять, статичне ОЗП і пам'ять на основі EEPROM. У зв'язку з тим, що 
реєстрова пам'ять перебуває в адресному просторі ОЗУ, про ці дві області 
пам'яті звичайно говорять як про одну. Кожна з областей (ОЗП і EEPROM) 
розташована у своєму адресному просторі. 
В рамках базової RISC-архитектури AVR-мікроконтролери 
розділяються на три сімейства: 
 Classic AVR – базова лінія мікроконтролерів; 
 Mega AVR – мікроконтролери для складних застосувань, що 
вимагають великого об'єму пам'яті програм і даних; 
 Tiny AVR – (маленький) недорогі мікроконтролери з 
8 вивідного виконання. 
Мікроконтролери AVR фірми “Atmel” є 8-ми розрядними 
мікроконтролерами що мають пам'ять програм (FLASH), пам'ять даних 
EEPROM (електрично стирається, перепрограмовується статичний 
запам’ятовуючий  пристрій  ЕСППЗП) і різноманітні периферійні пристрої, 
склад яких змінюється від моделі до моделі. Мікроконтролери 
виготовляються за малоспоживаючою К-МОП-технологією, яка у 
поєднанні з вдосконаленою RISC-архітектурою дозволяє досягти 
якнайкращого співвідношення показників швидкодія/енергоспоживання.  
112 
 
  Характерні особливості:  
 Продуктивність, що наближається до 1 MIPS/МГц;  
 Вдосконалена AVR RISC архітектура;  
 Роздільні шини пам'яті команд і даних (гарвардська 
архітектура), 32 регістри загального призначення;  
 Система двобайтових команд складається з 118(133) базових 
операцій; 
 Flash ПЗП програм, з можливістю внутрісистемного 
перепрограмування і завантаження через SPI послідовний 
канал, 1000 циклів стирання/запис EEPROM даних, з 
можливістю внутрісистемного завантаження через SPI 
послідовний канал, 100000 циклів стирання/запис.  Блокування 
режиму програмування; 
 Вбудовані аналоговий компаратор, сторожовий таймер, порти 
SPI і UART, таймери/лічильники;  
 Повністю статичні прилади працюють при тактовій частоті від 
0 Гц до 20 Мгц;  
 Діапазон напруги живлення  від – 1,8 В до 6,0 В.  
 Додаткові функції: 
 Скидання по включенню живлення (установка у нульовий 
стан); 
 Вбудований годинник реального часу з окремим кварцевим   
      резонатором; 
 Три режими енергозбереження:  
 Активний режим 6.4 мA; 
 Режим холостого ходу пасивний (idle) 1.9 мА; 
 Режим низького споживання стоповий   <1 мкА; 
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 Зв'язок з навколишнім середовищем через 32 
програмованих лінії  ВЕДЕННЯ/ВИВЕДЕННЯ,  конфігуруванні у 
чотирьох портах (A, B, C, D). 
 
5.5 Мікроконтролери сімейства  PIC  
 
Розглянемо мікроконтролери сімейства PIC фірми Microchip. 
Основним призначенням мікроконтролерів PIC, як випливає з 
абревіатури PIC (Peripheral Interface Controller), є виконання інтерфейсних 
функцій. Цим пояснюються особливості їх архітектури: 
 RISC-система команд, що характеризується малим набором 
одноадресних інструкцій (33, 35 або 55), кожна з яких має довжину в 
одне слово (12, 14 або 16 бит) і більшість виконується за один 
машинний цикл. У системі команд відсутні складні арифметичні 
команди (множення, ділення), гранично скорочений набір умовних 
переходів; 
 висока швидкість виконання команд: при тактовій частоті 
20 Мгц час машинного циклу складає 200 нс (швидкодія дорівнює 
5 MIPS –млн. операцій/сек); 
 наявність потужних драйверів (до 24 мА) на лініях портів 
введення/виведення; 
 низька споживана потужність; 
 орієнтація на цінову нішу гранично низької вартості, що 
визначає використання дешевих корпусів з малою кількістю виводів (8, 
14, 18, 28), відмова від зовнішніх шин адреси і даних (окрім PIC17C4X), 
використання спрощеного механізму переривань і апаратного 
(програмно недоступного) стека. 
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Мікроконтролери сімейства PIC16CXXX, виконані за технологією 
HCMOS (high performance complementary metal oxide semiconductor) являють 
собою 8-розрядні мікроконтролери на основі RISC-процесора, виконані за 
гарвардською архітектурою. Мають вмонтований ПЗП команд об'ємом від 
0,5 до 4 Кслів (розрядність слова команд дорівнює 12 - 14 біт). Пам'ять 
даних PIC-контролерів організована у виді реєстрового файлу об'ємом 32 - 
128 байт, у якому від 7 до 16 регістрів відведено для управління системою 
та обміну даними з зовнішніми пристроями. 
Одним з основних переваг цих пристроїв є дуже широкий діапазон 
напруг живлення (2 - 6 В). Струм споживання на частоті 32768 Гц складає 
менше 15 мкА, на частоті 4 МГц - 1 - 2 мА, на частоті 20 МГц 5 - 7 мА і у 
режимі мікроспоживання (режим SLEEP) - 1 - 2 мкА. Випускаються 
модифікації для роботи в трьох температурних діапазонах: від 0 до +70°С, 
від -40 до +85°С та від -40 до +125°С. 
Кожен з контролерів містить універсальні (від 1 до 3) сторожові 
таймери, а також надійно збудовану систему ініціалізації при увімкненні 
живлення. Частота внутрішнього тактового генератора задається або 
кварцовим резонатором, або RC-ланкою у діапазоні 0 - 25 Мгц. PIC-
контролери мають від 12 до 33 ліній цифрового вводу-виводу, причому 
кожна з них може бути незалежно настроєна на ввід або вивід. 
Обмеженість ресурсів мікроконтролерів PIC робить проблематичним 
їх програмування на мовах високого рівня. 
Особливості архітектури мікроконтролерів PIC виправдані 
надзвичайно низькою ціною, тому ці вироби (особливо сімейства PIC16) 
вельми популярні. У даний час їх використовують навіть замість логічних 
ІС середнього ступеня інтеграції. Але реалізувати всі переваги цих 
мікроконтролерів можна тільки за наявності засобів програмування і 
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налаштування, адекватних за ціною і функціональними можливостями 
вирішуваним завданням.  
 
Порівнюючи розглянуті мікроконтролери, можна відзначити 
наступні особливості: 
 У мікроконтролерів сімейства MCS-51 коротка команда 
виконується за 12 тактів генератора (один машинний цикл); 
 У PIC контролера коротка команда виконується за 8 
тактів генератора (два машинний цикл), тобто у конвеєрному 
потоці одна команда – це один машинний цикл - 4 такти; 
 У AVR контролера коротка команда виконується за 1 
такт генератора (один машинний цикл). 
У даний час при розробці нових мікропроцесорних систем 
найчастіше вибирають шлях використання мікроконтролерів (приблизно у 
80% випадків). При цьому мікроконтролери застосовуються або 
самостійно, з мінімальною додатковою апаратурою, або у складі 
складніших контролерів з розвиненими засобами введення/виведення.  
За найбільш серйозних виробників на світовому ринку Flash-
мікроконтролерів вважаються Motorola, Renesas, Microchip, ST Micro, 
Philips  і Atmel.  
 
5.6 Промислові контролери 
 
Особливе місце займають на сьогодні мікропроцесорні системи на 
основі персонального комп'ютера. Персональний комп'ютер має розвинені 
засоби програмування, що істотно спрощує завдання розробника. До того 
ж він може забезпечити найскладніші алгоритми обробки інформації. 
116 
 
Основні недоліки персонального комп'ютера — великі розміри корпусу і 
апаратурна надмірність для простих завдань. Недоліком є і 
непристосованість більшості персональних комп'ютерів до роботи у 
складних умовах (запилена, висока вологість, вібрації, високі температури 
і так далі). Проте випускаються і спеціальні персональні комп'ютери, 
пристосовані до різних умов експлуатації – промислові комп’ютери і 
контролери.  
Для промислових комп'ютерів характеристики та можливості 
сучасних  процесорів особливо актуальні з погляду надійності, оскільки 
саме надійність відрізняє промислові комп'ютери від усіх інших. 
Відкритість архітектури IBM PC і відносна легкість розробки ПО для 
цієї платформи створили всі умови для росту популярності персональних 
комп'ютерів у різних виробничих завданнях, в тому числі і в 
електроенергетиці. Однак з ростом популярності IBM PC користувачі і 
розробники систем автоматизації зіштовхнулися з низькою надійністю 
звичайних офісних ПК у виробничих умовах (пил,  вібрація, висока або 
низька температура навколишнього середовища й ін.). Тому стали 
з'являтися різні промислові стандарти, в основі яких як правило лежала 
архітектура IBM PC. Наприклад, розширювані конфігурації типу PICMG 
1.0 (скор. від англ. PCI Industrial Computer Manufacturers Group), що 
використовують шини розширення  ISA, PCI  і  PСІ-express, конструктиви 
з більш надійною механічною частиною РС-104, Compact-PCI і т.п. Згодом 
з'явилися навіть материнські плати для промислового використання  - 
microATX і ATX, ITX і microLTX і інші. 
Необхідно розуміти, що різниця у вартості між звичайним 
комп'ютером і промисловим його рішенням досить мала в порівнянні з 
можливими збитками, які можуть бути при порушенні надійності системи 
управління.  Для збільшення надійності і терміну служби промислових 
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комп'ютерів застосовують різні технічні рішення, спрямовані на усунення 
або максимальне зменшення критичних режимів роботи. Наприклад, 
потужніші вентилятори охолодження із шарикопідшипниками, більш 
широкий діапазон допустимих вхідних напруг у джерел живлення (ДЖ), 
вибір ДЖ із запасом потужності і т.ін.  
Як правило проекти, у яких використовуються промислові рішення, 
мають тривалий термін  впровадження та поетапну реалізацію, тому 
сучасна гонка мега- і гігагерців, мегабітів і гігабайтів відносно помірно 
торкається промислового комп’ютера. 
На сьогодні сучасні процесори сімейства «і», що використовуються 
для реалізації промислових рішень, побудовані на основі новітньої 
мікроархітектури Nehalem (2008 р). Вона відрізняється декількома 
нововведеннями: 
 розміщенням усіх ядер на одному кристалі; 
  вбудованим 2-х або 3-х канальним контролером  пам'яті DDR3; 
 системними послідовними шинами DMI (Direct Media Interface) або  
QPI (QuickPath Interconnect), що замінили FSB(Front side bus,  
«системная шина); 
 кеш пам'яттю третього рівня, загальної для всіх ядер; 
 можливістю  вбудовування графічного ядра в чіп; 
 технологією Hyper-Threading, що збільшує кількість віртуальних  
ядер  у два  рази; 
 технологією TurboВоost -  автоматичний розгін процесора під 
навантаженням. 
    Перші Nehalem проводилися по 45-нм технології, але з 2010 почався 
перехід на 32-нм (Sandy Bridge LGA 1155 або LGA1333). Для встановлення 
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процесорів потрібна материнська плата з розємами LGA 1156 або 
LGA1366. 
       На базі архітектури Nehalem у даний час випускаються чотири типи 
настільних процесорів з кодовими іменами: Bloomfield, Clarkdale, Gulftown 
i Lynnfield. Clarkdale - це 2-х ядерні 32-нм технологією. Bloomfield і 
Lynnfield - 4-х ядерні з 45-нм. Gulftown – 32-нм шестиядерні чипи. 
          Різниця в 4-х ядерних Bloomfield і Lynnfield полягає в інтегрованому 
контролері пам'яті. Bloomfield має 3-х канальний контролер, a Lynnfield - 
2-х канальний. Це відчутно виражається в ціні. 
Ядро Bloomfield має високошвидкісну системну шину QPI 
(25,6 Гб/с), що зв'язує процесор з північним мостом, для забезпечення 
роботи інтерфейсу PCI Express 2.0, до якого підключається графічний 
прискорювач. 
У ядрі Lynnfield застосовується шина DMI (2 Гб/с), а контролер 
шини PCI Express 2.0 вбудований у сам процесор, тобто відпадає 
необхідності в північному мості і дозволяє застосовувати одночіповий 
набір системної логіки. 
 Такий підхід було реалізовано в чипсеті Intel Р55 Express. Чипи 
Lynnfield установлюються в "масовий" роз`єм LGA1156, а Bloomfield в 
LGA1366, передбачений для топових систем. 
      З набором системної логіки Р55 можуть працювати і Core i3/i5 
(Clarkdale), але чипсет не підтримує вбудоване в них відеоядро GMAHD, 
що дозволяє обійтися без дискретної відеокарти в тому випадку, коли 
користувач не має наміру грати в ігри, а тільки працювати або дивитися 
НD відео. 
Процесори із вбудованим контролером пам'яті підтримують тільки 
пам'ять DDR3. Для порівняння Core 2 Duo підтримує DDR3 і DOR2, 
оскільки контролер реалізований на рівні системної логіки. 
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      Технологія Hyper-Threading повернена до всіх процесорів для сокетів 
LGA1156 і LGA1366, крім Core i5-750. Це дозволяє створити додаткові 
віртуальні ядра для прискорення багатопотокових програм, наприклад, 
відеокодеков. 
 На 2010 рік найшвидшою ЕОМ на території СНД і 17-ю у світі, згідно 
ТОР500 (www.top500.org), вважається суперкомп'ютер «Ломоносов», 
установлений у МДУ компанією «Т-Платформи» у листопаді 2009 р. Він 
складається з 4446 обчислювальних вузлів трьох типів: блейд-сервери 
платформи T-Blade2, обладнані двома процесорами Intel Xeon X5570, модулі 
T-Blade 1.1 зі збільшеним обсягом ОЗП і дискового накопичувача та модулі 
прискорених обчислень із процесорами Powerxcell 8i. Сумарний обсяг ОЗП 
становить 55,5 Тбайт, а дискової пам'яті обчислювальних модулів — 
166 Тбайт. «Ломоносов» складається з 26 стійок, має реальну 
продуктивність 350 Тфлопс (Floating point OPerations per Second) при КПД 
83% і споживає 1,5 МВт електроенергії. Це самий дорогий та досконалий 
із усіх суперкомп'ютерів, що побудовані у Росії. 
Суперкомпютер НТУУ «КПІ» має пікову продуктивність 2 Тфлопс/с 
(2006р). 
Самим потужним у світі на 2010 рік є комп’ютер IBM ROADRUNNER : 
 Місце нахождення: Національна Лабораторія Лос Аламоса (США).  
 Продуктивність Roadrunner: 1,026 петафлоп(1.026 квадрильона 
операцій в секунду)  
 Процесори: 12960 процесорів Cell + 6948 AMD Opteron  
 Оперативна память: 80 ТБ  
 Енергоспоживання: 4 МВт  
 Вага: 225 тонн  
 Вартість IBM Roadrunner: $133 міліонна  
 Загальна довжина кабелів комутації: 88 кілометрів  
120 
 
 Площа: 1,100 квадратних метрів  
 Програмна частина: на базі операційної системи Linux (компанія-
разробник - Red Hat )  
 Максимальна  продуктивність: 5 петафлоп  
На 2011рік самим потужним суперкомп'ютером вважався Fujitsu K. 
Продуктивність, розташованого в Інституті передових обчислювальних 
наук Riken у місті Кобе (Японія), становить більш 10 петафлопс в секунду. 
Це еквівалентно мільйону звичайних ПК, з'єднаних разом. В Fujitsu K 
використовуються 88 тисяч 128 чипів, кожний з яких має 8 ядер. Для 
порівняння, обчислювальна потужність процесора A4 в iphone 4 
оцінюється на рівні 36 мегафлопс (або 36 млн. операцій із плаваючої коми 
в секунду). 
 
Контрольні  запитання 
1. Назвіть основні переваги використання мікроконтролерів в 
електроенергетиці. 
2. Назвіть основні типи мікроконтролерів та їх особливості. 
3. Наведіть основні типи системи команд процесорів МК. 
4. Наведіть характерні ознаки RISC архітектури. 
5. Назвіть основні архітектури організації мікроконтролерів. 
6. Назвіть переваги та особливості Фон-Нейманівської архітектури. 
7. Назвіть переваги та особливості Гарвардскої архітектури. 
8. Назвіть переваги оптимізованої Гарвардської архітектури.   
9. Коротка характеристика технології виробництва МК. 
10. Назвіть основні технологічні цикли виготовлення мікросхем. 
11. Назвіть основні функціональні модулі МК сімейства MCS. 
12. Назвіть основні характеристики МК сімейства MCS. 
13. Назвіть складові шини зовнішньої системної магістралі. 
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14. Назвіть особливості AVR-мікроконтролерів. 
15. Назвіть сімейства AVR-мікроконтролерів. 
16. Приведіть основні характеристики AVR-мікроконтролерів. 
17. Назвіть додаткові функції AVR-мікроконтролерів. 
18. Назвіть особливості PIC -мікроконтролерів. 
19. Приведіть характеристики  PIC -мікроконтролерів. 
20. Проведіть порівняльну характеристику MCS-, AVR-  та PIC-
мікроконтролерів. 
21. Особливості мікропроцесорних систем на основі персонального 
комп'ютера. 
22. Які сучасні процесори використовуються для реалізації  
промислових         рішень? 
23. Сучасні суперкомпютери та їх характеристики. 
.  
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Розділ шостий 
 
ІНФОРМАЦІЙНО - ДІАГНОСТИЧНІ  ТА  ІНФОРМАЦІЙНО -
УПРАВЛЯЮЧІ  СИСТЕМИ  В   ЕЛЕКТРОЕНЕРГЕТИЦІ 
 
6.1 Принципи організації МПС в електроенергетиці 
 
До основних принципів організації мікропроцесорних систем  в 
електроенергетиці можна віднести: 
1. Принцип апаратно-програмної надмірності. Цей принцип 
передбачає таку організацію МПС, при якій виникаючі несправності в 
апаратурній і програмній частинах усуваються за рахунок того, що 
виконання функціональних завдань беруть на себе резервні блоки або 
відбувається пріоритетний перерозподіл виконуваних завдань по 
важливості і терміновості. Таким чином зменшується вірогідність відмови 
МПС в цілому, тобто замість події "відмова" в такій системі 
розглядається подія "погіршення якості";  
2. Принцип мультипроцесорності. Цей принцип полягає у 
використанні для побудови системи ряду однотипних обчислювальних 
елементів, що взаємодіють один з одним або через поле загальної пам'яті, 
або за допомогою спеціальних каналів зв'язку і комутаційних структур. 
Завдяки цьому можна здійснити структурну надмірність, включаючи в 
систему додаткові по відношенню до мінімального набору обчислювальні 
елементи;  
3. Принцип модульності. Цей принцип полягає в тому, що вся 
система створюється у вигляді незалежних однотипних взаємозамінних 
модулів. Це дозволяє нарощувати систему і робити її менш вразливою до 
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відмов. Принцип модульності підвищує ремонтопридатність системи і, як 
наслідок, надійність її функціонування протягом тривалого часу. Принцип 
модульної побудови апаратної частини МПС визначає і модульність її 
програмного забезпечення. Остання досягається виділенням самостійних 
програмних модулів, оптимальним чином розміщуються в пам'яті МПС;  
4. Принцип функціональної децентралізації. Відповідно до нього 
функціональні завдання розподіляються між процесорами МПС (так звана, 
декомпозиція завдань), чим забезпечується паралельне їх виконання в часі. 
Це істотно підвищує швидкодію, полегшує можливість роботи в 
реальному часі і скорочує кількість завдань, які не виконуються при втраті 
працездатності деяким числом процесорів;  
5. Принцип динамічного перерозподілу функцій. Дозволяє за 
наявності надлишкових обчислювальних модулів за допомогою 
програмної підсистеми забезпечити автоматичну реконфігурацію МПС для 
збереження її основних обчислювальних функцій у випадку відмови. При 
цьому менш завантажений модуль бере на себе виконання завдань модуля 
що відмовив. Програмне забезпечення перерозподілу функцій повинно 
бути доповнено апаратним забезпеченням;  
6. Принцип єдиної інформаційної бази. Характеризує системний 
підхід до обробки інформації. Його застосування в МПС дозволяє 
накопичувати і постійно оновлювати інформацію, необхідну для 
функціонування системи. При цьому в основних масивах виключається 
невиправдане дублювання, яке неминуче виникає у разі створення 
інформаційних масивів для кожного завдання окремо. Єдина інформаційна 
база дозволяє здійснювати одноразовий введення і багаторазове 
використання первинної оперативної інформації;  
7. Принцип комплексного методу проектування. Передбачає 
створення МПС у вигляді єдиного інформаційного комплексу, який 
124 
 
вирішує всі завдання контролю, захисту, діагностики та управління. При 
цьому конкретна МПС розглядається не автономно, а як підсистема 
комплексної АСУ електромережевого об'єкта;  
8. Принцип безперервного розвитку системи. Передбачає 
можливість зміни її структури, нарощування обчислювальних модулів і 
функцій, а також модифікацію програмного забезпечення. При цьому 
комплекси робочих програм будуються таким чином, щоб при 
необхідності можна було легко міняти не тільки окремі програми та 
підпрограми, але і критерії, за якими виконуються завдання;  
9. Принцип нових завдань. Дозволяє змінювати закладені в систему 
алгоритми у відповідності з новими можливостями засобів 
обчислювальної техніки, і таким чином підвищувати технічну 
досконалість МПС.  
 
Розглянемо основні структурні схеми МПС з шинної організацією.  
МПС з шинної організацією мають жорстку архітектуру, в якій 
структура каналів зв'язку між мікропроцесором, пам'яттю і іншими 
елементами в процесі експлуатації системи не змінюється. На рис. 6.1 
представлені варіанти організації шинних зв'язків у багатопроцесорних 
МПС. 
Очевидно, що, чим складніше архітектура МПС, тим вище її 
живучість і гнучкість програмування.  
В даний час структури МПС можливо формувати на основі 
мікроконтролерів (МК), які, легко об'єднуючись між собою, утворюють 
локальні та інтегральні обчислювальні мережі з апаратної і програмної 
надмірністю.  
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Рис. 6.1. Організація структури МПС 
 
Приклади таких стандартних МПС наведено на рис. 6.2.  
Мікроконтролер (МК) - конструктивно і функціонально закінчений 
пристрій, що містить процесор, пам'ять (оперативну і постійну), порти 
введення-виведення, інтерфейси зв'язку з об'єктами і іншими МК.  
Наведені структурні схеми можна розділити на дві основні групи - 
одно-і дворівневі. До першої групи відносяться МК, включені за схемами 
рис. 6.2 а-в, до другої - по схемах рис. 6.2 г-е.  
Одиночний мікроконтролер (рис. 6.2 а) автономно може вирішувати 
тільки відносно прості завдання, невиконання яких протягом деякого часу 
(при виході з ладу МК) не відобразиться на роботі всієї МПС. 
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Рис. 6.2. Структури мікропроцесорних систем на МК: 
а) - одиничний мікроконтролер (МК); б) і в) - два і три МК, включених 
мажоритарно; г) - система з попередньою обробкою вхідних сигналів; д) - 
ієрархічна система з  динамічним перерозподілом функцій;  е) - те саме, 
але з резервуванням. 
 
 Більшу надійність мають МПС, в яких два МК виконують ідентичні 
алгоритми і використовують однакові вхідні сигнали. Виходи МК пов'язані 
логічним елементом "або", тому при виході з ладу одного з них МПС в 
цілому функціонує нормально. Якщо МК1 і МК2 пов'язані додатковими 
горизонтальними зв'язками (наприклад, для взаємного контролю в процесі 
роботи), - це ще більше підвищує надійність і гнучкість МПС.  
Структура, що складається з трьох МК (рис. 6.2 в), реалізує логічну 
функцію "2 з 3". Сигнал на виході з'являється за наявності вихідних 
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сигналів хоча би у двох з трьох МК, що виконують ідентичні функції. Така 
структура має підвищену надійність і захищена від помилкової роботи 
одного з трьох МК.  
Дворівневі ієрархічні структури МПС (рис. 6.2 г-д) з попередньою 
обробкою вхідних сигналів доцільно застосовувати для вирішення 
одночасно кількох завдань, частина з яких виконується в режимі реального 
часу. При цьому є можливість оптимального розподілу завдань між 
модулями нижнього рівня (керованими) і верхнього рівня (керуючими). 
Недоліком таких ієрархічних структур є те, що при відмові модуля 
верхнього рівня система як єдине ціле припиняє функціонувати.  
Якщо сумарна надійність системи є недостатньою, то в схему 
вводиться резервний мікроконтролер МК4 (рис. 6.2 г), який постійно 
перебуває в "гарячому" резерві. У цьому випадку МК4 виконує роль 
резерву 1-го ступеня, тобто при виході з ладу одного з МК нижнього рівня 
- повністю його замінює. Якщо з ладу виходить одночасно два МК (один з 
яких резервний), то відбувається динамічний перерозподіл функцій, тобто 
виконується резервування другого ступеня. 
Для надійного функціонування електроенергетичної системи 
необхідно забезпечити високу швидкодію  (для вирішення задач в 
реальному масштабі часу) та живучість МПС. Живучість - здатність   МПС 
в любий момент функціонування використовувати сумарну 
продуктивність всіх доступних МП для вирішення задачі.  
Властивість живучості МПС досягається програмною організацією 
структури і функціональною взаємодією її компонентів.  
В живучих МПС обчислювальні ресурси використовуються більш 
ефективно, ніж в структурах з резервуванням та мажоритарною 
організацією (надлишкові МПС). 
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Поява багатопроцесорних систем внесла свої корективи в 
організацію обчислювальних систем. В програмних засобах стали 
використовувати паралельне вирішення задач в межах однієї МПС з 
використанням спеціальних протоколів обміну (ТСР, UDP, POSIX).  
Паралельні обчислення – це рішення задачі,  коли багато  процесів 
використовують загальну пам'ять. Тобто паралельні обчислення – це 
обчислення, що виконується однією МПС, в тому числі і 
багатопроцесорною. Розподілені обчислення – це вирішення задачі, коли 
процеси використовують свою пам’ять, а передача інформації між 
процесами виконується шляхом обміну інформацією. Розподілені 
обчислення виконуються низкою МПС, що зв’язані поміж собою 
інформаційною мережею.  
 
6.2 Класифікація вхідної інформації при розробці 
інформаційного забезпечення МПС 
 
     При створенні комплексної математичної моделі багаторівневої 
МПС застосовується три рівні класифікації вхідної інформації: логічний, 
змістовний і фізичний. 
     На логічному рівні структура вхідної інформації сприймається як 
логічне поняття й розділяється на наступні завдання: визначення масивів 
вхідної інформації як об'єктів обробки; виділення складових масиву; 
визначення структури вхідної інформації на основі заданих вимог; 
розробка кількісних методів оцінки ефективності різних видів вхідної 
інформації. 
     На змістовному рівні важливі не тільки числові значення, а і зміст 
вхідної інформації, тобто її якісні характеристики. 
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     Фізична класифікація вхідної інформації визначається конкретним 
типом МПС, що використовується на електроенергетичному об'єкті.   
При опрацюванні інформації вирішується ряд наступних найбільш 
типових завдань: 
 визначення виду (класу) вхідної інформації. У загальному випадку 
розрізняють лінійні й нелінійні інформаційні масиви, при цьому вхідні 
дані МПС можна представити двомірною матрицею розмірністю M x N, 
де M - число вхідних сигналів, а N - число використовуваних значень 
вхідних сигналів. З погляду швидкодії системи доцільно застосовувати 
лінійні інформаційні масиви, оскільки вони відповідають системі 
розміщення масивів вхідної інформації в пам'яті мікропроцесора. 
Результатом рішення завдання повинне бути формальний 
математичний опис виду вхідної інформації; 
 представлення вхідної інформації. Система виконання операцій 
(двійкова, десяткова й т.п.), у якій представлена інформація, що 
циркулює в МПС, не залежить від користувача й пов'язана з типом 
використовуваної МПС. У цьому випадку для подання елемента 
інформації вводиться спеціальний покажчик, що дозволяє певним 
чином представити вхідний елемент. Це особливо важливо при виборі 
способу зберігання інформації в зовнішній пам'яті (магнітні носії 
інформації, динамічна пам'ять і т.п.); 
Розглянемо організація каналів передачі інформації в МПС. 
    На рис. 6.3. представлені варіанти організації зв'язку між окремими 
складовими частинами МПС. 
Розглянемо більш детально окремий канал передачі даних  (рис. 6.4). 
Такий канал реалізує зв'язок між джерелом і кінцевим приймачем і 
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складається з кінцевих пристроїв передачі даних і властиво каналу 
передачі. 
Кінцевий пристрій являє собою джерело даних і/або кінцевий 
приймач, а також пристрій передачі даних, що містить блоки перетворення 
сигналів, захисту даних і допоміжні блоки для перетворення сигналів 
каналу в сигнали кінцевих пристроїв (модеми). 
 
 
 
 
 
 
 
 
 
 
 
 
                  а) зірка        б) кільце          в) дерево 
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Рис. 6.3. Структура організації зв'язку між МПС 
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Рис. 6.4. Канал передачі даних   
 
Модем (МДМ)- пристрій перетворення сигналів - забезпечує 
узгодження характеристик системи передачі сигналів з характеристиками 
каналу та призначений для організації передачі цифрових сигналів в 
аналогових низькочастотних каналах (наприклад, телефонних, 
телеграфних і т.п.). 
      Швидкість передачі визначається кількістю переданих двійкових 
розрядів в одиницю часу (біт/с - або бод). 
      Фізично, як передавальний канал у МПС для зв'язку між ЕОМ (МК) і 
периферійними об'єктами (датчиками) або між двома (декількома) ЕОМ, 
звичайно використається скручена пара, коаксіальні кабелі або волоконно-
оптичний канали зв'язку. Вони істотно розрізняються фізичними 
властивостями й вартістю, що спричиняється різними областями їхнього 
застосування. 
     Скручена пара складається з пари мідних жил діаметром приблизно 
0,5 мм при більш ніж 15 скручуваннях на 1 м довжини. Ця конструкція 
каналу гарантує сталість хвильового опору. Діаметр провідника, 
характеристики ізолюючого матеріалу, а також частота скручування 
визначають параметри каналу. Якщо ємність такого каналу складе порядку 
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30-100 пФ/м, а індуктивність - 0,5 мкГн/м, то його хвильовий опір буде 
порядку 100 Ом. 
     Ефективність коаксіального кабелю залежить від його довжини, 
коефіцієнта затухання і частоти. У цілому коаксіальні кабелі завдяки 
порівняно невеликому значенню параметра затухання та хвильовому опору 
порядку 50-100 Ом, а також можливості використання екрана одержали 
досить широке застосування. 
     Останнім часом широке застосування одержали волоконно-оптичні  
канали (ВОК) передачі інформації, реалізовані на основі застосування 
світловодів. Для них характерна практично абсолютна 
перешкодозахищеність у досить широкому діапазоні частот. Основними 
елементами стандартного ВОК є інфрачервоний люмінесцентний діод 
(електрооптичний перетворювач), світловод і кремнієвий фотодіод 
(оптико-електричний перетворювач). При цьому загасання сигналу у 
світловоді, на відміну від коаксіального кабелю, не залежить від частоти. 
     На сьогодні розроблені досить прості комплексні передавальні і 
приймальні модулі для ВОК. Монтаж такого каналу також не викликає 
особливих ускладнень. Однак, через порівняно велику питому вартість 
таких каналів, найбільша їхня ефективність досягається при організації 
магістральних каналів для передачі порівняно більших обсягів інформації 
(наприклад, між об'єктами або між обчислювальними центрами). 
Останнім часом, для виконання струмоведучих проводів та 
грозозахисту повітряних ліній використовують спеціальні проводи та 
троси, суміщені зі оптоволоконним кабелем, розташованим всередині 
проводів та тросів (рис. 6.5), що дозволяє крім передавання електричної 
енергії та грозозахисту повітряних ліній організовувати високошвидкісних 
оптоволоконні канали зв’язку. 
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Рис. 6.5. Конструкція оптичного кабелю у грозозахисному тросі 
OPGW 
 
Подальший ріст обсягу передачі інформації  в електроенергетиці 
можливо вирішити шляхом:  
 прокладання нових оптичних кабелів (ОК);  
 переходу до більш продуктивної апаратури тимчасового 
мультиплексування SDH (2,5-10 Gb/c);         
 застосуванням волоконно-оптичних системи передачі спектрального 
поділу каналів ( ВОСП-СРК  або  в закордонних джерелах –
WDM/DWDM: WDM – Wavelength Division Multiplexing, DWDM – 
Dense Wavelength Division Multiplexing).  
Недоліки першого шляху очевидні. Однак він може бути 
доцільним, якщо вартість  прокладки нових волоконно-оптичних ліній 
зв'язку (ВОЛЗ) невисока. Реалізація другого варіанта в мережах далекого 
зв'язку SDН теж пов'язана з рядом труднощів (кожний наступний  канал 
потребує монтажу нового обладнання  й проведенні налагоджувальних 
робіт на всіх вузлах мережі). Третій шлях, на відміну від двох попередніх, 
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забезпечує найбільшу інформаційну ємність ВОЛЗ. На основі технології 
DWDМ можна створювати мережі, які відрізняються можливістю 
швидкого збільшення пропускної здатності в десятки й навіть сотні разів. 
     Розрізняють три основних режими передачі даних: 
1. симплексний - реалізує односпрямовану передачу інформації в 
інформаційному каналі; 
2. напівдуплексний - реалізує позмінну односпрямовану передачу; 
3. дуплексний - реалізує одночасну двонаправлену передачу. 
     Для більше ефективного використання вищевказаних режимів 
застосовують способи частотного або тимчасового ущільнення даних.  
Якщо перший метод передбачає одночасну передачу по багатьом 
виділених вузьких смугах частот, то другий пов'язаний з передачею даних 
через мультиплексор (демультиплексор), коли кожній парі 
“передача/прийом” виділяється певний відрізок часу й у цей час канал 
передачі належить винятково цій парі. 
     Для підвищення швидкодії передачі інформації використаються 
синхронні методи передачі. При цьому дані передаються по каналу в 
строго обмеженій сітці часу й надходять у розпорядження приймального 
пристрою разом із вхідним тактовим сигналом, що у загальному випадку 
надходить із задаючого тактового генератора. 
      Для розпізнавання початку передачі блоку інформації і закінчення 
передачі використається синхронізуючий символ. Щоб уникнути 
помилок при ідентифікації даних і синхронізуючих або керуючих символів 
звичайно застосовують два різних підходи.  
У першому кодові слова вибираються так, щоб вони логічно 
збігалися із синхронізуючими або керуючими символами.  
У другому - задаються всі можливі кодові слова, що дозволяє 
уникнути збігу синхронізуючих і керуючих символів. 
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6.3 Принципи побудови мікропроцесорних  інформаційно-
управляючих систем (ІУС) в  електроенергетиці 
 
Розглянемо завдання управління устаткуванням в 
електроенергетичній системі. Управління технологічними процесами 
виробництва, перетворення, передачі та розподілу електричної енергії, 
охоплюючи весь комплекс, устаткування і враховуючи всі можливі режими 
його роботи, реалізується в рамках єдиного завдання забезпечення 
безперебійного постачання споживачів електроенергією. Основні критерії 
управління — надійність і економічність функціонування 
електроенергетичного комплексу. Однак у цей час через складність 
реалізації завдання керування вирішується по частинами. При цьому 
передбачається, що оптимальне рішення окремих завдань забезпечить 
оптимальне рішення завдання в цілому. Основним засобом здійснення 
такого підходу є традиційна практика ієрархічної побудови 
диспетчерського управління, що припускає організацію деякої ієрархічної 
системи керування із групами окремих взаємозалежних завдань. При цьому 
вимога ієрархічності охоплює територіальні, тимчасові і ситуаційні аспекти 
розглянутого завдання. Крім того, при побудові такої системи 
витримуються основні принципи: функції, які можуть виконуватися 
органами нижчестоящого рівня, не повинні ставитися до функцій органів 
вищого, вихід з ладу органів верхнього рівня не порушує роботу органів 
нижнього. Хоча при цьому на нижньому рівні на якімсь відрізку часу 
окремі завдання керування не реалізуються оптимально з погляду єдиного 
завдання керування енергетичним комплексом. 
Ієрархічна структура системи оперативно-диспетчерського 
керування ЕЕС СНД  містить три основні територіальні щаблі: центральне 
диспетчерське керування єдиною енергетичною системою СНД, об'єднані 
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диспетчерські керування об'єднаними енергосистемами і центральні 
диспетчерські служби енергосистем. Нижче перебувають пункти 
керування електричними станціями, підприємствами й районами 
електричних мереж, а також підстанціями. 
На Рис. 6.6 представлені класифікація завдань, мета управління і 
визначені пріоритети залежно від стану устаткування ЕЕС та представлена 
діаграма формування цільової функції керування устаткуванням при 
побудові системи оперативного керування. При цьому мається на увазі, що 
устаткування ЕЕС повною мірою оснащене сучасними МПС на основі 
персональних або мікроконтролерів.  
      Поряд з реалізацією традиційних функцій управління, МПС повинні 
забезпечувати ряд додаткових, серед яких слід виділити, наприклад,  
визначення топології мережі, формування даних про величини 
перетоків потужності  та, в остаточному підсумку, рішення завдання 
розпізнавання стану електричних мереж як у нормальному, так і в 
аварійному режимі.  
На рис. 6.7 представлена загальна структура комплексу завдань, які 
вирішуються на рівні ЕЕО при побудові інформаційно-керуючих систем з 
використанням МПС. 
У цьому комплексі можна виділити завдання оперативного і 
автоматичного керування. У свою чергу, перші звичайно розділяються на 
інформаційні та аналітичні.  
Інформаційні завдання призначені для забезпечення диспетчера 
даними, які необхідні для оперативного контролю над поточним режимом 
роботи ЕЕС, ретроспективного аналізу, а також формування звітної 
документації. Така інформація є вихідною при рішенні завдань 
планування режимів.  
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Рис. 6.6. Завдання та мета управління устаткуванням 
      
Аналітичні завдання носять сугубо допоміжний характер і 
призначені для ідентифікації і моделювання різних режимів роботи 
устаткування з метою формування оптимальних керуючих впливів.  
 Для рішення завдань автоматичного управління в нормальних і 
аварійних режимах використовуються автоматичні системи – 
автоматичного регулювання частоти і перетоків потужності АРЧП,  
автоматичного регулювання напруги АРН,  введення резерву АВР і т.д.).  
Алгоритм організації рішення одного з найважливіших завдань у 
структурі ІУС - завдання оцінки стану устаткування наведений на рис. 
6.8. 
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Перевірка та обґрунтування достовірності даних можуть проходити 
одночасно на декількох ієрархічних рівнях, зокрема: 
1- Автоматичному управління ЕЕО (АРН,ПА,РЗ); 
2- Регулюванні частоти та потужності; 
3- Оперативно-диспетчерському управлінні; 
4- Плануванні режимів роботи; 
5- Плануванні ремонтів і обслуговування устаткування; 
6- Прогноз розвитку електричної мережі та введення нових 
потужностей. 
 
 Інформація, одержувана від окремих підстанцій або їх груп, може 
оброблятися паралельно при рішенні серії завдань по перевірці 
достовірності даних для підстанцій.  
Найважливішим доповненням завдання оцінювання стану є 
визначення «спостережуваності» параметрів виміру, що особливо важливо 
при рішенні питань розміщення вимірювального устаткування в 
досліджуваної ЕЕС. 
Первинна інформація про стан устаткування в електричних мережах 
збирається за допомогою устаткування телемеханіки і містить дані 
телевимірювань ТВ, телесигналізації ТСг, алфавітно-цифрову і іншу 
службову інформацію. 
Інформація передається за допомогою пристроїв телемеханіки ПТМ 
на  диспетчерські пункти ДП, а потім у центральну диспетчерську службу 
системи. 
      Джерелами ТВ та ТСг служать датчики, перетворювачі активної й 
реактивної потужності, струму, напруги, частоти, а також контакти 
положення комутаційного устаткування.  
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Передача ТВ виконується циклічно 1-10с. Згладжування, а також 
фільтрація відбувається через 1-2хв і служить для формування 
документації  та рішення аналітичних завдань (моделювання і оцінки 
інформації).  
У ЦДС надходить велика кількість інформації, однак через похибку 
ТВ, збоїв і відмов перед розрахунками поточних режимів проводиться 
перевірка достовірності інформації з використанням методів оцінювання 
стану. 
Вторинна обробка інформації передбачає рішення наступних 
завдань: 
1- автоматичного контролю допустимості режиму; 
2- оцінки відхилення параметрів режиму від планових завдань; 
3- формуванні псевдовимірювань  ПВ й узагальнених сигналів; 
4- інтегрування, диференціювання, визначення екстремальних значень; 
5- формуванні масивів «аварійних»  ТВ, ПВ, ТСг; 
6- ведення добової диспетчерської відомості; 
7- формуванню баз даних, архівування, документування для 
ретроспективного аналізу. 
 
Зауваження. Первинне управління, здійснюване на рівні 
електроенергетичних об'єктів ЕЕО, служить основним для організації 
функціонування ЕЕС і створення ІУС. 
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Ретроспективний аналіз
Формування БД, 
архівів, 
документування 
Ідентифікація, 
достовірність та 
оцінка режимів
Оцінювання стану
Тренаж персоналу
Збір та обробка 
інформації
Пристрої систем 
зв’язку
Вироблення дій
управління 
Прогнозування 
Оцінка режиму по 
активній потужості
Оцінка стійкості
Аналіз надійності
Аналіз економічності
ЕЕО, ДП інших ЕЕC
ЕЕО- електроенергетичний об'єкт,  ДП- диспетчерський пункт,  БД- бази даних 
Рис. 6.7. Структура комплексу завдань при створенні інформаційно-
управляючої системи  
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Контроль стану 
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Підсистема 
перевірки 
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Підсистема 
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достовірності на 
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Підсистема 
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                                                                ПТМ- пристрій телемеханіки 
Рис. 6.8. Структура організації рішення завдань оцінки стану устаткування 
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6.4 Принципи  побудови  інформаційно-діагностичних 
комплексів 
 
Побудову інформаційно-діагностичних комплексів в ЕЕС 
розглянемо на прикладі інформаційно-діагностичного комплексу “Реґіна”, 
який призначений для реєстрації аналогових і дискретних сигналів, аналізу 
розвитку аварійних ситуацій, оцінки функціонування пристроїв релейного 
захисту і автоматики, визначення місця ушкоджений при коротких 
замиканнях на лініях електропередачі, визначення залишкового pecyрсу 
високовольтних вимикачів, побудови добової відомості режимів, 
проведений фазового і аналізу гармонік синусоїдальних сигналів, 
виділення симетричних складових у трифазних мережах змінної напруги, 
виведення інформації текстових повідомлень, графіків і таблиць на екран 
дисплея та до друку, а також передачі зареєстрованої й обробленої 
інформації на будь-які вищі рівні керування. 
На сьогоднішній день реалізовано дві структури інформаційно-
діагностичного комплексу “Реґіна”: 
- у вигляді двох рівнів. Нижній рівень утворюють реєстратори 
аналогових і дискретних сигналів, розподілені по об'єкту. Число 
реєстраторів визначається кількостей аналогових і дискретних сигналів, 
що підлягають обробці. Верхній рівень включає ПЕОМ, модем і блок 
автозапуску. Реєстратори з'єднуються з верхнім рівнем через послідовний 
інтерфейс; 
- у вигляді локальної мережі. 
Основні модулі та блоки реєстраторів ІДК „Реґіна". 
Базовим елементом  інформаційно-діагностичного комплексу “Реґіна” 
являється реєстратор аналогових і дискретних сигналів. Реєстратор фіксує 
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електричні сигнали змінного і постійного струму та напруги, а також 
дискретні сигнали типу “сухий контакт” або потенційні. Живлення 
кожного реєстратора здійснюється напругою 220В змінного або постійного 
струму. При живленні реєстратора змінним струмом  використовується 
блок гарантованого живлення типу UPS. Потужність, споживана 
реєстратором, не перевищує 50 ВА. 
Блоки введення аналогових сигналів, введення та виводу дискретних 
сигналів забезпечують гальванічну розв'язку вхідних ланцюгів один від 
одного та шин живлення і корпуса блоку. 
Ізоляція вхідних ланцюгів від трансформаторів струму ТС і напруги 
ТН витримує без пробою і перекриття на протязі хвилини напругу 2,5 кВ 
змінного струму частоти 50 Гц. 
 
Технічні характеристики реєстратора: 
Кількість аналогових входів                                        16-32 
Кількість дискретних входів:                               224, 448, 672 
Частота дискретизації:                                        1000 - 5000 Гц  
Тривалість   реєстрації   події:                           не обмежена 
Кількість подій реєстрації:                                    не обмежена 
Тривалість реєстрації  
до аварійного режиму:                                         задається замовником,  
                                                                              (по замовчуванню 200 мс) 
Режим реєстрації дискретних сигналів:              безперервний 
Перехід на реєстрацію аварійного режиму: 
- при зміні стану будь-яких (обраних замовником) дискретних сигналів; 
- при виході за межі уставок будь-яких (обраних замовником) 
аналогових сигналів; 
- при зовнішньому пуску. 
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 Діапазони реєстрації аналогових сигналів: 
      по змінному струму:                          від 0,1 до 40 Ін (Ін=1А або 5А)  
      по змінній напрузі:                            від 1 В до 1500 В 
  по постійному струму:                       від –20 мА до +20 мА 
                                                               від –150 А до+150 А  
  по постійній напрузі:                         від –10 до+10 В 
                                                                 від –1000 В до+1000 В  
По окремих замовленнях можуть бути виготовлені вимірювальні 
перетворювачі для введенні реєстратор аналогових сигналів інших 
діапазонів. 
  Аналогові сигнали від трансформаторів струму і напруги, 
контрольованих об'єктів, надходять на входи блоків вимірювальних 
перетворювачів, де вони перетворяться до виду необхідному для введення 
в мікро-ЕОМ.  Дискретні сигнали з вільних контактів пристроїв релейного 
захисту і автоматики, герконів, а також сигнали потенційного рівня 
логічних елементів цих пристроїв, надходять на діодну матрицю та 
передаються реєстраторові. 
Алгоритми і програми реєстрації інформації.  
Реєстратори ІДК "РЕҐІНА" можуть бути пов'язані з верхнім рівнем 
обробки інформації двома способами: через локальну мережу і через 
виділений канал з інтерфейс типу RS-232. 
Реєстратор працює як з фізичними, так і з розрахунковими каналами. 
Взаємне розташування каналів не має значення. З фізичних і 
розрахункових каналів формую приєднання, по яких розраховуються 
частота, кути й потужності. Один раз у секунду інформація передається на 
верхній рівень. Можлива робота, як з лінійними, так і фазними напругами. 
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У реєстраторах реалізоване автоматичне коригування нуля а також 
підсилення аналогових сигналів для ведення добової відомості. Реєстратор 
фіксує два типи подій: 
- аварійна подія. У цьому випадку файл аварії містить аналогову і 
дискретну інформацію; 
- спрацювання. Файл аварії містить тільки дискретну 
інформацію.  
Існує можливість завдання двох типів уставок: звичайні і 
комплексні. 
 Звичайні уставки: 
- по збільшенню; - по зменшенню; - по виходу за діапазон; - по 
дельті зміни сигналу. 
Уставка може бути задана для миттєвих значень (несинусоїдний 
сигнал) і значень, приведених до рівня діючого значення синусоїдального 
сигналу частотою 50 Гц. Між собою звичайні уставки працюють за схемою 
"АБО". 
Комплексні уставки поєднують між собою звичайні уставки за 
схемою «І». 
Можливо задавати одночасно звичайні і комплексні уставки, які між 
собою працюють за схемою “АБО”, то б то окремий канал може мати різні 
уставки. 
Реалізовані наступні можливості: 
- вивід уставок на принтер; 
- видалення подій з реєстратора; 
- запит версії програми реєстрації з реєстратора; 
- режим безперервного запису подій; 
- взаємний запуск реєстраторів. 
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Після реєстрації і запису інформації в базу даних, верхній рівень 
одержує повідомлення на обробку аварійної події. 
Розглянемо алгоритми та програми обміну інформацією 
реєстраторів з верхнім рівнем. 
При роботі в локальній мережі, реєстратори самостійно записують  
інформацію в базу даних і повідомляють верхній рівень, щоб він 
приступив до її обробки. У випадку зміни опису об'єкта або структури бази 
даних, верхній рівень сповіщає про це реєстраторам автоматично. 
При роботі через Сом-порт, приймання інформації з реєстратора 
здійснюється за допомогою програми верхнього рівня. 
У кожному разі зареєстрована інформація спочатку записується на 
носій реєстратора і тільки після успішної передачі видаляється з 
реєстратора. Якщо подія виявилася важливою (наприклад, було коротке 
замикання), то диспетчерові видається на екран експрес-інформація і 
здійснюється додаткове автоматичне архівування цієї події. 
Зберігання інформації в базі даних організоване за принципом 
кільця. База даних містить певну кількість подій по кожному реєстраторі. 
Після того, як   кількість перевищена, то автоматично видаляється сама 
стара подія й на її місце записується нова. Розмір кільця визначається 
користувачем. Таким чином, виключається можливість переповнення бази 
даних. 
Після експрес-аналізу здійснюється автоматична передача даних 
зацікавленим користувачам. Цими даними може бути  експрес-інформація 
і подія в цілому. Інформація може передаватися як по мережі, так і через 
модеми або виділені канали. 
 Окрім аварійної, реєстратори один раз у секунду поставляють у базу 
даних поточну інформацію для добової відомості і мнемосхеми об'єкта. 
Добове ведення містить у собі інформацію  з фізичних каналів реєстратора 
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й інформацію приєднань (активна, реактивна, повна потужності та косинус 
кута між СТРУМОМ І напругою). Можливо автоматичне архівування добової 
відомості по кількості доби, обумовлених користувачем. 
Мнемосхема містить вбудований редактор і набір елементів для 
креслення. Можна створювати необмежену кількість вкладених схем. 
Кожний елемент може бути пов'язаний з будь-яким реєстрованим 
аналоговим або дискретним сигналом. Елементи мнемосхеми зв'язані не з 
конкретним реєстратором, а з усією базою даних об'єкта. 
Для вистави інформації використовуються наступні форми: 
1. експрес-інформація; 
2. таблиця спрацювань дискретних сигналів; 
3. графіки аналогових сигналів, повне представлення зареєстрованої 
події; 
4. нормальний режим. Програма дозволяє переглянути і роздрукувати 
опис підстанції. 
 
Зауваження: 
Автозапуск використовується у варіанті ІДК по протоколу RS-232, коли 
система реєстрації виключена і включити її потрібно по аварійній події. 
 Визначення залишкового ресурсу вимикачів здійснюється по підрахунку 
кількості спрацювань для даного апарата при різних струмах. Система 
перераховує вмикання при різних струмах і приводить їх до паспортних 
при номінальному або струмі КЗ. 
Апаратний склад ІДК комплектується Intel-сумісним промисловим 
комп'ютером і  стандартними 12-ти розрядними АЦП та блоком 
живлення.  
ІДК гальванічно розв'язаний з ТС  оптопарами зі світловодами.  
Проводиться компресія сигналів, приведення до необхідних вхідних напруг. 
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Формат “COMTRADE” для передачі даних перехідних процесів 
використовується для зовнішніх користувачів. Він надлишковий і 
використовується для передачі на верхні рівні. 
OPC (OLE for Process Control) являє собою відкритий стандарт 
програмного інтерфейсу для зв'язку пристроїв і програмного забезпечення 
в області промислової автоматизації. Підтримка OPC дозволяє 
користувачам зв'язувати пристрої  та програми, виробники яких ніколи не 
тестували взаємодію своїх продуктів. ОРС сервер є окремою програмою, 
що поставляється з ІДК “Реґіна”, призначений для передачі інформації  
іншим програмам, що входять до складу ІДК. Такою програмою може 
бути будь-який ОРС клієнт, зокрема більшість SCADA систем. 
 
 Рис.6.9. Структурна схема інформаційно-діагностичного комплексу 
“Реґіна” 
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Контрольні  запитання 
1. Назвіть основні принципи організації мікропроцесорних систем. 
2. Організація шинних зв'язків у багатопроцесорних МПС. 
3. Організація структури МПС на основі мікроконтролерів. 
4. Характеристика рівнів класифікації вхідної інформації. 
5. Які найбільш типові завдання вирішуються при опрацюванні 
інформації? 
6. Організація каналів передачі інформації в МПС. 
7. Структура каналу передачі даних.  
8. Як фізично передавальний канал зв'язку для  МПС?  
9. Особливості управління технологічними процесами виробництва, 
перетворення,  передачі та розподілу електричної енергії. 
10. Діаграма формування цільової функції керування устаткуванням при 
побудові системи оперативного управління. 
11. Структура  комплексу завдань, які вирішуються на рівні ЕЕО при 
побудові  
інформаційно-управляючих систем. 
12. Структура завдань оперативного управління. 
13. Алгоритм організації рішення  завдання оцінки стану устаткування. 
14. Інформаційно-діагностичні комплекси в ЕЕС та їх призначення. 
15. Основні модулі і блоки реєстратора ІДК „Реґіна". 
16. Технічні характеристики реєстратора ІДК „Реґіна". 
17. Дайте характеристику алгоритмам і програмам реєстрації 
інформації.  
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ДОДАТОК А 
 
АВТОМАТИЗОВАНА МІКРОПРОЦЕСОРНА СИСТЕМА 
КОМЕРЦІЙНОГО ОБЛІКУ ЕЛЕКТРОЕНЕРГІЇ  
 
Розглянемо на прикладі ВАТ ЕК «Хмельницькобленерго» 
функціонування автоматизованої система комерційного обліку 
електроенергії (АСКОЕ).  АСКОЕ - інформаційно-вимірювальна система, 
основне призначення якої - достовірне визначення обсягів та здійснення 
автоматизованого обліку власного споживання електроенергії, а також 
перетоків електроенергії ВАТ з суб'єктами Оптового ринку електроенергії 
(ОРЕ) результати якого повинні використовуватися для проведення 
відповідних фінансових розрахунків за спожиту електроенергію Компанії 
із ОРЕ. АСКОЕ орієнтована на застосування новітніх технологій, які 
дозволяють Компанії ефективно реагувати на будь-які вимоги ОРЕ. 
АСКОЕ створена з метою: 
 виконання вимог нормативних документів (далі - НД) 
включаючи усі норматив-но-технічні документи ДП 
«Енергоринок» та рішення Ради ОРЕ щодо обліку електричної 
енергії, у тому числі і щодо погодинного обліку електроенергії 
на межі балансової належності мереж ВАТ із суб'єктами ОРЕ; 
 зниження технологічних втрат електроенергії за рахунок 
підвищення точності обліку електричної енергії та одержання 
інформації, що дозволяє локалізувати понаднормативні втрати 
і виконувати аналіз технологічних втрат електричної енергії у 
високовольтних та розподільчих мережах Компанії; 
 автоматизації процесу збору, передачі і обробки інформації з 
розрахункових та контрольних точок обліку електричної 
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енергії на підстанціях, ТП/РП та інших об'єктах, розташованих 
по периметру ВАТ; 
 перевірки достовірності даних обліку електроенергії шляхом 
виконання процедур верифікації через формування балансів 
електричної енергії для об'єктів обліку, розташованих по 
периметру Компанії, а також між показами основних та 
дублюючих лічильників електроенергії, встановлених як у 
розрахункових, так і в контрольних точках обліку; 
 забезпечення роботи усіх елементів АСКОЕ в єдиному 
розрахунковому часі з збереженням встановлених правил 
переходу на «літній/зимовий» час; 
 зниження трудомісткості та ресурсних витрат при виконанні 
робіт з обліку електричної енергії, включаючи збір та обробку 
даних, підготовку звітної інформації, зведень та аналітичних 
матеріалів для керівництва; 
 одержання даних по обсягах перетоків активної і реактивної 
електроенергії та потужності ВАТ з ОРЕ та суміжними 
ліцензіатами й балансу потужності та енергії в інтервалі, 
тривалість якого може змінюватися; 
 забезпечення регламентованого доступу до первинних баз 
даних (ПБД) лічильників електроенергії та інформації, що 
зберігається на сервері баз даних АСКОЕ ВАТ, з боку 
зацікавлених суб'єктів ОРЕ; 
 забезпечення оперативного контролю режимів перетоків 
електроенергії на території здійснення ліцензійної діяльності 
ВАТ ЕК; 
 забезпечення синхронності вимірювання потужності і 
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електроенергії; 
 виключення суб'єктивних факторів, пов'язаних з візуальним 
зчитуванням показів лічильників електроенергії та проведен-
ням розрахунків у ручному режимі; 
 автоматизації формування складових балансу потужності і 
електроенергії на межі з ОРЕ та суміжними ліцензіатами 
(прийом, видача, сальдо); 
 автоматизації операцій із підготовки звітів, зведень і 
аналітичних матеріалів для керівництва; 
 автоматизації процесу передачі комерційної інформації 
Головному операторові ОРЕ та передачі/отримання інформації 
від суміжних суб'єктів ОРЕ; 
 забезпечення можливості передачі даних до АСКОЕ  
Головного оператора ОРЕ України по виділених (основних) 
каналах зв'язку, в ролі резервних можливе використання 
комутованих каналів (після створення мережі передачі даних 
Головного оператора комерційного обліку); 
 забезпечення можливості довгострокової погодинної передачі 
даних комерційного обліку до АСКОЕ Головного оператора за 
допомогою УППДВ, згідно з наданим Головним оператором 
закодованим реєстром даних. 
 
Постачання електроенергії для ВАТ ЕК «Хмельницькобленерго» 
здійснюється через підстанції (ПС) Південно-західної електрое-
нергетичної системи ДП НЕК «Укренерго» (ПЗЕС): «Хмельницька-
330», «Кам'янець-Подільська-330» та «Шепетівська-330». 
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Рис.А.1. Узагальнена структурна схема АСКОЕ  
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Рис.А. 2. Типова структура програмно-технічних засобів підсистем 
АСКОЕ нижнього рівня 
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Рис.А. 3. КТЗ «Енергія WЕВ »  
підсистема нижнього  рівня  
АСКОЕ на ПС 110/10 кВ  
 
Рис.А. 4. Серверні  стійки  
центрального    
пункту АСКОЕ 
 
ВАТ ЕК «Хмельницькобленерго» має перетоки електричної енергії з 
такими сусідніми ліцензіатами із передачі, постачання і виробництва 
електроенергії - суб'єктами Оптового ринку електроенергії України: 
 ВАТ ЕК «Вінницяобленерго»; 
 ВАТ ЕК «Житомиробленерго»; 
 ЗАТ «Ей-І-ЕС Рівненерго»; 
 ВАТ «Тернопільобленерго; 
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 ВАТ ЕК «Чернівціобленерго»; 
 ДГТО «Південно-західна залізниця» (ПЗЗ). 
Крім того, здійснено впровадження по організації отримання 
інформації від незалежних постачальників і юридичних споживачів. 
Узагальнену структурну схему АСКОЕ показано на рис.А.1. 
Програмно-технічні засоби АСКОЕ Компанії утворюють два рівні, 
до складу яких входять: 
а) нижній рівень АСКОЕ (НР), до якого відносяться:  
 рівень точок обліку електроенергії (РТО); 
 рівень об'єктів обліку електроенергії (РОО); 
б) верхній рівень АСКОЕ (ВР) , до якого відносяться: 
 рівень центрального пункту АСКОЕ (РЦП); 
 рівень автоматизованих робочих місць АСКОЕ (АРМ). 
Кожен із рівнів ієрархії побудовано на основі уніфікованих 
програмно-технічних засобів, з орієнтацією на використання сучасного 
мікропроцесорного обладнання та обчислювальної техніки. 
Верхні рівні АСКОЕ (РЦП, АРМ) мають можливість обміну 
інформацією з підсистемами верхнього рівня АСКОЕ ДП «Енергоринок», 
ПЗЕС ДП НЕК «Укренерго», суміжних обласних енергопостачальних 
компаній, інших ліцензіатів, а також із підсистемами верхнього рівня 
АСКОЕ, встановленими у споживачів ВАТ ЕК «Хмельницькобленерго». 
Нижні рівні АСКОЕ (РТО, РОО) побудовано на базі інтелектуальних 
електронних лічильників електроенергії, високопродуктивних 
комунікаційних модулів і засобів телекомунікації. 
Рівні ієрархії поєднуються між собою локальними засобами передачі 
даних (на об'єктах обліку - між РТО та РОО), засобами  телекомунікації   
(між  НР  та  ВР)  та локальною комп'ютерною мережею (між рівнями РЦП 
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та РКА), а також засобами телекомунікації із підсистемами ВР суб'єктів 
ОРЕ. 
 
 
 
Рис.А.5. Екранна форма перегляду бази даних АСКОЕ у ПК АСКОЕ 
«Електро» 
 
Режим роботи АСКОЕ ВАТ ЕК «Хмельницькобленерго» - 
цілодобовий, безперервний, з періодичним зовнішнім оглядом і 
регламентними роботами в період зупинок і ремонтів. Для випадків 
виникнення аварійних ситуацій, передбачена можливість ручного введення 
інформації. Допускаються перерви в роботі АСКОЕ і її окремих 
компонентів (обладнання РТО) для виконання профілактичного і 
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технічного обслуговування, що не приводить до порушення встановлених 
термінів звітності щодо комерційного обліку електроенергії та 
інформаційної взаємодії з суміжними АСКОЕ. АСКОЕ ВАТ ЕК 
«Хмельницькобленерго» забезпечує збирання інформації з усіх 
розрахункових точок обліку електроенергії, розташованих на об'єктах 
обліку Компанії, та розрахункових точках обліку на підстанціях суміжних 
суб'єктів ОРЕ. 
На всіх рівнях АСКОЕ ВАТ ЕК «Хмельницькобленерго» виявляється 
і фіксується: 
 порушення схеми обліку; 
 порушення в електроживленні технічних засобів АСКОЕ 
Компанії; 
 відсутність зв'язку з АСКОЕ суміжних ліцензіатів; 
 системні помилки пристроїв обліку електроенергії; 
 неприпустимий відхід часу в таймерах лічильників і пристроїв 
обліку; 
 порушення в роботі програмно-технічних засобів АСКОЕ 
Компанії всіх рівнів: 
 несанкціоноване втручання (або спроби втручання) у роботу 
компонентів  
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Рис. А.6. Екранна форма формування завдання на опитування 
підстанцій 
АСКОЕ Компанії; 
 неприпустимі відхилення показань основного і дублюючого 
лічильників в комерційних точках обліку. 
АСКОЕ ВАТ ЕК «Хмельницькобленерго» забезпечує можливість 
фізичного розширення на всіх рівнях, у тому числі: 
 збільшення кількості електролічильників і приладів обліку; 
 розширення кількості типів параметрів, які зчитуються з 
лічильника і обробляються в АСКОЕ Компанії; 
 збільшення кількості користувачів АСКОЕ Компанії; 
 включення в АСКОЕ Компанії нових автоматизованих функцій і 
збільшення ступеня автоматизації діючих функцій; 
 вдосконалення інтерфейсів користувачів; 
 приведення програмних засобів та бази даних (БД) до вимог 
європейських стандартів ІЕС; 
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 заміни діючих технічних засобів на більш вдосконалені. 
Типову структуру програмно-технічних засобів підсистем АСКОЕ 
нижнього рівня наведено на рис.А.2. До складу програмно-технічних 
засобів обліку нижнього рівня входять: 
а) прилади обліку електроенергії (ТН,ТС, лічильники); 
б) комплекс технічних засобів «ЕнергіяWЕВ » (КТЗ); 
в) комунікаційне обладнання; 
г) кабельні лінії. 
При необхідності можливе встановлення АРМ користувача на самій 
підстанції. 
Крім електронних, багатофункціональних лічильників, на підстанції 
можуть бути встановлені електронні лічильники, які мають тільки 
імпульсний вихід, або індукційні лічильники, заміна яких економічно 
недоцільна, але інформація про споживання з яких використовується при 
розрахунку балансів по підстанції. В лічильники вмонтовується 
перетворювач обертів диска лічильника в електричні імпульси (датчики 
типу УП-ЗМ). 
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ДОДАТОК Б 
 
ОПЕРАТИВНО-ІНФОРМАЦІЙНИЙ КОМПЛЕКС 
АВТОМАТИЗОВАНОЇ МІКРОПРОЦЕСОРНОЇ СИСТЕМИ 
ДИСПЕТЧЕРСЬКОГО УПРАВЛІННЯ 
                   НА БАЗІ SCADA-СИСТЕМИ ТРЕЙС МОУД 
 
Виконання завдання зі зниження технологічних витрат 
електроенергії в електричних мережах до рівня нормативних неможливо 
без добре  налагодженої системи збору інформації в реальному часі, 
оперативної її обробки та видачі її диспетчерському персоналу для 
прийняття відповідних рішень. Протягом 2008 року по Технічному 
завданню ВАТ ЕК «Хмельницькобленерго» було розроблено оперативно-
інформаційний комплекс (ОІК) автоматизованої  системи диспетчерського 
керування (АСДК), який і    призначався для оперативного інформаційного 
обслуговування в реальному масштабі часу диспетчерського   й   
технологічного   персоналу компанії. 
В 2009 році в ВАТ ЕК «Хмельницькобленерго» введено в 
промислову експлуатацію оперативно-інформаційний комплекс АСДК на 
базі SCADA-системи ТРЕЙС МОУД версії 6.06 (фірми AdAstra, Росія) в 
операційному середовищі Windows ХР Рго Sр2 (SCAD- Supervisory Control 
and Data Acquisition). Цей оперативно-інформаційний комплекс АСДК 
виконує весь стандартний набір функцій, необхідних оперативному 
персоналу департаменту високовольтних електричних мереж ВАТ ЕК 
«Хмельницькобленерго» для забезпечення управління режимами 
високовольтної мережі в реальному масштабі часу, а саме: 
 прийом інформації з ОІК АСДУ Південно-Західної енергосистеми; 
 прийом інформації лічильників електроенергії з бази даних АСКОЕ 
162 
 
ВАТ ЕК «Хмельницькобленерго» ; 
 контроль достовірності прийнятих параметрів; 
 контроль параметрів по уставках; 
 дорозрахунок необхідних параметрів; 
 інтегрування параметрів та дорозрахункових величин; 
 архівування інформації; 
 відображення інформації в «табличних», «текстових» та «графічних» 
формах; 
 підтримка діалогу з користувачем; 
 звукова та кольорова сигналізація по запрограмованих умовах; 
 ведення погодинної оперативної диспетчерської відомості; 
 ведення єдиного часу; 
 робота з багатьма користувачами; 
 робота в локальній мережі; 
 забезпечення регламентованого доступу до інформації ОІК та 
функцій управління ОІК; 
 ведення та підтримка бази даних МS SQL з періодом запису 
параметрів 1 хвилина та глибиною 1 рік; 
 ведення спорадичного (по зміні величини параметра) архіву 
глибиною до 7-и діб; 
 можливість доступу до архіву; 
 інформаційна взаємодія з моніторами реального часу ОІК додатків 
Windows (МS Ехсel, МS Ассеss) по протоколу DDЕ (NetDDE); 
 двосторонній міжмашинний обмін з ОІК Південно-Західної 
енергосистеми; 
 формування оперативних відомостей в форматі НТМL для 
можливості їх перегляду за допомогою браузерів. 
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У склад комплексу також ввійшли такі окремі програми, як: 
 програма формування добової диспетчерської відомості та звітів по 
запиту; 
 ОРС-сервер обміну з СОМ-портом; 
 ОРС-сервер запису інформації в БД ОІК. 
 
У комплексі використано універсальний програмний інтерфейс, на 
основі якого розроблено набір програмних серверів, що забезпечують 
виконання типових функції ОІК АСДК. Спілкування програмних серверів 
між собою й серверів із клієнтами здійснюється одномоментно й не 
залежить від застосовуваного транспортного протоколу й місця 
розташування серверів і клієнтів у рамках локальної обчислювальної 
мережі або за її межами. Це робить конфігурацію ОІК гнучкою й дозволяє 
розподіляти, резервувати, та нарощувати й реконфігорувати функції ОІК 
довільним чином між вузлами локальної обчислювальної мережі у режимі 
“оn-line”. Конфігурацію оперативно-інформаційного комплексу АСДК 
ВАТ ЕК «Хмельницькобленерго» наведено на рис.Б.1. 
Комплекс ОІК АСДУ ВАТ ЕК «Хмельницькобленерго» побудовано 
на основі клієнт-серверної архітектури, тобто основною складовою 
частиною є сервер математичної обробки - монітор Реального Часу (МРЧ) 
з графічною консоллю - встановленою у диспетчера. В склад комплексу 
входять також автоматизовані робочі місця (АРМ) користувачів,    на яких 
встановлено програмні модулі віддаленої консолі  (NetLinkLight), які 
підключаються до МРЧ у ролі клієнтів. 
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Рис.Б.1. Конфігурація оперативно-інформаційного комплексу  
 
 164 
 
 
Рис. Б.2. Головний екран ОІК АСДК  
 
Рис. Б.3. Графічний екран 2 – «Баланс потужності та енергії ХОЕ» 
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Рис. Б.4. Графічний екран 3 – «Баланс ХПдНЕП» 
 
Монітори реального часу (МРЧ)   комплексу   ОІК  приймають,  
оброблюють  та передають інформацію з багатьох напрямків, в тому числі 
з АРМ користувачів. 
Віддалена консоль, яка встановлена на АРМ користувачів, підтримує 
функцію супервізорного керування, тобто з АРМ можливо посилати 
серверу МРЧ управляючі та інформаційні сигнали у межах прав доступу, 
які визначені системою розмежування прав. 
Усі компоненти ОІК АСДК розраховані на безперервну цілодобову 
роботу за схемою 24/7/365. 
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Комплекс має розвинені засоби побудови для автоматизованих 
робочих місць диспетчера, інженера-телемеханіка, інженера-технолога і 
т.д. Засоби людино-машинного інтерфейсу розроблені у стандартах GUI і 
дозволяють створити  в  середовищі Windows  практично будь-які екранні 
форми для відображення інформації, уведення даних або керуючих 
впливів, оперативно підготувати необхідні звітні форми для друку. 
 В ОІК АСДУ входять такі апаратні та програмні засоби 
(рис.Б.1): 
 Модеми зв'язку з ОІК АСДК Південно-Західної   енергосистеми   
(ПЗЕС)   по виділених каналах. Модеми здійснюють прийом 
інформації з ОІК ПЗЕС та передачу її через RS232 на монітори 
реального часу, а також прийом інформації від МРЧ, передачу її в 
канал зв'язку з ОІК АСДУ ПЗЕС. 
 Монітори  реального часу  (МРЧ)  АРМ диспетчера. МРЧ 
здійснюють: 
а) прийом інформації з ОІК ПЗЕС, ручних вводів    та 
управляючих сигналів від АРМ диспетчера, інформації 
лічильників з системи АСКОЕ (тільки МРЧ ХПдНЕП); 
б) обробку параметрів та управляючих сигналів; 
в) формування СПАД-архіву ОІК; 
г) формування звіту подій ОІК; 
д) формування оперативної відомості балансів обленерго та 
підприємств; 
е) передачу: 
 параметрів  в ОІК ПЗЕС; 
 параметрів  для запису в базу даних (МS SQL) в ОРС-
сервер бази даних (OPC_SQLSRV); 
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 обмін  інформацією лічильників та ручним вводам 
значень складових споживання П33 між МРЧ ХПдНЕП 
та МРЧ ХПнНЕП.  
Цикл перерахунку бази каналів МРЧ становить 1 сек. 
Один із моніторів реального часу встановлений в ДВЕМ Південного 
напрямку енергопостачання, а другий – ДВЕМ Північного напрямку 
енергопостачання. 
Запис даних ОІК в бази даних здійснюється з періодом 1 хвилина. 
На базі програмного модуля віддаленої консолі сервера 
математичної обробки (Net-Linklight) побудовано АРМи користувачів 
ДВЕМ Південного напрямку енергопостачання та ДВЕМ Північного 
напрямку енергопостачання. 
Основним джерелом інформації для ОІК АСДУ ВАТ ЕК 
«Хмельницькобленерго» є інформація з ОІК АСДУ ПЗЕС, яка приймається  
через модем по виділеній 4-х провідній лінії зв'язку. 
Для формування   зведеного   балансу інформація про перетоки   
електроенергії з ДТГО «Південно-західна залізниця» надходить у ОІК 
АСДУ ВАТ ЕК «Хмельницькобленерго»  із сервера  АСКОЕ  периметра  
Компанії, який забезпечує опитування точок обліку із інтервалом 30 
хвилин. 
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Рис.Б.5. Графічний екран 4 – «Баланс ХПнНЕП» 
  
Рис.Б.6. Графічний екран 11 – «Схема мережі 110 кВ» 
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Рис.Б.7. Графік споживання потужності ХОЕ 
 
Рис.Б.8. Звіт подій 
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Весь графічний простір комплексу програмного забезпечення ОІК 
АСДУ розподілено на екрани, які можуть мати різний розмір. У комплексі 
використано 15 екранів, 4 з них спливаючі та 5 графічних об'єктів. 
 Графічна база екранних форм створена під роздільну здатність 
моніторів 1280x1024 пікселів. 
 Окремі види екранів графічної бази комплексу ОІК АСДУ наведено 
на рис.Б.2-Б.5. 
 Переходи  між  екранами  виконано  по деревовидному принципу: 
Баланс ХОЕ   Баланс ДВЕМ  Баланс пс 330 кВ  Схема ПС 
330 кВ. 
 Переходи об'єднані спільним змістовним значенням чи 
конкретизуючим змістовним 
 значенням похідного екрана. Самі ж переходи виконуються за 
допомогою «миші» через  спеціальні форми відображення  (іконки, 
кнопки, рамки, області з написом), які розташовані на кожному з екранів. 
Всі іконки мають підказки, які з'являються при підведенні «миші» в 
область форми.  
Основним екраном в системі відображення є екран «Баланс 
потужності та енергії ХОЕ (рис.Б.2), на який можна перейти з будь-якого 
поточного екрана за допомогою "іконки".  
У комплексі застосовані різні форми відображення для покращання 
сприйняття різноманітних параметрів процесу. Серед них: 
 текстова форма відображення - основна форма, застосована в 
системі. За допомогою цієї форми  виконано основні екрани 
проекту - баланси підприємств, інформація по вузлах, написи і 
значення параметрів на всіх екранах, тощо; 
 таблична форма відображення застосована для оперативних    
відомостей;  
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 графічна форма відображення спостереження за розвитком 
процесу. З використанням  цієї  форми  побудовані  однолінійна 
схема електричної мережі 110 кВ обленерго (рис.Б.6), графіки 
споживання потужності обленерго та підприємствами 
електричних мереж (рис.Б.7), графік небалансу вузлів та інші. В 
системі використовуються універсальні графіки, які мають два 
режими: поточного часу та архівний. Вибір режиму роботи та 
налаштування графіка виконується за допомогою панелі 
інструментів графіка.  
Розмір деяких графіків можливо змінювати. 
 
 
Рис.Б.9. Спливаючий екран добової температури застосована для 
покращання наочності 
 
Для графіків можливий режим перегляду значень за допомогою 
візира. Натискання ЛК «миші» у зоні графіка приводить до появи 
вертикальної лінії візира. При пересуванні візира за допомогою «миші» чи 
стрілок клавіатури можливе зчитування часового зрізу і відповідного йому 
значення параметра у нижній частині графіка. 
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Рис.Б.10. Схема ПС 330 кВ  
             
 Рис. Б.11. Робоче місце диспетчера ДВЕМ північної зони   
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Рис. Б.12. Робоче місце диспетчера ДВЕМ південної зони  
 
Форма «спливаючий екран» застосовається для перегляду інформації 
допоміжного екрана наприклад, графіка споживання, на фоні основного 
екрана (без його закриття), добової  температури  (рис. Б.9).   «Спливаючий 
екран» закривається стандартним способом закриття вікна Windows. 
Форма відображення «Звіт подій» (рис.Б.8) застосована для 
перегляду звіту подій, які відбулися в електричній мережі та через 
телесигнали зафіксовані у комплексі. 
У комплексі зафіксована і така форма, як «спливаюче вікно». Вона 
застосована для перегляду заданого фрагмента графічного простору, 
наприклад, для вибору відомості, яку потрібно переглянути. Натискання 
ЛК «миші» у зоні зображення «іконки» приводить до появи заданого 
фрагмента графічного простору з усіма написами та формами 
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відображення. Повторне натискання ЛК «миші» приводить до згортання 
вікна. 
У комплексі широко застосовуються такі форми відображення по 
типу «кольоровий 
індикатор». Вони    використовуються для сигналізації про порушення 
технологічних 
меж параметрів, стану прийому інформації з різних напрямків тощо. Для 
індикації джерела надходження інформації по тому чи іншому параметру 
використовуються відповідні строкові позначки: 
• РВ (жовтого кольору) - ручний ввод значення параметра; 
• Ліч (зеленого кольору) - значення з системи АСОЕ ПЗЕС. 
На екранах схем підстанцій відключення ПЛ(АТ) та систем шин 
відображається зміною найменування з білого на жовтий колір (рис. Б.10). 
На екранах балансів підстанцій відключення ПЛ(АТ) відображається 
зміною найменування з чорного на синій колір. 
Факт переводу ПЛ  110 кВ чи АТ на обхідний вимикач 
відображається на екранах 
балансів підстанцій строковою позначкою ОВ жовтого кольору поряд з 
найменуванням 
ПЛ(АТ). При цьому значення параметра змінюється на значення 
навантаження  ОВ. 
Основним компонентом комплексу технічних засобів «Енергія WЕВ 
» є мікросервер Itek-WЕВ. Мікросервер Itek-WЕВ призначений для 
забезпечення зв'язку й узгодження інтерфейсів між 
багатофункціональними лічильниками й сервером БД, а також 
самостійного опитування лічильників і зберігання результатів опитування 
у вбудованій енергонезалежній пам'яті. 
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Мікросервер Itek-WЕВ побудовано на базі промислового варіанта 
процесора Intel 186. Має інтерфейс Ethernet 10/100 Мб і підтримує 
протоколи ТСР/ІР та UDP. 
В залежності від модифікації Itek-WЕВ може мати 6, 10, або 18 
послідовних каналів (зі швидкістю обміну до 115 КЬ), з яких 2 канали 
RS232 забезпечують приєднання АТ-або С8М/СРК5-модемів і 
підтримують протокол віддаленого доступу РРР.  Шістнадцять (або 8, або 
4) каналів RS232/RS485 з гальванічною розв'язкою забезпечують 
узгодження з послідовними портами лічильників. Має 8 дискретних входів 
й 8 дискретних виходів, які конфігуруються для виміру кількості 
електроенергії по імпульсних, телеметричних виходах лічильників, або 
керування зовнішніми виконавчими пристроями (електромеханічним 
реле). 
КТЗ «Енергія WEB» комплектується також джерелом безперебійного 
живлення Itek-UPS, яке забезпечує автономну роботу обладнання КТЗ 
протягом 12 годин. Приклад реалізації КТЗ «Енергія WEB» наведено на 
рис.А.3. 
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Рис. Б.13. Відображення схеми розташування розрахункових та 
контрольних точок обліку електроенергії по периметру ВАТ ЕК 
«Хмельницькобленерго» 
 
 
Рис. Б.14. Відображення фрагмента однолінійної схеми мереж ВАТ ЕК 
«Хмельницькобленерго» у ПК АСКОЕ «Електро» 
 
При використанні традиційних комутованих каналів зв'язку 
(Укртелеком, GMМ) опитування значної кількості територіально-
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розгалужених лічильників займає багато часу, тому в структурі АСКОЕ 
Компанії була передбачена схема опитування лічильників з використанням 
GPRS зв'язку. Схемою передбачається, що сервер БД, через 
комунікаційний сервер (КС), постійно утримує зв'язок з кожним об'єктом 
обліку, використовуючи Ethernet, технології. Таким чином, доступ до 
даних кожного окремого лічильника здійснюється практично миттєво. 
Крім того, програмно-апаратні засоби, які використовуються в АСКОЕ 
дозволяють виконувати опитування лічильників паралельно. 
Якщо на підстанції встановлено контролер з 8 послідовними входами 
типу струмова петля (СL), то опитування лічильників проводиться по всіх 
восьми входах одночасно. Таким чином, час зчитування інформації з всіх 
лічильників підстанції буде дорівнювати часу опитування лічильників 
одного каналу,   до  якого   підключено   найбільше лічильників. На рівні 
центрального пункту запит на опитування всіх підключених лічильників 
задається одночасно по всіх підстанціях, включених в АСКОЕ, що 
дозволить вчасно формувати звіт до ДП «Енергоринок», а також необхідні 
макети всім сусіднім ліцензіатам. 
Робота підсистем верхнього рівня АСКОЕ реалізується в 
автоматизованому режимі підсистемами верхнього рівня - технічним і 
програмним забезпеченням серверів центрального пункту АСКОЕ 
(комунікаційний сервер, сервер баз даних та аплікацій, www-сервер) та 
автоматизованих робочих місць (АРМ) адміністраторів, операторів та 
користувачів АСКОЕ. 
Робота підсистем верхнього рівня АСКОЕ управляється програмним 
комплексом АСКОЕ «Електро», який забезпечує автоматичне (згідно з 
заданою програмою) опитування комунікаційних центрів АСКОЕ на 
підстанціях Компанії та сусідніх ліцензіатів енергоринку, збереження 
інформації у інтегрованій базі даних АСКОЕ, формування і відображення 
 179 
 
балансів та звітів, обмін інформації в автоматичному режимі із 
підсистемами верхнього рівня АСКОЕ сусідніх ліцензіатів і ДП 
«Енергоринок», підрозділами і споживачами Компанії (як на рівні 
текстових макетів, так із використанням web-інтерфейсу). 
Приклади основних екранних форм взаємодії операторів та 
користувачів із ПК АСКОЕ «Електро» наведено на рис.Б.5 та Б.6. 
Приклади екранних форм відображення схем розташування точок 
обліку електроенергії по периметру Компанії наведено на рис.Б.13 та Б.14. 
Відображення потоків електроенергії в розрахункових і контрольних 
точках обліку в текстовій і графічній формі зображено на рис.Б.15 та Б.16. 
Програмний комплекс АСКОЕ «Електро» дозволяє будувати 
різноманітні системи комерційного, технічного обліку та диспетчерського 
контролю для об'єктів енергоспоживання, енергогенеруючих та 
розподільчих структур. Комплекс може використовуватись як самостійно, 
так і у складі будь-якої іншої системи. 
Збір даних здійснюється окремими модулями, що конфігуруються 
автономно. На даний момент підтримуються різноманітні пристрої 
(різноманітні лічильники електроенергії; суматори; програмовані логічні 
контролери; протоколи телемеханіки. Допускається довільна комбінація 
модулів (драйверів) та забезпечується їх одночасна робота в рамках 
можливостей апаратних ресурсів. 
Накопичування даних виконується з використанням різноманітних 
СУБД (МS SQL Server, MySQL., PostgreSql., Interbase, Sybace, Оrасlе, 
Informix). Вибір СУБД здійснюється виходячи з техніко-економічних 
вимог. Базовий варіант взаємодії системи Electro з СУБД реалізовано на 
базі специфікації ОDВС. 
Включення до складу бази даних «Електро» обчислюваних 
параметрів дає змогу створити нові параметри на основі базових (тих, що 
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були отримані з пристроїв). Розрахунок таких параметрів виконується 
автоматично, по факту появи нових значень базових параметрів. 
Контрольні функції системи реалізуються спеціальними механізмами 
оповіщень. За їх допомогою, система може формувати голосові 
повідомлення, звіти по роботі системи та відправляти їх за допомогою 
електронної пошти, телефону, факсу, sms-повідомлень. 
 
 
 
Рис. Б.15. Відображення однолінійної схеми ПС 110/10 кВ «Центральна» 
з поточними даними АСКОЕ в ПК АСКОЕ «Електро» 
 
Завдяки впровадженню АСКОЕ Компанія отримує змогу 
дистанційно контролювати та аналізувати потоки і баланси електроенергії 
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та графіки навантажень по периметру Компанії, окремих підстанціях та по 
основних споживачах. 
Станом на 2011 рік впровадження АСКОЕ енергопостачальної 
компанії ВАТ ЕК «Хмельницькобленерго» - завершується. Окремі 
підсистеми АСКОЕ знаходяться у дослідній експлуатації. Відповідно до 
вимог НКРЕ України до кінця 2011 року передбачається введення 
основних підсистем АСКОЕ Компанії у промислову експлуатацію. 
 
 
 
Рис.Б.16. Відображення добового графіка навантаження Л-37 ПС 110/10 
кВ «Центральна» в ПК АСКОЕ «Електро» 
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