In this paper, we state an efficient method for solving the fractional Riccati differential equation.
Introduction
Study on fractional differential equation has been increasing over the past few decades due to its various applications in some branches of science such as image processing and signal identification, optical systems, mechanical systems and etc. [8] . Furthermore, in the real world the fractional order equations are more appropriate than classical integer equations for modeling various phenomena; for instance see [19] . Recent contributions in the fractional calculus field have been reported by some researchers [2, 12] . In this paper, a novel framework has been presented for solving the fractional Riccati differential equation of arbitrary order. The Riccati differential equation has significant importance in classical, as well as, modern science and engineering applications, such as stochastic realization theory [20] and financial mathematics [6] . Also, some review of fundamental theories of the Riccati equation with applications are given by Ried [24] . The general form of the Riccati differential equations can be written as D α f (t) = A(t) + B(t) f (t) + C(t) f 2 (t), n − 1 < α ≤ n,
with the initial conditions f (i) (0) = d i , i = 0, 1, . . . , n − 1. Where A(t), B(t) and C(t) are the given real functions, d i for i = 0, 1, . . . , n − 1, are constants and α is a parameter describing the order of the fractional derivative. In the case of α = 1, the fractional equation becomes to the classical Riccati differential equation. The value of order α = 0.5 has a special importance, because some of practical problems have been developed by applying this particular order of the derivative. Therefore, some approaches for numerical and analytical solutions of the Riccati differential equation are investigated by some scientists, such as Adomian's decomposition method [16] , collocation method [26] , the variational iteration method [5] and etc [4, 27, 28] . In the present work, we introduce a new numerical method to solve the Riccati differential equation of the fractional order. The method consists of reducing the differential equation to a set of algebraic equations by expanding the fractional derivative term as hybrid functions with unknown coefficients. The operational matrices of hybrid functions are utilized to evaluate the unknown coefficients and then, to find the approximate solution. It is necessary to introduce some definitions and relations which are used in this article [7, 21] . In case of fractional calculus, the Riemann-Liouville fractional integral operator of order α for f ∈ L 1 [0, b], can be written as
and Riemann-Liouville fractional derivative of order α ≥ 0 is
where n − 1 < α ≤ n and n ∈ N. The other type of fractional derivative is the Caputo fractional derivative. The Caputo derivative is suitable for the real world physical problems in contrast the Riemann-Liouville differential operator. Nowadays, this type of derivative is frequently used in applications, because by using this one can specify the initial conditions of fractional differential equations in classical form.
In this study we point that the approximate solutions will be found by using the Caputo fractional derivative and its properties. The rest of the paper is organized as follows: In the next section, we briefly introduce some properties of hybrid functions and use these functions to approximate an arbitrary function f (t) ∈ L 2 [0, T). Also, the hybrid operational matrix of the fractional integration is proposed. In Section 3, convergency and error estimate of this approach are given, and adaptability of presented method for solving the Riccati differential equation will be described. Numerical study by using two example has been discussed in Section 4. Finally, ends this paper with a brief conclusion and some remarks.
Hybrid Functions and Operational Matrix
In this section, we review some properties of the hybrid functions of block-pulse and Chebyshev polynomials and we expand a function with this hybrid basis. Also, operational matrix of the fractional integration is obtained.
Hybrid functions of block-pulse and Chebyshev polynomials
Hybrid functions h nm , n = 1, 2, . . . , N, m = 0, 1, . . . , M − 1, are defined on the interval [0, t f ) as [14] ,
where n and m are the order of block-pulse functions and Chebyshev polynomials, respectively. Also, T m (t)s are the well-known Chebyshev polynomials of order m, which are orthogonal with respect to the weight function w(t) = 1/ √ 1 − t 2 on the interval [−1, 1], and satisfy the following recursive formulas
The orthogonality trait is
, may be expanded as [13] ,
Where
and
Furthermore in the following, without less of generality, we assume that t f = 1.
Operational matrix of the fractional integration
By taking µ = NM, integration of the vector H(t) defined in Eq. (2), can be approximated by [3] ,
P µ×µ is called the operational matrix for integration. Consider
, which b i (t)s are block-pulse functions on the interval [0, 1). Hybrid functions may be expanded into an µ-term block-pulse functions, as
where matrix Φ µ×µ , by using the collocation points t i = 2i−1 2µ , i = 1, 2, . . . , µ and vector H(t), is defined as follows
On the other hand, we denote the block-pulse operational matrix of the fractional integration by F α , then
where
. . , µ − 1 [10] . Next, we derive the hybrid function operational matrix of the fractional integration. Let
matrix P α µ×µ is the operational matrix of the fractional integration for hybrid function of block-pulse and Chebyshev polynomials. Using Eqs. (3) and (4), we have
From the last two equations, we get
Then, via Eq. (3) the hybrid operational matrix of the fractional integration is given by
µ×µ .
Main Results
The convergence of hybrid Chebyshev and block-pulse functions has been studied by the following theorems. Also, in this section we present the hybrid function approach for solving the fractional Riccati differential equation in general case.
Convergence analysis
In [1, 25] convergency of wavelet functions has been demonstrated, indeed, we extend it to hybrid functions, then the error estimate of this approach is desired. Theorem 3.1. A function f (t), with bounded second derivative, can be expanded as an infinite sum of hybrid Chebyshev and block-pulse functions with the bounded expansion coefficients. In other words, the coefficients c nm =< f (t), h nm (t) >, which < ., . > denotes the inner product in L Proof. Reminding the definition of inner product,
Since T m (cos θ) = cos mθ, with the change variable 2Nt − 2n + 1 = cosx, we have
Using the integration by parts, we obtain
Once again, an integration by parts of above relation, results that
Since n up to N, for m > 1
For m = 1, from (6) we get
Remark 3.2. According to Theorem 3.1, the series
∞ m=0 c nm is absolutely convergent. Also, we know that
and the series (2) converges to the function f (x) uniformly, when M, N trend to infinity. 
By substituting 2Nt − 2n + 1 = x and using the property of orthogonality of Chebyshev polynomials with considering the relation (7), we get
Implementation the method
Consider the nonlinear fractional Riccati differential equation (1), with the Caputo type derivative. To solve this equation, firstly we approximate D α * f (t) by the hybrid function as
, is an unknown vector. Accordingly, by applying the fractional integral operator of order α to both sides of the above equation, we get
and thereupon
Substituting Eqs. (9) and (10) in Eq.
(1), we obtain
(t) represents all sentences without unknown function f (t), and B 1 (t) is the coefficient of the linear terms of the unknown function f (t). From the property of the product of two hybrid functions vectors, we conclude that

H(t)H(t) T K T = KH(t).
Block diagonal matrix K µ×µ is called product operational matrix and is given by [14] . In order to find the solution of the fractional Riccati differential equation (1), we collocate Eq. (11) in t j = 2 j−1 2µ , j = 1, 2, ..., µ. So, we have
That is a nonlinear system of algebraic equations which can be solved by Newton's method for finding the unknown coefficients vector K. Finally, by using this vector the unknown function f (t) as a solution of Eq.
(1) can be approximate.
Numerical Discussion of the Fractional Riccati Differential Equation
To demonstrate the effectiveness of the proposed method in the previous section, we consider some cases of fractional Riccati differential equations and compare the results obtained using this scheme with the analytical solution or the estimated solutions by using other schemes. Therefore, in this section we have reported the obtained results to solve practical problems via two examples for comprehensive overview of the methodology. Example 4.1. In [5, 11, 15, 17, 18, 22, 23] , the fractional Riccati differential equation
subject to the initial condition f (0) = 0, has been solved by different numerical methods. The exact solution of Eq. (13) when α = 1, is
By implementing the method described in subsection 3.2, the corresponding algebraic system for representation FDE (13), is According to Table 9 of [22] , for α = 1, between the methods: variational iteration method (VIM) [5] , modified homotopy perturbation method (MHPM) [17] , particle swarm optimization (PSO) [22] , Chebyshev wavelets (CW) [11] , generalized differential transform method (GDTM) [18] and genetic algorithm (GA) [23] , the best approximate solution of Eq. (13), from the point of view total absolute errors in t = 0.1, 0.2, · · · , 0.9, is CW method. Therefore, for summarizing the discussion, we give in Table 1 , only comparison of our method with CW method (for µ = 192) and fractional variational iteration method (FVIM) presented in [15] for α = 0.5, 1. Table  2 , shows the sum of the absolute errors in points t = 0.1, 0.2, · · · , 0.9, for all methods listed in this problem with α = 1. Clearly, the approximations obtained by the hybrid method are in agreement with other mentioned numerical methods and in total this approach has high accuracy.
Example 4.2.
We consider the fractional-order Riccati differential equation [9, 17, 29] ,
with the initial conditions f (0) = 0, f (0) = 1. For classical first order case of Eq. (14), the exact solution is
, and similar to the previous example, for fractional order cases the exact solutions are not available. Here we use the hybrid operational matrices of the fractional integration to solve it. System of algebraic equations corresponding to Eq. (14) is
The numerical results for solution of Eq. (14) by hybrid method with µ = 12, α = 0.5, 1, 1.5, 2, are provided graphically in Fig. 3 .
Α=0.5
Exact, Α=1.5 We solve the Eq. (14) for α = 1, by using the third Chebyshev polynomial and N = 5, 10, 20. Results of absolute errors in some different value of t are reported in Table 3 . 7.07323 × 10
As it can be seen of Table 3 , we achieve a good approximation of the exact solution by using a few terms of approximate function by hybrid basis of block-pulse function and Chebyshev polynomials. Also, the error is being rapidly reduced when the time of simulation or numbers of block-pulse functions are increased. In Table 4 , numerical solutions of our method are compared with the solutions of the modified homotopy perturbation method (MHPM) [17] , the enhanced homotopy perturbation method (EHPM) [9] , the improved Adams-Bashforth-Moulton method (IABMM) [9] and Bernstein polynomials (BP) [29] . Table  5 , shows a comparison of our method with the methods; MHPM, PSO, FVIM, BP. Table 4 , denotes the values of the solutions for α = 0.75 and Table 5 , gives the values of the solutions for α = 1. We observe from Table  5 , that for large value of µ = M × N, similar to BP [29] , our presented method coincide to the exact solution. Finally, in Table 6 , we tabulate the sum of estimated absolute errors by different methods for α = 1, t = 0.2, 0.4, 0.6, 0.8 of the example 4.2. 
Conclusion
In this paper, the hybrid method of block-pulse function and Chebyshev polynomials has been successfully applied to find the approximate solution of the fractional Riccati differential equations. The presented method in this study is unproblematic to implement and yields very accurate results. To demonstrate the convergence and applicability of the presented technique, some numerical experiments are reported. Comparisons with the exact solution and other methods show that this technique is a powerful and efficient tool for solving the fractional Riccati differential equations.
