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ABSTRACT
We analyse color-magnitude diagrams of eight Globular Clusters (GCs) in the outer Galactic
Halo. Images were taken with the Wide Field Channel of the Advanced Camera for Survey
and the Ultraviolet and Visual Channel of the Wide Field Camera 3 on board of the Hubble
Space Telescope. We have determined the fraction of binary stars along the main sequence
and combined results with those of a recent paper where some of us have performed a similar
analysis on 59 Galactic GCs. In total, binaries have been now studied homogeneously in 67
GCs.
We studied the radial and luminosity distributions of the binary systems, the distribution
of their mass-ratios and investigated univariate relations with several parameters of the host
GCs. We confirm the anti-correlation between the binary fraction and the luminosity of the
host cluster, and find that low-luminosity clusters can host a large population in excess of
∼40% in the cluster core. However, our results do not support a significant correlation with
the cluster age as suggested in the literature.
In most GCs, binaries are more centrally concentrated than single stars. If the fraction of
binaries is normalised to the core binary fraction the radial density profiles follow a common
trend. It has a maximum in the center and declines by a factor of two at a distance of about
two core radii from the cluster center. After dropping to its minimum at a radial distance of
∼5 core radii it stays approximately constant at larger radii. We also find that the mass-ratio
and the distribution of binaries as a function of the mass of the primary star is almost flat.
Key words: binaries: general, globular clusters: general
1 INTRODUCTION
An appropriate analysis of the color-magnitude diagram (CMD) of
globular clusters (GCs) can provide an efficient tool to study their
population of binaries stars (e.g. Romani & Weinberg 1991; Bolte
1992; Rubenstein & Baylin 1997; Bellazzini et al. 2002; Clark
Sandquist & Bolte 2004; Richer et al. 2004; Zhao & Baylin 2005;
Milone et al 2009; Ji & Bregman 2013, 2015).
Such an approach can provide statistically robust results, be-
cause it allows the study of thousands of stars from a single CMD,
and is sensitive to binary systems with any inclination and orbital
period. An accurate study of binaries requires high-precision pho-
tometry of stars in the crowded field of a GC, correction of dif-
ferential reddening, and accurate analysis of photometric errors
and field-stars contamination. While previous studies included a
small number of GCs, in the last years, accurate photometry from
high-resolution Hubble Space Telescope (HST) images allowed the
systematic investigations of large sample of clusters (Sollima et
al. 2007; Milone et al. 2012, hereafter MPB+12).
MPB+12 investigated main-sequence (MS) binaries from ho-
mogeneous photometry of 59 Galactic GCs observed with the Wide
Field Channel of the Advanced Camera for Surveys (WFC/ACS)
of HST as part of the Globular Cluster Treasury project (GO 10775,
PI. A. Sarajedini, see Sarajedini et al. 2007). The authors estimated
the fraction of binaries, determined the mass-ratio and the radial
distribution, and investigated relations between the fraction of bi-
naries and the main parameters of the host GCs. Most GCs contain
a fraction of binaries smaller than the fraction of binaries in the
Galactic field. Binaries are more centrally concentrated than single
stars, with the fraction of binaries generally dropping down by a
factor of two from the center to about two core-radii. There is a
significant anticorrelation between the fraction of binaries and the
cluster mass.
All the GCs studied by Sollima et al. (2007) and MPB+12 and
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included in the Globular Cluster Treasury project have Galactocen-
tric distances smaller than RGC ∼21 kpc. The population of bina-
ries in outer-halo GCs is almost unexplored. Archive data taken
with WFC/ACS and with the Ultraviolet and Visual Channel of
the Wide Field Camera 3 (UVIS/WFC3) are available for eight
outer-halo GCs, namely Pyxis, Ruprecht 106, IC 4499, NGC 6426,
NGC 7006, Palomar 15, AM 4, and Palomar 13. These images have
been collected through the same F606W and F814W filters as used
in GO 10775 1.
In this paper, we exploit this dataset to extend the study of
binaries along the MS by MPB+12 to outer-halo GCs.
2 DATA AND DATA ANALYSIS
To determine the fraction of binaries in AM 4 and Pal 13 we have
used photometry and astrometry from images collected with the
UVIS/WFC3 on board of HST (GO 11680, PI: G. H. Smith, see
Hamren et al. 2013). This dataset consists of 4×615s in F606W and
4×620s in F814W for AM 4 and 4×610s in F606W and 4×615s in
F814W for Pal 13. For the other six outer-halo GCs we have used
the photometric catalogs from Dotter et al. (2011) obtained by us-
ing ACS/WFC images from GO 11586 (PI: A. Dotter, see Dotter et
al. 2011).
UVIS/WFC3 images have been corrected for the effect of
poor charge transfer efficiency following Anderson & Bedin (2010)
and by using the software written and provided by these authors.
Briefly, they have developed a model that reproduces the trails ob-
served in a large sample of analysed dark exposures. Their software
converts the observed into an estimate of the original pixel values
by inverting the derived model.
The software that we have adopted to obtain photometry and
astrometry of stars in UVIS/WFC3 images has been provided to us
by Jay Anderson, is based on the recipe by Anderson et al. (2008)
and has been adapted to UVIS/WFC3 by Jay Anderson. We fitted to
each star in each exposure a grid of PSFs interpolated specifically
for that star, from a 9×5 PSF grid in each chip of the UVIS/WFC3.
This grid model consists of a library PSF by Anderson et al. (in
preparation) plus a spatially-constant perturbation for each expo-
sure which accounts for any focus variation due to the ‘breathing’
of HST. The PSF fitting of each isolated star uses the central 5×5
pixel and is performed after subtracting off its neighbours as ex-
plained in Anderson & King (2006). In the case of stars with signif-
icant contamination from close neighbours we performed the PSF
fitting on the centermost pixels. The sky level is measured from an
annulus with radii 4 and 8 pixels for the brighter stars and 3 and
7 pixels for the fainter stars. As described in detail by Anderson
et al. (2008), we have inferred positions and luminosities of bright
and faint stars by using two different methods. Bright stars have
been measured independently in each image and results combined
1 The photometry of MS stars in the F606W and F814W of WFC/ACS
and the UVIS/WFC3 filters is very similar. Isochrones from Dotter et
al. (2008) with age and metallicity of AM 4 ([Fe/H]=−1.3, Harris 1996,
2010, age=13 Gyr) show that the maximum difference between the lu-
minosity of MS stars brighter than mF814W,TO + 3.75, where mF814W,TO
is the magnitude of the main-sequence turn off, is ∆mF606W =0.018 and
∆mF814W =0.011 mag. The maximum color difference is ∆mF606W −
mF814W = 0.008mag. When we use isochrones with the metallicity
as Pal 13 ([Fe/H]=-1.88, Harris 1996, 2010) we obtain identical results:
∆mF606W =0.016, ∆mF814W =0.010 mag, and ∆mF606W − mF814W =
0.006mag. Such small differences are negligible for our purposes.
later, while astrometry and photometry of each very faint star has
been determined by simultaneously fitting all the pixels in all the
exposures.
Stellar positions have been corrected for geometrical distor-
tion using the solution by Bellini, Anderson & Bedin (2011), and
photometry has been calibrated to the Vega-mag system as in Be-
din et al. (2005) by using the zero points provided by the STScI
web page for WFC3/UVIS2.
We exploit three indexes provided by the adopted software and
described in detail by Anderson et al. (2008) as diagnostics of pho-
tometric quality: the fraction of flux in the stellar aperture from its
neighbours (o), the fractional residuals in the fit of the PSF to the
pixel (q), and the rms of the independent measurements of the av-
erage position in the F606W and F814W images. We limited our
study to relatively-isolated stars with small astrometric uncertain-
ties and well fitted by the PSF, in close analogy to MPB+12. These
stars have been selected as in MPB+12 (see their Sect. 2.1), by
rejecting any source that, in comparison to stars with similar lumi-
nosity, exhibit anomalously large values of the q or o parameters,
or large values of the position rms.
Finally, the CMDs have been corrected for differential redden-
ing and for spatial variation of the photometric zero point due to
small PSF inaccuracies by using the method described in MPB+12
(see their Sect. 3). Briefly, we have first rotated the CMD of each
cluster in a way that the new abscissa is parallel to the redden-
ing vector. Then, we have derived a fiducial line of the MS and
the SGB of each cluster, by putting a spline through the median
value of the quantities in the abscissa (pseudo-color) and the or-
dinata (pseudo-magnitude) in the rotated reference frame derived
in successive short bins of pseudo-magnitude, and we iterated this
step with a sigma clipping; We have then derived for each star the
pseudo-color residuals of a sample of 50 relatively-bright and well-
measured MS and SGB stars with respect to the fiducial line. To
do this we have excluded the target star from the calculation of its
own differential reddening. We assumed as differential reddening
of each star, the median value of such residuals measured along the
reddening line.
2.1 Artificial Stars
As discussed in MPB+12 and in the next subsection, artificial stars
(ASs) are crucial to determine the fraction of binaries in any GC.
AS-tests have been performed as in Anderson et al. (2008). Briefly,
we have first generated a list including the position in the reference
frame and the magnitudes of 500,000 stars. ASs have been placed
along the MS fiducial line in the CMD of each cluster with a flat
luminosity function in the F814W band covering the magnitude
range from the saturation level down to an instrumental F814W
magnitude3 of −4.5. The projected distribution of stars is flat within
the cluster core and declines as r−1 outside the core.
The software described by Anderson et al. (2008) generates
for each star in the input list and for each image, a star with the
appropriate coordinates and flux. Then it measures its magnitude
and position by using the same procedure as for real stars and pro-
vides the same diagnostics of the photometric quality as for real
stars. We considered an AS as recovered when the measured lu-
minosity in each band differs from the input value by not more
2 http://www.stsci.edu/hst/acs/analysis/zeropoints/zpt.py
3 instrumental magnitudes are defined as −2.5 log10(fluxDN)
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3than 0.75 mag, and the position by less than 0.5 pix in each coordi-
nate. We used for ASs the same procedure described above for real
stars to select a sub-sample of relatively-isolated stars with small
astrometric errors, and well fitted by the PSF. ASs have been first
used to derive the completeness level of our sample by following
the recipe in MPB+12 (see their Sect. 2.2 for details). Briefly, we
have determined a 5 grid in the magnitude-radius plane. Specifi-
cally we have subdivided the field of view into five circular regions
and within each of them, we have analysed AS results in 8 mag-
nitude bins over the interval from −13.75 < mF814W < −4.5. We
have determined, for each grid point, the completeness as the frac-
tion of recovered to added stars and interpolated these grid points
to estimate the completeness value associated to each star. More-
over, a subsample of 100,000 ASs have been used to estimate the
fraction of chance-superposition binaries as we will descrive in the
next Section.
2.2 The fraction of binaries
In this section we describe the method adopted to determine the
fraction of binaries with mass ratio, q>0.5. Indeed, binaries with
smaller mass ratios are very close to the MS fiducial line and, due
to photometric errors, are indistinguishable from single MS stars.
To determine the fraction of binaries with mass ratio q>0.5 we
used the method described by MPB+12, that we summarise here
for convenience. Briefly, we determined the magnitude of the MS
turnoff (TO) in the F814W band (mF814W,TO) and defined two re-
gions in the CMD: a region “A” populated by single stars and those
binary systems with a primary component with mF814W,TO + 0.75 <
mF814W < mF814W,TO + 3.75 (the shadowed area in each panel of
Fig. 1), and a region “B” which is the portion of A containing the
binaries with q>0.5 (the darker area in the panels of Fig. 1). The
reddest line is the locus of the equal-mass binaries shifted to the
red by 4-σ (where σ is the error estimated as in MPB+12). The
dashed line is the MS fiducial moved by 4 σ to the blue. The locus
of the CMD of binaries with a given mass ratio has been determined
by using the mass-luminosity relation provided by the best-fitting
isochrones from Dotter et al. (2008).
The fraction of binaries with q>0.5 is calculated as in Eq. 1 in
MPB+12:
f q>0.5bin =
NBREAL − N
B
FIELD
NAREAL − N
A
FIELD
−
NBART
NAART
, (1)
where NA,(B)REAL is the number of cluster stars (corrected for com-
pleteness) observed in region A (B) of the CMD; NA,(B)ART and NA,(B)FIELD
are the corresponding numbers of artificial stars, and field stars nor-
malised to the area of the cluster field.
In order to derive the CMD of artificial stars used to estimate
NA,(B)ART we have used ASs. Specifically, we have selected for each
observed star a set of ASs from the catalog derived in Sect. 2.1
with a measured F814W magnitude within 0.2 mag and a radial
distance within 200 pixels for a total 100,000 ASs. This procedure
ensures that the sample of artificial stars used to infer the fraction of
chance-superposition binaries, that is the ratio N
B
ART
NAART
, has almost the
same spatial and luminosity distribution as the observed ones. The
CMD derived from ASs is shown in the middle panel of Fig. 1 for
Rup 106 where for clearness, we have selected a subsample of stars
that is equal in number to the number of real stars plotted in the
right panel of the same figure. To estimate the number of field stars
we used a synthetic mF814W versus mF606W−mF814W CMD containing
the same number of field stars expected in the field of view of each
GC. To do this, we used the program Trilegal 1.64 which predicts
star counts, and colours and magnitudes for stars in any Galactic
field on the basis of the Galactic model by Girardi et al. (2005). We
repeated the same procedure for the fraction of binaries with q>0.6
and q>0.7.
As done in MPB+12, we have analysed annuli with different
radial distances from the cluster center. When we study the binaries
in a given annulus, the ASs used to derive the fraction of binaries
as in Eq. 1 have been extracted from the same annulus in such a
way that the photometric and astrometric measurements of both
real and artificial stars are similarly affected by crowding. We have
measured both the total fraction of binaries and the fraction of bi-
naries with q>0.5 in the core (rC sample), in the region between the
core and the half-mass radius (rC−HM sample), and outside the half-
mass radius (roHM sample). The values for the core radii are from
the Harris (1996, updated as in 2010) catalog while the values for
the half-mass radii are from the 2003 edition. The clusters centers
have been determined by Ryan Goldsbury (private communication)
as in Goldsbury et al. (2010) and will be published in a separate pa-
per. In the case of NGC 7006, which is the most-massive cluster of
our sample, we have excluded from the analysis stars within a min-
imum cluster radius (RMIN=0.8 arcmin) where crowding prevents
us from distinguishing binaries with q> 0.5.
In principle, the total fraction of binaries, f TOTbin can be inferred
from the fraction of binaries by adopting a mass-ratio distribution
(Sollima et al. 2007). In this paper, we will follow the approach by
Sollima and collaborators and estimate f TOTbin by extrapolating the
values obtained for f q>0.5bin . MPB+12 compared the binary fraction
determined for 59 GCs in small intervals of mass ratio and con-
cluded that the analysed GCs have, on average a flat mass-ratio
distribution for q>0.5. Unfortunately, the mass-ratio distribution of
binaries in GCs is poorly constrained for q<0.5. In this paper we
will extrapolate the result by MPB+12 to lower mass ratio and as-
sume that the total fraction of binaries is two times the fraction
of binaries with q>0.5. For completeness, we recall the conclu-
sion by MPB+12 that, if we assume a Fisher et al. (2005) mass-
ratio distribution the total binary fraction is f TOTbin = 1.504 f q>0.5bin ,
while if we assume that binary pairs formed by random association
of stars with different masses according to a Kroupa (2002) initial
mass function, we obtain f TOTbin = 4.167 f q>0.5bin .
2.3 Globular-cluster parameters
In Sect. 4 we will correlate the binary fraction with a number of
physical and morphological parameters of the host GCs. For that
purpose we extracted the following parameters from the 2010 edi-
tion of the Harris (1996) catalog: absolute magnitude (MV), elliptic-
ity (e), King (1962)-model central concentration (c), central veloc-
ity dispersion (σV), logarithm of central stellar density (ρ0), metal-
licity ([Fe/H]), core relaxation half time (τc), and half-mass re-
laxation half time (τhm), central surface brightness (µV), distance
from the Galactic center (RGC), specific frequency of RR Lyrae
(S RR Lyrae). We used two sets of values for cluster ages. These in-
clude ages determined by the group of VandenBerg and collabo-
rators (VandenBerg et al. 2013 and Leaman et al. 2013) and ages
based on Dartmouth isochrones, estimated by Dotter et al. (2010,
2011) and Hamren et al. (2013). In the case of AM 4 we derived an
age of 13.0±1.5 Gyr by adopting the same method and the same
4 http://stev.oapd.inaf.it/cgi-bin/trilegal
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Figure 1. This figure illustrate the procedure to determine the fraction of binaries with q>0.5 for Rup 106. The CMD of stars in the cluster field, the CMD
obtained from ASs, and the CMD of field stars are plotted in the left, middle, and right panel, respectively. The region A of the CMD includes both light- and
dark-gray areas, while region B is the subregion of A coloured dark gray. Stars in the region A are marked either with black dots or with black crosses. In
particular, black crosses indicate stars in the region B.
isochrones used by Dotter et al. (2010) and assuming the same val-
ues of metallicity, reddening, and distance modulus as in Hamren et
al. (2013). In addition, we have used the values of the R-parameter
(R) provided by Salaris et al. (2004), which are sensitive to the he-
lium content of GCs.
To study the relation between binaries and the horizontal
branch (HB), we have used several quantities as indicator of the
HB morphology. The HB-ratio, (HBR), from the 2003 version of
the Harris 1996 catalog, the mF606W−mF814W color distance from the
RGB and the reddest part of the HB (L1), and the mF606W − mF814W
color extension of the HB (L2) from Milone et al. (2014).
3 RESULTS
The fraction of binaries with q> 0.5, q> 0.6 and q> 0.7 and the
total fraction of binaries extrapolated by assuming a flat mass-ratio
distribution is listed in Table 4 for the rC, rC−HM, and roHM sample
and in the whole field of view. These values will be used in Sect. 4
to investigate univariate relations between the fraction of binaries
and a number of structural and morphological parameters of the
host GC. In the following subsection we will combine results from
this paper and from MPB+12 to analyse the radial distribution, the
mass-ratio distribution and the distribution of the binary systems as
a function of the luminosity and the mass of the primary compo-
nent.
3.1 Radial distribution
To investigate the radial distribution of binaries, we follow the same
recipe as described in Sect. 5.5 of MPB+12. Briefly, we have di-
vided the field of view in four concentric annuli, each containing
the same number of stars in the CMD region A, and determined the
fraction of binaries in each annulus. Results are illustrated in Fig. 2.
Upper panels show f q>0.5bin for the eight GCs studied in this paper. In
six clusters the fraction of binaries is maximum in the innermost
cluster regions and decreases at larger radial distances, while in the
case of Pal 15 we observe a flat distribution. Unfortunately, stellar
crowding prevented us from estimating the binary fraction in the
central region of NGC 7006.
In the lower-left panel of Fig. 2, we compare the fraction of
binaries, normalised to the core binary fraction, for the clusters
studied by MPB+12 (gray dots) and for those of this paper (red
triangles). As already noticed by MPB+12, it seems that binaries in
GCs follow a common radial trend.
To further investigate this issue we have considered a series of
log(R/Rc) intervals with a width of 0.25. These intervals are defined
over a grid of points separated by log(R/Rc)=0.05 dex. For simplic-
ity, we indicate with fn,i, where i=1,..,N, the normalised fraction of
binaries within each radial bin ( f q>0.5bin / f q>0.5bin,rC ). Then we have de-
fined a vector, f , whose components range from f=0.00 to f=2.20
in steps of 0.01. For each component, j, we have calculated:
pj =
∑N
i=1 exp
−( fn,i− fj)2
2σ2i
where σi is the error associated to fn,i. The normalised probability
for each radial bin, Pj, is estimated by dividing pj by the maximum
value of pj in that bin.
Results are illustrated in the lower-right panel of Fig. 2
where the gray levels indicate the normalised probability in the
f q>0.5bin / f q>0.5bin,rC vs. log(R/Rc) plane. We have connected with contin-
uous and dotted red lines the points with P = 1.00 and P = 0.68,
respectively. The continuous line reaches its maximum within the
core, and drops down by a factor of two at log(R/Rc)∼0.3. The max-
imum probability reaches its minimum at radial distance of ∼5 core
radii, and it is almost constant at larger radii. This behaviour sup-
ports the idea that, when scaled as in Fig. 2, there is a common
trend in binary fraction with the core radius in all the GCs. The
points with P = 1.00 are well reproduced by the function:
c© 2013 RAS, MNRAS 000, 1–??
5Table 1. Fraction of binaries with mass ratio q> 0.5, q> 0.6 and q> 0.7, and total fraction of binaries measured in different regions.
ID REGION f q>0.5bin f
q>0.6
bin f
q>0.7
bin f TOTbin
AM 4 rC sample 0.221±0.106 0.255±0.095 0.181±0.069 0.452±0.212
rC−HM sample — — — —
roHM sample 0.202±0.058 0.153±0.044 0.145±0.037 0.404±0.116
Rmin=0.00 UVIS field 0.201±0.051 0.177±0.040 0.152±0.032 0.402±0.102
IC 4499 rC sample 0.063±0.007 0.053±0.005 0.044±0.004 0.126±0.014
rC−HM sample 0.050±0.005 0.039±0.003 0.030±0.003 0.100±0.010
roHM sample 0.042±0.009 0.035±0.007 0.027±0.005 0.084±0.018
Rmin=0.00 WFC field 0.052±0.004 0.042±0.003 0.034±0.002 0.104±0.008
NGC 6426 rC sample 0.109±0.023 0.114±0.018 0.077±0.014 0.218±0.046
rC−HM sample 0.090±0.008 0.085±0.006 0.067±0.004 0.180±0.016
roHM sample 0.070±0.007 0.054±0.005 0.040±0.003 0.140±0.014
Rmin=0.00 WFC field 0.080±0.005 0.071±0.004 0.053±0.003 0.160±0.010
NGC 7006 rC sample — — — —
rC−HM sample — — — —
roHM sample 0.029±0.009 0.021±0.006 0.017±0.004 0.058±0.012
Rmin=0.80 WFC field 0.029±0.009 0.021±0.006 0.017±0.004 0.058±0.012
PAL 13 rC sample 0.383±0.094 0.345±0.077 0.267±0.062 0.766±0.188
rC−HM sample — — — —
roHM sample 0.302±0.044 0.247±0.035 0.179±0.028 0.604±0.088
Rmin=0.00 UVIS field 0.324±0.042 0.271±0.034 0.201±0.027 0.648±0.084
PAL 15 rC sample 0.074±0.014 0.060±0.010 0.043±0.007 0.148±0.028
rC−HM sample — — — —
roHM sample 0.081±0.013 0.075±0.010 0.055±0.006 0.162±0.026
Rmin=0.00 WFC field 0.074±0.010 0.066±0.007 0.049±0.004 0.148±0.020
PYXIS rC sample 0.096±0.014 0.085±0.011 0.074±0.008 0.192±0.028
rC−HM sample — — — —
roHM sample 0.093±0.021 0.079±0.016 0.069±0.012 0.186±0.042
Rmin=0.00 WFC field 0.094±0.012 0.080±0.009 0.068±0.006 0.188±0.024
RUP 106 rC sample 0.156±0.010 0.130±0.008 0.098±0.006 0.312±0.020
rC−HM sample 0.152±0.039 0.120±0.030 0.087±0.023 0.304±0.078
roHM sample 0.137±0.009 0.113±0.007 0.076±0.005 0.274±0.018
Rmin=0.00 WFC field 0.146±0.007 0.121±0.005 0.086±0.004 0.292±0.014
f (R∗) = a1(
1 + R∗
a2
)2 + a3 (2)
where f = f q>0.5bin / f q>0.5bin,rC , R∗ = R/RC, and the best-fitting values for
the constants are a1=1.05, a2=3.5, and a3=0.2.
As mentioned above, in order to derive the results illustrated
in Fig. 2 we have divided the field of view in four regions with the
same number of stars. To test whether our conclusion depends on
the adopted binning or not, we have divided the field of view of
each cluster in N concentric annuli, such that the minimum and
maximum radius of each of them corresponds to (i−1)×rC and
i×rC, respectively, where rC is the core radius of the cluster and
i=1,2,...,N.
We have thus estimated the fraction of binaries in each annu-
lus for both the GCs studied in this paper and those from MPB+12
and illustrate the results in Fig. 3. The comparison of the fraction
of binaries, normalised to the core binary fraction is illustrated in
the left panel of Fig. 3 and confirms the impression that, on aver-
age, GCs follows a common trend. The normalised probability in
the f q>0.5bin / f q>0.5bin,rC vs. log(R/Rc) plane is plotted in the right panel of
Fig. 3 and has been derived as described above. Similarly the points
with P = 1.00 and P = 0.68 have been connected with continuous
and dotted red lines, respectively.
The green dashed-dotted line superimposed on this diagram is
the best fitting function derived from Fig. 2. The fact that this re-
lation closely reproduces the average observed trend demonstrates
that results are not significantly affected by the adopted binning.
3.2 Mass-ratio distribution
In their study of the mass-ratio distribution of the binary popula-
tions, MPB+12 has divided the region B of the CMD into five
mass-ratio bins each covering a given mass-ratio interval (∆qi,
i=1,2,...,5). The size of the five regions has been determined with
the criterion that each of them cover almost the same area in the
CMD. Specifically, we have used qmin,i=0.5, 0.61, 0.69, 0.76, 0.83
and qmax,i=0.61, 0.69, 0.76, 0.83, 1.0 as minimum and maximum
values of the mass ratio, respectively, for the five analysed regions.
(see Sect. 5.1 of MPB+12 for further details). MPB+12 has cal-
culated the fraction of binaries over the entire field of view, and
c© 2013 RAS, MNRAS 000, 1–??
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Figure 2. Upper panels: Fraction of binaries with mass ratio q>0.5 as a function of the radial distance from the cluster center. The dotted and dashed vertical
black lines mark the core and the half-mass radius. The fraction of binaries in the rC, rC−HM, and roHM sample are plotted with red symbols, while the
corresponding errors are indicated by red error bars and shadowed areas. The radial interval corresponding to each red symbol is represented with a red dashed
segment. Black dots indicate the fraction of binaries in four radial intervals and the radial coverage of each point is indicated by black horizontal segments.
Lower-left panel: Binary fraction with q>0.5, in units of core binaries as a function of the radial distance in units of core radii. Red triangles and grey dots
indicate the clusters studied in this paper and in MPB+12, respectively. Lower-right panel: The gray levels mark the normalised probability distribution in
the same plane as in the lower-left panel. The red continuous line connect the points with probability, P=1.00, while the dotted lines represent the one-sigma
confidence intervals. The green dash-dotted line is the best fitting function of the points with probability equal to one. See text for details.
Figure 3. As in the lower panels of Fig. 2 but in this case we have adopted annuli, whose radii are multiples of the cluster core radius. The green dashed-dotted
line in the right panel is the best-fitting function derived from Fig. 2. See text for details.
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7have the normalised fraction of binaries νbin,i = fbin,i/∆qi. This
normalisation allows to account for the different mass-ratio inter-
vals spanned by each region and properly investigate the mass-
ratio distribution. Moreover, to increase the statistical sample, they
have divided the region B into two subregions with 0.5<q<0.7 and
0.7<q<1.0 and calculated νbin in each of them.
In this section, we extend the analysis by MPB+12 to the
outer-halo GCs studied in this paper and plotted νbin,i vs. q for each
cluster in the left panels of Fig. 4. We also compared observations
with a flat distribution and calculated for each cluster the reduced
χ2. We find that all GCs exhibit a nearly flat mass-ratio distribu-
tion. In the cases of Pyxis, AM 4, NGC 6426, and Pal 15 there is a
larger fraction of binaries with q>0.7, although this result is only
significant at the level of ∼1-2 σ.
In order to compare results from different clusters we have
normalised νbin,i by two times the fraction of binaries with q>0.5
estimated in the entire field of view. We have used gray points to
plot points from the 59 GCs studied by MPB+12, while red trian-
gles indicate the eight GCs of this paper. For clarity, points have
been scattered around the corresponding q value. For each value
of qi, we have determined the mean normalised νbin,i and plotted
it with red circles. The red error bars are obtained by dividing the
r.m.s. of the normalised νbin,i by the square-root of N − 1 where, N
is the number of analysed clusters. These mean points have been
fitted with a straight line by means of least-squares and the best fit-
ting line is represented with gray color code in Fig. 4. Its slope is
quoted in the figure and is consistent with zero, thus confirming the
conclusion by MPB+12 that, on average the mass-ratio distribution
of binaries in GCs is flat.
3.3 The binary fraction as a function of primary-star
luminosity and mass
In order to investigate the dependence of the binary fraction from
the luminosity of the primary star we have calculated the frac-
tion of binaries with q>0.5 over the entire field of view in three
F814W magnitude intervals, in close analogy with what was done
in MPB+12 (see their Sect. 5.4). Specifically, we have used three
luminosity bin including all the single stars and the binaries with a
primary star [0.75,1.75], [1.75,2.75] and [2.75,3.75] F814W mag-
nitude fainter than the MSTO, respectively. We will indicate as
f q>0.5bin,b , f q>0.5bin,i , f q>0.5bin,f the fraction of binaries with q>0.5 measured in
the bright, intermediate, and faint luminosity interval, respectively.
Results are illustrated in Fig. 5. The black dots in the left pan-
els show f q>0.5bin,b,i,f as a function of the F814W magnitude difference
from the MSTO (∆mF814W). The red circles indicate the fraction
of binaries with q>0.5 in the entire [0.75,3.75] magnitude interval.
Horizontal lines mark the ∆mF814W interval corresponding to each
points, while the vertical lines and the shadowed areas represent
error bars.
To compare results from different clusters and investigate the
relation between the fraction of binaries and the mass of the pri-
mary component, in the right panel of Fig. 5 we have divided
f q>0.5bin,b,i,f by the fraction of binaries with q>0.5 in the entire field and
plotted f q>0.5bin,b,i,f against the average mass of the primary-component
stars of the binaries in each magnitude interval. Stellar masses have
been derived by using the mass-luminosity relation provided by the
adopted isochrones from Dotter et al. (2008). Gray points and red
triangles indicate results from this paper and from MPB+12. The
gray line is the best-fitting straight line, whose slope, indicated in
the inset support the conclusion by MPB+12 that the binary frac-
tion does not depend on the mass of the primary component.
4 RELATION BETWEEN BINARY FRACTION AND
GLOBULAR-CLUSTER PARAMETERS
In this Section we investigate correlation between the binary frac-
tion and the physical and some morphological parameters of the
host GCs listed in Sect. 2.3, in close analogy with what done by
MPB+12. Results are provided in Table 4 where we indicate for
each parameter the Spearman’s rank correlation coefficient, r. We
used bootstrapping statistics to estimate uncertainties in r. To do
this we generated 1,000 resamples of the observed dataset, of equal
size, and for each resample (i), (which is generated by random sam-
pling with replacement from the original dataset) we estimated ri.
We considered the dispersion of the ri measurements (σr) as in-
dicative of robustness of r and list the number of included GCs
(N). Since the definition of core radius is not reliable for post-core-
collapse (PCC) clusters (Trager et al. 1995) we have excluded these
GCs from the calculation of r.
Figure 6 shows a significant correlation between the fraction
of binaries and the absolute magnitude of the host GC, which is
present in each rc, rc−HM, and roHM sample. This relation is clearly
visible from the clusters studied by MPB+12 (gray dots) and the
eight GCs studied in this paper (red triangles) follow a similar trend
in the fbin vs. MV plane. In particular the two GCs with very-low
luminosities, namely AM 4 and Pal 13 host a large fraction of bi-
naries with mass ratio larger than 0.5 ( f q>0.5bin >0.2). Noticeable, the
presence of a large binary fraction in Pal 13 confirms previous find-
ings by Clark Sandquist & Bolte 2004 who analysed photometry
from Keck II telescope of this cluster and concluded that Pal 13 host
more than 30±4% of binaries.
In contrast, PCC clusters, which are represented with black
crosses, seem to exhibit a flat distribution in the middle and left
panel of Fig. 6. However, we admit that this conclusion is cur-
rently based only on a small number of PCC GCs (nine in total)
and a small interval of absolute luminosity. Moreover, there is a
significant scatter for clusters with the the same absolute luminos-
ity, which suggest that apart from the GC luminosity (a proxy for
the GC mass) at least one more parameter is needed to explain the
content of binaries in GCs.
The correlation between the binary fraction and the age of the
host cluster has been widely debated in recent literature. Ji & Breg-
man (2015) have estimated the fraction of binaries in 35 Galactic
GCs from the same dataset by Sarajedini et al. (2007) and Ander-
son et al. (2008) previously analysed by MPB+12. From the anal-
ysis of the binary fraction in the core of 24 GCs, they concluded
that the fraction of binaries in the core decreases with the cluster
age as previously suggested by Sollima et al. (2007) on the basis
of their analysis of 13 low-density GCs. These results are not in
agreement with the conclusion by MPB+12 who did not find any
significant correlation between the fraction of binaries and the clus-
ter ages by Marı´n-Franch et al. (2009) and De Angeli et al. (2005).
We have plotted, in Fig. 7, the fraction of binaries with q>0.5 in the
core as a function of the cluster ages derived by Dotter et al. (2010,
2011 left panel) and by Vandenberg et al. (2013) and Leaman et
al. (2013, right panel)5. Our results do not confirm the finding by Ji
5 Unfortunately, the sample of clusters studied by Marı´n-Franch et
al. (2009) and De Angeli et al. (2005) do not include any of the eight GCs
studied in this paper.
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Figure 4. Left panels: Mass ratio distribution of binaries in the WFC/ACS or WFC3/UVIS field for the GCs studied in this paper. The normalised fraction of
binaries in five mass-ratio intervals are represented with black circles, while red-open circles indicate the values of νbin measured in two bins with 0.5<q60.7
and 0.7<q61.0. The mass-ratio interval corresponding to each point is plotted with horizontal segments, observational errors are represented with vertical
bars and shadowed area. Right panel: Normalised fraction of binaries with q>0.5, νbin, as a function of the mass ratio, q. The fraction of binaries have been
calculated in five intervals of mass ratio, and in order to compare binaries in different clusters we have divided νbin by two times f q>0.5BIN . Gray points and red
triangles indicate the values obtained by MPB+12 and in this paper, respectively. The mean normalised binary fraction in each mass-ratio bin are plotted with
red circles. The gray line is the best-fit line, whose slope is indicated in the inset.
Figure 5. Left panels: Black points show the fraction of binaries with q>0.5, measured in three magnitude intervals in the ACS or UVIS field of view as a
function of the F814W magnitude distance from the MS TO. The fraction of binaries with q>0.5 in the interval between 0.75 and 3.75 F814W below the MS
TO is represented with red circles. Horizontal segments indicate the magnitude coverage corresponding to each point. Right panel: Fraction of binaries with
q>0.5 measured in three magnitude intervals, normalised to f q>0.5bin as a function of the mass of the primary component. Symbols are like in the left panel of
Fig. 4.
c© 2013 RAS, MNRAS 000, 1–??
9Figure 6. Fraction of binaries with q>0.5 as a function of the absolute magnitude for stars in the rc (left), rc−HM (middle), and roHM sample (right). Gray
dots and red triangles indicate clusters studied by MPB+12 and in this paper, respectively, while PCC clusters are marked with black crosses. The Spearman
correlation coefficient, r, is indicated in each panel.
& Bregman, indeed, as quoted in each panel, the Spearman’s rank
correlation coefficient is r ∼ −0.1 for ages by Dotter et al. (2011)
and r ∼ −0.4 when ages from Vandenberg, Leaman and collabo-
rators are used. Such difference, is in part due to the fact that the
latter age compilation includes less clusters than those analysed by
Dotter et al. (2010, 2011). Similarly, the disagreement between our
conclusions and those by Ji & Bregman (2015) could be due to the
fact that some old clusters like E 3, AM 4 or Pal 13 with large binary
fractions are not included in the sample analysed by Ji & Bregman.
Although binaries have been considered as a candidate
second-parameter to explain the HB morphology in GCs
(e.g. Napiwotzki et al. 2004; Lei et al. 2014), MPB+12 did not find
any significant relation between the fraction of binaries and the HB
parameters that they have analysed. These include the HB morphol-
ogy index (HBR, from Mackey & van den Bergh 2005), the median
color difference between the HB and the RGB, ∆(V−I), from Dot-
ter et al. 2010), and the temperature of the hottest HB star (Teff,HB,
from Recio-Blanco et al. 2006). When we extend the analysis to
the GCs studied in this paper, we confirm the lack of a signifi-
cant correlation between the fraction of binaries and HBR. Unfor-
tunately, there are no estimates of Teff,HB and ∆(V−I) available the
eight clusters analysed in this work. In addition to what has been
done in MPB+12, we investigate the correlation between the bi-
nary fraction and the color distance between the reddest part of the
HB and the RGB (L1) and the color extension of the HB (L2, from
Milone et al. 2014). There is a very marginal fbin vs. L1 anticorrela-
tion (r=−0.41) and some hint of anticorrelation between fbin and L2
(r=−0.58), although this latter correlation is expected given that L2
correlates with the cluster absolute magnitude (Milone et al. 2014).
Finally, we note that there is no correlation between fbin and
the following parameters of the host cluster: [Fe/H], c, ρ0, log(τc),
log(τhm), e, RGC, R, SRRLyrae. The fraction of binaries anti-correlates
with the central velocity dispersion, and there is a mild correlation
with µV. These are a consequence of the fact that the later two quan-
tities correlates with MV.
5 SUMMARY
We have used archive images from UVIS/WFC3 and WFC/ACS
to study the population of MS-MS binaries in eight GCs with dis-
tance from the Galactic center larger than ∼15 kpc. We have mea-
sured the fraction of binaries with high mass-ratio q>0.5 and ex-
trapolated the fraction of binaries with q<0.5 in different regions.
Specifically we have calculated the fraction of binaries in the entire
field of view, within the core, in the region between the core and the
half-mass radius, and outside the half-mass radius. We studied the
radial and mass-ratio distribution of binaries and the distribution
of binary systems as a function of the luminosity and the mass of
the primary star. Moreover, we have investigated monovariate rela-
tions between the fraction of binaries and the main parameters of
the host GC. This work thus extends the analysis by MPB+12 who
have investigated binaries in 59 Galactic GCs by using the same
method.
We found that the binary fraction varies from one cluster to
another and changes, within the same cluster, when different re-
gions at different radial distances are analysed. As an example, the
fraction of binaries with q>0.5 ranges from ∼0.38, in the core of
Pal 13 to ∼0.03 outside the half-mass radius of NGC 7006.
Our investigation of the radial distribution supports the con-
clusion by MPB+12 that the binary fraction in GCs, when nor-
malised to the core binaries follow a common radial trend. Specifi-
cally, by combining results from this paper and from MPB+12, we
find that the binary fraction is maximum in the innermost cluster
regions, drops by approximately a factor of two, at a distance of
two core radii and approach its minimum of ∼20% at larger radial
distances of about five core radii. We find that, when results from
all the clusters are studied together, both the average mass-ratio dis-
tribution and the average distribution of binaries with respect to the
mass of primary stars are flat.
Our sample includes two very-low luminosity clusters, AM 4
and Pal 13, with MV > −4 which exhibit both a very high binary
fraction ( f q>0.5bin >∼0.2). The fraction of binaries decreases in GCs
with brighter absolute luminosities, thus confirming the correlation
between fbin and MV from MPB+12.
In this context, it is worth mentioning the work by Fadely et
c© 2013 RAS, MNRAS 000, 1–??
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Figure 7. Fraction of binaries with q>0.5 in the core as a function of the ages of the host cluster. The ages used in the left- and right panel are from Dotter et
al. (2010, 2011) and from VandenBerg et al. (2013) and Leaman et al. (2013), respectively.
Table 2. Spearman’s rank correlation coefficients indicating the statistical dependence between the fraction of binaries with q>0.5 and several parameters of
the host GCs for rc, rc−HM, and roHM sample. The uncertainty of r measurements, and the numbers of analysed GCs (NCL) are also listed.
Parameter rc rc−HM roHM
r NCL r NCL r NCL
MV 0.83±0.11 46 0.75±0.11 46 0.83±0.11 48
Age[D10,D11] −0.12±0.16 43 −0.25±0.15 43 −0.04±0.16 46
Age[V13,L13] −0.39±0.16 37 −0.45±0.12 41 −0.22±0.17 37
[Fe/H] 0.25±0.13 46 0.17±0.15 46 −0.08±0.15 48
RGC 0.36±0.13 46 0.31±0.13 46 0.52±0.11 48
σV −0.70±0.14 21 −0.68±0.12 25 −0.78±0.08 24
c −0.19±0.17 45 −0.37±0.16 46 −0.57±0.12 47
µV 0.52±0.13 45 0.71±0.09 46 0.85±0.05 47
ρ0 −0.29±0.15 45 −0.50±0.13 46 −0.77±0.07 47
log(τc) −0.10±0.15 45 0.19±0.17 46 0.36±0.15 47
log(τhm) −0.40±0.14 45 −0.16±0.16 46 0.01±0.17 47
HBR −0.44±0.11 44 −0.34±0.14 45 −0.18±0.16 44
∆(V−I) −0.52±0.13 41 −0.40±0.14 43 −0.18±0.17 44
L1 −0.41±0.13 41 −0.26±0.14 43 0.06±0.17 44
L2 −0.58±0.11 41 −0.45±0.13 43 −0.57±0.12 44
e 0.35±0.18 34 0.25±0.18 39 0.17±0.17 36
R −0.13±0.26 16 −0.54±0.15 21 −0.36±0.25 21
SRR Lyrae −0.04±0.16 43 −0.13±0.14 46 0.01±0.15 45
al. (2011) who studied the ultra faint (MV = 0.0 ± 0.8) star cluster
Segue 3 in the outer halo and detected only one spectroscopic bi-
nary over 32 analysed stars. This results could suggest that Segue 3
hosts a small binary fraction, in contrast with what observed for the
low-luminosity clusters AM 4, Pal 13, and E 3. The so-called class
of ultra-faint clusters with MV > −1.0 includes a small but increas-
ing number of objects (e.g. Koposov et al. 2007; Mun˜oz et al. 2012;
Balbinot et al. 2013; Kim & Jerjen 2015; Kim et al. 2015) but un-
fortunately their population of binary systems is still poorly known.
The determination of the binary fraction in these object is manda-
tory to firmly establish if the anticorrelation between the absolute
luminosity and the binary fraction is still valid for MV > −1.0.
Interestingly, PCC clusters seem to not follow this relation, al-
though the small number of available clusters prevent us from any
strong conclusion. As expected, the binary fraction also anticorre-
lates with the central velocity dispersion and and the color exten-
sion of the HB, L2, and mildly correlates with µV, indeed these
quantities are related with the absolute luminosity. We have in-
vestigated monovariate relations between the fraction of binaries
and other parameters of the host GCs and did not find any signif-
icant correlation with metallicity, age, central concentration, cen-
tral luminosity density, core and median relaxation time, elliptic-
ity, distance from the Galactic center, R parameter, frequency of
RR Lyrae, HB ratio, mF606W − mF814W color distance from the red-
dest part of the HB and the RGB, L1.
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