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Tato bakalářská práce se zabývá problematikou rozpoznání obličeje. Cílem práce bylo na-
studovat různé metody extrakce příznaků a zjistit jejich vliv na úspěšnost rozpoznání. Mezi
zkoumané metody extrakce příznaků patří Local Binary Pattern, Histogram orientovaných
gradientů a Gaborovy filtry. Dále práce vysvětluje způsoby rozpoznání obličejů podle po-
dobnosti obrazových dat. Jako klasifikátor obličejů byl při experimentech použit Support
Vectore Machines. Experimentálně zjištěné nejúspěšnější kombinace parametrů metod ex-
trakce příznaků a klasifikátoru byly využity v systému pro jednoduché rozpoznávání ob-
ličejů.
Abstract
The thesis deals with Face Recognition. The aim was to study the various methods of fe-
ature extraction and determine their influence on the success of recognition. The methods
of feature extraction include the Local Binary Pattern, Histogram Of Oriented Gradients
and Gabor Filter. Face recognition of image similarity will be described. Support Vectore
Machines was used in the experiments. Experimentally determined parameters of the most
successful methods were used in the system for simple Face Recognition.
Klíčová slova
Local Binary Pattern, Histogram orientovaných gradientů, Gaborovy filtry, Rozpoznání
obličeje, Support Vector Machines
Keywords
Local Binary Pattern, Histogram of Oriented Gradients, Gabor Filter, Face Recognition,
Support Vector Machines
Citace
Martin Keršner: Rozpoznání obličeje, bakalářská práce, Brno, FIT VUT v Brně, 2012
Rozpoznání obličeje
Prohlášení
Prohlašuji, že jsem tuto bakalářskou práci vypracoval samostatně pod vedením pana Ing. Ro-
mana Juránka. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.




Rád bych poděkoval svému vedoucímu Ing. Romanovi Juránkovi za vedení a odbornou
pomoc, kterou mi při řešení bakalářské práce poskytoval. Také bych rád projevil vděk za
pravidelné a velmi přínosné konzultace.
c© Martin Keršner, 2012.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 2
2 Obličej jako heslo 3
3 Detekce obličeje 5
3.1 AdaBoost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 Expertní znalosti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4 Předzpracování obrazových dat 7
4.1 Jasová kompenzace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
4.2 Změna měřítka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.3 Dělení obrazu na bloky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.4 Extrakce příznaků . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
5 Rozpoznání obličeje 14
5.1 Identifikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.2 Verifikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.3 Rozpoznávání podle podobnosti obrazových dat . . . . . . . . . . . . . . . . 15
5.4 Rozpoznávání podle topologických vlastností obličeje . . . . . . . . . . . . . 20
6 Systém pro rozpoznání obličejů 22
6.1 Detekce obličeje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.2 Tvorba bloků . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.3 Vektory příznaků . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.4 Rozpoznání obličeje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.5 Grafické uživatelské rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . 26
7 Experimenty a výsledky 27
7.1 Datasety . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
7.2 Porovnání metod tvorby bloků . . . . . . . . . . . . . . . . . . . . . . . . . 29
7.3 Nalezení vhodných parametrů klasifikátoru . . . . . . . . . . . . . . . . . . 29
7.4 Výsledky experimentů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
8 Závěr 34




V dnešní době, kdy se každému stává internetové soukromí a počítačová bezpečnost cen-
nější, se snažíme různými způsoby omezit přístup ostatním k našim informacím, ať už
osobním nebo firemním. Každodenně prováděné rutiny jsou spojeny s neustálým kontrolo-
váním naší identity. Hlavní snahou je proto zaručit její absolutní správnost a zároveň vše
provést co nejpřijatelnější formou, nejlépe aniž by ověření bylo vnímatelné. Zmíněné faktory
však spolu nekorespondují, a proto je obtížné zaručit jejich vzájemnou přítomnost.
Jednou z možností, která pokrývá oba faktory v rozumné míře je biometrická metoda
ověření identity pomocí obličeje. Obličej každého z nás je běžně používán jako rozpoznávací
prvek mezi lidmi. Je tedy jak přirozenou formou ověření identity osoby, tak spolehlivým roz-
lišovacím prostředkem. Každý obličej však z pohledu rozpoznávání pomocí počítače nabývá
vysoké rozmanitosti a velmi znesnadňuje proces ověření identity. Přes dvacet obličejových
svalů vytváří mimiku, která významně mění tvar obličeje. Dále účes, vousy nebo například
pokrývka hlavy, ovlivňují razantním způsobem vzhled. Na druhou stranu, způsob zachycení
obrazu obličeje nevyžaduje žádnou speciální nebo příliš drahou techniku.
Cílem této bakalářské práce je nastudování a experimentální porovnání různých me-
tod extrakce příznaků. Získané parametry při experimentech jsou použity v systému pro
jednoduché rozpoznání obličejů.
Bakalářská práce se ve 2. kapitole zabývá ověřením identity člověka a bezpečností roz-
poznání obličejů. Popsané způsoby detekce obličeje lze nalézt v kapitole 3. Kapitoly 4 a
5 se zabývají následujícími procesy po detekci obličeje. Úprava detekovaného obrazu ob-
ličeje a vytvoření vektorů příznaků, které budou dále použity při rozpoznávání, je popsána
v kapitole 4. Základní možné způsoby rozpoznání obličejů jsou obsaženy v kapitole 5. Im-
plementace systému pro rozpoznání obličejů se nachází v kapitole 6. V 7. kapitole jsou





Již dlouho předtím, než existovaly samotné počítače, se ověření identity člověka mohlo
provádět třemi způsoby: pokud něco znal (heslo), něco vlastnil (například klíč), nebo se
prokázal svým vzhledem. V dnešní době lze tyto tři způsoby zautomatizovat pomocí počí-
tačů a jejich rozdělení se liší v úrovni zabezpečení a komfortu pro ověřovanou osobu.
Za nejméně bezpečnou je považována metoda založená na znalosti [7], například hesla.
Uživatel bývá nucen si zapamatovat heslo, které si většinou ale může vybrat sám. Počet
podobných hesel, které si musí dlouhodobě pamatovat, bývá obvykle několik. Hesla si proto
raději vybírá méně složitá a tím pádem lehčeji prolomitelná. Počítačové útoky hrubou
silou, nebo slovníkovými útoky dokáží během krátké doby vyzkoušet vysoké množství hesel.
Jednodušší hesla jsou proto počítačovým útokům náchylnější. Složitější hesla mají naopak
tendenci být jednoduše zapomenuta a opět tak přispívají k zavržení ověření identity pomocí
znalosti.
Bezpečnější a s vyšším komfortem je metoda ověření identity založena na vlastnictví,
například čipové karty. Počítačové systémy požadují od uživatele předložení čipové karty
při jeho verifikaci, ale již žádné informace, které by si musel pamatovat. Úskalí této metody
mohou nastat, pokud uživatel kartu někde zapomene nebo mu je odcizena. Může tak dojít
opět k průniku do systému neoprávněnou osobou. Pokud by karta byla zabezpečena ještě
navíc heslem, došlo by sice ke zvýšení bezpečnosti popisované metody, ale ke zbývajícím
nevýhodám by přibyly ještě nevýhody použití hesel.
Poslední metoda je založená na biometrii, například podle obličeje. Oproti předchozím
metodám není potřeba si pamatovat žádné heslo, ani stále při sobě mít například čipovou
kartu. Uživatel je totiž sám sobě dostatečným identifikačním klíčem. Pokud by však uživa-
tel utrpěl zranění obličeje, nemusel by být korektně rozpoznán. Stále tak je potřeba, aby
systém dokázal využívat například i hesla. Zodpovědnost a bezpečnost se přesouvá hlavně
na počítačový systém. Útočníci však stále mají možnost systém oklamat. Bezpečnost lze
zvýšit zabudováním testování živosti uživatele do ověřovacího procesu. Mezi základní mož-
nosti jak ověřovat živost uživatele, patří použití kamery obsahující termovizi (obrázek 2.1)
nebo prostorové nasnímání hlavy uživatele a následné vytvoření 3D modelu.
Pokud budeme předpokládat, že kamera použitá pro snímání obličeje nebude mít k dis-
pozici popisované technologie (3D nebo termokamera), je potřeba testovat živost jiným
způsobem. Systém pro rozpoznání obličeje tedy pracuje pouze se 2D obrazem a ten lze
jednoduše nahradit. Okolo roku 2008 se systémy pro přihlašování do počítače pomalu za-
čaly objevovat mezi předinstalovanými aplikacemi operačních systémů. Bezpečnostní firma
BKIS proto provedla několik testů, kde dokázala, že s pomocí vytisknutých obličejů se lze
přihlásit do systémů od firem Lenovo, Toshiba a Asus. V rámci bakalářské práce byl pro-
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Obrázek 2.1: Obraz pořízený termokamerou1.
veden podobný experiment s programem Lenovo Veriface 4.0. Vytištěné fotografie obličejů
byly použity pro přihlášení do operačního systému Windows 7. V ani jednom z případů
však autentizační proces nevpustil uživatele na základě rozpoznání podle fotografie.
V [16] jsou popsány dva způsoby, jak testovat živost obličeje snímaného kamerou. První
z nich je založen na předpokladu, že uživatel s obličejem mírně pohybuje. Může otáčet
hlavou, mrkat nebo měnit výraz ve tváři. Tyto změny lze sledovat a podle nich rozhod-
nout, jestli se před kamerou nachází živý člověk, nebo pouze statický obrázek. Zdokonalený
přístup by byl, pokud by systém uživateli nařizoval, aby vykonal nějaký pohyb (usmál se,
zavřel oči nebo třeba otočil hlavu do strany). Útočník však může mít pořízené videozáznamy
určitého pohybu uživatele. Aby se snížila pravděpodobnost průniku do systému, je třeba
vyzva uživatele k učinění pohybu vybraného ze sady pohybů. Druhý způsob testování ži-
vosti vyžaduje použití dvou na sobě nezávislých kamer. Obě kamery zpracovávají obrazový





První fází před samotným rozpoznáním obličeje je jeho detekce. Vstupní obraz je postupně
prohledáván a testován, jestli zkoumaná část obsahuje obraz obličeje. Jednotlivé testované
části mohou mít různou velikost, natočení nebo se mohou vzájemně překrývat. Detektor by
měl být schopen rozpoznat jakékoli obličeje bez ohledu na pohlaví, věk, etnickou skupinu,
výraz v obličeji nebo natočení hlavy u zkoumaných osob. Úspěšnost detekce je těmito vlivy
velmi ovlivněna a případný neúspěch zamezí následnému rozpoznání obličeje.
Používané metody detekce [13] jsou založeny například na barvě kůže [4], tvaru obličeje
nebo hlavy [11] a také na vzhledu obličeje [10]. Popsané metody se mohou vzájemně kombi-
novat. Způsoby detekce obličeje lze rozdělit [7] do dvou skupin: detekce obličeje na základě
strojového učení a nebo na základě expertních znalostí. Tato bakalářská práce popisuje me-
todu AdaBoost, která spadá do skupiny detekce podle strojového učení. Dále se pak zabývá
detekcí úst a očí, založených na expertních znalostech.
3.1 AdaBoost
AdaBoost [9] je velmi rychlý klasifikátor, který lze použít i pro detekci v reálném čase.
Využívá jednoduché slabé klasifikátory a jejich kombinací vytváří silný klasifikátor, který
získá lepší výsledky, než kdyby se jednotlivé slabé klasifikátory použily samostatně. Slabé
klasifikátory mohou být tvořeny Haarovými příznaky [13].
Obrázek 3.1: Ukázka Haarových příznaků. Pokud by příznaky měly nabývat rozměrů 24×24
pixelů, jejich celkový počet by se nacházel okolo 180 000.
Vstupem klasifikátoru AdaBoost je trénovací sada obrazů a množina slabých klasifiká-
torů. Trénovací sada obsahuje jak obrazy obličejů, tak jakékoliv jiné obrazy bez obličeje.
Postup učení klasifikátoru probíhá iterativním výběrem nejlepších slabých klasifikátorů.
U většiny výřezů obrazu, na které by měl být klasifikátor používán, lze předpokládat,
že nebudou obsahovat obraz obličeje. Je proto zbytečné, aby se pokaždé aplikoval silný
klasifikátor, který pracuje o hodně pomaleji než klasifikátory slabé. Řešením vzniklého
problému může být použití kaskády klasifikátorů (obrázek 3.2). V kaskádě se za sebou
nachází postupně složitější klasifikátory, které rozhodují o vstupním výřezu obrazu. Mohou
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s jistotou určit, pokud výřez neobsahuje obraz obličeje. V opačném případě je výřez obrazu
poslán na vstup následujícího slabého klasifikátoru v pořadí. Výřez je tak postupně testován
slabými klasifikátory, dokud některý z nich s jistotou neoznámí, že na výřezu se žádný
obličej nenachází. Pokud výřez projde úspěšně všemi klasifikátory, obsahuje obraz obličeje.
Většina výřezů je z kaskády klasifikátorů odstraněna během několika prvních detekcí, a díky
tomu jsou zachovány nízké výpočetní nároky slabých klasifikátorů, ale zároveň přesnost1
klasifikátoru silného.
Obrázek 3.2: Ukázka zapojení slabých klasifikátorů do kaskády.
3.2 Expertní znalosti
Expertní znalosti detekce obličeje jsou založeny na předpokladu, že každý obličej má po-
dobné charakteristické rysy jako všechny ostatní obličeje. Zkoumáním podobnosti obličejo-
vých rysů se došlo k osvědčeným postupům, které po provedení dokáží detekovat určitou
obličejovou část (například ústa, obrázek 3.3). Dále popsané způsoby jsou založeny na pře-
vodu barevného modelu RGB na Y CbCr.
Výzkum [10] ukázal, že okolo očí se nachází většinou vysoké hodnoty Cb a zároveň nízké
hodnoty Cr. Světelnost v místech, kde se nachází oči, obsahuje jak světlé, tak i tmavé pixely.
Klasifikátory jsou proto navženy, aby více zvýraznily hodnoty světelnosti v těchto místech.
Ústa jsou převážně červená, a proto zde hodnoty Cr převažují nad Cb. Dále byla zjištěna
nízká odezva podílu CrCb a zvýšená odezva C
2
r . Detekované oči a ústa tvoří trojúhelník,
u kterého se dále ověřuje, zda-li opravdu správně označuje hledané části obličeje. Kontrolují
se rozdílnosti jasu, průměrná orientaci gradientu očí a úst. Tvar a natočení trojúhelníku
musí odpovídat trojúhelníku u správně detekovaného obličeje. Na závěr se zjišťuje, jestli se
okolo trojúhelníku nachází kontury hlavy.
Obrázek 3.3: Ukázka detekce úst na základě expertních znalostí. Obraz převzat z [10].




Po úspěšné detekci hledaného obličeje v obrazu předchází závěrečnému rozpoznání obličeje
ještě jeden krok – předzpracování obrazových dat. Každý nadetekovaný obličej totiž může
mít různou velikost, může být osvětlen různou měrou nebo natočen1. Tyto rozdílnosti je
potřeba eliminovat a zvýšit tak úspěšnost při rozpoznávání. Pokud by však byly použity
všechny obrazové body v případě rozpoznávání podle podobnosti obrazových dat (podrob-
něji v podkapitole 5.3), snížila by se výkonnost rozpoznávacích algoritmů. Používají se proto
metody extrakce příznaků, které z obrazových dat získají pouze podstatné informace.
Podkapitola 4.1 se zabývá technikami upravení jasu v obrazu při nerovnoměrných světel-
ných podmínkách. Změna měřítka obrazu je popisována v podkapitole 4.2, rozdělení obrazu
na bloky v podkapitole 4.3 a různé metody extrakce příznaků jsou popsány v podkapitole
4.4.
4.1 Jasová kompenzace
Osvětlení v okolí kamery, kde probíhá snímání obrazu obličeje, se během dne velmi mění; od
slabého ranního svitu, přes silný polední svit až po například umělé osvětlení v místnosti.
Tyto rozdílné světelné podmínky je potřeba vyrovnat, aby se snížil jejich negativní vliv na
úspěšnost při rozpoznání.
Bakalářská práce dále popisuje dvě metody jasové kompenzace: ekvalizaci histogramu a
contrast stretching.
4.1.1 Ekvalizace histogramu
Ekvalizace histogramu [13] rovnoměrně rozdistribuuje intenzity bodů po celém rozmezí
hodnot (u obrazů ve stupních šedi 0–255). Výsledkem je více kontrastní obraz. Předpoklad
pro aplikaci této metody je obraz ve stupních šedi, nebo je potřeba metodu aplikovat na
každý barevný kanál obrazu. Při rozpoznávání obličejů se může barevná informace z obrazu
vypustit2, aniž by došlo ke ztrátě důležitých obrazových informací.
Prvním krokem metody (rovnice 4.1) je výpočet normalizovaného histogramu hn původ-
ního obrazu. Histogram by měl obsahovat tolik binů, kolik má možných hodnot intenzity
1Tato bakalářská práce se technikami pro rozpoznání natočení obličeje nebude zabývat, protože se před-
pokládá spolupráce s uživatelem. Uživatel bude vědět, kdy je snímán kamerou a kdy se má dívat přímo do
ní.
2Pokud by však klasifikátor měl za úkol řadit uživatele podle etnických skupin, je barevná informace
podstatná.
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Obrázek 4.1: Starý a nově vytvořený histogram po aplikaci transformační funkce T (k).
(značeno jako L).
hn =
počet pixelů intenzity n
celkový počet pixelů
n = 0, 1, 2, . . . L− 1 (4.1)
Ekvalizovaný histogram se poté vypočítá pomocí transformační funkce T (k) (rovnice
4.2). Nevýhoda výše uvedeného postupu vzniká, pokud se v obraze nachází příliš mnoho
šumu. Šum se stejně jako ostatní kontrasty zvýrazní.





Contrast stretching (nazýván také jako normalizace) je další metodou jasové kompenzace,
která jednoduchým způsobem zvyšuje kontrast obrazu. Původní hodnoty obrazových bodů
jsou lineárně přepočítány na nové a roztaženy tak po celém určeném rozsahu hodnot (u ob-
razů ve stupních šedi by tak určený rozsah hodnot mohl nabývat 0–255).
Dříve než může být provedena transformace (rovnice 4.3) hodnot všech bodů, musí
být zjištěny původní krajní hodnoty rozsahu a určeny nové. Původní krajní hodnoty jsou
označeny jako c a d, kde c označuje nejnižší hodnotu pixelu a d naopak nejvyšší. Proměnná
a určuje spodní hranici nového rozsahu hodnot a b jeho hranici horní. Vstupní hodnoty
pixelu z původního obrazu jsou značeny jako Pin a jejich přepočítané nové hodnoty jako
Pout.





Pokud však hraniční hodnoty pixelů nejsou v obraze příliš zastoupeny, nemusí být me-
toda Contrast stretching účinná. Řešení je zobrazeno na obrázku 4.2.
4.2 Změna měřítka
Rozměry obrazů obsahující detekované obličeje se mohou velmi různit. Obličejové části
u větších obrazů tak mohou zabírat plochu stejně velkou jako celý obličej na malém ob-
razu. Aby se na úkor rozdílu velikostí obrazů nesnížila efektivita při rozpoznávání, převádí
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Obrázek 4.2: Na obrázku je naznačeno řešení problému při nízkém výskytu hodnot hranič-
ních pixelů v obraze. Hraniční hodnoty obrazu jsou určeny z histogramu obrazu. Pro spodní
krajní hodnotu c by platilo, že je vyšší než 5% bodů a nižší než zbývajících 95%. Vrchní
krajní hodnota d by naopak byla nižší než 5% a vyšší než 95% bodů.
se obrazy na stejné rozměry. Při určení nových společných rozměrů je třeba mít na pa-
měti, že velikost obrazu (a tím i počet obrazových příznaků) bude velmi ovliňovat rychlost
rozpoznávání.
Obraz obličeje například o rozměrech 200×200 pixelů obsahuje 40 000 pixelů. Práce
s takovou velikostí by významně snižovala rychlost dalšího zpracování. Rozměry, které by
ještě zachovávaly dostatečnou kvalitu obrazu a přitom umožňovaly rychlé zpracování, mo-
hou být například 64×64 pixelů (využity například datasetem The Hong Kong Polytechnic
University Face Database popsaným v podkapitole 7.1.2).
4.3 Dělení obrazu na bloky
Obrazy se před extrakcí příznaků rozdělí na bloky (obrázek 4.3) určené velikosti se vzá-
jemným volitelným překryvem. Z jednotlivých bloků jsou extrahovány příznaky. Některé
metody extrahují vysoký počet příznaků, a proto aby se jejich počet snížil, vypočítá se
nad každým blokem histogram z příznaků. Hodnoty histogramů se poté zařadí za sebe a
vznikne tak vektor příznaků. Je to N-dimenzionální vektor popisující jednotlivé obličeje.
Každý obličej je pomocí nich ohodnocen a může být později použit v některé z rozpozná-
vacích metod.




Obraz obličeje je tvořen maticí obrazových bodů, které nenesou žádnou informaci o okolí.
Dalo by se říci, že body o sobě navzájem nic neví. Získání informací o okolí každého z bodů
se provádí pomocí několika metod. Metody extrahují z obrazů příznaky, které jsou poté
použity pro jednoznačný popis obrazu.
V této práci budou popsány čtyři druhy výpočtu extrakce příznaků obrazu: Local Binary
Pattern, Histogram orientovaných gradientů a Gaborovy filtry.
4.4.1 Local Binary Pattern
Local Binary Pattern [15] (dále již jen LBP) je efektivní metoda extrakce příznaků z ob-
razů ve stupních šedi. Pro její jednoduchou implementaci a dobré výsledky se stala velmi
populární. Je založena na porovnávání hodnoty pixelu, pro kterého chceme získat novou
hodnotu, a jeho okolím. Výsledkem porovnání bodů jsou logické hodnoty, které po seřazení
tvoří binární číslo. Z výsledků lze vyčíst, co jednotlivé body v obrazu znamenají (tvoří
špičku, konec čáry, hranu, roh). Velikost a tvar okolí vytváří různé modifikace LBP.
Základní modifikace (tabulka 4.1), na které bude vysvětlen postup vytvoření LBP, se
skládá z hlavního bodu a jeho osmiokolí. Hlavní bod je označen jako c a body osmiokolí
jako vi. Hodnoty okolních bodů jsou postupně porovnávány s hlavním bodem. Výsledkem
porovnání je buď hodnota 1, pokud je hlavní bod menší nebo roven než porovnávaný bod
z osmiokolí, nebo hodnota 0, pokud je hlavní bod větší. Poskládáním výsledných hodnot za









((vi − c) ≥ 0) · 2i (4.4)
Další modifikace se liší hlavně v počtu bitů, které jsou vypočteny z okolí hlavního bodu.
U první modifikace to bylo 8 bitů, u dalších dvou to jsou 4 a 2 bity. Je třeba však zdůraznit,
že nižší počet bitů nemusí vždy znamenat vytvoření méně efektivně popisujícího vektoru
příznaků.
Druhá modifikace (tabulka 4.2) je stejně jako první tvořena jedním hlavním bodem
c, který zde však při výpočtu LBP nehraje žádnou roli, a jeho osmiokolím. Okolní body
jsou rozděleny na dvě skupiny (ui a vi) po čtyřech bodech. Protilehlé body, které patří
každý do jiné skupiny, jsou spolu postupně porovnávány (vzorec 4.5) a jejich výsledky









Tabulka 4.2: Okolí bodu typu LBP2
(a) (b)
Obrázek 4.4: Obraz (b) ukazuje aplikaci R-HOG na testovací obraz (a). Obraz převzat z [6]
a upraven.
Poslední modifikace (tabulka 4.3) je ze zatím popsaných nejjednodušší. Výpočet každého
nového bodu se provádí porovnáním (vzorec 4.6) mezi čtyřmi skupinami bodů. Nejdříve
součtem hodnot jednotlivých řádků čtyřprvkové matice a jejich porovnáním a ve druhém
kroku součtem hodnot sloupců a jejich porovnáním.
v0 v1
v2 v3
Tabulka 4.3: Okolí bodu typu LBP3
LBP3 = ((v0 + v1) ≥ (v2 + v3) · 2) + ((v0 + v2) ≥ (v1 + v3)) (4.6)
4.4.2 Histogram orientovaných gradientů
Histogram orientovaných gradientů (dále již jen HOG) je další z možných způsobů ex-
trakce příznaků. Základní myšlenka [6] HOG je, že vzhled a tvar objektů v jednotlivých
oblastech obrazu může být dobře popsán distribucí místní intenzity gradientů nebo směrů
hran. Nemusí být známá ani přesná poloha odpovídajících gradientů nebo poloha hran.
Siluety objektů a výrazné hrany v obrazech mívají silné gradienty, a proto jsou vhodné pro
popis objektů jako jsou chodci, dopravní značky a podobně.
Způsob výpočtu [6] gradientu velmi ovlivňuje jejich následnou úspěšnost. Nejvýhodnější
je použít jednodimenzionální masky [−1, 0, 1] a [−1, 0, 1]T . Konvolucí obrazu s těmito mas-







Poté je potřeba obraz rozdělit do jednoho ze dvou různých typů bloků4 (obrázek 4.5) –
obdélníkových R-HOG, nebo kruhových C-HOG bloků. R-HOG bloky jsou ovlivněny třemi
parametry: počet buněk v bloku, počet pixelů v buňce a počet binů v histogramu. C-HOG
bloky lze rozdělit do dvou variant: první má jednu centrální buňku, druhá varianta má
centrální buňku úhlově rozdělenou.
Popis pomocí HOG deskriptorů dosahuje lepších výsledků, pokud se gradienty norma-
lizují. Zabrání se tak nepříjemným vlivům osvětlení a kontrastu. V [6] jsou popsány čtyři
možné způsoby normalizace bloků. Rovnice 4.8 vyjadřuje způsob normalizace nazvaný L2-
norm. v je nenormalizovaný vektor, ||v||k je k-normalizace, kde k = 1, 2 a  je konstanta
s malou hodnotou.
v → v√||v||22 + 2 (4.8)
(a) (b) (c)
Obrázek 4.5: Ukázka rozdělení obrazu na obdélníkové (a) bloky nebo na kruhové radiální
(b) a kruhové úhlové (c).
4.4.3 Gaborovy filtry
Gaborovy filtry [18] (dále v textu občas zkracováno jako GABOR) mají velký úspěch při
analýze textur u rozpoznávání obličejů. Velkou výhodou Gaborových filtrů je odolnost vůči
různému osvětlení [13] a různým změnám výrazů obličeje [20]. Gaborovy filtry lze také
použít jako detektory hran.
Obrázek 4.6: Ukázka Gaborových vlnek ovlivněných vlnovou délkou a orientací.
4Bloky je výhodné překrývat [6]. Jednotlivé hodnoty gradientů se tak sice budou ve výsledném vektoru
příznaků opakovat, ale překrývaní výrazně zvyšuje výkonnost.
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Nejdříve je nutné provést výpočet různých Gaborových vlnek (obrázek 4.6). Výpočet
Gaborovy vlnky je ovlivněn pěti parametry. Vlnová délka λ určuje, jakých bude Gaborova
vlnka nabývat rozměrů. Její velikost by měla být menší asi jak pětina vstupního obrazu.
Orientace θ určuje úhel otočení Gaborových vlnek vzhledem k původním vertikálním. Tře-
tím parametrem je fázový ofset ψ. Jeho validní hodnoty jsou od -180 ◦ do 180 ◦. Parametr
σ určuje Gaussovskou obálku a posledním parametrem je poměr stran γ.
Výpočet Gaborových vlnek se provádí jak pro reálnou (rovnice 4.9), tak pro imaginární
(rovnice 4.10) část. Výsledné hodnoty Gaborovy vlnky se vypočítají Pythagorovou větou
jako přepony z reálné a imaginární části. Gaborovy vlnky se poté aplikují konvolucí na
obraz obličeje (obrázek 4.7).





























x′ = x cos θ + y sin θ (4.11)
y′ = −x sin θ + y cos θ (4.12)
Obrázek 4.7: Ukázka aplikace Gaborových filtrů s hodnotami: vlnová délka 8, fázový ofset
0,9, poměr stran 0,5, šířka pásma 1 a orientace ve stupních s hodnotami 0, 45, 90, 135, 180,




Během našeho života poznáme stovky různých lidí. Dokážeme je od sebe rozeznávat podle
jejich typických znaků (například obličeje, vlasů, očí, rtů, postavy, pohybů těla, chůze, stylu
oblékání, hlasu, písma a dalších ). Každý člověk tak má své charakteristické rysy, které nám
usnadňují jeho rozpoznání. Souhrn těchto rysů lze označit jako identita. V dnešní době se
identita rozděluje do dvou skupin [7], na fyzickou a elektronickou identitu. Fyzickou identitu,
díky které dokážeme rozeznávat jednotlivé lidi od sebe, máme každý pouze jednu. Nelze
nikoho z nás zaměnit s někým jiným. Na rozdíl od fyzické identity, elektronických identit
můžeme mít několik. Jedná se například o účty na e-mailových portálech, sociálních sítích
nebo identifikační karty. V počítačových systémech lze při ověřování identity uplatnit jeden
ze dvou způsobů autentizace: identifikaci (podkapitola 5.1) nebo verifikaci (podkapitola
5.2).
Podobně, jako se lidé lidé navzájem rozpoznávají různými způsoby, i počítačové roz-
poznávací systémy uplatňují několik rozdílných technik. Většinu zde popsaných technik lze
použít i při rozpoznávání jiných objektů než jsou obličeje. Je to dáno tím, že rozpoznávací
techniky pouze od sebe oddělují nesouvisející data, nebo se snaží aplikovat šablonu na obraz.
Není podstatné jaká data mají být oddělena nebo jaká šablona aplikována. Všechny tech-
niky spojuje učební nebo-li trénovací fáze. Klasifikátoru je předložen trénovací dataset (více
v kapitole 7), podle kterého se snaží přizpůsobit správnému rozpoznávání nesouvisejících
dat. Úspěšnost klasifikátoru se poté ověřuje testovacím datasetem, který obsahuje podobná
data jako trénovací. Výsledky rozpozpoznávání na testovacím datasetu určují úspěšnost
klasifikátoru.
Popis technik v této bakalařské práci je rozdělen [7] na dvě skupiny: rozpoznávání podle
podobnosti obrazových dat (podkapitola 5.3) a rozpoznávání podle topologických vlastností
obličeje (podkapitola 5.4).
5.1 Identifikace
Identifikace [16] je akt nebo proces prokázání nebo zjištění identity. Systém pro identifikaci
osoby má za úkol určit identitu na základě uživatelem zadané biometrické vlastnosti. Ale
protože uživatel nesdělil explicitně svoji elektronickou identitu, musí systém porovnávat
biometrickou vlastnost se všemi ostatními uloženými v databázi. Identifikace se proto také
nazývá porovnání 1:N (obrázek 5.1a). Příliš rozsáhlé databáze biometrických vlastností
uživatelů ovlivňují negativně rychlost rozpoznání. V takových případech se databáze rozdělí
[7] na podkategorie, určí se do jaké podkategorie rozpoznávaný uživatel patří a porovnává se
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již pouze ve vybrané podkategorii. Výstup systému pro rozpoznávání identity se liší podle
typu identifikace.
Pozitivní identifikace potvrzuje, že uživatel je právě tím, za koho se vydává. Pokud
systém rozpozná uživatele, výsledkem je přijetí, v opačném případě odmítnutí.
Naopak, pokud chceme potvrdit, že uživatel není tím, za koho se vydává, jedná se o ne-
gativní identifikaci. U této identifikace jsou výsledky oproti pozitivní identifikaci prohozeny.
Pokud se biometrické vlastnosti uživatele nebudou shodovat s žádnými jinými v databázi,
výsledkem bude přijetí, nebo naopak odmítnutí.
5.2 Verifikace
Verifikace, podobně jako identifikace, ověřuje biometrické vlastnosti uživatele s vlastnostmi
uloženými v databázi. Před verifikací musí uživatel navíc sdělit systému svoji elektronic-
kou identitu. Rozpoznávání tak probíhá pouze s biometrickými vlasnostmi uloženými pod
konkrétní identitou. Verifikace je proto také označována jako porovnání 1:1 (obrázek 5.1b).
Výstupem systému je buď potvrzení, nebo nepotvrzení identity. V obou případech může do-
jít ke špatnému vyhodnocení rozpoznání. Pokud oprávněnému uživateli systém nepotvrdí
identitu, nazývá se tato chyba nesprávné odmítnutí oprávněného uživatele. Nebo naopak,
pokud neoprávněnému uživateli je potvrzena identita, chyba se nazývá nesprávné přijetí
neoprávněného uživatele.
(a) (b)
Obrázek 5.1: Identifikace (a) a verifikace (b) jsou možné způsoby autentizace.
5.3 Rozpoznávání podle podobnosti obrazových dat
Rozpoznávání podle podobnosti obrazových dat patří [13] do skupiny obecných problémů
rozpoznávání podle vzorů v obraze. Jedná se o využití souvislosti mezi body obsaženými
v obraze a nalezení podobnosti mezi obrazy obsahující stejné vzory/objekty. Nejjednodušší
způsob pro ověření podobnosti porovnává obrazová data bod po bodu. Úspěšnost tohoto
způsobu nedosahuje dobrých výsledků1 a výpočet provedený nad každým bodem v obrazu
způsobuje vysokou časovou náročnost. Z těchto důvodů se využívají techniky jiné, jejichž
vstupem jsou obvykle vektory příznaků.
Techniky rozpoznání podle podobnosti obrazových dat popsané v této bakalářské práci
se nazývají Linear Discriminant Analysis, Neuronové sítě a Support Vector Machines.
1Objekt by musel být zachycen pokaždé ze stejné pozice, musel by být osvětlen stejnou mírou a musel
by zachovávat stejné rozměry.
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5.3.1 Linear Discriminant Analysis
Linear Discriminant Analysis [2] (dále již jen LDA; označovaný také jako Fisherfaces) se
používá pro klasifikaci dat a redukci dimenzionality. Jde o metodu využívající učení s uči-
telem. Nevýhodou tohoto způsobu učení může být příliš silná vazba na osoby, které se
účastnily učení, dochází tak k přeučení. LDA velmi dobře rozpoznává [13] obrazy obsahující
rozmanité světelné podmínky2 nebo zřetelné změny ve výrazu tváře. Snížení dimenzionality
z vysokodimenzionálních prostorů do nízkodimenzionálních zajišťuje [2] toleranci vůči růz-
nému osvětlení nebo výrazu tváře, i přesto, že data popisující obličej toho samého člověka
se mohou velmi lišit.
K LDA lze přistupovat dvěma [1] různými způsoby, a to buď třídně závislou transfor-
mací, nebo třídně nezávislou transformací. Třídně závislá transformace (například Fisher’s
linear discriminant) se snaží maximalizovat poměr mezi mezitřídní odchylkou a vnitrotřídní
odchylkou. Třídně nezávislá transformace se snaží maximalizovat poměr mezi celkovou od-
chylkou a vnitrotřídní odchylkou.
(a) (b)
Obrázek 5.2: Mezitřídní odchylka je u (a) příliš malá. Naopak u (b) je mezitřídní odchylka
dostatečná pro správné oddělení tříd. Vnitrotřídní odchylka je u (a) i (b) podobná. Větší
poměr proto mezi mezitřídní a vnitrotřídní odchylkou má obraz (b).
5.3.2 Neuronové sítě
Neuronové sítě [8] jsou velmi efektivní způsob strojového učení. Dokáží řešit rozpozná-
vací problémy, i když je příznakový prostor příliš velký a také se zvládnou [16] vypořádat
s neúplnými daty. Vznik neuronových sítí byl podnícen studiemi nad fungováním lidského
mozku.
Lidský mozek obsahuje rozsáhlou síť neuronů, které jsou mezi sebou vzájemně propo-
jeny. Vstupní informace je neurony přijímána dendrity a po zpracování v neuronu, opouští
výsledná informace neuron axony. Informace jsou mezi neurony přenášeny elektrickými
pulzy.
Neuronové sítě se snaží napodobit činnost lidského mozku. Podobně jako lidský mozek
se neuronové sítě skládají z neuronů a jejich propojení (obrázek 5.3). První vrstva neuronů
se nazývá vstupní vrstva. Představuje počáteční hodnoty, které mají být neuronovou sítí
zpracovány. Vstupní vrstva má navíc nultý neuron, který se obvykle nezobrazuje. Vstup
nultého neuronu je 1. Poslední vrstva se nazývá výstupní a hodnoty v ní obsažené jsou
2Mezi výrazné změny v osvětlení patří nejenom intenzita, ale i směr a počet světelných zdrojů.
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Obrázek 5.3: Grafické znázornění vrstevnaté neuronové sítě.
již výsledné. V závislosti na hodnotě výstupu se dělí neurony na diskrétní a spojité. Dis-
krétní výstup může být pouze 0 nebo 1, spojitý výstup může nabývat například hodnot
reálných čísel. Mezi vstupní a výstupní vrstvou může být jedna, nebo více skrytých vrs-
tev. Neurony ve skrytých vrstvách vypočítávají ze vstupů výstupy. Vstupy neuronu jsou
násobeny odpovídajícími vahami konkrétních vstupů a následně sečteny. Matematicky lze
vyjádřit výstupní hodnotu jednoho neuronu rovnicí 5.1, kde wi je váha vstupu, xi je hod-
nota vstupu, w0 je váha nultého vstupu neuronu a n označuje počet vstupů. Funkce g() se
nazývá aktivační funkce a nejčastěji se pro tento účel používá sigmoida. Rovnice sigmoidy










Vypočtený výstup je poté odeslán neuronům v následující vrstvě, kde opět proběhne
výpočet.
Obrázek 5.4: Grafické znázornění rozložení neuronové sítě při výpočtu logického součinu
AND.
Příkladem použití jednoho neuronu může být výpočet hodnot logického součinu AND (ob-
rázek 5.4). Vstupní hodnoty mohou nabývat pouze 0 nebo 1, výstupem je opět 0 nebo 1.
Váhy jednotlivých vstupů postupně od nultého jsou −30, 20 a 20. Po dosazení těchto vah
získáme rovnici 5.2.
hΘ(x) = g(−30 + 20x1 + 20x2) (5.2)
Aktivační funkce g() je zde opět sigmoida. Pro hodnoty blížící se k ∞ je výsledkem
1, naopak pro hodnoty směřující k −∞ je výsledek 0. Po dosazení všech kombinací 0 a 1
za hodnoty x1 a x2 a výpočtu hodnot sigmoidy získáváme výsledky (tabulka 5.1), které
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odpovídají správnému logickému součinu binárních hodnot.
x1 x2 hΘ(x)
0 0 g(−30) ≈ 0
0 1 g(−10) ≈ 0
1 0 g(−10) ≈ 0
1 1 g(10) ≈ 1
Tabulka 5.1: Hodnoty logického součinu vypočítané pomocí neuronu.
U předem neznámých dat bývají váhy jednotlivých neuronů náhodně vybrány [16]. Násled-
ným učícím procesem se váhy postupně mění a ustalují. Mezi typy neuronových sítí patří
například multilayer perceptron [3] a Kohonenovy sítě [16].
Pro potřeby rozpoznávání, kdy známe správné výstupy, ale chceme si práci zautoma-
tizovat, se využívá multilayer perceptron. Na vstup neuronové sítě se vloží známá data a
nechají se neuronovou sítí vyhodnotit. Výstup y se poté porovná se správným výsledkem
d a určí se chyba E = d − y. Chyba se poté zpětně přenáší až ke vstupním neuronům.
Díky tomu jsou váhy, které nesprávně ovlivňují výsledek oslabeny, a naopak váhy, které
způsobují správný výsledek, posíleny. Cílem učení je minimalizovat chybu E.
Kohonenovy sítě nalézají využití při aplikacích na neznámá data. Nalézají souvislosti
mezi daty samotnými a odhalují zákonitosti v těchto datech.
5.3.3 Support Vector Machines
Support Vectore Machines [19] (dále již jen SVM) je mocný a široce používaný dvoutřídní
klasifikátor. Algoritmus SVM spadá do skupiny učení s učitelem. Pro vstupní data (tré-
novací sadu) je vždy znám správný výstup, nebo-li třída, kam vstupní data patří. Stejně
jako všechny ostatní rozpoznávací metody i SVM se snaží od sebe oddělit jednotlivé třídy
navzájem nepříbuzných dat.
Dvoutřídní lineární klasifikátor je popsán diskriminační funkcí 5.3, kde x je vektor pří-
znaků, w je váhový vektor (normálový vektor k rozhodující hranici) a b je nazýván bias.
Hodnoty jedné třídy jsou označovány jako kladné a platí pro ně wTx + b > 0, ve druhé
třídě jsou hodnoty záporné a jsou popsány nerovnicí wTx+ b < 0. Pro rozhodující hranici
(přímka, rovina nebo nadrovina) musí platit, že wTx+ b = 0 a musí být kolmá k váhovému
vektoru w. Za předpokladu, že b = 0 nedochází k posunu nadroviny.
f(x) = wTx+ b (5.3)
Důležitým prvkem SVM jsou okraje (vyjádřené rovnicí 5.4, kde wˆ je jednotkový vektor
váhového vektoru w) optimální nadroviny (obrázek 5.5). Rovnici 5.4 lze upravit na tvar
5.5. Okraje jsou s optimální nadrovinou rovnoběžné a protínají nejbližší body tříd nazývané
jako support vectors (dále značeny jako x+ a x−). Jejich vzdálenost od optimální nadroviny
by měla být co největší, ale zároveň nejmenší (rovnice 5.6, kde vzdálenost i-tého bodu od
přímky se vyjadřuje jako γ(i) a n je počet bodů v konkrétní třídě) ve srovnání s ostatními
body třídy. Po nalezení support vectors nejsou již pro optimální nadrovinu ostatní body
podstatné a oproti jiným učícím algoritmům tak má SVM vyšší efektivitu při výpočtu.
Počet parametrů, které definují optimální nadrovinu je tak mnohem menší, než kdyby byla
definována všemi body.
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Obrázek 5.5: Ukázka oddělení dvou tříd dat pomocí SVM. Nalezená optimální nadrovina
je zobrazena jako plná přímka. Dvě čerchované přímky rovnoběžné s optimální nadrovinou,
jsou nazývány okraje. Naznačují nalezenou maximální šířku mezi nejbližšími body (support











Výběr největšího okraje lze zapsat jako minimalizaci ||w||2 (rovnice 5.7), která je ekvi-
valentní funkci maximalizace okraje 1||w|| . Pro hodnotu i-tého bodu platí yi(w
Txi + b) ≥ 1,
kde i = 1, . . . , n. Hodnota y je proto pro support vectors rovna jedné. Popsaný druh vý-
počtu minimálního okraje se nazývá hard margin. Klasifikátor hard margin předpokládá, že
data lze od sebe lineárně oddělovat a také je tak vždy odděluje. Někdy je však výhodnější





Klasifikátor soft margin (rovnice 5.8) povoluje, aby body ležely (yi(wTxi + b) ≥ 1− ξi
kde i = 1, . . . , n) v okrajích (pro 0 ≤ ξi ≤ 1) nebo i na straně druhé třídy (pro ξi > 1).∑n
i=1 ξi označuje součet vzdáleností od okraje určité třídy všech chybně ohodnocených
bodů. Regularizační parametr C bude postihovat špatně ohodnocené body v závislosti na
součtu všech chybných vzdáleností. Relativně se tak bude snažit zvětšovat velikosti okrajů
a zároveň snižovat počty špatně ohodnocených bodů. Příklady určení optimální nadroviny







ξi C > 0 (5.8)
Někdy se může stát, že body tříd od sebe nepůjdou lineárně oddělit a je proto potřeba
převést data do vícedimenzionálního prostoru. Tento převod se provádí pomocí jádrové
3http://www.stanford.edu/class/cs229/notes/cs229-notes3.pdf
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funkce (kernel function). Pro jakákoliv vstupní data4 existuje jádrová funkce, díky které
lze třídy od sebe navzájem lineárně oddělit v novém vícedimenzionálním prostoru. Při
reálném použití se však nejlepší vhodná jádrová funkce nevyhledává, mohlo by totiž dojít
k přeučení5. Mezi nejčastěji používané jádrové funkce patří Gaussovo a lineární jádro.
Úspěšnost při použití lineárního jádra je vysoce ovlivňována jeho parametrem nazývaným
měřítko.
(a) (b)
Obrázek 5.6: Obraz (a) zobrazuje optimální nadrovinu, tak jak by byla určena klasifikátorem
hard margin. Druhý obraz (b) obsahuje navíc bod v levém horním rohu. Pokud by byl
regularizační parametr C u klasifikátoru soft margin velký, jako optimální nadrovina by
byla použita plná přímka. V opačném případě, kdyby C nebylo tak velké, použila by se
čerchovaná přímka jako optimální nadrovina. Díky tomu by se zachovala dostatečná velikost
okraje na úkor jednoho špatně ohodnoceného bodu6.
Při rozhodování, který kernel použít pro rozpoznávání, je podstatný počet vektorů pří-
znaků (značeno jako n) a velikost trénovací sady (značeno jako m). Ve zjednodušeném
pohledu lze tuto problematiku rozdělit do tří skupin.
1. Pokud je počet příznaků velký (například n = 10 000) a zároveň je o hodně větší než
velikost trénovací sady (m = 10–1 000) je výhodné použít lineární jádro.
2. Naopak pokud je počet příznaků nízký (n = 1–1 000) a velikost trénovací sady není
příliš velká ani malá (m = 10–10 000), je správné použít Gaussovo jádro.
3. Třetí případ může nastat, pokud je počet příznaků nízký (n = 1–1 000), ale naopak
velikost trénovací sady příliš velká (m = 50 000 a více). Řešením tohoto problému
může být získání nebo přídání nových příznaků a použití lineárního jádra.
5.4 Rozpoznávání podle topologických vlastností obličeje
Vzhled obličeje tvoří jeho jednotlivé části (oči, uši, ústa, nos a další). Rozdílnosti v kon-
krétních částech se mezi lidmi mohou více či méně lišit. Avšak souhrn všech částí obličeje
vytváří jedinečný vzhled konkrétního člověka, kterého si jednoduše můžeme zapamatovat
díky jeho typickým obličejovým proporcím.
Základní znalosti při využití topologických vlastností obličeje jsou pozice očí, obočí, uší,
nosu, úst, brady a dalších. Lze využít [7] i obecnějších znalostí pro rozpoznávání, například
4Vstupní data nemohou obsahovat identické body, které jsou ohodnoceny v každé třídě zvlášť.
5Klasifikátor je příliš vázán na trénovací data a rozpoznávání selhává na datech testovacích.
6http://www.stanford.edu/class/cs229/notes/cs229-notes3.pdf
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výrazu v obličeji nebo přítomnosti externích předmětů. Získané informace o obličeji (vzdá-
lenosti mezi částmi obličeje, velikost, tvar a textura jednotlivých částí) se poté použijí při
rozpoznávání.
Mezi techniky rozpoznání podle topologických vlastností popsané v této bakalářské práci
patří Active Shape Model a Active Appearance Model.
5.4.1 Active Shape Model
Active Shape Model [14] je metoda zjišťování pozice význačných bodů obličeje (jako napří-
klad očí, uší, nosu a dalších) založená na iterativním aplikování šablony na obličej. Tvar
šablony je tvořen body. Jejich počet se může blížit až ke třiceti [7] v závislosti na po-
drobnosti popisu šablony. Před samotným učením a aplikováním šablony je potřeba ručně
označit body na některých obrazech obličejů a vytvořit tak trénovací sadu. Učení probíhá
zarovnáváním šablon vůči sobě a zmenšováním průměrné euklidovské vzdálenosti mezi body
šablony. Výsledkem učení je opět šablona. Před použitím natrénované šablony je nutné de-
tekovat (kapitola 3) obličej a zjistit jeho pozici a velikost v obraze. Aplikování šablony na
obličej (obrázek 5.7) probíhá ve dvou opakovaných krocích, dokud nedojde ke konvergenci:
1. Hledání lepší pozice bodů šablony v okolí každého z nich.
2. Aktualizace parametrů šablony podle nalezených nejlepších pozic bodů z přechozího
kroku.
Algoritmus lze zefektivnit [5], pokud jej postupně aplikujeme na obrazy od nízkého
rozlišení až po rozlišení vyšší. Hledaný tvar obličeje se tak postupně zpřesňuje.
Obrázek 5.7: Aplikování šablony na obraz obličeje při konkrétních iteracích. Obraz převzat
z [5] a upraven.
5.4.2 Active Appearance Model
Active Appearance Model [7] (dále již jen AAM) je podobně jako Active Shape Model me-
toda iterativního mapování šablony na obraz s obličejem. Metody se ale liší v datech, které
šablona obsahuje. AAM využívá navíc oproti pozici bodů a hran také informaci o textuře.
Šablona obsahuje komplexnější informace o obličeji a její aplikace tak dosahuje lepších vý-




Systém pro rozpoznání obličejů
Cílem této bakalářské práce je vytvoření aplikace rozpoznávající obličeje. Aplikace napo-
dobuje přihlašovací formulář (podobný jako při přihlášení do operačního systému), který
verifikuje uživatele podle obrazu obličeje snímaného webkamerou. Není tak potřeba kromě
výběru své identity oznamovat jakékoliv nadbytečné informace, jako například heslo.
Návrh aplikace je rozdělen do tří částí popsaných v následujících podkapitolách: detekce
obličeje, vytvoření vektorů příznaků a rozpoznání obličeje. Závěr kapitoly bude věnován
popisu grafického uživatelského rozhraní aplikace.
6.1 Detekce obličeje
Metodou detekce obličeje byla zvolena kaskáda klasifikátorů (popsaných v podkapitole 3.1),
jejichž základem jsou slabé klasifikátory založené na Haarových příznacích. Využity byly
funkce z knihovny OpenCV.
Obraz je prohledáván po blocích čtvercového tvaru o minimální velikosti 120×120 pixelů.
Jejich velikost se postupně zvyšuje o 20 %. Bloky, ve kterých byl nalezen obličej jsou zazna-
menány a po prozkoumání celého obrazu se vyberou pouze ty, které leží v překryvu alespoň
dvou dalších bloků obsahujících nadetekovaný obličej. Obraz, na kterém je prováděna de-
tekce obličeje, může zachycovat více než jeden obličej. Pokud by k tomu došlo, nadetekované
obličeje by se promíchaly a snížila by se tak pravděpodobnost správné verifikace obličeje při
následném rozpoznání. Předpokládá se proto, že uživatel, který přihlašovací aplikaci pou-
žívá, se nachází v blízkosti počítače a zároveň tak webkamery. Z několika nadetekovaných
obličejů je nakonec vybrán ten největší.
Nadetekovaný blok obsahující obličej je z obrazu vyříznut. Barevné informace o obrazu
nejsou podstatné pro další zpracování, a tak může být obraz převeden do stupní šedi. Tvar
obrazu je nyní čtvercový. Změna měřítka na 64×64 pixelů lze ve stejném poměru provést pro
všechny strany. Nakonec se provede ekvalizace histogramu snižující nepříjemné vlastnosti
špatných světelných podmínek.
6.2 Tvorba bloků
Upravený obraz obličeje je rozdělen na bloky, nad kterými se poté extrahují příznaky.
Tvorba bloků je implementována dvěma způsoby. Způsoby se od sebe liší v místě počátku
tvorby bloků a směru posunu při tvorbě nových bloků. Výstupem při tvorbě bloků jsou sou-
řadnice bloků uložené ve dvousloupcové matici (tabulka 6.1), kde každé dva řádky popisují
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jeden blok. V prvních řádcích všech dvojic jsou vedle sebe souřadnice (číslo řádku a sloupce)
levého horního rohu bloku. Druhé řádky obsahují souřadnice (číslo řádku a sloupce) pravého
spodního rohu bloku.
y x
y +H − 1 x+W − 1
y x+ ∆x
y +H − 1 x+ ∆x+W − 1
y x+ 2∆x
y +H − 1 x+ 2∆x+W − 1
...
...
y + ∆y x
y + ∆y +H − 1 x+W − 1
y + ∆y x+ ∆x
y + ∆y +H − 1 x+ ∆x+W − 1
y + ∆y x+ 2∆x



















Tabulka 6.1: V levé tabulce je zobrazena ukázka výpočtu souřadnic bloků dlaždicovitým
způsobem a jejich uložení ve výsledné matici. V tabulce jsou vypsány výpočty pro první tři
bloky prvního a druhého řádku. Hodnoty x a y jsou souřadnice levého horního rohu počá-
tečního bloku. Tabulka na pravé straně obsahuje vypočtené souřadnice z tabulky nalevo.
Počáteční souřadnice x a y jsou nastaveny na hodnotu 1. Velikost bloku je W = H = 16 a
posunutí ∆x = ∆y = 14.
První způsob (dlaždicovitý) vytváří počáteční blok o velikosti W a H v levém horním
rohu obrazu. Bloky jsou horizontálně posouvány o vzdálenost ∆x . Při přesunu na novou
řadu bloků jsou posunuty o vzdálenost ∆y . Způsob posunu bloků je naznačen na obrázku
6.1.
Obrázek 6.1: Ukázka vytváření bloků dlaždicovitým způsobem.
Druhý způsob (spirálovitý) tvorby bloků umisťuje svůj počáteční blok do středu obrazu.
Následující bloky se kolem počátečního bloku spirálovitě obtáčejí.
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(a) (b)
Obrázek 6.2: První způsob tvorby bloků je znázorněn obrazem (a). Bloky jsou tvořeny od
levého horního rohu a dále po řádcích (na obrazu znázorněno postupným zesvětlováním
bloků). Černé pruhy na pravém a spodním okraji označují nepoužité části obrazu v blocích.
Spirálovitý způsob tvorby bloků je naznačen obrazem (b). Počáteční blok je umístěn upro-
střed obrazu a následující bloky jsou spirálovitě vytvářeny kolem něj (na obrazu znázorněno
postupným zesvětlováním bloků). Černé pruhy kolem celého obrazu opět znázorňují nevyu-
žité části obrazu. Velikost bloků u (a) i (b) byla použita 8×8 pixelů. Posunutí ve vertikálním
i horizontálním směru je 6×6 pixelů.
6.3 Vektory příznaků
Z každého bloku obrazu jsou extrahovány příznaky. Většinou jsou extrahované příznaky
ještě rozděleny do několika binů histogramu. Histogramy jsou za sebou řazeny a vytváří
vektor příznaků. Vektory příznaků popisují jednotlivé obrazy tak, aby šly od sebe navzájem
jednoduše odlišit, pokud se na nich nachází jiný obličej. Vektory příznaků jsou anotované.
Hodnoty označují příslušnost k dané skupině, kterou se klasifikátor snaží oddělit od sku-
piny druhé. Implementováno bylo pět rozdílných metod extrakce příznaků pro matematický
interpretovaný jazyk GNU Octave.
První tři metody extrakce příznaků (LBP1, LBP2 a LBP3) jsou založeny na metodě Lo-
cal Binary Pattern. Implementovány byly podle rovnic 4.4, 4.5 a 4.6. Extrahované příznaky
metodami LBP1 a LBP2 jsou děleny do histogramu o 10 binech. Metoda LBP3 vytváří
příznaky jako 2bitová čísla, a jsou proto děleny do histogramu o 4 binech.
Výpočet HOG příznaků byl implementován tak, jak je popisováno v podkapitole 4.4.2.
Počet binů histogramu, který dělí HOG příznaky bloku, je 10.
Výpočet Gaborových vlnek využívá rovnice 4.9 a 4.10. Gaborových vlnek je použito 16
druhů s různými parametry. Vlnová délka Gaborových vlnek může nabývat hodnot 2 nebo
4. Vlnky jsou natočeny čtyřmi různými směry 0◦, 45◦, 90◦ nebo 135◦, fázový ofset nastaven
na 0 a poměr stran může být 0,2 nebo 1. Gaborova vlnka s parametrem poměru stran 0,2
má protáhlý tvar oproti poměru stran 1, kdy má Gaborova vlnka tvar kulatý. Vytvořené
Gaborovy vlnky jsou na obraz aplikovány konvolucí. Vznikne tak 16 obrazů s extrahovanými
příznaky. Příznaky v blocích obrazu jsou rozděleny do 4 binů histogramu a skládány za sebe.
6.4 Rozpoznání obličeje
Implementace rozpoznání obličeje pomocí SVM využívá toolbox Shogun [17] pro GNU






kde k označuje pořadí příznaku ve vektoru a i označuje pořadí vektorů příznaků. xk a












(xik − xk)2 (6.3)
Při normalizaci testovacích vektorů příznaků jsou použity hodnoty aritmetického průměru
a standardní odchylky z výpočtu při normalizaci trénovacích vektorů příznaků. Vstupem
SVM klasifikátoru musí být transponované vektory příznaků trénovací i testovací sady.
Typem jádrové funkce bylo zvoleno lineární jádro, protože se předpokládá o hodně vyšší
počet příznaků na jeden obličej, než je velikost trénovací sady. Mezi parametry ovlivňu-
jící úspěšnost rozpoznání a její výsledky patří regularizační parametr c, měřítko lineárního
jádra scale a práh threshold. Práh určuje, při jakém vyhodnocení SVM klasifikátoru bude
výsledek považován za úspěšnou verifikaci a při jakém nebude. Může nabývat kladných i
záporných hodnot. Hodnota prahu 0 je neutrální hranicí, která se se nepřiklání k potvrzení
ani odmítnutí identity. Výstupem klasifikátoru je procentuální potvrzení, že se opravdu
jedná o osobu, za kterou se vydává.
Obrázek 6.3: Grafické uživatelské rozhraní zachycené v průběhu vytváření nového profilu
uživatele. Obraz webkamery je zobrazen pouze při snímání obličeje. Nově vytvářený profil
v seznamu uživatelů má pozadí oranžové barvy. Prováděná akce je při vytváření nového
profilu Skenování. Ukazatel průběhu znázorňuje práci aplikace. V pravém dolním rohu se
nachází tlačítko, kterým se aplikace ukončuje.
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6.5 Grafické uživatelské rozhraní
Grafické uživatelské rozhraní bylo implementovanáno s využitím knihovny Qt. Aplikace
je rozdělena do třech hlavních sekcí: úvodní obrazovky, vytváření nového profilu uživatele
a rozpoznání uživatele. Úvodní obrazovka nabízí výběr mezi vytvořením nového profilu
uživatele a verifikací uživatele s některým z již vytvořených profilů. Při vytváření nového
profilu uživatele (obrázek 6.3) se po zadání přihlašovacího jména uloží snímky obličeje a
následně se provede návrat do úvodní obrazovky. Rozpoznání uživatele se spustí po výběru
uživatele z úvodní obrazovky. Po dokončení rozpoznání se objeví nápis Potvrzeno, nebo




Experimenty mají za úkol zjistit vliv parametrů na úspěšnost rozpoznávání. Hodnocení
bylo vyjádřeno pomocí ROC (Receiver operating characteristic) křivky. Horizontální osa
grafu popisuje chybná pozitivní rozhodnutí. Určuje v kolika (vyjádřeno v procentech) přípa-
dech by verifikační systém povolil přístup neoprávněné osobě. Vertikální osa grafu popisuje
pravdivá pozitivní rozhodnutí, která vyjadřují v kolika (vyjádřeno v procentech) případech
by verifikační systém umožnil přístup oprávněné osobě. Jednotlivé body ROC křivky se
od sebe liší v hodnotě prahu. Pokud je výsledek SVM klasifikátoru vyšší než stanovený
práh, je považován za úspěšnou verifikaci. Ideální případ by nastal, pokud by verifikační
systém nikdy neodmítl oprávněnou osobu a neoprávněné osobě by nikdy nepovolil přístup.
Nejúspěšnější případy se proto blíží k levému hornímu rohu grafu.
Podkapitola 7.1 popisuje datasety použité pro experimenty. Následuje vyhodnocení ex-
perimentů provedených k porovnání metod tvorby bloků (podkapitola 7.2) a nalezení vhod-
ných parametrů klasifikátoru (podkapitola 7.3). Zjištěné nejúspěšnější parametry při tvorbě
bloků a rozpoznání SVM klasifikátorem byly otestovány (podkapitola 7.4) na jiném datesetu
než provedené experimenty.
7.1 Datasety
Při experimentech a testování byly využity datasety: Put Face Database1, The Hong Kong
Polytechnic University Face Database2 a vlastní dataset3.
7.1.1 Put Face Database
Put Face Database [12] poskytuje kvalitní obrazy obličejů, které lze použít jak pro detekci
obličeje, tak pro použití rozpoznávacích algoritmů. Dataset obsahuje 9971 obrazů obličejů
od 100 různých subjektů. Každý subjekt byl zachycen v pěti sériích (každá série obsahuje
přibližne 20 fotek) rozdělených podle různého natočení hlavy:
• Neutrální výraz v obličeji, natáčení hlavy zleva doprava.
• Neutrální výraz v obličeji, pokyvování hlavou zeshora dolů.





• Neutrální výraz v obličeji, hlava snížena při natáčení zleva doprava.
• Výrazy v obličeji nebo pozice hlavy nejsou určeny. Některé subjekty mají nasazeny
brýle.
Obrázek 7.1: Ukázka deseti upravených obrazů obličejů dvou osob z Put Face Database.
Experimenty této bakalářské práce využívají (obrázek 7.1) pouze obrazy prvních dvaceti
subjektů této databáze. Obrazy obličejů musely být extrahovány, normalizovány a zmenšeny
na velikost 64×64 pixelů.
7.1.2 The Hong Kong Polytechnic University Face Database
Obličejový dataset The Hong Kong Polytechnic University Face Database (dále již jen
PolyU-NIRFD) obsahuje celkem 335 subjektů, jejichž fotografie byly pořízeny z čelního po-
hledu v časovém rozmezí jeden až dva měsíce. Fotografie byly sejmuty nejprve s neutrálním
výrazem v obličeji, následně byly subjekty požádány, aby vytvořili jakýkoliv jiný výraz ve
tváři. Subjekty se také postupně přibližovaly a oddalovaly od kamery.
Obrázek 7.2: Ukázka deseti obrazů obličejů dvou osob z PolyU-NIRFD.
Tato bakalářská práce využívá z PolyU-NIRFD obrazy připravené pro experiment číslo
1, který je popsaný v [21]. Tento experiment obsahuje obrazy obličejů 116 různých osob
(ukázka na obrázku 7.2). Počet obrazů v trénovací sadě se pohybuje od 2 do 14. Testovací
sada obsahuje až 41 obrazů na jednoho člověka. Obrazy subjektů již byly oříznuty pouze
na obličeje a také zmenšeny na velikost 64×64 pixelů.
7.1.3 Vlastní dataset
V rámci bakalářské práce byl vytvořen dataset obličejů (obrázek 7.3) 11 různých lidí –
7 mužů a 4 žen. Fotografie byly pořízeny webkamerou se snímací kvalitou VGA. U kaž-
dého subjektu byl obličej nasnímán stokrát v různých pozicích a z různých vzdáleností.
Snímky datasetu se snažily zachytit přirozenou pozici uživatele před počítačem vybaveným
webkamerou.
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Obrázek 7.3: Ukázka deseti obrazů obličejů dvou osob z vlastního datasetu.
7.2 Porovnání metod tvorby bloků
Experiment porovnání metod tvorby bloků u všech druhů příznaků byl prováděn na vlast-
ním datasetu. Při trénování bylo použito 10 vektorů příznaků na osobu. Velikost bloků
byla nastavena na 16 pixelů a posunutí na 16 a 14 pixelů. Při experimentech byl každý ob-
ličej verifikován vůči sobě (zjišťována pravdivá pozitivní rozhodnutí) i vůči všem ostatním
(zjišťována chybná pozitivní rozhodnutí) obličejům zvlášť. Každá verifikace byla provedena
s deseti různými hodnotami regularizačního parametru v intervalu od 0,01 do 15 a de-
seti různými hodnotami pro měřítko lineární jádrové funkce opět v intervalu od 0,01 do
15. Při každé verifikaci bylo natrénováno 100 modelů, které postupně klasifikovaly obličej
na vstupu. Nejúspěšnější klasifikace byly zaznamenány. Hodnoty prahu byly pro všechny
kombinace parametrů klasifikátoru nastavovány postupně od −1 až do 1 s krokem 0,2.
V 8 z 10 experimentů (některé zobrazeny na obrázku 7.4) byla úspěšnější metoda dlaž-



























































Obrázek 7.4: Grafy (a) a (b) zobrazují porovnání úspěšnosti rozpoznání v závislosti na
druhu tvorby bloků. V obou případech pro LBP1 (a) i HOG (b) je úspěšnější dlaždicovitá
tvorba bloků (zobrazeno zelenou linkou) oproti spirálovité tvorbě bloků (červená linka).
7.3 Nalezení vhodných parametrů klasifikátoru
Experimenty se všemi metodami extrakce příznaků (LBP1, LBP2, LBP3, HOG a Gaborovy
filtry) byly prováděny na vlastním datasetu a datasetu z Put Face Database. Velikost tré-
novací sady byla u vlastního datasetu postupně nastavována na 15, 10 a 5 vektorů příznaků
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na osobu. Trénovací sada datasetu z Put Face Database měla při experimentech 15, nebo 10
vektorů příznaků na osobu. Rozměry čtvercových bloků a jejich posunutí tvoří 4 varianty
tvorby bloků (tabulka 7.1).
velikost bloku 16 8
posunutí bloku 16 14 8 6
Tabulka 7.1
Každý obličej byl verifikován vůči sobě i vůči všem ostatním. Při každé verifikaci bylo
natrénováno 100 různých modelů. Modely se od sebe lišily v hodnotách regularizačního pa-
rametru a měřítka lineární jádrové funkce. Regularizační parametr i měřítko lineární jádrové
funkce mohli nabývat hodnot z intervalu od 0,01 do 15. Vytvořené modely postupně kla-
sifikovaly obličeje na vstupu a nejúspěšnější klasifikace byly zaznamenány. Hodnoty prahu
byly použity od −1 po 1 s krokem 0,2.
Výsledkem experimentů mělo být zjištění jaký způsob extrakce příznaků, jaký regulari-
zační parametr SVM klasifikátoru, jaké měřítko lineární jádrové funkce, jaký práh úspěšné
verifikace a jak velký trénovací set je výhodné použít.
7.3.1 Druh extrakce příznaků
Jako nejúspěšnější metody extrakce příznaků byly experimentálně zjištěny Gaborovy filtry
a LBP1 příznaky. Gaborovy filtry často vykazovaly nejvyšší úspěšnost, pokud velikost bloků
byla 16 pixelů a jejich posunutí 16 nebo 14 pixelů. Při nižší velikosti bloků se úspěšnost
Gaborových filtrů řadila mezi poslední metody extrakce příznaků. Dále byla jejich úspěšnost
nízká (obrázek 7.6b; velikost bloků i jejich posunutí 16 pixelů) při použití na datasetu Put
Face Database, kde jsou obličeje natáčeny různými směry. Počet vytvořených příznaků při
použití Gaborových filtrů je šestkrát vyšší (za předpokladu, že obraz obličeje má velikost
64×64 pixelů, velikost bloků a jejich posunutí 16 pixelů) než například u LBP1 příznaků.
Počet příznaků Gaborových filtrů nepříjemně ovlivňovala rychlost rozpoznání.
LBP1 příznaky se řadily ve všech případech mezi nejúspěšnější metody extrakce pří-
znaků. Úspěšnost nebyla příliš ovlivňována velikostí bloků, jejich posunutím nebo použitým
datasetem. LBP1 příznaky byly proto vybrány k použití v systému rozpoznání obličejů a
dalším experimentům.
Na obrázcích 7.6a a 7.6b si lze všimnout nestabilní úspěšnosti Gaborových filtrů (černá
linka), zatímco LBP1 příznaky se v obou případech řadí mezi nejúspěšnější. Experimenty
byly prováděny s velikostí bloků i jejich posunutím 16 pixelů.
Závislost úspěšnosti rozpoznání na počtu trénovacích vektorů pro všechny metody ex-
trakce příznaků je zobrazena na obrázcích 7.6c a 7.6d. Nejúspěšnější metody jsou v obou
případech Gaborovy filtry (černá linka), LBP1 (červená linka) a LBP3 příznaky (tmavě
modrá linka). Velikost bloků byla nastavena na 16 pixelů a jejich posunutí na 14 pixelů.
7.3.2 Regularizační parametr a měřítko lineárního jádra a práh
Při každé verifikaci byly nejúspěšnější parametry SVM klasifikátoru zaznamenány. Nejú-
spěšnější hodnota regularizačního parametru je 1 spolu s hodnotou měřítka lineární jádrové
funkce 0,01. Další velmi častou kombinací byla hodnota regularizačního parametru 0,01 a
hodnota měřítka lineární jádrové funkce 0,01.
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Velká většina nejúspěšnějších kombinací parametrů je tvořena nižšími hodnotami z tes-
tovaného intervalu 〈0,01; 15〉. Pokud by byly prováděny nové experimenty s SVM klasifi-
kátorem, bylo by vhodné testovaný interval zmenšit a rozdíl mezi testovanými parametry
snížit.
Nejúspěšnější klasifikace vyčtené z vytvořených ROC křivek se pohybují s nastavením
prahu kolem 0, tedy −0,2, 0 a 0,2. Pro výsledný práh byla zvolena neutrální hodnota 0,
která se nebude přiklánět častějšímu potvrzení ani odmítnutí verifikace.
7.3.3 Velikost trénovací sady
Velikost trénovacího datasetu byla experimentálně zjištěna (obrázek 7.6e) na LBP1 extrakci
příznaků. Zobrazené ROC křivky byly spočteny z vlastního datasetu. Velikost bloků byla
nastavena na 16 pixelů a jejich posunutí na 14 pixelů.
Vysoká úspěšnost je vykazována při 15 (červená linka) a 10 (zelená linka) trénovacích
vektorech příznaků. Naopak úspěšnost při 5 (modrá linka) trénovacích vektorech příznaků
je významně nižší.
Výsledná velikost trénovacího datasetu byla určena jako 10 vektorů příznaků na osobu.
Počet vektorů příznaků je nižší než nejúspěšnější počet trénovacích vektorů, ale výsledky
jsou téměř stejné.
7.3.4 Velikost bloků a jejich posunutí
Velikost bloků a jejich posunutí byla vybrána na základě experimentu s LBP1 extrakcí
příznaků zobrazeném na obrázku 7.6f. Experiment byl proveden na vlastním datasetu. Počet
trénovacích vektorů příznaků byl nastaven na 10.
Úspěšnost klasifikace se postupně snižuje s rostoucí velikostí bloků a jejich posunů.
Nejúspěšnější (černá linka) klasifikace je při velikosti bloků 8 pixelů a posunutí 6 pixelů.
Naopak nejméně úspěšná (červená linka) klasifikace je při rozdělování obrazu na bloky
o velikosti 16 pixelů a jejich posunutí 16 pixelů. Výsledná velikost bloků a jejich posunutí
nebyla zvolena pouze na základě úspěšnosti, ale i rychlosti rozpoznání. Počet příznaků
(u obrazu o velikosti 64 pixelů a 10 příznacích z jednoho bloku) na jeden obraz obličeje
je 1000 při velikosti bloků 8 pixelů a posunutí 6 pixelů. S nastavením velikosti bloků na
16 pixelů a posunutím o 14 pixelů je počet příznaků 160. Pětkrát vyšší počet příznaků se
nepříjemně projeví při rychlosti rozpoznání, a proto byla výsledná velikost bloků vybrána
16 pixelů a posunutí 14 pixelů. Úspěšnost rozpoznání se tak příliš nesníží a výrazně se
projeví rychlejší rozpoznání.
7.4 Výsledky experimentů
Metoda extrakce příznaků LBP1 byla vybrána k použití v systému pro jednoduché roz-
poznání obličejů. Dále bylo zjištěno, že obrazy obličejů je výhodné rozdělit dlaždicovitým
způsobem. Velikost bloků by měla být 16 pixelů a jejich vzájemný posun o 14 pixelů. Nej-
úspěšnější regularizační parametr hodnoty 1 SVM klasifikátoru byl experimentálně zjištěn
spolu s hodnotou měřítka lineárního jádra 0,01. Nastavení prahu, který rozhoduje jestli
bude verifikace považována za úspěšnou, nebo neúspěšnou, bylo určeno na hodnotu 0.
Ověření výsledků předchozích experimentů bylo provedeno na PolyU-NIRFD datasetu.
Výsledek testování (obrázek 7.5) potvrdil vysokou úspěšnost Gaborových filtrů a LBP1
příznaků. Pravdivá pozitivní rozhodnutí Gaborových filtrů při nastaveném prahu na 0 byla
31
83,9 % a chybná pozitivní rozhodnutí nižší než 0,5 %. Při nastavení prahu na −0,2 byla
pravdivá pozitivní rozhodnutí o 5 % vyšší a chybná pozitivní rozhodnutí zachována pod
0,5 %. Úspěšnost pravdivých pozitivních rozhodnutí LBP1 příznaků byla 76,4 % při nasta-
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Obrázek 7.6: Zobrazené grafy popisují ROC křivkami úspěšnosti jednotlivých experimentů.
Grafy (a) a (b) zobrazují úspěšnost rozpoznání všemi popisovanými metodami extrakce
příznaků na vlastním datasetu a Put Face Database při 10 trénovacích vektorech. Grafy
(c) a (d) ukazují závislost úspěšnosti všech metod extrakce příznaků na počtu trénovacích
vektorů. Graf (e) zobrazuje závislost úspěšnosti na počtu trénovacích vektorů (15, 10 a
5 trénovacích vektorů) při experimentech s metodou LBP1. Graf (f) vyjadřuje závislost




V rámci bakalářské práce byly nastudovány metody detekce a rozpoznání objektů. Důraz byl
kladen zejména na detekci a rozpoznávání lidských obličejů. Kaskáda slabých klasifikátorů
(Haarových příznaků) byla použita pro detekci obličeje. Dále bylo popsáno a implemento-
váno celkem pět metod extrakce příznaků, mezi které patří LBP1, LBP2, LBP3, HOG a
Gaborovy filtry. Pro rozpoznání obličejů byla zvolena metoda Support Vector Machines.
Experimenty a testování byly prováděny na třech datasetech: Put Face Database, PolyU-
NIRFD a vlastním datasetu. Vlastní dataset obsahuje 11 osob, kde každá osoba byla za-
chycena na 100 snímcích. Cílem vytvoření vlastního datasetu bylo získání obrazů obličejů
uživatelů, kteří zaujímají přirozenou pozici před počítačem. Při experimentování s rozpo-
znáváním obličejů byla zjištěna kombinace (podkapitola 7.4) nejúspěšnějších metod a jejich
parametrů.
Získané nejúspěšnější parametry byly spolu s vybranými metodami otestovány na PolyU-
NIRFD datasetu, který nebyl při experimentech použit. Následně byly ověřené parametry
a metody použity při implementaci systému pro jednoduché rozpoznání obličejů. Systém
napodobuje přihlašování uživatele k počítači vybaveným webkamerou. Budoucí vývoj by
se mohl ubírat směrem k reálnému nasazení na operační systém GNU/Linux. Zároveň by
se jako nový autentizační prvek mohlo použít rozpoznávání hlasu uživatele. Zvýšila by se
bezpečnost přihlašování, a tím pádem snížila chybná pozitivní rozhodnutí. Uživatele, kteří
nevlastní webkameru, by mohli být verifikováni pouze podle hlasu.
Při experimentálním používání systému byla zjištěna vysoká závislost úspěšnosti rozpo-
znávání na kvalitě osvětlení. Použitá ekvalizace histogramu neupravila dostatečně snímky
se špatným nebo nerovnoměrným osvětlením. Při použití v místech s proměnlivou kvalitou
osvětlení se úspěšnost pravdivých pozitivních rozhodnutí snížila. Navazující práce by se tak
mohla zabývat úpravou snímků pořízených za různých světelných podmínek.
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