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Abstract— In this paper, we investigate the problem of
enabling a drone to fly through a tilted narrow gap, without
a traditional planning and control pipeline. To this end, we
propose an end-to-end policy network, which imitates from
the traditional pipeline and is fine-tuned using reinforcement
learning. Unlike previous works which plan dynamical feasible
trajectories using motion primitives and track the generated
trajectory by a geometric controller, our proposed method is
an end-to-end approach which takes the flight scenario as input
and directly outputs thrust-attitude control commands for the
quadrotor.
Key contributions of our paper are: 1) presenting an imitate-
reinforce training framework. 2) flying through a narrow gap
using an end-to-end policy network, showing that learning
based method can also address the highly dynamic control
problem as the traditional pipeline does (see attached video1).
3) propose a robust imitation of an optimal trajectory generator
using multilayer perceptrons. 4) show how reinforcement learn-
ing can improve the performance of imitation learning, and the
potential to achieve higher performance over the model-based
method.
I. INTRODUCTION
In the field of mobile robots, the paradigm of state-of-
the-art work [1, 2] addressing the autonomous navigation
and control problem is perception-planning-control. In this
paradigm, we first estimate the robot state and build a map
of its surrounding environment by means of Simultaneous
Localization and Mapping (SLAM). Within this map, a
smooth, optimal trajectory is usually planned and executed
via a low-level tracking controller. This approach is easy to
analyze by well separating the design, analysis, and opti-
mization of each module within the pipeline, and has proven
very successful in many robotic applications, especially
in low-speed, static environments. However, for aggressive
robot maneuvers in cluttered, dynamic environments, such
as drones racing in bush or indoor scenario, this approach
becomes quite challenging because SLAM and trajectory
optimization is memory and computationally expensive and
degrade in performance for aggressive, dynamic maneuvers
in non-static environments.
More recently, end-to-end approaches [3] have been pro-
posed to achieve more aggressive robots maneuvers in clut-
tered dynamic environments. The basic idea is to train a
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Fig. 1. Our quadrotor flying through a narrow gap
control policy that directly maps sensory inputs to control
outputs. Due to the shorter pipeline and its neural network
structured policy controller, an end-to-end approach has the
potential to achieve less computation time by utilizing the
parallel computation of current GPUs. It could also mitigate
the accumulation modeling error contributed by each module
within the conventional pipeline, by optimizing the end-to-
end policy network globally [3].
Despite these benefits, the end-to-end approach suffers
from two major drawbacks: (1) training of the policy network
typically requires a reinforcement learning framework, which
improves the network parameters using data collected in trial
tests. As the policy network becomes more complicated, the
needed training data (thus trial tests) grows exponentially.
(2) the trained policy network has no mathematical proof on
its stability nor robustness.
In this work, we investigate the stability and robustness of
the end-to-end control approach in aggressive drone flights.
We consider the drone flying through a narrow gap at a
maximum speed up to 3m/s, and orientation angle up to 60◦,
such scenario poses an extremely high requirement on both
the precision and robustness of the control policy. We start
with replacing the traditional model-based motion planner
and tracking controller with a neural network based policy
controller. This policy network takes the mapping results as
input and directly computes the control actions. Experiment
results that such a neural-network-based control policy is
indeed able to achieve comparable accuracy and stability
with conventional motion planner and tracking controller.
Whats more, our network fine-tuned by reinforcement learn-
ing is outperforms traditional model-based method in some
properties, indicating the potential of our imitate-reinforce
framework can achieve higher performance over the model-
based approach. To share our finding with robotics commu-
nity, we will publicly release our codes, trained network, and
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simulator2.
II. RELATED WORK
With the development of deep learning technology, the
learning-based methods are playing a more and more signif-
icant role in the field of autonomous navigation for mobile
robots. For example, Giusti, et al. in [4] propose a learning-
based visual perception which enabled the quadrotor flying
on forest trails automatically. In [5], authors facilitate the
drone safety fly in dynamic environments with perception
provided from deep-neural networks. Kaufmann, et al. [6, 7]
show that combining learning-based method with traditional
methods can successfully fly with high agility in Drone
Racing. Reinforcement learning is applied in addressing the
challenging problem of helicopter’s aerobatic flights [8].
These works suggest that learning-based methods are effec-
tive ways to deal with the problems in the UAV (unmanned
aerial vehicle) flights.
Aggressive flight through a narrow gap is one of the most
challenging problems in autonomous quadrotors control. To
minimize the risk of collision, it requires the quadrotor to
pass through the center with its attitude aligned with the
orientation of the gap. In [9], authors achieve the goal
by tracking the sequence of trajectories designed offline.
Mellinger, et al. in [10] consider the autnomous navigation
using state estimation form a monocular camera and an
IMU. Falanga, et al. in [11] further accomplish the goal
without any prior knowledge of the pose of the gap, using
only onboard sensing and computing. Takes these work as
a baseline, we investigate the feasibility and performance of
end-to-end approach.
III. IMITATE-REINFORCE TRAINING FRAMEWORK
In our work, addressing the problem of flying through
a narrow gap using an end-to-end neural network, we first
learn the function of the traditional pipeline by using two
neural networks imitating the traditional motion planning
and controller. After imitation learning, we fine-tune the
neural network using reinforcement learning to improve its
performance. The whole framework of our system is shown
in Fig. 2
IV. IMITATION OF MOTION PLANNING
In this section, we will introduce how we use multilayer
perceptrons (MLP) to imitate a motion primitive generator,
including the design of neural-network, learning of cost
function and data normalization.
A. Problem statement
Imitating a motion primitive generator [12] can be viewed
as using multilayer Perceptrons (MLP) to regress it. Ac-
cording to the universal approximation theorem [13, 14], we
could use a large MLP to approximate a very complicated
function, where the approximation accuracy will depend on
the size of the MLP [15].
2https://github.com/hku-mars/crossgap_il_rl
For a quadrotors traveling from a starting state Ss (in-
cluding position ps, velocity vs and as) to an ending
state Se (pe,ve and ae) with time duration T . The motion
primitive generator in [12] generates an average jerk optimal
trajectory by utilizing the Pontryagin’s maximum principle.
After generating the trajectory, we obtain the desired position
p(t), velocity v(t) and acceleration a(t) for controlling the
quadrotor, where t ≤ T .
B. Network structure
In this paper, the designed MLP framework is shown in
Fig. 3. The input of the network is a 17× 1 vector, and the
output of the network is a 9×1 vectors. As for the planning
network, it has 10 fully-connected layers and each layer has
100 latent units (shown in Fig. 4(a)).
C. Network Training
1) Data collection: We generate 20 thousand trajectories
by using a random set of starting and ending states as training
samples. Each trajectory is discreted to 1000 points uni-
formly distributed between 0 and T , where T = ||∆pe→s||/v¯
also called the traveling time. The start to the end relative
position ∆ps→e in each single axis lies in −30 ∼ 30m,
velocity (vs,ve) and acceleration (as,ae) are in −10 ∼
10m/s and −10 ∼ 10m/s2, respectively. The average
velocity v¯ ranges in 1 ∼ 7m/s. On the consideration of
the training stability, we manually remove those trajectories
with too large outputs.
2) Loss function: We train our neural network with a
weighted MSE loss on position, velocity, and acceleration.
The loss-function is:
Loss =wp · ||∆pl −∆pp||2 + wv · ||vl − vp||2
+wa · ||al − ap||2 + g
where ∆pl,vl,al are the relative position (relate to starting
position), velocity, acceleration of labeling data generated
from a conventional motion planner. g is the weight-decay
factor which can improve the generalization capability of our
network.
To enhance the flying safety, we consider that the position
error is the most important item and therefore should be
assigned with the highest weight. Then, the velocity should
set as the second place, and the last is the acceleration. In
our work, the weigh wp, wp and wa are set as 4, 2 and 1,
respectively.
D. Data normalization
In [16]–[18], authors show that data normalization plays
an important role in achieving a satisfactory result in the
training process. In our work, we normalize our traveling
time T to 1 to accelerate the training process and improve
the precision of imitation learning.
We scale the input and re-scale the output data of the MLP-
network (shown in Fig. 4(b)). The scale factor s is equal to
the traveling time T .
s = T
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Fig. 2. The framework of our work can be divided into two phases, the imitation and reinforcement learning. In the first phase, we train our end-to-end
policy network by imitating from a tradition pipeline. In the second phase, we fine-tune our policy network using reinforcement learning to improve the
network performance.
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Fig. 3. Input and output of our planning network. The input is a 17× 1
vector including Current Time t (Current T, 1× 1), Average Velocity v¯(Avr
Vel, 1×1), Start to the End vector relative Position ∆ps→e(E-S Pos, 3×1),
Starting Velocity vs (S Vel, 3×1), Starting Acceleration as (S Acc, 3×1),
Ending Velocity ve (E Vel, 3 × 1) and Ending Acceleration ae (E Acc,
3 × 1). The output is a 9 × 1 vector, including the prediction of relative
position ∆pp (P Pos, 3× 1), velocity vp (P Vel, 3× 1) and acceleration
prediction ap (P Acc, 3× 1)
The scaled time t′ = t/s and relative position (relative to
ps) ∆p′(t′) = s ·∆p(t), we have
v′(t′) =
d
t′
p′(t′) = s2v(t)
a′(t′) =
d
t′
v′(t′) = s3a(t)
By this, the scaled inputs vector is given as below
t′ = t/s, v¯′ = s2 · v¯, ∆p′e−s = s ·∆ps→e,
v′s = s
2 · vs, v′e = s2 · ve
a′s = s
3 · as, a′e = s3 · ae
Correspondently, the re-scaled outputs is
∆pp = ∆p
′
p/s, vp = v
′
p/s
2, ap = a
′
p/s
3
E. Data augmentation
For a pair of raw training data, including in-
put data: {t,∆ps→e, v¯,vs,as,ve,ae} and output data
{∆pl(t),vl(t),al(t)}, we augment it in two ways enabled
by the linearity property of the system.
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(b) Plannning network with data normaliza-
tion
• Sign flipping: We augment the data by flipping the sign
of the data, the inputs of the augmentation data become:
t′ = t, ∆p′e−s = −∆ps→e, v¯′ = v¯
v′s = −vs, a′s = −as, v′e = −ve, a′e = −ae,
and the output of augmentation data is flipped in the
same way.
• Scaling: We augment the data by multiplying a random
scale s (s ≤ 5) on both of the input and output data.
The inputs of the augmentation data become:
t′ = t, ∆p′e−s = −s∆pe→s, v¯′ = sv¯
v′s = −svs, a′s = −sas, v′e = −sve, a′e = −sae,
and all the output of argumentation data should multiply
the same scale factors too.
V. IMITATION OF CONTROLLER
Similar to the previous section, we will show how we use
MLP to imitate a traditional controller, including the design
of network structure, learning of cost function and so on.
A. Traditional controller
The traditional geometry tracking controller on SE(3) we
imitate is in [19, 20]. In world frame coordinateW (shown in
Fig. 8(a)), the current position , velocity, acceleration, and
attitude of drone are denoted as wpc,w vc,w ac and wRc,
respectively. Given the desired position wpd, velocity wvd ,
acceleration wad and desired yaw angle ψd , the controller
can computes the desired roll φd, pitch θd angle and thrust
µd.
In our situation, our desired yaw direction is set as the X-
axis of the world frame (ψd ≡ 0), and the desired rotation
matrix Rd of UAV in the in world frame coordinate W is
(rotate in X − Y − Z order )
Rd(φ, θ) =
1 0 00 cosφ sinφ
0 − sinφ cosφ
cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
 I3×3
=
 cos θ 0 − sin θsinφ cos θ cosφ cos θ sinφ
cosφ sin θ − sinφ cosφ cos θ
 (1)
B. Network Structure
The structure of the network is shown in Fig. 4. The input
of the network is a 12×1 vector and the output of the network
is a 3× 1 vector.
z
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Fig. 4. Input and output of our planning network. The input is a 12× 1
including position error wep(Pos Err, 3× 1), velocity error wev (Vel Err,
3× 1), acceleration error wea (Acc Err, 3× 1), euler angle (roll φ, pitch
θ and yaw ψ angle) and attitude in Euler angles (Euler Att, 3 × 1). The
output of the network is a 3×1 vector, including the predictions of roll φp
(P Roll, 1× 1), pitch θp (P Pitch, 1× 1), and thrust µp ( P Thrust, 1× 1).
In our work, the controller-network has the same number
of latent layers of planning-network (shown in Fig. 4(a)).
However, due to the lower dimensions of input and outputs,
we reduce the number of latent units from 100 to 40,
C. Network Training
1) Data collection: We collect our training data by gen-
erating a large number of random input vectors and labeling
their correspondent outputs using traditional cascaded PID
controller. In our work, we generate two sets of training data,
where each set of data contains 6×106 training samples. The
difference between these two sets of data is their range of
inputs. The first set of data contains a large range of inputs
and is called Large-range dataset, the second set of data
contains a short range of inputs vector and is therefore called
Short-range dataset.
• Large-range dataset: In this dataset, each axis of po-
sition error ep range in −10 ∼ 10m, Euler angle in
−180 ∼ 180◦, velocity ev and acceleration ea in −5 ∼
5m/s and −10 ∼ 10m/s2, respectively. Although our
controller normally does not work under such kind of
condition, we hope our MLP network can handle the
large range of input error as well as the traditional
method does, to increase its robustness to extreme cases.
• Short-range (working-range) dataset: In this dataset,
each axis of position error ep lies in −0.2 ∼ 0.2m,
Euler angle in −30 ∼ 30◦, velocity ev and acceleration
ea in −0.3 ∼ 0.3m/s and −10 ∼ 10m/s2, respectively.
This range of input is the working situation of our con-
troller, to guarantee the performance of the controller
network, we add this dataset to the training data as well.
D. Loss function
We train our controller-network with a weighted MSE loss
on thrust and Euler angle error. The cost function is shown
as follows.
Loss = wthr · |µl − µp|+ weul · el,p + g
where g is the weight-decay factor, µl is the output thrust of
labeled data, wthr, weul are the weight factor of thrust and
euler angle error el,p.
The Euler angle error el,p between labeling outputs φl, θl
and predicting outputs φp, θp is:
el,p = acos
(
tr[Rd(φl, θl)RTd (φp, θp)]− 1
2
)
where, Rd(φl, θl) and RTd (φp, θp) are computed form Eq. (1)
In our work, the weight factor wthr, weul are set to 1.0
and 57.3, respectively.
VI. END-TO-END PLANNING AND CONTROL
After imitating the traditional motion planning and con-
troller individually, we can merge these two networks (shown
in Fig. 5), called the “policy network”. Given the observation
of gap pose and the current state of the quadrotor, the policy
network outputs the control command directly as traditional
pipeline does.
The input of the policy network is a 29×1 vector including
17×1 input for planning network and 12×1 of current state.
The input of the controller network is the output of planning
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Fig. 5. Input and output of end-to-end policy network. Where C Pos, C
Vel, C Acc is the current relative position ∆pc, ∆vc and ac, respectively.
network (including ∆pp,vp and ap ) subtract the current
state (including ∆pc,vc and ac ).
The output of the policy network is a 3× 1 vector, which
is sent to the quadrotor internal attitude and thrust controller
directly.
VII. PATH PLANNING OF FLYING THROW THE GAP
The process of flying through the gap can be split into
three stages [11]. In the first stage, we compute the traverse
trajectory which maximizes the distance between the quadro-
tor and the edge of the gap. In the second stage, we generate
the approach trajectory to guide the drone to fly from the
initial hovering position to the desired initial state of the
traverse trajectory. In the last stage, we search for a recover
trajectory to recover the drone to a hovering state.
A. Traverse trajectory
To minimize the risk of collision, we plan our drone flying
through the gap’s center with its Z-axis orthogonal to the
longest side of the gap (Fig. 6). Our traverse trajectory
generation method is the same as [11].
The traverse trajectory is tracked by a traditional PID
controller.
Fig. 6. Our quadrotor flying through narrow gaps with different poses.
Fig. 7. Fine-tuning end-to-end policy network using reinforcement learning
in AirSim simulator.
B. Approach trajectory
Once the traverse trajectory is determined, its initial state
is the ending state of approach trajectory. Given starting,
ending state and traveling time (set as 2.6s in our work), the
optimal motion trajectory can be generated from traditional
method [12] or learning-based method (in Section IV).
C. Recover trajectory
After crossing the gap, we search a safe recovery trajectory
from the drone’s current state to a hovering state. The altitude
of hover point is set as 1m off the ground, its horizontal
position is 2.5m away from the center of gap in X direction
to leave sufficient clearance.
We search the recover trajectory by examining different
traveling time ranging from 0.5 ∼ 3.0s with a step of
0.3s . Once the whole trajectory is within the laboratory
size, we exit the searching process and follow the trajectory
immediately. Thanks to the computation efficiency of [12],
we can search a safe trajectory within 50ms.
VIII. REINFORCEMENT LEARNING
In our work, we fine-tune our end-to-end policy network
in Microsoft-AirSim simulator [21] (shown in Fig. 7). The
actual quadrotor parameters are used for the drone model in
the AirSim.
A. Virtual environment setup
To improve the generalization ability of the trained net-
work, we train our neural network in different environment
settings (different gap poses and drone initial states).
B. Reward function
The hand designed reward function in our RL training are
divided into two items, the negative (penalty) and positive
reward item.
1) Negative reward item: We introduce the penalty term in
order to penalize the changes in angular speed, acceleration,
and translation acceleration.
Rneg(t) = −
(
wω ‖ω(t)‖+ wα
∥∥∥∥dω(t)dt
∥∥∥∥+
wj
∥∥∥∥da(t)dt
∥∥∥∥) ·∆t+C
where wj ,wα and wj are the weighting factors, ω(t) and
a(t) are the angular velocity and linear acceleration, C is
xy
z
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the collision penalty, ∆t is the time interval between current
to last sampled time.
In our work, wω ,wα and wj of penalty item are set to
2× 57.3, 5× 57.3 and 10, respectively. If the drone collides
with anything (i.e. wall, ground and etc), C will be set to
109.
2) Positive reward item: If the drone reaches the center
of gap, a positive reward will be given
Rpos(t) = (wr ·max(0, da − ‖pc − p(t)‖)) ·∆t+ S
where da is the activate distance of positive reward and S
is a one-time reward which occurs at the first time the UAV
obtains a positive reward. In our work, da and wr is set to
0.15m and 1000, respectively. S is set to 5× 105.
C. RL training
After designing the reward function, we fine-tune our
end-to-end policy network using Trust Region Policy Op-
timization (TRPO) algorithm [22], which is implemented in
OpenAI-baselines framework [23].
IX. RESULTS
A. Experimental setup
The environment settings are shown in Fig.8(a), both the
state estimation of quadrotor and gap pose detection is given
by motion capture system, which transmits the estimation
results to the drone onboard computer via Ultra-WideBand
(UWB) wireless module. Our flying platform is show in
Fig. 8(b), with DJI-N3 as flight controller and Nvidia-TX2
as on-board computation platform. The feed-forward process
of our planning and end-to-end network cost about 3 ∼ 5ms
and 6 ∼ 7ms, respectively.
B. Imitation of planning
1) Comparison of different training settings: We show the
results of different training and learning settings to examine
each’s effectiveness.
• Setting A: Training without data normalization nor data
augmentation.
• Setting B: Training without data normalization but with
data augmentation.
• Setting C: Training with data normalization but without
data augmentation.
• Setting D: Training with both data normalization aug-
mentation.
The four settings have the same learning rate of 1.0×10−5
and same batch size of 6000, where 4000 data of setting B
and D comes from data augmentation(see section.IV-E ). The
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Fig. 8. Comparison of training error: settings with normalization converge
more quickly compare to others and training with data argumentation
can achieve a lower loss. The performance of training with both data
argumentation and normalization is the best.
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Fig. 9. Comparison of test error: setting with data normalization and
argumentation can achieve a lower test loss compare to others, mean that
data normalization and argumentation have a positive effect on improving
the precision of imitation learning.
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Fig. 10. Comparison of the trajectory generated from the traditional
method (Tr) and learning-based method (Lr).
training dataset has 20k random trajectories while the testing
dataset contains 100 trajectories. Each trajectory contains 1k
sample points and the testing dataset is not used for training.
After each epoch of training, we compute the average loss of
training and testing dataset. The curves of the average loss
of training and testing dataset are shown in Fig. 8 and Fig. 9,
respectively.
The curve in Fig. 8 and Fig. 9 show that both data
normalization and argumentation help increase the precision
and robustness (generalization) of imitation learning. After
training with both data normalization and augmentation in
a few days using Nvidia GTX 1080ti, our planning network
can achieve an average training loss of 0.67 and test loss of
0.99. The comparison of the traditional method and learning
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Fig. 12. Comparison of average angular velocity and thrust output among three approaches.
method is shown in Fig. 10, where we can see the trained
neural network imitates the motion primitive well.
C. Result of imitation learning
Although the attitude of the learning based approach are
not as smooth as the traditional method, our video and the
curve shown in Fig. 11 show that the end-to-end method can
also successfully cross the gap.
D. Result of reinforcement learning
We fine-tune our neural network using TRPO algorithms
[22], trained in various sets of environment settings Sec-
tion. VIII-A.
The comparison of the RL finely turned network, and
other learning algorithm are shown in Fig. 11, from which
we can see the performance improvement made by RL. The
comparison of average angular velocity shown in Fig. 12(a)
demonstrates that RL algorithm has mitigated the vibration
of attitude, which is due to the imitation learning error. In
Fig. 12(b), the average thrust output of RL is the lowest
among three types of method, indicating that the neural
network is trying the find an efficient way to fly through
the gap by consuming lower thrust.
X. DISCUSSION
In our work, we present an imitate-reinforce training
framework, address the problem of flying through a nar-
row gap using an end-to-end policy network. Our work
demonstrates that learning-based approaches can be applied
in the area of aggressive-control. What’s more, when com-
pared to the model-based planning and control methods, our
neural network fine-tuned by RL consumes lower thrust to
accomplish the same mission, indicating that our training
framework has the potential to achieve higher performance
over the traditional method.
The future work will be investigating the possibility of
a full end-to-end approach in UAV autonomous navigation
and control. The current work focuses on the feasibility study
of using neural network based control policy, by restricting
attention to only planning and control parts. However, the
potential of an end-to-end approach lies in improving the
perception, mapping, and estimation of model-based meth-
ods.
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