[1] This study explores the applicability of data-driven clustering analysis in predicting vegetation distribution over two continents where water is an important controlling factor for vegetation growth, South America and Africa, and compares the ability of clustering analysis with that of a physically based dynamic vegetation model to predict vegetation distribution. A clustering analysis algorithm based on the genetic-algorithmbased K-means is tested, with the number of clusters determined a priori according to the primary plant functional types observed to exist in the study domain. The most important variables upon which the clustering analysis is based include available water, its seasonality, and evaporative demand. The dynamic vegetation model used is the Community Land Model version 3 coupled with a Dynamic Global Vegetation Model (CLM3-DGVM) with modifications targeted to address some known biases of the model. Results from both the clustering analysis and the modified CLM3-DGVM are compared against observations derived from the Moderate Resolution Imaging Spectroradiometer (MODIS). Both methods reasonably reproduced the general pattern of dominant plant functional type distribution. There is no clear winner between the two methods, as the DGVM outperforms the clustering analysis approach in some aspects and is outperformed in others. It is therefore suggested that clustering analysis can be a useful tool in biogeography estimation, although it cannot be used in mechanistic studies as the process-based DGVMs are.
Introduction
[2] At the global scale, vegetation is largely controlled by climate with temperature and water as the two primary constraints [Holdridge, 1947; Woodward, 1987; Prentice, 1990; Woodward and Kelly, 1997] . Meanwhile, vegetation influences atmospheric processes through mass (water vapor and CO 2 ), momentum and energy exchanges. Accurate simulation of vegetation distribution is an important aspect of climate modeling.
[3] A commonly used approach to assess vegetation distribution is the empirical approach [e.g., Holdridge, 1947; Prentice and Fung, 1990; Prentice et al., 1992; Lenihan and Neilson, 1993; Box, 1995 Box, , 1996 Bonan et al., 2002] , which maps vegetation types or plant functional types (PFTs) to the combined constraint of several climate variables according to climate-vegetation relationships derived from past observations. Some of these relationships are in the form of correlative or statistical models, while others are based on the thresholds (or ranges, envelops) of climate variables within which each plant type can survive. For example, the Holdridge life zone model [Holdridge, 1947] relates annual average precipitation and temperature to specific vegetation types; Box's [1995] climate envelop model delimits the spatial pattern of tree PFTs based on the upper and lower limits (or envelops) of climate variables within the geographical boundaries of each PFT. The advantage of the empirical approach is highlighted when one is limited by data availability and/or by access to models, expertise and computational resources. Although many have used different empirical models to study the potential impact of future climate changes and to develop vulnerability and adaptation assessment [e.g., Henderson-Sellers, 1994; Neilson and Marks, 1994; Benioff et al., 1996; Yates et al., 2000] , climate change-related applications represent one of the weaknesses of the empirical approach. Derived from past observations, the climate-vegetation relationship may or may not hold as climate and environmental conditions change, which limits the usefulness of the empirical approach for future predictions. In addition, since most empirical models do not simulate any of the biophysical, biochemical, or physiological processes, they cannot be used in mechanistic studies.
[4] The recently developed dynamic global vegetation models (DGVMs) (see reviews by Cramer et al. [2001] ) represent a physically based approach that predicts the distribution and structure of natural vegetation through explicit simulation of vegetation dynamics (i.e., growth, mortality, and competition). In such models, vegetation biophysical (e.g., competition for resources) and biogeochemical (e.g., photosynthesis and respiration) processes as well as phenology (e.g., summer green or rain green) are represented using mostly mechanistic parameterizations. Some model intercomparison and validation efforts [Cramer et al., 2001; Bonan et al., 2003; Bonan and Levis, 2006] conducted with different DGVMs lent confidence to this process-based approach. DGVMs can reproduce the general pattern of global biogeography with reasonable accuracy, but model biases abound. For example, the Lund-Postdam-Jena model (LPJ) ] and a slightly modified version of LPJ coupled with the LSM land surface model [Bonan et al., 2003] overestimated tree cover at the expense of grasses, while Bonan and Levis [2006] showed the global forest cover was underestimated in the CLM3 (Community Land Model version 3)-DGVM [Levis et al., 2004] . Some of these biases are related to problems in the land surface model component (e.g., the overly dry soil in the CLM3) and some are due to parameterization of vegetation dynamic processes.
[5] In the past decade, a more objective approach, clustering analysis, has been applied to the classification of plant functional types according to climate conditions and sometimes plant structural and functional characteristics as well [e. g., Chapin et al., 1996; Gitay et al., 1999; Wang and Price, 2007] . The term ''clustering'' refers to a data-driven process used to classify unlabeled records (multidimensional data or measurement vectors) into groups (clusters) based on similarity, i.e., records (or members) in one cluster are similar to each other but different from records belonging to other clusters. Similarity is usually measured by a distance function (e.g., Euclidean distance, Mahalanobis distance, Hausdorff distance) defined on pairs of records, which varies among different fields. For example, on the basis of Euclidean distance, Chapin et al. [1996] proposed a hierarchy of plant functional types over arctic region; Gitay et al. [1999] attempted to find groups of tree species with similar dynamic behavior for subtropical rain forest species using sequential, agglomerative, hierarchical, and nested (SAHN) clustering. At the global scale, using one of the most widely used clustering algorithms the K-means clustering, Wang and Price [2007] divided the global distribution of tree PFTs into tropical, temperate and boreal subtypes primarily based on temperature controls. The Wang and Price results compare favorably with global vegetation distributions derived from two empirically based models.
[6] Results of K-means clustering depend strongly on the number of clusters K (Figure 1 ), which has to be determined a priori. It is not always clear what this number should be. To figure out the optimal number of clusters (K), Wang and Price [2007] calculated pseudo F [Calinski and Harabasz, 1974] and cubic clustering criterion [Sarle, 1983] for clusters ranging from 2 to 10. The result however still represents a local optimization on finding the optimal number of clusters, and robustness of these criteria is questionable [Milligan and Cooper, 1985] . For unsupervised clustering analysis, estimating the optimal number of clusters automatically has not been well addressed in data mining field [Hardy, 1996; Ray and Turi, 1999; Pelleg and Moore, 2000; Ishioka, 2000 Ishioka, , 2005 Tibshirani et al., 2001; Hamerly and Elkan, 2003; Welling and Kurihara, 2006; Feng and Hamerly, 2006] . Moreover, it is well known that default K-means might converge to a local minimum on clustering because of its random initialization, subsequently resulting in different classifications for the same data set (Figure 2 ). Despite these challenges, clustering analysis remains a promising approach to biogeography studies. Relative to physically based dynamic vegetation models, it provides a fast and computationally more affordable tool to predict vegetation distribution under any given climate, present or future. Compared to the empirical climate-vegetation models (that depends on past observations for climate-vegetation relationship), clustering analysis is more objective and does not require past knowledge of climate-vegetation relationship. It is therefore equally applicable under future altered climate and under the present-day climate. This makes clustering analysis a useful and fast tool for climate change impact assessment.
[7] In this study, we estimate vegetation biogeography using both the physically based dynamic vegetation model and a data-driven clustering analysis approach that represents an improvement over the default K-means clustering approach, and focus on tropical Africa and South America. This study domain is chosen as we are mainly interested in water-controlled vegetation distribution. The desert-andshrub-dominated Australia is not included for the lack of a strong gradient of vegetation in the region. For DGVM simulations, the NCAR Community Land Model (version 3.0) Figure 1 . The impact of K on default K-means for a data set with four true clusters: (a) K = 4 and (b) K = 3, using a two-dimensional data set (i.e., each data record contains two variables, variable 1 in the x axis and variable 2 in the y axis) as an example. Each type of symbols represents a different cluster. The data set is well represented when K is 4 but misclassified when K is set to 3.
(CLM3-DGVM) is used, with modification targeted to address some known biases in the model. For clustering analysis, to avoid local optimization on clustering in default K-means, a genetic-algorithm-based K-means (GK-means) [Krishna and Murty, 1999; Maulik and Bandyopadhyay, 2000; Lu et al., 2004 ] is adopted. The optimal number of clusters is determined according to the realistic PFT biogeography derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) observations. Section 2 briefly introduces the DGVM, and section 3 describes the clustering analysis methodology. In section 4, the predicted PFT distribution based on both approaches will be compared against MODIS data, and the statistical characteristics of climatic constraints for different PFTs obtained using results from both approaches and MODIS will be compared. Conclusions and discussion are presented in section 5.
Numerical Model Description
[8] The physically based model we use, the CLM3-DGVM [Dai et al., 2003; Levis et al., 2004; Bonan and Levis, 2006] simulates the land surface processes and transient changes in vegetation structure at the PFT level. The spatial heterogeneity is represented as a nested subgrid hierarchy which includes from high to low level: grid cells, land units (i.e., glacier, wetland, vegetated, lake, and urban), snow/soil columns, and plant functional types. While the land surface model CLM3 includes 16 PFTs when used with prescribed vegetation, CLM3-DGVM considers only 10 PFTs, mostly by not including crop and shrub. These include seven tree PFTs (i.e., tropical broadleaf evergreen and deciduous trees, temperate needleleaf evergreen trees, temperate broadleaf evergreen and deciduous trees, boreal needleleaf evergreen trees and boreal deciduous) and three grass PFTs (i.e., C 4 , C 3 , and C 3 arctic).
[9] The version used here is otherwise the same as the publicly released CLM3-DGVM except for two modifications. One relates to the parameterization for subsurface lateral runoff that was known to cause overly dry soil [Bonan and Levis, 2006] . As a temporary solution to this problem, we assume that all subsurface runoff comes from drainage at the bottom of the soil model and subsurface lateral runoff is set to zero [Wang et al., 2005] . The second concerns the overestimated rainfall interception by vegetation canopy due to the spatial scale mismatch between model grid cells and typical convective rain cell [Wang et al., 2005] . We have tuned the canopy water holding capacity so that the average canopy interception loss ratio is around 30% over Amazon forest, which is more realistic than that obtained from the public release of CLM3-DGVM (50% or more).
[10] We drive the model with the 3-hourly climatological atmospheric forcing derived from the Qian et al. [2006] data over the 20-year period 1985 -2004 at T62 spatial resolution (approximately 1.875°resolution in both directions). Driven with this 20-year climatological atmospheric forcing, a model integration of 300 years was carried out to simulate the potential vegetation distribution. The Qian et al. [2006] data were derived by combining observationbased analyses of the atmosphere forcing with the National Centers for Environmental Prediction -National Center for Atmospheric Research (NCEP -NCAR) reanalysis data to correct the known biases and spurious variations or trends in the reanalysis data.
Clustering Analysis Method

Variables Used in Clustering Analysis
[11] In spite of different definitions for PFTs, it is widely accepted that plant species belonging to the same PFT should behave similarly in response to climatic and environmental changes [Noble and Gitay, 1996; Chapin et al., 1996; Díaz and Cabido, 1997; Smith et al., 1997] . In the tropics where temperature is not a limiting factor, vegetation distribution is mainly controlled by water availability. Precipitation amount is therefore an important variable in determining vegetation distribution. In addition, over places where annual precipitation amount is large, precipitation seasonality (e.g., the number of dry months within a year (NDMY)) is important in distinguishing between climates supporting evergreen trees and drought deciduous trees. Land surface wetness results from the balance among precipitation, evapotranspiration, and runoff, among which evapotranspiration is regulated by net radiation while runoff is heavily influenced by soil hydraulic properties (therefore soil texture). Temperature may also influence hydrological processes through its impacts on photosynthesis and transpiration, although it is not the dominant one in the tropics. Thus, we use four climate variables (including annual precipitation, number of dry months within a year, annual averaged net radiation, and annual averaged 2 m temperature) and two environmental properties about soil texture (including percent of sand and percent of clay) in the clustering analysis to divide the vegetation into tropical evergreen trees, tropical deciduous trees, grasses, shrubs, and desert. Figure 1 , a two-dimensional data set is used as an example, with x axis representing variable 1 and y axis variable 2. Each type of symbols represents a different cluster.
[12] Here net radiation is chosen to represent the evaporative demand for the reason of convenience, since this variable can be obtained from the output of the physically based model. Although it is a more accurate reflection of the evaporative demand than for example incoming solar radiation, it may not be the best choice due to its dependence on vegetation. Potential evaporation would be a better alternative if available from observations.
Genetic Algorithm Based K-Means
[13] Clustering is the process of partitioning a given set of records (multidimensional data or measurement vectors) into clusters, so that the records in each subset (i.e., cluster) share some common traits. K-means [Duda and Hart, 1973; Holland, 1975] is one of the most widely used clustering algorithms due to its high computational performance. This procedure consists of the following steps:
[14] In step 0, define each data point as a record
, where D is the number of dimensions of each record (i.e., the number of variables considered in the clustering analysis).
[15] In step 1, choose K initial cluster centers (cent 1 ! ,
where n is the number of records in the data set.
[16] In step 2, assign each record x i ! (i = 1, 2, Á Á Á n) to its nearest cluster center according to the following relation, forming clusters C j , j 2 (1, 2, Á Á Á, K):
where parallels indicate the distance measure and usually is the Minkowski metric as estimated using
where D is the number of dimensions in each data record (see step 0); p can be set to any value and usually 2 is used, i.e., Euclidean distance.
[17] In step 3, calculate new cluster centers using
where N k is the number of records in cluster C k .
[18] In step 4, repeat steps 2 and 3 until the estimated cluster centers converge. This procedure aims at minimizing the squared error function as follows:
However, its stability is subject to the starting configuration, resulting in local optima on minimizing the squared error function, due to its greedy algorithm nature. It takes the best immediate or local, but may find less than optimal solutions for some instances. Figure 2 shows the different results produced by two independent runs of default K-means for the same data set.
[19] To reduce or eliminate this sensitivity to random initialization, different hybrid schemes have been proposed that incorporate genetic algorithms (GAs) and K-means algorithm [Hall et al., 1999; Bhuyan et al., 1991; Jones and Beltramo, 1991; Krishna and Murty, 1999; Maulik and Bandyopadhyay, 2000; Lu et al., 2004] . As the name implies, genetic algorithms are inspired by the processes observed in natural evolution and simulate the survival of the fittest among individuals over consecutive generations for solving optimization problems. They usually include initialization (randomly generating a population of solutions and encoding them in a form that a computer can process), selection (fitness based), reproduction (crossover and mutation, Figure 3) , and termination (after reaching a fixed number of generations or obtaining a satisfactory solution, etc.). Unlike others, genetic algorithms perform a globalized search for solutions and therefore converging to the global optimum regardless of the initial conditions, which was theoretically proved by Rudolph [1994] using finite Markov chain theory. For a scalar X encoded by 5-bit chromosomes, such as Chs 1 (01000) and Chs 2 (11111), the corresponding decimal values are 8 and 31, respectively. Applying the single-point crossover to them with the crossover site falling between the second and third bits, two new offspring will be produced as Chs 3 (01111, i.e., 15) and Chs 4 (11000, i.e., 24). These jumps between successive generations are much larger than those produced by other approaches and will be more intense as the size of chromosome increases. Moreover, since many crossover and mutation processes can take place simultaneously, this procedure is also parallel. [20] However, hybrid clustering schemes are usually computationally expensive which potentially impedes their practical applications. Inspired by the scheme proposed by Krishna and Murty [1999] , i.e., genetic K-means algorithm (GKA), Lu et al. [2004] developed a faster version of GKA called incremental genetic K-means algorithm (IGKA) by calculating the total within cluster variation (TWCV) (squared error function) and cluster centroids in a incremental style. We adopt this method in our study because of its high performance and briefly describe it in the following five-step procedure [Lu et al., 2004] :
[21] 1. Randomly generate an initial population with M (specified by the user) individuals as potential solutions for clustering. These solutions are encoded as chromosomes with N alleles (N is the number of data records), in which each allele is assigned to a cluster number randomly selected from {1, . . ., K} (K is the number of clusters defined by the user). For example, we want to divide 5 records into 2 clusters, the chromosome ''12111'' represents a partition in which the second record belongs to cluster 2, while the rest are all in cluster 1.
[22] 2. Select a solution from the current population (S 1 , S 2 , . . ., S M ) according to the probability distribution (p 1 , p 2 , . . .
where F(S m ) is the fitness value of the solution S m as defined by equation (6) below, which denotes the merit of this solution or chromosome to survive in the next generation. Since the objective is to minimize the squared error function or TWCV, solutions with smaller TWCV should have higher probabilities to survive and therefore larger F(S m ).
[23] The definition about legal or illegal S m is related to whether empty clusters exist. Those with empty clusters are illegal. F min is the smallest fitness value of the legal chromosomes in the current population if it exists, otherwise F min = 1; e(S m ) is the legality ratio, i.e., the number of nonempty clusters in S m divided by K; TWCV max is the maximum total intracluster variation (defined as equation (7)) encountered up to the present generation:
In equation (7), R nd is the dth dimension of record R n ! ,
where Num k is the number of records in cluster k.
[24] After repeating this step M times independently, the solutions with smaller TWCV will have higher probability to survive due to their greater fitness value. Although illegal chromosomes are permitted to survive, their fitness value is smaller than all legal ones.
[25] 3) Given a solution, mutate each allele a n to b n for n = 1, . . ., N with probability MP (mutation probability, ranging from 0 to 1 and specified by the user) independently. b n is a number selected from 1 to K with the probability determined by equation (8) in the following:
where dð R n ! , C k ! ) is the Euclidean distance between the data record R n ! and the centroid
) equals zero. The 1.5 factor is introduced for the global convergence of GK-means [Krishna and Murty, 1999] , and the bias 0.5 is introduced to avoid divide-by-zero error in the case that all patterns are equal and are assigned to the same cluster in the given solution. Thus the probability of changing allele from a n to b n (a cluster number) is greater if R n ! is closer to the centroid of the kth cluster.
[26] In step 4, for a solution after mutation, replace a n by c n for n = 1, . . ., N simultaneously, where c n is the cluster whose center is closest to R n ! , i.e.,
To avoid reassigning all records to empty clusters, d( R n ! , C k ! ) is set to + 1 here if the kth cluster is empty, which is different from step 3.
[27] In step 5, repeat steps 2-4 until the number of generations specified by the user reached, and then record the best solution. To speed up this process, the new cluster centroid C k ! and TWCV are calculated in an incremental fashion (equation (10)), since the cost of calculating new centroids and TWCVs from scratch will be much more expensive for small mutation probability:
where DTWCV represents the difference between new WCV k and former WCV k for cluster k.
Determining the Appropriate Number of Clusters
[28] To best fit the inherent structure of the data, the number of clusters (i.e., the K in K-means) has to be defined appropriately. However, for unsupervised clustering algorithms like K-means, this number is usually not clear since the classification is solely based on data statistics and no training samples are available. [Feng and Hamerly, 2006] , Bayesian K-means [Welling and Kurihara, 2006] , and so on, have been developed to provide the proper value of K automatically. However, X-means usually overestimates the number of clusters for nonspherically distributed data set because it assumes that the cluster covariances are all spherical and in the same width. Gaussian means (G-means), which hypothesizes that the data in a cluster follow a Gaussian distribution, can only work well if true clusters are well separated. Although projected Gaussian means (PG-means) does better than X-means and G-means when the data are eccentric, it does not perform as well for spherical and overlapping data [Feng and Hamerly, 2006] . Bayesian K-means (BKM) has a similar performance as PG-means, but it runs much slower [Feng and Hamerly, 2006] .
[29] Thus, we believe that the choice of method for finding the value of K is strongly data-dependent. The data used here (described as section 2.3) are six dimensional, which makes it impossible to visualize them and to estimate their structure. We therefore choose K based on prior knowledge about the data, an approach that has been used in the past [Hamerly and Elkan, 2003; Feng and Hamerly, 2006] . The real PFT biogeography derived from MODIS serves us well for this purpose as detailed in sections 4.2 and 4.3.
Skill of the Clustering Analysis
[30] Evaluating how well the produced clusters fit the data is an indispensable part of clustering analysis, because any clustering algorithm, if applied to a body of data, will always generate clusters even if that data set does not have natural cluster structure. A common solution to this issue is to refer to information independent of the clustering process. For example, in this study, the biogeography derived from MODIS can be used as the external criteria. An alternative approach however is to evaluate the mathematical or statistical properties of a clustering according to some objective validation measures. The Silhouette width [Rousseeuw, 1987] is used here to measure the skill of K-means classification by comparing the distance from each record to the center of its cluster with the distance from this record to the center of the nearest neighboring cluster. For the ith record in cluster C j , the Silhouette width is defined as
where a j i is the average distance between the ith record and all members of cluster C j ; b j i is the minimum average distance between the ith record and all members in clusters C k (k = 1, 2, Á Á ÁK, k 6 ¼ j). S i j ranges from À1 to +1 and can be deemed as a confidence indicator for the membership of the ith record in cluster C j . Usually, a positive S i j denotes a correct clustering and the larger the better, while a negative value indicates misclassification. When a S i j is close to zero, it suggests that this record can be assigned either to the current cluster or to the nearest neighboring cluster.
Data Used for Clustering
[31] To accommodate results comparison, the GK-means clustering is carried out at the same spatial resolution as the CLM3-DGVM, i.e., at the T62 resolution (1.875 degrees). Among the climate variables used, annual precipitation (in mm/a) and the number of dry months per year (NDMY) are derived from the Qian et al. [2006] data, and the annual average net radiation (in W/m 2 ) and 2 m temperature (in K) are obtained from the CLM3-DGVM output data. The soil property variables (i.e., percent of sand and percent of clay) are the same as those used in CLM3-DGVM. Normalized anomalies of these variables are used for clustering analysis to avoid the possibility that variables with large range may dominate the clustering process. Thus, each record in our data set, i.e., R n ! , is a feature vector with 6 dimensions. The observed distribution of dominant PFT is derived from the 0.5°resolution MODIS data. Dominant PFT in each grid cell is defined as the PFT that has the highest fractional coverage among all PFTs existing on that grid cell.
Results
Biogeography Based on CLM3-DGVM
[32] The distribution of dominant PFTs produced by CLM3-DGVM is shown in Figure 4b , compared with that derived from MODIS (Figure 4a ). The white spots over land in Figure 4a indicate missing data. CLM3-DGVM reproduces the general pattern of dominant PFT distribution with reasonable accuracy. The large area of tropical broadleaf evergreen trees (Trop-BET) over central Africa and Amazon, the transition from tropical broadleaf deciduous trees (Trop-BDT) to grasses in Africa, and the extensive desert in north and south Africa as well as the southwest corner of South America are clearly represented. However, some discrepancies exist at local and regional scales.
[33] Over regions where the DGVM correctly reproduces the dominance of Trop-BET (most of South America and Central Africa), the fractional coverage of Trop-BET is generally underestimated (Figures 5a (left) versus 5a  (right) ). This may be because after 300 years of model integration, woody plants are still slowly developing and expanding. A similar situation was found by Bonan and Levis [2006] . Over many of the crop areas in South America, the DGVM predicts a dominance by Trop-BET or Trop-BDT (Figure 4b ). However, these regions cannot be used for comparison in this study, since the DGVM simulates the natural potential vegetation only and does not include crops.
[34] In West Africa, the model does not capture the dominance or even presence of Trop-BET along the southern coast (Figures 5a (left) versus 5a (right) ). Over most of tropical Africa, the model overestimates the dominance of grasses at the expense of Trop-BDT, an issue Bonan and Levis [2006] attributed to the overly dry soil in CLM3. However, as illustrated in Figures 5b (right) and 5c (right), for regions that are dominated by Trop-BDT in observations but by grasses in the model, the model-simulated fractional coverage of Trop-BDT is at a magnitude comparable to grass coverage and considerably higher than that shown by Bonan and Levis [2006] . This indicates that our modifications for mitigating the dry bias in the soil (i.e., turning off the subsurface lateral runoff and reducing canopy interception loss) improve the model performance.
[35] While the model captures the overall spatial patterns of total grass fractional coverage, substantial difference in grass types is found between observation and model simulation. C 3 grass coverage is significantly underestimated and C 4 overestimated (Figures 5d (right) and 5e (right) ). Another noticeable feature is the lack of shrub land from the model, as CLM3-DGVM does not simulate shrubs. Related to this, the model simulates deserts in Africa that extend over the observed shrub lands or semidesert region. There is almost a perfect match between the model desert area and the combined area of observed desert and shrub land ( Figure  4b versus Figure 4a ).
Biogeography Based on Clustering Analysis
[36] According to the vegetation distribution from MODIS (Figure 4a) , there are six natural PFTs in our study domain. However, only four of them (i.e., Trop-BET, Trop-BDT, grasses (C 3 and C 4 ), and shrubs) are regarded as primary ones in GK-means clustering process, given the limited spatial coverage of the two temperate PFTs within our study domain. This is further justified by the fact that the information extracted by clustering method strongly depends on the spatial resolution of the data set, while the spatial coverage of these two PFTs is not much larger than the data spatial resolution. Therefore, the main objective of the clustering analysis in this study is to split the whole domain into five groups (i.e., areas dominated by Trop-BET, Trop-BDT, grasses, and shrubs, respectively, and desert areas).
[37] Given the strong gradient of climatic and environmental conditions between areas where grass can survive and areas where grass cannot, the data set was first classified into two clusters as ''arid region'' (even grasses cannot survive) and ''nonarid region'' (grasses and/or trees exist) (Figure 6a, left) . This grouping is supported by the satisfactory Silhouette measures demonstrated in Figure 6a (middle). Figure 6a (right) presents the spatial distribution of Silhouette width for this clustering, with high values for the grid cells in the interior of each region and lower values along the boundary between the two regions. This implies that the grid cells along the boundary recognized by clustering method are characterized by some climatic and/ or environmental traits that are shared by both groups to some extent, which is in good agreement with the transition nature between biomes.
[38] Since shrubs are more drought resistant than grasses due to their deeper roots and are often found in desert ecosystems, the arid region was further split into two clusters: shrub land and desert (Figure 6b, left) . The transition between these two clusters is documented by Figure 6b (right) with classification confidence validated by Figure 6b (middle).
[39] For the nonarid region, based on the strong contrast in vegetation seasonality between Trop-BET and other PFTs, the data records were first divided into two clusters (Figure 6c, left) . As illustrated in Figure 6c (middle), cluster one, i.e., the recognized Trop-BET, features high confidence of classification, although misclassifications with negative Silhouette width occur for cluster 2. The misclassification over Africa may have resulted from the fact that different plants may occupy similar niches in African savanna ecosystems. For the regions in South America where crops are abundant, misclassification may have to do with anthropogenic land cover changes (Figure 6c (right) versus croplands in Figure 4a ). Specifically, although trees are the natural vegetation, human have maintained the land as agriculture or pasture. Cluster 2 was then further divided into two PFTs, one representing Trop-BDT and the other grass, with a better accuracy demonstrated by Figures 6d (middle) and 6d (right). The clustering confidence and the transition are not as high and evident as those for previous analyses. However, it is in an acceptable range given the highly overlapping nature of the biomes in that location, where the fractional coverage for both Trop-BDT and grasses are large and at comparable magnitudes (Figures 5b, left, and 5c, right) .
[40] Assembling the clustering results above leads to the dominant PFT distribution shown in Figure 4c . It compares well with observations and captures the main features of the 
Comparison Between DGVM and Clustering Analysis
[41] When validated against the MODIS-based dominant PFT distribution, the GK-means with five clusters (EXP1) (Figure 4c ) performs better than DGVM in estimating Trop-BET over Africa. GK-means also performs better in identifying the desert borders there. This is potentially related to the fact that no shrubs are simulated in this specific DGVM. However, the shrub land estimated in EXP1 does not agree well with observations, with an obvious overestimation over Africa but somewhat underestimation at the eastern corner of South America as mentioned in section 4.2. These biases are likely due to the overestimation of arid region in the first step of clustering process. In addition, the DGVM-simulated dominant PFT distribution over Madagascar, i.e., the island off the southeastern coast of Africa, is more realistic than that from clustering analysis.
[42] To enable direct comparison of the result from GK-means with that from CLM3-DGVM, the clustering process was carried out again to split the whole domain into four PFTs (EXP2), i.e., Trop-BET, Trop-BDT, grasses, and desert, by merging the previously recognized shrubs, grasses, and Trop-BDT into one cluster and regrouping it into Trop-BDT and grasses as illustrated in Figure 6e (left). The Silhouette width and its geographical distribution (with high Silhouette width values in the interior of each biome region and low Silhouette width values at the biome boundaries), as shown in Figures 6e (middle) and 6e (right), respectively, demonstrates acceptable confidences as well as the overlapping nature at the biome boundaries. As shown in Figures 4b and 4d , the DGVM and the clustering EXP2 both overestimate grass dominance, with too much grass at the expense of Trop-BDT in CLM3-DGVM and too much grass at the expense of shrub land in the clustering result. Both clustering analyses perform better than the DGVM in identifying the Trop-BDT coverage.
[43] For a more quantitative comparison, Table 1 presents the statistics for climatic constraints of each tropical PFT recognized by MODIS-based observations, CLM3-DGVM and the clustering analysis (EXP1 and EXP2). These statistics are derived by mapping vegetation distributions from each of the four different sources (MODIS, DGVM, and Clustering analysis EXP1 and EXP2) with the same climate information. Of climate variables analyzed, the annual total precipitation and number of dry months in a year (NDMY) are derived from the atmospheric forcing data we use to drive the DGVM, and the annual average of net radiation and annual average of temperature at 2-m height are derived from CLM3 output. It is evident that the PFTs are constrained to plausible ranges of average climatic conditions, with precipitation and net radiation decreasing and NDMY increasing from Trop-BET to desert in all cases. The annual averaged 2 m temperature does not vary much among the different tropical PFTs. This is consistent with the fact that in water-controlled regions, temperature is not a crucial limiting factor for vegetation distribution. In addition, clustering experiments without considering temperature (not shown) produced almost the same results as those shown in Figures 4c and 4d . Therefore, GK-means correctly identifies that temperature has little impact on vegetation distribution over water-controlled area, which also speaks to the applicability of GK-means in this study.
[44] In both the DGVM and clustering analysis, the climate constraints for Trop-BET are extremely similar to those in MODIS, and extremely similar to each other. For example, the precipitation average over regions with Trop-BET presence is approximately 1964 mm/a (compared with 1979 mm/a in MODIS), with a standard deviation of 492 mm/a in clustering analysis and 508 mm/a in DGVM (compared with 507 mm/a in MODIS). However, the lower threshold of annual precipitation is much higher in DGVM (938 mm/a) and in clustering analysis (1048 mm/a) than in MODIS (744 mm/a). The agreement among the three is almost perfect for the number of dry months and for net radiation.
[45] For Trop-BDT, the clustering analysis with five clusters (EXP1) agrees very well with MODIS both in the average and standard deviation of precipitation and in the upper and lower thresholds of precipitation. However, these values estimated from the DGVM are substantially larger. Consistently, the number of dry months estimated from DGVM has an upper threshold of 5 months as opposed to 7 months in MODIS and clustering analysis.
[46] Clustering analysis (both EXP1 and EXP2) yields much lower values for the average, standard deviation, lower threshold and upper threshold of annual precipitation for grass existence than those derived from MODIS. The DGVM results agree well with those derived from MODIS except for the upper threshold of annual precipitation. At 2425 mm/a based on MODIS, this upper limit is approximately 500 mm/a higher than that derived from the DGVM and over 1000 mm/a higher than that derived from the clustering analysis. This discrepancy may result from the presence of grass land amid evergreen or drought deciduous forest, which is probably related to human activities (for example, ''slashing-and-burning'' to make land for pasture or agriculture). In other words, instead of clustering analysis underestimating the precipitation needed to support grass growth, results from MODIS likely represents an overestimation, while the known dry soil bias in CLM would likely lead to an overestimation of precipitation needed to support specific vegetation growth too. For shrubs, results from the clustering analysis (EXP1) and those from MODIS agree fairly well. Note that the CLM3-DGVM and the clustering EXP2 do not include shrub as a plant functional type. [47] Compared with observations, clustering analysis does fairly well in identifying the characteristics of climate that cannot support vegetation growth (i.e., over the desert areas), with some underestimation for the upper boundary of annual precipitation. However, the DGVM severely overestimates the upper boundary of this annual precipitation (1378 mm/a compared with 773 mm/a in MODIS). This probably has to do with the absence of shrubs in CLM3-DGVM, which causes the model to predict desert over grid cells where shrubs can thrive.
Conclusions and Discussion
[48] In this study, a physically based model (CLM3-DGVM) and a data-driven clustering analysis (GK-means) approach were used in estimating vegetation distribution at the PFT level in regions where water is an important controlling factor for vegetation growth. Both methods reasonably reproduced the general pattern of dominant PFT distribution derived from MODIS data. There is no clear winner between the two methods, as the DGVM outperforms the clustering analysis approach in some aspects and is outperformed in others. It is therefore concluded that the data-driven clustering analysis can perform similarly well to the physically based model in simulating the vegetation distribution at the PFT levels. Clustering analysis, when appropriately carried out, can be very useful in predicting vegetation distribution. Focusing on tropical regions where water is an important controlling factor for vegetation growth, the clustering analysis part of this study complements the Wang and Price [2007] study that focused on temperature control on vegetation using clustering techniques.
[49] The strength of the data-driven approach is its simplicity and low degree of uncertainty. The main uncertainty in the GK-means approach proposed in this study has to do with the sensitivity of the clustering results to the number of clusters that is determined a priori. However, it is obvious from our results that it works fairly well when this determination is guided by a reasonable knowledge on the number of main vegetation types existing in a specific region. Compared with empirical models that rely on past observation of vegetation-climate relationship (which may or may not hold in the future altered climate), the clustering analysis approach is more objective in that no prior knowledge of vegetation-climate relationship is necessary. It therefore can be a more useful tool for climate change impact assessment.
[50] Compared with physically based dynamic vegetation models, the main weakness of the data-driven clustering analysis is that it cannot be used for mechanistic processbased studies. In addition to predicting vegetation distribution, dynamic vegetation models such as CLM3-DGVM estimate fluxes and pools of carbon and simulate temporal behavior, and capture temporal phenomena such as fire disturbance, grazing, and human management practices. Such phenomena significantly influence vegetation cover, but cannot be captured by either clustering analysis or empirical biogeography models.
[51] On the other hand, complicated physical models such as CLM3-DGVM bear more uncertainties than the clustering analysis method in predicting vegetation distribution.
For example, as indicated by Bonan and Levis [2006] , CLM3-DGVM is highly sensitive to land model parameterizations that affect the water cycle. The two modifications we implemented in this study to mitigate the soil dry bias in CLM3-DGVM have improved the model performance to a certain degree. Another problem in the CLM3-DGVM version used here concerns the lack of shrubs in the DGVM model, which leads to overestimation of grassland coverage (due to the lack of proper competition) and overestimation of desert areas (due to the lack of plants that are viable under extremely arid conditions (i.e., shrubs)). Recently, Zeng et al. [2007] proposed a parameterization improvement that lends CLM3 the capability to simulate shrubs. It is expected that the CLM3-DGVM will perform better when the shrub parameterization is included.
