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Introduction
Cadmium telluride (CdTe) layers are efficiently used for solar energy conversion in the form of thin film solar cells.
Their particularly well-fitting optoelectronic properties (almost ideal bandgap, high absorption coefficient and high
thermal stability) are still driving the interests of both scientific communities and industrial companies in the highly
competitive world of photovoltaic materials. Furthermore, CdTe-based solar cells successfully managed the transition
from an originally promising material into a real and mature commercial technology, and represents, as of 2016, around
5% of the worldwide annual photovoltaic power production [1].
Recent developments of new thin-film deposition processes, together with a better understanding of the material’s
electronic properties, enabled an important advance in the efficiency of such cells; increasing from 10% in 1972 to 22.1%
in 2016. Nevertheless, the low values of the achievable open circuit voltages (around 900mV) remain problematic
towards efficiency improvements. The dependency of this parameter on the dopant density and the minority carrier
concentration emphasizes the crucial role of crystallographic defects in CdTe-based cell efficiency.
Nevertheless, despite more than 40 years of research, the actual effects of grain boundaries on the functional
properties of CdTe layers still remain a matter of debate. It is in fact not clear whether grain boundaries are beneficial
or detrimental for the cell efficiency. Not only is the impact of the microstructure uncertain, but also its formation
and evolution during processing received only little attention. This mostly resulted from the fact that classic tools
could not capture the relevant features with a sufficient in-plane, and most importantly, depth spatial resolution.
The present work, therefore, aims at providing more insights in these directions by addressing the following ques-
tions:
• How does the microstructure of CdTe thin films form during vapor deposition and subsequent annealings ?
• What is the influence of the microstructure on the electronic properties of the layer ?
• Can the microstructure be engineered by optimizing the process parameters to increase the cell efficiency ?
The first chapter briefly reviews the state of the art of CdTe photovoltaics, with the emphasis on the microstruc-
ture/electronic properties interplay. It also introduces some basic concepts such as grain boundary crystallography,
which will be extensively used in the next sections. The second chapter describes the physical principles of the charac-
terization techniques employed in the present work, together with the experimental and simulation setups implemented.
The third and fourth chapters are, respectively, dedicated to the microstructural characterization and growth study
of CdTe layers in substrate and susperstrate configurations. The impact of the deposition sequence and different heat
treatments on grain growth phenomena is investigated by mean of tomographic electron diffraction. The fifth chapter
deals with the correlative study of grain boundary crystallography and electronic properties. This is performed by
developing a new approach, combining cathodoluminescence performed at cryogenic temperature, and FIB/EBSD
tomography. Finally, the sixth chapter is devoted to an atomistic study of CdTe growth and defects formation, using
molecular dynamics (MD) and molecular statics (MS). The structure and energetics of particular grain boundaries are
discussed, as well as empirical hypotheses regarding the orientation-dependence of CdTe thin films growth.
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Chapter 1
Overview of CdTe Structure and Properties
In this chapter, some fundamentals on CdTe electronic properties and structure are discussed. The suitability of CdTe
as a solar-harvesting material is detailed, emphasizing its outstanding intrinsic properties. In addition, the formalism
associated with the crystallography of the defects commonly encountered in this material is also introduced. This will be
the cornerstone of later microstructural discussions. Furthermore, a brief history of CdTe photovoltaics is presented,
together with modern deposition processes, to establish the junction between historical developments and recent
problematics. These critical issues will be addressed in a dedicated section, dealing with the microstructure/property
relationship, that will be the central part of this work.
1.1 A Brief History of CdTe-based Photovoltaics
For more exhaustive reviews on the historical aspects of CdTe photovoltaics, the reader is referred to McCandless and
Sites in [2], Zanio [3] and Fahrenbruch and Bube [4].
The first artificial synthesis of cadmium telluride is commonly attributed to the French chemist Julien Margottet in
1879 [5] , as part of his extensive pioneer work on metallic sulfides, selenides and tellurides. He also established the 1:1
stoichiometry of the binary compound, thanks to successive dissolutions/titrations. The possibility for a zincblende-
analog crystallographic structure was also correctly proposed, due to the hexagonal appearance of the crystals at the
macroscopic scale. This aspect is nowadays understood as resulting from the fast growth of the trigonal {111} lattice
planes of the cubic sphalerite structure. The next major step, and perhaps the most crucial one, took place in
1947 when Frerichs [6] published his findings on the photoconductivity of "incomplete phosphors", i.e. compounds
exhibiting photoconductive properties without phosphorescence phenomena. Such species were then found to be those
nowadays referred-to as II-VI semiconductors. Therefore, for the first time, the possible use of cadmium sulfide,
cadmium telluride and cadmium selenide as photo-cells or radiations detector was proposed. In addition, the synthesis
of such crystals by vapor deposition, under controlled atmosphere, was also a breakthrough toward the development
of modern physical vapor deposition techniques.
Major contributions in the 50’s were mainly produced by two distinct research groups, one at Princeton University,
led by Richard H. Bube and the other at the Philips Research Laboratories in Eindhoven under the impulsion of
de Nobel. The former was the first to measure the bandgap of CdTe [7] in 1954, proposing a value of 1.45 eV at
room temperature, which fits to modern measurements [8]. Moreover, he also proposed the possible impurity-driven
type-conversion of CdTe, using group III or VII elements for the n-type conductivity, and group I or V elements for
the p-type one. The later group completed these findings by reporting type-conversion as a result of stoichiometric
deviation from the 1:1 Cd-Te ratio; showing that an excess of cadmium promotes p-type conductivity and vice versa
for tellurium excess [9]. One should also emphasize that the dawn of CdTe-based photovoltaics coincides with the
one of the silicon technology. Indeed, in 1954, Chapin, Fuller and Pearson [10] announced the fabrication of what is
considered to be the first efficient solar cell at the Bell Laboratories: a 6% efficient thin film silicon photovoltaic cell.
The first CdTe-based working solar cell is often attributed to Vodakov et al. in 1960 [11] with an efficiency of about
4% using a n-p homojunction. Nevertheless, the high absorption coefficient of CdTe combined with a relatively short
minority carriers lifetime enforces the use of a very shallow junction which is, in practice, very difficult to produce.
The presently established use of heterojunctions was hence already envisaged at that time. To the author’s knowledge,
the first CdTe-based one was reported in 1963 by Cusano [12], by associating p-doped Cu2−xTe together with n-doped
CdTe. It has been since demonstrated, that high-efficiency solar cells should be based on p-type absorber layers, since
electron mobility is higher there [13]. One year later, in 1964, Muller and Zuleeg [14] developed the first CdTe/CdS
heterojunction to be used as a diode, followed by Adirovich et al. in 1969 who used it for solar energy conversion [15].
This association is still, as of the writing of this thesis, the cornerstone of CdTe photovoltaics.
From this date, research has been focusing on efficiency improvement, industrial production and cost reduction of
such cells. Other milestones regarding efficiency increases can also be cited such as 1981, when Kodak reached 10.7%,
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1992, when cells with efficiency over 15% were produced at the University of South Florida and, more recently, 2014
when the 20% threshold was overcome by First Solar.
1.2 Optical and Electronic Properties of CdTe Thin Films
Cadmium telluride is a binary semiconducting compound, which belongs to the II-VI group. Its direct bandgap has a
value commonly estimated between 1.45 eV and 1.5 eV at room temperature [3]. The temperature dependence of the
CdTe bandgap has been subject to several investigations, some of them being summarized in Figure 1.1. This gap
energy has been proven to be nearly optimum regarding the solar spectrum properties [13]. Therefore, according to
the Schockley-Queisser detailed balance model [16], the theoretical maximum efficiency of CdTe-based solar cells is
estimated around 29%, if the sun is modeled as a black body at 6000K [16]. This value reaches between 31% and 32%
when using the standard AM 1.5 spectrum [17].
Figure 1.1: Temperature dependence of the CdTe bandgap. From top to bottom at 300K, data are based on
Poelman and Vennik [18], Fonthal et al. [19], Mathew and Pantoja Enriquez [20] and Mahan [21].
An important property to be considered in the design of absorber layers is, obviously, its absorption coefficient,
that is, its propensity to convert photon energy into mobile charge carriers. This parameter is defined as the ratio
of the energy absorbed per unit volume and time in the material, to the incident electromagnetic energy flux density
(i.e. the norm of the incident Poynting vector) [22]. Its dimension is thus equivalent to an inverse length. An elegant,
demonstration is proposed by Dresselhaus [22] in her lecture on solid state physics. This leads to the relationship
between the absorption coefficient α0 and the angular frequency ω of the incident flux displayed in Equation 1.1.
α0(ω) = A
√
~ω − Eg
ω
(1.1)
where:
• A is a frequency-independent prefactor.
• ~ is the reduced Planck constant.
• Eg is the bandgap of the absorber.
Three additional comments have to be made regarding this equation. First, only direct band-to-band transitions
are considered, excluding indirect band gap semiconductors where photon absorption is phonon-assisted. Secondly,
this equation only holds when the conduction band is empty; therefore at 0K. When the temperature increases, an
additional term has to be added to correct for the Fermi-Dirac distribution of carriers, leading to the filling of higher
energy levels [23]. Consequently, the absorption coefficient is, de facto, temperature-dependent. Finally, the prefactor
8
A is inversely proportional to the refractive index of the considered material. This parameter is relatively low for
CdTe, around 2.68, compared to other common absorber layers such as silicon, 3.42, or gallium arsenide, 3.32 [24].
The absorption coefficient of cadmium telluride is, hence, remarkably high, in the order of 106 to 107m−1 for incoming
photons having energies higher than the bandgap [13, 25]. The thickness of material needed to absorb around 90%
of the electromagnetic flux entering the layer is thus in the order of a few micrometers only [13]. Other empirical
expressions have been proposed in the literature among which the notable Urbach’s law [26], for amorphous and ionic
crystals, where the absorption coefficient varies exponentially with the frequency of the incident electromagnetic flux.
Nevertheless, efficient charge carrier creation is only the first requirement in photovoltaic material design; the
second being a good charge carrier separation due to the built-in electric field of the p-n junction. The suitable
parameters describing this property are mainly the carriers’ mobility and lifetime. The former variable quantifies
the linear dependency between the electron momenta and the norm of the external electric field they are drifting in;
whereas the latter estimates the mean time between generation and recombination of those carriers. Before further
discussion, the first consideration to be examined is, that the displacement of holes, as quasiparticles, corresponds to
the movement of electrons occupying states in the almost-filled valence band. However, their negative counterparts are
electrons filling states in the nearly-empty conduction band. Therefore, it is intuitively conceivable that conduction
band electrons (CBE) are more prone to higher velocity change, i.e. have higher mobility, than valence band holes
(VBH) under the action of the same external Lorentz force. Less intuitive is the subjacent concept of carrier effective
mass. It arises from the analogy between the equation of motion of an electron in a periodic potential and Newton’s
second law of motion. Indeed, it can be demonstrated that, in a crystal, the time-dependence of the electron wave
vectors ~k is related to the external force ~F applied to the system via Equation 1.2 [27]:
~F = ~
d~k
dt
(1.2)
By analogy to classical mechanics, the effective mass m∗ can be introduced to satisfy Equation 1.3:
~F = m∗
d~vg
dt
(1.3)
where vg is the group velocity of the wave packet. In the case of isotropic systems (i.e. the energy is a function
the wave vector modulus only [28]), the effective mass can be expressed as follow [27] :
1
m∗
=
1
~2
d2E(k)
dk2
(1.4)
In the general case (non-istropic systems), an effective mass tensor has to be considered in place of the scalar
definition of Equation 1.4 [28]. It appears from Equation 1.4, that the effective mass is inversely proportional to the
curvature of the energy bands in the k-space. Since the curvature of the conduction band at its minima is generally
higher than the one of the valence band as its maxima [27]; it follows that the absolute value of the effective mass of
CBEs is smaller than the one of VBHs.
Using Equation 1.3, the mobility µκ of the carrier κ can be then defined by substituting the force ~F with the force
induced by an external electric field ~. The velocity vg hence becomes then the drift velocity vd and has the form:
vd = µκ (1.5)
with:
µκ = ±qτκ
m∗κ
(1.6)
where:
•  is the norm of the electric field.
• q is the elementary charge.
• τκ is the mean free time for momentum relaxation of carrier κ.
Accounting for the previous considerations and Equation 1.6, it appears that CBEs have indeed a higher mobility
than VBHs as intuitively expected. Therefore, an efficient strategy for solar cell design is to use p-doped absorber
layers, where the minority carriers to be separated, i.e. electrons, have a higher mobility. In the case of CdTe, CBEs
effective mass is around 3.6 smaller than the one of VBHs [29] leading to a high electron mobility. Nevertheless, this
value is very sensitive to other physical and structural properties of the material, such as dopants and impurities
concentrations or microstructure. Consequently, a broad spectrum of mobility values have been proposed in the
literature ranging from 5 to 1200 cm2 V-1 s-1 [2, 30].
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1.3 Crystallography of CdTe Compounds
1.3.1 General Considerations
Under normal conditions, cadmium telluride crystallizes in the F 4¯3M space group, corresponding to the zincblende
structure, ensuring a perfect tetrahedral coordination of each atom. This structure can be best described by consid-
ering two interpenetrating face-centered cubic lattices, exclusively composed by either cadmium or tellurium atoms,
translated one from another by one fourth along a common 〈111〉 axis. At 300K, the CdTe lattice constant is 0.646 nm
leading to a cadmium-tellurium bond length of around 0.280 nm under normal pressure [31, 32].
Since the 4¯3M point group is non-centrosymmetric, the distinction has to be made between (hkl) and (h¯k¯l¯)
planes. This difference becomes obvious in the case of crystallographic planes having a mono-atomic composition, e.g.
{111} planes (Figure 1.2), where (hkl)A and (h¯k¯l¯)B refer respectively to cadmium and tellurium planes. According
to the terminology developed by Holt [33], such planes are referred-to as polar. In the case of {100} planes, a special
discussion is required [33]. Conforming to the above-stated definition, they fall in the category of polar planes.
Nevertheless, due to surface reconstructions, they can also be described as being macroscopically non-polar when
lying on a free surface [33]. It can be demonstrated that the polar character of a set of {hkl} planes can be directly
deduced from its Miller indices as displayed in Equation 1.7.{
{hkl} polar ⇐⇒ δ−1 (|h|+ |k|+ |l|) = 2n+ 1
{hkl} apolar ⇐⇒ δ−1 (|h|+ |k|+ |l|) = 2n (1.7)
where {h; k; l;n} are integers and δ is the greatest common divisor of {h; k; l}. Polarity is an important parameter to
consider when discussing physical phenomena such as crystal growth or interface reactivity, because of the different
electronic structures of cadmium and tellurium planes [33, 34]. This consideration applies to most of the II-VI
compounds but also to III-V compounds crystallizing in zincblende analog structures such as gallium arsenide (GaAs)
or gallium phosphide (GaP).
Another particular feature of this space group appears when observing the atomic stacking along the 〈111〉 di-
rections as can be seen in Figure 1.2. The -ABCABC- stacked cadmium lattice interpenetrate the -abcabc- stacked
tellurium lattice giving rise to a -AaBbCcAaBbCc- periodic layer. Therefore, two non-equivalent cuts can be performed
perpendicular to this direction: either between -Aa- type layers or between -aB- type layers. A distinct terminology
has been developed to account for the two possible terminating {111} slip planes, respectively shuﬄe and glide types,
as described in Figure 1.2. Although the shuﬄe/glide terminology is only applied to cuts perpendicular to 〈111〉, all
polar planes present the same feature.
Figure 1.2: Shuﬄe/glide and polarity disambiguation of the {111} planes in the sphalerite structure. The viewing
direction is parallel to the {100} plane. Structures are rendered using the software Ovito [35].
These crystallographic differences at the atomic scale become of particular importance when creating grain bound-
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ary structure. Indeed, depending on the polarity of the planes composing the boundary, up to 16 non-equivalent
atomistic structures can be created, at constant misorientation and constant boundary plane orientation.
In addition to the stable zincblende phase, evidences of CdTe growth in the metastable hexagonal wurtzite phase
(space group P63mc) have also been reported [36], [37]. The existence of such an allotrope is easily conceivable since
the wurtzite structure can be envisaged as a zincblende phase, exhibiting a regular arrangement of stacking faults
along its 〈111〉 direction. This thus transforms the {111} planes of the cubic structure into the basal plane of the
hexagonal one. This expectation was confirmed by Wei and Zhang [38] who estimated at only 4.5meV per atom the
excess energy of the wurtzite arrangement compared to the cubic one. Buried layers of wurtzite phase in a CdTe cubic
matrix were also experimentally observed by Yan et al. [36] with the expected 〈111〉 zincblende to basal wurtzite
relationship. Hexagonal CdTe has a wider bandgap than its cubic counterpart (around 50 meV larger) and, when
embedded in a cubic matrix, leads to the formation of a local upward band bending which is thought to be detrimental
for the overall cell efficiency [36].
In term of chemistry, the bond between Cd and Te has a strong ionicity (in the definition of Phillips and Lucovsky
[39]) of about 72% [13] providing this material with a high chemical and thermal stability. The derivation of Phillips
ionicity is complex and requires a proper quantum mechanical treatment. Nevertheless, in a simple approach, this
concept can be understood as follows: when two atoms with different chemical nature bound together, two potentials
develop, the first one due to the orbital hybridization and the second one due to the asymmetrical electrostatic charge
of the nuclei. The energy gap (here energy gap refers to the energy difference between the average energy of the
conduction band and the one of the valance band) resulting from the superimposition of these two potentials can be
expressed in the form of a quadratic sum as presented in Equation 1.8 [39]:
E2g = E
2
h + C
2 (1.8)
where Eh is the so-called homopolar gap, which is the energy gap observed when two identical atoms bound together,
that is the difference between the bounding and anti-bonding orbitals energies. C is the heteropolar gap and expresses
the contribution of the electrostatic potential when the bounding is hetero-atomic. It is important to note here that the
energy gap Eg present in Equation 1.8 is not the bandgap of the material, which is a measure of the energy difference
between the band edges [39]. Based on Equation 1.9, the ionicity fi can then be defined as follows in Equation 1.9:
fi =
C2
E2g
(1.9)
In the case of CdTe, using optical polarizability, values of Eh and C has been estimated at 3.08 eV and 4.9 eV
respectively. This leads to an energy gap value of 5.79 eV [39]. Ionicity is an important parameter as it is responsible
for the low stacking-fault energy of CdTe (around 9mJm−2) and its twinning propensity [40, 41].
1.3.2 Grain Boundaries Structure and Properties
Crystallographic Description of Interfaces
In the following, only the special case of face-centered cubic material is considered. For a complete mathematical
description of orientations and rotations in crystallography, the reader is referred to Morawiec [42].
A grain boundary can be defined as the interface separating two crystals, of the same phase, having different
orientations. Since these interfaces locally disrupt the atomic periodicity, they often exhibit physical properties that
are not representative of the bulk material.
Geometrically, grain boundaries can be described using 5 rotational parameters, associated with 3 translational
ones (also termed macroscopic and microscopic) [43, 44]. On the one hand, the rotational parameters can be divided
into two sets: 3 parameters describing the lattice rotation across the boundary, and 2 additional parameters defining
the plane of the boundary, as depicted in Figure 1.3. On the other hand, the 3 translational parameters express the
rigid body translation between the two abutting grains.
Most of the grain boundary terminology has been developed to solely account for the 5 rotational parameters. This
is presumably due to the fact that they are the easiest to access by conventional orientation microscopy techniques.
The first type of classification only takes the disorientation angle θ into account. This allows the distinction between
low angle boundaries, where θ < 15°, and high angle boundaries (θ > 15°). The underlying physical motivation
for this classification comes from the fact that low-angle boundaries can be described by a periodic arrangement of
dislocations [45]. The second type of distinction is based on the 3 misorientation parameters and uses the concept of
superlattices. For particular axis/angle combinations, a new periodic lattice, composed by sites from the two adjoining
grains, can, indeed, be created. This arrangement is referred-to as the the coincidence site lattice (CSL). An example
of a 2-dimensional CSL is displayed in Figure 1.4. It can be remarked that the CSL has the same lattice system
than its components (cubic lattices leading to cubic CSLs, etc.). These superlattices are fully-described by a single
parameter, their Friedel index Σ, which is defined as the volume ratio between the CSL and the original lattice. It
can be demonstrated that for cubic systems, Σ is always an odd integer [44], while the case Σ is equal to one is
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Figure 1.3: Geometric transformation between two grains resulting in the formation of a grain boundary. The
misorientation is expressed by the rotation of angle θ around the axis ~r (3 parameters) while the boundary plane
description requires two additional independent parameters (unit vector ~b1 × ~b2)
undefined, since it does not produce a grain boundary (nevertheless, some authors use this notation to describe low
angle boundaries [45]).
The parameter Σ is, thus, a measure of the retained periodicity across a grain boundary. Therefore, the lower its
value, the higher the density of coincidence sites. As such, low-Σ boundaries are expected to be more energetically-
favored than random high angle boundaries. This prediction has been confirmed experimentally [45, 46] emphasizing
the special character of CSL boundaries. Each Σ value corresponds to a well defined misorientation (as-summarized in
Table 1.1). Nevertheless, small deviations from this definition can be easily accommodated by dislocation arrays with
particular Burgers vectors. An estimation of this tolerated shift was proposed by Brandon [47], in analogy with the
misorientation criterion differentiating low and high-angle boundaries. The so-called Brandon’s criterion is defined as
followed in Equation 1.10 :
θb =
θ0√
Σ
(1.10)
where θ0 is taken to be 15°. As can be deduced from Equation 1.10, the higher the value of Σ, the lower the acceptable
deviation. For the most common Σ3 boundary, a deviation of 8.66° is defined as acceptable, whereas for Σ equal to 5,
the Brandon’s criterion is only 5°. Misorientation definitions of low-sigma CSL boundaries are displayed in Table 1.1.
Interestingly, it also appears from Equation 1.10 that the case Σ1 is associated with a Brandon’s criterion of 15°. This
corresponds to the threshold separating low-angle boundaries from high-angle ones, as previously discussed.
Particular CSL boundaries, having sigma values in the form of a power of three, are commonly referred-to as nth
order twin boundaries in cubic system. the most prominent ones, corresponding to Σ3, are often simply termed twin
boundaries [48]. The concept of nth order twins was derived from the Σ multiplication rule (also termed composition
rule) [49]. It can indeed be shown that, if two Σ boundaries meet at a triple junction, the third interface has to be
de facto a CSL boundary. Its Friedel index is then either equals to the product, or to the ratio, of the two other
boundaries’ Σ values. Therefore, at triple points, the juxtaposition of two twin boundaries would produce a Σ9
boundary or in other word a Σ32 interface, which, according to the previous terminology, corresponds to second order
twin.
It has to be emphasized at this point that the CSL definition does not assume any specific boundary plane
orientation. This is therefore a 3-dimensional description, just as the twin boundary terminology. Boundary planes
can exhibit a curvature and, as such, often do not follow any specific crystallographic plane. Nevertheless, in the
special case of remarkably low-energy CSL boundaries, the interface planes tend to follow well-defined crystallographic
interfaces of their hosting grains [44]. In this case, one can distinguish between coherent, respectively incoherent, twin
boundaries, if the boundary plane is a {111} plane on both side of the boundary [45]. Coherency is an important
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Figure 1.4: Two-dimensional coincidence site lattice (yellow circles) resulting from the juxtaposition of two rotated
grains (red and blue). The area ratio of the CSL over the base lattice is 5, hence forming a Σ5 boundary.
factor to take into account when correlating crystallography and physical properties. It is indeed well known that
twin boundaries having the same Σ value exhibit different mobilities and energies depending on the orientation of the
boundary plane [50].
It may be tempting to treat all grain boundaries as CSL boundaries, as it reduces the dimensionality of the problem
(from 5 to 3). Nevertheless, it can be proven that only misorientations which can be expressed by rational rotation
matrices can generate such boundaries [51]. As such, the misorientation space can not be fully spanned by CSL
interfaces, even when Σ tends to infinity.
Grain Boundaries Electronic Properties
The effects of grain boundaries on CdTe cells efficiency remains, as of the writing of this thesis, ambiguous. On
the one hand, dangling bonds, wrong bonds and dislocations located at these interfaces are significantly altering the
band structure of the material. As such, higher recombination velocities are usually observed there, and very fine-
grained thin films are unable to reach decent efficiencies. The same is also true for other commonly used absorber
Table 1.1: CSL boundaries definition and associated Brandon’s criterion for cubic systems
Σ Disorientation Angle Disorientation Axis Brandon’s Criterion
3 60 〈111〉 8.66
5 36.86 〈100〉 6.71
7 38.21 〈111〉 5.67
9 38.94 〈110〉 5.00
11 50.47 〈110〉 4.52
13a 22.62 〈100〉 4.16
13b 27.79 〈111〉 4.16
15 48.19 〈210〉 3.87
17a 28.07 〈100〉 3.64
17b 61.92 〈221〉 3.64
19a 26.53 〈110〉 3.44
19b 46.83 〈111〉 3.44
21a 21.78 〈111〉 3.27
21b 44.41 〈211〉 3.27
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materials such as silicon, gallium arsenide or CIGS (copper, indium, gallium, selenide). Nevertheless, a rather unique
fact has also been reported for CdTe: single crystal-based cells can not reach efficiencies above 13% [52]. In this
counter-intuitive observation, lies the principal motivation for grain boundary studies in CdTe thin films. In addition,
since grain boundaries do not compose an homogeneous group, but rather a broad range of interfaces spanning a five
dimensional space, their electronic properties should be in any case correlated with their crystallography. This is,
for example, suggested by the case of coherent first order twin boundaries, which appear to be harmless for the cell
efficiency [53].
An extensive review on the particular topic of GBs property in CdTe has been very recently published by Major
[54]. It nicely emphasizes the complexity of the problem, due to the interplay of crystallography and chemistry and the
resolution limitations of electronic characterization techniques. Because of the periodicity loss and the local doping
profile at the boundaries, the band structure may undergo heavy modifications in their surroundings. Band bending
has indeed been reported to take place at grain boundaries, significantly altering carriers motions [55], [54]. The exact
profile of this band bending is still a mater of debate. On the one hand, Woods et al. [55] proposed a double- barrier
model, with a minority carrier barrier in the surroundings of the boundary, while the grain boundary core would repel
majority carriers. On the other hand, Galloway et al. [56] and Durose et al. [57] proposed a single-barrier model
where minority carriers would be either repelled, according to the former, or attracted by the interface potential, as
reported by the latter. In addition, it is not clear whether such bending would benefit the cell efficiency. On the one
hand, this may enhance the carrier separation, thus lowering their recombination probability. Nevertheless, this relies
on the assumption that the transport in these trap states is large enough to enhance the overall collection efficiency.
On the other, these local Schottky barriers / p-n junctions compete with the actual heterojunction, and are therefore
altering the drift current in the space-charge region. Finally, these features are also likely to be affected by the chlorine
activation treatment as discussed in section 1.4
1.3.3 Dislocations in CdTe
Structure
Dislocations structures in CdTe, and more generally in compounds crystallizing in zincblende-analog structures,
have been described by analogy with the ones observed in diamond [58]. Nevertheless, the non-centrosymmetry
of F 4¯3M space group leads to several singularities which will be discussed here.
Several similarities with other face-centered cubic materials can be mentioned, as the common 〈1¯10〉 {111} slip
system, as well as the most energetically-favorable form of the perfect and partial dislocations Burgers vector, displayed
in Equation 1.11 [59].
~bperfect =
1
2
〈110〉 and ~bpartial = 1
6
〈112〉 (1.11)
Several dislocation structures, commonly found in CdTe, have been reported by Holt [58], including perfect edge,
perfect screw, 30° and 60° mixed dislocations. In the case of perfect screw or 60° mixed dislocations having a Burgers
vector as described in Equation 1.11, the dislocation line runs along a dense low-indexed 〈110〉 direction. Therefore,
such defects are expected to be among the most prominent observed in zincblende structures [60]. Furthermore, a
specific feature of these dislocations lies in the fact that their core is exclusively composed by only one type of atom,
either cadmium or tellurium, providing their line with a net coulombic charge [61]. This is expected to strongly affect
their electronic and chemical properties.
Accounting for the stacking sequence of such crystals along the 〈111〉 direction, two additional sets of dislocation
can be distinguished for a given pair of Burgers vector and dislocation line. Indeed, as mentioned in the previous
section, two different gliding planes can be distinguished, namely shuﬄe and glide as displayed in Figure 1.2. Despite
an ambiguous denomination, it has to be emphasized that dislocations of the shuﬄe set are also glissile [62]. One
major divergence between these two sets lies in their thermodynamic stability. Indeed, while dislocations from the
glide set are thought to be likely to dissociate into Shockley partials (resulting in the creation of an intrinsic stacking
fault), dissociation of dislocations from the shuﬄe set is expected to be less favorable. This would indeed require the
formation of a high energy stacking fault and would, as such, only occur through indirect mechanisms [59], [62].
A previous study conducted by Hall and Vander Sande [59] concluded that almost all dislocations observed in
deformed CdTe samples are dissociated. They also estimated the associated dissociation energy at 10.1mJ/m2. A
recent work by Li et al. [63] using aberration-corrected STEM enabled the direct observation of 30° and 90° Shockley
partials, resulting from the dissociation of 60° type dislocations, as well as positive and negative Frank partials (resulting
from the condensation of vacancies and interstitials respectively). The dissociation reactions for 60°, screw and edge
type defects have been summarized by Öberg in [64].
In addition to the crystallographic distinction discussed above, it is also necessary to differentiate dislocations
according to the chemical nature of the atom in the most distorted core position [65], [66]. In the trivial case of perfect
edge dislocations, if the terminating atom of the inserted half-plane is a cadmium atom, respectively tellurium, then
the dislocation will be referred-to as A-type, respectively B-type. Hence, for a definite combination of Burgers vector
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and dislocation line, four different non-equivalent dislocations can be distinguished, namely A(s), A(g), B(s), B(g),
where the lower-case letter refers to either the shuﬄe or glide set. Previous nomenclatures are described by Durose in
[29]. The aforestated chemical classification can not be avoided since the atomic nature of the dislocation core is known
to have significant effects on certain physical properties, such as dislocation mobility. Nevertheless, the dissociation
energies of A- and B-type dislocations, as measured by Lu and Cockayne [65] are not clearly separable, ranging from
8.9mJ/m2 to 10.5mJ/m2 for the former type and from 8.6mJ/m2 to 11.4mJ/m2 for the latter. A similar conclusion
has been reported by Zhou et al. [67] regarding the line and dissociation energy of several defects calculated by
molecular dynamics simulations, where A- and B- type structures are almost indistinguishable from an energetic point
of view. Nevertheless, the mobility of A-type defects is there found to be much higher than is B-type counterpart,
due to the lower activation energy (almost halved) required to trigger their movement [67]. Therefore, although both
kinds of dislocations are initially created in equal proportion to respect the layer stoichiometry, A-type dislocation are
more prone to annihilation as a result of plastic deformation, thus leaving behind a higher concentration of B-type
defects [61].
Electrical Effects of Line Defects
Dislocations are expected to be electrically active since they disrupt the local crystallographic periodicity. Nevertheless,
due to their limited spatial extent, the correlation between their structure and functional properties is still very
challenging. An efficient strategy to determined their electronic properties, relies on the association of high-resolution
TEM techniques with density functional theory (DFT) calculations. Indeed, while the former is able to resolve the
defect crystallography, the latter allows the computation of the resulting band structure modifications [63, 68, 69].
Examples of such calculations can be found in reference [63] for A- and B-type 90° partial dislocations (resulting from
the dissociation of 60° partials), showing that no deep states are created there. Moreover, the shift in Fermi level
observed in their vicinities indicate the donor, respectively acceptor, nature of A-type, respectively B-type, partials.
Interestingly, partials dislocations are not only thought to be begin but could also help separating carriers. This may
be achieved thanks to the formation of an electronic dipole between defects with reversed cores chemical composition.
This band bending, predicted by DFT calculations, have been observed so far in the case of 90°/90° and 90°/30°
partials pairs [63, 68]. In the case of non-dissociated 60° dislocations, local band bending can directly result from
the net charge of the dislocation line [61]. Moreover, A-type cores are expected to act as electron trap, whereas their
B-type counterparts should act as donors [61]. Taking into account the aforementioned slight preponderance of B-type
line defects, introduction of dislocation should therefore result in a shift of conductivity toward a n-type behavior (or
in other words, a shift of the Fermi level toward the conduction band) [61]. It is also important to mention that the
presence of such electric charge in the surrounding of dislocation lines is responsible for the photoplastic effect, i.e. the
change in flow stress due to light absorption [61], [70].
Photoluminescence analyses of samples, deformed under controlled conditions, revealed the concomitant apparition
of the so-called Y-band, at 1.474 eV, with increasing dislocations density [71]. Moreover, a significant increase in mid-
gap emissions is also observed. Babentsov et al. [72] reported on the temperature dependence of the Y band, revealing
that its intensity is decreasing rapidly between 4.5 and 100 K due to the thermal release of formally trapped excitons.
The detrimental effect of such trap states should therefore be relatively limited.
1.4 CdTe/CdS Solar Cells Device Fabrication
1.4.1 CdTe-based Solar Cell Structures
Most of CdTe-based solar cells are developed based on the n-CdS / p-CdTe heterojunction. Depending on the
deposition sequence of the subsequent layers, two different configurations have to be distinguished. The first one, the
substrate configuration, was historically the first to be proposed. The back contact is deposited on a substrate, followed
by the absorber layer and the window layers. The converse configuration corresponds to the so-called superstrate
configuration. In this case, the deposition sequence now follows the light path direction: the window layers being
deposited first, to finish by the back contact deposition. This configuration is, nowadays, the most widespread one.
This is motivated by the higher efficiency of these stacks, as compared to the substrate ones (22.1% record efficiency
for the former, 13.6% for the latter [73, 74]). A comparison between these two configurations is visible in Figure 1.5.
Despite the reverse stacking sequence, both configurations are composed of the same layers, including:
• A transparent conductive oxide (TCO), whose role is to provide an electrical contact with the CdS layer, thus
allowing the current flow through the cell. It is usually composed of tin (IV) oxide (SnO2) or indium tin oxide
(ITO), with thickness varying between 100 nm and 500 nm [8]. The use of such materials prevents parasitic light
absorption, thanks to their high bandgap (above 3 eV).
• A CdS thin layer, that forms the n-counterpart of the p-n heterojunction. It is usually grown to a thickness
ranging between 50 nm and 100 nm. CdS is commonly used as it is cheap to produce, it can be easily n-doped
and its high bandgap (2.42 eV) prevents extensive light absorption [8], [76].
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Figure 1.5: CdTe/CdS solar cell grown in superstrate configuration (left) and substrate configuration (right). The
glass substrate can be replaced by flexible and/or non-transparent substrates [75].
• A back contact, which serves the same function as the TCO but does not require to be transparent, since it is
located at the end of the light path. A broad variety of materials has been proposed to this aim, including copper-
doped zinc tellurium (ZnTe), antimony or antimony telluride (Sb2Te3) for example [8], [77]. The development of
suitable back contacts for CdTe is known to be a critical problem. CdTe indeed tends to form Schottky contact
with metals, rather than purely Ohmic contacts, due to its high electron affinity (4.5 eV) [8].
Despite their overall lower efficiency, solar cells grown in substrate configuration present interesting properties.
First of all, since light directly hits the TCO, there is no parasitic light absorption in the superstrate. Moreover, since
the substrate is now at the end of the light path, transparency is no longer a requirement. This, therefore, enlarges
significantly the spectrum of usable materials, such as cheap flexible metallic foils. Finally, post-treatments of CdTe
can be performed without altering the p-n junction as it is, de facto, not existing at this point of the processing.
Conversely, the main drawback of the substrate configuration lies in the increased difficulty of CdTe p-doping. The
acceptor concentration in CdTe is usually increased by diffusion of Cu, originating from the back contact, during the
cell processing. For cells grown in the superstrate configuration, this happens at the very end of the manufacturing.
Thus, only a limited amount of Cu has enough time to diffuse deeply into the absorber layer. In the case of cells
grown in substrate configuration, Cu diffusion starts from the beginning of CdTe deposition, all the way until the front
contact deposition. Therefore, the succession of heat treatments strongly promotes Cu diffusion in the photoactive
layer [73]. This excessive segregation is problematic since Cu is an amphoteric dopant, depending on whether it
substitutes Cd or migrates to the interstitial positions. As such, compensation is inevitable and the benefits of Cu
are lost. In addition, extensive segregation of Cu to the p-n junction has also been reported to drastically decrease
the cell efficiency [73]. Therefore, alternative doping techniques still have to be developed to reach comparable carrier
densities in substrate configuration cells.
1.4.2 CdTe Deposition Techniques
In order to be economically sustainable, thin film solar cells have to match the industrial requirements in terms of
production cost, time and reproducibility, without sacrificing their conversion efficiency. Based on these criteria, a
wide range of deposition processes have been proposed to design competitive CdTe solar cells. Some detailed reviews
on this topic can be found in the literature, notably the one of Bonnet and Meyers [13] and the one of Bosio et al.
[78]. The following section will concentrate only on the absorber layer deposition step and will not deal with windows
layers and contacting.
Physical Vapor Deposition
Physical vapor deposition (PVD) is very suitable for CdTe, thanks to its propensity to sublimate congruently before
melting [13, 79]. Therefore, upon sublimation, vapor composition remains stoichiometric and so does the newly-formed
CdTe thin-film. A light stoichiometric deviation towards Te-rich vapor at higher sublimation temperature has been
reported by Greenberg [79]. Nevertheless, this excess is only around 2× 10−3 at%. As such, a slight native p-doping
of CdTe can be obtained by controlling the sublimation temperature.
16
Two types of PVD processes can be distinguished depending on the deposition chamber geometry and on the
vacuum quality entailed. On the one hand, classical high vacuum evaporation (HVE), which is performed at pressures
in the order of 10−8 bar, at a substrate temperatures in the range of 200 ◦C to 550 ◦C and, on the other hand, close-
space sublimation (CSS), performed at significantly higher pressures (in the order of 10−5 bar to 10−4 bar) and usually
higher substrate temperatures. In both cases, sublimation is performed by heating a crucible usually containing CdTe
powder at a temperature higher than the substrate, in general between 650 ◦C and 900 ◦C. The thin film is then created
by condensation of the vapor on the desired substrate. In the case of CSS, the distance between the crucible and the
substrate is in the order of a few millimeters, allowing a lower vacuum quality and thus reducing the production cost.
Based on several literature data, a non-exhaustive comparison between classical HVE and CSS deposition parameters
is presented in Figure 1.6.
Figure 1.6: Substrate temperature and chamber pressure comparison between high vacuum evaporation (HVE) and
closed-space sublimation (CSS) deposition.
Metal-Organic Chemical Vapor Deposition
In contrary to the previously-described PVD processes, chemical vapor deposition (CVD) requires a chemical reaction
between atomic cadmium and tellurium on the substrate surface. In the particular case of Metal-Organic Chemical
Vapor Deposition (MOCVD), these atomic species are formed by thermal decomposition of gaseous organic precursors.
Dimethylcadmium is usually employed as Cd precursor and tellurium is usually obtained by decomposition of diiso-
propyltelluride or diethyltelluride [80, 81]. As suggested by Bonnet and Meyers [13] and Zoppi et al. [82], MOCVD
would present an interesting alternative to PVD since a concomitant doping of the absorber is made possible by
introducing chemical impurities in the gaseous atmosphere. Another advantage would lie in the fact that MOCVD is
often performed at atmospheric pressure, obliterating the need for demanding vacuum techniques [78].
Spray Pyrolysis
As in the case of MOCVD, chemical spraying deposition occurs through the sequence precursors decomposition / atomic
species reaction on the substrate. Nevertheless, cadmium and tellurium precursors are here in the form of an aqueous
solution which is sprayed on the substrate. The thermal decomposition the precursors then occurs between 480 ◦C
and 520 ◦C [13], [78].
Electro-Deposition
Another way to produce CdTe thin films is by mean of aqueous redox reaction between cadmium sulfate (CdSO4)
and tellurium IV oxide (TeO2) [83], [84]. Sella et al. [84] proposed a reaction where tellurium IV is first reduced
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on the cathode, before assisting the reduction of cadmium II by formation of CdTe under applied bias according to
Equation 1.12.
TeO2+2 + 4e
− + 4H+ = Te+ 4H2O (1.12a)
Cd2+ + Te+ 2e− = CdTe (1.12b)
It appears from Equation 1.12 that cadmium reduction has to proceed sufficiently fast to prevent the formation
of bulk tellurium at the cathode [85]. Therefore, reacting species concentrations, pH, and temperature have to be
carefully controlled to achieve stoichiometric deposition and, in most cases, a subsequent annealing post-treatment
have to be performed to restore the film properties [78].
Atomic Layer Epitaxy
Atomic Layer Epitaxy is performed by successive condensation of monolayers of cadmium and telluride on a substrate
from a mono-atomic vapor phase or electrolyte (in the particular case of electrochemical atomic layer epitaxy). Growing
a thin film atomic layer per atomic layer leads to a very high crystalline quality without any composition shift [13].
Nevertheless, the main drawback of this technique are the low achievable deposition rates, which are in the order of
10 to 50 times slower than for PVD, which is usually around 10Ås−1 [13, 86, 87].
Screen Printing
Screen Printing is a form of powder metallurgy where a slurry consisting of cadmium and tellurium powder is deposited
on a substrate, dried and finally sintered at high temperature and high pressure. Nevertheless, this type of deposition
often results in films with a thickness in the order of 10 µm [8, 78] thus limiting its use for solar cells design.
1.4.3 The Chlorine Activation Post-Treatment
As-deposited CdTe solar cells are unable to reach decent efficiencies. Therefore, independently of the process by
which they are deposited, all of them require an additional annealing post-treatment: the so-called activation step.
In addition, this annealing step should be performed in a chlorine-containing atmosphere. In most cases, a layer
of cadmium chloride (CdCl2) is deposited on top of the absorber and then subsequently annealed. Recently, other
non-toxic chlorine sources have been proposed, such as magnesium chloride (MgCl2) [88].
This post-treatment, by itself, can double the cell photoconversion. It should be stressed that, despite years of
research, the exact mechanism responsible for this increase remains a mystery. Several hypotheses have been proposed,
suggesting that the activation proceeds thanks to recrystallization of the CdTe layer [75, 89], by intermixing of the
CdS/CdTe interface [74, 89], by chlorine diffusion at grain boundaries [90, 91] or by a convolution of all of these.
It has also been suggested that chlorine enables the passivation of the crystallographic defects, that is, transforms
some non-radiative recombination centers into radiative ones. This would proceed by the formation of (VCd, ClTe)
complexes, also referred-to as A-centers, and β complexes (VCd, 2ClTe) [29, 92].
In addition, extensive segregation of S and Cl at crystallographic defects is thought to be responsible for a local
bending of the electronic bands [63, 93]. The controversy nevertheless persists, since the band-bending shape (upward
or downward, and single or double barrier) is still disputed [56, 93]. At the same time, other publications claim
that chlorine only enhanced an already existing band-bending [55]. More details on the band bending occurring at
boundaries are given in section 1.3. Finally, some authors also suggested that (CdCl2) facilitates the re-evaporation
of as-deposited CdTe grains. The structural and chemical changes might thus be due to an actual re-solidification
process [94]. Nevertheless, all these phenomena have never been systematically observed, and tend to depend on the
initial deposition process of the CdTe layer [95, 96].
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Chapter 2
Characterization Techniques and Simulation
Setups
In this chapter, the physical background and the modi operandi of the characterization techniques used in this thesis
are described. Microsctructural investigations were performed using conventional electron backscatter diffraction
(EBSD) coupled with focused ion beam/electron backscatter tomography (FIB/EBSD tomography). This allowed a
quantitative three-dimensional microstructural characterization across the whole thickness of the thin film. In addition,
these structural analyses were correlated with the functional properties of the CdTe layers using cathodoluminescence
(CL) spectroscopy. CL indeed provides information on the carriers recombination pathways, as well as the spatial
distribution of recombination centers. In order to estimate the practical resolution of this technique, Monte Carlo
(MC) simulations of electron energy losses and sputtering damages were also performed. Finally, high resolution
imaging of crystallographic defects were conducted by electron channeling contrast imaging (ECCI).
In order to model grain boundary structures and formation during deposition, molecular statics (MS) and molecular
dynamics (MD) were employed. This enabled a systematic hypothesis-testing, based on our experimental results. In
addition, grain boundary energy calculations also provide a means for understanding recrystallization and interface
properties predictions.
2.1 Electron Backscatter Diffraction
A complete overview on the technique, including physics and application ranges, is available in [97]
2.1.1 Physical Background
Electron backscatter diffraction (EBSD) is a scanning electron microscopy (SEM) based technique, exploiting the
electron diffraction properties of crystalline materials. An electron beam is used to generate a point-like source of
electrons inside the material, from which characteristic diffraction features will be created. The recording and analysis
of these geometric patterns allow the extraction of a broad range of microstructural information. For example, grain
orientations, phase quantification, defect densities and local strain can be measured at the sub-micrometer scale.
When interacting with a solid, electron waves undergo incoherent scattering, that is, the direction of their wave
vectors is randomized. This is easily conceivable when electrons are treated as particles, that are randomly scattered
by the atomic nucleii and the electron cloud of the matrix. As a result, a local point-like source develops inside the
material, from which electron waves, with a broad distribution of wave vector orientations, emerge [98]. Depending
on their direction, different waves will be diffracted by different set of crystallographic planes, following the Bragg
diffraction condition, as displayed in Equation 2.1:
2
(
~k · ~G
)
= G2 (2.1)
where ~k is the wave vector of the diffracted electron wave and ~G the reciprocal lattice vector of the diffracting
planes [27]. This second step is purely coherent, that is, the directionality of the diffracted waves is enforced by the
crystallography of the planes leading to diffraction. In three dimensions, diffracted electrons are thus describing pairs
of Kossel cones, of opening angle 180° − 2θ, where θ is the relevant Bragg angle. In addition, the bases of these
cones are parallel to the diffracting planes, and they all share the same apex (located in the point source inside the
material). When these cones intercept an electron-sensitive detector, extending almost perpendicularly to their bases,
they form a pair of hyperbola, whose spacing relates to θ. Nevertheless, in the case of electron diffraction, Bragg
angles are usually very small (in the order of 0.1° to 1°) and, as such, Kossel cones generated by EBSD have very
broad apertures. Therefore, the curvature of these hyperbola is rather small, and they appear as a pair of straight
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and parallel lines, usually referred-to as Kikuchi lines. Computer-assisted detection of these lines then enables the
unambiguous determination of the crystal orientation relative to the primary beam.
2.1.2 Three-Dimensional EBSD
Three-dimensional microsctructural data can be obtained by combining serial sectioning, alternated with diffraction
pattern collection. When the depth milling is performed by surface sputtering using a focused ion beam (FIB) in
grazing incidence, the technique is referred-to as FIB/EBSD tomography [97]. Manual, or automated, mechanical
polishing can also be employed, when suitable, and has been proven to yield exploitable datasets [97].
Experimentally, the main difficulty for automated FIB/EBSD tomography lies in the different beam inclinations
required during FIB milling and EBSD acquisition. The amplitude of stage movements should indeed be limited,
to enable an accurate re-positioning between alternating positions. Three distinct experimental setups have been
proposed to overcome this issue, namely the tilt setup, the static setup and the rotation setup. In the present work,
the tilt setup was employed and, as such, will be the only one described. For a complete overview of the different
available setups, the reader is referred to [97]. The denomination tilt setup describes the only stage movement required
to alternate between the milling and the EBSD acquisition positions, as visible in Figure 2.1. The tilt angle value
corresponds to the angular difference between the stage tilt required for EBSD and the inclination of the FIB column.
In the present work, this leads to a tilt angle θ of 34°, as visible in Figure 2.1-b. The sputtering depth is taken to be
the same for each milling step, and is controlled by the beam shift of the FIB column. Since stage movements are
inherently non-perfectly reproducible, a realignment step is required when transiting from one position to another. This
is performed by feature-recognition of a fiducial marker, previously milled, ensuring a well-controlled re-positioning.
2.1.3 Processing of 3D-EBSD Datasets
In the present work, Kikuchi patterns are collected following a regular 3-dimensional cubic grid. This is enforced by
using a lateral step size, during 2-dimensional orientation mapping, matching the depth between consecutive slices.
This leads to the collection of datasets consisting of several 2D orientation maps gathered at successive depths, at
a regular interval. Two different approaches can then be employed to analyze them. On the one hand, information
gathered on individual 2D orientation maps can be treated separately, leading to a 2+1D approach. The depth-
evolution of several 2-dimensional parameters, such as texture, 2D grain size or phase distribution, can then be
computed by simple juxtaposition of results from individual 2D EBSD maps. On the other hand, the real 3D approach,
required to extract volumetric features such as grain boundary network shape, 3D grain size or volume, necessitates
the convolution of individual 2D maps into a single voxelized dataset. The microstructural discretization is then
performed by segmenting the voxel distribution based on orientation differences, thus delimiting well defined grains.
To correct for the artificial roughness of the voxelized interfaces, the structure is substituted by a triangle-based mesh.
The final refinement is performed by applying a Laplacian smoothing on the reconstructed boundary network. The
algorithm corresponding to these steps has been described in details in [99].
2.1.4 Technical Considerations
In the present work, EBSD analyses were performed using a Zeiss-Crossbeam XB 1540 FIB-SEM consisting of a
Gemini field emission gun electron column and an Orsay Physics ion beam column mounted 54° from the vertical. For
EBSD orientation mapping, an EDAX-TSL EBSD system with a Hikari camera was employed.
FIB-EBSD tomography was achieved by removing successive layers of material using gallium ion milling in grazing
incidence at 30 keV acceleration voltage, a FIB working distance of 7.94mm and an ion beam current of 500 pA. Two
dimensional EBSD-orientation mapping was then performed on a free surface inclined 70° towards the primary beam.
The electron acceleration voltage was 15 keV, the working distance 13mm and the electron probe current 10 nA. The
strong tilting ensured a high backscattering coefficient, whereas the use of moderate voltages avoided artifacts from
surface topography. Kikuchi patterns were collected on an electron-sensitive transparent phosphor screen, located
approximately 2 cm away from the specimen [97] (see Figure 2.1).
In order to allow automated data acquisition and serial sectioning, a fiducial marker was used to realign the images
before and after each sequence by image recognition. The sample movement was performed according to the so-called
”tilt setup” as described in the previous sections. For each slice, three different areas were sequentially milled as
depicted in Figure 2.2. Two lateral surfaces were firstly milled to prevent shadowing effects from the neighboring
material. The top surface was then sputtered in two steps: the first was a coarse milling, using a 2 nA beam current,
aiming at removing material at the bottom of the milling field; this was followed by a smooth milling step with a
500 pA current, delimiting the area of interest on which the orientation mappings were performed. After each complete
session, the beam was moved towards the surface to remove the next layer of material. In order to investigate the
CdTe absorber layer, both the transparent conductive oxide (TCO) and the CdS layer (see section 1.4) had to be
removed by FIB using a 2nA, 30 keV accelerated Ga+ ion current. Once the absorber layer was exposed at the free
surface, FIB-EBSD tomography was invoked. The orientation data were measured on a 3-dimensional cubic lattice
20
Figure 2.1: a) Conventional experimental setup of EBSD pattern acquisition in a scanning electron microscope. b)
FIB milling setup. The stage movement required to alternate between position a) and b) is a standard tilt of 34°.
The sequential transition between a) and b) hence describes the FIB/EBSD tomography tilt setup.
with a similar step size, in the order of 50 nm-70 nm, in all 3 dimensions. The collected EBSD orientation data were
analyzed using EDAX-TSL OIM Analysis version 6.2. All datasets were cleaned up first using grain confidence index
(CI) standardization and then a grain dilation algorithm (single iteration). Both algorithms belong to the standard
functions of the OIM Analysis software. Application of these functions guarantees that all accepted data points have
good confidence for their orientation correctness. Furthermore, low-confidence data points directly on grain boundaries
will be assigned to one or the other grain across the boundary in order to allow smooth grain boundary reconstruction.
The 3D reconstruction and related pole figures were obtained using the in-house developed post-processing software
QUBE version 1.2.0.1 [99], following the procedure described in the previous section.
Due to sample charging, significant misalignment and distortions are expected between successive measurements.
The misalignment was corrected by realigning all collected datasets prior to 3D reconstruction using the algorithm
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provided by EDAX-TSL OIM Analysis and a manual realignment graphical user interface specifically developed to
this end. Nevertheless, the map distortions cannot be corrected yet and are, thus, responsible for small reconstruction
artifacts.
Figure 2.2: Schematic of the FIB/EBSD tomography milling sequence. Red dashed arrows indicate the incoming
gallium ions direction.
2.2 Electron Channeling Contrast Imaging
An extensive review on the physical principles and applications of Electron Channeling Contrast Imaging is available
in Zaefferer and Elhami [100].
Electron Channeling Contrast Imaging (ECCI) is a mean of imaging 1D and 2D crystallographic defects in a
scanning electron microscope. The physical phenomena exploited in channeling imaging are tightly linked to the ones
on which EBSD relies. Nevertheless, the use of a different probing geometry enables the characterization of different
microstructural features.
During EBSD analyses, an incoherent source of electrons generates a coherent signal, after Bragg diffraction, which
is recorded on a positional detector. In the case of ECCI, a coherent source of electrons generates an incoherent signal,
after defects scattering, which is recorded on an integral detector. It is clear that, in reality, both phenomena are two
sides of the same coin and that their discrimination is only a matter of experimental setup.
ECCI is performed on flat surfaces, disposed perpendicular to the electron beam. As the primary beam scans the
sample, backscattered electrons are recorded close to the pole piece and summed up into an intensity value. As such,
electron channeling micrographs are backscattered electron density maps. If the primary beam has a high parallelism,
all incident electrons fall onto the same crystallographic plane at the same angle. If this angle matches its Bragg
angle, a significant fraction of the primary beam electrons may channel into the crystal structure, that is, they are
successively diffracted at the lattice planes, and therefore lead to very little backscattering. This phenomenon is
referred-to as channeling, and gives its name to ECCI. The fraction of the primary beam intensity lost in the sample
depends on the structure factor of the diffracting set of planes. ECCI can thus be envisaged as a probe of the local
Bragg diffraction intensity; a higher backscattering intensity corresponding to a lower diffraction intensity. It is worth
noticing that the signal loss in ECCI is thus contributing to the EBSD signal.
Crystallographic defects, such as dislocations or stacking faults, alter the nature of electron interaction with the
lattice, changing from channeling to backscattering, thus allowing the defects to become visible. Indeed, for grains
satisfying the channeling condition for highly diffracting planes, the overall recorded backscattering intensity is very
low. Therefore, the crystallites appear black when observed with a backscattered electron detector. If dislocations are
present, a higher yield of backscattered electrons will be locally measured and defects appear as white features. The
contrast observed is thus similar to the one exploited in dark field transmission electron microscopy (TEM) [100].
2.2.1 Technical Considerations
ECCI analyses were performed using a Zeiss Merlin scanning electron microscope, equipped with a Gemini-type field
emission gun electron column. Micrographs were taken at a beam voltage of 30 keV with a beam current varying
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between 1 nA and 2 nA. The working distance was chosen to maximize the backscattering intensity. This occurs for
a specimen distance of around 7mm. In order to ensure good electrical conductivity and to minimize detrimental
charging effects during SEM imaging, the non-conductive glass substrate was coated with silver paste.
2.3 Cathodoluminescence: Physical Description and Applications
This section deals with the fundamental principles of cathodoluminescence that will be exploited in the experimental
part of this thesis. A complete and detailed overview of the technique possibilities and principles is available in Yacobi
and Holt [101] and the full mathematical treatment of luminescence phenomena has been derived by Bebb and Williams
in [102].
Luminescence describes the emission of light produced by a material releasing its internal energy. It is therefore
a two step process, where charge carriers are first generated, before emitting light while recombining. A broad
terminology has been developed, accounting for the original excitation source, such as photoluminescence for laser
excitations, thermoluminescence for heated-up materials or cathodoluminescence if the excitation is created by an
electron beam [101]. Nevertheless, the physical phenomena governing recombination processes are, in most cases,
independent of the generation step and can thus be treated separately from it. Light emission indeed only relates to
the electronic transitions across the materials’ band structure. The emitted photons wavelength λ is then a direct
measure of these transition energies Et, according to the Planck-Einstein relation as displayed in Equation 2.2.
λ =
hc
Et − Ed (2.2)
Where h is the Planck constant and c the speed of light. The term Ed corrects for the energy dissipated through other
media (e. g. phonon emission).
2.3.1 Generation of Electron/Hole Pairs
Thermal Generation
At finite temperatures and in the absence of external perturbations, thermal excitation is sufficient to promote a fraction
of valence electrons to the conduction band. Therefore, at each temperature, it exists an equilibrium concentration of
electron/hole pairs which is described by the Fermi-Dirac statistics as displayed in Equation 2.3.
P (E, T ) =
[
1 + exp
(
E − EF (T )
kBT
)]−1
(2.3)
where P (E, T ) is the occupation probability of the level at energy E and temperature T by an electron, EF is the Fermi
level, and kB is the Boltzmann constant. At this point, it may be useful to discuss some terminology issues related
to the definition of the Fermi level, which has different acceptations across different communities. In the following,
the Fermi level will refer to the total chemical potential of the electrons, that is the sum of their Galvani potential
and chemical potential. The Fermi level is therefore temperature dependent and, according to Equation 2.3, has an
occupancy probability of 1/2 at every finite temperature. It should not be confused with the Fermi energy, here noted
EF0, which is equal to the chemical potential of the electrons at 0K and is, consequently, temperature independent.
The temperature dependence of the Fermi level can be easily expressed for intrinsic semiconductors, or at low doping
concentrations, at moderate temperatures as displayed in Equation 2.4.
EF (T ) =
Ec + Ev
2
+
3
4
kBT ln
m∗v
m∗c
(2.4)
where Ec and Ev are the conduction band minimum and valence band maximum energy and m∗v and m∗c the effective
masses of electrons in the valence and conduction band. Keeping in mind that effective masses are a reciprocal measure
of the band curvature, the second term of Equation 2.4 hence intuitively combines the temperature and wavevector
dependence of the thermal excitation. Moreover, it appears thus clearly that the Fermi energy (for T = 0) is then half
of the bandgap [103].
The product of the occupation probability P (E, T ) with the density of state N(E) then leads to the equilibrium
electron concentration n0(E, T ), respectively hole concentration p0(E, T ), in isolated systems at each energy level [101]
as shown in equation Equation 2.5.
n0(E, T ) = P (E, T )N(E) and p0(E, T ) = (1− P (E, T ))N(E) (2.5)
Finally, the total equilibrium minority carrier concentrations (i.e. conduction band electrons n0(T ) and valence band
holes p0(T )) are obtained by integrating Equation 2.5 over the relevant energy band. For intrinsic semiconductors or
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at low dopant concentration, n0(T ) and p0(T ) can be easily expressed and takes the form displayed in Equation 2.6
as follows:
n0(T ) = NC exp
(
EF − Ec
kBT
)
and p0(T ) = NV exp
(
Ev − EF
kBT
)
(2.6)
with NC and NV the effective density of states in the conduction and valence band respectively. In the following, the
temperature dependence of n0 and p0 will no longer be explicitly written but it should nevertheless be kept in mind.
Particle Beam Interaction
During cathodoluminescence experiments, electron/hole pairs are generated by inelastic interaction between materials
and an electron beam having an energy of several keV. Since electrons are not massless particles, the energy of the
primary beam required to promote electrons to the conduction band is well above the bandgap energy Eg. Several
empirical expressions have been proposed such as the one derived by Kobayashi et al. [104] displayed in Equation 2.7.
This is in strong contrast with photoluminescence where a photon flux having a wavelength matching the bandgap
energy is enough to generate carriers.
Eγ = 2.596 Eg + 0.714 (2.7)
CdTe has a bandgap of around 1.6 eV at liquid nitrogen temperature which leads to a practical ionization energy of
4.9 eV.Since electron beams used in conventional SEM have an energy ranging from 5 keV to 30 keV, it follows that
several hundred to several thousand pairs can be created per incident electron. The number of pairs generated per unit
time Gb by an electron beam of intensity Ib, can indeed be expressed as a function of Eγ as follows in Equation 2.8
[101]:
Gb =
dn
dt
=
∆E(1− f)Ib
eEγ
(2.8)
where ∆E is the energy loss per electron, f is the backscattering coefficient of the primary electrons and e the
elementary charge. Generation volumes can be thus be computed from energy loss profiles derived from Monte Carlo
simulation as will be later discussed. The use of Monte Carlo simulations to determine the information depth of CL
experiments has been proven to yield particularly accurate results for depth-resolved experiments [105]. This is partly
due to the fact that carrier diffusion does not have a significant impact on the CL resolution as predicted by Donolato
[106].
2.3.2 Recombination Phenomena
2.3.3 General Formalism
Even though carrier recombination can proceeding through different mechanisms, every recombination mode can be
described by a recombination rate R, associated with a carrier lifetime τ , according to Equation 2.9 as follows [107]:
R =
n
τ
(2.9)
with n the minority carrier concentration, that is, electrons in a p-type material. This concentration can be expressed
as the sum of the thermal equilibrium concentration n0 and the excess concentration ∆n resulting from the beam
excitation. Depending on the relative magnitude of these two values, two limiting cases are usually distinguished.
On the first hand, the low-injection condition, where the excitation-generated carrier concentration is negligible com-
pared to its equilibrium value, and on the other hand the converse high-injection case, where n0 can be disregarded.
Discriminating these two scenarios, Equation 2.9 can then take the form displayed in Equation 2.10:
Rlow =
n0
τ
and Rhigh =
∆n
τ
(2.10)
In the following, only the high-injection case will be considered since, at cryogenic temperatures, the number of
beam generated pairs is several orders of magnitude higher than the intrinsic concentration. It is also important to
note that R is temperature dependent in a way which nevertheless depends on the recombination mode considered.
This will be later discussed in the next section.
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Radiative Transitions
Several types of radiative transition, i.e. resulting in photons emission, can be observed in a same material. In
the case of semiconductors, the most intuitive one is the intrinsic band-edge emission, also referred-to as band-to-
band transition. This results from the transition of an electron from the bottom of the conduction band to the
top of the valence band (Figure 2.3-1). The energy released is thus equal to the bandgap of the material at a
given temperature. Nevertheless, light emission at the corresponding frequency is only observed in direct band-gap
semiconductors whereas, in their indirect counterparts, the wavelength of the photon flux is red-shifted due to the
concurrent emission of phonons.
At low temperatures, conduction band electrons (CBE) and valence band holes (VBH) can form a bound state due
to the electrostatic Coulomb interaction developing between them. This leads to the formation of a quasi-particle,
the exciton, which has its own set of possible interactions with matter. Depending on the dielectric constant of the
material, excitons can have various radii and different binding energies affecting their mobilities. The distinction is
usually made between Frenkel excitons, having small radii and large binding energies, and the obverse Wannier-Mott
excitons which are most frequently encountered in semiconductor materials. In the case of CdTe, exciton binding
energy has been estimated around 10meV [92] allowing the observation of the related transitions at temperatures
above 100K (that is, well above liquid nitrogen temperature). In addition to the free exciton decay (Figure 2.3-2),
having an energy slightly inferior to the bandgap, such particles can also be bound to defects or impurities, leading to
the possible existence of a broad range of excitonic emissions.
Besides interband and excitonic emissions, intraband transistions can also result in light emission during ther-
malization of carriers (e.g. Bremsstrahlung emission or hot carrier luminescence, see Figure 2.3-3 and -4) [101], [22],
[108]. Despite being marginal, these emissions have, for example, been used to infer the fine structure of the CdTe
conduction band and measure its density of states distribution [109].
Finally, recombination events involving free carriers bound to shallow levels in the band-gap (created by defects
or impurities) can also result in light emission (Figure 2.3-5, -6 and -7). These phenomena are often divided into
three distinct types accounting for the energy levels from which electrons and holes originate: free electron to acceptor
transition (eA0), donor to free hole (D0h) and donor-acceptor pair recombination (DAP). As stressed by Yacobi and
Holt [101], the emission wavelength associated with DAP transitions decreases with increasing excitation power and
vice versa allowing their unambiguous distinction. Provided that these levels are created by chemical impurities,
it is possible to calculate their energy by estimating the ionization energy of the donor/acceptor species using the
hydrogenic approximation as proposed in Equation 2.11 [101].
EI =
Rym
∗
m2
(2.11)
where EI is the binding energy of the electron to the considered impurity, Ry is the Rydberg constant, m∗ is the
effective mass of the electron in the potential of the charged impurity core, m is the mass of a free electron and  is the
dielectric constant of the material. After ionization, a resulting impurity level is created in the bandgap at an energy
separated from the band edge by Ed (below the conduction band in the case of donor impurities or above the valence
band in the case of acceptor impurities).
Non-Radiative Transitions
While recombinations involving shallow levels in the bandgap are likely to generate photons, those taking place through
deep levels are, in nearly all cases, non-radiative. These energy states are usually created by structural defects (grain
boundaries, dislocations, point defects...) or impurities locally disrupting the crystallographic long-range order. The
statistics of such trap-assisted recombinations have been described by Shockley and Read [110], giving rise to the ad hoc
Shockley-Read-Hall model (SRH). The distinction between traps and recombination centers is sometimes proposed
in the literature accounting for their carrier-type-dependent capture cross sections. While recombination centers
attract both electrons and holes, traps are more likely to re-emit a carrier rather than capturing its counterpart [101].
Other frequently encountered transitions, such as thermalization involving phonons or Auger emission (which is one
of the dominant recombination channels in crystalline silicon [111]), are also non-radiative and, as such, can not be
spectroscopically probed by cathodoluminescence. In the frame of the SRH model, the non-radiative recombination
rate Rnr, resulting from defect states, can be expressed as follows in Equation 2.12 :
Rnr =
np− n0p0
τnr
(
n+ p+ 2
√
n0p0 cosh [(Et − Ei)/kBT ]
) (2.12)
where n and p are the electron and hole concentration in the steady-state, τnr the non-radiative carrier lifetime, Et the
trap level energy and Ei the intrinsic Fermi level, as expressed in Equation 2.4. From Equation 2.12, it appears, on the
one hands, that the non-radiative recombination rate is proportional to the square of the deviation from equilibrium
of the np product, and, on the other hands, that the rate is maximized for trap energies in the middle of the bandgap.
This hence satisfies the intuitive expectation that deep defects are more detrimental than shallower ones.
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Figure 2.3: Radiative transitions pathways. 1 refers to band-to-band transition, 2 unbound exciton decay, 3 hot
carrier luminescence, 4 Bremsstrahlung, 5 donor to free hole (D0h), 6 free electron to acceptor (eA0) and 7
donor-acceptor pair (DAP) emission.
2.3.4 Influence of Experimental Parameters
The luminescence intensity ICL is directly proportional to the radiative recombination rate Rr [101], [107]. In agree-
ment with Equation 2.10, this leads to the expression of ICL, as-displayed in Equation 2.13:
ICL ∝ ∆n
τr
(2.13)
with τr the radiative lifetime. Since recombination rates are additive, the total minority carrier lifetime τ can be
expressed by the reciprocal sum of individual contributions, as follows in Equation 2.14:
1
τ
=
1
τr
+
1
τnr
(2.14)
with τnr the non-radiative lifetime. The CL intensity can then be expressed as a function of both radiative and
non-radiative recombination processes by introducing the radiative recombination effiency η, defined in Equation 2.15.
ICL ∝ η∆n
τ
and η =
τnr
τr + τnr
(2.15)
The excess concentration ∆n can be derived by solving the continuity equation displayed in Equation 2.16 in the
high-injection hypothesis [107]:
d∆n
dt
= Gb︸︷︷︸
Generation
− (Rr +Rnr)︸ ︷︷ ︸
Recombination
− 1
e
‹
V
~jd~S︸ ︷︷ ︸
TransportBalance
(2.16)
with e the elementary charge, ~j the carrier current density and V the probed volume delimited by the closed surface
S. This is the central equation of cathodoluminescence as it explicitly renders the dependency of the CL signal on the
experimental parameters and the material properties.
Finally, the CL intensity can also be regarded as a sum of monochromatic contributions as expressed in Equa-
tion 2.17:
ICL =
ˆ
Ω
I(~ω)dω (2.17)
where Ω is the spectral range.The expression of I(~ω) can be derived using Fermi’s golden rule, which expresses the
transition probability at a given energy, as a function of the coupling between the initial and final quantum states
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for a given type of recombinations involved [102, 107]. Its form will not be detailed here but two comments can
nevertheless be mentioned: firstly, it contains the expression of the thermal-broadening of luminescence peaks, that is,
transitions involving levels further away from the band edge become more probable at higher temperature. Secondly,
the transition probability only depends on the coupling between the initial and excited state and is thus independent
from the excitation source.
Temperature
As aforestated, a significant fraction of the parameters directly involved in luminescence phenomena are temperature
dependent. This is mostly due to the dilatation/contraction of the crystallographic lattice, the electron/phonon inter-
actions and band occupancy evolution with thermal energy [101], [103]. Practically, cathodoluminescence experiments
are often conducted at cryogenic temperatures (either liquid nitrogen temperature, 77K or liquid helium tempera-
ture, 4K) to increase the overall CL intensity. This results from the strong enhancement of the intrinsic radiative
recombination rate Rr as temperature is reduced [107]. In addition, spectral resolution is also greatly improved at
cryogenic temperatures, as energy levels further from the conduction band edge are emptied. Finally, spatial trapping
at electronic defects also becomes more efficient at low temperatures since the re-emission probability decreases with
temperature, increasing the probability to efficiently detect them.
Beam Voltage
Beam voltage is a critical parameter as it enforces the depth resolution of CL experiments by modulating the energy
loss term in Equation 2.8. In general, higher beam voltages lead to deeper generation volumes whereas electron/hole
pairs generated from low-keV beam tend to be generated closer to the specimen surface. This strong dependence
of depth-resolution with voltage has given rise to the depth-resolved cathodoluminescence spectroscopy (DRCLS)
technique [105] where CL spectra are acquired at different voltages (generally ranging from 1 to 10 keV) to probe
different layers and/or the effects of anisotropic microstructures. The energy of the electron beam also influences the
signal brightness as reported by Yacobi and Holt [101] since high voltages lead to high Gb values.
Beam Current
Beam current mostly influence the CL brightness since Gb scales linearly with it. In the regime where radiative
recombinations are dominant over non-radiative ones, Rnr becomes negligible in Equation 2.16 and the CL intensity
is almost proportional to the beam current [101]. In the converse situation, the beam current dependence of the CL
brightness depends on the injection conditions. It can be demonstrated that at low injection, the linearity of beam
current and CL signal still holds but at high injections, CL intensity scales with the square of the beam current
[101], [107]. Another effect associated with high beam current is the filling of traps and recombination centers which
can be responsible for delayed re-emission (which may be crucial in the understanding of time-resolved luminescence
experiments) and an increase of the non-radiative recombination efficiency.
2.3.5 Technical Considerations
CL experiments were performed in a FEI Helios Nanolab 600 scanning electron microscope, equipped with a liquid
nitrogen cooling stage. Charge carriers are created by an electron beam whose energy was taken between 5 keV and
15 keV, with probe currents in the order of few nanoampere. Light was collected by a paraboloid mirror and focused
on a Czerny-Turner monochromator (Mono CL4 monochromator system from Gatan). Spectra were acquired with
the Gatan DigitalMicrograph software using a Hamamatsu photomultiplier tube R5509-73 detector cooled at 80K. A
schematic of the CL setup used in this work is displayed in Figure 2.4.
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Figure 2.4: Cathodoluminescence experiment setup using a paraboloid mirror collection.
2.4 Molecular Dynamics Simulation
2.4.1 General Concepts
Molecular dynamics (MD) and molecular statics (MS) simulation are pertinent tools to resolve the structural and
energetic properties of defects, as well as to capture the growth features of thin films. MD is performed by evaluating
the temporal evolution of a group of particles, whose mutual interactions are quantified by a specified potential. Their
position and velocity are iteratively calculated by numerical integration of Newton’s second law of motion according
to Equation 2.18:
d~pj
dt
=
∑
i
~Fi,j with ~Fi,j = −~∇Φi,j (2.18)
where pj is the momentum of the particle j and Φi,j is an user-defined potential, describing the interaction
of particles j and i. The choice of this interatomic potential is a critical step that governs the validity of any
MD simulation. Accounting for the variety of materials and physical phenomena studied, an as-diversified family
of potentials is available. Among the most widespread ones, the embedded atom model (EAM) based potentials,
which are commonly used for metallic systems, can be mentioned together with Stilling-Weber (SW) potentials, for
silicon and diamond-like structures, and bond order potentials (BOP) for non-metallic materials. More details on
the appropriate potentials dedicated to the study of CdTe will be given in the next sections. Several mathematical
methods are available to numerically solve the differential equations of Equation 2.18. In the following, simulations
will be performed using the LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) package [112]
which uses a standard velocity-verlet integrator by default.
The equation of motion displayed in Equation 2.18 only stands for an enclosed system conserving its energy. The
related assumptions that the number of particle N, the volume V, and the energy E are kept constant throughout the
simulation build up the microcanonical ensemble (NVE) formalism. Nevertheless, in order to fit experimental data,
keeping the temperature constant, rather than energy, is in most cases more appropriated. Therefore, in the following,
simulations will be mostly performed in the canonical ensemble (NVT) where the system is in contact with a controlled
heat bath. A broad range of algorithms have been developed to introduce a constant temperature in the equations
of motion. Among them, the Nosé-Hoover thermostat [113, 114] has been found to yield accurate thermodynamic
results and is nowadays commonly used to perform simulation in the canonical ensemble. Since temperature, at the
atomic scale, can be conceived as a scalar description of the particles velocity distribution, the initial idea of Nosé
was to constrain this distribution by adding a fictive friction force in Equation 2.18 that can be easily modulated.
28
Integrators used in LAMMPS are based on a modified version of the Nosé-Hoover thermostat derived by Shinoda
[115] that follows the same concept. An interesting feature of the Nosé-Hoover thermostat is that it complies with the
equipartition theorem and can generate a canonical ensemble if the system is proved to be ergodic. This is usually the
case if the initial configuration of the system is close to equilibrium. However, the ergodicity of Nosé-Hoover dynamics
has been questioned in the case of small or rigid systems, and can be improved by use of thermostat chains [116].
Proper discussions of MD results must consider the inherent limitations of the technique. The first constraint is
due to the relatively small volumes that can be simulated in materials science applications. As of the writing of this
thesis, the largest MD simulation ever performed contained 4× 1012 particles [117]; this is as many particles as in
50 µm3 of crystalline iron. Nevertheless, common setups rarely exceed few cubic nanometers. The second limitation
results from the small timescale that can be spanned by conventional simulations, ranging from few picoseconds to
few microseconds. Therefore, only phenomena having the right timescale and expanding over the right distances can
be studied. One critical example is the simulation of vapor deposition where simulated deposition rates are usually
10 to 12 orders of magnitude times quicker than real ones. This will be discussed in greater details in Chapter 6.
Finally, the choice of an adequate potential and its parametrization directly affects both qualitative and, even more
drastically, quantitative results that can be derived from it. This will be the topic of the next section.
2.4.2 Molecular Dynamics Simulation of CdTe
Potentials
Most of the advances in CdTe potentials parametrization are due to Zhou and Ward [118, 119, 120, 121]. They
developed several types of potentials, including a Stillinger-Weber one for the Zn-Cd-Hg-S-Se-Te system [122], and
several bond-order potentials (BOP) [121, 120] able to reproduce accurately the growth of CdTe from vapor deposition
and from the melt. This last potential is particularly interesting as it captures correctly the energy trends of defect
formations, such as dislocation line energies, or vacancy and interstitial energies, and compares very well with density
functional theory (DFT) calculations [121]. BOPs encompass a wider range of analytic interatomic potentials which
adopt Pauling’s [123] and Coulson’s [124] bond order concept. This means that they express the binding energy of
a system as a sum over all atomic pairs considering a so called bond order term which is a function of the local
environment of an atom [125, 126, 127]. Using such a bond order term introduces the advantage over conventional
interatomic force field formulations in that they are capable of describing different bonding states of an atom which
allows them to access chemical reactions and to include effects associated with directional, topological and energetic
bond anisotropy. In the case of the BOP developed by Ward and Whou [128], the energy of a system of particles is
expressed as the sum of three terms, accounting for the atomic nucleii repulsion and the σ and pi orbitals interaction.
The quality of this potential comes from the fact that it is directly derived from quantum mechanical theories and
thus does not assume any specific atomic configuration a priori. This is a significant improvement over standard SW
potentials, which are optimized for tetrahedral atomic coordinations. The full mathematical treatment leading to the
parametrization of this potential is available in [119] and [120]. Since this BOP potential has been proven to yield
accurate and physically meaningful outputs, only results obtained based on this one will be discussed in the following.
Applications
Molecular dynamics has been used to study dislocations in CdTe and calculate the line energies of a broad range
of line defects [67]. Significant results emphasized the fastest glide of Cd-core dislocations, as compared to their
Te counterparts, as well as the low mobility of screw type defects. Most of the research is nonetheless focused on
the simulation of crystallographic growth, as it establishes an important bridge between atomistic simulations and
experimental results. Physical vapor deposition simulations result in the correct growth of CdTe in the F 4¯3M space
group [119], with a correct lattice constant [120]. This can be achieved despite the higher simulated growth rate,
as outlined in the previous section. In addition, the correct crystallographic structures of pure Cd and pure Te are
also obtained, again with the right lattice constants. Another common way of testing potentials is performed by
evaluating melting temperatures. The BOP potential once again yields good results with a 10% error [119]. This is
particularly remarkable since BOP parametrization is only based on the atomic bonding nature and are not fitted
with any macroscopic physical parameters [119].
2.5 Monte Carlo Simulation of Particle Beam / Matter Interaction
In order to estimate the physical resolution of electron-microscopy techniques, such as cathodoluminescence, the
interaction of an incident electron beam with the probed material needs to be accurately modeled. Nevertheless,
the analytical derivation of deterministic electron trajectories inside a solid is an overwhelming task. This would
indeed require a perfect knowledge on the local atomic structure of the system, to accurately predict scattering events,
combined with an exact derivation of all possible energy-loss phenomena (e.g. phonon emission, ionization or band
transitions...). However, in practice, these inputs are often ill-defined. In addition, a proper numerical solving could
only be applied to few impinging particles, due to the extensive computation times required.
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To tackle this problem, non-deterministic Monte-Carlo simulations have been successfully developed. They rely on
the assumption that the occurrence of elastic scattering events follows a well-defined probability distribution. As such,
deterministic trajectories can be substituted by stochastic paths, where collisions are randomly occurring following
the same event probability. Energy losses are then usually treated as a continuous function of the particle path length
inside the material [129]. The following sections will deal with the details of these computations.
2.5.1 Electron Trajectory Simulations
MC simulations of electron energy loss are performed using the CASINO software from Drouin et al. [129]. The
formalism described here hence relates to the one used in this code.
Electron trajectory simulation is a powerful mean of computing the practical resolution of several electron mi-
croscopy techniques [130]. In addition, it enables the development of several pseudo-tomographic techniques such as
depth-resolved cathodoluminescence [105]. Exploiting the beam energy dependence of the excitation volume, it is
indeed possible to access information originating from different depth.
Electrons motion in matter can be regarded as the combination of two main processes: the particle loses energy
as it travels into the material, while its trajectory changes due to elastic scattering. The distance L between two
consecutive collisions is computed accordingly to (2.19):
L = −λellog(ω) (2.19)
where ω is a randomly generated number, taken equiprobably between 0 and 1, and λ the mean free path for elastic
scattering defined in Equation 2.20.
1
λel
= ρNA
n∑
i=1
Ci
Ai
σiel (2.20)
In Equation 2.20, ρ is the material density, NA is the Avogadro’s constant and Ci, Ai and σiel the weight fraction,
atomic weight and elastic scattering cross-section of the element i [129]. The energy variation between consecutive
collisions is approximated by a first-order Taylor expansion according to Equation 2.21:
Ei+1 = Ei +
dE
dS
L (2.21)
where S is the line element of the particle trajectory and L is as-defined in Equation 2.19. The term dE/dS is a
continuous energy loss function, using the formalism of Joy and Luo [129, 131], derived from Bethe’s stopping power
equation. The direction change, due to elastic scattering, is computed using pre-tabulated values of scattering angles
and Mott cross sections [129, 132].
This iterative process is repeated until electrons either reach a critical energy value (set to 50 eV) or are backscat-
tered [129].
2.5.2 Ion Range and Energy Loss
Ion stopping power and ranges are simulated using the SRIM software from Ziegler et al. [133]. An overview of the
code architecture and mathematical background can be found in Ziegler et al. [133] and in Ziegler and Biersack [134].
Simulations of ion trajectories in solid is of particular importance in nuclear and semiconductors science. It
indeed allows the computation of the spatial distribution of ionized particles, which strongly affects the functional and
structural properties of their hosting matrix.
The overall process of ions motion through energy loss and consecutive scattering is, in some regards, similar to
the case of electrons. Nevertheless, most of the computation of electron trajectories are performed under the Born-
Oppenheimer assumption, that is, nuclei are motionless. This assumption does no longer stand for heavy ions, and
energy loss through atomic recoils actually becomes a major energy-loss pathway. A direct consequence of this, is
the resulting formation of crystallographic defects, such as vacancies and interstitials. The relative contribution of
electronic scattering over nuclei-nuclei interaction scales with the energy of the incoming ions, higher energies leading
to higher electronic stopping [134]. The mathematical treatment of ion trajectories is therefore more complex than for
electrons, due to the difficulty in extracting the energy-loss function dE/dS. In addition, it mostly relies on empirical
data and strongly depends on the incoming ion atomic number and energy range used. A detailed overview is available
in Ziegler and Biersack [134] and in Ziegler and Manoyan [135]. The general idea is to first compute the stopping
function for a single-charged proton in the considered material. This value can be then used to determine the energy
loss for any other ion via a scaling function [135].
Vacancy and interstitial densities can be extracted from such simulation by comparing the ion residual energies to
the displacement energy of the target material. Considering the impact of an ion Z1 with a target atom Z2, if Z1 has
a residual energy E1 after the collision, respectively Z2 has E2, then 4 different cases should be considered. These
cases are summarized in Table 2.1.
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Table 2.1: Possible outcomes from the impact of an incoming ion Z1 with a target atom Z2, with residual energies E1
and E2, depending on the lattice displacement energy Ed of the target.
E1 > Ed E1 < Ed
E2 > Ed Both atoms have enough energy to leave the
lattice site, creating a vacancy.
Z2 escapes the lattice site but Z1 remains. If
Z1 and Z2 are identical, this is a replacement
collision and leaves no defects, otherwise Z1
substitutes Z2. E1 is released as thermal en-
ergy.
E2 < Ed Z2 stays in place, no defects is formed, and E2
is released as thermal energy.
Z1 is implanted and remains as interstitial,
E1 + E2 is released as thermal energy.
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Chapter 3
Growth of CdTe Thin Films in Substrate
Configuration
This chapter is dedicated to the microstructural study of CdTe/CdS thin film solar cells, grown by low-temperature
processes, in substrate configuration. In order to understand the microstructure formation of the photoactive layer,
investigations were performed at different stages of the cell manufacturing, from deposition to the final functional
solar cell. To this end 3-dimensional microstructural characterizations were performed using FIB/EBSD tomography,
together with conventional 2D-EBSD. Based on these results, a coherent growth model was proposed, emphasizing the
microstructural effect of the chlorine activation treatment. The results discussed in this chapter have been published
in Stechmann et al. [95].
3.1 Samples Fabrication and Investigation Procedure
3.1.1 Samples Investigated
All cells probed in this chapter, were produced at the Laboratory for Thin Films and Photovoltaics, EMPA Dübendorf,
Switzerland. The constitutive layers were grown in the substrate configuration (see section 1.4) on two different sets of
substrates [75]. This includes a standard borosilicate glass, also commonly used in the superstrate configuration, and
a flexible thin molybdenum foil. The back contact used was a Cu-doped amorphous Mo - MoO3 bi-layer. CdTe was
then deposited by high vacuum evaporation at a substrate temperature of 350 ◦C, to a final thickness of approximately
4µm, with a growth rate of around 10Ås−1. This process is referred-to as low-temperature deposition, since usual
deposition temperatures are in the 450 ◦C - 700 ◦C range. The cells were then completed by chemical bath deposition
of CdS and radio-frequency magnetron sputtering of a ZnO-based front contact [75].
Complete cells underwent two distinct chlorine activation treatments. The first one occurred after CdTe deposition
by depositing a 400 nm thick CdCl2 layer, followed by an annealing in oxygen ambient at 435 ◦C for 25 minutes. The
second post-treatment was performed after the CdS deposition using only 100 nm of CdCl2, annealed at 360 ◦C for 25
minutes in the same atmosphere.
In addition to the complete cells, as-deposited layers were also investigated. They were processed following the
procedure above-described but did not undergo any activation treatment. Finally, a last set of samples was studied. It
consisted of an intermediate state between the as-deposited and the complete cells, where annealing post-treatments
were performed but without any chlorine source. These samples will later be refered-to as simply-annealed layers.
This enabled a deconvolution of the effects of chlorine with the effects of the heat treatments.
3.1.2 Experimental Parameters
Conventional 2D-EBSD and FIB/EBSD were performed according to the procedure described in section 2.1 with a step
size of 70 nm. For statistical comparison and texture measurement at the mesoscale (≈ 2000 grains), several large-area
2-dimensional EBSD scans were performed on each sample at the two critical interfaces (p-n junction interface and
back contact interface). These measurements were carried out using the same conditions as those above-mentioned
for the 3D-EBSD scans. A comparison between these large data sets and the smaller ones from the 3D measurements
(about 300 grains each), confirmed that the latter are still a reasonably good representation of the material in terms
of texture and grain sizes. Crystallographic textures were calculated using spherical harmonics expansion with an
expansion coefficient of 34 and a Gaussian spread of 5°. All pertinent texture components are fiber textures with a
fiber axis parallel to the deposition direction (z- direction). This is typical for thin films grown on amorphous substrate,
where no sharp in-plane texture is observed [136]. Therefore, only inverse pole figures for the crystal directions in
z-direction of the film are presented in the following discussion. For tomographic depth-analyses, the depth z = 0 will
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refer in any case to the p-n junction interface.
3.2 Microstructure of As-Deposited CdTe Thin Films
3.2.1 p-n Junction Interface
The as-deposited material does not have a p-n junction. Nevertheless, for consistency with the other samples, we will
refer to the area at the free surface of this sample, which corresponds to the p-n junction of the annealed sample, as
p-n junction.
The microstructure developing at the p-n junction consists of relative small grains, with an in-plane grain size in
the order of 0.75 µm as visible in Figure 3.3. In addition, the grain size distribution is mono-modal, with a standard
deviation of around 0.35 µm (averaged over a total investigated surface of ≈ 1000µm). Regarding the layer orientation
distribution, the layer exhibits a very sharp {111}||GD (growth direction) fiber texture. The inverse pole figure
density of the {111} pole is in the order of 15 mrd (multiple of random distribution), when measured with a 1°
allowed-deviation, after harmonic series expansion. These values are in good agreement with other works [82, 137]
and seem to be independent of the deposition process and growth condition used.
The small grain size is coupled with a high density of Σ3 boundaries, representing around 45% length fraction of
the total boundary network. It is nevertheless likely that this value is underestimated. Indeed, some twining events
are expected to occur in the {111} plane parallel to the surface. Since this plane is also the serial-sectioning plane,
these twins would be overlooked in the 2D analyses. As such, they could only be observable in the 3D reconstruction
by probing the orientation changes in the growth direction.
EBSD analyses of as-deposited samples, when performed at this interface, are delicate. The first issue to be
concerned with is the overall low pattern quality (also referred-to as image quality or IQ). This value is computed by
averaging the intensity of the Hough peaks during band-detection. Absolute IQ values are hardly comparable, as they
rely on the sample investigated and the pattern acquisition conditions. Nevertheless, during FIB/EBSD tomography
analyses, these two parameters remain constant. It this thus possible to compare absolute values recorded at the
surface and at the maximum depth probed. As will be discussed in the next section, the crystallinity of the layer
is of much higher quality at the back contact interface. This translates experimentally into a factor 2 in average
IQ values between the two interfaces. The second issue is due to the difficult pattern indexing, independently of
their quality. The parameter quantifying the indexing quality is the confidence index (CI), ranging between 0 and
1. A CI value of 1 indicates that only one possible orientation can match the recorded pattern. In the converse
case, a value of 0 indicates that, at least, two different orientations can equally fit the pattern. The low CI values
recorded at this interface are, on the one hand, due to the small grain size over step size ratio. As such, most of
the recorded patterns are actually composed of superimposing Kikuchi bands, originating from neighboring grains,
as visible in Figure 3.1-b. The deconvolution of these superimposed patterns often leads to a problematic computer-
assisted orientation determination, hence reducing the accuracy of pattern indexing. The same issue also occurs in
the third dimension, that is, grains located bellow the surface can contribute to the recorded pattern. If these grains
are actually in twinning-relationship with one another, through the same twinning plane, pseudo-symmetry issues
arise. Indeed, Kikuchi patterns of zincblende-type structures can be mistakenly attributed to wurtzite-type crystals.
As previously detailed in section 1.3, these two space groups are closely related when observed along a 〈111〉 cubic
direction. Therefore, when the patterns of twinned cubic grains overlapped, the 3-fold symmetric 〈111〉 cubic zone
axis can be easily confused with the 6-fold symmetric 〈0001〉 hexagonal axis. Even if the hexagonal structure is not
considered, it is impossible to distinguish which of the two overlapping twin variants is actually lying on the surface.
Therefore, the CI measured at this place is 0. An example of this phenomenon is displayed in Figure 3.1-c.
3.2.2 Back Contact Interface
At the back contact interface, grains are significantly larger, with an in-plane grain size in the order of 3 µm. The
grain size distribution remains, nevertheless, monomodal, with a standard deviation around 1 µm. Another major
difference with the p-n junction microstructure, lies in the grain orientation distribution. Indeed, the texture is now
best described by a double fiber texture, associating a still sharp {111}||GD fiber (local maximum at 5.4 mrd), together
with a moderate {112}||GD component (local maximum at 2.5 mrd) as visible in Figure 3.4.
The grain boundary character distribution is one of the few microstructural features being identical at both
interfaces. The boundary network is still equally distributed between CSL boundaries (Σ3 to Σ9), and random high
angle boundaries (48 % of the total length in each case), the remaining 5% being low angle boundaries.
As aforementioned, the overall image quality is higher at the back contact interface than in the fine-grained
matrix. This may be indicative of a lower crystallographic defect concentration. This statement is also supported
by the evaluation of the kernel average misorientation (KAM). As its name suggests, this parameter measures the
average misorientation between a pivot point and its neighbors. It can be demonstrated that the KAM value is directly
proportional to the density of geometrically necessary dislocations (GND) [138]. The average KAM value is estimated
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at around 0.75° at the p-n junction interface, which is between three and four times higher than the values measured
at the back contact interface.
Finally, it is important to note here that a third set of grains exists, visible in Figure 3.4, which is present only in
the first 100 nm to 200 nm above the back contact interface. These grains are of intermediate size and neither belong
to the {111} nor to the {112} fiber, but rather exhibit random orientations. Moreover, their relatively high image
quality and low fit values indicate a low defect density which discriminate them from the rest of the matrix.
3.2.3 Depth-Resolved Microstructural Evolution
The depth-resolved evolution of quantitative microstructural parameters is made possible by FIB/EBSD tomography.
The grain size evolution across the layer thickness is displayed in Figure 3.2. As visible there, the strong decrease in
grain size in the growth direction is not continuous. This is due to the fact that the size distribution does not remain
monomodal through the layer thickness. As such, all grains composing the fine-grained matrix at the p-n junction,
do not originate from large crystals at the back contact. Not only do these two sets of grains have different grain
sizes and orientation distributions, they also exhibit different pattern quality and KAM values as visible in Figure 3.5.
Another parameter used in Figure 3.5 is the fit value. It quantifies the angular difference between the band positions
in the recorded pattern, and the expected band positions from the computed orientation. The fit denomination can
be misleading as lower fit values correspond to a higher indexation quality.
A strong texture evolution is also concurrently observed along the growth direction, as depicted in Figure 3.2.
While the area close to the p-n junction exhibits an extremely sharp {111}||GD fiber texture, the sharpness of this
fiber component decreases with the distance to the back contact. The opposite trend is followed by the {112} pole
intensity.
The depth-dependence of the microstructure of the as-deposited layer can then be summarized as follow:
• The first micron above the back contact is composed of a first set of large, defects free grains Figure 3.4. Its
orientation distribution is dominated by two fiber components: {111}||GD and {112}||GD.
• The first 1.5 µm below the p-n junction is composed of a second set of nano-crystalline grains with a sharp
{111}||GD fiber texture Figure 3.3.
• These two sets coexist in a transition area located between 1.5µm and 2.5 µm bellow the p-n junction Figure 3.5.
Therefore, it is the volume ratio of these two set of grains that enforces both the depth-dependence of the grain
size distribution, and also governs the orientation spread across the film thickness. Furthermore, now only considering
these thickest crystallites, it becomes apparent that only constituents of the {112}||GD fibre (and their related twin
components) exhibit a significant growth along the deposition axis. This will be discussed in more details in section 3.5.
The 3-dimensional reconstruction of the microstructure observed in the as-deposited layer is displayed in Figure 3.6.
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Figure 3.1: Kikuchi patterns taken at the p-n junction of the as-deposited layer. a) Pattern taken at the center of
the grain. b) Pattern taken close to a grain boundary, showing the superimposition of Kikuchi bands originating
from neighboring grains. Arrows indicate supernumerous bands. c) Pattern formed by successive stacking of
{111}||GD grains in twinning relationship resulting in pseudo-symmetric features.
Figure 3.2: a) As-measured in-plane grain size (blue circles) and twin-corrected grain size (red rhombi) evolution
across the as-deposited layer thickness. b) Evolution of the {111} (blue circles) and {112} (red rhombi) texture
components sharpness across the film thickness (as-deposited cell). Texture sharpness is calculated with a 5°
tolerance about the relevant crystallographic axis.
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Figure 3.3: EBSD-based orientation map of the p-n junction interface of the as-deposited CdTe layer. Grains are
color-coded according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF)
displays texture sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
Figure 3.4: EBSD-based orientation map of the back contact interface of the as-deposited CdTe layer. Grains are
color-coded according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF)
displays texture sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
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Figure 3.5: Bimodal grain distribution observed in the center of the as-deposited layer. Crystallinity parameters
(IQ, KAM and fit) derived from EBSD analyses emphasize the clear separation between the two sets of grains. The
KAM map is averaged over the first neighbors kernel.
Figure 3.6: a) 3-dimensional reconstruction of the as-deposited layer, b) large grains developing from the back
contact interface and c) part of the fine-grained matrix present close to the p-n junction interface. Subset selection is
based on the 3-dimensional volume of the grains; from 1 to 5000 voxels for the fine-grained matrix and above 5000
voxels for the large grains. Coloring is according to the crystal direction parallel to the deposition direction.
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3.3 CdTe Microstructure in Fully Processed Cells
After deposition, the cells undergo several annealing post treatments. In order to evaluate their effects on the layer
microstructure, a fully processed thin film is characterized in the same way as the as-deposited layer.
3.3.1 Back Contact Interface
At the back contact interface, the microstructure consists of relatively large grains, with an average grain size of 3.2µm
(averaged over 1900 grains), following a monomodal distribution. The texture can be comprehensively described by a
double fiber texture with a sharp {111}||GD component (maximum observed inverse pole figure density being around
7 mrd) together with a much weaker {112}||GD one (in the order of 3 mrd) as can be seen in Figure 3.7. This is,
in many regards, similar to the state observed before annealing. Two major differences can, nevertheless, be noticed.
On the one hand, grains are no longer faceted and exhibit smooth boundaries. This suggests that the layer reached
an advanced state of grain growth, as will be later discussed. On the other hand, the grain boundary character
distribution evolves quite significantly. The CSL boundaries density is reduced from 45 % to 30 %, the 15 % difference
being fully redistributed to random high angle boundaries. It is worth noting that around 85 % of these CSL interfaces
are, in fact, first order twin boundaries. While most of them are coherent Σ3 {111}||{111} facets, incoherent segments,
with lengths up to several microns have also been observed. The most common incoherent planes observed being Σ3
{112}||{112} and Σ3 {111}||{115}. However, they represent only a marginal proportion of the total boundary network.
3.3.2 p-n Junction Interface
Although, at the back contact, some microstructural continuity is observed before and after the activation treatment,
radical changes take place at the p-n junction front surface. The highly textured fine-grained matrix is replaced by
larger grains with a broader orientation distribution as visible in Figure 3.8. In addition to this temporal discrepancy,
the spatial microstructural variation between back contact and top surface persists. The in-plane grain size is about
35% smaller at the p-n junction than at the back contact (around 2.44 µm, averaged over 1600 grains). Furthermore,
the crystallographic texture of the material also strongly evolves along the deposition axis. At the p-n junction, as
displayed in the inverse pole figure in Figure 3.8, a slight {112}||GD fiber texture, with an intensity of about 3 mrd
is observed. In addition, much weaker components close to {111}||GD and {127}||GD (which results from twinning
from the {111}||GD orientation as will be later discussed) are visible. The grain boundary character distribution
also strongly changes. At this interface, the CSL boundary density is much higher and reaches 61% (56.4% being Σ3
twins). At the same time, the low angle boundary fraction becomes marginal with only 2.1% of the total boundary
network length fraction.
3.3.3 Depth-Resolved Microstructural Evolution
When observed in three-dimensions, the microstructure of the complete absorber layer takes the form of columnar
grains, enveloped by random high angle grain boundaries. These interfaces are standing perpendicular to both the
substrate and p-n junction interfaces, and are only intersected by first order twin boundaries, as visible in Figure 3.9.
Their density increases towards the p-n junction as it can be clearly observed in Figure 3.8. Such a specific microstruc-
ture can also be described in terms of columnar twin related domains (TRD), the crystallographic description of which
has been the subject of extended works [139]. This particular case clearly emphasizes the benefits of 3D-EBSD, when
applied to the microstructure characterization of thin films. The discretization of the microstructure into TRDs can
indeed easily be overlooked when looking at in-plane orientation maps, or simple 2D cross-sections.
This specific microstructure is nevertheless responsible for all the crystallographic changes observed across the
absorber layer thickness. Indeed, based on the tomographic data, the evolution of the in-plane grain size can be
expressed as a function of the depth across the layer thickness, as plotted in Figure 3.10. An almost linear evolution of
this parameter, decreasing in the growth direction, is observed. In contrast, the twin corrected grain size, that is, the
grain size measured if the Σ3-misoriented grain boundaries are ignored when determining the grain boundary network,
is depth-independent. This is a result of the previous statement that TRDs extend across the whole layer thickness.
The crystallographic texture of the material also strongly evolves along the deposition axis, as already mentioned.
The evolution of the sharpnesses of the {111}||GD and {112}||GD fibre texture components across the thickness, is
displayed in the pole plot presented in Figure 3.10. The values used in this chart are obtained by integration over all
pole figure intensities within the first 5° around its center. The graph emphasizes the strong decrease of the {111} pole
intensity with increasing deposition thickness whereas the sharpness of the {112}||GD component remains relatively
stable over the whole film thickness. Therefore, the texture evolution is not related to the presence of new {112}||GD
grains at the p-n junction, but rather to the transformation of {111}||GD ones into other fiber components. As will
be later discussed, this can be fully explained by successive twinning chains inside columnar grains.
Both of these microstructural trends are due to the fact that the twin boundary density is not constant across
the film thickness. As displayed in Figure 3.10, it actually appears that the CSL boundary density is almost linearly
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increasing in the growth direction, from 30% to almost 60%. A converse tendency is followed by the random high angle
boundary density. Nevertheless, the slight increase in the low angle GB density towards the back contact interface
prevents a perfectly symmetric evolution.
Only accounting for the microstructural observations made at the critical interfaces, a continuous evolution of
grain size, texture and GBCD, is not obviously conceivable a priori. This, once again, stresses the determining
role of tomographic analyses in the study of thin films. The physical phenomena responsible for this continuous
microstructural evolution will be addressed in the next section.
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Figure 3.7: EBSD-based orientation map of the back contact interface of the fully annealed CdTe layer. Grains are
color-coded according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF)
displays texture sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
Figure 3.8: EBSD-based orientation map of the p-n junction interface of the fully annealed CdTe layer. Grains are
color-coded according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF)
displays texture sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
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Figure 3.9: Reconstructed grain boundary networks of the complete cell. a) Grains colored for the crystallographic
direction parallel to the growth direction, b) the complete grain boundary network colored according to the
disorientation angle, c) only random high angle grain boundary network colored according to the disorientation
angle, d) only Σ3 twin boundary network colored according to the boundary plane crystallographic components
(blue color denotes twin boundary developing on a {111} plane) and e) corresponding boundary plane inverse pole
figure indicating that twin boundaries are mostly developing on {111} planes (maximum intensity≈ 1000 mrd).
Figure 3.10: a) Complete cell as-measured in-plane grain size (blue circles) and twin-corrected grain size (red
rhombi) evolutions across the film thickness. Linear trend-line slope of the as-measured grain size is 0.376, intercept
is 2.36 µm and R2 is 0.9715. b) Evolution of the {111} (blue circles) and {112} (red rhombi) texture components
sharpness across the film thickness (complete cell). Texture sharpness is calculated with a 5° tolerance about the
relevant crystallographic axis. c) Evolution of the low angle boundaries, Σ3 and high angle boundaries fraction
across the film thickness (complete cell). The upper disorientation limit to define low angle boundaries is set to 15°.
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3.4 Microstructure of CdTe Layers Annealed Without Chlorine
In order to discriminate the effects of the heat treatment from the effects associated with chlorine diffusion, a third
set of cells was characterized. The simply annealed cells underwent the same process route as the complete cell at
the exception of any chlorine addition. As will be discussed in the following, it clearly appears that these samples
represent an intermediate state between the as-deposited and the fully annealed sample.
3.4.1 p-n Junction Interface
The microstructure observed at the p-n junction interface is similar to what was previously observed in the center
of the as-deposited layer. It indeed consists of the juxtaposition of a highly {111}||GD textured fine-grained matrix,
together with larger grains exhibiting a less-pronounced preferred-orientation, as visible in Figure 3.11. The grain
size distribution is therefore clearly bimodal, with a peak at around 4 µm, corresponding to the larger grains, and
another local maximum at 1µm, corresponding to the fine grained-matrix. As in the as-deposited layer, larger grains
are highly faceted, suggesting still ongoing grain growth phenomena. The texture can again be described in term of
a double {111}/{112} fiber texture. Interestingly, the {111} IPF density is around 5.6 mrd, which is an intermediate
value between the as-deposited and complete cell. The same is also true for the {112} fiber, with a peak intensity
around 2.5 mrd.
Figure 3.11: EBSD-based orientation map of the p-n junction interface (left) and back contact interface (right) of
the CdTe layers annealed without chlorine. Grains are color-coded according to their orientation along the
deposition axis. The corresponding inverse pole figure (IPF) displays texture sharpness in multiple of random. Σ3
twin boundaries are indicated by the white segments.
3.4.2 Back Contact Interface
The microstructure at the back contact interface presents the same characteristics than the one observed in the complete
cell at the same interface. It is composed of large grains (around 3.5 µm) delimited by smooth grain boundaries, as
displayed in Figure 3.11. The orientation distribution still follows the double {111}/{112} fiber texture description,
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with respective sharpnesses of 4.5 mrd and 3.5 mrd. In both the as-deposited material and the simply-annealed one,
the intensity of the {111} fiber component is lower than in the complete cell. This can be explained by examining
the grain boundary character distribution. Indeed, in the present material, CSL boundaries represent 45% of the total
boundary network length, whereas in the complete cell, this density is only around 30%. This overall contributes to
reduce the overall texture sharpness.
3.5 From Deposition to the Complete Cell: Microstructure Evolution and
Growth Phenomena
3.5.1 Microstructure and texture evolution during deposition
Grain Morphology
At first sight, the microstructure of the as-deposited layer challenges general expectations: large grains are present
at the position of nucleation (back contact interface, Figure 3.4), while very small ones exist far away from the
original seed layer (Figure 3.3), where growth would have been expected. This paradoxical observation can however be
easily unraveled, considering the fact that deposition occurs at a temperature of 350 ◦C; a regime where grain growth
processes are already highly active. Consequently, the material which was deposited first (i.e. at the seed layer) had
much longer time to undergo grain growth than the upper part of the layer, which was later deposited. Therefore, it
may be assumed that the fine-grained microstructure present at the p-n junction is a depiction of the early deposition
microstructural state.
With increasing proximity to the back contact, the material has experienced longer annealing and grain growth,
ultimately replacing the native grain arrangement. This statement is also supported by the presence of serrated grain
boundaries (Figure 3.4) at the substrate interface suggesting that growth processes still proceed. Additionally, the
presence of small grains, with reduced defect density, very close to the substrate interface (visible in (Figure 3.4) may
be indicative of a recrystallization nucleation event occurring simultaneously to deposition. This may occur by grain
boundary bulging of existing crystallites due to the deformation built-in during material deposition. It is, nonetheless,
delicate to assign these nuclei to pre-existing nucleation sites as the latter are ipso-facto replaced by the recrystallized
microstructure. In addition, twinning events tend to pseudo-randomize their orientations. However, it is a fact that
this set of small grains neither belongs to the {111} fiber nor to the {112} one, and only exists in the as-deposited
layer (i.e. are later consumed by crystallites in their vicinity). This emphasizes the clear orientation-dependence of
the growth process which is discussed in the next part.
Texture Evolution
We first discuss the crystallographic origin of the different observed texture components, as they are displayed in
Figure 3.12. During deposition, two independent texture components are formed, the {111}||GD fibre, marked in
blue in Figure 3.12, and the {112}||GD one, marked in red. The highest occurrence of the former can be inferred
considering that {111}planes have the highest polarity and the highest atomic density in the sphalerite structure. As
such, it is expected that {111}||GD-oriented grains constitute a good compromise between interface and surface energy
minimization [136]. Similar {111}||GD as-deposited fiber textures have been frequently reported in the literature,
independent of substrate and deposition configuration [89], [82] (except for cases with epitaxial deposition). Besides
these energy-arguments, the 〈111〉 direction is also deposited at highest growth speed, probably because of the ease of
construction of the dense {111} planes [82].
Less expected is the presence of {112}||GD grains. The appearance, admittedly sparse, of such grains in the fine-
grained matrix suggests that this orientation also satisfies, in a lesser extent, the energetic requirements of deposition
previously stated. Besides these major fibers there exist 3 minor components which are in twinning relationship with
the major ones, as indicated in Figure 3.12. These are the {115}||GD component as a twin of from the {111}||GD
fiber, and the {127}||GD as well as {255}||GD components as twins from the {112}||GD fiber. The {127}||GD is
created by twinning on one of the 60° inclined axes (see the pole figures Figure 3.12) and the {255}||GD by twinning
on the single 20° inclined axis.
The texture transition, from the very sharp {111}||GD texture of the matrix to the double fiber description observed
at the back contact, can be comprehensively described in terms of growth with orientation selection. This is in support
to the foregoing hypothesis suggesting that deposition and growth occur concurrently. Using 3D EBSD, it is indeed
possible to compare the out-of-plane growth rate of constituents of different fibers. It then appears that {112}||GD
oriented grains and their twins develop much faster than {111}||GD ones. This is distinctly visible in Figure 3.4 and
Figure 3.11, where some {112}||GD oriented grains are already found to extend across the whole layer thickness, and
to exhibit significant lateral sizes, by the end of deposition. This observation suggests that the kinetic and energetic
parameters, promoting the {111}||GD texture during the thickening of the layer, change in the growth stage, leading to
a faster growth of the {112}||GD component. Zoppi et al. [82] proposed that this is due to the presence of fast-growing
Te-terminated planes perpendicular to the substrate in {112}||GD oriented grains. Nevertheless, this would result in
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Figure 3.12: Inverse pole figure taken along the growth direction displaying the crystal directions resulting from first
order twinning from a) a {112}||ND and b) {111}||ND orientations. Poles are displayed with a 5° orientation spread.
c) and d) display the {111} twinning planes and the {100} cube planes for c) a typical {112}||ND and d) a typical
{111}||ND oriented grain.
the formation of anisotropically-shaped crystallites and would also promote the growth of {110}||GD grains. Both of
these features are not observed experimentally.
It is in fact not clear why grains from the {112}||GD fiber overgrow their neighborhood or, in other words, why the
{111}||GD orientation is not favored anymore upon grain growth. Nevertheless, several hypotheses can be advanced:
• On the one hand, {111}||GD grains are subject to texture pinning since this is the main fiber component of the
as-deposited state. When assuming 15° as the maximum misorientation for low-angle grain boundaries, which
are supposed to have reduced growth mobility, 25% of the encounters between two {111}||GD-oriented grains will
result in the formation of such an interface. In contrast, {112}||GD oriented grains will never form a low-angle
grain boundary with grains from the {111}||GD fibre.
• The initial as-deposited microstructure may exclusively be {111}||GD textured because of both surface and
substrate interface energy minimization. At the back contact interface, however, where growth starts, only the
substrate interface energy has to be taken into account since the grains do not exhibit free surfaces anymore.
Therefore, it can be envisaged that the {112}||GD orientation minimize this parameter despite having a higher
surface energy which would prevent them from massively nucleating in the early stage of deposition. This
energetic difference might be due to the polarity difference between the highly polar {111} planes and non-polar
{112} ones [140]. Moreover, it is known that (111)A Cd planes and (111)B Te planes have different interface
energies due to their dissimilar chemical compositions [141] leading to a higher growth rate of the A-type planes.
If the above assumption is true, the observed abnormal growth could be polarity-selective, which we cannot
check, however.
• {111}||GD and {112}||GD grains do not accommodate elastic strain in the same way because of the anisotropy
of the different effective biaxial moduli of CdTe (CdTe Zener anisotropic factor is 2.1[142], [143]). As such, the
strain energy density developing at the substrate interface is higher in {111}||GD grains which would in turn
favor their consumption [136].
• Finally, as the {111}||GD grains grow quicker during deposition they seem to accumulate more growth defects,
most probably stacking faults, as compared to their {112}||GD counterparts. As a consequence, there is a higher
driving force for {112}||GD grains consuming {111}||GD grains than vice versa.
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Growth Model
The microstructural evolution observed during the deposition step can be caused by three distinct processes [45]. The
first is primary recrystallization (RX), which requires the nucleation of new grains, whose growth is then driven by
the consumption of grain-internal defects (mainly dislocations); the second is normal grain growth (NGG), which
proceeds by homogeneous growth of already existing and mainly defect-free crystals, the driving force being the grain
boundary energy; and finally abnormal grain growth (AGG), also referred to as secondary recrystallization, which
proceeds, after a nucleation stage, by growth of only few, well-selected grains out of a matrix of already defect-free
grains. In the last case, the selection process (which is a kind of a nucleation process) is in many cases unclear.
It may be due to grain-internal defects, but also due to special grain boundary properties. The driving force is,
as is in the case of NGG, the energy stored in the grain boundaries. The bimodal grain size distribution and the
strong microstructural change between the two relevant interfaces, observed in the thin film, exclude the possibility of
normal grain growth. Nevertheless, it is not straight-forward to make the distinction between primary and secondary
recrystallization. Indeed, on the one hand, the as-deposited grains show a high amount of grain-internal defects,
as pointed out by all defect indicators obtained by EBSD, i.e. low image quality, high value of the kernel average
misorientation (KAM) and high fit value (Figure 3.5). On the other hand, the consumed matrix is composed of a
high number of very small grains and, as such, exhibits a substantial boundary density. Therefore, both phenomena
can be reasonably expected and only an estimation of the driving force intensity can discriminate between the two.
In the case of primary recrystallization, the driving force is given by the stored dislocation energy as displayed in
Equation 3.1 [45] :
PRX =
1
2
ρGb2 (3.1)
Where ρ is the dislocation density released during recrystallization, G the shear modulus and b the norm of the
dislocation’s Burgers vector (a2 〈110〉 for face-centered cubic materials with a the lattice constant of CdTe equals to
6.48Å). Based on the data reported in [143], [144] and [145], the shear modulus of CdTe can be averaged at 11.7GPa.
The average dislocation density is estimated using the KAM parameter obtained by EBSD. Indeed, according to
Konijnenberg et al. [138], this value is directly proportional (under some assumptions) to the geometrically necessary
dislocations (GND) density as expressed in Equation 3.2 :
ρ =
c
b× aKAM (3.2)
where b is the norm of the Burgers vector, a is the step size of the measurement and c is a constant in the order of
3 to 5. In order to obtain proper KAM values the effect of orientation noise in the measurement has to be taken into
account. Therefore, the parameter used in Equation 3.2 is in fact the difference between the average KAM value in
the defected matrix and the one in well-recrystallized grains. From statistical analysis of the data obtained by EBSD,
average GND densities of 7.6× 1014 m−1 and 1.14× 1014 m−1 are estimated in the fine-grained matrix and in the
larger grains respectively. According to Equation 3.1, this corresponds to a driving force for primary recrystallization
of 0.8MPa.
Correspondingly, the driving force for secondary recrystallization is given by the energy of the consumed boundaries
which can be approximated by Equation 3.3 [45]:
PAGG =
3γ
d
(3.3)
Where γ is the grain boundary energy and d the grain size of the consumed matrix (here taken to be 0.75 µm).
The average grain boundary energy is set to 1 Jm−1, by overestimating the value of 0.8 Jm−1 obtained by density
functional theory (DFT) calculation by Park et al. [146], in the case of a symmetric Σ5 boundary in unfavorable
Cd-rich environment. This provides an estimated driving force for abnormal grain growth of about 4MPa.
As shown by the calculations above, the driving force stored in form of grain boundary energy is five times higher
than the one corresponding to the dislocation-stored energy. It is, however, very likely that both stored energies
contribute to the growth process since both pressures are in the same order of magnitude. Indeed, the nucleation
event cannot be uniquely pinpointed; it may be a subgrain growth process of {112}||GD oriented grains, as suggested
by the presence of the small grains close to the back contact interface. In any case, the microstructure development
should be addressed as a mixed primary recrystallization-abnormal grain growth process which is, however, dominated
by the latter one.
The above discussion may be summarized as follows:
• During deposition small {111}||GD and {112}||GD oriented grains nucleate on the substrate with a number ratio
varying between 5/1 and 10/1. These grains grow as thin columns (0.5 µm diameter with length equal to the
film thickness) during the thickening of the film.
• Due to the high substrate temperature, a concomitant recrystallization process is triggered at the back contact
interface due to the high driving forces stored in grain boundaries and in crystallographic defects.
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• The growth of the grains into the fine-grained as-deposited matrix is highly orientation-dependent resulting in a
change of texture fraction of the {111}||GD to {112}||GD components from ≈ 40 to ≈ 6 (displayed in Figure 3.2).
In addition to the texture change, the grains grow to a diameter about 5 times larger than the original grain size
at the free surface.
• Recrystallization proceeds rapidly in deposition direction, leading to an as-deposited layer where the first two
microns close to the back contact are already recrystallized and where some of the {112}||GD-oriented grains
already extend through the whole film thickness.
3.5.2 Microstructure and texture evolution during annealing and role of chlorine
Grain Morphology
Once deposition was completed, the material was annealed two further times at two different temperatures, both
higher than the initial deposition temperature, in the presence of CdCl2. In the following section we will discuss the
microstructural and textural evolution during these annealing processes but also the role of chlorine. For this, one
sample was annealed without chlorine and its microstructural changes are compared to that of the other samples.
The cell annealed without chlorine represents an intermediate state between the as-deposited cell and the complete
one. After only a simple annealing, recrystallization is still incomplete and some vestiges of the fine-grained matrix
are still observed at the free surface. Nevertheless, grain boundaries are no longer serrated suggesting that normal
growth has taken place. Moreover, it is apparent from the 3-dimensional data that grains present at the back contact
continue to grow in a columnar manner while intense twinning takes place in their interior. Therefore, the decrease
in in-plane grain size observed along the growth direction is only due to twinning and not to the formation of new
crystallites. The twin-corrected grain size is thus constant through the whole film thickness (Figure 3.10) and a clear
honeycomb structure appears in the 3-dimensional reconstruction of the random high angle grain boundary network
(Figure 3.9).
A notable difference between the microstructures observed at the back contact interface before and after annealing
lies in the grain boundary character distribution. Indeed, the relative amount of twin boundaries present there is
decreasing from 45% in the as-deposited material to 40% in the simply-annealed material. It is also worth mentioning
that this trend is perpetuated, in an even more drastic way, in the complete cell where only 26% of the boundaries
present at the back contact interface are twins. Therefore, it can be expected that twin boundaries are annealed-out
during normal grain growth following the initial recrystallization step. Indeed, this process is much slower and leads,
probably by movement of incoherent segments or by thermal motion of dissociated dislocations, to the disappearance
of the in-grain twins as suggested by Wang et al. in the case of FCC metals [147].
It is likely that chlorine may play a role therein by affecting the grain boundary mobility, as suggested by Consonni
and Feuillet [148]. Nonetheless, more data are required to clearly discriminate the role of chlorine in this mechanism.
Finally, it should be stressed from the previous discussion that chlorine does not trigger recrystallization since the
same phenomenon is observed in the simply-annealed layer which has not been exposed to chlorine. Upon further
annealing treatments, as-undergone by the complete cell during copper doping and further layer depositions, it is very
likely that the recrystallization of the simply annealed layer would be completed. This would finally most likely lead
to the same microstructure as observed in the complete cell annealed with chlorine, since the recrystallizing front has
the same texture, grain size and grain boundary character distribution as the grains observed at the p-n junction of
the complete cell.
Understanding the complete cell microstructure: further annealing and growth model
The complete cell, i.e. after two annealing in presence of chlorine, microstructure can be apprehended as the result of
the continuation of the previously-described mechanisms.
As aforementioned, grain boundaries at the back contact become smooth as a result of normal grain growth following
recrystallization. In addition, the annealing-out of twin boundaries appears more clearly than in the simply-annealed
material since only a quarter of the total grain boundaries are Σ3 interfaces. Finally, the as-deposited fine-grained
matrix is now completely consumed, leaving behind TRDs extending across the whole layer thickness, as depicted in
the 3D reconstruction in Figure 3.9, with an in-plane grain size of around 4 µm.
In order to understand the texture evolution during the final annealing steps, two facts have to be pointed out: first,
the starting microstructure before annealing, as displayed schematically in Figure 3.13-c, consists of large columnar
grains, traversing the whole film thickness and mainly belonging to the {112} fiber. These grains show a number
of annealing twins created during the growth parallel to deposition as indicated in Figure 3.13-a and Figure 3.13-b.
They are embedded in a matrix of small, columnar, as-deposited grains belonging to the {111} fiber. The second
thing to point out is that the first annealing step occurs at a significantly higher temperature as the deposition. All
growth processes are therefore enhanced. During the annealing two processes proceed: the first process concerns
the already fully developed columnar {112}||GD grains. They undergo some minor grain growth, leading to more
straight enveloping large angle grain boundaries. More importantly, part of the twins inside of these columnar grains
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disappears, probably by the movement of incoherent grain boundary segments. As a result the texture of these
grains becomes sharper, see Figure 3.8. The second process concerns the only slightly grown grains belonging to the
{111} fiber. These grains now grow with a larger growth rate in deposition direction. It is well known that high
growth rates implicate a high amount of twinning caused by growth accidents. These grains therefore develop a high
amount of twins at the p-n junction as is seen Figure 3.8 and displayed schematically in Figure 3.13-e. The sharpness
of the {111} fiber close to the p-n junction therefore decreases due to the twinning chains, as is visible in Figure 3.8.
The above discussion may be summarized as follows (see also Figure 3.13):
• During annealing, the recrystallization triggered during deposition continues. Due to the growth advantage of
the {112}||GD-oriented grains, most of them have already developed through the whole layer after the first
annealing, which is not the case for their {111}||GD-oriented counterparts. Moreover, the annealing-out of twins
is observed at the back contact, resulting in an interface where the total length of twin boundaries is halved after
the complete CdCl2annealing. This can be either due to the presence of chlorine or occurring during the second
annealing.
• Since temperature is significantly higher during annealing than during deposition (435 ◦C / 350 ◦C) the growth
rate and, thus, the twinning rate is enhanced for those grains which are not yet completely grown, i.e. mainly
grains from the former {111} fiber component. This explains the fact that {112}||GD-oriented grains are less
prone to twinning than {111}||GD-oriented ones. It also explains the higher occurrence of twin boundaries
at the p-n junction in the complete cell, whose total length is approximately doubled in comparison with the
microstructure present at the back contact interface. 3- Recrystallization ends when the originally defected layer
is completely consumed, leaving a weak {112} texture together with components associated with orientations
in twinning relationship with {112}-fiber grains and {111}-fiber grains. The apparent reduction of grain size is,
therefore, only due to the high amount of twin boundaries and not due to the formation of new grains during
annealing.
Figure 3.13: Cross-section schematic displaying grain size and texture evolution during the deposition (top row) and
during the annealing post-treatments (bottom row). Grains are color-coded according to their orientation relative to
the deposition direction.
3.6 Concluding Remarks
Understanding the growth of CdTe thin film solar cells in substrate configuration was made possible by the use of
FIB/EBSD tomography. It appears that recrystallization is already triggered before the end of the deposition step
and still continues during a typical CdCl2annealing post-treatment. Our results suggest that:
• CdCl2 is de facto not responsible for recrystallization but is, nevertheless, likely to affect its kinetic due to its
segregation to grain boundaries. This is in strong contrast with what has been proposed in the literature for
cells grown in superstrate configuration, which is, as of the writing of this paper, the only source of detailed
microstructural data.
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• In addition, driving force calculations emphasize the crucial role of grain boundary energy which contributes
predominantly to the observed microstructural changes with respect to the lower stored-deformation energy.
• The grain boundary network existing in the finally annealed material consists of columnar grains with random
high angle boundaries. These grains are intersected by twin boundaries whose density increases closer to the p-n
junction interface and thus form twin-related domains.
• It is apparent that the final grain size, texture and grain boundary network strongly depend on the interplay of
deposition and annealing parameters. During deposition the seed layer, from which columnar growth proceeds,
is created while during annealing the columnar structure and its twin-content is finalized. By controlling the
rate of growth during both processes, i.e. by adjustment of deposition temperature, deposition rate and amount
of chlorine it should be possible to control the final microstructure, thus opening possibilities for grain boundary
engineering approaches.
Due to the particular microstructure formation mechanisms aforementioned, process optimization guidelines may
be proposed. Firstly, the CdS is deposited on a semi-recrystallized microstructure with variable roughness and epitaxial
relationships depending on whether the underlying grains are already recrystallized or not. The strong microstructural
evolution of the CdTe layer during the successive heat treatments is then likely to affect the metallurgical junction and
may introduce significant stresses at this interface. In addition, diffusion of chlorine, copper and other electronically
important trace elements is also likely to be affected by the particular grain boundary network observed in the as-
deposited cell. Finally, the large grain size measured at the back contact, coupled with limited bulk diffusion of these
elements and the absence of further recrystallization, may enforce a relatively low average doping concentration at this
interface. The here presented understanding of the microstructure evolution in general and grain boundary network in
particular, thus offers the potential for tailoring the grain boundary network through grain boundary or microstructure
engineering, respectively.
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Chapter 4
Growth and Microstructure of CdTe Thin
Films in Superstrate Configuration
This chapter is dedicated to the study of CdTe/CdS thin film solar cells grown in the conventional superstrate
configuration. Although the previous chapter was constructed under the angle of detailed microstructure description,
this section will only deal with the relevant differences between both configurations. This comparison is motivated by
the fact that the efficiency gap between superstrate and substrate configurations is still quite high. Record superstrate
cells are indeed reaching 22.1% efficiency, whereas record substrate ones are limited to 13.6%. Furthermore, in the
case of cells grown in the superstrate configuration, the CdTe absorber layer is directly deposited on a crystalline CdS
thin film. Therefore, it is to be expected that the resulting microstructure and the metallurgical p-n junction will
strongly be affected by the nature of this seed layer.
4.1 Sample Fabrications and Investigation Procedure
4.1.1 Samples Investigated
All cells investigated in this chapter were produced at the Laboratory for Thin Films and Photovoltaics, EMPA
Dübendorf, Switzerland. The constitutive layers were grown in the superstrate configuration (see section 1.4) following
the procedure described by Perrenoud et al. in [149]. The absorber layer was grown by high vacuum evaporation,
on top of a glass / ZnO:Al / ZnO / CdS stack at 350 ◦C. Subsequently, the activation treatment was conducted by
evaporating 400 nm of CdCl2 on top of the stack, followed by an annealing in air at 420 ◦C for 25 minutes. The leftover
CdCl2 was rinsed away with de-ionized water. The sample was bromine-methanol etched for 4 seconds then 2.5 nm of
Cu and 40 nm Au were deposited on top. Finally the cell was annealed at 215 ◦C for 20 minutes.
In addition to the complete cells, as-deposited layers were also investigated. They were processed following the
procedure above-described but did not undergo any activation treatment.
4.1.2 Experimental Parameters
Conventional 2D-EBSD and FIB/EBSD tomography were performed accordingly to the procedure described in section
2.1 with a step size of 70 nm. For statistical comparison and texture measurements at the mesoscale (≈ 5000 grains),
several large-area 2-dimensional EBSD scans were performed on each sample at the two critical interfaces (p-n junction
interface and back contact interface). These measurements were carried out using the same conditions as those above-
mentioned for the 3D-EBSD scans. A comparison between these large data sets and the smaller ones (about 500 grains
each) from the 3D measurements, shows that the latter are still a reasonably good representation of the material in
terms of texture and grain sizes. Crystallographic textures were calculated using spherical harmonics expansion with
an expansion coefficient of 34 and a Gaussian spread of 5°. All pertinent texture components are fiber textures with
a fiber axis parallel to the deposition direction (z- direction). For tomographic depth-analyses, the depth z = 0 will
refer to the p-n junction interface to preserve consistency with the previous chapter.
4.2 As-Deposited CdTe Thin Films Grown In Superstrate Configuration
4.2.1 p-n Junction Interface
Due to the reverse stacking sequence, the p-n junction interface now refers to the interface where the growth is initiated.
As visible in Figure 4.1, the highly textured fine-grained matrix, already observed in the substrate configuration, also
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exists in the superstrate layer. It presents the same microstructural features than in the substrate case, with an
average grain size of 0.50 µm (averaged over ≈ 17 000 grains, standard deviation of 0.25 µm) following a monomodal
distribution. Furthermore, a sharp {111}||GD fiber texture also governs the orientation distribution, and a maximum
IPF density of 8.5 mrd is measured. Therefore, as detailed in the previous section, pattern acquisition and indexing
is once again delicate, creating the non-indexed area visible in Figure 4.1.
In addition to the fine-grained matrix, few abnormally growing grains, with a grain size exceeding 5 µm are
also observed at this interface as displayed in Figure 4.1. Adding the contribution of the small grained matrix
together with the larger grains, the overall grain size is evaluated at 0.57 µm with a large standard deviation of
0.92 µm. Regarding their orientation distribution, they follow the previously-described {111}/{112} double fiber
texture. This is a significant discrepancy with the substrate configuration, where the deposition interface was already
fully recrystallized.
Regarding the grain boundary character distribution, a high fraction of Σ3 twin boundaries is once again measured
at this interface, representing 39 % of the total boundary network length. This value can be severely underestimated
due to the sharp {111} fiber texture, as detailed in the previous chapter. Finally, the density of low angle boundaries
is also relatively high (11 % of the total boundary network length). These facts, coupled with a low overall image
quality, tends to indicate the poor crystallinity of the fine-grained matrix.
4.2.2 Back Contact Interface
At the free surface, the microstructure still consists of the same fine-grained matrix, already present at the p-n
junction interface, as can be observed in Figure 4.2. It consists of sub-micron-sized grains with a homogeneous grain
size of around 0.61 µm (averaged over 13 000 grains, standard deviation 0.25 µm). Once again, a very sharp {111} fiber
texture develops there, with a local maximum pole figure density of around 12.5 mrd as visible in Figure 4.2. The grain
boundary character distribution developing at this interface is identical to what was reported at the CdS interface. All
together, this is similar to what is also observed at the free surface of the as-deposited cell in substrate configuration.
4.2.3 Configurations Comparison
In contrast to other thin films, almost no microstructural anisotropy is observed along the deposition axis. The layer is
almost fully composed of the fine-grained matrix, whereas the abnormally growing grains, observed at the p-n junction,
are extremely scarce. A detailed quantitative comparison between both configurations is displayed in Table 4.1. Based
on these results, it is apparent that the main discrepancy occurs at the deposition interface. Accounting for the growth
model detailed in the previous chapter, this indicates that the superstrate microstructure is similar to the substrate
one, but at an earlier stage of recrystallization. This will be later discussed in the next section.
Table 4.1: Microstructural comparison of as-deposited CdTe solar cells grown in substrate and superstrate
configurations.
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Figure 4.1: EBSD-based orientation map of the p-n junction interface of the as-deposited CdTe layer grown in
superstrate configuration (combination of several maps taken at different sample positions). Grains are color-coded
according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF) displays texture
sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
Figure 4.2: EBSD-based orientation map of the back contact interface of the as-deposited CdTe layer grown in
superstrate configuration (combination of several maps taken at different sample positions). Grains are color-coded
according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF) displays texture
sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
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4.3 Microstructure of Fully Processed Cells in Superstrate Configuration
4.3.1 p-n Junction Interface
Close to the p-n junction interface, the layer is composed of relatively large faceted grains, exhibiting a strong texture,
as can be observed in Figure 4.3. The grain size distribution is relatively broad, with a mean value of 2.25 µm (averaged
over 5000 grains) but a standard deviation of around 1.7 µm.
Regarding the orientations distribution, a sharp {111} fiber texture develops at the CdS interface, which translates
into a peak inverse pole figure density of 7.3 mrd, as visible in the inverse pole figure in Figure 4.3. Another significant
texture component is measured close to {112}, with an IPF density reaching up to 2.5 mrd. Other discrete peaks
are visible in the surroundings of {127}, {115} and {255} due to twinning from the former fibers, as described in the
previous chapter. The predominance of the {111} fiber can be due to either a high number of {111}||ND grains or large
{111}||ND crystallites (or a combination of both). The texture-resolved grain size evolution presented in Figure 4.5
tackles this ambiguity by revealing that {111}||ND grains are in average 1.75 times larger than {112}||ND ones despite
being scarcer.
As expected in CdTe thin films, a high fraction of twin boundaries is observed (above 50% of the total grain
boundary network length, see Figure 4.3) and, as such, a major difference between as-measured and twin-corrected
(TC) grain sizes is hence expected to be measured. This is indeed the case, as visible in Figure 4.5, where the TC
grain size is 45% larger than the former. In terms of grain morphology, some highly faceted grains are still present
whereas boundaries between smaller and larger crystallites exhibit a large curvature as displayed in Figure 4.3. This is
an indication that grain growth phenomena are still ongoing, and only reached completion at definite locations, where
the grain size appears more uniform.
We so far explored features at the CdS/CdTe interface inside the CdTe layer. Using 3D-EBSD, it is actually
possible to capture the metallurgical p-n junction and observe the morphology of the underlying CdS layer as visible
in Figure 4.7. The CdS layer has a thickness of around 210 nm and is composed of one layer of nano-sized grains
with diameters ranging between 100 nm and 500 nm. It appears that the CdS layer is porous and does not completely
cover the CdTe layer. This is expected to have a detrimental effect on the cell efficiency by locally reducing the drift
current. Furthermore, from a microstructural point of view, a high density of CdS grains are found to be located at
the CdTe grain boundaries, as indicated by the arrows in Figure 4.7. This once again stresses the microstructural
interplay developing between both layers during the cell processing.
4.3.2 Back Contact Interface
At the back contact interface, the layer is composed of slightly larger grains, with a grain size of 2.5µm (averaged
over 3500 grains), separated by smooth grain boundaries as can be observed in the orientation maps in Figure 4.4.
In contrast to the p-n junction interface, the overall orientation distribution appears more random. Nevertheless, a
moderate predominance of the {111} fiber is still observed, with a peak IPF intensity of around 3.2 mrd, together
with a weak {112} component (2.8 mrd). Despite a similar texture sharpness, {112}||ND oriented grains have a
slightly larger average size (around 2.5 µm) than their counterparts from the {111} fiber (around 2.1 µm), as visible in
Figure 4.5. Finally, the grain boundary character distributions measured at both interfaces do not present significant
differences. The fraction of CSL boundaries is still relatively high (around 50% of the total network length) whereas
the density of low-angle boundaries remains constant and represents 5% of the total boundary length, as reported in
Figure 4.6.
In addition to the prevalence of smooth grain boundaries, all crystallinity parameters (kernel average misorientation,
image quality) suggest a very low defect density in the layer. This advocates for a completed recrystallization of the
thin films, where grain growth phenomena already came to an end.
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Figure 4.3: EBSD-based orientation map of the p-n junction interface of the fully-processed CdTe layer grown in
superstrate configuration (combination of several maps taken at different sample positions). Grains are color-coded
according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF) displays texture
sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
Figure 4.4: EBSD-based orientation map of the back contact interface of the fully-processed CdTe layer grown in
superstrate configuration (combination of several maps taken at different sample positions). Grains are color-coded
according to their orientation along the deposition axis. The corresponding inverse pole figure (IPF) displays texture
sharpness in multiple of random. Σ3 twin boundaries are indicated by the white segments.
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4.3.3 Depth-Resolved Microstructural Evolution and Comparison With the Substrate
Configuration
The depth-evolution of the main texture fiber components is displayed in Figure 4.6. The {111} fiber intensity presents
two plateaux of around 0.5 µm close to the two layer interfaces. In between them, a linear sharpness decrease takes
place in the p-n junction/back contact direction. Thanks to 3D-EBSD, the magnitude of this texture randomization
can be estimated to 60 mrd/µm. This decline is concomitant to the expected decrease of the {100} components
since this fiber encompasses twin-related orientations from {111}||ND. Furthermore, the texture-resolved grain size
evolution, presented in Figure 4.5, shows an almost linear reduction in the {111}||ND grain size as-opposed to the
linear increase of {112}||ND grains size. As a result, the texture sharpness of the {112} fiber slightly increases towards
the p-n junction.
Despite a slight increase towards the back contact, the overall grain size does not significantly evolve between both
interfaces, as visible in Figure 4.5-a. As aforementioned, this is nevertheless not the case when grains from similar
fiber texture are considered. In addition, the twin-corrected grain size does not remain constant through the thickness
as it was the case for the substrate configuration. The microstructure description in terms of TRDs therefore does not
apply in this case, as supported by the 3D reconstructions displayed in Figure 4.8.
The microstructural comparison between fully-processed CdTe cells grown in substrate and superstrate configura-
tion is displayed in Table 4.2. Although both configurations could be easily connected in the case of the as-deposited
layer, the correspondence is less obvious for the complete cells. Important differences in terms of grain morphology
and grain boundary character distributions are indeed observed between both structures along the growth direction. It
is therefore likely that the growth model established in the previous chapter is no longer fully valid for the superstrate
configuration. The modifications required to accurately described these microstructural changes will be the topic of
the next section.
Table 4.2: Microstructural comparison of as-deposited CdTe solar cells grown in substrate and superstrate
configurations. The two tables contain the same results but compare different interfaces accounting for the reverse
stacking order of the two configurations.
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Figure 4.5: a) Grain size depth profiles obtained from FIB/EBSD tomography in the complete cell grown in
superstrate configuration. As-measured grain size (blue dots) and twin-corrected (red rhombi) grain size. b)
Texture-resolved grain size evolution of the main fibers components: {111}||ND (blue dots), {112}||ND (red rhombi),
other orientations (green squares) and mean value (black crosses).
Figure 4.6: a) Depth-resolved evolution of the grain boundary character distribution in the fully annealed cells
grown in superstrate configuration. Random high angle boundaries (blue circles), CSL boundaries (red rhombi) and
low angle boundaries (yellow squares). The upper disorientation limit to define low angle boundaries is set to 15°. b)
Evolution of the {111} (blue circles) and {112} (red rhombi) texture component sharpness across the film thickness
(complete cell). Texture sharpness is calculated with a 5° tolerance about the relevant crystallographic axis.
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Figure 4.7: EBSD-pattern quality images of the metallurgical CdTe/CdS interface of the cells grown in superstrate
configuration. Depths are indicated relative to the back contact interface. Partially-covered CdTe grains are
indicated by red circles whereas yellow arrows indicate nucleation sites of CdS at CdTe grain boundaries.
Figure 4.8: a) and b), Three dimensional reconstruction of the random high angle grain boundary network and c)
and d), of the Σ3 twin boundary network in the cells grown in superstrate configuration. a) and c) are color coded
according to the orientation of the boundary hosting grains along the growth direction and b) and d), grains are
colored according to the crystallography of the boundary plane.
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4.4 Growth Model
4.4.1 Deposition
For cells grown in the substrate configuration, as discussed in the previous chapter, grain growth phenomena are
already particularly active during deposition. This is no longer the case for the superstrate case, where the fraction
of recrystallized grains is extremely scarce before annealing post-treatments. Remembering that both substrate tem-
perature and deposition rate are kept the same in both processes, this indicates a major difference in terms of grain
boundary velocity. At this stage of processing, the only significant difference between the two configurations lies in
the nature of the underlying substrate on which CdTe is grown. Based on this, several hypotheses can be proposed to
explain the grain growth impediment observed in cells grown in the superstrate configuration.
In Chapter 3, the relative contribution of defect densities and grain size to the recrystallization driving force was
found to be almost equally distributed. All EBSD-based defect indicators (image quality, KAM, fit) emphasize the
similarity between the small-grained matrix observed in substrate and superstrate cells. In addition, since the grain
size is also comparable, there is no reason to presume a lower driving force than for the substrate case. As such, the
parameter responsible for the limited growth is expected to be the grain boundary mobility. Since it relies on the
energy landscape and on impurity segregation, it should strongly be affected by the crystallinity of the underlying
layer, and by its chemistry. The fine grained matrix is indeed known to epitaxially grow on CdS during deposition
[150]. Therefore, lateral growth of CdTe grains requires the overcoming of an additional energy barrier, related to the
interfacial energy of the CdTe/CdS junction which therefore hinders the overall boundary mobility. In addition, sulfur
from the CdS layer has also been reported to diffuse at CdTe grain boundaries [151, 152] and may act as an additional
migration barrier. When considered together, it is therefore natural to expect, a priori, a lower growth kinetic on
CdS surfaces than on amorphous molybdenum oxides. This matches the experimental observations reported in the
previous sections.
Finally, it becomes apparent that the as-grown structure of CdTe, consisting of small crystallites with a sharp
{111} GD orientation, is independent of the deposition sequence, and is therefore a characteristic feature of CdTe
growth.
4.4.2 Activation Treatment
Since the grain growth and, more generally, recrystallization events, responsible for the final microstructure, are almost
suppressed during deposition, the critical step is now the chlorine activation treatment. During this annealing step,
the temperature is higher than during deposition, with ∆T = 70K. Therefore, the growth of already abnormally
growing grains at the back contact is likely to be promoted. In addition, other recrystallization nuclei may also be
able to overcome the mobility barrier and start growing. This mechanism explains the {111}||{112} double fiber
texture observed at the deposition interface. Furthermore, the hindered mobility and the lower overall growth time
may also be responsible for the faceted grain morphology observed at this interface, as grain growth phenomena may
be interrupted in their early stage. Finally, the higher temperature, at which the post-treatment is performed, is
also expected to lead to the formation of a larger fraction of CSL boundaries. This is indeed what is experimentally
observed, as reported in Table 4.2, and contrasts with what is observed in the substrate configuration case, where the
microstructure is completed after deposition.
Interestingly, grains with the {112}||ND are once again found to be abnormally growing and strongly influence
the final orientation distribution. The growth behavior and surface energetics features of {111}||ND and {112}||ND
oriented grains will be further discussed in Chapter 6 using molecular dynamics simulations.
The microstructure observed at the top surface (back contact interface) may be understood as resulting from
two distinct phenomena. On the first hand, some purely columnar grains from the {111}||{112} double fiber are
observed in both substrate and superstrate cells, as visible in Figure 4.8. It is likely that, as in the substrate case,
these grains are resulting from the thickening of grains from the deposition interface. On the other hand, some grains
growing in the deposition direction without, however, extending across the whole layer thickness, are also observed
at both interfaces, as visible in Figure 4.3 and Figure 4.4. Most of the small ones observed at the CdS interface are
likely to be recrystallized grains whose growth was delayed, which are then laterally overgrown by formerly formed
crystallites. Conversely, some large grains observed at the back contact interface neither belong to the {111} nor to the
{112} fibre or related twins. Since these grains are confined to the top surface, it is likely that their nucleation/growth
takes place as chlorine diffuses through the layer. This top surface nucleation mechanism has also been proposed by
Terheggen et al. [91], and fits the present experimental results. The final microstructure may hence result from two
nucleation events, at the CdS interface, during deposition, and at the top surface during the activation treatment.
These mechanisms are schematically displayed in Figure 4.9.
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Figure 4.9: Cross-section schematic displaying grain size and texture evolution during the deposition (top row) and
during the annealing post-treatments (bottom row). Grains are color-coded according to their orientation relative to
the deposition direction.
4.4.3 Summary and Comparison with the Substrate Configuration
It thus appears that the growth of CdTe is strongly influenced by the starting configuration of the cell. In particular,
the critical growth step, where most of the microstructural features observed in the final device are initiated, is
triggered at two different processing stages, depending on the configuration examined. The main differences between
the growth process of CdTe in substrate and superstrate configurations can hence be summarized as follows:
• During deposition:
– In the substrate case: the first half of the layer, from the deposition interface, is already formed and won’t
significantly evolve upon further post-treatments. It consists of large, recrystallized, columnar grains from
the {111} and {112} fibres. The second half of the thin film, close to the surface, is still un-recrystallized,
and is composed of sub-micrometer-sized grains, with a sharp {111}||GD preferred orientation.
– In the superstrate case: almost no recrystallization is observed, and the whole thin film consists of the same
small {111}||GD oriented grains. Only very few abnormally growing crystallites are observed close to the
deposition interface (CdTe/CdS interface).
• After annealing:
– In the substrate case: the recrystallization process initiated during deposition proceeds and large grains
from the deposition interface finally overgrow the as-deposited microstructure.
– In the superstrate case: since the recrystallization from the deposition interface is delayed, another re-
crystallization front is initiated at the top surface, where chlorine diffuses in the layer. Both fronts finally
overgrow the as-deposited microstructure but normal grain growth between the two subsets is still ongoing,
leaving the final layer with highly faceted grain boundaries and non-columnar crystallites.
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Chapter 5
Electronic Properties of Grain Boundaries:
Influence of Interface Crystallography
The impact of grain boundaries on the photovoltaic performance of polycrystalline thin films has been a widely
discussed topic over the past few years (see section 1.3). There is, in fact, no definite agreement among different
communities regarding the beneficial, or detrimental, effects caused by the energy band modifications occurring at
these extended defects. This can, in part, be attributed to the broad range of materials studied and to the as-broad
grain boundary character distributions and chemical segregation phenomena associated with them.
Cadmium telluride (CdTe) seems, at first sight, to stand out of this consideration. A growing number of publica-
tions, indeed, tends to agree on the beneficial, or at least benign, effects [153, 54] of the so-called “passivated” interfaces,
i.e. , boundaries with sufficient chlorine segregation. Experimental evidences are also backed-up by the facts that fine-
grained CdTe thin films, that is, having a large grain boundary density, are able to reach high efficiencies. In addition,
the efficiency of monocrystalline CdTe-based solar cells is usually lower than that of their polycrystalline counterparts
[154]. Nevertheless, converse observations have also been reported, stressing the detrimental effects of these extended
defects [54], resulting in a vast literature with paradoxical inputs. Therefore, more data are still needed to propose a
conclusive model encompassing all grain boundary aspects to explain their electronic behavior.
The crystallography of grain boundaries is complex and depends strongly on the 5 rotational parameters, i.e. the
misorientation between the two abutting grains and the crystallographic direction of the grain boundary normal. As
optoelectronic properties strongly depend on the crystal and defect structure it is to be expected that they also depend
on the 5 rotational grain boundary parameters. Several classic diffraction techniques can capture parts of the former
but only tomographic studies enable a full rotational parameters characterization. The present work, therefore, aims
at providing more insights in this direction, by proposing a direct correlation between the microstructure of CdTe thin
films and their electronic properties. This is achieved by combining a number of experimental techniques, including
conventional 2-dimensional electron backscatter diffraction (EBSD) -based orientation microscopy, 3-dimensional ori-
entation microscopy based on focused ion beam serial sectioning and EBSD (FIB/EBSD tomography or 3D-EBSD),
cathodoluminescence (CL) and electron channeling contrast imaging (ECCI) [100]. Hereby, EBSD and 3D-EBSD
provide a comprehensive, quantitative characterization of grain boundaries and grain morphology. ECCI, allows a
direct observation of dislocations and other lattice defects, with a contrast similar to that of scanning transmission
electron microscopy (STEM). CL, finally, enables insights into the optoelectronic properties of the defects observed
with the other techniques.
In the following we will first outline details of the experimental analysis techniques, together with their inherent
requirements and limitations. Next, the CL spectra will be discussed in detail in conjunction with specimen prepa-
ration. After identification of the most suited preparation technique the CL signal is used to observe and discuss the
effect of microstructure, especially of grain boundaries, on potential efficiency losses of the solar cells. The results
discussed in this chapter have been published in Stechmann et al. [155].
5.1 Samples Studied and Characterization Setup
Two distinct CdTe samples in the superstrate configuration were produced at the Laboratory for Thin Films and Pho-
tovoltaics at Empa. A 5µm thin CdTe layer was grown by high-vacuum evaporation at 350 ◦C substrate temperature
on top of a borosilicate glass / ZnO:Al / ZnO / CdS stack, from 6N grade CdTe crystals. The transparent conductive
oxide consisted of a 1µm thick ZnO:Al / 100 nm thick i-ZnO bilayer deposited by RF-sputtering. CdS was deposited
by high vacuum evaporation at 160 ◦C substrate temperature to a thickness of 130 nm and was subsequently annealed
in vacuum at 420 ◦C for 30 minutes. A sample, which was finished to a solar cell, was further treated by evaporating
400 nm of 4N5 grade CdCl2 from Sigma-Aldrich on top of the CdTe layer and annealing in air at 420 ◦C for 25 minutes.
Residual CdCl2 was removed with deionized water. The sample was etched with a diluted bromine-methanol solution
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for 4 seconds before 2.5 nm Cu and 40 nm Au were deposited on top. Finally the sample was annealed at 215 ◦C for
20 minutes. The produced samples are 5×5 cm2, mechanically scribed to cells of 0.15 cm2, which reached an efficiency
of around 13% with an open circuit voltage of 835meV and a 75% fill factor. A similar sample was produced, latter
referred-to as as-deposited, that was not CdCl2-treated.
5.1.1 Cathodoluminescence Setup and Resolution
Cathodoluminescence experiments were performed at liquid nitrogen temperature (77K) following the setup described
in 2.3. Most of the luminescence mappings, unless explicitly mentioned, were performed with a beam energy of 10 keV,
at a probe current of 2.7 nA, to limit charging from the glass substrate and to increase the spatial resolution of CL.
In order to quantify this spatial resolution, the primary beam interaction with the CdTe layer was simulated using
the Monte Carlo (MC) simulation software CASINO [156] (details of the algorithmic and physical principles can be
found in section 2.5). As described in section 2.3, the number of electron-hole pairs created by a primary electron is a
function of the beam energy loss per unit area ∆E and the ionization energy for particle-beam excitation Eγ estimated
at 4.9 eV for CdTe. While the later is a constant of the material, the former can be derived by MC simulations. The
carrier generation function of a 10 keV primary beam falling onto a CdTe thin film is displayed in Figure 5.1-a and
Figure 5.1-b, together with the simulation setup employed in Figure 5.1-c.
Figure 5.1: Monte Carlo simulation of the carrier generation function for a primary beam energy of 10 keV.
108 incident electron trajectories were simulated, originating from a 3nm2 wide primary beam. a) Number of pairs
generated per second, as a function of depth, for a 1 nA primary beam at 10 keV. The dashed lines indicate the
depth above which 50% (respectively 90% and 99%) of the total pairs are generated. b) Spatial distribution of the
generated carrier pairs. Numbers are given per second, per nm2 for a 1 nA primary beam at 10 keV. Values are
integrated over the projection axis c) Simulation setup. Material constants are taken from [57] and [157].
As shown in Figure 5.1, at 10 keV, 50% of the total pair generation takes place in the first 160 nm below the
surface, whereas 90% occurs above 340 nm and 99% above 460 nm. This estimation only accounts implicitly for
phonon scattering (grain orientation effects are ignored) and does not account for carrier diffusion. Nevertheless, as
predicted by Donolato [106], the later does not have a significant impact on the resolution. Therefore, MC simulations
have been proven to yield particularly accurate results for depth-resolved cathodoluminescence experiments [105].
Finally, it should be also pointed out that the probability of light re-absorption increases with the depth at which
carriers recombine. This is especially true for CdTe since its low refractive index provides the thin films with a high
absorption coefficient as previously described in section 1.2.
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5.1.2 Sample Preparation Strategy
In the present study, all samples were prepared by gallium ion milling in grazing incidence. However, it is, a priori,
difficult to assess the effects of such a surface preparation on the structural and electronic properties of the investigated
samples. Therefore, a careful assessment of possible artefact creation is a prerequisite before any further discussion.
Surface quality requirements vary between the different characterization techniques used in this work. On the one
hand, while cathodoluminescence is apparently only lightly affected by a small roughness (in the nanometer range)
due to the relatively large information depth, as aforementioned, the presence of surface topography may still result in
a non-uniform generation volume, creating artificial contrast representative of the surface quality [101]. On the other
hand, EBSD and ECCI are highly sensitive to surface roughness (the latter having even higher quality requirements)
due to undesirable surface scattering events [101, 137]. As such, a careful preparation is required to correlatively
investigate CdTe thin film at the nano-scale. A comparison between different surface preparation techniques conducted
using ECCI is displayed in Figure 5.2. Since CdTe thin films are both, very soft (42HV [158]) and brittle, mechanical
polishing preparations result in the generation of large dislocation densities (Figure 2) and sometimes in the formation
of an amorphous layer on the surface [159].
Figure 5.2: Electron channeling contrast imaging of a CdTe thin film top surface prepared by different methods.
Grains satisfying the channeling condition appear black whereas defects appear white as a result of back scattering.
a) Mechanical polishing assisted by silica particles. White linear features in the bottom black grain are dislocations.
Orientation contrast changes at grain boundaries are clearly visible due to the various diffraction conditions in each
grain. b) Mechanical polishing followed by a 1% bromine methanol etching, c) gallium focused ion beam milling in
grazing incidence at 30 keV (elongated white linear feature in the upper black grains are stacking faults), d)
unprepared as-deposited surface.
Another commonly-reported preparation technique for CdTe is chemical etching using a mixture of bromine and
methanol [159], which is known to effectively remove the damaged layers created by mechanical polishing. This is
effectively observed in our ECCI studies where only few dislocations are visible after etching (Figure 2-b). Furthermore,
dislocations observed after etching appear mostly in the form of elongated lines with kinks and jogs, supporting the
idea of defects formed during the layer deposition and not as a result of preparation-induced deformation. Nevertheless,
although often overlooked, the effects of bromine etching on the optoelectronic properties of CdTe are not benign. Its
main drawback is linked to the effects of halogens on CdTe. It has indeed been reported that luminescence peaks,
usually associated with chlorine complexes, are enhanced after bromine etching [160]. In addition, bromine is known to
attack cadmium and tellurium planes at a different rate, leading to the formation of Te-rich surfaces. This is, in turn,
responsible for oxidation enhancement [8, 161], deep defects associated with tellurium excess [8, 162], possible polarity
inversion of grain boundaries and to pitting corrosion even after short etching times at low bromine concentration.
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Focused ion beam (FIB) milling has also been recently proposed [163] as a good alternative to chemical-mechanical
treatments as it is repeatable and provides surfaces with the lowest roughness (in the nanometer range). It also
enables in-situ preparation of samples, avoiding any parasitic oxidation. Nonetheless, it is limited to the study of
areas not larger than ≈10−2 mm−2, and also generates a defective layer, as can be observed in Figure 5.2-c. It is
important to note that these defects are invisible by conventional secondary electron (SE) imaging but require the use
of a backscatter electron detector combined with a highly parallel and coherent electron beam to be resolved by ECCI
[100]. Grazing incidence milling and use of low currents (50 pA) prevents extensive implantation of gallium which
should be located in the very first nanometers of the layer. Experimental data from atom probe tomography studies
indeed reveal that gallium is undetectable below 50 nm depth in a 30 keV gallium-milled silicon tip [164]. In order
to estimate the depth profile of implanted gallium concentrations as well as the point defect generation imputable to
the FIB milling, we performed ion damage Monte Carlo simulations. We employed at this aim the software SRIM
2013 from Ziegler et al. [133], with the parameters for CdTe atomic displacement energies and lattice binding energy
reported by Bryant and Cox [165] and Böer [166]. Our results are in good agreement with the foregoing experimental
studies as gallium is found to be implanted in the first 40 nm below the surface with a distribution maximum at a
depth around 5 nm at 30 keV acceleration voltage (Figure 5.3). This, hence, gives credits to the use of MC simulations
for the evaluation of sputtering damage. From Figure 5.3-a, we estimate that 90% of the total implanted ions are
located above a depth of 7.5nm at 5 keV, 12 nm at 10 keV, and above 23 nm at 30 keV. We can express these values in
term of fraction of the CL information depth (%i), calculated in the previous section, leading to values of 2 %i, 4 %i
and 7 %i.
Figure 5.3: Focused ion beam Monte Carlo damage simulation using the SRIM software [133]. a) Spatial
distribution of implanted gallium ions per unit length per incoming ion at 5 keV, 10 keV and 30 keV. The
backscattered ions fraction is around 76% and is independent of the beam voltage. Dashed lines indicate the depth
above which 90% of the total implanted ions are located. b) Depth profile of vacancies formation as a result of
gallium knock-on and recoils. The displacement energies of Cd and Te are taken to be respectively 5.6 eV and 5 eV.
Furthermore, it is worth mentioning that grazing incidence milling, at an angle of around 1° relative to the surface,
leads to a relatively high backscattering coefficient. As such, only 25% of the incoming ions are effectively implanted
in the material, this being almost independent of the voltage used. Finally, the ratio of vacancies per incoming ion
is found to be proportional to the acceleration voltage as shown in Figure 5.3-b. This is however not the case for
the depth-distribution of vacancies, which scales sublinearly with the ion energy. Finally, other low-energy milling
techniques such as FIB milling at 5 keV and argon plasma milling at 2 keV also lead to the formation of similar
defective surfaces but to a much lesser extent (not shown here) at the detriment of a higher surface roughness and
milling time. The choice of an appropriate milling voltage thus needs to satisfy contradictory requirements: higher
voltages lead to higher defects concentration but low voltages generate higher surface roughness and require longer
milling times. Therefore, in the present work, we combined the advantages of both approaches by performing FIB
milling in grazing incidence at two different energies. The thin films used for CL investigations were first shortly
milled in grazing incidence at 30 keV at 500 pA (2-3 minutes) to prevent extensive gallium implantation, followed by a
surface cleaning at 10 keV for 5 minutes to remove the highly defected surface layer. Experimentally, surface quality
can be quantified by evaluating the modification of the cathodoluminescence emission peaks under different surface
preparation conditions. This will be the topic of the next section.
5.2 Cathodoluminescence Spectra
Spectra displayed in the following sections are normalized to preserve the peak intensity ratios, the noise level being
normalized to 1.
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5.2.1 General Features
Cathodoluminescence spectra acquired at 77K from 3 different, randomly selected areas of an unprepared surface
of a complete CdCl2 annealed cell, are presented in Figure 5.4-a. Two main emission regions are distinguishable,
corresponding, respectively, to the excitonic decays around 1.6 eV, and to a mixed band between 1.3 eV and 1.5 eV,
involving donor-acceptor pair (DAP) recombinations and recombinations through deep acceptors [167]. The latter
is actually composed of, at least, two clearly resolvable peaks positioned at 1.39 eV and 1.43 eV. Observations and
discussions on the nature of this band have been the subject of numerous publications (e.g. [168, 169, 170]). Some
possible contributing species generally invoked are, for the acceptor levels creation: chlorine atoms substituting tel-
lurium, bonded to cadmium vacancies, forming the so-called A- and β-centers [167, 168], as well as copper interstitials
interacting with cadmium vacancies or oxygen interstitials [29]. Regarding the formation of donor levels, copper inter-
stitials and chlorine in tellurium substitution have been mentioned as principal sources of compensation [171, 172]. It
has, nonetheless, to be stressed that the spectral resolution of cathodoluminescence at liquid nitrogen temperature is
not sufficient to discriminate the aforementioned possible contributors and the contribution of phonon replica. Indeed,
it has been suggested that the mixed band may be described by a zero loss peak at 1.456 eV, coupled with 21meV
phonon replicas [173], leading to a first replica at 1.43 eV and a third one at 1.39 eV.
An interesting feature visible in the comparison of spectra presented in Figure 5.4-a, is that the intensity ratio of
the excitonic band over the mixed band (IX/M ) strongly varies depending on the macroscopic position of the scan.
The four spectra in Figure 5.4-a were, indeed, recorded several centimeters away from one another. Since, on the one
hand, EBSD analyses revealed that CdCl2-treated CdTe layer present an homogeneous grain size and grain character
distribution at a given depth (see Chapter 3), and, on the other hand, the CL scan area was kept constant and
large enough (100×100µm2) to be statistically relevant, the differences in terms of peak intensity ratio can only be
attributed to macroscopic sample inhomogeneities rather than local minor microstructural changes. Although difficult
to pinpoint, an inhomogeneous macroscopic dopant distribution or stress distribution during thin film processing would
result in variable electronic defect concentrations at a large scale, which appears to be the most probable origin of the
observed spectra differences.
Figure 5.4: a) Cathodoluminescence spectra of a complete CdCl2 treated CdTe solar cells in superstrate
configuration taken at 77K measured at three distinct positions on unprepared surfaces. The scan area is around
104 µm, beam voltage is 10 keV and beam current 2.7 nA. b) Spectrum recorded using the same parameters on an
as-deposited CdTe thin film without any surface preparation.
A similar spectrum acquired with the same parameters but on an as-deposited CdTe thin film, that is, before
the CdCl2 treatment, is displayed in Figure 5.4-b. Among the notable differences with respect to the previous case,
a significantly lower overall emission intensity (resulting in a low signal to noise ratio) and the absence of a broad
band in the 1.3 eV-1.5 eV region can be mentioned. This corroborates the need for a chlorine-containing annealing
post-treatment to achieve decent efficiencies and much higher luminescence yield. Finally, a variety of peaks closer
to the exciton decay peak, presumably resulting from transitions occurring through shallow acceptor levels are also
resolvable.
Temperature dependent CL, shown in Figure 5.5-a, reveals a faster thermal quenching of the mixed band lumines-
cence as compared to the excitonic signal, as previously reported by Norris [169]. This is mainly due to the increased
thermal reemission of carriers trapped at donor/acceptor defects. Moreover, the measured red shift of the exciton
peak enables the fitting of Varshni’s law [174], as displayed in Equation 5.1:
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Eg = E0 − αT
2
T + β
(5.1)
The fit leads to values of E0 = 1.6151 eV (bandgap value at 0K), α = 4.7× 10−4 eVK−1 and β = 150K. This is in
good agreement with values reported in the literature for CdTe [175].
More surprising are the results of voltage-dependent CL presented in Figure 5.5-b. The energies of the main
emission peaks from the 1.3 eV-1.5 eV band do not shift as the excitation power varies, ruling out a predominance of
DAP transitions [101]. Therefore, it is likely that this mixed band is dominated by deep acceptor and deep donor
transitions (with weaker DAP transitions still being possible in the core of the emission band). Another interesting
fact is the increase of the emission band intensity ratio with decreasing excitation energy. This can be attributed
to a depth-dependence of the main emission mode, revealing that excitonic emissions are predominant close to the
surface (i.e. back contact interface) whereas, as voltage increases (i.e. the information depth), the relative intensity
of the mixed band is accentuated. Alternatively it may be due to the increased re-absorption probability of shorter
wavelength as they are emitted further away from the surface.
Figure 5.5: a) Temperature dependent CL over the 81K-173K range, spectra acquired at the same position at
10 keV beam voltage and 5.5 nA beam current on a unprepared surface. b) Voltage dependence of the CL spectrum
showing the simultaneous increase of the IX/M ratio with beam voltage. Spectra acquired at the same sample
position at 80K with a beam current of 2.7 nA on an unprepared surface.
5.2.2 Gallium Milled Samples
As displayed in the spectra in Figure 5.6, gallium milling at 30 keV results in a systematic enhancement of the low-
energy band intensity, which becomes the main emission peak. This is presumably due to the increase of dislocation
density as-observed by ECCI (Figure 5.2-c) and point defects as-predicted by the SRIM simulations (Figure 5.3-
b). Moreover, the rise of the donor concentration (gallium is a shallow donor [29]), which naturally promotes the
probability of transitions involving donors, may also leads to the increase of the 1.39 eV peak as visible in Figure 5.6.
High dislocation densities had been reported to enhance the luminescence of the so-called “Y-band” [176] at 1.47 eV in
the emission spectrum; this is, however, not observed in our results.
A correlation between the intensity of the 1.39 eV peak and the magnitude of the spectral red shift of the exciton
peak can also be observed in Figure 5.6. It is, therefore, likely that the former is a signature of surface preparation
artifacts and gallium implantation. Nevertheless, it is important to note that the gallium milled areas on which the
spectra are recorded are much smaller than the ones acquired on unprepared surfaces and are, as such, more sensitive
to the local microstructure variations and less statistically representative. This translates experimentally in variable
IX/M ratios and 1.39 eV peak intensities. As predicted by the calculations developed in the previous section, an efficient
way of getting rid of these artifacts is to follow the 30 keV milling by an additional 10 keV milling step. As visible in
Figure 5.6, the spectra acquired after this last treatment become one-to-one comparable with the ones recorded on
unprepared surfaces (Figure 5.4-a). This is therefore the approach used in the present work.
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Figure 5.6: Cathodoluminescence spectra of a complete CdCl2 treated CdTe solar cells taken at 77K on gallium-ion
milled surfaces at 30 keV (top 3 graphs) and at 30 keV with an additional cleaning step at 10 keV (bottom graph).
5.3 Spatially Resolved Cathodoluminescence and CorrelationWith EBSD
Several CL mappings were performed at characteristic wavelengths, accounting for the major emission peaks described
in the previous section. The three selected photon energies correspond to the excitonic emission at 1.6 eV and the two
main low energy peaks at 1.39 eV and at 1.43 eV. Moreover, these emission maps were correlated with orientation data
from EBSD measurements to evaluate the influence of crystallography on these signals. The association of EBSD and
cathodoluminescence is made possible by the strong CL contrast occurring at random high angle grain boundaries
(RHAGB) enabling a rough visualization of the associated interface network as displayed in Figure 5.7.
Indeed, independently of the considered wavelength, a strong contrast is observed at all RHAGB. The only large
angle grain boundaries with low or no contrast are coherent Σ3 boundaries (i.e. those lying on {111} planes).The
intensity drop is particularly strong for the excitonic signal (Figure 5.8-a) as only recombinations associated with
structural defects are expected both in the vicinity and in the core of the boundary. On the contrary, when considering
the full panchromatic signal (Figure 5.8-b), the decrease in CL intensity at interfaces rather takes the form of a smooth
ramp, extending to several microns on both sides of the boundary. This is due to the diffusion of carriers towards
the boundary to compensate the higher recombination rate occurring there [177]. As such, minority carriers “feel” the
higher recombination rate at the interface through their concentration gradient and recombine through defect states
in the boundary vicinities.
A panchromatic CL map, taken on an as-deposited cell is presented in Figure 5.9. It is apparent that the overall
luminescence efficiency is much lower than in the case of the annealed cells, as expected from the CL spectra displayed
in Figure 5.4-b. Due to this, the CL map in Figure 5.9-b was acquired at a higher beam voltage (15 keV) and
much higher current (11 nA). Nevertheless, despite this higher injection condition, large clusters of grains exhibit
no luminescence, emphasizing the poor electronic quality of as-deposited thin films. This increased non-radiative
recombination efficiency is expected to result from the poor crystalline quality of the layer, as detailed in [95], and
from the absence of a proper chlorine passivation.
5.3.1 Excitonic Luminescence
Considering the excitonic emission only, as visible in Figure 5.7, all grain boundaries are clearly resolvable with the
exception of coherent Σ3 boundaries. This can be observed by comparing the twin-corrected grain boundary network,
i.e. excluding the Σ3 misorientation from the reconstruction, displayed in Figure 5.7-b and the monochromatic emission
map in Figure 5.7-a. Incoherent twin boundaries, i.e. boundaries with twin misorientation but a boundary plane
different from the coherent {111}mirror plane, in contrast, are leading to a local intensity decrease, as highlighted by
the red arrows in Figure 5.7-a. In fact, the structure of incoherent twin boundaries is significantly less perfect than
that of coherent twin boundaries. It should nevertheless be stressed that the contrast observed at these interfaces is
less pronounced than that of RHAGB. Areas with lower overall intensities are located at triple junctions, where the
detrimental effects of neighboring boundaries add up. These observations confirm that electronic levels are created in
the band gap at grain boundaries, and that almost no band-to-band recombinations happen there.
In addition, some intra-grain contrast variations are also visible in Figure 5.7-a that cannot be resolved by EBSD
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Figure 5.7: a) Monochromatic CL mapping at the surface of a complete CdCl2 treated cell, at a wave length
corresponding to the center of the excitonic emission peak (1.6 eV). Normalized intensity values are displayed on a
logarithmic scale. Red arrows indicate several incoherent Σ3 boundaries. b) and c) EBSD mapping taken at the
same area. b) Grains arbitrarily colored and reconstructed ignoring the Σ3 misorientation, that is, only random high
angle grain boundaries are visible. c) Grains colored according to their orientation along the deposition direction.
Random high angle boundaries and twin boundaries are respectively denoted by black and white segments.
Figure 5.8: a) CL excitonic emission map (1.6 eV) and b) panchromatic map taken at the same sample position on
fully annealed, unprepared surfaces. Intensity is given in arbitrary units and displayed on a logarithmic scale. The
overall intensity from the panchromatic signal is several orders of magnitude higher than that of the excitonic signal.
due to the intrinsic physical resolution limit of the technique. This, hence, motivates the use of electron channeling
contrast imaging (ECCI) which enables a much higher lateral resolution, at the detriment of solving the crystallo-
graphic orientation. An illustration of the correlative characterization using ECCI, and CL is displayed in Figure 5.10.
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Figure 5.9: a) SEM micrograph of an unprepared, as-deposited CdTe cell and b) corresponding panchromatic CL
map taken at the same area. Due to the much lower luminescence efficiency, the CL map was acquired at a beam
voltage of 15 keV with a 11 nA current.
As visible in Figure 5.10-a and -b, very small grains, hardly observed in EBSD maps, are well-apparent in ECCI micro-
graphs. Using high-resolution orientation imaging, local changes in CL yield can, therefore, be correctly attributed to
non-emitting grains, rather than to triple junctions, which show similar contrast (Figure 5.10-a, position 3 and 4, and
Figure 5.10-b, position 4 and 5). It is likely that these grains are remnants from the as-deposited microstructure, as
deduced from their small size, sharp {111} fiber texture (not shown here) and high boundary curvature, as described
in Chapter 3. As previously shown in Figure 5.9, the as-deposited microstructure is highly defected and, therefore,
prone to enhanced non-radiative recombination efficiency.
Furthermore, nano-sized twins are also apparent in ECCI micrographs (Figure 5.10-a and Figure 5.10-c) and are
responsible for very faint decreases in CL intensity due to their incoherent facets. This is once again not the case for
the coherent Σ3 interfaces (Figure 5.10-b, position 6 and Figure 5.10-c). Significant non-radiative recombinations are
nevertheless observed at second order twin boundaries (Σ9) as can be observed in Figure 5.10-c. Finally, all RHAGB
are responsible for CL intensity losses, emphasizing, once again, the presence of electronic states within the bandgap
caused by structural defects.
It is also of interest to note that, independent of grain boundaries, the overall excitonic emission has a good signal
to noise ratio, even on FIB milled surface, indicating a relatively low defect density induced by the surface preparation
procedure described in the previous section.
5.3.2 Mixed-Band Emissions
As expected from the CL spectra discussed in the previous sections, emissions from the mixed band are dominating
as compared to the excitonic decay. The spatial emissions of these two signals appear to be directly correlated with
the microstructure of the layer as can be observed in Figure 5.11-c and Figure 5.11-d.
Indeed, while in most of the grains contributions from the1.39 eV and 1.43 eV emissions are evenly distributed,
recombinations from the low energy tail of the mixed-band are clearly dominating inside well defined grains as visible in
Figure 5.11-c and Figure 5.11-d. The same occurs at grain boundaries, where some interfaces tend to emit preferentially
at 1.39 eV. Such variations are likely to be due to local concentration changes of donor/acceptor species both in bulk
and at boundaries. As for the excitonic decay, no intensity contrast is observed at the coherent Σ3 boundaries, whereas
their incoherent counterparts are not clearly distinguishable from RHAGB (although their contrast is usually lower).
Furthermore, as mentioned in the previous section, contrast change at grain boundaries is less dramatic for emissions
through deep donor/acceptor transitions than for excitonic transitions, emphasizing a good boundary passivation,
i.e. with limited non-radiative recombinations. This is a major difference with the as-deposited samples (Figure 5.4b),
where emissions through the mixed-band are mostly absent.
5.3.3 Quantitative Analysis
Mendis et al [177, 178] proposed an approach to extract the boundary recombination velocity, using the local changes
in CL intensity in the vicinity of the interfaces. This method is based on the van Roosbroeck derivation of the
surface recombination rate at infinite surfaces [179]. Under the right assumptions (discussed below), the plot of the
natural logarithm of the normalized intensity ∆I(xb) against the distance to the boundary xb can be fitted by a linear
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Figure 5.10: CL maps and ECC images from a complete CdCl2 treated cell sample. First row: Monochromatic CL
mapping taken at the center of the excitonic emission peak (1.6 eV). Normalized intensity values are displayed on a
logarithmic scale. Second row, corresponding ECC micrographs (7mm working distance, 30 keV acceleration voltage).
Figure 5.11: a) Panchromatic CL mapping (arbitrary intensity units, values are displayed on a logarithmic scale), b)
EBSD-based orientation map along the growth direction. c), d) monochromatic intensity profiles across different
grain boundaries from cathodoluminescence measurements. Selected wavelengths correspond to the main emission
peak as visible in Figure 5.4. Corresponding scan directions are indicated by arrows in Figures a) and b).
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trend (Equation 5.2). The reduced recombination velocity S and the carrier diffusion length L can then be extracted
respectively from the intercept and the slope according to Equation 5.2 as follows:
ln ∆I(xb) = ln
(
1− I(xb)
I(x∞)
)
= ln
(
S
S + 1
)
− xb
L
(5.2)
The reduced recombination velocity S and the minority carrier diffusion length L are co-dependent according to
Equation 5.3 as follows:
S =
Rnrτ
L
(5.3)
with Rnr being the true non-radiative recombination velocity and τ the minority carrier lifetime. The L/τ ratio is
sometimes also referred-to as the diffusion velocity [179, 180].
Equation 5.2 has been derived for a planar source of carriers recombining at a planar interface. Moreover, a
prerequisite for the validity of this equation is the linear dependence of the CL intensity with beam current (that is,
generation rate) as it is experimentally verified for the present case (not shown here). Numerical values extracted from
this contrast analyses have to be taken with care since both grain boundary and excitation volume shapes are assumed
to be planar which is a relatively strong assumption that has been critically discussed by Mendis et al. [177]. For the
sake of statistical relevance, all reported values are averaged over several profiles and on both sides of the boundaries.
As such, the error values in the following tables quantify the deviation from this averaging procedure and not the
absolute error from the true physical value. Nevertheless, it is important to note that in all cases, the linear trend
predicted by equation 4 is indeed observed with a coefficient of determination above 0.99 for all boundaries. Finally,
we report a systematic downward deviation of the ln ∆I(xb) for data points close to the boundaries. This has been
attributed to either a local increase in radiative recombination efficiency or to trapped carriers [177].
Based on the combination of EBSD and CL, S and L can be correlated to the crystallographic degrees of freedom of
grain boundaries. An example of this quantitative analysis performed on the area displayed in Figure 5.11 is reported
in Table 5.1.
Table 5.1: Minority carrier diffusion lengths and reduced recombination velocities S, measured at different random
high angle boundaries as-displayed in Figure 5.11.
Grains GB Misorientation L (mm) S
1||5 20.3 [11 4 23] 0.9 ± 0.1 5 ± 1
8||9 25.3 [30 2 3] 1.1 ± 0.3 12 ± 2
3||4 42.1 [1 1 2] 0.8 ± 0.1 17 ± 1
1||2 49.1 [17 3 19] 0.8 ± 0.1 11 ± 3
6||7 56.45 [13 3 15] 0.8 ± 0.1 20 ± 5
Overall, the diffusion lengths measured using the aforementioned approach show little variation in similar samples
and are in good agreement with the ones reported in other publications using other measurement techniques [177, 81,
181]. In contrast, the values of the reduced recombination velocities reported here are in average one order of magnitude
higher than already published results [177]. This can be attributed to an increase in the actual recombination velocity
v of the boundaries studied, due to differences in deposition process and post treatments. Alternatively, a higher
carrier lifetime τ would also lead to the same observation. This could result from the use of cryogenic temperatures,
or from a lower equilibrium carrier concentration due to sample processing.
In terms of microstructure, it appears that no simple correlation can be proposed between the boundary disori-
entation angles and the carrier diffusion length for non-Σ boundaries (statistics over ≈20 different boundaries). In
particular, higher disorientation angles do not necessarily lead to lower diffusion lengths. This can be understood
by remarking that, for large angle grain boundaries, the atomic disorder does not simply scale with this rotational
parameter. The example of the 6||7 interface in Table 5.1 illustrates the complexity of the interpretation of reduced
recombination values, based on two-dimensional microstructural data. Indeed, the abnormally high S value, recorded
there, can originate from different factors, such as the crystallography of the boundary plane, the 3-dimensional
morphology of the boundary or the effect of neighboring triple junctions. As discussed in the previous sections,
the CL signal originates from the first 500 nm below the material surface, whereas the depth resolution of EBSD
is around 10 nm [182]. As such, microstructural changes occurring in the remaining 490 nm are not accessible by
2-dimensional orientation microscopy, while heavily affecting the CL contrast. To address this characterization is-
sue, FIB/EBSD tomography was employed in conjunction with CL analyses to provide a 3-dimensionaly resolved
microstructural/functional correlative characterization.
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5.4 Three Dimensional Analysis
The microstructural reconstruction from tomographic data enables the unambiguous crystallographic analysis of grain
boundaries. Examples of such reconstruction are presented in Figure 5.12 and Figure 5.13. Following the procedure
described in the previous section, the local electronic parameters can be associated with the crystallographic plane
of the boundary. In Figure 5.12-a, the planes composing the Σ9 boundary have been identified. It consists of two
facets with {114}||{114} and {112}||{045} crystallographic planes. Interestingly, as documented in Table 5.2, while
the minority carrier diffusion lengths extracted across both boundaries are identical, both facets of the same boundary
differ in terms of the reduced recombination velocity; the symmetric set of planes having a lower velocity associated
with it. It is also to be noted that both S and L values measured at the Σ9 boundary, are in the same range than the
ones previously reported for RHAGB. This indicates that Σ boundaries (at least those investigated here) do not present
any particular behavior (apart from coherent Σ3 twin boundaries as already discussed) with regard to recombination
phenomena. It should be once again stressed that numerical values presented in Table 2 are dependent upon strict
assumptions, one of the most limiting one being the perpendicularity of the boundary relative to the surface. This can
be easily verified with 3D EBSD data, revealing that the {112} and {114} facets have respective inclinations of 80°
and 90°, giving thus credit to these numerical estimations and ruling out possible artifacts from interface geometry.
Figure 5.12: a) 3-dimensional reconstruction of an ensemble of grains measured by FIB-EBSD tomography. Grain
boundary crystallographic planes are indicated on the top right figure. Grains are color coded for their orientation
along the deposition direction. b) CL panchromatic map of the same area. Intensities are given in arbitrary units
and displayed on a logarithmic scale. c) Intensity profile along the direction indicated by the red arrow in the top
right figure. The orange arrows in the top left figure and CL maps indicate the position of intensity loss due to the
twin lamella.
The effect of boundary inclination on the CL intensity profile appears clearly in the case of the Σ3 lamella shown in
Figure 5.12. It is likely that the intensity drop occurring there is to be imputed to the incoherent {110}||{114} facet.
The lamella is 60° inclined from the horizontal and, as such, even when taken perpendicular to the boundary trace,
the contrast profile is asymmetric. This is caused by the fact that the CL-information volume, probed by the electron
beam, encompasses a larger boundary volume in the direction of inclination. The detrimental behavior of incoherent
twin boundaries facets is non-negligible, especially accounting for the low stacking fault energy of CdTe (≈9mJm−1
[41]). As such, despite the benign contributions of their coherent counterparts, all twin lamellae terminating inside
grains create deep defects responsible for non-radiative recombinations.
Another example of the same phenomenon is visible in the reconstruction displayed in Figure 5.13. The CL intensity
loss due to the incoherent {110}||{110} facets of the Σ3 twin lamellae is once again clearly resolvable and is actually
the main source of contrast in the selected area. The minority carrier diffusion length measured here is significantly
longer than in the case of RHAGB or higher order twins, and is estimated around 2.5 µm with an associated reduced
recombination velocity of 12.4. In addition, while random high angle boundaries develop perpendicular to the p-n
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Table 5.2: Minority carrier diffusion lengths and reduced recombination velocities measured at different crystallographic
Σ9 facets as displayed in Figure 5.12.
Misorientation Facet L (mm) S
Σ9 {112}||{045} 1.2 ± 0.1 13 ± 1
Σ9 {114}||{114} 1.1 ± 0.1 9 ± 1
junction, due to the columnar growth of CdTe crystallites [95], twin boundaries, and their associated facets, have
various inclinations. As such, they are the only type of inclined boundaries across the whole thin film thickness,
as described in Chapter 3. Minority carriers traveling in the electric field of the space charge region are therefore
more likely to be disrupted by these interfaces. It is likely that process optimization can enforce a low fraction of
incoherent twin boundaries, replacing them with harmless twins ending at grain boundaries. Furthermore, the increase
in Σ3 boundary density leads to a natural increase in second- and higher order twin boundaries (Σ3n), all of them
being detrimental to the cell efficiency. As such, a careful control of the twin boundary density is expected to help
increasing the overall layer properties.
Figure 5.13: a) 3-dimensional reconstruction of an ensemble of grains measured by FIB-EBSD tomography. Grains
are color coded for their orientation along the deposition direction. b) CL panchromatic map of the same area.
Intensities are given in arbitrary units and displayed on a logarithmic scale.
In the case of RHAGB, evaluating the influence of the boundary plane only is a non-trivial task as it requires
a comparison of interfaces exhibiting the same misorientation. A three dimensional reconstruction of a local grain
boundary network is displayed in Figure 5.14-b where interfaces are color-coded according to the crystallography of
their facets. Individual boundaries can then be extracted and their rotational parameters unambiguously determined.
This approach is presented in Figure 5.14-d, where the pole figures display the crystallographic orientation of the
boundary normals in their host crystal reference frames. Combined with cathodoluminescence spectroscopy, a complete
correlative study can be performed. Crystallographic and physical data extracted from this area are displayed in
Table 5.3. Several relevant features can be observed; most notably that carrier diffusion lengths L are again in the
same order of magnitude across the whole sample. This indicates relatively homogeneous bulk diffusion properties,
and no significant grain-orientation contributions. In the original derivation of Van Roosbroeck [179], L was defined
as the carrier diffusion length in the perfect crystal, that is, a value independent of the boundary probed. In the real
case, typical CdTe grain sizes rarely exceed 2 µm-3µm and, as such, the perfect crystal case is never encountered.
It is therefore not surprising to measure slightly scattered values of L, which hence represent an averaged bulk and
boundary value. Therefore, due to this inherent limitation and the medium standard deviations measured, any physical
interpretation of the here observed minor L variations in term of bulk grain properties would be purely speculative.
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Nevertheless, comparing different boundaries of Table 5.3, it appears that S and L do not follow the same overall
trend, as could be expected from Equation 5.3. As such, variations in reduced recombination velocities can reasonably
be attributed to actual changes in recombination rates associated with the boundaries probed.
Table 5.3: Minority carrier diffusion lengths and reduced recombination velocities measured at different grain bound-
aries from Figure 5.14.
Grains Misorientation Boundary Plane L (mm) S
3||5 32.9° [1 4 9] {2 11 11}||{234} 1.6 ± 0.2 13 ± 3
4||5 33.6° [1 3 10] {3 11 11}||{134} 1.3 ± 0.1 10 ± 2
1||3 38.2° [6 4 7] {511}||{331} 1.1 ± 0.2 7 ± 1
1||2 38.9° [5 3 8] {100}||{110} 0.8 ± 0.2 6 ± 1
2||4 57.2° [6 4 7] {4 7 13}||{4 7 13} 1.1 ± 0.1 4 ± 1
2||3 60° [1 1 1] {346}||{237} 2.1 ± 0.7 18 ±2
Based on the 3-dimensional reconstruction of the grain boundary network, it becomes apparent that both, mis-
orientations (three out of five rotational parameters), measured between grains 3||5 and between grains 4||5, and also
their boundary planes (2 out of five parameters) are almost identical. The same observation can also be made for the
1||2 - 1||3 set. In both cases, these structural similarities do experimentally translate into closely related electronic
parameters as shown in Table 5.3, stressing the tight links existing between both. This is an important observation
as it does not rule out a possible correlation between grain boundary crystallography and functional properties, if the
former is fully described in the 5-parameters space. There is, however, no obvious argument, at this scale, to interpret
the higher recombination velocity observed in the 3||5 - 4||5 set, as-compared to the 1||2 - 1||3 set. In addition, it
is to be-stressed that, based on the results discuss here, the function from the 5-dimensional boundary space, to the
functional properties space (here represented by the recombination velocity), appears to be surjective and not bijective.
That is to say, while identical boundaries should have similar S values, different interfaces can also lead to similar S
values. This is illustrated by the above-described functional similarities, and by comparing data from Table 5.2 and
Table 5.3 where similar velocities can be obtained for boundaries with different misorientations. These results should,
nonetheless, be moderated, by emphasizing the stupendous extent of the boundary space, making it, therefore, hardly
possible to fully probe it with decent statistical relevance.
Finally, Table 5.3 also provides an additional example of the detrimental effect of incoherent Σ3 boundaries (also
clearly visible in Figure 5.14, interface 2||3), where the measured recombination velocity is in the same range than
what is measured at RHAGB. At the same time, the coherent twin boundary existing in grain 2 in Figure 14 is totally
invisible in the CL panchromatic map and, as such, does not contribute parasitic losses.
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Figure 5.14: a) Reconstructed 3D microstructure. Grains are color-coded according to their orientation along the
growth direction. b) Reconstructed grain boundary network from FIB/EBSD tomography. Grain boundaries
surfaces are colored according to their crystallographic orientation in their host crystals following the standard
triangle coloration. c) corresponding panchromatic CL signal. Intensities are given in arbitrary units and displayed
on a logarithmic scale. d) 5-parameters crystallographic description of selected grain boundaries. The given pole
figures (stereographic projections) display the boundary normals orientations in both adjoining grains (intensities in
multiple of random). Identified boundary planes are {2 11 11}||{234} for the interface between grains 3||5 and
{115}||{256} for 1||3. The red crosses indicate the direction of the misorientation axis.
5.5 Concluding Remarks
Cathodoluminescence spectra obtained from complete CdTe solar cells are dominated by a sharp exciton peak at
1.6 eV and a relatively strong emission band at lower energies (1.3 eV - 1.5 eV). The latter is not observed in as-
deposited samples and only becomes significant after a conventional CdCl2 activation treatment. In addition, the
overall luminescence efficiency of the as-deposited layer is extremely low even at very high injection conditions.
A correlative analysis of combined EBSD, CL and ECCI observations enables to study the effect of grain boundaries
on the electronic properties. To perform these studies a careful surface preparation is required. In the present study,
we used FIB milling in grazing incidence and assessed the sputtering damage. It was found that 30 keV milling followed
by a cleaning at 10 keV does not create any significant artefacts in the CL signal.
FIB-EBSD tomography associated with CL enables a quantitative evaluation of the influence of the grain boundary
rotational parameters on their electronic properties. The main observations can be summarized as follows:
• Coherent Σ3 boundaries have no effect on the luminescence efficiency. When many come together, a faint
decrease of intensity can be recorded.
• All random high angle boundaries behave as non-radiative recombination center. Differences in recombination
velocities can be observed. A dependence on the rotational parameters of the interface is suggested but not
proven yet with sufficient statistical significance.
• Incoherent Σ3 boundaries lead to non-radiative recombinations. They, nevertheless, exhibit a lower CL contrast
than random high angle boundaries.
• Higher order twins, including Σ9, are indistinguishable from other high angle boundaries.
• The highest CL losses are recorded at triple junctions.
• Even after the chlorine activation treatments, some small grains are still non-emitting. It is likely that these
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grains are residuals from deposition. In addition, in CL images they may be mistaken with triple junctions as
they exhibit similar contrasts.
Based on these observations, we cannot conclude on any positive effects of grain boundaries with respect to
cell efficiencies. We assume, however, that grain boundaries represent an important vehicle for transporting doping
elements into the absorber film. It is likely that a careful processing would reduce the fraction of detrimental incoherent
twins and higher order Σ boundaries, as well as enforcing an overall better crystallographic quality of the layer by
extended recrystallization, therefore opening room for microstructural engineering.
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Chapter 6
Molecular Statics and Molecular Dynamics
Simulations of CdTe Growth and Defect
Formation
In the present chapter, molecular statics (MS) and molecular dynamics (MD) simulations are employed to model the
structure and energetics of a specific set of coincidence site lattice (CSL) grain boundaries, which were experimentally
observed in CdTe layers, as well as to verify the experimental hypotheses regarding the growth of CdTe layers developed
in the previous chapters.
Atomistic simulations are performed using the Cd-Zn-Te bond-order potential (BOP) (second iteration) developed
by Ward et al. [128, 120], as described in section 2.4.1. The development of bond order potentials for the CdTe
system marks a major breakthrough enabling to conduct meaningful atomistic simulations, without the need for using
the computationally very costly ab-initio, i.e. DFT calculations. BOPs thus allow conducting static and dynamic
simulations involving large numbers of atoms, while yielding accurate results in term of dynamic deposition [121] and
defect energy trends, such as dislocation line, vacancy and interstitial or grain boundary energies [67, 119].
6.1 Molecular Statics Simulation of CdTe Grain Boundary Structures and
Energetics
6.1.1 Geometry and Relaxation Steps
The details of CdTe grain boundary crystallography can be found in section 1.3.
Grain boundary structures were created by successive relaxations of two adjoining crystallites, with controlled
orientations, completed by an intermediate step where overlapping boundary atoms are deleted. The rotational
parameters of the interface were thus initially defined, whereas the energy minimization step was in charge of relaxing
the translational parameters. In order to probe the complete energy space, and not specific only one local energy
minimum, the translational parameters were actually pre-constrained prior to each relaxation step. This was performed
by additionally translating one side of the boundary in a plane parallel to the interface. Therefore, one relaxed
structure was created as output per translation vector. A schematic representation of the relaxation process is shown
in Figure 6.1. The energy minimization step was twofold, comprising a standard energy relaxation procedure by
adjusting atom coordinates, combined with a relaxation of the simulation box to release the stress accumulating in
the periodic directions.
Periodic boundary conditions were only enforced in the directions coplanar with the interface, thus creating a free
surface standing opposite to the grain boundary. This prevents interatomic stresses from building up in this direction
and circumvents the issue of GB polarity reversal, which would have had otherwise occurred along this direction. Both
crystals were created large enough so that this free surface does not affect the GB energetics. This was confirmed by
verifying that the atomic potential energy reaches a plateau after the first ≈10Å-20Å away from the surface, thus
mimicking a bulk value.
As described in section 1.3, CdTe crystallizes in the non-centrosymmetric F 4¯3M space group. Therefore, for a
given set of rotational parameters, the initial number of atomic configurations to be considered before relaxation,
strongly depends on the polarity of the boundary planes, as emphasized in Table 6.1. Coupling the possible starting
configurations, summarized in Table 6.1, and the atomic translation grid used for relaxation described in Figure 6.1,
up to ≈800 different starting configurations were relaxed for every set of rotational parameters. In the following,
the reported quantitative values were arbitrarily averaged over the 10 configurations with the lowest energies. Since
the function minimizing the energy of different starting configurations is surjective, that is different initial structures
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Figure 6.1: Schematic representation of the grain boundary relaxation process. θ°[hkl] represents the misorientation
between grain A and grain B and ty and tz the crystal translation in the plane parallel to the boundary.
can output similar relaxed boundaries, the reported standard deviation, can be zero in the case where all of these 10
configurations are identical.
Table 6.1: Number of possible unrelaxed variants of atomically sharp A||A and A||B grain boundaries depending on
the initial polarities of A and B planes.
A apolar A polar
B apolar 4 8
B polar 8 16
A apolar 3 -
A polar - 10
In order to extract quantitative information from the grain boundary region, it is necessary to provide a clear
definition of the interface at the atomic level. In the present work, the differentiation between bulk and GB atoms was
established based on their coordination geometry. This was performed by adopting the diamond structure identifier
available in the OVITO code [35], derived from the conventional common neighbor analysis method. As such, all
particles having at least a first or a second neighbor not positioned on a zincblende lattice site were assigned to the
grain boundary. Based on this distinction, three different parameters, namely the grain boundary energy (γ), boundary
stoichiometry (σ) and boundary atomic density (ρ), were attributed to each interface. The first one is defined as the
difference between the average potential energy of GB atoms Egb, and the average energy of atoms in the bulk Eb.
The energy per atom is then multiplied by the number of interface atoms ngb and divided by the interface area S, to
provide the GB energy in Jm−2 as displayed in Equation 6.1.
γ =
ngb
S
(
Egb − Eb
)
(6.1)
In Equation 6.1, the prefactor corresponds to the atomic number density ρ, as defined in Equation 6.2, which
quantifies the absolute number density of boundary atoms, normalized by the interface area. This leads to values of
ρ in units of molm−2 (for the sake of convenience, most of the results are actually given in unit of density u.d., with
1 u.d. being equal to 10−5 molm−2).
ρ =
ngb
S
(6.2)
It may be useful to also introduce a relative indicator, i.e. a parameter quantifying only the excess density of
distorted atoms, as compared to the initial atomic density of the crystallographic plane composing the boundary. To
this end, the dimensionless variable P is introduced and defined as follows in Equation 6.3:
P =
ρ
ρ′A + ρ
′
B
(6.3)
with ρ the atomic number density of the relaxed boundary as-defined above, and ρ′A, respectively ρ
′
B , the density
of the atomically sharp A, respectively B, crystallographic plane forming the ΣX A||B interface. The use of the ρ′
denomination is employed to stress that these values correspond to non-relaxed structures, whereas ρ requires an
energy minimization step. Therefore, P can be envisaged as a measure of relaxation-induced structural changes at
the boundary, where higher values of P indicate more severe deviation from the un-relaxed interface state. Moreover,
the critical case, namely when P equals to 1, corresponds to grain boundaries formed by pure juxtaposition of bulk
crystals with minimum relaxation needed. The atomic densities of low-indexed boundary planes of the F 4¯3M space
group are tabulated in Table 6.2.
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Table 6.2: Atomic density of CdTe bulk crystallographic planes ρ′ with a lattice constant of 6.478Å
Plane ρ′ (u.d.) Polarity
{110} 1.12 no
{111} 0.91 yes
{100} 0.79 yes
{112} 0.65 no
{114} 0.37 no
{120} 0.35 yes
{115} 0.30 yes
{122} 0.26 yes
{017} 0.22 no
{127} 0.22 no
{255} 0.22 no
{034} 0.16 yes
Finally, the boundary stoichiometry σ measures the Cd/Te atomic ratio in the distorted area. It is, therefore,
a dimensionless variable. It should be noted that, although a stoichiometric shift can be observed in the boundary,
it is in any case compensated by an opposite enrichment/depletion in the boundary surroundings, since the overall
structures have a perfect one to one Cd/Te ratio. As such, σ only measures the chemical variation between the inner
interface and its vicinity.
Even though grain boundaries are not planar defects, but rather have an associated defective volume, values are
normalized by the interface area to compare simulation data with experimental measurements.
6.1.2 Structure and Energy of Σ3 Grain Boundaries
Due to the remarkably low stacking fault energy of CdTe (of around 9mJm−2 [41]), a significant fraction of grain
boundaries observed in these layers are Σ3 twin boundaries, namely, around 60% of the total interface network length.
As discussed in section 1.3, the Σ value refers to the reciprocal density of coinciding atomic sites in the superlattice
formed by the two adjoining crystallites. Therefore, grain boundaries exhibiting this misorientation relationship,
thereby defining three out of five rotational parameters, are expected to be composed of small repeating units when
the interface plane is straight, reflecting the periodicity of the coincidence site lattice (CSL). This is indeed what is
observed after energy minimization, as visible in Figure 6.2. In Figure 6.2, three different relaxed Σ3 boundaries, all
exhibiting periodic units in the order of few cubic nanometers, are displayed. The structures presented in this figure
correspond to the lowest energy configurations, extracted among all possible combinations of starting polarity and
atomic translations as aforementioned.
Quantitative data obtained on a broader variety of Σ3 boundaries are presented in Figure 6.3. The energy of
the coherent Σ3 {111}||{111} interface calculated with the BOP is almost zero. This is due the tendency of the
potential to underestimate the stacking fault energy of CdTe as already reported by Zhou et al. [67]. The GBE of
coherent twin boundaries can be generally well approximated by taking half of the stacking fault energy, leading to an
expected value of around 5× 10−3 Jm−2. This is, in any case, well below the values calculated for any other boundary
planes. The reported data are hardly comparable with other studies, as there is a lack of publications dealing with
grain boundary energy calculations in the CdTe literature. One of the only incoherent Σ3 boundaries studied is the
{112}||{112} interface. In this work, the calculated energy of the Σ3 {112}||{112} boundary is around 0.4 Jm−2,
which is slightly lower, but still in good agreement, with the value of 0.6 Jm−2 reported by Park et al. [146] from
first-principle DFT calculations. Furthermore, both the present study and the work of Park et al. [146] emphasize the
lowest energy of the Te-rich boundary, supporting the numerical values reported in this work.
A general trend, observed in Figure 6.3, corresponds to the increase of the boundary atomic number density ρ with
increasing interface energy. This indicates that energy minimization of such grain boundaries translates to a minimum
sum of the values of the distortions of all atoms relative to their ideal positions, which they would hold in a perfect
crystal. One exception nevertheless arises in the case of the Σ3 {112}||{112} type boundary, where the calculated den-
sity is dramatically lower than for other interfaces with similar energy. It is likely that the crystallographic symmetry
of the boundary planes plays a significant role here, since a similar abnormal behavior is observed for the symmetric
Σ3 {110}||{110} and Σ3 {120}||{120} boundaries, with a much lower deviation nonetheless. This assumption can be
verified when correcting for the initial density of the planes involved in the boundary as displayed in Table 6.3. As
expected, the P value of the coherent Σ3 {111}||{111} boundary is equal to one, since the interface is formed by simple
juxtaposition of sharp {111} atomic planes. In addition, symmetric Σ3 boundaries systematically exhibit the lower
relative densities. This tends to indicate that symmetric boundaries require a reduced degree of relaxation to reach
their minimum energy configurations. When substituting ρ with P , the atomic number density/energy correlation
disappears. This is not particularly surprising, since the P parameter is a relative value, that omits the initial disorder
of the sharp planes before relaxation. Interestingly, large values of P can result in low energy configurations, as it
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Figure 6.2: Σ3 grain boundaries relaxed structures emphasizing the interface periodicity. a) {112}||{112}, b)
{110}||{114}, c) {111}||{111}. Cadmium atoms appear red whereas tellurium atoms are displayed in blue. Note that
bonds are arbitrary drawn based on the distance between nuclei and not based on actual electronic interactions
between atoms.
is the case for the {112}||{255} interface (see Figure 6.3). This may be understood in terms of the fact that large
P values indicate that the final atomic grain boundary structure strongly deviate from its atomically sharp starting
configuration.
Table 6.3: Absolute (ρ) and relative (P ) atomic densities of the Σ3 boundaries set displayed in Figure 6.3.
A||B ρ (u.d.) ρ′A + ρ
′
B (u.d.) P
{111}||{111} 1.83 1.83 1.00
{110}||{110} 3.71 2.24 1.66
{112}||{112} 2.57 1.29 1.99
{110}||{114} 3.29 1.49 2.20
{111}||{115} 3.26 1.22 2.67
{100}||{122} 3.78 1.38 2.73
{112}||{255} 3.02 0.86 3.51
{112}||{127} 3.80 0.86 4.41
{120}||{120} 3.72 0.71 5.25
As visible in Figure 6.3, the lowest energy configuration is actually obtained for the Σ3 {112}||{255} interface. This
results supports the previous observation, namely that low-indexed planes and symmetric interfaces do not necessarily
lead to the lowest boundary energy. The atomic structure of this grain boundary is displayed in Figure 6.4 and is found
to be particularly well-ordered. This high ordered arrangement is created by the superimposition of three well-defined
periodic arrays of Shockley partial dislocations of the 1/6〈112〉 type. Since partial dislocations have the lowest energy
in CdTe compared to full dislocations, this structure feature likely explains the high stability of this interface.
In Figure 6.3, bars are color-coded accounting for the stoichiometry of the boundary. It is apparent that for most of
the incoherent twin boundaries studied, lowest energy configurations are either tellurium-rich (σ < 1) or stoichiometric
(σ equals to 1). The only exception is the Σ3 {112}||{127} interface, which is slightly Cd-rich. Since all different possible
starting configurations are tested, it is possible to compare the different features of similar boundaries with reversed
chemical composition. The main difference between cadmium and tellurium lies in their electronic configurations.
While cadmium possesses two valence electrons, tellurium has six. Therefore, while two doubly-bonded cadmium
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Figure 6.3: Grain boundary energies and densities of several relaxed Σ3 twin boundaries, lying on different atomic
planes. Bars are color coded accounting for the stoichiometry of the interface, expressed in Cd:Te ratio.
atoms will repel each other due to the Coulomb interaction of their nuclei, the same is mitigated in the case of
tellurium, due to the possible electronic interactions between their remaining valence electrons. This trend seems to
be particularly well-captured in the BOP and it explains quite well the energy difference between the Te- or Cd-rich
Σ3 {112}||{112} interfaces reported in this work (∆E = 0.2 Jm−2) and in Park et al. [146] (∆E = 0.1 Jm−2). The
structure of the Te-rich Σ3 {112}||{112} GB is displayed in Figure 6.2-a. Another example of the critical role of
stoichiometry on the boundary energy is visible in the case of Σ3 {111}||{115} GBs as displayed in Figure 6.5. Since
both boundary planes are polar, four different chemical variants of the same structure exist. It appears once again
that tellurium rich cores exhibit the lower energies, whereas higher cadmium concentration in the core leads to higher
σ values. As can be observed in Figure 6.5, the σ value does not fully capture this chemical trend, as it averages the
Cd/Te ratio over the full thickness of the boundary. Therefore, it distinguishes between bulk and boundary, rather
than between GB core and GB outermost. The larger thermodynamic stability of Te-rich boundary may be a beneficial
factor for CdTe as Zhang et al. [183] pointed out that these interfaces are more likely to be efficiently passivated upon
chlorine annealing.
When comparing the properties of the atomically sharp grain boundaries (plane polarity, ρ′) with their relaxed
counterparts (σ, ρ), it appears that no prediction can be easily made a priori, solely based on the features observed
on unrelaxed interfaces. This is clearly emphasized by the overall large P values reported in Table 6.3.
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Figure 6.4: Relaxed Σ3 {112}||{255} grain boundary. a) Display perpendicular to the boundary plane, yellow
features indicate boundary dislocation lines pointing perpendicular to the figure. Red dashed lines indicate plane
traces. b) Rotated view in the boundary plane, displaying the periodic dislocations arrangement of grain boundary
dislocations. Green arrows indicate the direction of the Burgers vectors. All dislocations are Shockley partials, with
a 1/6〈112〉 Burgers vector.
Figure 6.5: Influence of stoichiometry on the grain boundary energy of a Σ3 {111}||{115} type boundary. Arrows
indicate the places of stoichiometric shift. In d), boundary atoms are marked by an extra green dot close to the atoms
with distorted coordination. Cadmium atoms appear in red whereas tellurium atoms are blue. Note that bonds are
arbitrary drawn based on the distance between nuclei and not based on actual electronic interactions between atoms.
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6.1.3 Higher-Order Σ Boundaries
Study of CSL boundaries becomes increasingly complex with increasing values of Σ. Indeed, as mentioned in the
previous section, the volume of the CSL unit cell linearly scales with the Friedel Σ index. As such, if the boundary
planes are kept identical, a Σ9 boundary would require a simulated volume cell 3 times larger than its Σ3 counterpart,
to keep the simulated CSL period number constant. As a result, computation times severely increase and only few
high-order Σ boundaries with low indexed boundary planes can technically be studied.
Seconder Order Σ9 Twin Boundaries
In materials with a low stacking-fault energy, Σ9 interfaces usually represent a non-negligible fraction of the total
grain boundary network length, which is commonly around one-fifth of the Σ3 fraction [49]. This is due to the fact
that their occurrence is enforced by successive twinning between adjacent grains according to the CSL multiplication
rule [49].
A comparison between the interface properties of first order, Σ3, and second order, Σ9, twin boundaries, both
with identical interface planes, is displayed in Table 6.4. As could be expected, the energy of the Σ9 boundaries is
systematically higher than that of Σ3 interfaces with the same boundary planes. Nevertheless, the magnitude of this
increase strongly varies, depending on the crystallography of the facets considered. Indeed, as displayed in Table 6.4,
∆γ can be as low as +5% to +10%, or reach +100% in the extreme case of the {112}||{255} grain boundary. In
addition, in this case, the sharp increase in ∆γ is concomitant to a similar increment of the boundary atomic number
density difference ∆ρ. Nevertheless, for moderate energy changes, as observed for the {111}||{115} and {110}||{110}
interfaces, ∆ρ is actually negative. This means that the extent of the defected area is smaller for the Σ9 interface
than for its Σ3 counterpart, but it also means that the average energy per boundary atom still increases, resulting in a
positive value of ∆γ. Finally, the interface stoichiometry σ does not seem to show any correlation with the boundary
misorientation.
Table 6.4: Grain boundary structural parameters comparison between the Σ3 and Σ9 variants of different sets of
grain boundary planes. γ: interface energy, ρ: atomic number density, P : relative atomic number density and σ:
Cd/Te atomic ratio.
γ (Jm−2) ρ (u.d.) P σ
Σ3 Σ9 ∆γ Σ3 Σ9 ∆ρ Σ3 Σ9 ∆P Σ3 Σ9 ∆σ
{112}||{255} 0.28 0.56 +100% 3.02 3.60 +19% 3.51 4.19 +19% 0.99 1.02 +3%
{110}||{114} 0.40 0.66 +65% 3.29 3.75 +14% 2.21 2.52 +14% 0.83 1.00 +21%
{110}||{110} 0.52 0.57 +10% 3.71 3.60 -3% 1.66 1.61 -3% 1.00 0.94 -6%
{111}||{115} 0.38 0.40 +5% 3.26 3.25 -0.3% 2.67 2.66 -0.3% 0.75 0.79 +5%
Therefore, considering the four different boundary sets displayed in Table 6.4, it appears that it is hardly possible
to infer, a priori, the structure and energetics of a Σ9 boundary based on the knowledge of a Σ3 interface with the same
boundary planes. In addition, the energy range of Σ9 interfaces, varying between 0.40 Jm−2 and 0.66 Jm−2, overlaps
with the one of Σ3 interfaces, ranging from 0.28 Jm−2 and 0.65 Jm−2 as visible in Figure 6.3. As such, when considering
the misorientation parameters only, Σ9 boundaries are not clearly differentiable from incoherent twin boundaries from
an energetic point of view. This, once again, stresses the need for full-rotational parameters characterization of grain
boundaries, when assessing their influence on recrystallization behavior or functional properties.
A special case is observed for the {111}||{115} interface which exhibits extremely close structural parameters for
its Σ3 and Σ9 variants. Both structures are presented in Figure 6.6 and they closely resemble each other. This is a
particular feature of boundaries composed of a {111} interface plane. Indeed, Σ3n type boundaries relate to successive
twinning, {111} being the twinning plane. Hence, as visible in Figure 6.6, the second order twin can be obtained by
taking the Σ3 variant, fixing the left-hand side of the boundary and performing a pure twist of 180° in the plane of the
interface. Therefore, both repeating units present recognizable features and first and second order twins are closely
related.
Other Σ boundaries
As emphasized in the previous sections, boundary structures are highly dependent on the interface planes considered.
Therefore, in order to extract the influence of the Σ value only, it is necessary to compare grain boundaries with
identical crystallographic planes. This is the case described in Table 6.5 for {112}||{112} interfaces with different Σ
values ranging from 3 to 11. Due to the lack of boundaries studied, it is not possible to draw any general conclusions
regarding interface energy trends with the Σ parameter. Some interesting features can, nevertheless, be noted from
Table 6.5. First of all, as mentioned in the previous section, the energy of the Σ3 interface is always lower than their
higher Σ counterparts. When comparing the boundary energy of the Σ5 and Σ7 boundaries, it becomes apparent
that Σ does not simply increase with Σ as could be expected. Indeed, the atomic number density of CSL lattice sites
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Figure 6.6: Atomic structure of a Σ3{111}||{115} boundary (left) and of the corresponding Σ9{111}||{115} interface
(right). Cadmium atoms appear red whereas tellurium atoms are displayed in blue. Note that bonds are arbitrary
drawn based on the distance between nuclei and not based on actual electronic interactions between atoms.
intuitively relates to a notion of ordering, which can naturally be assumed to also exist at the boundary. Nevertheless,
although a sharp energy difference is observed between Σ3 boundaries and other misorientations, the energy differences
between Σ5, Σ7, and Σ11 are distributed in a much narrower range.
A similar comparison is displayed in Table 6.6 for the symmetric {110}||{110} interface. As in the previous case, the
boundary energy is once again found to increase with the Σ value, whereas the stoichiometry of the boundary does not
seem to follow any particular trend. Nevertheless, as mentioned in the case of Σ9 boundaries, when the interface plane
is disregarded, it appears that no sharp energetic gap is found to separate Σ3 interfaces from higher order-boundaries.
As such, the predominance of the former may primarily relate to their ease of nucleation. In addition, grain boundary
mobility may also be invoked as a possible explanation for the low occurrence of these low-energy configurations in
the annealed thin films. Indeed, highly coherent sigma grain boundaries have practically zero mobility. Therefore,
they cannot be easily removed during any competitive and capillary coarsening, leading to their prevalence after heat
treatments.
Table 6.5: Grain boundary structural parameters of {112}||{112} interfaces with different Σ values
Σ3 Σ5 Σ7 Σ11
γ (Jm−2) 0.41 0.68 0.64 0.73
ρ (u.d.) 2.57 4.07 3.99 3.95
P 1.99 3.16 3.09 3.06
σ 0.60 0.90 0.95 0.94
Finally, a surprisingly low grain boundary energy is measured in the case of Σ7 {111}||{111} interface, with a γ
value of 0.28 Jm−2. This value is even lower than the energy of most stable incoherent Σ3 twin boundaries. This can
nevertheless be mitigated by stressing that the energy of the {111} interfaces tends to be underestimated by the BOP,
as already previously mentioned in the case of the coherent first order twin.
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Table 6.6: Grain boundary structural parameters of {110}||{110} interfaces with different Σ values
Σ3 Σ5 Σ9
γ (Jm−2) 0.52 0.61 0.66
ρ (u.d.) 3.71 3.86 3.60
P 1.66 1.72 1.61
σ 1 0.71 0.94
6.1.4 Summary and Conclusions
The structure and energy of CSL boundaries was investigated by mean of molecular statics. As expected, the coherent
Σ3 {111}||{111} interface is found to be significantly more stable than any other grain boundaries. Nevertheless, when
considering other interface planes, a broad spectrum of energies and boundary stoichiometries is observed. Overall,
Te-rich boundaries are found to be more energetically stable than their Cd-rich counterparts. In addition, symmetric
grain boundaries tend to exhibit a lower relative atomic number density, indicating a lower degree of relaxation. This,
however, does not necessary lead to lower energy configurations, and high-indexed planes can lead to surprisingly
stable grain boundaries, as it is the case for the Σ3 {112}||{255} interface. This can be achieved through a higher
degree of atomic shuﬄing in the core of a boundary, as expressed by the higher values of the P parameter. For a given
set of interface planes, the lowest energy configuration does not simply scale with the Σ value, even though the lowest
configuration seems to be always obtained for the Σ3 case. When considering the misorientation solely, i.e. Σ only,
a significant overlap in term of interface energy is found to exist between first order twin boundaries and higher Σ
ones. Therefore, we found Σ5, 7 or 9 boundaries with lower interfacial energy than Σ3 ones formed on other interface
planes.
These results stress the shortcoming of grain boundary structure/property correlations, when confining the analysis
only to the misorientation space. In addition, the overall predominance of Te-rich CSL, and more detailed knowledge
about the magnitude of the stoichiometric shift as a function of the interface crystallography may be useful when
interpreting the electronic response of such defects or when designing passivation strategies.
6.2 CdTe Vapor Growth Simulations
In order to understand defect formation during deposition of CdTe, as well as competitive growth processes, molecular
dynamics simulation was employed to recreate the initial stages of surface nucleation and growth. An overview of
MD and of the BOP employed in the following is described in section 2.4.1. The quality of the bond order potential
to capture growth features of CdTe has been demonstrated by Zhou et al. [121]. Nevertheless, a critical parameter
that was not considered in their MD studies of CdTe deposition, was the crystallographic orientation of the seed
layer on which the layers grow. This is of significant importance since the initial deposition texture may control the
recrystallization behavior of these thin films, as detailed in Chapter 3. In particular, two growth directions seem
to be particularly relevant, 〈111〉 and 〈112〉, as they are the main fiber texture components of the CdTe layers. In
the following sections, we first used molecular statics to resolve the surface potential of these planes, as it dictates
the diffusion behavior in the low-coverage regime. MD was then employed for longer deposition times to probe the
arrangement of growth defects.
6.2.1 Geometry and Simulation Setup
Surface Potential
Surface energy features of different surface orientations were resolved using molecular statics. In the following, surface
potential maps are presented for X-{hkl} systems, where X corresponds to the surface adatom (either Cd or Te), and
{hkl} to the crystallographic orientation of the seed layer.
The reported energy values are given relatively to an arbitrary zero-energy state which corresponds to the case
where the depositing atom is infinitely far away from the surface. Negative values hence relates to the adsorption of
the deposited atom. The surface diffusion energy barrier between two states is indicated by the parameter Eb (always
given in the direction of energy minimization, unless explicitly stated) and the spatial position of the energy minima
is designated by Z, Z equals to 0 being the top of the seed layer.
Potential maps are obtained by iteratively scanning the surface with either a Cd or a Te atom. For each adatom
position, the seed layer is let to relax whereas the probing atom is fixed. This artificially recreates a scanning tunneling
microscope, where the probing tips are the deposited atomic species. The total system energy is then computed,
resulting in a four dimensional dataset, where the adatom position and total energy are associated.
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PVD Deposition
Deposition simulations are performed by creating a semi-infinite, pre-relaxed, slab with selected crystallographic
orientation. Periodic boundary conditions are enforced in the plane perpendicular to the deposition axis. In contrast,
the first atomic layers of the seed crystal are fixed to prevent it from drifting under the impact of incoming adatoms. A
large fraction of the pre-deposited film is thermally controlled by a Nose-Hoover-like thermostat, with initial velocities
following a Boltzmann distribution at the same temperature. Conversely, the first atomic layers of the free surface,
as well as the incoming deposited atoms, are let to naturally thermalize with the bulk by integrating their motion in
a microcanonical ensemble. This approach present similarities with the one already proposed by Zhou et al. [121].
This might nevertheless be a shortcoming, since NVE integrations require a constant number of particles, which is
obviously not the case during deposition. Therefore, intensive deposition may lead to important simulation artifacts,
thus preventing calculations over long time intervals (which are nonetheless already naturally ill-defined in most of
MD simulations). This can be, nonetheless, partially mitigated by dynamically shifting the NVT/NVE interface at
regular intervals to include deposited atoms in the thermally controlled bulk. Atomic cadmium and tellurium are
used as depositing species, with moderate incoming velocities to prevent impact damages. The initial depositing atom
velocity has been found to have a negligible influence on the growth process and is therefore fixed arbitrary [121].
Other parameters such as substrate temperature and deposition rate will be discussed in details in the relevant section.
Figure 6.7: MD deposition simulation setup. NVE refers to the microcanonical ensemble and NVT to the canonical
ensemble.
6.2.2 Surface Energetics
{111}Te Surfaces
As-discussed in the previous section, {111}Te and {111}Cd surfaces have to be treated separately. The surface energy
landscape of the Cd-{111}Te system is displayed in Figure 6.8. As visible in Figure 6.8-b, three distinct local energy
minima are spatially separated, namely the A, B and C positions. These positions correspond to the different stacking
sequences possible along the 〈111〉 directions in the F 4¯3M space group. Indeed, as described in section 1.3, this space
group consists of two interpenetrating FCC lattices, translated one from another along a common 〈111〉 axis. As
such, the corresponding stacking sequence along this axis can be expressed as -AaBbCcAaBbCc-, with -ABCABC-
the cadmium lattice and -abcabc- the tellurium lattice. The seed layer is cut in the glide plane of the tellurium lattice
and therefore has a stacking sequence in the form -aAbBcCa-. On the one hand, if the deposited Cd atoms end up
in the A position, the perfect zincblende arrangement would be fulfilled. On the other hand, adsorption in the B
or C positions would result in either a stacking fault, twin boundary or hexagonal growth, depending on the nature
of the subsequent layers. Before further discussion, it should be emphasized that the energy features discussed in
this section only applies during the early stage of deposition, when surface diffusion proceeds through single atoms
diffusion. Therefore, the surface energy landscape may differ for dimers and trimers diffusion.
As visible in Figure 6.8, the energy difference between the three equilibrium positions are relatively low, in the order
of 20meV, the lowest energy configuration corresponding to the B position. The computation of the equilibrium sites
energy allows the derivation of site occupancy in the steady state under the assumption that the distribution follows
a Boltzmann statistics. As such, the occupancy probability pi of a site i can be derived accordingly to Equation 6.4:
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Figure 6.8: Iso-energy contours of the Cd-{111}Te system. Contours are color-coded according to the total system
energy, including the Te surface and the Cd adatom. a) −1.32 eV to −0.2 eV interval, and b) details of the low
energy structures (−1.32 eV to −1 eV interval). Rendering was performed using ParaView [184]
.
pi = exp
(
− Ei
kBT
)
×
∑
j
exp
(
− Ej
kBT
)−1 (6.4)
with kB the Boltzmann constant and T the temperature. In Equation 6.4, it is assumed that the site energy Ei
remains almost constant in the temperature range studied. This is a prerequisite, since molecular statics simulations
are, by definition, performed at 0K. At higher temperatures, the site energy can evolve due to the dilation of the
lattice or by temperature-induced surface reconstruction. Although the latter is not observed, in the cases considered
here, lattice expansion is unavoidable. This can be, nonetheless, mitigated by remarking that CdTe has a relatively
low thermal expansion coefficient, in the order of 5× 10−6 K−1 at 300K [103]. In addition, our dynamic simulations
revealed an expansion of around 1% between 0K and 1100K in the cubic direction. This remains, however, a rough
working assumption that would require a proper validation. An example of the compliance of dynamic simulations
with surface properties derived from molecular statics is presented in Figure 6.14 and will be discussed in the next
sections.
The steady-state site occupancy of the Cd-{111}Te system is displayed in Figure 6.9 for the CdTe deposition
temperature range (500K-1100K). As visible in Figure 6.9, B sites remain the most populated. Nevertheless, their
relative occupancy significantly decreases from 44 % at 500K to only 38 % at 1100K. This occupancy loss is mostly
transferred to C positions whereas the occupancy of A remains almost constant across the whole range. This is
especially important since, as aforementioned, A sites correspond to the perfect zincblende stacking sequence. When
considered together, no strong localization on a specific position is expected, promoting diffusion of Cd atoms but also
implying a higher chance of defect seed formation.
In addition, as displayed in Figure 6.8, the spatial extent of diffusion pathways is sharply anisotropic, and mostly
follows the 〈112〉 directions of the crystal. Pure isotropic diffusion can be activated by reaching the first delocalized
energy level, which requires the overcoming of a diffusion barrier of 0.30 eV from the B position.
Indeed, the computation of the complete energy landscape also enables the estimation of diffusion barrier energies
Eb between different stable or metastable positions. These hoping energies for the Cd-{111}Te system are tabulated
in Table 6.7, and can be used to quantify the surface diffusion rate Γ, in the transient state in compliance with
Equation 6.5 as follows:
Γ = ν exp
(
− Eb
kBT
)
(6.5)
where ν is a characteristic atomic vibrational frequency [185], usually in the order of 1013 Hz. Due to the average
magnitude of the diffusion barriers, in the order of 0.15 eV, and the usual CdTe deposition temperatures, ranging
between 500K and 1100K, the case Eb >> kBT is always verified. Therefore, surface diffusion is only governed by
the hoping energies and no mobile diffusion is to be expected.
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Table 6.7: Energy barriers Eb associated with the surface diffusion from a position X1 to a position X2 of the
Cd-{111}Te system.
Eb A2 B2 C2
A1 0.19 eV 0.19 eV 0.19 eV
B1 0.20 eV 0.11 eV 0.11 eV
C1 0.17 eV 0.08 eV 0.08 eV
Although equilibrium sites occupancy in the steady state can be easily derived from Equation 6.4, its analytical
derivation in the transient state is not trivial. The numerical solving of this problem becomes nevertheless straight-
forward when adopting a Monte-Carlo-like approach. To this end, the time evolution of 106 particles, with different
starting configurations, was examined. At each time step, each atom attempt a jump, whose outcome is enforced
by the Boltzmann probability distribution described in Equation 6.5 and Figure 6.10-b. The temporal evolution of
the site occupancy probability for a Cd adatom falling onto a A position at 500K is displayed in Figure 6.10-a. It
appears that the steady-state is reached after ≈280 jumps attempt which roughly corresponds to 28 ps if the vibration
frequency is taken to be 1013 Hz.
In the case where the considered adatom is now a Te atom, the energy landscape is found to be only composed of
two equilibrium positions. They correspond to the previously discussed A and B sites, lying respectively at 2.4Å and
1.83Å above the layer surface. Their energy is estimated at −1.55 eV and −1.96 eV, respectively, and are associated
with diffusion barriers of 0.09 eV and 0.50 eV for the A → B and B → A transitions, as displayed in Table 6.8.
Furthermore, the C positions no longer constitute a local energy minimum. The relatively large energy difference
between these two positions induces a rapid accumulation of Te atoms in the B locations, leaving depleted A sites
behind. As such, the mobility of Te atoms on {111}Cd surfaces is much lower than for Cd atoms and is limited by
the hoping barrier of the B → A transition.
Table 6.8: Energy barriers Eb associated with the surface diffusion from a position X1 to a position X2 of the
Te-{111}Te system.
Eb A2 B2
A1 0.09 eV 0.09 eV
B1 0.50 eV 0.50 eV
{111}Cd Surfaces
The spatial extent of the surface potential of the Te-{111}Cd system presents many similarities with the one observed
in the Cd-{111}Te case, as-displayed in Figure 6.8. Indeed, A, B and C positions still exist and present the same
spatial geometry. Furthermore, the energies of the A (−1.07 eV) and the C (−1.06 eV) sites are analogous to what is
measured for Cd deposition on {111}Te. The energy of the B site is, nevertheless, significantly deeper than in the
Te-{111}Cd system and reaches −1.57 eV. Finally, a fourth local equilibrium is observed in the D position (−1.10 eV),
which is distributed around the C position, with a threefold symmetry. The energy barriers separating the four
different positions are given in Table 6.9.
Table 6.9: Energy barriers Eb associated with the surface diffusion from a position X1 to a position X2 of the
Te-{111}Cd system.
Eb A2 B2 C2 D2
A1 0.11 eV 0.11 eV 0.11 eV 0.11 eV
B1 0.61 eV 0.48 eV 0.48 eV 0.51 eV
C1 0.1 eV 0.01 eV 0.01 eV 0.01 eV
D1 0.14 eV 0.01 eV 0.05 eV 0.01 eV
Due to the high relative stability of the B sites and the sharp energy barrier preventing re-emission, a strong
localization is observed in the steady state. Indeed, the relative site occupancy of B positions remains almost constant
in the 500K-1100K interval, with a value ranging between 98% to ≈100%. Therefore, Te atoms have an extremely
low mobility on Cd surfaces when diffusing as single adatoms. Regarding the diffusion kinetic, it appears that the
steady-state is reached after ≈80 jumps attempts, which is 3.5 times quicker that what was reported for the reciprocal
case of Cd diffusion on {111}Te.
The energy landscape of the Cd-{111}Cd system is characterized by a shallow B positions, with an energy of
−0.65 eV, standing around 1.3Å above the surface. Contrary to previous cases, there is no local energy minimum in
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the C positions and A positions are even shallower (−0.29 eV). Diffusion barriers energies associated with the related
transitions are displayed in Table 6.10. As in the converse case of Te deposition, a strong accumulation is expected in
B positions. Finally, as can be observed in Table 6.9 and Table 6.10, the hoping energy between different unit cells is
around 40 % lower for Cd adatoms than for Te particles. This translates into Cd unit cell hoping probabilities being
between 102 to 104 less frequent than for Te atoms.
Table 6.10: Energy barriers Eb associated with the surface diffusion from a position X1 to a position X2 of the
Cd-{111}Cd system.
Eb A2 B2
A1 ≈1meV ≈1meV
B1 0.36 eV 0.34 eV
The main elements discussed in this section are summarized in Table 6.11 as follows:
Table 6.11: Surface energetics features of the {111} surfaces in CdTe.
System Cd-{111}Te Te-{111}Te Cd-{111}Cd Te-{111}Cd
Stable Position B B B B
Metastable Positions A, C A A, C, D A
Stable Position Occupancy (500K - 1100K) 44% - 38% 100% - 99% 100% - 98% 100% - 98%
Re-emission barrier from equilibrium 0.11 eV 0.50 eV 0.34 eV 0.48 eV
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Figure 6.9: Equilibrium site occupancy probability of the Cd-{111}Te system, in the CdTe deposition temperature
range (500K-1100K)
Figure 6.10: a) Example of temporal evolution of the site occupancy probability at 500K for a Cd atom falling onto
a A site of the Cd-{111}Te system. b) Corresponding transitions probabilities. Edges of the triangles display the
relative probability between the X → Y transition and its reciprocal Y → X. Inner values represent the diffusion
rates corresponding to the X ′ → Y , X ′ → Z, X ′ → X transitions, where X and X ′ are spatially separated. These
values are normalized by the diffusion rate of the most probable transition (in this case C ′ → B). Values are
extracted from the diffusion barrier energies display in Table 6.7 and averaged over the 500K-800K temperature
range.
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{112} Surfaces
Contrary to {111} planes, {112} surfaces are non-polar. Therefore, only one configuration needs to be examined to
discuss surface energetics. The surface potential map of the Te-{112} system is visible in Figure 6.11. Two spatially
confined energy minima are clearly distinguishable. On the one hand, the most stable α positions extend along the
[111] direction coplanar to the surface, in between consecutive {110} planes. On the other hand, another energy
minimum, the β position, is observed in the shuﬄe positions of the {111} planes perpendicular to the surface as
visible in Figure 6.11. Due to particular shapes of the low energy isosurfaces, the diffusion barrier connecting adjacent
unit cells is anisotropic. Indeed, hopping along the [111] direction requires an extra energy of 0.1 eV, as compared to
diffusion along [110]. This translates into transition events along [110] being between 3 and 12 times more frequent in
the 500K-1100K temperature range.
Table 6.12: Energy barriers Eb associated with the surface diffusion from a position X1 to a position X2 of the
Te-{112} system.
Eb α2 β2
α1 0.85 eV 0.80 eV
β1 0.38 eV 0.31 eV
Due to the much higher stability of α positions, a strong accumulation in these sites takes place in the steady state,
with around 99 % of relative occupancy. Nevertheless, the significant height of the energy barriers separating these
two positions gives rise to a strongly metastable behavior of the β sites. Indeed, as visible in Figure 6.13-b, the steady
state between the two positions is reached after approximately 5× 104 jump attempts at 500K, which is equivalent to
5ns, if the atomic vibrational frequency is taken to be 1013 Hz. This timescale is between 2 and 3 orders of magnitude
higher than the diffusion cases discussed on {111} surfaces in the previous section. An illustration of the capture and
re-remission from β sites, during dynamic deposition at 700K, is displayed in Figure 6.14.
In the case of Cd deposition, a collection of four discrete local energy minima, with energies ranging from −1.13 eV
to −0.92 eV, are observed as visible in Figure 6.12. The corresponding barrier energies are reported in Table 6.13.
Since the energy minima are shallower, the absolute hoping energies between adjoining unit cell tend to be lower than
in the previous case. The anisotropy nevertheless persists, as the energy required to diffuse to adjacent unit cells along
a [110] direction is 40% smaller than the one required along a [111] direction. Considering a Boltzmann probability
distribution, hoping events along [110] are thus found to be between 10 and 300 times more probable than transitions
along [111] in the 500K-1100K range. The occupation probabilities of α, β, γ and δ sites (as-displayed in Figure 6.12)
are reported in Figure 6.13-a. The accumulation in α sites is relatively strong, with an average occupancy varying
between 76% and 50 % in the 500K-1100K range. Conversely, the occupation of δ sites is only ranging between
1% and 5%. Regarding the kinetic of diffusion, γ positions are found to have the strongest metastable character,
since around 4000 jump attempts (around 0.4 ns) are necessary to reach the equilibrium site occupancy at 500K from
selected deposition on γ sites.
Table 6.13: Energy barriers Eb associated with the surface diffusion from a position X1 to a position X2 of the
Cd-{112} system.
Eb α2 β2 γ2 δ2
α1 0.34 eV 0.27 eV 0.34 eV 0.34 eV
β1 0.17 eV 0.24 eV 0.24 eV 0.24 eV
γ1 0.28 eV 0.28 eV 0.28 eV 0.28 eV
δ1 0.13 eV 0.13 eV 0.13 eV 0.13 eV
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Figure 6.11: Iso-energy contours of the Te-{112} system. Contours are color-coded according to the total system
energy, including the seed layer surface and the Te adatom. Top: −2.22 eV to −0.1 eV interval, and bottom: details
of the low energy structures (−2.22 eV to −1 eV interval).
Figure 6.12: Iso-energy contours of the Cd-{112} system. Contours are color-coded according to the total system
energy, including the seed layer surface and the Te adatom. Top: −2.22 eV to −0.1 eV interval, and bottom: details
of the low energy structures (−2.22 eV to −1 eV interval). δ positions do not appear as their energy is below 1 eV,
but lie in between consecutive γ sites at Z = 0.648Å.
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Figure 6.13: a) Repartition of single adatoms between α, β, γ and δ positions of the Cd-{112} system, as a function
of temperature, in the steady state. Values are extracted from the diffusion barrier energies display in Table 6.13. b)
Surface diffusion rate of the β → α transition in the Te-{112} system at 500K.
Figure 6.14: Capture and re-emission from the metastable β sites of the Te-{112} system. Red lines indicate Te
adatoms motion during dynamic simulation. Trajectories were computed over 0.2 ns at 700K. View displayed along
the deposition direction.
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6.2.3 Growth Kinetic During Dynamic Deposition
CdTe thin films are usually deposited at a rate of around 10Ås−1, that is, around two {100} layers deposited per
second. Considering a standard MD iteration time step of 10−15 s, it becomes obvious that such simulations are unable
to capture a realistic growth rate. Nevertheless, even accelerated deposition simulations can enable the observation
of relevant growth features. This is especially true if the surface diffusion kinetic is large enough for atoms to reach
their equilibrium positions before being buried by the next deposited layers. The influence of simulated deposition
parameters on the growth of CdTe thin films has been extensively studied by Zhou et al. [121]. They demonstrated
that even tremendous growth rates, in the order of 1010 Ås−1, can still lead to proper crystalline growth if the substrate
temperature is chosen to be high enough. In the present work, deposition rates between varying between 109 Ås−1
and 1010 Ås−1 were used. In this interval, nearly all tested structure exhibited crystalline growth with variable density
of defects as will be later discussed.
Nevertheless, due to the orders of magnitude difference between simulated rates and experimental one, a careful
evaluation of the effects of accelerated deposition must be discussed. In order to judge the validity of the considered
simulation, the following criteria are employed:
• The simulated temperatures employed must correspond to experimental values, and, thus, be comprised in the
500K-1100K range. This ensures that surface transport and defect structures remain comparable to what can
be expected in experiments.
• The crystallization rate must equate the deposition rate. This ensures that no amorphous layers thicken on the
surface, and that surface diffusion is quick enough to overcome the exaggerated deposition rates. If this criterion
is not met, defects naturally stack up due to the limited diffusion time.
In order to fulfill these restrictions, growth kinetic as a function of crystallographic orientation during dynamic
deposition will be addressed in this section.
{111}Cd Surfaces
The temporal evolution of the crystallinity of a {111}Cd oriented CdTe layer, undergoing dynamic deposition at a
rate of 2.5× 109 Ås−1 at 623K, is presented in Figure 6.15. It appears that the crystallization rate almost equates
the deposition rate after a short incubation time of around 0.4 ns. In addition, this rate remains constant during
deposition, suggesting a continuous crystallization process. Most of the crystallized layer follows the usual zincblende
stacking, with nevertheless a significant hexagonal fraction. The later does not refer to actual hexagonal wurtzite
phase growth, but rather to stacking faults and twin boundaries formation (as will be later discussed), which can
be locally assimilated to a hexagonal stacking. An interesting phenomenon is observed in Figure 6.15-a in the 2-3 ns
interval. In this range, the cubic growth rate is higher than the deposition rate, while the fraction of hexagonal atoms
actually decreases. This corresponds a to de-twinning event, where the cubic stacking sequence is restored as the film
thickens, by activated motion of partial dislocations. The physical mechanism associated with this transition will be
discussed in more details in the next section.
Table 6.14: Influence of the deposition temperature and deposition rate on the crystallization kinetic of
{111}Cd surfaces. R2 refers to the coefficient of determination, associated with the linear fit of the crystallization
curves as displayed in Figure 6.15.
T = 623K T = 800K T = 1000K
Deposition Rate (109 Ås−1) 2.5 5 7.5 2.5 5 7.5 2.5 5 7.5
Crystallization Rate (109 Ås−1) 2.33 4.49 6.15 2.47 4.92 7.39 2.5 4.90 7.5
Cryst./Dep. Rate Ratio 0.93 0.90 0.82 0.99 0.98 0.99 1 0.98 1
Incubation time (smm−2) 3.89 4.28 2.82 4.95 3.45 3.77 5.60 4.70 3.80
R2 0.999 0.998 0.998 1 1 1 0.999 0.998 0.999
The influence of various deposition rates and temperatures on the crystallization kinetic of {111}Cd surfaces is
displayed in Table 6.14. As intuitively expected, higher deposition rates lead to lower crystallization rate. Nevertheless,
as temperature increases, this gap reduces. Therefore, at 800K, crystallization rate already almost equates the
deposition rate. As such, deposition on {111} Cd can be suitably studied above 800K when the simulated deposition
rates are in the 109 Ås−1 to 1010 Ås−1 range. Finally, incubation times are found to be in the order of few seconds per
square millimeters, and slightly vary between deposition rates and temperatures employed. In particular, at 1000K,
where the crystallization rate is the highest, the incubation time exhibits a perfect linearity, when plotted against the
deposition rate.
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Figure 6.15: Temporal evolutions of a {111}Cd-oriented CdTe layer crystallinity during dynamic deposition. The
deposition rate is set to 2.5× 109 Ås−1 at a layer temperature of 623K. The black line indicate the total number of
atom deposited per unit surface, green dots the number of crystallized deposited atom and blue and red dots the
number of crystallized atoms following a cubic zincblende stacking and hexagonal wurtzite respectively.
{111}Te Surfaces
A major difference between {111}Cd surfaces and {111}Te surfaces, under these deposition conditions, is the much
lower effective crystallization rate observed on Te susbtrates. Indeed, as visible in Table 6.15, the crystallization rate
on these surfaces is critically low at temperatures below 1000K. Especially, at 623K, accelerated deposition rates
lead to the formation of an amorphous surface layer, whose thickness keeps on increasing during simulation. As such,
depositions at low temperatures are unable to provide any exploitable results below 1000K. In conjunction with these
lower crystallization kinetic, higher incubation times are also observed, as displayed in Table 6.15. Below 1000K,
incubation time values generally suffer from a high incertitude due to the poor linearity of the crystallization rate.
Nevertheless, at higher temperatures, this value is once again found to be almost proportional to the deposition rate.
Table 6.15: Influence of the deposition temperature and deposition rate on the crystallization kinetic of
{111}Te surfaces. R2 refers to the coefficient of determination, associated with the linear fit of the crystallization
curves as displayed in Figure 6.15.
T = 623K T = 800K T = 1000K
Deposition Rate (109 Ås−1) 2.5 5 7.5 2.5 5 7.5 2.5 5 7.5
Crystallization Rate (109 Ås−1) 1.80 3.16 4.56 2.41 3.23 5.83 2.46 5 7.3
Cryst./Dep. Rate Ratio 0.72 0.63 0.61 0.96 0.65 0.78 0.99 1 0.97
Incubation time (smm−2) 7.43 7.34 3.48 15.34 1.4 3.84 11.29 8.81 5.05
R2 0.99 0.97 0.99 0.996 0.97 0.997 0.998 0.998 0.999
{112}Surfaces
The kinetic parameters quantifying the temporal evolutions of the crystallinity of {112} oriented CdTe layers, undergo-
ing dynamic deposition at a rate between 2.5× 109 Ås−1 and 7.5× 109 Ås−1 in the 500K-1100K range, are presented
in Table 6.16. It appears that {112} surfaces can sustain high crystallinity rates even at critical deposition velocities.
Indeed, at every deposition rate tested, the ratio of crystallinity rate over deposition rate lies between 0.91 and 0.99,
as displayed in Table 6.16. In addition, incubation times are usually lower than what is observed for {111} surfaces,
and also linearly scales with the deposition rate. Nevertheless, in contrast to the {111} case, increasing temperatures
does not seem to improve crystallinity above 800K. As presented in the previous section, this may result from the
population of metastable states which, in return, tend to hinder the growth. Nevertheless, the crystallization over
deposition rate ratio remains high enough to allow defect formation investigations at these temperatures.
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Table 6.16: Influence of the deposition temperature and deposition rate on the crystallization kinetic of
{112} surfaces. R2 refers to the coefficient of determination, associated with the linear fit of the crystallization
curves as displayed in Figure 6.15.
T = 623K T = 800K T = 1000K
Deposition Rate (109 Ås−1) 2.5 5 7.5 2.5 5 7.5 2.5 5 7.5
Crystallization Rate (109 Ås−1) 2.44 4.64 6.79 2.47 4.95 7.31 2.41 4.87 7.34
Cryst./Dep. Rate Ratio 0.98 0.93 0.91 0.99 0.99 0.98 0.96 0.97 0.98
Incubation time (smm−2) 3.40 1.45 1.27 2.32 1.59 0.92 3.32 2.17 1.71
R2 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
6.2.4 Defect Formation During Dynamic Deposition
In the following, the structure and formation of crystallographic defects during dynamic deposition is studied. In order
to clearly distinguish stacking defects from the bulk growing in the zincblende space group, a special coordination
coloring is employed in most figures. When used, blue atoms will correspond to perfectly coordinated atoms in the
cubic zincblende structure, whereas red particles are crystallizing in the hexagonal wurtzite structure. For each red
and blue subgroups, three shades are used to evaluate the short range ordering as measured in the diamond structure
solver algorithm available in OVITO [35], an described as follows:
• A deep blue atom, respectively deep red, designate an atom with all its first and second neighbors disposed on a
cubic zincblende lattice, respectively hexagonal wurtzite. These atoms are later referred-to as perfect zincblende,
respectively wurtzite, atoms.
• A blue atom, respectively red, designate an atom with all its first neighbors disposed on a cubic zincblende
lattice, respectively hexagonal wurtzite, but at least one faulted second neighbor.
• A light blue atom, respectively light red, designate an atom which is first neighbor of a perfect zincblende atom,
respectively wurtzite, but has either an incomplete coordination, or a faulted first neighbor.
• Finally, atoms satisfying none of these criteria appear white.
{111}Cd Surfaces
A time-lapse of the initial steps of surface nucleation and growth on a {111}Cd surface is displayed in Figure 6.16.
As visible in Figure 6.16-b, after the first 300-500 ps, clusters of adatoms start to form crystalline nuclei, exhibiting
various stacking relationship with the original seed layer. In addition, the spatial distribution of these nuclei appears
to be random, with anisotropic shapes. It is hence likely that the cubic/hexagonal nature of this small clusters depends
on the stochastic repartition of adatoms in the first moments of depositions. Furthermore, the rapid crystallization is
assisted by the high diffusion of small groups of adatoms (2 to 5 atoms). As these nuclei continue to grow, well defined
crystallographic interface between zincblende and wurtzite layers form. This is mostly visible in Figure 6.16-c and
Figure 6.16-d, where zincblende/wurtzite interfaces lie along the 〈112〉 directions of the cubic variants. In Figure 6.16-
d, at the time t = 750 ps, the second layer starts to nucleate whereas the first layer is almost completely thickened.
Competitive growth continues along the 〈112〉 directions and is accelerated as the second layer continues to grow,
resulting in an almost fully cubic structure as visible in Figure 6.16-f.
The atomic structure of the cubic/hexagonal interface is displayed in Figure 6.17. It consists of a 5-5-8 triple ring
structure containing a Te-Te wrong bond. As displayed in Figure 6.16, the mobility of this interface dictates the stacking
sequence perpendicular to the deposition axis and, as such, the density of stacking faults and Σ3 twin boundaries.
When isolated, these boundaries are found to be relatively stable and rarely spontaneously migrate. Nevertheless,
when new adatoms impinge in their surroundings, the ring structure rapidly dissociates and the interfaces quickly
migrate. The migration mechanism of this interface, as-deduced, from MD simulations is displayed in Figure 6.18.
The complete rearrangement takes approximately 35 ps.
{111}Te Surfaces
A time-lapse of the initial steps of surface nucleation and growth on a {111}Te surface is displayed in Figure 6.19.
As mentioned in the previous section, the crystallization rate is found to be systematically lower than on {111}Cd
surfaces. This fact is also visible in Figure 6.19, where the surface reconstruction appears to be more difficult. This
discrepancy is found to originate from the much lower diffusivity of small clusters of atoms. Although atom chains
enable a rapid mass transport on {111}Cd, nuclei are pinned on Te surfaces and most of the atoms remains in the
close surroundings of their adsorption site. Not only does this affect the formation of the first atomic layer, but it also
leads to the nucleation of the second and third atomic layer before the first one is completed as visible in Figure 6.19-c
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and Figure 6.19-d. As such, faulted structure tend to develop in the thickness of the layer and crystallization of the
first layer is assisted by the one of the upper layers.
It therefore appears that the deposition rate plays a critical role on {111}Te Surfaces and accelerated deposition,
as employed in MD simulations, is very likely to overestimate the defects density and underestimate the crystallization
rate of such surfaces. This is an inherent limitation of the technique which may be hardly overcome.
{112} Surfaces
A time-lapse of the initial steps of surface nucleation and growth on a {112} surface is displayed in Figure 6.20.
In contrast to what is observed for {111} surfaces (Figure 6.16), surface crystallization does not proceed through
independent growth of nuclei, but rather through rapid surface construction along the [110] direction perpendicular to
the deposition axis. As such, the nucleation of stacking defects appears to be more complicated and they are effectively
rarely encountered in our simulations. This will be discussed in more details in the next section.
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Figure 6.16: Time-lapse of a vapor deposition simulation on a {111}Cd surface at 2.5× 109 Ås−1, viewed along the
deposition axis. The initial seed layer is made transparent whereas depositing atoms are color-coded according to
their coordination, as described at the beginning of the section. All figures are taken at a regular time interval of
500 ps.
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Figure 6.17: Detail of the atomic structure of the zincblende/wurtzite interface (encircled in red) viewed along the
deposition direction. Atoms are color-coded according to their coordination, as described at the beginning of the
section. The underlying {111} seed layer is displayed transparently.
Figure 6.18: Surface migration mechanism of the zincblende/wurtzite interface as displayed in Figure 6.17. The
reaction is catalyzed by a cadmium adatom, impinging on the interface at the first step. The rearrangement
reaction, from step 1 to step 7, takes approximately 35 ns. The structure is displayed along the [111] deposition axis.
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Figure 6.19: Time-lapse of a vapor deposition simulation on a {111}Te surface at 2.5× 109 Ås−1, viewed along the
deposition axis. The initial seed layer is made transparent whereas depositing atoms are color-coded according to
their coordination, as described at the beginning of the section. All figures are taken at a regular time interval of
500 ps.
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Figure 6.20: Time-lapse of a vapor deposition simulation on a {112} surface at 2.5× 109 Ås−1, viewed along the
deposition axis. The initial seed layer is made transparent whereas depositing atoms are color-coded according to
their coordination, as described at the beginning of the section. All figures are taken at a regular time interval of
500 ps.
6.2.5 Defect Structures
Due to the particular growth sequence of {111} surfaces, most of the crystallographic defects developing on them, are
in fact related to abnormal stacking sequences. Therefore, stacking faults and coherent Σ3 twin boundaries appear
as the most prominent defects, as displayed in Figure 6.21. In particular, one specific variant of the Σ3 boundary
is commonly encountered during simulations, corresponding to the coherent twin interface developing perpendicular
to the deposition direction. This is not particularly surprising, considering that, as described in the previous sec-
tion, their formation entirely proceeds through the competitive growth of surface layers, separated by well defined
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surface zincblende/wurtzite interfaces, as displayed in Figure 6.17. The exact nature of the defect thus formed, then
depends on the nature of the subsequently deposited layers. In addition, in some rare cases, the succession of stacking
faults/coherent twin boundaries may lead to the local formation of hexagonal wurtzite phases, as visible in Figure 6.21-
c. Finally, incoherent Σ3 boundaries are also sometimes encountered. It appears that they do not spontaneously
nucleate as intrinsic defects do, but rather naturally form when adjoining grains, already in twinning relationship,
form a common interface, as will be later shown in Figure 6.24-a.
If the stacking defect does not reach a critical size during deposition, it is then bounded by a pair of Shockley partial
dislocations with a short spatial separation. These dislocations are glissile and, as such, the defects can continue to
evolve, even after being buried by the next deposited layers, if the driving forces applied on them are high enough.
This is the main mechanism of de-twinning, where stacking defects are annealed-out by collective glide of Shockley
partial dislocations in the 〈112〉 direction. An example of this process is illustrated in Figure 6.22.
Although the re-arrangement of the surface layer during deposition proceeds rapidly, forming well defined line
defects, accelerated deposition rates, or dislocation nucleation on successive layers, may lead to the formation of
complex dislocation structures. In contrast to stacking faults, they may be responsible for significant lattice rotation,
by inducing the creation of low angle grain boundaries, as displayed in Figure 6.23. Nevertheless, since defect formation
occurs perpendicular to the deposition direction, the resulting crystallographic rotations do not alter the out-of-plane
orientation of the layer, which still grows along the same 〈111〉 direction.
Due to the inherent limitations of MD simulations, large scale phenomena, such as growth issues associated with
surface roughness or high angle grain boundaries formed during island coalescence, can not be studied. As such, the
loss of the starting out-of-plane orientation, enforced by the initial seed layer, is rarely encountered, and can only
result from few possible mechanisms. An important one is the activation of twinning on a {111} plane which is not
perpendicular to the deposition direction. In contrast to the other defects above-described, the formation of these
Σ3 interfaces does not proceed through surface reconstruction, but develops on already-formed defects that serve as
nuclei. In particular, incoherent Σ3 and Σ9 boundaries are found to be places of choice for the nucleation of these
twins. Out-of-plane orientation loss as a result of twinning is illustrated in Figure 6.24-b.
Defect formations on {111} surfaces is hence purely conditioned by the initial competitive growth between surface
layers with different stacking relationships with their seed. As detailed in the previous sections, growth on {112} sur-
faces occurs through completely different mechanisms. As such, stacking defects can not nucleate as easily, resulting in
dynamic deposition where crystallographic defects are almost absent. In fact, over more than 20 extensive deposition
simulations, with different parameters, only one stacking fault forming on a {112} surface was observed. When com-
paring growing layers, with overall same deposition parameters, but different orientations, as-displayed in Figure 6.25,
the difference in defect density is striking. In addition, independently of the deposition rate or temperature considered,
no defect-free {111} layer could be obtained, whereas the exact opposite is true for {112} grown layers. This, hence,
gives credits to growth hypotheses developed in Chapter III, where a significant difference in defect density, between
grains from the {111} and {112} fibers, was invoked to explain the abnormal grain growth phenomena observed in
depositing CdTe layers.
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Figure 6.21: a) Coherent Σ3 boundary growing perpendicularly to the deposition direction on a {111} surface b)
intrinsic stacking fault formed during deposition and c) buried hexagonal layer.
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Figure 6.22: Stacking fault closure by collective movement of Shockley partial dislocations (green lines) during
dynamic deposition on a {111} surface. View is displayed along the deposition axis and only the relevant layers are
shown. Atoms are colored according to their coordination (details of the coloring scheme are reported in the previous
section) and dislocation Burgers vector are indicated by red arrows. Snapshots are not taken at regular time interval.
The total reaction time between a) and f) is 0.1 ns.
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Figure 6.23: Low angle grain boundary formation during dynamic deposition on a {111} surface. a) and b)
correspond to the same structure, displayed perpendicular to the deposition direction, along a similar 〈110〉 direction
of the two different grains. The dislocation structure of the boundary highlighted in a) and b), is detailed in c) along
the deposition direction. Shockley partial dislocations appear as green lines, whereas perfect, undissociated,
dislocations appear as blue segments. Burgers vectors are indicated by red arrows.
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Figure 6.24: a) Formation of incoherent Σ3 facets resulting from the juxtaposition of grains in twinning relationship.
b) Out-of-plane orientation loss due to coherent twinning on a {111} plane inclined towards the deposition axis.
104
Figure 6.25: Structure of defects during dynamic deposition on a {111}Cd surface at a deposition rate of
5× 109 Ås−1 at 623K. The structure is displayed perpendicular to the deposition axis.
Figure 6.26: Structure of defects during dynamic deposition on a {112} surface at a deposition rate of 5× 109 Ås−1
at 623K. The structure is displayed perpendicular to the deposition axis.
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Concluding Remarks and Perspectives
As the gap between the maximum reachable energy conversion efficiency and the achievable practical one gets narrower,
all material aspects of CdTe solar cells have to be collectively refined. In this work, the microstructure formation
and its effects on the functional properties were investigated, with the aim to provide guidelines and strategies for
microstructural engineering. This was made possible by combining the structural information obtained by FIB /
EBSD tomography, together with the functional response of the CdTe layer, characterized by cathodoluminescence
spectroscopy.
The main results developed in this thesis regarding CdTe growth can be summarized as follows:
• When deposited in substrate configuration, CdTe layer microstructures develop following a two step process.
During deposition, fine columnar grains, with a sharp {111}||GD fiber texture, rapidly grow. Nevertheless, the
substrate temperature was proven to be high enough to trigger abnormal growth of small {112}||GD oriented
nuclei, which rapidly overgrow the previous as-deposited microstructure. Using molecular dynamics simulation,
the possible causes explaining this ease of recrystallization were investigated. It became apparent that the
different surface energy features and growth kinetics of {111} and {112} planes, are likely to be responsible
for a substantial difference in term of defect concentrations between the two orientations. As such, a signifi-
cant orientation-dependent driving force develops between the two fiber subsets, leading to the overgrowth of
{111}||GD crystallites by almost defect-free {112}||GD grains. Although being incomplete at the end of the thin
film deposition, recrystallization proceeds during the subsequent layer annealings. This eventually leads to a
final state, where the microstructure only consists of twin related domains extending perpendicularly to the p-n
junction. Although the orientation distribution appears random at first glimpse, it can be fully described by
twinning chains originating from the original recrystallization nuclei.
• When deposited in the superstrate configuration, the above-described recrystallization process still takes place
but at a much reduced rate. Only few recrystallized nuclei are observed at the end of the layer deposition, giving
enough time for other nuclei, developing at the other extremity of the layer, to start growing during the annealing
post-treatments. The resulting microstructure is thus less predictable than the case described for cells grown
in the converse substrate sequence. Although being hard to pinpoint, the causes for this difference are likely to
originate from the crystalline nature of the CdS layer, on which CdTe is deposited. Hetero-epitaxial deposition
of CdTe is indeed likely to significantly reduce the occurrence of suitable {112}||GD nuclei, thus reducing the
overall recrystallization kinetics.
The notable microstructural variations observed between the as-deposited and annealed layers, are also found to
be reflected in their functional properties. Cathodoluminescence spectroscopy indeed reveals that the emission spectra
of efficient CdTe layers are dominated by two main peaks, corresponding to the intrinsic excitonic emission and broad
mixed band at longer wavelength. In addition, light emission directly correlates with the layer microstructure, since
grain boundaries are found to act as strong non-radiative recombination centers. Conversely, the mixed emission band is
absent of the as-deposited layer emission spectra, while the fine-grained microstructure creates a high density of carrier
traps, leading to an overall much lower CL intensity. Examining grain boundaries only, the correlation between the
CL contrast measured at these interfaces, and their crystallography, deduced from FIB/EBSD tomography, enabled
a systematic study of the interplay between GB rotational parameters and their electronic activity. A surjective
relationship is found to exist between the interface recombination velocity and its structure, only when a full 5-
parameters crystallographic description is employed to describe the interfaces. In other words, crystallographically
identical boundaries are found to lead to a similar recombination velocity, while different grain boundaries do not
necessarily show different recombination characteristics. The actual relationship, existing between crystallography
and electronic properties, is nevertheless difficult to probe at a statistically significant scale, due to the large boundary
parameter space. More data are hence required in order to propose a definitive, conclusive model.
Taking this fact into account, the structures of CdTe grain boundaries were thus explored using molecular statics
simulation, based on state-of-the-art bond order potentials. The atomic arrangement of CSL boundaries was especially
considered, since it facilitates the computation of a wide variety of facets, while remaining relevant due to particularly
low stacking fault energy of CdTe thin films. The influence of grain boundary rotational parameters on interface energy,
stoichiometry and structure was examined, confirming the unavoidable need for a 5-parameters characterization of
boundaries when looking for any type of correlation.
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Understanding the microstructure formation and its implications on the functional properties of CdTe layers,
although being only the first step towards well-defined microstructure engineering, can serve as solid base for future
developments. Already at this stage, simple, easy-to-implement improvement paths were proposed, using the growth
particularities of both cell configurations. The present work would nevertheless profit from complementary studies,
focusing on aspects that were not presently discussed. Grain boundary segregation is, for example, as important as
it is difficult to quantify. This is mainly due to the multitude of chemicals involved, and the inherent complexity of
characterization at the relevant scale. In addition, a comparative study, using density functional theory calculations,
would greatly contribute to confirm, or infirm, the validity of the atomic structures derived from molecular statics, since
literature is lacking of similar data. Solving the band structure of these configurations would, finally, be an important
advancement to refine our understanding of the electronic data derived from cathodoluminescence spectroscopy on
well-defined grain boundaries.
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Symbols and Abbreviations
Symbols
α Absorption coefficient
~b Burgers’ vector
c Speed of light
D Diffusivity
Eg Bandgap
Eγ Beam-induced pair generation energy
EI Dopant ionization energy
~Fi,j Force applied on particle j by particle i
fi Ionicity
G Shear Modulus
Gb Beam-generated pairs per unit time
Γ Surface diffusion rate
γ Grain boundary energy
h Planck constant
~ Reduced Planck constant
kB Boltzmann constant
~k Wave vector
L Diffusion length
λ Wavelength
m∗ Effective mass
µ Carrier mobility
ν Atomic vibrational frequency
n Electron concentration
n0 Intrinsic electron concentration
∆n Excess electron concentration
ω Angular frequency
~p Momentum
PRX Driving force for primary recrystallization
PAGG Driving force for abnormal grain growth
p Hole concentration
p0 Intrinsic hole concentration
∆p Excess hole concentration
pi Site occupancy probability
q Elementary charge
R Pair recombination rate
Ry Rydberg constant
P Relative density
ρ Density
S Reduced recombination velocity
Σ Friedel index
σ Boundary stoichiometry
τ Carrier lifetime
vth Carrier thermal velocity
Φi,j Interaction potential between particles i and j
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Abbreviations
AGG Abnormal Grain Growth
BOP Bond Order Potential
CBE Conduction Band Electron
CL Cathodoluminescence
CSL Coincidence Site Lattice
CSS Close-Space Sublimation
CVD Chemical Vapor Deposition
DAP Donor-Acceptor Pair
DFT Density Functional Theory
EAM Embedded Atom Model
EBSD Electron Backscatter Diffraction
ECCI Electron Channeling Contrast Imaging
FCC Face-Centered Cubic
FIB Focused Ion Beam
GB Grain Boundary
GD Growth Direction
GND Geometrically Necessary Dislocation
HVE High Vacuum Evaporation
KAM Kernel Average Misorientation
MC Monte Carlo
MD Molecular Dynamics
MOCVD Metal Organic Chemical Vapor Deposition
MS Molecular Statics
NGG Normal Grain Growth
PVD Physical Vapor Deposition
RHAGB Random High Angle Grain Boundary
RX Recrystallization
SEM Scanning Electron Microscope
SRH Shockley-Read-Hall
STEM Scanning Transmission Electron Microscope
SW Stillinger-Weber
TCO Transparent Conductive Oxide
TEM Transmission Electron Microscope
TRD Twin Related Domain
VBH Valence Band Hole
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Abstract
The present thesis addresses several critical issues, associated with the development and design of CdTe-based solar
cells. It aims at giving more insights into the interplay existing between the microstructure of CdTe absorber lay-
ers, and their electronic properties. To this end, a correlative study of CdTe absorber layers was conducted, using
complementary electron microscopy techniques.
In order to characterize the thin film microstructure, and its formation during the cell manufacturing, electron
backscatter diffraction (EBSD) in two and three dimensions was employed, together with electron channeling contrast
imaging (ECCI). While the former enables the probing of relevant structural markers of the growth process, such as
grain orientation distribution, grain size or grain boundary character distribution, across the entire layer thickness,
the latter is used for high resolution imaging of line defects and stacking faults. Based on the analyses of different
cells obtained at different stages of their assembly, from the as-deposited layer to the final functional photovoltaic
device, a coherent growth model is developed. It emphasizes the critical steps on which it is possible to act in order
to engineer the final microstructure. In particular, the different growth features of CdTe cells deposited in substrate
configuration, where most of the key microstructural developments occur during deposition, and the superstrate case,
where the activation annealing post-treatment is the crucial step, are highlighted. In addition, molecular statics (MS)
and molecular dynamics (MD) are also efficiently used to verify empirical hypotheses regarding the early stages of
growth, that experimental tools are unable to capture at the relevant scale.
When combined with cathodoluminescence (CL) spectroscopy, the microstructural data obtained by 3D-EBSD can
be directly correlated with their impact on the functional properties of the device. In particular, for the first time,
CL data were associated with the crystallographic information on the nature of the grain boundary plane. This is
an important breakthrough, as there is no clear correlation visible between structure and properties when only grain
boundary misorientations are considered. The correlative analysis reveals that interfaces with identical rotational
parameters exhibit identical recombination behavior and that, at the exception of coherent twin boundaries, all high
angle grain boundaries behave as non-radiative recombination centers.
In order to complete these findings, the atomic structures of low-Σ grain boundaries were simulated using bond-
order potential (BOP)-based molecular statics. The dependence of the interface energy and stoichiometry on the
crystallography of the facets considered is discussed, emphasizing the propensity of tellurium-rich coincidence site
lattice (CSL) boundaries. In addition, the special character of the coherent Σ3 boundaries is not found for other
facets, adding to the need for 5-parameters based interface structure/property correlations.
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Zusammenfassung
Die vorliegende Doktorarbeit beschäftigt sich mit verschiedenen kritischen Problemen, die bei Entwicklung und Design
von CdTe-basierten Dünnschicht-Solarzellen auftreten. Ziel der Arbeit ist es, tiefere Einsichten in den Zusammenhang
zwischen Mikrostruktur und Eigenschaften dieser dünnen Filme zu gewinnen. Zu diesem Zweck wurde eine korrelative
Studie über CdTe Absorptionschichten durchgeführt, bei der einander ergänzende elektronenmikroskopische Techniken
verwendet wurden.
Um das Gefüge der dünnen Schichten und seine Entstehung zu charakterisieren wurden 2- und 3-dimensionale
Rückstreuelektronenbeugung (EBSD) sowie Elektronenchannellingkontrast-Abbildungen (ECCI) verwendet. Während
erstere Technik die Untersuchung von wichtigen Strukturmerkmalen des Wachstumsprozesses über die gesamte Schicht-
dicke ermöglicht, wie Orientierungsverteilung, Korngrößen und Korngrenzencharakter, erlaubt letztere die hochau-
flösende Abbildung von Liniendefekten und Stapelfehlern. Auf Basis der Untersuchung unterschiedlicher Zustände
während des Abscheidungsprozesses bis zur fertigen Schicht wurde ein kohärentes Wachstumsmodel entwickelt. Es be-
tont die kritischen Schritte, an denen eingegriffen werden kann, um die Mikrostrukturen zu optimieren. Insbesondere
werden die verschiedenen Wachstumsbesonderheiten beim Wachstum von CdTe-Schichten im Superstrat-Modus, bei
dem die meisten Schlüsselprozesse schon während der Abscheidung stattfinden, und im Substrat-Modus, bei dem die
wichtigen Prozesse erst in einem zweiten Glühprozess ablaufen, dargestellt. Zusätzlich werden molekularstatische (MS)
und molekulardynamische (MD) Simulationen effektiv verwendet, um empirische Hypothesen zum frühen Wachstum
der Schichten zu überprüfen, die experimentellen Untersuchungen aufgrund mangelnder räumlicher Auflösung nicht
zugänglich sind.
Durch Kombination mit Kathodolumineszenz (CL)-Spektroskopie können die mikrostrukturellen Daten direkt mit
ihrem Einfluss auf die funktionalen Eigenschaften der Solarzelle korreliert werden. Insbesondere werden die CL Daten
erstmalig mit Informationen über die Korngrenzenebenen verbunden. Dies bedeutet einen wichtigen Durchbruch, da
keine deutliche Korrelation zwischen Struktur und Eigenschaften festgestellt werden kann, wenn nur die Misorientierung
einer Korngrenzen in Betracht gezogen wird. Die korrelative Analyse zeigt, dass Korngrenzen mit identischen Rota-
tionsparametern auch identisches Ladungsträger-Rekombinationsverhalten aufweisen und dass, mit Ausnahme von
kohärenten Zwillingskorngrenzen, alle Großwinkelkorngrenzen als nichtstrahlende Rekombinationszentren fungieren.
Um diese Ergebnisse zu vervollständigen wurden die atomaren Strukturen von CSL Korngrenzen mit kleinen Σ-
Werten mittels bond-order-potential (BOP) MS-Simulationen berechnet. Die Abhängigkeit von Korngrenzenenergie
und -stöchiometrie von der Kristallographie der untersuchten Facetten werden diskutiert, wobei die Neigung dieser
Korngrenzen zur Bildung von Te-reichen Korngrenzen herausgestellt wird. Zusätzlich wird der spezielle Charakter
von kohärenten Σ3 Korngrenzen für keine andere Facette gefunden, was darauf hinweist, wie wichtig eine vollständige
5-parametrige Charakterisierung von Korngrenzen für das Verständnis von Struktur-Eigenschaftszusammenhängen
ist.
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