Abstract
Introduction
Peer-to-peer (P2P) systems such as Gnutella, Napster, Kazaa are increasingly becoming popular for many applications that go beyond sharing media files. Most of the offthe-shelf data analysis/mining techniques do not work well in such highly decentralized, distributed environment. They are mostly designed for centralized applications where all the data are stored in a single central place. That motivated researchers to explore the possibilities of in-network analysis of data [8] without moving any data from their sources. However, complex data analysis procedures are hard to solve in an exact manner in unstructured P2P network without communication of the order of network size. Approximate techniques [5] can solve the problem with results reasonably close to centralized approach with much less communication though. Sampling is one of the basic statistical tools frequently used in approximation, and it is a proven * Also affiliated with AGNIK LLC, Columbia, MD USA.
technique for effective estimation with probabilistic guarantee. Sampling can be very effectively used to derive important information regarding data distributed in a P2P network. For example, average size or playing time of the music files shared or requested can be estimated closely from a uniform sample of shared music files in a P2P filesharing network, while actually computing it requires the near-impossible task of accessing all the files in the entire network. A uniform sample can be used for more complicated data mining tasks in P2P network like association rule mining and recommendation based on the that. It can also be applied to sensor networks, where multiple sensors observe an attribute from different locations and an average value of the attribute or its distribution over a time-period is of interest. However, collecting a uniform random data sample from a unstructured P2P network is challenging due to irregular nature of the network (varying degrees of connectivity between peers, widely varying amounts of shared data). That motivates us to design an effective uniform random sampling technique suitable for P2P network.
There exists a body of works on uniform sampling of nodes from a graph-like structure using random walk. The main technique used for this is random walk. A detailed survey of random walk on graphs is provided in [9] . Gkantsidis et al. [6] provide an in-depth analysis of effectiveness of random walk in P2P network in searching and network discovery. Their work shows dependence of random walk's performance on the underlying topology of the network. Cooper et al. [4] use random sampling from a class of graph sharing some property (e.g. degree distribution) to model a P2P network. Note that there is a clear difference between the problem they address and the problem we are trying to address, as we are interested in taking a uniform sample of data from a P2P network instead of sample of nodes. Another closely related field of study is sampling web-pages uniformly in World-Wide-Web (WWW). Henzinger et al. [7] considered use of random walk on webgraph to approximate uniform sampling the URL-s. Bar et al. [15] uses random walk to answer aggregate queries about webpages. Finally, Bash et. al [2] propose algorithm to sample uniformly in a distributed sensor network based on the geo-spatial information or location of each sensor.
In this paper, we propose an efficient sampling technique that can collect uniform random sample of data distributed in a P2P network taking care of irregular degrees of connectivity and sizes of data shared by different peers within a bounded communication cost. We believe that this is the first attempt for collecting uniform sample of data from a P2P network, and it makes a significant contribution by providing a tool that did not exist so far. It opens up lots of possibilities for analyzing data in a P2P network and enhancing P2P-users' experience.
The paper is organized as follows: the next section defines the problem formally and discusses the background knowledge necessary to understand our proposed sampling approach. In section 3, we propose our main approach of data sampling and show conditions necessary for uniformity of data sample. We also discuss how to bound the length of the random walk. Section 4 shows experimentally that our proposed technique indeed achieve uniformity within reasonable bound. Finally, section 5 concludes the paper.
Problem Definition and Background
In this section, we first formally define the specific problem we are interested in. Let there be n nodes in a peer-topeer system, N 1 , N 2 , . . . , N n . Node N i , i = 1, 2, . . . , n, has a set of neighbors to which it is directly connected. This set is denoted by
. . . X (n) be the full dataset where
. . , n, denotes the subset of the data at node N i . Let
ni } be the set of n i points in node i, and its size is given by n i = |X (i) |. Note that dataset is homogeneously distributed, where each node has common set of attributes. Let n i = n j ∀j = i, or in other words, data-size at individual peers are different from each other. The problem is how to take a sample s = {x 1 , x 2 , . . . , x |s| } of size |s| from the network so that s represents a uniform, random sample of data tuples taken from the whole data X.
We will be taking random walk-based approach to solve the problem of data sampling in P2P network. Note that this discussion is applicable to not only P2P network topology, but to any general, finite, undirected graph. We first introduce the concept of random walk as Markov chain. Let us define some basic notations before the discussion. Let G = (V, E) is a simple, connected, undirected graph with number of nodes, |V | = n and number of edges, |E| = m. Let, d i denotes degree of node i, 1 ≤ i ≤ n, which is the number of edges with one end as node i, and d max denotes maximum degree of all the nodes, i.e.
denotes the transition probability matrix for G , where 0 ≤ p ij ≤ 1 is the probability of moving from node i to node j. Since, there is no way to move from node i to a node j in one hop without a direct link in between, p ij = 0 for all node j that are not neighbor of node i, and sum of the probabilities for a node, including the probability of moving to itself (self-transition probability) should be one, i.e. for any i, n j=1 p ij = 1. In other words, P is a row-stochastic matrix.
Random Walk and Markov Chain
A random walk is a random process consisting of a sequence of discrete steps of fixed length, each in a random direction. In a graph G, a simple random walk is a sequence of nodes visited, where at each step, the next destination node is selected with a fixed probability. The probability of moving from a node i to node j in a simple random walk is given by the transition probability p ij = 1/d i for all j ∈ Γ (i) . A Markov chain, on the other hand, is a discrete-time stochastic process for which the previous states are irrelevant for predicting the subsequent states, given knowledge of the current state. A Markov chain describes at successive times the states of a system, and it is a memoryless system, i.e. it does not 'remember' the states it was in before and decides which future state it will transit purely based on the present state.
If the vertices of a graph can be thought of representing the state at time t, Y t , in a finite state space, then a random walk on the graph represents a finite stochastic process, and can be modeled by a Markov chain. We can describe this Markov chain by the transition probability matrix of the graph, P = [p ij ], as follows:
The right hand side of the above equation is independent of t, and it shows that probability of moving to node j only depends upon node i (memoryless Markov property). This Markov chain is irreducible and aperiodic if the graph G is connected (any node can be reached from any other node in the graph) and aperiodic (greatest common divisor of all the cycle lengths in G is 1). Let π(t) ∈ R n be the probability distribution of the state at time t. It represents probability of being at node N i at time t. The state distribution satisfies the recursion that transpose of the distribution, π(t + 1)
For an aperiodic and irreducible Markov chain, the stationary distribution follows π T = π T P , and Motwani et. al. [10] shows that i-th element of this distribution, corresponding to node N i , is given by π i = d i /2m for all 1 ≤ i ≤ n. This implies that for a long enough random walk , the resulting sampling distribution is dependent on the degree of the node d i irrespective of its point of origin. Since degrees of nodes vary widely in a P2P network ( in other words, the network topology is an irregular graph), the sampling distribution is definitely non-uniform.
Uniform Sampling of Nodes from Graph Using Random Walk
It is clear from the discussion so far that a random walk on an irregular graph results in a non-uniform random sample of nodes depending upon the degrees of the nodes. To make the resulting distribution uniform, the probability transition matrix P needs to be modified to remove the bias due to irregular degrees of nodes. If π U denotes the stationary uniform distribution, then for a graph G with |V | = n, π U = (1/n)1, where 1 represents a vector with all elements equals to 1. The random walk can be represented with the equation corresponding to Markov chain by π T U = π T U P , and plugging in the desired value of π U , we get 1 T = 1 T P , which means sum of the column vectors of P is 1. Since, P is the transition probability matrix, it has to be a rowstochastic matrix as described earlier. The new condition implies that P is a doubly stochastic (row sum and column sum are 1). P is also a symmetric (P = P T ) and nonnegative (p ij ≥ 0 for all elements of P ) matrix. We summarize all the conditions need to be satisfied by the transition probability matrix P for a random walk of sufficient length to pick up a node uniformly in the following equation:
Mixing-Time of Markov Chain:
The length of random walk necessary to converge to a stationary distribution is known as the mixing time of Markov chain. Mixing time of Markov chain depends upon the spectral properties of the transition probability matrix [3] . Let, τ denotes the mixing time of Markov chain and λ 1 , . . . , λ n denote n distinct eigenvalues of P. Using condition given in 2 (the relation π T = π T P ), π is the left eigenvector of P with eigenvalue 1 and the most dominant eigenvalue is given by 1. So, the eigenvalues of P can be represented by a non-increasing se-
The quantity |λ 2 | or 'Second Largest Eigenvalue Modulus' (SLEM) governs the rate of convergence of a Markov chain. For a non-negative matrix like P, |λ 2 | = λ 2 . Sinclair [14] showed that the mixing time shares the following relation with eigenvalues and number of states n of the Markov chain
Note that for a random walk on a graph G(V, E), number of states n is nothing but number of vertices of G (|V | = n) and mixing time is the length of the random walk. From the above equation, it is evident that smaller the value of |λ 2 | (SLEM), smaller is the length of random walk necessary to converge to a stationary distribution.
The Metropolis-Hasting Algorithm: One of the algorithms that first tried to achieve uniform sampling using principle of random-walk is a simple adaptation of Metropolis-Hasting [11] algorithm. In this algorithm, node i collects the degree information from all of its immediate neighbors (node j where j ∈ Γ (i) ) before assigning transition probability, and computes transition probability for each edge based on the node with higher degree that is connected by that edge. For details of the algorithm , refer to [11] , [1] . Experimental results shows that MetropolisHasting algorithm achieves uniformity [1] with an average length of random walk equals to 10.log(n) where n = |V | is the network size.
Uniform Random Sampling of Data Distributed in a Peer-to-peer Network
We now propose our algorithm for uniform sampling of data distributed homogeneously, but non-uniformly in a P2P network. By 'homogeneous', we mean that the data is horizontally partitioned and distributed (each peer has same set of attributes for their data tuple), and by 'non-uniform', we mean that each peer has different number of tuples. Note that we are interested in a uniform sample of data from a P2P network, which is different than the problem of uniform sampling of peers (nodes in a graph) described in the previous section.
Concept: Virtual Data Network
In this section, we first introduce the basic concept we use to take a uniform sample of data from P2P network. Our algorithm is inspired by Metropolis-Hasting algorithm [11] . Uniform sampling of data distributed in a network can be thought as a special case of uniform sampling of nodes in a network where every node has only one data tuple. The main idea is to create a virtual network with each node holding only one data tuple and then apply one of the available techniques of uniform node sampling on the virtual graph. The virtual graph can be created by replacing i-th node with n i data tuples, with n i virtual nodes, fully connected with each other and each connected with all the data tuples of neighbors of N i (N j -s where j ∈ Γ (i) ). The links connecting two data tuples belonging to same real node is called internal links. A random walk on such links does not involve any real communication. There are n i × (n i − 1)/2 internal links along with n i virtual nodes per peer N i . Each actual link E ij connecting nodes N i and N j in the real network, on the other hand, is replaced by (n i × n j ) external links. Note that walking along these links involves actually moving from one node to other node in the original graph. Degree of connectivity of each virtual node (data tuple) belonging to peer N i is given by j∈Γ (i) n j + (n i − 1). To-tal number of virtual nodes in the network becomes equal to total number of data tuples, or size of the total dataset |X| = n i=1 n i . Let us denote this virtual network graph by G(V , E), where V represents set of all virtual nodes and E represents set of al edges connecting these virtual nodes.
To sample any of the virtual nodes uniformly using random-walk on this virtual graph, the transition probability should satisfy the conditions given by Equation 2. To achieve these conditions, we introduce a transition probability matrix similar to the one proposed by MetropolisHasting algorithm [11] . Let us denote the set of virtual nodes belonging to real node N i as V Ni and neighbors of a virtual node N K byΓ (K) . A virtual random walk on the virtual graph G(V , E) along the virtual edge E KL , where virtual node K ∈ V Ni and virtual node L ∈ V Nj , uses the following transition probability to decide the next stop :
n g represents total amount of data contained by all the neighbors of real node N i .
Clearly, the transition probability matrix given by the above equation, which is a |X| × |X| matrix, satisfies the conditions given by above equation, and a virtual random walk on G of length O(log(|X|)/(1 − |λ 2 |)) will land on a virtual node with probability approaching 1/|X| where |λ 2 | is SLEM of the transition probability matrix P.
Sampling Algorithm: P2P-Sampling
Given the basic concept behind the uniform sampling technique, we now present our sampling algorithm for uniform random sampling from P2P network. We call this technique as 'P2P-Sampling'.
Initialization: We assume that before the algorithm begins, each node N i in the network discovers its immediate neighbor nodes Γ (i) (nodes with which it is directly connected), local data sizes of neighbors, N j -s where j ∈ Γ (i) , and total neighborhood data size of each of the neighbors,
. Considering a stationary data distribution (where amount of data per node does not change over time in a P2P network), this information can be precomputed and shared with immediate neighbors before the sampling procedure begins. Each node in its first round of communication discovers its immediate neighbor and its neighborhood data size by a point-to-point handshake message similar to 'ping'. Every 'send' message contains node id of the sender node, and is acknowledged by the im- Algorithm: Note that, the concept of virtual network was introduced in previous section to convey the idea of selecting data tuple uniformly from the P2P network. To actually sample data tuples form real P2P network, we are interested in generating transition probability matrix for the real P2P networks which is equivalent to virtual transition probability matrix given by p V . The important point to note for that is that a transition through any internal link (over an edge E KL , where both K, L ∈ N i for any real node N i ) is equivalent to going to another data tuple in the same node. Keeping that in mind, we transform the transition probability matrix for virtual network to the probability of transition to be used for random walk in a real P2P network. The probability of transition at any real peer N i is given by :
probability of going to another data tuple randomly in current node
probability of going to a data tuple in node N j 1 − j∈Γ (i)pij probability of doing nothing 0 for N j -s not in Γ The transition matrix given by the above equation is used by the random walk at its current position, node N i , to decide about its next destination/step. Let us call this 'P2P-probability'. A random walk following this transition probability picks up a data tuple after executing O(log(|X|)/(1 − |λ 2 |)) steps, and by virtue of the Markovian property, it is a uniformly sampled data tuple.
The pseudocode for P2P-Sampling is given in 3.2.1. Computation of transition probability by any node N i requires the knowledge of local data sizes of neighbors, n j -s for all node N j ∈ Γ (i) , and total neighborhood data size, ℵ i , which is pre-computed during initialization. The total datasize of neighbors of immediate neighbors (second immediate neighborhood datasize over a particular edge E ij , ℵ j = h∈Γ (j) n h ) can be shared during the actual sampling procedure. While the random walk is at any node N k on its -th state and N k wants to decide what should be the next step according to probabilities given by P2P-probability, it asks from all its immediate neighbors their neighbor datasize h∈Γ (j) n h , ∀j ∈ Γ k . After receiving the information from all it neighbors, N k computes the probabilities of picking up another data tuple from itself or moving to any of it neighbors, or doing nothing other than increasing random walk-length counter to ( + 1). 
P2P-Sampling:
Current node Ni = Source Node NS Walk length = Walk limit L walk = O(log(Estimated Total Datasize)). while > 0 do for all j ∈ Γi do Get neighborhood datasize ℵj. Calculate transition probability to node 
pij.
Decides the next state based on transition probability pix. if Next state is Nj then Set current node Ni = Nj. end if Reduce walklength = − 1. end while Mark one data tuple xi ∈ X (i) uniformly randomly in current node Ni as a sample. xi is sent to source node NS by direct P2P connection.
Data Sampling: P2P Sampling is repeated |s| times by source node N S to collect a uniform sample of size |s|.
To collect a data sample of size |s|, N S launches |s| such random walks, each of length L walk and collects one data tuple per random walk. Each random walk marks the data tuple at which it terminates as a sample, and then they are transmitted to the source node N S via direct point-to-point communication between the owner node of that data tuple and N S .
Communication Topology for Efficient Sampling
Our proposed P2P sampling procedure is conceptually equivalent to a Markov-chain on a virtual graph with number of nodes equals to total data size in the network, |X|. It is already known that the length of the random walk necessary for uniform sampling is O(log(|X|)/(1 −|λ 2 |)). Now we derive a bound for the 'spectral gap' of the transition probability matrix P to limit the desired length of the random walk. Estimating the second largest eigenvalue of the entire transition probability matrix (λ 2 ) to evaluate the spectral gap is a hard problem. We will not delve into how to estimate λ 2 exactly here. Instead, we will show how to bound the inverse of the spectral gap of P .
Bounding the Spectral Gap: The transition probability matrix P is a double stochastic matrix, and hence, the dominant most eigenvalue is 1, with 1 T , the row of ones, as its eigenvector. We are looking for an upper bound for second largest eigenvalue λ 2 with column eigenvector X. Let us form the column vector C by taking the largest element from each row of P. Each element of C, the maximum row-element of P , is nothing but the probability of going to another virtual node (data tuple) belonging to same peer, i.e. 1/(n i − 1 + g∈Γ (i) n g ) for a virtual node belonging to peer N i with n i data tuples.
Given, 1 T X = 0 and P X = λ 2 X, we can write (P − C1 T )X = λ 2 X. Taking Gerschgorin disks from the column sums, we see that the column sums of P are unity and those of C are all equal and equal to the sum of the maximum elements of each row. Thus
Note that the sum is transformed to sum over the number of peers (n) in P2P network as there are n i identical virtual nodes per peer N i , each having same maximal transition probability. Let us denote the ratio g∈Γ (i) n g /n i for node N i as ρ i , the ratio of total neighborhood data and local data. This is an important factor in deciding about the walk length necessary to achieve uniformity using P2P-Sampling. From  Equation 4 , a lower bound of spectral gap can be derived
). Now, if ρ i is above a specified threshold value,ρ, for all the peers in the network (1 ≤ i ≤ n), then the entire sum, n i=1 1/(1 + ρ i ) is upper bounded by the term n/(1 +ρ). That gives the following bound:
Equation 5 can be used to decide about the length of the random walk in P2P Sampling. Since it is known that the length of the walk is O(log(|X|)/(1 − |λ 2 |)), the random walk with length L walk = O(log(|X|)) will select a data tuple uniformly randomly upon termination provided for all peersρ = O(n).
Effect on Communication Topology:
This above condition implies that the neighborhood datasize for each peer has to be at least O(n) times the local datasize. Thus, to achieve uniformity by a random walk of length c.log(|X|) (c is a small integer constant), each peer N i where the random walk lands, needs to discover neighbors until ρ i = O(n). This is how the 'communication topology' of each peer is formed. Then the peer decides about the the next step of the random walk based on our proposed algorithm.
In a real world P2P network, the data distribution often follows power law distribution [13] , with very few peers sharing most of the data, and most of the peers sharing very little data. In such a network, peers sharing very few data can achieve the O(n) ratio easily by forming communication link with few of the peers sharing most of the data. In that case, the communication topology of the P2P network takes the form of a central hub consisting of few peers sharing most of the data, and rest of the peers sharing few data are directly connected to this hub. A random walk in such network is likely to enter the 'data hub' quickly as most of the virtual nodes are either directly connected to the hub, or belong to the hub. Once in, the walk also stays inside the hub longer as larger the local datasize, more the probability of picking up another data tuple from the same peer.
For a power law data distribution, the peers forming the 'hub' will have difficulty achieving the O(n) bound for data ratio threshold though, since their own datasize (the denominator of the ratio ρ i ) is large. As a solution to this problem, we suggest to divide each peer holding large amount of data into a number of virtual peers fully connected with each other, each holding smaller amount of data, so that the O(n) ratio threshold can be achieved by each virtual peer. Note that this just creates some extra virtual links and a walk through these links does not incur any real communication.
Although total datasize (|X|) may not be known to the node running the sampling a priori, it does not pose a big challenge in estimating L walk . An overestimate of total datasize works just fine as the effect of it is logarithmic on the entire walklength. For example, an overestimate of 1G data for a network holding 1M data just affects the walklength by 3.c extra steps for a random walklength of L walk = c.log(|X|) where |X| is an estimated upper bound of total datasize. An underestimate is not a big problem either, as long as it is not too small (< 0.1% of the actual datasize).
Analysis of Communication Cost
The communication complexity of the sampling procedure has two components (1) communication cost to discover the data tuple by random walk and (2) communication cost to transport the data tuple sampled to the node operating the sampling procedure. We assume that the second part happens by direct point-to-point connection when source node id and destination node id are known and is taken care of by network protocol. Here we just analyze the communication cost for discovering the sample data tuples.
In our formal analysis of communication, we do not take in to account communication due to sender and receiver id contained in every message as that is assumed to be taken care of at the network protocol adapted for communication. We assume during sample discovery, the random walk just contains source node id (integer, 4 bytes) and current walklength counter (again integer, 4 bytes).
During the initialization phase of P2P Sampling, each node exchanges its local datasize with all its immediate neighbors, which accounts for 2 integers exchanged per edge (for datasizes of two nodes at two ends of the edge). Total communication is thus (2 × |E| × 4) bytes, where |E| denotes total number of edges in the entire network.
After the source node launches the random walk with length L walk , and the walk lands on a new node N k on its -th step, it needs to receive the datasizes of d k immediate neighbor nodes to decide about the transition probability of the next step (d k is the degree of connectivity of node N k ), which involves (d k ×4) bytes communication. Based on the transition probabilities, if the random walk lands in a new node in the next step, it carries 8 bytes (2 integers) with it to a new node. The random walk actually takes α × L walk real steps (0 ≤ α ≤ 1), where α represents average probability of taking an actual (external) link in one step of the random walk. So, total communication necessary to discover a uniformly sampled data tuple from the P2P network is (α × c.log(|X|) × (d + 2) × 4) bytes, where d is average degree of the nodes in the network. Average degree of even a power law graph is usually constant [12] , which lets us assume d is a constant. Thus, P2P sampling discovery of one data tuple from the P2P network requires O(log(|X|) bytes of communication over the entire network.
Experimental Results
We experimented P2P-Sampling in a simulated P2P environment using P2P network topology created by network simulator BRITE. As pointed out by [13] , most of the real world P2P systems follow a power-law topology where degrees of connectivity of the peers follow a power-law distribution. That is why we used Router-Barabasi-Albert model in BRITE to generate the network topology. Default set- ting (Refer to BRITE documentation for details available at www.cs.bu.edu/brite) is used with BA model in BRITE to generate a P2P network topology with 1, 000 (= n) peers altogether. One node is selected arbitrarily as source node that launches the random walks to collect uniform sample of data.
To evaluate uniformity of P2P-Sampling algorithm, we measure the KL-distance between theoretical uniform distribution (theoretical probability of selection of each data tuple is q i = 1/40, 000 ∀i) and actual distribution observed by our sampling experiments 1 . We run our algorithm on the 1, 000-node network topology described earlier with 40, 000 data distributed over all the nodes following power law distribution with a power law coefficient value of 0.9. Random walk length is set at L walk = 25, with an estimated datasize of 100K (|X| = 100, 000, c = 5 and L walk = c.log(|X|)). To get the experimental distribution , we count frequency of selection of each data tuple for multiple sampling run over the entire data and convert that to average probability of selection of each data tuple. Figure 1 shows the experimental selection probability of each data tuple with these conditions. The KL-distance between this distribution and theoretical distribution comes out to be 0.0071 bits, which shows that experimental distribution is very close to theoretical uniform distribution.
To verify experimentally whether uniformity is guaranteed irrespective of nature of the underlying distributions of data in the network, we run P2P-Sampling with different types of underlying data distribution in a 1, 000-node P2P network with total 40, 000 data. For each type of distribution, we distribute data once with correlation to the degree 1 If p i denotes the experimental probability of selection of i-th data tuple and q i denotes the theoretical probability for a distribution with n points, then
of the nodes (node with highest degree gets maximum data and so on), and once without any correlation (data gets distributed randomly irrespective of the degree of the nodes). We experimented with power law distribution with coefficients 0.9 (heavy-skew) and 0.5 (lighter skew), exponential distribution with parameter 0.008 (so that each of the 1000 nodes gets some data), normal distribution with mean 500 and standard deviation 166 and random distribution (total data is randomly distributed amongst 1000 nodes). KLdistance is shown for different distributions in Figure 2 as a measure of uniformity as before. It is clear that irrespective of distribution of data, P2P-Sampling achieves very good uniformity, and it is not affected by any correlation between degree of nodes and its amount of data shared. Finally, we report the average number of real communication steps taken by random walk in our experiments to discover a random sample with different types of data distribution. The data distributions used are the same as described in last paragraph. Random walk length is set at L walk = 25 as before, and the actual number of communication steps (when the walk goes from one real node to another real node, that is considered as one real communication step) taken by the walk on an average is measured and expressed as a percentage of the specified walk-length in Figure3. It is observed that the random walk takes less than (0.5 × L walk ) real communication steps on an average to discover a random sample, irrespective of the data distribution. For highly skewed distribution like power law and exponential, if the nodes having higher degree gets more data (data distributed with degree correlation), the average number of steps required is more in comparison to random data distribution. We believe that this is due to the fact that if the random walk lands up in a node with small amount of data and small degree of connectivity, it is almost certainly going to a different node in its next step, causing more real communication. 
Conclusion
In this paper, we have addressed the problem of uniform data sampling in a P2P network where data is distributed homogeneously and non-uniformly amongst different peers. Our sampling-technique is a random-walk based approach where a random walk is launched by a node to collect a data tuple uniformly randomly from the entire network. The non-uniform datasizes and varying degrees of connectivity for different peers in a P2P network causes a biased sample if standard random walk is used for sampling. That is why we propose our sampling algorithm 'P2P-Sampling', which can take care of the bias due to varying datasizes and degrees of different peers at each transition step of random walk and pick up a data tuple uniformly within a finite length of walk. We also provide a bound on the spectral gap of the transition probability matrix and use that to provide necessary connectivity condition for each peer in a P2P network. Experimental results show that our proposed sampling method achieves uniformity within acceptable tolerance. Given the sample data discovery process takes communication of the order of logarithm of total data contained in the entire network, we believe P2P-Sampling provides a very handy tool for analyzing data distributed in a P2P network.
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