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1 Introduction
Existing semiparametric duration models can be broadly classified into two groups: those
based on the conditional hazard (CH) and those based on the quantile regression (QR). Models
based on the CH include the proportional hazard model (Cox, 1972, 1975), the proportional
odds model (Clayton, 1976; Bennett, 1983; Murphy et al., 1997), and the accelerated failure
time model (Kalbfleisch and Prentice, 1980); see Guo and Zeng (2014) for an overview. In
these models, the CH identifies the conditional cumulative distribution (CCD) expressed in
terms of the error’s marginal distribution of a transformed failure time regression model (see,
e.g., Hothorn et al., 2014). Censored QR proposals are much more recent, see, e.g., Ying et al.
(1995), Honore et al. (2002), Portnoy (2003), Peng and Huang (2008), and Wang and Wang
(2009).
CH and QR models are alternative modeling strategies with advantages and drawbacks.
Classical CH specifications impose identification conditions that are difficult to assume in some
circumstances. For instance, the proportional hazard specification rules out important forms
of heterogeneity in the shape of marginal effects, see, e.g., Portnoy (2003) and the discussion
in Section 2. On the other hand, models based on QR specifications avoid this problem but
impose that the underlying CCD of duration time is absolutely continuous, which rules out
working with discrete (and mixed) duration outcomes.
This article considers an alternative, practical procedure to model duration data based
on the distribution regression (DR) approach proposed by Foresi and Peracchi (1995) and
extended by Chernozhukov et al. (2013); see also Rothe and Wied (2013, 2018), Chernozhukov
et al. (2018), and Chernozhukov et al. (2019) for other recent contributions using the DR
approach in different contexts. On one hand, marginal effects associated with DR models are
more flexible than those associated with classical CH specifications as they can accommodate
richer forms of heterogeneity. In contrast to QR, the DR modeling strategy can accommodate
discrete, continuous and mixed duration data in a unified manner, under minimal regularity
conditions.
The DR modeling strategy applied to duration data consists of specifying a model for
the CCD depending on coefficients varying with elapsed duration in a nonparametric form.
Because duration outcomes are subjected to random right-censoring, existing DR methods are
not directly applicable. In order to overcome the random right-censoring problem, we suggest
using weighted binary regression based on a multivariate extension of the Kaplan and Meier
(1958) product-limit estimator suggested by Stute (1993, 1996a, 1999). Although the resulting
DR estimator is based on U-statistic of order three, we show that inference procedures on the
censored distribution regression coefficients (and functions thereof) are easy to implement, do
not rely on tuning parameters such as bandwidths, stringent smoothness conditions on the
censoring random variable, or on delicate truncation arguments. These attractive features are
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not enjoyed if one were to adopt the inverse probability weighting (IPW) approach as in Koul
et al. (1981), Gonza´lez-Manteiga and Cadarso-Sua´rez (1994), Wooldridge (2007), Scheike et al.
(2008) and Lopez (2011); see Remark 2 for additional details.
We establish consistency and asymptotic normality of the DR coefficients. However, we note
that, in contrast to linear models where the underlying slope coefficients have clear economic
interpretation as average marginal effects, DR coefficients do not carry much information on
this respect, other than their signs; see, e.g., Section 2.2.5 of Wooldridge (2002). To circum-
vent such limitations, we build on the derived asymptotic results for the DR coefficients and
propose consistent and asymptotically normal estimators for the average distribution marginal
effect (ADME), i.e., the average partial effect of a marginal change in a covariate on the CCD.
Given the nonlinear nature of DR models, the corresponding ADMEs are more sensible param-
eters for the magnitude of the effects than the slope coefficients, as they have clear economic
interpretation. Importantly, the AMDEs associated with DR models are allowed to vary in a
flexible, non-monotone manner with respect to the elapsed duration; AMDEs associated with
other popular semiparametric duration models do not enjoy such flexibility.
Inferences can be carried out with the assistance of a bootstrap technique, which can be
readily used to construct simultaneous confidence intervals for the ADMEs and/or other func-
tionals of interest. Here, we emphasize that, given that researchers are usually interested in
making inference about the effects of different covariates in different points of the distribution,
controlling the family-wise error rate is crucial to avoid multiple testing problems. If one ignores
the multiple-testing problem, significant marginal effects may emerge simply by chance, even
when all marginal effects are equal to zero, see, e.g., section 8 of Romano et al. (2010) and the
references therein.
We illustrate the relevance of our proposal by examining how changes in unemployment
insurance benefits affect, on average, the distribution of unemployment duration, using data
from the Survey of Income and Program Participation for the period 1985-2000. We find that
by allowing the distribution marginal effects to vary over the unemployment spell, our proposed
method can, indeed, reveal interesting insights when compared to traditional hazard models as
those used by Chetty (2008). For instance, in contrast to Chetty (2008), our results suggest
that an increase in unemployment insurance have a non-monotone effect on the unemployment
duration distribution. On the other hand, our results agree with Chetty (2008) in that increases
in unemployment insurance have larger effects on liquidity-constrained workers, suggesting
that unemployment insurance affects unemployment duration not only through a moral hazard
channel but also through a liquidity effect channel; see Chetty (2008) for further discussion on
these channels.
The rest of the article is organized as follows. Section 2 introduces the basic notation and
motivates DR models from the CH approach. Indeed, we show that the DR modeling strategy
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can be seen as a generalization of popular hazard models, where all coefficients of the CH
are allowed to depend on the elapsed duration. Section 3 describes our estimation procedure,
whereas Section 4 discusses sufficient conditions for justifying asymptotically valid inferences.
Section 5 reports the results of a small Monte Carlo experiment, where we compare the relative
performance of DR. Finally, we apply the proposed techniques to investigate the effect of
unemployment benefits on unemployment duration in Section 6. All proofs are gathered in the
Appendix.
2 Distribution Regression with Duration Outcomes
Consider the R2+k − valued random vector (T,C,X) defined on (Ω,F ,P) , where T is the
duration outcome of interest, C is censoring time, and X is a vector of time-invariant covariates.
Data is available on (Y,X, δ) , where Y = min (T,C) and δ = 1{T≤C}, with 1{.} the indicator
function. The corresponding CCD of T given X is FT |X , i.e., the joint cumulative distribution
of (T,X) is
F (t, x) = P (T ≤ t,X ≤ x) =
∫
{X≤x}
FT |X(t|X)dP,
where “≤” is coordinate-wise.
Traditionally, duration analysis methods have focused in modeling CH, which completely
characterizes the CCD. A crucial function for this characterization is the cumulative CH, which
is given by
ΛT |X (t|X) ≡
∫ t
0
FT |X (dt¯|X)
1− FT |X (t¯− |X) ,
where, for any generic function J, J(t−) = lims↑t J(t). Hence, we can write the CCD as
FT |X (·|X) = 1− exp
(−ΛcT |X (·|X))∏
z≤·
[
1− ΛT |X ({z} |X)
]
,
where ΛT |X ({z} |X) ≡ ΛT |X (z|X) − ΛT |X (z − |X), and ΛcT |X (t|X) ≡ ΛT |X (t|X) −∑
z≤t ΛT |X ({z} |X), see, e.g., Proposition 1 in page 301 of Shorack and Wellner (1986).
Thus, one can see that hazard models can be directly connect to CCD models. Henceforth, let
λT |X (t|X) = dΛT |X (t0|X)
/
dt0
∣∣
t0=t
.
The CCD can be modeled by means of transformation models (see Hothorn et al., 2014 for
discussion). Consider the linear transformation model
ϕ (T ) = −X ′β0 + Ψ−1(U) a.s., (2.1)
where “ ′ ” means transpose, β0 ∈ Rk is a vector of unknown parameters, ϕ is a (potentially un-
known) monotonically increasing transformation function, Ψ is a distribution function, and for
any generic monotonic function J, J−1(u) = inf {u : J(u) ≥ u} , i.e., Ψ−1 is the quantile func-
tion of Ψ, and U is a uniformly distributed random variable in the interval (0, 1) independent
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of X. The CCD associated with the regression model (2.1) is
FT |X (t|X) = Ψ (ϕ (t) +X ′β0) . (2.2)
Many well-known models in duration analysis can be characterized by linear transformation
models like equation (2.1) with CCD as (2.2); see, e.g., Doksum and Gasko (1990), Cheng et al.
(1995), and Hothorn et al. (2014). For instance, the Cox (1972) proportional hazard (PH)
model, which specifies
λT |X (t|X) = λ0(t) exp (X ′β0)
with λ0 a nonparametric baseline hazard function, corresponds to model (2.1) with ϕ (t) =
ln Λ0(t), Λ0(t) =
∫ t
0
λ0(v)dv, and Ψ the complementary log-log (cloglog) link function, Ψ (u) =
1− exp (− exp (u)). In turn, the accelerated failure time (AFT) model proposed by Kalbfleisch
and Prentice (1980) specifies
λT |X (t|X) = λ0 (t exp (X ′β0)) exp (X ′β0)
with λ0 (·) the hazard rate function of exp (Ψ−1(U)) , corresponds to model (2.1) with ϕ (t) =
log t and Ψ is usually assumed to be either the link function of a log-logistic distribution,
which produces a non-monotone CH, or the link function of a Weibull distribution, leading to
a monotone CH. The proportional odds (PO) model (Clayton, 1976; Bennett, 1983; Murphy
et al., 1997) specifies the conditional odds function ΓT |X (t|X) = FT |X (t|X) /
[
1− FT |X (t|X)
]
as
ΓT |X (t|X) =
FT |X (t|X)
1− FT |X (t|X) = Γ0(t) exp (X
′β0) ,
where Γ0(u) = Ψ(u)/ [1−Ψ(u)] is the baseline odds function. Such a model corresponds to
(2.1) with ϕ (t) = log Γ0(t), and Ψ the logistic link function, Ψ (u) = exp (u) /(1 + exp (u)) .
Note that in model (2.2), covariates affect the CCD of T in a proportional, monotonic form,
i.e.,
∂FT |X (t|x)
∂x
= β0 · ψ (ϕ (t) + x′β0) ,
where ψ(u) = dΨ(u)/ du is always positive. Thus, the marginal effect associated with model
(2.2) may be too rigid in several applications. For instance, in the context of Section 6, in
which one is interested in studying the effects of unemployment insurance (UI) benefits on the
unemployment duration (UD) distribution, model (2.2) does not allow the effect of UI on UD
distribution to be non-monotonic, e.g. U-shaped, potentially ruling out non-stationary search
models in the spirit of van den Berg (1990).
In this article, we follow the distribution regression (DR) approach proposed by Foresi and
Peracchi (1995) by directly modeling the CCD as
FT |X (t|X) = Ψ (X′θ0(t)) a.s., (2.3)
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with X = (1, X ′)′ and θ0 (·) =
(
ϕ (·) , β + 0 (·)′)′ : R+ → Θ ⊂ R1+k, for some given continuously
differentiable, increasing function Ψ : R1+k×Θ→ [0, 1]. Note that, if only the coefficient asso-
ciated with the constant term in X is allowed to vary with t, (2.3) reduces to (2.2), implying
that classical duration models such as the PH, AFT, and PO models are indeed special cases
of (2.3). Importantly, note that the marginal effects associated with the DR specification (2.3)
are
∂FT |X (t|x)
∂x
= β0(t) · ψ (ϕ (t) + x′β0 (t)) , (2.4)
which can change with t in a flexible manner.
At first glance, it may seem hard to conciliate (2.1) with models where covariate coefficients
also vary. However, models of the form (2.3) are also natural, as there exist other alternative
duration models leading to (2.3). For instance, assume that FT |X (·|X) is absolutely continuous
a.s., and consider the Aalen (1980) semiparametric additive hazard model, where
λT |X (t|X) = λ0(t) +X ′%0 (t) , (2.5)
with %0 (t) an unknown function of t. Given that FT |X (t|X) = 1− exp
(−ΛT |X (t|X)) a.s., one
can easily see that Aalen (1980) additive hazard model is a special case of (2.3) with Ψ as the
exponential link function, Ψ (u) = 1 − exp (−u) , and θ0 (t) = (Λ0 (t) , β0 (t)′)′, where β0 (t) is
the “cumulative regression coefficient”, β0 (t) =
∫ t
0
%0 (t¯) dt¯, see, e.g., Aalen (1989), Huffer and
McKeague (1991), and McKeague (2008). Given that the DR model nests (2.5), it also nests
special cases such as Lin and Ying (1994), where %0 (t) is assumed to be constant.
Alternatively, one may consider non-proportional odds models
ΓT |X (t|X) = exp (ϕ (t) +X ′β0 (t)) ,
with
(
ϕ (t) , β0 (t)
′)′ unknown functions of t, see, e.g., McCullagh (1980), and Armstrong and
Sloan (1989). Such a model is a natural generalization of the PO model and is equivalent to
the DR specification (2.3) when Ψ is the logistic link function.
From the aforementioned discussion, one can conclude that the DR specification (2.3) gener-
alizes many popular duration models, allows for unrestricted time-varying distribution marginal
effects, and arises naturally in the context of duration analysis. Such features highlight the at-
tractiveness of the DR approach in our context.
3 The Kaplan-Meier Distribution Regression
Suppose that censoring is absent, i.e., Y = T a.s. and δ = 1 a.s., and that a random sample
{Ti, Xi}ni=1 is available. In this case, Foresi and Peracchi (1995) and Chernozhukov et al. (2013)
propose to estimate θ0(t) via binary regressions, i.e.,
θ¯n(t) = arg max
θ∈Θ
Q¯n,t(θ), (3.1)
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where
Q¯n,t(θ) =
∫
ln pθ(1{y≤t}, x)F¯n(dy, dx) =
1
n
n∑
i=1
ln pθ(1{Ti≤t}, Xi), (3.2)
F¯n (t, x) is the sample analog of F (t, x) ≡ P (T ≤ t,X ≤ x) , and
pθ(d, x) = Ψ (x
′θ)d (1−Ψ (x′θ))1−d , x = (1, x′)′. (3.3)
A crucial step toward estimating θ0(t) using the aforementioned procedure consists of using
a consistent estimator of F in (3.2). When censoring is not an issue and {Ti, Xi}ni=1 is always
observed, a natural estimator is F¯n. In the presence of random right-censoring, however, one
only observes a random sample {Yi, Xi, δi}ni=1 of (Y,X, δ), and F¯n is not a consistent estimator of
F . This implies that θ¯n(t) is inconsistent, and the corresponding inference procedures based on
the aforementioned DR procedure are invalid. In what follows, we show that one can circumvent
such issues by plugging an alternative consistent estimator of F in (3.2).
Before discussing F estimation, we provide some insights about its identification in the
presence of randomly censored data. Henceforth, for any random variable ξ, which can be T,C
or Y, Fξ(t) ≡ P (ξ ≤ t) and τ ξ = inf (t : P (ξ ≤ t) = 1) . First of all, it is important to realize
that, because T is not always observed, F must be identified from the joint distribution of
the observable random vector (Y,X, δ), and this is, in general, not possible without additional
information. In fact, given that no information about T beyond τY is available, nonparametric
identification of
F 0(t, x) ≡
 F (t, x) for t < τYF (τY−, x) + 1{τY ∈A} [F (τY , x)− F (τY−, x)] for t ≥ τY ,
where A denotes the (possibly empty) set of F (·,∞, . . . ,∞) jumps, is the best we can hope
for without imposing additional structure in the problem, see, e.g., Tsiatis (1975, 1981), and
Stute (1993).
Identification of F 0T (·) = F 0T (·,∞) , with ∞ = (∞, ...∞)′ , which is a pre-requisite for con-
sistency of the Kaplan and Meier (1958) (KM) estimator, is based on the following assumption.
Assumption 1 T and C are independent.
See Tsiatis (1975, 1981) for discussion. Stute (1993) provides identification of F 0 under the
following additional condition.
Assumption 2 δ and X are conditionally independent given T.
That is, to identify F 0, covariates should have no effect on the probability of being censored
once T is known. In Stute (1993, p.91) words, “This is a convenient way to remind you of the
uneasy fact that once T is known, things which had been considered to be of some importance
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in your life then become irrelevant.” Of course, Assumptions 1-2 hold if C is independent of
(T,X), but can also hold under more general circumstances.
Remark 1 Under Assumption 1-2, τY = min (τT , τC). Therefore, F = F
0 when τT < τC ,
or when τC = ∞ irrespective of whether τT is finite or not. For most duration distributions
considered in the literature, τT =∞ = τC; hence, τY =∞. When τC < τT , F 6= F 0 in general,
and F cannot be consistently estimated as T is not observed beyond τC. When τT = τC <∞,
F = F 0 depending on the local structure of FT and FC around the common end-point. Notice
that the above endpoints conditions for F = F 0 can be satisfied with discontinuous F, with
T discrete. In the rest of the paper, we focus on the case where τT = τC = ∞, as most
distributions used in duration analysis have unbounded support.
We now turn our attention to estimating F 0T . Henceforth, Y1:n ≤ ... ≤ Yn:n are the ordered
Y −values, where ties within lifetimes or within censoring times are ordered arbitrarily and ties
among lifetimes and censoring times are treated as if the former precedes the latter. For obser-
vations {ξi}ni=1 of a random variable ξ, which may be δ or X, ξ[i:n] is the i− th ξ−concomitant
of the order statistics {Yi:n}ni=1 , i.e., ξ[i:n] = ξj if Yi:n = Yj.
In the absence of covariates, F 0T (t) is consistently estimated by the Kaplan and Meier (1958)
product-limit estimator,
Fˆn,T (t) = 1−
∏
Yi:t≤t
(
1− δ[i:n]
n− i+ 1
)
, t ∈ T
where T is the support of T . By noticing that the jumps of Fˆn,T at Yi:n are
Win = Fˆn,T (Yi:n)− Fˆn,T (Yi−1:n) = δ[i:n]
n− i+ 1
i−1∏
j=1
(
1− δ[j:n]
n− j + 1
)
,
we can express Fˆn,T in an additive form, i.e.,
Fˆn,T (t) =
n∑
i=1
Win · 1{Yi:n≤t}.
Stute (1993, 1996a) show that covariates can be introduced in a natural way under Assump-
tions 1-2, i.e., one can nonparametrically estimate F 0 (t, x) by
Fˆn(t, x) =
n∑
i=1
Win · 1{Yi:n≤t,X[i:n]≤x}. (3.4)
In fact, from Corollary 1.5 in Stute (1993), we have that, under Assumptions 1-2,
lim
n→∞
sup
(y,x)∈[0,τH ]×Rk
∣∣∣(Fˆn − F 0) (y, x)∣∣∣ = 0 a.s..
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In light of the aforementioned results, (3.4) is a natural candidate to replace F¯n in (3.2) in the
presence of random right-censoring. Doing so suggests estimating θ0(t) by using Kaplan-Meier
weighted binary regressions,
θˆn(t) = arg max
θ∈Θ
Qˆn,t (θ) , (3.5)
where
Qˆn,t (θ) =
∫
pθ(1{y≤t}, x)Fˆn(dy, dx) =
n∑
i=1
Win · pθ(1{Yi:n≤t}, X[i:n]).
We label the DR estimator in (3.5) as the Kaplan-Meier distribution regression (KMDR). Note
that Qˆn,t and Q¯n,t are similar, i.e., it substitutes n
−1 by Win in (3.2). In the absence of censoring,
i.e., Yi = Ti, δi = 1, i = 1, .., n, we have that the Kaplan-Meier weights Win = n
−1, and our
proposed KMDR estimator θˆn(t) reduces to θ¯n(t).
With θˆn(t) on hand, one can analyze the effect of changes in covariates on the entire dis-
tribution of T , among other things. However, as discussed in the Introduction, θˆn(t) does not
carry much information about the effects of X on FT |X (t|X) other than their signs, i.e., θˆn(t)
does not have a clear economic interpretation, in general. Such a potential limitation is easily
avoided by focusing on the Average Distribution Marginal Effects of X,
ADME (t) ≡ E [β0 (t)ψ(X′θ0 (t))] , (3.6)
where β0 (t) = (θ2,0(t), . . . , θk+1,0(t))
′ is the vector of true, unknown slope coefficients of the
distribution regression model, and ψ is the derivative of Ψ1. The ADME(t) is the distributional
analogue of the popular average partial effects, see, e.g., Section 2.2.5 and Chapter 15 in
Wooldridge (2002) for discussion. It allows measuring the average magnitude of a marginal
change in X on the conditional distribution function at t, and not only its sign. Importantly,
the ADME accommodates non-monotone effects of X across the entire distribution, allowing
one to succinctly summarize the distributional heterogeneity of ceteris paribus type analysis.
From (3.6), it is clear that the ADME(t) depends on T only through θ0 (t), and is estimated
by
ADME
∧
(t) =
1
n
n∑
i=1
βˆn (t) · ψ(X′iθˆn(t)),
where βˆn (t) =
(
βˆ2,n(t), . . . , βˆk+1,n(t)
)′
is the vector of estimated slope coefficients of the KMDR
model.
Remark 2 The Kaplan-Meier approach we adopt in this article is not the only possible method-
ology available to estimate θ0 (t). An alternative path would be to consider inverse probabil-
ity weighting type estimators, as discussed by Robins and Rotnitzky (1995) and Wooldridge
1 To avoid cumbersome notation, we assume that all random variables X are continuous, and enter the
distribution regression model linearly.
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(2007). See also Koul et al. (1981), Gonza´lez-Manteiga and Cadarso-Sua´rez (1994), Scheike
et al. (2008), and Lopez (2011). The IPW approach for identifying and estimating F relies
on assuming that for some ε > 0, FC|X(τY |X) < 1 − ε a.s., FC|X denoting the conditional
distribution of C given X. The IPW approach also requires additional smoothness and differ-
entiability conditions, which rule out discrete C and the most popular continuous distribution
functions used in duration analysis, e.g. exponential, gamma, log-normal, Weibull, among oth-
ers. The Kaplan-Meier approach we adopt avoids such drawbacks, though it imposes slightly
stronger restrictions on the censoring mechanism than the IPW approach.
4 Asymptotic Theory
In this section, we derive the asymptotic properties of our proposed KMDR estimator θˆn(t)
for θ0 (t) and their associated AMDE(t) estimators ADME
∧
(t). Henceforth, “
P→” means con-
vergence in probability, OP(1) bounded in probability, and “
d→” convergence in distribution of
random variables or random vectors.
Assume that a random sample {Yi, Xi, δi}ni=1 of (Y,X, δ) with Yi = min (Ti, Ci) and δi =
1{Ti≤Ci}, i = 1, ..., n, is available. In addition, we make the following fairly weak regularity
conditions, see, e.g., Section 9.2.2 in Amemiya (1985) and Example 5.40 in van der Vaart
(1998).
Assumption 3
3.1 F (t, x) = E
[
Ψ(X′θ0(t))1{X≤x}
]
for all (x, t) ∈ R1+k ×R+, and θ0(t) is an interior point
of Θ, which is a compact subset of R1+k for each t ∈ R+
3.2. Ψ : R→ [0, 1] is a known twice continuously differentiable, strictly monotone function.
3.3. The support of X, X , is bounded and E (XX ′) is positive definite.
3.4. For some small δ > 0, let Nδ = {θ (t) ∈ Θ : ‖θ (t)− θ0 (t)‖ ≤ δ} , and U =
{x′θ(t) : x ∈X , θ (t) ∈ Nδ}. Uniformly in u ∈ U , Ψ (u) is bounded away from zero and
one, its first derivative, ψ(u), is bounded, and bounded away from zero, and its second
derivative, ψ(2)(u), is bounded.
The assumption on the compactness of the parameter space in Assumption 3.1 can be
relaxed, but is convenient to prove uniform convergence of the objective function without
resorting to using Glivenko-Cantelli arguments that are difficult to replicate under random
censoring. Assumption 3.2 is a classical requirement in binary regression (see, e.g., Amemiya
(1985), Assumption 9.2.1). Furthermore, it is important to emphasize that Ψ is assumed to be
differentiable with respect to the argument but Assumption 3.2 places no restriction on whether
10
the underlying FT |X (t|x) is differentiable in t or not, θ0(t) can be discontinuous, and does not
require the existence of a conditional Lebesgue density, fT |X (t|x). Thus, Assumption 3.2 is
suitable for discrete, continuous, and mixed duration outcomes. Assumption 3.3 is a classical
identifiability condition (see, e.g., Amemiya (1985), Assumption 9.2.3). It is customary to
assume X bounded for notational convenience. Assumption 3.4 rules out extreme t and imposes
that, in a neighborhood Nδ of θ0 (t) , the derivative ψ is bounded above and below, and the
second derivative ψ(2) is bounded above. Overall, Assumption 3 is mild and encompasses logit,
probit, exponential, and complementary log-log link functions.
The following theorem shows that θˆn(t) is a consistent estimator of θ0(t) when F
0 = F,
which is the case under the restrictions discussed in Remark 1.
Theorem 1 Under Assumptions 1-3 and F = F 0, we have that for each t ∈ T , as n→∞,
θˆn(t)
P→ θ0(t).
Next, we derive the asymptotic distribution of θˆn(t). Note that by Assumption 3,
0 =
∂
∂θ
Qˆn,t(θ)
⌋
θ=θ0(t)
+
[
∂2
∂θ∂θ′
Qˆn,t(θ)
⌋
θ=θ0(t)
+ op(1)
](
θˆn − θ0
)
(t) + oP
(
1√
n
)
. (4.1)
Under Assumptions 1-3 and F = F 0, by applying Stute (1993) Theorem, we have that, as
n→∞,
∂2
∂θ∂θ′
Qˆn,t(θ)
⌋
θ=θ0(t)
P→ −Σ0 (t) ,
where
Σ0 (t) = E
[
φθ0(t)φθ0(t)
′] , (4.2)
φθ0(t) ≡ φθ0(t)
(
1{T≤t}, X
)
, and for a generic θ,
φθ (d,X) =
d−Ψ(X′θ)
Ψ(X′θ) [1−Ψ(X′θ)]ψ(X
′θ)X (4.3)
is the score of pθ. Then, to derive the asymptotic distribution of θˆn (t), we need to study the
score ∂Qˆn,t (θ)
/
∂θ
⌋
θ=θ0(t)
. To this end, we can exploit Lemma 5.1 of Stute (1996a) and write
∂
∂θ
Qˆn,t(θ)
⌋
θ=θ0(t)
=
n∑
i=1
Wniφθ0(t)(1{Yi:n≤t}, X[i:n]) (4.4)
=
∫
φθ0(t)(1{y¯≤t}, x¯) exp
n ∫ y¯−
0
ln
1 + 1
n
(
1− FˆY n (z¯)
)
 Fˆ 0Y n (dz¯)
 Fˆ 1n (dy¯, dx¯) ,
where FˆY n (t) = n
−1∑n
i=1 1{Yi≤t} is the empirical version of FY (t), Fˆ
0
Y n (t) = n
−1∑n
i=1(1 −
δi)1{Yi≤t} estimates
F 0Y (t) = P (Y ≤ t, δ = 0)
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and Fˆ 1n (t, x) = n
−1∑n
i=1 1{Yi≤t,Xi≤x,δi=1} estimates
F 1(t, x) = P (Y ≤ t,X ≤ x, δ = 1) .
This allows expressing (4.4) as a U-statistic of order 3, whose Ha´jek projection can be expressed
in terms of
ζ i(t) = φθ0(t)(1{Yi≤t}, Xi)γ0(Yi)δi + γ1,t(Yi)(1− δi)− γ2,t(Yi), (4.5)
where
γ0(y) = exp
{∫ y−
−∞
F 0Y (dy)
1− FY (y)
}
, (4.6)
γ1,t(y) =
1
1− FY (y)
∫
1{y<w}φθ0(t)(1{w≤t}, x)γ0(w)F
1(dw, dx), (4.7)
γ2,t(y) =
∫ ∫
1{v<y,v<w}φθ0(t)(1{w≤t}, x)γ0(w)
[1− FY (v)]2
F 0Y (dv)F
1(dw, dx). (4.8)
See Stute (1996a), who needs the following additional conditions.
Assumption 4 Assume that, for each t ∈ T ,
(i)
∫ ∥∥φθ0(t)(1{Y≤t}, X)γ0(Y )δ∥∥2 dP <∞, and
(ii)
∫ ∣∣φθ0(t)(1{Y≤t}, X)∣∣√S(Y )dP <∞,with
S(y) =
∫ y−
0
FC (dy¯)
(1− FY (y¯)) (1− FC(y¯)) .
Assumption 4(i) guarantees that the leading term in (4.5) has second moments and As-
sumption 4(ii) implies that the bias of ∂Qˆn,t(θ)
/
∂θ
⌋
θ=θ0(t)
is of o(n−1/2). The function S is
related to the empirical cumulative hazard function for censored data and describes the degree
of censoring. The bias of Kaplan-Meier integrals may decrease to zero at a polynomial rate de-
pending on the degree of censoring, which is characterized by the function S; see Stute (1994),
Chen and Ying (1996), and Chen and Lo (1997). Then Assumption 4(ii) guarantees that the
censoring effects do not dominate in the right tail.
The next proposition justifies the above discussion.
Proposition 1 Under Assumptions 1-4, for each t ∈ T ,
∂Qˆn,t(θ)
∂θ
⌋
θ=θ0(t)
=
1
n
n∑
i=1
ζ i(t) + oP
(
1√
n
)
, (4.9)
and E
[‖ζ(t)‖2] <∞.
In the Appendix, we show that E
[
φθ0(t)(1{Y≤t}, X)γ0(Y )δ
]
= 0 and E
[
γ1,t(Y )(1− δ)
]
=
E
[
γ2,t(Y )
]
. Hence, as {ζ i(t)}ni=1 are iid with mean zero and finite variance, we can apply
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the CLT to show that for any (t1, ..., tm) ∈ T m,
{√
n ∂Qˆn,t(θ0(t))
/
∂θ
}tm
t=t1
are asymptotically
distributed as the Gaussian random vectors {Z(t)}tmt=t1 with mean zero and covariance function
Ω0 (t, `) = E [Z(t)Z(`)] = E [ζ(t)ζ(`)′] .
Theorem 2 Under Assumptions 1-4, for any (t1, ..., tp) ∈ T p fixed,{√
n
(
θˆn − θ0
)
(t)
}tp
t=t1
d→ {Σ−10 (t) · Z(t)}tpt=t1 .
Next, we turn our attention to establishing the asymptotic properties of the average distri-
bution marginal effects of X under random right-censoring. Under the assumptions of Theorem
2, the ADME(t) can be consistently estimated by
ADME
∧
(t) =
1
n
n∑
i=1
βˆn (t) · ψ(X′iθˆn(t)),
where βˆn (t) =
(
βˆ2,n(t), . . . , βˆk+1,n(t)
)′
is the vector of estimated slope coefficients of the cen-
sored distribution regression model. Note that ADME
∧
(t) is a sample mean of linear functions
of the KMDR estimator. As such, its asymptotic distribution does not follow from the delta
method as we need to account for the uncertainty coming from replacing FX with its empirical
analogue, FˆXn.
As before, the main step toward deriving the asymptotic normality of
{
ADME
∧
(t)
}tp
t=t1
is
to show that, for each t = t1, . . . , tp,(
ADME
∧
− ADME
)
(t) =
1
n
n∑
i=1
ζADMEi (t) + oP
(
1√
n
)
, (4.10)
where
ζADMEi (t) = β0 (t) · (ψ(X′iθ0(t))− E [ψ(X′θ0(t))])
+E [ψ(X′θ0(t))] ·H · Σ−10 · ζ i(t)
+β0 (t) · E
[
ψ(2) (X′θ0(t)) X′
]
· Σ−10 · ζ i(t)
with ζ i(t) as in (4.5), Σ0 as in (4.2), ψ
(2) (u) the second derivative of Ψ (u), H ≡ [0k, Ik], 0k the
k × 1 vector of zero, and Ik the k-dimensional identity matrix. The first term of ζADME is the
score function when the KMDR coefficients θ0(t) are known, i.e., it accounts for the uncertainty
of using FˆXn as an integrating measure. The second and third terms are the estimation effects
of βˆn (t) and ψ(X
′θˆn(t)), respectively.
Let {ZADME(t)}tmt=t1 be a vector of Gaussian random variables with mean zero and covariance
function Π0(t, `) = E [ZADME(t)ZADME(`)′] = E
[
ζADME (t) ζADME (`)′
]
.
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Theorem 3 Suppose that the conditions of Theorem 2 hold. Then, for any (t1, ..., tp) ∈ T p
fixed, as n→∞ {√
n
(
ADME
∧
− ADME
)
(t)
}tp
t=t1
d→ {ZADME(t)}tpt=t1 .
To conduct asymptotic valid inferences about the ADME, Theorem 3 suggests two potential
routes. The first consist of using the sample analog of Π0(t, `), t, ` = t1, . . . , tp. However, in
the presence of random right-censoring, such a task is not trivial even when covariates are not
present, see Stute (1996b) for a detailed discussion. The second route, and the one we adopt
in this paper, is to use a simple multiplier bootstrap procedure that leverages the asymptotic
linear representation in (4.10). Such a bootstrap procedure is similar to those adopted by Stute
et al. (2000) and Sant’Anna (2017) in different contexts.
The key step to implement the multiplicative bootstrap procedure is to replace the unknown
elements of ζADME(t) with their sample analogues. Towards this end, it is important to notice
that γ0 (y), γ1,t(y) and γ2,t(y) in (4.6)-(4.7), respectively, are well defined for all y < τY and
we can set them to zero for all y ≥ τY by using a Crame´r-Slutsky type argument, see, e.g.,
the proof of Theorem 1.1. on page 435 of Stute (1995). In addition, note γ0, γ1,t and γ2,t
are functionals of the distribution of the observables (Y,X, δ) and we can, therefore, use the
analogy principle to estimate them. Putting all pieces together, let
ζ̂
ADME
i (t) = β̂n (t) ·
(
ψ(X′iθˆn(t))−
1
n
n∑
j=1
ψ(X′j θˆn(t))
)
+
1
n
n∑
j=1
[
ψ(X′j θˆn(t))
]
·H · Σ̂n (t)−1 · ζ̂ i(t) (4.11)
+β̂n (t) ·
1
n
n∑
j=1
[
ψ(2)
(
X′j θˆn(t)
)
X′j
]
· Σ̂n (t)−1 · ζ̂ i(t),
where
ζ̂ i(t) = φθˆ(t)(1{Yi≤t}, Xi)γˆ0n(Yi)δi + γˆ1n,t(Yi)(1− δi)− γˆ2n,t(Yi),
with γˆ0n(y), γˆ1n,t(y), and γˆ2n,t(y) denoting the sample analogues of (4.6)-(4.8), respectively,
and −Σ̂n (t) is the Hessian of Qˆn,t. If one wishes to impose the information equality, then one
can estimate Σ0 (t) by
Σ̂Fishern (t) =
1
n
n∑
i=1
[
ψ2(X′iθˆn(t))XiX
′
i
/(
Ψ(X′iθˆn(t))
[
1−Ψ(X′iθˆn(t))
])]
.
Let {Vi}ni=1 be a sequence of iid random variables with zero mean, unit variance, and
bounded support, independent of the original sample {Wi}ni=1. A popular example involves iid
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Rademacher random variables {Vi} with
P (V = 1) = 0.5 and P (V = −1) = 0.5. (4.12)
We define ADME∗
∧
(t), a bootstrap draw of ADME
∧
(t), as
ADME∗
∧
(t) = ADME
∧
(t) +
1
n
n∑
i=1
Vi · ζ̂
ADME
i (t). (4.13)
We now describe a practical bootstrap algorithm to compute simultaneous confidence intervals
for the ADME associated with a single covariate X1; the extension to cover multiple covariates
is straightforward but involves a cumbersome notation.
Algorithm 1 1) Generate iid {Vi}ni=1 following (4.12).
2) Compute
{
ADME∗
∧
(t)
}tp
t=t1
as in (4.13), using the same {Vi}ni=1 for all t = t1, . . . , tp.
3) Let κ̂ and κ̂∗ be the vectorized
{
ADME
∧
(t)
}tp
t=t1
and
{
ADME∗
∧
(t)
}tp
t=t1
, respectively, de-
note their jth-element by κ̂ (j) and κ̂∗ (j), and form a bootstrap draw of its limiting distribution
as
Rˆ∗ (j) =
√
n (κ̂∗ − κ̂) (j) .
4) Repeat steps 1-3 B times.
5) For each bootstrap draw, compute R¯
∗
= maxj
(∣∣∣R̂∗ (j)∣∣∣) .
6) Construct ĉ1−α as the empirical (1− a)-quantile of the B bootstrap draws of R¯∗.
7) Construct the bootstrapped simultaneous confidence band for ADME (t), as
ĈB (t) =
[
ADME
∧
(t)± ĉ1−α · 1/
√
n
]
.
The asymptotic validity of the aforementioned bootstrap algorithm can be justified using
similar arguments as, e.g., Theorem 2.3 of Stute et al. (2000). We omit details.
5 Simulation Studies
In this section, we compare the finite sample performance of the proposed KMDR estimators
with those based on the Cox (1972, 1975) proportional hazard (PH) model and on the Clayton
(1976) and Bennett (1983) proportional odds (PO) model.
We consider the following three data generating processes (DGPs) :
1. T = (− ln (U)) 12 exp (X) ,
2. T = exp
(
X
4
)(
1
U
− 1
) 1
4
,
3. T = (− ln (U)) 11+X ,
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where U and X are mutually independent and both follow a uniform distribution on (0, 1).
Table 1 displays the conditional CDF, FT |X , hazard, λT |X , and odds-ratio, ΓT |X , associated
with each DGP. In DGP 1, we have that T |X follows a Weibull distribution with scale parameter
exp(x), shape parameter 2, and satisfies the PH but not the PO assumption. In DGP 2, we have
that T |X follows a log-logistic distribution and satisfies the PO but not the PH assumption.
Finally, in DGP 3, we have T |X follows a Weibull distribution with scale parameter 1 and
shape parameter 1 + x. Furthermore, both PH and PO assumptions are violated in DGP 3,
though it admits a DR specification with time-varying slope coefficient equal to ln (t).
Table 1: Conditional CDF, hazard, and odds-ratio associated with DGPs
DGP FT |X (t|x) λT |X (t|x) ΓT |X (t|x)
1 1− exp
(
− t
2
exp (2x)
)
2t
exp
(
2xβ(1)
) exp( t2
exp (2x)
)
− 1
2
exp(−x+ 4 ln t)
1 + exp (−x+ 4 ln t)
4t3 exp (−x)
1 + t4 exp (−x) t
4 exp(−x)
3 1− exp (− exp (ln (t) + x ln (t))) (1 + x) tx exp (t1+x)− 1
To allow for different levels of right-censoring, we generate censoring random variable C
according to
Cd,c = ad + bd,cE,
where d = 1, 2, 3, c = 0, 10, 30, E follows a standard exponential distribution, and ad and bd,c
are chosen such that the percentage of censoring is equal to 0, 10 or 30 percent. The observed
data is {Yi, δi, Xi}ni=1, where Yi = min (Ti, Ci) and δi = 1{Ti≤Ci}.
The comparison between KMDR, PH and PO models is based on the conditional CDF, FT |X ,
and the AMDE as defined in (3.6). Both functionals have a clear economic interpretation.
We consider two alternative link functions for the KMDR model: the logistic link
function Ψ (u) = (1 + exp (−u))−1, and the complementary log-log link function Ψ (u) =
1 − exp (− exp (u)). These specifications lead to different estimators of the conditional CDF
FT |X (t|X), namely
Fˆ dr, ln (t|X) =
(
1 + exp
(− (αˆl0,n(t) + αˆl1,n(t)X)))−1 ,
Fˆ dr, clln (t|X) = 1− exp
(− exp (αˆcll0,n(t) + αˆcll1,n(t)X)) ,
where αˆl0,n(t), αˆ
l
1,n(t) (αˆ
cll
0,n(t), αˆ
cll
1,n(t)) are the logit (complementary log-log) KMDR estimators
of the unknown parameters α0 (t) and α1 (t). We denote the KMDR specifications ad DRl and
DRcll, respectively. As discussed in Section 2, the PH and PO specifications lead to alternative
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estimators of FT |X (t|X), namely,
Fˆ phn (t|X) = 1− exp
(
− exp
(
ln Λˆ0,n(t) + αˆ
ph
n X
))
,
Fˆ pon (t|X) =
Γˆ0,n(t) exp (−αˆpon X)
1 + Γˆ0,n(t) exp (−αˆpon X)
,
respectively, where αˆphm and Λˆ0,n(t) are the Cox (1975) partial likelihood estimator of α
ph and
the Breslow (1974) estimator of the cumulative baseline hazard Λ0(t), and Γˆ0,n(t) and αˆ
po
n are
the Hunter and Lange (2002) estimators for the baseline odds to death function Γ0(t), and α
po.
Tables 2, 3, and 4 list the performance of the estimators of 100 · FT |X (t| 0.5) and 100 ·
ADME (t) in terms of average absolute bias and root mean square error (RMSE) over a hundred
different values of thresholds t located at 100 equidistant points between the 0.10 and 0.90
marginal quantiles of T . In each table, we list the results with no censoring, 10% censoring,
and 30% censoring, and with sample size n = 100, 400, and 1600.
Table 2 shows that under DGP 1, for all sample sizes and censoring levels, both CCD and
AMDE estimators based on PH and DRcll specifications have lower bias than those based on PO
and DRl specifications. These results are expected, as the PH and DRcll models are correctly
specified, but the PO and DRl models are misspecified. As the sample size increases from 100
to 400 and from 400 to 1600, i.e., when sample size increases from
√
n to 2
√
n, the average
RMSE of our proposed KMDR estimators for both FT |X (t| 0.5) and ADME (t) decreases by
approximately 50%, as is expected from a
√
n-consistent estimator.
Table 2: Simulated finite-sample properties under DGP 1.
No Censoring 10 % Censoring 30% Censoring
n PH PO DRcll DRl PH PO DRcll DRl PH PO DRcll DRl
Average 100 0.13 0.78 0.44 1.33 0.38 0.70 0.56 1.61 0.11 0.73 0.87 1.82
absolute bias 400 0.05 0.95 0.07 1.37 0.06 0.94 0.13 1.30 0.10 0.85 0.30 1.54
for F (t|X = 0.5) 1600 0.07 0.97 0.07 1.42 0.06 0.94 0.07 1.42 0.01 0.89 0.06 1.40
Average 100 4.08 4.21 4.48 4.60 4.39 4.44 4.88 5.03 4.99 4.92 5.88 5.91
RMSE 400 2.09 2.41 2.26 2.69 2.16 2.47 2.33 2.71 2.44 2.60 2.76 3.15
for F (t|X = 0.5) 1600 1.05 1.56 1.12 1.86 1.10 1.58 1.18 1.90 1.21 1.61 1.32 1.98
Average 100 0.60 5.76 0.71 2.55 0.87 6.53 0.60 1.93 0.62 7.15 1.10 1.71
absolute bias 400 0.10 5.45 0.18 2.28 0.07 5.65 0.17 2.15 0.32 6.53 0.58 2.01
for AMDE (t) 1600 0.07 5.46 0.04 2.08 0.06 5.65 0.07 2.11 0.07 6.25 0.07 2.04
Average 100 8.93 11.85 12.45 13.31 9.55 12.89 13.48 14.25 10.65 13.90 17.34 18.15
RMSE 400 4.64 7.87 6.20 7.07 4.40 7.79 6.29 7.14 5.20 8.99 7.73 8.43
for AMDE (t) 1600 2.20 6.21 3.03 4.05 2.32 6.40 3.20 4.21 2.56 7.05 3.81 4.70
Note: Simulations based on one thousand Monte Carlo experiments. “PH” stands for estimators based on the proportional hazard
model. “PO” stands for estimators based on the proportional odds model. “DRcll” and “DRl” stand for estimators based on the
proposed distribution regression mode with the cloglogl and logit link functions, respectively.
Table 3 shows that under DGP 2, all considered estimators for the distribution function
have little to no bias for all considered sample sizes and censoring levels. In terms of ADMEs,
our proposed KMDR estimators have little to no bias, just like the PO model. On the other
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hand, ADME(t) estimators based on the PH specification are biased and the biases do not
disappear when the sample size increases. Interestingly, even when our proposed KMDR model
has a misspecified link function, they perform very similarly to the PO model in terms of both
bias and RMSE, especially when the sample size is moderate.
Table 3: Simulated finite-sample properties under DGP 2.
No Censoring 10 % Censoring 30% Censoring
n PH PO DRcll DRl PH PO DRcll DRl PH PO DRcll DRl
Average 100 0.27 0.52 0.26 0.32 0.35 0.69 0.34 0.48 0.15 0.74 0.85 1.12
absolute bias 400 0.13 0.14 0.17 0.10 0.14 0.15 0.14 0.09 0.13 0.25 0.22 0.42
for F (t|X = 0.5) 1600 0.10 0.05 0.16 0.04 0.12 0.07 0.12 0.06 0.10 0.05 0.08 0.13
Average 100 4.11 4.14 4.24 4.26 4.45 4.48 4.66 4.70 4.87 4.91 5.41 5.45
RMSE 400 2.08 2.08 2.11 2.11 2.15 2.15 2.19 2.20 2.38 2.37 2.47 2.51
for F (t|X = 0.5) 1600 1.03 1.02 1.04 1.04 1.10 1.09 1.11 1.11 1.23 1.22 1.26 1.27
Average 100 3.80 0.22 0.26 0.33 3.63 0.32 0.25 0.29 3.23 0.47 0.64 0.70
absolute bias 400 4.20 0.19 0.27 0.20 3.96 0.21 0.28 0.20 3.54 0.12 0.34 0.23
for AMDE (t) 1600 4.24 0.08 0.12 0.08 3.94 0.04 0.13 0.07 3.62 0.02 0.11 0.05
Average 100 11.14 10.78 14.35 14.44 11.37 10.84 15.29 15.44 12.65 11.87 19.47 19.59
RMSE 400 7.15 5.53 7.24 7.28 6.95 5.49 7.63 7.66 7.16 5.64 9.17 9.21
for AMDE (t) 1600 5.23 2.66 3.53 3.54 5.04 2.78 3.87 3.90 4.99 2.99 4.78 4.82
Note: Simulations based on one thousand Monte Carlo experiments. “PH” stands for estimators based on the proportional hazard
model. “PO” stands for estimators based on the proportional odds model. “DRcll” and “DRl” stand for estimators based on the
proposed distribution regression mode with the cloglogl and logit link functions, respectively.
Table 4 shows that under DGP 3, when both proportional hazard and proportional odds
assumptions are violated, the CCD estimators under PH and PO specifications are slightly
biased, especially when censoring is heavier. Importantly, such bias does not disappear when
sample size increases. Our proposed KMDR estimators for the CCD perform better than those
based on the PH and PO specifications, especially when the censoring level is high and the
sample size is moderate. Once the focus is shifted towards ADME(t), one can easily see that our
KMDR estimators perform substantially better than those based on PH or PO specification.
In fact, the average bias of the PH and PO estimators of ADME(t) is never lower than 15
percentage points, and such biases do not vanish as the sample size increases. Our proposed
KMDR estimators of ADME(t), on the other hand, have little to no bias, and the RMSE
decreases at the appropriate
√
n-rate, even when the link function is misspecified.
Overall, the simulation evidence supports that the new KMDR procedure is a useful research
tool when dealing with duration data.
6 The effect of unemployment benefits on unemploy-
ment duration
One of the main concerns of the design of unemployment insurance policies is their adverse
effect on unemployment duration. The prevailing view of the economics literature is that
increasing UI benefits leads to higher unemployment duration mainly because of a moral hazard
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Table 4: Simulated finite-sample properties under DGP 3.
No Censoring 10 % Censoring 30% Censoring
n PH P0 DRcll DRl PH P0 DRcll DRl PH P0 DRcll DRl
Average 100 0.62 0.59 0.35 0.65 0.63 0.72 0.36 0.69 0.58 0.78 0.98 1.24
absolute bias 400 0.85 0.69 0.08 0.41 0.73 0.64 0.12 0.45 0.67 0.59 0.25 0.55
for F (t|X = 0.5) 1600 0.91 0.77 0.03 0.34 0.81 0.73 0.03 0.34 0.61 0.62 0.15 0.46
Average 100 4.29 4.42 4.29 4.32 4.42 4.58 4.55 4.57 4.86 4.97 5.36 5.35
RMSE 400 2.34 2.41 2.12 2.20 2.42 2.52 2.28 2.36 2.57 2.64 2.54 2.62
for F (t|X = 0.5) 1600 1.46 1.48 1.08 1.19 1.41 1.47 1.09 1.20 1.40 1.50 1.25 1.38
Average 100 17.13 18.09 0.29 0.70 16.50 18.31 0.56 0.74 16.16 19.15 3.14 2.85
absolute bias 400 17.44 18.42 0.14 0.67 16.72 18.68 0.50 0.58 16.15 19.42 1.40 1.07
for AMDE (t) 1600 17.44 18.53 0.07 0.51 16.78 18.72 0.06 0.53 16.19 19.56 0.76 0.67
Average 100 21.51 23.32 14.69 15.10 21.05 23.39 16.00 16.33 21.42 24.29 20.60 20.57
RMSE 400 18.84 20.02 7.09 7.37 18.21 20.31 7.46 7.75 17.86 21.06 9.62 9.87
for AMDE (t) 1600 17.90 19.04 3.56 3.79 17.26 19.23 3.77 4.01 16.71 20.10 4.73 4.89
Note: Simulations based on one thousand Monte Carlo experiments. “PH” stands for estimators based on the proportional hazard
model. “PO” stands for estimators based on the proportional odds model. “DRcll” and “DRl” stand for estimators based on the
proposed distribution regression mode with the cloglogl and logit link functions, respectively.
effect: higher UI reduces the agent’s net wage and the incentive to job searching, see, e.g.,
Krueger and Meyer (2002) and the references therein. Given that moral hazard leads to a
reduction of social welfare, this argument has been used against increases of UI benefits.
In a seminal paper, Chetty (2008) challenges the traditional view that the link between
unemployment benefits and duration is only because of moral hazard. He shows that when
individuals are liquidity constrained and cannot smooth consumption, UI benefits affect un-
employment duration through an additional “liquidity effect” channel. In simple terms, UI
benefits provide cash-in-hand that allows liquidity constrained agents to equalize the marginal
utility of consumption when employed and unemployed. Such a liquidity effect reduces the
pressure to find a new job, leading to longer unemployment spells. However, in contrast to
the moral hazard effect, the liquidity effect is a socially beneficial response to the correction
of market failures. Thus, if one finds support in favor of liquidity effects, increases in UI ben-
efits may lead to improvements in total welfare. In this section, we show that our proposed
KMDR modeling approach can shed light on how liquidity effects act over the distribution of
unemployment spells.
As in Chetty (2008), our data comes from the Survey of Income and Program Participation
(SIPP) for the period spanning 1985-2000. Each SIPP panel surveys households at four-month
intervals for two-four years, collecting information on household and individual characteristics,
as well as employment status. The sample consists on prime-age males who have experienced
a job separation and report to be job seekers, are not on temporary layoff, have at least three
months of work history in the survey and took up unemployment insurance benefits within one
month after job loss. These restrictions leave 4,529 unemployment spells in the sample, 21.3% of
those being right-censored. Unemployment durations are measured in weeks while individuals’
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UI benefits are measured using the two-step imputation method described in Chetty (2008).
For further details about the data, see Chetty (2008).
To analyze the effect of UI benefits on unemployment duration, we estimate DR models of
the following form:
FT |UI,Z (t|UI, Z) = Ψ (α(t) + β(t) lnUI + Z ′γ(t)) , (6.1)
where Ψ (u) = 1−exp (− exp (u)) is the complementary log-log link function, UI is the worker’s
weekly unemployment insurance benefits, and Z is a vector of controls including the worker’s
age, years of education, marital status dummy, logged pre-unemployment annual wage, and
total wealth. To control for local labor market conditions and systematic differences in risk
and performance across sector types, Z also includes the state average unemployment rate
and dummies for industry. We note that Chetty (2008) consider additional controls, including
state, year and occupation fixed effects, resulting in a specification with almost 90 unknown
parameters. For this reason, we adopt a more parsimonious specification described above. Let
θ (t) =
(
α(t), β(t), γ(t)
′)′
, and X = (1, lnUI, Z ′)′.
Our main goal is to understand the effect of changes in UI on the probability of one finding
a job in t weeks, where t = 2, 3, . . . 50. Although the sign of β (t) indicates the direction of such
a change, its magnitude may not have straightforward economic interpretation. Thus, we focus
on the ADME(t) of lnUI,
AMDElnUI (t) = E
[
∂FT |UI,Z (t|UI, Z)
∂ lnUI
]
, (6.2)
which can be interpreted as the average effect of increasing the unemployment benefits by one
percent on the probability of finding a job in t weeks or less. As discussed in Theorem 3, we
can estimate AMDElnUI (t) by
ÂMDEn,lnUI (t) =
1
n
n∑
i=1
βˆn(t) · ψ
(
X′iθˆn(t)
)
, (6.3)
where ψ (u) = dΨ (u) /du, and θˆn (t) =
(
αˆn(t), βˆn(t), γˆn(t)
′
)′
is the KMDR estimator of θ (t).
When Ψ is the cloglog link function as in (6.1), ψ (u) = exp (u) exp (− exp (u)).
In what follows, we multiply the estimators of ADMElnUI (t) by 10, which is interpret as
the effect of a 10% increase in UI benefits. Figure 1 reports the estimates for the full sample
(solid line), together with the 90 percent bootstrapped pointwise, and simultaneous confidence
intervals (dark and light shaded area, respectively) computed using Algorithm 1.
The result reveals interesting effects. On average, a 10% increase in UI benefits appears
to have no effect on the probability of a worker finding a job in the first seven weeks of the
unemployment spell. Nonetheless, Figure 1 shows that a change in UI is associated with
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a reduction of the probability of finding a job in the first t = {8, . . . , 50} weeks. Such an
effect seems to be monotone until week 18, where a 10% increase in UI is associated with
a two-percentage-point decrease in the average probability of finding a job until that week.
After week 18, the effect of an increase in UI benefits on employment probabilities seems to
weaken but remains statistically significant at the 10% level, except for t = {34, 35, 39}. Note
that the bootstrap simultaneous confidence interval is slightly wider than the pointwise one.
However, it is important to mention that the bootstrap uniform confidence interval is designed
to contain the entire true path of the AMDElnUI (t) 90% of the time, which is in sharp contrast
to the bootstrap pointwise confidence interval. This highlights the practical appeal of using
simultaneous instead of pointwise inference procedures to better quantify the overall uncertainty
in the estimation of all AMDEs.
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Figure 1: Estimated average effect of a 10% increase of unemployment benefits on the distri-
bution of unemployment duration, full sample. The solid line represents the estimates, while
the dark and light shaded areas are the 90% bootstrapped based pointwise and simultaneous
confidence interval based on 100,000 bootstrap draws, respectively.
Overall, Figure 1 shows that although an increase in UI benefits is close to zero at the
beginning of the spell, they have a U-shaped effect on the unemployment duration distribution.
Interestingly, estimates of AMDElnUI (t) based on the traditional Cox proportional hazard
model with the same set of covariates as in (6.1) suggests that the effect of UI on unemployment
duration distribution is monotone. However, once the proportional hazard specification is
tested using Grambsch and Therneau (1994) procedure, the null of proportionality is rejected
at the usual significance levels, implying that indeed a proportional hazard model may not be
appropriate for this application. Our KMDR model does not rely on such an assumption.
Although the results in Figure 1 show that, on average, changes in UI have a U-shaped
effect on the unemployment duration distribution, the analysis remains silent about whether the
liquidity effects play an important role or not. To shed light on the importance of the liquidity
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effect relative to the moral hazard effect, Chetty (2008) argues that one can compare the
response to an increase in UI benefits of workers who are not financially constrained with those
who are constrained. Given that unconstrained workers have the ability to smooth consumption
during unemployment, liquidity effects are absent and UI benefits lengthen unemployment
duration only via moral hazard effects for these subgroup of individuals. To pursue this logic, we
follow Chetty (2008) and use two proxy measures of liquidity constraint: liquid net wealth at the
time of job loss (“net wealth”), and an indicator for having to make a mortgage payment. Chetty
(2008) argues that workers with higher net wealth are less sensitive to UI benefit levels because
they are less likely to be financially constrained. Similarly, workers that have to make mortgage
payments before job loss have less ability to smooth consumption during unemployment because
they are unlikely to sell their homes during the unemployment spell, whereas renters can adjust
faster. To assess the role of liquidity effects, we divide the entire sample into four subsamples:
(a) workers with net wealth below the median, (b) workers with net wealth above the median, (c)
workers with a mortgage, and (d) workers without a mortgage. For each subsample, we estimate
(6.1) using the KMDR approach, its implied estimator of ADMElnUI (t), ÂMDEn,lnUI (t) as in
(6.3), and construct 90% bootstrap pointwise and simultaneous confidence intervals.
Figure 2 reports the average effects of a 10% increase in UI benefits on the unemployment
duration distribution in each of the four subsamples. The solid lines are the point estimates and
the dark and light shaded areas are the 90% bootstrap pointwise and simultaneous confidence
intervals, respectively.
The results show interesting heterogeneity of UI benefits effects with respect to liquidity
constraint proxies. For those workers with net wealth above the median, an increase in UI
benefits has no statistically significant effect on the unemployment duration distribution, except
for t = {17, 18}. Thus, for those workers who are not constrained (and, therefore, for whom the
liquidity effect is approximately zero), the moral hazard effect seems to be close to zero. On the
other hand, for those workers with net wealth below the median, an increase in UI benefits is
associated with lower probabilities of finding a job. The conclusion using mortgage as a proxy
for liquidity constraint is qualitatively the same. Note that our analysis suggests that the
AMDE of an increase of UI is non-monotone across the unemployment duration distribution,
highlighting the flexibility of the DR approach. Indeed, the proportional hazard specification
is rejected at the usual significance levels in each subsample.
Overall, our results provide suggestive evidence that UI benefits have a non-monotone effect
on the unemployment duration distribution and that such an effect varies whether workers are
likely to be liquidity constrained or not. More precisely, our results suggest that the effect of
UI on unemployment duration is larger for liquidity constrained workers. Through the lens of
the theoretical results of Chetty (2008), our findings suggest that an increase in UI benefits
affects unemployment duration not only through moral hazard but also because of a “liquidity
22
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(a) Workers with net wealth below the median
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(b) Workers with net wealth above the median
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(c) Workers with mortgages
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(d) Workers without mortgages
Figure 2: Estimated average effect of a 10% increase of unemployment benefits on the
distribution of unemployment duration, in different subpopulations. (a) Workers with net
wealth below the median (“liquidity constrained”). (b) Workers with net wealth below the
median (not “liquidity constrained”). (c) Workers with a mortgage (“liquidity constrained”).
(d) Workers without a mortgage (not “liquidity constrained”). The solid line represents the
estimates, while the dark and light shaded areas are the 90% bootstrapped based pointwise
and simultaneous confidence interval based on 100,000 bootstrap draws, respectively.
effect.”
Mathematical Appendix
Proof of Theorem 1. The proof of this theorem follows Example 5.40 in van der Vaart
(1998) (VV, henceforth). Let Dt = 1{T≤t} and define
mθ(d,X) =
((
pθ0(t) + pθ
)
(d, x)
/
2
)
,
Mt(θ) =
∫
log (mθ(Dt, X)) dP,
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Mnt(θ) =
n∑
i=1
Wni log
(
mθ(1{Yi:n≤t}, X[i:n])
)
.
Note that, by the concavity of the logarithm function and the characterization of θˆn (t) as the
maximizer of Qˆnt(θ),
Mnt(θˆ (t)) ≥ 1
2
(
Qˆn,t(θˆn (t)) + Qˆn,t(θ0 (t))
)
≥Mnt(θ0 (t)).
Thus, in light of Theorem 5.7 of VV, it suffices to show that,
sup
θ:‖θ−θ0(t)‖>
Mt(θ) < Mt(θ0(t)) for all  > 0, (A.1)
lim
n→∞
sup
θ∈Θ
|Mnt(θ)−Mt(θ)| = 0 a.s.. (A.2)
We focus on Mt(θ) instead of Qt(θ) because mθ(d, x) is bounded away from 0 and 1 uniformly in
x, d, and θ ∈ Θ, implying that, unlike log (pθ(d, x)), log (mθ(d, x)) is always bounded above and
below uniformly in d, x, since Ψ is strictly monotone. Then, using the fact that log x ≤ 2(√x−1)
for all x ≥ 0, and ∫ pθ(·, X)dP ≤ 1 for all θ ∈ Θ, with .meaning “less than to up to a constant”,
we have that, writing µ for the dominating measure,
Mt(θ)−Mt(θ0(t)) ≤ 2
1∑
d=0
∫ (√
pθ(d,X) + pθ0(t)(d,X)
2pθ0(t)(d,X)
− 1
)
pθ0(t)(d,X)dµ
= 2
1∑
d=0
∫ √[pθ(d,X) + pθ0(t)(d,X)] pθ0(t)(d,X)
2
 dµ− 2
= −
1∑
d=0
∫ (√pθ(d,X) + pθ0(t)(d,X)
2
−
√
pθ0(t)(d,X)
)2
−
(
3pθ0(t) + pθ
)
(d,X)
2
 dµ− 2
= −
1∑
d=0
∫ (√
pθ(d,X) + pθ0(t)(d,X)
2
−
√
pθ0(t)(d,X)
)2
dµ
+
1
2
(
1∑
d=0
∫
pθ(d,X)dµ− 1
)
. −
1∑
d=0
∫ (√
pθ(d,X) + pθ0(t),t(T,X)
2
−
√
pθ0(t)(d,X)
)2
dµ
= −
1∑
d=0
∫ 
pθ(d,X) + pθ0(t)(d,X)
2
− pθ0(t)(d,X)√
pθ(d,X) + pθ0(t)(d,X)
2
+
√
pθ0(t)(d,X)

2
dµ
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= −
1∑
d=0
∫  0.5
(
pθ(d,X)− pθ0(t)(d,X)
)√
pθ(d,X) + pθ0(t)(d,X)
2
+
√
pθ0(t)(d,X)

2
dµ
. −E
[(
Ψ
(
X ′θ
)−Ψ (X ′θ0(t)))2] .
This is always non-negative and is zero only if θ = θ0 (t) because pθ is continuous in θ. Thus, θ0(t)
is the unique maximum of Mt(θ). Furthermore, consider a sequence {θk}k≥1 such that Mt(θk) →
Mt(θ0(t)) as k →∞ which implies that X ′θk P→X ′θ0(t) as k →∞. If {θk}k≥1 is a bounded sequence,
then E
[(
(θk − θ0(t))′X
)2] → 0 and, hence θk → θ0 because E (XX ′) is non-singular. In addition,
note that ‖θk‖ cannot have a diverging subsequence because, in that case, θ′kX
/ ‖θk‖ P→ 0 and
hence,θk/ ‖θk‖ P→ 0. This proves (A.1).
Next, we verify (A.2). First, by Stute (1993), we have that, for each fixed θ ∈ Θ and t,
Mnt(θ)−Mt(θ)→ 0 a.s.
In order to strength the convergence in probability to hold uniformly in θ ∈ Θ, we apply Theorem 2
of Jennrich (1969), using the fact that Θ is compact and log (mθ (Dt, X)) is bounded and continuous
in θ ∈ Θ a.s..
Proof of Proposition 1. The score of the log-likelihood DR problem under censoring,
evaluated at θ0 (t), t ∈ t = {t1, . . . , tp}, is given by
∂Qˆn,t(θ)
∂θ
⌋
θ=θ0(t)
=
n∑
i=1
Win · φθ0(t)(1{Yi:n≤t}, X[i:n])
=
∫
φθ0(t)(1{y≤t}, x)Fˆn (dy, dx) ,
which is an example of Kaplan-Meier integral as studied in Stute (1996a). Then, from Theorem
1.1 in Stute (1996a), we have that
∂Qˆn,t(θ)
∂θ
⌋
θ=θ0(t)
=
1
n
n∑
i=1
φθ0(t)(1{Yi≤t}, Xi)γ0(Yi)δi
+
1
n
n∑
i=1
[
γ1,t(Yi)(1− δi)− γ2,t(Yi)
]
+ oP
(
n−1/2
)
,
where γ0, γ1,t and γ2,t are as defined in (4.6), (4.7), and (4.8), respectively. The second sum
consists of iid random variables with mean zero, see e.g. the remark after Theorem 1.1 in Stute
(1995). The first term is also centered, because under Assumptions 1-4,
E
[
φθ0(t)(1{Y≤t}, X)γ0(Y )δ
]
= E
[
φθ0(t)(1{Y≤t}, X)
]
= E
[
1{T≤t} −Ψ(X′θ0 (t))
Ψ(X′θ0 (t)) [1−Ψ(X′θ0 (t))]ψ(X
′θ0 (t))X
]
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= 0,
where the second equality follows from the definition of the score, and the last equality follows
from the E
[
1{T≤t} −Ψ(X′θ0 (t))|X
]
= 0.
Given that all terms are centered, we have that, for each t ∈ t = (t1, ..., tp)
√
n
∂Qˆn,t(θ)
∂θ
⌋
θ=θ0(t)
=
1√
n
n∑
i=1
ζ i(t) + oP (1) ,
with ζ i(t) as defined in (4.5) .
Proof of Theorem 2. Given Assumption 3, applying the mean value theorem, there exist
vectors
(
θ˜
(1)
n , ..., θ˜
(k+1)
n
)
such that
0 =
√
n
∂Qˆn,t(θ)
∂θj
⌋
θ=θ0(t)
+
√
n
(
θˆn − θ0
)′
(t) · ∂
2Qˆn,t(θ)
∂θ∂θj
⌋
θ=θˆ
(j)
n
with
∥∥∥θˆn(t)− θ˜(j)n ∥∥∥ ≤ ∥∥∥(θˆn − θ0) (t)∥∥∥ , j = 1, ..., k + 1.
From Proposition 1 we have that
√
n
∂Qˆn,t(θ)
∂θj
⌋
θ=θ0(t)
=
1√
n
n∑
i=1
ζ i(t) + oP (1) .
Now, use the fact that, by Assumption 3, Ψ is twice continuously differentiable and strictly
monotone, ψ(2) (u) = d2Ψ(u)/ du2 is bounded in U , X is bounded a.s., and therefore φθ (d, x)
is continuously differentiable in θ ∈ Nδ, and uniformly bounded in d, x and θ ∈ Nδ. Then
applying dominated convergence and Stute (1993) theorem, for any θ˜n = θ0(t) + oP (1) ,
∂Qˆn,t(θ)
∂θ∂θ′
⌋
θ=θ˜n
=
n∑
i=1
Wniψ
(2)
(
X ′[i:n]θ˜n
)
φθ˜n
(
1{Yi:n≤t}, X[i:n]
)
X ′[i:n] (A.3)
−
n∑
i=1
Wniφθ˜n
(
1{Yi:n≤t}, X[i:n]
)
φ′
θ˜n
(
1{Yi:n≤t}, X[i:n]
)
.
Using the same arguments for proving (A.2), and using the fact that F = F 0, and that
ψ(2) (x′θ)φθ (d, x)x
′ is uniformly bounded in d, x and θ, and continuous in θ ∈ Nδ ⊂ Θ,
which is compact,
sup
θ∈Nδ
∥∥∥∥∥
n∑
i=1
Wniψ
(2)
(
X ′[i:n]θ˜n
)
φθ
(
1{Yi:n≤t}, X[i:n]
)
X ′[i:n] − E
[
ψ(2)
(
X ′θ
)
φθ (Dt, X)X
′
]∥∥∥∥∥ = o(1) a.s..
Then, apply dominance convergence to conclude that the first term on the RHS of (A.3)
converges in probability to
E
[
ψ(2) (X ′θ0(t))φθ0(t) (Dt, X)X
′
]
= 0.
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Likewise, the second term on the LHS of (A.3) converges in probability to
−E [φθ0(t) (Dt, X)φ′θ0(t) (Dt, X)] = −Σ0(t).
This shows that,
∂Qˆn,t(θ)
∂θ∂θ′
⌋
θ=θ˜n
= −Σ0(t) + oP(1),
for any θ˜n = θ0(t) + oP (1). Therefore, since Σ0(t) is bounded below by E (XX ′) and hence is
nonsingular,
√
n
(
θˆn − θ0
)
(t) = Σ0(t)
−1 1√
n
n∑
i=1
ζ i(t) + oP(1),
and the theorem follows applying the central limit theorem.
Proof of Theorem 3. Note that for each fixed t we have that
√
n
(
ADME
∧
− ADME
)
(t)
=
1
n
n∑
i=1
[
ψ(X′iθˆn(t))
]√
n
(
βˆn (t)− β0 (t)
)
+β0 (t)
1√
n
n∑
i=1
[
ψ(X′iθˆn(t))− ψ (X′iθ0(t))
]
(A.4)
+
√
n
(
1
n
n∑
i=1
[β0 (t)ψ(X
′
iθ0(t))]− E [β0 (t)ψ(X′θ0(t))]
)
.
We analyze each of these terms separately.
From Theorem 2 and Slutsky’s Theorem, we have that
1
n
n∑
i=1
[
ψ(X′iθˆn(t))
]√
n
(
βˆn (t)− β0 (t)
)
= E [ψ(X′θ0(t))] ·H · Σ−10
1√
n
n∑
i=1
ζ i(t) + oP (1) . (A.5)
where ζ i(t) is as defined in (4.5), Σ0 as defined in (4.2) and H = [0k×1, Ik] is the k × (k + 1)
selection matrix for the slope coefficients.
Next, from a Taylor expansion argument around θ0(t) and the fact that
(
θˆn − θ0
)
(t) =
OP
(
n−1/2
)
, we have that
1√
n
n∑
i=1
[
ψ(X′iθˆn(t))− ψ (X′iθ0(t))
]
=
1
n
n∑
i=1
[
ψ(2)(X′iθˆn(t))X
′
i
]√
n
(
θˆn − θ0
)
(t) + oP (1) . (A.6)
27
Given that ψ(2) is a continuous function, θˆn(t)
P→ θ0 (t) for each t, and the function ψ(2) is
bounded on Nδ, from Lemma 4.3 in Newey and McFadden (1994), we have that
1
n
n∑
i=1
[
ψ(2)(X′iθˆn(t))X
′
i
]
= E
[
ψ(2)(X′θ0(t))X′
]
+ oP (1) . (A.7)
Therefore, combining (A.6) and (A.7) with the linear representation of
√
n(θˆ − θ0)(t) derived
in Theorem 2, we have
β0 (t)
1√
n
n∑
i=1
[
ψ(X′iθˆn(t))− ψ (X′iθ0(t))
]
= β0 (t)E
[
ψ(2)(X′θ0(t))X′
]
Σ−10
1√
n
n∑
i=1
ζ i(t) + oP (1) . (A.8)
The third term of (A.4) can be rewritten as
√
n
(
1
n
n∑
i=1
[β0 (t)ψ(X
′
iθ0(t))]− E [β0 (t)ψ(X′θ0(t))]
)
=
1√
n
n∑
i=1
β0 (t) (ψ(X
′
iθ0(t))− E [ψ(X′θ0(t))]) . (A.9)
Thus, from (A.4), (A.5), (A.8) and (A.9), we have that, for each fixed t
√
n
(
ADME
∧
− ADME
)
(t) =
1√
n
n∑
i=1
ζADMEi (t) + oP (1) , (A.10)
where
ζADMEi (t) = β0 (t) · (ψ(X′iθ0(t))− E [ψ(X′θ0(t))])
+E [ψ(X′θ0(t))] ·H · Σ−10 · ζ i(t)
+β0 (t) · E
[
ψ(2) (X′θ0(t)) X′
]
· Σ−10 · ζ i(t)
The asymptotic normality now follows from (A.10) and the central limit theorem.
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