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UPPER BOUNDS FOR MAASS FORMS ON SEMISIMPLE GROUPS
SIMON MARSHALL
Abstract. We prove a power saving over the local bound for the L∞ norm of Hecke-Maass
forms on any quasi-split semisimple real group that is not isogenous to a product of odd
special unitary groups
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1. Introduction
1.1. Bounds for arithmetic eigenfunctions. Let M be a compact Riemannian manifold
of dimension n, and ψ a function on M satisfying (∆ + λ2)ψ = 0 and ‖ψ‖2 = 1. A classical
theorem of Avacumovic´ [1] and Levitan [35] states that
(1) ‖ψ‖∞ ≪ λ(n−1)/2,
that is, the pointwise norm of ψ is bounded in terms of its Laplace eigenvalue. This bound
is sharp on the round sphere Sn or a surface of revolution, but is far from the truth on flat
tori. It is an interesting problem in semiclassical analysis to find conditions on M under
which (1) can be strengthened, and such conditions often take the form of a non-recurrence
assumption for the geodesic flow on M . One result of this kind is due to Be´rard [3], who
proves that if M has negative sectional curvature (or has no conjugate points if n = 2) then
we have
(2) ‖ψ‖∞ ≪ λ
(n−1)/2
√
log λ
.
See also [45, 50] for other theorems bounding ‖ψ‖∞ under assumptions on the geodesic flow
of M . The problem of strengthening (1) for negatively curved M is an interesting one,
Supported by NSF grant DMS-1501230.
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because for generic M we expect that ‖ψ‖∞ ≪ǫ λǫ, whereas the strongest upper bound that
is known in general is (2).
In [32], Iwaniec and Sarnak introduced a different condition on M and ψ which allows
them to deduce quite a strong bound for ‖ψ‖∞. They assume that M is a congruence
hyperbolic manifold, in particular the quotient of H2 by the group of units in an order in a
quaternion division algebra over Q, and that ψ is an eigenfunction of the Hecke operators
on M . They then prove that ‖ψ‖∞ ≪ǫ λ5/12+ǫ. Moreover, one expects that the assumption
on ψ is not necessary because the spectral multiplicities of negatively curved manifolds are
always observed to be bounded. This bound is the strongest that is known for the supremum
norm of an eigenfunction on a negatively curved surface, with the next strongest being (2).
We are interested in extending the methods of Iwaniec and Sarnak to higher dimensional
mainfolds, which requires considering eigenfunctions on general locally symmetric spaces. We
shall only consider spaces of noncompact type, although the method of proof would apply
equally well to spaces of compact type. We make this restriction partly for convenience, and
partly because the multiplicities of the Laplace spectrum on such manifolds are expected
to be bounded as in the hyperbolic case. Although these manifolds have zero sectional
curvature in certain directions, their eigenfunctions are expected to exhibit essentially the
same chaotic behaviour that is observed on negatively curved manifolds.
We recall that locally symmetric spaces of noncompact type are constructed by taking
a noncompact semisimple real Lie group G, a maximal compact subgroup K ⊂ G, and a
lattice Γ ⊂ G, and defining Y = Γ\G/K. We do not assume that Y is compact. We
let n and r be the dimension and rank of Y . We consider functions ψ ∈ L2(Y ) that are
eigenfunctions of the full ring of invariant differential operators, which is isomorphic to a
finitely generated polynomial ring in r variables. This ring contains ∆, and we continue to
define λ by (∆ + λ2)ψ = 0.
If Ω ⊂ Y is compact, Sarnak proves in [41] that ψ satisfies
(3) ‖ψ|Ω‖∞ ≪ λ(n−r)/2.
The analogous problem to the one solved by Iwaniec and Sarnak for H2 is to improve the
exponent in this bound, under the assumptions that Γ is congruence arithmetic, and that ψ
is an eigenfunction of the ring of Hecke operators. (Note that when r ≥ 2, Γ is automatically
arithmetic by a theorem of Margulis.) This is often referred to as the problem of giving a
subconvex, or sub-local, bound for the sup norm of a Maass form in the eigenvalue aspect.
Besides the original work of Sarnak and Iwaniec, the pairs Γ ⊂ G for which it has previously
been solved are SL2(OF ) ⊂ SL2(F∞) for any number field F by Blomer, Harcos, Maga,
and Milic´evic´ [4, 5], Sp4(Z) ⊂ Sp4(R) by Bomer and Pohl [11], SL3(Z) ⊂ PGL3(R) by
Holowinsky, Ricotta, and Royer [23], and SLn(Z) ⊂ PGLn(R) for any n by Blomer and
Ma´ga [7, 8]. There are also results bounding eigenfunctions on the round spheres S2 and S3
equipped with Hecke algebras [9, 10].
We note that much work has been done on variants of the sup-norm problem. One may
consider Maass forms of varying level and eigenvalue as in [6, 26, 27, 47, 48]. There are also
results bounding the L2 norm of the restriction of ψ to a submanifold of positive dimension
[38, 39].
1.2. Statement of results. We first state our result in a simple case.
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Theorem 1.1. Let F be a totally real number field, and let v0 be a real place of F . Let G/F
be connected and semisimple. We make the following assumptions on G.
• Gv is compact for all real v 6= v0
• Gv0 is R-almost simple1, quasi-split, and not isogenous to SU(n, n− 1) for any n.
Let Y be a congruence manifold associated to G as in Section 2.4, and let Ω ⊂ Y be compact.
Let ψ be a Hecke-Maass form on Y satisfying ‖ψ‖2 = 1 and (∆ + λ2)ψ = 0. We then have
‖ψ|Ω‖∞ ≪ λ(n−r)/2−δ.
We note that the implied constant here, and in Theorem 1.3 below, is ineffective, though
this could probably be fixed with additional work. This is due to the application of some
ineffective bounds on the complexity of algebraic sets, described in Section 5.2, when proving
our main bound on Hecke returns in Section 3.3.
We shall deduce Theorem 1.1 from the following more general result. To state it, it will
be convenient to make two definitions. The first is a condition on a real semisimple group
G:
(WS): G is quasi-split, and not isogenous to a product of odd special unitary groups.
The second condition will be applied to the spectral parameters of our Maass form, to
simplify the application of a theorem of Blomer-Pohl [11, Thm. 2] and Matz-Templier [40,
Prop. 7.2] in the proof.
Definition 1.2. Let g be a real semisimple Lie algebra with Cartan decomposition g = k+ p
and maximal abelian subspace a ⊂ p. Let gi be the R-simple factors of g. We say that λ ∈ a∗C
is (A, σ)-balanced for A, σ > 0 if its projections λi to g
∗
i,C satisfy ‖λi‖ ≤ A‖λj‖σ.
We may now state the general form of our main theorem.
Theorem 1.3. Let F be a number field, and let v0 be a real place of F . Let G/F be connected
and semisimple, and let Y be a congruence manifold associated to G as in Section 2.4. Let
ψ be a Hecke-Maass form on Y satisfying ‖ψ‖2 = 1, with spectral parameter λ ∈ a∗C. We
make the following assumptions:
• Gv0 satisfies (WS).• The component of λ at v0, denoted λ0, is (A, σ)-balanced in Lie(Gv0).
Then if Ω ⊂ Y is compact, there exists δ = δ(G, σ) and C = C(Ω, A, σ) such that
(4) ‖ψ|Ω‖∞ ≤ CD(λ)1/2(1 + ‖λ0‖)−δ,
where D(λ) is defined in (6).
As Theorem 1.3 is rather general, we now give some examples of what one my prove by
specializing it in various ways. First, Theorem 1.3 solves the sup norm problem for split
groups over any number field F , subject to the balance condition on the spectral parameter.
Corollary 1.4. Let G/F be split. Let ψ, λ, and Ω be as in Theorem 1.3. Assume that λ is
(A, σ)-balanced in Lie(G∞). Then there exists δ = δ(G, σ) and C = C(Ω, A, σ) such that
‖ψ|Ω‖∞ ≤ CD(λ)1/2(1 + ‖λ‖)−δ.
1We recall that a real group is R-almost simple if it does not have a nontrivial proper connected normal
subgroup.
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Proof. If F has a real place, the corollary follows directly from Theorem 1.3. If F has only
complex places, the Q-group ResF/QG satisfies (WS) at infinity so we may apply Theorem
1.3 to it.

As a second example, we may apply Theorem 1.1 to groups with G(Fv0) = SL(2,C) so
that the associated symmetric spaces are congruence arithmetic hyperbolic 3-manifolds.
Corollary 1.5. Let Y be a compact congruence arithmetic hyperbolic 3-manifold. If the
invariant trace field F of Y has a subfield of index 2, then any Hecke-Laplace eigenfunction
ψ on Y that satisfies (∆+λ2)ψ = 0 and ‖ψ‖2 = 1 also satisfies ‖ψ‖∞ ≪ (1+λ)1−δ for some
δ > 0 depending only on Y .
Proof. We recall the basic properties of the invariant trace field F and quaternion algebra
D/F associated to Y , see [37] for details. There is exactly one infinite place w0 of F that is
complex, and D is ramified at all real places of F . In addition, Y is an arithmetic manifold
associated to the algebraic group D×/F×. Let L be the index 2 subfield of F , and let
v0 be the place of L below w0, which must be real by the uniqueness of w0. If we define
G = ResF/L(D
×/F×), then Y is an arithmetic manifold associated to G, and G satisfies
(WS) at v0 so that we may apply Theorem 1.3.

1.3. Structure of the paper. We now give a plan of the proof, and describe some of its
new features. The core of the amplification argument is in section 3. The first step is to
construct a function k to insert into the pre-trace formula, which has two components:
• Constructing a spectral projector (§3.1): We avoid assuming that ψ is tempered at
infinity by using the method developed in [17, Section 7].
• Constructing an amplifier (§6): Our construction of an amplifier at finite places works
on any split semisimple group.
After applying a theorem of Blomer-Pohl [11] and Matz-Templier [40] to prove that the
spectral projector decays away from the maximal compact K∞ ⊂ G∞, it remains to bound
the number of Hecke returns in our amplifier. The first step in doing this is to show that
there is a number field E/F that embeds into Fv0 , and a subgroup H < G defined over
E, such that H(Fv0) is a maximal compact connected subgroup of G(Fv0), which we do in
section 2.1. We next make three main steps, of which the first is:
• Diophantine approximation (§4): We show that all γ ∈ G(F ) ∩ supp(k) that map
x close to itself lie in a F -subgroup L < G. L can be thought of as a good rational
approximation to the stabilizer of x in G(F∞). We also show that L is of the form⋂
σ∈Gal(F/F )(yHy
−1)σ, where y ∈ G(F ) is controlled. We in fact prove a more general
statement, which provides a similar structure theorem for all γ of bounded height lying
near a conjugate of a fixed subvariety of G.
We next need to estimate #L(F )∩ supp(k), and Lemma 3.8 reduces this to the following
local problem:
• Estimating intersections in buildings (§5): Suppose v is a finite place at which G
is split. Let Tv be a maximal split torus in Gv, and Kv a hyperspecial maximal compact
compatible with Tv. If µ ∈ X∗(Tv) is a cocharacter, we wish to estimate the number of
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cosets in Gv/Kv that lie in both the Hecke double coset Kvµ(̟v)Kv and the image of Lv.
This is the natural local analogue of estimating #L(F ) ∩ supp(k).
After these steps, we obtain a bound for the number of Hecke returns given purely in
terms of the characters and cocharacters of H and G. Moreover, this bound will be sharp
in certain cases, e.g. if H is defined over F and the point x corresponds to H. We must
determine whether this bound is good enough for us to amplify, which involves the study of:
• Weakly small subgroups (§§7–8): Weak smallness is a condition on a reductive sub-
group of a semisimple algebraic group, and is defined by a cocharacter inequality, see
Definition 7.3 and Section 1.4. If H is weakly small in G, then the bound we obtain on
Hecke returns is strong enough for amplification to work. In these sections we show that
H is weakly small in G if and only if G satisfies condition (WS). There are links between
(variants of) the weak smallness condition and the spectra of symmetric varieties, see [17].
There is another technical difference between this paper and previous amplification argu-
ments that should be emphasized. The arguments of section 5 require L to be ‘unramified’
in a certain sense, and so we must choose our amplifier to avoid these places of ramification.
Because L depends on x, the set of places used in our amplifier must also depend on x.
Remark. We note that it may be possible to relax condition (WS) if G doesn’t have a maximal
compact subgroup defined over Q, as this would allow us to place additional restrictions on
L, but we have not pursued this here. A good example of such a G is the multiplicative
group of a division algebra of prime degree.
1.4. The significance of condition (WS). We now give a second outline of the proof, with
the aim of explaining the appearance of condition (WS) in Theorem 1.3. All unexplained
notation is standard and defined in Section 2.
Assume we are working over Q, so that we only need to consider one infinite place. We
also assume that there is a connected Q-group H < G such that H∞ is a maximal compact
connected subgroup of G∞. Let TH < T be maximal Q-tori in H and G. Let P be the set of
finite places at which T and TH split, and all data are unramified. Let ‖ · ‖∗ be the function
on X∗(T ) given by ‖µ‖∗ = max
w∈W
〈µ, ρ〉. We define ‖ · ‖∗H on X∗(TH) similarly. These functions
are seminorms, and norms if the groups are semisimple. If v ∈ P and µ ∈ X∗(T ), we define
the approximately L2-normalized Hecke operator τ(v, µ) = q
−‖µ‖∗
v 1Kvµ(̟v)Kv .
Let Y be an arithmetic congruence manifold associated to G. Let ψ be our Hecke-Maass
form, and x ∈ Y some point at which we want to bound ψ. If τ is a Hecke operator on Y , i.e.
a weighted correspondence, we let τ ·x denote the weighted set of points obtained by applying
τ to x. Let N > 0 be the length of our amplifier, and let PN = {v ∈ P : N/2 < qv < N}. For
simplicity, we shall assume that the Hecke operator that we use to amplify is T T ∗, where
T =∑v∈PN τ(v, µ) for some carefully chosen µ ∈ X∗(T ). We assume that:
• T T ∗ acts on ψ with eigenvalue N2+o(1),
which implies:
• Amplification succeeds if T T ∗ · x has mass at most N2−δ near x.
This condition is related to the seminorms ‖ · ‖∗ and ‖ · ‖∗H by the following result:
(⋆) τ(v, µ) · x has mass at most
∑
λ∈Wµ∩X∗(TH)
q
2‖λ‖∗H−‖λ‖
∗
v near x.
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Moreover, for products τ(v, µ)τ(w, ν) · x, the bound is the product of the individual bounds
for τ(v, µ) and τ(w, ν). Because of our assumption that H was defined over Q, this bound
is sharp for some x, e.g. if x corresponds to the image of H∞ in Y . The appearance of
2‖λ‖∗H − ‖λ‖∗ in (⋆) leads us to make the following two definitions:
• We say that H is quasi-small in G if ‖λ‖∗ ≥ 2‖λ‖∗H for all λ ∈ X∗(TH).
• We say that H is weakly small in G if it is quasi-small, and either dimTH < dimT , or
there is µ ∈ X∗(T ) such that ‖µ‖∗ > 2max
w∈W
‖wµ‖∗H.
Moreover, in Sections 7 and 8 we prove:
• H is quasi-small in G if and only if G∞ is quasi-split.
• H is weakly small in G if and only if G∞ satisfies (WS).
We now show how (WS) and (⋆) allow us to bound T T ∗ · x, and in fact why (WS) is
almost necessary for doing so. When expanding T T ∗, we obtain diagonal and off-diagonal
terms. There are only N1+o(1) diagonal terms τ(v, µ)τ(v, µ)∗, and so it suffices to show that
τ(v, µ)τ(v, µ)∗ · x has mass O(1) near x for every v. The operator τ(v, µ)τ(v, µ)∗ is still
roughly L2 normalized, so when it is expanded in elementary Hecke operators cλτ(v, λ) we
have cλ ≪ 1. As a result, combining (⋆) with the inequality defining quasi-smallness and
summing over λ provides the required bound for τ(v, µ)τ(v, µ)∗ · x.
Note that if G is absolutely almost simple, then it is very hard to control the set of λ that
occur in the expansion of τ(v, µ)τ(v, µ)∗, other than saying that they lie in some ball of radius
determined by µ. Therefore, if quasi-smallness failed then one would probably encounter a
λ with 2‖λ‖∗H > ‖λ‖∗, and the contribution this made to our bound for τ(v, µ)τ(v, µ)∗ · x
could easily be of order greater than N .
There are N2+o(1) off-diagonal terms, and so for these we must save a power of N . This is
exactly what the two extra conditions in weak smallness allow us to do. The first one lets
us choose µ so that Wµ ∩ X∗(TH) is empty, and the sums in the bound (⋆) vanish, while
the second gives us the required power saving in (⋆). As in the diagonal case, it is difficult
to see how to proceed without one of these conditions.
Remark. The fact that one obtains such a clean equivalence between the conditions on G∞
and our seminorm inequalities is interesting, and is related to the spectra of symmetric
varieties. See Section 7 and the references there, or [17, Section 2] for a more general
discussion of the link between amplification and these spectra.
Remark. More generally, our methods establish the bound (⋆) for the number of γ ∈ G(Q)
that lie in the support of τ(v, µ), and near a general reductive subgroup H∞ < G∞. More-
over, we can rule out ‘concentration nearH∞ of Hecke eigenfunctions on G(Q)\G(A)’ exactly
when H∞ is weakly small in G∞. We hope that this will have applications to other problems
in the asymptotics of automorphic forms, such as the Quantum Unique Ergodicity problem,
bounds for higher-dimensional periods, and Kakeya norms of Maass forms.
Remark. The results of [17] provide a partial converse to the above discussion. In particular,
it is proved there that if G(R) has a maximal compact subgroup defined over Q, G is
anisotropic over Q, and G(R) is not split, one can prove power growth of Maass forms by
using the large number of Hecke returns.
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2. Notation
We now introduce the notation used in the proof of Theorem 1.3 in Section 3, including
the subgroup H that gives a maximal compact subgroup of G(Fv0).
2.1. Existence of a maximal compact subgroup over a number field.
Lemma 2.1. There is a number field F ⊂ F1 ⊂ Fv0, and a connected subgroup H < G
defined over F1, such that H(Fv0) is a maximal connected compact subgroup of G(Fv0).
Proof. We shall denote v0 simply by v throughout the proof. Let gF be the Lie algebra of
G over F . We first prove the existence of F ⊂ F1 ⊂ Fv such that gF × Fv has a Cartan
decomposition defined over F1.
By [14, Proposition 3.7], there exists a Lie algebra g0F/F with an F -involution θ
0 such
that θ0 is a Cartan involution of g0F ×Fv, and there is an isomorphism ι : g0F ×Fv → gF ×Fv.
Choose bases X1, . . . , Xr of g
0
F and Y1, . . . , Yr of gF , and define aij ∈ Fv for 1 ≤ i, j ≤ r by
ι(Xi) =
r∑
j=1
aijYj.
Let R be the F -subalgebra of Fv generated by aij . We have a map F [xij] → R sending xij
to aij , and we let I be its kernel so that R ≃ F [xij ]/I. Any homomorphism of F -algebras
φ : R→ Fv gives a homomorphism ψ : g0F → gF × Fv of Lie algebras over F by
ψ(Xi) =
r∑
j=1
φ(xij)Yj.
If we let V ⊂ F r2v be the set defined by the equations in I, then homomorphisms φ : R→ Fv
are in bijection with points on V . There is a point p0 ∈ V corresponding to the natural
embedding R → Fv, and by Lemma 2.2 we may find a point p ∈ V arbitrarily close to p0
whose coordinates are algebraic. Let F1 ⊂ Fv be the field generated by these coordinates,
and let g0F1 = g
0
F ⊗ F1 and gF1 = gF ⊗ F1. Then p gives a homomorphism ψ : g0F1 → gF1 .
If p is sufficiently close to p0 then ψ will be an isomorphism. If we let θ be the involution
of gF1 obtained by transferring θ
0 via ψ, this implies that θ is a Cartan involution of gF1×Fv.
We let kF1 ⊂ gF1 be the fixed subspace of θ, so that kF1×Fv is a maximal compactly embedded
subalgebra of gF1 × Fv.
θ induces an involution of Gad × F1, and we let Had be its fixed point subgroup. Let
H < G× F1 be the neutral component of the preimage of Had. We have Lie(H) = kF1, and
Lie(H(Fv)) = kF1 × Fv. This implies that H(Fv) is compact, hence connected by the result
at the top of p. 277 of [12], and that H(Fv) is a maximal compact connected subgroup of
G(Fv).

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Lemma 2.2. Let F ⊂ R be a number field, and let V ⊂ Rn be an algebraic set defined by
polynomials with coefficients in F . Then the set of points in V with algebraic coefficients is
dense in V with the real topology.
Proof. This follows from Tarski’s theorem [46] that the first-order theory of real-closed fields
is complete, which implies in particular that a first order statement is true over R if and
only if it is true over R ∩ Q. Let y ∈ V , and let B be a box around y whose corners have
rational coordinates. Then the statement “V ∩ B 6= ∅” can be expressed in the first-order
language of ordered fields. To see this, assume for simplicity that V is defined by a single
polynomial f(x) =
∑
γ aγx
γ where x = (x1, . . . , xn). Let pγ be a minimal polynomial for aγ
over Q, and let qγ , q
′
γ ∈ Q be such that aγ is the unique real root of pγ in (qγ , q′γ). Consider
the first-order statement
∀γ∀bγ : pγ(bγ) = 0, qγ < bγ < q′γ =⇒ ∃x : x ∈ B,
∑
bγx
γ = 0.
(Of course, this is a grammatically incorrect abbreviation of what one would actually write.)
This statement is true over R. Indeed, our choice of pγ and qγ, q
′
γ imply that the only bγ
that one quantifies over is aγ, and then the existence statement is true because of our chosen
y. It follows that the statement is also true over R ∩Q. Over this field, one must also have
bγ = aγ , and so one obtains algebraic points in V ∩ B.

2.2. Algebraic groups. Let F1 and H be as in Lemma 2.1. Let O and O1 be the integers
of F and F1. If v is a finite place of F we let Fv, Ov, and ̟v be the completion, the ring of
integers, and a uniformizer. We let kv be the residue field, and denote its order by qv.
Choose maximal tori T < G and TH < H , defined over F and F1 respectively, with
TH < T . Fix an embedding ρ : G→ SLN , and define G and T to be the schematic closures
of G and T inside the group scheme SLN/O. We likewise define H and TH to be the closures
of H and TH inside SLN/O1. These closures are group schemes over O (resp. O1), and all
the inclusions between them over F (resp. F1) extend to closed embeddings over O (resp.
O1). By [49, 3.9], we may choose D > 0 such that all of these group schemes have connected
reductive fibers over O[1/D] or O1[1/D] respectively.
Let X∗(T ) and X∗(T ) denote the group of characters and cocharacters of T over F . We
define a norm on X∗(T ) that we shall use throughout the paper. Let ∆ be the set of roots
of T in G, and let ∆+ be a choice of positive roots. Let W be the Weyl group of G, and ρ
the half-sum of ∆+. We define a norm ‖ · ‖∗ on X∗(T ) by
‖µ‖∗ = max
w∈W
〈wµ, ρ〉.
(Note that we have ‖µ‖∗ = ‖−µ‖∗ because ρ and −ρ lie in the same Weyl orbit.) We define
a seminorm ‖ · ‖∗H on X∗(TH) in a similar way, which is a norm if H is semisimple.
2.3. Metrics. For γ ∈ G(F ), let ‖γ‖f be the LCM of the denominators of the norms of the
matrix entries of ρ(γ). Fix a left-invariant Riemmanian metric on G(Fv0). Let d(·, ·) be the
associated distance function. We define d(x, y) =∞ when x and y are in different connected
components of G(Fv0) with the topology of a real manifold.
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2.4. Adelic groups. Let A and Af be the adeles and finite adeles of F . We choose a
compact subgroup K =
∏
vKv of G(A) such that Kv0 = H(F1,w0), where w0|v0 is the place
of F1 corresponding to the embedding F1 ⊂ Fv0 of Lemma 2.1, Kv is maximal connected
compact at the other infinite places, and Kv = ρ
−1(SLN(Ov)) for v < ∞. Because G was
closed in SLN/O[1/D], this implies that Kv is the hyperspecial subgroup G(Ov) for v ∤ D∞.
For each v <∞, let dgv be the Haar measure on G(Fv) that assigns Kv measure 1. Choose a
Haar measure dg∞ on G(F∞), and let dg = ⊗vdgv. All convolutions on G will be defined with
respect to these measures. If f ∈ C∞0 (G(A)), we define the operator π(f) on L2(G(F )\G(A))
by
(5) [π(f)φ](x) =
∫
G(A)
φ(xg)f(g)dg.
If f ∈ C∞0 (G(A)), we define f ∗ by f ∗(g) = f(g−1), so that π(f) and π(f ∗) are adjoints. We
define Y = G(F )\G(A)/K. Choose compact sets ΩY ⊂ Y and Ω =
∏
v Ωv ⊂ G(A) such
that the projection of Ω to Y contains ΩY . We assume that Ωv = Kv for v ∤ D∞.
2.5. Hecke algebras. Let H be the convolution algebra of functions on ∏v∤D∞G(Fv) that
are compactly supported and bi-invariant under
∏
v∤D∞Kv. We identify H with a subalgebra
of C∞0 (G(Af)) in the natural way. For each v ∤ D∞, we let Hv be the algebra of functions
on G(Fv) that are compactly supported and bi-invariant under Kv, which we identify with
a subalgebra of H.
We let P be the set of finite places v of F such that that v ∤ D, T v is split, and there
is a split place w|v of F1 with TH,w split (so in particular Gv and Hw are also split). If
v ∈ P, our assumptions imply that T × Ov is a smooth closed subgroup scheme of G × Ov
with reductive fibers, and [16, 5.1.33] (combined with e.g. Proposition 5.10 to show that
T×Ov is a standard Ov-torus) then implies that the apartment of T v contains the point in
the building of Gv corresponding to Kv. It follows that G(Fv) has a Cartan decomposition
with respect to Kv and T v.
2.6. Lie algebras. Let g be the real Lie algebra of G(F∞), and let g = k+ p be the Cartan
decomposition associated to K∞. Let a ⊂ p be a maximal abelian subspace. We let ∆R be
the roots of a in g, and let ∆+R be a choice of positive roots. We let WR be the Weyl group
of ∆R. For α ∈ ∆R, we let m(α) denote the dimension of the corresponding root space. We
denote the Killing form on g and g∗ by 〈·, ·〉. We equip a and a∗ with the norm obtained by
restricting the Killing form. For λ ∈ a∗C, we define
(6) D(λ) =
∏
α∈∆+
R
(1 + |〈α, λ〉|)m(α).
2.7. Spherical functions. Let G0∞ denote the connected component of the identity in
G(F∞). If µ ∈ a∗C, we define ϕµ to be the corresponding spherical function on G0∞. If
k ∈ C∞0 (G0∞), we define its Harish-Chandra transform by
k̂(µ) =
∫
G0
∞
k(g)ϕ−µ(g)dg∞.
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If k is K∞-biinvariant, we have the inversion formula
k(g) =
1
|WR|
∫
a∗
k̂(µ)ϕµ(g)|c(µ)|−2dµ
where c(µ) is Harish-Chandra’s c-function; see [29, Ch. II §3.3].
2.8. Maass forms. Let ψ ∈ L2(Y ) be an eigenfunction of the ring of invariant differential
operators on Y and the Hecke algebra H. If T ∈ H, we define T (ψ) by the equation
π(T )ψ = T (ψ)ψ. We assume that ‖ψ‖2 = 1. We define the spectral parameter λ ∈ a∗C/WR of
ψ to be the unique element such that ψ and ϕλ have the same eigenvalues under the invariant
differential operators. The Laplace eigenvalue of ψ is given by (∆ + C1(G) + 〈λ, λ〉)ψ = 0
for some C1(G) ∈ R. We have the trivial bound
‖ψ|ΩY ‖∞ ≪ΩY D(λ)1/2,
which is equivalent to (3) when λ lies in a regular cone in a∗, but is stronger for singular λ.
3. Amplification
This section contains the proof of Theorem 1.3. In Sections 3.1-3.3 we carry out prelimi-
nary steps, namely constructing the amplifier at infinite places, proving a pre-trace inequality
for ψ, and deriving an estimate for Hecke returns from the results of Sections 4 and 5. In
Section 3.4 we prove Theorem 1.3 by combining these ingredients with the amplifier at finite
places constructed in Section 6. In this section, all implied constants will be assumed to
depend on G.
3.1. The amplifier at infinite places. Define a∗un = {ξ ∈ a∗C : WRξ = WRξ, ‖ℑξ‖ ≤ ‖ρ‖}.
By [22, Prop. 3.4], a∗un contains the spectral parameter of any spherical unitary representation
of G0∞. We denote the component of ξ ∈ a∗C in gv0,C by ξ0. We shall construct bi-K∞-invariant
functions kξ, k
0
ξ ∈ C∞0 (G0∞) for all ξ ∈ a∗un with the following properties:
(1) kξ = k
0
ξ ∗ k0ξ .
(2) |k̂0ξ(−ξ)| ≥ 1.
(3) There is a fixed compact set B ⊂ G0∞ such that supp(kξ) ⊂ B.
(4) If ξ0 is (A, σ)-balanced in gv0 , then kξ(x)≪A,σ D(ξ)(1 + ‖ξ0‖σd(x,Kv0))−1/2.
For this we first take a real function h0 ∈ C∞(a∗) of Paley-Wiener type, which we implicitly
extend to a function on a∗C. Let
h0ξ(ν) =
∑
w∈WR
h0(wν − ℜξ),
and let k0ξ be the bi-K∞-invariant function on G
0
∞ satisfying k̂
0
ξ (−µ) = h0ξ(µ). We define
kξ = k
0
ξ ∗ k0ξ and hξ = (h0ξ)2, so that k̂ξ(−µ) = hξ(µ). The existence of B satisfying (3)
follows from the Paley-Wiener theorem of [24], and conditions (2) and (4) are given by the
following lemmas.
Lemma 3.1. If ξ0 ∈ a∗un is (A, σ)-balanced in gv0, we have
(7) kξ(x)≪A,σ D(ξ)(1 + ‖ξ0‖σd(x,Kv0))−1/2.
10
Proof. Let av0 = a∩gv0 , and let gv0 = ⊕gi be the decomposition of gv0 into R-simple factors.
If ν0 ∈ a∗v0 , we let ν0,i be the gi component of ν0. Let B0 be the projection of B to Gv0 . We
begin by showing that
(8) ϕν0(x0)≪ (1 + min{‖ν0,i‖}d(x0, Kv0))−1/2
for ν0 ∈ a∗v0 and x0 ∈ B0. To do this, we may assume that G is of adjoint type, so that
Gv0 decomposes as a product
∏
Gi of R-almost simple groups. We let Kv0 =
∏
Ki and
x0 = (x0,i)i. Applying the bound of [11, Thm. 2] or [40, Prop. 7.2] on each Gi gives
ϕν0(x0)≪
∏
(1 + ‖ν0,i‖d(x0,i, Ki))−1/2,
and taking the term in the product with d(x0,i, Ki) largest gives (8).
We now prove (7). We may assume that x ∈ B. Inverting the Harish-Chandra transform
gives
kξ(x) =
1
|WR|
∫
a∗
ϕν(x)hξ(−ν)|c(ν)|−2dν.
If we apply (8) on G(Fv0) and the trivial bound |ϕ| ≤ 1 at other places, this becomes
kξ(x)≪
∫
a∗
(1 + min{‖ν0,i‖}d(x,Kv0))−1/2hξ(−ν)|c(ν)|−2dν.
The result now follows from the fact that hξ is raplidly decaying away from the set WRℜξ,
and that |c(ν)|−2 ≪ D(ν).

Lemma 3.2. If h0 is chosen correctly, then we have |k̂0ξ (−ξ)| ≥ 1 for all ξ ∈ a∗un.
Proof. Let 0 < δ < 1. Let b ∈ C∞0 (a) be non-negative, supported in the δ-ball around 0,
and satisfy
∫
b = 4. We further assume that b = b0 ∗ b0 for some even real-valued b0, which
ensures that b̂(ν) is non-negative for ν ∈ a∗. We wish to show that if we choose h0 = b̂ in
our construction of hξ, then |h0ξ(ξ)| > 1.
We let C > 0 be a constant depending only on G that may vary from line to line. We
start by showing that ℜb̂(ν) > −Cδ for all ν ∈ a∗C with ‖ℑν‖ 6 ‖ρ‖. We have
b̂(ν) =
∫
a
b(H)e−iν(H)dH
=
∫
a
b(H)[e−iℜν(H) + (e−iν(H) − e−iℜν(H))]dH
= b̂(ℜν) +
∫
a
b(H)e−iℜν(H)(eℑν(H) − 1)dH.
As ‖ℑν‖ 6 ‖ρ‖, we have |eℑν(H) − 1| 6 Cδ for all H ∈ supp(b), so that
ℜb̂(ν) > b̂(ℜν)− Cδ > −Cδ
as required.
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We now take h0 = b̂, and construct h
0
ξ as before. If we choose δ small, we will have
ℜh0(iν) > 2 for all ν ∈ a∗ with ‖ν‖ 6 ‖ρ‖, and moreover
ℜh0ξ(ξ) =
∑
w∈WR
ℜh0(wξ − ℜξ)
> ℜh0(ξ −ℜξ)− Cδ > 1.
This implies |h0ξ(ξ)| > 1 as required.

3.2. A pre-trace inequality. We shall use the following amplification inequality, which is
often referred to as a pre-trace inequality.
Lemma 3.3. If ω ∈ Cc(G(A)) and f ∈ L2(G(F )\G(A)) satisfies ‖f‖2 = 1, we have
|[π(ω)f ](x)|2 ≤
∑
γ∈G(F )
(ωω∗)(x−1γx).
Proof. We have
[π(ω)f ](x) =
∫
G(A)
f(g)ω(x−1g)dg.
Folding the sum over G(F ) gives
[π(ω)f ](x) =
∫
G(F )\G(A)
f(g)
∑
γ∈G(F )
ω(x−1γg)dg.
If we apply Cauchy-Schwartz and expanding the square, we obtain
|[π(ω)f ](x)|2 ≤
∫
G(F )\G(A)
∣∣∣∣ ∑
γ∈G(F )
ω(x−1γg)
∣∣∣∣
2
dg
=
∫
G(F )\G(A)
∑
γ1,γ2∈G(F )
ω(x−1γ1g)ω(x−1γ2g)dg.
Unfolding again gives
(9) |[π(ω)f ](x)|2 ≤
∑
γ∈G(F )
∫
G(A)
ω(x−1γg)ω(x−1g)dg.
Because ω(x−1g) = ω∗(g−1x), we have
∫
G(A)
ω(x−1γg)ω(x−1g)dg =
∫
G(A)
ω(x−1γg)ω∗(g−1x)dg
= ωω∗(x−1γx).
Inserting this into (9) completes the proof.

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3.3. Estimating Hecke returns. We now apply the results of Sections 4 and 5 to derive
the bound on Hecke returns that we will use. Let x ∈ ΩY be the point at which we want to
bound ψ. Let B ⊂ G(F∞) be the compact set from Section 3.1 containing the support of kξ
for all ξ ∈ a∗un, and for δ > 0 let Bδ = {g ∈ B : d(g,Kv0) < δ}. If v 6= w and µ, ν ∈ X∗(T ),
we define
M(v, w, µ, ν) = {γ ∈ G(F ) : x−1γx ∈ Bδ · (Kvµ(̟v)Kv) · (Kwν(̟w)Kw) ·Kv,w}.
Roughly speaking, M(v, w, µ, ν) is the set of rational elements in the support of the Hecke
operator 1Kvµ(̟v)Kv1Kwν(̟w)Kw that move x by at most δ. We have the following bound for
#M(v, w, µ, ν).
Proposition 3.4. There exist C,M > 0 with the following property. Let X > 0 be given.
There exists Q ⊂ P with #(P −Q)≪ logX such that if v, w ∈ Q and µ, ν ∈ X∗(T ) satisfy
q
‖µ‖∗
v , q
‖ν‖∗
w ≤ X and δ < CX−M , then
#M(v, w, µ, ν)≪
∑
α∈Λµ
q
2‖α‖∗H
v
∑
β∈Λν
q
2‖β‖∗H
w ,
where Λµ = Wµ ∩X∗(TH) and likewise for Λν. Note that Q depends on x.
The natural first step in the proof is to apply Proposition 4.1. However, before doing this
we must bound the heights of elements inM(v, w, µ, ν), which lets us compareM(v, w, µ, ν)
with the set denoted M(x, δ, T ) in Section 4.
Lemma 3.5. There is a constant C > 0 such that if v ∈ P, µ ∈ X∗(T ) and g ∈ Kvµ(̟v)Kv,
then ‖g‖v ≤ qC‖µ‖
∗
v .
Proof. Consider ρ as a representation of G, and let Ω ⊂ X∗(T ) be the multiset of weights of
this representation. It follows that ρ(µ(̟v)) is semisimple with eigenvalues {̟〈ω,µ〉v : ω ∈ Ω}.
By [43, Lemma 2.17], there is x ∈ GLd(Ov) such that xρ(T v)x−1 is diagonal, and so if we
define A = max{−〈ω, µ〉 : ω ∈ Ω} then we have ‖ρ(µ(̟v))‖v = ‖xρ(µ(̟v))x−1‖v = qAv .
Because ρ(Kv) ⊂ SLN (Ov), the same holds for g. The observation that A ≤ C‖µ‖∗ for
C > 0 depending only on G finishes the proof.

Corollary 3.6. There are C,M > 0 such that if v, w ∈ P and µ, ν ∈ X∗(T ) satisfy
q
‖µ‖∗
v , q
‖ν‖∗
w ≤ X and (x−1γx)f ∈ (Kvµ(̟v)Kv) · (Kwν(̟w)Kw) ·Kv,w, then ‖γ‖f ≤ CXM .
Proof. We have ‖x−1γx‖f ≤ C1XA2 by Lemma 3.5, and because x ∈ Ω the same is true for
‖γ‖f (possibly with a different C1).

We may now apply Proposition 4.1, which gives the following.
Corollary 3.7. There exist C,M > 0 with the following property. If X > 0, there exist
Q ∈ N, an extension F2/F1, and y ∈ G(O2[1/DQ]) with the following properties:
• Q has ≪ logX prime factors
• |F2 : F | ≤ C2(G)
• F2/F is Galois and unramified outside Q.
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• If we define L =
⋂
σ∈Gal(F2/F )
(yHy−1)σ then M(v, w, µ, ν) ⊂ L(F ) provided v, w ∈ P
and µ, ν ∈ X∗(T ) satisfy q‖µ‖
∗
v , q
‖ν‖∗
w ≤ X, and δ < CX−M .
Proof. Apply Proposition 4.1 with the data (G,H,B1, B2) chosen to be (G,H,B,Ω∞), T =
CXM with C,M > 0 as in Corollary 3.6, and our chosen embedding ρ. Let C,M > 0, Q ∈ N,
F2/F1, and y ∈ G(F2) be the data produced. Because ρ(y) ∈ SLN(O2[1/DQ]), and ρ was
a closed embedding, this implies that y ∈ G(O2[1/DQ]). The first three conditions above
clearly hold. For the last one, Corollary 3.6 implies that the set M(x, δ, C2XA2) defined in
Section 4 contains M(v, w, µ, ν), and so the last condition holds if δ < CX−M .

We wish to show that Proposition 3.4 holds with this C and M , and Q ⊂ P the set of
places not dividing Q. We note that #(P − Q) ≪ logX . We now let v, w, µ, ν,X, and δ
be as in Proposition 3.4, and show that the required bound for #M(v, w, µ, ν) holds. The
following lemma reduces this problem to a local one.
Lemma 3.8. If we define
L(v, µ) = (L(Fv)Kv ∩Kvµ(̟v)Kv)/Kv,
and likewise for L(w, ν), then we have #M(v, w, µ, ν)≪ #L(v, µ)#L(w, ν).
Proof. Because x ∈ Ω, our assumptions on Ω and P imply that xv ∈ Kv and xw ∈ Kw.
It follows that if γ ∈ M(v, w, µ, ν), then γv ∈ L(Fv) ∩ Kvµ(̟v)Kv and γw ∈ L(Fw) ∩
Kwν(̟w)Kw. This gives a map
M(v, w, µ, ν)→ L(v, ν)×L(w, ν).
We shall show that the fibers of this map have bounded size. Suppose γ1 and γ2 ∈
M(v, w, µ, ν) lie in the same pair of cosets (gvKv, gwKw). Then γ−11 γ2 must lie in a compact
set C ⊂ G(A) depending only on Kf and Ω, and the result now follows from the fact that
G(F ) ∩ C is finite.

It therefore suffices to prove that #L(v, µ) ≪ ∑α∈Λµ q2‖α‖∗Hv for v ∈ Q and µ ∈ X∗(T ).
We now use w to denote the place of F1 above v in the definition of P. The set L(v, µ) is
similar to the one denoted L(µ) in Section 5, and they become the same once we enlarge Lv
to the group L′ defined below.
Lemma 3.9. Let w′|w be a place of F2, and let L′ be the subgroup of G× F1,w defined by
L′ =
⋂
σ∈Gal(F2,w′/F1,w)
(yw′Hy
−1
w′ )
σ.
We then have L(Fv) ⊂ L′(F1,w) under the identification G(Fv) ≃ G(F1,w).
Proof. By the definition of L as a scheme theoretic intersection, we have
L(Fv) = G(Fv) ∩ (yHy−1)(F2 ⊗F Fv) ⊂ G(F2 ×F Fv),
and likewise
L′(F1,w) = G(F1,w) ∩ (yHy−1)(F2,w′).
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Consider the Fv-algebras Fv ⊂ F1 ×F Fv ⊂ F2 ×F Fv. Let πw be the projection F1 ×F Fv →
F1,w, which realizes the isomorphism Fv ≃ F1,w when restricted to Fv. πw extends to a
projection F2 ×F Fv → F2 ×F1 F1,w after tensoring with F2 over F1. Applying πw to L(Fv)
gives
πw(L(Fv)) ⊂ πw(G(Fv)) ∩ πw((yHy−1)(F2 ⊗F Fv))
= G(F1,w) ∩ (yHy−1)(F2 ×F1 F1,w)
⊂ G(F1,w) ∩ (yHy−1)(F2,w′) = L′(F1,w)
as required.

If we define
L′(w, µ) = (L′(F1,w)Kw ∩Kwµ(̟w)Kw)/Kw,
then we may apply Proposition 5.1 to the field F1,w, the groups G×O1,w and H×O1,w with
tori T×O1,w and TH ×O1,w, and yw′ ∈ G(O2,w′) to obtain
(10) #L(v, µ) ≤ #L′(w, µ)≪
∑
α∈Λµ
q
2‖α‖∗H
v .
This completes the proof of Proposition 3.4, once we show that the complexity of Ad(H×kw)
in GL(gO×kw) ⊂ A(dimG)2 in the sense of Section 5.2 is bounded uniformly in v, so that the
implied constant in (10) is also independent of v. Here gO denotes the Lie algebra ofG, which
is a projective O[1/D]-module. To do this, recall that we have fixed a closed embedding of G
in SLN/O[1/D], and there is a globally defined adjoint map G→ GL(gO) of group schemes
over O[1/D]. It follows that the adjoint maps on the fibers over kw have bounded complexity
for all w, and because the complexity of H× kw in G× kw is also bounded, Lemma 5.6 gives
the desired complexity bound.
3.4. Conclusion. We now combine these ingredients to prove Theorem 1.3. We recall the
Maass form ψ with spectral parameter λ, and the point x ∈ ΩY at which we want to bound
ψ. We let kλ = k
0
λ ∗ k0λ be as in Section 3.1.
We next define the finite part of our amplifier. If v ∈ P and µ ∈ X∗(T ), we define
τ(v, µ) ∈ Hv to be the function supported on Kvµ(̟v)Kv and taking the value q−‖µ‖
∗
v there.
It follows from Corollary 5.3 that τ(v, µ) is approximately L2-normalized. For κ ≥ 0 we
define the truncated Hecke algebra H≤κv by
H≤κv = spanC{τ(v, µ) : ‖µ‖∗ ≤ κ}.
Let µ ∈ X∗(T ) and N > 0 to be specified later. Define PN = {v ∈ P : N/2 < qv < N}.
Apply Proposition 6.1 to µ to obtain κ, C > 0 and τv = τ
0
v + σv for every v ∈ P with the
properties:
• τv(ψ) = 1 for all v ∈ P.
• τv, τ 0v , σv, and τvτ ∗v all lie in H≤κv .
• ‖τv‖, ‖τvτ ∗v ‖2 ≪ 1 and ‖σv‖2 ≪ q−1v .
• τ 0v =
∑
1≤|j|≤|W |
∑
‖λ‖∗<C
c(v, j, λ)τ(v, jµ+ λ) with c(v, j, λ)≪ 1.
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Apply Proposition 3.4 with X = Nκ. Let Q be the set of places produced, and let QN =
Q ∩ PN . The finite part of our amplifier is then T =
∑
v∈QN
τv.
Applying the pre-trace inequality of Lemma 3.3 to ψ and the test function k0λT , and using
|k̂0λ(−λ)| ≥ 1, gives
|T (ψ)ψ(x)|2 ≤
∑
γ∈G(F )
(T T ∗)(x−1γx)kλ(x−1γx).
We break up the sum depending on whether x−1γx is within δ of Kv0 , where δ > 0 will be
chosen later. If B and Bδ are as in Section 3.3, we have
(11) |T (ψ)ψ(x)|2 ≤
∑
γ∈G(F )
(T T ∗)(x−1γx)kλ(x−1γx)1Bδ(x−1γx)
+
∑
γ∈G(F )
(T T ∗)(x−1γx)kλ(x−1γx)(1B − 1Bδ)(x−1γx).
We bound the second sum by applying the decay in kλ from (7), and estimating the number
of terms trivially. Because x ∈ Ω, we have
#{γ ∈ G(F ) : (x−1γx)∞ ∈ B, (x−1γx)f ∈ supp(T T ∗)} ≪ NA1
for some A1 = A1(G). When combined with equation (7) this gives
(12)
∑
γ∈G(F )
(T T ∗)(x−1γx)kλ(x−1γx)(1B − 1Bδ)(x−1γx)≪ D(λ)(1 + ‖λ0‖σδ)−1/2NA1 .
We apply the trivial bound |kλ| ≪ D(λ) to the first sum in (11), so that it suffices to
estimate
(13)
∑
γ∈G(F )
(T T ∗)(x−1γx)1Bδ(x−1γx).
This requires our bounds for Hecke returns, and in particular the following consequence of
Proposition 3.4. We note that if v, w ∈ QN and ‖µ‖∗, ‖ν‖∗ ≤ κ, then q‖µ‖
∗
v , q
‖ν‖∗
w ≤ X .
Proposition 3.4 therefore gives C,M > 0 such that for such v, w, µ, and ν, and δ < CN−M ,
we have
(14) #M(v, w, µ, ν)≪
∑
α∈Λµ
q
2‖α‖∗H
v
∑
β∈Λν
q
2‖β‖∗H
w .
We assume that δ < CN−M from now on. If we combine this with the quasi-splitness
assumption in (WS), we obtain the following.
Corollary 3.10. Let v, w ∈ QN . If ωv ∈ H≤κv and ωw ∈ H≤κw then∑
γ∈G(F )
ωvωw(x
−1γx)1Bδ(x
−1γx)≪ ‖ωv‖2‖ωw‖2.
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Proof. If µ, ν ∈ X∗(T )≤κ, Corollary 7.7 and the quasi-splitness of G(Fv0) imply that we have
2‖α‖∗H ≤ ‖α‖∗ = ‖µ‖∗ for all α ∈ Λµ, and likewise for β ∈ Λν . Equation (14) then implies
that #M(v, w, µ, ν)≪ q‖µ‖∗v q‖ν‖∗w .
If we expand ωv in terms of the basic Hecke operators τ(v, µ), Corollary 5.3 implies that
all the coefficients must be ≪ ‖ωv‖2, and likewise for ωw. The corollary now follows from
#M(v, w, µ, ν)≪ q‖µ‖∗v q‖ν‖∗w .

We next expand out T T ∗ in (13), and examine the contribution from the various terms.
The diagonal terms τvτ
∗
v can be estimated by combining the bound ‖τvτ ∗v ‖2 ≪ 1 with Corol-
lary 3.10, and make a total contribution of O(N). Each off-diagonal term contains τ 0v (τ
0
w)
∗,
as well as three other terms involving σv and σw. Because ‖σv‖2, ‖σw‖2 ≪ q−1v ≤ 2/N , the
contribution from the terms containing a σ is O(N) by Corollary 3.10.
It remains to estimate the terms containing τ 0v (τ
0
w)
∗ with v 6= w, which requires the second
part of condition (WS). We substitute the formula
τ 0v =
∑
1≤|j|≤|W |
∑
‖λ‖∗<C
c(j, λ)τ(jµ+ λ),
and likewise for τ 0w, and only consider the contributions from the two terms with j = 1 as
the others may be treated in the same way.
We first consider the case where dimTH < dim T , so thatWX∗(TH) ⊂ X∗(T ) is contained
in a finite union of lower dimensional subspaces. We may choose µ such that none of the
cocharacters ±µ+ λ with ‖λ‖∗ ≤ C lie in WX∗(TH). This implies that when we use (14) to
estimate the contributions∑
γ∈G(F )
τ(v, µ+ λ1)τ(w, µ+ λ2)
∗(x−1γx)1Bδ(x
−1γx)
from these terms to (13), the sums on the right hand side are empty and the contribution is
zero. Combining the contributions from the other terms in the expansion of T T ∗ gives∑
γ∈G(F )
(T T ∗)(x−1γx)1Bδ(x−1γx)≪ N.
The other case is where dimTH = dimT , but there is ν ∈ X∗(T ) such that
(15) ‖ν‖∗ > 2 max
w∈W
‖wν‖∗H .
Because ‖ · ‖∗ and ‖ · ‖∗H are piecewise linear, we may again choose µ such that the inequality
(15) holds for all ±µ+λ with ‖λ‖∗ ≤ C. Applying (14), we see that there is η > 0 such that∑
γ∈G(F )
τ(v, µ+ λ1)τ(w, µ+ λ2)
∗(x−1γx)1Bδ(x
−1γx)≪ N−η.
Summing over v and w and including the other terms in the expansion of T T ∗ gives∑
γ∈G(F )
(T T ∗)(x−1γx)1Bδ(x−1γx)≪ N2−η.
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In either case, we have∑
γ∈G(F )
(T T ∗)(x−1γx)kλ(x−1γx)1Bδ(x−1γx)≪ D(λ)N2−η.
Combining this with (11) and (12) gives
|T (ψ)ψ(x)|2 ≪ D(λ)N2−η +D(λ)(1 + ‖λ0‖σδ)−1/2NA1 .
Applying τv(ψ) = 1 and the bound |QN | ≫ǫ N1−ǫ gives
(16) |ψ(x)|2 ≪ǫ D(λ)N−η+ǫ +D(λ)(1 + ‖λ0‖σδ)−1/2NA1 .
If we choose δ = ‖λ0‖−σ/2 and N ∼ ‖λ0‖c for c = c(G) > 0 sufficiently small, then we
have δ ≤ CN−M , and the inequality (16) becomes ψ(x) ≪ D(λ)1/2(1 + ‖λ0‖)−ǫ for some
ǫ = ǫ(G, σ), which completes the proof.
4. Diophantine approximation
This section establishes the existence of the group L used in §3.3. It may be read inde-
pendently from the rest of the paper, and draws on unpublished notes of Peter Sarnak and
Akshay Venkatesh which we thank the authors for sharing with us. We note that the main
result of this section controls returns to any subvariety of G, not just subgroups.
4.1. Notation. Let F be a number field. Let E be an extension of F , and fix infinite places
w0|v0 of E and F respectively. Let G/F be an affine algebraic group, and let H ⊂ G be a
subvariety defined over E. We let ρ : G→ SLN be an F -embedding. For γ ∈ G(F ), define
‖γ‖f to be the LCM of the denominators of the norms of the entries of ρ(γ). We let d(·, ·) be
the distance function on G(Fv0) obtained from the standard Euclidean distance on A
N2(Fv0).
4.2. Main result and method of proof. Fix a compact set B1 ⊂ G(F∞), and let Hv0 =
H(Ew0) ∩G(Fv0). For x ∈ G(F∞), T > 2, and δ > 0, we define
M(x, δ, T ) = {γ ∈ G(F ) : ‖γ‖f ≤ T, x−1γx ∈ B1, d(x−1γx,Hv0) < δ}.
In other words, M(x, δ, T ) is roughly the set of γ ∈ G(F ) that are within δ of xHv0x−1, lie
in xB1x
−1, and have denominators bounded by T . Our main result is that, if δ is small, all
such γ lie in a variety L/F that is stably conjugate to a subvariety of H .
Proposition 4.1. Let B2 ⊂ G(F∞) be compact. There exists M = M(G,H) > 0 and
C = C(B1, B2) > 0 such that if x ∈ B2 and T > 2, then there exist Q ∈ N, an extension
E ′/E, and y ∈ G(E ′) with the following properties.
(1) Q has ≪B1,B2 log T prime factors.
(2) |E ′ : E| ≪G,H 1, and E ′/F is Galois and unramified outside Q.
(3) The denominators of ρ(y) all divide Q.
(4) If we define
L =
⋂
σ∈Gal(E′/F )
(yHy−1)σ,
then M(x, δ, T ) ⊂ L(F ) provided δ ≤ CT−M .
18
The data E ′, Q, and y depend on x, δ, and T .
We may illustrate the proof of Proposition 4.1 using a toy example. Suppose one has a
collection of points in Z2 lying in a fixed ball. One wants to show that if all the points
lie close to a line, then they actually lie on a line. One does this by considering a triangle
formed by three of the points; the area must be small, by the near-collinearity, but it must
also be a half-integer. Therefore any three points are collinear, so they all must be.
We adapt this argument as follows. For any subset S ⊂ M(x, δ, T ), define the variety
XS/E ⊂ G by XS = {g ∈ G : S ⊂ gHg−1}, and let X = XM(x,δ,T ). In terms of our
toy model, one may think of XS as the set of lines containing the points in S. Proving
Proposition 4.1 is essentially the same as showing that X 6= ∅, because if y ∈ X(F ) then
M(x, δ, T ) ⊂ yHy−1, and we may descend yHy−1 to L.
The main step in showing that X 6= ∅ is to prove that, if S is finite, XS 6= ∅ if δ is
sufficiently small in terms of T and |S|. This is analogous to the argument with the area of a
triangle. The next step is to find S of controlled size such that X = XS, which is analogous
to the fact that if any three points from our collection are collinear, they all must be. The
final step is to show that if one has a nonempty algebraic set of bounded complexity, then
it must contain an algebraic point of bounded complexity, which gives the required control
on y.
4.3. Nonemptiness of XS. We now show that if S ⊂ M(x, δ, T ) is finite, and δ is suffi-
ciently small in terms of T and |S|, then XS(E) is nonempty.
Proposition 4.2. Let l > 0. There are C = C(B1, B2, l) > 0 and M = M(G,H, l) > 0 such
that if x ∈ B2, δ < CT−M , and S ⊂M(x, δ, T ) has |S| = l, then XS(E) 6= ∅.
Proof. Let π : H l ×G→ Gl be the map over E given by
π(h1, . . . , hl, g) = (gh1g
−1, . . . , ghlg
−1).
Let S = {γ1, . . . , γl}, and define z = (γ1, . . . , γl). It may be seen that XS is the projection
of π−1(z) to G, and so it suffices to show that π−1(z) 6= ∅.
To explain why this should be true, suppose that the image of π is a closed subvariety
I ⊂ Gl. In this case, we know that z is a rational point of Gl of bounded height, and the
assumption that γi ∈ M(x, δ, T ) implies that z is close to I(Ew0). It is then easy to show
that z ∈ I(E) as required.
If I is a constructible set rather than a subvariety, then this argument does not work -
there may be rational points that lie in the closure of I(Ew0) but not in I(E). However, if
we assume that z is close not just to I(Ew0), but to π(KX) for some compact KX ⊂ X(Ew0),
then the principle still holds, and is stated precisely as Proposition 4.3.
We wish to apply Proposition 4.3 with X = H l × G, Y = Gl, and f = π. We give X
and Y the standard affine embeddings coming from ρ, and let dY be the distance function
on Y (Ew0) obtained from this embedding. We choose KY = (B2B1B
−1
2 )
l, so that KY ⊂
Y (F∞) ⊂ Y (E∞), and we have z ∈ KY ∩ Y (E).
We next choose a compact set KX ⊂ X(Ew0) such that dY (f(KX), z) < C1δ for some
C1 = C1(B1, B2) > 0. Let B1,v0 and B2,v0 denote the projection of B1 and B2 to G(Fv0),
and let B3,v0 ⊂ G(Fv0) denote the set of points within distance 1 of B1,v0 . We define
KX = B
l
3,v0
×B2,v0 ⊂ X(Ew0).
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To show that KX has the required property, we know that there are hi ∈ Hv0 such
that d(x−1γix, hi) < δ for all i. We have assumed that x
−1γix ∈ B1 for all i, and that
x ∈ B2, which implies that x˜ = (h1, . . . , hl, x) ∈ KX . Because γi, x, and hi lie in compact
sets depending only on B1 and B2 we have d(γi, xhix
−1) < C1(B1, B2)δ for all i, so that
dY (f(x˜), z) < C1δ as required.
Applying Proposition 4.3 to these data gives C,M > 0 such that if δ < CT−M then
z ∈ π(X(E)), so that π−1(z) 6= ∅ as required.

If z ∈ An(E), we define ‖z‖f to be the LCM of the denominators of the norms of the
coordinates of z.
Proposition 4.3. Let X ⊂ An and Y ⊂ Am be affine varieties defined over E, and let
f : X → Y be a map defined over E. Let w0 be an infinite place of E, and let d be the
standard distance function on Am(Ew0). Let KX ⊂ X(Ew0) and KY ⊂ Y (E∞) be compact.
There are C,M > 0 such that if z ∈ Y (E) ∩KY satisfies ‖z‖f < T , d(z, f(KX)) < δ, and
δ < CT−M , then z ∈ f(X(E)).
Proof. Let I = f(X(E)). Chevalley’s theorem implies that I is a constructible subset of
Y (E) defined over E. This means that there is a finite decreasing chain of subvarieties
Y = V 0 ⊇ V 1 . . . ⊇ V 2a ⊇ V 2a+1 = ∅ of Y defined over E and such that
I =
a⋃
i=1
V 2i−1(E) \ V 2i(E),
where V 2a may be empty.
Let OX and OY be the E-algebras of functions on X and Y . For each 0 ≤ i ≤ 2a + 1,
we let {pi,j ∈ OY : 1 ≤ j ≤ D(i)} be a finite collection of equations defining V i. We have
f−1(V 2i(E)) = f
−1(V 2i+1(E)) for all 0 ≤ i ≤ a, and so if we define the ideals Ni = 〈f ∗pi,j :
1 ≤ j ≤ D(i)〉 ⊂ OX⊗E we see that f−1(V 2i(E)) is the vanishing set of both N2i and N2i+1.
The Nullstellensatz implies that the radicals of N2i and N2i+1 in OX ⊗E must be equal, and
so there is L = L(G,H, l) ∈ N and elements
{c(i, j, k) ∈ OX ⊗ E : 0 ≤ i ≤ a, 1 ≤ j ≤ D(2i+ 1), 1 ≤ k ≤ D(2i)}
such that
(17) (f ∗p2i+1,j)
L =
D(2i)∑
k=1
c(i, j, k)f ∗p2i,k.
If z /∈ I, there must be some 0 ≤ r ≤ a such that z ∈ V 2r(E) but z /∈ V 2r+1(E). As
z /∈ V 2r+1(E), there must be some s such that p2r+1,s(z) 6= 0. We have p2r+1,s(z) ∈ E.
Our assumption that z ∈ KY implies that |p2r+1,s(z)|w ≪ 1 for all infinite places w. Our
assumption on ‖z‖f implies that the denominator of p2r+1,s(z) is bounded by a power of T ,
and combining this with |p2r+1,s(z)|w ≪ 1 implies that there exist C1 and M1 such that
(18) |p2r+1,s(z)|w0 ≥ 2C1T−M1.
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We now use (17) to show that z /∈ V 2r(E). There is κ > 0 such that
(19) |pi,j(y)− pi,j(y′)| ≤ κd(y, y′)
for all i and j, and all y, y′ ∈ f(KX) ∪KY,w0 where KY,w0 denotes the projection of KY to
Y (Ew0).
By assumption, there is x ∈ KX with d(f(x), z) ≤ δ, and applying (19) to f(x) and z
gives |p2r+1,s(f(x))| ≥ 2C1T−M1 −C2κδ. By decreasing C and increasing M if necessary, we
may assume that
|f ∗p2r+1,s(x)| = |p2r+1,s(f(x))| ≥ C1T−M1.
Combining this with (17) gives∣∣∣∣∣∣
D(2i)∑
k=1
c(r, s, k)(x)f ∗p2r,k(x)
∣∣∣∣∣∣ ≥ CL1 T−LM1.
If we let C3 be an upper bound for all |c(i, j, k)| on KX , there must be some k such that
|p2r,k(f(x))| ≥ C
L
1 T
−LM1
D(2i)C3
.
Combined with (19) this gives
|p2r,k(z)| ≥ C
L
1 T
−LM1
D(2i)C3
− C2κδ.
By shrinking C and increasingM if necessary, this implies that p2r,k(z) 6= 0, which contradicts
z ∈ V 2i(E).

4.4. Proof of Proposition 4.1. We now find S of controlled size such that X = XS, to
which we apply Proposition 4.2. The fact that some finite S with this property exists is
immediate by Noetherianness, but in order for it to be useful we need |S| to be bounded
only in terms of G and H.
Lemma 4.4. There exists an integer n = n(G,H) and S ⊂ M(x, δ, T ) with |S| ≤ n such
that XS = X
Proof. Let OG be the F -algebra of functions on G. For d ≥ 0, let OdG be the subspace of OG
consisting of the restrictions of degree d polynomials on AN
2
under the natural embedding
G→ SLN → AN2 . X is cut out by the conditions {y ∈ gHg−1 : y ∈M(x, δ, T )}, which are
expressed as functions in OdG for d = d(G,H) sufficiently large. Let V ⊂ OdG be the E-vector
subspace spanned by these functions. It has dimension at most dimOdG, and so there exists
S ⊂M(x, δ, T ) with |S| ≤ dimOdG such that X = XS.

Let n be the integer provided by Lemma 4.4, and apply Proposition 4.2 for every l between
1 and n. This gives C = C(B1, B2) > 0 andM = M(G,H) > 0 such that X(E) 6= ∅ if x ∈ B
and δ < CT−M . It remains to show that we can find y ∈ X(E) of bounded complexity.
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We shall do this using Lemma 4.5 below, which states that an algebraic set in Q
n
cut out
by polynomials of low complexity contains an algebraic point of low complexity. We feel
that such a result should be standard, but as we are unable to find a suitable version in the
literature, we shall give a proof.
Before stating the Lemma, let us specify what we mean by “low complexity”. Let K be
a number field with ring of integers OK . We say that a (multivariable) polynomial f with
coefficients in OK has complexity (D,X) if it has degree at most D, and all of its coefficients
have absolute value at most X under all archimedean norms on K. We shall say that an
algebraic number y has complexity (D,X) over K if it is a root of a polynomial over OK of
complexity (D,X). We say that a polynomial has complexity .∗ (D,X) (where ∗ is some
additional data) if it has complexity (D′, C1X
C2) for D′, C1, and C2 depending on D and ∗,
and likewise for algebraic numbers.
Lemma 4.5. Let K be a number field. Let f1, . . . , fk ∈ OK [x1, . . . , xn] be a set of polynomials
of complexity (D,X). Let Z be the common zero locus of the fi in Q
n
. If Z is nonempty,
there exists y ∈ Z with complexity .k,n (D,X) over K.
Proof. We perform induction on n. Let π : Q
n → Q be the projection to the first co-
ordinate. We first show that it suffices to find y1 ∈ π(Z) with complexity .k,n (D,X) over
K. Suppose such a y1 exists, and let Z
′ = π−1(y1) ⊂ Qn−1. We wish to show that Z ′ has
a point of low complexity. Let K ′ be the number field generated by y1 over K, and define
f ′i(x2, . . . , xn) = fi(y1, x2, . . . , xn) ∈ K ′[x2, . . . , xn] so that Z ′ is the zero locus of the f ′i .
By clearing denominators we may assume that f ′i ∈ O′K [x2, . . . , xn], and that the fi have
complexity .k,n (D,X) over K
′. Our inductive hypothesis implies that there is a point
y′ ∈ Z ′ with complexity .k,n (D,X) over K ′. By taking the product of the polynomials
defining the coordinates of y′ over their embeddings above K, one sees that (y1, y
′) ∈ Z has
complexity .k,n (D,X) over K as required.
We now produce y1 ∈ π(Z) with complexity .k,n (D,X). We do this by proving an
effective version of Chevalley’s theorem for π(Z). Let y1 ∈ Q, and define f ′i ∈ Q[x2, . . . , xn]
as before. For d ≥ 0, let Vd ⊂ Q[x2, . . . , xn] be the set of polynomials of degree ≤ d. By the
effective Nullstellensatz [33], there exists d = d(D, k, n) such that π−1(y1) = ∅ if and only if
there exist gi ∈ Vd such that
∑
f ′igi = 1. In other words, one has a Q-linear map
A : V kd → Vd+D, A(g1, . . . , gk) =
∑
f ′igi,
and one has π−1(y1) = ∅ if and only if the equation Ax = 1 has a solution, where 1 is the
vector corresponding to 1 ∈ Vd+D.
If we write A as a matrix with respect to the monomial basis of V kd and Vd+D, we see that
the entries are of the form pij(y1), where pij ∈ OK [x1] have complexity .k,n (D,X). We
shall therefore identify A with this matrix of polynomials.
By performing row and column operations on A with coefficients in OK [x1], we may reduce
the system (A : 1) to (B : v), where B is a diagonal matrix and v is a vector with entries
in OK [x1]. Moreover, all entries of B and v have complexity .k,n (D,X). The system
A(y1)x = 1 has a solution with x ∈ V kd if and only if B(y1)x = v(y1) does, except possibly
when y1 lies in the finite set W1 consisting of the roots of the polynomials in OK [x1] that we
multiplied by during the reduction.
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Let W2 be the set of y1 where B(y1)x = v(y1) has a solution, so that W2 −W1 ⊂ π(Z) ⊂
W1 ∪W2. W2 is clearly constructable, and is either a finite set of points with complexity
.k,n (D,X), or the complement of such a set. In the first case, we see that π(Z) is a finite
set of points of complexity .k,n (D,X), and we are done. In the second, the number of
points in Q − (W2 −W1) must be bounded in terms of k, n, and D. It follows that there
exists y1 ∈ Z ∩ π(Z) with size bounded in terms of these data, which completes the proof.

We now finish the proof using Lemma 4.5. By Lemma 4.4, X is cut out by a set of
polynomials over E whose cardinality and degrees are bounded in terms of G and H . In
addition, our assumptions that x ∈ B2, x−1γx ∈ B1, and ‖γ‖f ≤ T imply that the heights
of the coefficients of these polynomials are bounded by C ′TM
′
for some C ′ = C ′(B1, B2) and
M ′ =M ′(G,H).
We may therefore apply Lemma 4.5 to produce a point y ∈ X(E) of complexity (D,X),
where D is bounded in terms of G and H, and X ≤ C1TM1 for C1 = C1(B1, B2) and
M1 = M1(G,H). If E
′ is the extension over which y is defined, |E ′ : F | is bounded in
terms of G and H . Moreover, there is Q with ≪B1,B2 log T prime factors such that E ′/F is
unramified away from Q, and the denominators of ρ(y) all divide Q. We may also assume
that E ′/F is Galois. The definition of X then gives
M(x, T, δ) ⊂ yHy−1(E ′),
and because M(x, T, δ) ⊂ G(F ) we may descend yHy−1 to the variety L/F .
5. Estimating intersections in buildings
This section contains the proof of inequality (10), used in the proof of Proposition 3.4
bounding Hecke returns.
5.1. Notation and statement of main result. LetK be a p-adic field with ring of integers
O and residue field k. Let ̟ be a uniformizer, and let q be the order of k. Let K˜ be the
maximal unramified extension of K, with integers O˜ and residue field k˜. Let Γ be the Galois
group of K˜/K, which is canonically identified with the Galois group of k˜/k.
We shall work with affine group schemes over O in this section, which we denote by upper
case Gothic letters. Any unfamiliar terminology regarding these objects will be defined in
Sections 5.3 and 5.4. If X is an affine group scheme over O, we denote its special and generic
fibers by Xk and XK . Let G and H be two smooth connected affine reductive group schemes
over O. We assume that H is embedded as a closed subgroup scheme of G, and that GK and
HK are both split. We also assume that there are smooth closed subgroup schemes T < G
and TH < H such that TH < T, and TK and TH,K are maximal split tori in GK and HK
2.
Let W be the Weyl group of T in G, and let ‖ · ‖∗H be the seminorm on X∗(TH) defined
in Section 2.2. Let y ∈ G(O˜), and define
L =
⋂
σ∈Γ
(yHKy
−1)σ,
2Note that the assumptions we have made on G and H imply that such T and TH exist, by an argument
we recall at the end of Section 5.4. However, we wish to work with the tori given to us by the global setup
of Section 3.
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which is a subgroup of GK defined over K. We define
L(µ) = #(L(K)G(O) ∩G(O)µ(̟)G(O))/G(O)
for µ ∈ X∗(T). This can be thought of as the size of the intersection of L(K) with a sphere
in the building of GK . The main result of this section is a bound for this size.
Proposition 5.1. Let µ ∈ X∗(T), and define Λµ = X∗(TH) ∩ Wµ. We have L(µ) ≪∑
λ∈Λµ
q2‖λ‖
∗
H , where the implied constant depends only on the complexity of the image of
Hk in A
(dimG)2
k under the adjoint mapping Gk → GL(Lie(Gk)) ⊂ A(dimG)
2
k . Moreover, this
dependence is ineffective.
See Section 5.2 for the definition of complexity used in the proposition. We emphasize
that the implied constant does not depend on y, K, or even the characteristic of k. In the
case y = 1 (or equivalently, y ∈ H(O˜)), we have an explicit formula for L(µ).
Proposition 5.2. Let µ ∈ X∗(T), and Λµ = X∗(TH) ∩Wµ. For any λ ∈ X∗(TH), let QH,λ
denote the corresponding parabolic subgroup of Hk. Λµ is invariant under WH , and we have
#(H(K)G(O) ∩G(O)µ(̟)G(O))/G(O) =
∑
λ∈Λµ/WH
q2‖λ‖
∗
H
#H(k)/qdimH
#QH,λ(k)/qdimQH,λ
.
Specializing to H = G, we obtain the following classic result.
Corollary 5.3. Let λ ∈ X∗(T), and let Qλ be the parabolic subgroup of Gk associated to λ.
We have
#G(O)λ(̟)G(O)/G(O) = q2‖λ‖∗ #G(k)/q
dimG
#Qλ(k)/qdimQλ
.
5.2. Complexity of algebraic sets. We shall use results of Breuillard, Green, and Tao
[15, Sec. 3] on the complexity of algebraic sets, which we now recall. The first three results
below define the complexity of a variety, and of a map between varieties, and say that the
image of a variety of bounded complexity by a map of bounded complexity is a constructible
set of bounded complexity.
Definition 5.4 ([15], Definition 3.1). Let M ≥ 1 be an integer.
(i) An affine variety over k˜ of complexity at most M in An is a subset V ⊂ An(k˜) of the
form
V = {x ∈ An(k˜) : P1(x) = . . . = Pm(x) = 0}
where 0 ≤ n,m ≤ M , and P1, . . . , Pm : An(k˜) → k˜ are polynomials of degree at most
M .
(ii) A projective variety over k˜ of complexity at most M in Pn is a subset V ⊂ Pn(k˜) of the
form
V = {x ∈ Pn(k˜) : P1(x) = . . . = Pm(x) = 0}
where 0 ≤ n,m ≤ M , and P1, . . . , Pm : k˜n+1 → k˜ are homogeneous polynomials of
degree at most M .
(iii) A quasiprojective variety over k˜ of complexity at most M in Pn is a set of the form
V \W ⊂ Pn(k˜), where V,W are projective varieties of complexity at most M .
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(iv) A constructible set over k˜ of complexity at most M in Pn is a boolean combination of
at most M projective varieties of complexity at most M .
As in [15], we may consider both affine and projective varieties as quasiprojective varieties,
and abbreviate quasiprojective variety to variety.
Definition 5.5 ([15], Definition 3.3). Let V ⊂ Pn(k˜) and W ⊂ Pm(k˜) be varieties, and let
M ≥ 1. A map f : V → W is said to be regular with complexity at most M if V,W are
individually of complexity at most M in Pn and Pm, and if one can cover V by some varieties
V1, . . . , Vr of complexity at most M for some r ≤M such that
(i) for each 1 ≤ j ≤ r, f(Vj) is contained in an affine space Amij (k˜) ⊂ Pm(k˜);
(ii) the map f |Vj has the form (Pj,1/Qj,1, . . . , Pj,m/Qj,m), where the Pj,l, Qj,l are homoge-
neous polynomial maps from k˜n+1 to k˜ with deg(Pj,l) = deg(Qj,l) ≤ M , and the Qj,l
are non-vanishing on Vj.
Lemma 5.6 ([15], Lemma 3.4). Let V and W be varieties of complexity at most M in Pn
and Pm respectively, and let f : V → W be regular of complexity at most M . The image
f(V ) is a constructible set of complexity OM(1) in P
m. In particular, by [15, Lemma 3.2],
the Zariski closure of this image is a variety of complexity OM(1) in P
m.
These notions of complexity will be used together with the following bound on rational
points.
Lemma 5.7. If V is a projective variety over k˜ of complexity at most M and dimension d,
then #V (k)≪M qd.
Proof. Lemma A.4 of [15] allows us to assume that V is irreducible, and [15, Lemma 3.5]
implies that its degree is bounded in terms of M . The lemma now follows from [34, Lemma
1]; note that the proof of that lemma assumes that V is defined over k, but this is not needed.

The constants in Lemmas 5.6 and 5.7 are ineffective (although this could probably be
overcome with more work), which is the source of the ineffectiveness of Theorem 5.1.
5.3. Background on group schemes. Let X be an affine group scheme over O. We denote
the O-algebra of X by O[X]. We denote the generic and special fibers of X by XK and Xk
respectively. We say that X is connected if both its generic and special fibers are.
If n ≥ 1, we define the nth principal congruence subgroup of X(O˜) to be Xn = kerX(O˜)→
X(O˜/pn), and set X0 = X(O˜). If Y is another affine group scheme with a morphism f :
Y→ X, the commutative diagram
Y(O˜) −−−→ X(O˜)y y
Y(O˜/pn) −−−→ X(O˜/pn)
implies that f(Yn) ⊂ Xn for all n. Applying this to the product and inverse maps on X, we
see that Xn is a group.
X is called flat if O[X] is flat (equivalently, free) as an O module, and smooth if it is flat
and XK and Xk are smooth. We shall use two consequences of smoothness in this section.
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First, if X is smooth then for any n the reduction map X(O˜) → X(O˜/pn) is surjective, as
O˜ is Henselian. Secondly, smoothness of X implies that its Lie algebra x behaves well under
passage to the fibers. In particular, smoothness implies that x is a free O module, and we
have Lie(XK) = x⊗O K and Lie(Xk) = x⊗O k. We define x = x⊗O k˜.
If X is smooth, then we have X0/X1 ≃ Xk(k˜), and the following lemma gives a similar
statement for Xn/Xn+1.
Lemma 5.8. If X is smooth, then Xn/Xn+1 ≃ x for any n ≥ 1.
Proof. We define κn = ker(X(O˜/pn+1) → X(O˜/pn)). We first use smoothness to show that
Xn/Xn+1 ≃ κn, and then show that a general affine group scheme satisfies κn ≃ x. To prove
the first claim, consider the sequence
Xn+1 → Xn → X(O˜/pn+1)→ X(O˜/pn).
The sequence is exact at Xn by definition, and exact at X(O˜/pn+1) because of the Henselian
property of X. This implies the claim.
If we denote the identity in X(O) by e, then κn is the set of O algebra homomorphisms
O[X]→ O˜/pn+1 whose reduction mod pn is the same as e. If we let HomO(O[X], O˜/pn+1)e ⊂
HomO(O[X], O˜/pn+1) be the O module homomorphisms that reduce to e mod pn, then there
is an isomorphism
Homk(O[X], k˜) ≃ HomO(O[X], O˜/pn+1)e,
d 7→ e+̟nd.
Moreover, it may be checked that e+̟nd is an algebra homomorphism if and only if d is a
derivation of e : O[X]→ k˜, so that we have an isomorphism ker(X(O˜/pn+1)→ X(O˜/pn)) ≃ x
as required.

Let Y be an affine group scheme, and let ι : Y → X be a closed embedding. We recall
that this means that the corresponding map ι∗ : O[X] → O[Y] is surjective. This implies
that if R ⊂ R′ are two O algebras, then ι : Y(R) → X(R) is injective and ι(Y(R)) =
ι(Y(R′)) ∩ X(R).
We define the standard multiplicative and additive group over O to be the usual integral
models of Gm and Ga with coordinate rings O[X,X−1] and O[X ] respectively. A standard
torus is a product of standard multiplicative groups. If T is a standard torus, then the group
of integral cocharacters X∗(T) is identified with X∗(TK) and X∗(Tk) under passage to the
fibers.
5.4. Background on reductive group schemes. Let G be a smooth affine group scheme
over O. We say that G is reductive if both its fibers are. We say that a subgroup scheme
T < G is a split maximal torus if it is closed in G, isomorphic to a standard torus over O,
and is a maximal torus in one (equivalently, both) of the fibers of G. It follows from e.g. [20,
Prop. 2.1.2] that any two split maximal tori T,T′ of G are conjugate, because their special
fibers are and TranspG(T,T
′) is smooth.
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There is a notion of G being split as a reductive group over O. We will not give the full
definition here, which may be found in [20, Def. 5.1.1], and instead we shall only state those
consequences of it that we shall use.
(1) G has a split maximal torus T.
(2) There is a root system Φ ⊂ X∗(T), which gives the root systems of (TK ,GK) and
(Tk,Gk). We will refer to Φ as the root system of (T,G).
(3) For each α ∈ Φ there is a root space gα ⊂ g, which is a free O module of rank one on
which T acts by α, and there is a root space decomposition g = t⊕⊕α∈Φ gα.
(4) For each α ∈ Φ there is a group scheme Uα, isomorphic to the standard additive group
over O, and a closed embedding of Uα in G that induces the inclusion gα →֒ g and
which identifies Uα,K and Uα,k with the root subgroups of α.
(5) Let Φ+ ⊂ Φ be a system of positive roots. There is a smooth closed subgroup scheme
U+ < G with connected unipotent fibers, and such that for any ordering of Φ+ the
multiplication map induces an isomorphism
∏
α∈Φ+ Uα ≃ U+. It follows that the fibers
of U+ are the maximal unipotent subgroups of the fibers of G corresponding to Φ+.
We likewise define U− for the system −Φ+.
(6) The multiplication map U− ×T× U+ is an isomorphism onto an open subscheme C of
G containing the identity.
The Weyl group of Φ will also be referred to as the Weyl group of T in G. To show where
these facts may be found in [20], statements (1)-(3) are consequences of the definition of
splitness in Definition 5.1.1, together with the definition of the root spaces gα in Definition
4.1.1. Statement (4) is Theorem 4.1.4, and statements (5) and (6) are Theorem 5.1.13.
These facts imply the following decomposition of the congruence subgroups Gn.
Lemma 5.9. If n ≥ 1, the multiplication map
πn : U
−
n × Tn × U+n → Gn
is a bijection.
Proof. We let π : U− × T × U+ → G be the product map, which induces πn on O˜ points.
The injectivity of πn follows from the fact that π is the composition of an isomorphism
U− × T × U+ ≃ C and an open inclusion C →֒ G, which are bijective and injective on O˜
points respectively.
To show surjectivity, the fact that C contains the identity means that C(O˜) contains G1,
and hence Gn. If y ∈ Gn, it follows that there exists x ∈ (U− × T × U+)(O˜) such that
π(x) = y. Let x ∈ (U−×T×U+)(O˜/pn) be the reduction of x mod pn. If x /∈ U−n ×Tn×U+n ,
then x will be different from the identity, and so will π(x) ∈ G(O˜/pn). This contradicts the
fact that π(x) must be the reduction of y.

If G,H,T, and TH are as in the statement of Proposition 5.1, the following theorem from
[21, Prop. 1.3] implies that these groups are all split, and that T and TH are split maximal
tori in G and H respectively, so that the above discussion applies to them.
Theorem 5.10. If G′ is a split connected reductive group over K, then there is a unique
smooth reductive group scheme G′ over O with G′K ≃ G′. In particular, G′ is split.
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The group scheme G′ in this theorem is sometimes referred to as the Chevalley group
scheme of type G′.
We finish this section by proving the claim in footnote 2, i.e. that if G and H are smooth
connected affine reductive, with H closed in G and GK and HK split, then there exist split
maximal tori T < G and TH < H with TH < T. First, Theorem 5.10 implies that H is
split, so it has a split maximal torus TH . By [20, Lemma 2.2.4], there exists a smooth closed
subgroup scheme Z < G, called the centralizer of TH in G, which by Definition 2.2.1 of [20]
has the property that for any O-algebra R the subset of G(R) preserving TH under conjugacy
is Z(R). It may be seen that the fibers of Z are connected, reductive, and split, and applying
Theorem 5.10 again we see that Z is split over O. If we let T be a split maximal torus of Z,
then we have TH < T by combining TH(O˜) < T(O˜) with [16, Prop. 1.7.6].
5.5. Congruence flag varieties. We now begin the proof of Proposition 5.1, starting with
an outline of the method. The set G(O˜)µ(̟)G(O˜)/G(O˜) can be identified with a G(O˜)-
orbit in the building of GK˜ , and L(λ) is roughly the size of the intersection of yH(K˜)y−1
with the points of this orbit coming from G(K). If we define
(20) Pµ = G(O˜) ∩ µ(̟)G(O˜)µ(̟)−1, Fµ = G(O˜)/Pµ,
then Fµ naturally parametrizes G(O˜)µ(̟)G(O˜)/G(O˜), and in Lemma 5.11 we bound L(µ)
in terms of an intersection inside Fµ. In Section 5.6 we bound this intersection using the
natural congruence filtration on Fµ. Section 5.7 contains an extra argument involving flag
varieties over k that is needed to handle the first step of this filtration.
If λ ∈ X∗(TH), we define the objects PHλ and FHλ for H as in (20). Note that PHλ =
Pλ ∩ H(O˜), so there is a natural injection ι : FHλ → Fλ. The Galois group Γ stabilises Pλ,
hence acts on Fλ, and we may define
Iλ = {h ∈ FHλ : yι(h) ∈ F Γλ }.
The sets Iλ control L(µ) as follows.
Lemma 5.11. We have L(µ) ≤∑λ∈Λµ #Iλ.
Proof. The map G(K)/G(O) → G(K˜)/G(O˜) is an injection, and the images of L(K)G(O)
and G(O)λ(̟)G(O) under this map are contained in
B1 = yH(K˜)y
−1G(O˜)/G(O˜) = yH(K˜)G(O˜)/G(O˜)
and B2 = {g ∈ G(O˜)λ(̟)G(O˜)/G(O˜) : σ(g) = g, σ ∈ Γ}
respectively, so that L(µ) ≤ #(B1 ∩ B2). We may translate both of these sets by y−1, to
obtain
y−1B1 = H(K˜)G(O˜)/G(O˜), y−1B2 = {g ∈ G(O˜)λ(̟)G(O˜)/G(O˜) : σ(yg) = yg, σ ∈ Γ}.
Applying Lemma 5.12 gives
y−1(B1 ∩ B2) =
⋃
λ∈Λµ
{g ∈ H(O˜)λ(̟)G(O˜)/G(O˜) : σ(yg) = (yg), σ ∈ Γ}.
It may be checked that the map
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FHλ → H(O˜)λ(̟)G(O˜)/G(O˜)
h 7→ hλ(̟)G(O˜)
is a bijection, and the condition that the coset yhλ(̟)G(O˜) is fixed by Γ is just that yι(h)
is fixed by Γ as an element of Fλ. This gives
{g ∈ H(O˜)λ(̟)G(O˜)/G(O˜) : σ(yg) = (yg), σ ∈ Γ} ≃ Iλ,
which completes the proof.

Lemma 5.12. We have H(K˜)G(O˜) ∩G(O˜)µ(̟)G(O˜) = ⋃λ∈Λµ H(O˜)λ(̟)G(O˜).
Proof. It is clear that the right hand side is contained in the left. For the reverse inclusion, let
hg ∈ G(O˜)µ(̟)G(O˜) with h ∈ H(K˜) and g ∈ G(O˜). Applying the Cartan decomposition on
H(K˜) gives h ∈ H(O˜)λ(̟)H(O˜) for some λ ∈ X∗(TH), and comparing this with the Cartan
decomposition on G(K˜) gives λ ∈ Wµ as required.

5.6. Filtrations on coset spaces. By Lemma 5.11, it suffices to prove
(21) #Iλ ≪ q2‖λ‖∗H
for all λ ∈ X∗(TH). In this section we shall prove this using a congruence filtration on Iλ
defined using the natural filtrations on Fλ and FH,λ. For i ≥ 0, define
P (λ, i) = PλGi, F (λ, i) = G0/P (λ, i),
so that F (λ, i) stabilize at Fλ for i large, and we have maps πi : F (λ, i)→ F (λ, i−1) for i ≥ 2.
We define PH(λ, i), FH(λ, i), and πH,i similarly for H. There are maps ι : FH(λ, i)→ F (λ, i)
for all i, which we prove are injective in Lemma 5.14. We define the sets I(λ, i) by
I(λ, i) = {h ∈ FH(λ, i) : yι(h) ∈ F (λ, i)Γ}.
The sets I(λ, i) stabilize at Iλ, and the projections πH,i map I(λ, i) to I(λ, i− 1). We shall
bound I(λ, i) by bounding I(λ, 1), and the fibers of I(λ, i) under πH,i. First, we need to
understand F (λ, 1) and the fibers of πi on F (λ, i), and show that ι is injective on FH(λ, i).
Let us introduce some notation. λ defines a map Gm/k → TH,k < Tk, and composing
this with the adjoint action of TH,k on g and h gives these spaces Z-gradings g = ⊕jgj and
h = ⊕jhj such that Gm/k acts on gj by x 7→ xj . We have hj = h ∩ gj for all j. For i ≥ 0,
define
g(λ, i) :=
⊕
j≤i
gj = t+
⊕
α∈∆:〈α,λ〉≤i
gα,
h(λ, i) :=
⊕
j≤i
hj = tH +
⊕
α∈∆H :〈α,λ〉≤i
hα.
We have h(λ, i) = h ∩ g(λ, i). The following lemma shows that these subspaces describe the
higher steps of the congruence filtrations of Pλ and PH,λ.
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Lemma 5.13. For i ≥ 2, we have P (λ, i) ∩ Gi−1/Gi = g(λ, i) under the isomorphism
Gi−1/Gi ≃ g, and likewise for H.
Proof. We begin by describing the intersection Gn ∩ λ(̟)G0λ(̟)−1 for any n ≥ 1 in terms
of root spaces. We recall the objects Φ, Φ+, Uα, etc. and the properties (1)-(6) they satisfy
from Section 5.4. We may assume that Φ+ is chosen so that λ ∈ X+∗ (T). We will show that
(22) Gn ∩ λ(̟)G0λ(̟)−1 =
∏
α∈Φ−
Uα,n × Tn ×
∏
α∈Φ+
Uα,max(n,〈α,λ〉).
The inclusion of the right hand side in the left hand side follows from the formula
(23) tUα,mt
−1 = Uα,m+v(α(t)) for t ∈ T(K˜),
where v : K× → Z is the valuation. To show the reverse inclusion, let g ∈ Gn∩λ(̟)G0λ(̟)−1.
Write g = u−tu+ ∈ U−n TnU+n using Lemma 5.9. Then gλ(̟)−1 = (u−)λ(̟)−1t(u+)λ(̟)−1 ∈ G0.
Equation (23) gives (u−)λ(̟)
−1
t ∈ G0, so we must have (u+)λ(̟)−1 ∈ U+(K˜) ∩ G0. Because
U+ is closed in G, we have U+(K˜) ∩G0 = U+0 .
We may show that multiplication gives a bijection
∏
α∈Φ+ Uα,n ≃ U+n as in Lemma 5.9,
and we write u+ =
∏
α∈Φ+ uα with uα ∈ Uα,n. We have (u+)λ(̟)
−1
=
∏
α∈Φ+(uα)
λ(̟)−1 ∈ U+0 ,
and comparing the bijections
∏
α∈Φ+ Uα,0 ≃ U+0 and
∏
α∈Φ+ Uα(K˜) ≃ U+(K˜) we see that this
implies (uα)
λ(̟)−1 ∈ Uα,0 for all α ∈ Φ+. Equation (23) gives uα ∈ Uα,〈α,λ〉 ∩ Uα,n, so that g
lies in the right hand side of (22).
To finish the proof, P (λ, i) ∩ Gi−1/Gi is the image of Gi−1 ∩ λ(̟)G0λ(̟)−1 in Gi−1/Gi.
The proposition now follows from (22) and the fact that the identifications Uα,i−1/Uα,i ≃ u
and Ti−1/Ti ≃ t are functorial for the inclusions of these groups in G.
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The analog of Lemma 5.13 for i = 1 is to describe the image of P (λ, 1) inside G0/G1 ≃
G(k˜). If Qλ is the parabolic subgroup of Gk associated to λ, [31, Prop. 3.8] states that
P (λ, 1)/G1 ≃ Qλ(k˜). We likewise define QH,λ to be the parabolic subgroup of Hk associated
to λ, and have PH(λ, 1)/H1 ≃ QH,λ(k˜). We have Lie(Qλ)⊗ k˜ = g(λ, 0) and Lie(QH,λ)⊗ k˜ =
h(λ, 0), and because a parabolic subgroup is the normalizer of its Lie algebra, it follows that
QH,λ(k˜) = H(k˜) ∩Qλ(k˜).
Lemma 5.14. The map ι : FH(λ, i)→ F (λ, i) is an injection for any i.
Proof. It is equivalent to show that P (λ, i)∩H0 = PH(λ, i), and we prove this by induction on
i. For the base case i = 1 we must show that PλG1 ∩H0 = PH,λH1. We have a commutative
diagram
H0 −−−→ H(k˜)y y
G0 −−−→ G(k˜).
The discussion above implies that PλG1∩H0 is the preimage of Qλ(k˜) under the bottom left
pair of arrows. On the other hand, PH,λH1 is the preimage of QH,λ(k˜) under the top arrow,
and QH,λ(k˜) = H(k˜) ∩Qλ(k˜) completes the proof.
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We now suppose that PλGi−1∩H0 = PH,λHi−1 for some i ≥ 2, and show that PλGi∩H0 =
PH,λHi. One inclusion is clear, so we let h ∈ PλGi ∩H0 and wish to show that h ∈ PH,λHi.
We have h ∈ PλGi−1 ∩H0, and so our inductive hypothesis implies that h ∈ PH,λHi−1. We
may therefore write h = h1h2 with h1 ∈ PH,λ and h2 ∈ Hi−1. As h = h1h2 ∈ PλGi and
h1 ∈ PH,λ ⊂ Pλ, this implies that h2 ∈ PλGi ∩Hi−1. We have a commutative diagram
Hi−1 −−−→ Hi−1/Hi ≃ hy y
Gi−1 −−−→ Gi−1/Gi ≃ g
and PλGi ∩ Hi−1 is the inverse image of P (λ, i) ∩ Gi−1 ≃ g(λ, i) under the bottom left
pair of arrows. Because h(λ, i) = h ∩ g(λi), we may apply Lemma 5.13 for H to show that
PλGi∩Hi−1 = PH,λHi∩Hi−1. This implies that h2 ∈ PH,λHi, so that h ∈ PH,λHi as required.

We now use these results to describe F (λ, 1) and the fibers of πi. Note that Lemma
5.13 implies that g(λ, i) is stable under the adjoint action of P (λ, i), so that the subspace
Adz(g(λ, i)) with z ∈ F (λ, i− 1) in the following proposition is well defined.
Proposition 5.15. We have the following identifications:
(1) F (λ, 1) = G(k˜)/Qλ(k˜).
(2) If i ≥ 2 and z ∈ F (λ, i− 1), the action of Gi−1/Gi ≃ g on π−1i (z) by left multiplication
is transitive, and makes π−1i (z) a torsor for g/Adz(g(λ, i)).
Moreover, these identifications also hold for H (with h(λ, i) in place of g(λ, i)) in a way that
is compatible with the natural inclusions on both sides.
Proof. Part (1) is immediate. For part (2), the claim about the transitive action is clear. If
zP (λ, i) ∈ F (λ, i), the stabilizer of zP (λ, i) in Gi−1 is equal to Gi−1 ∩ zP (λ, i)z−1, so the
statement follows from Lemma 5.13.

We now apply these results to bound I(λ, 1) and the fibers of πH,i on I(λ, i). To deal
with I(λ, 1), Proposition 5.15 (1) gives an identification of I(λ, 1) with yι((Hk/QH,λ)(k˜)) ∩
(Gk/Qλ)(k), and (24) implies that #I(λ, 1) ≪ qdim(h/h(λ,0)), where the dependence of the
implied constant is the same as in Proposition 5.1. The fibers of πi are controlled by the
following lemma.
Lemma 5.16. If i ≥ 2, the fibers of πH,i : I(λ, i)→ I(λ, i−1) have size at most qdim(h/h(λ,i−1)).
Proof. If we choose z0 ∈ I(λ, i− 1), the fiber above z0 we wish to bound is π−1H,i(z0)∩ I(λ, i).
We may suppose that this fiber is nonempty, and let z ∈ π−1H,i(z0) ∩ I(λ, i) be an element.
Combining Proposition 5.15 (2) with the choice of basepoint z gives a bijection π−1H,i(z0) ≃
h/Adz0(h(λ, i− 1)), and we wish to determine π−1H,i(z0) ∩ I(λ, i) in terms of this bijection.
If X ∈ h/Adz0(h(λ, i− 1)), then X · z lies in I(λ, i) if and only if yι(X · z) lies in F (λ, i)Γ.
The compatibility assertion in Proposition 5.15 implies that yι(X ·z) = Ady(X)·yι(z), where
now
Ady(X) ∈ Adyh/Adyι(z0)h(λ, i− 1) ⊂ g/Adyι(z0)g(λ, i− 1).
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Moreover, the assumption z ∈ I(λ, i) means that yι(z) ∈ F (λ, i)Γ. This implies that
Adyι(z0)(g(λ, i − 1)) is Γ-invariant, so that it makes sense to talk about the Γ-action on
Ady(X) ∈ g/Adyι(z0)(g(λ, i− 1)). Combining these, we have
σ(yι(X · z)) = σ(Ady(X)) · yι(z) for all σ ∈ Γ.
We therefore have yι(X · z) ∈ F (λ, i)Γ if and only if σ(Ady(X)) = Ady(X) for all σ ∈
Γ, i.e if Ady(X) is a k-rational vector in Adyh/Adyι(z0)(h(λ, i − 1)) with respect to the
rational structure on g/Adyι(z0)g(λ, i− 1). It is clear that the number of such X is at most
qdim(h/h(λ,i−1)).

The bound (21), and hence Proposition 5.1, now follows by combining #I(λ, 1)≪ qdim(h/h(λ,0))
with Lemma 5.16 and
Lemma 5.17. We have
∑∞
i=0 dim(h/h(λ, i)) = 2‖λ∗‖H .
Proof. We have dim(h/h(λ, i)) = #{α ∈ ∆H : 〈α, λ〉 > i}. Each α makes a contribution of
〈α, λ〉 to the sum if 〈α, λ〉 ≥ 0, and 0 otherwise.

5.7. Complexity bounds for flag varieties. We now show that
(24) #yι((Hk/QH,λ)(k˜)) ∩ (Gk/Qλ)(k)≪ qdim(Hk/QH,λ).
This bound is what one would naively expect from dimension considerations, and it follows
from Lemma 5.7 once we bound the complexity of ι(Hk/QH,λ) in Gk/Qλ.
As we shall only work over k˜ in this section, we simplify notation and denote Gk, Hk, Qλ
and QH,λ by G, H , Q, and QH respectively, with Lie algebras g, h, q, and qH . We recall that
QH(k˜) = Q(k˜)∩H(k˜) and qH = h∩ q. Let N =
(
dimG
dimQ
)− 1, and identify PN with P∧dimQ g
so that G acts on PN . Let x =
∧dimQ q ∈ PN(k), and let φ0 : G → PN be the orbit map
g 7→ g.x. The induced map on points factors through a map φG : (G/Q)(k˜)→ PN(k˜), and we
may likewise define φH : (H/QH)(k˜) → PN(k˜). The universal property of quotients implies
that ι, φH , and φG may be upgraded to morphisms of varieties, rather than just maps on
points. We define J = φH(H/QH), which is closed and irreducible as H/QH is complete and
irreducible.
It may be seen that if p ∈ (H/QH)(k˜) satisfies yι(p) ∈ (G/Q)(k), then yφH(p) =
φG(yι(p)) ∈ PN(k). In particular, we have
yι((H/QH)(k˜)) ∩ (G/Q)(k) ⊂ yφH((H/QH)(k˜)) ∩ PN(k) = yJ(k˜) ∩ PN(k).
Because dim J ≤ dim(H/QH), the bound (24) now follows by applying Lemma 5.7 to the
variety yJ(k˜) ⊂ PN , once we have a bound on the complexity of J in PN . If we let Ad be the
adjoint map H → GL(g), then J is the image of Ad(H) under the orbit map GL(g)→ PN .
Because the complexity of the orbit map is clearly bounded in terms of dimG, Lemma 5.6
implies that the complexity of J is bounded in terms of that of Ad(H). This completes the
proof of (24).
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5.8. Proof of Proposition 5.2. We first prove the claim that Λµ is invariant under WH .
If we let λ ∈ Λµ and wH ∈ WH , we wish to show that wHλ ∈ Λµ, or equivalently that wHλ
and λ lie in the same W orbit. We may find a representative w∗H ∈ NH(K)(TH) for wH , so
that wHλ = w
∗
Hλ(w
∗
H)
−1. After considering w∗H as an element of G(K) this implies that λ
and wHλ are conjugate in G(K), and this implies they are conjugate under W by a standard
argument which we now recall.
Let Z denote the centralizer in GK of the image of the cocharacter w
∗
Hλ(w
∗
H)
−1. Because
w∗Hλ(w
∗
H)
−1 lies in both TK and w
∗
HTK(w
∗
H)
−1, these are both split maximal tori in Z.
Because Z is connected and reductive, TK and w
∗
HTK(w
∗
H)
−1 are conjugate by some z ∈ Z(K).
This implies that n = zw∗H ∈ NG(K)(TK), and nλn−1 = zw∗Hλ(w∗H)−1z−1 = w∗Hλ(w∗H)−1 as
required.
By the invariance of Λµ, we have
(25) (H(K)G(O) ∩G(O)µ(̟)G(O))/G(O) =
⋃
λ∈Λµ/WH
H(O)λ(̟)G(O)/G(O)
as in Lemma 5.12. We also see that H(O)λ(̟)G(O)/G(O) is the image ofH(O)λ(̟)H(O)/H(O)
under the injection H(K)/H(O) → G(K)/G(O), which implies that the union on the right
hand side of (25) is disjoint, and
#(H(K)G(O) ∩G(O)µ(̟)G(O))/G(O) =
∑
λ∈Λµ/WH
#(H(O)λ(̟)H(O)/H(O)).
We count #(H(O)λ(̟)H(O)/H(O)) using the methods of Section 5.6. For n ≥ 1 let H0n =
ker(H(O)→ H(O/pn)), and for λ ∈ X∗(TH) define
P 0λ = H(O) ∩ λ(̟)H(O)λ(̟)−1, F 0λ = H(O)/P 0λ , F 0(λ, i) = H(O)/P 0λH0i .
We now let πi be the projection F
0(λ, i) → F 0(λ, i − 1), and let QH,λ be the parabolic
subgroup of Hk associated to λ. As in Proposition 5.15 we have F
0(λ, 1) ≃ H(k)/QH,λ(k),
and the fibers of πi each have the same cardinality as that of h(k)/(h(k) ∩ h(λ, i)), which is
qdim h/h(λ,i). This implies that
#(H(O)λ(̟)H(O)/H(O)) = q2‖λ‖∗H #H(k)/q
dimH
#QH,λ(k)/qdimQH,λ
,
which completes the proof of Proposition 5.2.
6. Constructing an amplifier
This section contains the construction of the amplifier used in Section 3.4. Let F be a
p-adic field with integer ring O, uniformizer ̟, and residue field of cardinality q. Let G be
a split semisimple algebraic group over F . Let B = TU be a Borel subgroup defined over F ,
where T is a maximal split torus and U is the unipotent radical of B. LetK be a hyperspecial
subgroup of G(F ) corresponding to a point in the apartment of T . Let ∆ ⊂ X∗(T ) be the
roots of T in G, and let ∆+ be the positive roots for B. Let ρ be the half sum of the roots
in ∆+. Define X+∗ (T ) to be the set
X+∗ (T ) = {µ ∈ X∗(T ) : 〈µ, α〉 ≥ 0, α ∈ ∆+}.
Let W be the Weyl group of (G, T ). Define the norm ‖ · ‖∗ on X∗(T ) as in Section 2.2.
Define H = C0(K\G(F )/K). If λ ∈ X∗(T ), define τ(λ) = q−‖λ‖∗1Kλ(̟)K ∈ H. For κ ≥ 0,
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define the truncated Hecke algebra H≤κ = span{τ(µ) : µ ∈ X+∗ (T ), ‖µ‖∗ ≤ κ}. The main
result of this section is the following.
Proposition 6.1. There exist C1, C2, C3 > 0 depending only on |F : Qp| and dim(G) with
the following property. Let θ be a character of H, let µ ∈ X∗(T ), and let κ = C1‖µ‖∗ + C2.
There exists τ = τ0 + σ ∈ H with the following properties:
(1) θ(τ) = 1.
(2) τ , τ 0, σ, and ττ ∗ all lie in H≤κ.
(3) ‖τ‖2, ‖ττ ∗‖2 ≪ 1 and ‖σ‖2 ≪ q−1.
(4) τ 0 =
∑
1≤|j|≤|W |
∑
‖λ‖∗<C3
c(j, λ)τ(jµ+ λ) with c(j, λ)≪ 1.
The implied constants in (3) depend only on |F : Qp|, dim(G), and ‖µ‖∗.
6.1. Background on the spherical transform. We let dg be the Haar measure on G(F )
that gives mass 1 to K. Let Ĝ and T̂ be the Langlands dual groups of G and T , and let T̂c
be the maximal compact subgroup of T̂ . We have T̂ ≃ Hom(T (F )/T (O),C×), where T (O)
denotes the maximal compact subgroup of T (F ), via the maps
(26) Hom(T (F )/T (O),C×) ≃ Hom(X∗(T ),C×) ≃ Hom(X∗(T̂ ),C×) ≃ X∗(T̂ )⊗Z C× ≃ T̂ .
Here, the second isomorphism is induced by the map X∗(T )→ T (F ) sending µ to µ(̟).
Given ν ∈ T̂ , we may define a character θν : H → C in the following way. Consider ν as
a character χν of T (F ), and let πν be the unique spherical subquotient of the normalised
induction of χν from B to G. We then choose a nonzero v ∈ πKν , and define θν by θν(k)v =
πν(k)v for k ∈ H. The following facts are standard, see e.g. §6, §7, and §10.4 of [13].
(i) ν 7→ θν defines a bijection between T̂ /W and characters of H.
(ii) For every ν ∈ T̂ /W , there is a function ϕν ∈ C∞(K\G(F )/K) such that θν(k) =∫
k(g)ϕν(g)dg.
(iii) If k ∈ H, we define k̂(ν) = ∫ k(g)ϕν(g)dg. There is a probability measure µpl on T̂c
such that
(27) k(g) =
∫
T̂c
k̂(ν)ϕ−ν(g)dµpl(ν)
and
(28) ‖k‖22 =
∫
T̂c
|k̂(ν)|2dµpl(ν).
(iv) We have k̂∗(ν) = k̂(ν).
We shall use a formula for the functions ϕν when ν is nonsingular, due to Macdonald [36]
when G is simply connected, and Casselman [19] for general G. We define the function c(ν)
on the nonsingular set in T̂ by
c(ν) =
∏
α∈∆+
1− q−1α∨(ν)
1− α∨(ν) .
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The formula of Macdonald and Casselman then states that if ν is nonsingular and µ ∈ X+∗ (T ),
then
(29) ϕν(µ(̟)) = Q
−1q−〈µ,ρ〉
∑
w∈W
c(−wν)µ(wν),
where Q = 1+Odim(G)(q
−1) is a constant depending on q and the root system of G. Indeed,
this follows from [19, Theorem 4.2], once we apply Remark 1.1 there that aα = α
∨(̟), and
the identity χν(α
∨(̟)) = α∨(ν) which follows from (26).
We may express µpl in terms of c(ν) as
dµpl = C|c(ν)|−2dν,
where dν is a Haar probability measure on T̂c, and C is chosen to make µpl a probability
measure. This follows from the formula
dµpl(ν) = C
det(1− ad(ν)|Lie(Ĝ)/Lie(T̂ ))
det(1− q−1ad(ν)|Lie(Ĝ)/Lie(T̂ ))dν,
which Shin and Templier deduce in [43, Prop. 3.3] from the results of [42], and observing
that the ratio on the right hand side is equal to c(ν)−1c(−ν)−1 = |c(ν)|−2.
We will also need the following Paley-Wiener theorem for the spherical transform. Define
a partial order on X∗(T ) by saying that λ ≥ µ if λ−µ is a nonnegative linear combination of
positive coroots. Define HT = C0(T (F )/T (O)), and if λ ∈ X∗(T ) define τT (λ) = 1λ(̟)T (O) ∈
HT . If λ ∈ X+∗ (T ), define the truncated Hecke algebras
Hλ = span〈τ(µ) : µ ∈ X+∗ (T ), µ ≤ λ〉,
HT,λ = span〈τT (µ) : µ ∈ X∗(T ), wµ ≤ λ for all w ∈ W 〉.
There is a natural isomorphismHT ≃ C[X∗(T̂ )], which may be viewed as a Fourier transform,
and we define C[X∗(T̂ )]λ to be the subspace corresponding to HT,λ.
Lemma 6.2. The map k 7→ k̂ defines an isomorphism between Hλ and C[X∗(T̂ )]Wλ .
Proof. The spherical transform is the composition of the Satake isomorphism S : H → HWT
with the Fourier transform HWT ≃ C[X∗(T̂ )]W . The result follows from the fact that S gives
an isomorphism between Hλ and HWT,λ, see for instance [18, p.148].

6.2. Proof of Proposition 6.1. Choose µ ∈ X+∗ (T ). Let ν0 ∈ T̂ correspond to the char-
acter θ. Following [44, Sec. A.4], we define h ∈ C[X∗(T̂ )] by
h =
∑
1≤|j|≤|W |
∑
w1∈W
jw1µ(ν0)
∑
w2∈W
jw2µ.
By applying the following lemma with zw = wµ(ν0) for w ∈ W , we see that
h(ν0) =
∑
1≤|j|≤|W |
∣∣∣∣∣
∑
w∈W
jwµ(ν0)
∣∣∣∣∣
2
≥ C(G).
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Lemma 6.3. If z1, . . . , zm ∈ C×, there is c(m) > 0 such that∑
1≤|j|≤m
|zj1 + . . .+ zjm| ≥ c(m) > 0.
Proof. Let z = (z1, . . . , zm). If we have∑
1≤j≤m
|zj1 + . . .+ zjm| = 0
then z = 0. Therefore, by compactness of the set ‖z‖ = 1, and homogeneity, we have∑
1≤j≤m
|zj1 + . . .+ zjm| ≥ c(m)min{‖z‖, ‖z‖m}.
If we define z−1 = (z−11 , . . . , z
−1
m ), then the lemma follows by applying the above inequality
to z and z−1, together with ‖z‖‖z−1‖ ≥ 〈z, z−1〉 = m.

We define τ ∈ H by τ̂ = h/h(ν0). To define τ 0 and σ, we note that
(30) c(−ν)−1 =
∏
α>0
1− α∨(−ν)
1− q−1α∨(−ν) =
∏
α>0
(1− α∨(−ν)) + E(ν)
where ‖E|T̂c‖∞ ≪ q−1. We then set τ 0 and σ to be the functions on K\G/K defined by
τ 0(λ(̟)) =
q−〈ρ,λ〉
h(ν0)
∫
T̂c
h(ν)
∏
α>0
(1− α∨(−ν))λ(−ν)dν,(31)
σ(λ(̟)) =
q−〈ρ,λ〉
h(ν0)
∫
T̂c
h(ν)E(ν)λ(−ν)dν,
for λ ∈ X+∗ (T ). These definitions are partly explained by the following lemma.
Lemma 6.4. We have τ = τ 0 + σ.
Proof. Equation (30) implies that
τ 0(λ(̟)) + σ(λ(̟)) =
q−〈ρ,λ〉
h(ν0)
∫
T̂c
h(ν)c(−ν)−1λ(−ν)dν
for λ ∈ X+∗ (T ). Because dλpl = |c(ν)|−2dν, we may rewrite this as
τ 0(λ(̟)) + σ(λ(̟)) =
q−〈ρ,λ〉
h(ν0)
∫
T̂c
h(ν)c(ν)λ(−ν)dλpl(ν).
The W -invariance of h means that we may introduce an average over W into the integral,
and the lemma now follows from the formula (29) for ϕ−ν and the spherical inversion formula
for τ .

We must now show that the three functions we have defined have the required properties.
Condition (1) is immediate.
• Condition (4): We begin with the following bound for h.
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Lemma 6.5. There are constants c(j)≪ 1 such that
(32) h/h(ν0) =
∑
1≤|j|≤|W |
c(j)
∑
w∈W
jwµ.
In particular, ‖h/h(ν0)|T̂c‖∞ ≪ 1.
Proof. If we choose c(j) = (
∑
w∈W jwµ(ν0))/h(ν0), then the expansion (32) holds. On one
hand, we have
|c(j)| ≤ |
∑
w∈W
jwµ(ν0)|/C(G).
On the other hand, substituting the formula for h(ν0) and dropping all terms except the one
corresponding to j, we have
|c(j)| ≤
∣∣∑
w∈W jwµ(ν0)
∣∣∣∣∑
w∈W jwµ(ν0)
∣∣2 =
∣∣∣∣∣
∑
w∈W
jwµ(ν0)
∣∣∣∣∣
−1
.
Combining these gives the lemma.

If we substitute the expansion of Lemma 6.5 in (31), we obtain
τ 0(λ(̟)) = q−〈ρ,λ〉
∑
1≤|j|≤|W |
c(j)
∑
w∈W
∫
T̂c
jwµ(ν)
∏
α>0
(1− α∨(−ν))λ(−ν)dν, λ ∈ X+∗ (T ).
We expand the product over α as∏
α>0
(1− α∨) =
∑
β∈Ξ
r(β)β
for a subset Ξ ⊂ X∗(T ) and r(β) 6= 0. The contribution from a term j, w ∈ W and β ∈ Ξ
to τ 0(λ(̟)) is zero unless λ = jwµ − β, in which case it is q−〈ρ,λ〉c(j)r(β). It follows that
τ0 is the sum over 1 ≤ |j| ≤ |W |, w ∈ W , and β ∈ Ξ satisfying jwµ − β ∈ X+∗ (T ) of
τ(jwµ − β)c(j)r(β) = τ(jµ − w−1β)c(j)r(β). We have ‖w−1β‖∗ < C3 for some C3 > 0, so
τ0 has an expansion as in condition (4).
• Condition (3): It follows from Lemma 6.2 that τ, ττ ∗ ∈ H≤κ if κ = C1‖µ‖∗ + C2 for
suitable C1 and C2. Condition (4) implies that the same is true for τ
0, and τ = τ 0 + σ
implies it for σ.
• Condition (2): The bounds ‖τ‖2, ‖ττ ∗‖2 ≪ 1 follow from the Plancherel theorem and
the bound ‖h/h(ν0)|T̂c‖∞ ≪ 1 of Lemma 6.5. To prove ‖σ‖2 ≪ q−1, we have
σ(λ(̟)) = q−〈ρ,λ〉
∫
T̂c
h(ν)
h(ν0)
E(ν)λ(−ν)dν, λ ∈ X+∗ (T ),
and combining this with ‖E|T̂c‖∞ ≪ q−1 and ‖h/h(ν0)|T̂c‖∞ ≪ 1 gives σ(λ(̟))≪ q−〈ρ,λ〉−1.
The required bound follows from this, together with the asymptotic vol(Kλ(̟)K) ∼ q2〈ρ,λ〉
from Corollary 5.3, and σ ∈ H≤κ.
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7. Small subgroups
In Sections 7 and 8, we prove that condition (WS) is equivalent to the cocharacter inequal-
ities used in Section 3. We also prove a related equivalence that is used in [17]. Our main
result is Theorem 7.6, which is stated in terms of semisimple groups with involution over a
general field of characteristic 0. In Corollary 7.7 we apply this theorem to a real group with
its Cartan involution, to obtain the equivalence we need.
The structure of these sections is as follows. In Section 7.1 we recall some results about
semisimple groups G with involution θ, and in Section 7.2 we define three conditions on
a connected reductive subgroup H of G, called small, quasi-small, and weakly small. In
Section 7.3 we state our main result, which characterizes when (Gθ)0 < G satisfies these
smallness conditions in terms of θ. In section 7.4 we reduce the main theorem to a statement
about complex semisimple Lie algebras, and deduce it in many cases from work of Benoist
and Kobayashi [2]. We verify the remaining cases by hand in Section 8.
7.1. Involutions of semisimple groups. Let G be a semisimple group over an alge-
braically closed field F of characteristic 0. Let θ be an involution of G. If T < G is a
θ-stable torus, we say that T is θ-split if θ acts on T by inversion. We say that G is θ-split
if G has a θ-split maximal torus. We say that G is θ-quasi-split if it has a Borel subgroup B
such that B and θ(B) are opposed.
In [30], it is shown that pairs (G, θ), where G is semisimple over F and θ is a class of
involutions under conjugacy in G, are classified by the same combinatorial data over any
algebraically closed F of characteristic not 2. We briefly recall this data, called the index,
and a weaker form called the diagram.
If Ψ is a root datum with an involution θ, the index of θ is a set of combinatorial data that
determine Ψ and θ up to the action of the Weyl group of Ψ. If (G, θ) is a semisimple group
with involution, Helminck defines its index by choosing a θ-stable maximal torus such that
T− is maximal θ-split, letting Ψ be the root datum of T in G, and defining the index of (G, θ)
to be that of (Ψ, θ). In [30, Theorem 3.11], Helminck shows that the index determines (G, θ)
up to inner isomorphism, and he also determines the set of indices arising from semisimple
groups with involution. He associates to an index a weaker invariant called the diagram of
(G, θ), which determines the pair up to isogeny. If G is a real semisimple group, we define
the diagram of G to be the diagram of GC together with the Cartan involution of G.
Lemma 7.1. The index of (G, θ) is invariant under extension of algebraically closed fields,
and determines whether (G, θ) is (quasi-) split.
Proof. Let T be a maximal torus of G such that T− is maximal θ-split. Let F ′ be an
algebraically closed field containing F . By [51, Prop. 2], T− is still a maximal θ-split torus
of G × F ′, and so we can also use T to define the index of (G × F ′, θ). It follows that the
index is the same over F and F ′. Because the index determines the action of θ on T , it
determines T− and hence whether G is θ-split. The index also determines the roots of T− in
G, and hence whether ZG(T
−) is a torus. By [51, p. 21, Corollaire], this determines whether
(G, θ) is quasi-split.

Lemma 7.2. Let G be a semisimple group over R with Cartan involution θ. (G, θ) is (quasi-)
split if and only if G is (quasi-) split over R.
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Proof. Let g = p+ k be the Cartan decomposition induced by θ, and let a ⊂ p be a maximal
Abelian subalgebra. By [13, Ch. 24.6 (e)], there is a maximal R-split torus T of G with Lie
algebra a. It follows that T is θ-split, and because Zg(a) = a ⊕ Zk(a), TC must also be a
maximal θ-split torus of GC. These imply that G is split over R if and only if it is θ-split.
Because ZG(T ) is the Levi of a minimal R-parabolic subgroup of G, G is quasi-split if and
only if ZG(T ) is a torus. Because TC is a maximal θ-split torus of GC, [51, p. 21, Corollaire]
implies that G is also θ quasi-split if and only ZG(T ) is a torus.

7.2. Smallness. Let G be a connected reductive group over an algebraically closed field
F of characteristic 0. Let X∗(G) be the set of cocharacters of G. We define a function
‖ · ‖∗ on X∗(G) as follows. If µ : Gm → G is a cocharacter, we obtain a representation
Ad ◦ µ : Gm → GL(g), and we define ‖µ‖∗ ∈ X∗(Gm) ⊗ R ≃ R to be half the sum of the
positive weights of this representation. If T < G is a maximal torus, the restriction of ‖ · ‖∗
to X∗(T ) is also equal to ‖µ‖∗ = max
w∈W
〈wµ, ρ〉, where W is the Weyl group and ρ is the half
sum of the positive roots. ‖ · ‖∗ is a seminorm on X∗(T ), and a norm if G is semisimple; the
condition ‖µ‖∗ = ‖ − µ‖∗ holds because ρ and −ρ lie in the same Weyl orbit.
We use the function ‖ · ‖∗ to define the following three conditions on reductive subgroups
of G.
Definition 7.3. Let H < G be connected reductive groups, and define the functions ‖ · ‖∗
and ‖ · ‖∗H on X∗(G) and X∗(H) as above.
• We say that H is small in G if ‖µ‖∗ > 2‖µ‖∗H for all nonzero µ ∈ X∗(H).
• We say that H is quasi-small in G if ‖µ‖∗ ≥ 2‖µ‖∗H for all µ ∈ X∗(H).
• We say that H is weakly small in G if it is quasi-small, and either H has lower rank than
G, or there is µ ∈ X∗(H) such that ‖µg‖∗ > 2‖µg‖∗H for any g ∈ G with µg ∈ X∗(H).
It will be convenient to rephrase these definitions in terms of cocharacters of tori.
Lemma 7.4. Let G and H be as in Definition 7.3. Let TH < T be maximal tori in H and
G.
• H is small in G if and only if ‖µ‖∗ > 2‖µ‖∗H for all nonzero µ ∈ X∗(TH).
• H is quasi-small in G if and only if ‖µ‖∗ ≥ 2‖µ‖∗H for all µ ∈ X∗(TH).
• H is weakly small in G if and only if it is quasi-small and either dimTH < dimT , or
there is µ ∈ X∗(T ) such that ‖µ‖∗ > 2max
w∈W
‖wµ‖∗H.
Proof. The first two equivalences are immediate from the fact that any µ ∈ X∗(H) can be
conjugated into TH , and the two seminorms are invariant under conjugation. For the third,
it suffices to assume that T = TH and prove the equivalence of the following:
(i) There is µ ∈ X∗(H) such that if µg ∈ X∗(H), then ‖µg‖∗ > 2‖µg‖∗H .
(ii) There is µ ∈ X∗(TH) such that ‖µ‖∗ > 2‖wµ‖∗H for all w ∈ W .
Suppose µ ∈ X∗(H) satisfies (i). If h ∈ H is such that µh ∈ X∗(TH), we clearly have
‖µh‖∗ > 2‖wµh‖∗H for all w ∈ W so that (ii) holds.
Suppose µ ∈ X∗(TH) satisfies (ii). If g ∈ G satisfies µg ∈ X∗(H), we wish to show that
‖µg‖∗ > 2‖µg‖∗H . By conjugating in H , we may assume that µg ∈ X∗(TH). As the subtori
µ(Gm) and µ
g(Gm) of T are conjugate in G, they are conjugate under W by the argument
39
of Section 5.8. We therefore have wµ = µg, and so (ii) implies that ‖µg‖∗ > 2‖µg‖∗H as
required.

We will need the following simple observation:
Lemma 7.5. The conditions of Definition 7.3 are invariant under extension of algebraically
closed fields.
Proof. We use the formulations of Lemma 7.4. Let F ′ be an algebraically closed field con-
taining F . If TH < T are maximal tori in H and G, then they are still maximal in H × F ′
and G × F ′, and the seminorms and Weyl groups appearing in Lemma 7.4 are preserved
under field extension. It follows that the smallness conditions are preserved.

Remark. Throughout the rest of the paper, we shall only use the smallness conditions in the
form given by Lemma 7.4. We only gave them in the form of Definition 7.3 to make it clear
that they were independent of the choice of tori in Lemma 7.4.
If the field of definition is not algebraically closed, we say that H is small in G if this is
true after passing to an algebraic closure. With this, the condition that H is small in G is
invariant under any extension of fields.
7.3. Statement of results. Our main result is the following:
Theorem 7.6. Let G be a semisimple group with involution θ, and let H = (Gθ)0. We have
the following equivalences.
• H is small in G if and only if G is θ-split.
• (Benoist-Kobayashi) H is quasi-small in G if and only if G is θ quasi-split.
• H is weakly small in G if and only if (G, θ) is quasi-split and does not have the same
diagram as a product of the groups SU(n, n− 1).
We have attributed the second equivalence to Benoist-Kobayashi because it is implicit in
Theorem 4.1 and Example 5.7 of [2], as will be explained later. By applying Theorem 7.6 to
a real group with its Cartan involution, combined with Lemma 7.2, we have:
Corollary 7.7. Let G/R be a connected semisimple group, and let K/R be a subgroup such
that K(R) is a maximal connected compact subgroup of G(R).
• K is small in G if and only if G is R-split.
• K is quasi-small in G if and only if G is R quasi-split.
• K is weakly small in G if and only if G satisfies (WS).
The conditions appearing in Theorem 7.6 also arise in the study of the spectra of symmetric
varieties, see for instance [2, 25] and Sections 2 and 3 of [17].
7.4. Preliminary reductions. In this section, we will reduce Theorem 7.6 to a statement
about complex semisimple Lie algebras with involution. We begin with the following reduc-
tion.
Lemma 7.8. It suffices to prove Theorem 7.6 for groups of adjoint type over C.
40
Proof. Let F be algebraically closed of characteristic 0, and let (GF , θ) be a semisimple
group with involution over F . By the results of [30], there exists a semisimple group with
involution (GQ, θ) over Q such that (GF , θ) is isomorphic to the base change of (GQ, θ). By
Lemmas 7.1 and 7.5, we may pass all the conditions of Theorem 7.6 from (GF , θ), to (GQ, θ),
to (GQ × C, θ). Finally, all conditions of Theorem 7.6 are invariant under isogeny, which is
clear for the splitness and diagram conditions, and follows from Lemma 7.4 for the smallness
conditions.

The set of complex adjoint groups with involution is naturally in bijection with complex
semisimple Lie algebras with involution, and we next adapt the definitions appearing in
Theorem 7.6 to the Lie algebra setting.
Lemma 7.9. Let gC be a complex semisimple Lie algebra with involution θ, and let hC = g
θ
C.
There exist Cartan subalgebras tH,C ⊂ tC of hC and gC, and real structures V and VH on tC
and tH,C, such that VH ⊂ V and all roots of tC in gC are real on V .
Proof. Let G be the complex adjoint group with Lie algebra gC. We also use θ to denote
the involution of G with differential θ on gC, and let H = (G
θ)0 so that hC = Lie(H). Let
TH < T be maximal tori in H and G, let tH,C ≃ X∗(TH)⊗ C and tC ≃ X∗(T )⊗ C be their
Lie algebras, and let VH = X∗(TH)⊗ R and V = X∗(T )⊗ R.

Lemma 7.10. Let gC be a complex semisimple Lie algebra with involution θ, and let hC = g
θ
C.
Any data tH,C, tC, VH , and V satisfying the conditions of Lemma 7.9 arises from two complex
tori as in the proof of that Lemma.
Proof. Let G, θ, and H be as in the proof of Lemma 7.9. By the conjugacy of Cartan
subalgebras, there exist complex tori TH < T in H and G with Lie algebras tH,C and tC.
This determines real structures V ′H and V
′ on tH,C and tC, but we must have VH = V
′
H and
V = V ′ because the roots of tC in gC span t
∗
C.

Now let gC, θ, VH , and V be as in Lemma 7.9. Lemma 7.10 implies that VH and V are
invariant under the relevant Weyl groups. We define functions ‖ · ‖∗ and ‖ · ‖∗H on V and VH
in analogy with the case of tori. We adapt the definitions of (weakly, quasi-) small to hC in
gC in the natural way. We also say that gC is θ (quasi-)split if and only if the associated pair
(G, θ) is. By Lemmas 7.4 and 7.10, (gC, θ) is (weakly, quasi-) small if and only if (G, θ) is, so
that we have reduced Theorem 7.6 to the following statement about complex Lie algebras.
Proposition 7.11. Let (gC, θ) be a semisimple complex Lie algebra with involution. Then
(gC, θ) is (quasi-)small if and only if it is (quasi-)split, and weakly small if and only if it is
quasi-split and not a product of simple factors of type su(n, n− 1).
We shall prove Proposition 7.11 by reducing to the case where gC is simple and θ quasi-
split, and then computing the remaining cases in Section 8.
The pair (gC, θ) breaks up as a direct sum of simple pairs, which are either of the form
(g′C, θ
′) with g′C simple, or of the form (g
′
C⊕g′C, θ′) where g′C is simple and θ′ switches the two
factors. The conditions (quasi-)split and (quasi-)small hold for (gC, θ) if and only if they hold
for every simple factor. Likewise, the extra conditions defining weakly small hold if and only
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if they hold for just one simple factor, and likewise for the condition of not being a product
of type su(n, n− 1). It follows that it suffices to prove the equivalences of Proposition 7.11
for simple (gC, θ).
Suppose (gC, θ) has the form (g
′
C ⊕ g′C, θ′) where g′C is simple and θ′ switches the two
factors. In this case, hC is the diagonal copy of g
′
C, and we have ‖ ·‖∗ = 2‖ ·‖∗H so that (gC, θ)
is weakly and quasi-small but not small. Correspondingly, the associated (G, θ) is weakly
and quasi-split but not split, so Proposition 7.11 holds in these cases.
We shall therefore assume that gC is simple from now on. Because quasi-splitness, resp.
quasi-smallness, is the weakest of the three conditions of its type appearing in Proposition
7.11, the following lemma allows us to assume that (gC, θ) is quasi-split.
Lemma 7.12. (gC, θ) is quasi-small if and only if it is quasi-split.
Proof. This follows from work of Benoist and Kobayashi [2] on the spectra of reductive
homogeneous spaces, after translating their results into our language.
Let g be the real Lie algebra corresponding to (gC, θ), and let G be the real adjoint group
with Lie algebra g. Let K be a maximal connected compact subgroup of G, with Lie algebra
k. Let TK ⊂ T be maximal R-tori in K and G. The space VK = X∗(TK) ⊗Z R is naturally
isomorphic to a maximal R-split abelian subalgebra of kC (considered as a real Lie algebra).
Let qC be the kC-stable complement to kC in gC. We define the functions ρk and ρq on VK
as in [2, Section 3.1 and 4.1], by considering kC and qC as real representations of kC. (Note
that ρk is denoted ρh in [2].) We then have ρk = 4‖ · ‖∗K and ρq = 4‖ · ‖∗ − 4‖ · ‖∗K . By
[2, Theorem 4.1], the representation of G(C) on L2(G(C)/K(C)) is tempered if and only if
ρq(t) ≥ ρk(t) for all t ∈ VK , which is equivalent to (gC, θ) being quasi-small. Combining this
with [2, Example 5.7], we see that (gC, θ) is quasi-small if and only if G, and hence (gC, θ),
are quasi-split.

8. Lie algebra computations
We now finish the proof of Proposition 7.11, by checking it directly when gC is simple and
θ quasi-split. Rather than listing pairs (gC, θ), we shall list the associated real Lie algebra g.
With notation as in Lemma 7.9, let ∆ and ∆K be the roots of V in gC and VK in kC. Let
W and WK be the Weyl groups they generate. We choose systems of positive roots ∆
+ and
∆+K , with corresponding closed positive Weyl chambers V
+ ⊂ V and V +K ⊂ VK . We let ρ and
ρK be the half sums of ∆
+ and ∆+K . For each g we consider, we shall choose an identificaion
VK ≃ Rm, with basis x1, . . . , xm and dual basis ξ1, . . . , ξm, and likewise for V ≃ Rn with
basis y1, . . . , yn and dual basis η1, . . . , ηn.
8.1. Split classical Lie algebras. We begin with the cases where g is split and classical.
In this case, all three equivalences of Proposition 7.11 follow if we know (gC, θ) is small. We
must therefore prove that
(33) ‖t‖∗ > 2‖t‖∗K for all nonzero t ∈ VK .
If VK = V , we have WK ⊂W . In the remaining cases, when g is sl(n) or so(2k + 1, 2k+ 1),
we also have WK ⊂ W in the sense that the stabiliser of VK in W contains WK . We may
therefore assume that t ∈ V +K and t 6= 0. We let t′ = Wt ∩ V +, so that (33) is equivalent to
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proving that 〈t′, ρ〉 > 2〈t, ρK〉 for nonzero t ∈ V +K . Our choices of ∆+ and ∆+K will be the
standard ones in all classical cases.
8.2. sl(2k). We have VK ≃ Rk and V ≃ R2k−1. For convenience, we shall identify V with
the space {x ∈ R2k :∑ xi = 0}. With this identification, we have
i(xj) = yj − y2k+1−j
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k}
∆ = {ηi − ηj : 1 ≤ i 6= j ≤ 2k}.
The assumption that t ∈ V +K is equivalent to saying that the coordinates ti of t are in
decreasing order, and tk−1+ tk ≥ 0. If w ∈ W is the element that switches xk and xk+1, then
w stabilises VK and acts on it by changing the sign of tk. We may therefore assume without
loss of generality that tk ≥ 0. This implies that t′ = (t1, . . . , tk,−tk, . . . ,−t1), and that
〈t, ρK〉 = (2k − 2)t1 + (2k − 4)t2 + . . .+ 2tk−1
〈t′, ρ〉 = (4k − 2)t1 + (4k − 6)t2 + . . .+ 2tk
so that
〈t′, ρ〉 − 2〈t, ρK〉 = 2t1 + 2t2 + . . .+ 2tk > 0.
8.3. sl(2k + 1). We have VK ≃ Rk and V ≃ {x ∈ R2k+1 :
∑
xi = 0}. We have
i(xj) = yj − y2k+2−j
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k} ∪ {±ξj : 1 ≤ j ≤ k}
∆ = {ηi − ηj : 1 ≤ i 6= j ≤ 2k + 1}.
The condition t ∈ V +K is equivalent to saying that ti are non-negative and decreasing, so that
t′ = (t1, . . . , tk, 0,−tk, . . . ,−t1). This gives
〈t, ρK〉 = (2k − 1)t1 + (2k − 3)t3 + . . .+ tk
〈t′, ρ〉 = 4kt1 + (4k − 4)t2 + . . . 4tk
so that
〈t′, ρ〉 − 2〈t, ρK〉 = 2t1 + 2t2 + . . .+ 2tk > 0.
8.4. sp(2k). We have VK = V ≃ Rk, and
∆K = {ξi − ξj : 1 ≤ i 6= j ≤ k}
∆ = {±ξi ± ξj : 1 ≤ i 6= j ≤ k} ∪ {±2ξj : 1 ≤ j ≤ k}.
The condition t ∈ V +K is equivalent to saying that ti are decreasing, while t′1, . . . , t′k is the
decreasing rearrangement of |t1|, . . . , |tk|. Let j be the largest number with tj ≥ 0. Because
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〈t, ρK〉 = (n− 1)t1 + . . .+ (n− 2j + 1)tj + (n− 2j − 1)tj+1 + . . .+ (1− n)tk,
we see that 〈t, ρK〉 is obtained by summing t′1, . . . , t′k with some permutation of the weights
n − 1, . . . , n + 1 − 2j and n − 1, . . . , n + 1 − 2(n − j). We obtain an upper bound for this
sum by replacing each weight by its absolute value and arranging them in decreasing order.
If l = ⌊n/2⌋, this gives
〈t, ρK〉 ≤ (n− 1)(t′1 + t′2) + (n− 3)(t′3 + t′4) + . . .+ (n− 2l + 1)(t′2l−1 + t′2l).
We also have
〈t′, ρ〉 = 2nt′1 + 2(n− 1)t′2 + . . .+ 2t′n,
and combining these gives
〈t′, ρ〉 − 2〈t, ρK〉 = 2t′1 + 2t′3 + . . .+ 2t′2m+1 > 0
where m = ⌊(n− 1)/2⌋.
8.5. so(2k, 2k). We have VK = V ≃ R2k, and
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k} ∪ {±ξi ± ξj : k + 1 ≤ i 6= j ≤ 2k}
∆ = {±ξi ± ξj : 1 ≤ i 6= j ≤ 2k}.
The condition t ∈ V +K is equivalent to saying that the two sequences t1, . . . , tk and tk+1, . . . , t2k
are decreasing, and that tk−1 + tk ≥ 0 and t2k−1 + t2k ≥ 0. We define v ∈ VK by saying that
v1, . . . , v2k is the decreasing rearrangement of t1, . . . , t2k. We then have
〈t, ρK〉 = (2k − 2)(t1 + tk+1) + (2k − 4)(t2 + tk+2) + . . .+ 2(tk−1 + t2k−1)
≤ (2k − 2)(v1 + v2) + (2k − 4)(v3 + v4) + . . .+ 2(v2k−3 + v2k−2),
and v ∈ Wt so that
〈t′, ρ〉 ≥ 〈v, ρ〉 = (4k − 2)v1 + (4k − 4)v2 + . . .+ 2v2k−1.
Combining these gives
(34) 〈t′, ρ〉 − 2〈t, ρK〉 ≥ 2v1 + 2v3 + . . .+ 2v2k−1.
If v2k−1 ≥ 0, then the RHS of (34) is ≥ 0 with equality iff tj = 0 for all but one j. If equality
occurs, the conditions tk−1+tk ≥ 0 and t2k−1+t2k ≥ 0 then imply that t = 0, a contradiction.
We may therefore assume that v2k−1 < 0, which implies that tk < 0 and t2k < 0. We define
v′ ∈ VK by changing the signs of the last two coordinates of v. We then have v′ ∈ Wt and
〈t′, ρ〉 ≥ 〈v′, ρ〉 = (4k − 2)v1 + (4k − 4)v2 + . . .+ 4v2k−2 − 2v2k−1,
so that
〈t′, ρ〉 − 2〈t, ρK〉 ≥ 2v1 + 2v3 + . . .+ 2v2k−3 − 2v2k−1 > 0.
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8.6. so(2k + 1, 2k). We have VK = V ≃ R2k, and
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k} ∪ {±ξj : 1 ≤ j ≤ k} ∪ {±ξi ± ξj : k + 1 ≤ i 6= j ≤ 2k}
∆ = {±ξi ± ξj : 1 ≤ i 6= j ≤ 2k} ∪ {±ξj : 1 ≤ j ≤ 2k}.
The condition t ∈ V +K is equivalent to saying that the two sequences t1, . . . , tk and tk+1, . . . , t2k
are decreasing, and that tk ≥ 0 and t2k−1+t2k ≥ 0. As in the previous case, we define v ∈ Wt
to be the decreasing rearrangement of t. We then have
〈t, ρK〉 = (2k − 1)t1 + (2k − 3)t2 + . . .+ tk + (2k − 2)tk+1 + (2k − 4)tk+2 + . . .+ 2t2k−1
≤ (2k − 1)v1 + (2k − 2)v2 + . . .+ v2k−1
and
〈t′, ρ〉 ≥ 〈v, ρ〉 = (4k − 1)v1 + (4k − 3)v2 + . . .+ v2k,
so that
〈t′, ρ〉 − 2〈t, ρK〉 ≥ v1 + v2 + . . .+ v2k.
If t2k ≥ 0, then we are done. If t2k < 0, we may define v′ ∈ Wt by changing the sign of the
last coordinate of v. This gives
〈t′, ρ〉 ≥ 〈v′, ρ〉 = (4k − 1)v1 + (4k − 3)v2 + . . . 3v2k−1 − v2k,
and it follows that
〈t′, ρ〉 − 2〈t, ρK〉 ≥ v1 + v2 + . . . v2k−1 − v2k > 0.
8.7. so(2k + 1, 2k + 1). We have VK ≃ R2k, V ≃ R2k+1, and
i(xj) = yj
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k} ∪ {±ξi ± ξj : k + 1 ≤ i 6= j ≤ 2k} ∪ {±ξj : 1 ≤ j ≤ 2k}
∆ = {±ηi ± ηj : 1 ≤ i 6= j ≤ 2k + 1}.
The condition t ∈ V +K is equivalent to saying that the two sequences t1, . . . , tk and tk+1, . . . , t2k
are decreasing and non-negative. It follows that t′ is the decreasing rearrangement of
t1, . . . , t2k, 0, which gives
〈t, ρK〉 = (2k − 1)(t1 + tk+1) + (2k − 3)(t2 + tk+2) + . . .+ (tk + t2k)
≤ (2k − 1)(t′1 + t′2) + (2k − 3)(t′3 + t′4) + . . .+ (t′2k−1 + t′2k)
and
〈t′, ρ〉 = 4kt′1 + (4k − 2)t′2 + . . .+ 2t′2k,
so that
〈t′, ρ〉 − 2〈t, ρK〉 ≥ 2t′1 + 2t′3 + . . .+ 2t′2k−1 > 0.
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8.8. Quasi-split classical Lie algebras. We now deal with the cases where g is classical,
and quasi-split but not split, namely so(2k+2, 2k), so(2k+3, 2k+1), su(k, k), and su(k+1, k).
In the first three cases we must show that (gC, θ) is weakly small but not small, and in the
last that (gC, θ) is not small or weakly small.
8.9. so(2k + 2, 2k). We have VK = V ≃ R2k+1, and
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k + 1} ∪ {±ξi ± ξj : k + 2 ≤ i 6= j ≤ 2k + 1}
∆ = {±ξi ± ξj : 1 ≤ i 6= j ≤ 2k + 1}.
Because dimVK = dimV , we must produce t ∈ VK for which ‖t‖∗ = 2‖t‖∗K , and another
for which ‖t‖∗ > 2max
w∈W
‖wt‖∗K . For the first, choose t = (1, 0, . . . , 0) ∈ V +K . We then have
t′ = t, 〈t, ρK〉 = 2k and 〈t′, ρ〉 = 4k. For the second, choose t = (1, 1, 0, . . . , 0). Then t = t′,
and 〈t′, ρ〉 = 8k− 2. The coordinates of ρK in the standard basis are (2k, 2k− 2, . . . , 0, 2k−
2, . . . , 0), and so the maximum value of 2‖wt‖∗K is
4kt1 + 2(2k − 2)t2 + 2(2k − 2)t3 + . . . = 8k − 4
as required.
8.10. so(2k + 3, 2k + 1). We have VK ≃ R2k+1 and V ≃ R2k+2. The embedding ι and roots
are given by
ι(xj) = yj, 1 ≤ j ≤ 2k + 1
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ k + 1} ∪ {±ξi ± ξj : k + 2 ≤ i 6= j ≤ 2k + 1} ∪ {±ξi : 1 ≤ i ≤ 2k + 1}
∆ = {±ηi ± ηj : 1 ≤ i 6= j ≤ 2k + 2}.
Because dimVK < dim V , it suffices to find t ∈ VK with ‖t‖∗ = 2‖t‖∗K . Choose t =
(1, 0, . . . , 0) ∈ V +K . We then have t′ = t, 〈t, ρK〉 = 2k + 1, and 〈t′, ρ〉 = 4k + 2.
8.11. su(k, k). We have V = VK ≃ R2k−1. For convenience, we shall identify V with the
space {x ∈ R2k :∑ xi = 0}. With this identification, we have
∆K = {ξi − ξj : 1 ≤ i 6= j ≤ k} ∪ {ξi − ξj : k + 1 ≤ i 6= j ≤ 2k}
∆ = {ξi − ξj : 1 ≤ i 6= j ≤ 2k}.
Because dimVK = dimV , we must produce t ∈ VK for which ‖t‖∗ = 2‖t‖∗K , and another
for which ‖t‖∗ > 2max
w∈W
‖wt‖∗K. For the first, we choose t ∈ V +K to be the vector obtained
by concatenating two copies of (1, 0, . . . , 0,−1) ∈ Rk, so that 〈t, ρK〉 = 4k − 4. We have
t′ = (1, 1, 0, . . . , 0,−1,−1) ∈ V +, so that 〈t′, ρ〉 = 8k − 8 = 2〈t, ρK〉.
For the second, we choose t ∈ V +K to be the concatenation of (2, 0, . . . , 0,−2) ∈ Rk and
(1, 0, . . . , 0,−1) ∈ Rk. We have t′ = (2, 1, 0, . . . , 0 − 1,−2), and 〈t′, ρ〉 = 6k − 6. The
coordinates of ρK in the standard basis are (k − 1, k − 3, . . . , 1− k, k − 1, k − 3, . . . , 1− k),
and so the maximum value of 2‖wt‖∗K is
2(k − 1)t1 + 2(k − 1)t2 + . . .− 2(k − 1)t2k−1 − 2(k − 1)t2k = 6k − 5
as required.
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8.12. su(k + 1, k). We have V = VK ≃ R2k, and we again identify V with the space {x ∈
R2k+1 :
∑
xi = 0}. We have
∆K = {ξi − ξj : 1 ≤ i 6= j ≤ k + 1} ∪ {ξi − ξj : k + 2 ≤ i 6= j ≤ 2k + 1}
∆ = {ξi − ξj : 1 ≤ i 6= j ≤ 2k + 1}.
Because dimVK = dim V , both smallness and weak smallness will fail if for any t ∈ V we
have ‖t‖∗ = 2max
w∈W
‖wt‖∗K. Because both sides of this equation are invariant under W , we
may assume that t ∈ V + so that t1, . . . , t2k+1 are decreasing and we have
‖t‖∗ = 〈t, ρ〉 = 2kt1 + (2k − 2)t2 + . . .− 2kt2k+1.
The coordinates of ρK in the standard basis of V
∗ are (k, k−2, . . . ,−k, k−1, k−3, . . . , 1−k),
and so the maximum value of 2‖wt‖∗K is
2kt1 + (2k − 2)t2 + . . .− 2kt2k+1 = ‖t‖∗
as required.
8.13. Exceptional Lie algebras with V = VK . In this section, we describe how one may
use Magma to deal with the exceptional Lie algebras with V = VK . This condition is satisfied
by the quasi-split form of e6, and the split exceptional real algebras other than e6. We treat
the split form of e6 by hand in Section 8.14.
As VK = V , we have WK ⊂ W . Because ‖ · ‖∗ is W -invariant, proving smallness is
equivalent to showing that ‖t‖∗ > 2max
w∈W
‖wt‖∗K for all nonzero t ∈ V . We may assume that
t ∈ V +, so that this inequality is equivalent to 〈t, ρ〉 > 2〈wt, ρK〉 for all w ∈ W . By linearity,
it suffices to test this when t ∈ V + is a coweight ω ∈ V +. Likewise, if there is one coweight
t ∈ V + such that 〈t, ρ〉 > 2〈wt, ρK〉 for all w ∈ W then (gC, θ) is weakly small.
The classification of automorphisms of complex simple Lie algebras allows us to read the
root system ∆K ⊂ ∆ from the extended Dynkin diagram of g, see for instance [28, Thm.
5.15]. This description of ∆K allows us to compute max{〈wω, ρK〉 : w ∈ W} for each
coweight ω using an algebra package such as Magma. We give Magma code that performs
this calculation in the case of e8, and indicate the modifications needed in the other cases.
We begin by constructing W .
W:=CoxeterGroup("E8");
[28, Thm. 5.15] describes a set of simple roots in ∆ whose reflections generate WK , and we
use this to compute WK and ∆
+
K .
WH:=ReflectionSubgroup(W, {2,3,4,5,6,7,8,120});
DHplus:=[RootPosition(W, Root(WH,n)) : n in [1..(#Roots(WH)/2)]];
We next calculate 〈ωi, ρ〉 for 1 ≤ i ≤ 8, where ωi are the coweights of ∆.
for i in [1..8] do
s:=0;
for n in [1 .. (#Roots(W)/2)] do
s := s+Root(W,n)[i];
end for;
s;
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end for;
We next compute max{〈wωi, ρK〉 : w ∈ W}. We reduce the time needed to do this by letting
Wi be the stabiliser of ωi in W and computing max{〈wωi, ρK〉 : w ∈ W/Wi}. We find a set
of coset representatives for W/Wi.
for i in [1..8] do
Stab:=ReflectionSubgroup(W, Exclude({1,2,3,4,5,6,7,8},i));
Tran:=Transversal(W,Stab);
Finally, we use our set of representatives to compute max{〈wωi, ρK〉 : w ∈ W/Wi}.
Worbit:=[];
for w in Tran do
t:=0;
for n in DHplus do
t := t+Root(W,n^(w^(-1)))[i];
end for;
Append(~Worbit,t);
end for;
Sort(Worbit)[#Tran];
end for;
This produces two lists of 8 numbers, and one checks that all the numbers in the first list
are more than double the corresponding number in the second list. In the cases of g2, f4, e6,
and e7, one replaces the second line with
WH:=ReflectionSubgroup(W, {1,6});
WH:=ReflectionSubgroup(W, {2,3,4,24});
WH:=ReflectionSubgroup(W, {1,3,4,5,6,36});
WH:=ReflectionSubgroup(W, {1,3,4,5,6,7,63});
and modifies the others in the obvious way. In every case except e6, all the numbers in the
first list are again more than double the corresponding number in the second list, while for
e6 there is at least one pair for which the inequality holds.
8.14. e6. In the case when g is the split form of e6, we have kC = sp(4)C. We choose the
basis ξ1, . . . , ξ4 for V
∗
K in such a way that
∆K = {±ξi ± ξj : 1 ≤ i 6= j ≤ 4} ∪ {±2ξi : 1 ≤ i ≤ 4}.
We let p be the k-invariant complement to k in g. Theorem 5.15 of [28] implies that the
representation of k on p has highest weight ξ1 + ξ2 + ξ3 + ξ4. It follows that we have
pC ≃
∧4 std/(ω ∧ ∧2 std), where std denotes the standard representation of kC on C8 and
ω is the invariant symplectic form on C8 fixed by kC. If we define Σ to be the multiset
{α|VK : α ∈ ∆}, it follows that
Σ = ∆K ∪ {±ξ1 ± ξ2 ± ξ3 ± ξ4} ∪ {±ξi ± ξj : 1 ≤ i ≤ 4}
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as multisets. In particular, any α ∈ ∆ has a nonzero restriction to VK . Let Σ+ = {α ∈ Σ :
α((5, 3, 2, 1)) > 0}, so that Σ = Σ+ ∪ −Σ+. There is a set of positive roots ∆+ ⊂ ∆ such
that Σ+ = {α|VK : α ∈ ∆+}, and so if ρ and ρΣ are the the half sums of ∆+ and Σ+ then
ρ|VK = ρΣ.
Lemma 8.1. We have max{〈wt, ρ〉 : w ∈ W} ≥ max{〈wKt, ρΣ〉 : wK ∈ WK}.
Proof. Let wK ∈ WK . We have wKΣ+ = {α ∈ Σ : 〈α,wK(5, 3, 2, 1)〉 > 0}, so as before there
is a set of positive roots Φ+ ⊂ ∆ with wKΣ+ = {α|VK : α ∈ Φ+}. If ρΦ is the half sum of
Φ+, then ρΦ|VK = wKρΣ, and so 〈t, wKρΣ〉 = 〈t, ρΦ〉 ≤ max{〈wt, ρ〉 : w ∈ W} as required.

It therefore suffices to prove that
max{〈wKt, ρΣ〉 : wK ∈ WK} > 2max{〈wKt, ρK〉 : wK ∈ WK}.
We may assume that t ∈ V +K , in which case we must show that max{〈wKt, ρΣ〉 : wK ∈
WK} > 2〈t, ρK〉. We have
〈t, ρΣ〉 = 20t1 + 12t2 + 8t3 + 4x4
〈t, ρK〉 = 8t1 + 6t2 + 4t3 + 2t4
〈t, ρΣ〉 − 2〈t, ρK〉 = 4t1 > 0,
which completes the proof in this case.
References
[1] G. V. Avacumovic´: U¨ber die Eigenfunktionen auf geschlossenen Riemannschen Mannigfaltigkeiten, Math.
Z. 65 (1956), 327-344. 1
[2] Y. Benoist, T. Kobayashi: Tempered reductive homogeneous spaces, J. Eur. Math. Soc 17 (2015), 3015-
3036. 38, 40, 42
[3] P. H. Be´rard: On the wave equation on a compact manifold without conjugate points, Math. Z. 155 (1977),
249-276. 1
[4] V. Blomer, G. Harcos, P. Maga, D. Milic´evic´: The sup-norm problem for GL(2) over number fields,
preprint available at http://arxiv.org/pdf/1605.09360.pdf. 2
[5] V. Blomer, G. Harcos, D. Milic´evic´: Bounds for eigenforms on arithmetic hyperbolic 3-manifolds, Duke
Math. J. 165 (2016), 625-659. 2
[6] V. Blomer, R. Holowinsky: Bounding sup-norms of cusp forms of large level, Invent. Math. 179 (2010),
no. 3, 645-681. 2
[7] V. Blomer, P. Ma´ga: The sup-norm problem for PGL(4), IMRN 2015 (vol. 14), 5311-5332. 2
[8] V. Blomer, P. Ma´ga: Subconvexity for sup-norms of automorphic forms on PGL(n), to appear in Selecta
Math. 2
[9] V. Blomer, P. Michel: Sup-norms of eigenfunctions on arithmetic ellipsoids, IMRN 2011 no.21 (2011),
4934-4966. 2
[10] V. Blomer, P. Michel: Hybrid bounds for automorphic forms on ellipsoids over number fields, J. Inst.
Math. Jussieu 12 (2013), 727-758. 2
[11] V. Blomer, A. Pohl: The sup-norm problem on the Siegel modular space of rank two, Amer. J. Math.
136 (2016), 999-1027. 2, 3, 4, 11
[12] A. Borel: Linear Algebraic Groups, second edition. Graduate texts in mathematics 126, Springer, 1991.
7
[13] A. Borel: Automorphic L-functions, Proc. Sympos. Pure Math., Oregon State Univ., Corvallis, Ore.,
Part 2, 1979, pp. 27-61. 34, 39
49
[14] A. Borel: Compact Clifford-Klein forms of symmetric spaces, Topology 2 (1963) 111-122. 7
[15] E. Breuillard, B. Green, T. Tao: Approximate subgroups of linear groups, GAFA 21 (2011), 774-819. 24,
25
[16] F. Bruhat, J. Tits: Groupes re´ductifs sur un corps local : II. Sche´mas en groupes. Existence d’une
donne´e radicielle value´, Pub. Math. I.H.E.S. 60 (1984), 5-184. 9, 28
[17] F. Brumley, S. Marshall: Lower bounds for Maass forms on semisimple groups, submitted. Preprint
available at http://arxiv.org/pdf/1604.02019v2.pdf. 4, 5, 6, 38, 40
[18] P. Cartier: Representations of p-adic groups, Proc. Sympos. Pure Math., Oregon State Univ., Corvallis,
Ore., Part 1, 1979, pp. 111-156. 35
[19] W. Casselman: The unramified principal series of p-adic groups I: the spherical function, Compositio
Mathematica 40 (1980), 387-406. 34, 35
[20] B. Conrad: Reductive group schemes, Panoramas at Synthe`ses 42-43 (2014) 93-439 26, 27, 28
[21] B. Conrad: Non-split reductive groups over Z, Panoramas et Synthe`ses 46 (2016), 193-253 27
[22] J. J. Duistermaat, J. A. C. Kolk, V. S. Varadarajan: Spectra of compact locally symmetric manifolds of
negative curvature, Invent. Math. 52 (1979), 27-93. 10
[23] R. Holowinsky, G. Ricotta, E. Royer: On the sup norm of an SL(3) Hecke-Maass cusp form, preprint
arXiv:1404.3622. 2
[24] R. Gangolli: On the plancherel formula and the Paley-Wiener theorem for spherical functions on
semisimple Lie groups, Ann. of Math. 93, no. 1 (1971), 105-165. 10
[25] M. Gurevich, O. Offen: A criterion for integrability of matrix coefficients with respect to a symmetric
space, J. Funct. Anal. 270 no. 12 (2016), 4478-4512. 40
[26] G. Harcos, N. Templier: On the sup-norm of Maass cusp forms of large level. II, Int. Math. Res. Not.
(2011). 2
[27] G. Harcos, N. Templier: On the sup-norm of Maass cusp forms of large level. III, Math. Ann., 356 no.1
(2013) 209-216. 2
[28] S. Helgason: Differential geometry, Lie groups, and symmetric spaces. Graduate Studies in Mathematics
vol. 34. American Mathematical Society, 2001. 47, 48
[29] S. Helgason: Groups and geometric analysis. Mathematical Surveys and Monographs vol. 39. American
Mathematical Society, 2008. 10
[30] A. Helminck: Algebraic groups with a commuting pair of involutions and semisimple symmetric spaces,
Adv. in Math. 71 (1988), 21-91. 38, 41
[31] F. Herzig: A Satake isomorphism in characteristic p, Compositio Math. 147 no. 1 (2011), 263-283. 30
[32] H. Iwaniec, P. Sarnak: L∞ norms of eigenfunctions of arithmetic surfaces, Ann. of Math. (2) 141
(1995), 301-320. 2
[33] J. Kollar: Sharp effective Nullstellensatz, J. Amer. Math. Soc. 1 no. 4 (1988), 963-975. 22
[34] S. Lang, A. Weil: Number of points of varieties in finite fields, Amer. J. Math 76 no. 4 (1954), 819-827.
25
[35] B. M. Levitan: On the asymptoptic behavior of the spectral function of a self-adjoint differential equation
of second order, Isv. Akad. Nauk SSSR Ser. Mat. 16 (1952), 325-352. 1
[36] I. G. Macdonald: Spherical Functions on a Group of p-adic Type, Ramanujan Institute for Advanced
Study in Mathematics, University of Madras, 1971. 34
[37] C. Maclachlan, A. Reid: The Arithmetic of Hyperbolic 3-Manifolds, graduate texts in mathematics vol.
219, 2003, Springer-Verlag, New York 4
[38] S. Marshall: Geodesic restrictions of arithmetic eigenfunctions, Duke Math. J. 165 no. 3 (2016), 463-508.
2
[39] S. Marshall: Restrictions of SL3 Maass forms to maximal flat subspaces, IMRN,
doi:10.1093/imrn/rnu155. 2
[40] J. Matz, N. Templier: Sato-Tate equidistribution for families of Hecke-Maass forms on SL(n,R)/SO(n),
available at http://arxiv.org/pdf/1505.07285v3.pdf 3, 4, 11
[41] P. Sarnak: Letter to Morawetz, available at http://www.math.princeton.edu/sarnak/. 2
[42] F. Shahidi: A proof of Langlands conjecture on Plancherel measures; complementary series for p-adic
groups, Ann. of Math. (2) 132 (1990), no. 2, 273-330. 35
50
[43] S.-W. Shin, N. Templier: Sato-Tate theorem for families and low-lying zeros of automorphic L-functions,
Invent. Math., 203 no. 1 (2016), 1-177. 13, 35
[44] L. Silberman, A. Venkatesh: Entropy bounds for Hecke eigenfunctions on division algebras, preprint
arXiv:1606.02267. 35
[45] C. Sogge, S. Zelditch: Riemannian manifolds with maximal eigenfunction growth, Duke Math J. 114 no.
3 (2002), 387-437. 1
[46] A. Tarski: A Decision Method for Elementary Algebra and Geometry, Univ. of California Press, 1951. 8
[47] N. Templier: On the sup-norm of Maass cusp forms of large level, Selecta Math. 16 vol. 3 (2010),
501-531. 2
[48] N. Templier: Hybrid sup-norm bounds for Hecke-Maass cusp forms, J. Eur. Math. Soc., 17 no. 8 (2015),
2069-2082. 2
[49] J Tits: Reductive groups over local fields, Proc. Sympos. Pure Math., Oregon State Univ., Corvallis,
Ore., Part 1, 1979, pp. 29-70. 8
[50] J. Toth, S. Zelditch: Riemannian manifolds with uniformly bounded eigenfunctions, Duke Math. J. 111
(2002), 97-132. 1
[51] T. Vust: Ope´ration de groupes re´ductifs dans un type de coˆnes presque homoge`nes, Bull. de la S. M. F.
102 (1974), 317-333. 38, 39
Department of Mathematics, University of Wisconsin Madison, 480 Lincoln Drive, Madi-
son, WI 53703, USA
E-mail address : marshall@math.wisc.edu
51
