We construct generating functions for symplectic maps on products of 2-spheres and use them to construct symplectic integrators for classical spin systems. They are the minimal possible such generating function and use no Lagrange multipliers or canonical variables. In the single spin case, the resulting spherical midpoint method is given by W − w = X( W +w |W +w| ), where X(w) = w × ∇H(w), H being the generating function. We establish the basic properties of the method and describe its relationship to collective symplectic integrators for spin systems based on the Hopf map. We introduce a numerical integrator for Riemannian manifolds called the Riemannian midpoint method and determine its properties with respect to isometries and Riemannian submersions and the conditions under which the spherical and Riemannian midpoint methods coincide.
Introduction
Discrete time mechanics is studied for many reasons. (i) It has an immediate impact in computational physics, where symplectic integrators are in widespread use and in many situations are overwhelmingly superior to standard numerical integration [26] . (ii) As a generalisation of continuous mechanics, discrete geometric mechanics is in principle more involved: the nature of symmetries, integrals, and other geometric concepts is important to understand both in its own right and for its impact on numerical simulations [9] . (iii) Discretisation leads to interesting physics models, for example the extensively-studied Chirikov standard map [5] . (iv) Discrete models can also be directly relevant to intrinsically discrete situations, such as waves in crystal lattices. Here, the appearance of new phenomena, not persisting at small or vanishing lattice spacing, is well known [13] . (v) The field of discrete integrability is undergoing rapid evolution, with many new examples, approaches, and connections to other branches of mathematics, e.g., special functions and representation theory [15] . (vi) A strand of research in physics, pioneered notably by Lee [18] , develops the idea that time is fundamentally discrete, and it is the continuum models that are the approximation. (vii) Discrete models can contain "more information and more symmetry than the corresponding differential equations" [19] ; this also occurs in discrete integrability [15] . While the present study is phrased in the language of numerical integration, we wish to keep this range of applications in mind.
Symplectic integrators for general Hamiltonians are closely related to the classical canonical generating functions defined on symplectic vector spaces (or in local canonical coordinates). Generating functions are a tool of vital importance in mechanics, and are also used for perturbation theory, construction of orbits, of normal forms, in bifurcation theory, and elsewhere. They have retained their importance in the era of sympectic geometry and topology, being used to construct Lagrangian submanifolds and to count periodic orbits [35, 34] . Although there are different types of generating function, all of them are restricted to cotangent bundle phase spaces.
In this paper we construct generating functions (or, equivalently, symplectic integrators) for symplectic maps of the phase space (S 2 ) n equipped with the symplectic form given by the sum of the Euclidean area on each sphere. This is the phase space for the wide range of classical spin systems [16] , i.e., systems of the forṁ
such as the reduced free rigid bodẏ
and the classical Heisenberg spin chain of micromagneticṡ w i = w i × (w i+1 + w i−1 ), w 0 = w n , w i ∈ S 2 ⊂ R 3 .
Other examples include the motion of massless particles in a divergence-free vector field on the sphere (for example, test particles in a global weather simulation), the motion of n point vortices in a ideal incompressible fluid on the sphere, and the set of Lie-Poisson systems on so(3) * .
Apart from its abundance in physics, there are a number of reasons for focusing on the phase space (S 2 ) n . It is the most fundamental example of a symplectic manifold that is not a vector space, not a cotangent bundle, does not have a global coordinate chart or a cover with one, and is not exact (that is, the symplectic form is not exact). Next to cotangent bundles, the two main types of symplectic manifolds are coadjoint orbits of Lie-Poisson manifolds, and Kähler manifolds; (S 2 ) n is the simplest example of both of these.
Techniques to construct symplectic integrators for general Hamiltonian systems on a symplectic manifold M that is not a vector space are known in the following cases:
1. If M = T * Q is the cotangent bundle of a submanifold Q ⊂ R n determined by level sets of m functions c 1 , . . . , c m , then the family of RATTLE methods can be used [12] . More generally, if M is a transverse submanifold of R 2n defined by coisotropic constraints, then geometric RATTLE methods can be used [25] .
2. If M ⊂ g * is a coadjoint orbit (symplectic leaf) of the dual of a Lie algebra g corresponding to a Lie group G, RATTLE methods can again be used: first extend the symplectic system on M to a Poisson system on g * , then "unreduce" to a symplectic system on T * G, then embed G in a vector space and use strategy 1 above [9, § VII.5]. One can also use Lie group integrators for the unreduced system on T * G [4, 21] . The discrete Lagrangian method, pioneered in this context by Moser and Veselov [28] , yields equivalent classes of methods. The approach is very general, containing a number of choices, especially those of the embedding and the discrete Lagrangian. For certain choices, in some cases, such as the free rigid body, the resulting discrete equations are completely integrable; this observation has been extensively developed [7] .
3. If M ⊂ g * is a coadjoint orbit and g * has a symplectic realisation on R 2n obtained through a momentum map associated with a Hamiltonian action of G on R 2n , then symplectic Runge-Kutta methods for collective Hamiltonian systems (cf. [20] ) sometimes descends to symplectic methods on M (so far, the cases sl(2) * , su(n) * , so(n) * , and sp(n) * have been worked out). This approach leads to collective symplectic integrators [24] .
Let us review the listed approaches 1-3 for the case M = S 2 . The first approach is not applicable, since S 2 is not a cotangent bundle. The second approach is possible, since S 2 is a coadjoint orbit of su(2) * R 3 . SU(2) can be embedded as a 3-sphere in R 4 using unit quaternions, which leads to methods that use 10 variables, in the case of RATTLE (8 dynamical variables plus 2 Lagrange multipliers), and 8 variables, in the case of Lie group integrators. Both of these methods are complicated; the first due to constraints and the second due to the exponential map and the need to solve nonlinear equations in auxiliary variables.
The third approach is investigated in [23] . It relies on a quadratic momentum map π : T * R 2 → su(2) * and integration of the system corresponding to the collective Hamiltonian H • π using a symplectic Runge-Kutta method. This yields relatively simple integrators using 4 variables. They rely on an auxiliary structure (the suspension to T * R 2 and the Poisson property of π) and requires solving nonlinear equations in auxiliary variables; although simple, they do not fully respect the simplicity of S 2 .
In our approach, we still use the extra structure of the standard Euclidean embedding of S 2 in R 3 and the standard Euclidean structure of R 3 , with the motivation that it induces the symplectic structure on S 2 and it seems to be the simplest way to work with S 2 concretely. The four 'classical' generating functions, that treat the position and momentum differently, do not seem to be relevant given the symmetry of S 2 . Instead, we focus on the Poincaré generating function [31, vol 
which is equivariant with respect to the full affine group and which corresponds to the classical midpoint method when interpreted as a symplectic integrator. The classical midpoint method on vector spaces is known to conserve quadratic invariants [6] , and hence automatically induces a map on S 2 when applied to spin systems. However, it has long been known not to be symplectic [2] . Another variant, namely evaluating the vector field at the geodesic midpoint on the sphere, is also not symplectic. Our main result is that a variant that we call the spherical midpoint method, given by
is symplectic. In § 3 we provide a direct proof of the symplecticity of this method and establish a number of its other properties, notably full equivariance with respect to the symmetry group O(3). The method turns out to be related to the collective symplectic integrator constructed in [23, 24] ; this provides in § 4 a second construction and a second proof of symplecticity.
The classical midpoint method evaluates the vector field at the midpoint of a straight line joining the start and ending points. This suggests a generalization to Riemannian manifolds, and a Riemannian midpoint method, that appears to be new. We introduce this method in § 5 and establish some of its basic properties, including equivariance with respect to the isometry group of the manifold and natural behaviour with respect to Riemannian submersions. The application to S 2 is particularly appealing because the geodesics are associated with the same metric that induces the symplectic structure. Perhaps counterintuitively, the Riemannian midpoint method for the standard Riemannian structure on S 2 is not symplectic, but the Riemannian structure of the Poisson map J given does induce a non-standard metric on R 3 for which the Riemannian midpoint method is symplectic and coincides with the spherical midpoint method. This provides a third way to view the method.
In §6 we provide a series of detailed examples of the spherical midpoint method applied to various spin systems.
We use the following notation. X(M ) denotes the space of smooth vector fields on a manifold M . If M is a Poisson manifold, and H ∈ C ∞ (M ) is a smooth function on M , then the corresponding Hamiltonian vector field is denoted X H . The Euclidean length of a vector w ∈ R d is denoted |w|. If w ∈ R 3n (R 3 ) n , then w i denotes the i:th component in R 3 .
Main result
Definition 2.1. The classical midpoint method for discrete time approximation of the ordinary differential equationẇ = X(w), X ∈ X(R d ), is the mapping w → W defined by
where h > 0 is the time-step length.
Definition 2.2. The sphere S 2 is the standard Euclidean unit sphere in R 3 equipped with symplectic form given by the Euclidean area. (S 2 ) n is the symplectic manifold given by the direct product of n copies of S 2 equipped with the direct sum symplectic structure.
Define a projection map ρ by
Our paper is devoted to the following novel method.
obtained by applying the classical midpoint method (6) to the vector field given by
This indeed gives an integrator on (S 2 ) n , since the classical midpoint method preserves quadratic invariants, and the vector field (9) is tangent to the spheres (which are the level sets of quadratic functions on R 3n ).
We now give the main result of the paper.
Theorem 2.4. The spherical midpoint method (8) fulfils the following properties:
1. it is second order accurate;
2. it is equivariant with respect to SO(3) n acting on (S 2 ) n , i.e.,
where ψ g is the action map;
3. it is symplectic if ξ is Hamiltonian;
4. it preserves arbitrary linear symmetries, arbitrary linear integrals, and single-spin homogeneous quadratic integrals w i Aw i ;
5. it is self-adjoint and preserves arbitrary linear time-reversing symmetries;
6. it is linearly stable: for the harmonic oscillatorẇ = λw × a, the method yields a rotation about the unit vector a by an angle cos −1 (1 − 1 2 (λh) 2 ) and hence is stable for 0 ≤ λh < 2.
The claims 1-2 and 4-6 are proved in this section. Claim 3, about symplecticity, is proved in § 3. (In addition, the results in § 4 and § 5 provide a separate proof of symplecticity, more geometric in nature.)
Proofs.
1. Follows since the midpoint method is of order 2, and since a solution toẇ = X(w) with X given by (9) is also a solution toẇ = ξ(w).
2. Follows since the map ρ is equivariant with respect to SO(3) n , and since SO (3) n is a subgroup of the affine group on R 3n and the classical midpoint method is affine equivariant.
4-5. Direct calculations show that X has the same properties in the given cases as the original vector field ξ, and the classical midpoint method is known to preserve these properties.
6. The projection ρ renders the equations for the method nonlinear, even for this linear test equation; it is clear that the solution is a rotation about a by some angle; this yields a nonlinear equation for the angle with the given solution.
Remark 2.5. Note that the unconditional linear stability of the classical midpoint method is lost for the spherical midpoint method; the method's response to the harmonic oscillator is identical to that of the leapfrog (Störmer-Verlet) method.
Interpretation as Lie-Poisson integrator
R 3n is a Lie-Poisson manifold with Poisson bracket
This is the canonical Lie-Poisson structure of (so(3) * ) n , or (su(2) * ) n , obtained by identifying so(3) * R 3 , or su(2) * R 3 . For details, see [22, § 10.7] or [23] . The Hamiltonian vector field associated with a Hamiltonian function H : R 3n → R is given by
Its flow, exp(X H ), preserves the Lie-Poisson structure, i.e.,
The flow exp(X H ) also preserves the coadjoint orbits [22, § 14] , given by
where S 2 λ denotes the 2-sphere in R 3 of radius λ. A Lie-Poisson integrator for X H is an integrator that, like the exact flow, preserves the Lie-Poisson structure and the coadjoint orbits.
Define Γ :
Definition 2.6. The extended spherical midpoint method for X ∈ X(R 3n ) is the numerical integrator defined by
If X(w) ∈ T w (S 2 ) n for all w ∈ (S 2 ) n , then the extended spherical midpoint method (16) coincides with the spherical midpoint method (8) . We therefore have the following result as a consequence of Theorem 2.4.
Corollary 2.7. The extended spherical midpoint method (16) fulfils the following properties:
it is equivariant with respect to SO(3)
n acting diagonally on (R 3 ) n R 3d .
it is a Lie-Poisson integrator for Hamiltonian vector fields
4. it preserves arbitrary linear symmetries, arbitrary linear integrals, and single-spin homogeneous quadratic integrals w i Aw i , where A ∈ R 3×3 ; 5. it is self-adjoint and preserves arbitrary linear time-reversing symmetries;
Proof.
First notice that
We plug (17) into (16) and use that X is smooth to obtain
We use (16) again to obtain
Since Γ(w, W ) is bounded for fixed w, we get W =W + O(h 2 ), whereW is the solution obtained by the classical midpoint method (6) on R 3n . The method defined by (16) is therefore at least first order accurate. Second order accuracy follows since the method is symmetric.
2. Follows since Γ is equivariant with respect to (SO(3)) n .
3. A Hamiltonian vector field X H is always tangent to the spheres (since it preserves the coadjoint orbits). Furthermore, when restricted to a coadjoint orbit it is symplectic. The result now follows from Theorem 2.4.
4-5. Same proof as in Theorem 2.4.
Definition 2.8. The ray through a point w ∈ R 3n is the subset
The set of all rays is in one-to-one relation with (S 2 ) n . Note that the vector field X defined by (9) is constant on rays. The following result, essential throughout the remainder of the paper, shows that the property of being constant on rays is passed on from Hamiltonian functions to Hamiltonian vector fields.
Lemma 2.9. If a Hamiltonian function H on R 3n is constant on rays, then so is its Hamiltonian vector field X H .
Proof. It is enough to consider n = 1, as the general case proceeds the same way. H is constant on rays, so for λ > 0, we have
Differentiating with respect to w yields
The Hamiltonian vector field at λw is
which proves the result.
Proof of symplecticity
Proof. Denote by F ∈ C ∞ ((S 2 ) n ) the Hamiltonian function for ξ and let H := F • ρ.
Then X H coincides with ξ when restricted to (S 2 ) n , since H coincides with F when restricted to (S 2 ) n and (S 2 ) n is a coadjoint orbit of R 3n . The result now follows from Lemma 2.9.
Proof of Theorem 2.4. Let H ∈ C ∞ (R 3n ) be a Hamiltonian function constant on rays. From Lemma 2.9, its Hamiltonian vector field X H is constant on rays. In addition, X H is tangent to the coadjoint orbits, which are the level sets of the quadratics |x 1 | 2 , . . . , |x n | 2 , so the classical midpoint method applied to X H preserves the coadjoint orbits. We will show that it is also a Poisson map with respect to the Poisson bracket (11) . Any Poisson bracket on a manifold M is associated with a Poisson bivector K, a section of Λ 2 (T * M ), such that {F, G}(w) = K(w)(dF (w), dG(w)). To establish that a map ϕ : w → W is Poisson is equivalent to showing that K is preserved, i.e., that K(W )(Σ, Λ) = K(w)(σ, λ) for all covectors Σ, Λ ∈ T * W M , where σ = ϕ * Σ and λ = ϕ * Λ. First we determine how the classical midpoint method (6) acts on covectors when applied to a systemẇ = X(w). Let w := (w +W )/2 and w := W −w. Differentiating (6) with respect to w gives that tangent vectors u ∈ T w R 3n and U ∈ T W R 3n at W obey U − u = 
In the Lie-Poisson case (11), K(w) is linear in w and so linearity in all three arguments gives
The last three terms are all O(h) and hence sum to 0 by consistency of the method; explicitly, their summing to zero is the condition that w be an infinitesimal Poisson automorphism, which, by w = hX( w), it is. For the Poisson structure (11),
= 0 (27) because X( w) i , (−DX( w) σ) i , and (−DX( w) λ) i are all orthogonal to x i : X( w) i , because it is tangent to the 2-sphere, and (−DX( w) σ) i and (−DX( w) λ) i , because
, which is zero because X is constant on rays. Thus, the classical midpoint method applied to X H is Poisson and preserves the symplectic leaves, thus it is symplectic on them. The spherical midpoint method for ξ is the classical midpoint method applied to ξ • ρ, which, from Lemma 3.1, is equal to X H for some Hamiltonian H constant on rays. This establishes the result.
Connection to collective integrators
In this section we show the connection between the extended spherical midpoint method on R 3n and the classical midpoint method on R 4n . The two methods are coupled through the concept of collective integrators, as developed in [23, 24] , and through the concept of intertwining, as we now review. Let M and N be two manifolds, and consider a differentiable map f : N → M . We say that f intertwines X ∈ X(M ) and
(Some authors prefer to say that X and Y are f -related.) Likewise, we say that f intertwines a function Φ : M → M and a function Ψ :
Throughout this section we use the notion of quaternions, as it makes the calculations more transparent. The field of quaternions is denoted H. We use the convention that functions taking values to a field inherit the field operations and properties. In particular, product sets C n and H n are fields by componentwise operations. For instance, if z = (z 1 , z 2 ) ∈ C 2 , then
All operations are defined in the same manner.
Intertwining by the double covering map
We first consider intertwining in the double covering case. We define the double covering map
following the convention in (29) . We use the notation C * := C\{0} and C n * := (C * ) n .
Lemma 4.1. Let X, Y ∈ X(C n * ) and let Φ denote the classical midpoint method (6) on C n . Assume that:
1. X(λz) = X(z) for all λ ∈ R n + , i.e., X is constant on rays.
2. Y is tangent to the tori in C n * , i.e., Y (z)/z is imaginary for all z ∈ C n * .
intertwines X and Y

Then intertwines Φ(hX) and Φ(hY ).
Proof. The proof is illustrated in Figure 1 . Consider two points z and Z, solutions of one step of the classical midpoint method for Y . The midpoint is z := (z + Z)/2, so The assumption that intertwines X and Y is
We have
Consider the general identity
Without loss of generality, we assume that z ∈ R n . We assumed that Y was tangent to circles, so Y ( z) has only imaginary components, so the same holds for Z − z, which implies that (Z − z) 2 only has real components. We therefore obtain that z 2 + Z 2 is in R n . Since X is constant on the rays, and since R n is a ray in C n * , we get
From (33) we now have
This proves the result.
Intertwining by the extended Hopf map
Consider the map
Again, we follow the convention of (29) and all the operations are defined componentwise. Note that the image of π has no real part. Let us define the three dimensional subspace of pure imaginary quaternions by
If we identify V with R 3 , we can regard π as a map
When n = 1 this is the extended Hopf map, essential in the construction of collective Lie-Poisson integrators on R 3 [23] . V n is naturally endowed with the Lie-Poisson structure (11), inherited from R 3n . We use the notation V * := V \{0} and V n * := (V * ) n .
Lemma 4.2. Let X ∈ X(V n * ) and Y ∈ X(H n * ), and let Φ and Ψ denote the classical midpoint methods on V n and H n respectively. Assume that:
1. X(λw) = X(w) for all λ ∈ R n + and w ∈ V n * .
2. Y is tangent to 3-spheres, i.e., z −1 Y (z) ∈ V n for all z ∈ H n * .
3. Y is orthogonal to the fibres of π, i.e. kz −1 Y (z) ∈ V n for all z ∈ H n * .
4. π intertwines X and Y .
Then π intertwines Φ(hX) and Ψ(hY ).
Proof. Consider z and Z, solution of the classical midpoint method in H n for Y . The midpoint is denoted by
Since the classical midpoint method is equivariant with respect to affine transformations, we may, without loss of generality, assume that z is real (i.e., all its components are real). At the point z, the real direction is orthogonal to the 3-spheres, and k is the fibre direction. Without loss of generality, we may further assume that Y ( z) is proportional to i, i.e., Y ( z) = ia and a ∈ R n . As a result, the components of z and Z belong to span{1, i}, which we identify with the complex plane C, so we write z, Z ∈ C n .
Notice that since ki = −ik, we have for z = a + ib:
When restricted to C n , the Hopf map at z ∈ C n is thus
It means that π(C n ) ⊂ (span{k, j}) n . We identify (span{k, j}) n with C n by k ↔ 1 and j ↔ −i. With these identifications, the restriction of π to C n is the double covering map defined in (30) , so the result follows from Lemma 4.1.
H n * carries the structure of a Kähler manifold; the Hamiltonian vector field corre-
The symplectic structure coincides with the canonical symplectic structure of T * R 2n under the identification
Likewise, V n * carries the structure of a Poisson manifold; the Hamiltonian vector field corresponding to H ∈ C ∞ (V n * ) is
where Π : H n → V n is the projection a + ib + jc + kd → ib + jc + kd. Under the identification of V with R 3 , this Poisson structure coincides with the standard LiePoisson structure of R 3 , discussed in § 2.1, so equation (46) is just another way of writing equation (12) .
We now investigate what the conditions on X and Y in Lemma 4.2 means for Hamiltonian vector fields X = X H and Y = X F . It follows directly from Lemma 2.9 that X H fulfils condition 1 in Lemma 4.2 if and only if H fulfils the same condition, i.e., H(λw) = H(w) for all λ ∈ R n + and w ∈ V n * . The next result shows that X F fulfils condition 3 in Lemma 4.2 if and only if F fulfils the same condition.
. Then X F is orthogonal to the fibres of π, i.e.,
if and only if
Proof. From (44) it follows that X F (z) is orthogonal to the fibres if and only if
This is equivalent to
which means that z −1 ∇F (z) is pure imaginary, so ∇F (z) is tangential to the spheres. Since this is true for any z ∈ H n * , it means that F (λz) = F (z) for λ ∈ R n + .
Given H ∈ C ∞ (V n * ) we can construct symplectic integrators on V n * in two ways: (i) the classical midpoint method on H n * for the vector field X H•π descends to a Lie-Poisson integrator on V n * , (ii) the spherical midpoint method (16) . In general the two methods are different, but they coincide for ray-constant Hamiltonian vector fields. Proposition 4.4. Let H ∈ C ∞ (V n * ) be constant on rays, let Φ denote the classical midpoint method on V n * , and let Ψ denote the classical midpoint methods on H n * . Then the extended Hopf map π intertwines Φ(X H ) and Ψ(X H•π ). That is, the map on V n * induced by Ψ(X H•π ) coincides with Φ(X H ).
Proof. Appealing to Lemma 2.9, the vector field X H is constant on rays. If H(λw) = H(w) for all λ ∈ R n + , then H • π fulfils the same property, since π is homogeneous, that is:
We can therefore use Lemma 4.3 to obtain that X H•π is orthogonal to the fibres. The Hopf map is a Poisson map [23] , so
which means that π intertwines X H and X H•π . The result now follows from Lemma 4.2, since Φ(X H ) coincides with the classical midpoint method applied to X H .
Remark 4.5. Proposition 4.4 provides an independent proof of symplecticity of the spherical midpoint method, since collective integrators are symplectic [23] .
Remark 4.6. Usually, collective integrators can not be defined solely in terms of V n * : they must be implemented on H n * . Proposition 4.4 shows that in the case of constant ray Hamiltonians, the induced map can be defined directly on V n * .
Riemannian midpoint methods
In this section we describe the relation between the spherical midpoint method (16) and collective symplectic integrators from a different viewpoint: as an interplay between Riemannian and symplectic geometry. More precisely, we construct a method on V n * , stemming from a non-Euclidean metric, that coincides with the spherical midpoint method for Hamiltonian functions that are constant on rays. The relation between these two methods is established through the classical midpoint method on H n * . Before working this out in § 5.1, we develop a theory of midpoint methods on Riemannian and Kähler manifolds. This theory sheds light on the underlying geometry of the spherical midpoint method, and provides an outlook for generalisations.
Given a Riemannian manifold (M, g), let [0, 1] t → γ g (t; w, W ) ∈ M denote the geodesic curve between w and W . Given a vector field X ∈ X(M ), the Riemannian midpoint method on M is the integrator Φ g (hX) : w → W defined by
If M = R d and g is the Euclidean metric, then (53) coincides with the definition of the classical midpoint method (6). Riemannian midpoint methods transform naturally under change of coordinates:
Proposition 5.1. Let M and N be two diffeomorphic manifolds, let ψ : N → M be a diffeomorphism, and let g be a Riemannian metric on M . Then
Proof. The result follows from the definition (53) of Φ g and standard change of coordinate formulas in differential geometry.
A consequence of Proposition 5.1 is that Riemannian midpoint methods are equivariant with respect to isometric group actions: Proposition 5.2. Let (M, g) be a Riemannian manifold, and let G be a Lie group acting isometrically on M . Then the Riemannian midpoint method Φ g is equivariant with respect to G, i.e.,
where ψ g : M → M denotes the action map of g ∈ G.
Proof. The result follows from Proposition 5.1 and ψ * g g = g (the action is isometric).
We will now discuss a generalised version of Proposition 5.1, where M and N are no longer diffeomorphic.
Let π : N → M be a submersion from N to another manifold M (π is smooth and its Jacobian matrix T z π : T z N → T π(z) M is surjective at every z ∈ N .) π induces a vertical distribution V by V z = {v ∈ T z N ; T z π · v = 0}. By construction, the vertical distribution is integrable, and the fibre through z ∈ N is given by π −1 ({π(z)}). If (N, h) is Riemannian, then the orthogonal complement with respect to h is called the horizontal distribution and denoted H. Typically, the horizontal distribution is not integrable. The Riemannian metric h is called descending (with respect to the submersion π) if there exists a Riemannian metric g on M such that for all z ∈ N
The map π between the Riemannian manifolds (N, h) and (M, g) is then called a Riemannian submersion. For details on the geometry of Riemannian submersions, see [8, 27] .
Y is called descending if there exists a vector field X ∈ X(M ) such that π intertwines X and Y , i.e., T z π · Y (z) = X(π(z)).
Proposition 5.3. Let (M, g) and (N, h) be Riemannian manifolds and π : N → M a Riemannian submersion. Let Y ∈ X(N ) be horizontal, let X ∈ X(M ), and assume that π intertwines X and Y . Then π intertwines the Riemannian midpoint method Φ g (hX) and the Riemannian midpoint method Φ h (hY ), i.e.,
(57)
Proof. Let z and Z fulfil (53). Let w = π(z) and W = π(Z). We need to show that W = Φ g (hX)(w).
The geodesic γ h (t; z, Z) is horizontal at t = 1/2. It is therefore horizontal at all times [10] . Since horizontal geodesics on N maps to geodesics on M , we have that π(γ h (t; z, Z)) = γ g (t; w, W ). By applying T π to (53) we obtain
Thus, W fulfils the equation defining Φ g (hX), which proves the result.
Next, assume (N, h, ω) is a Kähler manifold such that the Riemannian metric h and the symplectic form ω descend. (ω descends if it induces a Poisson structure on the space of fibres [36] .) Thus, π is both a Riemannian submersion and a Poisson submersion. Proof. Let J : T N → T N be the complex structure associated with the Kähler structure.
From general properties of Kähler manifolds we have
where ∇ is the gradient with respect to h. By definition, the vector field X H•π is horizontal if and only if
By (59)- (62) we also have
Combining (63) and (64), X H•π is horizontal if and only if 
preserves the pre-image of the symplectic leaves, then Φ g (X H ) preserves the symplectic leaves.
3. If G is a Lie group that acts on M and N , and Φ h and π are equivariant with respect to G, then Φ g is equivariant with respect to G.
Proof. Let Φ h and Φ g be the Riemannian midpoint methods on M and N respectively. By Lemma 5.4, X H•π is horizontal, since ∇H is tangential to the symplectic leaves. The vector field X H•π is thus descending (it descends to X H since π is a Poisson submersion) and horizontal. By Proposition 5.3, π then intertwines Φ g (X H ) and Φ h (X H•π ).
Proof of (1): Since π is a Poisson map and Φ h (X H•π ) is a symplectic map, Φ g (X H ) is a Poisson map.
Proof of (2): Since Φ h (X H•π ) preserves the integral submanifolds of the symplectic complement of V, and since these submanifolds project to the symplectic leaves, it follows from the π intertwining property that Φ g (X H ) preserves the symplectic leaves.
Proof of (3): Let X ∈ X(M ). Let Y ∈ X(N ) be horizontal and descending to X. Let g ∈ G Then g · X • π = g · T π • X = T πg · X, since π is equivariant. Thus, g · Y descends to g · X. Next, using Proposition 5.3
This proves the results since π is a submersion.
Riemannian structure of the spherical midpoint method
Our objective is to show that the spherical midpoint method (16) on V n * , for Hamiltonian vector fields X H ∈ X(V n * ) with H of the form in Lemma 5.4, is a Riemannian midpoint method with respect to a non-Euclidean Riemannian metric, related to the classical midpoint method on H n * by a Riemannian submersion in the sense of Proposition 5.3. Recall that the extended Hopf map (40) is a submersion π : H n * → V n * that is a Poisson map with respect to the Kähler structure on H n * and the Poisson structure on V n * (as described in § 4). Let g R 3 denote the Euclidean metric on R 3 .
Lemma 5.6. The Kähler metric on H n * is descending with respect to the extended Hopf map π :
Proof. Each fibre π −1 ({w}) ⊂ H n * is the orbit of an action of the group U (1) n on H n * . This action is isometric with respect to the Kähler metric. That is, if g H n * denotes the Kähler metric and L θ denotes the action map, then L * θ g H n *
= g H n *
. It follows from [27, Proposition 4.3] that g H n * is descending.
As a specialisation of Proposition 5.3 to the case M = V n * and N = H n * , we obtain a relation between the Riemannian midpoint method on V n * and H n * (notice that the Riemannian midpoint method on H n * is the classical midpoint methods since g H n * is the Euclidean metric).
Proposition 5.7. Let Y ∈ X(H n * ) be a horizontal vector fields, let X ∈ X(V n * ), and assume the the extended Hopf map π intertwines X and Y . Then π intertwines the Riemannian midpoint methods Φ g V n * (hX) and Φ g H n * (hY ).
As a specialisation of Lemma 5.4 to the case M = V n * and N = H n * , we obtain a geometric formulation of Lemma 4.3.
Lemma 5.8. Let H ∈ C ∞ (V n * ). Then X H•π is horizontal if and only if H is constant on the rays. In particular, X H•ρ•π is horizontal for any H ∈ C ∞ ((S 2 ) n ).
Proof. The symplectic leaves of V n * are the coadjoint orbits of (so(3) * ) n . These consists of S 2
for arbitrary r k ∈ R + . Let ∇ denote the gradient on V n * with respect to g V n *
. It follows from Lemma 5.4 that X H•π is horizontal if and only if ∇H is tangent to (69). From (68) and the direct product structure of V n * , we see that g V n *
(u, v) = 0 for any u tangent to (69) if and only if v is tangent to the rays (Definition 2.8). Let R ρ(w) ⊂ V n * denote the ray through w. The condition for X H•π to be horizontal is therefore
which implies that H must be constant on the rays.
As a specialisation of Proposition 5.5 to the case M = V n * and N = H n * , we obtain that the Riemannian midpoint method Φ g V n * on V n * is a Poisson integrator. Proposition 5.9. The Riemannian midpoint method Φ g V n where I is an inertia tensor, given by
This system describes a free rigid body. Its phase diagram is given in Figure 2 . The poles of the principle axes are relative equilibria, and every trajectory is periodic (as expected for 2-dimensional Hamiltonian systems). Also, the phase diagram is symmetric under reflections: there is a time-reversible symmetry. We consider three different discrete approximations: the discrete Moser-Veslov algorithm [28] , the classical midpoint method (6) , and the spherical midpoint method (8) . All these methods exactly preserve the Hamiltonian (71), so each discrete trajectory lies on a single trajectory of the continuous system: if w 0 , w 1 , w 2 , . . . is a discrete trajectory, and w(t) is the continuous trajectory that fulfils w(0) = w 0 , then w k ∈ w(R). There are, however, phase errors: if w 0 , w 1 , w 2 , . . . is a discrete trajectory with time-step length h, and w(t) is the continuous trajectory that fulfils w(0) = w 0 , then e k := |w k −w(hk)| = 0 (in general). The maximum error in the time interval t ∈ [0, 10] for the three methods, with initial data w 0 = (cos(1.1), 0, sin(1.1)) and various time-step lengths, is given in Figure 3 . The spherical midpoint method produce errors about 500 times smaller than errors for the discrete Moser-Veselov algorithm, and about 30 times smaller than errors for the classical midpoint method.
The discrete model of the free rigid body obtained by the spherical midpoint discretisation is discrete integrable (c.f. [28] ), i.e., it is a symplectic mapping S 2 → S 2 with an invariant function (or, equivalently, it is a Poisson mapping R 3 → R 3 with two invariant functions that are in involution). An interesting future topic is to attempt to generalise the integrable mapping to higher dimensions, and to characterise the integrability in terms of Lax pairs. For the Moser-Veselov algorithm, such studies have led to a rich mathematical theory.
6.2. Single particle system: irreversible rigid body Consider a single particle system on S 2 with Hamiltonian
where I(w) is an irreversible inertia tensor, given by
This system describes an irreversible rigid body with fixed unitary total angular momentum. It is irreversible in the sense that the moments of inertia about the principle axes depend on the rotation direction, i.e., the moments for clockwise and anti-clockwise rotations are different. A phase diagram is given in Figure 4 (a). Like the free rigid body, the poles of the principle axes are relative equilibria, and every trajectory is periodic. Contrary to the free rigid body, the phase diagram is not symmetric under reflections, i.e., there is no time-reversible symmetry. We consider two different discrete approximations: the classical midpoint method (6) and the spherical midpoint method (8) . Locally the two methods are akin (they are both second order accurate), but they exhibit distinct global properties: trajectories lie on periodic curves for the spherical midpoint method but not for the classical midpoint method, see Figure 4(b) . Also, the deviation in the Hamiltonian (73) along discrete trajectories remains bounded for the spherical midpoint method, but is drifting for the classical midpoint method, see Figure 4 (c).
Periodicity of phase trajectories and near conservation of energy, as displayed for the spherical midpoint method, suggests the presence of a first integral, a modified Hamiltonian, that is exactly preserved. The existence of such a modified Hamiltonian hinges on symplecticity, as established through the theory of backward error analysis [9] .
The example in this section illustrates the advantage of the spherical midpoint method, over the classical midpoint method, for approximating Hamiltonian dynamics on S 2 . In general, one can expect that spherical midpoint discretisations of continuous integrable systems on (S 2 ) n remain almost integrable in the sense of Kolmogorov-Arnold-Moser theory for symplectic maps, as developed by Shang [33] .
6.3. Single particle system: forced rigid body, development of chaos Consider the time dependent Hamiltonian on S 2 given by
where I is an inertia tensor, given by
This system describes a forced rigid body with periodic loading with period 2π. At ε = 0 the system is integrable, but it becomes non-integrable as ε increases. We discretise the system using the spherical midpoint method with time-step length 2π/N , N = 20. A Poincaré section is obtain by sampling the system every N :th step; the result for various initial data and choices of ε is shown in Figure 5 . Notice the development of chaotic behaviour near the unstable equilibria points. The example in this section illustrates that the spherical midpoint method, being symplectic, behaves as expected in the transition from integrable to chaotic dynamics.
6.4. 4-particle system: point vortex dynamics on the sphere zero submanifold of (S 2 ) n given by
Point vortex systems on the sphere, first studied by Bogomolov [3] , are Hamiltonian systems on (S 2 ) n * that provide approximate models for atmosphere dynamics with localised areas of high vorticity, such as cyclones on Earth and vortex streets [11] on Jupiter. In absence of rotational forces, the Hamiltonian function is given by
where the constants κ i are the vortex strengths. The cases n = 1, 2, 3 are integrable [14, 32] , but the case n = 4 is non-integrable. Characterisation and stability of relative equilibria have been studied extensively; see [17] and references therein.
In this example, we study the case n = 4 and κ i = 1 by using the time-discrete approximation provided by the spherical midpoint method (8) . Our study reveals a nontrivial 4-dimensional invariant manifold of periodic solutions, that, to our knowledge, has not been discovered before. The invariant manifold contains both stable and non-stable equilibria.
First, let c(θ, φ) := cos(φ) sin(θ), sin(θ) sin(φ), cos(θ) and let
Next, consider the two-dimensional submanifold of (S 2 ) 4 * given bȳ I = {w ∈ (S 2 ) 2θ 2θ 2φ 2φ
Figure 6: Illustration of the invariant submanifoldĪ ⊂ (S 2 ) 4 * given by (80).
See Figure 6 for an illustration. The numerical observation thatĪ is an invariant manifold for the discrete spherical midpoint discretisation led us to the following result for the continuous system. Proposition 6.1.
is a 5-dimensional invariant manifold for the continuous 4-particle point vortex system on the sphere with unitary vortex strengths. Furthermore, every trajectory on I is periodic.
Proof. Direct calculations show that X H is tangent toĪ. The result for I follows since H is invariant with respect to the action of SO(3) on (S 2 ) 4 .
The example in this section illustrates how numerical experiments with a discrete symplectic model can give insight to the corresponding continuous system. Generalisation of the result in Proposition 6.1 to other vortex ensembles is an interesting topic left for future studies.
6.5. n-particle system: Heisenberg spin chain
The classical Heisenberg spin chain of micromagnetics is a Hamiltonian system on (S 2 ) n with Hamiltonian
For initial data distributed equidistantly on a closed curve, this system is a space discrete approximation of the Landau-Lifshitz equation (see [16] for an overview). This PDE Figure 7 : Particle trajectories on the invariant manifoldĪ. The singular points are marked in red (these points are not part ofĪ). Notice that there are two types of equilibria: the corners and the centres of the "triangle like" trajectories. The corners are unstable (bifurcation points) and the centres are stable (they are, in fact, stable on all of (S 2 ) 4 * , as is explained in [17] ).
is known to be integrable, so one can expect quasiperiodic behaviour in the solution. Indeed, if we use the spherical midpoint method for (82) with n = 100, for initial data equidistantly distributed on a closed curve, the resulting dynamics appear to be quasiperiodic (see Figure 8 ). The example in this section illustrates that the spherical midpoint method, together with a spacial discretisation, can be used to accurately capture the dynamics of integrable Hamiltonian PDEs on S 2 .
A. Generalisation to Nambu systems
It is natural to ask for which non-canonical symplectic or Poisson manifolds other than (S 2 ) n generating functions can be constructed. In full generality, this is an unsolved problem: no method is known to generate, for example, symplectic maps of a symplectic manifold F −1 ({0}) in terms of F : T * R d → R k . In this appendix we shall show that the spherical midpoint method does generalise to Nambu mechanics [29] . Let C : R 3 → R be a homogeneous quadratic function defining the Nambu systemẇ = ∇C(w) × ∇H(w) with Hamiltonian H ∈ C ∞ (R 3 ). For C(w) = given by the classical midpoint method applied to the Nambu system with Hamiltonian H(w/ C(w)/c).
Proof. The Poisson structure of the Nambu system is given by K(w)(σ, λ) = det([Cw, σ, λ]). Let X be the projected Nambu vector field. Calculations as in the proof of Theorem 2. 
As before, all three arguments are orthogonal to w: CX( w), because X( w) is tangent to the level set C(w) = c, whose normal at w is C w, and −DX( w) σ because −DX( w) σ, w = σ, −DX( w) w , and because w → H(w/ C(w)/c) is homogenous on rays, X is constant on rays.
Note that if H is also a homogeneous quadratic (as in the Lagrange system), then the method preserves C and H and generates an integrable map. The Nambu systems in Proposition A.1 are all 3-dimensional Lie-Poisson systems. There are 9 inequivalent families of real irreducible 3-dimensional Lie algebras [30] . Five of them have homogeneous quadratic Casimirs and are covered by Proposition A.1: in the notation of [30] , they are A 3,1 (C = w 2 1 , Heisenberg Lie algebra) A 3,4 (C = w 1 w 2 , e(1, 1)); A 3,6 (C = w 2 1 + w 2 2 , e(2)); A 3,8 (C = w 2 2 + w 1 w 3 , su(1, 1), sl(2)); A 3,9 (C = w 2 1 + w 2 2 + w 2 3 , su(2), so(3)). A large set of Lie-Poisson systems is obtained by direct products of the duals of these Lie algebras. Such a structure was already mentioned by Nambu in his original paper, noting the application to spin systems. The spherical midpoint method applies to these systems; it generates symplectic maps in neighbourhoods of symplectic leaves with c = 0.
