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Imaginary vectors in the dual canonical basis of Uq(n)
Bernard LECLERC
Abstract
Let n be the maximal nilpotent subalgebra of a simple complex Lie algebra g. We introduce
the notion of imaginary vector in the dual canonical basis of Uq(n), and we give examples of
such vectors for types An(n > 5), Bn(n > 3), Cn(n > 3), Dn(n > 4), and all exceptional
types. This disproves a conjecture of Berenstein and Zelevinsky about q-commuting prod-
ucts of vectors of the dual canonical basis. It also shows the existence of finite-dimensional
irreducible representations of quantum affine algebras whose tensor square is not irreducible.
1 Introduction
Let g be a simple complex Lie algebra, Uq(g) the corresponding quantized enveloping algebra,
n a maximal nilpotent subalgebra of g, and Uq(n) the corresponding subalgebra of Uq(g). Let
B be the canonical basis of Uq(n) [L1, K1], and let B∗ be the basis dual to B for the natural
scalar product on Uq(n). In this note, we discuss the multiplicative structure of B∗. We write
qZB∗ = {qmb |m ∈ Z, b ∈ B∗}. For u, v in Uq(n) we also use the short-hand notation u ∼= v to
mean that there exists m ∈ Z such that u = qmv.
Definition 1 We say that b ∈ B∗ is real if b2 ∈ qZB∗. Otherwise, we say that b is imaginary.
In [BZ] it was conjectured that, given b1, b2 ∈ B∗, the product b1b2 is in qZB∗ if and only if
b1 and b2 q-commute with each other, i.e. b2b1 ∼= b1b2. In particular, taking b1 = b2, this
conjecture would imply that all vectors of B∗ are real. In Section 2 below, we give examples of
imaginary vectors in Uq(n) for g of type A5, B3, C3, D4 and G2. Using the natural embeddings
Uq(A5) ⊂ Uq(An) (n > 6), Uq(B3) ⊂ Uq(Bn) (n > 4), Uq(C3) ⊂ Uq(Cn) (n > 4), Uq(D4) ⊂
Uq(Dn) (n > 5), Uq(D4) ⊂ Uq(En) (n = 6, 7, 8), Uq(B3) ⊂ Uq(F4), it follows that there exist
imaginary vectors for all types except A1, A2, A3, A4, B2.
For types A3, B2 the basis B∗ is explicitely described in [BZ] and [RZ, Z1, C1] respectively,
and it consists in all q-commuting products of elements of a certain finite subset P of B∗. The
elements of P may be regarded as the “prime vectors” of B∗. A similar description also exists
in type A4 [Z2]. From these descriptions one sees that all vectors of B∗ are real if g is of type
An(n 6 4) or B2.
In Section 3, we propose a conjecture regarding the multiplication by a real element of B∗.
This conjecture would imply that the Berenstein-Zelevinsky conjecture is true when one of the
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two factors is real. It would also yield an analogue of the Kashiwara crystal graph operator e˜i for
any real vector of B∗.
Our original motivation for investigating the multiplicative properties of B∗ came from some
questions in the theory of finite dimensional representations of quantum affine algebras. Let ĝ be
an affine Lie algebra and Uq(ĝ) its quantum enveloping algebra. Let V,W be finite dimensional
irreducible representations of Uq(ĝ). It is known that if V ⊗W is irreducible then it is isomorphic
to W ⊗ V . Using our example of imaginary vector in type An, we are able to show that the
converse is not true for ĝ = ŝlN , namely, we can exhibit an explicit irreducible representation V
such that V ⊗ V is not irreducible (see Section 4).
The name “imaginary vector” has been inspired by the recent seminal work of Fomin and
Zelevinsky on cluster algebras [FZ, Z3]. According to Zelevinsky [Z2], the general picture should
be as follows. Let G be the simply connected complex simple Lie group with Lie algebra g and
N its maximal unipotent subgroup with Lie algebra n. The specialization C[N ] of Uq(n) at q = 1
(using the Z[q, q−1]-lattice L∗ spanned by B∗) is expected to be a cluster algebra, and to have
finite cluster type only for g of type An(n 6 4) or B2. In this “finite case” the prime elements
of B∗ not belonging to the q-center are naturally labelled by the positive roots and the negatives
of the simple roots of a certain complex simple Lie algebra c. In the “infinite case”, it is expected
that the imaginary prime vectors will correspond to imaginary roots of some infinite-dimensional
Kac-Moody algebras.
2 Examples of imaginary vectors
2.1 Let ei (i = 1, . . . , r) be the Chevalley generators of Uq(n). Let w0 denote the longest
element of the Weyl group W of g. To a reduced decomposition w0 = si1 · · · sin is associated a
convex ordering β1 < · · · < βn of the positive roots of g and a PBW-type basis of Uq(n) [L1]:
E(m) = E(β1)
(m1) · · ·E(βn)
(mn), (m = (m1, . . . ,mn) ∈ N
n).
Let {E∗(m)} be the dual PBW-basis, and let b(m) denote the unique element of B∗ such that
b(m)− E∗(m) ∈ qL∗, where L∗ is the Z[q]-lattice spanned by B∗.
We shall use repeatedly the following known fact (see [Re]). For any m,p ∈ Nn, the B∗-
expansion of b(m)b(p) contains the vector b(m + p) with coefficient a power of q. Hence, if
b(m)b(p) ∈ qZB∗ then b(m)b(p) ∼= b(m+ p).
For k ∈ N∗ and b = b(m) ∈ B∗ we set km = (km1, . . . , kmn) and b[k] = b(km). Thus b is
real if and only if b2 ∼= b[2].
2.2 The following examples of imaginary vectors have been calculated with maple, using the
algorithms described in [Le] for calculating the elements of B∗ and their products. In [Le], the
basis B∗ is studied in the realization of Uq(n) in terms of quantum shuffles, following Rosso
[Ro1, Ro2] and Green [G]. We will now explain very briefly the main features of this approach,
refering the interested reader to [Le] for a detailed exposition.
In the quantum shuffle realization a vector v ∈ Uq(n) is represented by a Q(q)-linear combi-
nation of words wi1 . . . wik over the alphabet {w1, . . . , wr}. In particular, ei is identified with the
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letter wi. In the sequel we shall write w[i1, . . . , ik] rather than wi1 · · ·wik . The multiplication of
Uq(n) translates into the bilinear operation ∗ defined on words by
w[i1, . . . , im] ∗ w[im+1, . . . , im+n] =
∑
σ
q−e(σ)w[iσ(1), . . . , iσ(m+n)] (1)
where the sum runs over the σ ∈ Sm+n such that σ(1) < · · · < σ(m) and σ(n + 1) < · · · <
σ(m+ n), and
e(σ) =
∑
k6m<l; σ(k)<σ(l)
(αiσ(k) , αiσ(l)).
Here, α1, . . . , αr are the simple roots of g and (·, ·) denotes the bilinear form on the root lattice
such that the entries of the Cartan matrix of g are given by
aij =
2(αi , αj)
(αi , αi)
=
(αi , αj)
di
, (1 6 i, j 6 r)
where di = (αi , αi)/2 ∈ {1, 2, 3}. When q = 1, Equation (1) is nothing else than the classical
shuffle product [Lo, Reu].
Following Rosso [Ro3] and Lalonde and Ram [LR], it is shown in [Le] that to each total
ordering of the set of simple roots corresponds a certain (dual) PBW basis, whose root vectors can
be readily calculated using (1) by taking some iterated q-bracketings. (In the calculations below
we take the natural order α1 < · · · < αr , which determines our choice of PBW basis.) Then, the
characterization of B∗ given in [Le] (Proposition 41) yields an easy algorithm for calculating it.
Moreover, in this setting, the products of elements of B∗ and the calculation of their B∗-expansion
are rather simple to compute, thanks to the elementary formula (1) and to the fact that the words
w[i1, . . . , ik] are linearly independent.
We will indicate below the main steps of the calculation of an imaginary vector of type G2
in the quantum shuffle realization. In that case, the expressions of the vectors are so small that
the computation could be done by hand. For the other types, the calculations are very similar but
much bigger, so we shall omit them and give only the result.
2.3 type G2: The numbering of the simple roots α1, α2 is shown by the following Dynkin
diagram:
1 2
Thus, we have (α1, α1) = 2, (α2, α2) = 6. We choose the reduced decomposition
w0 = s1s2s1s2s1s2,
which gives the following ordering of the positive roots:
α1 < 3α1 + α2 < 2α1 + α2 < 3α1 + 2α2 < α1 + α2 < α2.
3
Let b = b(1, 0, 0, 0, 1, 0). In the quantum shuffle realization, we have
b = w[1, 2, 1],
hence, using Equation (1) we obtain
b2 = 2(1 + q−2)w[1, 2, 1, 1, 2, 1] + (q4 + 2q2 + 1 + q−2 + 2q−4 + q−6)w[1, 1, 2, 2, 1, 1]
+ (q + 2q−1 + q−3)w[1, 2, 1, 2, 1, 1] + (q + 2q−1 + q−3)w[1, 1, 2, 1, 2, 1].
On the other hand, using the algorithm mentioned above for calculating B∗, we get
b[2] = (q + q−1)w[1, 2, 1, 1, 2, 1] + (q5 + 2q3 + q + q−1 + 2q−3 + q−5)w[1, 1, 2, 2, 1, 1]
+ (q2 + 2 + q−2)w[1, 2, 1, 2, 1, 1] + (q2 + 2 + q−2)w[1, 1, 2, 1, 2, 1].
Therefore, b2 6∼= b[2]. More precisely, putting
z = (q + q−1)w[1, 2, 1, 1, 2, 1] = b(1, 0, 1, 0, 1, 0) ,
we obtain
b2 = q−1(b[2] + z),
hence b is imaginary.
2.4 type B3: The numbering of the simple roots is given by the following Dynkin diagram:
1 2 3
Thus, we have
(α1, α1) = 2, (α2, α2) = (α3, α3) = 4.
We choose the reduced decomposition w0 = s1s2s3s1s2s1s3s2s3, which gives the following
ordering of the positive roots:
α1 < 2α1+α2 < 2α1+α2+α3 < α1+α2 < 2α1+2α2+α3 < α1+α2+α3 < α2 < α2+α3 < α3.
Let b = b(0, 1, 0, 0, 0, 0, 0, 1, 0), z = b(0, 1, 0, 0, 1, 0, 0, 1, 0). We have
b2 = q−2(b[2] + z),
hence b is imaginary.
2.5 type C3: The numbering of the simple roots is given by the following Dynkin diagram:
1 2 3
Thus, we have
(α1, α1) = 4, (α2, α2) = (α3, α3) = 2.
We choose the reduced decomposition w0 = s1s2s1s3s2s1s3s2s3, which gives the following
ordering of the positive roots:
α1 < α1+α2 < α1+2α2 < α1+α2+α3 < α1+2α2+α3 < α1+2α2+2α3 < α2 < α2+α3 < α3.
Let b = b(0, 1, 0, 0, 0, 0, 0, 1, 0), z = b(0, 1, 0, 0, 1, 0, 0, 1, 0). We have
b2 = q−1(b[2] + z),
hence b is imaginary.
2.6 type D4: The numbering of the simple roots is given by the following Dynkin diagram:
1
2
3 4
We choose the reduced decomposition w0 = s1s3s2s4s3s1s4s3s2s4s3s4, which gives the follow-
ing ordering of the positive roots:
α1 < α1 + α3 < α1 + α2 + α3 < α1 + α3 + α4 < α1 + α2 + α3 + α4
< α1 + α2 + 2α3 + α4 < α2 < α2 + α3 < α2 + α3 + α4 < α3 < α3 + α4 < α4.
Let b = b(0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0), z = b(0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0). We have
b2 = q−1(b[2] + z),
hence b is imaginary.
2.7 type A5: The simple roots are denoted α1, α2, α3, α4, α5, and numbered in the natural way.
We choose the reduced decomposition
w0 = s1s2s3s4s5s1s2s3s4s1s2s3s1s2s1,
which gives the following ordering of the positive roots:
α1 < α1+α2 < α1+α2+α3 < α1+α2+α3+α4 < α1+α2+α3+α4+α5 < α2 < α2+α3 <
5
α2+α3+α4 < α2+α3+α4+α5 < α3 < α3+α4 < α3+α4+α5 < α4 < α4+α5 < α5
Let
b = b(0, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0),
z = b(0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 0).
We have
b2 = q−2(b[2] + z),
hence b is imaginary.
Remark 1 Let B be the canonical basis for g of type A5, and let c and t be the elements of B
such that (c, b[2]) = (t, z) = 1. In [KS], Kashiwara and Saito prove that t is a counterexample to
a problem of Lusztig [L2], namely they show that the singular support SS(Lt) of the irreducible
perverse sheave Lt corresponding to t is not irreducible. More precisely, they show that
SS(Lt) = Λt ∪ Λc,
where Λt and Λc are the irreducible components of the nilpotent variety associated to t and c. It
would be interesting to understand the connection between Lusztig’s problem and the conjecture
of Berenstein and Zelevinsky.
Remark 2 In all the previous examples the vector z ∈ B∗ occuring in the expansion of the
imaginary vector b is in fact an element of the q-center of Uq(n), that is, zei ∼= eiz for every
i ∈ {1, . . . , r} (see [C1] for a description of the q-center). This needs not to be true in general,
since for example a q-central element in Uq(n) of type A5 will no longer be q-central when we
embed Uq(n) in Uq(n′) of type A6.
3 Real vectors and generalized crystal operators
3.1 Let b1, b2 be elements of B∗. Suppose that b1 is real and b1b2 6∈ qZB∗.
Conjecture 1 The expansion of b1b2 on B∗ is of the form
b1b2 = q
m b′ + qs b′′ +
∑
c 6=b′,b′′
γcb1b2(q) c,
where b′ 6= b′′, m, s ∈ Z, m < s, γcb1b2(q) ∈ Z[q, q
−1], and for all c ∈ B∗ such that γcb1b2(q) 6= 0
γcb1b2(q) ∈ q
m+1Z[q] ∩ qs−1Z[q−1].
It is known that the B∗-expansion of b2b1 can be obtained from that of b1b2 by changing q into q−1
(and rescaling by an appropriate power of q) [Re]. If b1b2 6∈ qZB∗ and Conjecture 1 is true, we
see that b2b1 cannot be proportional to b1b2 since the term with the highest power of q in b1b2 is
b′′, while that in b2b1 is b′ 6= b′′. Hence Conjecture 1 would imply that the Berenstein-Zelevinsky
conjecture holds true when one of the two vectors is real. It is proved in [LNT] that if g is of type
An, the quantum flag minors are real elements of B∗. Hence our conjecture agrees with the recent
result of Caldero [C2] showing that if a quantum flag minor q-commutes with an arbitrary element
of B∗, then their product belongs to qZB∗.
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φ(0,0,1,0,0,0)
(0,0,2,0,0,0)
(1,0,0,0,0,0) (0,0,0,0,0,1)
(0,1,0,0,0,0) (0,0,1,0,0,1)
(0,1,1,0,0,0) (0,0,2,0,0,1)
(0,0,0,0,1,0)
(0,0,1,0,1,0)
(0,0,2,0,1,0)
(1,0,0,0,0,1)
(0,1,0,0,0,1)
(0,1,1,0,0,1)
(0,1,2,0,0,0)
(1,0,0,0,1,0)
(0,1,2,0,0,1)
(2,0,0,0,0,1)
(1,1,0,0,0,1)
(0,2,0,0,0,1)
(0,2,1,0,0,1)
(0,1,0,0,1,0)
(0,1,1,0,1,0)
Figure 1: The first b1-strings with b1 = b(0, 0, 1, 0, 0, 0) in type G2.
3.2 Using results of Kashiwara ([K2], 5.3.1), it is easy to check Conjecture 1 in the case where
b1 = ei is a Chevalley generator of Uq(n) (note that ei is always a real element of B∗). In that
case, b′ = e˜i(b2), where e˜i is the Kashiwara operator associated with the simple root vector ei.
(Here we are abusing notation by denoting in the same way a vector of B∗ and the corresponding
element of the crystal basis at q = 0.) Similarly b′′ = e˜ τi (b2), where e˜ τi = τ e˜iτ and τ is the
involution of B∗ induced by the anti-automorphism of Uq(n) which fixes the ei’s.
Assuming Conjecture 1, let us write b′ = b1 ⋄ b2 and b′′ = b2 ⋄ b1. (If b1b2 ∼= c ∈ B∗, we put
b1 ⋄ b2 = b2 ⋄ b1 = c.) For a fixed real b1, we may regard the maps b 7→ b1 ⋄ b and b 7→ b ⋄ b1 as
generalized left and right Kashiwara operators associated to b1. (Note that for every positive root
β, the vector E∗(β) of the dual PBW-basis is a real vector in B∗. Thus, in particular, we obtain
conjectural analogues of Kashiwara operators for all positive roots).
Conjecture 2 The maps b 7→ b1 ⋄ b and b 7→ b ⋄ b1 are injective.
Conjecture 2 implies that we can partition the set B∗ into infinite b1-strings:
b −→ b1 ⋄ b −→ b1 ⋄ (b1 ⋄ b) −→ · · ·
with b running over B∗ − (b1 ⋄ B∗). This is illustrated in Figure 1 for b1 = b(0, 0, 1, 0, 0, 0)
in type G2. We also have a similar string decomposition corresponding to the right operation
b 7→ b ⋄ b1.
3.3 These two conjectures are based on extensive computer calculations.
In particular, Conjecture 1 has been checked systematically in type G2 for all vectors b1, b2
of principal degree 6 7 which are not both imaginary. Note that among the 116 vectors of B∗ of
degree 6 7, there are 10 imaginary vectors:
b(1, 0, 0, 0, 1, j), (0 6 j 6 4),
7
b(2, 0, 0, 0, 2, j), (0 6 j 6 1),
b(j, 1, 0, 0, 0, 1), (0 6 j 6 2).
Only 3 of them are prime, namely b(1, 0, 0, 0, 1, 0), b(2, 0, 0, 0, 2, 0) and b(0, 1, 0, 0, 0, 1).
4 Applications to affine Hecke algebras and quantum affine algebras
One important motivation for studying the multiplicative properties of B∗ comes from the repre-
sentation theory of affine Hecke algebras and quantum affine algebras [LNT].
4.1 Let Hm(t) be the affine Hecke algebra of type GLm over C, where t ∈ C∗ is of infinite
multiplicative order. It has invertible generators T1, . . . , Tm−1, y1, . . . , ym subject to the relations
TiTi+1Ti = Ti+1TiTi+1, (1 6 i 6 m− 2),
TiTj = TjTi, (|i− j| > 1),
(Ti − t)(Ti + 1) = 0, (1 6 i 6 m− 1),
yiyj = yjyi, (1 6 i, j 6 m),
yjTi = Tiyj, (j 6= i, i + 1),
TiyiTi = t yi+1, (1 6 i 6 m− 1).
Let Cm denote the category of finite-dimensional Hm(t)-modules, and Cm,r the sub-category
consisting of those modules for which all eigenvalues of the pairwise commutative generators
y1, . . . , ym belong to {t, t2, . . . , tr}. Let Rr be the direct sum of the complexified Grothendieck
groups of the Cm,r (m ∈ N), endowed with the multiplication given by the induction functors
Cm,r × Cn,r −→ Cm+n,r. The algebra Rr is graded by deciding that the classes of the Hm(t)-
modules have degree m.
Let N be the group of upper triangular unipotent (r+1)× (r+1)-matrices, n the Lie algebra
of N , and Uq(n) the corresponding quantum enveloping algebra. (This is the positive part of
a quantum enveloping algebra of type Ar.) Let L∗ be the Z[q, q−1]-lattice spanned by the dual
canonical basis B∗ of Uq(n). It is well-known that the specialization C ⊗Z[q,q−1] L∗, where C is
regarded as a Z[q, q−1]-module via q 7→ 1, is isomorphic to the algebra C[N ] of regular functions
on the group N . Let B∗ ⊂ C[N ] denote the specialization at q = 1 of B∗ obtained in this way.
It was essentially shown by Zelevinsky [Z4] that Rr and C[N ] are isomorphic as graded
algebras. Moreover, by a dual version of Ariki’s theorem [A, LNT], the basis of Rr given by the
classes of the simple modules is mapped to B∗ under this isomorphism. Therefore, for g of type
Ar, the multiplication of two elements of respective principal degree m and n of B∗ encodes the
induction product of two simple objects of the categories Cm,r and Cn,r.
4.2 Consider the example of 2.7 for type A5. The vector b has principal degree 8. Therefore,
under the above isomorphism it corresponds to a simple object M of the category C8,5. The
fact that b is imaginary translates into the fact that the induction square of M is not simple. In
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the Zelevinsky parametrization of simple modules by multi-segments, the H8(t)-module M is
labelled by the multi-segment
[1, 2], [2, 3, 4], [3], [4, 5].
It has dimension 252. Its induction square M ⊙M is a H16(t)-module with two composition
factors: the 2 522 520-dimensional simple module M ′ labelled by
[1, 2], [2, 3], [3, 4], [4, 5], [1, 2, 3, 4], [2, 3, 4, 5]
and the 814 773 960-dimensional simple module M ′′ labelled by
[1, 2], [1, 2], [2, 3, 4], [2, 3, 4], [3], [3], [4, 5], [4, 5].
4.3 Let Uq(ŝlN ) be the quantized affine algebra of type A(1)N−1 with parameter q a square root
of t (see for example [CP] for the defining relations of Uq(ŝlN )). The quantum affine Schur-Weyl
duality between Hm(t) and Uq(ŝlN ) [CP, Ch, GRV] gives a functor Fm,N from the category Cm
to the category of level 0 finite-dimensional representations of Uq(ŝlN ). If N > m, Fm,N maps
the non-zero simple modules of Ĥm(t) to non-zero simple modules of Uq(ŝlN ). Moreover, for
M1 in Cm1 and M2 in Cm2 one has
Fm1+m2,N(M1 ⊙M2) = Fm1,N (M1)⊗Fm2,N (M2) .
Let N > 16. The image of the H8(t)-module M under F8,N is a finite-dimensional irre-
ducible representation V of Uq(ŝlN ) such that V ⊗V is not irreducible. The Drinfeld polynomials
parametrizing V in the classification of Chari and Pressley are
P1(u) = u− q
−6,
P2(u) = (u− q
−3)(u− q−9),
P3(u) = u− q
−6,
Pk(u) = 1, (k > 4).
The composition factors of V ⊗ V are the images V ′ and V ′′ of M ′ and M ′′ under F16,N . The
Drinfeld polynomials of V ′ are
P2(u) = (u− q
−3)(u− q−5)(u− q−7)(u− q−9),
P4(u) = (u− q
−5)(u− q−7),
Pk(u) = 1, (k 6= 2, 4).
and those of V ′′ are
P1(u) = (u− q
−6)2,
P2(u) = (u− q
−3)2(u− q−9)2,
P3(u) = (u− q
−6)2,
Pk(u) = 1, (k > 4).
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In fact, since the highest non trivial Drinfeld polynomial of V ′′ is P4(u), we see that V ⊗ V is not
simple for any N > 5. For N = 5, we have
dimV = 1995, dimV ′ = 7350, dimV ′′ = 3972 675.
4.4 The meaning of Conjecture 1 in this setting should be as follows.
Conjecture 3 Let V and W be finite-dimensional irreducible representations of Uq(ŝlN ). Sup-
pose that V ⊗ V is irreducible. Then V ⊗W has simple socle S and simple head H . Moreover if
V ⊗W is not simple S and H are not isomorphic.
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