Let H 0 , . . . , H n be m × m matrices with entries in Q and Hankel structure, i.e. constant skew diagonals. We consider the linear Hankel matrix H(x) = H 0 + x 1 H 1 + · · · + x n H n and the problem of computing sample points in each connected component of the real algebraic set defined by the rank constraint rank(H(x)) ≤ r, for a given integer r ≤ m − 1. Computing sample points in real algebraic sets defined by rank defects in linear matrices is a general problem that finds applications in many areas such as control theory, computational geometry, optimization, etc. Moreover, Hankel matrices appear in many areas of engineering sciences. Also, since Hankel matrices are symmetric, any algorithmic development for this problem can be seen as a first step towards a dedicated exact algorithm for solving semi-definite programming problems, i.e. linear matrix inequalities. Under some genericity assumptions on the input (such as smoothness of an incidence variety), we design a probabilistic algorithm for tackling this problem. It is an adaptation of the so-called critical point method that takes advantage of the special structure of the problem. Its complexity reflects this: it is essentially quadratic in specific degree bounds on an incidence variety. We report on practical experiments and analyze how the algorithm takes advantage of this special structure. A first implementation outperforms existing implementations for computing sample points in general real algebraic sets: it tackles examples that are out of reach of the state-of-the-art.
INTRODUCTION
Problem statement and motivation. Let Q, R, C be respectively the fields of rational, real and complex numbers, and let m, n be * The authors are supported by the GEOLMI grant (ANR 2011 BS03 011 06) of the French National Research Agency. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. The goal of this paper is to provide an efficient algorithm for computing at least one sample point per connected component of the real algebraic set H r ∩ R n . Such an algorithm can be used to solve the matrix rank minimization problem for H. Matrix rank minimization mostly consists of minimizing the rank of a given matrix whose entries are subject to constraints defining a convex set. These problems arise in many engineering or statistical modeling applications and have recently received a lot of attention. Considering Hankel structures is relevant since it arises in many applications (e.g. for model reduction in linear dynamical systems described by Markov parameters, see [16, Section 1.3] ). Moreover, an algorithm for computing sample points in each connected component of H r ∩ R n can also be used to decide the emptiness of the feasibility set S = {x ∈ R n : H(x) 0}. Indeed, considering the minimum rank r attained in the boundary of S, it is easy to prove that one of the connected components of H r ∩ R n is actually contained in S. Note also that such feasibility sets, called Hankel spectrahedra, have attracted some attention (see e.g. [3] ). The intrinsic algebraic nature of our problem makes relevant the design of exact algorithms to achieve reliability. On the one hand, we aim at exploiting algorithmically the special Hankel structure to gain efficiency. On the other hand, the design of a special algorithm for the case of linear Hankel matrices can bring the foundations of a general approach to e.g. the symmmetric case which is important for semi-definite programming, i.e. solving linear matrix inequalities.
Related works and state-of-the-art. Our problem consists of computing sample points in real algebraic sets. The first algorithm for this problem is due to Tarski but its complexity was not elementary recursive [23] . Next, Collins designed the Cylindrical Algebraic Decomposition algorithm [5] . Its complexity is doubly exponential in the number of variables which is far from being optimal since the number of connected components of a real algebraic set defined by n-variate polynomial equations of degree ≤ d is upper bounded by O(d) n . Next, Grigoriev and Vorobjov [12] introduced the first algorithm based on critical point computations computing sample point in real algebraic sets within d O(n) arithmetic operations. This work has next been improved and generalized (see [2] and references therein) from the complexity viewpoint. We may apply these algorithms to our problem by computing all (r + 1)-minors of the Hankel matrix and compute sample points in the real algebraic set defined by the vanishing of these minors. This is done in time ( m r+1 n+r r ) O(1) + r O(n) however since the constant in the exponent is rather high, these algorithms did not lead to efficient implementations in practice. Hence, another series of works, still using the critical point method but aiming at designing algorithms that combine asymptotically optimal complexity and practical efficiency has been developed (see e.g. [1, 19, 11] and references therein).
Under regularity assumptions, these yield probabilistic algorithms running in time which is essentially O(d 3n ) in the smooth case and O(d 4n ) in the singular case (see [18] ). Practically, these algorithms are implemented in the library RAGLIB which uses Gröbner bases computations (see [10, 22] about the complexity of computing critical points with Gröbner bases).
Observe that determinantal varieties such as H r are generically singular (see [4] ). Also the aforementioned algorithms do not exploit the structure of the problem. In [14] , we introduced an algorithm for computing real points at which a generic linear square matrix of size m has rank ≤ m − 1, by exploiting the structure of the problem. However, because of the requested genericity of the input linear matrix, we cannot use it for linear Hankel matrices. Also, it does not allow to get sample points for a given, smaller rank deficiency.
Methodology and main results. Our main result is an algorithm that computes sample points in each connected component of H r ∩ R n under some genericity assumptions on the entries of the linear Hankel matrix H (these genericity assumptions are made explicit below). Our algorithm exploits the Hankel structure of the problem. Essentially, its complexity is quadratic in a multilinear Bézout bound on the number of complex solutions. Moreover, we find that, heuristically, this bound is less than m r+1 n+r r n+m r . Hence, for subfamilies of the real root finding problem on linear Hankel matrices where the maximum rank allowed r is fixed, the complexity is essentially in (nm) O(r) .
The very basic idea is to study the algebraic set H r ⊂ C n as the Zariski closure of the projection of an incidence variety, lying in C n+r+1 . This variety encodes the fact that the kernel of H has dimension ≥ m − r. This lifted variety turns out to be generically smooth and equidimensional and defined by quadratic polynomials with multilinear structure. When these regularity properties are satisfied, we prove that computing one point per connected component of the incidence variety is sufficient to solve the same problem for the variety H r ∩ R n . We also prove that these properties are generically satisfied. We remark that this method is similar to the one used in [14] , but in this case it takes strong advantage of the Hankel structure of the linear matrix, as detailed in Section 2. This also reflects on the complexity of the algorithm and on practical performances.
Let C be a connected component of H r ∩ R n , and and Π 1 , π 1 be the canonical projections Π 1 : (x 1 , . . . , x n , y 1 , . . . , y r+1 ) → x 1 and π 1 : (x 1 , . . . , x n ) → x 1 . We prove that in generic coordinates, either (i) π 1 (C) = R or (ii) there exists a critical point of the restriction of Π 1 to the considered incidence variety. Hence, after a generic linear change of variables, the algorithm consists of two main steps: (i) compute the critical points of the restriction of Π 1 to the incidence variety and (ii) instantiating the first variable x 1 to a generic value and perform a recursive call following a geometric pattern introduced in [19] . This latter step (i) is actually performed by building the Lagrange system associated to the optimization problem whose solutions are the critical points of the restriction of π 1 to the incidence variety. Hence, we use the algorithm in [15] to solve it. One also observes heuristically that these Lagrange systems are typically zero-dimensional. However, we were not able to prove this finiteness property, but we prove that it holds when we restrict the optimization step to the set of points x ∈ H r such that rank H(x) = p, for any 0 ≤ p ≤ r. However, this is sufficient to conclude that there are finitely many critical points of the restriction of π 1 to H r ∩ R n , and that the algorithm returns the output correctly. When the Lagrange system has dimension 0, the complexity of solving its equations is essentially quadratic in the number of its complex solutions. As previously announced, by the structure of these systems one can deduce multilinear Bézout bounds on the number of solutions that are polynomial in nm when r is fixed, and polynomial in n when m is fixed. This complexity result outperforms the state-of-theart algorithms. We finally remark that the complexity gain is reflected also in the first implementation of the algorithm, which allows to solve instances of our problem that are out of reach of the general algorithms implemented in RAGLIB.
Structure of the paper. The paper is structured as follows. Section 2 contains preliminaries about Hankel matrices and the basic notation of the paper; we also prove that our regularity assumptions are generic. In Section 3 we describe the algorithm and prove its correctness. This is done by using preliminary results proved in Sections 5 and 6. Section 4 contains the complexity analysis and bounds for the number of complex solutions of the output of the algorithm. Finally, Section 7 presents the results of our experiments on generic linear Hankel matrices, and comparisons with the state-of-the-art algorithms for the real root finding problem.
NOTATION AND PRELIMINARIES
Basic notations. We denote by GL(n, Q) (resp. GL(n, C)) the set of n × n non-singular matrices with rational (resp. complex) entries. For a matrix M ∈ C m×m and an integer p ≤ m, one denotes with minors (p, M) the list of determinants of p × p sub-matrices of M. We denote by M the transpose matrix of M.
Let Q[x] be the ring of polynomials on n variables x = (x 1 , . . . , x n ) and let f = ( f 1 , . . . , f p ) ∈ Q[x] p be a polynomial system. The common zero locus of the entries of f is denoted by Z(f) ⊂ C n , and its dimension with dim Z(f). The ideal generated by f is denoted by f , while if V ⊂ C n is any set, the ideal of polynomials vanishing on V is denoted by I(V), while the set of regular (resp. singular) points of V is denoted by reg V (resp. sing V).
Let V = Z(f) ⊂ C n be a smooth equidimensional algebraic set, of dimension d, and let g : C n → C p be an algebraic map. The set of critical points of the restriction of g to V is the solution set of f and of the (n − d + p)−minors of the matrix D (f, g), and it is denoted by crit (g, V). Finally, if E ⊂ V is a locally closed subset of V, we denote by crit (g, E ) = E ∩ crit (g, V).
Finally, for M ∈ GL(n, C) and
Hankel structure. Let {h 1 , . . . , h 2m−1 } ⊂ Q. The matrix H = (h i+ j−1 ) 1≤i, j≤m ∈ Q m×m is called a Hankel matrix, and we use the notation H = Hankel(h 1 , . . . , h 2m−1 ). The structure of a Hankel matrix induces structure on its kernel. By [13, Theorem 5.1], one has that if H is a Hankel matrix of rank at most r, then there exists a non-zero vector y = (y 1 , . . . , y r+1 ) ∈ Q r+1 such that the columns of the m × (m − r) matrix
is also a Hankel matrix. The product H Y (y) can be re-written as a matrix-vector product H y, withH a given rectangular Hankel matrix. Indeed, let H = Hankel(h 1 , . . . , h 2m−1 ). Then, as previously observed, H Y (y) is a rectangular Hankel matrix, of size m × (m − r), whose entries coincide with the entries of
Let H(x) be a linear Hankel matrix. From [6, Corollary 2.2] we deduce that, for p ≤ r, then the ideals minors (p + 1, H(x)) and minors (p + 1,H(x)) coincide. One deduces that x = (x 1 , . . . , x n ) ∈ C n satisfies rank H(x) = p if and only if it satisfies rankH(x) = p.
Basic sets. We first recall that the linear matrix H(x) = H 0 +x 1 H 1 + . . . + x n H n , where each H i is a Hankel matrix, is also a Hankel matrix. It is identified by the (2m − 1)(n + 1) entries of the matrices H i . Hence we often consider H as an element of C (2m−1)(n+1) . For M ∈ GL(n, Q), we denote by H M (x) the linear matrix H(Mx). We define in the following the main algebraic sets appearing during the execution of our algorithm, given
Incidence varieties. We consider the polynomial system
whereH has been defined in the previous section. We denote by
and f = f(H M , u, p) when p, H, M and u are clear. We also denote by
We denote by f α (H M , u, p) (or simply f α ) the polynomial system obtained by adding
Regularity property G. We say that a polynomial system f ∈ Q[x] c satisfies Property G if the Jacobian matrix D f has maximal rank at any point of Z(f). We remark that this implies that: 1. the ideal I(f) is radical; 2. the set Z(f) is either empty or smooth and equidimensional of co-dimension c. We say that l(H M , u, v, p) satisfies G over K(H M , u, p) if the following holds:
PROOF. Without loss of generality, we can assume that M = I n . We let 0 ≤ p ≤ r, u ∈ Q p+1 − {0} and recall that we identify the space of linear Hankel matrices with C (2m−1)(n+1) . This space is endowed by the variables h k, with 1 ≤ k ≤ 2m − 1 and 0 ≤ ≤ n; the generic linear Hankel matrix is then given by
We consider the map
and, for a given H ∈ C (2m−1)(n+1) , its section-map q H : C n+(p+1) → C 2m−p sending (x, y) to q(x, y, H). We also consider the mapq which associates to (x, y, H) the entries ofHy and its section mapq H ; we consider these latter maps over the open set O = {(x, y) ∈ C n+p+1 | y = 0}. We prove below that 0 is a regular value for both q H andq H . Suppose first that q −1 (0) = / 0 (resp.q −1 (0)). We deduce that for all H ∈ C (2m−1)(n+1) , q −1
) and 0 is a regular value for both maps q H andq H . Note also that taking
Now, suppose that q −1 (0) is not empty and let (x, y, H) ∈ q −1 (0). Consider the Jacobian matrix D q of the map q with respect to the variables x, y and the entries of H, evaluated at (x, y, H). We consider the submatrix of D q by selecting the column corresponding to:
• the partial derivatives with respect to h 1,0 , . . . , h 2m−1,0 ;
• the partial derivatives with respect to y 1 , . . . , y p+1 .
We obtain a (2m − p) × (2m + p) submatrix of D q; we prove below that it has full rank 2m − p.
Indeed, remark that the 2m − p − 1 first lines correspond to the entries ofHy and last line corresponds to the derivatives of u y − 1. Hence, the structure of this submatrix is as below 
Since this matrix is evaluated at the solution set of u y − 1 = 0, we deduce straightforwardly that one entry of u and one entry of y are non-zero and that the above matrix is full rank and that 0 is a regular value of the map q.
We can do the same for Dq except the fact that we do not consider the partial derivatives with respect to y 1 , . . . , y p+1 . The (2m − p − 1) × (2m − 1) submatrix we obtain corresponds to the upper left block containing the entries of y. Sinceq is defined over the open set O in which y = 0, we also deduce that this submatrix has full rank 2m − p − 1.
By Thom's Weak Transversality Theorem one deduces that there exists a non-empty Zariski open set H p ⊂ C (2m−1)(n+1) such that if H ∈ H p , then 0 is a regular value of q H (resp.q H ). We deduce that for H ∈ H p , the polynomial system f(H, u, p) satisfies G and using the Jacobian criterion [7, Theorem 16.19] , J(H, u, p) is either empty or smooth equidimensional of dimension n − 2m + 2p + 1. This proves assertion (a), with H = 0≤p≤r H p .
Similarly, we deduce thatq −1 H (0) is either empty or smooth and equidimensional of dimension n − 2m + 2p + 2. Let Π x be the canonical projection (x, y) → x; note that for any x ∈ H r , the dimension of Π −1
x (x) ∩q −1 H (0) is ≥ 1 (by homogeneity of the y-variables). By the Theorem on the Dimension of Fibers [21, Sect.6.3,Theorem 7], we deduce that n − 2m + 2p + 2 − dim(H p ) ≥ 1. We deduce that for H ∈ H , dim(H p ) ≤ n − 2m + 2p + 1 which proves assertion (b).
It remains to prove assertion (c). We assume that f(H, u, p) satisfies G. Consider the restriction of the map Π 1 : C n+p+1 → C, Π 1 (x, y) = x 1 , to J(H, u, p), which is smooth and equidimensional by assertion (a).
By Sard's Lemma [20, Section 4.2] , the set of critical values of the restriction of Π 1 to J(H, u, p) is finite. Hence, its complement A ⊂ C is a non-empty Zariski open set. We deduce that for α ∈ A , the Jacobian matrix of f α (H, u, p) satisfies G. The output is represented by a rational parametrization, that is a polynomial system
of univariate polynomials, with gcd(q, q 0 ) = 1. The set of solutions of
is clearly finite and expected to contain at least one point per connected component of the algebraic set H r ∩ R n .
Main subroutines and formal description. We start by describing the main subroutines we use.
ZeroDimSolve. It takes as input a polynomial system defining an algebraic set Z ⊂ C n+k and a subset of variables x = (x 1 , . . . , x n ). If Z is finite, it returns a rational parametrization of the projection of Z on the x-space else it returns an empty list. ZeroDimSolveMaxRank. It takes as input a polynomial system 
Correctness
The correctness proof is based on the two following results that are proved in Sections 5 and 6.
The first result states that when the input matrix H satisfies G and that, for a generic choice of M and v, and for all 0 ≤ p ≤ r, the set of solutions (x, y, z) to l(H M , u, v, p) at which rankH(x) = p is finite and contains crit (π 1 , K(H M , u, p)). (a) for i = 1, . . . , d p , π i (C M ) is closed;
(b) for any α ∈ R in the boundary of π 1 (C M ), π −1 1 (α) ∩ C M is finite; (c) for any x ∈ π −1 1 (α) ∩C M and p such that rankH p (x) = p, there exists (x, y) ∈ R n × R p+1 such that (x, y) ∈ J(H M , u, p).
Our algorithm is probabilistic and its correctness depends on the validity of the choices that are made at Step 2. We make this assumption that we formalize below.
We need to distinguish the choices of M, u and v that are made in the different calls of LowRankHankel; each of these parameter must lie in a non-empty Zariski open set defined in Propositions 1, 2 and 3.
We assume that the input matrix H satisfies G; we denote it by H (0) , where the super script indicates that no recursive call has been made on this input; similarly α (0) denotes the choice of α made at Step 2 on input H (0) . Next, we denote by H (i) the input of LowRankHankel at the i-th recursive call and by A (i) ⊂ C the non-empty Zariski open set defined in Proposition 1 applied to H (i) . Note that if α (i) ∈ A (i) , we can deduce that H (i+1) satisfies G. Now, we denote by M Finally, we denote by M (i) ∈ GL(n, Q), u
p , for 0 ≤ p ≤ r, respectively the matrix and the vectors chosen at Step 2 of the i-th call of LowRankHankel.
Theorem 4 Let H satisfy G. Then, if A is satisfied, LowRankHankel with input (H, r), returns a rational parametrization that encodes a finite algebraic set in H r meeting each connected component of H r ∩ R n .
PROOF. The proof is by decreasing induction on the depth of the recursion.
When n < 2m − 2r − 1, H r is empty since the input H satisfies G (since A is satisfied). In this case, the output defines the empty set.
When n = 2m − 2r − 1, since A is satisfied, by Proposition 1, either H r = / 0 or dim H r = 0. Suppose H r = / 0. Hence J r = / 0, since the projection of J r on the x−space is included in H r . Suppose now that dim H r = 0: Proposition 3 guarantees that the output of the algorithm defines a finite set containing H r . Now, we assume that n > 2m − 2r − 1; our induction assumption is that for any i ≥ 1 LowRankHankel(H (i) , r) returns a rational parametrization that encodes a finite set of points in the algebraic set defined by rank(H (i) ) ≤ r and that meets every connected component of its real trace.
Let C be a connected component of H r ∩ R n . To keep notations simple, we denote by M ∈ GL(n, Q), u p and v p the matrix and vectors chosen at Step 2 for 0 ≤ p ≤ r. Since A holds one can apply Proposition 3. We deduce that the image π 1 (C M ) is closed. Then, either π 1 (C M ) = R or it is a closed interval.
Suppose first that π 1 (C M ) = R. Then for α ∈ Q chosen at Step 2, π −1 1 (α) ∩ C M = 0. Remark that π −1 1 (α) ∩ C M is the union of some connected components of H (1) r ∩ R n−1 = {x = (x 2 , . . . , x n ) ∈ R n−1 : rank H (1) (x) ≤ r}. Since A holds, assertion (c) of Proposition 1 implies that H (1) satisfies G. We deduce by the induction assumption that the parametrization returned by Step 6 where LowRankHankel is called recursively defines a finite set of points that is contained in H r and that meets C.
Suppose now that π 1 (C M ) = R. By Proposition 3, π 1 (C M ) is closed. Since C M is connected, π 1 (C M ) is a connected interval, and since π 1 (C M ) = R there exists β in the boundary of π 1 (C M ) such that
Suppose without loss of generality that π 1 (C M ) ⊂ [β , +∞), so that β is the minimum value attained by π 1 on C M . Let x = (β , x 2 , . . . , x n ) ∈ C M , and suppose that rank(H(x)) = p. By Proposition 3 (assertion (c) ), there exists y ∈ C p+1 such that (x, y) ∈ J(H, u, p). Note that since rank(H(x)) = p, we also deduce that (x, y) ∈ K(H, u, p).
We claim that there exists z ∈ C 2m−p such that (x, y, z) lies on reg (l(H M , u, v, p)).
Since A holds, Proposition 2 implies that l(H M , u, v, p) satisfies G over K (H M , u, p) . Also, note that the Jacobian criterion implies that reg (l(H M , u, v, p)) has dimension at most 0. We conclude that the point x ∈ C M lies on the finite set encoded by the rational parametrization P obtained at Step 5 of LowRankHankel and we are done.
It remains to prove our claim, i.e. there exists z ∈ C 2m−p such that (x, y, z) lies on reg (l(H M , u, v, p)).
Let C be the connected component of J(H, u, p) M ∩ R n+m(m−r) containing (x, y). We first prove that β = π 1 (x, y) lies on the boundary of π 1 (C ). Indeed, suppose that there exists ( x, y) ∈ C such that π 1 ( x, y) < β . Since C is connected, there exists a continuous semialgebraic map τ : [0, 1] → C with τ(0) = (x, y) and τ(1) = ( x, y). Let ϕ : (x, y) → x be the canonical projection on the x-space.
Note that ϕ • τ is also continuous and semi-algebraic (it is the composition of continuous semi-algebraic maps), with (ϕ • τ)(0) = x, (ϕ • τ)(1) = x. Since (ϕ • τ)(θ ) ∈ H p for all θ ∈ [0, 1], then x ∈ C. Since π 1 ( x) = π 1 ( x, y) < α we obtain a contradiction. So π 1 (x, y) lies on the boundary of π 1 (C ).
By the Implicit Function Theorem, and the fact that f(H, u, p) satisfies Property G, one deduces that (x, y) is a critical point of the restriction of Π 1 : (x 1 , . . . , x n , y 1 , . . . , y r+1 ) → x 1 to J(H, u, p).
Since rank(H M (x)) = p by construction, we deduce that (x, y) is a critical point of the restriction of Π 1 to K(H M , u, p) and that, by Proposition 2, there exists z ∈ C 2m−p such that (x, y, z) belongs to the set reg (l(H M , u, v, p)), as claimed.
DEGREE BOUNDS AND COMPLEXITY
We first remark that the complexity of subroutines Union, Lift and ChangeVariables (see [20, Chap. 10] ) are negligible with respect to the complexity of ZeroDimSolveMaxRank. Hence, the complexity of LowRankHankel is at most n times the complexity of the routine ZeroDimSolveMaxRank, which is computed below.
Let (H, r) be the input, and let 0 ≤ p ≤ r. We estimate the complexity of ZeroDimSolveMaxRank with input (H M , u p , v p ). It depends on the algorithm used to solve zero-dimensional polynomial systems. We choose the one of [15] that can be seen as a symbolic homotopy taking into account the sparsity structure of the system to solve. More precisely, let p ⊂ Q[x 1 , . . . , x n ] and s ∈ Q[x 1 , . . . , x n ] such that the common complex solutions of polynomials in p at which s does not vanish is finite. The algorithm in [15] builds a system q that has the same monomial structure as p has and defines a finite algebraic set. Next, the homotopy system t = tp + (1 − t)q where t is a new variable is built. The system t defines a 1-dimensional constructible set over the open set defined by s = 0 and for generic values of t. Abusing notation, we denote by Z(t) the curve defined as the Zariski closure of this constructible set.
Starting from the solutions of q which are encoded with a rational parametrization, the algorithm builds a rational parametrization for the solutions of p which do not cancel s. Following [15, Prop.6.1], the complexity of the algorithm essentially depends on the number δ of isolated solutions of p, and δ , the degree of Z(t) defined by t.
Below, we estimate these degrees when the input is a Lagrange system as the ones we consider. Degree bounds. We let ((H y) , u p y − 1), with y = (y 1 , . . . , y p+1 ) , defining J p (H, u p ). Since y = 0, one can eliminate w.l.o.g. y p+1 , and the linear form u p y − 1, obtaining a systemf ∈ Q[x, y] 2m−p−1 . We recall that if x (1) , . . . , x (c) are c groups of variables, and f ∈ Q[x (1) , . . . , x (c) ], we say that the multidegree of f is (d 1 , . . . , d c ) if its degree with respect to the group x ( j) is d j , for j = 1, . . . , c.
Let l = (f,g,h) be the corresponding Lagrange system, where (g,h) = (g 1 , . . . ,g n−1 ,h 1 , . . . ,h p ) = z D 1f with z = [1, z 2 , . . . , z 2m−p−1 ] a non-zero vector of Lagrange multipliers (we let z 1 = 1 w.l.o.g.). One obtains that l is constituted by (i) 2m − p − 1 polynomials of multidegree bounded by (1, 1, 0 ) with respect to (x, y, z), (ii) n − 1 polynomials of multidegree bounded by (0, 1, 1) with respect to (x, y, z), and (iii) p polynomials of multidegree bounded by (1, 0, 1) with respect to (x, y, z), that is by n + 2m − 2 polynomials in n + 2m − 2 variables.
Lemma 5 With the above notations, the number of isolated solutions of Z(l) is at most With input l, the homotopy system t is constituted by 2m − p − 1, n − 1 and p polynomials of multidegree respectively bounded by (1, 1, 0, 1), (0, 1, 1, 1) and (1, 0, 1, 1) with respect to (x, y, z,t). Technical but conceptually simple computations show the following. 
Estimates.
We provide the whole complexity of ZeroDimSolveMaxRank.
Theorem 7 Let δ = δ (m, n, p) be given by Lemma 5. Then ZeroDim-SolveMaxRank with input l(H M , u p , v p ) computes a rational parametrization within O˜(pn(2m − p)(pn(2m − p)(n + 2m) 2 + (n + 2m) 4 )δ 2 ), arithmetic operations over Q.
PROOF.
A bound for δ is given in Lemma 6. By [15, Prop.6.2] the complexity is O˜((ñN +ñ 4 )δ δ ) whereñ ∈ O(n + 2m) and N is the sum of cardinalities of supports of polynomials in l. We conclude by a straightforward computation.
From Lemma 5, one deduces that for all 0 ≤ p ≤ r, the maximum number of complex solutions computed by ZeroDimSolveMaxRank is bounded above by δ (m, n, p). We deduce the following result. PROOF. The maximum number of complex solutions computed by ZeroDimSolve is the degree of J(H, u, r). Using, the multilinear Bézout bounds, this is bounded by the coefficient of the monomial s n x s r y in the expression (s x + s y ) 2m−r−1 , that is exactly 2m−r−1 r . The proof is now straightforward, since ZeroDimSolveMaxRank runs r + 1 times at each recursive step of LowRankHankel, and since the number of variables decreases from n to 2m − 2r.
PROOF OF PROPOSITION 2
We start with a local description of the algebraic sets defined by our Lagrange systems. This is obtained from a local description of the system defining J (H, u, p) . Without loss of generality, we can assume that u = (0, . . . , 0, 1) in the whole section: such a situation can be retrieved from a linear change of the y-variables that leaves invariant the x-variables.
Local equations
Let (x, y) ∈ K(H, u, p). Then, by definition, there exists a p × p minor ofH(x) that is non-zero. Without loss of generality, we assume that this minor is the determinant of the upper left p × p submatrix of H. Hence, consider the following block partitioñ 
Recall that we have assumed that u = (0, . . . , 0, 1); then the equation uy = 1 is y p+1 = 1. Denoting by q i andq i respectively the entries of vectors −N −1 Q and −(R − PN −1 Q) ends the proof.
The above local system is denoted byf ∈ Q[x, y] 2m−p det N . The Jacobian matrix of this polynomial system is
. . ,q 2m−2p−1 (x)). Its kernel defines the tangent space to K(H, u, p) ∩ O N . Let w = (w 1 , . . . , w n ) ∈ C n be a row vector; we denote by π w the projection π w (x, y) = w 1 x 1 + · · · + w n x n . Given a row vector v ∈ C 2m−p+1 , we denote by wlagrange(f, v) the following polynomial system
For all 0 ≤ p ≤ r, this polynomial system contains n + 2m + 2 polynomials and n + 2m + 2 variables. We denote by L p (f, v, w) the set of its solutions whose projection on the (x, y)-space lies in O N .
Finally, we denote by wlagrange(f, v) the polynomial system obtained when replacingf above with f = f(H, u, p). Similarly, its solution set is denoted by L p (f, v, w). PROOF. We start with Assertion (a). The statement to prove holds over K(H, u, p); hence it is enough to prove it on any open set at which one p × p minor ofH is nonzero. Hence, we assume that the determinant of the upper left p × p submatrix N ofH is non-zero; O N ⊂ C n+p+1 is the open set defined by det N = 0, and we reuse the notation introduced in this section. We prove that there exist non-empty Zariski open sets V N ⊂ C 2m−p and W N ⊂ C n such that for v ∈ V N and w ∈ W N , L p (f, v, w) is finite and that the Jacobian matrix associated to wlagrange(f, v) has maximal rank at any point of L p (f, v, w). The Lemma follows straightforwardly by defining V (resp. W ) as the intersection of V N (resp. W N ) where N varies in the set of p × p minors ofH(x).
Intermediate result
Equationsh yield z j = 0 for j = 2m − 2p, . . . , 2m − p, and can be eliminated together with their z variables from the Lagrange system wlagrange(f, v). It remains z-variables z 1 , . . . , z 2m−2p−1 , z 2m−p+1 ; we denote by Ω ⊂ C 2m−2p the Zariski open set where they don't vanish simultaneously. Now, consider the map
and, for w ∈ C n , its section map q w (x, y, z) = q(x, y, z, w). We considerṽ ∈ C 2m−p and we denote byz the remaining z−variables, as above. Hence we define
and its section map Q w,ṽ (x, y, z) = q(x, y, z, w,ṽ). We claim that 0 ∈ C n+2m−p (resp. 0 ∈ C n+2m−p+1 ) is a regular value for q (resp. Q). Hence we deduce, by Thom's Weak Transversality Theorem, that there exist non-empty Zariski open sets W N ⊂ C n andṼ N ⊂ C 2m−2p such that if w ∈ W N andṽ ∈Ṽ N , then 0 is a regular value for q w and Q w,ṽ . We prove now this claim. Recall that since H ∈ H , the Jacobian matrix D x,yf has maximal rank at any point (x, y) ∈ Z(f). Let (x, y, z, w) ∈ q −1 (0) (resp. (x, y, z, w,ṽ) ∈ Q −1 (0)). Hence (x, y) ∈ Z(f). We isolate the square submatrix of D q(x, y, z, w) obtained by selecting all its rows and
• the columns corresponding to derivatives of x, y yielding a nonsingular submatrix of D x,yf (x, y); • the columns corresponding to the derivatives w.r.t. w 1 , . . . , w n , hence this yields a block of zeros when applied to the lines corresponding tof and the block I n when applied tog. For the map Q, we consider the same blocks as above. Moreover, since (x, y, z, w,ṽ) ∈ Q −1 (0) verifiesṽ z − 1 = 0, there exists such that z = 0. Hence, we add the derivative of the polynomialṽ z − 1 w.r.t.ṽ , which is z = 0. The claim is proved.
Note that q −1 w (0) is defined by n + 2m − p polynomials involving n + 2m − p + 1 variables. We deduce that for w ∈ W N , q −1 w (0) is either empty or it is equidimensional and has dimension 1. Using the homogeneity in the z-variables and the Theorem on the Dimension of Fibers [21, Sect. 6.3, Theorem 7], we deduce that the projection on the (x, y)-space of q −1 w (0) has dimension ≤ 0. We also deduce that for w ∈ W N andṽ ∈Ṽ N , Q −1 w,ṽ (0) is either empty or finite. Hence, the points of Q −1 v,w (0) are in bijection with those in L(f, v, w) forgetting their 0-coordinates corresponding to z j = 0. We define V N =Ṽ N × C p ⊂ C 2m−2p . We deduce straightforwardly that for v ∈ V N and w ∈ W N , the Jacobian matrix of wlagrange(f, v) has maximal rank at any point of L p (f, v, w). By the Jacobian criterion, this also implies that the set L p (f, v, w) is finite as requested.
We prove now Assertion (b).
Let W ⊂ C n and V ⊂ C 2m−p be the non-empty Zariski open sets defined in the proof of Assertion (a). For w ∈ W and v ∈ V , the projection of L p (f, v, w) on the (x, y)−space is finite. Since H ∈ H , K(H, u, p) is smooth and equidimensional.
Since we work on K(H, u, p), one of the p × p minors ofH(x) is non-zero. Hence, suppose to work in O N ∩ K(H, u, p) where O N ⊂ C n+p+1 has been defined in the proof of Assertion (a). Remark that crit (π w , K(H, u, p)) = N crit (π w , O N ∩ K(H, u, p))
where N runs over the set of p × p minors ofH(x). We prove below that there exists a non-empty Zariski open set V ⊂ C 2m−p such that if v ∈ V , for all N and for w ∈ W , the set crit (π w , O N ∩ K(H, u, p)) is finite and contained in the projection of L p (f, v, w). This straightforwardly implies that the same holds for crit (π w , K(H, u, p)). Suppose w.l.o.g. that N is the upper left p × p minor ofH(x). We use the notationf,g,h as above. Hence, the set crit (π w , O N ∩ K(H, u, p)) is the image by the projection π x,y over the (x, y)−space, of the constructible set defined byf,g,h and z = 0. We previously proved that, if w ∈ W N , q −1 (0) is either empty or equidimensional of dimension 1. Hence, the constructible set defined byf,g,h and z = 0, which is isomorphic to q −1 (0), is either empty or equidimensional of dimension 1.
Moreover, for any (x, y) ∈ crit (π w , O N ∩ K(H, u, p)), π −1 x,y (x, y) has dimension 1, by the homogeneity of polynomials w.r.t. variables z. By the Theorem on the Dimension of Fibers [21, Sect. 6.3, Theorem 7], we deduce that crit (π w , O N ∩ K(H, u, p)) is finite.
For (x, y) ∈ crit (π w , O N ∩ K(H, u, p)), let V (x,y),N ⊂ C 2m−p be the non-empty Zariski open set such that if v ∈ V (x,y),N the hyperplane v z − 1 = 0 intersects transversely π −1
x,y (x, y). Recall that V N ⊂ C 2m−p has been defined in the proof of Assertion (a). Define 
Proof
We denote by M 1 ⊂ GL(n, C) the set of non-singular matrices M such that the first row w of M −1 lies in the set W given in Lemma We conclude that the set of solutions of the system f(H, u, p), z D f(H, u, p) w 0 · · · 0 , v z − 1
is the image by the map (x, y, z) →M −1 (x, y, z) of the set S of solutions of the system f(H, u, p), z D f(H, u, p) e 1 0 · · · 0 , v z − 1 .
Now, let ϕ be the projection that eliminates the coordinate z 2m−p+1 . Remark that ϕ(S) = L p (f M , v, e 1 ). Now, Lemma 10 concludes.
PROOF OF PROPOSITION 3
The proof of Proposition 3 relies on results of [14, Section 5] and of [19] . We use the same notation as in [14, Section 5] , and we recall them below.
(m, r, n) 
