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Abstract
The thermodynamic of adsorption is investigated from the vibrational
point of view using quantum chemical methods via statistical mechanics.
Due to the lack of accuracy of the present available methods for inves-
tigating periodic systems, such as plane-wave density functional theory
(DFT), a novel computational strategy is presented to overcome these lim-
itations and bring the estimate of the thermodynamic functions within
chemical accuracy limits. The protocol presented in this work consists
of different computational steps, namely a structure optimization using
normal mode coordinates instead of Cartesians, a numerical harmonic
frequency calculation via sampling of the potential energy surface along
the normal mode coordinates and the inclusion of anharmonic correction
to the latter. The normal mode coordinate optimization ensures a proper
relaxation of the structure and a reliable set of real harmonic frequen-
cies while the anharmonic corrections account for a proper description
of the vibrational structure of a system characterized by a very flat po-
tential energy surface. Parallel to these calculations the electronic part
of the adsorption energy is corrected using a hybrid QM:QM scheme to
account the electronic correlations effects more accurately than DFT. The
hybrid electronic adsorption energy and the vibrational thermal contri-
butions obtained using anharmonic corrections are finally combined to
get accurate estimate of the adsorption thermodynamic functions.
This protocol has been applied to two benchmark cases, the adsorp-
tion of methane in acidic chabazite (H-CHA, a zeolite) at 303 K, 0.1 MPa,
θ =0.5, and the adsorption of methane on the flat (001) MgO surface at
47 K, 1.3× 10−14 MPa, θ =1. These two studies show with evidence that
using standard computational methodologies to investigate such types
of adsorption, where the driving forces are mainly van der Waals inter-
actions, lead to huge deviations of the results from the experimental val-
ues. Moreover, they confirm that the harmonic approximation fails com-
pletely in describing these specific situations as the model on which it
relies does not represent the physical reality of the problem. Applica-
tion of anharmonic corrections, derived by proper sampling of the PES
using curvilinear displacements along the normal modes (linear combi-
nations of internal coordinates), proved to be able in describing properly
the vibrational structure of the system and the consequences of this on
the thermodynamics. The results for the calculated Gibbs free energy of
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adsorption of the two systems deviate from the experiment by 2.3 kJ/mol
and 2.1 kJ/mol for methane in H-CHA and methane on MgO(001), re-
spectively, all within chemical accuracy. Furthermore, the adsorption in
H-CHA has been extended to the case of ethane and propane at 313 K, 0.1
MPa, θ =0.5. The calculated thermodynamics functions show with evi-
dence that the harmonic model deviates strongly from the experimental
results, especially the entropic term, −T∆S. The inclusion of anharmonic
effects confirms that the improvement of the vibrational model enhances
the accuracy of the thermodynamic functions estimate. The calculated
Gibbs free energy of adsorption deviate by −3.2 kJ/mol, and −2.2 kJ/mol
from the experimentally measured ones for ethane and propane, respec-
tively. The calculation of the Gibbs free energies showed that the ad-
sorption of propane is thermodynamically favored when the molecule
is bound to the acidic site via primary carbon while the adsorption via
secondary carbon one is strongly disfavored. The calculations show that
the origin of this thermodynamic instability of secondary carbon adsorp-
tion is purely entropic as the enthalpy does not change significantly upon
different adsorption configurations. These results are all in agreement
with the experimental data within chemical accuracy and allow a deeper
understanding of the associated processes.
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Zusammenfassung
Die Thermodynamik von Adsorptionsvorga¨ngen wurde mittels quan-
tenchemischer Methoden und der statistischen Thermodynamik unter-
sucht. Eine neue rechentechnische Methode wird vorgestellt, die den Man-
gel an Genauigkeit vorhandener Methoden zur Untersuchung periodi-
scher Systeme, wie z. B. der Dichte-Funktional-Theorie, behebt, und es
ermo¨glicht thermodynamische Funktionen mit chemischer Genauigkeit
zu bestimmen. Das im Rahmen dieser Arbeit entwickelte Protokoll be-
steht aus verschiedenen rechentechnischen Schritten, als da wa¨ren, eine
Strukturoptimierung in Normalkoordinaten anstatt in kartesischen Ko-
ordinaten, eine numerische Berechnung der harmonischen Frequenzen
durch Abtasten der Potentialenergieoberfla¨che entlang der Normalko-
ordinaten und anschließender anharmonischer Korrektur. Die Normal-
koordinatenoptimierung garantiert eine korrekte Relaxation der Struk-
tur mit ausschließlich reellen harmonischen Frequenzen. Die anharmo-
nischen Korrekturen ermo¨glichen eine gute Beschreibung der Schwin-
gungsstrukturen von Systemen die durch eine besonders Flache PES ge-
kennzeichnet sind. Gleichzeitig, wird durch die Verwendung eines QM:
QM-Hybridverfahrens zur Bestimmung des elektronischen Anteils der
Adsorptionsenergie eine ho¨here Genauigkeit in der Bestimmung der Kor-
relationsenergie im Vergleich zu DFT garantiert. Der elektronische Anteil
der Adsorptionsenergie, sowie der Schwingungsthermische Anteil wer-
den abschließend kombiniert um einen genauen Wert der thermodyna-
mischen Funktionen zu erhalten.
Das vorgestellte Protokoll wurde auf zwei Testfa¨lle angewendet, der
Methanadsorption in saurem Chabazite (H-CHA, ein Zeolith) bei 303 K,
0.1 MPa, θ =0.5, und der Adsorption von Methan auf der perfekten MgO
(001) Oberfla¨che bei 47 K, 1.3×10−14 MPa, θ =1. Diese zwei Testfa¨lle bele-
gen, dass die Nutzung rechenbasierter Standartverfahren zu großen Ab-
weichungen zwischen Theorie und Experiment in der Beschreibung von
Adsorptionsvorga¨ngen basierend auf Van-der-Waals-Wechselwirkungen
fu¨hren kann. Es zeigt sich außerdem, dass die harmonische Na¨herung
komplett versagt in der Beschreibung dieser spezifischen Vorga¨nge, da
das ihr zugrunde liegende Modell nicht der physikalischen Realita¨t ent-
spricht. Die Anwendung der anharmonischen Korrekturen, abgeleitet aus
einem genauen abtasten der PES mittels Auslenkung entlang der Nor-
malmoden (Linearkombinationen von internen Koordinaten) in “curvi-
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lineare” Koordinaten, liefern eine gute Beschreibung der Schwingungs-
struktur und den sich daraus ergebenen thermodynamischen Konsequen-
zen. Die so bestimmten freien Gibbs-Adsorptionsenergien weichen um
2.3 kJ/mol Adsorption von Methan in H-CHA bzw. 2.1 kJ/mol Adsorp-
tion von Methan auf MgO(001) von den experimentell bestimmten Wer-
ten ab. Die Abweichungen liegen somit im Bereich chemischer Genau-
igkeit. Des Weiteren wurde die Adsorption von Ethan und Propan in
H-CHA bei 303 K, 0.1 MPA, θ =0.5 untersucht. Die berechneten ther-
modynamischen Funktionen belegen, dass das harmonische Modell (die
harmonische Na¨herung) versagt und es dadurch zu großen Abweichun-
gen im Vergleich zu den experimentellen Daten kommt, speziell in dem
Entropieterm −T∆S. Die Beru¨cksichtigung anharmonischer Korrekturen
besta¨tigt, dass die Verbesserung des zugrunde liegenden Schwingungs-
modells die Genauigkeit der thermodynamischen Funktionen erho¨ht. Die
berechneten freien Gibbs-Adsorptionsenergien weichen um −3.2 kJ/mol
Adsorption von Ethan bzw. −2.2 kJ/mol Adsorption von Propan von den
experimentell bestimmten Werten ab. Im Fall der Adsorption von Pro-
pan konnte anhand der freien Gibbs-Adsorption Energie gezeigt werden,
dass die Adsorption am aciden H-Atom via des prima¨ren Kohlenstoffa-
toms thermodynamisch bevorzugt ist, wa¨hrend die Adsorption u¨ber das
sekunda¨re Kohlenstoffatom thermodynamisch stark benachteiligt ist. Die
Untersuchung ergab, dass der Ursprung dieser verschieden Stabilita¨ten
vo¨llig auf entropischen Effekten beruht, wa¨hrend sich keine oder nur klei-
ne Unterschiede in den Adsorptions-Enthalpien. Diese Ergebnisse stim-
men alle, im Rahmen chemischer Genauigkeit, mit den experimentellen
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A quantitative theory of heterogeneous catalysis requires accurate knowl-
edge of thermodynamic functions for all elementary reaction steps, ad-
sorption, chemical transformations, and desorption steps. Statistical ther-
modynamics relates rate and equilibrium constants to free energy changes
for the formation of activated complexes (transition state theory) and for
the product formation, respectively [4]. While it has been demonstrated
that energy barriers and reaction energies for large chemical systems such
as enzymes [5], zeolites [6–8], and metal-organic frameworks [9, 10] can
be predicted with chemical accuracy (± 1 kcal/mol ≈ ± 4.2 kJ/mol), the
ab initio prediction of free energy changes is more challenging. Sampling
the potential energy surface by molecular dynamics [11–13] e.g. umbrella
sampling or thermodynamic integration requires millions of time steps
to reach convergence. This limits these methods to cases for which good
force fields are available, which is often the case in molecular biology, but
for molecule - surface interactions force fields that describe both adsorp-
tion and reaction steps with sufficient accuracy for free energy simula-
tions are not available.
The alternative approach, calculating free energies from vibrational par-
tition functions, relies on the expansion of the high-dimensional poten-
tial energy surface around the stationary points (minimum or transition
structure) and is standard for molecular systems. Provided that the har-
monic approximation is made, it becomes tractable even for system with
hundreds of atoms and it has been applied to surface reactions [7] and
adsorption processes [10, 14–17]. When density functional theory (DFT)
is applied to large systems (unit cells in the periodic case), as required
for realistic periodic models of active sites for surface reactions, e.g. in
zeolites, force constants have to be calculated by numerical derivatives
of analytically calculated forces. While the force constants can be cal-
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2 Introduction
culated directly from the ab initio potential energies without fitting, the
main limitation of the harmonic oscillator model is that small vibrational
frequencies make the largest contribution to the entropies and that rela-
tively small errors on these frequencies lead to large errors in the entropy
term. Since soft, low frequency modes are characteristic of molecule - sur-
face interactions, both the determination of the energy minimum struc-
ture and the numerical differentiation face accuracy limits when applying
DFT codes designed for large scale calculations under periodic bound-
ary conditions and using plane waves, such as VASP [18]. This has been
also observed in previous applications of plane wave codes, e.g. in cal-
culations of phonons for molecular crystals[19]. This is particularly true
for the low frequency modes arising from molecule - surface interactions
(three translational and three rotational degrees of freedom are converted
into six molecule - surface vibrations, i.e. in more or less hindered trans-
lations and rotations) and soft vibrational modes of the solid material,
e.g. in zeolite frameworks [20–23]. Here it is shown that chemical accu-
racy can be reached for free energies provided that a re-optimization step
is applied using different coordinates, normal mode coordinates instead
of Cartesians, and that anharmonic vibrational frequencies are calculated
for each of the normal modes separately [1, 2, 24] and the potential is
evaluated for curvilinear distortions [2] as suggested by Gordon and co-
workers for molecules [25–29].
In the area of adsorption and catalysis, development and validation
of new computational protocols is hampered by the scarcity of reliable
experimental data for comparison with the results. The present work
aims at extending the list of thermodynamic reference systems by prov-
ing computational thermodynamic benchmark data for the adsorption of
methane, ethane, and propane in the acidic zeolite chabazite, H-SSZ-13,
and of methane on the MgO(001) surface. Due to its limited unit cell
size the chabazite framework is well-suited for computational studies
[1, 2, 6, 30–33] and its aluminum phosphate form is industrially used as
a catalyst in hydrocarbon synthesis processes [34–36]. MgO(001) is the
thermodynamically most stable surface of MgO and represents a good
model for adsorption of molecules on the MgO(001) terrace sites in real
catalysts. The adsorption of methane on this surface has been matter
of both experimental [37–43] and computational studies [44]. It will be
shown that chemical accuracy is reached for both heats and free energies
of adsorption provided the energies are calculated ab initio with a hybrid
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high-level low level quantum mechanics scheme and the vibrational par-
tition functions are calculated from anharmonic vibrational frequencies.
The latter are obtained from the curvilinear sampling of one-dimensional
potentials for each degree of freedom.
1.2 Adsorption Thermodynamics
In modeling a surface reaction mechanism, three processes have to be
taken into account: adsorption, the reaction step and desorption. Figure
1.1 shows a schematic representation of such a process with the four fun-
damental thermodynamic states involved. The mechanism of a unimolec-
ular surface reaction can be easily described as follows. First, a molecule
from the gas phase (g) approaches a surface site (in case of catalysts an
active site) that is in the solid state (s) and forms an adsorption complex.
Subsequently, the complex reacts and forms the product that is still ad-
sorbed on the surface. When such a molecule desorbs, the products are
released into the gas phase. What is very important to notice is that the
adsorbed molecule changes its phase. It goes from the gas phase state
having 3 translational degrees of freedom, 3 rotational ones (or 2 in the
case of a linear molecule) and 3N-6(5) vibrational ones to the solid phase
when the adsorption complex is formed in which all the translations and
rotations are formally interconverted into vibrational degrees of freedom
of the whole system. Of course this is a considerably rough approxima-
tion as the vibrations associated with the former translational and rota-
tional degrees of freedom still retain part of their character. They are usu-
ally classified as frustrated or hindered translations and rotations in the case
of chemisorption and physisorption, respectively. In this work, the atten-
tion is focused on the molecular adsorption (no bond rearrangement, see
refs. [45, 46]) of organic molecules (alkanes) on inorganic surfaces such as
zeolites or magnesium oxide. Typically the forces involved in molecular
adsorption are van der Waals type forces [47, 48]. This means that the
electronic structure perturbation of the whole system upon adsorption is
small or, in other words, that the adsorbed molecules moves on a rather
flat potential. The outcome is that the hindered translations and rotations
of the adsorbed molecule are less constraint.
These circumstances have a drastic impact on the evaluation of the ther-














Figure 1.1: Surface reaction energy scheme showing the pre-adsorbed state, reactants ad-
sorption, transition state, and product adsorption.
the translational, rotational, and vibrational partition functions. Assum-
ing that the free particle and free rotor model represent a good approx-
imation for the gas phase molecule translational and rotational partition
functions [49] more care should be given when adopting a purely har-
monic model to treat the vibrational degrees of freedom. This can be
illustrated considering the dependency of the internal energy and the en-
tropy term for a system of 3N-3 oscillators on the frequency. The general
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) − kBT log(1− e− hνjkBT )
 (1.2)
Where T is the temperature, R the ideal gas constant, h the Planck con-
stant, kB the Boltzmann constant and νj the harmonic frequency of the
j-th oscillator. Taking the limit of zero approaching frequencies for a
generic oscillator j, some interesting results are obtained. The first term is
equal both for internal energy and for the entropy term. Expanding the

































Thus, for each frequency approaching zero, the contribution to the in-
ternal energy is RT which is what one would expect for a translational
degree of freedom since vj = 0 means that the oscillating mass is moving
in a potential that is zero everywhere, i.e. a free particle. A more inter-
esting and still physically consistent result is the outcome of the limit of
the logarithmic term in the right hand side of eq. 1.2. Expanding again in



































Thus, the entropic term will diverge to infinity when the limit of zero
frequency is reached. This is again in agreement with the physical picture.
A zero frequency or zero potential means that the mass is free to span the
whole space from −∞ to +∞ in each direction. From a statistical point of
view, the particle can be found equally likely everywhere in the infinite
space. Therefore, the disorder is maximal or, in other words, the entropy
of the system is infinite [4].
Many chemical systems are characterized by low frequency modes (e.g.
hindered translations and rotations) which therefore contribute largely to
the vibrational entropy. This means that even small inaccuracies in the
evaluation of the vibrational frequencies lead to a huge propagation of
the errors in the estimation of the vibrational entropy. As it will be shown
later, the main goal of this work is to improve the accuracy in the cal-
culation of the vibrational structure in adsorption related phenomena to
achieve chemical accuracy in entropy estimation.
1.3 Systems of Interest
Adsorption is a typical interface phenomenon which involves in principle
every kind of material surface. Beside the academical interest in this ex-
tremely challenging field that combines efficiently physics and chemistry
points of view, there is a wide technological and industrial research effort
focused on the application of adsorbent materials [50–53]. These materi-
als span a large range of chemical structures and composition going from
carbon based materials [54] to organic/inorganic materials such as metal
organic frameworks (MFOs) [52, 55–60], a large variety of metal oxides
(see e.g. [61–64]), and wide panorama of zeolites of different topologies,
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structure and composition. In this work the adsorption in acidic zeolites
is the main subject of study beside an investigation of adsorption on the
magnesium oxide (001) surface. In the following subsections, the main
structural and chemical features of the studied materials are presented.
1.3.1 Magnesium Oxide
Magnesium oxide is know to have acid-base properties and for this it is
largely used in catalysis both as an active catalyst [65] or as a support
[66]. It is a ionic solid formed by Mg 2+ and O 2 – ions. This material is
employed in many technological applications ranging from construction
to opto-electronics. It can be easily produced by direct oxidation in air at-
mosphere of magnesium metal (smoke MgO). In this work, a clean (001)
MgO surface is taken into account as it can be synthesized on support via
epitaxial growth (see e.g. ref. [67]). Studying the adsorption thermody-
namics of hydrocarbons on the MgO(001) surface [38] is a fundamental
step in understanding the catalytic properties of this material. In the last
years, MgO became one of the best eligible catalysts for the oxidative cou-
pling of methane (OCM) reaction [68–70]. Therefore, a detailed atomistic
point of view of the adsorption structures and thermodynamics is very
important as the reactions take place in the gas phase. Many experimen-
tal works have been carried out regarding the structure and other proper-
ties of methane monolayers on the MgO(001) surface [38–43], elucidating
the main features of this particular adsorption arrangement.
1.3.2 Zeolites
Zeolites are a class of natural and synthetic materials formed by corner-
sharing SiO2 tetrahedral units. These corner-sharing tetrahedra can form
4-, 5-, 6-, 7-, 8-, 10-, or 12-membered rings which are the building blocks of
every zeolite topology (see refs. [71, 72]). Such building blocks can com-
bine giving rise to cage-like structures which are further bound together
giving rise to complex 3D arrangements such as windows, pores, and
channels. For this reason, zeolites are classified as nanoporous materials
since their microscopic atomic arrangement is such that most of the crys-
tal volume is vacuum space. In fact, zeolites have a relatively low density
and very high specific surface area. Basically most of the inner surface
of zeolites is available. Purely siliceous zeolites are poor adsorbents and
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have no catalytic activity. The most important feature combining siner-
gically with the specific nanoporous structure of zeolites is that Si atoms
can be substituted with an Al atom. Since Al atoms have one valence
electron less than Si atoms, the substitutional defect has a formal charge
corresponding to -1. In most of the natural zeolites, this charge is counter-
balanced by an alkali ion such as Na + or K + which are poorly bound to
the defect site. Such materials are used as adsorbents and also as catalysts
[73], but their main use is as ion-exchangers for water or soil purification
from pollutants or nuclear waste. Outstanding catalytic activities of ze-
olites are reached when the alkali ion is substituted by a proton through
hydrolization. The result is that the zeolite becomes a solid Brønsted acid.
The adsorbent and catalytic properties of these materials have been mat-
ter of many studies since many years as they can be synthesized in many
different crystal structures and with various aluminum contents in order
to obtain an efficient catalyst with tunable properties. Zeolites structure
is such that they can be selective with respect to reactants and products
[74]. For this reason, they are also addressed as “molecular sieves” as
they can separate gas molecules with respect to their molecular volume
or structure [74–78].
In this work, the zeolite framework considered is the acidic chabazite
(referred as H-CHA or H-SSZ-13). This type of framework can be found
in nature [79, 80] and also synthesized [81]. The chabazite framework
consists to stacked double 6-ring sequences that give rise to an ellipsoidal
cage-like structure as shown in Figure 1.2.
There are two types of channels. The largest are confined by the 8-
membered rings (in blue Fig. 1.2) and the smallest are confined by the
6-membered rings (in red Fig. 1.2). The gas phase molecules can dif-
fuse through the crystal structure along these channels and adsorb on the
Brønsted sites.
Chabazite showed particular catalytic properties in its protonated form
[34] or in some ion-exchanged forms (e.g. Cu [82]). Moreover, chabazite
isostructural silicoaluminophosphate (SAPO) [35] can be synthesized hav-
ing particular catalytic properties. Despite these materials are extremely
interesting, they have not been taken into account in this work.
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Figure 1.2: Schematic representation of chabazite ellipsoidal cage showing connection be-
tween Si or Al atoms (T-sites). Color key: blue - 8-membered ring, red - 6-membered ring,
green - 4-membered ring.

2 Methods
2.1 The Born-Oppenheimer Approximation
The Born-Oppenheimer (BO) approximation is central to quantum chem-
istry. It reduces the complexity in solving the molecular Schro¨dinger
equation introducing a quantitative separation of the electronic and nu-
clear variables. It is based on the difference in mass between electrons and
nuclei (∼ 103 − 105). Since the nuclei are more massive, their motion is rel-
atively slow with respect to electrons. The latter are therefore assumed to
respond instantaneously to the motion of the nuclei. Here follows a sim-
plified discussion of the BO approximation allowing the derivation of the
fundamental concept of the potential energy surface.




























|Ri −Rj|︸ ︷︷ ︸
Hel
(2.1)
where the indices i, j . . . label the nuclei and µ,ν, . . . label the electrons.
Ri and rµ are the nuclear and electronic coordinates, respectively. Zi is
the charge of the i-th nucleus and mi its mass. The molecular Hamilto-
nian can be rewritten as a sum of two contributions as specified in eq.
2.1 where Tnuc is the kinetic energy operator of the nuclei and Hel is the
1Atomic units are used throughout the thesis unless directly specified.
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electronic Hamiltonian. It must be noticed that the separation is not sym-
metric in electrons and nuclei since the nuclear repulsion term is embod-
ied in the electronic Hamiltonian. However, since this term depends only
on the nuclear coordinates and not on their derivatives as in Tnuc, it has
the effect of a constant and the electronic Hamiltonian depends paramet-
rically on it. Therefore, the electronic problem can be solved considering
the nuclei fixed in space:
Hel(r; R)ψel(r; R) = Eel(R)ψel(r; R) (2.2)
Note that the eigenvalue Eel of the above equation depends parametri-
cally on the nuclear coordinates R. Now the total wave function is ap-
proximated as a product
ΨBO(r; R) = ψnuc(R)ψel(r; R) (2.3)
where ψnuc(R) is a solution to the equation
[Tnuc(R) + Eel(R)]ψnuc(R) = Eψnuc(R) (2.4)
Applying the total Hamiltonian to the BO wave function, the result is
HΨBO(r; R) = [Hel + Tnuc]ψnuc(R)ψel(r; R)
= ψnuc(R)Helψel(r; R) + Tnucψnuc(R)ψel(r; R)










It is clear that the electronic wave function still depends on the nuclear
coordinates as the nuclear kinetic energy operator applies to it. How-
ever, this dependence (embodied in the last sum of eq. 2.5) is usually
insignificant since each term is multiplied by 1/2mi ≈ 10−3 − 10−5. This
means that the electronic wave function varies little upon small changes
in the nuclear coordinates and the terms containing∇i and∇2i applied to
ψel(r; R) can be neglected, thus:
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The errors introduced by the BO approximation are in most of the cases
very small, therefore the solutions of eq. 2.2 are considered as exact. It is
fundamental to understand the parametric dependence of Eel on R. Hav-
ing a set of infinite or finite nuclear configuration {R}, it is, thus, possible
to construct a real or approximated potential energy surface respectively.
Such a concept is the base of most of the discussions and derivations re-
ported in this work as it provides the fundamental tool to calculate equi-
librium structures and to derive different models to approximate ψnuc.
2.2 Walking on the Potential Energy Surface
The Potential Energy (hyper-)Surface (PES) is in most cases a multivari-
ate function depending on a set of atomic coordinates {R}. It is character-
ized by different types of stationary points, namely global or local max-
ima and minima and saddle points of different orders. Maxima, in gen-
eral, do not correspond to interesting structures from the chemical point
of view as they cannot be associated with a thermodynamic state. Min-
ima and first order saddle points are way more interesting for chemistry.
The firsts correspond to the equilibrium structures of the system as they
represent the energetically favored configurations. They comprise all the
possible stable structures of a generic molecular system, such as different
isomers or reactants and products. Each minimum corresponds to a ther-
modynamic equilibrium state and can interconvert to another minimum
passing through a transition state (TS). The structures associated with the
TS, the transition structures, correspond to the first order saddle points
connecting different minima along a minimum energy path [83]. Loca-
tion and characterization of such points of the PES are fundamental to
quantum chemistry as they allow the calculation of thermodynamic and
kinetic parameters from the Eyring transition state theory [4, 84–86].
As mentioned above, the BO approximation introduces a parametric
dependence of the electronic energy E on the nuclear coordinates R. This
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means that no analytical expression for E(R) is available. Therefore, the
local topology of the PES around a point R will be approximated using
a model surface in order to study it. Many models have been proposed
to approximate and subsequently minimize the PES going from first or-
der approximation as in the steepest descend method to second order
approximation as in the Newton method and its extensions [87]. Other
minimization algorithms have been proposed for different purposes such
as the conjugate-gradients method [88], generalized direct inversion of
the iterative space (GDIIS) [89], genetic algorithm based search [90] and
many others [91].
2.3 Normal Modes of Vibration
The concept of normal modes of vibration is fundamental to this work.
The following section illustrates the mathematical origin of normal modes
of vibration for a system of many oscillators following Wilson formalism
[92].
For a generic molecular system, the vibrational Hamiltonian can be








where ∆x is the vector of the Cartesian atomic displacements from the
equilibrium position, M is the diagonal matrix of atomic masses (Mij =
δijmi), H is the energy Hessian, i.e. the harmonic force constant, matrix.
Index i goes from 1 to 3N counting each Cartesian {x,y, z} degree of free-
dom per atom whereN is the number of atoms in the system. Introducing
mass-weighted coordinates q = M
1





q˙T q˙+ qT fq
)
(2.8)
where f is the mass-weighted Hessian matrix. Normal mode coordinates
Q are defined as linear combination of mass-weighted coordinates
Q = sTq. (2.9)
Imposing the orthogonality of the matrix s and defining a similarity trans-
2.4 Calculation of the Hessian Matrix 15
formation of the Hessian
sT s = 1, sT fs = F, where Fij = δijω2i (2.10)
















2 q = M−
1
2 sQ = SQ (2.12)
The resulting transformation matrix S is a matrix of eigenvectors [v1, v2,
· · · , v3N] where each column corresponds to the cartesian coefficients of
the linear combination for the k-th normal mode.
2.4 Calculation of the Hessian Matrix
To get the harmonic frequencies ωi from eq. 2.10, the mass-weighted
Cartesian Hessian is diagonalized. The latter is obtained by calculating
the second derivative of the energy E (or the first derivative of the gradi-
ents). When analytical expressions of the potential energy are available
(such as in molecular force fields), the calculation of the Hessian matrix
is straightforward and does not require any approximation or numeri-
cal procedure. The iterative solution of the Hartree-Fock or Kohn-Sham
equations yield an expression of the potential energy that directly de-
pends on the molecular orbitals, i.e. on a linear combination of basis fuc-
ntions of different types. If local atomic centered Gaussian basis function
are employed as a basis set (as in most common quantum chemical pack-
ages), second derivatives on the energy can be efficiently calculated iter-
atively from the solution of the self-consistent field (SCF) equation [93–
95]. However, this efficiency depends directly on the basis set employed
(Gaussian type functions) for which the Schwarz inequality [94] allows
a pre-screening of some two-electron integrals that are not further calcu-
lated for the second derivative iterations. Unfortunately, basis sets such
as plane waves due to their natural delocalization (no direct dependence
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of the functions on the atomic coordinates) do not allow by construction
the pre-screening. Moreover, the usual large dimension of the plane wave
basis sets (up to several thousands of functions) makes the analytical cal-
culation of the second derivatives without pre-screening completely un-
feasible. The most practical solution to this problem is to compute the
Hessian matrix numerically using a finite differences approach. To save
computational time and gain accuracy, the calculation of the matrix is
performed by first differentiation of the gradients that in the case of plane





where gx is the Cartesian gradient calculated at the distorted geometry
∆x. In this way it is possible to obtain an entire row of the Hessian ma-
trix from two gradient calculations instead of calculating each element as
it would be in the case of second derivative with respect to the energy.
This way of calculating the Hessian matrix and therefore the eigenvalues
(harmonic frequencies) and the eigenvectors (normal modes of vibration)
have been employed throughout this work.
2.5 Structure Optimization in Normal Mode
Coordinates
Once the transformation between Cartesian and normal mode coordi-
nates is known (eq. 2.12), it can be used to perform a structure opti-
mization directly along the normal modes of vibration. This structural
refinement is fundamental when trying to get an accurate description of
the vibrational structure of a chemical system, especially when one or
more spurious imaginary frequencies are present. They key concept of
the algorithm proposed first by Bourˇ and Keiderling [96] is the assump-
tion that, in a region close to a stationary point, the normal modes of vi-
brational are completely decoupled. This assumption allows to produce
a rational function optimization (RFO) [97] step along each normal mode
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where gQ = STgx is the gradient in normal mode coordinates. A new set
of cartesian coordinates is obtained as
xnew = xold + SdQnew (2.15)
Since at each time the coordinates change, also the second derivatives of
the energy do, thus the Hessian matrix is updated using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) formula [98] in this case which ensures
the Hessian to be positive defined. If the stationary point of interest
is a first order saddle point (i.e. a transition structure), other update
schemes such as the Davidon-Fletcher-Powell (DFP) method [102] can be
employed. Hessian update changes consequently the eigenvalues and
eigenvectors defining relatively the entity of the optimization step and its
direction. This is therefore a crucial and delicate point of the algorithm.
A Hessian matrix is needed from the beginning in order to define the
coordinates transformation from cartesian to normal mode in eq. 2.14. In
this work, the starting Hessian matrix is calculated numerically for the
initially optimized structures and subsequently used as an initial guess
to obtain the first eigenvalues and eigenvectors for the normal mode op-
timization. Prior to diagonalization, the Hessian matrix is projected to
remove translational and/or rotational motions of the moving frame fol-
lowing the usual Eckart conditions [103].
2.6 Numerical Hessian in Normal Mode
Coordinates
The most relevant source of error in the calculation of the harmonic fre-
quencies via numerical differentiation is the type of displacement coor-
dinates. If the displacements are done along each single atomic Carte-
sian coordinate with the same magnitude as in eq. 2.13, the accuracy of
the sampling is low. The atoms are moved along their own x,y, z direc-
tions for a step that does not depend on the nature of the single chemical
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species. The accuracy in the evaluation of the numerical second deriva-
tives is improved by choosing a proper atomic displacement to sample
the PES. A first improvement would be the use of mass-weighted coordi-
nates in order to adapt the step regarding each single atomic mass. How-
ever, this procedure still does not improve substantially the accuracy of
the frequencies. The most appropriate choice is again a transformation
from Cartesian to normal mode displacements in order to sample directly
energy and gradients along the coordinates in which the oscillations take
place. Using the S transformation matrix of eq. 2.12, Cartesian displace-
ments can be performed along each normal mode independently. Simi-
larly to eq. 2.15, the equilibrium structure x0 can be distorted along each
normal mode individually in the positive or negative direction
xdispk = x0 ± PdQdispk vk. (2.16)
The integer P runs from 1 to ngrid that is the number of symmetric grid
points used to sample the PES, dQdispk is the magnitude of the displace-
ment defined as dQdispk = 4/
√
2piωk2ngrid, vk is the eigenvector of the
k-th mode and x0 is the equilibrium structure. This displacement entity
corresponds to the classical turning points of an harmonic oscillator with
a frequencyωk. From the quantum mechanics point of view, this ensures
that the wave function decays to zero at these points.
Since in the basis of normal mode coordinates the Hessian matrix is
diagonal by construction each single eigenvalue, i.e. frequency, can be
evaluated individually by numerical second order differentiation of the
energy. Considering for example the two first positive and negative dis-
placements corresponding to P = 1,−1, the k-th Hessian diagonal ele-






where the central value E(0) is referenced as zero of the energy. These
diagonal elements of the Hessian matrix F are related to the vibrational
frequencies through νk = ωk/2pi =
√
Fkk/2pi. Expression 2.17 can be
easily extended to more than 2 points following the scheme proposed by
Fornberg [104] as summarized in Table 2.1.
In a similar fashion, the diagonal elements of the Hessian matrix F can be
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Table 2.1: Second order central difference formulas.














−9E−4 + 128E−3 − 1008E−2 + 8064E−1 + 8064E1 − 1008E2 + 128E3 + 9E4
5040(dQdispk )
2
Table 2.2: First order central difference formulas.





g−2 − 8g−1 + 8g1 −g2
12dQdispk
6
−g−3 + 9g−2 − 45g−1 + 45g1 − 9g2 +g3
60dQdispk
8
3g−4 − 32g−3 + 168g−2 − 672g−1 + 672g1 − 168g2 + 32g3 − 3g4
840dQdispk
a Here gP stands for the k-th element of the normal mode gradient vector calculated from
the Cartesian gradient as gQ = STgx.
calculated numerically starting from the normal mode gradients gQ using
first order formulas (see Table 2.2).
Calculating harmonic frequencies along the normal modes allows the
calculation of several points on the PES ensuring that the distortions take
place in the proper direction enhancing the accuracy of the sampling.
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Moreover, at the same time, if the procedure maps enough points on the
PES, this can be fit to a polynomial of a given order and used to calculate
anharmonic corrections to the frequencies as described in the next section.
2.7 Quantum Diagonal Anharmonicity
Correcting the harmonic frequencies of a chemical system for anharmonic
effects is an important step in the study of molecular and crystal vibra-
tions. This is not only important for the accurate prediction of spectro-
scopical properties such as IR, Raman or photoelectron spectroscopy, but
also to calculate thermodynamic functions within chemical accuracy [26].
Many methods and theories of varying accuracy have been proposed to
reach this goal. The correction schemes proposed go from simple semi-
empirical scaling of the calculated frequencies [105] to exact solutions of
model potentials such as the Morse potential [106], perturbation theory
[107], variational method [24] up to very sophisticated methods such as
vibrational self-consistent field (VSCF) [108–110].
In this work, anharmonicity has been treated variationally using a model
potential derived by fitting the PES along each normal mode indepen-
dentely, i.e. neglecting mode-mode coupling. The aim is to solve the
Schro¨dinger equation variationally for all the normal modes indepen-
dently in a basis of harmonic functions with a sixth order model potential.


















withQk being the normal coordinate of the mode and ai (i = 0, . . . , 6) the
polynomial fitting coefficients of the potential. The Hamiltonian matrix
elements
Hmn = 〈φm|H |φn〉 (2.19)
are defined with the harmonic functions φm which are solutions of the
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with m = 0, 1, . . . and Hm being the m−th order Hermite Polynomial.
After application of Hermite polynomial rules to eq. 2.19, the matrix ele-
ments can be derived analytically as reported in Table 2.3.
Table 2.3: Anharmonic hamiltonian matrix elements.
Hmn Integral valuea
δmn






4(6m2 + 6m+ 3) + 18a6V
























































m(m− 1)(m− 2)(m− 3)(m− 4)(m− 5)a6V6
a whereU = −
 hωk





Diagonalization of the Hamiltonian matrix for a certain number of har-
monic basis functions yields the eigenvalues i of the energy states of
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the anharmonic oscillator. The quantum anharmonic vibrational parti-












Its convergence with respect to the number of states, given by the num-
ber of harmonic oscillator functions (∆qa = qma −qm−1a < σ, where σ is a
reasonably small number), is used as variational criterion. This condition
is combined with the convergence of the fundamental anharmonic fre-
quency of the oscillator ∆νa = νma − νm−1a < δ, where νa = (1 − 0) /h
(h here is the Planck’s constant). When converged, the energy states are
used to calculate internal energies and entropies.
In order to obtain anharmonic vibrational internal energies and en-
tropies from the sum over the states partition function in (N,V , T) condi-
tions, the sum over the states formulas are plugged into the expressions
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2.8 Proper Sampling of the Potential Energy
Surface
At first sight, sampling the PES according to eq. 2.16 looks straightfor-
ward. The structure is displaced along the normal mode coordinates and
each point on the grid corresponds to a specific energy on the PES. The
question that must be addressed is: how good is this sampling? One a
problem is that normal mode distortions in Cartesian coordinates are rec-
tilinear by definition. Therefore, they do not preserve any internal coordi-
nate, it is not possible to change, e.g. a bond angle, without changing also
a bond distance. Thus the diagonal potential does not directly correspond
to a stretch, bend or torsion, but rather to a mixture of all these internal
coordinates. Furthermore, normal mode rectilinear distortions are valid
for infinitesimal displacements only. This means that any finite displace-
ment, albeit very small, could always be too large to respect the validity
of the linear relation. Moreover, the energy itself is calculated using nu-
merical methods. Therefore, there is a limit on the precision that can be
achieved. This fact imposes the use a sufficiently large displacement able
to produce a reasonable energy change that makes negligible the effect of
the numerical noise. This two counterparts are clearly in opposition. Too
large steps distort the structure without preserving the internal coordi-
nates but too small steps do not allow a numerically stable energy sam-
pling. Figure 2.1 shows a schematic representation of an angle bending
mode of a generic triatomic molecule. It can be observed that using finite
(not infinitesimal) linear displacements the two terminal atoms follow a
line path. The consequence of this is that the bond distance between the
two terminal atoms and the central one elongates when varying the an-
gle. In the case of curvilinear displacements the terminal atoms follow a
circular line. This means that when the angle is changed the two terminal
atoms are kept at a fixed distance form the central atoms.
For high frequency vibrations which have low vibrational amplitudes,
linear (Cartesian) displacements are still a good approximation for a cor-
rect sampling of the PES. However, for low frequency/high amplitude
vibrations, linear displacements result in an artificial coupling of all vi-
brations. Therefore, the sampling does not catch the correct shape of the
PES. Since stretching modes are linear by construction, they are in gen-




Figure 2.1: Schematic representation of an angle bend normal mode motion showing the
results of linear Cartesian displacements (a) and curvilinear internal ones (b).
ear for infinitesimal displacements only [92, 111]. In describing low fre-
quency/high amplitude motions, e.g. in weakly bound systems [28, 29],
rectilinear normal mode displacements (linear combinations of Cartesian
coordinates) are not sufficient. Njegic and Gordon suggested to improve
the sampling of the PES by employing curvilinear normal mode displace-
ments defined using internal coordinates. They have shown [26] that this
approach has a strong effect on the thermodynamics of formation of some
simple molecular systems. Here follows the theoretical background of the
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transformation of normal modes using internal coordinates and the way
to improve the sampling of the PES.
In this work, the sampling scheme in curvilinear normal mode dis-
placements is adapted to treat quantum diagonal anharmonicity in ex-
tended systems in order to get entropy estimates with chemical accuracy.
The definition of internal coordinates for periodic systems, i.e. includ-
ing periodic images in the definition of the topology, has been discussed
in different works [112–114]. The present work uses the definition of
periodic redundant internal coordinates proposed by Bucˇko et al. [114]
due to its completeness in defining intra and inter cell bonds and follows
Boatz and Gordon [25] in defining a Wilson transformation of the nor-
mal modes in internal coordinates. The well known B-matrix [92] gives
the relationship between Cartesian displacement coordinates and internal
coordinates,




Simple internal coordinates are defined as stretching, bends and torsions
and the dimension of their space can vary from 3N− 6, 3N− 5 or 3N− 3
for a non-linear, linear and periodic system, respectively (non-redundant
set) up to a specific number S (redundant set). The use of the latter set is
critical for a proper description of the vibrational modes as also suggested
by Boatz and Gordon [25] and others [115–120]. Independently of the
choice of the internal coordinates, the Cartesian Hessian matrix can be
transformed into internals as
Φ = (B−1)TH(B−1) and vice versa H = BTΦB (2.27)
where Φ is the Hessian matrix in internal coordinates. From the defini-
tion of the diagonal Hessian of eqs. 2.10 and 2.12
STHS = F, where S = M−
1
2 s (2.28)
and substituting the Cartesian Hessian (eq. 2.27) it follows that
F = ST (BTΦB)S = DTΦD (2.29)
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where the matrix
D = BS (2.30)
is the matrix of normal mode eigenvectors [γ1,γ2, · · · ,γ3N]. Each column
corresponds to the internal coordinates coefficients of the linear combi-
nation for a generic k-th normal mode. Having these eigenvectors, the
Cartesian equilibrium geometry can be distorted along each normal mode
by a displacement σk = PdQ
disp
k γk
xdispk = x0 ± (B−1)Tσk (2.31)
Since by construction internal coordinates are non linear (curvilinear), the
above equation must be solved iteratively as well documented in the lit-
erature [111, 121–123]. From the new Cartesian coordinates of eq. 2.31,
a new set of internal coordinates is calculated as ∆Rn = σk − (Rn −
R0) where n is the iteration counter. The quantity ∆Rn represents the
difference between the desired displacement in internal coordinates σk
and the actual one during the iterative back-transformation. The latter
is then used to calculate a new Cartesian geometry xdispk,n+1 = x
disp
k,n +
(B−1)T∆Rn. The iteration is looped until (B−1)T∆Rn < 10−6 or n > 25.
In some cases, the iteration might diverge during the refinement, there-
fore, if ∆Rn > ∆R1, the procedure is stopped and Cartesian geometry
is reverted to the first estimate xdisp1 . While in general such a procedure
is acceptable in structure optimizations, it might be source of severe ac-
curacy problems when trying to sample the PES. A proper choice of the
internal coordinates has proven to be essential to ensure convergence of
the transformation.
A last remark must be spent on the definition of the inverse of the B-
matrix. Since in general the B-matrix is rectangular, no direct inverse ma-
trix can be calculated. To calculate the inverse, several methods have been
proposed [25, 123, 124]. The derivation employed in this work follows the
indications of Boatz and Gordon [25] and Pulay and Fogarasi [124]. The
goal is to remove the redundancies of B which are the linearly depen-
dent rows of the matrix. A squared G matrix (also know as the Wilson
G-matrix) is defined as
G = BM−1BT (2.32)
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where M−1 is the inverse of the atomic mass matrix defined above. The












has 3N−m (m = 6, 5, 3) nonzero eigenvalues and S−(3N−m) zero eigen-
values corresponding to the redundancies therefore the matrix is singular
and cannot be inverted directly. The generalized inverse of the matrix G











transforming it to diagonal form and inverting only the nonzero eigenval-









the expression for the generalized inverse of the B-matrix is obtained
B−1 = M−1BTG−1 (2.36)
When treating large systems with many redundancies, the calculation
and subsequent inversion of G can be computationally demanding. Hav-
ing this expression for the inverse B-matrix, it can be used in the proce-
dure for the internal to Cartesian coordinates back-iteration.
2.9 Hybrid MP2:DFT Optimization
In computational molecular and material sciences Kohn-Sham density
functional theory DFT [4, 125–128] is widely used. Its success is motivated
by the fact that calculations are possible of a wide range of chemical sys-
tems on a relatively large scale with an appreciable accuracy of the results.
Since the exact exchange and correlation density functional is unknown,
many approximations of higher accuracy in describing the system have
been proposed. The hierarchy of exchange and correlation density func-
tional is divided into different types of approximations going from local
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density approximation (LDA) to generalized gradient approximation that
incorporates first (GGA) or higher (meta-GGA) derivatives of the electron
density. Even higher improvement is achieved when including a fraction
of the exact Fock exchange such as in hybrid functionals (e.g. BLYP [129]
functionals family). Experience shows that the latter yields reliable re-
sults for many chemical systems. However, the treatment of large peri-
odic systems (such as solid catalysts) makes these calculations extremely
expensive. Unfortunately, pure GGA type functionals, that are compu-
tationally more efficient in particular with plane waves, are not accurate
enough, especially in the description of the adsorption complexes (long-
range correlation, i.e. dispersion) or in the estimation of reaction barriers
(self interaction error). A partial solution of the first problem is adding a
semi-empirical dispersion term as proposed by Grimme [130]. However,
despite a substantial improvement, the desired chemical accuracy limit
(± 1 kcal/mol ≈ ± 4.2 kJ/mol) is not reached.
To include both long range correlation effects for a better description
of the dispersion and Hartree-Fock exchange to avoid the self interaction
error, a hybrid high-level quantum mechanics - low level quantum me-
chanics mechanical embedding scheme [131, 132] is used. It combines
second-order Møller-Plesset perturbation theory (MP2) [133–136] for a
cluster model of the adsorption complex as the high level method with
density functional theory [18, 125] for the full periodic structure of the
adsorbed molecule - surface (active site) system. The hybrid QM:QM en-
ergy is defined within a subtractive scheme [137]:




where ELL(pbc) is the low level energy of the adsorbed molecule - surface
system including periodic boundary conditions, ELL(C) is the low level
energy for the cluster model of the adsorbed molecule on the surface, and
EHL(C) is the high level energy for the same finite size cluster models.
The result can be viewed as a high level calculation for the cluster model,
EHL(C), to which a long-range correction,
∆LR(pbc,C) = ELL(pbc) − ELL(C) (2.38)
2.9 Hybrid MP2:DFT Optimization 29
evaluated at the low level, has been added, or a low level calculation with
periodic boundary conditions for the full structure, to which a high level
correction,
∆HL(C) = EHL(C) − ELL(C) (2.39)
evaluated for the cluster model, has been added. The dangling bonds of
the cut-out defining the high level cluster are terminated with hydrogen
“link” atoms [137]. Structure optimizations are performed on the com-
bined potential energy surface defined by eq. 2.37 with forces calculated
by the same subtraction scheme [137, 138],
fi,HL:LL(pbc) = fi,LL(pbc) − fi,LL(C) + fi,HL(C) (2.40)
For a given (high level) QM method, the results are affected by the in-
completeness of atom-centered basis sets, resulting in the Basis Set Super-
position Error (BSSE) [139] and the Basis Set Incompleteness Error (BSIE)
[140]. Substantial improvements with respect to the complete basis set
(CBS) limit can be achieved if an extrapolation is performed on the BSSE-
free potential energy surface [141]. The adopted procedure, CPC-CBS
scheme, allows us to unmask the Basis Set Incompleteness Error (BSIE)
and to investigate Basis Set Superposition Error (BSSE)-free PES. For the
interaction of a molecule A with a surface S, the binding energy is defined
as
∆E = EA−S − EA − ES (2.41)
The unphysical lowering of the energy of the complex due to the pres-
ence of the basis function of the other sub-system, , according to the
function counterpoise scheme of Boys and Bernardi [139], is:
 = [E(A//A− S) − E ({S}A//A− S)] + [E(S//A− S) − E (S {A} //A− S)]
(2.42)
where A//A − S and S//A − S are the two components in their frozen
complex structure. In particular, E({S}A) and E(S{A}) are the energies of
the components A and S, respectively, in presence of the total basis set of
the complexA−S. Counterpoise-corrected binding energies are obtained
30 Methods
as
∆Ecpc = ∆E+  (2.43)
The extrapolation of the CPC-energies uses Dunnings correlation consis-
tent basis sets for two consecutive cardinal numbers X=2 (double-ζ, D)
and X=3 (triple-ζ, T) in the present case [140]. For the Hartree-Fock (HF)
part, an exponential extrapolation scheme is applied [142, 143]
EHF,X = EHF,∞ +A exp (−1.5X) (2.44)
while an inverse power law is used for the correlation energy [144]
Ecorr,X = Ecorr,∞ +AX−3. (2.45)
This defines a multi-level computational scheme that combines the sub-
traction scheme for embedded cluster calculations, eqs. 2.37 and 2.40,
with basis set extrapolation for the counterpoise corrected high-level (here
MP2) cluster energy. This multilevel method avoids artifacts in the equi-
librium structure prediction as for example a typically too short distance
between the adsorbed molecule and the surface.
2.10 Computational Protocol
Figure 2.2 shows a flowchart of the protocol applied in this work to ob-
tain accurate estimates of thermodynamic functions of adsorption. The
programs employed to calculate specific quantities, namely structures,
energies, and vibrational frequencies, are highlighted in blue.
2.11 Models and Computational Details
In this section, the structural models employed in the periodic and cluster
calculations for the system studied in this work are reported with the
respective computational details.


























Figure 2.2: Flowchart of the computational protocol described and used in this work. In
capital blue letter the computer programs used at each specific step are reported.
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2.11.1 Calculations with Periodic Boundary Conditions
Methane on MgO(001)
To model the adsorption of methane on the MgO(001) surface, the “ROT”
structure [39] has been adopted which was also considered by Tosoni and
Sauer [44] (cf. Figure 2.3). It consists of a slab of three layers of magne-
sium oxide where at each surface four methane molecules are adsorbed.
The surface is a 2a× 2a supercell formed by three layers of MgO. The
2× 2 double cell is mandatory to accommodate the methane molecules in
this particular arrangement. The dimensions of the orthorhombic unit cell
are 8.42×8.42×25.00 A˚. The size of the c lattice parameter ensures enough
vacuum to avoid artificial interactions between the periodic images.
Figure 2.3: Slab model for methane adsorption on MgO(100) surface proposed by Tosoni
and Sauer [44] showing the double monolayer structure on each side of the slab. Color
key: green - megnesium, red - oxygen, gray - carbon, and white - hydrogen.
The gas phase calculation of the methane molecule has been performed
for an orthorhombic supercell of 8.42×8.42×25.00 A˚.
A 400 eV energy cutoff has been been employed using projector-aug-
2.11 Models and Computational Details 33
mented wave (PAW) scheme [145, 146]. The threshold for energy conver-
gence between two consecutive SCF cycles is 10−8 eV/cell. The reciprocal
space has been sampled using a Monkhorst-Pack grid [147] of 2×2×1 k-
points. To describe properly the dispersion interactions for Mg 2+ ions, the
Grimme’s parameters for Ne have been used (c6 = 0.63 and R6 = 1.243)
as proposed in ref. [44], combined with the PBE [148] functional. The
Hessian matrix has been calculated for each structure using VASP Carte-
sian central displacements providing the initial guess for the eigenvec-
tors to be used in the normal mode optimization. Optimization in normal
mode coordinates was implemented in the program EIGEN OPT [1] and
applied to each structure. Since the sampling of the energy is more ac-
curate using normal mode coordinates, it has been possible to converge
the gradients up to 10−6 eV/A˚. Calculation of harmonic frequencies in
normal mode coordinates and fit of the PES to a sixth order polynomial
was implemented in the program EIGEN HESS ANHARM INT [2]. Both
programs are written in Fortran90 (F90) and interfaced with VASP [18] in
order to get total energies and gradients from single point calculations
and Hessian matrix to get frequencies and corresponding eigenvectors.
The calculation of the internal coordinates and relative B-matrix are per-
formed using the Python script WriteBmatrix.py by Tomas Bucˇko [114].
Methane, Ethane, and Propane in H-CHA
Figure 2.4 shows the model H-CHA (or H-SSZ-13) supercell employed
in the periodic calculations. The structure of interest is a 2a monoclinic
supercell of acidic chabazite (a = 18.90 A˚, b = 9.44 A˚, c = 9.29, α = 94.0◦,
β = 94.9◦, γ = 95.4◦). The supercell accommodates two substitutional
Al atoms, i.e. two active sites. The total Si/Al ratio is 11/1. The acidic
hydrogen is located at the O2 position following the work of Bucˇko [30].
Although the unit cell of chabazite is trigonal (R3m, a = 9.4 A˚, α =
94◦ [80]), the monoclinic model employed allows a low Si/Al ratio and
ensures a negligible lateral interaction between the adsorbed molecules.
This model has been largely employed in many computational works [6,
30–32, 149]. Each of the adsorbed molecule forms a complex with only
one of the two Brønsted acidic sites present in the supercell. Methane,
ethane and propane molecules have been put in a cubic cell of 15×15×15
A˚. This avoids fictitious later interaction between period images for the
gas phase molecules.
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Figure 2.4: H-CHA 2a supercell showing the acidic hydrogens in position O2 (oxygen
shared by 2 8-membered ring and 1 4-membered rings). Color key: yellow - silicon, red -
oxygen, blue - aluminum, and white - hydrogen.
Each plane-wave calculation has been performed using the VASP pro-
gram [18]. A 600 eV energy cutoff at the Γ -point only has been em-
ployed using the projector-augmented wave (PAW) scheme [145, 146].
The threshold for energy convergence between two consecutive SCF cy-
cles is 10−8 eV/cell. The PBE [148] functional has been employed using
Grimme’s “D2” parameters [130] to include dispersion interactions [150].
All the structures have been pre-optimized using VASP conjugate gradi-
ents algorithm converging the gradients up to 10−4 eV/A˚. Optimization
in normal mode coordinates and frequency calculation have been carried
out using the same approach described for the case of alkanes adsorption
on the MgO(001) surface.
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2.11.2 Cluster Calculations
Methane, Ethane and Propane in H-CHA
The clusters employed in the low and high level calculations are 8 T11H
(following the nomenclature of refs. [7, 131, 132]) as shown in Figure 2.5
where each Si, O and Al dangling bond has been passivated with a termi-
nal H atom along the direction of the broken bond. The structures are cut
out of the normal mode optimized periodic structures. The criterion used
for selecting the atoms of the cluster is based on a sphere of 500 pm radius
around the adsorbed carbon atom of the alkane. Based on this rule, every
cluster resulted to be isostructural to each other. The same geometry has
been used for the free H-CHA cluster (see Figure 2.5).
Figure 2.5: 8 T11H cluster model employed in the hybrid MP2:DFT+D calculations. Color
key: yellow - silicon, red - oxygen, blue - aluminum, and white - hydrogen.
For the high level part of the hybrid scheme, MP2 calculations have
been carried out using the resolution of identity (RI)-CC2 module [133,
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135, 136] available in version 6.5 of the TURBOMOLE program [134].
For all atoms in the system, Dunning’s correlation-consistent polarized
valence basis sets (cc-pVXZ) of systematic increasing quality from X=2
(double-ζ, D) to X=3 (double-ζ, T) [140, 151] have been used and 1s frozen-
core approximation applied. For the low level, part the clusters have been
put in a cubic cell of 20×20×20 A˚to avoid interactions with the periodic
images. The settings of the calculations are identical to the ones used to
calculate the periodic structures for alkanes in H-CHA.
3 Results and Discussion
3.1 Normal Mode Coordinate Optimization
3.1.1 Methane, Ethane, and Propane
First, the three small molecules of interest for the adsorption studies have
been considered. Structural optimization in normal mode coordinates
leads to lower energy structures (see Figure 3.1).
It is no surprise that for methane and ethane the effect of structure re-
finement is rather small in the energy whereas for propane the change
is noticeable (∼ 0.19 kJ/mol). It mainly arises from the optimization of
different hindered rotor modes which, due to the flatness of the potential
energy surface, cannot be accurately minimized using common coordi-
nates. While the energy minimization converges after very few steps, the
gradients (considered in this study as the only criterion to stop the min-
imization process) need more steps. This feature can be ascribed to two
possible opposite driving forces. While the gradient is a vector quantity
and contains much more detailed information, it suffers, for the same rea-
son, from more numerical noise. On the other hand the energy is a scalar
with averaged information. Therefore, the noise is more systematic re-
sulting in a faster convergence of this parameter during the optimization.
3.1.2 Adsorption Structures in H-chabazite
The accurate determination of the adsorption structures of molecules at
a catalytic site is a challenging goal in the field of theoretical catalysis.
One of the main structural features of zeolites is the floppiness of their
lattices. This makes zeolites very susceptible to external perturbations
such as molecules entering the cavity. Therefore, the optimization of
such structures, involving floppy motions of the zeolite framework and
low frequency motions (hindered translations and rotations relative to the
framework) of the adsorbed molecules [14], can be not trivial.
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Figure 3.1: Energy minimization profile for methane, ethane and propane under normal
mode coordinates optimization.
Once a reference structure has been pre-optimized using standard carte-
sian optimization methods, a more accurate minimization can be applied
in order to refine the structure. In Figure 3.2, the energy minimization
profiles for the adsorption structures of methane, ethane and propane at
the catalytic OH group are reported.
The effect of the optimization in normal coordinates on the energy is
much more evident. While for unloaded H-CHA and for the methane
adsorption complex the optimization leads to a simple structural relax-
ation, with the energy smoothly converging, in the other cases a local
rearrangement is taking place. The “bumps” in the profiles at the begin-
ning of the minimizations indicate substantial structural changes. This
fact shows that the optimization scheme, exploring the local PES, is able































Figure 3.2: Energy minimization profile for structure refinement using optimization in
normal mode coordinates. Unloaded H-CHA and its adsorption complexes with methane,
ethane, and propane adsorbed via primary and secondary carbon.
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to find more stable configurations. This is not surprising since the im-
plemented algorithm uses the RFO approach [97] to calculate the steps
allowing the search for other stationary points in the neighboring region
and supplying a better description of the local PES through a [2/2] Pade´
approximant. This is a major improvement in such anharmonic regions.
Figure 3.3 shows the adsorption complexes. As a common structural
motif, the acidic hydrogen in O2 position points toward the carbon atom,
extending its coordination sphere by a fifth hydrogen atom, however at
much larger distance. Table 3.1 reports the most relevant interatomic dis-
tances (r1 (rC···H(O)), r2 (r(C)H···O)). Using the method proposed here,
the local coordination of the alkane does not change much depending on
the carbon number. This is expected since the methyl and ethyl groups of
adsorbed ethane and propane are not involved in the specific interaction
of the methyl group with the surface OH group. This feature was not ob-
served in previous calculations using standard optimization techniques
with Cartesian coordinates [6, 30].
Table 3.1: Relevant bond distances (pm) for adsorption complexes.
Alkane PBE+D (this work) PBE+D [6] PW91 [30]
r1 r2 r1 r1 r2
methane 215 256 212 247 364
ethane 214 273 236 235 252
propane(C(1◦))a 213 264 238 240 252
propane(C(2◦))b 218 264 – 251 255
a Propane adsorbed via primary carbon to hydroxyl group.
b Propane adsorbed via secondary carbon to hydroxyl group.
Comparison of the electronic adsorption energies (Table 3.2) shows a
rather small but general stabilization of the adsorption complexes whose
structures have been refined by re-optimization in normal coordinates.
If the absolute energies are taken into account, it is clear that the struc-
tural changes are extremely relevant. It will be shown below how the
frequencies and thus the vibrational energies are affected by changes of
the reference structures.
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Figure 3.3: Adsorption complexes of (a) methane, (b) ethane, (c) propane via primary
carbon and (d) propane via secondary carbon with the acidic group at HO2 in an 8-
membered ring of H-CHA.
3.2 QM:QM Hybrid Optimization
3.2.1 Adsorption Structures in H-chabazite
The adsorption complexes of methane, ethane, and propane with the
acidic active site of H-CHA have been pre-optimized using the conjugate-
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Table 3.2: Electronic energies, ∆Ee in kJ/mol, for adsorption of alkanes in H-CHA
(θ =0.5). Re-optimization in normal mode coordinates vs. optimization in Cartesian
coordinates.
Alkane PBE+D (this work) PBE+D [6] PW91 [30]
Normal mode Cartesian Cartesian Cartesian
methane −34.77 −34.72 −32.32 −11
ethane −47.02 −45.78 −43.42 −10
propane(C(1◦))a −58.89 −57.32 −59.44 −15
propane(C(2◦))b −58.04 −58.30 - −11
a Propane adsorbed via primary carbon to hydroxyl group.
b Propane adsorbed via secondary carbon to hydroxyl group.
gradient algorithm implemented in VASP and subsequently refined using
an optimization algorithm that uses normal-mode coordinates instead of
Cartesians as described in the previous sections. Despite these optimized
structures are very accurate, PBE+D is still not accurate enough to de-
scribe properly the correlation effects that are essential in describing ad-
sorption. Therefore, each of the optimized structures discussed above
have been refined using an hybrid approach combining high-level finite
cluster MP2-CPC energies extrapolated at the infinite basis set limit using
a localized atomic centered basis set with low-level cluster and periodic
PBE+D energies using plane wave basis set within a subtractive QM:QM
scheme [7, 131, 132, 150]. For the successive discussion, it is worth men-
tioning that the electronic and geometric structure of both the hybrid op-
timized systems (MP2/CPC-CBS(D,T):PBE+D) and the normal-mode op-
timized ones (PBE+D) used for the vibrational analysis do not correspond
as they belong to two different PES. However, such a procedure is accept-
able since the PBE+D PES curvature around the local minimum consid-
ered, determining the entity of the harmonic and anahrmonic frequencies,
is enough accurate to get reliable results.
Table 3.3 reports the most relevant interatomic distances as in Table 3.1.
Compared to the hybrid MP2:PBE+D results, PBE+D yields much shorter
molecule surface distances in accord with substantial overbinding.
In addition to the total energies, Table 3.4 shows also the individual
contributions to the hybrid QM:QM model for the adsorption structures
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Table 3.3: Relevant bond distances (pm) for adsorption complexes optimized at the
PBE+D and hybrid MP2/CPC-CBS(D,T):PBE+D level.
Alkane PBE+D MP2:PBE+D
r1 r2 r1 r2
methane 215 256 228 292
ethane 214 273 221 278
propane(C(1◦))a 213 264 219 290
propane(C(2◦))b 218 264 219 298
a Propane adsorbed via primary carbon to hydroxyl group.
b Propane adsorbed via secondary carbon to hydroxyl group.
Table 3.4: Electronic adsorption energies obtained with the hybrid MP2/CPC-CBS(D,T):
PBE+D method, and energy contributions for the periodic model, S, and the cluster model,
C, obtained with different methods for alkane adsorption in H-CHA (kJ/mol). Long range




PBE+Dc −34.72 −45.78 −57.32 −58.30
PBE+D −33.02 −44.15 −58.47 −56.89
PBE −8.08 −7.84 −7.84 −8.32
D −24.94 −36.31 −50.63 −48.57
∆LR
PBE+D −3.98 −15.05 −24.78 −21.83
PBE 0.53 −4.61 −5.66 −4.10
D −4.51 −10.44 −19.12 −17.73
C MP2 −21.36 −21.17 −21.87 −22.30
∆HL 7.68 7.93 11.82 12.76
Total hybrid −25.34 −36.21 −46.65 −44.13
a Propane adsorbed via primary carbon to hydroxyl group.
b Propane adsorbed via secondary carbon to hydroxyl group.
c At the PBE+D minimum.
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considered. The MP2 energies for the cluster models lie all within 21.2
and 22.3 kJ/mol, and the chain length variation results from the long-
range correction, ∆LR, evaluated at the PBE+D level. The PBE+D results
for the periodic model at the hybrid MP2:PBE+D structure hardly differ
from the PBE+D energies for the structures optimized at this level. As
it will be clear later, the hybrid level energies combined with the anhar-
monic corrections to the vibrational structure allow accurate estimations
of the thermodynamic functions.
These two different optimizations play a very important role in the
calculation of thermodynamics properties when chemical accuracy is the
goal. On the one hand, the normal mode coordinates optimization allows
a proper localization of the minimum ensuring in this way a stabilization
of the vibrational structure. It is in fact common that standard optimiza-
tion schemes are in many cases not able to give properly optimized struc-
tures, i.e. all the harmonic frequencies real. This feature is very common
when looking for equilibrium structures of loosely bound complexes such
as adsorbates or supramolecules. As already mentioned, plane wave pe-
riodic DFT suffers from numerical noise. Therefore, standard optimiza-
tion techniques on a very flat PES can lead to several imaginary modes
that affect strongly the accuracy in the calculation of the thermodynamic
properties via partition function since such modes cannot be included in
the sum. The implemented normal mode coordinates optimizer proved
to be extremely accurate in many tests leading to an all-real set of har-
monic frequencies.
On the other hand, since PBE+D is not accurate enough in describing
non covalent interaction (such as molecular adsorption) with chemical,
accuracy the corrections to the energies using explicitly correlated meth-
ods such as MP2 is fundamental. Optimizing the structure on the hybrid
MP2:PBE+D PES allows an accurate localization of the minimum with a
proper description of the dispersion interactions with reasonable compu-
tational times. As it will be clear later, this is step mandatory in calculat-
ing accurate quantum chemical enthalpies and free energies.
3.3 Normal Mode Frequency Calculation
In this section, the results of a frequency calculation via normal mode
displacement are reported in detail, using both Cartesian and internal co-
3.3 Normal Mode Frequency Calculation 45
ordinates distortions. The aim is to elucidate clearly the outcome of the
numerical differentiation along the normal modes and how the increasing
number of symmetric displacements determines the accuracy of the har-
monic frequencies calculation. Moreover, the results validate at the same
time the quality of the PES sampling along the normal mode coordinates.
The example reported as test case is the so called soft modes region of the
H-CHA model used in this work. This system is particularly suitable for
testing these techniques since the soft modes regions of every zeolite sys-
tem is characterized by many densely populated vibrational states. In
addition, these modes are particularly low in energy. From the compu-
tational point of view, this means that the PES along such normal modes
is particularly flat and, therefore, inaccuracies arising from the numerical
noise are progressively more pronounced. Figure 3.4 illustrates how the
use of more points in the numerical differentiation enhances the accuracy
of the calculated frequencies. It shows the ratios of the frequencies cal-
culated with 2-, 4- and 6-points with respect to the 8-point frequencies
(considered as the best estimate) for the soft modes region of the unloaded
H-CHA. The upper panel shows the results for the Cartesian coordinates
distortions (eq. 2.16) while the lower one shows the results obtained by
internal coordinates distortions (eq. 2.31). The frequency sets are con-
verging while the number of points grows. The limit of 8-points displaced
along each normal mode can be considered reasonably accurate.
It must be pointed out at this point that this is an accurate harmonic
value for the given potential energy surface, obtained in this case by PW-
DFT, PBE+D approach, which is not necessarily close to the experimental
value. It rather means that the errors associated with the numerical noise
become progressively negligible. Thus the estimation of the harmonic
frequencies can be improved using more symmetric displacements with-
out risking to explore meaningless regions of the PES, i.e. too far from
the minimum or in the wrong direction. It confirms that the quality of
the first Hessian matrix and its relative eigenvectors are a good guess
and this particularly depends on the refinement due to the normal mode
optimization. Last, the convergent behavior assesses the quality of the
potential energy fit used to derive the anharmonic potential of eq. 2.18.
Figure 3.4 gives also information about the two different sampling pro-
cedure. It is clear that the distortions using internal coordinates are con-
verging more regularly that the Cartesian ones. More symmetric points
lead in the case of the internal coordinates distortions to a slightly higher











































Figure 3.4: Ratios between numerical frequencies calculated with 2-, 4-, and 6- points
formulas and a reference set of frequencies (dashed line) calculated with an 8-point formula
for the vibrations lower than 300 cm−1 in unloaded H-CHA. The upper panel refers to
the results obtained using Cartesian coordinates distortions while the lower one refers to
the results obtained using internal coordinates distortions.
frequency as the ratio with between the 8-points result is generally smaller
that 1. This trend is opposite in the case of Cartesian coordinates distor-
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tion. The origin of this behavior is not fully clear but it can be associated
with an inaccurate sampling along the normal mode. However, the devi-
ations of the Cartesian distortions are extremely high if compared to the
internal ones. As it will become clearer later, this significant lowering of
the Cartesian coordinates distortion frequencies with an increasing num-
ber of points is not reflected in the resulting anharmonic frequencies. The
latter are in most of the cases higher than the corresponding harmonic
frequencies, meaning that the Cartesian sampling procedure faces limits
when treating low frequency/high amplitude modes.
3.4 Anharmonic Frequency Calculation
Inclusion of anharmonic correction to the vibrational frequencies of a sys-
tem is mandatory to reach chemical accuracy in the prediction of thermo-
dynamic properties. This point is central to the discussion of this work
and it will be shown that the consequences can be crucial. However, ap-
plying proper anharmonic corrections is not trivial and a certain atten-
tion must be paid to the outcome of the results which can be in some
cases contradictory. As mentioned, the method adopted in this work to
include anharmonicity is a variational scheme based on the solution of the
Schro¨dinger equation for an Hamiltonian containing a sixth order model
potential. To calculate this potential, the PES is sampled along the normal
modes of vibration and fit to a sixth order polynomial. The choice of the
coordinate system for making the proper sampling of the PES has been
exposed theoretically in Section 2.8. Here follow two examples that show
the consequences of this choice on the anharmonic frequencies. Later, the
first applications to the thermodynamics of adsorption of two systems are
presented.
3.4.1 Ethane Internal Rotation Mode
A typical case of failure of the harmonic approximation is the internal ro-
tation of the two methyl groups in the ethane molecule which has been
studied intensively with different approaches [152–156]. Here, a sinu-
soidal potential is approximated with a parabolic function which hardly
describes the real situation. Using the variational approach to anhar-
monicity exposed in this work can solve the problem but the choice of
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the proper displacement coordinate system determines the quality of the
results.
Table 3.5 reports the harmonic and anharmonic frequencies for this in-
ternal rotation mode of ethane. The single point energies are calculated
at the same level of theory (PW DFT, PBE+D, supercell).
Table 3.5: Harmonic, ν, and anharmonic, ν∗, vibrational frequencies (cm−1) for the





The frequencies at the harmonic level do not match, showing that the
one calculated using internal coordinates distortions is lower than the
Cartesian one. However, this discrepancy is not as significant as the dif-
ference in the results obtained applying the anharmonic corrections. The
anharmonic frequency obtained by Cartesian distortions is by 89 cm−1
higher than its corresponding harmonic value. This feature is in con-
tradiction with the expected results, i.e. a lowering with respect to the
harmonic vibrational frequency. In the case of the anharmonic frequency
obtained by internal coordinates distortions, the frequency lowers by 14.3
cm−1, getting very close to the experimental value (289 cm−1 [157]). To
understand the origin of such a large discrepancy in these results visu-
alizing the plot of the PES sampling along the normal mode of vibration
gives already part of the answer. Figure 3.5 shows the plot of the poten-
tial energy single points along the internal rotation normal mode together
with the corresponding sixth order fitted polynomial.
It is evident that the points of each of the two sampling approaches
belong to two completely different PES as they never match. What is im-
portant to observe is that the set belonging to the internal coordinates
distortions are always lower in energy with respect to the Cartesian set.
At this point, the origin of the higher anharmonic frequency in the case
of Cartesian coordinates distortion is clearer. However, this does not ex-
plain why the two sampling procedures give such different results. As
discussed in detail in Section 2.8, the definition of normal mode coor-
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Figure 3.5: Potential energy curve for the internal rotation mode of ethane sampled using
Cartesian and internal coordinates distortions.
dinates as linear combination of Cartesian coordinates is by construc-
tion valid for infinitesimal displacement only. Low frequency vibrations
such as internal rotations have very large amplitude. This means that
to explore the PES sufficiently, the steps used have to be relatively large.
This leads to a strong coupling of the different vibrational coordinates
[25, 26, 28, 29, 123], mixing up torsions with angle bends and stretching
modes. To see the evidence of this fact, Figure 3.6 shows the plot of the
averaged variation of the C−H bonds of the methyl groups from their
equilibrium position during the sampling.
It is clear that the use of Cartesian displacement coordinates leads to a
strong coupling between the torsional mode and all the C−H stretching
modes of the methyl groups. Superposing Figure 3.6 and Figure 3.5, it
is clear how this spurious variation of the C−H bond distance overlaps
with the energy sampling determining a higher potential along the nor-
mal mode. The result of this coupling is the main origin of the results
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Figure 3.6: Average C−H bond length variation from the equilibrium position during
the sampling along the internal rotation mode of ethane using Cartesian and internal
coordinates distortions.
reported in Table 3.5. Small variations are observed also in the case of
internal coordinates distortions. However, they are so insignificant that
they do not affect the results of the anharmonic frequency calculation.
3.4.2 Methane Hindered Rotation Mode in H-chabazite
Having shown in the previous subsection the influence of the choice of
the displacement coordinates system on a gas phase molecule low fre-
quency mode, it will be now shown how this applies also in a more com-
plex case. Molecular adsorption implies that the physisorbed molecule
can still translate and rotate with respect to the surface or active site.
However, these translations and rotations are no longer free as they take
place within a potential generated by the crystal structure and they are
treated in this work as vibrational modes. Such vibrations are commonly
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called hindered translations and rotations since they retain a large contri-
bution of original gas phase degrees of freedom. This motions imply that
the molecule moves rigidly with respect to the surface or active site in a
similar manner to the torsion of the methyl groups in the ethane molecule
shown before. Such a motion is hardly reproduced by displacing the
atoms along the normal mode using Cartesian coordinates distortions as
they tend to couple many other vibrational modes. Therefore, the inter-
nal coordinates of the adsorbed molecule, especially if they involve light
atoms like C−H bond, are not preserved and the sampling is an over-
lap of a hindered translation or rotation with bond stretching and angle
bends.
To illustrate this, a hindered rotation mode has been selected for a
methane molecule adsorbed in H-CHA (see model Section 1.3). This vi-
bration consists in a rigid rotation of the methane molecule perpendicular
to the O−H axis of the Brønsted acidic site. Figure 3.7 displays, as in the
case of ethane, the averaged variation of the C−H bonds of the methane
from their equilibrium position during the sampling.
Here, the influence of the coordinates system chosen to make the dis-
tortions along the normal mode is dramatic. The Cartesian displacements
produce a very strong coupling with all the C−H bond distances which
stretch by up to 0.5 pm. The effect on the aharmonic frequencies is conse-
quently very large as reported in Table 3.6.
Table 3.6: Harmonic, ν, and anharmonic, ν∗, vibrational frequencies (cm−1) for a hin-






Again, the shape of the plot of the two sampling along the normal mode
reveals that two different PES directions have been explored as shown in
Figure 3.8. It is also clear in this case that the PES sampled using Cartesian
coordinates distortions does not represent the real picture for the specific
normal mode.
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Figure 3.7: Average C−H bond length variation from the equilibrium position during
the sampling along a hindered rotation mode of methane in H-CHA using Cartesian and
internal coordinates distortions.
These errors in the estimate of the frequencies have a large impact on
the accurate determination of the thermodynamic functions. Since en-
tropy behaves asymptotically with frequencies approaching the zero, it is
very sensitive to changes in the soft modes region. As it will be exposed
in the next sections, apparently negligible inaccuracies in the frequency
calculation lead to enormous deviation of the calculated thermodynamic
functions with respect to the experimental values.
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Figure 3.8: Potential energy curve for a hindered rotation mode of methane in H-CHA
sampled using Cartesian and internal coordinates distortions.
3.5 Assessing the Accuracy of the
Thermodynamic Functions
In this section, two cases of molecular adsorption are considered. The
first one is the adsorption of methane in H-CHA at experimental con-
ditions since zeolites are the main adsorbent materials of interest in this
work. Moreover, this case has been intensively studied from the theoret-
ical point of view partly due to the relatively small cell [6, 16, 30, 31, 131,
158–160]. The second case is the adsorption of methane on the MgO(001)
surface at Ultra-High Vacuum (UHV) conditions. This case is particu-
larly interesting since the methane molecules form a pure van der Waals
monolayer on the MgO surface which has been studied both experimen-
tally [38–43] and theoretically [44].
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3.5.1 Methane Adsorption in H-chabazite
Due to the particular soft vibrational structure of zeolites [20–23], large
amplitude motions not only occur for the molecule - active site vibrations
but also for the crystal framework modes. Therefore, the description of
normal modes in terms of internal coordinates is mandatory to sample the
PES correctly. For each vibrational mode, a new set of accurate harmonic
frequencies has been calculated using distortions of the normal mode in
internal coordinates. 8 symmetric points are used and the Fornberg for-
mulas [104] are applied. As previously [1], having this accurate sampling,
the PES can be fit to a 6-th order polynomial and used to calculate anhar-
monic frequencies for all modes and thermodynamic functions.
To get an accurate estimate of the internal energy and enthalpy, the
electronic energy differences are calculated at the minimum of the MP2/
CPC-CBS(D,T):PBE+D potential energy surface (see Table 3.4).
Table 3.7 shows the thermodynamic functions for the adsorption of
methane in acidic chabazite at experimental conditions (303 K, 0.1 MPa)
for half coverage (θ = 0.5). The method “Standard” refers to the results
obtained using VASP conjugate-gradient optimization and Cartesian har-
monic analysis. Comparison is made with the results obtained after re-
fining the structure with the normal mode optimizer and calculating the
vibrational partition function using harmonic frequencies resulting from
Cartesian distortions (Cart) or from normal mode distortions (NM). In ad-
dition, results are compared with anharmonic frequencies obtained from
rectilinear (anh-Cart) or from curvilinear distortions (anh-int). Thermal
contributions to the total energies are derived from the translational, ro-
tational and vibrational (harmonic and anharmonic) partition functions.
Figure 3.9 summarizes the results. The black solid line is the exper-
imental value for methane adsorption on a sample of H-CHA (Al/Si =
1/14) and the grey bar around it represents the chemical accuracy “re-
gion” (XExp ± 1 kcal/mol ≈ XExp ± 4 kJ/mol). The red full square is the
MP2/CPC-CBS(D,T):PBE+D adsorption energy.
The results show that the anharmonic corrections affect the thermo-
dynamic functions significantly. Entropy is extremely sensitive to such
changes in the vibrational structure. There are large differences of almost
20 kJ/mol between the entropy term calculated using anharmonic fre-
quencies with internal coordinate sampling (anh-int) and harmonic fre-
quencies calculated in different ways (Standard, Cart, NM). This illus-


















































Figure 3.9: Enthalpies, ∆H, entropy ,−T∆S and Gibbs free energies, ∆G, for adsorption
of methane in H-CHA at experimental conditions (303 K, 0.1 MPa, θ =0.5) all in kJ/mol.
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Table 3.7: Zero Point Corrected Energies, ∆E0, Enthalpies, ∆H, Entropy Terms,−T∆S,
and Gibbs Free Energies, ∆G, for Adsorption of Methane in H-CHA at Standard Condi-
tions (303 K, 0.1 MPa, θ =0.5), all in kJ/mol.
Harmonic Anharmonic Exp.
Standarda Cartb NMb anh-Cartb anh-intb
∆E0 −19.95 −20.55 −19.62 −21.33 −19.85 -
∆H −21.08 −21.83 −19.68 −26.57 −15.17 −17.4
−T∆Sc 37.40 32.13 34.53 44.60 19.25 19.2
∆G 16.32 10.30 14.85 18.03 4.08 1.8
a Reference structure optimized using VASP conjugate-gradients.
b Reference structure optimized using normal mode coordinates.
c 43.56 and 12.94 kJ/mol due to loss of translational and rotational degrees of freedom
respectively.
trates the failure of the harmonic oscillator model in describing weak and
non-covalent bonding of the nuclei. This breakdown can be explained
by the specifics of the adsorption process. When the adsorption com-
plex is formed, the molecule looses its translational and rotational DOFs
which are converted into vibrations. The translations and the rotations in
the gas phase give to the system a higher entropy than the one resulting
from the six molecule - surface vibrations. Therefore, adsorption is gen-
erally accompanied by a relatively high entropy loss. Describing the ad-
sorption complex as a pure system of harmonic oscillators (especially for
molecular- and physi-sorption) is definitely a rough approximation since
the weak interactions of the molecule with the active site are far from be-
ing well represented by a mass-spring model. The results is a fictitiously
large entropy loss becoming unreasonable when the temperature of the
system increases i.e. when a strongly bound model for the adsorption
complex becomes unrealistic.
Attention must be paid to the way the PES is sampled along the normal
modes and the consequences that this can have on the thermodynamics
[26]. The enthalpy and entropy differences between (anh-int) and (anh-
Cart) are huge. The variational scheme proposed uses one-dimensional
model potentials from a polynomial fit of the PES. As explained in the
introduction, for large amplitude modes, rectilinear distortions are not
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able to preserve the internal coordinates of the system unless infinitesi-
mal steps are used. The result is a fictitious coupling of all the modes.
Therefore, the PES is not sampled along the normal mode only, but re-
ceives contributions also from other coupled coordinates and this results
in a potential well that is narrower than the starting harmonic one. This
is the reason why anharmonic contributions from rectilinear PES sam-
pling yield higher frequencies and, thus, lower vibrational entropies of
the adsorption complex. This is avoided when the normal modes are ex-
pressed in curvilinear coordinates. The anharmonic corrections obtained
this way go in the right direction and are very close to the experimental
values. The deviations for the enthalpy, the entropy term −T∆S, and the
Gibbs free energy are with 1.69, 0.05, and 2.28 kJ/mol all within chemical
accuracy limits.
A final remark concerns the choice of the sets of internal coordinates
employed. In this work, simple internals are used to describe covalent
bonds such as bond stretches, angle bends and torsions, while for long-
range interactions inverse power coordinates proposed by Baker and Pu-
lay [122] are used. In most cases, even a redundant set of coordinates
obtained from the topology of the system using standard covalent and
van der Waals radii is not complete enough to describe specific vibra-
tional modes. It is possible then to scale the covalent and van der Waals
radii in order to include more internals able to describe a specific motion.
Unfortunately, this procedure cannot be easily generalized and the user
must pay attention to selecting a proper set of internals for some specific
modes. As an empiric rule, it has been observed for this specific case that
hindered rotational modes are better described when the covalent radius
is expanded by 20-30%. This way, more bending and torsional coordi-
nates are generated between the active site and the molecule able to de-
scribe the particular kind of motion. To model more accurately hindered
translational modes, the van der Waals radius is expanded by 80-100% or
more if needed. This partially ensures a proper motion of the adsorption
complex keeping spurious contributions from other internal coordinates
negligible. As mentioned, no general recipe can be applied to such prob-
lems and some chemical intuition is still needed to solve every specific
cases. Even for small molecular cases, a proper set of internals has to be
chosen accurately case by case [28, 29]. It is therefore clear that, for large
systems the control of the user is more limited and many tests must be
done in order to get an appropriate set. For some modes, the problems
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are pathological and anharmonicity cannot be meaningfully treated. In
these cases, simple harmonic frequencies are taken, but they are anyway
a small minority in the whole set of frequencies.
3.5.2 Methane on the MgO(001) Surface
The theoretical study of the adsorption of a methane monolayer on the
clean MgO(001) surface is challenging. On the one hand, magnesium ox-
ide is an ionic crystal with a very stiff structure whose vibrational struc-
ture is relatively high in energy [161, 162]. The low frequency phonon re-
gion is not populated as in the case of zeolites and the methane monolayer
modes are practically independent (uncoupled) from the crystal surface.
Therefore, the use of rectilinear displacements is sufficient for sampling
the PES of the normal mode vibrations of the bare MgO model surface.
Nevertheless, particular attention must be paid to the choice of the set
of redundant internal coordinates for the adsorption complex. The best
choice proved to be a minimal set of valence type internal coordinates (i.e.
0% of covalent radii expansion) whereas the non-bonded type internal co-
ordinates were determined expanding the van der Waals radii by 300% of
their original values. This combination appeared to be the best compro-
mise to describe both high frequency (intra-molecular and crystal) modes
and low-frequency (inter-molecular monolayer and surface) modes.
For this system, the electronic energy difference at the minimum of the
PES is taken from MP2:PBE+D + ∆CCSD(T) calculations of Tosoni and
Sauer (Table 14 of ref. [44]). In Table 3.8, the PBE+D energy and the hybrid
MP2:PBE+D + ∆CCSD(T) energy [44] are reported. The latter value is
used for ∆E in this case whereas all nuclear motion contributions refer to
the PBE+D potential energy surface.
Table 3.9 shows the thermodynamic functions related to the adsorption
of a monolayer (θ = 1) of methane on the MgO(001) surface at desorp-
tion conditions (47 K, 1.3× 10−14 MPa). The nomenclature is the same as
for Table 3.7. The column “Standard” is not present since no minimum
(all real frequencies) was detected using standard optimization methods,
conjugate-gradients method in this case. Therefore all the results reported
refer to a minimum structure obtained by normal mode re-optimization
[1]. Thermal contributions to the total energies are derived from the trans-
lational, rotational and vibrational (harmonic and anharmonic) partition
functions.
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Table 3.8: Electronic Adsorption Energy for Adsorption of Methane on MgO(001) from
MP2:PBE + ∆CCSD(T), PBE+D, PBE and Dispersion (D), all in kJ/mol (per Molecule).
Methoda ∆Ee





a “//” stands for “at the structure of”.
Table 3.9: Zero Point Corrected Energies, ∆E0, Enthalpies, ∆H, Entropy Terms,−T∆S,
and Gibbs Free Energies, ∆G, for Adsorption of Methane on MgO(001) Surface at Ex-
perimental Desorption Conditions (47 K, 1.3 × 10−14 MPa, θ =1), all in kJ/mol (per
Molecule).
Harmonic Anharmonic Exp. [38]
Carta NMa anh-Carta anh-inta
∆E0 −9.7 −9.8 −12.5 −13.4 -
∆H −10.7 −10.9 −13.7 −14.4 −12.2
−T∆Sb 16.8 16.7 16.7 16.6 12.2 c
∆G 6.1 5.8 3.0 2.1 0.0c
a Reference structure optimized using normal mode coordinates.
b 16.52 and 0.92 kJ/mol due to loss of translational and rotational degrees of freedom
respectively.
c Assuming that at desorption temperature∆G = 0 and T∆S = ∆H.
The results are summarized in Figure 3.10. As for the former case, the
black solid line is the experimental value [38] and the grey bar around
it represents the chemical accuracy “region”. The red full square is the
MP2:PBE+D + ∆CCSD(T) adsorption energy.
As for methane in H-CHA, the results obtained using anharmonic cor-
rections with curvilinear displacements are in better agreement with the
experimental results. It is very interesting that in this case, it is the zero
point vibrational energy and enthalpy change that makes the difference
between the results for different methods while the entropy term, due to
the low temperature and pressure of the system, is not varying sensitively.



































Figure 3.10: Enthalpies, ∆H, entropy ,−T∆S and Gibbs free energies, ∆G, for adsorp-
tion of methane on MgO(001) surface at experimental desorption conditions (47 K,
1.3× 10−14 MPa, θ = 1) all in kJ/mol (per molecule).
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The largest zero point vibrational energy changes are associated with the
anharmonic results obtained with curvilinear displacements. In this case,
the higher frequency modes make the largest contributions since they are
drastically reduced by anharmonicity.
Since at low temperature and pressure the energy changes are not as
large as for standard conditions, the capability of the method can be better
appreciated analyzing the variation of∆Gwith the temperature. The des-
orption temperature is defined as ∆G(T) = 0. Figure 3.11 shows the Gibbs
free energy calculated using different methods as a function of tempera-
ture. The black solid vertical line indicates the experimental desorption
temperature (47 K) [38]. It separates the temperature range for which
the desorption is favoured (gray region on its right) from the adsorption
range. The result obtained with anharmonic corrections using curvilinear
displacements (44 K) shows very good agreement with the experimen-
tal desorption temperature (47 K). The cartesian (Cart) and normal mode
(NM) set of harmonic frequencies yield results that are very similar to the
one obtained by Tosoni and Sauer [44] (see Table 3.10).
Table 3.10: Desorption Temperatures (K), Tdes, Activation Entropy Barriers (J/K mol),
∆S‡, and Decimal Logarithm of the Prefactors (s−1), Logν, for Adsorption of Methane
on MgO(001) Calculated Using Different Methods.
Method Tdes ∆S‡ Logν
Tosoni & Sauera 33 −1.77 12.02
Harmonic Cart 29 −1.86 12.52NM 30 −2.00 12.53
Anharmonic Cart-disp 37 −2.10 12.59int-disp 44 −3.95 12.63
Exp. [38] 47 - 13.10
a Recalculated from the vibrational data of ref. [44].
Table 3.10 reports also the desorption activation entropy barriers and
prefactors. Here, the entropy barrier is calculated taking the difference be-
tween the vibrational entropy of the adsorbed system and the vibrational
entropy of the same system for which the rigid perpendicular vibrations
of the eight adsorbed methane molecules have been removed from the
partition function [44] (one vibration per adsorbed CH4 molecule). The
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Figure 3.11: Variation of Gibbs free energy (kJ/mol) calculated using different methods
with respect to temperature.
latter are considered as the reaction coordinates in transition state theory
when applied to the desorption process. Having this activation barriers











where kB is the Boltzmann constant,  h the Planck constant and R the mo-
lar gas constant. As for the desorption temperature, the “anh-int” results
show a better agreement with the experimental data reported in ref. [38].
3.6 Comparison with the Experiment
The aim of a new theoretical method or computational strategy is to re-
produce with the highest possible accuracy the experimental results. If
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this goal is achieved, theory and simulations can analyze the problem
from the atomistic point of view and draw conclusions from “inside”.
The two cases exposed in the previous section are an example of how
the method presented in this work is able to reproduce the results of two
different experiments with chemical accuracy. Having matched the ex-
perimental results with the theoretical prediction allows to elucidate the
nature of these processes from the molecular point of view since theory
can look directly inside each single component. However, the ambition is
to simulate a system and understand what is not understandable or not
clear for the experimental results. For this purpose the results obtained
applying the methods described and tested above to an adsorption ex-
periment involving the series of the first three linear alkanes (methane,
ethane and propane) in H-CHA are presented in this section. The chal-
lenge is to determine accurate enthalpies, entropies and Gibbs free ener-
gies of adsorption of each of the alkanes considered, but also to relate the
thermodynamic consequences of the molecule - crystal interaction from
the vibrational point of view. From the results of these calculations, it will
be possible to understand what favors or not the adsorption of a molecule
in a complex material such as an acidic zeolite. This will relate the micro-
scopic geometric and vibrational structure of the adsorption complex to
the macroscopic equilibrium thermodynamics.
3.6.1 Alkanes in H-chabazite
Having assessed the accuracy of the thermodynamics functions estimate
applying the proposed computational protocol for methane adsorption in
H-CHA, the study is extended to the series of the three first linear alka-
nes (methane, ethane, and propane) and directly compared with the ex-
perimental data. Table 3.11 shows the thermodynamic functions for the
adsorption of the methane, ethane, and propane in H-CHA at experimen-
tal conditions (303 K for methane, 313 K for ethane and propane, 0.1 MPa)
for half coverage (θ = 0.5). Comparison is made with the results obtained
from the calculation of the harmonic frequencies resulting from internal
coordinates normal mode distortions (NM), to be considered as the best
harmonic frequencies estimation, and anharmonic frequencies obtained
from curvilinear distortions (anh-int). The results for methane adsorption
are exactly the same as reported in Section 3.5.1. Thermal contributions
to the total energies are derived from the translational, rotational and vi-
64 Results and Discussion
brational (harmonic or anharmonic) partition functions. As previously,
while the frequencies are obtained from the PBE+D potential energy sur-
face, the electronic energies are the hybrid MP2/CPC-CBS(D,T):PBE+D
calculations (see Table 3.4). The calculated thermodynamic functions are
compared with measured values for methane, ethane, and propane. The
effect of anharmonicity on the entropy term is enormous, of the order of
15 to 20 kJ/mol. A very large effect is also seen for the thermal enthalpy
contributions, which increase from about 0.5 kJ/mol to 4.7 (methane),
3.2 (ethane), and 4.6 (propane) kJ/mol. The thermodynamic functions
calculated using anharmonic frequencies with internal coordinate distor-
tions for methane, ethane and propane adsorbed with the primary carbon
are all reproducing the experimental data within chemical accuracy, i.e.
within ±1 kcal/mol ≈ ±4.2 kJ/mol, as Figure 3.12 illustrates. The plots
show the experimental data points (red diamonds) with the experimental
error bars of ± 4.184 kJ/mol and the calculated ones.
The results for propane adsorption via secondary carbon have been ex-
cluded from Figure 3.12 because they deviate significantly from the ex-
perimental data with respect to the entropy term and consequently to the
Gibbs free energy. Such a discrepancy cannot be associated with some
inaccuracy of the method but must be due to the structure and confor-
mation of the adsorption complex itself. Due to the strong interaction of
the propane methyl groups with the zeolite framework, highly entropic
motions such as hindered translations and rotations are way stiffer than
in the case of primary carbon adsorption, resulting in a drastic lowering
of the entropic term for the adsorption complex. The result is a destabi-
lization of the adsorbed state favoring adsorption via the primary carbon
atom. This feature has been also observed in molecular dynamics simu-
lations. Bucˇko et al. [30] have shown that the probability of adsorbing a
propane molecule in H-CHA via a primary carbon atom is about 19 times
higher than adsorbing it via a secondary one. The Boltzmann popula-
tion analysis calculated from the absolute Gibbs free energies for propane
adsorption via primary and secondary carbon shows that the population
of the propane adsorbed with primary carbon is 200 larger than the sec-
ondary carbon one. From the present results reported, it is clear that the
origin of this unfavorable adsorption configuration is entropic as the en-
thalpy does not vary strongly depending on the structure of the adsorp-
tion complex. Here, the effect of the anharmonicity on the adsorption en-
tropy is evident. The low frequency/large amplitude modes associated
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Table 3.11: Zero point corrected energies, ∆E0, enthalpy, ∆H, entropic term, −T∆S,
and Gibbs free energy, ∆G, for the adsorption of methane, ethane, and propane in H-
CHA at experimental conditions (303 K for methane, 313 K for ethane and propane, 0.1
MPa, θ=0.5) calculated using harmonic internal coordinates normal mode distortions
(NM), anharmonic internal coordinates distortions (anh-int), and experimental data (all
in kJ/mol).
methane ethane
NM anh-int Exp. NM anh-int Exp.
∆E0 −19.62 −19.85 - −33.78 −33.41 -
∆H −19.68 −15.17 −17.4 −33.10 −30.18 −27.5
−T∆S 34.53 19.25 19.2 37.42 23.28 23.8
∆G 14.86 4.09 1.8 4.31 −6.90 −3.7
propane
C(1◦) C(2◦)
NM anh-int Exp. NM anh-int Exp.
∆E0 −42.56 −45.06 - −42.62 −42.2 -
∆H −42.70 −40.47 −37.6 −39.73 −38.96 −37.6
−T∆S 48.31 28.22 27.5 42.55 40.49 27.5
∆G 5.61 −12.26 −10.1 2.82 1.52 −10.1
with the hindered translations and rotations of the adsorbed molecule,
the floppy vibrations of the zeolites framework, and also the possible
internal rotations of methyl groups in ethane and propane are far from
being properly described by a parabolic model potential.
The accurate estimate of the adsorbed state entropy given by treating
all the vibrations as anharmonic is key to understanding why zeolites are
such excellent adsorbent materials. The floppy vibrational structure of ze-
olites [20–23] is known to be central in favoring the diffusion of molecules
into the pores [158, 163]. In this work, it is shown that this feature is fa-
voring also adsorption in a direct way. Since soft vibrations can couple
with the surface modes of the adsorption complex, due to the strong long
range interactions, the vibrational structure of the whole crystal frame-
work changes consistently with the presence of the adsorbate. This means
that the crystal adapts its structure to accommodate the molecule weak-


























Figure 3.12: Enthalpy, ∆H, entropic term, −T∆S, and Gibbs free energy, ∆G, for the ad-
sorption of methane, ethane and propane in H-CHA at experimental conditions (303 K for
methane, 313 K for ethane and propane, 0.1MPa, θ=0.5) calculated using harmonic in-
ternal normal mode distortions (NM), anharmonic internal coordinates distortions (anh-
int), and experimental data (all in kJ/mol).
ening the strength of some bonded interactions (mainly collective angle
bending and torsions) and giving rise to a highly entropic adsorbed state.
The correlation of adsorption entropy and enthalpy with respect to the ze-
olite framework topology has been studied intensively in the past [164].
The experimental observations show that the tighter the pore structure
the higher the adsorption enthalpy and entropy for the same alkane con-
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sidered in various zeolites (e.g. H-MFI > H-MOR > H-FAU). However,
whereas the enthalpy trend can be reasonably explained with bare dis-
persion interactions arguments (more lateral interactions with the frame-
work), the nature of the entropy change was not completely understood.
In this work, this feature is made clear from the vibrational point of view
since the zeolites vibrational structure is affected strongly by the presence
of the adsorbed molecule mediated by dispersion interactions. Therefore,
a zeolite topology that favors adsorption should have enough tight pores
to produce strong dispersion interactions (i.e. high enthalpy gain) but
also rather low strained structural motifs, such as high membered rings,
to ensure a specific vibrational “floppiness” that allows the structure to
adapt during adsorption (i.e. low entropy loss). Some information on the
type of vibrations involved in such low frequency modes are drawn from
comparison with simple adsorption models proposed by Tait et al. [38].
For the desorption of linear alkanes from the MgO(100) surface, the Gibbs
free energies have been calculated (i) for an immobile adsorbate model,
where no translations or rotations are allowed in the adsorbed state, (ii)
for a rotating adsorbate, where only rotations along the adsorbate princi-
pal axis of inertia are allowed (3 for a non-linear molecule), and (iii) for
a mobile adsorbate, where 2D translations and a specific number of rota-
tions are allowed depending on the nature of the molecule [38]. In this
case, this number is 3 for methane, 2 for ethane, and 1 for propane.
Figure 3.13 shows the results for the Gibbs free energy including the
latter calculated using the simple adsorption models described above. It
is clear from the picture that the experimental and anharmonic results
are in very good agreement with the mobile model. In other words, the
most disordered (entropic) model describes better the nature of the ph-
ysisorption. Moreover, it confirms that the anharmonic treatment of the
vibrations is able to give a more realistic picture of the molecule - active
site relative motion being close to the mobile model as well.























Figure 3.13: Gibbs free energy, ∆G, for the adsorption of methane, ethane and propane in
H-CHA at experimental conditions (303 K for methane, 313 K for ethane, and propane,
0.1MPa, θ=0.5) calculated using harmonic internal normal mode distortions (NM), an-
harmonic internal coordinates distortions (anh-int), experimental data, and simplified
adsorption models (black dashed lines for Immobile, Rotating and Mobile models respec-
tively).
4 Conclusions
Due to numerical accuracy limits, plane wave DFT calculations may have
difficulties to tightly converge energy minimum structures for systems
with flat potential energy surfaces as indicated by oscillations of energy
and structure parameters. Another indication of numerical instabilities
is the presence of small imaginary frequencies when trying to charac-
terize the stationary points as minima or saddle points. These difficul-
ties can be overcome by a refinement optimization step in which normal
mode coordinates instead of Cartesian coordinates are used. Displace-
ments in normal mode coordinates are also recommended when calcu-
lating harmonic vibrational frequencies from finite differences of energy
gradients. The harmonic frequencies using central displacements along
normal modes show a convergent behavior when enlarging the number
of symmetrically placed points. When harmonic frequencies obtained
this way are used to calculate vibrational contributions instead of fre-
quencies obtained with Cartesian distortions after optimization in Carte-
sian coordinates, the free energies of adsorption of small alkanes as a
function of the carbon number show a much more regular behavior in
agreement with the trend of the experimental results. The ab initio en-
thalpies, entropies and free energies of adsorption calculated from vi-
brational partition functions using anharmonic corrections show agree-
ment with the experimental data within the chemical accuracy limit (±4.2
kJ/mol) if curvilinear displacements along normal modes are used. The
proper sampling of the PES to get the one-dimensional anharmonic model
potential proved to be essential for an accurate determination of thermo-
dynamic functions. Simple harmonic frequencies, even when estimated
with high accuracy (e.g. displacing the structure along normal modes if
numerical derivatives are unavoidable), are not good enough to describe
non-bonded interactions. As expected, anharmonic corrections enhance
the vibrational entropy of the adsorption complex and, thus, favor ad-
sorption.
For systems with very low desorption temperatures as methane on
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MgO(001), anharmonicity is found to cause significant changes on zero
point vibrational energies and, thus, on the enthalpy as it lowers the
higher vibrational wavenumbers. Anharmonicity effects change the ad-
sorption energy at 0 K from 9.8 to 13.4 kJ/mol, and the heat of adsorption
at 47 K from 10.9 to 14.4 kJ/mol. After inclusion of anharmonicity effects
the ab initio Gibbs free energy deviates by +2.1 kJ/mol from the experi-
mental data, showing that ab initio calculations yield Gibbs free energies
within chemical accuracy limits.
The adsorption of methane, ethane, and propane in H-CHA proved
how important is the location of a well relaxed structure, using normal
mode coordinates re-optimization, and the inclusion of anharmonicity to
recast the trend of the experimental observations. It is clear that harmonic
frequencies, although estimated at a very accurate level using up to 8-
point symmetric numerical differences along the normal modes, are de-
scribing properly the high entropy state of the adsorption complex. More-
over, the results show that not even the experimental trend is reproduced
by the calculation of the thermodynamic functions using this set of fre-
quencies. The inclusion of anharmonicity effects reproduces with high
fidelity the experimental results both in the trend and in the exact values
within chemical accuracy limits. The ab initio Gibbs free energies devi-
ate by 3.0, -3.2 and -2.2 kJ/mol from the experimental data for methane,
ethane and propane adsorbed with primary carbon. From the calculated
enthalpies, entropies, and Gibbs free energies it is clear that adsorption
of propane via secondary carbon is not favored and the reason of this
behavior is purely entropic. In fact, the adsorption enthalpy for this ad-
sorption configuration in very similar to the case of propane adsorbed via
primary carbon while the entropic term deviates by 13.0 kJ/mol from the
experimental value. It is then possible to conclude that the adsorption of
propane via secondary carbon is unfavored because the higher interac-
tion of the two methyl groups with the walls of the zeolite cage makes
the molecule - active site vibrations stiffer i.e. increases absolute entropy
of the adsorbed system.
Concluding Remarks
The computational strategy presented in this work aims at solving the
problems involved in the atomistic study of adsorption thermodynam-
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ics. The presented fully quantum mechanical ab initio approach com-
bined with statistical mechanics for deriving the thermodynamic func-
tions must not be seen to be in opposition to ab initio molecular dynam-
ics but rather as a complementary. The presented method allows to study
the problem from a different point of view and draws conclusions that
cannot be reached using molecular dynamics. Many results coming from
the two different approaches agree qualitatively and in some cases also
quantitatively. On the one hand, if molecular dynamics ideally allows to
explore all the possible thermodynamic states of a system at a given tem-
perature, the final results coming from the simulation are at the end an
average of many pieces of information. Therefore, a detailed analysis of
some specific phenomena can be rather difficult if not impossible. On the
other hand, calculating the vibrational partition functions for a system
located at only one of the possible minimum energy structures at finite
temperature can give a a completely wrong picture of the thermodynam-
ics, especially if the harmonic approximation is used without taking into
account its limitations. However, this work shows that sampling the PES
along a set of normal mode coordinates allows to explore it in a more
detailed way in order to include a more realistic representation of the vi-
brational structure into the vibrational partition function. This approach
allowed to explain the origin of adsorption from the vibrational point of
view. It opens the possibility to understand the underlying nature of an
apparently contradictory result, the unfavorable adsorption of propane
via secondary carbon, by direct analysis of the vibrational structures. As
mentioned, this result has been observed also in molecular dynamics sim-
ulation, however, in that case, the origin of such a behavior could not be
explained quantitatively as it has been done in the present work.
Although at present computational chemistry and material science are
far from being able to afford a rational design of new molecules, materials
or drugs, it can be definitely stated that the theoretical and computational
predictions reached a sufficient level of accuracy to point the direction
in which experiments should go. The challenge is to bring the theory
and the efficiency of the computation at a level that allows to combine
the results consistently with the experimental work in order to reduce
as much as it can be the time-consuming step of trial and error in the
research and optimization of novel materials. This is the hope, the rest is
work to be done.
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