Abstract. We establish bounds for the measure of deviation sets associated to continuous observables with respect to weak Gibbs measures. Under some mild assumptions, we obtain upper and lower bounds for the measure of deviation sets of some non-uniformly expanding maps, including quadratic maps and robust multidimensional non-uniformly expanding local diffeomorphisms.
Introduction
The theory of Large Deviations concerns the study of the rates of convergence at which time averages of a given sequence of random variables converge to the limit distribution. An application of these ideas into the realm of Dynamical Systems is useful to estimate the velocity at which typical points of ergodic invariant measures converge to the corresponding space averages. More generally, given a continuous transformation f on a compact metric space M and a reference measure ν, one would like to provide sharp estimates for the ν-measure the deviation sets    x ∈ M : 1 n n−1 j=0 g(f j (x)) > c    for all continuous functions g : M → R and real numbers c. To this purpose, a priori estimates on the measure of the dynamical balls B(x, n, ε) = y ∈ M : d(f j (y), f j (x)) ≤ ε, ∀ 0 ≤ j ≤ n for x ∈ M , ε > 0 and n ≥ 1 are useful and somewhat necessary since points that belong to the same dynamical ball have nearby Birkhoff averages with respect to continuous functions. Some large deviations ideas and techniques are particularly useful to the study of the thermodynamical formalism of transformations with some hyperbolicity. Recall that the variational principle for the pressure asserts that for every continuous potential φ P top (f, φ) = sup h η (f ) + φ dη , where the supremum is taken over all invariant probability measures η. A measure µ that attains the supremum in the variational principle is called an equilibrium state for f with respect to the potential φ. A large deviations theory was developed for uniformly hyperbolic systems restricted to a basic piece of their non-wandering set and Hölder continuous potentials in both discrete and time-continuous settings. Indeed, using that for a hyperbolic transformation restricted to a basic set of the non-wandering set admits a unique equilibrium state with respect to any Hölder continuous potential (see [Sin72, Bow75, Rue76] ), Young, Kifer and Newhouse [You90, Kif90, KN91] ) established, in the mid nineties, large deviation principles for this important open class of dynamical systems: the rate of decay is given explicitly in terms of the distance of all invariant measures η with "bad" space averages to the equilibrium state µ. Focusing on the discrete time case, the sharp lower and upper bounds obtained in [You90] for the measure of deviation sets yield as a consequence that for any ergodic equilibrium state µ and every continuous observable g, the measure of the set of points whose time average 1 n n−1 j=0 g(f j (x)) is far from the space average g dµ decreases exponentially fast. One key ingredient to obtain the large deviations principle is that, when restricted to a basic piece of the non-wandering set, every uniformly hyperbolic dynamical system is semi-conjugated to a subshift of finite type that satisfies a very "strong mixing" condition known as specification. This notion, introduced by Bowen [Bow71] , means roughly that any finite sequence of pieces of orbit can be well approximated by periodic ones. We also point out that sharp lower bound estimate for the measure of the deviation sets in terms of the free energy may fail to exist even in the uniformly hyperbolic case due to the non-uniqueness of equilibrium states (see [Kif90] ).
Since the nineties many efforts have been made in the attempt to extend the theory of large deviations to the scope of non-uniformly hyperbolic dynamics and some important results in that direction have been obtained recently. Araújo and Pacífico [AP06] established large deviation upper bounds for the deviation sets of physical measures for non-uniformly expanding maps (in the sense of [ABV00] ). More recently, Melbourne and Nicol [MN08, Mel09] studied systems that admit some inducing Markov structure, and proved that the measure of points with atypical time averages for a Hölder continuous potential has the same decay rate as the inducing time itself. In particular, less than exponential rate of convergence to equilibrium is studied. Independently, in the case of exponential tail, Rey-Bellet and Young [RBY08] obtained similar and sharper results. The construction of (countable) expanding Markov maps in [Pin09] provides many examples where the previous results apply. However, the techniques in [MN08, RBY08, Mel09] produce estimates for the measure of deviation sets only with respect to the invariant probability measure. We should also mention the results by Yuri in [Yur05] in the context of shifts with countably many symbols and by Comman and Rivera [CRL98] on non-uniformly expanding rational maps.
Our purpose is to obtain upper and lower bounds for the measure of deviation sets with respect to weak Gibbs rather than invariant probability measures. The class of probability measures constitutes a rich family and appear naturally in the study of the thermodynamical formalism of many non-uniformly hyperbolic maps. In fact, in many of the known examples, equilibrium states are absolutely continuous with respect to weak Gibbs measures. Inspired in the uniformly hyperbolic setting, one of our main goals was to establish the decay of the deviation sets in terms of other invariant probability measures. For that purpose we deal with dynamical balls, which are more natural geometric objects than Markov partitions. In fact we establish an abstract criterium for a large deviations bounds to hold in a non-uniform context and apply those results to a large class of quadratic maps and non-uniformly expanding local diffeomorphisms that include the ones considered in [ABV00] with respect to (not necessarily invariant) expanding weak Gibbs measures. Some of the difficulties faced were due to the fact that estimates on the measure of dynamical balls are far from being uniform as a reflex of the non-uniform hyperbolicity and, more conceptually, that even that distortion and measure estimates hold almost everywhere (with respect to the weak Gibbs measure) this may be a zero measure set for many relevant expanding measures. So, our results contrast extend the ones for hyperbolic maps in some different ways: the control of the measure of dynamical balls is relaxed and we allow the system to satisfy a nonuniform specification property (see Definition 2.2). These results should extend to the invertible setting under the appropriate hypothesis of weak Gibbs property for the reference measure.
This paper is organized as follows. Our main results are stated along Section 2. In Section 3 we recall some necessary definitions and prove some preliminary lemmas. The proofs of our main results are given in Sections 4 and 5. Some examples and applications are discussed in Section 6. Finally, in the Appendix we propose another weak form of specification and discuss some related questions. for their friendship and advice. This work was partially supported by CNPq.
Statement of results
2.1. Abstract Theorem. Let f : M → M be a continuous transformation on a compact metric space M and let ν be some (not necessarily invariant) probability measure. In this section we state an abstract result on the deviation of Birkhoff averages given by continuous observables.
Given an observable φ : M → R, we denote by S n φ(x) = n−1 j=0 φ • f j the nth Birkhoff sum of φ. Given a full ν-measure set Λ ⊂ M , denote by F (Λ) the set of continuous functions ψ ∈ C(M, R) so that, there exists δ 0 > 0 and for every x ∈ Λ and 0 < ε < δ 0 there exists a sequence of positive constants (K n ) n≥1 such that lim n→∞ 1 n log K n (x, ε) = 0 and
for every n ≥ 1 and every y ∈ M satisfying B(y, n, ε) ⊂ B(x, n, δ 0 ). If Λ is not compact the above convergence to zero cannot be taken uniform in x and ε. We define also δ(ε, β) as the decay rate at which the ν-measure of the points whose constants K n grow at most β-exponentially, that is, if
2) then set δ(ε, β) = lim sup n→∞ 1 n log ν(∆ c n ). Let us point out that δ(ε, β) does not depend on ε for many interesting examples as the non-uniformly expanding maps described in the next section. Finally, the relative entropy of an f -invariant probability measure η is defined as h ν (f, η) = η-esssup h ν (f, ·), where
We will also need the following:
Definition 2.1. We say that a map f satisfies the specification property if for any ε > 0 there exists an integer N = N (ε) ≥ 1 such that the following holds: for every k ≥ 1, any points x 1 , . . . , x k , and any sequence of positive integers n 1 , . . . , n k and
Note that this notion of specification is slightly weaker than the one introduced by Bowen [Bow71] , that requires that any finite sequence of pieces of orbit is well approximated by periodic orbits. See e.g. [Wal82] for more details on the specification property. Our first result is as follows.
Theorem A. Assume that h top (f ) < ∞, let ν be a probability measure and let Λ ⊂ M be such that ν(Λ) = 1. Given g ∈ C(M, R) and c ∈ R, if ψ ∈ F(Λ) then for every small ε, β > 0 it holds
where the supremum is over all invariant probability measures η such that g dη ≥ c. Moreover, it holds that
where the supremum is taken over all ergodic measures η satisfying g dη > c. Furthermore if ψ ∈ F(Λ) and f satisfies the specification property then
where the supremum is taken over all invariant probability measures η such that η(Λ) = 1 and g dη > c.
This theorem establishes bounds for the measure of deviation sets provided some non-uniform estimates on the ν-measure of dynamical balls. It generalizes Theorem 1 in [You90] , where Λ = M was assumed to be compact and some uniform control on the measure of partition elements was required.
2.2. Deviation bounds for non-uniformly expanding maps.
2.2.1. Context. Let M be a compact Riemaniann manifold and let f : M → M be a C 1+α local diffeomorphism outside of a critical or singular region C. Assume:
(H) f behaves like a power of the distance to the critical or singular set C: there exist B > 1 and β > 0 such that for every x, y ∈ M \ C with dist(x, y) < dist(x, C)/2 and every v ∈ T x M :
This condition was proposed in [ABV00] as a multidimensional counterpart of the non-flat critical points in one-dimensional dynamics. Let φ : M \C → R be an Hölder continuous potential and assume:
(P1) There exists a probability measure ν that is positive on open sets, it is nonsingular with respect to f with Hölder continuous Jacobian J ν f = λe −φ , for some λ > 0. We will refer to ν as a conformal measure associated to φ; (P2) (f, ν) has non-uniform expansion: there exists σ > 1 such that for ν-a.e. x lim sup
These assumptions are quite natural in a context of non-uniform hyperbolicity and are verified by a large class of maps and potentials. For instance, if f is a non-uniformly expanding map (in the sense of [ABV00] ) and φ = − log | det Df | then the Lebesgue measure is a conformal measure that satisfies (P1) and (P2). Usually conformal measures appear as eigenmeasures associated to the dual L * φ of the Ruelle-Perron-Frobenius operator
acting on the space of probability measures M. Moreover, hypothesis (P1) and (P2) together with the fact that the potential φ is Hölder continuous yield that ν is a weak Gibbs measure: there are P ∈ R and δ > 0 so that for any 0 < ε ≤ δ and almost every x there is a sequence of positive numbers (K n ) n≥1 (depending also on φ) satisfying lim n→∞ 1 n log K n (x, ε) = 0 and
for every y ∈ B(x, n, ε) (see e.g. [VV08] ). Compare to Lemma 3.7 and Corollary 3.8 below. We say that n is a (σ, δ)-hyperbolic time for x ∈ M (or hyperbolic time for short) if there is a small positive constant b > 0 such that
for every 1 ≤ k ≤ n. The non-uniform expansion condition (P2) guarantees the existence of infinitely many hyperbolic times ν-almost everywhere. We refer the reader to Subsection 3.2 for more details. Let H denote the set of points with infinitely many hyperbolic times, n 1 (·) be the first hyperbolic time map and Γ n = {x ∈ M : n 1 (x) > n}. We say that a probability measure η is expanding if η(H) = 1. Note that any invariant expanding measure has only positive Lyapunov exponents. We also assume:
(P3) There is a unique equilibrium state µ for f with respect to φ, it is absolutely continuous with respect to ν with density dµ/dν ≥ K −1 and n 1 ∈ L 1 (µ).
The last assumption above essentially means that the decay of the first hyperbolic time map is at least polynomial of order n −(1+ε) , for some ε > 0. We refer the reader to the works [ABV00, BS03, Yur03, Yur05, OV08, VV08], just to quote some classes of maps and potentials that satisfy our assumptions.
2.2.2. Non-uniform specification property. In contrast to the topological concept of specification we introduce a measure theoretical notion of specification, inspired by a similar notion used in [STV03] . Let f : M → M be a C 1+α transformation and µ an f -invariant, ergodic and hyperbolic measure. A point x ∈ M is regular (in the sense of Pesin's theory) if for every γ > 0 there exists q γ (x) ∈ (0, 1] satisfying
≤ e γn and an embedding Φ x : B(0, q γ (x)) → M (Lyapunov chart) from the ball of radius
See Proposition 3.11 below for a more detailed description. By Pesin's theory, the set Λ of regular points has full measure.
Given x ∈ Λ, ε > 0, n ≥ 1 and γ > 0 we consider the adapted dynamical ball
It is clear from the definition thatB γ (x, n, ε) ⊂ B(x, n, ε). This put us in a position to introduce the notion of non-uniform specification.
Definition 2.2. We say that (f, µ) satisfies the non-uniform specification if for µ-almost every x, every ε > 0, n ≥ 1 and γ > 0 there are integers p = p(x, n, ε, γ) ≥ 1 satisfying
so that the following holds: given k ≥ 1, points x 1 , x 2 , . . . , x k in a full µ-measure set, integers n 1 , n 2 , . . . , n k and p i ≥ p(x i , ε, γ, n i ), there exists a point z in M such that
This notion means that almost every finite pieces of orbits are approximated by a real orbit such that the time lag between two consecutive pieces of orbits is small proportion of the size of the piece of orbit being shadowed. Contrary to strong specification, somewhat associated to hyperbolic behavior, we believe that non-uniform specification holds for most non-uniformly hyperbolic dynamics. In Section 6 we present a robust class of multidimensional non-uniformly expanding maps that satisfy non-uniform specification but may fail to satisfy the strong specification property.
Deviation bounds for non-uniformly expanding maps.
Theorem B. Let M be a compact manifold and f : M → M be a C 1+α local diffeomorphism outside a critical or singular region C that satisfies (H). Let φ : M \ C → R be an Hölder continuous potential and let ν and µ be the weak Gibbs measure and the unique equilibrium state for f with respect to φ, respectively, given
where the supremum is taken over all invariant probability measures η such that g dη ≥ c. If, in addition, f is a local diffeomorphism that satisfies the specification property or (f, µ) satisfies the non-uniform specification property then
where the supremum is taken over all invariant probability measures η such that
Remark 2.3. If (f, µ) satisfies the non-uniform specification property, let Λ ⊂ H be a full measure set such that every point in Λ satisfies (2.4). Hence, the supremum in the last statement of the theorem above can be taken over all invariant probability measures η such that gdη > c and η(Λ) = 1.
2.3. Some comments. First note that the deviation bounds in the previous theorem yield for uniformly hyperbolic maps a large deviation principle (see [You90] for a precise statement). It is an interesting problem to know if large deviation principles like these can be obtained for non-uniformly hyperbolic maps. The notion of specification, introduced by Bowen, measures how orbits can be well approximated by periodic ones and it is purely topological. In fact, this condition is known to imply that the system is topologically mixing [Bow71] . It might seem that specification is quite rare among most dynamical systems. However, Blokh [Blo83] proved in a surprising way that the notions of specification and topologically mixing coincide for every one-dimensional continuous mapping. This is no longer true if the one-dimensional map fails to be continuous (see e.g. [Buz97] ).
We also comment on the non-uniform specification property. This notion depends exclusively on the measure µ and it provides an approximation of almost every finite sequence of orbits by a true orbit. Hence, if supp(µ) is not rich enough (e.g. a single point) this will not give much information. This is not the case in our setting since ν is weak Gibbs and f is topologically exact.
A comparison between the two notions of specification is not very clear due to its completely different nature. If, on the one hand, it is clear thatB γ (x, n, ε) ⊂ B(x, n, ε) is always true, on the other hand in the non-uniform specification we admit the existence of an approximating orbit whose time between any two pieces of orbit is relaxed and may vary with the shadowing point.
If the endomorphism satisfies the specification property then Theorem A holds in the more general setting of zooming measures as described in [Pin09] rather than expanding measures. Indeed, the ingredients in the proof are bounded distortion and growth to large scale. On the other hand, as defined this notion of non-uniform specification requires the invariant measure µ to be hyperbolic, ie, all Lyapunov exponents are non-zero. A different notion of weak specification is discussed at the appendix.
Preliminary results
3.1. Metric Entropy. First we recall some definitions. Let ε > 0 and n ≥ 1 be
If, in addition, E has maximal cardinality we say that it is a maximal (n, ε)-separated set. Note that for any maximal (n, ε)-separated set E, the dynamical balls B(x, n, ε) centered at points in E are pairwise disjoint and that the union ∪ x∈E B(x, n, 2ε) covers M . We recall some properties of topological and metric entropy.
where N (n, ε) the minimum number of (n, ε) dynamical balls necessary to cover M .
A metric counterpart of this result is as follows. Let η be an invariant probability measure and δ > 0 arbitrary. Given ε > 0 let N (n, ε, δ) be the minimum number of (n, ε)-dynamical balls necessary to cover a set of measure larger than 1 − δ. 
for every δ > 0.
3.2. Hyperbolic times. In this subsection we recall some properties of hyperbolic times from [ABV00] . Given δ > 0, let dist δ (x, C) be the δ-truncated distance from a point x to C defined as dist(x, C) if dist(x, C) < δ and equal to 1 otherwise.
Definition 3.3. We say that (f, η) is non-uniformly expanding if there exists N ≥ 1 and σ > 1 such that almost every x satisfies lim sup
and the slow recurrence condition: for every ε > 0 there exists δ > 0 such that for µ-almost every point x ∈ M it holds that lim sup
Let B, β be given by condition (H2) and take 0 < b < { 
One of the main features of hyperbolic times is stated below.
Lemma 3.5. [ABV00, Lemma 2.7] Given c > 0 and δ > 0 there exists a constant
for every 1 ≤ j ≤ n and every y, z ∈ V n (x).
Using that J ν f = λe −φ is Hölder continuous and the backward distances contraction at hyperbolic times we obtain a bounded distortion property.
Corollary 3.6. There exists K 0 > 0 such that for every y, z ∈ V n (x)
3.3. Control of the measure of dynamical balls. Now we prove a useful lemma on the measure of dynamical balls for non-lacunary Gibbs measures.In what follows δ 1 stands for the diameter of the hyperbolic ball as in Lemma 3.5.
Lemma 3.7. For every 0 < ε < δ 1 there exists a positive constant K(ε) > 0 such that if n is a hyperbolic time for x and B(y, n, ε) ⊂ B(x, n, δ) then
Proof. One has f n (B(y, n, ε)) = B(f n (y, ε)) by backward distance contraction at hyperbolic times. Hence, Corollary 3.6 asserts that
Using that ν is positive on open sets and the compactness of M it follows that the measure of every ball of radius ε is bounded away from zero and the other inequality is analogous to the one above.
The following very interesting consequence is that dynamical balls have comparable measure that only depends on the center of the ball.
Corollary 3.8. Assume that x ∈ H. For every 0 < ε < δ 1 and n ≥ 1 there exists a positive constant K n (x, ε) > 0 such that if B(y, n, ε) ⊂ B(x, n, δ) then
Proof. Given an arbitrary n write n i (x) ≤ n < n i+1 (x), where n i and n i+1 are consecutive hyperbolic times for x. Using that B(y, n, ε) ⊂ B(y, n i (x), ε) it is clear that
] (depends only on the center x). This finishes the proof of the corollary.
Now we prove that the constants K n of almost every point associated to an expanding invariant measures with good decay of the first hyperbolic time map have subexponential growth. More precisely, Lemma 3.9. Let η be an f -invariant and expanding probability measure so that n 1 ∈ L 1 (η) and K n (x, ε) are given as above. Then,
Proof. This proof resembles the one of Proposition 3.8 in [OV08] . Let η be an f -invariant, expanding probability measure so that n 1 ∈ L 1 (η) and take β > 0 arbitrary. Given x ∈ H, n ≥ 1 and 0 < ε < δ 1 recall that
Furthermore, using the invariance of η and the integrability assumption
Using Borel-Cantelli lemma this proves that K n (x, ε) ≤ e βn for all but finitely many values of n for η-almost every x. Since β was taken arbitrary, this completes the proof of the first claim above.
Using that n 1 ∈ L 1 (µ) and dµ/dν is bounded from above by a constant (recall assumption (P3)) it follows that (3.4) holds ν-almost everywhere. Together with Corollary 3.8 this shows that ψ = φ − P belongs to F (H) and that ν is a weak Gibbs measure. This finishes the proof of the lemma.
Remark 3.10. It follows from (3.4) and the definition of the constants K n (x, ε) that if n 1 ∈ L 1 (η) then given β > 0, for η-almost every x there exists n x ≥ 1 such that n − n i (x) ≤ βn for every n ≥ n x . In fact we prove even more: given β > 0 then for η-almost every x there exists n x ≥ 1 such that n i+1 (x) − n i (x) ≤ βn for every n ≥ n x .
3.4. Pesin theory. Through this section let M to be a Riemannian manifold of dimension m and let f : M → M be a C 1+α diffeomorphism. The results for C 1+α endomorphisms are obtained reducing the problem to the (invertible) natural extensionf . We refer the reader to [LQ95] , [PS89] , and [KH95, Appendix] for more details and proofs.
Given an invariant probability measure η, Oseledets' theorem (see e.g [KH95] ) ensures that for η-almost every x ∈ M there exists an integer k = k(x) ≥ 1, real numbers λ 1 (x) ≤ λ 2 (x) ≤ · · · ≤ λ k(x) (x) and a measurable decomposition of the tangent bundle 
Abstract deviation bounds
In this section we prove Theorem A, whose upper and lower bounds for the measure of the deviation sets are given separately. 4.1. Upper bound. Let g ∈ C(M, R), c ∈ R and ψ ∈ F(Λ) be fixed. We want to prove that for every small ε, β > 0 lim sup
where the supremum is taken over all invariant probability measures η such that g dη ≥ c. We use the following result from Calculus (see e.g. [Wal82, Lemma 9.9]).
and the equality holds if and only if
Let B n denote the set of points x ∈ M so that S n g(x) ≥ cn. Recall that Λ is a ν-full measure set and, for every x ∈ Λ and every small ε > 0 it holds that
with lim sup n 1 n log K n (x, ε) = 0. Let β > 0 and 0 < ε < δ 0 be arbitrary small and n ≥ 1 be fixed. Then B n ⊂ ∆ c n ∪ (B n ∩ ∆ n ), where ∆ n is as in (2.2). In particular, if E n ⊂ B n ∩ ∆ n is a maximal (n, ε)-separated set, B n ∩ ∆ n is contained in the union of the dynamical balls B(x, n, 2ε) centered at points of E n and, consequently, for every n. Now, consider the probability measures σ n and η n given by
where Z n = x∈En e −Snψ(x) , and let η be an weak * accumulation point of the sequence (η n ) n . It is not hard to check that η is an f -invariant probability measure. Assume P is a partition of M with diameter smaller than ε and η(∂P) = 0. Each element of P (n) contains a unique point of E n . By the previous lemma 
Observe also that ψ dη ≥ c by weak * convergence since E n is contained in B n and
Finally, it follows from (4.1) and (4.2) that for every β > 0 lim sup
where the supremum is over all invariant probability measures. This completes the proof of the first statement in Theorem A.
4.2. Lower bound using ergodic measures. Let g : M → R be a continuous map, take c ∈ R and a small β > 0. If η is any ergodic probability measure such that g dη > c we claim that lim inf
The second statement in the proof of Theorem A using that β is arbitrary. Denote by B n the set of points x ∈ M such that S n g(x) > cn and fix δ 2 = 1 2 ( gdη − c).
Notice that h η (f ) ≤ h top (f ) < ∞ and that we may assume h ν (f, η) < ∞ (because otherwise there is nothing to prove). Hence η-almost every point x satisfies
Since η is ergodic then 1 n S n g(x) → g dη for η-almost every x. Choose ξ > 0 by uniform continuity so that |g(x) − g(y)| < δ 2 whenever d(x, y) < ξ. Observe that if n 0 = n 0 (β) ≥ 1 is large and δ ∈ (0, ξ) is small enough then the set D of points x ∈ M satisfying 1 n S n g(x) > c + δ 2 and ν(B(x, n, ε)) ≥ e 2 ) of (n, 2ε)-dynamical balls necessary to cover a set of η-measure at least for every n ≥ n 0 and every 0 < ε ≤ δ. Indeed, the existence of such n 0 and δ is a consequence of Proposition 3.2, the definition of relative entropy and ergodicity. Moreover, it follows from our choice of ξ and δ 2 that
for all n ≥ n 0 and 0 < ε < ξ. So, if ε > 0 is small and E n ⊂ D is a maximal (n, ε)-separated set, using that the dynamical balls B(x, n, ε) centered at points in E n are pairwise disjoint contained in B n and the union ∪ x∈En B(x, n, 2ε) covers D, relations (4.4) and (4.5) yield that
whenever n ≥ n 0 . This proves our claim and finishes the proof of the second assertion in Theorem A.
Remark 4.2. In the proof above the requirement of the measures to be supported in Λ is replaced by the finite relative entropy assumption. Indeed, if η gives zero weight to Λ then h η (f, ν) = +∞ and the inequality is trivial.
Remark 4.3. Since B n ⊃ B n ∩∆ n , where ∆ n is as in (2.2) then ν(B n ) ≥ ν(B n ∩∆ n ). However, we have no estimate whatsoever for the measure of the intersection in terms of ν(∆ n ). Hence the previous proof shows only that the measure of the points with predetermined Birkhoff averages decreases at most exponentially fast.
4.3.
Lower bound over all invariant measures. The proof of the last statement in Theorem A is divided in two steps. First we prove the lower bound when the supremum is restricted over ergodic measures. Afterwards we deduce the general bound using that every invariant measure can be approximated by a finite collection of ergodic measures and the specification to "glue" together finite pieces of orbits. We begin by the following lemma.
Lemma 4.4. If g ∈ C(M, R), c ∈ R and ψ ∈ F(Λ) then
for every ergodic probability measure η such that η(Λ) = 1 and g dη > c.
Proof. Fix g ∈ C(M, R), c ∈ R and ψ ∈ F(Λ), and denote by B n the set of points x ∈ M such that S n g(x) > cn. Let β > 0 be a small constant and δ 2 = 1 2 ( gdη −c). Let ξ > 0 be given by uniform continuity such that |g(x) − g(y)| < δ 2 for any points x, y ∈ M at distance smaller than ξ. As before, if n 0 is large enough and 0 < ε < ξ is small then the set D of points x ∈ Λ satisfying 1 n S n g(x) > c + δ 2 , K n (x, ε) −1 ≥ e −βn and 1 n S n ψ(x) < ψ dη + β (4.6) for every every n ≥ n 0 has η-measure at least 1 2 and N n, 2ε, 1 2 ≥ e (hη(f )−β)n for every n ≥ n 0 . Then, using that B n ⊃ x∈D B(x, n, ε) ⊃ D it follows that
for every maximal (n, ε)-separated set E n ⊂ D. This proves that lim inf
Since β was taken arbitrary the statement in the lemma follows directly.
The following result asserts that any invariant probability measure can be approximated by a finite convex combination of ergodic measures chosen from its ergodic decomposition with approximate entropy. 
Proof. Fix the f -invariant probability measure η such that η(Λ) = 1. By ergodic decomposition theorem and convexity of the entropy, we can write η = η x dη(x) and h η (f ) = h ηx (f ) dη(x), where each η x denotes an ergodic component of η.
Clearly η x (Λ) = 1 for η-almost every x. Let P be a small finite partition of the space M(Λ) of invariant probability measures supported in Λ such that
for every 1 ≤ j ≤ e and every pair of probability measures ξ 1 , ξ 2 in the same partition element. Set k = #P and a i = η(P i ) for every element P i in P. For every 1 ≤ i ≤ k pick an ergodic measure η i = η xi ∈ P i satisfying h ηx (f ) ≤ h ηi (f ) + β for η-almost every η x ∈ P i . Part (i) in the lemma is immediate. On the other hand, (ii) follows because
Finally, (4.7) implies that
for every j. This proves (iii) and finishes the proof of the lemma. Now we will finish the proof of Theorem A.
Proof of Theorem A(continuation).
Take g ∈ C(M, R), c ∈ R, ψ ∈ F(Λ) and let η be an invariant probability measure such that η(Λ) = 1 and g dη > c. Denote by B n the set of points x ∈ M such that S n g(x) > cn. Take β > 0 arbitrary small, δ 2 = 1 5 ( g dη − c) and the measureη = k i=1 a i η i given by Lemma 4.5 that satisfies
Since β is small we can assume g dη > c + 4δ 2 . Now we claim that lim inf
As before, we may choose n 0 sufficiently large and δ small enough so that, for every
for every every n ≥ n 0 and 0 < ε ≤ δ has η i -measure at least 1 2 . Hence, given large n, small ε > 0 and 1 ≤ i ≤ k we proceed as in the proof of Lemma 4.4 to obtain a finite set
By the specification property, for every sequence (x 1 , x 2 , . . . , x k ) with x i ∈ E i n there exists x ∈ M that ε-shadows each x i during [a i n] iterates with a time lag of N (ε) iterates in between. Consequently, if n is large andñ = i [a i n] + kN (ε) then Sñg(x) > (c + 2δ 2 )ñ. Since the dynamical ball B(x,ñ, ε/8) is contained in Bñ ∩ B(x 1 ,ñ, δ 0 ) for every large n, it follows from (2.1) that
On the other hand, there are at least #E
for every large n, which gives (⋆⋆). Since β was chosen arbitrarily small then lim inf
which proves the third part in Theorem A and finishes its proof.
Deviation estimates for non-uniformly expanding maps
In this section we use some of the ideas involved in the proof of Theorem A together with the key notion of non-uniform specification to prove the large deviation bounds in Theorem B. Through the section, let M be a compact manifold and f : M → M be a C 1+α local diffeomorphism outside a critical/singular region C that satisfies (H). Let φ : M \ C → R be an Hölder continuous potential such that (P1)-(P3) hold. Denote by ν the corresponding weak Gibbs measure and by µ the unique equilibrium state for f with respect to φ.
Upper bound.
In this subsection we obtain an upper bound for the measure of the deviation set of non-uniformly expanding maps as a consequence of Theorem A.
Lemma 5.1. If g ∈ C(M, R) and c ∈ R then it holds that lim sup
where the supremum is taken over all f -invariant measures η such that g dη ≥ c.
Proof. Let β > 0 be given. First we observe that the computations in Lemma 3.9 show that ψ = φ − P ∈ F(H) and that there exists C β > 0 such that the set ∆ n as in (2.2) is given by
where n i (x) ≤ n ≤ n i+1 (x) are consecutive hyperbolic times for x. In particular, using that dµ/dν ≥ K −1 , computations analogous to the ones in the proof of Lemma 3.9 also give that lim sup
Hence δ(ε, β) does not depend neither on ε and β. The statement above is now an immediate consequence of the first part in Theorem A.
Lower bound estimates.
Here we make use of the fact that every invariant measure is well approximated by a finite number of ergodic ones and of the nonuniform specification property (to glue finite sequences of points that describe the space averages of the finite simplex of ergodic measures) to obtain lower bounds for the deviation sets. We summarize this in the following:
Proposition 5.2. Assume that f is a local diffeomorphism. Take g ∈ C(M, R) and c ∈ R. If either f satisfies the specification property or (f, µ) satisfies the weak specification property then
for every invariant and expanding probability measure η satisfying g dη > c and
Proof. Note that ψ = φ − P ∈ F(H) by Lemma 3.9 and, since f is a local diffeomorphism, L := sup x∈M Df (x) −1 is finite. Set g ∈ C(M, R) and c ∈ R, and let B n be the set of points x ∈ H such that S n g(x) > cn. Fix β > 0 arbitrary small and let η be an f -invariant and expanding probability measure such that g dη > c and n 1 ∈ L 1 (η). Set also δ 2 = 1 5 ( g dη − c). Observe that almost every ergodic component η x of the invariant measure η satisfy n 1 ∈ L 1 (η x ). It follows from Lemma 4.5 that there are exists a probability vector (a 1 , . . . , a k ) and f -invariant ergodic probability measures (η i ) 1≤j≤k such thatη = a j η j satisfies
Moreover, it is not hard to check that we can assume n 1 ∈ L 1 (η j ) for every 1 ≤ j ≤ k. So, the Ergodic Theorem and Remark 3.10 guarantee that one can pick n 0 ≥ 1 large and δ small enough such that, for every 1 ≤ j ≤ k, the set D j of points x ∈ H such that
for every n ≥ n 0 , has η j -measure larger than 1 2 . Recall that n i (x) ≤ n < n i+1 (x) are consecutive hyperbolic times for x. If 0 < ε ≪ δ 1 (as in Lemma 3.5) is small then |g(x) − g(y)| < δ 2 whenever |x − y| < ε. As in Subsection 4.2, for every large n and small ε > 0 there exists a set
Condition (1) yield that the dynamical balls B(x, [a j n], ε) centered at points in E j n are pairwise disjoint. We divide the remaining of the proof in two cases:
First case: f satisfies the specification property Given any sequence (z 1 , z 2 , . . . , z k ) with z j ∈ E j n there exists some point z ∈ M that ε-shadows each z j during ℓ j := [a j n] iterates with a time lag of p j = N (ε) iterates as in Definition 2.1. Let n j := n i (z j ) denote the last hyperbolic time for z j smaller than ℓ j and write ℓ j = n j + t j for some t j ≥ 0. Therefore, if we set p k = 0 and takeñ = k j=1 ℓ j + p j one can use that max{k,
provided that n is large enough. Hence B(z,ñ, ε) ⊂ Bñ and there are at least e (hη(f )−2β)ñ such distinct dynamical balls. We claim that
for every large n.
Proof of the claim:
For notational simplicity setz j+1 = f ℓj+pj (z) ∈ B(z j+1 , ℓ j+1 , ε). Since B(z,ñ, ε) ⊃ B(z,ñ + n k+1 , ε), where ℓ k + n k+1 denotes the first hyperbolic times for z k larger than ℓ k , first we show that
Since ℓ k + n k+1 is a hyperbolic time for z k and ε ≪ δ 1 then there exists backward distance contraction and f ℓ k +n k+1 (B(z k , n k+1 , 2ε)) = B(f ℓ k +n k+1 (z k ), 2ε). In fact, since β is small and fixed, then for large n,
, that n k−1 is a hyperbolic time for z k−1 , the backward distance contraction in the dynamical ball of radius δ 1 ≫ 2ε one has
) and
Consequently, the dynamical ball B(z k−1 , ℓ k−1 + p k−1 + ℓ k + n k+1 , ε) is mapped diffeomorphically by f ℓ k−1 +p k−1 +ℓ k +n k+1 onto the ball centered at f ℓ k +n k+1 (z k ) with radius ε. In consequence, the diameter of
(1−β)ℓ k . Hence, using the same arguments as above recursively we obtain that (1) The pre-image f −pj−1−tj−1 (B(z j , n j , ε)) that contains f nj (z j ) has diameter smaller than εσ
and it is contained in the image under f nj−1 of the dynamical ball B(z j , n j , 2ε); and (2) The dynamical ball B(
for every 1 ≤ j ≤ k. Thus, (5.2) is an immediate consequence of the previous computations and the definition ofñ. It remains to compute the measure of B(z,ñ + n k+1 , ε). Using (5.2), the fact that ν is a conformal measure with Jacobian J ν f = e −ψ and the bounded distortion property stated in Corollary 3.6 during hyperbolic times it follows that
Since ν is an open measure then every ball of radius ε has measure at least C ε > 0. Hence, using n k+1
for every large n, which proves our claim.
We are now in a position to finish the proof of the first case of the proposition. Indeed, note that we obtain as a direct consequence of equation (5.1) that log ν(Bñ) ≥ h η (f ) − ψdη − 5β − 2βk sup |ψ| ñ for every large n. Since β was arbitrary this shows that lim inf
Second case: (f, µ) satisfies the non-uniform specification property Finally, in the case that (f, µ) satisfies the non-uniform specification property the computations are similar to the previous ones, although slightly more involving. Up to consider a larger n 0 and smaller δ, let γ 0 > 0 be small enough so that p(x, γ, n, ε) ≤ βn for every x ∈ D i , 0 < γ ≤ γ 0 , 0 < ε ≤ δ, 1 ≤ i ≤ k and n ≥ n 0 . Throughout, let γ be fixed as above and set p j := max x∈E j n p(x, γ, n, ε). For every sequence (z 1 , z 2 , . . . , z k ) with z j ∈ E j n there exists some point z ∈ M that ε-shadows, in the non-uniform metric, each z i during ℓ j := [a j n] iterates with a time lag of p j iterates. Recall thatB γ (x, m, ε) ⊂ B(x, m, ε) for every m ≥ 1. Moreover, ifñ = k j=1 ℓ j + p j , the set of points z obtained as above are (ñ, ε) separated and there are at least e (hη(f )−2β)ñ such points. Since β > 0 is small, observe that
which is bounded from below by
for every large n. It follows from our choice of ε that B(z,ñ, ε) ⊂ Bñ. Given z as above, the computations involved in the proof of (5.1) give that
and, consequently, ν(B(z,ñ, ε)) ≥ e −3(k+1) sup |ψ| βñ e −2βñ e −ñ R ψ dη for every large integer n. Henceforth, log ν(Bñ) ≥ h η (f ) − ψdη − 5β − 3(k + 1)β sup |ψ| ñ for large n. Since both γ > 0 and β > 0 were chosen arbitrarily small and
The proof of the proposition is now complete.
We finish this section explaining to recover the large deviations principle in the uniformly hyperbolic setting. Although our non-uniform specification property does not coincide with the one given in [STV03] 
for every open set A and
for every closed set K.
Proof. Every topologically mixing uniformly hyperbolic transformation satisfies the specification property (see for instance [KH95] ). On the one hand, by uniform expansion, ν(x ∈ M : n 1 (x) > n) = 0 for every large n and every invariant measure is uniformly expanding. On the other hand, since the Borel sigma-algebra B in R is generated by open intervals of the form (a, b) it is enough to prove the claims above for for every open (respectively closed) interval (a, b) (respectively [a, b] ). Hence the result follows as an immediate consequence of Theorem B. Furthermore, it follows from the upper semi-continuity of η → −P + h η (f ) + φ dη that
is lower semi-continuous.
Some examples and applications
6.1. One-dimensional case. On the one hand, to the best of the author's knowledge, large deviations estimates for one-dimensional non-uniformly expanding maps were obtained only by Keller and Nowicki [KN92] for quadratic maps satisfying the Collet-Eckmann condition and by Araújo and Pacífico [AP06] to non-uniformly expanding quadratic maps. The first authors proved a large deviations principle for observables of bounded variation and the second authors obtained upper bounds for the measure of the deviation sets of any continuous observable. On the other hand, it is not hard to check that the specification property implies that a map is topologically mixing. In a rather surprising way, Blokh [Blo83] proved that every topologically mixing continuous interval map always satisfies the specification property. Taking this into account we will now discuss applications of our results to some important classes of examples:
. (Non-uniformly expanding quadratic maps)
We consider the class of quadratic maps f a on the interval [0, 1] given by
In [BC85, BC91], Benedicks and Carleson proved the existence of a positive Lebesgue measure set of parameters Ω ∈ [0, 2] such that for every a ∈ Ω the quadratic map f a has positive Lyapunov exponent and an unique absolutely continuous invariant probability measure µ a . In fact, these maps are topologically mixing and dµ a /dLeb ∈ L p for every p < 2. More recently, Freitas [Fre05] proved that the tail of the first hyperbolic time map decays subexponentially fast with respect to the Lebesgue measure, which guarantees that n 1 ∈ L 1 (µ a ). It follows from the previous discussion that each f a satisfies the specification property.
It is well known that the Lyapunov exponent of every ergodic probability measure is strictly positive and λ min = inf{λ(η) : η is f -invariant} > 0. In other words, all invariant measures are expanding. Since there exist many invariant probability measures with integrable first hyperbolic time map it follows that the measure of the deviation sets is exponential More precisely, there are α, β > 0 such that lim sup
for every continuous observable g.
6.2.
Higher dimensional examples. The next class of examples are multidimensional local diffeomorphisms obtained by local bifurcation of expanding maps and were introduced in [ABV00] . Although the original expanding maps satisfy the specification property we point out that the same should not hold for the perturbations.
Example 6.2. Let f 0 be an expanding map in T n and take a periodic point p for f 0 . Let f be a C 1 -local diffeomorphism obtained from f 0 by a bifurcation in a small neighborhood U of p in such a way that:
(1) every point x ∈ M has some preimage outside U ; Recent work [ABV00, OV08, VV08] guarantee that f has a unique (ergodic) equilibrium state µ for the Hölder continuous potential φ = − log | det Df |, it is absolutely continuous with respect to the conformal measure ν = Leb with density bounded away from zero and infinity, and it is expanding. Let 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ d denote the Lyapunov exponents for µ.
First we claim that for µ-almost every x and every small γ > 0 the image under f n ofB γ (x, n, ε) contains the ball B x of radius C −1 ε q γ (x) 3 e −3γn centered at f n (x). In fact, it follows from Proposition 3.11 (c) and (d) that given z, w ∈ B(0, q γ (x)):
If γ is small, the e −λ1+2γ -backward distance contraction at each iterate is enough to guarantee that
andB x (0, n, ε) is mapped mapped diffeomorphically by f n x onto the ball centered at zero of radius εq γ (f n x). Proposition 3.11 yields that
for every r > 0 and that we can write
x in a small neighborhood of x. Together with the previous reasoning it is not hard to check that
and, using once more the backward contraction of f n x,
Since f is strongly topologically mixing, there exists N x ≥ 1 such that f Nx maps the previous ball onto M . Moreover, using that the volume of the later ball is bounded from below by [C −1 q γ (x) 3 εe −3γn ] m up to some uniform constant (depending only the charts and m = dim M ) and that J ν f = | det Df | ≥ λ > 1 it is not hard to check that the minimum time p(x, γ, n, ε) needed to grow from a ball of radius
p(x, γ, n, ε) ≤ 3γ m n − (log ε + 3 log q γ (x) − log C) m log λ that clearly satisfies lim γ→0 lim sup n→∞ p(x,γ,n,ε) n = 0. From this fact it is immediate that (f, µ) satisfies the non-uniform specification property. Therefore, as a consequence of our Theorem B we obtain lim sup n→∞ 1 n log Leb x ∈ M : 1 n S n g(x) − g dµ ≥ c
≤ max sup −P + h η (f ) + φ dη , lim sup n→∞ 1 n log µ(Γ n ) , where the supremum taken over all invariant probability measures η satisfying | g dη − g dµ| > c, and also lim inf n→∞ 1 n log Leb x ∈ M : 1 n S n g(x) − g dµ > c
≥ sup −P + h η (f ) + φ dη , where the supremum is taken over expanding f -invariant probability measures η such that n 1 ∈ L 1 (η) and | g dη− g dµ| > c. Note that both rates are exponential.
Appendix: Other weak form of specification
Here we propose other weak form of specification, simpler than the one given by Definition 2.4 since it uses only dynamical balls rather than adapted dynamical balls and it does not require the invariant measure µ to be hyperbolic. Definition 6.3. We say that (f, µ) satisfy the weak specification property if there exists δ > 0 such that for µ-almost every x and every 0 < ε < δ there exists an integer p(x, n, ε) ≥ 1 satisfying lim ε→0 lim sup n→∞ 1 n p(x, n, ε) = 0 and so that the following holds: given points x 1 , . . . , x k and positive integers n 1 , . . . , n k , if p i ≥ p(x i , n i , ε) then there exists z that ε-shadows the orbits of each x i during n i iterates with a time lag of p(x i , n i , ε) in between f ni (x i ) and x i+1 .
Note that if the strong specification property holds then (f, η) satisfies the weak specification property for every f -invariant probability measure η. We point out that it is not hard to check that it is sufficient to guarantee the lower bound estimates in the proof of Theorems A and B. On the contrary, since this condition does not require Pesin's theory, the lack of the control of the dynamics at each iterate makes this condition harder to check. Nevertheless it holds for the robust class of C 1 non-uniformly expanding local diffeomorphism f considered in Subsection 6.2. We assume further that φ is an Hölder continuous potential as in [VV08] and that µ is the expanding equilibrium state for f associated to φ. Proof. Since the arguments are very close to the ones used previously in Subsection 6.2 we just give a brief sketch of the proof. As constructed in [VV08] , the equilibrium state µ is absolutely continuous with respect to a conformal measure ν with density bounded away from zero and infinity, and n 1 ∈ L 1 (µ). Proposition 3.8 in [OV08] shows that the sequence n j (·) of hyperbolic times is non-lacunar, that is n k+1 −n k n k → 0 at almost every x. In consequence, if n is large and n i < n < n i+1 are consecutive hyperbolic times then clearly f ni (B(x, n i , ε)) = B(f ni (x), ε), and, since f is a local diffeomorphism and Df (z) −1 ≤ L for every z, f n (B(x, n, ε)) ⊃ B(f n (x), L −(n−ni(x)) ε)).
In consequence, since | det Df | ≥ λ > 1, the minimum time needed for f n (B(x, n, ε)) to grow onto M is smaller than p(x, n, ε) = log L (n − n i (x)) m − log ε m log λ , where m = dim M . Finally, note lim sup n→∞ p(x, n, ε) n ≤ lim sup n→∞ log L (n i+1 (x) − n i (x)) m − log ε m n i (x) log λ = 0, that does not depend on ε. To deduce the weak specification property from the previous claim goes along the same lines of the proof in Subsection 6.2.
We close with some interesting questions related with large deviations and weak specification properties. The first natural question is to investigate the connection between mixing and weak/non-uniform specification.
Question 1: Let (f, µ) be a non-uniformly expanding map with critical region and assume that f is topologically mixing. Does (f, µ) satisfy the non-uniform/weak specification property? Same question, replacing the toologically mixing property by assuming that µ has exponential decay of correlations.
In the same direction, it is an interesting question to relate specification properties with the presence of discontinuities in the system. Indeed, Buzzi [Buz97] proved that contrary to the characterization due to Blokh [Blo83] discussed in Subsection 2.3 there exists a large class of topologically mixing but discontinuous maps of the interval (including β-transformations) so that the set of parameters for which the strong specification property holds although dense has zero Lebesgue measure.
In the previous lemma we used in a strong way that f is volume-expanding. It is interesting question to understand if the same holds for asymptotically volumeexpanding transformations. Since β-transformations have strong expansion, we believe that the simple presence of discontinuities should not be enough to prevent an affirmative answer to the following question.
Question 2: Do all β-transformations of the interval satisfy the weak/nonuniform specification property? More generally for most piecewise-expanding interval maps?
Let us finish by noting that affirmative answers to the previous questions would provide lower bound estimates for a more wide class of non-uniformly hyperbolic maps.
