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Kurzfassung 
Die Auswahl geeigneter Lösungsmittel kann eine wesentliche Entscheidungsgröße 
bei der Entwicklung von Prozessattributen im Hinblick auf ein bestimmtes Ziel sein. 
Diese Arbeit beschreibt einen systematischen Rahmen für das Screening bzw. die 
Entwicklung von Lösungsmitteln sowohl unter Modellparameter- wie auch unter 
Strukturunsicherheit. Dieser Rahmen kombiniert modellbasierte und datenbasierte 
Methoden. Das verwendete Modell stützt sich auf molekulare Deskriptoren wie zum 
Beispiel Kamlet-Taft-Parameter. Diese Arbeit befasst sich mit der Auswahl sowohl 
herkömmlicher organischer Lösungsmittel als auch neuartiger verfeinerter 
Lösungsmittel für chemische Reaktionstechnik und Biomasseverarbeitung. 
Die Arbeit zeigt auf, dass es mit Hilfe des vorgeschlagenen Rahmens möglich ist, 
trotz Unsicherheit der Daten vielversprechende Reaktionslösungsmittel für eine 
Klasse von SN1-Reaktionen identifizieren. Der unerwünschten Fortpflanzung von 
Unsicherheiten wird durch eine Kombination aus Tychonoff-Regularisierung und 
optimierter Versuchsplanung entgegengewirkt. Die Unsicherheitsanalyse mit Hilfe 
von Monte-Carlo-Simulationen zeigt die Vorzüge des vorgeschlagenen Rahmens im 
Vergleich mit anderen auf chemischen Erkenntnissen basierenden Methoden auf. 
Die Arbeit erörtert die Anwendung des Rahmens bei der Lösung von Cellulose in 
ionischen Flüssigkeiten. Dabei wird der quantitative Beitrag der einzelnen Kamlet-
Taft-Parameter in diesem Zusammenhang deutlich gemacht. Die Basizität des 
Wasserstoffbrückenakzeptors überwiegt, sie ist jedoch nicht der alleinige Beteiligte. 
Durch die Kombinierung von Kamlet-Taft-Parametern mit bestimmten molekularen 
Strukturen können zwei separate Bereiche der celluloseauflösenden und nicht-
celluloseauflösenden ionischen Flüssigkeiten gekennzeichnet  werden. Diese Arbeit 
erörtert die Anwendung des Rahmens auf die Auswahl des flüssigen 
Lösungsmittelns, das mit dem komprimiertem CO2 verwendet wird, und seine 
Zusammensetzung in gasexpandierten Flüssigkeiten für eine Diels-Alder-Reaktion. 
Ein gemischt-ganzzahliges nichtlineares Optimierungsmodell, das die Bayes-
Multimodell-Interferenz umfasst, wird vorgeschlagen. Zwei Neuformulierungs-
strategien, eine angepasste Big-M-Methode und binäre Multiplikation, werden 
vorgeschlagen, um bessere Berechnungen zu erzielen. Es wird nachgewiesen, dass 
drei CNIBS/R-K-Modelle schlechter als zwei bevorzugte Solvatisierungsmodelle zur  
Vorhersage der Kamlet-Taft-Parameter von CO2-expandierten Flüssigkeiten sind. 
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Summary 
The selection of proper solvents can be a key decision variable in engineering 
process attributes towards a certain objective. This contribution outlines a systematic 
framework for screening and/or design of solvents under both model parametric and 
structural uncertainty. The framework integrates model-based and data-driven 
methods. The model used is based on molecular descriptors, such as Kamlet-Taft 
parameters. The contribution addresses the selection of not only traditional organic 
solvents but also sophisticated novel solvents for chemical reaction engineering and 
biomass processing. 
This contribution demonstrates that the proposed framework is able to identify 
promising reaction solvents for a class of SN1 reactions amidst uncertainty in the 
data. The undesirable uncertainty propagation is treated using a combination of 
Tikhonov regularization and optimal design of experiments. The uncertainty 
propagation analysis employing Monte Carlo simulations demonstrates the 
advantages of employing the proposed framework over another method based on 
chemical insights. This contribution discusses the application of the framework on 
cellulose dissolution in ionic liquids which quantitatively reveals the contribution of 
each Kamlet-Taft parameters in this context. Hydrogen-bond acceptor basicity is 
dominant but not the sole contributor. By combining Kamlet-Taft parameters and 
some specific molecular structures, two separate regions of cellulose dissolving and 
non-cellulose dissolving ionic liquids can be characterized. This contribution 
discusses the application of the framework on the selection of the liquid solvent to be 
paired with the compressed CO2 and its composition in gas-expanded liquids for a 
Diels-Alder reaction. A mixed-integer nonlinear optimization model which 
incorporates Bayesian multimodel inference is proposed. Two reformulation 
strategies, tailored big-M and binary multiplication, are proposed in order to achieve 
better computational performance. Three CNIBS/R-K models are shown to be inferior 
to two preferential solvation models in predicting the Kamlet-Taft parameters of CO2-
expanded liquids. 
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Chapter 1 
Introduction 
1.1. Motivation 
Solvents can dramatically influence process attributes, such as reaction rate, 
chemical equilibrium and solubility, which can be engineered towards a certain 
objective by selecting the proper solvents. Therefore, solvent selection can be a key, 
albeit often underestimated, decision variable in process design, retrofit and control. 
This line of research is also timely with the shift of paradigm in process systems 
engineering, i.e., engineering across multiple scales: moving from the archetypal 
process level down to the molecular level. 
Moreover, there have been substantial introductions of relatively new materials for 
solvents, such as ionic liquids and switchable solvents, e.g. gas-expanded liquids, 
into some industrial practices, giving alternatives beyond traditional organic solvents. 
The explorations for the innovative applications of these novel solvents have 
intensified both in the academia as well as in the industry. This is clearly indicated by 
the rapidly growing number of publications and patents on these novel materials. Two 
of these hot topics are the applications of solvents in chemical reaction engineering 
and biomass processing. Again, not only the solvent itself but the relevant 
applications are closely connected to the concept of green chemistry, which is also 
rising in importance in this era of resource depleting world. 
The natural question is then how to identify the proper solvent given an objective. 
The number of natural solvents such as the traditional organic solvents is already 
massive. This number is further augmented by the advent of the molecular 
technology to manufacture sophisticated solvents such as ionic liquids and 
switchable solvents; some of them have never been synthesized before and do not 
naturally exist without deliberate man-made intervention. Not only the physical 
properties but also the chemical properties of these sophisticated materials can be 
tailored to meet certain demands and thus some argue that they deserve the 
cognomen of “the truly designer solvents”. However, this vast number of solvent 
candidates leads to a dilemma of how to identify the most appropriate solvent for a 
 2 
 
particular application. It is prohibitive to experimentally examine a large number of 
candidates, let alone each and every of these possible solvent candidates. 
Yet, the systematic methods that can provide guidances for chemists and engineers 
are still in the early phase. Most of the available guidances are heuristic and 
qualitative in nature. Indeed, only a handful of the members of the process systems 
engineering community have started to pay more attention into this academically 
arousing and industrially germane subject and subsequently cultivate a systematic 
framework to answer the previously posed question in a more systematic and 
quantitative manner. 
This ushers another question of how to model the relevant solvent effects. An uneasy 
balance needs to be maintained. This model has to be accurate enough to capture 
the important features of the solvent effects of interest and, at the same time, simple 
enough to facilitate relatively fast computations over a large search space of solvent 
candidates. This results in a computer-aided framework for screening and/or design 
of solvents which is aimed to experimentally validate only a relatively small number of 
solvent candidates for a given objective. 
Furthermore, the uncertainty which is inherently present in computer-aided screening 
and/or design of solvents has not received adequate attention or has been even 
completely neglected. Unfortunately, this uncertainty, no matter how small, can 
significantly disturb the solution of computer-aided screening and/or design of 
solvents whenever a proper treatment is not carefully attended. The remarkably 
scarce previous studies which paid attention to the uncertainty are rather limited to 
solely model parameter uncertainty following uniform distribution. The issue of model 
structure uncertainty has remained void from any attentions. 
1.2. Scope and objectives 
The scope of this work encompasses the development of a systematic framework to 
screen and/or design solvents under the presence of uncertainty, particularly in two 
applications: (i) optimal reaction rates and (ii) cellulose dissolution. The reaction 
systems studied are (i) nucleophilic substitution and (ii) Diels-Alder reactions. The 
uncertainty comes from (i) the data, which translates into the model parameter, and 
(ii) the model structure itself. The uncertainty is quantified based on available 
evidence or data. The data in this work are collected from experiments and not from 
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simulations, although this kind of data can be used as well in principle. The solvents 
considered include (i) molecular solvents as well as (ii) ionic liquids and (iii) gas-
expanded liquids. The Kamlet-Taft parameters and associated molecular descriptors 
embodying the solvatochromic equation are used to predict the solvent effects due to 
their availability and coverage. In principle, other molecular descriptors can be used 
instead. 
The objectives can be divided into two parts: (i) methodology and (ii) application. 
The methodological objectives aim at the development of a framework to model and 
solve the aforementioned screening and/or design of solvents under uncertainty, both 
in the model parameters and the model structure. The uncertainty considered can 
take various forms of probability distribution and is instilled by Bayesian 
interpretation. The Bayesian perspective is one of the distinct features which 
separate this contribution from the other previous works. This Bayesian framework 
takes the hybrid of model-based and data-driven approaches. This framework 
includes the methods to analyze the consequence of the uncertainty as well as to 
suppress the undesirable uncertainty propagation into the solution of the computer-
aided screening and/or design of solvents. These methods are devised to specific 
applications and derived using the foundations of linear algebra and mathematical 
optimization. 
Several industrially-relevant applications of the proposed framework are studied. 
These applications include the selection of solvents in various settings: (i) molecular 
solvents for SNX reactions, (ii) ionic liquids for cellulose dissolution and (iii) gas-
expanded liquids for Diels-Alder reactions. The first application focuses on model 
parameter uncertainty and the second application emphasizes model structure 
uncertainty. The third application is different from the first two in its dealings with 
mixture rather than pure solvents. In the first two applications, the screening of a 
databank of solvents is employed. In the third application, the design of the 
composition of the solvent mixture is involved. 
1.3. Outline 
The dissertation comprises seven chapters, including this introductory chapter. 
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Chapter 2 briefly introduces the definition and the classification of solvents. The 
solvent effects which are pertinent to process systems engineering are identified and 
demonstrated. This chapter provides concrete examples encouraging the motivation 
of this dissertation. Some approaches which have been proposed to qualitatively and 
quantitatively predict the solvent effects are reviewed. 
Chapter 3 proposes a framework of computer-aided screening and design of solvents 
under uncertainty coming from both model structure and parameters. This framework 
represents a more general spirit which includes the more specific approaches 
considered in the next chapters. The components forming the framework are 
described: uncertainty propagation, robustification as well as the combined model-
based and data-driven approach. 
Chapter 4 presents a hybrid model-based and data-driven framework for the 
screening of reaction solvents. The framework comprises a sequence of two 
connected problems, which are formulated as systems of linear equations: (i) 
identification of a model to predict solvent effects on reaction rate constants from 
experimental data and (ii) computer-aided screening exploring a databank of solvents 
A combination of Tikhonov regularization and optimal design of experiments (or data 
selection) is proposed to remedy uncertainty amplification from the data to the 
solution and circumvent unreliable screening. The framework is tested using an 
instance of SN1 reactions and the screening results are compared with benchmark 
solvent selection procedures. 
Chapter 5 discusses the issue of selecting the optimal ionic liquid to dissolve 
cellulose. A hybrid model-based and data-driven framework to screen ionic liquids a 
priori by predicting the cellulose solubility is proposed. Akaike’s Information Criterion 
is employed to evaluate the strength of evidence of each of the proposed model 
structure candidates based on available data and to identify the relevant Kamlet-Taft 
parameters. The framework is tested to identify promising ionic liquids for Avicel 
cellulose dissolution. The analysis on a multi-dimensional space of Kamlet-Taft 
parameters is also performed to distinguish ionic liquids which can dissolve cellulose 
from those which cannot. 
Chapter 6 studies gas-expanded liquids, more specifically CO2-expanded liquids, 
which belong to a class of mixture solvents. This is different from the previous two 
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chapters which study pure solvents. The design aims to identify the solvent pair for 
CO2 as well as its composition which optimizes the rate of a Diels-Alder reaction. The 
issue of modeling mixture solvent effects is explored. The related models are typically 
nonlinear rather than linear as in the case of pure solvent effects. An optimization 
model is formulated that takes the uncertainty of the model structure into account. 
This model is reformulated with the goal to solve the model in a more efficient 
manner numerically. Some reformulation strategies are proposed to achieve such a 
goal. 
Chapter 7 closes this dissertation by summarizing the main contributions that have 
been accomplished while pointing some potential directions that one may pursue in 
the future. An industrial application of the proposed methodology in the field of 
continuous-flow chemistry is sketched in between. 
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Chapter 2 
Solvents and solvent effects in process engineering 
applications 
This chapter briefly discusses the definition and the classification of solvents. This 
chapter also identifies and demonstrates the solvent effects which are timely and 
pertinent to process engineering, serving the general motivations of this dissertation 
with some concerte examples, while concisely retrospects some of the developments 
in predicting these solvent effects. 
2.1. Solvents 
In a limited sense, solution are liquid phases consisting more than one substance in 
variable ratios, when for convenience one of the substances, which is called the 
solvent and may itself be a mixture, is treated differently from the other substances, 
which are called solute (Whiffen, 1979). Normally, the component which is in excess 
is called the solvent and the minor component(s) is(are) the solute(s). Solvents can 
be classified according to their physical as well as chemical properties (Reichardt and 
Welton, 2011). In the first, solvents are classified based on their physical attributes, 
such as density, viscosity, melting and boiling point. In the latter, solvents are 
classified based on their chemical bonds and organized into three classes: (i) 
molecular liquids, (ii) ionic liquids and (iii) atomic liquids. These three classes 
represent covalent bonds, ionic bonds and mettalic bonds, respectively. 
Solvents are widely used in various chemical and process industries (Wypych, 2001), 
to name a few: pharmaceutical, food, oil and gas, for a wide range of applications. 
These applications include dissolution of solid materials, dilution of liquids, 
separations, such as azeotropic distillation and liquid-liquid extraction, crystallization 
as well as moderating or facilitating chemical reactions in liquid phase.  
Solvents play a vital role in green chemistry and engineering. Watson (2012) claimed 
that the proper selection of solvents is one of the most important decisions regarding 
the implementation of green chemistry in an industrial setting. One of “The 12 
Principles of Green Chemistry” (Anastas and Werner, 2000) explicitly stipulates the 
importance of benign solvents. This directly translates into the green process 
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engineering practice. Solvents are entangled in various parts of “The 12 Principles of 
Green Engineering” (Anastas and Zimmerman, 2003). Hence, it is crucial that 
research activities involving solvents are directed towards solvents which are relevant 
to green chemistry and engineering (Jessop et al., 2011) 
2.1.1. Organic solvents 
Organic solvents belong to the class of molecular solvents. Organic solvents are 
those formed by carbon atom(s). They have been dominating the chemical and 
process industries and thus are considered as the “traditional” solvents. 
Nevertheless, non-traditional solvents, especially ionic liquids, have been receiving 
tremendous attentions in the scientific community lately and their applications in the 
chemical and process industries have been actively explored recently. 
Polar solvents typically have higher dielectric constants while nonpolar solvents have 
lower dielectric constants. Benzene and cyclohexane, which have symmetric 
molecular structures, are examples of nonpolar solvents. Polar solvents are further 
classified into polar protic and polar nonprotic solvents. Polar protic solvents have 
either H-O- or N-O- functional group, e.g. methanol and formamide. On the contrary, 
polar aprotic solvents do not have such functional group, e.g. dimethylsulfoxide and 
acetonitrile. 
2.1.2. Water 
Water is an ancient solvent; it has been used since the early days of the human 
civilization, and remains a common solvent in modern industrial practice nowadays. 
The majority of human body itself is built from water and water also plays various 
essential roles in the metabolisms of living organisms. 
Pfizer’s and other similar lists rank water as the greenest solvent. Water is 
nonflammable, nontoxic and poses, if there is any, minimal health and environmental 
concerns. The dominant position of water as a green solvent is illustrated in 
“Handbook of Green Chemistry: Green Solvents” (Anastas, 2010). The handbook 
contains three volumes, each for water, ionic liquids and supercritical fluids. While 
ionic liquids and supercritical fluids are rather broad classifications covering a large 
number of molecules, water is just one molecule and yet being placed on equal 
footing as the previous two classes of solvents. Water is a strongly polar protic 
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solvent. Water is typically chosen for most industrial biocatalytic syntheses (Hou, 
2005). 
2.1.3. Ionic liquids 
Ionic liquids (Rogers and Seddon, 2003) are entirely composed of ions, commonly a 
pair of a positively-charged cation and a negatively-charged anion and thus different 
from ionic (aqueous) solutions. Ionic liquids have relatively low melting points, i.e., 
below 100°C, as compared to salts such as NaCl. The first ionic liquid was 
synthesized at the beginning of the 20th century by Paul Walden (Walden, 1914), 
hailed by many as the father of ionic liquids. The development of ionic liquids was 
relatively dormant for quite some time and only began to receive widespread 
attention by both academia and industry by the end of the 20th century. 
Ionic liquids are often associated with green chemistry (Ott et al., 2010). One of the 
major arguments in this claim is the negligible vapor pressure of ionic liquids and thus 
they are not likely contributing to air contamination, unlike many traditional molecular 
solvents which are volatile organic compounds (VOCs). Nevertheless, some recent 
studies demonstrated that ionic liquids can actually have substantial vapor pressure 
under extreme conditions such that they can be distilled. However, these conditions 
are far from the typical conditions required by industrial processes and thus the claim 
of the greenness of ionic liquids remains largely preserved. Moreover, this can open 
an opportunity as an alternative to recover ionic liquids. 
Ionic liquids containing imidazolium cations are the most commonly used in the 
industrial applications. [bmim][Cl] and [emim][OAc] epitomize, at the moment of the 
writing, the industrial standards for cellulose dissolution agent and they have been 
marketed as two of the BASIONICS; the BASF portfolio of ionic liquids. Sigma-
Aldrich commercially offers more than 100 types of imidazolium-based ionic liquids.  
2.1.4. Switchable solvents 
Switchable solvents constitute a relatively novel groundbreaking invention pioneered 
by Philip Jessop (Jessop et al., 2005). The properties of switchable solvents are 
tunable by adding or removing triggering agents, such as CO2 (Jessop et al., 2012b). 
Therefore, switchable solvents offer the flexibility to function in various different 
process stages, e.g. reaction and separation. The basis of a switchable solvent can 
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come from other previously mentioned solvents, such as organic solvents, water and 
ionic liquids. However, only few switchable solvents have been discovered so far. 
Nevertheless, the future potential of such solvents deserves attention. 
Supercritical fluids are considered as switchable solvents (Jessop and Subramaniam, 
2007). Supercritical CO2 is the most popular supercritical fluid due to a combination 
of CO2 abundance and its greenness; US EPA excludes it from its regulations on 
volatile organic compounds. 
Another group of switchable solvents are formed by gas-expanded liquids (Jessop 
and Subramaniam, 2007), which can offer various advantages over supercritical CO2. 
The most common gas-expanded liquids are CO2-expanded liquids. The CO2 gas 
which is used to make CO2-expanded liquids can be collected from waste gas and 
thus is an environmentally-benign alternative to disposing such harmful gas to the 
atmosphere. This, in turn, contributes to the perception of CO2-expanded liquids as 
green solvents.  
2.2. Solvent effects 
Solvents have various effects on reaction rates, chemical equilibria and absorption 
spectra of organic compounds. This premise is supported by a body of knowledge 
assembled through decades of research. These solvent effects can be employed to 
engineer chemical processes. The proper selection of solvents can be used to 
optimize chemical reaction rates (see Chapter 4 and 6). The proper selection of 
solvents can also determine whether biopolymers, such as cellulose, can be 
dissolved and further processed (see Chapter 5). 
2.2.1. Solvent effects on reaction kinetics 
Menschutkin already discovered in the late 19th century that the reaction rate of the 
quaternization of triethylamine with iodoethane varies for all of the 23 different 
investigated solvents (Menschutkin, 1890). The reaction rate of alkyl halide 
solvolysis1 has also been shown to depend on the selected solvent (Grunwald and 
Winstein, 1948). These early works marked the beginning of many studies on the 
effect of solvents on the rate of chemical reactions including the more recent works of 
McManus et al.  (2004),  Fajt et al. (2008),  Ngaosuwan et al. (2010),  Harifi-Mood  et 
                                                          
1
 The terminology “hydrolysis“ can be used instead if the solvent is water. 
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al. (2011),  Vanoye et al. (2011) and  Akpa et al. (2012). A comprehensive review of 
the subject is provided by Reichardt and Welton (2011) in their recent monograph. 
These authors present many cases where the reaction rate constant varies 
significantly for different solvents. For example, the reaction rate constant of the 
Finkelstein halide exchange reaction between iodomethane and radioactively labeled 
iodide ion is more than 104 times higher in acetone than in water as shown in Table 
2.1. 
Table 2.1: Relative reaction rate constants krelative of the Finkelstein halide exchange 
reaction between iodomethane and radioactively labeled iodide ion in five 
solvents (Reichardt and Welton, 2011). 
Solvent krelative 
CH3COCH3 13000 
C2H5OH 44 
(CH2OH)2 17 
CH3OH 16 
H2O 1 
 
This effect also holds for both pure and mixture solvents. For example, the water 
content can strongly influence the reaction rate constant of the alkaline hydrolysis of 
the trimethylsulfonium ion in a solvent mixture of ethanol and water (see Table 2.2). 
Establishing predictive estimation of solvent effects on the rate of chemical reactions 
is important for both scientific and engineering purposes. As mentioned earlier, in 
some cases, tremendous reaction rate acceleration, e.g. in order of magnitude of 109, 
can be accomplished only by using a different solvent. Thus, it is of significant 
industrial interest to have a guidance to select the optimal solvent for a certain 
reaction system. In particular, chemists and process engineers are interested to 
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identify and understand the key solvent properties that are crucial in affecting the 
reaction kinetics. 
Table 2.2: Relative reaction rate constants krelative of the alkaline hydrolysis of the 
trimethylsulfonium ion in aqueous ethanolic solvent (Reichardt and Welton, 
2011). 
H2O in 
cL/L 
krelative 
0 19600 
20 480 
40 40 
100 1 
 
2.2.2. Solvent effects on cellulose dissolution 
Cellulose dissolution is important for biomass processing (see Chapter 5). 
Unfortunately, only few, usually sophisticated and man-made, materials can dissolve 
cellulose (Rinaldi and Schueth, 2009), including ionic liquids. Many traditional 
molecular solvents, such as water and alcohols, are not capable to dissolve cellulose 
(see Table 2.3). 
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Table 2.3: The ability of five solvents to dissolve cellulose (Gericke et al., 2012). 
Solvent 
Dissolve 
cellulose? 
H2O no 
CH3OH no 
[bmim]NTf2 no 
[emim]OAc yes 
[bmim]Cl yes 
 
2.3. Prediction of solvent effects 
The prediction of solvent effects can be performed qualitatively and quantitatively. 
Qualitative prediction relies on heuristics and does not involve a sound mathematical 
model. Qualitative prediction usually can only handle few factors or even only one 
factor at a time. It also faces difficulty to reliably rank a relatively large number of 
solvent candidates. 
Organic chemists have attempted to understand solvent effects in terms of the 
polarity of the solvent. Solvent polarity is the capacity of a solvent for solvating 
dissolved charged or neutral, apolar or dipolar species. The concept of solvent 
polarity is easy to grasp qualitatively, but difficult to express quantitatively (Reichardt 
and Welton, 2011). 
The solvent dielectric constant as well as the solvent dipole moment can be 
considered as a measure of solvent polarity. However, the former does not 
accurately assess the solvent-solute interactions while the latter neglects other 
contributions, such as quadrupole and higher multipole moments, to the charge 
distribution of the solvent molecule. 
For the classes of aliphatic nucleophilic substitution and elimination reactions, 
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Hughes and Ingold (1935) derived a set of heuristics regarding the effect of solvent 
polarity on the reaction rate. The Hughes-Ingold rules are as follows: 
1. An increase in solvent polarity results in an increase in the rates of those 
reactions in which the charge density is greater in the activated complex than 
in the initial reactant molecule(s). 
2. An increase in solvent polarity results in a decrease in the rates of those 
reactions in which the charge density is lower in the activated complex than in 
the initial reactant molecule(s). 
3. A change of solvent polarity has a negligible effect on the rates of those 
reactions that involve little or no change in the charge density on going from 
reactant(s) to the activated complex. 
A body of knowledge has been collected regarding cellulose dissolution in ionic 
liquids. However, such knowledge is mostly qualitative in nature (Pinkert et al., 2009; 
Pinkert et al., 2010; Gericke et al., 2012). These reported heuristics concern the 
molecular structure of the ionic liquids, including the cations and the anions. Some of 
the heuristics suggest that the cation should comprise an aromatic heterocycle and 
should be able to delocalize the positive charge. Other favorable features of the 
cation also include a second heteroatom in the aromatic ring and inherited dipolar 
characteristics (Kahlen et al., 2010). 
Imidazolium cations are widely believed to be a good choice, in particular 1-ethyl-3-
methylimidazolium and 1-butyl-3-methylimidazolium. On the contrary, pyrrolidinium 
and piperidinium are commonly known as rather bad choices for the cation. 
Imidazolium cations give relatively good solubility if they are paired with a chloride 
anion but not if they are paired with a NTf2- anion. It is believed that the ability of the 
anion to act as the hydrogen-bond acceptor is a desired property. 
Many previous studies pointed out that the anion requires the ability to act as a 
hydrogen bond acceptor. The anion should also be relatively small in size or have the 
ability to offer several hydrogen-bond acceptor sites. It is also suggested that 
prefereable substituents should not be bulky or hydrophobic. Cl- and OAc- anions are 
usually good matches with the imidazolium cations. Neverheless, these heuristics are 
still far from being able to offer reliable guidances in selecting the proper ionic liquids. 
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On the contrary, quantitative estimation relies on astute mathematical model. 
Quantitative estimation can handle multiple factors and reliably rank a large number 
of solvent candidates. The theory of Gibbs energy serves as the basis of the rationale 
for many quantitative predictions discussed later. The comprehensive arguments 
about linear Gibbs energy relationship as fundamental laws of chemistry as well as 
empirical rules can be found in a series of connected treatises by Sjöström and Wold 
(1981), Kamlet and Taft (1985) and Kamlet et al. (1987). The theory for predicting 
solvent effects on cellulose dissolution is a much less mature state than the one for 
predicting solvent effects on reaction kinetics and thus the subsequent discussion in 
this chapter gives precedence to the latter over the former. 
The transition-state-theory (Eyring, 1935) has been advocated as an apparatus to 
rationalize the kinetics of a chemical reaction. The theory mentions that in order for a 
chemical reaction to convert reactant(s) into product(s), it needs to overcome an 
energetic barrier, i.e. the activation energy. The intermediate between the reactant 
and the product is called the activated complex. The solvent has the ability to 
influence the energy landscape of a chemical reaction. As illustrated in Figure 3.1, 
the activation energy of a chemical reaction is lower in solvent A than in solvent B. 
This influences the chemical reaction kinetics and provides explanation about the 
different reaction rates in these two solvents. The transition-state-theory can be used 
in conjunction with computational chemistry methods, such as quantum mechanics 
with continuum solvation models, e.g. Tomasi et al. (1999) and Marenich et al. 
(2009). However, these methods are computationally demanding and still require 
further research to achieve sufficient prediction accuracy for most solvents, especially 
those sophisticated solvents of practical interest. 
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Figure 3.1: Schematic illustration of a chemical reaction in two solvents (solvent A 
and solvent B) according to the transition-state-theory. 
In 1937, Hammett introduced an equation to predict the effects of substitutents on the 
reaction rates and the chemical equilibria (Hammett, 1937). Hammett used this 
equation to study the ionization of meta- or para-substituted benzoic acids in water. 
Hammett equation is motivated by the theory of Gibbs energy. 
Grunwald and Winstein paved the way for the use of appropriate "solvent scales" in 
studying solvent-sensitive chemical reactions. They proposed to correlate an 
empirical measure of solvent polarity, i.e. the solvent "ionizing power", to the reaction 
rate constants (Grunwald and Winstein, 1948). The equation, called the Grunwald-
Winstein equation, includes the logarithm of the ratio between the reaction rate 
constant at a reference solvent and the reation rate constant of another solvent, 
respectively. This logarithm is defined as a linear function of the solvent ionizing 
power. The gradient and the intercept of the linear function are estimated from kinetic 
measurements and they are solvent-dependent. The gradient signifies the sensitivity 
of the reaction with respect to the solvent ionizing power, which is distinctive for a 
particular solvent and the intercept is set to zero for ideally behaved solvents. 
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Grunwald and Winstein (1948) conducted a study on various SN1 reactions with the 
solvolysis of tert-butyl chloride as a reference. They concluded that polar protic 
solvents accelerate the solvolysis of tert-butyl chloride. For SN1 reactions, the value 
of the gradient is typically close to 1. For SN2 reactions, the value of the gradient can 
vary between 0.25 and 0.35. 
The Grunwald-Winstein equation works reasonably well for a wide variety of SN1 
reactions. Unfortunately, this is not the case for SN2 reactions such as the solvolysis 
of primary haloalkanes and reactions involving borderline mechanisms such as 
solvolysis of secondary haloalkanes. 
Later investigations suggested that the reaction rate depends on other factor besides 
the solvent ionizing power which becomes the culprit for the limitations of the 
Grunwald-Winstein equation. These investigations lead to an improved version of the 
Grunwald-Winstein equation. They identified that the other important factor to be 
considered is the nucleophilicity of the solvent and thus the improved equation 
includes a measure of the solvent nucleophilicity (Winstein et al., 1951) in addition to 
the solvent ionizing power. 
The sensitivity of the reaction with respect to the solvent nucleophilicity is indicated 
by another gradient which is, again, estimated from kinetic measurements. If the 
reaction is not influenced or influenced in a constant manner by the solvent 
nucleophilicity then the extended Grunwald-Winstein equation reduces to the original 
Grunwald-Winstein equation. The additional term enhances the predictive power of 
the equation for handling reactions with SN2 or borderline mechanisms where solvent 
nucleophilic assistance plays a role. 
Further studies confirmed that the Winstein's solvent ionizing power does not hold for 
leaving groups, other than the chloride ion. This is mostly due to the fact that different 
leaving groups have different amount of the specific solvation by the solvent 
molecule. Swain et al. (1955) proposed an equation which takes into account solvent 
nucleophilicity and solvent electrophilicity as well as the corresponding sensitivity 
parameters estimated from kinetic measurements. 
The solvatochromic equation deciphers multiple solvent effects, including reaction 
rate constant, chemical equilibrium and recently cellulose solubility, through linear 
combinations of the solvent properties. Three of these properties are called the 
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Kamlet-Taft parameters: hydrogen-bond donor acidity (Taft and Kamlet, 1976), 
hydrogen-bond acceptor basicity (Kamlet and Taft, 1976) and dipolarity/polarizability 
(Kamlet et al., 1977). These three are usually denoted in the literature by the greek 
characters , β and π*, respectively. The solvatochromic equation evolves around the 
three Kamlet-Taft parameters. Hydrogen-bond donor acidity is the solvent ability to 
donate a proton in a solvent-to-solute hydrogen bond. Hydrogen-bond acceptor 
basicity is the solvent ability to donate an electron pair in a solvent-to-solute 
hydrogen bond. Dipolarity/polarizability is the solvent ability to stabilize a charge or a 
dipole by virtue of its dielectric effect. 
Additional solvent properties can be added as well, e.g. Hildebrand solubility 
parameter and polarizability correction factor. Hildebrand solubility parameter or the 
related cohesive energy density measures the solvent-solvent interaction. The 
polarizability correction factor is a purely empirical factor that considers the specific 
molecular structure of the solvent. Kamlet et al. (1983) generalized the 
solvatochromic equation by the inclusion of various other solvent properties. 
However, careful treatment is required to decide whether certain solvent properties 
are necessary or not for the inclusion. Stepwise regression can be considered for 
such purpose. Also note that the solvatochromic equation can also consider the 
effect of solute-solvent interaction. However, when it is used for solvent screening of 
some particular systems, these terms cancel out. 
From a mathematical point of view, the solvent properties are essentially the factors 
of a multiple linear regression model. These factors can also be regarded as 
molecular descriptors (Todeschini and Consonni, 2009) elucidating selected solvent 
effects. The solvatochromic equation thus contains various parameters which are 
estimated from measurements. These estimated parameters are related to particular 
solvent properties, the factors, and can be interpreted as the sensitivity of a solvent 
effect with respect to the corresponding solvent properties. Thus, information on 
these quantities can be useful to evaluate the importance of a particular solvent 
property on the reaction rate constant. These quantities can be estimated given 
sufficient data of the solvent effect of a system of interest and the solvent properties. 
Still, parametric and structural uncertanties of such models can obscure in the 
predictive power of solvent screening. 
Kamlet-Taft parameters are frequently used to measure the various solvent effects 
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(Reichardt and Welton, 2011; Jessop et al., 2012a). They cover a wide range of 
solvents from traditional organic solvents to sophisticated solvents, such as ionic 
liquids and switchable solvents (Jessop et al., 2012a). Lately, Kamlet-Taft 
parameters have also been measured for some solutes, e.g. some cellulose types 
(Spange et al., 2003), and even related to other solvent properties (Schmeisser et al., 
2012) such as the Gutmann donor and acceptor numbers (Gutmann, 1976). These 
desirable qualities give Kamlet-Taft parameters ample advantages over other solvent 
parameters for similar purposes, although general superiority is not guaranteed. The 
consequence is that a more comprehensive databank of solvents can be constructed 
using Kamlet-Taft parameters in the context of computer-aided screening and/or 
design of solvents. Therefore, although the proposed framework in the next chapter 
can employ other solvent properties and molecular descriptors, this dissertation 
focuses on the Kamlet-Taft parameters and the relevant solvatochromic equation. 
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Chapter 3 
A framework for computer-aided screening and design of 
solvents under uncertainty 
A framework comprising two interconnected problems is proposed in this chapter to 
integrate experimental and computational works for computer-aided screening and 
design of solvent molecules. This framework presents the general approach used to 
model and solve specific problems discussed in the following Chapters 4, 5 and 6. 
This chapter is organized in five sections. The first section provides an overview of 
the framework. The second section highlights the types of uncertainty imbued by the 
Bayesian spirit related to the problem while brings awareness of the specific issues 
related to the uncertainty considered in the subsequent chapters. The third section 
focuses on uncertainty propagation and its implication on the quality of the solution. 
The fourth section conceptually describes some treatments that can be used to 
remedy uncertainty propagation and robustify the solution against uncertainty. The 
last section sketches a model-based and data-driven procedure, which builds on the 
framework. 
3.1. The framework in a nutshell 
A systematic framework to formulate and solve the problem of screening and design 
of solvent molecules is sought after for various purposes. As an instance, consider 
the problem of computer-aided screening and design of reaction solvents. The effect 
of the solvent on reaction kinetics can be crucial. For example, the reaction rate 
constant of solvolysis of 2-chloro-2-methylpropane at 25°C and atmospheric pressure 
is about 335000 times larger in water than in ethanol. Another example comes from 
biomass processing in which cellulose dissolution is important. Unfortunately, many 
solvents, including traditional organic solvents, cannot dissolve cellulose and the 
search of these rare solvents which can dissolve cellulose has been an attractive 
research subject. Hence, the selection of an appropriate solvent for a particular 
process can either make or break the corresponding process with respect to 
technical and/or economical considerations in many contexts, e.g., the design of 
chemical processes. 
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Here, such a problem is formulated and solved as a two-stage problem. The goal of 
the first stage problem is to identify the model that can suitably capture the 
relationship between the solvent properties and the properties of the solvent system 
of interest. The objective of the second stage inverse problem is to screen and/or 
design some promising solvent molecule candidates that optimize and/or satisfy 
desired properties of the system, e.g. the reaction rate or the solvent solubility. 
3.1.1. The first stage problem: Model identification 
The first stage problem considers model identification from data. The model serves to 
quantify the relationship between the structure and the selected properties of the 
molecule. The data can be collected from one or a combination of the following 
sources: 
(i) literature, 
(ii) simulated experiments, and 
(iii) real experiments. 
The first source refers to experimental data, which had been collected previously by 
other researchers and authorities in the field, and disseminated via scientific 
publications, e.g. peer-reviewed journals and books. The second source refers to 
computational experiments performed in silico based on methods such as molecular 
dynamics and quantum mechanics. The third source refers to experiments actually 
performed in the laboratory to collect data for model identification. Each source has 
its own advantages which vary from case to case.  
The structure of the model is typically prescribed by the knowledge available on a 
certain topic; for example: the solvatochromic equation and the group contribution 
method. These models contain some parameters to be estimated from the collected 
data. Nevertheless, in some cases, even the model structure may not yet be well-
founded due to the lack of understanding as well as experimental evidence about 
that system. Therefore, the identification of the associated model structure and its 
parameters remains a critical subject deserving more attention. 
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3.1.2. The second stage problem: Computer-aided screening and design 
The second stage problem considers the screening and/or design of the molecules. 
The screening refers to searching a databank of molecules while the design refers to 
assembling molecules, existing or novel, from a set of building blocks or molecular 
descriptors. The design itself can be further categorized into: 
(i) explicit enumeration, such as generate-and-test method, and 
(ii) implicit enumeration implemented by an optimization method. 
Both are directed towards best fulfilling an objective or a set of objectives the most 
while satisfying a given set of constraints. The common optimization method is to 
formulate the problem into a mixed-integer optimization model. The optimization 
model can contain linear and/or nonlinear functions and binary and/or integer 
variables. This model is then typically solved using the appropriate standard general-
purpose optimization solvers. The objective can be classified into: 
(i) maximizing or minimizing one property or multiple properties, and 
(ii) matching or targeting a set of properties as compatible as possible. 
The matching objective can be mathematically represented by minimizing the sum of 
squared discrepancies between the desired properties and the predicted properties 
of the molecules. Obviously, a combination of the previously mentioned categories 
can be conceived.       
3.1.3. The two-stage problem 
The two-stage problem, formulated here, is a framework that integrates the first stage 
problem (model identification from the data) and the second stage problem 
(computer-aided screening and/or design of molecules). Since the solution of the first 
stage problem dictates the solution of the second stage problem, these two problems 
have to be treated in a unified framework. Indeed, the solution of the first problem 
constraints the solution of the second problem. Thus, the proposed framework is 
different from those which consider the two problems separately. 
Consider the previously mentioned problem of screening and design of solvents. The 
model is identified by solving the following problem in the first stage: 
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where s, θ and p denote the solvent, the model parameters and the property of 
interest, respectively. sd and dp
~  signify a vector of solvents and the associated data 
vector of properties which are used for the identification of the model. f is a function 
that is used for model identification, which in the case of least-squares is 
  2
2
~, dd pspf   .  p  refers to a model of property p. 
The objective of the second stage is to screen and/or design promising solvent 
candidates, subject to experimental validation, which maximize the reaction rate 
constant or the solvent solubility which is predicted by the property model p, e.g. the 
solvatochromic equation. This problem can be formulated as 
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The corresponding two-stage problem for the aforementioned problem can be 
mathematically formulated as the following: 
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Fs governs the feasible space for s. The nature of Fs distinguishes between screening 
and design of solvents. In the case of solvent screening, Fs is a set of N solvents of 
interest 
 Ns sssF ,,, 21  . (3.4) 
This set of solvents can be taken entirely or partially (after a pre-screening) from a 
databank of solvents. In the case of solvent design, Fs is defined by a collection of 
variables and constraints. The variables, both continuous x and discrete (can be 
represented as binary) y, state the conditions of the construction of the solvent 
molecule s(x,y) from the molecular building blocks or the molecular descriptors, e.g., 
which building blocks exist in the assembled molecule and the connectivity between 
them. The constraints characterize rules on the construction of the solvent molecular 
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structure and the relationship between the molecular structure and the property as 
follows: 
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The constraints can also include requirements on the properties as described 
previously in the screening of solvents. If possible, reformulation strategies, such as 
linearization of the nonlinear terms involved in (3.5), are often pursued to improve the 
computational tractability. *
~
  is the solution of the first stage problem, i.e., the 
estimated parameters for the model, while 
*~s is the solution of the second stage 
problem, i.e., the most promising solvent candidate based on the identified model. In 
a more general scope, *
~
  also includes the structure of the model. For such a case, f 
needs to compensate other aspects of the model, such as the model complexity. 
It is desirable to have a closed mathematical expression that states the relationship 
between the data, the solution of the first-stage problem (3.1) and the solution of the 
second-stage problem (3.2). However, there is no guarantee that such a relationship 
does exist in general. If such a relationship is available then methods can be devised 
to improve the stability of not only the solution of the first-stage problem but also the 
solution of the second-stage problem by analyzing the characteristic of this 
relationship. These methods can draw inspiration from linear algebra. For example, 
the stability of the solution of a linear equation can be characterized from its condition 
number. 
The tilde indicates that the uncertainty is involved in dp
~
, 
*~  and 
*~s . Obviously, the 
counterparts for these are the ideal ones which are free of uncertainty, i.e. 
dp , 
*
and 
*s . In the presence of uncertainty, 
*~s  is typically not identical to 
*s .Clearly it is 
desirable that 
*~s  and 
*s  are identical or at least similar to each other within a certain 
tolerance, i.e., the solution of the two-stage problem is reliable or robust against 
uncertainty. The types of uncertainty are discussed further in the next section.  
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3.2. Types of uncertainty 
Many scientific and engineering tasks, e.g. design, control and optimization of 
processes or systems, rely on models (Burnham and Anderson, 2002). This includes 
optimal screening and design of solvents for a particular purpose, which is the main 
focus of this dissertation. A common practice encountered both in the academia and 
the industry is to entirely rely on a single model. Unfortunately, such a practice can 
be fallible, especially beause of the presence of the inherent uncertainty. 
A model aims at a representation of the reality. However, the reality itself is rarely, if 
ever, completely known. Thus, a model is rather an approximate (partial) than a 
perfect (full) representation of the reality. It is obvious that a sound scientific and 
engineering practice requires the identification of a sufficiently accurate and 
computationally manageable approximation of the reality. 
A model is usually derived from empirical observations. Even if a rigorous theory has 
been developed, such a theory is often established by means of extensive empirical 
observations which have been rationalized by first principles which are widely 
accepted by a particular scientific and/or engineering community. Hence, the role of 
empirical observations in model building is not only essential but also irreplaceable. 
A model can be broken down into two components: (i) model parameters and (ii) 
model structure. Thus, the following discussion about the uncertainty is organized 
accordingly. 
3.2.1. Parametric uncertainty 
The model parameters are estimated from observed data. The data themselves are 
not free from the uncertainty caused by measurements which cannot be perfect, e.g. 
the impurities in the samples and the disturbances in the measurement equipments. 
The uncertainty (e.g. error) associated to the data is then propagated to the 
estimated model parameters. Hence, there is uncertainty associated with the model 
parameters as well. This model parametric uncertainty is often attributed to the 
uncertainty of not only the data but also the computation such as numerical 
roundings and ill-conditioning. 
Due to uncertainty, the data and the model parameters are better represented by 
probability distributions rather than just single deterministic values. A set of 
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hypotheses or possible realizations leads to a probability distribution, which can be 
either discrete or continuous. There are various probability distributions. Uniform 
distribution states that all possible realizations have equal probability to materialize 
but they are bounded within a certain region and any realizations which reside 
outside the region have zero probability. The two important parameters of a uniform 
distribution are the lower and the upper bound of the probable region. Normal 
distribution or Gaussian distribution states that only a certain realization is the most 
probable although there is no realization that is absolutely improbable. The normal 
distribution has a bell-like shape. The two important parameters of a normal 
distribution are the mean and the standard deviation. The mean signifies the most 
probable realization. The standard deviation indicates the spread of the distribution 
around the mean; the larger the flatter while the smaller the curvier. Approximately 
+/- 1.96 of the standard deviation encloses about 95% of the distribution. 
The framework proposed here follows the Bayesian approach and does not promote 
a particular probability distribution but instead advocates to utilize the proper 
probability distribution given the available information. In fact, one of the strengths of 
such an approach is the flexibility to use various and mixed probability distributions. 
Uniform distribution is sometimes considered to be more attractive by 
mathematicians due to its appeal to facilitate more analytical treatments. 
Nevertheless, normal distribution is still popular, especially among statisticians and 
practical engineers, and this popularity is not without reasons. For example, the 
repeated measurement of a well-defined quantity tends to obey a normal, rather than 
a uniform, distribution. Indeed, a uniform distribution can indicate the poor state of the 
measurement, the lack of confidence within the probable region and the 
overconfidence on the improbable region. The principle of indifference promotes the 
uniform distribution when there is a shortage of available information. 
The Bayesian approach, e.g. see Allmaras et al. (2013) for a recent review on the 
subject, is commonly used to address the propagation of the uncertainty from the 
data to the estimated model parameters. In this dissertation, this idea is expanded to 
further include the propagation from the model to the solution of an optimization 
problem which employs the model. This dissertation also includes the uncertainty 
related not only on the model parameters but also the model structure, which is 
discussed in the next section. 
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3.2.2. Structural uncertainty 
Model structure uncertainty has been receiving far less attention compared to model 
parameter uncertainty. Indeed, it is mathematically more challenging to address 
model structure uncertainty. While the uncertainty associated with the model 
parameters can take continuous nature, it is rather implausible that the uncertainty 
associated with the model structure does the same. Typically, only a finite and small 
number of competing model structures are available for consideration. 
The concept of “multimodel” (Burnham and Anderson, 2002) refers to a situation in 
which, instead of only one set of parameters and one defined model structure, there 
exist multiple competing sets of model structure alternatives with their associated 
parameters, each of them represents a unique hypothesis based on scientific and/or 
engineering knowledge. 
In many situations, it not clear which hypothesis leads to the model which is the most 
accurate approximation of the reality. This gives rise to the uncertainty in model 
selection. Bayesian multimodel inference provides a solution for such a problem. The 
spirit of Bayesian multimodel inference is concisely captured by the famous quote by 
George Box: “All models are wrong, but some are useful.” 
Another issue is the complexity of the model structure. By increasing the model 
complexity, e.g. adding regression factors in a linear model or increasing the detail of 
a nonlinear model, a better fit can be achieved. Nevertheless, this improvement can 
be deceiving if it is achieved at the expense that the model better fits the data “noise” 
rather than the “reality”. Moreover, unnecessary and redundant predictors can be 
harmful by adding collinearity and waste resources because of the need for more 
data. The philosophy of Occam’s Razor also promotes data interpretation in the 
simplest possible way. Thus, it is an issue of choosing the proper level of model 
structure complexity since a more complicated model is not guaranteed to provide a 
better prediction and understanding of the reality than a much simpler model. 
Kullback and Leibler (1950) conceptualized the notion of information loss when the 
reality is approximated by a model by introducing the so-called Kullback-Leibler 
information. This, however, remained nothing more than a theoretical construct with 
little practical relevances until Hirotugu Akaike proposed an information criterion in 
the early 1970s which became known to bear his name, i.e. Akaike’s Information 
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Criterion abbreviated as AIC. AIC has a theoretical connection to the Kullback-Leibler 
information. AIC paves a path to the Bayesian multimodel inference because it can 
facilitate the quantification of model structure uncertainty, via the so-called Akaike 
weight, among the competing model structure candidates in consideration. This is 
discussed further in Chapter 5. 
3.3. Uncertainty propagation 
As discussed in the previous section, the uncertainty in the data is propagated to 
result in the uncertainty in both the model parameters and the model structure. 
Subsequently, when the model is used in an optimization, such as the screening 
and/or design of solvents, this uncertainty is further propagated to the solution of the 
optimization problem. 
In order to illustrate the potential menace of such uncertainty propagation, an 
example is given. Consider the following system of linear equations: 
yAx  , (3.6) 
where A is a square matrix while x and y are the suitable vectors. It is clear that if A 
and y are known, then x is can be computed as 
yAx 1 . (3.7) 
(3.6) and (3.7) represent the mathematical foundations applied in model identification 
and computer-aided screening and/or design of solvents, respectively, when the 
model is linear. 
Two quantities, RED (relative error in data) and RES (relative error in solution), are 
introduced to further illustrate the nature of uncertainty propagation. These two are 
defined as 
2
2
~
x
xx
RED

  (3.8) 
and 
2
2
~
y
yy
RES

 , (3.9) 
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respectively. The tilde is introduced to signify that the corresponding quantity, either x 
or y, is corrupted and contains error. 
If 






001.11
11
A  and 






1
1
y  then 






0
1
x . Let us introduce slightly corrupted data 







999.0
001.1~y  which corresponds to RED of 0.1%. Such a seemingly harmless and 
relatively small error in the data produces an outstanding error in the solution, which 
is given as 







2
001.3~x . This solution corresponds to RES of 282.9134% which 
means that the error in the solution is almost three thousand times larger than the 
error in the data! More importantly, the error is also propagated to the solution of the 
computer-aided screening problem. Consider two solvent candidates in the databank 
which have the following properties 






12
53
A . The uncorrupted ideal solution 







0
1
x  is that the first solvent is ranked above the second solvent since their scores 
are 3 and 2, respectively. However, the corrupted solution 







2
001.3~x  ranks them the 
other way round: the second solvent, scoring 4.0020, is ranked above the first 
solvent, scoring -0.9970. Thus, the corrupted solution leads to a false ranking, 
regardless of the rather small corruption in the data. 
Take another example with identical 






1
1
y  and 






999.0
001.1~y  but a different 






01
11
A  
which results in identical 






0
1
x  and a much more amiable 






002.0
999.0~x . This 
corresponds to RES of 0.2236% which is significantly smaller than the previous 
example. The ranking correctness of the two solvent candidates mentioned 
previously is also preserved, i.e. the first solvent, scoring 3.0070, is ranked above the 
second solvent, scoring roughly 2. Here, the computer-aided screening is relatively 
more reliable since the solution is immune against the error in the data. 
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It turns out that 






001.11
11
A  and 






01
11
A  have condition numbers of 
approximately 4002 and 2.618, respectively. Hence, the first is ill-conditioned and the 
latter is relatively well-conditioned. A more extreme example is 






11
11
A  which is 
rank deficient and has condition number of infinity. In this case, x cannot be 
computed from (3.7). Hence, the condition number can be used as a measure to 
forecast the reliability of the solution. For these systems of linear equations, 
uncertainty propagation follows  
 
2
2
2
2
~~
y
yy
A
x
xx 


 . (3.10) 
 A  is the condition number of A. The issue becomes slightly more complicated 
when the generalized inverse of A is involved, rather than the inverse of A itself. This 
is discussed further in Chapter 4. Nevertheless, this rather simple exposition gives an 
insight that still holds true for more complex problems. The condition number can be 
used to forecast the behavior of the uncertainty propagation. The complication arises 
when the uncertainty is amplified, i.e. the uncertainty in the optimal solution is 
significantly larger than the uncertainty in the data as illustrated in Figure 3.1. 
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Figure 3.1: Uncertainty propagation: more desirable (top), less desirable (bottom). 
An even more problematic situation is when the optimal solution is “clouded” by the 
next best solutions. This happens when the prediction interval of two or more 
solutions overlap. In the case of normally distributed solutions, the common practice 
is to consider a prediction interval which encapsulates 95% of the possible 
realizations. In a case shown in the diagram at the top of Figure 3.2, the relative rank 
between solvent candidates 1 and 2 can be easily distinguished since the prediction 
intervals of the two do not overlap. Hence, this is a case which is desirable for a 
reliable computer-aided screnning and/or design of solvents. This is different in the 
case shown in the diagram at the bottom of Figure 3.2, in which the prediction 
intervals of the two solvent candidates overlap and the confidence that solvent 1 is 
ranked higher than solvent 2 is much lower than in the previous case. There is a 
stronger need to experimentally validate both solvents 1 and 2 in the second case 
than in the first case. 
One of the purposes of computer-aided screening and/or design of solvents is to 
reduce the number of solvents which undergo experimental validation. However, a 
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poor treatment of the uncertainty can cause severe uncertainty propagation which 
may obscure the ranking of the considered solvents. In the worst case, nearly all or 
even all candidate solvents may have to be experimentally verified resulting in brute 
force search. Such a case is shown later in Chapter 4. 
 
 
 
 
Figure 3.2: Two solvent candidates which do not have overlapping prediction 
intervals (top) and have overlapping prediction intervals (bottom). 
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Monte Carlo simulations constitute a practical approach to analyze uncertainty 
propagation and construct the prediction intervals. Such an approach can be 
sketched into the following iterative procedure: 
1. Define the probability distribution of the measurement data and the domain of 
interest. This probability distribution can be inferred from the available data. 
2. Generate random data following the given probability distribution and domain 
of interest.  
3. Solve the deterministic model identification problem using the generated 
random data. The uncertainties related to both the model parameters and 
structure can be incorporated in this step. 
4. Solve the deterministic computer-aided screening and/or design problem using 
the solution of the model identification problem. 
5. Repeat steps 1 – 4 until a certain criterion is satisfied, e.g. the number of 
simulations or the computational time. 
6. Aggregate the obtained pool of solutions to construct the probability 
distributions of the solutions of the computer-aided screening and/or design 
problem under uncertainty, i.e. the prediction intervals. 
There are different implementations of this procedure. One of the advanced variants 
is accomplished using the so-called Markov Chain Monte Carlo simulations (Brooks, 
1998; Berg, 2004), used in this work. Such an approach is not limited to a certain 
probability distribution and therefore is suitable for the aim of the proposed 
framework. Moreover, Monte Carlo simulations can handle problems involving high 
dimensionality and nonlinearity. 
In some cases, the solutions of model identification and computer-aided screening 
problems can be explicitly derived in closed form, posed as systems of linear 
equations and then ingeniously integrated. Such a case is discussed in Chapter 4. In 
such a case, steps 3 and 4 can be computed in a highly efficient manner which in 
turn can dramatically speed up the entire iterative procedure. 
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3.4. Robustification against uncertainty 
Robustification strives to reduce harmful uncertainty propagation from the data to the 
solution of the model identification and the computer-aided screening and/or design 
problems. Robustification against uncertainty can be achieved by various methods. 
These broad variations of methods can be categorized into two: (i) preventive and (ii) 
curative robustification. The first is achieved before data collection, e.g. by design of 
experiments, and the latter is achieved after data collection, e.g. by regularization. 
3.4.1. Regularization 
Regularization is one of the established techniques to circumvent the ill-posedness of 
model identification problems. Regularization achieves this objective by slightly 
modifying the original problem. Although the modification creates additional error, i.e., 
the regularization error, a suitable modification is possible such that the malice due to 
the regularization error is negligible compared to the benefit of suppressing the 
uncertainty propagated from the data. However, in some cases, it is quite challenging 
to find a good compromise between these two conflicting factors. The following 
discussions here are concentrated on linear model identification problems, unless 
stated otherwise. 
Singular value decomposition can be utilized as a regularization method, e.g. 
truncated singular value decomposition (TSVD). TSVD employs the fact that the 
best-approximate solution is a summation of the terms involving singular values 
(Hansen, 1998). TSVD leaves out the terms in which the corresponding singular 
values are lower than a certain threshold. Another class of regularization methods 
employ iterative procedures. The motive is to improve the computational efficiency by 
avoiding computing SVD as in TSVD or solving linear least-squares problem as in 
Tikhonov regularization. Hence, this class of regularization methods is geared 
towards large-scale problems (Hansen, 1998). 
Tikhonov regularization (Hansen, 1998) is performed by adding a smoothing penalty 
function, e.g. the second-norm of the vector of the estimated parameters, to the 
typical goodness-of-fit function, creating a sort of biobjective optimization. The 
smoothing function is accompanied by a matrix which can range from a simple 
identity matrix to a more complex matrix. The weight of the smoothing penalty 
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function is the regularization parameter. A proper choice of the regularization 
parameter is crucial in this method.  
One of the methods to choose a proper regularization is the so-called “L-curve” 
method (Hansen, 1992). In this method, the proper choice of the regularization 
parameter is determined graphically. The L-curve is constructed by solving a 
sequence of test problems for different regularization parameters and then, a 
measure of smoothness vis-à-vis the corresponding discrepancy (see figure 3.3). The 
shape of the resulting curve often resembles an L letter and thus the name of the 
method. According to this method, the proper value of the regularization parameter is 
the one which coincides with the kink of the L-curve. Unfortunately, sometimes the 
kink is not clearly visible and it can be rather subjective to judge where the kink is. 
 
Figure 3.3: Typical L-curve. 
Another method to choose the regularization parameter is generalized cross-
validation (GCV). In this method, the proper choice of the regularization parameter is 
determined by solving an optimization problem (Golub et al., 1979). Unlike the L-
curve method, GCV requires no graph plotting and has a less heuristical disposition. 
Cross-validation partitions the original data set into two subsets: the training set and 
the validation set. The first is used to identify a model and the second is used to 
validate the identified model. Generalized cross-validation is an extension of the 
“leave-one-out” cross-validation. Additional complexity arises when performing GCV 
for nonlinear model identification problems (Haber and Oldenburg, 1998). 
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3.4.2. Design of experiments 
The terminology of "design of experiments" has many variations, for example: 
“experimental design” and “experiment design”. Design of experiments relies on 
statistical notions such as Fisher Information Matrix and covariance matrix. It typically 
attempts to either maximize or minimize a quantity related to Fisher Information 
Matrix or covariance matrix, which leads to a number of variations on how the design 
of experiments is peformed. The reviews on this subject can be found in Pukelsheim 
(2006) and Franceschini and Macchietto (2008a). 
The D-optimality criterion was proposed for the first time by Wald (1943). Kiefer and 
Wolfowitz (1959) coined the criterion by the name "D-optimality" criterion and also 
built a connection to the previously developed theory by Smith (1918). This criterion 
arguably receives the highest attention and thus is the most widely studied. It aims to 
maximize the determinant of the Fisher Information Matrix or minimize the 
determinant of the covariance matrix. It can be interpreted geometrically as an 
attempt to reduce the volume of the confidence ellipsoid. D-optimality is arguably the 
most popular criterion for design of experiments. This criterion is usually also 
relatively computationally tractable. 
The E-optimality criterion was proposed for the first time by Ehrenfeld (1955). It aims 
to maximize the smallest eigenvalue of the FIM. The rationale is to minimize the 
worst-case absolute error amplification from the data to the solution. It can be 
interpreted geometrically as an attempt to reduce the longest axis of the confidence 
ellipsoid. Compared to the D-optimality criterion, the E-optimality criterion typically 
demands more computational effort. This is because E-optimality criterion formulates 
the design of experiments problem as an optimization problem involving eigenvalues. 
Some solution algorithms of such a problem are presented in more detailed in 
Appendix A. 
Another optimality criterion aims to minimize the condition number of the design 
matrix. This criterion is further discussed in Chapter 4. It can be interpreted 
geometrically as an attempt to reduce the ratio of the longest and the shortest axis of 
the confidence ellipsoid; shaping the ellipsoid as close as possible to a sphere. This 
criterion avoids a situation in which the volume of the ellipsoid is reasonably small but 
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the shape resembles a cigar, i.e., one of the axes is extremely long while the other is 
negligible. 
3.5. Model-based and data-driven framework for computer-aided screening and 
design under uncertainty 
The proposed framework is different from the classical one which treats the data and 
the model in a deterministic manner and neglects the uncertainty. The proposed 
approach considers the uncertainty in a Bayesian manner.  
This approach also sets apart the proposed approach from the rare previous works 
taking the uncertainty into consideration. Most of these works considered only the 
uncertainty related to the model parameters. They also assumed that the uncertainty 
follows uniform distribution. On the other hand, the proposed framework considers 
simultaneously the uncertainty related to the model structure as well as the model 
parameters. Furthermore, the proposed framework allows any type of probability 
distributions, which can come in various and even mixed distributions. 
The proposed approach can provide an estimate of the posterior probability of the 
solutions from the given prior probability of the data and/or the model. Hence, this 
approach can generate not only a ranking of the solutions and but also an answer to 
the question “What is the probability that a solution is the optimal (1st ranked) 
solution?”. This question can be further extended to “What is the probability that a 
solution is ranked 2nd or 3rd or 4th or … best solution?”. 
More than that, the proposed approach can offer a guidance for the chemists and 
process engineers to decide which solution(s) is / are practically implemented. When 
the optimal solution has a high probability, say near 95%, then it may be sufficient to 
only validate a small number of solutions. However, if the optimal solution and the 
next few best solutions have almost equal probability, say close to 50-50 or 25-25-25-
25, then it may be better to validate a larger set of solutions. Thus, the quantification 
of the uncertainty is important to guide how many and which solvents undertaking 
laboratory verification. 
Obviously, it is desirable to identify the optimal solvent amidst the uncertainty 
discussed in the earlier sections. There are evidences which are available and/or can 
be collected (e.g. experimental data) that can be used to train the model and validate 
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the solution of the computer-aided screening and/or design. In the complete absence 
of uncertainty, both in the data as well as the model structure, if the model is linear in 
the estimated parameters then only N number of data is required to perfectly 
determine N model parameters. However, due to the presence of the uncertainty, this 
issue becomes more complicated. This is especially true regarding the model 
structure uncertainty. Robustification discussed in the preceding section works mostly 
towards model parameter uncertainty. The treatment of model structure uncertainty 
requires an iterative model-based and data-driven framework. 
As a reminder, the solution of the computer-aided screening and/or design may still 
not be the optimal solution in “reality“. In order to converge to the “reality“ optimal 
solution, an iterative procedure can be devised in which evidences are collected and 
accumulated. The uncertainty associated with the model and the solution can be 
updated in each iteration based on the collected evidences. Such an iterative 
procedure can contains a series of alternating model identifications which are driven 
by the collected data and screenings and/or designs based on the updated model. 
Still, the “reality“ optimal solution may never be achieved since none of the model 
perfectly represent the “reality“ and the evidences are also prone to uncertainty. 
Therefore, from the practical point of view, it may be satisfactory to only arrive at the 
vicinity of the “reality“ optimal solution. 
The approach to a particular problem of computer-aided screening and/or design 
under uncertainty needs to be carefully tailored to the specific nature of the problem. 
In this dissertation, various such problems are considered in the following three 
chapters and the strategies to handle each problem are devised specifically along the 
general spirit presented in this chapter: 
(i) Chapter 4 focuses on the uncertainties in the Kamlet-Taft parameters and the 
solvent effect on the reaction rate constants. 
(ii) Chapter 5 considers uncertainty in elucidating which Kamlet-Taft parameters 
are important for cellulose dissolution in ionic liquids. 
(iii) Chapter 6 deals with the case in which there are some model structure 
candidates to predict a mixture property of solvents from the pure properties 
of its constituents. 
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Chapter 4 
Computer-aided screening of solvents for optimal reaction 
rates 
The main subject of this chapter is solvents as reaction media. The hybrid model-
based and data-driven framework outlined in Chapter 3 is adapted here to optimize 
reaction rates. The framework comprises a sequence of two connected problems: (i) 
identification of model to predict solvent effects on reaction rate constants from 
experimental data and (ii) computer-aided screening exploring a databank of 
solvents. The resulting problems are formulated as systems of linear equations which 
can be solved by standard numerical linear algebra packages. In light of the inherent 
uncertainty in experimental data, a combination of Tikhonov regularization and 
optimal design of experiments (or data selection) is proposed to remedy uncertainty 
amplification from the data to the solution and circumvent unreliable screening. The 
results obtained using the proposed strategy are compared with the benchmark 
solvent selection procedures. They are shown to be in good agreement with 
experimental data, in relative as well as in absolute terms, for the investigated case 
study, i.e., the solvolysis of tert-butyl chloride, which belongs to the class of SN1 
reactions. 
The chapter begins with a review on the solvent selection methodology, especially in 
the context of reaction solvents. The mathematical formulation of the problem is 
presented in Section 4.2. The explicit solution of the problem is derived and 
treatments for handling uncertainty are proposed in Section 4.3.  Section 4.4 
presents an illustrative case study and Section 4.5 provides the results and their 
discussions. Finally, Section 4.6 concludes this contribution. Parts of this chapter 
were published in Wicaksono et al. (2014). 
4.1. Introduction 
The selection of the solvent for a particular chemical reaction can either make or 
break a chemical process with respect to technical or economic viability. Some 
examples of the dramatic consequence of solvent selection are given in Chapter 2. 
Consequently, there is a need for predictive methods which support the identification 
39 
 
of the most promising solvent for a particular chemical reaction (Gani et al., 2005, 
2008; Folic et al., 2007, 2008a, 2008b).  
Two strategies to solve such problems can be distinguished: either they rely on the 
screening of extensive databanks compiling candidate molecules and the physico-
chemical properties of interest or they build candidate molecules from molecular 
building blocks and use a model to predict the properties of interest from molecular 
structure. The latter is a special kind of a computer-aided molecular design (CAMD) 
problem (Achenie et al., 2003). 
Gani et al. (2005) suggested a databank screening approach to perform a rule-based 
selection of suitable solvents for a class of organic reactions. The heuristic rules 
applied were derived from industrial practice. In a later paper, Gani et al. (2008) 
extended their previous work to multi-step reaction systems and to solvent 
substitution problems for common reaction steps in an existing chemical process. As 
in their previous work, the selection criteria were based on physical properties like 
solubility of the reactants in the solvent or boiling point of the solvent, but did not take 
the effect of the solvent on reaction kinetics into account. 
Rather than relying on experimental data compiled in a data-bank, predictive models 
can be used to quantify the set of physico-chemical properties of interest from 
molecular structure. Group contribution methods, like UNIFAC (Fredenslund et al., 
1975), or quantitative structure-property relationships relying on molecular 
descriptors (Todeschini and Consonni, 2009) have been widely used in CAMD. 
These prediction methods can either be used in a generate-and-test mode or in a 
synthesis mode. In the generate-and-test mode, a list of molecules is constructed 
from molecular building blocks and their performance is subsequently tested by 
predicting physico-chemical properties. This is done with a group contribution method 
as originally introduced by Gani and Brignole (1983) for solvent selection in liquid–
liquid extraction. In the synthesis mode, an optimization-based method is used to 
solve the CAMD problem. Macchietto et al. (1990) reformulated the generate-and-
test method as a constrained optimization problem to avoid explicit enumeration. 
Later, Odele and Macchietto (1993) introduced a mixed-integer nonlinear 
programming (MINLP) problem formulation to decide on a favorable molecular 
structure by combining suitable members from a set of molecular building blocks. In 
particular, an objective function is maximized or minimized while satisfying a set of 
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constraints to obey structural feasibility, such as the octet rule. Folic et al. (2007, 
2008a) were the first to use group contribution methods to predict physico-chemical 
properties from molecular structure as part of an optimization-based approach to find 
existing or novel reaction solvents resulting in optimal reaction rates in single and 
multiple reactions. Struebing et al. (2010, 2011) further developed this method by 
including more refined constraints on the structure of the target molecule. Weis and 
Visco (2010) demonstrated the alternative use of molecular descriptors in CAMD. 
CAMD commonly relies on relatively a straightforward structure-property model, in 
contrast to screening which can utilize more computationally demanding model. Still, 
CAMD faces issues related to the numerical complexity of the problem, for example: 
global optimality and computational tractability. Therefore, many of the following 
works focus or put emphasis on the numerical aspects of CAMD. Maranas (1996) 
proposed a reformulation strategy that converts an instance of a CAMD problem into 
a Mixed-Integer Linear Programming (MILP) problem. Maranas (1997) studied the 
uncertainty related to structure-property prediction relevant to CAMD, formulated a 
corresponding stochastic optimization problem (Sahinidis, 2004) and reformulated it 
as a deterministic convex Mixed-Integer Nonlinear Programming (MINLP) problem. 
Buxton et al. (1999) included environmental impact considerations into a CAMD 
solvent problem. Sahinidis et al.  (2003) employed a branch-and-reduce algorithm to 
search and verify a global optimal solution of a nonconvex MINLP problem related to 
CAMD. 
This contribution aims at a practical and sound approach to the rational selection of 
solvent candidates from a databank which is expected to result in maximum reaction 
rate constant. Nevertheless, the approach can be easily adapted for cases of 
minimizing as well as targeting the desired reaction rate constant. It relies on 
databank screening combined with a well-established prediction model calibrated by 
means of experimental data to quantify the reaction rate enhancement for a given 
solvent. 
The proposed method is based on two distinct steps. In the first step, a suitable 
model for the prediction of the solvent effects is identified from data and prior 
knowledge. Following a similar direction as Folic et al. (2007), the solvatochromic 
equation is employed to predict the effect of a solvent on the reaction rate constant. 
This model structure has to be validated and the unknown parameters have to be 
41 
 
estimated from experimental data. In the second step, the resulting model is 
employed for the computer-aided (or virtual) screening of a set of reaction solvent 
candidates compiled in a databank (Walters et al., 1998). The process of exploring 
the databank is guided by a so-called scoring function. The scoring function, e.g., the 
reaction rate constant predicted by the solvatochromic equation in this work, assigns 
a score to each solvent to manifest its potency, e.g., the higher is the score, the more 
potent is the solvent. Since the method relies on experimental data, the effect of the 
uncertainty in the data on solvent screening needs special attention. 
This chapter focuses on the interplay between the quality of the experimental data 
and the solution of the model identification and the computer-aided screening 
problems. The uncertainty in the data is propagated to the solution of both of these 
problems, and small uncertainty in the experimental data may result in significantly 
larger uncertainty in the screening solution. In the worst case, the most favorable 
solvent can be buried by many far inferior solvents as a result of uncertainty 
propagation. 
4.2. Problem formulation 
The solvatochromic equation has been chosen to model solvent effects on reactions, 
in this dissertation, because of its simplicity and predictive capabilities: it allows an 
efficient screening of a massive databank since it is merely a simple linear algebraic 
equation. It has been shown to properly predict a variety of solvent effects, including 
the effects on the reaction rate constant, based upon observations of only a few 
solvents (Reichardt and Welton, 2011). There is a wide range of solvents which are 
covered by the solvatochromic equation, as mentioned before in Chapter 2. They 
include traditional organic solvents as well as more sophisticated solvents, such as 
ionic liquids and switchable solvents (Jessop et al., 2012a). 
Kamlet et al. (1987) discussed the solvatochromic equation from an empirical and a 
theoretical perspective.  Harris et al. (1988) argued that the solvatochromic equation 
provides insight into the reactivity of a particular reaction.  
Abraham et al. (1981) investigated the relationship between the solvent properties 
and the reaction rates of the solvolysis of tert-butyl chloride, bromide and iodide using 
the solvatochromic equation. In addition to the three Kamlet-Taft parameters, 
Abraham et al. (1981) introduced the use of the polarizability correction δ, which is 
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set to 0 for non-chlorinated aliphatics, to 0.5 for polychlorinated aliphatics and to 1 for 
aromatics to match empirical observations. Marcus (1993) raised the question 
whether δ should be set to 0.5 for polyhalogenated aliphatics and not just for 
polychlorinated aliphatics. Laurence et al. (1994) discussed the use of δ as 
suggested earlier by Abraham et al. (1981) and stated that δ is set to 0.5 for 
polyhalogenated aliphatics. Abraham et al. (1987) studied the solvolysis of tert-butyl 
halides again using a larger solvent set including polyhalogenated aliphatics, 
specifically polyfluorinated aliphatics. They reported a good fit if the Hildebrand 
solubility parameter δH is used instead of the polarizability correction δ. The approach 
of Abraham et al. (1987) was followed later by Harris et al. (1988), Gajewski (1992) 
and Albuquerque et al. (2001) for other similar reaction systems. More recently, 
Dvorko et al. (2002, 2007) and McManus et al. (2004) thoroughly analyzed the 
approach of Abraham et al. (1987) and confirmed its validity.  
This vast experience led us to employ the solvatochromic equation in the form 
suggested by Abraham et al. (1987), 
100
loglog
2
*
0
Hhsbakk

   , (4.1) 
which is different from the one used by Folic et al. (2007) which includes both, the 
Hildebrand solubility parameter δH  and the polarizability correction δ. To further 
substantiate the decision regarding the model structure, the relevance of the 
regression factors in Eq. (4.1) has been examined by stepwise regression (Hocking, 
1976) and found that the four factors, i.e., the solvent properties α, β, π* and δH, 
should be included. 
The solution of the computer-aided screening problem is constrained by the solution 
of the model identification problem, i.e., by the estimation of the Nθ parameters θ in 
Eq. (4.1): 
 hsbakT  0log  (4.2) 
Hence, both problems have to be treated in a unified framework. The nested model 
identification and computer-aided screening problems can be formulated as 
 ** ~logmaxarg~ s
Fs
ks
s
 , (4.3) 
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and 
2* )
~
log)((logminarg
~



dFs
ss kk 

  . (4.4) 
The symbols s, θ and ks denote the solvent candidate, the model parameters and the 
reaction rate constant for solvent s, respectively. *
~
  is the solution of the model 
identification problem (4.4), i.e., the estimated parameters, while *~s  refers to the 
solution of the computer-aided screening problem (4.3), i.e., the most promising 
solvent candidate based on the identified model (4.1). Fs governs a set of Ns 
candidate solvents of interest, which can be taken from a databank. Typically, only 
solvents which satisfy given requirements on a vector of physical properties sp , i.e., 
U
ss
L
s ppp  , where 
L
sp  and 
U
sp  are lower and upper bounds, are included in the 
set Fs using, for example, the procedure suggested by Gani et al. (2005, 2008). Nd
 
solvents dFs  are selected to experimentally determine the reaction rate constants 
sk
~
log , which are used for the identification of the parameters in the solvatochromic 
equation (4.1).  
Since the model is linear in θ, a unique solution of the identification problem (4.4) 
exists for fixed s. Rigorous search guarantees a global maximum *~s  in the computer-
aided screening problem for given parameter estimates *
~
 .   
The solvatochromic equation (4.1) can be represented in the compact form    
   ss Ak log  , (4.5) 
with the row vector As and the column vector θ. While  







100
1
2
,* sH
ssssA

  , (4.6) 
comprises the properties of a solvent s, θ depends on the reaction. This compact 
notation is used to write the solvatochromic equation for a set of Nd solvents in matrix 
form: 
  
dF
Ak log  . (4.7) 
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Here,  
,
100
1
100
1
100
1
2
,*
2
2,*
222
2
1,*
111

















d
ddd
d
NH
NNN
H
H
FA







 (4.8) 
is a Nd x Nθ matrix comprising the row vectors (4.6) for each of the solvents dFs . 
dF
A  denotes a solvent matrix that depends on a solvent set Fd and the number of 
rows of 
dF
A  equals the number of elements in Fd. Furthermore,  

















dN
k
k
k
k
~
log
~
log
~
log
~
log
2
1

  (4.9) 
is a column vector of dimension Nd containing the experimental data for the reaction 
rate constants. The tilde indicates that there is uncertainty associated with k
~
, *
~
  and 
*~s . In addition, the solvent properties available from the databank A are typically also 
subject to uncertainty. Only for convenience, we keep the notation A rather than A
~
. 
Especially, from the practical point of view, we are interested in the ideal solution of 
the screening problem, denoted by *~s . In the presence of uncertainty due to 
measurement imperfection, *~s  may not be identical to *~s . Clearly, it is desirable that 
*~s  and *s  at least refer to solvents with similar reaction rate constants. Such a robust 
solution can be obtained by improving the numerical stability of the model 
identification problem to avoid amplification of the experimental uncertainty from the 
data to the solution. 
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4.3. Problem solution 
This section presents the various elements of the proposed solution strategy, 
including model identification (section 4.3.1), optimal design of experiments (section 
4.3.2) and computer-aided screening (section 4.3.3). 
4.3.1. Model identification 
The estimated parameter *
~
  resulting from Eq. (4.4) after introducing Eqs. (4.7) – 
(4.9) reads as 
  kAAA TFFTF ddd
~
log
~ 1*    . (4.10) 
The matrix   TFFTF ddd AAA
1
 is the generalized inverse G of 
dF
A . 
*~  is a unique 
solution of problem (4.4) if 
dd F
T
F AA  is positive definite (or, equivalently, if dFA  is full 
rank). This generalized inverse G can also be computed as TUVSG 1  using the 
compact or the “economy size” singular value decomposition (Golub and van Loan, 
1996) of 
dF
A , 
T
F USVA d  . U and V collect the left and right singular vectors, 
respectively, associated with the singular values 

 N .....21  which form the 
elements of the diagonal matrix S. As a consequence, the solution (4.10) is 
equivalent to  







N
i i
T iVkiU
1
* )(:,
~
log)(:,~
 , (4.11) 
which relates the optimal parameters *
~
  to the singular values i  of the solvent 
matrix 
dF
A . The condition number κ of 
dF
A  is equivalent to the condition number of S 
and can hence be computed as 




N
1 . An ill-conditioning is indicated by the 
large condition number. The magnitude of the relative error amplification, defined as 
the ratio between the relative error in the solution and the relative error in the data, is 
bounded by a function of the condition number (Hansen, 1998). Hence, the condition 
number can be used to measure the reliability of the solution of the model 
identification problem, and, as a consequence, the solution of the computer-aided 
screening problem. 
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Scaling can affect the conditioning and hence the solution quality of the model 
identification problem. This is the reason to divide the last term in the solvatochromic 
equation, i.e., the one containing the Hildebrand solubility parameter, by 100. The 
conditioning can be additionally improved by scaling each column of 
dF
A  such that a 
suitable norm of the columns is of the same order of magnitude. Here, we employ a 
column scaling technique giving each column of 
dF
A  a 2-norm of unity (van der Sluis, 
1969). 
Tikhonov regularization (Hansen, 1998) constitutes an alternative approach to cure 
the ill-conditioning of the model identification problem. Eq. (4.10) is then replaced by 
  kAIAA TFFTF dddR
~
log
~ 1*    (4.12) 
to result in a regularized solution *
~
R  of Eq. (4.4). λ and I are the regularization 
parameter and the identity matrix, respectively. If λ = 0, this equation reduces to Eq. 
(4.10), in which no regularization is applied. Beck and Ben-Tal (2009) showed that 
Eq. (4.12) is equivalent to the robust solution of the optimization problem (4.4) in 
case 
dF
A  is subject to uncertainty. The parameter λ needs to be chosen carefully to 
obtain proper regularization since there is a trade-off between the stability and the 
regularization effect of the solution. In this contribution, λ is determined by means of 
generalized cross-validation (Golub et al., 1979). 
The regularized solution, in turn, is equivalent to: 







N
i i
T
iR
iVkiU
f
1
* )(:,
~
log)(:,
 (4.13) 
where if  is the filter factor. The following filter factor is associated with the variant of 
Tikhonov regularization applied in Eq. (4.12): 




2
2
i
i
if . (4.14) 
This filter factor gives a weight for each of the terms in Eq. (4.11). A smaller weight is 
assigned to a term which contains a smaller singular value while a larger weight is 
assigned to a term which contains a larger singular value. This way the condition 
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number is shrunk and the stability of the solution with respect to the uncertainty in the 
data is improved. 
4.3.2. Design of experiments 
A preventive approach complementing the just described curative approach to deal 
with inherent uncertainty is to improve the conditioning of the model identification 
problem by selecting a suitable set of solvents 
*
dF  for model identification, i.e. Fd is 
selected from a superset of solvents Fc such that a certain criterion is satisfied which 
benefits the model identification problem. Note that this approach can be regarded as 
a strategy for optimal design of experiments (Franceschini and Macchietto, 2008a), 
but involving discrete rather than continuous decision variables. This approach can 
also be regarded as solvent screening for model identification which is performed 
before solvent screening for optimal reaction rates. In contrast to Folic et al. (2007), 
we propose to select solvents to be investigated experimentally such that the 
condition number of the solvent matrix 
dF
A  is minimized:  
 
d
cd
F
FF
d AF 

 minarg*   . (4.15) 
The practical use of the condition number for optimal design of experiments in the 
context of chemical engineering can be traced back to Kaplan and Gentry (1987), 
though its use has received little attention compared to other criteria. Very recently, 
Ye and Zhou (2013) advocated the use of the condition number for optimal design of 
experiments in the context of polynomial regression to tackle the issue of collinearity 
in linear regression, which is reflected by a linear relation between the estimated 
parameters. The proposed approach shares some similarity with a procedure 
introduced by Hadi and Wells (1990) who reported that multiple rows deletion in 
linear regression can be used to diagnose those data which contribute to collinearity.   
Folic et al. (2007) suggested to choose eight diverse solvents to estimate the 
parameters in the solvatochromic equation based on a solvent polarity scale 
(Reichardt and Welton, 2011), which was not included in the solvatochromic 
equation, to ensure diversity in the set of solvents. Later, Folic et al. (2008a) used the 
hydrogen-bond donor acidity  to support this selection. Struebing et al. (2011) 
suggested to use only six to seven diverse solvents also relying on the same 
empirical measures of diversity used before (Folic et al., 2007, 2008a). In contrast, 
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the approach proposed in this work aims at a systematic determination of the number 
as well as the type of solvents selected to address the model identification problem 
using the condition number as a measure of diversity to cover simultaneously 
multiple solvent properties instead of only one. The condition number can be as low 
as one. In this ideal case, 
dd F
T
F AA  is an orthogonal matrix and the corresponding 
confidence region of the estimated parameters is a perfect sphere indicating 
complete absence of correlation between parameters. Nevertheless, minimizing 
parameter correlation by optimal design of experiments (Francheschini and 
Macchietto, 2008b) may not always result in a better conditioning of the estimation 
problem. This is shown through a simple counter-example (see Appendix B). 
The D-criterion often used for optimal design of experiments could also be taken into 
account to select the solvents in Fd , i.e., by maximizing the determinant of the Fisher 
information matrix 
dd F
T
F AA  or equivalently minimizing the determinant of the inverse 
of the Fisher information matrix (Franceschini and Macchietto, 2008a). The optimum 
is achieved when all solvents in Fc are used for model identification. Hence, this 
criterion does not maximize the diversity in the set Fd. It also tends to suggest a large 
number of experiments exhausting available resources and thus may not be 
attractive. Note, that the condition number preferred in this work is a dimensionless 
quantity which, in contrast to the determinant, is not affected by scalar multiplication. 
A mathematical theorem (see Appendix C) is derived to confirm the aforementioned 
statement about the D-criterion. This theorem justifies that the determinant of 
dd F
T
F AA  
or   1
dd F
T
F AA  is not a suitable measure of diversity for the selection of candidate 
solvents Fd for model identification. 
 □ 
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Figure 4.1: An algorithm to select a data set which corresponds to the minimum 
condition number. 
Figure 4.1 schematically describes the proposed algorithm to solve problem (4.15). 
The algorithm works on the pre-defined superset of Nc solvents Fc and the 
corresponding 
dF
A . In a nutshell, the algorithm explores the set of solvent candidates 
Fd denoted as Fd,j.  j is an instance of a candidate generated by combination of r 
elements in Fc. rL can be chosen such that rank deficiency of 
dF
A  is avoided and the 
initial value of L is an infinitely large positive constant. L is being updated by the 
solvent set candidate which has resulted in the lowest condition number so far; the 
incumbent 
*
dF  is stored. The updating process continues until the search space is 
rigorously explored and the algorithm terminates. This algorithm can be conveniently 
distributed and parallelized. 
4.3.3. Computer-aided screening 
The screening problem (4.3) can be reformulated by applying Eq. (4.5) and the 
optimality condition of the model identification problem, i.e. Eq. (4.10), to result in 
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  kAAAAs TFFTFs
Fs ddds
~
logmaxarg~
1
*


   . (4.16) 
It is clear from this equation that *~s  depends on:  
(i) the set of solvents Fd used to solve the model identification problem, 
(ii) the set of solvents Fs used to solve the computer-aided screening problem, 
(iii) the prediction model, in this case Eq. (4.1), 
(iv) the databank of the solvent properties A, and, 
(v) the experimental data of the reaction rate constants ds Fsk ,
~
. 
Since Eq. (4.16) is a discrete rather than a continuous optimization problem, the 
necessary optimality conditions cannot be stated. Nevertheless, it is clear from Eq. 
(4.16) that the generalized inverse of A, related to the model identification problem, is 
the source of ill-conditioning. Thus, its properties play an important role regarding the 
reliability of *~s  given the inherent uncertainty in the experimental data contained in 
both, A and ds Fsk ,
~
. The reliability of *~s  can also be increased if Tikhonov 
regularization is applied. The screening problem then becomes 
  kAIAAAs TFFTFs
Fs
R ddd
s
~
logmaxarg~
1* 

    . (4.17) 
Due to the presence of uncertainty, it is recommended to generate not only the 
optimal solution but also a few next best solutions. These few promising candidate 
solvents should be validated experimentally if any possible. The analysis of 
uncertainty propagation using Monte Carlo simulations can be used to decide which 
solvents are to be validated experimentally. 
4.4. Case study 
The case study performed refers to the solvolysis of tert-butyl chloride at 25°C and 
atmospheric pressure (Abraham et al., 1987; Reichardt and Welton, 2011). This 
reaction is chosen due to the vast amount of available experimental data and to allow 
for a comparison with related solvent selection methodologies, in particular, the one 
of Folic et al. (2007), which we consider the current benchmark. 
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Table 4.1: The logarithms of the reaction rate constants k
~
log  of solvolysis of tert-
butyl chloride at 25°C and atmospheric pressure in 26 solvents. NA 
indicates that the information is not available and the value inside the 
bracket ( ) is the mean of the available data. * indicates that the solvent is 
included in Fd,1. 
Solvent 
log (k / s-1)  
Abraham et al. 
(1972,1987) 
Albuquerque et 
al. (2001) 
Dvorko et al. 
(2002) 
water -1.54 NA (-1.545) -1.55 
methanol* -6.1 -6.06 -6.07 
ethanol -7.07 -7.07 -7.06 
n-propanol -7.33 -7.33 -7.33 
i-propanol -7.74 -7.80 -7.83 
n-butanol -7.52 -7.52 -7.28 
t-butanol -8.27 NA (-8.33) -8.39 
1,2-ethanediol -4.61 -4.61 -4.6 
formamide -4.4 NA (-4.365) -4.33 
2,2,2-trifluoroethanol -3.98 NA (-3.98) -3.98 
hexafluoro-i-propanol* -2.7 NA (-2.645) -2.59 
nitromethane -8.12 NA (-8.125) -8.13 
N,N-dimethylformamide -8.55 NA (-8.505) -8.46 
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N,N-dimethylacetamide* -9.31 NA (-9.31) -9.31 
acetonitrile -8.68 NA (-8.66) -8.64 
N-methylpyrrolidone* -8.97 NA (-8.97) -8.97 
acetone -9.9 NA (-9.755) -9.61 
tetrahydrofuran -11 NA (-11) NA (-11) 
1,4-dioxane -10.81 NA (-10.805) -10.8 
ethyl acetate -11.5 NA (-11.5) NA (-11.5) 
diethyl ether* -12.74 NA (-12.72) -12.7 
phenol NA (-4.66) NA (-4.66) -4.66 
aniline* NA (-6.15) NA (-6.15) -6.15 
nitrobenzene -9.72 NA (-9.79) -9.86 
chlorobenzene* -11.34 NA (-11.34) -11.34 
benzene* -12.16 NA (-12.16) NA (-12.16) 
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Table 4.1 lists the 26 solvents used in previous studies (Abraham, 1972; Abraham et 
al., 1987; Albuquerque et al., 2001; Dvorko et al., 2002). The uncertainty associated 
with the measurement of the reaction rate constants of each solvent is demonstrated 
in Table 4.1. In fact, among the 6 solvents used in all these studies, the rate 
constants are the same only for n-propanol. 
In order to illustrate the effect of uncertainty propagation, the parameter estimation is 
performed using three different data sets of the logarithms of the reaction rate 
constants taken from Abraham (1972) and Abraham et al. (1987) (
1,
~
log dk ), 
Albuquerque et al. (2001) (
2,
~
log dk ) and Dvorko et al. (2002) ( 3,
~
log dk ). None of these 
three data sets contains reaction rate constants for all 26 solvents in Table 4.1. 
Therefore, mean values of the available data are used instead in case of missing 
data. These mean values are added inside brackets in Table 4.1. 
Table 4.2: The Kamlet-Taft parameters of methanol at 25 °C and atmospheric 
pressure. 
 
Marcus 
(1999) 
Abraham 
et al. 
(1987) 
 0.98 0.93 
β 0.66 0.62 
π* 0.60 0.60 
 
Not only the reaction rate constants but also the Kamlet-Taft parameters entering the 
solvent matrix 
dF
A  can also vary among different sources. The experimental 
measurement of the Kamlet-Taft parameters can contain uncertainty related to the 
dye and other factors (Reichardt and Welton, 2011; Jessop et al., 2012a). Table 4.2 
exemplarily illustrates this uncertainty for methanol, which can be as significant as 
the uncertainty in the reaction rate constants. 
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A databank of 227 solvents comprising the set Fs is used to perform computer-aided 
screening. The Kamlet–Taft parameters are compiled from Marcus (1999); the 
Hildebrand solubility parameters are taken from DIPPR as well as from Abboud and 
Notario (1999). The Kamlet–Taft and Hildebrand solubility parameters of the first 21 
solvents in Table 4.1 are however taken from Abraham et al. (1987). A superset of 
solvents Fc is compiled from Table 4.1. Some heuristics and prior knowledge on a 
specific reaction can also be used to build the superset of solvents. Two sets of 
solvents, Fd,1 and Fd,2, are selected to estimate the parameters of the solvatochromic 
equation. The set Fd,1 contains eight solvents marked in Table 4.1 by bold characters, 
which minimize the condition number, see Eq. (4.15), while the choice of the set Fd,2 
is based on physico-chemical insight. It comprises primary and secondary alcohols, 
because these alcohols are polar protic solvents known to give relatively high 
reaction rate constants for SN1 reactions. A validation set of reaction rate constants 
for 22 solvents is collected from Albuquerque et al. (2001) and Dvorko et al. (2002), 
complemented by the mean values shown in brackets in Table 4.1, to assess the 
goodness-of-fit of the estimated parameters and to validate the model prediction. 
The case study is performed in two strategies: 
(i) the set of solvents Fd,1 minimizing the condition number of the solvent 
matrix 
dF
A  is used together with Tikhonov regularization and 
(ii) the set of primary and secondary alcohols Fd,2 is used without 
regularization to identify the parameters in the solvatochromic equation. 
Obviously, results obtained with other variants of the proposed strategy, such as the 
combination of the set Fd,1 without regularization or of the set Fd,2 with regularization, 
could be presented, but are omitted, because they do not provide additional insight. 
In the next section, the remarks on the set of solvents Fd,1 and Fd,2 alone refer to 
cases (i) and (ii), respectively. The aforementioned databank and the three sets of 
reaction rate constants 
1,
~
log dk , 2,
~
log dk , 3,
~
log dk  based on different experimental 
works are applied in both cases. The computer-aided screening problem is solved 
similarly using strategies (i) and (ii). 
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4.5. Results and discussions 
We present first the results of the model identification problem in section 4.5.1 and 
then those of the computer-aided screening problem in the subsequent section 4.5.2. 
An in-depth analysis of uncertainty propagation using Monte Carlo simulations is pre-
sented in section 4.5.3. 
4.5.1. Model identification 
The condition number is computed first to analyze the quality of the two solvent sets 
Fd,1 and Fd,2 to identify the parameters in the solvatochromic equation. The results 
shown in Table 4.3 confirm that the condition number strongly varies for different 
solvent sets. The set Fd,2 of primary and secondary alcohols turns out to be a poor 
choice, because of its high condition number of approximately 56,000. This indicates 
that a training set Fd formed by solvents with similar chemical properties and thus low 
diversity results in a poor option. Table 4.3 also shows that (column) scaling alone is 
not sufficient to reduce ill-conditioning of the solvent matrix 
dF
A  significantly. 
Moreover, the solutions of the model identification and the computer-aided screening 
problems obtained with scaling have been shown to be identical to those obtained 
without scaling. Due to the progress in numerical linear algebra, problem scaling 
becomes less important than optimal design of experiments and Tikhonov 
regularization. 
Table 4.3: The condition numbers of the data sets. ( ) indicates the use of column 
scaling. 
 Fd,1 Fd,2 
κ 
9.9738 
(9.1562) 
5.6391 x 104 
(4.6108 x 104) 
 
The first model identification strategy combines Tikhonov regularization with judicious 
data selection via optimal design of experiments. Goodness-of-fit is assessed by 
computing the correlation coefficient R2 and the root-mean-square deviation RMSD, 
which is calculated from the predicted and the measured logarithms of the reaction 
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rate constants (cf. the last two rows in Table 4.4). The solution quality using set Fd,1 
and Tikhonov regularization is clearly superior to the case where set Fd,2 is used 
without regularization. The estimated parameters as well as R2 and RMSD values 
vary little for the three different value sets of experimental reaction rate constants if 
the solvent set Fd,1 is used. Indeed, the R
2 values are relatively high, close to 1, and 
the RMSD values are relatively low indicating that the model can predict reasonably 
well. In contrast, R2 values are much lower and RMSD values are more than 400 
times larger in case of Fd,2 indicating a significantly lower predictive capability of the 
solvatochromic equation. The estimated parameters fluctuate more drastically and 
differ significantly from those obtained using the set of solvents resulting in better 
conditioned solvent matrix 
dF
A . 
Table 4.4: The solutions of model identification for solvolysis of tert-butyl chloride at 
25°C and atmospheric pressure using set Fd,1 with Tikhonov regularization 
and set Fd,2 without regularization. 
 
Fd,1 Fd,2 
 
1,
~
log dk  2,
~
log dk  3,
~
log dk  1,
~
log dk  2,
~
log dk  3,
~
log dk  
log k0 -15.5228 -15.5018 -15.4704 -678.1543 -740.8345 -790.1521 
a 4.507 4.5359 4.5645 482.1603 527.7532 567.5394 
b 1.3977 1.4121 1.4303 180.458 197.1043 209.4936 
sπ 5.5863 5.5474 5.552 661.1527 723.5903 770.7201 
h 0.4992 0.5023 0.4624 -138.855 -152.2392 -163.7659 
R2 0.9576 0.9574 0.9572 0.7358 0.7352 0.7331 
RMSD   
(s-1) 
0.5962 0.5983 0.5978 246.6199 270.06325 290.0921 
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4.5.2. Computer-aided screening 
Water, hexafluoro-i-propanol and phenol are found to be the three most promising 
solvents in rank decreasing order, if the solvatochromic equation based on the data 
set Fd,1 is used for screening, despite the differences in the experimental values of 
the reaction rate constants (see Table 4.5). Note that water is not included in the set 
Fd,1 though water is still predicted as the most promising solvent by the subsequent 
computer-aided screening. As shown in Table 4.5, water is not among the top 10 
most promising solvents if set Fd,2 is used for model identification. According to Table 
4.1, it is clear that water results in a higher reaction rate constant than hexafluoro-i-
propanol; thus, the optimal solvent is not correctly identified if the solvatochromic 
equation is determined from the data set Fd,2 which is based on physico-chemical 
insight. Also note that the positions of acetic acid and benzophenone are not 
consistent if different measured reaction rate constants are used in this case. Hence, 
these results clearly indicate that uncertainty in the data can affect the solution of the 
computer-aided screening problem due to the uncertainty propagation. 
We also use the four different regressions of the solvatochromic equation reported by 
Folic et al. (2007) for the same reaction, the solvolysis of tert-butyl chloride at 25°C 
and atmospheric pressure, to perform solvent selection by means of computer-aided 
screening. The results shown in Table 4.6 are similar to those obtained with the 
solvatochromic equation developed in this work, but the rankings are different and 
none of the models of Folic et al. (2007) predicts water as the top performing solvent. 
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Table 4.5: The solutions of computer-aided screening for solvolysis of tert-butyl 
chloride at 25°C and atmospheric pressure proposed using the set of 
solvents Fd,1 with Tikhonov regularization and set of solvents Fd,2 without 
regularization. 
 
Fd,1 Fd,2 
 
1,
~
log dk  2,
~
log dk  3,
~
log dk  1,
~
log dk  2,
~
log dk  3,
~
log dk  
Rank Solvent 
1 water hexafluoro-i-propanol 
2 hexafluoro-i-propanol 3-chlorophenol 
3 phenol phenol 
4 4-methylphenol 4-methylphenol 
5 3-chlorophenol 2,2,2-trifluoroethanol 
6 2,2,2-trifluoroethanol formic acid 
7 1,2-ethanediol benzophenone acetic acid 
8 formamide acetic acid benzophenone 
9 glycerol propanoic acid 
10 1,3-propanediol 3-methylphenol 
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Table 4.6: The ten most promising solvents for solvolysis of tert-butyl chloride at 
25°C and atmospheric pressure proposed by Folic et al. (2007). 
Rank Solvent 
1 glycerol 
2 1,1,2-propanetriol 
3 1,1,2-butanetriol 
4 1,2-ethanediol 
5 1,2-dihidroxy-2-propene 
6 1,1,-ethanediol 
7 1,2-dihidroxypropene 
8 1,3-dihidroxypropene 
9 
o-(2-nitro-3-
butenyl)aniline 
10 1,1-dihidroxy-2-propene 
` 
Using regression model 4 and the mixed-integer optimization approach for the 
construction of solvent molecules from molecular building blocks, Folic et al. (2007) 
identified the ranked list of solvent shown in Table 4.6 with glycerol as the most 
promising solvent. Hence, the model identification and the solvent selection method 
used by Folic et al. (2007) and the ones suggested in this work result in different 
ranked lists of promising solvents. 
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Table 4.7: The solutions of computer-aided screening for solvolysis of tert-butyl 
chloride at 25°C and atmospheric pressure proposed using the 
regressions of Folic et al. (2007). 
 Rank Regression 1 Regression 2 Regression 3 Regression 4 
1 
hexafluoro-i-
propanol 
hexafluoro-i-
propanol 
hexafluoro-i-
propanol 
hexafluoro-i-
propanol 
2 4-methylphenol 4-methylphenol 4-methylphenol phenol 
3 phenol phenol phenol 4-methylphenol 
4 3-chlorophenol 3-chlorophenol 3-chlorophenol 3-chlorophenol 
5 
2,2,2-
trifluoroethanol 
2,2,2-
trifluoroethanol 
2,2,2-
trifluoroethanol 
water 
6 2-chloroethanol 2-chloroethanol 2-chloroethanol 
2,2,2-
trifluoroethanol 
7 water glycerol glycerol 2-chloroethanol 
8 glycerol water water 3-methylphenol 
9 n-hexanoic acid n-hexanoic acid 3-methylphenol glycerol 
10 formic acid formic acid n-hexanoic acid formic acid 
 
The quality of any of these predictions can only be assessed experimentally. Such 
experiments are available at least for some of the solvents listed in Tables 4.5 – 7. 
The experimental data compiled in Table 4.1 show that the use of water as solvent 
results in the highest reaction rate constant, among the available data, as correctly 
predicted by the proposed method. Furthermore, Dvorko et al. (2002) reported a 
value of -4.1 for the logarithm of the rate constant (s-1) when glycerol is used as 
solvent, which is clearly inferior to the one obtained if water or hexafluoro-i-propanol 
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were used (see Table 4.1). The rank decreasing order of water, hexafluoro-i-propanol 
and phenol is also confirmed by the experimental data reported by Dvorko et al. 
(2002). 
The proposed approach is distinguished from the approach of Folic et al. (2007) 
which employed a method for design of reaction solvents. In such design of solvents, 
Fs is defined by Eq. (3.5) (see Chapter 3) which, in turn, is specified by a set of 
building blocks. It is diagnozed that the 43 building blocks used by Folic et al. (2007) 
exclude the possibility to consider water and hexafluoro-i-propanol, both are 
experimentally verified to give higher reaction rate constants than glycerol. This is 
due to that the necessary building blocks to build such molecules are not included, 
e.g. H- and Fl-. In addition, the group contribution approach used to estimate the 
property of the molecule is unable to handle certain molecules, such as water. 
Therefore, mathematically, the feasible space Fs of Folic et al. (2007) restricts the 
possibility to obtain water and hexafluoro-i-propanol. In addition, the potential 
solvents brought forward by Folic et al. (2007), e.g. glycerol, are known molecules 
and thus does not fulfil the expectation of discovering novel molecules which are 
superior to those known and readily available in nature. Nevertheless, the design of 
reaction solvents can still offer a potential to fulfil such a promise if a sufficiently 
predictive and robust structure-property model and a proper Fs are employed. 
Therefore, a mixture of screening and design can be envisaged. 
The advantage of the proposed approach vis-à-vis Folic et al. (2007) is not only 
limited to the predictive rigor but also the computational efficiency. Folic et al. (2007) 
relies on a mixed-integer programming approach, preferably MILP (Nemhauser and 
Wolsey, 1988). The existence of advanced commercial MILP solvers, such as 
CPLEX and GUROBI, facilitates the solution of highly complex MILP which reflects 
problems of real practical interests. Nevertheless, such an approach is less 
encouraging from the computational complexity point of view. Not to mention that 
lesser MILP solvers than that those previously mentioned may not be able to solve 
the problem in a timely and satisfactory fashion. On the contrary, the proposed 
approach makes use of simply linear algebra, in which there exists technology in a 
much mature state than MILP, e.g. highly optimized BLAS and LAPACK, and can be 
solved in polynomial time. These linear algebra solvers are even available for free 
while the MILP counterparts usually are more limited by commercial and property 
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rights. The proposed approach can possibly efficiently handle the screening of 
candidate molecules in the order of millions. 
4.5.3. Analysis of uncertainty propagation using Monte Carlo simulations 
The results in the previous section show that uncertainty in the data in conjunction 
with the ill-conditioning can have severe effects on the consistency of the ranking. A 
simulation study is carried out in this section to get even better insight into the 
solution properties. The study accounts for uncertainty not only in the reaction rate 
constants but also in the Kamlet–Taft and Hildebrand solubility parameters. The 
propagation of uncertainty from the experimental data to the solution of the computer-
aided screening problem is studied by means of Monte Carlo simulations with 105 
samplings. In each simulation, a sample is taken from the normally distributed 
logarithm of the reaction rate constants, the three Kamlet–Taft parameters and the 
Hildebrand solubility parameters. For the first, the means and the standard deviations 
of these normal distributions are estimated from the available experimental data. In 
case only one reported value is available, the standard deviation is taken as the 
average of the standard deviations of all data points with at least two reported values. 
The means for the remaining quantities are based on the nominal values in the 
databank and the corresponding standard deviations are assumed to be 1% of the 
nominal values. 
The simulation results are presented in Figure 4.2. The abscissa is the solvent 
identifier, a distinctive positive integer which corresponds to a particular solvent in the 
databank. The ordinate is the predicted logarithm of the reaction rate constant. An 
interval zba   is displayed for each solvent with a  the mean and b  the standard 
deviation of the simulated predictions. z  is selected to be 1.96, such that the interval 
captures 95% of the predictions which, due to the linearity of the problem, also follow 
a normal distribution. 
The diagram at the top of Figure 4.2 shows the results for an appropriate selection of 
the set of solvents for model identification using Tikhonov regularization. Obviously, 
the screening can be performed reliably, because the prediction intervals are not only 
small but do not overlap for the top performers water and hexafluoro-i-propanol 
showing the highest reaction rate constants. As defined in Chapter 3, an “overlap” 
occurs if two or more prediction intervals of different solvents have a common 
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intersection. With a high probability, water appears to be the most promising solvent 
in the databank, i.e., the prediction interval associated with the green circle lies above 
all others without any overlap. 
The simulation results shown in the diagram at the bottom of Figure 4.2 clearly show 
that the uncertainty is significantly amplified due to the ill-conditioning of the solvent 
matrix 
dF
A  if the solvent set Fd,2 is used without regularization. The standard 
deviations of the predictions are about 88,000 times larger than the standard 
deviations which result from using the solvent set Fd,1. In this case, the screening is 
not reliable, because the prediction intervals of almost all solvents in the databank 
are overlapping with each other. In the worst case, the prediction interval of an 
inferior solution even swallows the prediction intervals of some superior solutions. 
This explains the poor performance of computer-aided screening using solvent set 
Fd,2. In fact, twelve different solvents are ranked first, including water, throughout the 
simulation study. Water frequently falls out from even the top ten solvents, which vary 
considerably. Only 1.993% of the simulations performed using set Fd,2 rank water as 
the most promising solvent. 
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Figure 4.2: Prediction intervals using set Fd,1 with Tikhonov regularization (top) and 
Fd,2 without Tikhonov regularization (bottom). The green and red circles 
indicate water and hexafluoro-i-propanol, respectively. 
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A stochastic optimization approach (Birge and Louveaux, 1997) can be employed to 
perform computer-aided screening of reaction solvents. In such an approach, the 
optimal solvent is the one maximizing the expected value of the logarithm of the 
reaction rate constant. This expected value can be calculated from Monte Carlo 
simulations. Using this stochastic optimization approach, the use of solvent set Fd,1 
results in water as the optimal solvent, while the use of set Fd,2 suggests hexafluoro-i-
propanol, which is experimentally verified to be inferior to water; the reaction rate 
constant in water is more than ten times higher than the one in hexafluoro-i-propanol. 
Interestingly, a stochastic optimization approach also seems to improve the reliability 
of the screening results, but does not perform as well as the method proposed here. 
This study clearly demonstrates that the reliable identification of a model to account 
for solvent effects is crucial for the success of computer-aided screening. Ad hoc 
approach for the selection of a set of kinetic experiments with different solvents for 
model identification results in a large degree of uncertainty in the estimated 
parameters and hence the predictions of the reaction rates. The approach suggested 
in this work addresses this problem and not only considers experimental uncertainty 
in the reaction rate constants but also in the solvent properties, i.e., in the Kamlet–
Taft and Hildebrand solubility parameters, during model development and thus 
systematically immunizes the results of the subsequent computer-aided screening 
against uncertainty. 
4.6. Conclusions 
The proposed method for computer-aided screening of reaction solvents is 
demonstrated to be able to efficiently and reliably identify promising reaction 
solvents, i.e., water and hexafluoro-i-propanol, in the solvolysis of tert-butyl chloride, 
a class of SN1 reactions, at 25°C and atmospheric pressure. This prediction has been 
experimentally verified. The proposed method is computationally efficient and robust 
against uncertainty in the data. The robustification is achieved by a careful treatment 
of the model identification problem, i.e., a combination of Tikhonov regularization and 
optimal design of experiments (or data selection). The robustness of the proposed 
strategy is analyzed in depth using Monte Carlo simulations. The solvent set of 
primary and secondary alcohols, chosen based on physico-chemical insight, 
performs relatively poor, since the uncertainty in the data is amplified resulting in a 
lack of goodness-of-fit in the solution of the model identification problem. This 
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uncertainty propagation also distorts the ranking of the candidate solvents and 
renders the solution of the computer-aided screening problem not reliable, i.e., a less 
potent solvent is ranked higher than a more potent solvent. 
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Chapter 5 
Computer-aided screening of ionic liquids for cellulose 
dissolution 
The issue of selecting the optimal ionic liquid to dissolve cellulose remains an open 
question of abundant industrial importance. As an initial attempt to systematically 
address such a question, we devise a hybrid model-based and data-driven 
framework to screen ionic liquids a priori by predicting the cellulose solubility, which 
is based on the framework presented in Chapter 3. Previous studies have 
qualitatively hinted at the role of Kamlet-Taft parameters in elucidating cellulose 
dissolution using ionic liquids. Yet, no rigorous quantitative framework has been 
proposed to utilize the Kamlet-Taft parameters and the embodying model. In order to 
identify a suitable model, we combinatorially generate a set of model candidates 
involving Kamlet-Taft parameters. We use Akaike’s Information Criterion to evaluate 
the strength of evidence of each of the proposed model structure candidates based 
on available data. We assign each model to an Akaike weight in the Bayesian 
probability context and, instead of relying on only one model, we employ Bayesian 
multimodel inference to predict the solubility of cellulose in ionic liquids. We study the 
efficacy of the approach using data of Avicel cellulose solubility in ionic liquids at 100-
110°C and atmospheric pressure. We analyze that hydrogen-bond donor basicity is 
the most influential but not the only influential Kamlet-Taft parameter in this case. We 
also discuss the collinearity stemming from structurally similar ionic liquids. We 
conclude that Kamlet Taft parameters can be one of the guiding principles in the 
computer-aided screening of ionic liquids when they are applied in a specific context. 
On a certain class of ionic liquids investigated in this study, some which can dissolve 
cellulose form a region in the multi-dimensional space of Kamlet-Taft parameters 
while the others form another separate region. However, additional molecular 
descriptors are required to obtain more a comprehensive understanding and a more 
accurate screening. 
Section 5.1 offers an introduction on cellulose and ionic liquids. Section 5.2 and 5.3 
present the problem formulation and solution, respectively. Section 5.4 provides a 
case study which includes experimental data collected from literature as well as in-
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house laboratory experiments. Section 5.5 provides the results and their discussions, 
then, Section 5.6 summarizes this contribution. 
5.1. Introduction 
Cellulose is a widespread biorenewable with much potential as a future resource for 
chemicals and energy (Marquardt et al., 2010). Cellulose is the most abundant 
biopolymer and produced by living organisms at a rate that is much higher than fossil 
resources such as oil, coal and natural gas. This triggers the introduction of cellulose 
as a promising future renewable resource for energy and chemicals. 
Cellulose is a linear polymer of cellobiose; it does not have any branches and cross-
linked structures. Cellobiose consists of two glucose units attached by glucosidic 
linkage C-O-C at the C1 and C4 positions. The end in which the linkage is at the C1 
position is called the non-reducing end while the other end is called the reducing end. 
Cellulose comes in various degrees of polymerization, i.e. the number of the 
repeating glucose monomer units, from as low as 200 for cellulose acetate to as high 
as 15000 for cotton (Zugenmaier, 2008). Cellulose is found in various biogeneous 
feedstocks, e.g., rice straw, sugar cane and sorghum, and usually builds around 40 – 
50% of their mass (Pauly and Keegestra, 2008). 
 
Figure 5.1: Molecular structure of cellulose with chain length n. 
The key challenge in processing cellulose is to remove crystalline moieties which limit 
efficient hydrolysis. These are essentially a form of a hydrogen-bond network which 
can be broken by dissolution (Zugenmaier, 2008). Still, the highly ordered structure of 
cellulose renders a challenge to identify a scarce solvent which can accomplish its 
dissolution (Rinaldi and Schueth, 2009). As pointed out earlier in Chapter 2, many 
traditional solvents cannot. In order to circumvent this limitation, combinations of 
molecular solvents and salts, e.g., dimethylacetamide and lithium chloride 
(DMA/LiCl), have been used for cellulose dissolution (Spange, 1998). Yet, high cost 
and poor recyclability hamper their applications beyond lab-scale. 
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Swatloski et al. (2002) discovered the dissolution of cellulose using ionic liquids 
within a short period of time and without any pretreatment.  The dissolved cellulose 
can be recovered by addition of water; this processed material was revealed to be 
easily hydrolyzed due to the removal of the original crystalline structure (Dadi et al., 
2006).  
Ionic liquids, owing to their special distribution of charges and chemical structure, are 
salts which have melting points below 100°C (Rogers and Seddon, 2003). Ionic 
liquids are different from traditional molecular solvents due to the nature of their 
chemical bonds (Reichardt and Welton, 2011). An ionic liquid usually contains a 
positively charged cation and a negatively charged anion. For example, a 1-ethyl-3-
imidazolium cation and an acetate anion form an ionic liquid (see Figure 5.2). 
 
Figure 5.2: Chemical structure of 1-ethyl-3-methylimidazolium acetate, an ionic liquid. 
Ionic liquids mostly do not exist naturally and have to be man-made synthesized. 
Ionic liquids are hailed by many as true designer solvents. This is based on the fact 
that ionic liquids can be synthesized in the order of millions, if not more, merely by 
combining various cations and anions. This allows a high degree of flexibility to tune 
the physical and chemical properties of the ionic liquids which are of industrial 
interests (Earle and Seddon, 2000; Plechkova and Seddon, 2008). Nevertheless, it is 
clear that experimentally testing these possible combinations exhaustively, so-to-
speak by high-throughput screening, results in a prohibitively large search space. In 
addition, ionic liquids are relatively expensive materials for simple trial-and-error 
attempts. Thus, the goal of this study is to march towards computer-aided screening 
which provides the systematic selection of only a few promising ionic liquids for the 
subsequent experimental validation. 
In order to enable efficient processing of cellulose in ionic liquids, the solubility is 
clearly an important factor to be optimized for good efficiency of the process. This 
requires a good understanding of the molecular dissolution mechanism, which can be 
captured by an appropriate set of descriptors. The identified descriptors can be used 
for the modeling of the solubility and the screening for optimal solvent systems.  
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Ab initio approaches can play a role in revealing the nature of ionic liquids. Kahlen et 
al. (2010) developed a model to predict the solubility of cellulose in ionic liquids using 
COSMO-RS theory; they reported that the anion is instrumental regarding the 
dissolution power and performed a screening on a set of various ionic liquids which 
were assembled from two predefined sets of cations and anions. The authors 
forecasted that ionic liquids with acetate, decanoate, chloride and bromide anions 
can dissolve cellulose quite well. Rabideau and Ismail (2012) studied the cellulose 
dissolution in ionic liquids through molecular dynamics simulations and identified the 
molecular hydrogen-bond network to be strongly influential in dissolution. Niazi et al. 
(2013) supported the experimental observation that ionic liquids with high water 
concentration cannot dissolve cellulose by means of molecular dynamics simulations. 
Viell and Marquardt (2011) investigated the dissolution kinetics of woods chips in 
[c2mim]OAc via material balance and in-situ microscopy. Viell et al. (2013) designed 
an efficient process to convert wood chips into sugars using ionic liquid pretreatment 
and enzymatic hydrolysis. 
Although weaker than covalent bonds, hydrogen bonds are stronger than van der 
Waals interaction (Fan et al., 1987). The intra- and intermolecular hydrogen bonds 
create a hydrogen-bond network (Fan et al., 1987; Zugenmaier, 2008). The 
intramolecular hydrogen bonds exist within a cellulose chain, i.e., between the C3 
hydroxy group and the adjacent in-ring oxygen as well as between the C2 hydroxy 
group and the C6 hydroxymethyl group oxygen. The intermolecular hydrogen bonds 
exist between cellulose chains, i.e., between the C3 hydroxy group in a chain and the 
C6 hydroxymethyl group in another chain. 
This hydrogen-bond network is responsible for high chemical and mechanical stability 
of cellulose, including its hydrophilicity. The cellulose dissolution essentially involves 
the breaking of the hydrogen-bond network. This fact has been supported by various 
computational, e.g. molecular dynamics simulation, and experimental, e.g. NMR 
spectroscopy, studies. Both cation and anion are believed to be involved in the 
dissolution process. These charged species of the ionic liquid form electron donor – 
electron acceptor complexes with the hydrogen and the oxygen atoms of the 
cellulose. This facilitates the cleaving between hydroxyl groups of different cellulose 
chains, primarily C3 and C6 hydroxyl groups of neighbouring cellulose chains, and 
eventually leads to dissolution. 
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5.2. Problem formulation 
Due to the pivotal role played by the hydrogen-bond breakage in the cellulose 
dissolution, it is natural that Kamlet-Taft parameters are often proposed to judge the 
potential of a certain ionic liquid to effectively dissolve a particular cellulose type. In 
this contribution, we propose to use the solvatochromic equation to evaluate the merit 
of an ionic liquid to dissolve a type of cellulose. This is a pragmatic choice, because 
of a lack of better alternatives at this point. 
The functional disaggregation of molecular groups during the dissolution process 
motivates the modelling of this phenomenon based on quantitative indicators of 
molecular interaction. Kamlet-Taft parameters can be employed for such an 
application, and the solvatochromic equation employed in this chapter is the 
following: 
*
0  cbayy   (5.1) 
y is the logarithm of the cellulose solubility. The logarithm is due to thermodynamic 
arguments (Reichardt and Welton, 2011) and its use was demonstrated in a previous 
study (Palgunadi et al., 2011).  
Spange et al. (1998, 2003) presented a description of the interaction strength of 
cellulose and DMA/LiCl using Kamlet-Taft parameters. Doherty et al. (2010) 
examined the relationship between the Kamlet-Taft parameters of ionic liquids and 
the effective pretreatment of lignocellulosic biomass; they identified a minimum β of 
0.84 to achieve an effective biomass pretreatment in ionic liquids. Xu et al. (2010) 
observed that the solubility of microcrystalline cellulose increases as β increases for 
a class of imidazolium-based ionic liquids with different anions. Similarly, Wang et al. 
(2012) reviewed the data of the solubility of cellulose in various ionic liquids at 
different conditions; they pointed out that only ionic liquids with β > 0.8 are able to 
dissolve cellulose.  
These observations possibly offer an opportunity to infer appropriate molecular 
interactions during the dissolution process and to systematically screen cellulose 
solvents for maximum solubility. Just recently, Jessop et al. (2012a) compiled 
Kamlet-Taft parameters of 187 ionic liquids. However, such data have to be treated 
with care, since impurities can alter the Kamlet-Taft parameters of ionic liquids (Rani 
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et al., 2011) and the presence of water results in hydrated ionic liquids that tend to 
have a higher α and π* than anhydrated ionic liquids (Fukaya and Ohno, 2013). 
Zhang et al. (2012a) performed computational and experimental studies using 
density functional theory and NMR spectroscopy on 1- and 2-hydroxyethyl-3-
methylimidazolium-based ionic liquids; they observed an inversely linear correlation 
between the hydrogen-bond donor acidity and the O-H bond length in those cations 
and they also observed that such a linear correlation does not exist between the 
hydrogen-bond donor acidity and the C2-H bond length. Zhang et al. (2012b) studied 
the influence of the anion and the ether group on the Reichardt’s polarity scale of 
some ammonium and imidazolium-based ionic liquids using both Kamlet-Taft 
parameters and density functional theory. 
Concerning the design of novel ionic liquids, Zech et al. (2009) synthesized an 
innovative class of ionic liquids which has comparatively lower cyclotoxicity. Fukaya 
and Ohno (2013) designed combinations of cations and anions to produce ionic 
liquids that are both hydrophobic and polar. These authors also determined the 
Kamlet-Taft parameters at different temperatures and notified that the novel ionic 
liquids possess high values of β but they did not address cellulose dissolution. 
The ab initio approaches can enrich our knowledge but the results have to be 
experimentally validated because of the innate uncertainty of the predictions. Kamlet-
Taft parameters of various ionic liquids have been reported, but a quantitative 
description of cellulose dissolution based on the solvatochromic equation and an 
optimization for maximum solubility has not yet been communicated. This work 
serves to fill this gap. 
Shukla et al. (2012) reported that the Kamlet-Taft parameters are sensitive to thermal 
effect for several 1-methylimidazolium and 1-butylimidazolium-based protic ionic 
liquids. Wu et al. (2008) grouped several imidazolium-based room-temperature ionic 
liquids according to their α and β values to investigate their interactions with four 
photochromic spyropyran derivatives. A common method to determine the Kamlet-
Taft parameters is to measure them using various dyes, can be five to seven different 
dyes, and then take the average values (Jessop et al., 2012a). Nakano et al. (2012) 
reported the Kamlet-Taft parameters of novel hydrophobic and polar ionic liquids, 
proposed by Fukaya and Ohno (2013), with some carboxylate anions. Palgunadi et 
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al. (2011) studied the solubility of acetylene in some room temperature ionic liquids, 
mostly imidazolium-based and reported that the solubility is predicted accurately with 
only the hydrogen-bond acceptor basicity; the higher the hydrogen bond acceptor 
basicity the lower the solubility, although poor correlation is observed with the anion 
basicity. 
Many industrial applications pose a question on how to identify the ionic liquid which 
gives desirable cellulose solubility. When the objective is to maximize the cellulose 
solubility in the ionic liquid, the problem can be formulated mathematically as a two-
stage problem introduced in Chapter 3. The nested model identification and 
computer-aided screening problems can be formulated as 
 ** ~maxarg s
Fs
ys
s
  (5.2) 
and 
2* )~(minarg
~



dFs
ss yy

 , (5.3) 
where s and s* are the ionic liquid candidates and the optimal ionic liquid identified by 
means of the model predicting the logarithm of the cellulose solubility y, respectively. 
The other notations obey what have been defined in Chapter 4 with the appropriate 
adjustments, e.g. the search space is defined by Fs which, in this case, is the 
databank of ionic liquids. 
The problem formulation and solution in this regard are similar to the ones from the 
previous chapter. Nevertheless, model identification in this chapter consists not only 
model parameter identification but also model structure identification. The first follows 
closely the procedure proposed in the previous chapter. The latter is the focus of this 
chapter and unravelled using a method described in the upcoming section. 
In order to accommodate model structure identification, A is defined accordingly. 
Again A is a matrix of column vectors of the Kamlet-Taft parameters, except that the 
first column is a unity vector corresponding to the intercept in the solvatochromic 
equation: 
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When only one or two of the three Kamlet-Taft parameters is or are used then the 
number of columns in A Nθ is reduced accordingly while the number of rows in A 
depends on the number of data Nd. For example, when only one Kamlet-Taft 
parameter is considered, then the ensuing matrices A are: 
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 (5.5) 
Consequently, the following matrices A correspond to the case involving only two 
Kamlet-Taft parameters: 
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The uncertainty here comes not only from the data but also the model structure. The 
uncertainty related to the data is reflected in the uncertainty of the estimated model 
parameters. The uncertainty related to the model structure arises from the competing 
alternative hypotheses in explaining the behaviour of a particular system. This 
contribution aims to consider both types of uncertainty simultaneously as well as 
includes them in the eventual decision making in selecting the most appropriate ionic 
liquid for cellulose dissolution. Due to the uncertainty, instead of only one ionic liquid, 
a set of ionic liquids are proposed for further experimental validation. The number of 
ionic liquids that undergoes experimental trial depends on the resources available 
and the confidence level acquired. The uncertainty in the measured solubility can be 
attributed to various sources. The equilibrium may not be reached during the 
measurement. Whatever measurement device and/or technique itself cannot be 
perfect. The uncertainty in the Kamlet-Taft parameters can also be affected by the 
different use of the dyes and the chemical impurities. 
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The model structure identification essentially falls within the paradigm of multiple 
working hypotheses (Chamberlin, 1890). Each hypothesis ideally embodies a one-to-
one map to a specific mathematical model structure. Kullback-Leibler information 
(Kullback and Leibler, 1951) facilitates a more formal measure of the strength of 
evidence based on the data for each hypothesis. The model structure identification 
problem, in the context of the modelling of solvent effects, can be posed as which of 
the Kamlet-Taft parameters are required in the model.  
All possible linear combinations of the Kamlet-Taft parameters are generated (cf. 
Table 5.1). These model candidates are those involving only one (Model 1, 2 and 3), 
two (Model 4, 5 and 6) and all three (Model 7) of the Kamlet-Taft parameters. 
Table 5.1: Model structure candidates 
Model candidate Model structure 
Model 1 ayy  0  
Model 2 byy  0  
Model 3 
*
0 cyy   
Model 4  bayy  0  
Model 5 
*
0  cayy   
Model 6 
*
0  cbyy   
Model 7 
*
0  cbayy   
 
5.3. Problem solution 
The methods addressing model structure identification, model validity domain and 
iterative screening are discussed successively from Section 5.3.1 to Section 5.3.3. 
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5.3.1. Model identification 
Kullback-Leibler information I(f,g) represents the amount of information loss if model 
g with parameter θ is used to approximate the reality f; hence, it is a sort of a 
“distance” between the model g and the reality f. Clearly, it is desirable to determine 
the model with minimum information loss. 
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Since the reality, e.g. the dissolution mechanism, is not completely known, only the 
difference of information loss between model candidates against the truth can be 
calculated via measures such as Akaike’s Information Criterion (AIC). 
Akaike’s Information Criterion (AIC) is used to evaluate the competing model 
candidates. According to Akaike (1978a), the model with the minimum AIC is the 
most suitable model. AIC consists of two terms. The first term contains the likelihood 
function and measures the goodness-of-fit of the model. The second term contains 
the number of estimated parameters in the model. The second term embodies the 
principle of parsimony as it penalizes more complicated models, i.e., models which 
have a high number of estimated parameters. 
   iii KgLAIC 2log2   (5.8) 
L(gi) and Ki are the likelihood function and the number of estimated parameters in 
model i, respectively. 
The model candidate i with minimum AICi is the one associated with minimum loss of 
information among the proposed model candidates. AIC prefers models with high 
likelihood L and low number of parameters K. The Akaike weight wi quantifies the 
likelihood of model structure i in a sound manner. 
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 (5.9)  
i,c is the difference of AIC values of model i and model c, the model with the 
minimum AIC (Burnham and Anderson, 2002): 
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cici AICAIC  ,  (5.10)  
wi is a dimensionless quantity bounded between 0 and 1. It represents the probability 
of model i to be the model with the minimum information loss among the proposed 
model candidates. 
Akaike (1973) discovered that the double expectation of the logarithm of the model 
prediction can be estimated by the simple expression of the logarithm of the model 
likelihood subtracted by the number estimable parameters in the model. The 
estimation becomes more accurate as the number of samples or data increases. For 
relatively low number of observations, a correction factor CF can be included in the 
AIC as follows:  
CFAICAIC iic   (5.11) 
Sugiura (1978) proposed such a correction factor. This results in the corrected AIC or 
AICc which depends on the number of samples available for model i. AICc converges 
to AIC as the number of samples grows causing the correction term becomes 
negligible. 
There is the uncertainty in the model structure selection among the model 
candidates. The uncertainty of the model structure can be quantified by a model 
probability which has Bayesian interpretation, i.e. the Akaike weight (Akaike 1978b, 
1980; Burnham and Anderson, 2002). 
From the Bayesian point of view, the average or the expected value E(y) as well as 
the variance var(y) originating from the model selection uncertainty of N finite number 
of model candidates can be computed as the following (Burnham et al., 2011): 
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These two quantities can be used to construct the prediction interval of cellulose 
solubility in ionic liquids. The Akaike weight can be used as the associated Bayesian 
probability for each model structure. Not only the uncertainty regarding the model 
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structure is taken into account and quantified but it also facilitates multimodel 
inference which is important in empirical science as concisely described by George 
Box (see Chapter 3). 
5.3.2. Model validity domain 
It is important to estimate the region in which the validity of an empirical or a semi-
empirical model holds. There are several methods for such a purpose. The simplest 
is the convex hull method. A convex hull (Jaworska et al., 2005) is the smallest 
convex set that contains a set of points in the Euclidean space. In the context of this 
chapter, the set of points is the set of data of interest and the Kamlet-Taft parameters 
form the Euclidean space. However, the convex hull method assumes uniform 
distribution and thus does not provide more detailed information about the probability 
density of the validity region. Furthermore, the convex hull method, due to its 
“convex” nature, cannot identify internal sparse and dense regions of the interpolated 
space. The probability density via non-parametric kernel estimation method can 
circumvent the two previously mentioned drawbacks. In this contribution, we employ 
both the convex hull method as well as the kernel estimation method. In particular, 
we employ kernel estimation via diffusion as proposed by Botev et al. (2010). 
In this study, we employ these methods to perform feasibility analysis, i.e., which 
ionic liquids can and cannot dissolve cellulose. Importantly, we construct not only one 
but two regions using these methods: one is for the region of ionic liquids which can 
dissolve cellulose and the other is for the region of ionic liquids which cannot dissolve 
cellulose. The identification of both regions is useful as discussed later. Our proposed 
approach provides a more accurate construction of such a region beyond one 
dimensional analysis which has been suggested by the few previous works 
mentioned earlier. 
5.3.3. Model-based and data-driven screening 
An iterative procedure, such as the one depicted in Figure 5.3, can be devised for the 
screening of ionic liquids. y and θ  refer to vectors of the logarithm of the measured 
solubilities and a vector of the estimated parameters in the solvatochromic equation, 
respectively. 
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Figure 5.3: An algorithm for model-based and data-driven screening of ionic liquids. 
This procedure is a hybrid of model-based and data-driven methods: it combines the 
computational and experimental methods described previously. The information is 
accumulated through each iteration with the goal of incrementally refining the model 
identification ys as well as the databank Fs. The additional data from the previous 
iteration is utilized to perform the next iteration by: 
(i) adding and/or removing constraints to the model and/or 
(ii) updating model parameters and/or structure. Some prior knowledge is not 
restricted to the experiments carried per se but also can take advantage of 
heuristics already developed, e.g. the tendency of ionic liquids involving 
imidazolium cation to dissolve cellulose. This iterative procedure can 
continue until one or some of the termination criteria is or are satisfied. 
These termination criteria can be whether: 
(i)  the available resources, such as time, funding, materials and labors, are 
exhausted and/or 
(ii)  the desired performance of the incumbent ionic liquid has been reached. 
Computer-Aided 
Screening 
Incremental 
Data Collection 
Satisfied? Stop 
Start 
Model 
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Yes No 
Preliminary 
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5.4. Case study 
The solubility of cellulose in ionic liquids depends on the type of the cellulose and 
operating condition. Although our approach can be applied to another particular type 
of cellulose as well as a different operating condition, we perform our study on the 
case of Avicel cellulose (see Figure 5.4) at 100-110°C and atmospheric pressure. 
The basis is the availability of experimental data (see Table 5.2) by matching the 
available solubility data of Wang et al. (2012) and the reported Kamlet-Taft 
parameters of Jessop et al. (2012a). Hence, from this point forward, the results and 
the corresponding results and conclusions refer to this specific study. 
 
Figure 5.4: Molecular structure of Avicel. 
The diversity of the ionic liquids in the data set used to estimate the parameters in the 
solvatochromic equation is rather limited (see Table 5.2). They belong entirely to the 
class of imidazolium-based ionic liquids. Four of them have the same cation, i.e. 
[c4mim], while a pair has acetate anion and another pair has chloride anion. This 
rather restricted diversity is reflected by the mild conditioning of the problem. The 
condition number of A, which corresponds to the one contaning all three Kamlet-Taft 
parameters, almost reaches 90. Although A is not exceptionally ill-conditioned, this 
indicates that the solution can be moderately sensitive towards uncertainty in the 
data and thus requires careful interpretation. The subsequent subsection discusses 
this issue in more detail. 
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Table 5.2: Ionic liquids training set. 
Ionic liquid Structure 
[c2mim]OAc 
 
[c4mim]N(CN)
2
 
 
[c4mim]O
2
CH 
 
[c4mim]OAc 
 
[c4mim]Cl 
 
[c6mim]Br 
 
[c6mim]Cl  
 
 
In order to examine the predictive capability of the model, we built a validation set. 
This validation set comprises 7 ionic liquids as listed in Table 5.3. The choice is 
based rather on convenience, because these ionic liquids can be readily purchased. 
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The average solubility of Avicel in each of these ionic liquids was measured in AVT-
PT laboratory using the experimental procedure described in Appendix D. The 
experiments were performed by student assistants under the direction of Jörn Viell. 
g/mol is chosen as the unit for solubility as suggested by Wang et al. (2012). As 
mentioned earlier, cellulose has a different solubility in a different ionic liquid. This 
has been reported by many previous studies and the results obtained in AVT-PT 
laboratory further confirm this observation as demonstrated in Table 5.3. 
Table 5.3: Ionic liquid validation set. 
Ionic liquid Solubility (g/mol) 
[c1mim]DMP 10.595 
[c2mim]DMP 13.05 
[c3mim]DMP 13.931 
[c4mim]DMP 14.472 
[c3mim]OAc 13.446 
[c2mim]Cl 21.566 
[c3mim]Cl 28.668 
 
A databank of Kamlet-Taft parameters is compiled primarily from Jessop et al. 
(2012a). Additional entries are also collected from both more recent publications 
(Shukla et al., 2012; Zhang et al., 2012a, b; Nakano et al., 2012; Hauru et al., 2012; 
Zhang et al., 2013; Chiappe et al., 2013) as well as older publications which are not 
included in Jessop et al. (2012a) (Ohno and Fukumoto, 2007). Moreover, we 
complement the databank with data obtained from our own measurements which are 
associated with ionic liquids in the validation set. In total, our databank contains more 
than 200 ionic liquids. 
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5.5. Results and discussions 
Section 5.5.1 points out the connection between structural similarity of the ionic 
liquids and collinearity of their Kamlet-Taft parameters. The model identification is 
discussed through the elucidation of the relevant Kamlet-Taft parameters and the 
cation as well as the anion of the ionic liquids influencing the cellulose solubulity in 
Section 5.5.2 and 5.5.3, respectively. Section 5.5.4 goes through the iterations of the 
model-based and data-driven screening. Section 5.5.5 delivers an analysis to 
discriminate cellulose dissolving and non-dissolving ionic liquids. 
5.5.1. Structural similarity and collinearity 
The anions of the ionic liquids investigated in this study are clearly structurally 
diverse since none of them belongs to the same molecular group. Three anions, 
which are shown in Figure 5.5, do not even comprise the same atoms. Cl- is a single 
atom of chlorine. OAc- is built from some hydrogen, carbon and oxygen atoms while 
PF6- is built from a phosphate atom and six fluorine atoms. 
     
Figure 5.5: Diversity of the molecular structure of the anions used in this study: Cl- 
(left), OAc- (middle) and PF6- (right). The green, white, brown, red, 
orange and light blue spheres represent chlorine, hydrogen, carbon, 
oxygen, phosphate and fluorine atoms, respectively. 
On the other hand, the cations used in this study are very similar to each other (see 
Figure 5.6). They are all imidazoliums. The only difference between them is the 
length of the alkyl chain which varies from one to eight. 
The similarity of the cations leads to collinearity between the Kamlet-Taft parameters. 
The collinearity between the hydrogen-bond donor acidity and the hydrogen-bond 
receptor basicity is especially stronger than the others. The collinearity is indicated by 
the relatively high value of R2 of a linear regressor between the two. This is 
particularly true when varying the cations while keeping the anions; the value of R2 
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can be higher than 0.99. 
     
Figure 5.6: Diversity of the molecular structure of the cations used in this study: 
c2mim+ (left), c3mim+ (middle) and c4mim+ (right). The dark blue balls 
represent nitrogen atoms. The other balls follow the same convention as 
in Figure 5.5. 
For example, an exceptionally strong collinearity is observed when PF6- anion is only 
paired with even-numbered alkyl chain length immidazolium cations. Figure 5.7 
illustrates this stark collinearity among ionic liquids based on PF6- anion and the first 
four even-numbered alkly chain length imidazolium cations. A nearly straight line can 
be drawn between these four in the space of the Kamlet-Taft parameters  and β. 
Indeed, the value of R2 is approximately 0.99737 in this case. 
 
Figure 5.7: Collinearity between hydrogen-bond donor acidity () and hydrogen-bond 
acceptor basicity (β) of [Rmim][PF6] ionic liquids, R = c2, c4, c6, c8. 
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In this case where a strong collinearity holds, the longer the alkyl chain length the 
higher the hydrogen-bond acceptor basicity and the lower the hydrogen-bond donor 
acidity. This trend is observed for BF4-, PF6-, TOTO- and Cl- anions. The trend is 
reversed for DMP- and OAc- anions. Note that the imidazolium cations considered in 
this study have relatively short alkyl chain length, i.e. eight at most. 
The collinearity still exists when varying the anions while keeping the cations, albeit 
much weaker than its counterpart. Furthermore, no well-pronounced trend is 
observed. The collinearity is observed in other cases by varying the cation while 
keeping the anion. The collinearity is supported by a high value of R2 between α and 
β. Out of the six cases which have sufficient data, only two of them have R2 values 
less than 0.99. These two cases are: (i) Data set of BF4- is missing c6+mim to form 
even-numbered length set and (ii) Data set of Cl- is missing c5+mim. This irregularity 
can be responsible for the weakening of the collinearity. 
Table 5.4: Correlation coefficient R2 between between hydrogen-bond donor acidity 
and hydrogen-bond acceptor basicity of some groups of structurally 
similar ionic liquids. 
Cation Anion R
2 
c2mim+, c4mim+, c6mim+, c8mim+ PF6- 0.99737 
NBu4+, NPr4+, NEt4+ TOTO- 0.99115 
c2mim+, c4mim+, c8mim+ BF4- 0.80091 
c2mim+, c3mim+, c4mim+, c6mim+ Cl- 0.5364 
c1mim+, c2mim+, c3mim+, c4mim+ DMP- 0.99024 
c2mim+, c3mim+, c4mim+ OAc- 0.99264 
 
The collinearity can cause severe problem for a precise estimation of the parameters 
due to ill-conditioning. This serves as a motivation for selecting a structurally diverse 
set of ionic liquids as well as using a proper regularization method. This also gives an 
example that the condition number of the matrix A is related to the similarity or 
diversity of a group of molecules. Nevertheless, the similarity can also be a blessing 
 86 
 
in disguise, because it can be used to build an accurate prediction relating the 
molecular structure and the physical and chemical properties of the molecule. 
The diversity of the training set is mild. All ionic liquids are based on imidazolium 
cation with only minor difference in the alkyl chain length. Moreover, the cations Cl- 
and OAc- are used twice in the training set. This rather restricted diversity is reflected 
by the moderate condition number, as mentioned earlier. This justifies the application 
of Tikhonov regularization to remedy the condition number. 
5.5.2. Kamlet-Taft parameters and cellulose dissolution 
Hydrogen-bond donor basicity is identified as the most important molecular descriptor 
among the Kamlet-Taft parameters. Model candidates that contain β score relatively 
lower AIC values compared to other model candidates with the same number of 
estimated parameters. For example, among the model candidates which include two 
Kamlet-Taft parameters (Model 5 includes α and β, Model 6 includes α and π* and 
Model 7 includes β and π*), Model 5 and 7 have significantly lower AIC values than 
Model 6. The same situation is more apparently observed among models which 
include only one Kamlet-Taft parameter, Model 2, which includes β, also has a 
significantly lower AIC than Models 1 and 3, which includes α and π*, respectively. 
Nevertheless, the inclusion of α and π* can improve the quality of the model. When 
the molecular descriptors are restricted to only the three Kamlet-Taft parameters, the 
optimal model structure in the sense of AIC is the one which contains both hydrogen-
bond donor acidity as well as hydrogen-bond acceptor basicity. 
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Figure 5.8: Strength of evidence of the model structure candidates.                        
The numbering of the models refers to Table 5.1. 
Based on the Akaike weight of the available data, the optimal model structure, i.e. 
Model 4, has a Bayesian probability of about 90% among the model candidates (see 
Figure 5.9). This is followed by the Model 7 which contains all Kamlet-Taft 
parameters. The combined Bayesian probability of Models 4 and 7 accounts for more 
than 99%. On the other hand, the Bayesian probability of the other model candidates, 
excluding the aforementioned two, is negligible. Therefore, we focus our attention on 
these two dominant models. 
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Figure 5.9: Bayesian probability of the model structure candidates based on Akaike 
weight. 
These two dominant model structures confirm that hydrogen-bond acceptor basicity 
is the most influential Kamlet-Taft parameter followed by hydrogen-bond donor 
acidity (see Figure 5.10). The influence of the former is more than twice the one of 
the latter. This trend is consistent in both models. Polarizability/dipolarity is not 
included in Model 4 and only appears to be far less influential compared to the other 
two Kamlet-Taft parameters in Model 7. The inclusion of polarizability/dipolarity in 
Model 7 slightly lessens the influence of the other two Kamlet-Taft parameters as well 
as the intercept. The solubility increases as the hydrogen-bond acceptor basicity 
increases. On the contrary, the solubility decreases as the hydrogen-bond donor 
acidity and the polarizability/dipolarity increases. 
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Figure 5.10: Estimated parameters of the two dominant model structure candidates. 
This conclusion is in line with the previous studies of Doherty et al. (2010) and Xu et 
al. (2010) which support the idea that hydrogen-bond acceptor basicity is indeed an 
important factor for cellulose dissolution. However, we argue that it is not the only 
Kamlet-Taft parameter which is important. The other Kamlet-Taft parameters, 
especially hydrogen-bond donor acidity, also play a role although less influential and 
have the opposite effect. Note that polarizability/dipolarity only has a slight probability 
of being significantly influential since the Bayesian probability of Model 7 is about 
nine times smaller than Model 4 and also because of the minuscule magnitude of the 
estimated parameter pertaining to polarizability/dipolarity in Model 7. 
The goodness-of-fit of the Bayesian multimodel inference is illustrated in Figure 5.11. 
A relatively tight fit is achieved within the training set. Nevertheless, the validation set 
shows a rather poor fit, except for [c2mim]DMP and [c2mim]Cl.  
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Figure 5.11: Parity plot of the solubility (g/mol) of Avicel in some ionic liquids at 100-
110°C and atmospheric pressure. 
A more general approach is the so-called quantitative structure-property relationship 
(QSPR). Indeed, Kamlet-Taft parameters can be considered as molecular descriptors 
of solvents, including ionic liquids. We distinguish our approach from the traditional 
QSPR approach by the application of Bayesian framework, which considers the 
uncertainty related to the parameters as well as the structure of the model in a 
quantitative manner. The argument to propose the aforementioned molecular 
descriptors is based on the information obtained from previous studies. Nevertheless, 
numerous other molecular descriptors can also be proposed although not all of them 
may be influential enough to be considered further. The practice of complementing 
Kamlet-Taft parameters with other molecular descriptors has been previously 
considered. From the other related field of research, additional molecular descriptor, 
e.g. Hildebrand solubility parameter (see Chapter 4), can be used in conjunction with 
the Kamlet-Taft parameters to accurately predict the effect of molecular solvents on 
reaction rates (Abraham et al., 1987). However, due to the scarce information, the 
Hildebrand solubility parameter is not included in this study. Also note that accurately 
computing the molecular descriptors for ionic liquids is another challenge on its own. 
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5.5.3. Cation, anion and cellulose solubility 
Our findings that the two Kamlet-Taft parameters α and β are influential suggests that 
both the structure of cation and anion of an ionic liquid as well as their interactions 
are responsible for its ability to dissolve cellulose. This is supported by Chiappe et al. 
(2011) which carried out principal component analysis on a representative list of ionic 
liquids and concluded that α is affected by cation core structure, functionalization and 
cation-anion association while β is strongly related to the nature of anion. 
Our finding that Kamlet-Taft parameters alone cannot completely explain the strength 
of a particular ionic liquid suggests that hydrogen-bond breaking hypothesis is not the 
only important feature of cellulose dissolution. This finding is in line with the 
hypothesis of Lindman et al. (2010). Nevertheless, such a hypothesis requires further 
investigation based on experimental evidences. Our contribution proposes a model-
based and data-driven framework which can be employed to examine such a 
hypothesis. 
5.5.4. Model-based and data-driven screening 
Based on the identified model from the available data, the databank screening is 
performed to identify the most desirable ionic liquid. The first iteration points to amino 
acid ionic liquids. Instead of one, the top two ionic liquids are taken since their 
prediction intervals overlap each other. These two ionic liquids are: [Pbu4][glycinate] 
and [Pbu4][valinate]. These particular ionic liquids exhibit relatively high hydrogen 
bond acceptor basicity. As mentioned earlier, many previous studies speculated that 
higher hydrogen bond basicity is desirable for cellulose dissolution. Unfortunately, we 
confirm that this hypothesis is not generally true since those amino acid ionic liquids 
based on phosphonium cation do not dissolve Avicel cellulose. 
Using the additional knowledge, we perform the second iteration. In this iteration, we 
utilize the rule of advocating imidazolium as cation. Therefore, the screening for the 
second iteration is performed only on imidazolium-based ionic liquids in the 
databank. The iteration stops at two iterations since the available resources have 
been consumed. The second iteration proposes [c2mim][glycinate]. Although this 
ionic liquid can dissolve cellulose, its solubility is rather low and inferior to those 
which are already known. 
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Table 5.5: The results of the computer-aided screening. 
Iteration Proposed ionic liquid 
Dissolve 
cellulose? 
Solubility 
(g/mol) 
1 
[PBu4][glycinate] 
[PBu4][valinate] 
no - 
2 [c2mim][glycinate] yes < 1 
 
5.5.5. Multi-dimensional feasibility analysis 
Kamlet-Taft parameters do not provide a complete understanding of the relationship 
between the solubility and the structure of the ionic liquids. Nevertheless, they can 
still be a part of the guiding principles in screening of a databank and/or molecular 
design of ionic liquids. This study shows that they can be used to give a guidance in 
discerning ionic liquids which can dissolve cellulose and those that cannot, when 
they are applied appropriately on a specific group of molecular structures. We limit 
our study on ionic liquids based on imidazolium cations, excluding those who have 
amino acid anions, and some molecular solvents. 
Two regions are identified using the convex hull method as shown in Figure 5.12. 
The region containing solvents which can dissolve cellulose is relatively small 
compared to the one containing solvents which cannot dissolve cellulose. The two 
regions are completely disjoint without any intersection. This supports the widely 
believed proposal that indeed only few and sophisticated solvents can dissolve 
cellulose. However, there still looms another region outside the two regions in which 
the dissolution ability of the corresponding solvents are still yet to be explored. 
Moreover, the issue of the specific molecular structures also require more attention, 
especially in a quantitative manner. This leads to a multi-dimensional analysis which 
includes various molecular descriptors besides the Kamlet-Taft parameters. 
All of the imidazolium-based ionic liquids which were tested in AVT-PT laboratory 
(see Table 5.3) can dissolve cellulose and this is supported by the feasibility analysis 
using the Kamlet-Taft parameters. An interesting finding is that [c3mim]Cl actually 
can dissolve cellulose, unlike what was reported by Vitz et al. (2009). This 
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experimental result is supported by the feasibility analysis: [c3mim]Cl, denoted with 
asterisk, is located well within the region of ionic liquids which can dissolve cellulose 
(see Figure 5.12). This demonstrates the practical merit of Kamlet-Taft in the 
screening of ionic liquids for cellulose dissolution. 
However, the available evidence is not yet conclusive, at the point, to characterize 
strict boundaries between the aforementioned regions. The density of the data is not 
equally distributed within the cellulose dissolving as well as non-dissolving ionic 
liquids. A more detailed analysis on the density of the region of cellulose dissolving 
ionic liquids was performed using the method of Botev et al. (2010). Based on the 
density analysis, some parts within the cellulose dissolving region are rather sparser. 
The available data of the cellulose dissolving ionic liquids are concentrated on a 
smaller in the interior of the region forming a well pronounced highest distribution 
peak. 
The estimation of the regions, within the space of the Kamlet-Taft parameters, of the 
solvents which can dissolve and cannot dissolve cellulose is important for the 
screening and/or design of ionic liquids as well as switchable solvents (Jessop et al., 
2005; 2012b). The polarity of switchable solvents can be tuned by adding and 
removing CO2. The difference between the polarities of the two forms of switchable 
solvents can be significant enough such that a particular solute is only soluble in high 
polarity switchable solvent rather than in low polarity switchable solvent and vice 
versa. The potential of such switchable solvent can answer the issue of regeneration 
as well as separation between the cellulose and the solvents. The estimation of these 
regions can escort the screening of which type of switchable solvent is suitable for 
cellulose dissolution as well as the question regarding the composition of CO2. Such 
a suitable solvent has to be able to reside in both regions with proper CO2 trigger. 
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Figure 5.12: The cellulose dissolving and non-dissolving regions estimated using 
convex hull method in α - β (top) and π* - β (bottom) spaces. The 
cellulose dissolving region and ionic liquids are marked with green solid 
line and green circles, respectively. The cellulose non-dissolving region 
and ionic liquids are marked with red dashed line and red crosses, 
respectively. [c3mim]Cl is marked with blue asterisk. 
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5.6. Conclusions 
A study has been performed on the Avicel cellulose solubility in ionic liquids at 100-
110°C and atmospheric pressure. Based on the available data and the Akaike’s 
information criterion, the most dominant model structure contains both the hydrogen-
bond acceptor basicity and the hydrogen-bond donor acidity. There is a strong 
collinearity between the hydrogen-bond acceptor basicity and the hydrogen-bond 
donor acidity among structurally similar ionic liquids, e.g. those based on identical 
anions and imidazolium cations which differ only in the alkyl chain length. The 
hydrogen-bond acceptor basicity is more than twice as influential as the hydrogen-
bond donor acidity and these two have opposing effect on the cellulose solubility: the 
former is directly proportional while the latter is inversely proportional. The Bayesian 
multimodel prediction fits well within the training set but deteriorates in the validation 
set. The computer-aided screening points towards ionic liquids based on amino acid 
anions. The experimental validation reveals that higher hydrogen-bond acceptor 
basicity does not always correspond to higher cellulose solubility. Kamlet-Taft 
parameters can still be a guiding principle in computer-aided screening of ionic 
liquids for cellulose dissolution although more molecular descriptors can improve the 
understanding and the screening. Focusing on some specific molecular structures, 
the Kamlet-Taft parameters can characterize a region of cellulose dissolving ionic 
liquids as well as another disjoint region of non-cellulose dissolving ionic liquids. The 
identification of such two regions can guide the screening of both conventional as 
well as switchable ionic liquids. 
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Chapter 6 
Computer-aided design of gas-expanded liquids for Diels-
Alder reactions 
This chapter focuses on the effects of a class of mixture solvents, i.e. gas-expanded 
liquids, on the kinetics of Diels-Alder reaction. The design aims to identify the liquid 
solvent pair for compressed CO2 gas as well as its composition which optimizes the 
reaction rate constant of a Diels-Alder reaction. There are several nonlinear model 
structure candidates which can predict the mixture properties of Kamlet-Taft 
parameters. They can be classified into two groups: (i) preferential solvation models 
and (ii) CNIBS/R-K models. The former includes models with and without correction 
term. The latter encompasses 2nd to 4th order models. A mixed-integer nonlinear 
optimization model is proposed that considers the model structure uncertainty in a 
Bayesian setting described in Chapter 5. Two reformulation strategies, binary 
multiplication and tailored big-M, are proposed to convert the previously mentioned 
model into a continuous nonlinear optimization model. An instance of a Diels-Alder 
reaction involving 4-phenyl-1,2,4-triazoline-3,5-dione (PTAD) and anthracene is 
employed as the case study.
 
This chapter is organized into six sections. The basic concepts of Diels-Alder 
reactions and gas-expanded liquids are introduced in Section 6.1. Section 6.2 
presents the formulation of the problem as an optimization problem involving 
uncertainty in the model structure. Section 6.3 describes the alternative model 
structures as well as the reformulation startegies to convert the original problem into 
a continuous optimization problem. Section 6.4 convenes an instance of the Diels-
Alder reactions used in this study and Section 6.5 discusses the results. This chapter 
is concluded by Section 6.6. 
6.1. Introduction  
A gas-expanded liquid, or shortly GXL, is a solvent mixture usually composed of a 
compressible gas dissolved in a liquid solvent (Jessop and Balasubramaniam, 2007). 
Numerous pairs of gases and liquids can be combined. The most common gas used 
is CO2, resulting in a CO2-expanded liquid abbreviated as CXL, because CO2 can be 
easily removed and recycled. CXLs offer an alternative to supercritical fluids, in 
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particular supercritical CO2. Although both CXLs and supercritical CO2 are 
considered by many as green solvents due to their environmentally benign 
properties, e.g., they are nontoxic and nonflammable, a CXL is often preferred over 
supercritical CO2 for various reasons. Among them, a CXL is more attractive in terms 
of both capital and operating costs because it operates at lower pressure. A CXL 
typically requires a pressure in the range of 20 to 40 bar while supercritical CO2 
demands a far higher pressure reaching 100 to 200 bar (Ford et al., 2008). Moreover, 
the properties of GXLs can be modified to something between normal organic liquids 
and supercritical fluids by varying the pressure which is advantageous for many 
reactions in fulfilling the sustainability requirements (Eckert et al., 2004). GXLs are 
thus switchable solvents due to the flexibility to alter their properties. 
When CO2 is dissolved in a liquid to form a CXL, the aforementioned liquid 
undergoes volumetric expansion. Different liquids have different expansion 
characteristic which is attributed to their different abilities to dissolve CO2. This fact 
becomes the basis in which liquids are grouped into the three following classes 
(Heldebrant et al., 2006): 
 Class I liquids, such as water, lack the ability to dissolve CO2 in significant 
amounts. Hence, they barely expand and their properties do not dramatically 
change. 
 Class II liquids dissolve larger amounts of CO2, expand the most among the 
three classes of liquids and exhibit significant changes in properties. Most 
traditional organic solvents belong to this class. 
 Class III liquids dissolve moderate amounts of CO2 and mildy expand in volume. 
This class includes ionic liquids, liquid polymers and crude oil. Some properties 
change substantially while other properties do not. 
As a rule of thumb, a polar liquid organic solvent, such as acetone or acetonitrile, is 
typically used to complement the non-polar nature of CO2. Thus, the subsequent CXL 
can be tuned to a wide range of polarity making it a promising switchable-polarity 
solvent. 
GXLs have been employed to facilitate various processes, such as crystallization, 
extraction and chemical reaction (Scurto et al., 2009). GXLs have also found 
applications in particle formation, enhanced oil recovery and polymer processing. 
98 
 
Fang et al. (2007) analyzed the economic and environmental performance of a CXL-
based olefin hydroformylation process vis-à-vis another similar Exxon process using 
process simulation. They highlighted the economic potential of a CXL-based process 
and illustrated the role which GXLs can play in process engineering. 
Recently, a CXL was proposed as a medium for a Diels-Alder reaction (Ford et al., 
2008). The Diels-Alder reaction is named after Otto Paul Hermann Diels and Kurt 
Alder who discovered the reaction and documented it, for the first time, in the late 
1920s (Diels and Alder, 1928). These German scientists were awarded the Nobel 
Prize in Chemistry in 1950 for their achievement. The classical Diels-Alder reaction is 
a cycloaddition between a conjugated diene and a substituted alkene, called 
dienophile (Fringuelli and Taticchi, 2002). The Diels-Alder reaction comes handy to 
form carbon-carbon, carbon-heteroatom and heteroatom-heteroatom bonds 
rendering it widely used to synthesize a six-membered ring with at most four 
stereogenic centers in a regio- and stereo-controlled manner (Fringuelli and Taticchi, 
1990). 
Funel and Abele (2013) showed that the attention devoted to Diels-Alder reactions is 
growing, both in academia as well as in industry. They reported that the percentage 
of chemistry publications mentioning Diels-Alder reactions had been steadily 
increasing in the last decades; from only 0.21% in the period of up to 1970 to around 
2.32% in the period of 2001 - 2011. They also reported that the number of chemical 
entities accessed by the Diels-Alder reactions in the period of 2001 - 2011 had 
doubled from the one in the period of 1991 - 2000. Several industrial products, which 
are associated with Diels-Alder reactions, include active pharmaceutical ingredients, 
agrochemicals, flavors and fragrances. For example, Diels-Alder reactions have been 
involved in the syntheses of vitamins, including vitamin D (Zhu and Okamura, 1995), 
as well as prostaglandins (Corey and Loh, 1991). 
As already put forward in Chapter 4, it is desirable to select an appropriate CXL to 
achieve a desirable Diels-Alder reaction rate. The main challenge to design the 
optimal CXL for a given Diels-Alder reaction is the identification of the model to 
predict the reaction rate constant as a function of the CO2-liquid pair and the 
composition of the CXL. There is more than one model candidate that can be used 
for this purpose and it is not obvious which one is the most suitable. In this chapter, a 
novel systematic optimization method is proposed to solve such a problem. The 
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novelty comes from the consideration of model structure uncertainty in its formulation 
using a Bayesian approach. 
6.2. Problem formulation 
The key issue in this chapter is to model and predict Kamlet-Taft parameters for 
mixed, instead of pure solvents like in Chapters 4 and 5. Hence, the strategy 
proposed earlier for pure solvents cannot be directly applied to solvent mixtures. 
Blankenburg et al. (1974) postulated an early form of a linear relationship between 
the solvent properties and the reaction rate constant built specifically for Diels-Alder 
reactions. Several works have commenced since; Cativiela et al. (1996) compiled the 
progresses in modelling the solvent effects on Diels-Alder reactions up to the mid-
1990s. Unfortunately, none of these past works dealt with CXLs until the 
breakthrough of Ford et al. (2008) which utilized Kamlet-Taft parameters. However, 
their work did not cogitate a model that connects the Kamlet-Taft parameters of a 
CXL and its pure constituents. Ye et al. (2012) meticulously studied the vapor-liquid 
equilibrium of some CXLs using the cubic equation of state and excess Gibbs free 
energy but did not consider Diels-Alder reactions in CXLs. Kamlet-Taft parameters 
were originally developed for pure solvents (Kamlet and Taft, 1976; Taft and Kamlet, 
1976, Kamlet et al., 1977). Hence, in order to predict mixture solvent effects on a 
Diels-Alder reaction in the case of CXL, the solvatochromic equation is linked with a 
mixture property model. Although a ―cocktail‖ mixture can be formed from an arbitrary 
number of gases and liquids, in this study, we focus only on the CXL because of a 
lack of available experimental data. In such a general case, total enumeration is not 
tractable due to the combinatorial explosion. 
Kamlet-Taft parameters have been measured for only a few CXLs, including those 
based on acetone, acetonitrile and methanol (Wyatt et al., 2005; Ford et al., 2008). 
Compared to a pure solvent, a CXL, similar to a switchable solvent (Jessop et al., 
2012a) is represented by a line rather than a point in a two-dimensional Euclidean 
space of Kamlet-Taft parameters (see Chapter 5) because of its ability to change 
properties. The trends are commonly observed to be nonlinear, which can involve a 
peak near one of the pure components. Some models have been developed to 
facilitate the prediction of the solvent mixture properties but not a single model has 
been regarded as the clear-cut ―best‖ model. 
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Since there exist several competing model candidates to predict solvent mixture 
properties, the problem formulation has to incorporate model structure uncertainty. 
This problem deals with optimization under uncertainty in which the objective function 
is not structurally deterministic )(
~
xf . 
0)(..
)(
~
max
xgts
xf
x  (6.1) 
Instead of a single model structure, there exist more than one N model structure 
candidates, i.e. )(),...,(),( 21 xfxfxf N , for the objective function and it is not certain 
which one of these competing candidates is the most suitable model. However, there 
also exist evidences such that the Bayesian probability of each model candidate can 
be computed from the available data. This probability can then be used as a weight 
for each model, i.e. Nwww ,...,, 21 . A model which has higher probability is assigned to 
a larger weight and a model which has lower probability is assigned to a smaller 
weight. Therefore, the optimization problem can be reformulated as follows: 
0)(..
)(max
1
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
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xgts
xfw
N
i
ii
x  (6.2) 
At first glance, problem (6.2) resembles a multi-objective optimization problem. 
However, rather than relying on a Pareto plot, the weight is selected based on the 
available evidences using measures, e.g. Akaike weight, discussed in Chapter 5, 
from which the expected value and the variance of the multimodel predictions can be 
computed. This Bayesian multimodel optimization provides the directionality in 
moving towards the ―real‖ optimal solution, as illustrated in Chapter 3. The case in 
which the optimization constraints contain model structure uncertainty is derived in a 
similar manner. 
The design of CXL for the Diels-Alder reactions, which is the prime attention of this 
chapter, can be cast into problem (6.1) and, consequently, problem (6.2). Note that 
the search space of the computer-aided screening involving solvent mixtures is partly 
continuous and partly discrete rather than purely discrete. This also adds complexity 
to the problem which does not exist in those discussed in Chapter 4 and 5. The 
continuous decision stems from the choice of the mixture composition, i.e., the molar 
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fraction of CO2 in the mixture. The discrete decision is related to the selection of the 
liquid solvent which is paired with the compressed CO2 gas. The contribution 
essentially formulates the problem as a Bayesian multimodel mixed-integer nonlinear 
programming (MINLP) model. 
The proposed MINLP model is the following: 
*
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sxs  10  (6.3f) 
The objective (6.3a) stipulates that the model aims to maximize the reaction rate 
constant of the Diels-Alder reaction in the CXL. The first constraint (6.3b) embodies 
the Bayesian multimodel inference. It estimates the mixture Kamlet-Taft parameters 
using Bayesian multimodel inference on a set of model candidates fi. The second 
constraint (6.3c) ensures that only one liquid solvent is selected to form the GXL with 
the compressed CO2 among solvent candidates s. The third set of constraints (6.3d) 
enforces that ys is a set of binary variables. ys is set to one if s is the optimal liquid 
solvent and zero otherwise. The fourth set of constraints (6.3e) enforces that only the 
Bayesian multimodel inference associated with the optimal solvent is active. This is 
accomplished by introducing a sufficiently large constant widely dubbed as big-M. 
The fifth set of constraints (6.3f) specifies that the molar fraction of liquid solvent s xs 
is bounded between zero and one. In the case of binary solvent mixtures, the molar 
fraction of CO2 can be used instead. 
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Another set of constraints, which is related to the process design, can be added as 
well to accommodate integrated solvent and process design. The process mass  flow 
rates, energy flow rates, temperatures and pressures can be assigned to the 
continuous variables while the decisions whether to use particular equipments can be 
assigned to the binary variables. 
The optimization model (6.3) can be implemented in a general-purpose optimization 
platform, such as TOMLAB (Holmström, 1999), and then solved using the 
appropriate solver(s) (Holmström et al., 2010). The proposed optimization-based 
approach automates the design of optimal CXL without any dependence on graphs 
or plots. This is clearly advantageous in screening a large number of solvent 
candidates. In this contribution, the scope is focused on the solvent effects on a 
Diels-Alder reaction. Obviously, this contribution can be extended to incorporate 
process design. Siougkrou et al. (2014) considered such an integrated process and 
solvent design, albeit did not consider the uncertainty of the model. 
Keep in mind that (6.3) can be viewed as the second stage of the two-stage problem 
presented in Chapter 3. Each of the model structure candidates contains parameters 
θs which have to be identified from experimental data in the first stage problem. The 
first stage is not explicitly mentioned for the sake of brevity. 
6.3. Problem solution 
The model candidates used in this study are presented in Section 6.3.1. Two 
continuous reformulation strategies are discussed in Section 6.3.2. 
6.3.1. Model identification for predicting properties of solvent mixtures 
In this contribution, five alternative model structure candidates are considered to 
predict the Kamlet-Taft parameters of some CO2-expanded liquids. The first two 
models are discussed in Section 6.3.1.1 and the other three are presented in Section 
6.3.1.2. Salari et al. (2010) previously proposed to employ these models to predict 
the properties of some mixtures between ionic liquids and molecular solvents. 
However, they did not consider chemical reactions. They also did not consider the 
uncertainty as well as did not employ a systematic method to select the model. These 
five candidates are: 
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 Preferential solvation model (PS) 
 Preferential solvation model with correction (PSC) 
 CNIBS/R-K model of the 2nd degree (CR2) 
 CNIBS/R-K model of the 3rd degree (CR3) 
 CNIBS/R-K model of the 4th degree (CR4) 
In order to make the discussions more succinct, in section 6.5, these five models are 
referred to by their respective abbreviations which are given inside the brackets. 
These models are nonlinear and Levenberg-Marquardt algorithm (Marquardt, 1963), 
in essence, a combination of gradient descent and Gauss-Newton iteration, is used 
to identify the model parameters. Cross-validation is performed to better improve the 
conditioning of the model identification problem as discussed in earlier chapters 
taking into consideration the characteristics of the system. 
6.3.1.1. Preferential solvation model 
The preferential solvation model was suggested for the first time by Skwierczynski 
and Connors (1994) and then developed further by Roses et al. (1995). It is based on 
the concept of solvent exchange equilibrium. In the case of one-step solvent 
exchange scheme, solvents S1 and S2 are two single solvents forming a binary 
solvent mixture while I(S1) and I(S2) are the corresponding solvatochromic indicators 
solvated by each solvent, respectively. Hence, the following equilibrium holds 
2)1( SSI  ⇌ 1)2( SSI  . (6.4) 
The equilibrium constant or the preferential solvation parameter f2/1 is 
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where Sx1  and 
Sx2  are the compositions (in mole fractions) in the microsphere of 
solvation of the indicator for each solvent, respectively. In the same manner, 01x  and 
0
2x  are the compositions (also in mole fractions) in the bulk mixed solvent for each 
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solvent, respectively. 
A two-step solvent exchange scheme was proposed by Roses et al. (1995) as a 
generalization of the previously mentioned one-step solvent exchange scheme. This 
generalized scheme additionally includes S12 which is a species formed by the 
intermolecular interaction between solvents S1 and S2. The properties of S12 can be 
different from the properties of both S1 and S2. Hence, the following two equilibria 
hold 
22)1( 2 SSI  ⇌ 12)2( 2 SSI   (6.6a)
  
2)1( 2 SSI  ⇌ 1)12( 2 SSI  . (6.6b) 
Accordingly, there is more than just one preferential solvation parameter associated 
with these equilibria. They are f2/1 and f12/1 which measure the tendency of the 
indicator to be solvated by solvent S2 and solvent S12 in reference to solvent S1, 
respectively. 
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Similarly, f12/1 can be computed from the earlier two as the tendency of the indicator 
to be solvated by solvent S12 in reference to solvent S2. 
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f
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f   (6.9) 
The solvatochromic properties Y, e.g. the three Kamlet-Taft parameters in this case, 
are predicted as the weighted average of the properties of S1, S2 and S12, i.e., Y1, 
Y2 and Y12, respectively. The weight used for each property is the corresponding 
composition in the microsphere of solvation. 
12122211 YxYxYxY
sss   (6.10) 
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Simple algebraic manipulations, noting that the summation of all the molar fractions is 
equal to one and dropping the superscript s for brevity, result in the following 
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Rafols et al. (1997) demonstrated its use for predicting mixture Kamlet-Taft 
parameters. Later, Buhvestov et al. (1998) introduced the correction term ΔY. 
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The correction term includes a proportionality constant k and is defined as the 
following 
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Buhvestov et al. (1998) argued that the correction term takes into account the 
enhancement of the water structure. Herodes et al. (1999) and Garcia et al. (2004) 
demonstrated the use of preferential solvation model for predicting various organic 
solvent mixtures without and with correction term, respectively. 
As a summary, Eqs. (6.11) and (6.12) are the preferential solvation model without 
and with correction term, respectively. Y is a Kamlet-Taft parameter of the mixture 
predicted using PS or PSC. x1 and x2 are the mole fractions of the binary solvent 
mixture while Y1 and Y2 are their individual Kamlet-Taft parameters, respectively. f2/1, 
f12/1, Y12 and k are parameters which are estimated from experimental data. In the 
context of CXL, solvent 1 is the compressed CO2 and solvent 2 is the liquid solvent. 
6.3.1.2. CNIBS/R-K model
 
An alternative model, inspired by the concept proposed by Redlich et al. (1948), is 
the combined nearly ideal binary solvent/Redlich-Kister (CNIBS/R-K) equation 
(Acree, 1992). The model centers on the notion of ―excess molar property‖ of solute 
in a binary mixture. The excess molar property is then computed from the weighted 
interactions between the solute and the solvent as well as between the solvents. In 
this context, the ―excess solvatochromic parameter‖ ESP  is given by 
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mSP  and 
0
iSP  are the corresponding properties of the mixture and the pure solvents, 
respectively. According to the CNIBS/R-K equation, the Kamlet-Taft parameters Y of 
the mixture are predicted from 
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The model can be used for various degress k. If the kth degree model is employed 
then Zj (j = 1, …, k) is a set of parameters which need to be estimated from 
experimental data. k = 2 is usually the lowest order used in practice. In this study, k = 
3 and k = 4 are chosen since they have equal number of estimated parameters with 
the preferential solvation model without and with correction term, respectively. 
6.3.2. Continuous reformulation for computer-aided design of solvent mixtures 
The proposed MINLP model (6.3) can be reformulated as a nonlinear programming 
(NLP) model using two strategies introduced by Stein et al. (2004). The reformulation 
can be advantageous in terms of computational performance. In addition, NLP 
solvers are in a more mature state than their MINLP counterparts. 
Both reformulation strategies employ a sort of auxiliary function. In this case, this is 
the so-called Fischer-Burmeister function. 
  22, yxyxyxFB   (6.16) 
The application of the auxiliary function in these reformulations forces continuous 
variables to behave as binary variables even when the integrality restriction is 
relaxed. 
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6.3.2.1. Binary multiplication 
The first strategy is the so-called binary multiplication reformulation strategy, which 
results in the following reformulated NLP model: 
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6.3.2.2. Tailored big-M 
The second strategy is the so-called tailored big-M reformulation strategy, which 
leads to the following reformulated NLP model: 
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The two reformulation strategies have advantages and disadvantages. Both 
strategies enable the use of an off-the-shelf NLP solver. In the case of binary 
multiplication, there is no need to determine a ―good― M value. Tailored big-M does 
not increase nonlinearity as much as binary multiplication. However, a good big-M 
value has to be identified, which is generally not trivial. This can be done by 
analyzing the specific characteristics of the problem. The big-M is used to create 
upper and lower bound of the mixture Kamlet-Taft parameters which are mostly 
between the Kamlet-Taft parameters of the pure constituents. This special structure 
of the problem can be exploited to select a proper big-M value. 
6.4. Case study 
The Diels-Alder reaction between anthracene and 4-phenyl-1,2,4-triazoline-3,5-dione 
(PTAD) at 40°C and the corresponding pressure is used in this study due to the 
availability of experimental data. The aforementioned reaction had formerly been 
studied in organic solvents (Burrage et al., 1975) and supercritical CO2 (Thompson et 
al., 1999). Later, Ford et al. (2008) studied the reaction in a CXL using acetonitrile as 
the liquid solvent. Figure 6.1 shows the Diels-Alder reaction of anthracene and 
PTAD. 
 
 
Figure 6.1: Diels-Alder reaction of anthracene and PTAD. 
The data are taken from literature. The Kamlet-Taft parameters of CO2-expanded 
liquids at various compositions are taken from Wyatt et al. (2005) for acetone and 
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Ford et al. (2008) for acetonitrile. Ford et al. (2008) also provides the reaction rate 
constant in various compositions of CO2-expanded acetonitrile liquid. Due to the 
excessive amount of PTAD dienophile, the reaction kinetics is pseudo-first-order in 
anthracene concentration. The pseudo-first-order condition was studied and 
confirmed by Ford et al. (2008). Although the Kamlet-Taft parameters for methanol 
are available (Wyatt et al., 2005), only aprotic solvents are chosen to avoid the 
formation of in situ acids (West et al., 2001). Therefore, methanol, a protic solvent, is 
excluded. As a result, only two solvents can be included in the screening due to the 
scarcity of the data. Still, this approach can in principle be extended to a larger 
number of solvents. 
The three optimization problems, i.e. the original MINLP model (6.3) and the 
reformulated NLP models, via binary multiplication (6.18) and tailored big-M (6.19), 
are implemented in MATLAB/TOMLAB. A solver named MINLP (Holmström et. al., 
2010), developed by Roger Fletcher and Sven Leyfer from University of Dundee, is 
employed to solve the first, while SNOPT (Gill et al., 2005) is used to solve the other 
two problems. multiMin and multiMINLP (Holmström et al., 2010) are utilized to 
navigate across multiple local optimal solutions in the case of NLP and MINLP, 
respectively. The number of multiple local searches in multiMin and multiMINLP is set 
to 10. In order to gain more information on computational performance, the 
computation for each case study is repeated 10 times. Fluctuations in the 
computational time are due to different sets of starting points. The computational time 
for each case is then reported as a ± b in seconds (s); where a is the mean and b is 
the standard deviation of the samples in 10 repetitions. MATLAB R2012b (64-bit 
Windows 7 operating system installed in a workstation of 3.46 GHz Intel processors 
with 96 GB RAM) is used to perform all computations in this study. 
6.5. Results and discussions 
The various model structure candidates discussed in Section 6.3.1 are implemented 
as parts of the problem formulated in Section 6.2 and then solved through 
reformulation strategies proposed in Section 6.3.2 for a case described in Section 
6.4. The results related to model identification and computer-aided designs are 
discussed in Section 6.5.1 and 6.5.2, respectively. 
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6.5.1. Model identification for predicting Kamlet-Taft parameters of CO2-
expanded liquids 
The analysis based on Akaike weight reveals that none of the model structure 
candidates is dominant by having more than 95% Bayesian probability (see Figure 
6.1). Nevertheless, all CNIBS/R-K models considered can be dismissed from further 
attention since all these three models have negligible probabilities, i.e. below 0.001% 
for each of them. On the other hand, the two preferential solvation models, i.e. the 
one without and with correction term, have more than 95% probability altogether. 
Still, it is not crystal clear which one of these two is the most suitable model to predict 
the mixture Kamlet-Taft parameters. PS is favored in predicting hydrogen-bond donor 
acidity and acceptor basicity while PSC is preferred for predicting 
dipolarity/polarizability. The highest individual probability that either PS or PSC can 
reach is only around 80%. 
 
Figure 6.1: Bayesian probability of the model structure candidates based on Akaike 
weight for predicting the Kamlet-Taft parameters. 
The preferential solvation models fit the measurement data far better than the 
CNIBS/R-K models. This result is plainly observable through Figures 6.2 – 6.4 and 
holds consistently for both CO2-expanded acetone as well as CO2-expanded 
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acetonitrile. 
The predictions of the Kamlet-Taft parameters obtained from the three CNIBS/R-K 
models are rather unreliable. They fail to capture the mixture behavior of the gas-
expanded liquids studied. They tend to give erroneous predictions in medium CO2 
compositon. These models predict fluctuations which are not well supported by the 
measured data. In the case of gas-expanded acetone, a large fluctuation is predicted 
by CNIBS/R-K for hydrogen-bond donor acidity in higher CO2 composion region 
where the measured data are sparse (see the bottom part of Figure 6.2). These 
fluctuations become more erratic as the model order increases, i.e. CR4 predicts 
larger fluctuation than CR3 while CR3 predicts larger fluctuation than CR2. 
The preferential solvation models provide smoother and more accurate predictions 
compared to their CNBS/R-K counterparts. These two preferential solvation models 
give relatively similar predictions for CO2-lean CXLs. The significance of the 
correction term becomes more apparent for CO2-rich CXLs. In the case of gas-
expanded acetonitrile, PSC better predicts the mixture hydrogen-bond donor acidity 
and dipolarity/polarizability than PS for higher CO2 composition. The goodness-of-fit 
of the two preferential solvation models also hints that the two-stage solvent 
exchange model offers a plausible mechanistic description underlying the CXL 
system. 
The experimental data in high CO2 concentration is rather sparse, especially for 
hydrogen-bond donor acidity. The studied models behave relatively more nonlinear in 
this region and thus more sensitive. More experimental data should be collected in 
this region, especially since hydrogen-bond donor acidity contributes the most on the 
reaction rate constant of the Diels-Alder reaction in the CXL (Ford et al., 2008). 
However, the difficulty of the probe dyes to dissolve in CO2 can be problematic 
(Wyatt et al., 2005). The Bayesian probability of each model structure candidates can 
be updated in the light of additional data. 
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Figure 6.2: Comparison between the predicted and the measured hydrogen-bond 
donor acidity  of acetonitrile (top) and acetone (bottom). 
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Figure 6.3: Comparison between the predicted and the measured hydrogen-bond 
acceptor basicity β of acetonitrile (top) and acetone (bottom). 
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Figure 6.4: Comparison between the predicted and the measured dipolarity/pola- 
rizability π* of acetonitrile (top) and acetone (bottom). 
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6.5.2. Computer-aided design of CO2-expanded liquids 
Both preferential solvation models suggest that the maximum reaction rate constant 
is achieved by CO2-rich gas-expanded liquids (see Figure 6.5). Moreover, the two 
preferential solvation models also agree that CO2-expanded acetonitrile is superior to 
CO2-expanded acetone. CNIBS/R-K models are weakly relevant for further 
consideration due to their negligible Bayesian probability. Unfortunately, no 
experimental data are available to validate the prediction about the reaction rate 
constant of CO2-expanded acetone. 
All the three optimization models, i.e. model (6.3), (6.17) and (6.18), give an identical 
optimal solution in terms of the choice for the liquid solvent as well as the 
composition. The Bayesian multimodel optimal solution is CO2-expanded acetonitrile 
with 0.9529 CO2 molar fraction. The difference between the optimal compositions 
independently predicted by PS and PSC is relatively small, i.e. only about 1% of the 
magnitude of the optimal composition predicted by the Bayesian multimodel 
inference. However, the variance of the predictions of the two models is more 
apparent in the case of CO2-expanded acetone, particularly in CO2 rich region. This 
illustrates the role in which the model selection can affect the solution of the 
computer-aided design. However, note that this result does not consider other 
economic and technical factors, such as the capital and operating costs which are 
dependent on the process. 
The computational times required to solve the three optimization models studied are 
reported in Table 6.1. Note that the computational time reported already includes 
multiple search using 10 different starting points. Hence, the computational time of a 
single solver is roughly about one tenth of what is reported although the standard 
deviation implies that the computational time can vary considerably due to the choice 
of starting points, especially for the MINLP model. 
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Figure 6.5: Comparison between the predicted (by PS in a solid line —, by PSC in a 
dashed line - -) and the measured (in circles o) reaction rate constant of 
the Diels-Alder reaction in CXLs based on acetonitrile (top) and acetone 
(bottom) as a function of CO2 molar fraction. 
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 Table 6.1: Comparative computational performance of 
the optimization models. 
 Optimization model 
Computational time  
(CPU s) 
MINLP (6.3) 65.33 ± 44.35 
NLP – binary multiplication 
(6.17) 
0.54 ± 0.14 
NLP – tailored big-M       
(6.18) 
9.03 ± 3.82 
 
The reformulated NLP optimization models accelerate the computational time needed 
to solve the computer-aided design. Among the two reformulation models proposed, 
the reformulated NLP model (6.17) obtained via binary multiplication performs the 
highest based on computational efficiency by requiring the least computational time 
on average, which is also less than the computational time when total enumeration is 
employed in this small case study. The reformulated NLP model using tailored big-M, 
i.e. model (6.18), comes in the second place. The original MINLP model (6.3) comes 
the last and requires significantly more computational time than the two reformulated 
models, i.e. more than ten and six times of the time needed by model (6.17) and 
(6.18) on average, respectively. Therefore, the proposed reformulated NLP models 
have the potential to screen and design higher number of liquid solvent candidates 
given the equal amount of time as the MINLP model. This result also recommends 
the reformulated NLP models in the case of integrated process and solvent design 
contemplated in section 6.3. In such a case, the optimization model can have 
significantly higher number of degrees of freedom due to the inclusion of the 
decisions, including discrete decisions, related to the process design and thus more 
computationally demanding. 
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6.6. Conclusions 
A methodology is proposed to design GXLs for Diels-Alder reactions under model 
structure uncertainty. The methodology formulates the design problem as a MINLP 
problem. The design variables include both discrete, i.e. the choice of the liquid 
solvent to be paired with the compressed CO2 gas, as well as continuous, i.e. the 
composition of the mixture, decisions. Amidst the uncertainty of the model structure 
to predict the Kamlet-Taft parameters of GXLs, the MINLP applies Bayesian 
multimodel inference which is entangled with the logical decision to select the liqiuid 
solvent. The concept of Akaike weight is employed to compute the Bayesian 
probability of each model candidate quantifying the model structure uncertainty. Five 
model structure cadidates are considered in this study. Two models are preferential 
solvation models with and without correction factor, respectively. The others are 
CNIBS/R-K of three different orders: 2nd, 3rd and 4th. The MINLP problem is then 
reformulated as a NLP problem using two reformulation strategies: tailored big-M and 
binary multiplication. 
The efficacy of the methodology is demonstrated by means of a case study of the 
Diels-Alder reaction between PTAD and anthracene. The three CNIBS/R-K models 
are poor choices to model the Kamlet-Taft parameters of CXLs considered as 
indicated by their diminutive Bayesian probabilities. The two preferential solvation 
models have a relatively high combined Bayesian probability although none of them 
is dominant. However, this conclusion comes without considering other model 
structure candidates and based on the limited availability of experimental data in this 
specific case. In this sense, the issue of model structure remains open to further 
study. The proposed optimization models suggest that CO2-expanded acetonitrile is 
preferable to CO2-expanded acetone and the maximum reaction rate constant is 
achieved in the region of rich CO2. Both reformulated NLP models can be solved 
much more efficiently than the original MINLP model, in particular, the binary 
multiplication model NLP model shows better computational efficiency than the 
tailored big-M NLP model. The methodology can be conveniently extended to 
integrate process and solvent design. 
 119 
 
Chapter 7 
Concluding remarks 
7.1. Summary of contributions 
Chapter 3 outlines the general framework for screening and/or design of solvents 
under uncertainty as a two-stage problem. The first stage is model identification and 
the second stage is computer-aided screening and/or design. The two-stage problem 
is formulated as a sequence of optimization problems. The uncertainty related to 
model parameters and model structure is quantified using a Bayesian approach. 
Monte Carlo simulations can be used to analyze the uncertainty propagation. This 
framework advocates the integration of model-based and data-driven methods which 
can be proceeded iteratively. 
Chapter 4 focuses specifically on the screening of solvents for optimal reaction rates. 
The proposed method is demonstrated to be able to identify promising reaction 
solvents, i.e., water and hexafluoro-i-propanol, in the solvolysis of tert-butyl chloride, 
a class of SN1 reactions, at 25°C and atmospheric pressure. The proposed method is 
computationally efficient and robust against uncertainty in the data, which is achieved 
via a combination of Tikhonov regularization and optimal design of experiments (or 
data selection). The analysis of the uncertainty propagation using Monte Carlo 
simulations demonstrates the benefits of employing the proposed method over the 
one founded on chemical insights, i.e., the latter can produce overlaps such that 
superior solvents are buried by inferior solvents. Parts of Chapter 4 were published in 
Wicaksono et al. (2014). An industrial collaboration with partners from Bayer 
Technology Services was accomplished based on this work. 
Chapter 5 focuses specifically on the screening of ionic liquids for cellulose 
dissolution. Bayesian probabilities computed using Akaike’s information criterion from 
the available data on the Avicel cellulose dissolution in ionic liquids at 100-110°C and 
atmospheric pressure suggests that the most dominant model structure contains both 
the hydrogen-bond acceptor basicity and the hydrogen-bond donor acidity. There 
exists a strong collinearity between the two among structurally similar ionic liquids. 
Although computer-aided screening points towards ionic liquids based on amino acid 
anions which possess relatively high hydrogen-bond acceptor basicity, higher 
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hydrogen-bond acceptor basicity does not always correspond to higher cellulose 
solubility as indicated by the experimental validations. By combining Kamlet-Taft 
parameters and some specific molecular structures, two separate regions of cellulose 
dissolving and non-cellulose dissolving ionic liquids can be characterized. 
Chapter 6 focuses specifically on the design of gas-expanded liquids for Diels-Alder 
reactions. An MINLP model is formulated to design GXLs for Diels-Alder reactions. 
The MINLP model incorporates Bayesian multimodel inference to tackle the issue of 
model structure uncertainty. The design variables include both discrete, i.e. the 
choice of the liquid solvent to be paired with the compressed CO2 gas, as well as 
continuous, i.e. the composition of the mixture, decisions. Five model structure 
candidates from the literature are considered in this study. The MINLP problem is 
then reformulated as a NLP problem using two reformulation strategies: tailored big-
M and binary multiplication. The efficacy of the methodology is demonstrated by 
means of a case study of the Diels-Alder reaction between PTAD and anthracene. 
The three CNIBS/R-K models are inferior to preferential solvation models in modeling 
the Kamlet-Taft parameters of CXLs although none of the preferential solvation 
models is dominant. Nevertheless, further studies are encouraged on the property 
modelling imperfection and the limited available data. The proposed optimization 
models suggest that CO2-expanded acetonitrile is preferable over CO2-expanded 
acetone and the maximum reaction rate constant is achieved in the region of rich 
CO2. Both reformulated NLP models can be solved much more efficiently than the 
original MINLP model. 
Appendix A proposes reformulation strategies based on Cholesky decomposition in 
the context of two classes of eigenvalue optimization problems involving continuous 
and integer variables. A symbolic-numeric computational implementation is also 
proposed which employs only off-the-shelf solvers. The computational study on four 
benchmark problems, including design of experiments and design of steady-state 
stable processes, shows that the reformulation using Cholesky decomposition is 
preferable over the one using Sylvester’s criterion. Parts of Appendix A were 
published in Wicaksono and Marquardt (2013). 
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7.2. Industrial application: Continuous-flow chemistry 
The proposed framework can be implemented in an industrial environment. Indeed, 
the framework is integrated with other methodologies and tools in collaboration with 
partners from Bayer Technology Services, chemists Dr. Michael Gottfried and 
Angeliki Tsichla, under the umbrella of the MULTIMOD (Multi-scale Computational 
Modeling of Chemical and Biochemical Systems) Training Network funded by the 
European Union. It is applied in the context of continuous-flow chemistry, which is a 
recent promising technology for the industrial production of pharmaceuticals and fine 
chemicals (Jensen, 2001; Hartman and Jensen, 2009). 
This way, the practical knowledge and experience from industrial chemists are 
incorporated into the flow of the decision makings involved in the proposed 
framework. The industrial reaction system contains a system of chemical reactions. It 
is important to consider the trade-off between the reaction rate of the desired main 
reaction and the undesired side reactions in such a case. Hence, a multiobjective 
screening is implemented. The chemists from Bayer Technology Services propose 
several mechanisms based on some previous works (c.f. Yang and Drueckhammer, 
2000; Ilieva et al., 2003) and perform some experiments to collect data on the 
reaction kinetics. The chemists’s knowledge, such as toxicity, is also taken into 
account in selecting the solvents. 
The investigated reaction system is the amination of ethyl trichloroacetate with 
liquefied ammonia at high pressure and room temperature. Some promising solvents 
are identified in this collaboration. Experimental results obtained by the partners also 
support the computational results. The results of this joint effort shall be reported 
elsewhere (Tsichla, 2014). This collaboration demonstrates that the proposed 
method can be useful within an industrial environment. Furthermore, it also shows 
that solvent selection is a crucial issue in the context of continuous-flow chemistry. 
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7.3. Future directions 
As an extension of Chapter 4, the proposed method for model identification can be 
used together with a combination of solvent databank screening and solvent design 
based on mixed-integer optimization. Building a more comprehensive databank of 
solvents is also an important task that should not be casted aside. More importantly,  
additional data for novel ionic liquids and switchable solvents need to be collected 
and used to keep the databank up-to-date. QSPR can also come into picture in 
predicting solvents which have not yet measured or even synthesized and thus 
complements the databank of known solvents. The data collection from experiments 
needs to be designed more intelligently by taking into account the uncertainty as 
already discussed in Chapter 3. 
The design can also be approached via linear QSPR. The advantage is that the 
computational efficiency is preserved, e.g. identifying a set of promising solvent 
candidates in the order of millions can be done in less than a second in a personal 
notebook using only free-license linear algebra package. No commercial and 
resource demanding mixed-integer solver is required in this case. A preliminary study 
suggests that molecular descriptors based on functional groups can be useful. 
The QSPR approach can also be applied to improve the models already proposed in 
Chapter 5 and 6. QSPR can offer numerous molecular descriptors which the method 
should identify which one of these various possibilities is the most probable in the 
Bayesian sense. Since the number of model structure candidates which has to be 
considered is large, an efficient approach, such as stepwise regression in the case of 
linear models, can be employed. The issue of assigning Bayesian model uncertainty 
becomes more important when there are sufficiently large number of candidates 
which are closely competing to be the most suitable model structure. It is possible 
that the probability distribution of the sufficiently large number of the discrete models 
can resemble a continuous distribution. 
Switchable solvents require future exploration. The application of switchable solvents 
for cellulose dissolution is conceptually promising, still the potentials are not yet 
materialized. One first step in this direction is the modelling of switchable solvent 
effects. Some of the possible model structure candidates are already put forward in 
Chapter 6 for predicting mixture Kamlet-Taft parameters. However, switchable 
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solvents are more than just CXLs and there are also other molecular descriptors 
besides Kamlet-Taft parameters. It is also interesting to study not just polarity 
switchable solvents but also other types of switchable solvents and identify their 
applications in the chemical engineering context, especially chemical reaction 
engineering. Ionic liquids themselves can be relatively novel media to perform 
chemical reactions. Recently, Holding et al. (2014) proposed phase-separable 
mixture of ionic liquids and organic solvents for dissolving microcrystalline cellulose. 
It is interesing to identify the optimal mixture composition for such solvent mixtures 
and also to properly model the amphiphilicity of the cation-anion pairs which can 
improve the predictive ability of the solvatochromic equation based on the three 
Kamlet-Taft parameters discussed in Chapter 5. 
The screening and/or design of solvents can be integrated with those of processes. 
The key challenge is to address adequately detailed yet manageable process models 
which include equipment models. In this case, the objective represents, rather than 
technical aspects, economic aspects, e.g. maximizing the process profitability and/or 
minimizing the capital and/or operating costs. The potential economic benefits of 
using a  suitable pure or mixed solvent can be properly evaluated in processes which 
oblige consecutive reaction and multiple separation steps. Environmental aspects 
can also be incorporated resulting in multiobjective optimization. The MINLP model 
as well as its reformulated NLP models proposed in Chapter 7 can be extended in a 
straighforward manner to accomplish such a goal. 
Numerical methods, especially those related to mathematical optimization, also 
deserve more attentions. The framework proposed in Chapter 3 for computer-aided 
screening and/or design of solvents can be used as a blue print and then 
generalized. This generalization is already hinted at Chapter 3. The generalized 
framework aims at a Bayesian multimodel optimization that considers uncertainties in 
the model parameters and structure of various and mixed probability distributions. 
Such a generalized framework has concrete practical values in engineering and 
applied science since the uncertainty is largely unavoidable while available methods 
do have limitations. Reformulation strategies for eigenvalue optimization, proposed in 
Appendix A, also have plenty of rooms for development, e.g. an analysis of the 
computational complexity for larger scale problems as well as at improving the 
algorithm and the computational implementation. 
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Appendix A 
Reformulation strategies for eigenvalue optimization 
The concept of eigenvalue is frequently employed to characterize the stability of a 
system, i.e., the sensitivity of the system with respect to perturbations. The system of 
interest can be a corporeal system such as a dynamic chemical process or a static 
mechanical structure. The system of interest can also be a non-corporeal system, for 
example: a numerical solution algorithm of a mathematical problem. The latter is 
closely related to the reliability of the solution of the computer-aided screening 
discussed in earlier chapters, in which singular values are mutually interchangeable 
with eigenvalues. These lead to eigenvalue optimization problems. 
This appendix addresses two classes of eigenvalue optimization problems: the 
maximization (minimization) of the smallest (largest) eigenvalue of a real symmetric 
matrix and optimization subject to inequalities constraining the real parts of all 
eigenvalues of a real square matrix. This appendix considers the reformulation of 
such problems into optimization problems subject to the positive definiteness of a 
suitable matrix to enable the use of efficient and robust off-the-shelf solvers. This 
appendix revisits the utilization of Sylvester’s criterion suggested previously and 
proposes to alternatively employ Cholesky decomposition to compel the constraints 
on positive definiteness. The methodology is implemented in an integrated symbolic-
numeric computational environment. A comparative computational study 
demonstrates that the latter performs better than the former, at least in the set of 
examples studied. 
This appendix comprises six sections. Section A.1 introduces the motivation behind 
this work as well as an overview of the related previous works. The general 
formulation of two classes of optimization problems involving eigenvalues as well as 
the appropriate reformulation is outlined in Section A.2. The proposed reformulation 
strategies are described in Section A.3. Section A.4 shows the computational 
implementation. The efficacy of the proposed method is demonstrated using four 
benchmark problems taken from the literature in Section A.5. One example considers 
the numerical issue and the other three examples are of practical importance. Finally, 
the proposals and findings are concluded in Section A.6. 
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A.1 Introduction 
Optimization problems involving eigenvalues arise in many branches of science and 
engineering (Lewis and Overton, 1996), e.g., the design of steady-state stable 
processes (Matallana et al., 2008) and the design of experiments (Pukelsheim, 
2006). Yet, there are only few limited solvers which are able to handle eigenvalue 
optimization problems for real matrices involving a nonlinear objective and/or 
nonlinear constraints (Kocvara and Stingl, 2012). 
Ringertz (1997) tackled the maximization of the smallest eigenvalues of a real 
symmetric matrix via a logarithmic barrier transformation and advocated a 
reformulation of the problem subject to constraints which impose positive 
semidefiniteness of the real symmetric matrix. Moreover, Ringertz (1997) suggested 
to utilize the Lyapunov equation (Khalil, 2002) to enforce the real parts of the 
eigenvalues of a real square matrix to be negative. 
In a similar spirit, Blanco and Bandoni (2007) proposed to employ Sylvester’s 
criterion to derive constraints guaranteeing positive definiteness of a matrix. Instead 
of Sylvester’s criterion, this appendix proposes to alternatively employ Cholesky 
decomposition to generate the positive definiteness constraints. This work is in line 
with Burer et al. (2002) which also suggested a reformulation strategy for a class of 
nonlinear semidefinite programs based on Cholesky decomposition. However, note 
that both the class of problems as well as the solution strategy, including the 
reformulation, studied by Burer et al. (2002) are different from those addressed here. 
A.2. Problem formulations 
This appendix considers two classes of eigenvalue optimization problems. 
A.2.1. Maximization of the smallest eigenvalue of a real symmetric matrix 
The general formulation for the maximization of the smallest eigenvalue λi of a real 
symmetric (n x n)-matrix A(x) reads as: 
0)(..
))((minmax
xgts
xAi
ix

         (A.1) 
Elements of matrix A(x) are functions of the vector of optimization variables x which 
can be continuous or discrete (integer). g(x) is a set of inequality constraints. 
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Obviously, equality constraints are also covered, because any single one can be 
represented by two opposing inequality constraints. Problem (A.1) can be 
reformulated as: 
0)(
0)(..
max
,


xg
zIxAts
z
zx

 
(A.2) 
by introducing a variable z and a set of additional matrix inequality constraints 
(Ringertz, 1997).  This reformulation alleviates the symbolic computation of the 
eigenvalues λi, i = {1,…,n}, as explicit functions of the optimization variables x. For 
minimization of the largest eigenvalue of a real symmetric matrix A(x), a similar 
reformulation applies (Ringertz, 1997) and thus the following: 
0)(..
))((maxmin
xgts
xAi
ix

           (A.3) 
is equivalent to: 
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xAzIts
z
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(A.4) 
A.2.2. Optimization subject to negative real parts of the eigenvalues of a real square 
matrix 
Optimization subject to negative real parts (Re) of the eigenvalues of a real square (n 
x n)-matrix A(x) can be formulated as: 
0)(
,...10)))((Re(..
)(min


xg
nixAts
xf
i
x

 
(A.5) 
The constraints on the negative real parts of the eigenvalues of matrix A(x) can be 
replaced by the solution of a Lyapunov equation, the symmetric matrix P, which is 
requested to be positive definite (Khalil, 2002): 
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 (A.6) 
I is the identity matrix. Ringertz (1997) suggested that positive definiteness of the 
inverse of P can be used as a substitute for positive definiteness of P to improve 
numerical performance. Although the objective, in this case, is to minimize, the same 
approach applies in the case when the objective is to maximize. 
A.3. Reformulation strategies 
The reformulation strategies based on Sylvester’s criterion, proposed earlier by 
Blanco and Bandoni (2007), and Cholesky decomposition, proposed here, are 
applied to problems (A.2) and (A.6). These strategies enable the use of off-the-shelf 
solvers to tackle eigenvalue optimization problems rather than relying on specialized 
solvers. 
A.3.1. Sylvester’s criterion 
Sylvester’s criterion states that a real symmetric matrix is positive definite if and only 
if all its leading principal minors are positive definite (Gilbert, 1991). According to 
Sylvester’s criterion, the constraints on the positive definiteness of the corresponding 
matrix enforce that all leading principal minors det(PMi) of the corresponding matrix 
are positive. For example, consider 
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APM  and so forth. A small positive constant ε is introduced to facilitate 
such constraints. Thus, problems (A.2) and (A.6) can be reformulated respectively as 
follows: 
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(A.7) 
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A.3.2. Cholesky decomposition 
A real symmetric positive definite (n x n)-matrix A can be decomposed as A = LLT 
where L, the Cholesky factor, is a lower triangular matrix with positive diagonal 
elements (Golub and van Loan, 1996), i.e. 
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decomposition is the most efficient method to check whether a real symmetric matrix 
is positive definite. Therefore, the constraints on the positive definiteness of the 
corresponding matrix stipulate that all diagonal elements diagi of the Cholesky factor 
L are positive. Again, a small positive constant ε is introduced. Thus, problems (A.2) 
and (A.6) can be reformulated respectively as follows: 
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A.4. Computational implementation 
The proposed computational implementation, called SymNumOpt, unifies the 
symbolic-numeric computations into an integrated framework. The software is written 
in MATLAB. MuPAD / Symbolic Math Toolbox (Sorgatz and Wehmeier, 1999) 
provides the symbolic computation capability. The numeric computation capability is 
facilitated by TOMLAB (Holmström, 1999) and the associated optimization solvers. 
The reformulated optimization problem can have multiple local optimal solutions and 
thus a combination of a stochastic global solver, e.g., multiMin and multiMINLP for 
 129 
 
purely continuous and (mixed-)integer problems, respectively (Holmström et al., 
2010), and a local solver, e.g. SNOPT (Gill et al., 2005), can be employed to solve 
the problem. SymNumOpt is relatively easy to use since it embeds TOMLAB syntax 
and functionality. In particular, the user does not need to provide first- and second-
order derivatives for the objective function and the constraints. MATLAB itself 
provides capabilities to define a matrix as well as to execute the related linear 
algebra computations. 
 
 
Figure A.1: A computational implementation, SymNumOpt. 
A.5. Case studies, results and discussions 
The computations are carried out by means of 3.10 GHz Intel processors with 8 GB 
RAM and MATLAB R2011b on 64-bit Windows 7 operating system. The number of 
multiple local searches in multiMin and multiMINLP is set to 10. In order to gain more 
information on computational performance, the computation for each case study is 
repeated 10 times. Fluctuations in the computational time are due to different sets of 
starting points. The computational time for each case is then reported as a ± b in 
seconds (s); where a is the mean and b is the standard deviation of the samples of 
the 10 repetitions. The case studies are chosen such that the optimal solutions can 
be conveniently verified. The reported computational time is the sum of the symbolic 
and the numeric computational time. The reformulation strategies using Sylvester’s 
criterion and Cholesky decomposition are referred to as SC and CD, respectively. 
 130 
 
A.5.1. Coalescing eigenvalues 
The first benchmark problem P1 is taken from Overton (1988). The problem is the 
minimization of the largest eigenvalues of a symmetric (2 x 2)-matrix. The elements 
of the matrix are linear functions of optimization variables x1 and x2:  
1,1..
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          (A.11)         
The original problem of Overton (1988) does not include constraints and bounds. In 
addition, Overton (1988) provided a good initial point for the optimization problem. In 
this study, we consider bounds on the optimization problem which enclose the 
solution reported by Overton (1988), even though we do not employ the initial point 
used by Overton (1988).             
 Table A.1: Computational results of problem P1. 
method SC CD 
solution 
x1 -1 0 
x2 0 0 
correct solution? no yes 
computational time 
(s) 
0.78 ± 0.43 1.65 ± 0.94 
 
The two eigenvalues coalesce at 1 in the optimal solution. While the computational 
times of SC and CD are comparable (see Table A.1), SC does not result in the 
correct solution reported by Overton (1988) and the constraints imposing positive 
definiteness are violated. 
A.5.2. Design of experiments 
The second benchmark problem P2 considers the estimation of four parameters θ1, 
θ2, θ3 and θ4 in the model: 
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 (A.12) 
t is the model input. Six measurements yi are available at ti = iΔt, i = {1,…,6}, Δt = 
0.15. It is desirable to improve the quality of the estimates of the four parameters and 
remedy the ill-conditioning. Thus, an additional experiment t7 = x, which can be 
conducted anytime between t = 0 and t = 10, is designed according to the E-
optimality criterion (Pukelsheim, 2006). 
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
 (A.13) 
Because of the limitation in the measurement apparatus, the additional experiment is 
bounded between 0 and 10. The E-optimality criterion specifies the maximization of 
the smallest eigenvalue of a symmetric matrix MT(x)M(x), where M(x) is: 
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 (A.14) 
The computational results are presented in Table A.2. Although both SC and CD 
produce the correct solution, CD clearly outperforms SC in terms of computational 
time.  
 Table A.2: Computational results of problem P2. 
method SC CD 
solution x 5.42 5.42 
correct solution? yes yes 
computational time 
(s) 
277.09 ± 47.36  18.56 ± 3.58  
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The verification of the solution correctness is performed by plotting the smallest 
eigenvalue of MT(x)M(x) versus x. The plot is depicted in Figure A.2. 
 
Figure A.2: Search space of problem P2. 
A.5.3. Design of steady-state stable processes 
This third problem P3 has been presented by Matallana et al. (2008). The problem 
considers the steady-state stable design of a process modeled by the following 
system of ordinary differential equations:  
,4
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(A.15)    
where  x1 and x2 are the states of the dynamic process and u is the manipulated 
variable. It is desirable that the dynamic process achieves the highest possible 
economic performance which is assessed by x2
2 while maintaining the stability. 
The corresponding Jacobian J(x1,x2) of the dynamic process (A.15) is the following: 




























12
22
),(
1
21
2
2
1
2
2
1
1
1
21
x
xx
x
f
x
f
x
f
x
f
xxJ  (A.16) 
 133 
 
The process is stable if the real parts of the eigenvalues of the Jacobian of the right 
hand sides are negative (Khalil, 2002). The first state can only take non-positive 
values while the second state can only take non-negative values. The manipulated 
variable is feasible in the range from 0 to 1. The process is designed to minimize x2
2 
while maintaining stability and satisfying other constraints. 
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 (A.17) 
In this case, both SC and CD give identical solution and comparable computational 
time as shown in Table A.3. The solutions reported by Matallana et al. (2008) are 
used to verify the solutions obtained here. 
 Table A.3: Computational results of problem P3. 
method SC CD 
solution 
u 0.2875 0.2875 
x1 -0.8062 -0.8062 
x2 0.5 0.5 
correct solution? yes yes 
computational time 
(s) 
18.21 ± 8.08 17.56 ± 6.74 
 
Note that the solution is on the brink of instability as one of the eigenvalues has only 
marginally negative real part (see Figure A.3). 
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Figure A.3: Stability analysis of problem P3. 
A.5.4. Design of experiments with pre-specified measurement points 
The last problem P4 is based on the one presented in Section A.5.2. The only 
difference is that the measurement can only be taken at some pre-specified points x 
= {0, 1, … , 9, 10} due to the limitation of the measuring device. The decision variable 
x is now an integer rather than a continuous variable. 
10} 9, , … 1, {0,..
))()((minmax
xts
xMxM Ti
ix

 (A.18) 
This case study serves to demonstrate the ability of the proposed method to handle 
problems involving integer variables. The result obtained is identical for both methods 
(see Table A.4) and it coincides with the solution investigated in Section A.5.2, 
rounded to the nearest integer. The computational performance again favours CD 
over SC. 
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Table A.4: Computational results of problem P4. 
method SC CD 
solution x 5 5 
correct solution? Yes yes 
computational time (s) 182.17 ± 1.25   4.83 ± 0.45 
 
A.6. Conclusions 
This appendix proposes reformulation strategies based on Cholesky decomposition 
in the context of two classes of eigenvalue optimization problems involving 
continuous and integer variables. The computational study, based on a symbolic-
numeric computational implementation using merely off-the-shelf solvers, on four 
benchmark problems shows that the reformulation using Cholesky decomposition is 
preferable over the one using Sylvester’s criterion. 
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Appendix B 
Numerical example 
Consider the following 3 x 3 covariance matrix: 
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which is a function of x in the interval 1001.0  x . The correlation coefficients 
between the three parameters are computed using the following: 
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In this case, the correlations are: 
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Franceschini and Macchietto (2008b) proposed an anti-correlation formulation for 
optimal design of experiments through minimizing the summation of all the squared 
correlation coefficients SScorr : 
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The solution of this optimization problem is obtained at 001.0x . Although the 
correlations are almost completely eliminated, the covariance matrix at 001.0x  is 
severely ill-conditioned as the matrix nearly becomes rank-deficient. Hence, 
minimizing the correlations between the parameters can be detrimental in the context 
of improving the conditioning of a problem. On the other hand, the minimum condition 
number is achieved at around 5773.0x  (see Figure B) and still has relatively low 
correlations. 
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Figure B: Summation of the squared correlations (left) and condition number (right). 
The condition number reported is the squared root of the condition number 
of the covariance matrix; the minimum solution does not change by the 
squaring. 
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Appendix C 
Mathematical theorem 
Theorem. (i)     
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Proof. Consider a real nm  matrix, nmA  . 
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 are nn  positive semi-definite symmetric real matrices. 
Hence, according to the Minkowski determinant inequality (e.g. Bourin and Hiai, 2011): 
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This completes the proof. 
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Appendix D 
Experimental procedures 
D.1. Measurement of cellulose solubility 
The ionic liquids (ILs) were obtained from Iolitec (Heidelberg, Germany) at a purity of 
>98 wt % (>95% in the case of [c2mim]OAc). The set of ILs comprises [Rmim]X 
where R is an alkyl chain from c1 to c4 and X refers to the acetate, chloride, and 
dimethylphosphate anions. The water content was confirmed by Karl Fischer titration 
to be below approximately 0.5 wt % at all times.  
The solubility of cellulose in chloride-based ILs was investigated experimentally in 
small vials (3 mL). Small amounts of mostly crystalline cellulose (Avicel PH-101, DP 
~74, crystallinity 62-82%) were added to the manually-stirred IL at 115°C. The 
dissolution was checked microscopically (Leica, DMIL) with polarizing filters. If the 
cellulose dissolved, another distinct amount was added and stirred. The procedure 
was repeated until no undissolved particles of optical activity were detected. 
The maximum dissolution time was 1 h to accommodate a possible degradation at 
prolonged experiments. However, the chloride-based ILs were also investigated at an 
experimental time of 5 h to overcome the rather high viscosity. As the strategy 
includes discrete amounts of cellulose, the results report an upper bound of observed 
cellulose solubility and also the smallest observed concentration as a corresponding 
error bar. The exact result will be therefore in between this interval at equal 
probability. 1,3-dimethylimidazolium chloride ([c1mim]Cl) could not be included in the 
experiments because it does not melt under the experimental conditions.  
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D.2. Measurement of Kamlet-Taft parameters of ionic liquids 
The Kamlet-Taft parameters were determined by analyzing the spectrum of the 4-
nitroaniline (4NA, 98%, Aldrich), N,N-diethyl-4-nitroaniline (DENA, 97%, Chempur), 
4-nitroanisol (97%, Aldrich), and 2,6-Diphenyl-4-(2,4,6-triphenylpyridinio) phenolate 
(Reichardt’s dye, 90%, Aldrich) in the Ils. A small amount of dye was dissolved in the 
ILs, and measured at 1 mm optical path length in the cuvette holder (Advantec) 
attached to an UV/vis spectrometer (Multispec USB, Tec5, Oberursel, Germany) 
averaging 10 spectra at 0.3 nm resolution at room temperature. 
The Kamlet-Taft parameters were calculated using the wavelength of maximum 
absorbance      (or the respective wavenumber   
   
 
           ) and the 
following equations (cf. Marcus, 1993): 
        
     
                     
   
    
   
  (D.1) 
                             (D.2) 
                                      (D.3) 
                          
   (D.4) 
                                
   (D.5) 
A more acid-resistant dye (2,6-Dichloro-4-(2,4,6-triphenyl-1-pyridinio)phenolate, 
>97%, Aldrich) was used in case of [c1mim]DMP and [c4mim]Cl because the 
Reichardt’s dye was protonated even with very low amounts of water thus lost the 
intramolecular charge transfer absorption. As eqn (D.1) then gives the transition 
energy of the ET(33) dye, the value was converted into the corresponding ET(30) 
value using the following equation (Sarkar and Pandey, 2006): 
                                
    
   
   (D.6) 
The values of the π* scale in eqn (D.2) and (D.3) were linearly interpolated to 
calculate consistent parameters. Pure water is by definition         63.1 kcal/mol 
(Reichardt, 1994). 
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