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Abstract
We prove a version of Grothendieck's descent theorem on an `en-
riched' principal ber bundle, a principal ber bundle with an action
of a larger group scheme. Using this, we prove the isomorphisms of the
equivariant Picard and the class groups arising from such a principal
ber bundle.
1. Introduction
This paper is a continuation of [Has3].
Let S be a scheme, and G a at S-group scheme. In [Has3], we have
dened the equivariant class group Cl(G;X) for a locally Krull G-scheme X.
Utilizing Grothendieck's descent theorem, we have proved that for a principal
G-bundle ' : X ! Y , Y is locally Krull, and the inverse image functor '
induces an isomorphism Cl(Y )! Cl(G;X) ([Has3, (5.32)]).
In this paper, we generalize this to an enriched version. Let f : G ! H
be an fpqc homomorphism, and N := Ker f . Let ' : X ! Y be a G-
morphism which is also a principal N -bundle. We call such a morphism a
G-enriched principal N-bundle (the name `equivariant principal bundle' is
2010 Mathematics Subject Classication. Primary 14L30. Key Words and Phrases.
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reserved for a dierent notion, which is deeply related, see Example 7.6).
The purpose of this paper is to prove the enriched descent theorem, which
yields an isomorphism ' : Cl(H;Y ) ! Cl(G;X). A similar isomorphism
' : Pic(H; Y )! Pic(G;X) is also proved.
The isomorphism is induced by the corresponding equivalence of the cat-
egories of quasi-coherent sheaves, ' : Qch(H; Y ) ! Qch(G;X). This en-
riched Grothendieck's descent is conceptually trivial, and probably checked
relatively easily for simpler cases. In this paper, we do not assume that ' is
at, quasi-compact, quasi-separated, or locally of nite type (these assump-
tions are automatically satised if N ! S satises the same conditions, see
Lemma 2.12). However, the original Grothendieck's descent is known under
the same general settings (even more is known, see [Vis, (4.46)]), and we try
to prove the enriched version without these redundant assumptions.
The quasi-inverse of ' is (?)N  ', the direct image followed by the N -
invariance. However, this does not mean ' preserves the quasi-coherence,
as we do not assume that ' is quasi-compact quasi-separated. As we do
not assume that ' is at, there are some technical problems in treating the
quasi-coherent sheaves on the small Zariski site, and it is more comfortable to
treat the big site with at topology. Finally, as we do not put any niteness
assumptions on ' : X ! Y , it is suitable to treat the fpqc topology, not the
fppf topology.
As a biproduct, we have an isomorphism ' : Pic(H; Y )! Pic(G;X) for
non-at huge groups (Corollary 7.2).
Sections 2 to 5 are devoted to preliminaries.
In section 2, we dene quasi-fpqc (qfpqc for short) morphisms of schemes
(Denition 2.2). The topology dened by quasi-fpqc morphisms is the same
as that dened by fpqc morphisms. However, any group scheme is qfpqc, and
it is comfortable to treat qfpqc morphisms when we do not put the atness
assumption on groups. We point out that various properties of morphisms
of schemes descend with respect to qfpqc morphisms (Lemma 2.4).
In section 3, we give a way to make the big fpqc site skeletally small
in a reasonable way. We measure the `size' of a morphism by a cardinal,
and we only treat the morphisms whose size is bounded by a xed regular
cardinal. This way, we can avoid set-theoretic problems in treating fpqc
topology. Sizing schemes using a cardinal is treated in [dJ, (3.9)], and our
approach can be viewed as a relative version of that in [dJ]. Our denition
of -morphisms for a regular cardinal  enables us to treat all schemes T (of
arbitrary size) as a base scheme (see the condition 4 in (5.1)).
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Section 4 is a preliminary on sheaves on ringed sites. As an abstraction
of Kempf's result [Kem, Theroem 8], we give a sucient condition for co-
homology functors to be compatible with direct limits (Lemma 4.7). Using
this, we compare quasi-coherent sheaves on dierent ringed sites.
In section 5, we introduce several sites related to diagrams of schemes.
It is convenient to grasp G-equivariant quasi-coherent sheaves on X as a
quasi-coherent sheaves over the nite diagram of schemes BMG (X), and a well-
behaved treatment of dualizing complexes is known for this category [Has2].
However, sometimes we want to consider the full simplicial schemes. It seems
that this would be necessary when we pursue the cohomological descent as in
[SD]. Moreover, for our purpose, considering big sites is necessary. Some of
our argument in section 6 does not work for small Zariski site. The point is
the exactness of the inverse image (Lemma 5.13) and the fact that Lipman's
theta is an isomorphism (Lemma 5.14).
On the other hand, the big sites with non-at morphisms are too big when
we consider the derived category, since the full subcategory of quasi-coherent
sheaves is not closed under kernels in the whole category of modules. So we
compare these sites, and give a proof for the fact that the categories of quasi-
coherent sheaves are all equivalent, although it seems that this is well-known
for experts.
In section 6, we prove the enriched Grothendieck's descent theorem. Our
main theorem is on the equivariant modules on the fpqc site, Theorem 6.20.
The author does not know if the same statement for the small Zariski site
is true. We get the corresponding assertion for quasi-coherent sheaves (note
that the quasi-coherent sheaves are essentially independent of the choice of
the ringed site, as proved in section 5) immediately (Corollary 6.21). We do
not know how to prove Corollary 6.21 directly without using the fpqc site
in this generality, although it seems that the additional assumption that G
is at and quasi-compact quasi-separated would make it possible relatively
easily. The choice of the fpqc site is eective in our proof. See the proof of
Lemma 6.18 and Theorem 6.20.
As an application, we prove the isomorphisms between the equivariant
Picard and the class groups arising from an enriched principal ber bundle
in section 7, see Corollary 7.2 and Corollary 7.4.
We will see some applications of the enriched descent in the continuation
of this paper [Has4].
Acknowledgment: The author is grateful to Professor Shouhei Ma for
kindly showing him the reference [Vis]. Thanks are due to the referee for
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pointing out errors in the previous version.
2. Quasi-fpqc morphisms and enriched principal bundles
(2.1) This paper is a continuation of [Has3]. We follow the notation and
terminology there, unless otherwise specied. Throughout this paper, let S
be a scheme.
Denition 2.2. A morphism of schemes ' : X ! Y is said to be quasi-fpqc
(or qfpqc for short) if there exists some morphism  : Z ! X such that ' 
is fpqc.
Lemma 2.3. The following hold true.
1 A morphism ' : X ! Y is fpqc if and only if it is qfpqc and at.
2 A base change of a qfpqc morphism is qfpqc.
3 A composite of qfpqc morphisms is qfpqc.
4 A qfpqc morphism is submersive. In particular, it is surjective.
5 A group scheme G over S is qfpqc over S.
Proof. 1 The `only if' part is trivial. We prove the `if' part. So there is a
morphism  : Z ! X such that ' is fpqc. Let U be a quasi-compact open
subset of Y . Then there is a quasi-compact open subset V of Z such that
'( (V )) = U . As  (V ) is quasi-compact and contained in ' 1(U), there is a
quasi-compact open subset W of ' 1(U) containing  (V ). Then '(W ) = U .
So ' is fpqc.
2 and 3 are easy. 4 follows from [Gro2, (2.3.12)]. 5 is because S ! G! S
is the identity, where the rst map S ! G is the unit of the group scheme.
Lemma 2.4. Let P be a property of morphisms of schemes. Assume that
1 (Zariski local property) If f : X ! Y is a morphism and Y = Si Ui
is an ane open covering, then f satises P if and only if f jf 1(Ui) :
f 1(Ui)! Ui satises P for each i.
2 Let f : X ! Y be a morphism, g : Y 0 ! Y a morphism, and assume
that Y and Y 0 are ane.
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(i) (base change for ane bases) If f satises P, then the base change
f 0 : Y 0 Y X ! Y 0 of f by g satises P.
(ii) (at descent for ane bases) If f 0 satises P and g is faithfully
at, then f satises P.
Then if f : X ! Y is a morphism of schemes, g : Y 0 ! Y a qfpqc morphism
of schemes and the base change f 0 satises P, then f satises P. In particular,
if f 0 satises one of separated, quasi-compact, quasi-separated, locally of nite
presentation, proper, ane, nite, at, faithfully at, smooth, unramied,
etale, submersive, a closed immersion, an open immersion, an immersion,
an isomorphism, fpqc, and qfpqc, then f satises the same property. If Q is
a property of an algebra essentially of nite type over a eld such that the
base change and the descent holds for any base eld extension, and P is `any
ber satises Q,' then P descends with respect to a qfpqc base change. So if
Q is one of geometrically normal, geometrically reduced, Cohen{Macaulay,
Gorenstein, and local complete intersection, and f 0 satises P, then f satises
P.
Proof. The rst assertion is rather formal, and is left to the reader. Most of
the examples of P are listed in [Vis, (2.36)]. We only prove that the property
P = qfpqc satises 2, (ii). As f 0 is qfpqc, there is a morphism h : U ! X 0
such that f 0h is fpqc. As g is also fpqc, the composite gf 0h = fg0h is fpqc,
where g0 : X 0 = Y 0 Y X ! X is the second projection. So f is qfpqc, as
required.
(2.5) From now on, unless otherwise specied, let G be an S-group scheme,
and N  G a normal subgroup scheme of G. That is, N is a subscheme of G,
N itself is an S-group scheme, and the inclusion N ,! G is a homomorphism
such that GN ! G ((g; n) 7! gng 1) factors through N .
Denition 2.6. We say that ' : X ! Y is a G-enriched principal N -bundle
if it is a G-morphism, and is a principal N -bundle [Has3, (2.6)].
The following is immediate from the denition.
Lemma 2.7. Let ' : X ! Y be a G-enriched principal N -bundle, and
h : Y 0 ! Y be a G-morphism. If the action of N on Y 0 is trivial, then the
second projection p2 : XY Y 0 ! Y 0 is a G-enriched principal N -bundle.
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Lemma 2.8. An N-invariant G-morphism ' : X ! Y is a G-enriched
principal N-bundle if and only if ' is qfpqc and the map  : NX ! XYX
given by (n; x) = (nx; x) is an isomorphism.
Proof. This is immediate from [Vis, (4.43)].
Lemma 2.9. A qfpqc morphism is an epimorphism. That is, if f : X ! Y
is a qfpqc morphism, g and h are morphisms Y ! Z, and gf = hf , then
g = h.
Proof. Set S := SpecZ. Then there is a commutative diagram
X0
dX

// Y0
dY

// Z


X
f // Y
(g;h) // Z S Z
with cartesian squares. By assumption, dX is an isomorphism. By Lemma 2.4,
dY is an isomorphism, and hence g = h.
Corollary 2.10. Let S be a scheme, F an S-group scheme, and ' : X ! Y
an qfpqc F -morphism. If the action of F on X is trivial, then the action of
F on Y is trivial.
Proof. Let f = 1F  ' : F X ! F  Y . It is qfpqc. Then af = p2f , as '
is an F -morphism and the action of F on X is trivial, where a : F  Y ! Y
is the action, and p2 : F  Y ! Y is the second projection. By Lemma 2.9,
a = p2, and the action of F on Y is trivial.
Lemma 2.11. Let X and Y be G-schemes, and ' : X ! Y be a G-
morphism. Then the following are equivalent.
1 ' is a G-enriched principal N-bundle.
2 There exists some qfpqc G-morphism h : Y 0 ! Y such that the second
projection p2 : X Y Y 0 ! Y 0 is a G-morphism which is a trivial N-
bundle.
3 There exists some qfpqc S-morphism h : Y 0 ! Y such that the second
projection p2 : X
0 = X Y Y 0 ! Y 0 is a principal N-bundle.
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Proof. 1)2 Let h = ', and use Lemma 2.8.
2)3 is trivial.
3)1 There exists some fpqc h0 : Y 00 ! Y 0 such that the base change
X 00 ! Y 00 is a trivial N -bundle. As hh0 is qfpqc, there exists some h00 :
Y 000 ! Y 00 such that hh0h00 is fpqc. As the base change X 000 ! Y 000 is also a
trivial N -bundle, ' : X ! Y is a principal N -bundle. As ' is assumed to be
a G-morphism, it is a G-enriched principal N -bundle.
Lemma 2.12. Let ' : X ! Y be a principal G-bundle, and P a property of
morphisms of schemes as in Lemma 2.4. If G ! S satises P, then ' also
satises P.
Proof. There is an fpqc morphism Y 0 ! Y such that the base change '0 :
Y 0 Y X ! Y 0 is a trivial G-bundle. By the Zariski local property and
the base change for ane bases, it is easy to check the general base change
property, and hence '0 satises P. By Lemma 2.4, ' satises P.
3. -schemes
(3.1) Let  be a cardinal. A topological space X is said to be -compact if
every open cover of X has a subcover of cardinality strictly less than . So X
is 1-compact (resp. 2-compact, @0-compact, @1-compact) if and only if X is
empty (resp. local [HO, (8.7)], (quasi-)compact, Lindelof), where @0 = #Q,
and @1 is the successor cardinal of @0.
If f : X ! Y is a surjective continuous map and X is -compact, then
so is Y .
(3.2) A cardinal is said to be regular if it is equal to its own conality
[End, p. 257]. In our paper, a regular cardinal is required to be innite. So
 is regular if and only if for any decomposition  =
S
i2I Si for a family of
subsets with #I < , #Si =  for at least one i [End, Theorem 9T]. Note
that @0 and innite successor cardinals are regular. By the denition, an
inaccessible cardinal is regular [End, p. 254].
Let  be regular. Let (Yi)i2I be a family of subspaces of X. If
S
i Yi = X,
each Yi is -compact, and #I < , then X is also -compact.
(3.3) Let  be innite. (The underlying space of) a scheme is -compact
if and only if it is covered by an ane open covering of cardinality strictly
less than .
7
(3.4) A morphism of schemes ' : X ! Y is said to be -compact if there
exists some ane open covering (Ui)i2I of Y such that each ' 1(Ui) is -
compact. If  < 0 and ' is -compact, then it is 0-compact. A quasi-
compact morphism is nothing but an @0-compact morphism. So a quasi-
compact morphism is -compact.
(3.5) Note that ' : X ! Y is -compact, and h : Y 0 ! Y is another
morphism such that Y 0 is quasi-compact, then Y 0 Y X is -compact. In
particular, a base change of a -compact morphism is again -compact. If Y
is quasi-compact, ' : X ! Y is -compact, then X is -compact.
(3.6) Let  be regular. If ' : X ! Y is a morphism of schemes, Y is
-compact, and ' is -compact, then X is -compact. It follows that a
composite of -compact morphisms is again -compact in this case.
(3.7) Let  be a regular cardinal. A morphism of schemes ' : X ! Y
is said to be -quasi-separated if the diagonal X=Y : X ! X Y X is -
compact. A quasi-separated morphism is nothing but an @0-quasi-separated
morphism. As in [Gro, (1.2)], we can prove the following. An immersion
is -quasi-separated. A base change of a -quasi-separated morphism is -
quasi-separated. Let f : X ! Y and g : Y ! Z be morphisms. If f and g
are -quasi-separated, then so is gf . If gf is -quasi-separated, then so is f .
If g is -quasi-separated and gf is -compact, then f is -compact.
(3.8) We call a -compact -quasi-separated morphism a -concentrated
morphism. The composition of -concentrated morphisms is -concentrated.
The base change of a -concentrated morphism is -concentrated. If gf and
g are -concentrated, then so is f .
(3.9) Let  be an innite cardinal. Let h : A! B be a map of commutative
rings. We say that h is of -type if B is generated by a subset whose cardinal
is strictly less than  over A. So h is of nite type if and only if h is of
@0-type. We say that a ring A is -type if Z ! A is of -type. If  > @0,
then A is of -type if and only if #A < . In particular, if  > @0, then a
subring of a ring of -type is again of -type. If A is a pure subring of B,
and B is a ring of -type, then A is also of -type. If  > @0, then this is
because A  B. If  = @0, then B is of nite type over Z, and hence so is A
by [Has]. In particular, if A ! B is faithfully at and B is of -type, then
so is A. Let B be an A-algebra, and C a B-algebra. If B is of -type over A
and C is of -type over B, then C is of -type over A. If C is of -type over
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A, then it is of -type over B.
(3.10) A morphism of schemes ' : X ! Y is said to be locally of -type
if there exists some ane open covering (Ui)i2I and ane open covering
(V ij )j2Ji of '
 1(Ui) for each i such that  (Ui;OY )!  (V ij ;OX) is of -type.
A morphism locally of nite-type is locally of -type. It is easy to see that
a base change of a locally -type morphism is again locally of -type. Note
that SpecB ! SpecA is locally of -type if and only if A! B is of -type.
The composite of two locally -type morphisms is again locally of -type.
In particular, a morphism of schemes ' : X ! Y is locally of -type if and
only if for any ane open subscheme U = SpecA of Y and any ane open
subscheme V = SpecB of ' 1(U), A ! B is of -type. If f : X ! Y and
g : Y ! Z are morphisms and gf is locally of -type, then so is f .
(3.11) From now on, until the end of this paper, let  denote a regular
cardinal. We say that a morphism of schemes ' : X ! Y is a -morphism
if it is locally of -type and -concentrated. A scheme X is said to be a -
scheme if X ! SpecZ is a -morphism. The composite of two -morphisms
is a -morphism. In particular, if Y is a -scheme and ' : X ! Y is a
-scheme, then X is a -scheme. A base change of a -morphism is a -
morphism. In particular, a direct product of -schemes is a -scheme. If
f : X ! Y and g : Y ! Z are morphisms and gf is a -morphism, then so
is f .
(3.12) For a ring A, the number of quasi-compact open subsets of SpecA
is nite or less than or equal to #A, because the compact open subsets of the
form SpecA[1=f ] form an open basis. It follows that if a ring A is of -type,
then any subset of SpecA is -compact. So any subscheme of a -scheme is
again a -scheme. If X is a -scheme, then a local ring OX;x is a -ring. If
' : X ! Y is an fpqc morphism and X is a -scheme, then Y is a -scheme.
For a given set of schemes 
, there exists some  such that any element of

 is a -scheme.
(3.13) We can add the properties of morphisms -compact, -quasi-separated,
locally of -type to the list of properties P in Lemma 2.4. So these properties
descends with respect to qfpqc base change. In particular, by Lemma 5.31,
5 and Lemma 2.12, a principal G-bundle is a -morphism, if G! S is so.
(3.14) For a given scheme S, we denote the full subcategory of Sch=S
consisting of objects such that the structure morphisms are -morphisms by
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(Sch=S). If T 2 (Sch=S), then (Sch=S)=T is the same as (Sch=T ).
Lemma 3.15. Let S be a scheme, and  a regular cardinal. Then the cate-
gory (Sch=S) is skeletally small.
Proof. Replacing  if necessary, we may assume that S is a -scheme. So
(Sch=S) is equivalent to (Sch=Z)=S. If a category C is skeletally small and
c 2 C, then C=c is skeletally small. So We may assume that S = SpecZ. Let
R be a complete set of representatives of isomorphism classes of Z-algebras of
-type. Note that R can be a subset of the set of quotients of the polynomial
ring Z[x]2, and certainly a small set. Thus the category A of ane -
schemes is skeletally small.
Let I0 =  and I1 = I0  I0  . Let I be the small category with the
object set Ob(I) = I0
`
I1, and Hom(i; j) is a singleton if j = (j; j
0; k) 2 I1
and i 2 fj; j0g  I0, and empty otherwise. The category of Iop-diagrams
of ane -schemes B = Func(Iop;A) is skeletally small. Any -scheme can
be expressed as X =
S
i2I0 Ui with Ui 2 A. Note that each Ui \ Uj is -
compact, since X is -quasi-separated. So for each (i; j), there is a covering
Ui \ Uj =
S
k2 Uijk with Uijk 2 A. So the collections determines an object
X = (((Ui); (Uijk))) of B, and X is the colimit of X . By the uniqueness of
the colimit, the category of -schemes is also skeletally small.
4. Module sheaves over a ringed site
(4.1) Let C = (C;OC) be a ringed site. That is, C is a site (a category
equipped with a pretopology) and OC is a sheaf of commutative rings on C.
The category of OC-modules is denoted by Mod(C). A free sheaf on C is
an OC-module which is isomorphic to a direct sum of copies of the OC-module
OC. A sheaf of OC-modulesM is said to be quasi-coherent (resp. invertible)
if for any c 2 C, there exists some covering (c ! c) such that for each ,
there is an exact sequence of sheaves of OCjc-modules of the form
F1 ! F0 !Mjc ! 0
with F1 and F0 free (resp. F1 = 0 and F0 = OCjc). Obviously, an invert-
ible sheaf is quasi-coherent. The category of quasi-coherent sheaves (resp.
invertible sheaves) on C is denoted by Qch(C) (resp. Inv(C)).
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(4.2) Assume that C has an initial object X. Then for an  (X;OC)-module
M , A presheaf ~Mp is dened by  (c; ~Mp) =  (c;OC)
 (X;OC) M . Its shea-
cation is denoted by ~M .
An OC-module of the form ~M is quasi-coherent.
(4.3) Let C and D be sites and f : D ! C a functor. In this paper, we say
that f is continuous if for any d 2 D and any covering (d ! d), (fd ! fd)
is a covering again. Let f = (f; ) : (C;OC) ! (D;OD) be a morphism of
ringed sites. That is, f : D ! C is a continuous functor, and  : OD ! fOC
is a map of sheaves of commutative rings. Then almost by denition, if
M2 Mod(D) is quasi-coherent (resp. invertible), then so is f M.
(4.4) Let C be a site. An EC-morphism is a morphism that appears as a
part of a covering. A subset B of Ob(C) is said to be a basis of the topology
of C if for any U 2 Ob(C) and any covering (V ! U), there is a renement
(W ! U) of (V ! U) such that each W belongs to B. An object U of C is
said to be quasi-compact if for any covering (V ! U)2 of U , there is a nite
subset 0 of  such that (V ! U)20 is also a covering of U . An object U
of C is said to be quasi-separated if for any quasi-compact objects V , W and
any EC-morphisms V ! U and W ! U , V U W is again quasi-compact.
A subset B of Ob(C) is said to be quasi-compact (resp. quasi-separated) if
each element of B is quasi-compact (resp. quasi-separated).
We say that C is locally concentrated if C has a quasi-compact quasi-
separated base of topology.
(4.5) Let C be a site with a basis of topology B. Let D be a full subcate-
gory of C such that Ob(D) consists of quasi-compact quasi-separated objects.
Assume that Ob(D)  B.
We say that a presheaf of abelian groupsM on D is a D-sheaf, if for any
U 2 D, for any nite covering (Vi ! U) of U with Vi 2 B, for any coverings
(Vijk ! Vi U Vj) of Vi U Vj with Vijk 2 B, the sequence
0!  (U;M)!
Y
i
 (Vi;M)!
Y
i;j
Y
k
 (Vijk;M)
is exact. Let Ps(D) and Ps(C) be the category of presheaves of abelian groups,
and let Sh(C) be the category of sheaves of abelian groups. Let Sh(D) be the
category of D-sheaves.
Let  : D ! C be the inclusion. Then there is an obvious commutative
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diagram
Sh(C) qC //
#Sh

Ps(C)
#Ps

Sh(D) qD // Ps(D)
;
where q are the inclusions.
Lemma 4.6. Let the notation be as above. Then there is a functor  :
Ps(D)! Sh(C) such that the following are satised.
1 # : Ps(C)! Sh(C) is a sheacation, that is, left adjoint to q.
2 # : Ps(D)! Sh(D) is a sheacation, that is, left adjoint to q.
Moreover, we have
3 #Sh : Sh(C)! Sh(D) is an equivalence with q its quasi-inverse.
4 If L 2 Ps(C) and #Ps(L) is a D-sheaf, then the canonical map  (U;L)!
 (U; aL) is an isomorphism for U 2 D.
Proof. Let M2 Ps(D).
For each object W of C, dene H0(W;M) to be the inductive limit of
Ker(
Y
i2I
 (Vi;M)!
Y
ij
Y
k2Jij
 (Vijk;M));
where (Vi !W )i2I runs through the coverings of W with Vi 2 B (the index
set I may be innite), and (Vijk ! Vi W Vj) runs through the coverings
of Vi W Vj with Vijk 2 B. It is easy to see that H0(M) = H0(?;M) is a
separated presheaf of abelian groups on C, and H0(M)jD is M. Now as can
be seen easily, N = H0( H0(M)) is a sheaf of abelian groups, and NjD =M.
This denes a functor  := H
0 H
0
: Ps(D)! Sh(C). By construction, 1 and
2 are satised.
The other assertions are proved easily.
Lemma 4.7 (cf. [Kem, Theorem 8]). Let C be a locally concentrated site, and
U a quasi-compact quasi-separated object of C. Let F be a ltered inductive
system of abelian sheaves on C. Then the canonical map
lim !H
i(U;F)! H i(U; lim !F)
is an isomorphism.
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Proof. First consider the case that i = 0. Let L be the inductive limit of
(F) in the category of presheaves so that the left hand side is L(U).
Let V = (Vi ! U) be any nite covering with Vi quasi-compact quasi-
separated, and (Vijk ! ViU Vj) be nite coverings with Vijk quasi-compact
quasi-separated. Now
0! F(U)!
Y
i
F(Vi)!
Y
i;j;k
F(Vijk)
is exact, since each F is a sheaf. Taking the inductive limit,
0! L(U)!
Y
i
L(Vi)!
Y
i;j;k
L(Vijk)
is also exact, since the inductive limit is compatible with any nite prod-
uct. Applying Lemma 4.6, 4 for the full subcategory D of C consisting of
all the quasi-compact quasi-separated objects, we have the case for i = 0
immediately, as the sheacation aL of L is lim !F.
Now consider the general case. Let I be the injective resolution of F.
It suces to show that lim ! I

 is an  (U; ?)-acyclic resolution of lim !F. To
show this, it suces to show that if (I) is an inductive system of abelian
sheaves which are  (U; ?)-acyclic for any quasi-compact quasi-separated U ,
then H i(U; lim ! I) = 0 for any quasi-compact quasi-separated U and i > 0.
This is checked as in [Mil, (2.12)], and is left to the reader.
Corollary 4.8. Let (C;O) be a locally concentrated ringed site. Then for any
quasi-coherent sheafM over C and c 2 C, there exists some covering (c ! c)
such that for each , Mjc is isomorphic to ~M for some  (c;O)-module
M.
Proof. There is a covering (c ! c) such that for each , there exists some
exact sequence of the form
F;1 d ! F;0 !Mjc ! 0
with F;1 and F;0 free. We may assume that each c is quasi-compact quasi-
separated.
Let M be the cokernel of the map
F1 :=  (c;F;1) d !  (c;F;0) =: F0:
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Then there is a commutative diagram
~F1
h1

d // ~F0
h0

// ~M
h

// 0
F;1 d // F;0 //Mjc // 0
;
where h1, h0 and h are canonical maps. Thus it suces to show that h1 and
h0 are isomorphisms. This is proved easily, using Lemma 4.7.
5. Grothendieck's descent
(5.1) Let C be a class of morphisms of schemes. We assume that
1 All isomorphisms are in C.
2 If f : X ! Y and g : Y ! Z are morphisms and g 2 C, then f 2 C if
and only if gf 2 C.
3 If f : X ! Y is in C and Y 0 ! Y any morphism of schemes, then the
base change f 0 : X 0 = Y 0 Y X ! Y 0 of f is again in C.
Sometimes we identify C as a subcategory of Sch such that Ob(C) = Ob(Sch)
and Mor(C) = C. When we take the ber product of two morphisms with
the same codomain in C in the category Sch, it is also a ber product in C.
For a scheme T , the category C=T is a full subcategory of Sch=T . Further,
we assume that
4 C=T is skeletally small for any scheme T .
(5.2) Let E be a Grothendieck pretopology on Sch=S such as Zariski, etale,
fppf, and fpqc. An E-morphism is a morphism in Sch=S which appear as
a morphism of some covering (such as an open immersion, etale map, at
map locally of nite presentation, and at map). We assume that an E-
morphism is in C. We also assume that the presheaf O of rings dened by
O(X) =  (X;OX) is a sheaf with respect to E.
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(5.3) Let I be a small category, and X an Iop-diagram of S-schemes.
We dene (C=X)E to be the ringed site dened as follows. An object
of (C=X)E is a pair (i; f : U ! Xi) such that i 2 Ob(I) and f 2 C. A
morphism from (j; f : U ! Xj) to (i; g : V ! Xi) is a pair (; h) such that
 : i ! j is a morphism in I, and h : U ! V is a morphism such that
gh = Xf . The composition is given by (
0; h0)  (; h) = (0; h0h). Thus
(C=X)E is a skeletally small category. A family ((; h) : (i; U)! (i; U))
with the same codomain (i; U) is a covering if i = i,  = id, and the
collection (h : U ! U) is a covering of U in E. The structure sheaf O is
dened in an appropriate way.
(5.4) The rst example is the case that C = (Zar) is the class of open im-
mersions and E = Zar is the Zariski topology. The resulting site ((Zar)=X)Zar
is called the small Zariski site and is denoted by Zar(X). We denote
Mod(Zar(X)), Qch(Zar(X)), and Inv(Zar(X)) by Mod(X), Qch(X), and
Inv(X), respectively.
(5.5) Let  be a regular cardinal. Let C = (-Mor) be the class of all
-morphisms. The resulting site ((-Mor)=X)Zar is called the -big Zariski
site, and is denoted by Zarb(X) = Zarb(X).
We denote Mod(Zarb(X)), Qch(Zar
b
(X)), and Inv(Zar
b
(X)) by Mod
b
(X),
Qchb(X), and Inv
b
(X), respectively. The sux  will be omitted if there
is no danger of confusion.
(5.6) There is an obvious inclusion  : Zar(X) ! Zar(X)b. It gives
a morphism of ringed sites  : Zar(X)b ! Zar(X). It is easy to see
that for each M 2 Mod(Zar(X)) and a -morphism (i; f : U ! Xi),
 ((i; f); (M)) =  (U; f (Mi)).
(5.7) Let E = Fpqc (resp. Qfpqc) be the pretopology whose covering (V !
U) is a family of S-morphisms such that the induced morphism
`
 V ! U
is fpqc (resp. qfpqc). Almost by denition, Qfpqc is a saturation of Fpqc. In
what follows, we do not treat Qfpqc, but implicitly use the fact that a sheaf
for Fpqc is also a sheaf for Qfpqc [Vis, (2.48)].
We denote the site ((-Mor)=X)Fpqc by Fpqc(X) = Fpqc(X). By
[Vis, (2.60), (4.22)], the sheaf O of commutative rings is a sheaf on Fpqc(X),
and thus Fpqc(X) is a ringed site. We denote Mod(Fpqc(X)), Qch(Fpqc(X)),
and Inv(Fpqc(X)) by ModFpqc(X), QchFpqc(X), and InvFpqc(X), respec-
tively.
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We have a morphism of ringed sites  : Fpqc(X)! Zarb(X).
(5.8) Note that (i; f : U ! Xi) with U ane forms a quasi-compact quasi-
separated basis of topology of Zar(X). Similarly for Zarb(X) and Fpqc(X).
Thus these sites are locally concentrated.
(5.9) Considering the case that I = 1 (the discrete category with one
object), we have Zar(X), Zarb(X), and Fpqc(X) for a single scheme X.
(5.10) Until the end of this section, let C and E be as in (5.1) and (5.2).
Let I and X be as in (5.3).
Lemma 5.11. Let J be a subcategory of I. Then the restriction functor
(?)J : Mod((C=X)E)! Mod((C=XjJ)E) has both a left adjoint and a right
adjoint. In particular, (?)J preserves arbitrary limits and colimits. In par-
ticular, (?)J is exact.
Proof. The left adjoint exists by Kan's lemma (see e.g., [Art, Theorem I.2.1].
The existence of the right adjoint is by [Has2, (2.31)].
Lemma 5.12. Let I be a small category, and f : X ! Y be a morphism of
Iop-diagrams of schemes. Let J be a subcategory of I. Then Lipman's theta
[Lip, (3.7.2)], [Has2, (1.21)]
 : (f)J(?)J ! (?)Jf 
is an isomorphism of functors Mod((C=Y)E)! Mod((C=XjJ)E).
Proof. This is proved similarly to [Has2, (6.25)].
Lemma 5.13. Let I be a small category, and f : X ! Y be a mor-
phism of Iop-diagrams of schemes. If fi 2 C for any i 2 I, then f  :
Mod((C=Y)E) ! Mod((C=X)E) is nothing but the restriction. That is,
for M 2 Mod((C=Y)E) and (i; g : U ! Xi) 2 C=X,  ((i; g); f M) =
 ((i; fig);M). In particular, f  is an exact functor.
Proof. By Lemma 5.12 applied to J = fig, we may assume that I = 1,
and the problem is on a morphism f : X ! Y of single schemes which lies
in C. Then the inverse image of the presheaf module (f )pM is given by
 (U; (f )pM) = lim ! (U;OX) 
 (V;OY )  (V;M), where the colimit is taken
over pairs (V; h) with V 2 C=Y and h 2 Mor(U; V ). But as f 2 C, the
colimit is taken over a category with the nal object (U; 1U), and hence
 (U; (f )pM) =  (U;M). So (f )pM is already a sheaf, and the assertion
follows.
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Lemma 5.14. Let I be a small category, and
X 0
f 0

gX // X
f

Y 0
gY // Y
be a cartesian square of Iop-diagrams of S-schemes. Assume that (gY )i 2 C
for any i 2 I. Then Lipman's theta
 : (gY )
(f) ! (f 0)(gX )
between the functors Mod((C=X)E)! Mod((C=Y 0)E) is an isomorphism.
Proof. By [Lip, (3.7.2)] and Lemma 5.12, it suces to prove that
 : (gYi )
(fi) ! (f 0i)(gXi )
is an isomorphism for each i 2 I, and we may assume that I = 1. Then for
M2 Mod((C=X)E) and U 2 C=Y 0,  is the identity map on  (U Y X;M),
and is an isomorphism.
Lemma 5.15. Let (i; f : U ! Xi) 2 Zar(X) and M a  ((i; f);OX)-
module. Then for any (; h) : (j; g) ! (i; f) 2 Zar(X)=(i; f) with V =
SpecA, the source of g, ane, we have that the canonical map
 ((j; g); ~Mp) = A
 ((i;f);OX ) M !  ((j; g); ~M)
is an isomorphism. Similar results hold for the other two sites.
Proof. This follows immediately from [Vis, (4.22)] and Lemma 4.6.
Lemma 5.16. Let M2 Mod(X). Then the following are equivalent.
1 M is quasi-coherent.
2 For any (i; f : U ! Xi) 2 Zar(X) (resp. Zarb(X), Fpqc(X)) with
U = SpecA ane, Mj(i;f) is canonically isomorphic to ~M , where M =
 ((i; f);M).
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3 For any morphism (; h) : (j; g : V ! Xj) ! (i; f : U ! Xi) in
Zar(X) (resp. Zarb(X), Fpqc(X)) with U = SpecA and V = SpecB
ane, the canonical map B 
A  ((i; f);M) !  ((j; g);M) is an iso-
morphism.
Similar results hold for the other two sites.
Proof. 1)2. It suces to show that ~M =Mj(i;f) for some A-moduleM . By
Corollary 4.8, for some faithfully at algebra A0 of A, ~N = Mj(i;fh), where
h : SpecA0 ! SpecA is the canonical map, and N =  ((i; fh);M). Now we
can nd such an M by the descent theory [Vis, (4.21)].
2)3 follows from Lemma 5.15.
3)1 Let (i; f : U ! Xi) be an object of Zar(X) (resp. Zarb(X),
Fpqc(X)) with U = SpecA ane. Then Mj(i;f) = ~M for M =  ((i; f);M)
by the uniqueness assertion in Lemma 4.6. The assertion follows.
Lemma 5.17. Let ' : X ! Y be an qfpqc morphism of schemes. Let M be
an OY -module. Then M is quasi-coherent (resp. an invertible sheaf) if and
only if 'M is so.
Proof. If M is quasi-coherent or invertible, then obviously 'M is so. In
order to prove the converse, as the question is local on Y , we may assume
that Y is ane. Then we may assume that X is ane and ' is at. The
assertion follows from [Has2, (10.14)] for quasi-coherence. To prove the as-
sertion for invertible sheaves, it suces to show that if A! B is a faithfully
at homomorphims of commutative rings, M an A-module, and B 
A M is
rank-one projective, then M is rank-one projective. As B 
A M is nitely
presented and at, M is so. Thus M is nite projective. It is easy to see
that M has rank one.
Lemma 5.18. The functors  : Qch(X)! Qchb(X) and  : Qchb(X)!
Qch(X) are well-dened and quasi-inverse each other. Similar results hold
for the morphism of ringed sites  : Fpqc(X)! Zarb(X).
These equivalences induce equivalences of the categories of invertible sheaves
Inv(X), Invb(X), and InvFpqc(X).
Proof. Well-denedness of  is (4.3). Well-denedness of  is checked by
the condition 3 of Lemma 5.16.
If (i; f : SpecA! Xi) is an object of Zar(X) and M an A-module, then
( ~M) = ~M and ( ~M) = ~M . Thus  and  are quasi-inverse each other.
Similarly for .
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It is obvious that the inverse image preserves invertible sheaves. As
( ~M) = ~M , it suces to show that for any faithfully at ring homomor-
phism A ! B and an A-module M , M is rank-one projective if and only if
B
AM is rank-one projective, in order to prove that  preserves invertible
sheaves. This is done in the proof of Lemma 5.17.
Similarly for .
Lemma 5.19. For a morphism of Iop-diagrams of schemes f : X ! Y,
the diagram
Fpqc(X)
 //
f

Zarb(X)
 //
f

Zar(X)
f

Fpqc(Y)
 // Zarb(Y)
 // Zar(Y)
is commutative.
Proof. Obvious.
Lemma 5.20. Let ' : X ! Y be a qfpqc morphism of schemes. Then
0!M u ! ''M 1 2   !   M
is exact for M 2 Qch(Y ), where u is the unit map for the adjoint pair
('; '), pi : X Y X ! X is the ith projection,  = 'p1 = 'p2, and i is
the composite
''M u ! '(pi)(pi)'M=   M:
Proof. This is equivalent to say that (M) is already a sheaf in the fpqc
topology, which is equivalent to the qfpqc topology. But this is trivial, as
(M) = (M).
(5.21) Let M 2 QchFpqc(X), and (i; f : U ! Xi) 2 Fpqc(X) with
U = SpecA ane. Then Mj(i;U) = ~M , where M =  ((i; U);M), by
Lemma 5.16. For any covering of the form U : (i; SpecB) ! (i; SpecA)
and any A-module M , the Cech cohomology H
i
(U; ~M) = 0 for i > 0. It
follows that H
i
((i; U); ~M) = 0 for i > 0. Quite similarly to the proof of [Mil,
(2.12)], we can prove that Hn((i; U);M) = 0 for U ane, n > 0, and any
quasi-coherent sheaf on Fpqc(X).
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(5.22) An OX-module M is said to be equivariant if the canonical map
 : X

Mi ! Mj is an isomorphism for any morphism  : i ! j in I,
see [Has2, (4.14)]. The full subcategory of Mod(X) consisting of equivari-
ant OX-modules is denoted by EM(X). Similarly, an equivariant module
on Zarb(X) and Fpqc(X) are dened, and the full subcategories of these,
denoted by EMb(X) and EMFpqc(X), respectively, are dened.
(5.23) An object M in Mod(X) is said to be locally quasi-coherent if the
restriction Mi is quasi-coherent for each i 2 I.
Lemma 5.24. Let M 2 Mod(X) (resp. Modb(X), ModFpqc(X)). Then
M is quasi-coherent if and only if it is locally quasi-coherent and equivariant.
Proof. The case M 2 Mod(X) is [Has2, (7.3)]. The other cases are proved
using the discussion of [Has2, (7.3)], Lemma 5.16, and Lemma 5.19.
Lemma 5.25. Assume that X 2 C for  2 Mor(I). If
M1 !M2 !M3 !M4 !M5
is an exact sequence in Mod((C=X)E) and M1, M2, M4, and M5 are
equivariant, then M3 is equivariant. In particular, EM((C=X)E) is closed
under extensions, kernels, and cokernels in Mod((C=X)E), and hence itself
is an abelian category, and the inclusion EM((C=X)E) ,! Mod((C=X)E)
is an exact functor.
Proof. For each morphism  : i! j of I, consider the commutative diagram
X(M1)i
(M1)

// X(M2)i
(M2)

// X(M3)i
(M3)

// X(M4)i
(M4)

// X(M5)i
(M5)

(M1)j // (M2)j // (M3)j // (M4)j // (M5)j
:
The rows are exact by Lemma 5.11 and Lemma 5.13. By assumption, (Mi)
is an isomorphism for i = 1; 2; 4; 5. By the ve lemma, (M3) is also an
isomorphism. Hence M3 is equivariant.
(5.26) Let S be a scheme, and G an S-group scheme. Fix  suciently
large so that G! S is a -morphism. Let X be a G-scheme.
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(5.27) We dene Zar(G;X) := Zar(BMG (X)) and Zar
+(G;X) := Zar(BG(X)()mon).
See for the notation, see [Has2]. Strictly speaking, the object set of Zar(X)
is slightly dierent in [Has2]. In our denition, an object of Zar(X) is a pair
(i; h : U ! Xi) with h an open immersion, while in [Has2], h is required
to be the inclusion map of an open subscheme. But this dierence will not
cause any trouble. The category of (G;OX)-modules Mod(Zar(G;X)) is
denoted by Mod(G;X). Mod(Zar+(G;X)) is denoted by Mod+(G;X). Sim-
ilar denitions are done in obvious ways. For example, Fpqc(G;X) means
Fpqc(BMG (X)), EM
b;+(G;X) means EM(Zarb;+(G;X)) = EM(Zarb(BG(X)()mon)),
and Invb(G;X) means Inv(Zarb(G;X)) = Inv(Zarb(BMG (X))), and so on.
A (G;OX)-module means an object of Mod(G;X). An fpqc (G;OX)-
module means an object of ModFpqc(G;X).
(5.28) There are canonical restriction functors
(?)()mon
[0];[1];[2]
: Mod+(G;X)! Mod(G;X);
(?)()mon
[0];[1];[2]
: Mod+Fpqc(G;X)! ModFpqc(G;X);
and so on. These functors induce equivalences
EM+(G;X)! EM(G;X);
Qch+(G;X)! Qch(G;X);
EM+Fpqc(G;X)! EMFpqc(G;X)
and so on. Thus the six categories
Qch+(G;X); Qch(G;X); Qchb;+(G;X);
Qchb(G;X); Qch+Fpqc(G;X); QchFpqc(G;X)
are equivalent and identied in a natural way.
(5.29) The category EM(G;X) and Qch(G;X) are identied with the cat-
egory of G-linearized OX-modules and that of G-linearized quasi-coherent
OX-modules dened in [MFK], respectively. Letting Qch =S denote the stack
of quasi-coherent sheaves in (Zariski site) over Sch=S with the fpqc topology
(see [Vis, (4.23)]), Qch(G;X) is also equivalent to the category (Qch =S(X))G
of G-equivariant objects in Qch =S(X) ([Vis, (3.48)]).
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(5.30) Let F be an S-group scheme, and X an S-scheme on which F
acts trivially. For an (F;OX)-module M, MF denotes the descended OX-
module (?) 1R(M )M, where we consider that M 2 Mod(F;X) [Has2,
(30.1), (30.2)]. We call MF the F -invariance of M. A similar denition
can be done for the fpqc topology.
Let  : pM! pM be the F -linearization, where p = p2 = a : F X !
X is the (trivial) action, which equals the second projection. Then MF
is the kernel of (1   )u : M ! ppM, where u : M ! ppM is the
unit of adjunction of the adjoint pair (p; p). We say that M is F -trivial if
MF =M. If p is quasi-compact and M is quasi-coherent, then it is easy to
see that MF is also quasi-coherent.
Proposition 5.31. Let ' : X ! Y be a principal G-bundle. Then the
inverse image ' : Qch(Y ) ! Qch(G;X) is an equivalence. The functor
(?)G ' : Qch(G;X)! Qch(Y ) is its quasi-inverse. The unit of adjunction
u : Id ! (?)G'' is the map induced by the unit of adjunction u0 : Id !
'' of the adjoint pair ('; '). That is, u is the unique map such that
u0 = u, where  : (?)G ,! Id is the inclusion. The counit of adjunction
" : '(?)G' ! Id is the composite
'(?)G'
 ! '' "
0 ! Id;
where "0 is the counit of the adjunction of ('; ').
Proof. ('; (?)G') is an adjoint pair. Indeed, the composite
'
'u  ! '(?)G'' "'
  ! '
is the identity almost by denition and the equality ("0')  ('u0) = id.
Similarly, the composite
(?)G'
u(?)G'    ! (?)G''(?)G' (?)
G'"    ! (?)G'
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is the identity, since  is a monomorphism, and the diagram
(?)G'
u //


(?)G''(?)G'


" // (?)G'


'
u //
u
''PP
PPP
PPP
PPP
PPP
@A BC
id
OO(?)
G'''
"
77ooooooooooo


'
'''
"
77nnnnnnnnnnnnnn
is commutative. As ('; (?)G') is an adjoint pair and ' is an equivalence
by [Vis, (4.23), (4.46)], we are done.
Similarly, considering the stack of the all modules ModFpqc; =S (it is a
stack, as in [Vis, (4.11)]) over (Sch=S) with the fpqc topology, we have a
similar result.
Lemma 5.32. Let ' : X ! Y be a principal G-bundle. Then the inverse
image ' : ModFpqc(Y ) ! EMFpqc(G;X) is an equivalence. The functor
(?)G  ' is its quasi-inverse. The unit of adjunction u : Id ! (?)G''
is the map induced by the usual map Id ! ''. The counit of adjunction
" : '(?)G' ! Id is the composite
'(?)G' ! '' ! Id:
Under this equivalence, QchFpqc(Y ) corresponds to QchFpqc(G;X).
Proof. We only need to prove the last assertion. By denition, the quasi-
coherence is local. So 'N is locally quasi-coherent for N 2 QchFpqc(Y ).
The equivariance of 'N is trivial, so 'N 2 QchFpqc(G;X). Conversely, if
'N is quasi-coherent, then N is quasi-coherent simply by the local nature
of quasi-coherence.
6. Enriched Grothendieck's descent
(6.1) Let S be a scheme, and G an S-group scheme.
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Lemma 6.2. A principal G-bundle ' : X ! Y is a universal geometric
quotient in the sense of [MFK]. In particular, it is a categorical quotient,
and hence is uniquely determined only by the G-scheme X.
Proof. As a base change of a principal G-bundle is again a principal G-
bundle, it is enough to show that a principalG-bundle is a geometric quotient.
Let ' : X ! Y be a principal G-bundle. By Proposition 5.31, u :
OY ! ('OX)G is an isomorphism. By Lemma 2.3, 4, ' is submersive. By
assumption, ' is G-invariant. The map  : GX ! X Y X is surjective,
since it is an isomorphism by Lemma 2.8.
(6.3) From now on, until the end of this paper, let f : G! H be a qfpqc
homomorphism of S-group schemes, andN = Ker f . Note thatN is a normal
subgroup scheme of G.
(6.4) Note that  : N  G ! G H G given by (n; g) = (ng; g) is an
isomorphism, since 	 : G H G ! N  G given by 	(g; g1) = (gg 11 ; g1) is
its inverse. So f is a G-enriched principal N -bundle by Lemma 2.8.
Lemma 6.5. Let X be a G-scheme on which N acts trivially. Then there is
a unique action a0X : H X ! X such that the diagram
(1) GX aX //
f1X

X
1X

H X a
0
X // X
is commutative, where aX : GX ! X is the given action.
Proof. Let X 0 be the G-scheme with the trivial G-action whose underlying
S-scheme is X. Then being a base change of f , f 1X : GX 0 ! HX 0 is
a geometric quotient under the action of N by Lemma 6.2. In particular, it is
a categorical quotient under the action of N by [MFK, Proposition 0.1]. As
aX : G X 0 ! X is an N -invariant morphism, there is a unique morphism
a0X : H X ! X such that the diagram (1) is commutative.
We compare the two maps a0X  (H  1X) and a0X  (1H  a0X) from
H H X to X. When we compose f  f  1X : GGX ! H H X
to the right, they agree by the commutativity of (1) and the facts that f is
a homomorphism, and that aX is an action. By Lemma 2.9, the two maps
agree. It is easy to see that
X = S X uH1X    ! H X a
0
X ! X
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is the identity, where uH : S ! H is the unit element. Thus a0X is an action
of H on X.
(6.6) Conversely, if a0X : H  X ! X is a given H-action on X, then
dening aX = a
0
X(f  1X) (that is, in a unique way so that the diagram (1)
is commutative), aX : G X ! X is an action, and N acts trivially on X.
From now on, we identify an H-scheme and a G-scheme on which N acts
trivially.
Lemma 6.7. Let ' : X ! Y be a G-morphism which is also a geometric
quotient under the action of N . Let U be a G-stable open subset of X. Then
1 U = ' 1('(U)).
2 '(U) is a G-stable open subset of Y .
3 'jU : U ! '(U) is a base change of ' by a G-stable open immersion.
In particular, it is a G-morphism which is a geometric quotient under
the action of N . If, moreover, ' is a principal N-bundle (resp. trivial
N-bundle), then so is 'jU : U ! '(U).
Proof. Set V := '(U). 1 We may assume that G = N . If U 6= ' 1('(U)),
then there is a geometric point  ! S such that  : G()X()! X()Y ()
X() is surjective, and U() 6= ' 1('(U())). Then there exists some x 2
U() and y 2 ' 1('(U())) n U() such that '(x) = '(y). There exists
some g 2 G() such that (g; x) = (gx; x) = (y; x). This contradicts the
assumption that U is G-stable.
2 As ' is submersive and ' 1(V ) = U is open, V is open. As '  aX =
aY  (1G  ') as morphisms from GX to Y ,
G  V = aY (G V ) = aY (1G  ')(G U) = 'aX(G U) = '(U) = V:
This shows that V is G-stable.
3 follows from 1 and 2.
(6.8) Until the end of this section, we x a regular cardinal  suciently
large so that the structure morphism G ! S is a -morphism (such a 
exists).
Let X be an H-scheme. We want to show that the category Qch(H;X)
of quasi-coherent (H;OX)-modules and the category QchN(G;X) of quasi-
coherent (G;OX)-modules on whichN acts trivially are equivalent. Similarly,
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we want to show that EMFpqc(H;X) is equivalent to the category of N -trivial
equivariant (G;OX)-modules EMN;Fpqc(G;X).
For the purpose above, we need the notion of G-linearized OX-modules
by Mumford [MFK] (in the fpqc topology).
Let F be an S-group scheme, and Z be an F -scheme. An F -linearizedOZ-
module is a pair (M; ) such that M 2 ModFpqc(Z), and  : aM! p2M
is an isomorphism such that the diagram
( 1)aM  //
=

( 1)p2M
= // p23p

2M
(1 a)aM  // (1 a)p2M
= // p23a
M

OO
is commutative, where  : F  F ! F is the product, a : F  Z ! Z is the
action, p2 : FZ ! Z is the second projection, and p23 : FFZ ! FZ
is given by p23(g; g
0; z) = (g0; z). When we need not mention , sometimes
we say thatM is an F -linearized OZ-module.  is called the F -linearization
ofM. LetM and N be F -linearized OZ-modules. We say that  :M!N
is a map of F -linearized OZ-modules if  is OZ-linear, and the diagram
aM a //


aN


p2M
p2 // p2N
is commutative. The category LMFpqc(F;Z) of F -linearized OZ-modules (in
the fpqc topology) is obtained. For M 2 EMFpqc(F;Z), when we dene
 : aM0 ! p2M0 to be the composite
aM0
0  !M1
 11  ! p2M0;
then (M0; ) is an F -linearizedOZ-module, and we get an equivalence EMFpqc(F;Z)!
LMFpqc(F;Z). We identify an equivariant (F;OZ)-module and an F -linearized
OZ-module.
We say that (M; ) 2 LMFpqc(F;Z) is quasi-coherent if M is so. The
full subcategory of LMFpqc(F;Z) consisting of quasi-coherent F -linearized
OZ-modules is denoted by LQFpqc(F;Z). The equivalence EMFpqc(F;Z) !
LMFpqc(F;Z) induces an equivalence QchFpqc(F;Z)! LQFpqc(F;Z).
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(6.9) Let F be as above, and let ' : X ! Y be an F -morphism. For
M 2 LMFpqc(F; Y ), M 2 EMFpqc(F; Y ). So 'M 2 EMFpqc(F;X). So
'M has a structure of F -linearized OX-module. It is easy to check that the
F -linearization is given by the composite
aX'
M= (1G  ')aYM  ! (1G  ')(p2)YM= (p2)X'M:
(6.10) Assume that F ! S is a -morphism. For N 2 EMFpqc(F;X), we
have 'N 2 EMFpqc(F; Y ) (this is proved similarly to [Has2, (7.14)]). So
'N has a structure of an F -linearized OY -module. The F -linearization is
given by
aY 'N  ! (1G  ')aXN  ! (1G  ')(p2)XN 
 1  ! (p2)Y 'N ;
where  is Lipman's theta [Has2, (1.21)], which is an isomorphism (this is
true because we are considering the fpqc site, see Lemma 5.14).
(6.11) Let h : F ! F 0 be a homomorphism of S-group schemes. Let Z be
an F 0-scheme. Then Z is an F -scheme in an obvious way, and we get a map
BMh (Z) : B
M
F (Z)! BMF 0(Z) dened as
BMF (Z) : F  F  Z
hh1Z

//
//
//
F  Z
h1Z

//
// Z
1Z

BMF 0(Z) : F
0  F 0  Z
//
//
//
F 0  Z //// Z
:
For the denition of BMF (Z), see [Has2, Chapter 29]. This induces the
pull-back BMh (Z)
 : EM(F 0; Z) ! EM(F;Z) by [Has2, (7.22)]. We denote
this functor by resF
0
F . Similarly, res
F 0
F;Fpqc = B
M
h (Z)
 : EMFpqc(F 0; Z) !
EMFpqc(F;Z) is dened.
(6.12) Corresponding to resF
0
F , we have a functor r
F 0
F : LM(F
0; Z) !
LM(F;Z). rF
0
F (M; ) = (M; r()), where r() is the composite
aFM= (h 1X)aF 0M
(h1X)     ! (h 1X)(p2)F 0M= (p2)FM:
Similarly, rF
0
F;Fpqc : LMFpqc(F
0; Z)! LMFpqc(F;Z) is obtained.
(6.13) Let F be an S-group scheme, and X an F -scheme on which F -acts
trivially. It is easy to see thatM2 Mod(G;X) (resp.M2 ModFpqc(G;X))
is F -trivial if and only if M = resfegF M0 for some M0 2 Mod(X) =
Mod(feg; X) (resp. M0 2 ModFpqc(X) = ModFpqc(feg; X)), where feg is
the trivial group scheme.
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(6.14) Let X be an H-scheme. By restriction, M = resHG M is an equiv-
ariant (G;OX)-module for an equivariant (H;OX)-module M. Note that
resGN res
H
G M = resHN M = resfegN resHfegM is N -trivial. Let EMN(G;X)
(resp. QchN(G;X)) denote the category of N -trivial equivariant (resp. quasi-
coherent) (G;OX)-modules. Then we have a faithful exact functor resHG :
EM(H;X) ! EMN(G;X). The category of N -trivial G-linearized OX-
modules (resp. quasi-coherent OX-modules) is denoted by LMN(G;X) (resp.
LQN(G;X)). Thus EMN(G;X) is equivalent to LMN(G;X) and QchN(G;X)
is equivalent to LQN(G;X). Similar denitions can be done for the fpqc site.
(6.15) Let X be an H-scheme. Let (M; ) 2 LMN(G;X). Thus M is
an OX-module, and  : aGM ! (p2)GM is a G-linearization, where aG :
GX ! X and (p2)G : GX ! X are the action and the second projection,
respectively.
Note that N acts on GX by  := ( 1X)  ( 1 1) : N GX !
G  X, where  : N ! G is the inclusion. That is, n(g; x) = (ng; x). We
dene q : N GX ! GX by q(n; g; x) = (g; x). Note also that f  1X :
GX ! H X is a principal N -bundle. Thus aGM= (f  1X)aHM and
(p2)

GM = (f  1X)(p2)HM have structures of (N;OGX)-modules. The
N -linearization  of aGM is given by
aGM= P M= qaGM;
where P (n; g; x) = gx. The N -linearization  of (p2)

GM is given similarly.
Lemma 6.16. Let the notation be as above. Then  : aM ! p2M is
a map of N-linearized OGX-modules, where a = aG and p2 = (p2)G. A
similar result holds for the fpqc site.
Proof. Note that in the category of OGGX-modules Mod(GGX),
( 1)aM  //
=

( 1)p2M
= // p23p

2M
(1 a)aM  // (1 a)p2M
= // p23a
M

OO
is commutative. Pulling back this diagram by   1G  1X : N  G X !
GGX, we get a commutative diagram
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 a
 M
GF @A
BC

OO
 = 

// 
 p
 2M

//
 = 
q
p 2
M  = 
(

1

1)
 (


1)
 a
 M

//
 = 
(

1

1)
 (


1)
 p
 2M
 =
// (


1

1)
 p
 23
p 2
M
(

1

1)
 (
1

a
)
a
 M
 = 

// (


1

1)
 (
1

a
)
p 2
M
 = 
 =
// (


1

1)
 p
 23
a
 M
 = OO
(1

a
)
(p
2
) N
M
id
// (
1

a
)
(p
2
) N
M
q
a
 M
BCED 
oo
:
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This shows that  : aM! p2M is a map ofN -linearizedOGX-modules.
Lemma 6.17. resHG : Qch(H;X)! QchN(G;X) and resHG;Fpqc : EMFpqc(H;X)!
EMN;Fpqc(G;X) are equivalences.
Proof. The proof is essentially the same, and we prove the assertion only for
the Zariski site.
It suces to show that rHG : LQ(H;X)! LQN(G;X) is an equivalence.
Let (M; ) 2 LQN(G;X). By Lemma 6.16 and Proposition 5.31 (for the
fpqc topology, use Lemma 5.32), there exists a unique  : (aH)
M! (p2)HM
such that the composite
aM= (f  1)(aH)M  ! (f  1)(p2)HM= p2M
is . By descent, it is easy to verify that  is an H-linearization of M. As
(f1) is a faithful functor, we have that Q : LQN(G;X)! LQ(H;X) given
by Q(M; ) = (M; ) is a functor. It is easy to see that Q is a quasi-inverse
of rHG .
Lemma 6.18. Let F be an S-group scheme, and M its normal subgroup
scheme. Let X be an F -scheme on which M acts trivially. Let F ! S be
a -morphism. Let M 2 LMFpqc(F;X). Then MM is the largest M-trivial
(F;OX)-submodule of M. (?)M : LMFpqc(F;X) ! LMM;Fpqc(F;X) is a left
exact functor.
Proof. By Lemma 5.13, p2; a
 : ModFpqc(X) ! ModFpqc(F  X) are exact
functors, and hence aMM is a submodule of aM, and p2MM is a submod-
ule of pM2 (this discussion without the atness of p2 is possible because we
are working on the fppf site).
We rst prove that the F -linearization  : aM ! p2M maps aMM
into p2MM , where a : F X ! X and p2 : F X ! X are the action and
the second projection, respectively.
It suces to show that the composite
aMM ! aM  ! p2M u ! p2ppM 1   ! p2ppM
is zero, where p :M X ! X is the second projection, and u is the unit of
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adjunction. The diagram
p2M u //
u

p2pp
M 1  //


p2pp
M


( 1)( 1)p2M d // ( 1)p23pM
1  // ( 1)p23pM
is commutative by the naturality of  and [Has2, (1.26)], where p :MX !
X is the trivial action,  : F M ! F is the product, p23 : F M X !
M X is the projection,  is Lipman's theta [Has2, (1.21)] with respect to
the cartesian square
F M X p23 //
1

M X
p

F X p2 // X
;
and d is the canonical isomorphism [Has2, Chpaters 1, 2]. As  : p2pp
M!
(  1)p23pM is an isomorphism by Lemma 5.14 (this is also because we
treat the fpqc site), through the adjoint isomorphism
HomOFX (a
MM ; ( 1)p23pM) = HomOFNX (( 1)aMM ; p23pM);
it suces to show that the composite
( 1)aMM ! ( 1)aM  ! ( 1)p2M d ! p23pM 
 1 1   ! p23pM
is zero.
By the denition of the F -linearization, we have that the diagram
(2) (0  1)aMM d //


(1 a)pMM =1 // (1 a)pMM
d

(0  1)p2M d // p23p2M p23aMM
oo
of OMGX-modules is commutative, where 0 :M F ! F is the product.
Let  : F MX !MF X be the isomorphism given by (f;m; x) =
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(fmf 1; f; x). Applying  to (2), we get the commutative diagram
( 1)aMM  //
d

( 1)p2M
d

(0  1)aMM  //
d

(0  1)p2M
d

(1 a)pMM
=1

p23p

2M
(1 a)pMM d // p23aM

OO
because (0  1) =  1. So the diagram
(3) ( 1)aMM  //
d

( 1)p2M
d

(1F  p)aMM  // (1F  p)p2M
is commutative (note that p23 = 1F  p). On the other hand, by the
denition of F -linearization, the diagram
(4) ( 1)aMM  //
d

( 1)p2M d // p23pM
 1

(1 p)aMM  // (1 p)p2M d // p23pM
is commutative. Combining the commutativity of (3) and (4), we have that
the composite
( 1)aMM  ! ( 1)p2M d ! p23pM 
 1 1   ! p23pM
is zero, as desired.
Next, we want to prove that  1 : p2M! aM maps p2MM into aMM .
This is proved similarly, using the commutativity of
(0  1)p2MM
 1 //
d

(0  1)aM d //
d

(1 a)pM


p23p

2MM
 1 // p23a
M d // (1 a)pM
:
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Thus  : aMM ! p2MM is an isomorphism, and thus MM is an F -
linearized OX-submodule of M. It is M -trivial almost by the denition
of MM . The other assertions are easy.
Lemma 6.19. Let I be a small category, and f : X ! Y be a morphism
of Iop-diagrams of S-schemes. Let jX =  : Fpqc(X) ! Zar(X) be the
canonical morphism of ringed sites. Dene jY in a similar way. Then
1 Lipman's theta  : jX(?)J ! (?)JjX is an isomorphism for any sub-
category J of I.
2 The conjugate  : (jX)RJ ! RJ(jXjJ ) is also an isomorphism.
3 The Lipman's theta  : f  (jY)M ! (jX)f M is an isomorphism
for locally quasi-coherent M.
Proof. 1 is proved similarly to [Has2, (6.25)]. 2 follows from 1. To prove
3, we may assume that f : X ! Y is a map of single schemes. It is easy
to check the assertion for the case that f is an open immersion. So we may
assume that both X = SpecB and Y = SpecA are ane, and M = ~M .
Then it is easy to see that  is the identity map (B
AM)~! (B
AM)~.
Theorem 6.20. Let ' : X ! Y be a G-enriched principal N-bundle.
Then (?)N' : EMFpqc(G;X) ! EMFpqc(H; Y ) is an equivalence, and ' :
EMFpqc(H;Y ) ! EMFpqc(G;X) is its quasi-inverse. Under the equivalence,
QchFpqc(H; Y ) corresponds to QchFpqc(G;X). The unit of adjunction u :
Id! (?)N'' and the counit of adjunction '(?)N' ! Id are given as in
Proposition 5.31.
Proof. ' is a functor from EM(G;X) to EM(G; Y ) (again, we use the com-
mutativity of Lipman's theta. This is known to be true for quasi-coherent
sheaves over small Zariski site only for the case that G is at and f is quasi-
compact quasi-separated, see [Has2, (7.12), (7.14)]). On the other hand, (?)N
is a functor from EM(G; Y ) to EMN(G; Y ) = EM(H; Y ) by Lemma 6.18 and
Lemma 6.17. So (?)N' is a functor from EM(G;X) to EM(H; Y ). Con-
versely,
EM(H; Y )
res ! EMN(G; Y ) '
 ! EM(G;X)
is a functor.
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These two functors are quasi-inverse each other, since u : Id! (?)N''
and " : '(?)N' ! Id given in Lemma 5.32 (the group N here is G there)
are (G;OX)-linear.
The last assertion follows from the last assertion of Lemma 5.32.
Corollary 6.21. Under the same assumption as in the theorem, (?)N' :
Qch(G;X) ! Qch(H; Y ) and ' : Qch(H; Y ) ! Qch(G;X) are quasi-
inverse each other. The unit map and the counit map are given as in Propo-
sition 5.31.
Proof. It is clear that ' : Qch(H; Y ) ! Qch(G;X) is a functor. Consider
the composite of equivalences
Qch(G;X)
j ! QchFpqc(G;X)
(?)N'    ! QchFpqc(H;Y ) j ! Qch(H;Y );
where j = . As in [Has2, (30.3)], (?)N : Mod(G; Y ) ! Mod(Y ) is
(?)[ 1] R. So by Lemma 6.19, the composite is identied with (?)N'jj :
Qch(G;X) = Qch(H; Y ). As jj : Qch(G;X) ! Qch(G;X) is an autoe-
quivalence, (?)N' : Qch(G;X) ! Qch(H; Y ) is an equivalence. The rest is
easy.
Remark 6.22. The statement of Corollary 6.21 is independent of the choice
of , as it is an assertion for the Zariski topology.
7. Equivariant Picard groups and class groups
(7.1) Let f : G ! H be a qfpqc homomorphism of S-group schemes, and
N = Ker f , as above.
Corollary 7.2. Let ' : X ! Y be a G-enriched principal N-bundle. Then
' : Inv(H; Y ) ! Inv(G;X) is an equivalence, and (?)N  ' : Inv(G;X) !
Inv(H; Y ) is its quasi-inverse. Thus we have an isomorphism
' : [M] 7! ['M]
from Pic(H;Y ) to Pic(G;X). Its inverse is given by [N ] 7! [('N )N ].
Proof. This is immediate from Corollary 6.21 and Lemma 5.17.
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(7.3) Now assume that N is at over S. Being a principal N -bundle, f is
also at, and hence is fpqc.
Corollary 7.4. Let ' : X ! Y be a G-enriched principal N-bundle such that
X is locally Krull. Then ' : Ref(H; Y )! Ref(G;X) is an equivalence, and
(?)N' : Ref(G;X)! Ref(H; Y ) is its quasi-inverse. With this equivalence,
Refn(H; Y ) corresponds to Refn(G;X). Thus Ref1(H; Y ) and Ref1(G;X) are
equivalent, and we have an isomorphism
' : [M] 7! ['M]
from Cl(H; Y ) to Cl(G;X). Its inverse is given by [N ] 7! [('N )N ].
Proof. Note that ' is fpqc by Lemma 2.12, as N ! S is fpqc. Now the
assertion follows from Corollary 6.21 and [Has3, (5.32)].
(7.5) Temporarily forget our settings on G, H, and N .
Example 7.6. Let N be an S-group scheme, and H another S-group scheme
acting on N as group automorphisms. We say that X is an H-equivariant N -
scheme whenX is anH-scheme N -scheme such that the action aX : NX !
X is anH-morphism. When we set G := NoH, the semidirect product, then
anH-equivariantN -scheme and aG-scheme is the same thing. We dene: An
H-equivariant N-morphism is a G-morphism. An H-equivariant N -invariant
morphism is a G-morphism which is N -invariant. An H-equivariant principal
N -bundle is a G-enriched principal N -bundle.
Thus our results also apply to equivariant principal bundles.
Example 7.7. Let k be a eld, and N0 a nite etale k-group scheme, and
' : X ! Y a principal N0-bundle. Let k0 be a nite Galois extension of k
such that k0 
 N0 is a constant nite group N . That is, N is a nite group
and k0 
 k[N0] = k0 
 k[N ] as k0-Hopf algebras. We understand that N also
denotes the constant group scheme over k. So k0 
N0 = k0 
N . Note that
the nite group N is identied with the group of k0-valued points of N0,
N0(k
0) = (Sch=k)(Spec k0; N0).
Let H be the Galois group of k0=k. H acts on N0 trivially, and it also acts
on k0
k[N0] = k0
k[N ]. As an algebra automorphism preserves idempotents
and k[N ] is the k-subalgebra generated by the idempotents of k0 
 k[N ], H
acts on k[N ], and so H acts on N . Thus the composite
N  Spec k0 X = N0  Spec k0 X  ! Spec k0 X
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is an action of N on X 0 = Spec k0  X, and the action is H-equivariant,
where (n0; w; x) = (w; n0x). Now it is easy to see that the base change
'0 : X 0 ! Y 0 of ' by Spec k0 ! Spec k is an H-equivariant principal N -
bundle, as a k-morphism. So it is also a G-enriched principal N -bundle,
where G = N o H. Note that the diagram of equivalences is commutative
up to natural isomorphisms
Qch(G;X 0) Qch(N;X)oo
Qch(H; Y 0)
('0)
OO
Qch(Y )
'
OO
oo
:
Thus ('0) does almost the same thing as ', but G and H are constant
groups, and no group scheme appears, while ' is a principal N0-bundle, and
N0 need not be constant.
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