Abstract-The purpose of this paper is to illustrate the issues involved in designing the demodulator portion of a universal receiver for unknown or time-varying channels by means of a specific example. We consider the class of nonselective Rician fading channels with additive white Gaussian noise. The optimal receiver for a Rician channel depends on the parameters of the channel, and the collection of optimal receivers for channels in the class of interest forms an infinite receiver class. We find a finite number of receivers in this receiver class with the property that, regardless of the parameters of the channel in effect, at least one of these receivers provides a symbol error probability that is within a specified deviation from the optimal symbol error probability for the channel. These receivers are then used in parallel to perform a symbol-by-symbol demodulation of the received signal. The receiver output that gives the most reliable reproduction of the transmitted sequence is identified by means of a data verification mechanism. The resulting system is a universal receiver. Methods for data verification are developed in other papers. In this paper, we develop an algorithm for finding the required finite set of receivers. Typical issues, such as the tradeoff between the number of parallel receivers and the allowed deviation from optimality, are discussed.
INTRODUCTION
HIS paper is concerned with the design of a communi-T cation system that will operate well in the presence of nonselective Rician fading and additive white Gaussian noise (AWGN). For a Rician-fading channel, the received signal can have both a specular and a scatter (Rayleigh-faded) signal component. The strengths of these components, together with the noise power spectral density, determine the optimal, or minimum probability of error, receiver. Since these parameters are, in general, unknown or time-varying, it is not possible to design a single receiver that achieves optimal performance over the entire class of Rician fading channels. Our goal is to design a universal receiver that achieves nearly optimal performance over this class of channels (as in [ 2 ] , the term channel refers to the cascade of the transmitter and the physical channel). The concept of a universal receiver for unknown or time-varying channels was introduced in a general setting in [2] and [4] . In this paper, we illustrate the detailed design of the demodulator portion of such a universal receiver for the specific example of nonselective Rician-fading channels. Our implementation approach for a universal receiver is as follows. First find a finite set of receivers with the property that, for any channel in the class of interest, the performance of at least one of these receivers is within a specified deviation of the optimal performance for that channel. This part of the design is called the detection aspect of the universal receiver design. The receivers in this set are then employed in a parallel configuration to demodulate the received signal. The identity of the receiver that is best matched to the channel parameters is not known a priori, and some of the other receivers may perform very poorly for the channel in effect. The problem of choosing the output of the best receiver is termed the data verijication problem, since it consists of determining which receiver is producing an output sequence which is the most reliable reproduction of the transmitted sequence. Data verification techniques that rely primarily on error-control coding are discussed in [2]. In a specific application, it may also be possible to develop additional side information to aid in data verification, and this is discussed for Rician channels in [3] .
The block diagram of the universal receiver is shown in Fig. I . For the purpose of this paper, we assume that the data verification problem can be solved. Our sole concern here is with the detection aspect of the universal receiver design.
The class of Rician-fading channels is modeled as a parametric channel class G in which each channel is identified with an m-tuple that specifies completely the statistical characterization of the channel. If the values of the channel parameters are known, the optimal receiver can be determined. The optimal receiver is characterized by a single parameter, and the receiver class R can be defined as the range of possible values of this parameter. This turns out to be an infinite set. Suppose channel c is in effect, and receiver b is used; that is, c is an m-tuple specifying the true values of the channel parameters for the channel in effect and b is the value of the parameter for the receiver being used. Denote the 009@-6778/94$04.00 0 1994 IEEE error probability in such a situation by PE(c; b). For a given channel c, there is an optimal receiver in R. The corresponding minimum error probability is Pg(c) = minPE(c; b).
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It is desired to attain a performance within a prescribed deviation of this optimal performance, and the allowable deviation from optimality is specified by a degradation function h [2] as follows. For any channel c in the channel class, the error probability attained by the universal receiver should not exceed h[Pj$(c)]. The detection aspect of the design consists of finding a finite number of receivers, denoted by b l , bz, . . . , b N , with the property that at least one of the receivers performs within the specified degradation for any channel in the class of interest. Thus, we require that
The goal is to choose the b, in a systematic manner, and general procedures are given in [2] for accomplishing this. These procedures require certain conditions on the channel class, receiver class, and the degradation function. In some applications, however, the conditions given in [2] do not hold, and specific features of the problem must be exploited in order to design a universal receiver. This is true for the Rician channel class considered in this paper. In fact, one of the points we wish to illustrate by means of this example is that the details of a given application must be considered in the design of a universal receiver; the formulation in [2] provides only general guidelines. Furthermore, the specific nature of the Rician example enables us to explore the tradeoff between the required deviation from optimality and the number of receivers required in the parallel configuration, and it permits consideration of the complexity of implementing a parallel configuration of receivers compared to a single receiver. Such issues cannot be explored in the general setting of [2] .
Even though the performance gain achieved by the universal receiver may not be sufficient to justify is additional complexity for this specific example, the Rician-fading channel is a good choice for illustrative purposes because it provides a channel class for which the universal receiver design can be carried out primarily by analytical techniques. Our primary purpose here, and in [ 3 ] , is to employ a concrete example to explore some of the issues involved in using the concepts of universality and parallelism in the design of communication systems.
The detailed system model is presented in Section 11. The universal receiver design problem is formulated for Rician fading channels in Section 111. In Section IV, an algorithm is given for the universal receiver design. Section V contains some numerical results, together with a discussion of implementation issues. Some concluding remarks are given in Section VI.
SYSTEM MODEL
The signal received over a Rician-fading channel may have one or both of the following signal components: a specular component and a scatter component. We assume the receiver can acquire the phase of the specular component, if it is present, but the phase of the scatter component may change from bit to bit. The phase of the scatter component is modeled as a random variable whose value is not known to the receiver. If there is only a scatter component, the receiver has no phase reference for the received signal, so that it is not possible to use antipodal signaling for channels on which Rayleigh fading of this kind may occur. Thus, it is assumed in this paper that orthogonal signaling (e.g., FSK or DPSK) is used, because such signals are appropriate for noncoherent demodulation.
The signals used are narrowband and of duration T . The signal si, transmitted when the binary symbol i (i = 0; 1) is sent, is given by where zo(t) and z l ( t ) are baseband waveforms satisfying 
E .
It is assumed that 0 and 1 are sent with equal probability.
When symbol i is sent, the received signal is given by
where n ( t ) is white Gaussian noise with two-sided power 
lT lT random variables Lclr Lsl, Leo, LSo are conditionally independent and Gaussian, given that symbol i is sent. If a 1 is sent, the conditional distributions are given by Setting bopt = 0 in (4) yields the noncoherent receiver. If there is no scatter component (P = 0), the minimum probability of error decision.rule is given by Lc1 2% L o .
(6)
The receiver corresponding to this decision rule is called the coherent receiver. Note that (6) can be obtained from (4) by dividing both sides by bopt and letting bopt + 00.
It is useful, at this point, to note some key parameters of interest. The channel is completely specified by the parameters a, 0, and NO, since the dependence on E has already been removed by the normalization E = 1. Implementation of the optimal decision rule requires knowledge of the parameter boptr which, in turn, depends on the channel parameters. Another parameter that is often considered in the literature is y = a/a, which is a measure of the relative strengths of the specular and scatter components of the signal. When there is no specular component, y = 0, and when there is no scatter component, y = 00. Intermediate cases lead to positive real values of y. Finally, we note that the overall signal-to-noise ratio (SNR) is given by (a2 + 2c2)/No.
It has been argued [6] that the noncoherent receiver works fairly well over the entire range of y, so that it can be used as a robust receiver when the system parameters are either variable or unknown. However, our goal is to achieve nearly optimal performance over the range of 7. In particular, for large y, there is a potential gain in performance that can be obtained by a universal receiver. Of course, realizing this potential performance gain requires a solution to the data verification problem, and this is given in [3] . In view of the added complexity, the resulting performance gain (see [31) may not be enough to justify the use of a universal receiver for this specific channel class. However, as noted in the introduction, Rician fading channels are ideal for our purpose of illustrating the idea of a universal receiver using a practical, yet analytically tractable, channel model.
PROBLEM FORMULATION
In this section, we define the channel class to be considered in the universal receiver design, and we then characterize the class of available receivers. For the design, it is necessary to have an expression for the error probability as a function of the receiver and the channel in effect. After supplying this expression, the degradation function is specified. A mathematical formulation of the design problem concludes this section. An algorithm for the design is given in the next section.
The channel class C is defined as
The only knowledge that the system designer has of the channel parameters is the range for noise power spectral density
NO. Note that the requirement in the general formulation [2]
that C be compact is not satisfied. (1 1), it is guaranteed that for any good channel, at least one of these receivers attains an error probability that either does not exceed pmin or stays within a specified degradation of the optimal error probability. An example of a degradation
Turin [6] previously derived an expression for the optimal error probability Pg(c) for a given set of channel parameters c = ( a , p, NO). This error probability is defined by
where b0,,(c) = a/P is the optimal receiver for the channel c (see (4)- (5)). When p > 0, Pg(c) is obtained by setting 6 = 0 and k g = kj = (1 + 2/T1)y2/2 in (9). The constant k4 is independent of b, and depends only on c. While the optimal error probability can also be expressed in terms of known transcendental functions [6], the general expression in (9) is not amenable to such simplification and has to be evaluated by numerical integration. The exception is the special case of the noncoherent receiver ( b = 0), for which the error probability is given by [6]
Unlike (9), this formula is valid for p = 0 also, and the result
the well-known expression for the error probability of the noncoherent receiver on an AWGN channel. We will also need the expression for the error probability PE (c; GG) when the coherent receiver, which uses the decision rule given in (6), is used for a given channel c = ( a , P, NO).
It follows easily from (3) that
where (a(.) is the standard Gaussian distribution function.
When p = 0, the coherent receiver is optimal, and Pj$(c)
is obtained from the expression (10). The performance measure considered here is the symbol error probability at the output of the demodulator. In practice, there is a range of interest for the symbol error probability p ; namely, it is required to achieve p 5 p, , , and there is no interest in achieving symbol error probabilities lower than pmin. The only constraint on pmin is pmi,, > 0, but in practice typical values of pmin might be in the range lo-" to depending on the application. Channels in the given class C for which the optimal error probability exceeds p,, are termed bud channels, and will not be considered in the design. Channels other than these are called good channels, where k > 1 is a design parameter. This function allows a multiplicative degradation of the optimal error probability. However, as seen from (1 l), when the optimal error probability is less than k-lpmin, we are content with attaining an error probability of pmin. Another possibility for a degradation function is
where kmin > 1 and T 2 0 are design constants. Here, too, a multiplicative degradation of the optimal error probability is allowed, but the degradation factor is permitted to depend on the optimal error probability. Specifically, the lower the optimal error probability, the larger the allowed multiplicative degradation. For instance, if kmin = 1.5 and T = 1, then h takes the value 1.5 x 10-1 when the optimal error probability is lo-', and the value 6 x when the optimal error probability is lop6. Note that for T = 0, (13) reduces to (12).
The choice of the degradation function h for a given application depends on how effectively the data verification problem can be solved. If the allowed deviation from optimality is too small, a large number of receivers may be required in the parallel configuration, and it may be difficult to identify reliably the best receiver. In such a situation, it may be better to allow a larger deviation from optimality and use fewer receivers in parallel. The choice of h may also depend on whether feedback is available for adapting the rate of the errorcontrol code to the symbol error probability at the outputs of the parallel receivers. If so, we would try to make the error probability as small as possible for any given channel, and may use a fixed multiplicative degradation as in (1 2). If, on the other hand, the code rate is fixed, a larger relative degradation may be permitted for better channels, and h may be as in (1 3) with T > 0. Both choices of h are considered in the numerical evaluation.
IV. DESIGN ALGORITHM
and these are the channels of interest in the design.
With these considerations in mind, the universal receiver design problem can now be stated as follows~ find a finite number of nonnegative extended real numbers, denoted by b l , . . . , b~, so that, given any c E C for which P$(c) 5 p,,,,
Although the conditions in the general formulation of [2] are not satisfied in the present application, it is useful to start with a result [2, Proposition 21 which can be stated roughly as follows. If the channel and receiver classes are compact, and the performance measure is continuous in the channel and
where h is a degradation function, which for the present application is an increasing, continuous function that satisfies receiver parameters, then the desired universal receiver design can be obtained by partitioning the receiver class. The resulting design procedure is given in [2], and will be referred to in this paper as the general design procedure.
In this section, we develop a specific design algorithm for Rician-fading channels. The need for a specific design algorithm is based on two considerations. First, as noted above, the sufficient conditions required to apply the general design procedure are not satisfied by the class of Ricianfading channels. Second, for Rician-fading channels, it is necessary to consider implementation details that cannot be considered in the general framework in which the general design procedure is stated. In what follows, we first deal with the difficulties that arise because the sufficient conditions of [ 2 ] are not satisfied. Next, we show that the implementation of the algorithm requires the solution of a series of subproblems, we describe and solve a typical subproblem, and we use the solution to obtain the specific design algorithm for Ricianfading channels.
For any receiver b and any subset S of the channel class C , it is said that b is nearly optimal for S if it performs within the specified degradation for all channels in S, that is,
Recall that a channel c is a triple ( a , p, NO), and that a receiver b corresponds to the ratio a/P for some such channel in C. Define, for any receiver b* E R, the set C(b*) of good channels in C for which b* is optimal, that is,
Our approach is to find b l . . . . , bN so that, given any receiver b* E R, at least one of the b, is nearly optimal for all the channels in C(b*). Since any given channel in C has an optimal receiver, this means that one of these N receivers is nearly optimal for any good channel in C , as required by (1 1). Thus, R is partitioned into intervals such that, for each interval in the partition, there is a b, that is nearly optimal for every good channel for which some receiver in the interval is optimal. This is the same idea as in the general design procedure, but for our present application, neither the channel class G nor the receiver class R are compact. The following proposition overcomes the difficulty with dealing with the receiver class if we insist that the coherent receiver is always one of the receivers in the parallel configuration. The proof of this proposition is given in the Appendix.
Proposition 1: There exists bo such that the coherent receiver is nearly optimal for all channels in C(b), 6 E [bo, cxj] , that is, for any such channel c, P(c, 00) 5
Denote by U the smallest such bo. For the purpose of developing the algorithm, any such bo can be chosen as U ; choosing the smallest possible U only enhances the efficiency of the algorithm. The fact that there is indeed a smallest such bo can be shown using the continuity of the bit error probability as a function of the channel and receiver parameters. The coherent receiver is nearly optimal for all good channels for which any receiver in [U, m] is optimal. Thus, in choosing the other receivers, the receiver class can be restricted to the compact interval [0, U ] , and the channel class can be considered to be the set of good channels for which any receiver in [0, U ] is optimal. This channel class is not compact,
because of the range for a and p. However, as a and p become large, the enor probability goes to zero for any receiver in [0, VI. Since the error probability is not required to be less than pmin, a and / 3 can be restricted to lie in a suitably chosen compact set. This enables us to show, using Thus, we can start with bl = 0 and let bi+l = bi+n(b;) until the entire interval [0, U ] has been covered, and it will require at most rU/q1 receivers. These receivers, together with the coherent receiver, satisfy the design criterion (1 1). However, the numbers U and n(bi) must be computed for use in the design. In order to do so, it is necessary to solve a series of subproblems. We first consider a typical subproblem.
Given any two receivers b and b*, it is required to check whether b is nearly optimal for all channels in C(b*), the class of good channels for which b* is optimal. To this end, define 
The corresponding optimal error probability is given by
We now need the following proposition, the proof of which is given in the Appendix. [No,,in, No,max] to obtain A(b, V).
The sign of A(b, 6") determines if the receiver b is nearly optimal for G(b*).
In addition to the preceding development, two conjectures are needed to prove that the algorithm always produces a set of receivers that satisfy (1 1).
Conjecture CI: Suppose b; < b; < 00. If the coherent receiver ( b = m) is nearly optimal for C(ba), then it is nearly optimal for C(b7).
If the receiver b is nearly optimal for C(b;), then b also is nearly optimal for C(bT).
Conjecture C1 is reasonable because the relative strength of the specular component is larger for channels in C(b;) than for channels in C(b;), so that the coherent receiver is better matched to channels in the former class. According to C1, if A(m, ba) 2 0, it is not necessary to check the value of A ( m , b;) at any by E ( b ; , m). Conjecture C2 is reasonable because the relative strength of the scatter component is larger We are now ready to give the specific design algorithm for finding a set of receivers bl , . . . , b~ that satisfy (1 1).
Step I : Set V = min{b* 2 0: A(m, b*) 2 0 for all b* 2 bo}. From C1 and the discussion immediately following Proposition 1, it follows that V = U , and that the coherent receiver is nearly optimal for C(b*) for all b* E [V, m).
Step 2: Set i = 1 and bl = 0 to ensure that the noncoherent receiver is always included in the parallel configuration.
Step 3 Replace i by ( i + 1) and go to Step 3.
Step 5: Set N = i + 1, bN = 00, and stop.
The algorithm gives an explicit statement of the design procedure developed earlier in the section. C2 is needed to ensure that Step 4 is implemented correctly. Both our intuition and numerical results indicate that these conjectures are true, but analytical proofs have not been found. In any case, the algorithm can be used and the final result can be verified independently.
v. NUMERICAL RESULTS AND IMPLEMENTATION ISSUES
For the numerical results the design algorithm is carried out for several choices of the degradation function. The channel class that we consider is of the form (7), and is given by c = {(cy, P, No) I 0 5 a < 30, 0 5 P < 00, 100 5 No 5 1000).
Take p,, = 10-1 and pmin = lop8. The numerical results obtained for various degradation functions of the form in (12) and (13) are presented in Table I . Thus, if NO, min and NO, are scaled by a factor r 2 , then the receivers obtained originally must be scaled by a factor 'r for the same degradation function, provided all the other design parameters are fixed. This is especially relevant if there are changes in the gain in the receiver front end. As long as the same gain can be applied to the receiver parameters bl , . . . . b N , the universal receiver will operate as designed. For instance, suppose that the noise spectral densities are scaled down by a factor of 100, so that
If, in addition, h ( s ) = 22, then we can deduce from Table I (scaling the receiver parameters down by a factor of 10) that V = 4.1, and that the receivers are placed at 0, 1.1 and co. Scaling is important if the values of No are so small that roundoff errors become significant in the implementation of the algorithm. The spectral densities can be scaled up for running the algorithm, and the result can subsequently be scaled back down to obtain the required design.
It is worth noting that the receivers that are placed in parallel have many components in common. Specifically, all the receivers require generation of the correlator outputs L,1, L,1, L,o, and L,o [see Fig. 2 and eqs. (1)- (2)]. The difference between different receivers is in how these correlator outputs are processed [see (S)]. As a result, one need actually implement only the four correlators of Fig. 2 regardless of the number of parallel receivers. The resulting universal receiver is illustrated in Fig. 3 ; which shows the block diagram for a parallel configuration of N receivers with bl = 0 (noncoherent receiver) and h N = cx) (coherent receiver). More generally, we expect that in many applications, receivers that are optimal for different channel conditions differ only in the way they process certain basic statistics, and these statistics can be generated by a single subsystem. Thus, by identifying the common operations for the different receivers, we can avoid duplicating them in the hardware implementation, so that the cost of building a parallel configuration of N receivers may be only marginally more than that of building a single receiver.
VI. CONCLUSION
We have illustrated the detection aspect of a universal receiver design for the class of Rician-fading channels. This class was selected for illustrative purposes only; as is seen in [3] , the gain in performance over the noncoherent receiver is only of the order of 1 dB. In addition to providing a concrete example that supplements the theoretical development in [2], the universal receiver design also illustrates tradeoffs and implementation issues that are expected to be important in other applications as well. However, it is expected that the performance gains achievable with a universal receiver are greater for more complex channel classes. The results of this paper are encouraging in that the universal approach is shown to apply even when the sufficient conditions of [2] do not hold. However, even after expending a significant amount of effort in developing the algorithm for the universal receiver design, it is necessary to rely on heuristics, in the form of conjectures C1 and C2. In fact, simply using an intuitive argument without the benefit of any design algorithm leads us to a good design for Rician fading channels: since the noncoherent receiver gives good performance over the entire range of fading characteristics, and the coherent receiver is nearly optimal when the scatter component is small, placing them in parallel is a good idea. The fact that this is a valid universal receiver design for a degradation function h ( s ) = 4s (see Table I ) simply adds a formal justification for our choice. We believe that in many situations, even when it is not possible to apply analytical methods such as those in [2] or those in this paper, the basic philosophy of employing receivers in parallel is a good approach for channels with unknown or time-varying characteristics. In fact, the channel classes for which we can gain the most from using parallelism are probably those that are less well-defined or more complicated than for the example considered here. In such situations, we expect that heuristic rather than analytical methods will be used to arrive at good choices for the receivers in the parallel configuration.
APPENDIX
We first derive the expression (9) for the error probability when a given receiver b is used for a given channel c = (al p, N O ) , with p > 0. This is followed by the proof of Proposition 3. Following that, two lemmas are proved; one concerns the continuity of the error probability as a function of the channel parameters, and the other is a simple result in real analysis. Finally, the proofs of Propositions 1 and 2, in which these two lemmas are used, are given. Due to the symmetry of the system, the error probabilities of interest equal the conditional error probabilities given that a 1 is sent. Throughout this appendix, therefore, all the relevant distributions and probabilities will be subjected to this conditioning, but for convenience, this is not reflected in the notation.
A.1 Derivation of the Error Probability Expression
left by 62 does not, therefore, change the value of the integral in
As explained earlier, we take E = 1. The analysis closely so that follows that in [6], the difference being that here the receiver +j03-62 b need not be the optimal receiver for the channel c. -303-62 The decision rule (8), corresponding to receiver b, can be written as Making the substitution s = &(.jz -l ) , it is obtained, after substantial simplification, that '-
where k5 = kl/k3 and 6 = ( k ; / k z ) -1. The imaginary part of the integrand is odd and therefore integrates to zero. Using the fact that the real part of the integrand is even, the error probability is easily seen to reduce to the required formula obtained in [6] for the optimal error probability on substituting
In this situation, 6 = 0 (since kz = ka) and
The value of k ,~ is independent of b and hence remains unchanged. Substituting, the following expression is obtained for the optimal error probability:
(A*2)
being sent, the < o. It follows
Since we are implicitly conditioning on a probability is the probability that from (3) that the W i are conditionally independent Gaussian (9). Note that this expression reduces to the in (AS) yields, after some algebra, that
The error probability can be written as 
No(12 + 2b*)
This proves the proposition for b = M. For b < 00, the expression (9) for the error probability is in the form of an integral, and it is not clear upon differentiating with respect to a that the derivative is negative. It is convenient, therefore, to adopt an indirect approach, and consider the expression for the error probability in terms of the random variables W; and D defined by (A.1)-(A.2) proves the required continuity of the error probability.
0
The next lemma is a simple result in real analysis that will be used in the proof of Proposition 2. The proof is very simple, and is included only for lack of a convenient reference. Proof: Suppose zn -+ z. By hypothesis, yn = s(z,) is defined uniquely by ~(z,, y, ) = t, and y = s(z) is defined uniquely by r ( z , y) = t. Let y' be any limit point of (yn).
There is a subsequence yn, -+ y', so that, by the continuity of T , t = limJr(zn,, yn,) = T ( X , y'). Since T ( X , y) = t, this implies that y' = y. Thus, the only limit point of (yn), is y, so that s(zn) = y , --+ y = s(z), which proves the continuity of s. [No,,,,, No,,,,] Since the error probability is decreasing in P, Pa (P, NO , b* ) < pmin for P > omax. Thus, for partitioning the compact receiver space R' = [0, U], attention is restricted to / 3 E [0, pmax].
Since a = pb*, the channel parameters can be specified by / I , b*, and NO, and the following channel class needs to be 
