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Introduzione
La crescente dipendenza delle aziende e degli enti governativi da internet
e dalle infrastrutture di rete come strumento di comunicazione e per
scopi commerciali ha generato una proliferazione di attacchi e abusi
delle reti in tutto il mondo. Le minacce provengono in misura crescente
da fonti diverse: interne, esterne, intenzionali e accidentali. Di fronte
alla sempre maggiore complessità e gravità degli attacchi, le tradizionali
misure di sicurezza si stanno rivelando inadeguate.
Il progetto “Continuous Monitoring”, CoMo [1] è un infrastruttura
aperta “Open Software Plattform” per il monitoraggio passivo del traffico
di rete. Il progetto nasce in un contesto dove si ha scarsa quantità di
dati disponibili per analizzare il sempre crescente dilagare di traffico
“maligno” che minaccia la sicurezza della privacy dei dati e dell’integrità
dei servizi disponibili sulla rete. É stato progettato per essere la base di
un infrastruttura di monitoraggio che permetta ai ricercatori e ai gestori
di rete di calcolare e condividere facilmente statistiche sul traffico su
differenti nodi. Il progetto CoMo è sviluppato, ed è tuttora in sviluppo,
nei laboratori della Intel a Cambridge “Intel Research Cambridge” in
collaborazione con l’Università di Pisa, UPC1 Barcellona e Università
of Massachusetts at Amherst.
1Universitat Politècnica de Catalunya
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Gli sviluppatori di CoMo si sono posti gli obiettivi di un sistema
aperto e flessibile, che permetta qualsiasi tipo di elaborazione sui dati
riguardanti il traffico della rete, che garantisca privacy e sicurezza e che
sia robusto in caso di patterns di traffico anomalo.
Il sistema CoMo è composto da due componenti principali:
• I core processes che controllano il percorso dei dati attraverso il
sistema CoMo: catturano i pacchetti sui link, esportano e memo-
rizzano le informazioni, gestiscono le richieste di elaborazioni e
analisi sui dati, e controllano le risorse.
• I moduli plug-in che sono responsabili delle varie trasformazioni
operate sui dati.
Le analisi sul traffico sono elaborate tramite funzioni callback definite
all’interno dei moduli plug-in ed eseguite all’interno dei core processes :
ad ognuno di questi processi è associato un sottoinsieme di tali funzio-
ni. É importante notare che i core processes sono ignari di cosa elabora
ciascun modulo: forniscono semplicemente i pacchetti ai moduli e svol-
gono funzioni di scheduling, policing e misurazione delle risorse. Sono i
core processes, tramite le funzioni callback dei moduli, responsabili del-
l’utilizzo effettivo delle risorse e possono accedere ad un sottoinsieme
di queste funzioni. Ad ogni funzione callback corrisponde l’utilizzo di
un sottoinsieme delle risorse, quindi un process utilizzerà solo alcune di
esse.
L’utilizzo delle risorse dipende strettamente dal traffico in ingresso.
Sfortunatamente, periodi di elevato carico della rete sono impossibili
da prevedere; inoltre le caratteristiche del traffico che sovraccaricano
il sistema dipendono largamente dai moduli e dai filtri in esecuzione
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in un determinato momento e dalla natura stessa del contenuto dei
pacchetti. Tali sovraccarichi non danneggiano semplicemente le attività
del processo principali, ma anche quelle dei singoli moduli.
Per monitorare le risorse utilizzate dai moduli è stato definito un
insieme di regole:
• I moduli possono essere avviati e fermati in ogni momento. Que-
sti vengono classificati in base al consumo di risorse e gestiti di
conseguenza, considerando il fatto che la maggioranza di essi non
deve soddisfare requisiti real time.
• I moduli hanno accesso ad un insieme limitato di system call. Non
possono allocare memoria dinamicamente e non hanno accesso di-
retto alle periferiche di I/O. Questo ci permette di mantenere il
controllo dell’utilizzo delle risorse all’interno del processo princi-
pale e rende, nello stesso tempo, più semplice il codice sorgente di
un modulo.
• I moduli non comunicano tra di loro. Sono indipendenti, non con-
dividono nessuna informazioni con altri moduli, semplificando la
gestione delle risorse malgrado l’introduzione delle ridondanze:
stesse elaborazioni tra moduli differenti.
La decisone su come avviare o fermare un modulo dipende dal suo
consumo delle risorse e dalla rilevanza dei calcoli che esegue.
Come descritto precedentemente, prevedere l’utilizzo delle risorse è
pressochè impossibile dato i diversi fattori che lo influenzano. Quin-
di non rimane altra scelta che misurare accuratamente l’utilizzo delle
risorse e reagire in tempo a situazione di sovraccarico.
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Lo scopo di questa tesi è quello di fornire un’infrastruttura di accoun-
ting continuo delle risorse in termini di cicli di macchina (CPU cycles),
consumo di memoria, e transfer rate verso il disco. Il lavoro svolto pre-
vede l’implementazione di strutture dati e funzioni appropriate per il
monitoraggio delle risorse, di un protocollo di comunicazione tra i vari
processi costituenti l’architettura CoMo e un meccanismo personaliz-
zabile dall’utente per fornire le informazioni necessarie ad un’attenta
analisi di utilizzo delle risorse al fine di poter definire una politica fair-
ness nell’accesso ad esse. Questa politica dovrebbe essere in grado di
prevenire gli attacchi di tipo Denial of Services e un uso eccessivo delle
risorse che porterebbe ad una saturazione dell’intero sistema.
Nel Capitolo 1 verrà illustrata l’architettura del sistema CoMo, le
scelte progettuali finalizzate a soddisfare i requisiti, gli obiettivi e la
sicurezza.
Nel Capitolo 2 si introdurranno le tecniche di accounting delle risor-
se, la descrizione dei problemi affrontati, e l’illustrazone ad alto livello
del meccanismo implementato
Nel Capitolo 3 verrà descritta in dettaglio l’implementazione del si-
stema di accounting delle risorse, illustrando le strutture dati coinvol-
te nel funzionamento, per poi arrivare ai dettagli implementativi del
meccanismo.
Il Capitolo 4 illustrerà le conclusioni, gli obiettivi raggiunti, le otti-
mizzazioni apportabili e gli sviluppi futuri.
Capitolo 1
Architettura CoMo
In questo capitolo viene presentata una descrizione ad alto livello del-
l’architettura CoMo (vedi sez. 1.1) proseguendo con la descrizione dei
processi che lo compongono (vedi sez. 1.2), dei moduli plug-in (vedi
sez. 1.3), del meccanismo di query (vedi sez. 1.4) e della sicurezza del-
l’infrastruttura (vedi sez. 1.5). In questa esposizione si evidenzieranno
le esigenze e le scelte che hanno portato alla necessità di implementare
un sistema per l’accounting delle risorse.
1.1 Descrizione dell’architettura
Il sistema è composto da due componenti principali:
• I “core processes” che controllano il percorso dei dati attraverso il
sistema CoMo, includendo la cattura dei pacchetti, l’esportazio-
ne, la memorizzazione, la gestione delle query e il controllo delle
risorse.
• I moduli plug-in che sono responsabili delle varie trasformazioni
operate sui dati.
1
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Figura 1.1: Flusso dei dati nel sistema CoMo
Il flusso di dati attraverso il sistema CoMo è illustrato dalla Figu-
ra 1.1.
I box verdi indicano i moduli plug-in mentre quelli bianchi con testa
blu rappresentano i core processes. Da una parte il CoMo colleziona
pacchetti o sottoinsiemi di pacchetti dal link monitorato facendoli pro-
cessare in sequenza dai core processes e memorizzandoli su Hard Disk ;
dall’altro lato i dati vengono presi da Hard Disk su richieste degli uten-
ti formulate come query indirizzate al sistema CoMo. Prima di essere
disponibili agli utenti, i vari moduli eseguono sui dati un elaborazione
aggiuntiva, propria di ogni modulo. I core processes sono responsabili
della gestione delle operazioni comuni a tutti i moduli, come ad esempio
la cattura dei pacchetti, il filtraggio, e la memorizzazione. Inoltre i core
processes si occupano di gestire:
• Le risorse (decidere quali moduli plug-in caricare e eseguire.
• Le politiche d’accesso, cioè i privilegi dei moduli.
• Le query on demand, per schedularle e rispondere agli utenti.
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• Le eccezioni riguardanti le anomalie sul traffico e le possibili de-
gradazioni delle performance del sistema.
In ingresso i moduli prendono i dati e in uscita restituiscono metriche
sul traffico definite dall’utente o statistiche sui dati processati. Una delle
sfide è mantenere la struttura dei moduli molto semplice: tutte le fun-
zioni complesse sono implementate all’interno dei core processes. Questa
precisa divisione del lavoro ci permette di ottimizzare i core component1
mentre i moduli possono essere implementati indipendentemente dagli
utenti del sistema.
1.2 Core processes
I core processes sono responsabili delle operazioni di spostamento dei
dati. Spostare i dati all’interno di Computers è molto costoso e limitato
dalla memoria, dal bus, e dalla banda del disco; quindi per garantire un
uso efficente delle risorse conviene mantenere un controllo centralizzato
sul percorso dei dati. Tuttavia uno degli obiettivi di questa architettura
è di permettere lo sviluppo del CoMo come un cluster da utilizzare su
sistemi hardware dedicati per nodi di monitoragio ad alte prestazioni.
Le comunicazioni tra i core processes sono governate da un sistema
di scambi di messaggi unidirezionali. In un singolo sistema, un nodo
CoMo utilizza memoria condivisa e socket Unix 2 come canali di comu-
nicazione (figura 1.2). L’uso dei processi invece dei thread è giustificato
dalla necessità di un’alta portabilità del software su differenti sistemi
operativi.
1Il codice del CoMo è Open Source e lo scopo è quello di far nascere una comunità di
sviluppatori intorno ai core processes
2Unix è un sistema operativo portabile per computer inizialmente sviluppato da un gruppo di
ricerca dei laboratori AT&T e Bell Labs
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Figura 1.2: Comunicazione tra processi nel sistema CoMo
Ci sono due linee guida che hanno condotto all’assegnamento delle
funzionalità tra i vari processi:
• Le funzionalità con stretti requisiti real-time, come ad esempio il
packet capture o l’accesso al disco, sono confinati all’interno di
un singolo processo, capture e storage rispettivamente. L’assegna-
mento delle risorse a questi processi deve tenere di conto dei worst
case. Gli altri processi invece operano in modo best-effort (query
e supervisor), o con requisiti temporali meno stringenti (export).
• Ogni periferica hardware è assegnata ad ogni singolo processo: ad
esempio il processo capture è responsabile degli sniffer mentre lo
storage controlla il disco fisso.
Un’altra caratteristica importante di questa architettura è il disac-
coppiamento tra operazioni real-time e operazioni utente. Questa sepa-
razione ci permette di controllare più efficentemente le risorse nel CoMo
ed evitare che un improvviso aumento di traffico blocchi il query pro-
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cessing o viceversa che un inaspettato burst di richieste non permetta
la cattura real-time dei pacchetti.
I cinque processi principali che compongono il core di CoMo sono:
• Il processo Capture è responsabile della cattura, del filtraggio e del
campionamento dei pacchetti e mantiene l’informazione di stato
dei moduli.
• Il processo Export permette analisi a lungo termine sul traffico e
fornisce l’accesso a informazioni di rete aggiuntive.
• Il processo Storage schedula e gestisce gli accessi al disco.
• Il processo Query riceve le richieste utente, le applica sul traffico
(o legge le elaborazioni pre-compilati) e ritorna i risultati.
• Il processo Supervisor è responsabile di gestire le eccezioni e di
decidere quando caricare, avviare o fermare i moduli plug-in a
seconda delle risorse disponibili o in base alle politiche di accesso.
1.2.1 Il processo Capture
Il processo capture riceve pacchetti da una scheda di rete 3. I pacchetti
passanno attraverso i filtri che identificano quali moduli sono interessati
a processarli; poi il processo Capture comunica con i moduli per fargli
elaborare i pacchetti in modo da aggiornare le loro strutture dati (figu-
ra 1.3). Da notare che queste strutture dati sono gestite dal processo
Capture allo scopo di rendere i moduli semplici.
Periodicamente la capture controlla le strutture aggiornate dai mo-
duli e manda il loro contenuto al processo export, dopodichè le strutture
3Le network card possono essere le standard NIC, Network Interface Card, accedute attraverso
il Berkley Packet Filter, oppure hardware dedicato come le schede Endace DAG [9].
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Figura 1.3: Processo Capture
dati sono di nuovo pronte per essere elaborate dai moduli. In questo
modo si disaccoppiano i requisiti real-time della capture, che tratta con
l’arrivo dei pachetti sulla rete, dalle altre operazioni utente e dallo stora-
ge. Il periodico flush delle strutture dati permette alla capture di mante-
nere informazioni limitate sullo stato e cosi ridurre i costi di inserimento,
aggiornamento e cancellazione dei dati provenienti dai moduli.
1.2.2 Il processo Export
Il processo export imita il comportamento della capture con la differenza
che la export gestisce le informazioni di stato dei moduli pittusto che i
pacchetti in arrivo. Il processo export comunica quindi con i moduli per
decidere come gestire le loro informazioni di stato (figura 1.4).
Un modulo può richiedere all’export di memorizzare i dati o di man-
tenere informazioni aggiuntive a lungo termine; infatti, al contrario della
capture, l’export non fa il flush periodico dei dati, ma necessita di essere
istruito dai moduli su come liberarsene.
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Figura 1.4: Processo Export
1.2.3 Il processo Storage
Il processo storage si occupa di memorizzare i dati dell’export su disco
(figura 1.5). É ignaro del contentuo dei dati e li tratta indistintamente,
può quindi focalizzarsi su un’appropriata politica di scheduling degli
accessi al disco e sulla gestione dello spazio su disco.
Figura 1.5: Processo Storage
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Il processo storage è in grado di gestire solo due tipologie di richieste:
1. Richieste di memorizzazione da parte di export.
2. Richieste di prelevamento dati da parte di query-ondemand.
1.2.4 Il processo Query
Il processo query gestisce le richieste utente, e nel caso quest’ultimo sia
autorizzato, preleva i dati dal disco tramite lo storage e restituisce i
risultati (figura 1.6).
Figura 1.6: Processo Query
Se i dati richiesti non sono disponibili su disco il processo Query può
• Eseguire le analisi sulla traccia dei pacchetti precedentemente me-
morizzata (se la richiesta si riferiva ad un periodo nel passato).
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• Richiedere l’inizializzazione di un nuovo modulo al supervisor per
effettuare l’elaborazione sul flusso di pacchetti in arrivo.
1.2.5 Il processo Supervisor
Il processo supervisor controlla gli altri processi, ne gestisce le eccezioni
e decide quali moduli possono essere caricati in base alle risorse disponi-
bili, alle priorità e alle politiche di accesso. Il supervisor comunica con
tutti gli altri processi per condividere le informazioni riguardo lo stato
globale del sistema.
Per ulteriori dettagli progettuali sul sistema CoMo si rimanda a [2]
e [4]
1.3 Moduli plug-in
Le analisi sul traffico e le statistiche vengono elaborate tramite un in-
sieme di moduli plug-in. I moduli posso essere visti come una coppia
filtro - funzione, dove il filtro specifica su quali pacchetti la funzione
dovrà essere eseguita. Per esempio, se la metrica sul traffico è “calcola il
numero di pacchetti destinati alla porta 80”, allora il filtro verrà settato
per catturare solo i pacchetti la cui destinazione è la porta 80, mentre la
funzione non farà altro che incrementare un contatore per ogni pacchet-
to. É importante notare che non tutti i moduli elaborano statistiche, ma
possono anche semplicemente trasformare il traffico in ingresso (come
ad esempio un insieme di pacchetti) in un record di flusso.
I core processes sono responsabili di avviare i filtri sui pacchetti e
comunicare con i moduli utilizzando un insieme di funzioni callback.
Al momento ci sono diversi insiemi di tali funzioni, uno per ognuno
dei core processes. Tornando all’esempio precedente, il processo captu-
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re utilizzerà la callback “update” per far sì che il modulo incrementi il
contatore; poi l’export utilizzerà una diversa callback chiamata “store”
per memorizzare il valore del contatore su disco. La export potrebbe
utilizzare anche un’altra callback per permettere al modulo di applicare
un filtro passa-basso sul contatore. Il processo query si servirà di un’ul-
teriore callback “ load ” per prelevare il valore del contatore da disco. É
importante osservare che i core processes sono ignari dei dati che ogni
modulo elabora; essi forniscono solamente i pacchetti ai moduli e si oc-
cupano delle operazioni di schedulazione, della politica degli accessi e
della gestione delle risorse.
1.4 Classificazione delle richieste
Il query engine è la porta del CoMo per comunicare con il resto del
mondo. La funzione principale delle richieste è quella di ricevere dati
dal CoMo. La tipologia di tali dati può variare significativamente da
sequenze grezze di pacchetti a statistiche aggregate sul traffico.
L’elaborazione di una richiesta può essere divisa in tre passi:
1. Validare e autorizzare la richiesta e la sua origine.
2. Trovare e/o elaborare i dati.
3. Rispondere al richiedente con i risultati.
La quantità di dati memorizzati su un sistema CoMo può essere
molto grande, così è preferibile ridurre l’ammontare di elaborazioni ne-
cessarie per rispondere a una richiesta. Infatti lo scopo principale dei
moduli CoMo è quello di precompilare i dati per minimizzare il costo di
elaborazione. Nel CoMo si possono identificare tre tipi di richiesta:
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Static query: definita nel file di configurazione del sistema insieme con
il relativo modulo. Questo tipo di richiesta sarà nella forma:
‘send-to <IP address>:<port>’
e appena il modulo avrà elaborato l’analisi sul flusso di dati questi
ultimi verranno spediti immediatamente all’indirizzo IP specifica-
to. É chiaro che questo tipo di richieste non necessita di alcun
esplicito supporto da parte del query engine.
On-Demand query: specificano esplicitamente il relativo modulo.
Questo può avvenire in due modi: indicando il nome del modulo
nella query stessa oppure inviando direttamente il codice sorgen-
te del modulo. CoMo mira a definire un linguaggio C-like per
i moduli plug-in adattando soluzioni già esistenti proposte nella
letteratura [5, 6].
La query dovrà poi indicare il packet filter da applicare al flusso di
pacchetti e la finestra temporale di interesse. La risposta consiste
nell’output del modulo. Alla ricezione di questa query, il sistema
CoMo deve autenticare sia il modulo che il richiedente, e poi ac-
certarsi che lo stesso modulo non sia già stato installato. Se tale
modulo era già in esecuzione nella finestra temporale richiesta,
allora la query viene convertita in una static query ; altrimenti il
modulo dovrà essere caricato ed eseguito sulla traccia di pacchetti
memorizzati4, con conseguenze sicuramente negative sul tempo di
risposta.
4In ogni sistema CoMo si suppone di mantenere una traccia di pachetti ad ogni istante, in questo
modo si potranno effettuare query su periodi nel passato. La durata del packet trace dipenderà
dallo spazio disponibile su disco e dalla velocità del link
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Ad-hoc query: questa categoria non ha un modulo definito esplicita-
mente. Le richieste sono scritte in uno specifico linguaggio e il
codice dei moduli è generato on the fly. Il difetto di un simile ap-
proccio è che non può sfruttare i moduli esistenti che stanno già
eseguendo elaborazioni sul flusso di pacchetti. In alternativa tutti
i moduli, compresi quelli personalizzabili, potrebbero specificare
le elaborazioni che stanno eseguendo in modo da confrontare la
query ricevuta con quelle dei moduli in esecuzione. Trovato un
modulo che elabora un super-set della risposta alla richiesta in
esame se ne sfrutterà l’elaborazione. Chiaramente questo meto-
do non può essere applicato se non si è in grado di formulare la
propria richiesta usando un linguaggio di query altrimenti l’utente
non ha altra scelta che scriversi un suo modulo e usare l’approccio
query on demand.
Una delle sfide del sistema è quella di gestire le richieste sia in
termini di risorse che di trasferimento dati, in quanto l’elaborazio-
ne di una query non dovrebbe diminuire la capacità del sistema
di catturare pacchetti senza perdite. Inoltre il sistema deve tener
conto della priorità delle query e di tutti gli altri moduli che stan-
no pre-elaborando dati per le query future, infatti alcune richieste
possono essere urgenti e potrebbe essere necessario non ritardarne
l’elaborazione.
Un’ulteriore sfida è quella di progettare un sistema di gestione
delle query che minimizzi i costi di ricerca e di esportazione in
un contesto distribuito consentendo così una collaborazione intel-
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ligente di più sistemi CoMo in una stessa rete: in questo modo la
risposta ad una particolare richiesta potrebbe essere fornita dalla
loro cooperazione, oppure da quello tra essi identificato come il
più adatto per elaborarla.
1.5 Sicurezza dell’infrastruttura
Un aspetto rilevante di un sistema che fornisce un servizio di
monitoraggio aperto consiste in una accurata definizione delle po-
litiche di accesso e nella salvaguardia della privacy degli utenti di
rete. Una politica statica applicata ai sistemi non è adatta per
un così elevato numero di utilizzi diversi. Ad esempio, il gestore
del link monitorato potrebbe avere accesso completo al traffico,
compresi i payload dei pacchetti, mentre agli atri utenti potrebbe
esser permesso solamente l’accesso ai packet headers o addirittura
solo ad una loro versione anonima. Inoltre alcune query potrebbe-
ro essere concesse solo ad un sottoinsieme di utenti per evitare un
continuo overload del sistema. La politica di accesso deve defini-
re quali moduli inserire nel sistema, quali utenti possono inserire
moduli, quali utenti possono eseguire query al sistema e di che
tipo.
1.5.1 Politiche di accesso
Gli unici punti di accesso al sistema per gli utenti sono: l’inter-
faccia dei moduli plug-in, dove si aggiungono nuovi moduli e l’in-
terfaccia di query. Dato che una query non fa altro che caricare
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un particolare modulo nel sistema, in questa sede approfondiremo
soltanto l’aspetto del load dei plug-in
I moduli sono descritti dalle due componenti filtro:funzione alle
quali è possibile assegnare un livello d’accesso che indica la priori-
tà alla quale il modulo deve essere eseguito. Un filtro che analizza
l’header anonimo di pacchetti avrà il livello di accesso più bas-
so, mentre un filtro che desidera accedere alle trame in chiaro dei
pacchetti avrà un più alto livello di accesso. L’assegnamento dei
livelli di accesso per le funzioni dei moduli è un problema com-
plesso perchè richiede la conoscenza di ciò che il modulo elabora
e memorizza su disco. La soluzione che si adotta è quella di per-
mettere qualsiasi calcolo alla funzione e di applicare la politica di
sicurezza ai filtri [7]. Ad esempio NLANR 5 fornisce solo la trac-
cia di header anonimi ma non impone nessuna condizione su ciò
che l’utente ci può fare. Sfortunatamente questo approccio non è
adatto per il rilevamento di un worm che invece necessita dell’i-
spezione di tutto il flusso anche se le informazioni di stato al suo
interno avrebbero poca rilevanza e necessiterebbero quindi di un
basso livello di accesso. L’approccio seguito da CoMo è quello di
caricare nel sistema moduli firmati (signed), ovvero, per i quali lo
sviluppatore può essere autenticato in modo da far ereditare alla
funzione il suo livello di privilegi.
I diritti di acceso degli utenti, inizialmente, dipenderanno esclusi-
vamente dalla configurazione di CoMo:
1. sistema ad accesso pubblico: permetterà a qualsiasi utente di
5National Laboratory for Applied Network Research
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caricare i moduli e interrogare il sistema.
2. sistema ad accesso ristretto: permetterà il caricamento di
moduli solo ad un sottoinsieme di utenti, mentre agli altri
sarà permesso di eseguire query su moduli in esecuzione.
3. sistema ad accesso privato: solo un sottoinsieme di utenti
può caricare moduli e interrogare il sistema.
In futuro l’obiettivo sarà quello di fornire a ciascun utente il pro-
prio livello di accesso che permetterà di decidere se una coppia
filtro:funzione gli è permessa oppure no.
1.5.2 Attacchi all’infrastruttura
Fino ad ora abbiamo preso in considerazione solo la sicurezza del-
le informazioni, di seguito verranno esposti i possibili attacchi
all’infrastruttura di monitoraggio.
1.5.2.1 Attacchi di tipo Denial of Service
Gli attachi di tipo Denial of Service possono avvenire nella for-
ma di un modulo che fa uso sproporzionato delle risorse o che
corrompe i dati degli altri moduli. La prima forma di attacco si
può isolare tramite il gestore delle risorse e l’uso di una black list
per impedire che un modulo venga di nuovo eseguito nel sistema.
Anche l’utilizzo della firma dei moduli può servire ad evitare que-
sti tipi di attacchi e a scoprire le reali intenzioni di un modulo.
Nonostate l’implementazione di queste soluzioni un modulo legale
può arrivare a consumare molte risorse in seguito a determinati
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patterns d’ingresso; questo problema viene gestito con un mecca-
nismo generico di controllo delle risorse, lo scopo di questa tesi.
Difendersi dalla corruzione dei dati, la seconda forma di attacco, è
invece più difficile. Una prima immediata soluzione è quella di iso-
lare i moduli in memoria facendoli girare come processi separati,
un’alternativa è spostare alcune funzionalità del CoMo nel Kernel
del sistema operativo. Questo introduce Overhead nel sistema ma
garantisce che due moduli non interferiscano tra loro.
1.5.2.2 Attacchi alle politiche di accesso
La classe degli attacchi alle politiche di accesso include gli attac-
chi ai privilegi utente o al livello d’accesso di un filtro o di una
funzione. Per esempio si può prevedere un attacco sullo schema
di anonimizzazione dei pacchetti che permetterebbe ad un utente
con bassi privilegi di eseguire un filtro con alto livello di accesso.
Un attacco a questo schema potrebbe consistere nell’inviare pac-
chetti creati ad hoc al sistema e usare un modulo che cattura la
versione anonima dei pacchetti in maniera da infrangere lo schema
di anonimizzazione. [8]
Capitolo 2
Accounting delle risorse
Nel capitolo 1 è stata presentata una panoramica dell’architettura del-
l’intero sistema CoMo, descrivendo i processi principali che la compon-
gono e il loro funzionamento, l’interazione dell’applicazione con il mondo
esterno tramite il meccanismo dei moduli plug-in e delle queries ed infine
gli aspetti di sicurezza riguardanti sia i dati trattati che l’infrastruttura
stessa.
Questo capitolo sarà suddiviso in due sezioni principali: la prima si
occuperà della descrizione approfondita dei Probe (vedi sez. 2.1), la
seconda descriverà l’infrastruttura sviluppata per attuare la politica di
Resource Management (vedi sez. 2.2).
Nella prima parte verranno descritte le tecniche e le strutture dati
che il sistema CoMo utilizza sia per la gestione della memoria (vedi sez.
2.1.1), che per la gestione del disco (vedi sez. 2.1.2). Verranno poi
illustrate le modalità di misurazione dei valori di consumo delle risorse:
CPU Probe (vedi sez. 2.1.3), Memory Probe (vedi sez. 2.1.4) e HD
Probe (vedi sez. 2.1.5)
Nella seconda parte verranno illustrati: gli obiettivi dell’infrastrut-
tura di gestione delle risorse (vedi sez. 2.2.1), la gestione delle richieste
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dati sullo stato delle risorse da parte del supervisor (vedi sez. 2.2.2), le
funzioni a supporto per la manipolazione delle strutture dati di accoun-
ting (vedi sez. 2.2.3), la gestione delle richieste dei valori di accounting
da parte di utenti (vedi sez. 2.2.4) e infine le configurazioni possibili
sull’infrastruttura (vedi sez. 2.2.5).
2.1 Probing delle risorse
Per la gestione delle risorse utilizzate da un programma siamo partiti
prima di tutto da una fase di identificazione delle grandezze significa-
tive di interesse seguita poi dalla definizione del tipo di misurazioni da
attuare su di esse.
Il programma CoMo, come già evidenziato in precedenza, permette
agli utenti di progettare dei moduli esterni in grado di inserirsi nell’ap-
plicazione per eseguire i calcoli, le statistiche ed altre elaborazioni che
li interessano.
Tali moduli andranno quindi a consumare le risorse della macchina
è più in particolare CPU, memoria e Hard Disk. Nel funzionamento
dell’applicazione la gestione di tali risorse è necessaria per impedire
che le prestazioni degradino e vadano compromesse funzioni critiche
come la cattura dei pacchetti dal link monitorato, la memorizzazione e
il recupero dei dati su disco.
Prima di definire la tipologia delle informazioni da dover mantenere
e aggiornare per una possibile resource management esaminiamo più in
dettaglio come l’applicazione CoMo gestisce l’utilizzo della memoria e
del disco fisso.
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2.1.1 Utilizzo della memoria
In CoMo il memory allocator gestisce blocchi (chunks) di memoria
di grandezza variabile contenenti una porzione di dati utente. Questi
blocchi di memoria vengono organizzati in liste contenenti tipicamente
blocchi della stessa grandezza; le liste a loro volta sono raggruppate in
una sequenza contenuta all’interno di entità chiamate map. Ogni map
contiene inoltre una serie speciale di blocchi (a), anche di grandezze
differenti, che non sono stati catalogati all’interno delle altre liste.
Figura 2.1: Una map
Tra le map ne esiste una particolare che non risiede nel segmento di
memoria condivisa e che può venire riallocata nel caso non abbia più
slot disponibili per organizzare nuovi blocchi; le altre map, in questo
caso, non potranno fare altro che organizzare tutti i nuovi blocchi nella
apposita lista menzionata sopra.
Nell’allocatore di memoria è previsto un meccanismo di controllo per
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verificare la correttezza di un blocco in esame che si basa sull’asserimen-
to che il suo indirizzo sia entro i limiti permessi e sul fatto che ad un
blocco possano essere associati solo due codici speciali identificativi del
suo stato.
Figura 2.2: Struttura di Chunk
La memoria appartiene tutta alle maps le quali la distribuiscono ai
processi che ne fanno richiesta. Le funzionalità fornite dal memory allo-
cator comprendono l’allocazione e la liberazione di blocchi di memoria,
il passaggio o fusione di blocchi tra liste diverse e la creazione di una
nuova lista di chunks. La liberazione o free non è una vera e propria
deallocazione: la porzione di memoria rimane allocata nella mappa, solo
che risulterà di nuovo disponibile in caso di una successiva richiesta.
I processi che ricorrono all’allocatore di memoria sono due: il capture
e l’export. Il primo si occupa principalmente di allocarla e di riempire la
parte dati di ciascun modulo con le informazioni sul flusso dei pacchetti
prelevati dal link monitorato; il secondo si occupa invece di liberare i
blocchi memoria relativi a dati ormai memorizzati su disco fisso e di
avvertire il capture delle operazioni da lui effettuate.
2.1.2 Gestione degli accessi a disco
Tale compito è demandato al processo storage che si occupa di man-
tenere le informazioni memorizzate su disco mantenendo trasparenti le
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operazioni di caricamento e scaricamento di dati per tutti gli altri pro-
cessi. Le informazioni vengono viste come entità chiamate bytestream,
la cui rappresentazione interna rimane opaca al client che ne deve fa-
re uso. In realtà il bytestream è implementato tramite una directory
contenente più files i cui nomi risultano essere l’offset all’interno del
bytestream stesso.
I vari client faranno quindi richiesta in lettura o scrittura di un
determinato offset e riceveranno una regione di memoria nella quale la
parte di informazioni che interessa loro è stata mappata.
Il processo storage è implementato tramite un’interfaccia client per
i processi del sistema CoMo che necessitano di accedere ai files, e tra-
mite un server core che si occupa di gestire le richieste di accesso ai dati.
Dopo questa breve descrizione di come CoMo gestisce la memoria e il
disco fisso passeremo in rassegna i vari aspetti delle tecniche di probing
da noi progettate, presentandone e motivandone le caratteristiche, le
scelte implementative e le difficoltà incontrate nel metterle in atto.
2.1.3 Cpu probing
La misurazione del tempo di CPU utilizzato da un modulo è uno dei tre
parametri presi in considerazione per cominciare una loro classificazione
in base al consumo di risorse.
I moduli occupano la CPU in due punti particolari:
• All’interno del capture quando dal link monitorato il loro filtro
interno seleziona i pacchetti.
• All’interno dell’export quando viene esaminata la lista di dati for-
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nita dal capture e quando viene invocato il salvataggio degli stessi
su disco fisso.
Visti gli stretti requisiti temporali, soprattutto nel processo capture,
ci siamo affidati al linguaggio assembler per misurare i tempi di utilizzo
della CPU nel sistema CoMo; le normali ma comunque molto esaustive
funzioni fornite dal linguaggio C sono risultate poco adatte in quanto
non veloci quanto il sistema richieda.
La soluzione adottata esegue direttamente la lettura del registro a
64 bit interno ai processori Intel utilizzato con la funzionalità di un
contatore di cicli di clock.
Nell’eseguire tale misurazione entrano in gioco problemi di sincro-
nizzazione dovuti all’esecuzione «Out of Order » delle istruzioni che
potrebbero portare a una lettura errata. L’esecuzione «Out of Order »
è una funzionalità che è stata introdotta dai tempi del PentiumPro: le
istruzioni non vengono eseguite necessariamente nell’ordine in cui sono
state concepite nel codice. La soluzione a questo problema è di forzare
una serializzazione delle istruzioni giusto prima di eseguire la misura,
ossia impedire al programma di continuare finchè tutte le precedenti
operazioni non siano state completate.
Esistono comunque altre problematiche nel dover misurare il tempo
di CPU necessario ad esguire porzioni di codice:
• Il caricamento in cache delle istruzioni: esecuzioni successive dello
stesso codice occuperanno meno tempo;
• La modifica dei registri interni del microprocessore: la lettura del
contatore interno alla CPU non deve influenzare la parte di codice
che le sta intorno;
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• La possibilità di raggiungere l’overflow del contatore interno: di-
venta un aspetto da tenere di conto data la sempre più elevata
velocità dei nuovi microprocessori.
Una volta trovato un modo per misurare i tempi di CPU consu-
mati dai vari moduli durante le loro operazioni nei processi capture e
export, va ora implementata una possibile struttura dati e le relative fun-
zioni per valutare parametri significativi ad una gestione delle risorse.
Piuttosto che dare importanza ad ogni singola misura abbiamo prefe-
rito raggruppare più letture a seconda del loro valore: in questo modo
pensavamo di ottenere una struttura più compatta per mantenere le
informazioni in previdenza delle operazioni da dover eseguire.
Assume particolare rilevanza il calcolo del tempo medio di utilizzo
della CPU da parte di un modulo: esiste la possibilità che i processi
vadano in preemption falsando dunque l’attendibilità di una media cal-
colata su tutte le misure effettuate. Una possibile soluzione consiste
nel considerare solo un tot di misurazioni che non eccedono da letture
ritenute troppo alte e quindi indici di un’avvenuta preemption.
Osservando sperimentalmente varie esecuzioni del codice abbiamo
notato l’andamento delle misure essere del tipo raffigurato in figura 2.3.
Si può vedere che misurazioni con valori eccessivi appaiono sempre
con meno frequenza mentre la stragrande maggioranza delle letture si
assesta nelle vicinanze del picco, presumibilmente il valore più vicino ad
una stima della media del tempo di esecuzione della porzione di codice
in esame.
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Figura 2.3: Andamento sperimentale delle misure
2.1.4 Memory probing
Data l’esistenza di un gestore della memoria all’interno del sistema Co-
Mo, è su di esso che ci siamo dovuti appoggiare per effettuare una
stima dei parametri necessari all’attuazione di una politica di resource
management.
Il modo per venire a conoscenza e quindi misurare ogni movimen-
to di blocchi di memoria da moduli al gestore e viceversa è quello
di monitorare le varie chiamate fatte dai core processes per conto dei
moduli.
Una delle problematiche incontrate è che il capture carica esplicita-
mente memoria per i moduli mentre è l’export a liberarla. Avremmo
quindi misure e dati che risiedono in due porzioni di memoria distinte
private dei due processi.
La memoria allocata è visibile da entrambi tramite il gestore ma tra
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il capture e l’export avviene comunque un passaggio di particolari infor-
mazioni che identificano i blocchi di memoria allocata e da liberare. La
misurazione dei vari movimenti di chunks tra moduli e memory allocator
necessita di salvare informazioni nella memoria privata di uno dei due
processi: la nostra scelta è caduta sul capture perchè comunque è lui che
richiede l’allocazione di memoria e perchè esiste già un meccanismo di
comunicazione con l’export ; lo si può facilmente modificare per inserirvi
ulteriori informazioni di controllo riguardanti la quantità di memoria
liberata per ogni singolo modulo.
Per una possibile gestione della risorsa memoria è stato scelto di
mantenere i seguenti dati riguardanti la quantità allocata: un valore
di picco per tenere conto di sbalzi, un valore medio e un valore ef-
fettivo (necessario soprattutto per il calcolo e l’aggiornamento dei due
precedenti).
2.1.5 HD probing
Anche in questo caso, come descritto precendentemente, esiste un ge-
store che effettua tutte le operazioni di salvataggio e recupero dati da
disco mascherando ai vari client l’accesso al FileSystem.
Ai moduli in realtà è permesso di scrivere su una porzione di memoria
su cui è stato mappato il file residente su disco fisso, penserà poi il
gestore ad eseguire le varie operazioni di aggiornamento e di flush su
questo buffer messo a disposizione dei vari processi.
La memorizzazione dei dati su Hard Disk avviene in seguito alla
chiamata allo storage client da parte del processo export. Viene richiesta
una zona su disco dove il modulo possa salvare, tramite una sua apposita
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callback, i dati e le elaborazioni effettuate sulle informazioni per lui
rilevanti.
Una volta ottenuto il benestare da parte del processo storage viene
dunque invocata la suddetta callback che proseguirà nella scrittura su
memoria (non su disco direttamente) dei dati. È dunque in questo punto
che si può intervenire per controllare quante volte un modulo acceda al
disco e quanto scriva ogni volta che lo fa.
Rimane comunque un problema: quante di queste informazioni biso-
gna mantenere e per quanto tempo. Si è optato per una soluzione mista
che consenta sia di avere sott’occhio la media di byte scritti per secondo
(una specie di bandwidth) sia di controllare ogni volta quanto è stato
scritto su disco. La seconda opzione non è stata comunque pensata per
mantenere uno storico di tutti gli accessi a disco di ogni modulo; il tota-
le delle informazioni da memorizzare sarebbe troppo grande, quindi la
scelta è caduta sul mantenimento di una finestra temporale nella quale
vengono distinti i singoli accessi.
2.2 Infrastruttura per l’accounting
Nelle sezioni precedenti abbiamo descritto in dettaglio il meccanismo di
misurazione delle risorse tramite i probe (probe CPU , probe memoria
e probe disco), le informazioni memorizzate, le elaborazioni eseguite sui
dati e le problematiche incontrate sulle misurazioni.
In questa sezione descriveremo l’infrastruttura sviluppata per la ge-
stione delle informazioni raccolte, i meccanismi di comunicazione tra i
vari processi e le funzionalità messe a disposizione.
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2.2.1 Obbiettivi dell’infrastruttura
Le analisi sul traffico sono elaborate tramite funzioni callback definite
dai moduli plug-in ed eseguite all’interno dei core processes : ad ognuno
di questi processi è associato un sottoinsieme di funzioni callback come
illustrato nella Figura 2.4.
Figura 2.4: Suddivisione delle CallBack per processo
Con riferimento all’esempio del capitolo precedente (vedi sezione
1.3), il processo capture userà la callback update per consentire al mo-
dulo di incrementare il contatore, il processo export userà la callback
store, per salvare il contenuto del contatore su disco e infine query userà
la callback load per prelevare il valore del contatore su disco e inviare
la risposta al client.
É importante notare che i core processes sono ignari di cosa elabo-
ra ciascun modulo: forniscono semplicemente i pacchetti ai moduli e
svolgono funzioni di scheduling, policing e misurazione delle risorse.
Sono i core processes, tramite le funzioni callback dei moduli, re-
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sponsabili dell’utilizzo effettivo delle risorse e questi processi possono
accedere ad un sotto insieme di queste funzioni. Ad ogni funzione call-
back corrisponde l’utilizzo di un sottoinsieme delle risorse, quindi un
core process utilizzerà solo un sottoinsieme delle risorse:
• Il processo capture è responsabile dell’utilizzo della memoria e
della CPU.
• Il processo export è responsabile dell’utilizzo della memoria e della
CPU.
• Il processo storage è responsabile dell’utilizzo dell’accesso al disco.
L’obiettivo di questo lavoro è calcolare le risorse utilizzate dai core
processes in termini di CPU, memoria e accesso al disco e imputarle al
modulo che ne ha richiesta l’elaborazione. Tutto questo per fornire al
supervisor le informazioni necessarie ad un’attenta analisi dell’utilizzo
delle risorse al fine di potere definire una politica fairness nell’accesso
alle risorse. Questa politica dovrebbe essere in grado di prevenire gli
attacchi di tipo Denial of Service e un uso eccessivo delle risorse che
porterebbe ad un black-out dell’intero sistema.
I probe raccolgono le informazioni sulle risorse dei vari core processes
di cui ha bisogno il supervisor per applicare una politica di resource ma-
nagement : questo scambio di dati fa nascere l’esigenza di un appropriato
meccanismo di comunicazione tra i processi.
Un’altra esigenza è quella di fornire uno strumento per la visualiz-
zazione dei dati sullo stato delle risorse: ad esempio un gestore del link
monitorizzato può avere la necessità, di fronte ad anomalie del siste-
ma, di richiedere e visualizzare le informazioni sullo stato delle risorse.
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Allo stesso modo, uno sviluppatore in fase di test e debug, potrebbe
avere l’esigenza di controllare l’utilizzo delle risorse per il modulo che
sta sviluppando. L’infrastruttura quindi deve fornire un meccanismo
semplice di richiesta attraverso il quale gli utenti possano richiedere di
visualizzare delle informazioni sulle risorse.
Un altro obiettivo dell’infrastruttura è rendere il sistema flessibile e
adattabile, sopratutto per quanto riguarda la politica di gestione delle
risorse. Questa dovrebbe tenere conto di tutte le esigenze che si possono
presentare nei vari scenari in cui il CoMo si trova ad operare. Una
possibile soluzione è fornire una politica semplice e generica, per dare
la possibilità agli utenti di svilupparne direttamente una.
Emergono però ulteriori difficoltà: per sviluppare una tale politica è
necessaria una conoscenza approfondita del sistema CoMo, in partico-
lare delle strutture dati per la memorizzazione dello stato delle risorse e
di come sono stati sviluppati i probe. Per ovviare a questi problemi si
è pensato di sviluppare una serie di funzioni API che manipolino diret-
tamente le strutture dati per fornirle agli utenti che vogliano sviluppare
una propria polita.
Riassumendo l’infrastruttura dovrà fornire le seguenti funzionalità:
• Gestione della richiesta dei dati sullo stato delle risorse.
• Funzioni API per la gestione dei dati sullo stato delle risorse.
(reset e age).
• Gestione di tali funzioni dai core processes.
• Gestione della richiesta di lettura e di visualizzazione dei dati sullo
stato delle risorse da parte degli utenti di CoMo.
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• Configurazione dei parametri del’accounting, sia tramite file spe-
cifico sia a riga di comando.
2.2.2 Handshake richiesta accounting data
É compito del processo Supervisor la gestione dei Moduli plug-in. Deve
essere in grado di prendere decisioni sul caricamento, l’attivazione e la
disattivazione dei moduli in base a politiche di accesso, sulla priorità
dei moduli e sulla disponibilità delle risorse.
L’accounting delle risorse può essere richiesto per due motivi:
1. Una monitorizzazione periodica delle risorse, sia per analizzarne
lo stato che per creare uno storico di dati.
2. Un’esigenza straordinaria dettata da una particolare situazione.
(la richiesta di visualizzazione dello stato delle risorse da parte di
un utente.)
Per poter gestire al meglio i moduli plug-in il supervisor, ad inter-
valli regolari, richiederà ai core processes i dati sullo stato delle risorse,
questi li elaboreranno e glieli invieranno. Il supervisor li raccoglierà e
applicherà la politica di gestione.
Il sistema permetterà la gestione di richieste sia di una singola risorsa
che di tutte le risorse insieme: in una situazione in cui l’accesso al
disco è particolarmente sotto stress, il processo supervisor può richiedere
solamente l’accounting dell’hard disk. Per un’analisi periodica sullo
stato delle risorse il processo richiederà informazioni su tutte le risorse.
In un sistema multi-process ci sono diversi meccanismi di comunica-
zione tra i processi. Il sistema CoMo ne utilizza in particolare due: i
socket Unix e il file mapping. La nostra scelta è stata quella di utilizzare
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i socket Unix sfruttando il meccanismo di comunicazione tra i vari pro-
cessi e il processo supervisor per il caricamento dei moduli (vedi figura
1.2).
La struttura di questi messaggi processi sarà del tipo rappresentato in
Figura 2.5.
Figura 2.5: Struttura dei messaggi scambiati
La descrizione della gestione delle richieste dei dati sullo stato delle
risorse può essere divisa in più fasi:
Fase 1 Il supervisor manda il messaggio di lettura di una o più
risorse ai processi interessati (Figura 2.6).
• Per la CPU ne manderà uno alla capture e uno alla export ;
• per la memoria lo manderà alla capture;
• per l’accesso al disco alla export ;
Fase 2 I core processes, a cui è arrivata la richiesta dei dati, inviano
i dati al supervisor (Figura 2.7).
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Figura 2.6: Richiesta di lettura delle risorse
Di particolare interesse è la gestione delle richieste della memoria.
I processi interessati a questa risorsa in realtà sono due: il capture e
l’export. Il capture alloca memoria nella «memoria condivisa », mentre
l’export dealloca questa memoria su richiesta del processo capture. Es-
sendo in presenza di un contesto multi-process e avendo la necessita di
manipolare «memoria condivisa » da parte di due processi, la nostra
scelta è stata quella di demandare al processo capture la gestione del-
le strutture dati dell’accounting della memoria. Il processo export per
poter aggiornare i dati relativi alla memoria, manda un messaggio con
i dati realtivi alla deallocazione della memoria al processo capture che
aggiornerà la struttura dei dati stessi.
In questo modo al capture può pervenire una richiesta di accounting
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Figura 2.7: Ricezione dei dati sullo stato delle risorse
della memoria da parte del supervisor mentre lo stesso processo ha ef-
fettuato una richiesta di deallocazione e aggiornamento dati alla export.
In questa situazione si è scelto di accodare la richiesta dei dati di ac-
counting fino a che l’export non dealloca la memoria richiesta e risponde
alla capture con un messaggio di acknowledge (Figura 2.8).
Questa soluzione introduce un piccolo ritardo nella risposta del cap-
ture al supervisor, ma fornisce dati aggiornati e attendibili e non poten-
zialmente obsoleti.
Fase 3 Il supervisor attende la risposta dai processi a cui ha inviato
la richiesta e, dopo aver ricevuto l’ultimo messaggio, esegue la funzione
di gestione delle risorse.
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Figura 2.8: Caso particolare della gestione della memoria
2.2.3 Handshake per aggiornamento dati
Uno degli obiettivi dell’infrastruttura per l’accounting delle risorse è di
fornire funzioni API per la gestione dei dati dell’accounting stesso. Co-
me primo passo per lo sviluppo di queste API sono state implementate
le funzioni di reset e di age. La prima resetta le strutture dati e le por-
ta nelle condizioni iniziali; la seconda fa in modo che sulle elaborazioni
delle medie pesino di più i dati futuri che quelli passati.
Fase 1 Per richiedere l’aggiornamento dei dati il supervisor (la fun-
zione di gestione delle risorse risiede in questo processo) manda un mes-
saggio al/ai core process relativi alla risorsa/e di cui vogliamo aggiornare
i dati.
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Fase 2 i core process aggiornano le strutture dati interessate e
mandano un messaggio di acknowledge al supervisor
Fase 3 il supervisor gestisce il messaggio di acknowledge da parte
dei core process
2.2.4 Handshake per lettura dati
Un ulteriore funzionalità permessa dall’infrastruttura, è quella di fornire
la possibilità da parte di un utente del sistema CoMo di richiedere i dati
sull’accounting delle risorse.
La necessità di richiedere questi dati è dettata da due motivi:
1. É un utile strumento di debug in fase di sviluppo del sistema
stesso.
2. É un facile metodo di analisi, per i gestori delle reti monitorate,
del sistema CoMo e delle risorse che utilizza.
Si è scelto di inserire questa funzionalità nel core process query on
demand, di conseguenza le richieste devono essere nella forma stabilita
dal protocollo http (http-like): ’GET ?accounting http/1.x’
E’ stato scelto di usare un protocollo simile al’http perché è un pro-
tocollo semplice, adatto al tipo di richieste necessarie al sistema CoMo
e permette di formulare questa richiesta direttamente da un browser.
Il CoMo per la gestione delle query on demand apre un socket TCP
1 (di default il socket è localhost:44444) e il processo supervisor, oltre a
svolgere i compiti di gestione dei moduli plug-in e delle risorse, rimane
in ascolto su questo socket e gestisce le varie richieste.
1Transmission Control Protocol
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Di seguito vengono illustrate le fasi della richiesta, da parte di un
client, delle informazioni sullo stato delle risorse:
Figura 2.9: Fasi uno e due
Fase 1 L’utente fa una richiesta http di questo tipo:
http://localhost:44444?accounting.
Come abbiamo già detto questa richiesta può essere fatta semplice-
mente da un browser oppure da un telnet.
Fase 2 Il supervisor, che è in ascolto sul socket, all’arrivo di una
richiesta da parte di un utente, crea un processo (tramite fork) il quale
ha il compito della gestione della richiesta. Il processo figlio (processo
query on demand) gestisce la richiesta in base alla sua natura; nel nostro
caso specifico la richiesta è di tipo accounting. In questo caso il processo
figlio manda un messaggio di richiesta dati sullo stato delle risorse al
processo supervisor.
Fase 3 il supervisor accoda la richiesta alle altre possibili richie-
ste già pervenute al sistema e controlla se c’è una richiesta pendente
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Figura 2.10: Fasi tre e quattro
di accounting ai core processes. Se è presente una richiesta pendente il
supervisor non fa niente, nel caso in cui non sia presente, fa una nuova
richiesta ai core processes. Questa scelta implementativa è stata adot-
tata perchè la richiesta sia servita con i requisiti di real-time ( c’è un
utente che aspetta dei dati) e quindi, se necessario, si crea una richiesta
«straordinaria ». In questo modo si limitano le attività del supervisor a
attività semplici e siamo in grado di rispondere con il minimo ritardo.
Un’alternativa sarebbe stata una gestione complicata delle richieste: il
supervisor avrebbe dovuto essere in grado di conoscere il tempo trascor-
so sui dati e, in base alla frequenza delle richieste, decidere se mandare i
vecchi dati o aspettare la successiva richiesta oppure crearne una nuova.
Fase 4 Il supervisor raccoglie le informazioni dai core processes e,
prima di applicare la politica sul management delle risorse, risponde
alla coda delle richieste da parte degli utenti.
Fase 5 Il processo Query on demand restituisce sul socket dove è ar-
rivata la richiesta la risposta del supervisor sempre secondo il protocollo
HTTP.
CAPITOLO 2. ACCOUNTING DELLE RISORSE 38
2.2.5 Configurazione del Resource Management
Per rendere l’infrastruttura dell’accounting delle risorse più flessibile e
adattabile alle realtà in cui si troverà ad operare abbiamo introdotto dei
parametri di configurazione.
Per la configuarazione dei parametri il sistema CoMo mette a dispo-
sizione due metodi:
1. file di configurazione
2. parametri a riga di comando
Per entrambi i metodi i parametri di configurazione sono i seguenti:
• La frequenza con cui il supervisor richiede i dati ai core proces-
ses ; questo parametro è espresso in millisecondi (5000 di default).
Nel file di configurazione si trova nella forma acct_rate 5000 (5
secondi) mentre l’opzione per il settaggio a riga di comando è [-r
acct_rate]
• La funzione per la politica di gestione delle risorse. Il parametro
indica il nome del file .so (libreria dinamica) in cui troviamo l’im-
plementazione della funzione managementResource. Di default si
userà la funzione implementata direttamente dal sistema CoMo.
Nel file di configurazione si trova nella forma acct_fun Uknown
mentre l’opzione per il settaggio a riga di comando è [-f acct_fun]
• Le risorse monitorizzate ad intervalli regolari dal supervisor.
acct_type 1 per monitorizzare solo la memoria, acct_type 2 per
monitorizzare solo la CPU, acct_type 4 per monitorizzare solo
HD, acct_type 7 per monitorizzare tutte le risorse. Di default si
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monitorizzano tutte le risorse. Nel file di configurazione si trova
nella forma acct_type 7 mentre l’opzione per il settaggio a riga di
comando è [-t acct_type]
Capitolo 3
Implementazione
Nel capitolo 2 è stato illustrato ad alto livello il lavoro svolto, descri-
vendo il meccanismo di probing, l’infrastruttura per la gestione dei dati
sull’accounting e le problematiche incontrate nella progettazione e nello
sviluppo. Questo capitolo descriverà le strutture dati e le scelte imple-
mentative effettuate; il capitolo sarà diviso in due sezioni: la prima si
occuperà delle strutture dati utilizzate (vedi 3.1) mentre la seconda
descriverà le scelte implementative (vedi 3.2).
3.1 Strutture dati
In questa sezione verranno illustrate le strutture dati utilizzate sia per
il probing delle risorse (CPU, Memoria e HD) che per l’infrastruttura e
della loro gestione; le strutture dati dei messaggi per la richiesta dei dati
sullo stato delle risorse, le strutture dati per i messaggi di risposta, le
strutture dati dei messaggi per le richieste da parte degli utenti e infine
le strutture dati per i parametri di configurazione.
40
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3.1.1 Strutture dati per il CPU Probing
Le informazioni necessarie per la misurazione del tempo di CPU riguar-
danti un singolo modulo sono contenute nella stuttura _monCPU:
_monCPU
1 /*
2 * number of elements for time memorization
3 */
4 #define INTERVALS 30
5
6 /*
7 * Structure for memorization of the interval ’s total clock cycles and
the number of occurrencies
8 */
9 struct _monSampleCPU{
10 uint64_t timeTot;
11 uint64_t occ;
12 };
13
14 typedef struct _monSampleCPU monSampleCPU_t;
15
16 /*
17 * time memorization type
18 */
19 typedef uint32_t timeCpu_t;
20
21 /*
22 * Structure for memorization of CPU monitorization variable
23 */
24 struct _monCPU{
25 monSampleCPU_t sampleCPU[INTERVALS ];
26 timeCpu_t tmpCPU;
27 };
28
29 typedef struct _monCPU monCPU_t;
I dati contenuti nel campo di tipo _monSampleCPU rappresentano
un range di valori di cicli di clock. Per ogni intervallo si tiene conto
della somma delle varie misure che hanno rivelato valori interni ad esso
e la quantità di tali misure. Gli intervalli sono organizzati nell’array
sampleCPU, mentre il campo tmpCPU risulta necessario per operazioni di
memorizzazioni temporanea di valori.
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3.1.2 Strutture dati per il MEMORY Probing
La misurazione del consumo delle memoria da parte dei vari moduli
viene monitorato tramite la seguente struttura dati:
_monMEM
1 /*
2 * Structure for memorization of memory utilization (peak , avg ,
effective)
3 * timeTot and lastTick are computation variable
4 */
5 struct _monMEM{
6 double avg;
7 uint32_t peak;
8 uint32_t eft;
9 uint64_t timeTot;
10 uint64_t lastTick;
11 };
12
13 typedef struct _monMEM monMEM_t;
Essa si compone dei seguenti campi:
• avg per contenere la media dell’utilizzo di memoria in byte;
• peak per registrare l’utilizzo di memoria massimo;
• eft per memorizzare il valore effettivo della memoria in uso in un
determinato istante;
• timeTot per misurare il tempo per cui il modulo rimane in esecu-
zione;
• lastTick per tenere conto dell’ultima volta che è stata fatta una
misurazione dell’utilizzo di memoria.
3.1.3 Strutture dati per il Probing del disco fisso.
Per monitorare l’utilizzo del disco fisso da parte dei moduli sono state
utilizzate le seguenti informazioni:
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_monHD
1 #define MAX_ACCESS 200
2 struct _monHD {
3 uint32_t start_time;
4 size_t access[MAX_ACCESS ];
5 uint64_t totbyte;
6 double avgHD;
7 int pos; /* first available position */
8 int totpos;
9 };
10
11 typedef struct _monHD monHD_t; /* hd resource monitoring structure */
• access: l’array contenente il numero di byte richiesti da un mo-
dulo durante gli accessi più recenti al disco;
• start_time: serve per memorizzare quando è avvenuta l’ultimo
azzeramento del vettore temporaneo access ;
• totbyte: contiene il totale di bytes richiesti da un modulo per
salvare le informazioni delle loro elaborazioni su disco;
• avgHD: utilizzato per la memorizzazione della ’bandwidth’ in scrit-
tura del modulo;
• pos: indice della prima posizione disponibile nel vettore access;
• totpos: contatore del numero di accessi al disco fisso.
3.1.4 Strutture per Handshake delle richieste dati
La struttura _supervisor_msg descrive il messaggio che viene scam-
biato tra i core process e il supervisor. In CoMo è gia presente un
meccanismo di comunicazione tra il supervisor e i core processes (vedi
fig 1.2) sviluppato per il caricamento dei moduli plug-in.
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_supervisor_msg
1 /*
2 * Message exchanged between SUPERVISOR and childs.
3 */
4 struct _supervisor_msg {
5 type_t type;
6 pid_t pid; /* for module loading/unloading manipulation */
7 int idx; /* for module loading/unloading manipulation */
8 char msg [4096]; /* provisional */
9 acct_msg_t acctMsg;
10 };
Il campo type indica il tipo del messaggio ed è definito come segue:
type_t
1 typedef enum {MSG_ERROR ,
2 MSG_SUCCESS ,
3 MSG_LOG ,
4 MSG_HELLO ,
5 MSG_MODULE_LOAD ,
6 MSG_MODULE_UNLOAD ,
7 MSG_MODULE_HANDSHAKE ,
8 MSG_MODULE_HANDSHAKE2 , /* provisional */
9 MSG_MODULE_SUCCESS ,
10 MSG_MODULE_SUCCESS2 , /* provisional */
11 MSG_MODULE_INCREMENT ,
12 MSG_MODULE_DECREMENT ,
13 MSG_ACCT ,
14 MSG_REQ_ACCT ,
15 MSG_ACCT_ACK
16 } type_t;
Di particolare interesse è il messaggio di tipo MSG_HELLO, che viene
inviato dai vari processi quando vengono creati dal supervisor (attraver-
so una fork). Questi vengono gestiti dal supervisor in modo da aprire
un socket per ogni core process e stabilire un canale di comunicazione
descritto nei capitoli precedenti.
In questa struttura abbiamo aggiunto due tipi di messaggi:
• MSG_RIS per l’handshake tra il supervisor e i core processes per
la gestione delle informazioni sulle risorse per applicare il resource
management.
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• MSG_REQ_RIS per l’handshake tra il supervisor e il query on de-
mand che ha gestito la richiesta via http dei dati sullo stato delle
risorse da parte di un utente.
• MSG_RIS_ACK per l’handshake tra il supervisor e i core process per
la gestione dei comandi age e reset.
I campi pid e idx non sono valorizzati per le nostre richieste. Il cam-
po msg[4096] viene utilizzato nel messaggio di risposta che il supervisor
invia al query on demand gestore di una richiesta via http.
Infine il campo risMsg è il messaggio vero e proprio per la richiesta
dei dati di accounting. La struttura è la seguente:
_ris_msg
1 struct _acct_msg{
2 int proc;
3 cmd_t cmd;
4 int type; //POS 1 MEM | POS 2 CPU | POS 3 HD
5 double statistic [0];
6 };
Il campo proc ha doppia valenza: se il messaggio è inviato dal su-
pervisor indica il processo a cui viene inviato, mentre se è inviato dagli
altri processi indica il processo che lo ha inviato. Nello specifico, trami-
te una define indichiamo il SUPERVISOR con 0, CAPTURE con 1 e EXPORT
con 2.
Il campo cmd indica il tipo di comando che viene richiesto e al quale
si risponde. Per la richiesta di lettura dei dati il supervisor manda
un messaggio di tipo LOAD e riceve dai processi come risposta lo stesso
comando. Il resource management quando ha necessità di manipolare
le strutture dati, lo può fare con un comando di tipo age o reset ; in
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modo analogo, per far questo il supervisor manda un messaggio di AGE
o di RESET. Il tipo di dato cmd_t è un enumeratore:
cmd_t
1 typedef enum{
2 LOAD=1,
3 RESET=2,
4 AGE=4
5 } cmd_t;
Il campo type della struttura _ris_msg indica il tipo della risorsa
a cui vogliamo mandare il comando specificato nel campo precedente.
Infine il campo statistic[0] viene valorizzato solo per i messaggi di
risposta ad un comando di LOAD, e con valori ad hoc in base al tipo di
risorsa richiesta e al numero dei moduli caricati al momento.
3.1.5 Strutture dati a supporto del supervisor
La struttura dati principale dal sistema CoMo è la struttura dati map.
Questa struttura è la radice dei dati principali. Contiene tutti i para-
metri di configurazione e viene ereditata dai core process. Di seguito
viene riportata l’intera struttura dati in modo da avere un’idea di tutti
i parametri e i dati coinvolti nel sistema CoMo, ed in particolare, utili
per il nostro lavoro, le strutture dati per la memorizzazione dello stato
delle risorse e per la configurazione del sistema.
map
1 /*
2 * Data structure containing all the configuration parameters
3 * loaded from the default config file(s) and the command line.
4 * This data structure will contain the information about all the
5 * modules and classifiers as well.
6 */
7 struct _como {
8 char * procname; /* process using this instance */
9 char * basedir; /* base directory for output files */
10 char * libdir; /* base directory for classifiers */
11 char * workdir; /* work directory for templates etc. */
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12 size_t mem_size; /* memory size for capture/export (MB) */
13 int logflags; /* log flags (i.e., what to log) */
14
15 stats_t * stats; /* statistic counters */
16
17 source_t *sources; /* list of input data feeds */
18
19 char * template; /* file for compiling the filter on the fly */
20 char * filter; /* dedicated library for filter */
21
22 module_t * modules; /* array of modules */
23 int module_max; /* max no. of modules */
24 int module_count; /* current no. of modules */
25
26 size_t maxfilesize; /* max file size in one bytestream */
27
28 int maxqueries;
29 int query_port;
30
31 uint child_count; /* current no. of childs */
32 int first_free; /* free slot for loading another module */
33
34 int supervisor_fd; /* util routines etc */
35
36 char *debug; /* debug mode */
37 /*
38 * here we simply store a malloced copy of the string
39 * passed as -x from the command line , then each
40 * process decides what to do with it , with some string
41 * matching function.
42 */
43
44 /* node information */
45 char * name;
46 char * location;
47 char * linkspeed;
48 char * comment;
49
50 /* information for accounting */
51 req_response_t *req_response;
52 req_info_t req_info;
53 };
Il campo *req_response è un puntatore ad un’area di memoria dove
è memorizzato lo stato dell’utilizzo delle risorse da parte dei vari moduli
(vedi il listato: strutture per la configurazione e gestione delle richieste).
Nell’array mem sono memorizzate la media, l’uso effettivo e il valore di
picco dell’utilizzo della memoria. Nel campo hd viene memorizzata la
media di byte al secondo memorizzati da parte dello storage, mentre
nell’array cpu vengono memorizzata la media dei cicli di clock utilizzati
dai moduli nella capture (posizione 0) e dall’export (posizione 1).
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strutture per la configurazione e gestione delle richieste
1 /*
2 * Pending request managing structure
3 */
4
5 struct _req_response_t {
6 double mem [3];
7 double hd;
8 double cpu [2];
9 };
10
11 typedef struct _req_response_t req_response_t;
12
13
14 /*
15 * req_info : index 0 stands for CAPTURE;
16 * index 1 stands for EXPORT;
17 */
18 struct _req_info_t {
19
20 /* SERVONO PER CONFIGURARE LA RICHIESTA DI STATISTICA */
21 time_t reqTime;
22 int type;
23 int rate;
24 int pendent;
25 //char nomelib [1024];
26 char * nomelib;
27 void (*fun)();
28
29 /* VARIABILI PER LA GESTIONE DELLE RICHIESTE */
30 int mem;
31 int hd;
32 int cpu [2];
33 int * capture_fd;
34 int * export_fd;
35 int * fd_query;
36 int nReq;
37 };
38
39 typedef struct _req_info_t req_info_t;
Il campo req_info è una struttura per la gestione e configurazione
dell’infrastruttura in esame.
• Il campo reqTime è una struttura in cui viene memorizzato il
tempo dell’ultima richiesta di lettura.
• Pendent è il campo che indica se è presente una richiesta di lettura
pendente.
• nomelib è un puntatore a stringa in cui si memorizza il nome
della libreria dinamica (.so) dove è presente la funzione Resource
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Management. Questa funzione dovrebbe essere la funzione che
applica la politica di gestione delle risorse.
• I campi mem, hd e cpu[2] sono i campi in cui si memorizzano le
risorse richieste in una specifica query.
• I campi export_fd e capture_fd sono puntatori a descrittori dei
socket rispettivamente della export e della capture.
• Il campo fd_query è un puntatore ad una lista di descrittori di
socket. Questa struttura implementa la coda delle richieste da
parte degli utenti.
• nReq sono le query utente pervenute durante una richiesta di
lettura dello stato delle risorse.
3.2 Implementazione
In questa sezione verranno illustrati gli algoritmi e le scelte implementa-
tive effettuate. In particolare si illustrerà le procedure per il campiona-
mento del consumo delle risorse e l’implementazione del meccanismo di
richiesta dati del supervisor sullo stato delle risorse, la loro gestione da
parte dei vari core processes, il meccanismo per l’implementazione del
Resource management e infine la gestione delle richieste http da parte
degli utenti del sistema CoMo.
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3.2.1 CPU probing
getCpuSpeed e measure
1 uint32_t
2 getCpuSpeed (){
3 uint32_t tmp1CPU ,tmp2CPU;
4
5 measure(tmp1CPU);
6 sleep (1);
7 measure(tmp2CPU);
8
9 return (tmp2CPU -tmp1CPU);
10 }
11
12 #define measure(time) \
13 __asm__ __volatile__ ( \
14 "CPUID;" \
15 "rdtsc;" \
16 "mov␣%%eax ,␣%0;" \
17 \
18 :"=r" (time) \
19 : \
20 :"%eax", "%ebx", "%ecx", "%edx" \
21 )
La macro measure in codice assembler serve ad eseguire la lettura
del registro interno al microprocessore utilizzato per contare i cicli di
clock. L’istruzione di serializzazione delle istruzioni è la CPUID seguita
a ruota da rdtsc che esegue la misura del valore del registro interno
al microprocessore. L’ultima riga del codice serve a preservare il valore
dei registri della CPU utilizzati affinchè non influenzino o danneggino
l’esecuzione di porzioni di codice successive.
La funzione getCPUSpeed è utile per un calcolo approssimativo della
velocità del microprocessore che l’applicazione ha a disposizione. Esegue
semplicemente il conteggio dei cicli di clock passati durante un intervallo
di tempo pari a un secondo.
Per quanto riguarda la gestione della struttura dati relativa al CPU
Probing le funzioni utili sono le seguenti:
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Gestione Cpu Probing
1 void
2 startCrono(monAcct_t *tmp){
3 timeCpu_t tmp1CPU;
4
5 /* saving value in tmp1CPU */
6 measure(tmp1CPU);
7 logmsg(V_LOGDEBUG ,"***␣CPU␣timestamp␣measured:␣%d␣***",tmp1CPU);
8 tmp ->CpuAcct.tmpCPU=tmp1CPU - tmp ->CpuAcct.tmpCPU;
9 }
10
11 #define endCrono(tmp) \
12 endCrono2(tmp ,1);
13
14
15 #define finishCrono(tmp) \
16 endCrono2(tmp ,0);
17
18 void
19 endCrono2(monAcct_t* tmp , int type){
20 uint32_t i=0;
21 timeCpu_t tCPU;
22 timeCpu_t t2CPU;
23
24 /* saving value in tmpCPU */
25 measure(tCPU);
26 logmsg(V_LOGDEBUG ,"***␣CPU␣timestamp␣measured:␣%d␣***",tCPU);
27 /* number of tick elapsed */
28 t2CPU=tCPU -(tmp ->CpuAcct.tmpCPU);
29
30 if(type ==1){
31 tmp ->CpuAcct.tmpCPU=t2CPU;
32 }else{
33 /* calling the macro for (int)floor(log(x)/log(2));*/
34 i=l2(t2CPU);
35 /* Computing and saving values */
36 logmsg(V_LOGDEBUG ,"***␣endcrono2:␣Computing␣and␣saving␣values:␣%d␣
***",t2CPU); tmp ->CpuAcct.sampleCPU[i].occ ++;
37 tmp ->CpuAcct.sampleCPU[i]. timeTot +=t2CPU;
38 /* Resetting value to permit new measure */
39 tmp ->CpuAcct.tmpCPU =0;
40 }
41 }
La funzione startCrono esegue tramite la macro measure la lettura
dei cicli di clock e provvede alla memorizzazione di tale valore nel cam-
po tmpCPU della struttura _monCPU; endCrono2, chiamata attraverso le
due macro endCrono e finishCrono, esegue un’altra lettura e calcola la
differenza con una precedente lettura passando poi o al suo mantenimen-
to (Hold) o alla sua memorizzazione nell’apposita posizione all’interno
dell’array di intervalli sampleCPU. Il calcolo dell’intervallo dove posizio-
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nare la misura appena effettuata avviene tramite la specifica funzione
l2:
Posizionamento intervalli di misurazione
1 int
2 l2(int x){
3 int tmp=0;
4
5 while (x){
6 x=x>>1;
7 tmp++;
8 }
9
10 return tmp;
11 }
con la quale si controlla quale sia il bit più significativo settato a
uno del numero in esame.
Il calcolo della media dei valori di cicli clock che sono stati memo-
rizzati in sampleCPU avviene tramite la funzione CPU_avg, nella quale
si tiene conto solo di una percentuale di valori in modo da evitare di
finire in casi in cui le misure siano state affette da Preemption. (vedere
figura 2.3.)
Le funzione CPU_reset si occupa di resettare i valori all’interno della
struttura dati per il CPU probing, mentre CPU_age effettua una specie
di invecchiamento operando sui dati in modo da lasciare il valor medio
inalterato ma abbassandone l’importanza rispetto a valori che verranno
successivamente memorizzati. Tale meccanismo viene implementato di-
videndo per uno specifico fattore sia il conteggio dei cicli di clock di ogni
intervallo che il numero di occorrenze o misure cadute entro quel ran-
ge. Diminuendo quindi il numero di misure fatto fino a quel momento
ma lasciandone intatto il valor medio, le nuove misurazioni acquistano
maggiore importanza quanto più è grande il fattore di aging passato
alla funzione.
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Gestione dati CPU Probing
1 double
2 CPU_avg(monSampleCPU_t* tmpSample , double perc){
3 double totOcc ,tmpOcc =0.0;
4 int i;
5 double med =0.0;
6
7 /* wrong percentage values */
8 if ((perc >1) || (perc <=0)){
9 /* panic()*/
10 exit(-1);
11 }
12
13 logmsg(V_LOGDEBUG ,"***␣Computing␣CPU␣average␣Time␣***");
14 /* computing total values of occurrencies for current module */
15 for(i=0,totOcc =0;i<INTERVALS;totOcc +=( double)tmpSample[i++]. occ);
16
17 /* computing avg */
18 for(med=0,i=0,tmpOcc =0;i<INTERVALS;i++){
19 if (tmpSample[i]. timeTot !=0){
20 med+=( double)tmpSample[i]. timeTot;
21 tmpOcc +=( double)tmpSample[i].occ;
22 }
23 if (tmpOcc/perc >= totOcc)
24 break;
25 }
26 return (( tmpOcc)?(med/tmpOcc):(0.0));
27 }
28
29 void
30 CPU_age(monSampleCPU_t* tmpSample ,int factor){
31 int i;
32
33 /* every samples divided by factor */
34 logmsg(V_LOGDEBUG ,"***␣Aging␣CPU␣Time␣stististic␣***");
35 for(i=0;i<INTERVALS;i++){
36 tmpSample[i]. timeTot /= factor;
37 tmpSample[i].occ/= factor;
38 }
39 }
40
41 void
42 CPU_reset(monSampleCPU_t* tmpSample){
43 int i;
44
45 logmsg(V_LOGDEBUG ,"***␣Resetting␣CPU␣Time␣stististic␣***");
46 /* reset of every samples */
47 for(i=0;i<INTERVALS;i++){
48 tmpSample[i]. timeTot =0;
49 tmpSample[i].occ =0;
50 }
51 }
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3.2.2 Memory probing
Funzioni di gestione per il memory Probing
1 void
2 MEM_change(monAcct_t * tmpAcct , int32_t memvar){
3 timeCpu_t tmpTick =0;
4 timeCpu_t tmpDiff =0;
5 double oldavg =0.0;
6 /*
7 * Computing avg , avg is inizializated with -1 because the first time
we can’t
8 * calculate any avg
9 */
10 logmsg(V_LOGDEBUG ,"***␣Updating␣Memory␣statistics␣***");
11 oldavg=tmpAcct ->MemAcct.avg;
12 if(tmpAcct ->MemAcct.avg !=-1){
13 measure(tmpTick);
14 tmpDiff = (tmpTick -tmpAcct ->MemAcct.lastTick);
15 tmpAcct ->MemAcct.avg = (( double)tmpAcct ->MemAcct.eft)*(( double)
tmpDiff) + (tmpAcct ->MemAcct.avg * (( double)tmpAcct ->MemAcct.
timeTot));
16 if (tmpAcct ->MemAcct.timeTot + tmpDiff) {
17 tmpAcct ->MemAcct.avg /= ((( double)tmpAcct ->MemAcct.timeTot) + ((
double)tmpDiff));
18 }
19 else tmpAcct ->MemAcct.avg =0.0;
20 }else{
21 tmpAcct ->MemAcct.avg =0.0;
22 }
23 /*
24 * updating values
25 */
26 tmpAcct ->MemAcct.eft+= memvar;
27 tmpAcct ->MemAcct.timeTot += tmpDiff;
28 tmpAcct ->MemAcct.lastTick=tmpTick;
29 if (tmpAcct ->MemAcct.peak <tmpAcct ->MemAcct.eft) {
30 tmpAcct ->MemAcct.peak=tmpAcct ->MemAcct.eft;
31 }
32 }
33
34 void
35 MEM_reset(monMEM_t * tmpMEM){
36
37 logmsg(V_LOGDEBUG ,"***␣Resetting␣Memory␣statistics␣***");
38 tmpMEM ->avg=-1;
39 tmpMEM ->eft=tmpMEM ->peak=tmpMEM ->timeTot=tmpMEM ->lastTick =0;
40 }
41
42 void
43 MEM_age(monMEM_t * tmpMEM , int factor){
44 logmsg(V_LOGDEBUG ,"***␣Aging␣Memory␣statistics␣***");
45 tmpMEM ->timeTot /= factor;
46 }
47
48 void
49 MEM_update(int * Ex, module_t *module , int i){
50 int j=0;
51
52 logmsg(V_LOGDEBUG ,"***␣Updating␣Memory␣statistics␣with␣data␣from␣
Export␣***");
53 for(j=0;j<i;j++){
54 if(Ex[i]==0)
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55 MEM_change (&( module[i]. monAcctMod),Ex[i]);
56 }
57 }
Nella porzione di codice sopra mostrate sono illustrate le funzioni
utilizzate per l’accounting della memoria.
La memchange viene utilizzata ad ogni chiamata necessaria per allo-
care o rilasciare memoria in modo da poter aggiornare le strutture dati
precedentemente descritte. In base all’ammontare di memoria che è sta-
ta concessa o rilasciata per il modulo in esame, si procederà al calcolo
della media e alla modifica del valore effettivo e, se necessario, di quello
picco. Le funzioni di age e reset si comportano sulle strutture dati del-
la memoria come già illustrato per le corrispettive function riguardanti
il CPU Probing. La funzione mem_update riguarda il riallineamento
delle informazioni di probing in seguito alle operazioni dell’export : sono
stati rilasciati memory chunks al posto del processo capture senza po-
ter aggiornare la struttura dati in quanto non residente nello spazio di
memoria del processo in esecuzione.
3.2.3 HD probing
Funzioni di gestione per HD Probing
1 void
2 HD_reset(monAcct_t *tmp){
3 int i;
4
5 logmsg(V_LOGDEBUG ,"***␣Resetting␣HD␣statistics␣***");
6 tmp ->HdAcct.start_time =0;
7 tmp ->HdAcct.pos=0;
8 tmp ->HdAcct.avgHD =0;
9 tmp ->HdAcct.totpos =0;
10 tmp ->HdAcct.totbyte =0;
11 for(i=0;i<MAX_ACCESS;i++)
12 tmp ->HdAcct.access[i]=0;
13 }
14
15 void
16 HD_age(monAcct_t *tmp ,int factor){
17
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18 logmsg(V_LOGDEBUG ,"***␣Aging␣HD␣statistics␣***");
19 tmp ->HdAcct.totbyte /= factor;
20 tmp ->HdAcct.totpos /= factor;
21 }
22
23 void
24 HD_call(monAcct_t * tmp ,size_t size){
25 int64_t diff =0;
26 uint32_t tmpTick;
27
28 logmsg(V_LOGDEBUG ,"***␣Updating␣HD␣statistics␣***");
29 measure(tmpTick);
30 if ((( double)diff/( double)CPUSpeed >1.0) || (tmp ->HdAcct.pos==
MAX_ACCESS)){
31 tmp ->HdAcct.start_time =0;
32 tmp ->HdAcct.pos=0;
33 }
34 if (!tmp ->HdAcct.start_time) tmp ->HdAcct.start_time=tmpTick;
35 diff=tmpTick -tmp ->HdAcct.start_time;
36 tmp ->HdAcct.access[tmp ->HdAcct.pos]=size;
37 tmp ->HdAcct.pos +=1;
38 tmp ->HdAcct.totpos +=1;
39 tmp ->HdAcct.totbyte +=size;
40 if (tmp ->HdAcct.totpos) {
41 tmp ->HdAcct.avgHD=( double)tmp ->HdAcct.totbyte / (double) (tmp ->
HdAcct.totpos);
42 }
43 else tmp ->HdAcct.avgHD =0;
44 };
Le funzioni per l’aging e per il reset si comportano come già spiega-
to mentre tramite HD_call, ricevuto in ingresso il numero di byte che il
modulo ha avuto a disposizione per le sue operazioni su disco, provve-
diamo a calcolare la bandwidth, a memorizzare nella corretta posizione
la quantità di bytes concessa al modulo per la richiesta corrente e ad
aggiornare di conseguenza gli altri campi della struttura.
3.2.4 Integrazione del codice nel CoMo
Le porzioni di codice descritte precedentemente rappresentano un’infra-
struttura per il monitoraggio delle risorse utilizzate dal sistema CoMo.
Andremo ora ad analizzare in che modo e dove sono state integrate nel
codice sorgente dell’applicazione principale.
Il CPU Probing è stato attuato sia nel processo capture che nel pro-
cesso export dove vengono eseguite, durante il loop principale, funzioni
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necessarie ai moduli per collezionare i pacchetti del flusso di dati, per
eseguirvi sopra le loro elaborazioni e per salvarne i risultati su disco
fisso.
Nel capture viene monitorato il filtraggio dei pacchetti da parte di
ogni singolo modulo dove sono catalogate dal flusso solo le informazio-
ni necessarie per le loro operazioni. Come mostrato sotto, si vede la
parte che si occupa di passare al setaccio i pacchetti raccolti dal link
monitorato in base al modulo in esame:
capture_pkt
1 logmsg(V_LOGCAPTURE , "received␣%d␣packets␣from␣sniffer\n", count)
;
2 map.stats ->pkts += count;
3
4 /*
5 * Select which classifiers need to see which packets
6 * The filter () function (see comments in file base/template)
7 * returns a bidimensional array of integer which[cls][pkt]
8 * where the first index indicates the classifier , the second
9 * indicates the packet in the batch.
10 * The element of the array is set if the packet is of interest
11 * for the given classifier , and it is 0 otherwise.
12 */
13 logmsg(V_LOGCAPTURE ,
14 "calling␣filter␣with␣pkts␣%p,␣n_pkts␣%d,␣n_out␣%d\n",
15 pkts , count , map.first_free);
16 which = filter(pkts , count , map.first_free);
17 /*
18 * Now browse through the classifiers and
19 * perform the capture actions needed.
20 *
21 * XXX we do it this way just because anyway we
22 * have got a single -threaded process.
23 * will have to change it in the future ...
24 *
25 */
26
27 for (idx = 0; idx < map.first_free; idx++, which += count) {
28 if (map.modules[idx]. status != MDL_ACTIVE)
29 continue;
30
31 assert(map.modules[idx].name != NULL);
32 logmsg(V_LOGCAPTURE ,
33 "sending␣%d␣packets␣to␣module␣%s␣for␣processing",
34 count , map.modules[idx].name);
35
36 startCrono (&( map.modules[idx]. monAcctMod)); // Starting CPU USAGE
routine
37
38 last_ts = capture_pkt (&map.modules[idx], pkts , count ,
39 which , &expired);
40
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41 finishCrono (&(map.modules[idx]. monAcctMod)); // Ending CPU USAGE
routine
42 }
43 }
attorno alla chiamata di capture_pkt, che riceve in ingresso il flusso
dei pacchetti appena ricevuti dallo sniffer e il filtro del modulo in esame,
sono posizionate le chiamate alle funzioni startCrono e endCrono2.
Nel processo export la misurazione del consumo di CPU time avviene
quando vengono esaminati i dati in arrivo dal capture e quando vengono
chiamate le callback dei vari moduli che si occupano di salvare su disco
i risultati delle elaborazioni.
process_table e store_records
1 mcheck(NULL);
2 /* process capture table and update export table */
3 startCrono (&(x->ft ->module ->monAcctMod)); // Starting CPU USAGE
routine
4 process_table(x->ft, x->m);
5 endCrono (&(x->ft->module ->monAcctMod)); // Holding CPU USAGE routine
6 mcheck(NULL);
7
8 /* process export table , storing/discarding records */
9 startCrono (&(x->ft ->module ->monAcctMod)); // ReStarting CPU USAGE
routine
10 store_records(x->ft->module , x->ft ->ts);
11 finishCrono (&(x->ft ->module ->monAcctMod)); // Ending CPU USAGE
routine
12 mcheck(NULL);
In questo caso la misurazione del CPU time è stata effettuata in due
passi tramite la possibilità della funzione endCrono2 di effettuare un
mantenimento di una misura da ultimare in seguito.
Per quanto riguarda il memory Probing, le funzioni per la gestione
dell’accounting sono state incorporate all’interno delle primitive new_mem
e mfree_mem del gestore di memoria. In questo modo si possono aggior-
nare le strutture dati delle misure ad ogni operazione di concessione o
rilascio di blocchi.
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new_mem e mfree_mem
1 // new_mem portion
2 if (x->size - size > MIN_SIZE + sizeof(mem_block_t)) {
3 /* split the block */
4 mem_block_t *y = (mem_block_t *)(x->data + size);
5 y->size = x->size - size - sizeof(mem_block_t);
6 y->_magic = MY_MAGIC;
7 x->size = size;
8 mem_insert(m, y);
9 }
10 // memory accounting
11 if (res!=NULL) {
12 MEM_change(res ,x->size);
13 }
14 //End memory accounting
15 if (m == shared_mem.map) {
16 shared_mem.usage += x->size;
17 if (shared_mem.usage > shared_mem.peak)
18 shared_mem.peak = shared_mem.usage;
19 }
20 x->_magic = MY_MAGIC_IN_USE;
21 bzero(x->data , size); /* XXX check this. */
22 return x->data;
23 }
24
25 int
26 mfree_mem(memlist_t *m, void *p, uint size , monAcct_t * res) /*
equivalent to free(p) */
27 {
28 int tmpreturn;
29 mem_block_t *x = (mem_block_t *)p - 1;
30
31 if (m == NULL) /* if m is NULL use default map */
32 m = shared_mem.map;
33
34 checkptr(x);
35 if (x->_magic != MY_MAGIC_IN_USE)
36 panic("block␣not␣in␣use ,␣%p␣magic␣%p\n", x, x->_magic);
37 x->_magic = MY_MAGIC;
38 if (size != 0) {
39 if (size > x->size)
40 panic("mfree_mem␣%p␣size␣%d␣real_size␣%d\n", p, size , x->size);
41 bzero(p, size);
42 }
43 logmsg(V_LOGMEM , "mfree_mem␣%p␣size␣%d␣real_size␣%d\n", p, size , x
->size);
44 if (m == shared_mem.map)
45 shared_mem.usage -= x->size;
46 tmpreturn = x->size;
47
48 mem_insert(m, x);
49 // memory accounting
50 if (res!=NULL) {
51 MEM_change(res ,tmpreturn);
52 }
53 // End memory accounting
54 return tmpreturn;
55 }
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Oltre alla modifica di queste funzioni sono state aggiunte ulteriori
informazioni al messaggio che l’export ritorna al capture: quest’ultimo
potrà così aggiornare anche i dati relativi al consumo di memoria dei
vari moduli. Ogni volta che l’export esegue la mfree_mem si registra
la quantità di byte rilasciati per il relativo modulo. Alla fine queste
informazioni saranno inserite nel messaggio di ritorno per la capture.
Handshake tra l’Export e il capture
1 /*
2 * Received a list of expired flow headers from CAPTURE.
3 * Process all of them one by one.
4 */
5 ret = read(capture_fd , x, sizeof(msg_t));
6 if (ret != sizeof(msg_t))
7 panic("error␣reading␣capture_fd ,␣got␣%d\n", ret);
8
9 /*
10 * process the tables that have been received
11 */
12 while (x->ft != NULL) {
13 ctable_t * next = x->ft ->next_expired;
14 size_t sz = sizeof(ctable_t) + x->ft->size * sizeof(void *);
15
16 mcheck(NULL);
17 /* process capture table and update export table */
18 startCrono (&(x->ft ->module ->monAcctMod)); // Starting CPU USAGE
routine
19 process_table(x->ft, x->m);
20 endCrono (&(x->ft->module ->monAcctMod)); // Holding CPU USAGE routine
21 mcheck(NULL);
22
23 /* process export table , storing/discarding records */
24 startCrono (&(x->ft ->module ->monAcctMod)); // ReStarting CPU USAGE
routine
25 store_records(x->ft->module , x->ft ->ts);
26 finishCrono (&(x->ft ->module ->monAcctMod)); // Ending CPU USAGE
routine
27 mcheck(NULL);
28
29 /* free the capture table and move to next */
30 memTmp[x->ft->module ->index] -= mfree_mem(x->m, x->ft, sz, NULL);
31
32
33 mcheck(NULL);
34 x->ft = next;
35 }
36
37 bcopy (memTmp , x->cm , sizeof(int) * map.module_count);
38
39 /*
40 * The tables have been processed and deleted. Return the memory
41 * map to capture so it can merge and reuse the memory.
42 */
43
44
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45 write(capture_fd , x, 2* sizeof(void*)+map.module_count * sizeof(int)
);
46
47 bzero(memTmp , map.module_count * sizeof(int));
48
49 free(x);
In seguito sono mostrate le operazioni che il capture compie una volta
ricevuta la risposta dall’export. Si può notare la chiamata alla funzione
MEM_update che provvede all’aggiornamento della struttura dati relativa
all’accounting di memoria.
Handshake tra l’Export e il capture
1 if (FD_ISSET(export_fd , &r)) { /* export replies to our
message */
2 int unsigned ret;
3 msg_t *reply;
4 reply = safe_calloc (1, 2* sizeof(void*)+map.module_count * sizeof
(int));
5
6 errno = 0; /* reset */
7
8
9 ret = read(export_fd , reply , 2* sizeof(void*)+map.module_count *
sizeof(int));
10 if (ret != 0 && errno != EAGAIN) {
11 if (ret != 2* sizeof(void*)+map.module_count * sizeof(int))
12 panic("error␣reading␣export_fd␣got␣%d", ret);
13
14 if (reply ->m != flush_map)
15 panicx("bad␣flush_map␣from␣export_fd");
16
17 /* ok , export freed memory into the map for us */
18 mem_merge_maps(NULL , flush_map);
19 sent2export = 0; /* mark no pending jobs */
20
21 if (req2Supervisor) {
22 // managing pending request from supervisor mem request
23 su_msg_t tmp_msg;
24 tmp_msg.acctMsg.type=type_MEM;
25 acct_handle_capture(tmp_msg ,sent2export ,& req2Supervisor);
26 req2Supervisor =0;
27 }
28 }
29
30 MEM_update(reply ->cm , map.modules , map.module_count);
31
32 free(reply);
33 }
La misurazione dell’utilizzo del disco fisso è stata eseguita inserendo
l’apposita funzione di probing all’interno della procedura che richiama
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l’esecuzione della specifica callback store propria di ogni modulo. Come
mostrato nella porzione di codice sottostante, in seguito alla richiesta
e alla concessione di spazio dove poter salvare i risultati delle elabora-
zioni, la funzione HD_call viene richiamata in modo da memorizzare la
quantità di byte che il modulo in esame ha ricevuto. La funzione csmap
si interfaccia con con la parte client del processo storage.
callback store
1 /**
2 * -- call_store
3 *
4 * call_store () maps memory and stores the content of a record.
5 * Anything >= 0 means success , <0 is failure.
6 *
7 */
8 static int
9 call_store(module_t * mdl , rec_t *rp)
10 {
11 char *dst;
12 int ret;
13
14 dst = csmap(mdl ->file , mdl ->offset , &mdl ->bsize);
15
16 if (dst == NULL)
17 panic("fail␣csmap␣for␣module␣%s", mdl ->name);
18
19 /* call the store() callback */
20 ret = mdl ->callbacks.store(rp , dst , mdl ->bsize);
21 if (ret < 0)
22 logmsg(LOGWARN , "store()␣of␣%s␣fails\n", mdl ->name);
23 else
24 mdl ->offset += ret;
25 HD_call (&(mdl ->monAcctMod),mdl ->bsize);
26 return ret;
27 }
3.2.5 Richiesta dei dati sullo stato delle risorse
Il supervisor richiede periodicamente ai core processes i dati sullo stato
delle risorse tramite l’invio di un messaggio ad ogni processo coinvolto.
Come illustrato nella sezione precedente, nella struttura per la gestione
dei parametri di configurazione delle richieste è indicata la loro frequen-
za. Prima di inviare i comandi di tipo LOAD è necessario controllare
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inanzitutto se i descrittori dei socket dei core processes sono stati setta-
ti tramite il meccanismo dei messaggi HELLO. Inoltre si deve controllare
se è passato il tempo minimo impostato dall’ultima lettura e se non è
presente una richiesta pendente.
Se viene impostata un’alta frequenza di richiesta di lettura, si po-
trebbe creare una situazione nella quale il sistema richiede una nuova
lettura dei dati contemporaneamente alla gestione della richiesta pre-
cedente. Visto che il limite inferiore del tempo tra una richiesta è la
successiva è stato calcolato sperimentalmente ed è di 500 millisecondi il
problema non si pone in quanto richieste così frequenti non hanno senso
in un ottica di gestione delle risorse.
Main loop del Supervisor
1 int secs , dd, hh , mm, ss;
2 time_t time_now;
3 struct timeval now;
4 struct timeval to = { 1, 0 }; /* fire every second */
5 int i, j, n_ready;
6 fd_set r = valid_fds;
7
8 /*
9 * user interface. just one line ...
10 */
11 gettimeofday (&now , NULL);
12
13 time_now = time(NULL);
14
15 /*
16 * accounting function Call
17 */
18 if ((( time_now -map.req_info.reqTime)*1000 >= map.req_info.rate) && (
map.req_info.pendent !=1) && (export_fd !=-1) && (capture_fd !=
-1) && (export_fd !=-1) && (storage_fd !=-1)){
19 map.req_info.reqTime = time_now;
20 logmsg(LOGWARN ,"\n\nRichiesta␣statistiche\n\n");
21 acct_su_request ();
22 }
Una volta verificata la correttezza e la possibilità di eseguire la nuova
richiesta, viene chiamata la funzione che gestisce l’invio dei messaggi di
LOAD per la lettura dei dati sulle risorse.
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All’inizio la funzione controlla la correttezza delle configurazioni ini-
ziali, che possono sempre essere modificate a runtime dalla politica di
gestione delle risorse, e tramite uno switch - case invia ai processi
interessati il messaggio di LOAD con il tipo della risorsa che vogliamo
analizzare. L’invio del messaggio viene eseguito tramite un’ulteriore
funzione che crea sia il messaggio di tipo _supervisor_msg, relati-
vo al meccanismo preesistente di comunicazione tra i processi, che il
messaggio specifico della richiesta di accounting _acct_msg
Invio dei messaggi di richiesta di accounting
1 void
2 acct_su_request (){
3
4
5 if (map.req_info.pendent ==1)
6 panic("Error␣Statistic␣Request:␣Double␣Request!");
7
8 if (!(map.req_info.type!= type_MEM || map.req_info.type!= type_CPU ||
map.req_info.type!= type_HD || map.req_info.type !=( type_MEM|
type_CPU) || map.req_info.type !=( type_MEM|type_HD) || map.
req_info.type !=( type_CPU|type_HD) || map.req_info.type !=( type_MEM
|type_CPU|type_HD)))
9 panic("Error␣Statistic␣Request:␣Invalid␣Statistic␣Type");
10
11 map.req_info.pendent =1;
12
13 switch (map.req_info.type) {
14 case type_MEM:
15 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣MEM\n", SUPERVISOR , CAPTURE)
;
16 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,map.req_info.
type ,LOAD);
17 map.req_info.mem =1;
18 break;
19 case type_CPU:
20 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , CAPTURE)
;
21 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,map.req_info.
type ,LOAD);
22 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , EXPORT);
23 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,map.req_info.type ,
LOAD);
24 map.req_info.cpu [0]=1;
25 map.req_info.cpu [1]=1;
26 break;
27 case type_HD:
28 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣HD\n", SUPERVISOR , EXPORT);
29 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,map.req_info.type ,
LOAD);
30 map.req_info.hd=1;
31 break;
32 case type_ALL:
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33 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣MEM\n", SUPERVISOR , CAPTURE)
;
34 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,type_MEM ,LOAD);
35 map.req_info.mem =1;
36
37 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , CAPTURE)
;
38 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,type_CPU ,LOAD);
39 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , EXPORT);
40 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,type_CPU ,LOAD);
41 map.req_info.cpu [0]=1;
42 map.req_info.cpu [1]=1;
43
44 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣HD\n", SUPERVISOR , EXPORT);
45 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,type_HD ,LOAD);
46 map.req_info.hd=1;
47
48 }
49 }
50
51
52 /*
53 *This Function sends Supervisor ’s Stats’ request to the relative
process
54 */
55 int
56 acct_suMsg_send(int proc , int fd , int type , cmd_t cmd ){
57 su_msg_t suMsg;
58
59 suMsg.type=MSG_ACCT;
60 suMsg.pid=0;
61 suMsg.idx=0;
62 suMsg.acctMsg.proc=proc;
63 suMsg.acctMsg.type=type;
64 suMsg.acctMsg.cmd=cmd;
65 return write(fd ,&suMsg ,sizeof(su_msg_t));
66 };
3.2.6 Gestione delle richieste di accounting
Le attività che vengono eseguite dai core process sono suddivise in due
fasi: una prima dove i processi si configurano per il loro corretto fun-
zionamento (configurano i socket, mandano il messaggio di HELLO al
supervisor ...) e una seconda nella quale i processi eseguono il proprio
MainLoop. In questa fase ogni processo elabora in sequenza e ciclica-
mente specifiche operazioni: ad esempio la capture cattura i pacchetti
dai link, applica i filtri del modulo, lo storage archivia su disco i dati ...
Nella seconda fase tutti i core process sono in ascolto sul socket
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del supervisor e gestiscono i messaggi che arrivano. I messaggi che
interessano al nostro lavoro sono i messaggi di tipo MSG_ACCT.
La funzione che gestisce questi tipi di messaggi esegue uno switch
- case sul tipo del messaggio specifico dell’accounting (campo acctMsg
del messaggio pervenuto dal supervisor).
In base al tipo del messaggio e dal processo che lo ha ricevuto si
applicano politiche differenti:
• Messaggio di tipo AGE. Viene gestito dalla funzione handle_age
indipendentemente dal processo ricevente.
• Messaggio di tipo RESET. Viene gestito dalla funzione handle_reset
indipendentemente dal processo ricevente.
• Messaggio di tipo LOAD. Viene gestito in base al processo riceven-
te: la funzione acct_handle_capture per la capture mentre la
funzione acct_handle_export per la export.
É da notare che la funzione che gestisce il LOAD per il processo cap-
ture ha tre parametri: il messaggio arrivato, il parametro pendent e il
parametro req2supervisor. Il secondo e il terzo parametro sono ne-
cessari per la gestione del caso particolare in cui arrivi un messaggio di
LOAD della memoria mentre il processo capture ha richiesto al processo
export l’elaborazione dei dati e la successiva deallocazione. In questo
caso la funzione di gestione dei messaggi per il processo capture non
fa altro che segnare come pendente la lettura dei dati sulla memoria
(req2Supervisor=1).
CAPITOLO 3. IMPLEMENTAZIONE 67
Gestione del messaggio LOAD nel capture
1 /*
2 *This function builds an accounting message filled up with relative
stats’ data (CPU and/or MEM Stats
3 *here)
4 *Then it calls send_msg2sup to send the resulting message to Supervisor
5 */
6 int
7 acct_handle_capture(su_msg_t msg , int pendent ,int *req2supervisor){
8 int i=0;
9 int size;
10 acct_msg_t* acct_Msg;
11
12 if (msg.acctMsg.type&type_MEM) {
13 if (! pendent) {
14 size = 2 * sizeof(int) + sizeof(cmd_t) + 3 * map.module_count *
sizeof(double);
15 acct_Msg = safe_calloc (1, size);
16 acct_Msg ->proc=CAPTURE;
17 acct_Msg ->type=type_MEM;
18 for(i=0;i<map.module_count *3;i+=3){
19 acct_Msg ->statistic[i]=map.modules[i]. monAcctMod.MemAcct.avg;
20 acct_Msg ->statistic[i+1]= map.modules[i]. monAcctMod.MemAcct.peak
;
21 acct_Msg ->statistic[i+2]= map.modules[i]. monAcctMod.MemAcct.eft;
22 }
23 logmsg(V_LOGDEBUG ,"***␣Sending␣Memory␣statistics␣to␣Supervisor␣
***");
24 send_msg2sup(acct_Msg , size);
25 free(acct_Msg);
26 return 0;
27 } else {
28 *req2supervisor =1;
29 }
30 }
31 if (msg.acctMsg.type&type_CPU) {
32
33 size = 2 * sizeof(int) + sizeof(cmd_t) + map.module_count * sizeof
(double);
34 acct_Msg = safe_calloc (1, size);
35 acct_Msg ->proc=CAPTURE;
36 for(i=0;i<map.module_count;i++){
37 acct_Msg ->statistic[i]= CPU_avg(map.modules[i]. monAcctMod.CpuAcct.
sampleCPU , 0.9);
38 }
39 acct_Msg ->type=type_CPU;
40 logmsg(V_LOGDEBUG ,"***␣Sending␣CPU␣statistics␣to␣Supervisor␣***");
41 send_msg2sup(acct_Msg , size);
42 free(acct_Msg);
43 return 0;
44 }
45 return 0;
46 }
Il controllo torna al MainLoop il quale, fra le altre attività, è in ascol-
to sul socket del processo export. All’arrivo del messaggio dall’export di
conferma della deallocazione delle memoria, il processo capture gestisce
CAPITOLO 3. IMPLEMENTAZIONE 68
il messaggio (fa il merge della memlist) e controlla se è presente una
richiesta dal supervisor di lettura dei dati sullo stato della memoria: in
caso positivo si crea ad hoc un messaggio e richiama direttamente la
funzione di gestione delle richieste acct_handle_capture.
Gestione messaggi tra capture e export
1 if (FD_ISSET(export_fd , &r)) { /* export replies to our message */
2 int unsigned ret;
3 msg_t *reply;
4 reply = safe_calloc (1, 2* sizeof(void*)+map.module_count * sizeof
(int));
5
6 errno = 0; /* reset */
7
8
9 ret = read(export_fd , reply , 2* sizeof(void*)+map.module_count *
sizeof(int));
10 if (ret != 0 && errno != EAGAIN) {
11 if (ret != 2* sizeof(void*)+map.module_count * sizeof(int))
12 panic("error␣reading␣export_fd␣got␣%d", ret);
13
14 if (reply ->m != flush_map)
15 panicx("bad␣flush_map␣from␣export_fd");
16
17 /* ok , export freed memory into the map for us */
18 mem_merge_maps(NULL , flush_map);
19 sent2export = 0; /* mark no pending jobs */
20
21 if (req2Supervisor) {
22 // managing pending request from supervisor mem request
23 su_msg_t tmp_msg;
24 tmp_msg.acctMsg.type=type_MEM;
25 acct_handle_capture(tmp_msg ,sent2export ,& req2Supervisor);
26 req2Supervisor =0;
27 }
28 }
Le funzioni di gestione dei messaggi di LOAD provenienti dal supervi-
sor (acct_handle_capture per il processo capture e acct_handle_export
per il processo export) sono molto simili. Tramite un comando di con-
dizione controlliamo la risorsa per cui è stata richiesta la lettura dei
dati (memoria e CPU per il capture e harddisk e CPU per il processo
export). In base alla risorsa le funzioni allocano memoria ad hoc per il
messaggio di risposta al supervisor. Tutti i messaggi di risposta sono
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composti da due parti: una di lunghezza fissa e una di lunghezza va-
riabile. La prima è un intestazione di lunghezza (2 * sizeof(int) +
sizeof(cmd_t)). I due interi indicano, rispettivamente, il processo che
invia il messaggio e il tipo di risorsa di cui forniamo i dati, mentre il
campo di tipo cmd_t non viene valorizzato per i messaggi di risposta.
La seconda parte dipende dal tipo di risorsa in esame:
• Per la Memoria allochiamo tre double per ogni modulo: uno
per il valore del consumo effettivo al momento, uno con il valore
medio e uno con il valore di picco.
• Per la CPU allochiamo un double per ogni modulo con il valore
medio; per il calcolo della media vedere XXX
• Per l’HD allochiamo un double per ogni modulo con il valore
medio.
Per l’invio dei messaggi di risposta le funzione handle utilizzano la
funzione send_msg2sup. Questa non fa altro che prendere il messaggio
specifico dell’accounting e costruire il messaggio i tipo su_msg_t che
viene gestito dal supervisor.
3.2.7 Gestione messaggi di risposta sull’accounting
Come i core process anche il supervisor è strutturato in due fasi: la
prima con le configurazioni e la seconda con un MainLoop. Nella seconda
fase il supervisor gestisce i messaggi che provengono dai core processes.
Per la gestione delle richieste di accounting è stato inserito il messaggio
MSG_ACCT. La funzione che gestisce questo tipo di messaggio è mostrata
nel listato seguente.
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Gestione dei messaggi di accounting
1 /*
2 *This functions handles a statistics response message from Capture or
Export
3 *It switches through request ’s type and reads remaining data from the
relative socket
4 *Then it fills up the relative statistics ’ structure
5 */
6 int
7 acct_handle_SU(int s,su_msg_t * msg){
8
9 int i=0,indice =0;
10 double *statistic =0;
11 int ret;
12
13 if (msg ->acctMsg.proc== EXPORT) indice =1;
14 else indice =0;
15
16 switch (msg ->acctMsg.type) {
17 case type_MEM:
18 if (map.req_info.mem ==0)
19 panic("***␣Statistic␣not␣requested");
20 statistic=safe_calloc (1,map.module_count *3* sizeof(double));
21 ret=read(s,statistic ,map.module_count *3* sizeof(double));
22 logmsg(V_LOGDEBUG ,"***␣Fill␣up␣MEM␣Statistics\n***");
23 for(i=0;i<map.module_count;i++) {
24 map.req_response[i].mem [0]= statistic [3*i];
25 map.req_response[i].mem [1]= statistic [3*i+1];
26 map.req_response[i].mem [2]= statistic [3*i+2];
27 }
28 logmsg(LOGWARN , "MEM␣END\n");
29 map.req_info.mem =0;
30 break;
31 case type_CPU:
32 if (map.req_info.cpu[indice ]==0)
33 panic("***␣Statistic␣not␣requested");
34 statistic=safe_calloc (1,map.module_count*sizeof(double));
35 ret=read(s,statistic ,map.module_count*sizeof(double));
36 logmsg(V_LOGDEBUG ,"***␣Fill␣up␣CPU␣index␣%d␣Statistics\n***",
indice);
37 for(i=0;i<map.module_count;i++) {
38 map.req_response[i].cpu[indice ]= statistic[i];
39 }
40 logmsg(LOGWARN , "CPU␣-␣%d␣END\n",indice);
41 map.req_info.cpu[indice ]=0;
42 break;
43 case type_HD:
44 if (map.req_info.hd==0)
45 panic("***␣Statistic␣not␣requested");
46 statistic=safe_calloc (1,map.module_count*sizeof(double));
47 ret=read(s,statistic ,map.module_count*sizeof(double));
48 logmsg(V_LOGDEBUG ,"***␣Fill␣up␣HD␣Statistics\n***");
49 for(i=0;i<map.module_count;i++) {
50 map.req_response[i].hd=statistic[i];
51 }
52 logmsg(LOGWARN , "HD␣END\n");
53 map.req_info.hd=0;
54 break;
55 case type_ACK:
56 break;
57 }
58
59 free(statistic);
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60
61 logmsg(V_LOGDEBUG ,"***␣Checking␣for␣Stats’␣computation␣ending␣***");
62 if (acct_request_end ()) {
63 map.req_info.pendent =0;
64
65 if (map.req_info.nReq !=0){
66 send_queryOnDemand ();
67 }
68
69 (map.req_info.fun)();
70 }
71
72 return HANDLE_ACCT;
73 };
La funzione memorizza nella struttura dati descritta della sezio-
ne 3.1.5 i dati contenuti nel messaggio pervenuto. La lunghezza del
messaggio dipende, come descritto nella sezione precedente ( 3.2.6), dal
tipo della risorsa a cui si riferiscono i dati inviati, quindi è necessaria
una seconda lettura specifica per ogni tipologia di risorsa in modo da
leggere i dati contenuti nel campo statistic.
Dopo aver memorizzato i dati pervenuti, la funzione controlla, trami-
te la funzione acct_request_end(), se sono arrivati tutti i dati richiesti.
Come detto nella sezione precedente, nella struttura _req_info_t sono
presenti tre campi: mem, hd e cpu[2] che vengono settati a seconda della
richiesta che si sta per effettuare. Per controllare se sono pervenuti tutti
i dati richiesti, la funzione controlla che tutti questi campi siano a zero.
Se sono pervenuti tutti i dati, la funzione controlla se c’è almeno una
richiesta di dati da parte degli utenti: se è presente viene gestita e poi
viene richiamata la funzione che applica il Resource Management.
La funzione per la politica di gestione viene caricata da una libreria
dinamica, il nome di tale libreria è indicato nel file di configurazione
o tramite i parametri passati da riga di comando. In questa libreria
deve essere presente una funzione con il nome ResourceManagement. Se
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come parametro passiamo Unknown, si utilizzerà la funzione di default
del sistema CoMo.
3.2.8 Gestione delle richieste utenti
Un altro compito del supervisor è quello di gestire le richieste che ven-
gono effettuate dagli utenti per la lettura dei dati sul socket prestabilito,
di default il socket è LOCALHOST:44444.
Il supervisor crea un figlio tramite la Fork al quale viene deman-
dato il compito della gestione. Queste richieste possono essere di varia
natura: richieste dei dati elaborati da uno specifico modulo, richiesta
dello stato del sistema CoMo, richiesta di lettura dei dati sullo stato
delle risorse. Quest’ultima richiesta è stata implementata nel corso del
nostro lavoro. Per far questo abbiamo inserito una nuova tipologia di
richista: ACCOUNTING.
Il processo query ondemand, processo figlio del supervisor, analiz-
za la richiesta e se questa è di tipo accounting chiama la funzione
send_accounting.
Gestione delle richieste HTTP
1 /*
2 * -- send_accountig
3 * This function sends an accounting request to Supervisor and then
waits for a response in order to
4 * send it back to the remote client
5 */
6 void
7 send_accounting(__unused qreq_t * req , int client_fd ,__unused int
supervisor_fd , su_msg_t m)
8 {
9 int ret;
10 // su_msg_t reply;
11
12 bzero(&m, sizeof(m));
13 m.type = MSG_REQ_ACCT;
14
15 /*
16 * the pid is useful to keep track of the socket
17 * descriptor returned to the supervisor process
18 * by the accept () system call.
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19 */
20 m.pid = getpid ();
21
22 m.idx = -1; /* in this context the information related to the module ’
s index is useless */
23
24 /* we send the request message to the supervisor */
25 if (0 >= write(supervisor_fd , &m, sizeof(m)))
26 panic("sending␣data␣to␣the␣supervisor␣for␣accounting␣request:␣%s\n"
, strerror(errno));
27
28 /* we wait for reply from the supervisor */
29 logmsg(V_LOGDEBUG , "waiting␣for␣reply␣from␣the␣supervisor ...\n");
30 bzero(&m, sizeof(m));
31
32 if (0 >= read(supervisor_fd , &m, sizeof(m)))
33 panic("error␣reading␣supervisor_fd␣(%s)\n", strerror(errno));
34
35 /* send HTTP header */
36 ret = como_writen(client_fd ,
37 "HTTP /1.0␣200␣OK\nContent -Type:␣text/plain\n\n", 0);
38 if (ret < 0)
39 panic("sending␣data␣to␣the␣client");
40
41 if (m.type == MSG_REQ_ACCT){
42 ret = como_writen(client_fd , m.msg , 0);
43 }else{
44 ret = como_writen(client_fd , "ERROR␣RETRIEVING␣STATISTIC", 0);
45 }
46 if (ret < 0)
47 panic("sending␣data␣to␣the␣client");
48 }
Questa funzione non fa altro che mandare un messaggio al processo
supervisor di tipo MSG_REQ_ACCT e aspetta la risposta; pervenuta manda
al socket su cui è stata effettuata la richiesta un messaggio di risposta,
che contiene, nel campo MSG, parte del messaggio ricevuto dal supervisor.
Il supervisor, che è in ascolto anche sui socket collegati ai vari proces-
si query ondemand, all’arrivo di un messaggio da tali processi, controlla
se è pendente una richiesta di LOAD delle risorse: in caso negativo crea
una richiesta straordinaria altrimenti non effettua nessuna operazione.
Nella gestione dei messaggi di risposta dai core processes descritta
nella sezione precedente, all’arrivo dell’ultimo messaggio sulla lettura dei
dati controlla la presenza di elementi nell’apposita coda fd_query; nel
caso positivo confenziona il messaggio di risposta nel formato illustrato
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Figura 3.1: Risposta del CoMo ad una richiesta HTTP di accounting
in figura 3.1 e lo invia a tutti i processi query ondemand in attesa di
tali dati.
Capitolo 4
Conclusioni
Elaborare statistiche ed effettuare analisi sul traffico può risultare un
attività pesante e dispendiosa in termini di risorse. L’utilizzo delle ri-
sorse dipende principalmente da tre fattori: caratteristiche del traffico,
moduli di analisi e richieste di statistiche.
Effettuare un accounting delle risorse previene:
• la saturazione del sistema dovuto ad un sovraccarico eccessivo;
• il degradamento delle prestazioni del sistema;
• l’incapacità di rispettare i requisiti real-time sulla cattura dei
pacchetti;
• prevenire attacchi al sistema di tipo Denial of Service.
Siamo riusciti a realizzare un’infrastruttura di monitoraggio continuo
dell’utilizzo delle risorse per l’attuazione di una politica di Resource
Management capace di attuare un possibile rimedio alle problematiche
sopra illustrate.
L’obiettivo era quello di misurare e memorizzare statistiche sull’u-
tilizzo delle risorse da parte dei vari moduli plug-in. La realizzazione è
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stata basata sullo sviluppo di tre probe capaci di misurare il consumo
della memoria, della CPU e del disco e lo sviluppo di un infrastruttura
che permetta la gestione delle informazioni sullo stato delle risorse fra i
vari processi.
Il probe della CPU è stato sviluppato con primitive in linguaggio
assembler per soddisfare i requisiti temporali. É basato sul comando
RDTSC che permette di leggere il valore di un registro specifico delle
macchine 80x86. Per quanto riguarda i probes della memoria e del HD
sono state modificate le primitive di gestione di tali risorse nel sistema
CoMo; le nuove primitive tengono traccia dell’utilizzo delle specifiche
risorse e determinano il modulo che ne ha fatto uso.
Per permettere una corretta ed efficace gestione dei dati raccolti
durante la fase di probing è stata sviluppata un’infrastruttura basata
sulla comunicazione dei processi tramite socket Unix. Tale infrastrut-
tura permettere la gestione centralizzata delle informazioni sui dati di
accounting da parte del processo supervisor. Permette anche di richia-
mare funzioni API per la manipolazione delle strutture dati interne al
sistema di accounting, di richiedere lo stato delle risorse tramite query
HTTP e la possibilità di configurare il Resource Management in base
alle proprie esigenze.
4.1 Sviluppi futuri
In questa sezione illustriamo i possibili sviluppi futuri per il completa-
mento e il raggiungimento degli obbiettivi che gli sviluppatori di CoMo si
sono posti. In seguito al completamento dell’infrastruttura di accounting
si può procedere allo studio e sviluppo:
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• Di una politica di Resource Management (vedi sez. 4.1.1).
• Della sicurezza dell’infrastruttura (vedi sez. 4.1.2).
• Del sistema CoMo distribuito (vedi sez. 4.1.3).
4.1.1 Sviluppo della politica di Resource Manage-
ment
Predirre l’utilizzo delle risorse è praticamente impossibile: una soluzio-
ne è un accurato monitoraggio del loro consumo in modo da reagire
rapidamente alle situazioni anomale che possono verificarsi.
Nel sistema CoMo la gestione delle risorse potrebbe essere di tipo
threshold-based, sfruttando il lavoro svolto in ambito di questa tesi. Nel
momento in cui l’uso di ogni singola risorsa monitorizzata eccede la
relativa soglia, potranno essere prese le seguenti decisioni:
1. Disattivare alcuni moduli.
2. Bloccare le richieste.
3. Campionare il traffico in arrivo e ritardare l’esecuzione di alcuni
moduli.
La specifica decisione dipenderà da differenti fattori tra cui la priorità
dei moduli e il rilevamento di moduli malicious.
La priorità di un modulo plug-in dovrebbe dipendere dal tempo di
risposta dalla potenziale query che necessita l’elaborazione dei dati da
parte del modulo stesso. Per esempio, un modulo che elabora una me-
trica per il rilevamento di anomalie nel traffico, dovrebbe avere una
priorità elevata dato che una tale richiesta deve essere fornita in breve
tempo. Inoltre la priorità dei moduli dovrebbe dipendere anche dalle
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richieste attualmente in esecuzione sul sistema, come pure da quelle che
sono state ricevute in passato. Una possibile implemetazione è quella di
assegnare inizialmente priorità statiche a ciascun modulo e poi adattar-
le a seconda di quanto spesso i dati processati dallo specifico modulo
verranno richiesti.
4.1.2 Sviluppo della sicurezza dell’infrastruttura
Come illustrato precedentemente, un obiettivo primario di un sistema
che fornisce un servizio di monitoraggio aperto consiste in un accurata
definizione delle politiche di accesso, nella salvaguardia della privacy
degli utenti e nella autenticazione dei moduli caricati.
Gli utenti accedono alle informazioni attraverso i moduli caratteriz-
zati dalla coppia filtro - funzione. Una possibile soluzione è quella di
permettere qualsiasi calcolo alla funzione e di applicare la politica di
sicurezza ai filtri. L’approccio scelto per un futuro sviluppo è quello di
caricare nel sistema moduli firmati per i quali lo sviluppatore può essere
autenticato e far ereditare alla funzione il suo livello di accesso.
4.1.3 Sviluppo del sistema CoMo distribuito
L’infrastruttura CoMo è soggetta principalmente a tre tipi di costo:
1. Costo dell’Hardware.
2. Costo d’esecuzione per l’esecuzione e di mantenimento dei nodi
CoMo.
3. Costo di servizio, cioè il costo dell’esecuzione di una specifica query
sui nodi.
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Allo scopo di minimizzare i costi i gestori di rete dovranno identifi-
care un insieme di locazioni strategiche nei loro domini amministrativi.
L’importanza strategica di una locazione può dipendere dalle proprie-
tà della rete, dai link, dalle locazioni stesse, oppure potrebbe essere
motivata dalle richieste e preferenze degli utenti dell’infrastruttura. L’i-
dentificazione di locazioni strategiche è un problema difficile da risolvere
e il piazzamento dei dispositivi di monitoraggio è strettamente correlato
agli obiettivi di caratterizzazione del traffico che si vuole ottenere. Sono
stati effettuati numerosi studi al riguardo e sono state proposte differenti
soluzioni (per maggiori dettagli si rimanda a [10, 11, 12]). Nel contesto
CoMo, il piazzamento dei nodi risolve solo in parte il problema, infatti
rimane da definire su quanti e quali nodi una data query dovrebbe essere
eseguita per massimizzare l’accuratezza dei risultati e allo stesso tempo
mantenere i costi al minimo. Bisogna ricercare un metodo che data una
query permetta di specificare i nodi dove dovrebbe essere eseguita e la
velocità di campionamento del traffico in arrivo. Futuri sviluppi riguar-
deranno le seguenti problematiche sul piazzamento dei nodi CoMo nelle
reti:
• Elasticità sui cambiamenti del traffico: su reti di grosse di-
mensioni dovranno essere previste variazioni sulla domanda di
traffico tramite l’aggiunta di nuovi nodi e utenti.
• Elasticità sui Network Failure: il piazzamento dei nodi do-
vrebbe essere poco sensibile ai cambiamenti delle matrici di rou-
ting. É stato mostrato in [13] come i link failure fanno parte delle
quotidiane operazioni e che la rete ritorna al suo stato originario
nell’ordine di minuti.
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• Obiettivi in competizione con ingegneria del traffico: tec-
niche standard dell’ingengeria del traffico competono con gli obiet-
tivi di misura e caratterizzazione del traffico e limitano l’abilità
degli operatori di rete nell’ottimizzare l’infrastruttura di monito-
raggio. Per esempio, le tecniche di bilanciamento del carico su
percorsi ad uguale costo rende più difficile da risolvere il problema
del piazzamento dei nodi. Infatti, la conoscenza della matrice di
routing non aiuta nella determinazione dell’attuale percorso che
i pacchetti prenderanno attraverso la rete a causa della casualità
introdotta ad ogni salto dalla strategia di bilanciamento del carico.
Appendice A
Principali funzioni sviluppate
File di intestazione
1 /*
2 * Library for module ’s CPU resource monitorization (cpu , memory , hd)
3 */
4
5 /*
6 * CPUspeed memorization variable.
7 */
8 extern uint32_t CPUSpeed;
9
10 extern struct _como map;
11
12 /*
13 * Useful MACRO for reading value of internal CPU counter
14 */
15
16 #define endCrono(tmp) \
17 endCrono2(tmp ,1);
18
19
20 #define finishCrono(tmp) \
21 endCrono2(tmp ,0);
22
23
24 #define measure(time) \
25 __asm__ __volatile__ ( \
26 "CPUID;" \
27 "rdtsc;" \
28 "mov␣%%eax ,␣%0;" \
29 \
30 :"=r" (time) \
31 : \
32 :"%eax", "%ebx", "%ecx", "%edx" \
33 )
34
35 /*
36 * UTILITIES
37 */
38 uint32_t getCpuSpeed ();
39
40
41 /*
42 * ACCOUNTING FUNCTION
81
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43 */
44
45 /*
46 * CPU
47 */
48 void startCrono(monAcct_t *);
49 void endCrono2(monAcct_t*, int);
50 void CPU_age(monSampleCPU_t*,int);
51 void CPU_reset(monSampleCPU_t *);
52
53 /*
54 * FUNCTION FOR MEMORY
55 */
56 void MEM_change(monAcct_t *, int32_t );
57 void MEM_update(int *, module_t *, int);
58 void MEM_age(monMEM_t *, int);
59 void MEM_reset(monMEM_t * );
60
61 /*
62 * Function for HD
63 */
64
65 void HD_call(monAcct_t *,size_t);
66 void HD_age(monAcct_t * ,int);
67 void HD_reset(monAcct_t *);
68
69 /*
70 * FUNCTION MANAGED
71 */
72 void acct_defaultFun ();
73
74 /*
75 * Messaging functions
76 */
77
78 int acct_handle_SU(int ,su_msg_t *);
79 int acct_handle_client(su_msg_t , __unused int ,__unused int *);
80 void acct_su_request ();
81 int acct_handle_capture(su_msg_t , int ,int *);
codice sorgente
1 #include <inttypes.h>
2 #include <stdlib.h>
3 #include <stdio.h>
4 #include <unistd.h>
5 #include <strings.h>
6
7 #include "como.h"
8 #include "accounting.h"
9
10
11
12
13 /*
14 * UTILITIES
15 */
16
17 int
18 l2(int x){
19 int tmp=0;
20
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21 while (x){
22 x=x>>1;
23 tmp++;
24 }
25
26 return tmp;
27 }
28
29 /*
30 * Function for measuring CPUSpeed ,
31 * It counts how many ticks elapsed in one second
32 */
33 uint32_t
34 getCpuSpeed (){
35 uint32_t tmp1CPU ,tmp2CPU;
36
37 measure(tmp1CPU);
38 sleep (1);
39 measure(tmp2CPU);
40
41 return (tmp2CPU -tmp1CPU);
42 }
43
44
45
46 /*
47 * FUNCTIONS FOR MEASURING CPU USAGE
48 * We save cpu Usage in an array of _monCPU;
49 * It’s composed by timeTot (total time), occ (number of occurrencies
for the current interval)
50 * Every interval contain a range of Clock cycles equal to 2^i, where i
is the i-esim interval.
51 * from [0 to 1] clock cycles in position 0
52 * from [2 to 3] clock cycles in position 1
53 * etc ......
54 */
55
56
57 /*
58 * Function for saving internal CPU counter ’s value.
59 * monAcct_t *tmpCPU --> pointer to Module ’s Statistic struct
60 */
61 void
62 startCrono(monAcct_t *tmp){
63 timeCpu_t tmp1CPU;
64
65 /* saving value in tmp1CPU */
66 measure(tmp1CPU);
67 logmsg(V_LOGDEBUG ,"***␣CPU␣timestamp␣measured:␣%d␣***",tmp1CPU);
68 tmp ->CpuAcct.tmpCPU=tmp1CPU - tmp ->CpuAcct.tmpCPU;
69 ;}
70
71 /*
72 * Function for computing the time used by a portion of code
73 * monAcct_t* tmp --> pointer to Module ’s Statistic struct
74 * int type --> type of operation: 0 means store a new value; 1 means to
hold the measure.
75 * A measure can be held only once.
76 */
77 void
78 endCrono2(monAcct_t* tmp , int type){
79 uint32_t i=0;
80 timeCpu_t tCPU;
81 timeCpu_t t2CPU;
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82
83 /* saving value in tmpCPU */
84 measure(tCPU);
85 logmsg(V_LOGDEBUG ,"***␣CPU␣timestamp␣measured:␣%d␣***",tCPU);
86 /* number of tick elapsed */
87 t2CPU=tCPU -(tmp ->CpuAcct.tmpCPU);
88
89 if(type ==1){
90 tmp ->CpuAcct.tmpCPU=t2CPU;
91 }else{
92 /* calling the macro for (int)floor(log(x)/log(2));*/
93 i=l2(t2CPU);
94 /* Computing and saving values */
95 logmsg(V_LOGDEBUG ,"***␣endcrono2:␣Computing␣and␣saving␣values:␣%d␣
***",t2CPU);
96 tmp ->CpuAcct.sampleCPU[i].occ++;
97 tmp ->CpuAcct.sampleCPU[i]. timeTot +=t2CPU;
98 /* Resetting value to permit new measure */
99 tmp ->CpuAcct.tmpCPU =0;
100 }
101 }
102
103 /*
104 * Function for computing average cpu usage.
105 * We sperimentally observe some number of occurrencies distribuition:
106 * Their value is 0 until a certain number of clock cycles , here it
frequently raises fast to a peek and then decreases.
107 * We choose to sum values until we reach an appropriated number of
occurrencies (specified by a parameter)
108 * This way we try to avoid counting preemption values in the sum.
109 * monSampleCPU_t* tmpSample --> Occurrencies vector
110 * double perc --> occurrencies percentage to be computed
111 */
112 double
113 CPU_avg(monSampleCPU_t* tmpSample , double perc){
114 double totOcc ,tmpOcc =0.0;
115 int i;
116 double med =0.0;
117
118 /* wrong percentage values */
119 if ((perc >1) || (perc <=0)){
120 /* panic()*/
121 exit(-1);
122 }
123
124 logmsg(V_LOGDEBUG ,"***␣Computing␣CPU␣average␣Time␣***");
125 /* computing total values of occurrencies for current module */
126 for(i=0,totOcc =0;i<INTERVALS;totOcc +=( double)tmpSample[i++]. occ);
127
128 /* computing avg */
129 for(med=0,i=0,tmpOcc =0;i<INTERVALS;i++){
130 if (tmpSample[i]. timeTot !=0){
131 med+=( double)tmpSample[i]. timeTot;
132 tmpOcc +=( double)tmpSample[i].occ;
133 }
134 if (tmpOcc/perc >= totOcc)
135 break;
136 }
137 return (( tmpOcc)?(med/tmpOcc):(0.0));
138 }
139
140 /*
141 * Function for data’s aging ,
142 * It divides by a factor number of occurrencies and total time too.
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143 * monSampleCPU_t* tmpSample --> Occurrencies vector to be aged
144 * int factor --> aging factor
145 */
146 void
147 CPU_age(monSampleCPU_t* tmpSample ,int factor){
148 int i;
149
150 /* every samples divided by factor */
151 logmsg(V_LOGDEBUG ,"***␣Aging␣CPU␣Time␣stististic␣***");
152 for(i=0;i<INTERVALS;i++){
153 tmpSample[i]. timeTot /= factor;
154 tmpSample[i].occ/= factor;
155 }
156 }
157
158 /*
159 * Function for resetting module ’s values
160 * monSampleCPU_t* tmpSample --> Occurrencies vector to be reset
161 */
162 void
163 CPU_reset(monSampleCPU_t* tmpSample){
164 int i;
165
166 logmsg(V_LOGDEBUG ,"***␣Resetting␣CPU␣Time␣stististic␣***");
167 /* reset of every samples */
168 for(i=0;i<INTERVALS;i++){
169 tmpSample[i]. timeTot =0;
170 tmpSample[i].occ =0;
171 }
172 }
173
174
175
176
177 /*
178 * FUNCTIONS FOR MEMORY
179 */
180
181
182
183 /*
184 * This function must be called everytime newmem or freemem occurse so
it can update
185 * memory effective , avg and peak values
186 * for avg calculation we utilize timeTot for total elapsed time ,
187 * lastTick for last time measured
188 * monAcct_t * tmpAcct --> current module ’s statistic data struct
189 * int32_t memvar --> memory amount granted (positive) or released (
negative)
190 */
191
192 void
193 MEM_change(monAcct_t * tmpAcct , int32_t memvar){
194 timeCpu_t tmpTick =0;
195 timeCpu_t tmpDiff =0;
196 double oldavg =0.0;
197
198 /*
199 * Computing avg , avg is inizializated with -1 because the first time
we can’t
200 * calculate any avg
201 */
202 logmsg(V_LOGDEBUG ,"***␣Updating␣Memory␣statistics␣***");
203 oldavg=tmpAcct ->MemAcct.avg;
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204
205 if(tmpAcct ->MemAcct.avg !=-1){
206 measure(tmpTick);
207 tmpDiff = (tmpTick -tmpAcct ->MemAcct.lastTick);
208 tmpAcct ->MemAcct.avg = (( double)tmpAcct ->MemAcct.eft)*(( double)
tmpDiff) + (tmpAcct ->MemAcct.avg * (( double)tmpAcct ->MemAcct.
timeTot));
209 if (tmpAcct ->MemAcct.timeTot + tmpDiff) {
210 tmpAcct ->MemAcct.avg /= ((( double)tmpAcct ->MemAcct.timeTot) + ((
double)tmpDiff));
211 }
212 else tmpAcct ->MemAcct.avg =0.0;
213 }else{
214 tmpAcct ->MemAcct.avg =0.0;
215 }
216
217 /*
218 * updating values
219 */
220 tmpAcct ->MemAcct.eft+= memvar;
221 tmpAcct ->MemAcct.timeTot += tmpDiff;
222 tmpAcct ->MemAcct.lastTick=tmpTick;
223 if (tmpAcct ->MemAcct.peak <tmpAcct ->MemAcct.eft) {
224 tmpAcct ->MemAcct.peak=tmpAcct ->MemAcct.eft;
225 }
226 };
227
228 /*
229 * Function for resetting module ’s memory values
230 * monMEM_t * tmpMEM --> current module ’s memory data struct
231 */
232 void
233 MEM_reset(monMEM_t * tmpMEM){
234
235 logmsg(V_LOGDEBUG ,"***␣Resetting␣Memory␣statistics␣***");
236 tmpMEM ->avg=-1;
237 tmpMEM ->eft=tmpMEM ->peak=tmpMEM ->timeTot=tmpMEM ->lastTick =0;
238 };
239
240 /*
241 * Memory data’s aging ,
242 * time elapsed till now will be divided by aging factor
243 * monMEM_t * tmpMEM --> current module ’s memory data structure
244 * int factor --> aging factor
245 */
246 void
247 MEM_age(monMEM_t * tmpMEM , int factor){
248 logmsg(V_LOGDEBUG ,"***␣Aging␣Memory␣statistics␣***");
249 tmpMEM ->timeTot /= factor;
250 };
251
252 /*
253 * This function updates memory statistic with data coming from EXPORT
254 *int * Ex --> data from EXPORT
255 *module_t *module --> module ’s array
256 *int i --> current number of modules
257 */
258 void
259 MEM_update(int * Ex, module_t *module , int i){
260 int j=0;
261
262 logmsg(V_LOGDEBUG ,"***␣Updating␣Memory␣statistics␣with␣data␣from␣
Export␣***");
263 for(j=0;j<i;j++){
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264 if(Ex[i]==0)
265 MEM_change (&( module[i]. monAcctMod),Ex[i]);
266 }
267
268 }
269
270
271
272 /*
273 * HD functions
274 */
275
276 /*
277 * HD statistic reset function
278 * monAcct_t *tmp --> pointer to current module statistic data struct
279 */
280 void
281 HD_reset(monAcct_t *tmp){
282 int i;
283
284 logmsg(V_LOGDEBUG ,"***␣Resetting␣HD␣statistics␣***");
285 tmp ->HdAcct.start_time =0;
286 tmp ->HdAcct.pos=0;
287 tmp ->HdAcct.avgHD =0;
288 tmp ->HdAcct.totpos =0;
289 tmp ->HdAcct.totbyte =0;
290 for(i=0;i<MAX_ACCESS;i++)
291 tmp ->HdAcct.access[i]=0;
292 }
293
294 /*
295 * HD statistic reset function
296 * monAcct_t *tmp --> pointer to current module statistic data struct
297 * int factor --> aging factor
298 */
299 void
300 HD_age(monAcct_t *tmp ,int factor){
301
302 logmsg(V_LOGDEBUG ,"***␣Aging␣HD␣statistics␣***");
303 tmp ->HdAcct.totbyte /= factor;
304 tmp ->HdAcct.totpos /= factor;
305 }
306
307 /*
308 * HD statistic update function
309 * monAcct_t *tmp --> pointer to current module statistic data struct
310 * size_t size --> size requested by module
311 */
312 void
313 HD_call(monAcct_t * tmp ,size_t size){
314 int64_t diff =0;
315 uint32_t tmpTick;
316
317 logmsg(V_LOGDEBUG ,"***␣Updating␣HD␣statistics␣***");
318 measure(tmpTick);
319 if ((( double)diff/( double)CPUSpeed >1.0) || (tmp ->HdAcct.pos==
MAX_ACCESS)){
320 tmp ->HdAcct.start_time =0;
321 tmp ->HdAcct.pos=0;
322 }
323 if (!tmp ->HdAcct.start_time) tmp ->HdAcct.start_time=tmpTick;
324 diff=tmpTick -tmp ->HdAcct.start_time;
325 tmp ->HdAcct.access[tmp ->HdAcct.pos]=size;
326 tmp ->HdAcct.pos +=1;
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327 tmp ->HdAcct.totpos +=1;
328 tmp ->HdAcct.totbyte +=size;
329 if (tmp ->HdAcct.totpos) {
330 tmp ->HdAcct.avgHD=( double)tmp ->HdAcct.totbyte / (double) (tmp ->
HdAcct.totpos);
331 }
332 else tmp ->HdAcct.avgHD =0;
333 };
334
335
336 /*
337 * Function for msg
338 */
339
340 /*
341 *This function returns 1 if all statistics ’ request has been satisfied ,
0 otherwise
342 *
343 */
344 int
345 acct_request_end () {
346
347 int finito =1;
348 if (map.req_info.mem ==1) {
349 finito =0;
350 }
351 if (map.req_info.cpu [0]==1){
352 finito =0;
353 }
354
355 if (map.req_info.cpu [1]==1) {
356 finito =0;
357 }
358 if (map.req_info.hd==1) {
359 finito =0;
360 }
361
362 return finito;
363 }
364
365 /*
366 *
367 *This function builds a data statistics ’ response message and then
sends it to the processes
368 *ready to receive it
369 */
370 void
371 send_queryOnDemand (){
372 su_msg_t msg;
373 int len;
374 int i;
375
376 len=0;
377 msg.type=MSG_REQ_ACCT;
378 msg.pid=getpid ();
379 msg.idx=-1;
380
381 for (i=0;i<map.module_count;i++){
382 if(map.modules[i].name!=NULL){
383 len += sprintf(msg.msg+len * sizeof(char),
384 "Module␣Name:␣%s\n\n",
385 map.modules[i].name);
386
387 if(map.req_info.type&type_MEM){
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388 logmsg(V_LOGDEBUG ,"***␣Adding␣MEM␣statistics␣to␣response␣
message ***");
389 len += sprintf(msg.msg+len * sizeof(char),
390 "MEMORY\n"
391 "current␣shared␣memory␣usage:␣%.2f\n"
392 "peak␣shared␣memory␣usage:␣%.2f\n"
393 "average␣shared␣memory␣usage:␣%.2f\n\n",
394 map.req_response[i].mem[2],
395 map.req_response[i].mem[1],
396 map.req_response[i].mem [0]);
397 }
398 if(map.req_info.type&type_CPU){
399 logmsg(V_LOGDEBUG ,"***␣Adding␣CPU␣statistics␣to␣response␣
message ***");
400 len += sprintf(msg.msg+len * sizeof(char),
401 "CPU\n"
402 "average␣CPU␣time␣(EXPORT):␣%.5f\n"
403 "average␣CPU␣time␣(CAPTURE):␣%.5f\n",
404 map.req_response[i].cpu [1]/ CPUSpeed ,
405 map.req_response[i].cpu [0]/ CPUSpeed);
406 }
407
408 if(map.req_info.type&type_HD){
409 logmsg(V_LOGDEBUG ,"***␣Adding␣HD␣statistics␣to␣response␣message
***");
410 len += sprintf(msg.msg+len * sizeof(char),
411 "HD\n"
412 "average␣HD:␣%.2f\n",
413 map.req_response[i].hd);
414 }
415
416 len += sprintf(msg.msg+len * sizeof(char),
417 "\n\n\n");
418 }
419 }
420
421
422 logmsg(LOGWARN ,"NUMERO␣CLIENT␣%d",map.req_info.nReq);
423 for(i=0;i<map.req_info.nReq;i++){
424 logmsg(LOGWARN ,"Respond␣to␣client␣%d\n",map.req_info.fd_query[i]);
425 logmsg(V_LOGDEBUG ,"***␣Sends␣response␣message␣to␣client␣%d\n***",
map.req_info.fd_query[i]);
426 write(map.req_info.fd_query[i],&msg ,sizeof(su_msg_t));
427 }
428
429 map.req_info.nReq =0;
430 free(map.req_info.fd_query);
431 }
432
433 /*
434 *This functions handles a statistics response message from Capture or
Export
435 *It switches through request ’s type and reads remaining data from the
relative socket
436 *Then it fills up the relative statistics ’ structure
437 */
438 int
439 acct_handle_SU(int s,su_msg_t * msg){
440
441 int i=0,indice =0;
442 double *statistic =0;
443 int ret;
444
445 if (msg ->acctMsg.proc== EXPORT) indice =1;
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446 else indice =0;
447
448 switch (msg ->acctMsg.type) {
449 case type_MEM:
450 if (map.req_info.mem ==0)
451 panic("***␣Statistic␣not␣requested");
452 statistic=safe_calloc (1,map.module_count *3* sizeof(double));
453 ret=read(s,statistic ,map.module_count *3* sizeof(double));
454 logmsg(V_LOGDEBUG ,"***␣Fill␣up␣MEM␣Statistics\n***");
455 for(i=0;i<map.module_count;i++) {
456 map.req_response[i].mem [0]= statistic [3*i];
457 map.req_response[i].mem [1]= statistic [3*i+1];
458 map.req_response[i].mem [2]= statistic [3*i+2];
459 }
460 logmsg(LOGWARN , "MEM␣END\n");
461 map.req_info.mem =0;
462 break;
463 case type_CPU:
464 if (map.req_info.cpu[indice ]==0)
465 panic("***␣Statistic␣not␣requested");
466 statistic=safe_calloc (1,map.module_count*sizeof(double));
467 ret=read(s,statistic ,map.module_count*sizeof(double));
468 logmsg(V_LOGDEBUG ,"***␣Fill␣up␣CPU␣index␣%d␣Statistics\n***",
indice);
469 for(i=0;i<map.module_count;i++) {
470 map.req_response[i].cpu[indice ]= statistic[i];
471 }
472 logmsg(LOGWARN , "CPU␣-␣%d␣END\n",indice);
473 map.req_info.cpu[indice ]=0;
474 break;
475 case type_HD:
476 if (map.req_info.hd==0)
477 panic("***␣Statistic␣not␣requested");
478 statistic=safe_calloc (1,map.module_count*sizeof(double));
479 ret=read(s,statistic ,map.module_count*sizeof(double));
480 logmsg(V_LOGDEBUG ,"***␣Fill␣up␣HD␣Statistics\n***");
481 for(i=0;i<map.module_count;i++) {
482 map.req_response[i].hd=statistic[i];
483 }
484 logmsg(LOGWARN , "HD␣END\n");
485 map.req_info.hd=0;
486 break;
487 case type_ACK:
488 break;
489 }
490
491 free(statistic);
492
493 logmsg(V_LOGDEBUG ,"***␣Checking␣for␣Stats’␣computation␣ending␣***");
494 if (acct_request_end ()) {
495 map.req_info.pendent =0;
496
497 if (map.req_info.nReq !=0){
498 send_queryOnDemand ();
499 }
500
501 (map.req_info.fun)();
502 }
503
504 return HANDLE_ACCT;
505 };
506
507 /*
508 *This function handles Stats’ "aging requests ".
APPENDICE A. PRINCIPALI FUNZIONI SVILUPPATE 91
509 */
510 void
511 handle_age(int type) {
512
513 int i=0;
514 switch (type) {
515 case type_MEM:
516 logmsg(V_LOGDEBUG ,"***␣Aging␣MEM’s␣Stats␣***");
517 for (;i<map.module_count;i++) {
518 MEM_age (&(map.modules[i]. monAcctMod.MemAcct) ,10);
519 }
520 break;
521 case type_CPU:
522 logmsg(V_LOGDEBUG ,"***␣Aging␣CPU’s␣Stats␣***");
523 for (;i<map.module_count;i++) {
524 CPU_age(map.modules[i]. monAcctMod.CpuAcct.sampleCPU ,10);
525 }
526 break;
527 case type_HD:
528 logmsg(V_LOGDEBUG ,"***␣Aging␣HD’s␣Stats␣***");
529 for (;i<map.module_count;i++)
530 HD_age (&( map.modules[i]. monAcctMod) ,10);
531 break;
532 case (type_MEM|type_CPU|type_HD):
533 logmsg(V_LOGDEBUG ,"***␣Aging␣ALL␣Stats␣***");
534 for (;i<map.module_count;i++) {
535 CPU_age(map.modules[i]. monAcctMod.CpuAcct.sampleCPU ,10);
536 MEM_age (&(map.modules[i]. monAcctMod.MemAcct) ,10);
537 HD_age (&( map.modules[i]. monAcctMod) ,10);
538 }
539 break;
540 }
541 }
542
543 /*
544 *This function handles Stats’ "Reset requests ".
545 */
546 void
547 handle_reset(int type) {
548
549 int i=0;
550 switch (type) {
551 case type_MEM:
552 logmsg(V_LOGDEBUG ,"***␣Reset␣MEM’s␣Stats␣***");
553 for (;i<map.module_count;i++) {
554 MEM_reset (&(map.modules[i]. monAcctMod.MemAcct));
555 }
556 break;
557 case type_CPU:
558 logmsg(V_LOGDEBUG ,"***␣Reset␣CPU’s␣Stats␣***");
559 for (;i<map.module_count;i++) {
560 CPU_reset(map.modules[i]. monAcctMod.CpuAcct.sampleCPU);
561 }
562 break;
563 case type_HD:
564 logmsg(V_LOGDEBUG ,"***␣Reset␣HD’s␣Stats␣***");
565 for (;i<map.module_count;i++)
566 HD_reset (&(map.modules[i]. monAcctMod));
567 break;
568 case (type_MEM|type_CPU|type_HD):
569 logmsg(V_LOGDEBUG ,"***␣Reset␣ALL␣Stats␣***");
570 for (;i<map.module_count;i++) {
571 CPU_reset(map.modules[i]. monAcctMod.CpuAcct.sampleCPU);
572 MEM_reset (&(map.modules[i]. monAcctMod.MemAcct));
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573 HD_reset (&(map.modules[i]. monAcctMod));
574 }
575 break;
576 }
577 }
578
579 /*
580 *This function builds a request message to be sent to Supervisor using
581 *the accounting message it receives as input
582 */
583 int
584 send_msg2sup(acct_msg_t *acct_Msg , int size){
585 su_msg_t *msg;
586 msg = safe_calloc (1, sizeof(su_msg_t) + size -(2 * sizeof(int) +
sizeof(cmd_t)));
587 msg ->type=MSG_ACCT;
588 /*msg.pid=NULL;
589 msg.idx=0;*/
590 bcopy (acct_Msg , &(msg ->acctMsg), size);
591
592 logmsg(LOGWARN ,"[%d]␣-->␣[%d]␣␣Send␣␣␣%d\n",acct_Msg ->proc ,SUPERVISOR
,acct_Msg ->type);
593 write(map.supervisor_fd ,msg ,sizeof(su_msg_t)+size -(2 * sizeof(int) +
sizeof(cmd_t)) );
594 free(msg);
595 return 0;
596 }
597
598 /*
599 *This function builds an accounting message filled up with relative
stats’ data (CPU and/or MEM Stats
600 *here)
601 *Then it calls send_msg2sup to send the resulting message to Supervisor
602 */
603 int
604 acct_handle_capture(su_msg_t msg , int pendent ,int *req2supervisor){
605 int i=0;
606 int size;
607 acct_msg_t* acct_Msg;
608
609 if (msg.acctMsg.type&type_MEM) {
610 if (! pendent) {
611 size = 2 * sizeof(int) + sizeof(cmd_t) + 3 * map.module_count *
sizeof(double);
612 acct_Msg = safe_calloc (1, size);
613 acct_Msg ->proc=CAPTURE;
614 acct_Msg ->type=type_MEM;
615 for(i=0;i<map.module_count *3;i+=3){
616 acct_Msg ->statistic[i]=map.modules[i]. monAcctMod.MemAcct.avg;
617 acct_Msg ->statistic[i+1]= map.modules[i]. monAcctMod.MemAcct.peak
;
618 acct_Msg ->statistic[i+2]= map.modules[i]. monAcctMod.MemAcct.eft;
619 }
620 logmsg(V_LOGDEBUG ,"***␣Sending␣Memory␣statistics␣to␣Supervisor␣
***");
621 send_msg2sup(acct_Msg , size);
622 free(acct_Msg);
623 return 0;
624 } else {
625 *req2supervisor =1;
626 }
627 }
628 if (msg.acctMsg.type&type_CPU) {
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630 size = 2 * sizeof(int) + sizeof(cmd_t) + map.module_count * sizeof
(double);
631 acct_Msg = safe_calloc (1, size);
632 acct_Msg ->proc=CAPTURE;
633 for(i=0;i<map.module_count;i++){
634 acct_Msg ->statistic[i]= CPU_avg(map.modules[i]. monAcctMod.CpuAcct.
sampleCPU , 0.9);
635 }
636 acct_Msg ->type=type_CPU;
637 logmsg(V_LOGDEBUG ,"***␣Sending␣CPU␣statistics␣to␣Supervisor␣***");
638 send_msg2sup(acct_Msg , size);
639 free(acct_Msg);
640 return 0;
641 }
642 return 0;
643 }
644
645 /*
646 *This function builds an accounting message filled up with relative
stats’ data (CPU and/or HD Stats
647 *here)
648 *Then it calls send_msg2sup to send the resulting message to Supervisor
649 */
650 int
651 acct_handle_export(su_msg_t msg){
652 int i;
653 acct_msg_t* acct_Msg;
654 int size;
655
656 size= 2 * sizeof(int) + sizeof(cmd_t) + map.module_count * sizeof(
double);
657 acct_Msg = safe_calloc (1, size);
658 bzero(acct_Msg ,size);
659 acct_Msg ->proc=EXPORT;
660 if (msg.acctMsg.type&type_HD) {
661 acct_Msg ->type=type_HD;
662 for(i=0;i<map.module_count;i++){
663 acct_Msg ->statistic[i]=map.modules[i]. monAcctMod.HdAcct.avgHD;
664 }
665 }
666 if (msg.acctMsg.type&type_CPU) {
667 acct_Msg ->type=type_CPU;
668 for(i=0;i<map.module_count;i++){
669 acct_Msg ->statistic[i]= CPU_avg(map.modules[i]. monAcctMod.CpuAcct.
sampleCPU , 0.9);
670 }
671 }
672 send_msg2sup(acct_Msg , size);
673 free(acct_Msg);
674 return 0;
675 }
676
677 /*
678 *This function switch through different types of commands and processes
stored in Supervisor ’s message
679 *to choose how to manage Supervisor ’s request
680 */
681 int
682 acct_handle_client(su_msg_t msg , __unused int pendent ,__unused int *
req2supervisor){
683 switch (msg.acctMsg.cmd) {
684 case AGE:
685 handle_age(msg.acctMsg.type);
686 break;
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687 case RESET:
688 handle_reset(msg.acctMsg.type);
689 break;
690 case LOAD:
691 switch (msg.acctMsg.proc) {
692 case CAPTURE:
693 acct_handle_capture(msg ,pendent ,req2supervisor);
694 break;
695 case EXPORT:
696 acct_handle_export(msg);
697 break;
698 default:
699 panic("Error␣Statistic␣Request:␣Process␣Unknown");
700 }
701 break;
702 }
703 return 0;
704 };
705
706 /*
707 *This Function sends Supervisor ’s Stats’ request to the relative
process
708 */
709 int
710 acct_suMsg_send(int proc , int fd , int type , cmd_t cmd ){
711 su_msg_t suMsg;
712
713 suMsg.type=MSG_ACCT;
714 suMsg.pid=0;
715 suMsg.idx=0;
716 suMsg.acctMsg.proc=proc;
717 suMsg.acctMsg.type=type;
718 suMsg.acctMsg.cmd=cmd;
719 return write(fd ,&suMsg ,sizeof(su_msg_t));
720 };
721
722 void
723 acct_defaultFun (){
724 logmsg(LOGUI ,"fatto !!!!!!!!!!!!!!\n");
725 }
726
727 /*
728 *This function builds up a request message according to the req_info_t
member in _como map
729 *Then it calls acct_suMsg_send in order to send it to the appropriate
process
730 */
731 void
732 acct_su_request (){
733
734 //DA SOSTITUIRE QUANDO TROVIAMO LA SOLUZIONE PER LA CHIAMATA DI
FUNZIONE
735 map.req_info.fun=acct_defaultFun;
736
737
738 if (map.req_info.pendent ==1)
739 panic("Error␣Statistic␣Request:␣Double␣Request!");
740
741 if (!(map.req_info.type!= type_MEM || map.req_info.type!= type_CPU ||
map.req_info.type!= type_HD || map.req_info.type !=( type_MEM|
type_CPU) || map.req_info.type !=( type_MEM|type_HD) || map.
req_info.type !=( type_CPU|type_HD) || map.req_info.type !=( type_MEM
|type_CPU|type_HD)))
742 panic("Error␣Statistic␣Request:␣Invalid␣Statistic␣Type");
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743
744 map.req_info.pendent =1;
745
746 switch (map.req_info.type) {
747 case type_MEM:
748 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣MEM\n", SUPERVISOR , CAPTURE)
;
749 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,map.req_info.
type ,LOAD);
750 map.req_info.mem =1;
751 break;
752 case type_CPU:
753 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , CAPTURE)
;
754 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,map.req_info.
type ,LOAD);
755 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , EXPORT);
756 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,map.req_info.type ,
LOAD);
757 map.req_info.cpu [0]=1;
758 map.req_info.cpu [1]=1;
759 break;
760 case type_HD:
761 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣HD\n", SUPERVISOR , EXPORT);
762 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,map.req_info.type ,
LOAD);
763 map.req_info.hd=1;
764 break;
765 case type_ALL:
766 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣MEM\n", SUPERVISOR , CAPTURE)
;
767 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,type_MEM ,LOAD);
768 map.req_info.mem =1;
769
770 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , CAPTURE)
;
771 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,type_CPU ,LOAD);
772 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣CPU\n", SUPERVISOR , EXPORT);
773 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,type_CPU ,LOAD);
774 map.req_info.cpu [0]=1;
775 map.req_info.cpu [1]=1;
776
777 logmsg(LOGWARN ,"[%d]␣␣-->␣[%d]␣␣␣REQ␣HD\n", SUPERVISOR , EXPORT);
778 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,type_HD ,LOAD);
779 map.req_info.hd=1;
780
781 }
782 }
783
784 #if 0
785
786 /*
787 * Useful MACRO for computing this: (int)(floor(log(x) / log(2)));
788 */
789
790 #define l2(x,y) \
791 __asm__ __volatile__ ( \
792 "movl␣$0 ,%%ecx;" \
793 "movl␣%1,%%ebx;" \
794 "l1:␣shrl␣$1 ,%%ebx;" \
795 "inc␣%%ecx;" \
796 "cmp␣$1 ,%%ebx;" \
797 "jg␣l1;" \
798 "mov␣%%ecx ,%0;" \
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799 \
800 :"=r" (y)\
801 :"r" (x)\
802 :"%ecx", "%ebx" \
803 )
804
805
806 #define getTimeCPUID(time) \
807 __asm__ __volatile__( \
808 "CPUID;" \
809 "rdtsc;" \
810 "mov␣%%eax ,␣%0;" \
811 "CPUID;" \
812 "rdtsc;" \
813 "sub␣%0,␣%%eax;" \
814 "mov␣%%eax ,␣%0;" \
815 "CPUID;" \
816 "rdtsc;" \
817 "mov␣%%eax ,␣%0;" \
818 "CPUID;" \
819 "rdtsc;" \
820 "sub␣%0,␣%%eax;" \
821 "mov␣%%eax ,␣%0;" \
822 "CPUID;" \
823 "rdtsc;" \
824 "mov␣%%eax ,␣%0;" \
825 "CPUID;" \
826 "rdtsc;" \
827 "sub␣%0,␣%%eax;" \
828 "mov␣%%eax ,␣%0;" \
829 \
830 :"=r" (time) \
831 : \
832 :"%eax", "%ebx", "%ecx", "%edx" \
833 )
834
835 void
836 acct_su_command(cmd_t cmd , int type){
837
838 acct_suMsg_send(CAPTURE ,*map.req_info.capture_fd ,type ,cmd);
839 acct_suMsg_send(EXPORT ,*map.req_info.export_fd ,type ,cmd);
840 }
841
842
843 #endif
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