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An exploratory factor analysis (EFA) and a series of confirmatory factor analyses were conducted on 17
variables designed to assess different cognitive abilities in a sample of healthy older adults. In the EFA, 4
factors emerged corresponding to language, memory, processing speed, and fluid ability constructs. The
results of the confirmatory factor analyses suggested that a 5-factor model with an additional Attention
factor improved the fit. The invariance of the 5-factor model was examined across 3 groups: a group of
cognitively healthy older adults, a group of patients diagnosed with questionable dementia (QD), and a
group of patients diagnosed with probable Alzheimer’s disease (AD). Results of the invariance analysis
suggest that the model may have configural invariance across the 3 groups but not metric invariance.
Specifically, preliminary analyses suggest that the memory construct may represent something different
in the QD and AD groups as compared to the healthy older adult group, consistent with the underlying
pathology in early AD.
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Alzheimer’s disease (AD) is a progressive neurodegenerative
disease characterized by impairments in cognitive abilities and
activities of daily living. Although normal aging is associated with
age-related declines across a variety of cognitive abilities (e.g.,
Salthouse, in press), AD-related declines in functioning are differ-
ent because the declines interfere with daily life. Questionable
dementia (QD) is a categorization designed to characterize indi-
viduals who demonstrate mild cognitive impairment beyond what
is expected by age and education but whose cognitive and/or
functional impairment is not sufficient for the diagnosis of dementia.
There is overwhelming evidence that there are changes in per-
formance in tests of cognitive functioning across groups of older
adults categorized as being either healthy, diagnosed with QD, or
diagnosed with probable AD. Specifically, patients with QD and
AD perform worse on memory and other tests designed to measure
cognitive functions such as attention, language, and executive
function than do cognitively healthy older adults. Although it is
clear that there are quantitative differences in the cognitive tests
(i.e., patients with dementia perform worse), it is unclear whether
there are consistent qualitative differences across these three di-
agnostic groups. Qualitative differences refer to differences in
relations among variables and differences in what the variables
may be measuring. In this article, we used two techniques to
address this question: invariance analyses, and comparison of the
structure through separate exploratory factor analysis (EFA). An
examination of whether the structure of variables is the same
(invariant) across groups is important, because comparisons are
often made with the assumption that the differences across groups
are quantitative when the differences may be qualitative. If there
are qualitative differences (such that the model is not invariant),
then differences across groups are difficult to interpret because the
meaning of the construct may be changing (Horn & McArdle,
1992). However, the first step is to determine what exactly the
variables are measuring and how the variables relate to one an-
other. This can be addressed with analyses such as EFA and
structural equation modeling (SEM), which asks questions such as
“What is the factor structure of the variables of interest?” and
“What model is the best representation of the data?” This article
addressed these questions using a cross-sectional, archival data set
derived from healthy older adults as well as those with QD and AD.
The first step involved conducting an EFA to identify the factor
structure underlying a set of 17 neuropsychological variables in a
sample of cognitively healthy adults. The factor structure that
emerged from the EFA was then examined in the context of a
structural model in a confirmatory factor analysis (CFA), in which
each variable loaded only on to the factor on which it had the
highest loading. This model was examined in a CFA to determine
whether it fit the data well and whether it demonstrated convergent
and discriminant validity (i.e., construct validity). Because the
neuropsychological variables are designed to measure specific
cognitive abilities, the fits of a series of theory-based models were
compared to the model developed from the EFA. The best-fitting
model from all the models was selected to be examined in invari-
ance analyses.
Invariance analyses are one way to explicitly test whether there
are qualitative differences in a model across different diagnostic
groups (i.e., cognitively healthy older adults, patients diagnosed
with QD, and patients diagnosed with AD). Measurement and
structural invariance refer to two different types of invariance.
Measurement invariance refers to the tests of model invariance that
involve the relations among the measured variables, whereas struc-
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tural invariance refers to the tests of model invariance that involve
the relations among the latent variables (Byrne, Shavelson, &
Muthe´n, 1989; Nyberg, 1994). Configural and metric invariance
are two different levels of measurement invariance. For a model to
demonstrate configural invariance, the relations among the latent
constructs and measured variables should be the same across
different groups (Horn, McArdle, & Mason, 1983). That is, the
structure of the model should be invariant. Metric invariance is
established when the magnitude of the unstandardized coefficients
are not significantly different across groups (Horn & McArdle,
1992) and is tested by constraining the loadings to be the same
across the groups and comparing the fit of the constrained (metric
invariance) model to a baseline (configural) model. If the metric
model does not fit significantly worse, then it can be argued that
the model demonstrates metric invariance. In this article, structural
invariance refers to a test of invariance in which both the loadings
and the interfactor correlations are constrained to be the same
across the groups.
The second method used to determine whether there are differ-
ences in the factor structure of the variables is to compare the
results of an EFA across the different diagnostic groups. Although
such an approach is data driven, rather then theory driven, the
results can nonetheless be informative, especially when addressing
a fairly novel question.
Although the factor structure of neuropsychological variables in
healthy adults has been a fairly common topic of research, the
factor structure of variables in patients diagnosed with different
types of dementia has been a less frequent topic of inquiry.
Some researchers have hypothesized that one general factor
underlies cognitive function in patients with probable AD. This is
a compelling explanation because it is parsimonious, and there is
evidence that a large proportion of AD-related effects are shared
among different cognitive variables (Salthouse & Becker, 1998).
Loewenstein and Rubert (1992) have argued that there is an
underlying global impairment in memory functioning as well as a
general decline in overall cognition. Likewise, Morris and Kopel-
man (1986) hypothesized that AD-related deficits were the result
of deteriorating memory ability and a general deficit in information
processing.
If one (or two) common factors are responsible for AD-related
cognitive decline, one would expect that an individual’s perfor-
mance on one cognitive test would be highly correlated with
performance on all other cognitive variables. However, research
has indicated that there is great diversity in the clinical manifes-
tation of AD such that patients often present with deficits in some
cognitive domains but not all. Loewenstein et al. (2001) explicitly
tested the one-factor hypothesis by comparing the fit of three
models in a sample of patients with AD with a set of variables that
encompassed the eight domains specified by the National Institute
of Neurological and Communications Disorders and Stroke—Alz-
heimer’s Disease and Related Disorders Association (NINCDS-
ADRDA) as relevant cognition domains in the diagnosis of AD.
Lowenstein et al. found that the one-factor model fit the data
relatively poorly and that a six-factor theory-based model that
distinguished between a verbal, spatial, memory, executive func-
tioning, independent activities of daily living, and an activities of
daily living factor fit the data the best.
Davis, Massman, and Doody (2003) specifically examined the
factor structure of the Wechsler Adult Intelligence Scale—Revised
(WAIS–R; Wechsler, 1981) in a moderately large sample of pa-
tients diagnosed with probable AD. They compared the fit of a
series of different models and found that a three-factor model
comprised of a Verbal Comprehension, Perceptual Organization,
and Attentional factor fit the data the best. Further, Davis et al.
examined the multigroup invariance of the structure across two age
groups (75 and 75), three groups divided by dementia severity
(mild, moderate, and severe), two education groups (12 and
12), and gender (men and women). In all of these groups, the
same three-factor model provided the best fit to the data. This
finding is important because it demonstrates that the factor struc-
ture remains the same across different demographic and disease
variables within the sample of patients with AD. The current study
extends these findings by investigating the factor structure of
neuropsychological variables between different diagnostic group
(i.e., cognitively normal older adults, patients with QD, and pa-
tients with AD).
Kanne, Balota, Storandt, McKeel, and Morris (1998) examined
the factor structure of a set of nine neuropsychological variables in
a sample of participants who were divided into control participants
without dementia (i.e., Clinical Disease Rating [CDR]  0), those
with very mild AD (i.e., CDR  .5, and sometimes referred to as
QD as in the current study), and those with mild AD (i.e., CDR 
1). Kanne et al. conducted a principal components analysis (PCA)
of nine neuropsychological variables for each diagnostic group.
They reported that a one-factor solution was the best representa-
tion of the data for the control group whereas a three-factor
solution was the best representation of the data in the very mild
and mild AD groups. Although Kanne et al. did not specifically
test for invariance of the factor structure between groups, the
different structure that emerged across the three groups from the
PCA suggests that there may be differences in how the variables relate
to one another, and what they represent, across the three groups.
The goals of this article were to examine the factor structure of
a core battery of variables, to determine whether the emergent
model has construct validity, and to examine whether the factor
structure remains invariant across diagnostic group.
Method
Participant Selection and Classification
Participants for this analysis were selected from the Alzheimer’s
Disease Research Center (ADRC) at Columbia University Medical
Center. This research center protocol has been in existence for 18
years and is approved by the Columbia University/New York State
Psychiatric Institute Institutional Review Board. Participants were
recruited due to memory complaints or were recruited as controls.
All participants gave informed consent prior to inclusion in the
study.
All participants received a comprehensive standardized neuro-
logical evaluation, including medical history, medical and neuro-
logical examination, and performance of physician-rated measures
of daily functioning including the Blessed Dementia Rating Scale
(BDLS; Blessed, Tomlinson, & Roth, 1968) and the England
Activities of Daily Living Scale (Schwab & England, 1969) com-
pleted with the participant, an informant, or both. All patients
received a CDR score. Almost all subjects received blood testing
and a brain imaging study such as CT or MRI. A neuropsycho-
logical evaluation was administered as part of the diagnostic
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evaluation. As is standard procedure for many ADRCs across the
country, diagnosis of dementia was made at a clinical consensus
conference (which included neurologists, psychiatrists, and neuro-
psychologists) according to the American Psychiatric Associa-
tion’s (2000) Diagnostic and Statistical Manual of Mental Disor-
ders (text rev.; DSM–IV–TR) criteria, which requires evidence of
neuropsychological impairment and functional impairment deter-
mined by formal assessments or patient history (or both). At the
clinical consensus meeting, the evaluating neurologist typically
presents the case to the committee and the neuropsychologist
presents information from the neuropsychological evaluation. The
committee is there to ensure that standardized procedures are being
used to diagnose each patient. As such, a diagnosis of probable AD
was made based on the NINCDS-ADRDA criteria. Probable AD
patients could have CDR of 1 through 5.
A diagnosis of QD was also determined by consensus when a
patient had either sufficient cognitive impairment for a diagnosis
of dementia but no functional impairment or had insufficient
cognitive impairment for a dementia diagnosis but had been as-
signed a CDR of 0.5 by the examining neurologist because of some
impairment.
Participants who scored within the normal range from their age and
education were classified as “cognitively healthy” older adults and
had CDR 0.
To be included in the current analyses, participants had to be
over the age of 40 and had to have been tested in English. All
participants spoke English; of those participants whose predomi-
nant language spoken at home is known, there is a subset who
speak Spanish predominantly at home (4.9% of the healthy el-
derly, 2.1% of the QD, and 1.9% of the probable AD participants).
There is also a subset of subjects who predominantly speak another
language (such as German or Russian) at home (5.6%, 8.3%,
and 10.6% across the health elderly, QD, and probable AD par-
ticipants, respectively). The data from participants with major
medical, non-Alzheimer neurological (e.g., stroke, depression,
brain tumor, epilepsy, Parkinson’s disease, Korsakoff’s syn-
drome), or significant psychiatric disorders (e.g., depression) were
excluded from the analyses. Participant groups included cogni-
tively healthy older adults (n  322), those diagnosed with QD
(n  701), and those diagnosed with probable AD (n  535).
Participant characteristics are presented in Table 1. Mean age, F(2,
1506)  57.71, and education, F(2, 1501)  61.89, were signifi-
cantly different across the groups.
Neuropsychological Evaluation
All participants were administered a battery of 17 tests designed
to assess a broad range of cognitive functioning such as memory,
language, visual-spatial ability, and reasoning (see Stern et al.,
1992, for details on the development of the core battery). Participant
performance on these tasks is presented in Table 2. This battery is a
subset of the full diagnostic battery.
In the Selective Reminding Test (SRT; Buschke & Fuld, 1974),
participants are read a list of the same 12 words and asked to recall
the words after each of the six trials administered. After each recall
attempt, participants are reminded of the words they failed to
recall. SRT total recall refers to the total number of words out of
a possible 72 that the participant was able to remember. After a
15-min delay, participants are asked to recall the 12 words. The
SRT delayed recall score refers to the number correct (out of 12).
After the delayed recall portion, participants are administered an
SRT delayed recognition test in which each of the 12 words are
presented with three distracters.
In the modified 15-item Boston Naming Test (Kaplan, Good-
glass, & Weintraub, 1983), participants are presented with 15 line
drawings and asked the name of each object. If a participant is
unable to name the object, the examiner gives the participant a
semantic hint after 20 s, followed by a phonemic hint after 15 s.
The naming total variable refers to the total number of objects
named spontaneously or with cuing.
Two tests of verbal fluency were administered. In the letter
fluency test, particpant are given three letters (i.e., C, F, L) and
asked to generate as many words as they can that begin with each
letter in 60 s (within specific guidelines). Total number of words
named across the three letters was used as the score. In the
category fluency test, participants are given a category (e.g., ani-
mals) and asked to generate as many items as they can that are a
member of the given category in 60 s. The total number of words
generated across the categories was used as the score.
Table 1
Demographic Characteristics Across the Healthy, Questionable Dementia (QD), and Alzheimer’s Disease (AD) Groups
Group
Characteristic Healthy Range QD Range AD Range
No. 511 878 639
Age 66.44 (11.27) 40–91 71.84 (9.72) 42–100 74.63 (10.14) 41–100
Years of education 15.91 (3.39) 1–20 14.55 (3.63) 0–20 13.17 (4.13) 0–20
%Female 0.58 0.56 0.63
Ethnicity
%Caucasian 85.1 86.2 86.3
%African American 6.5 8.1 9.3
%Native American/Indian 0.3 0.0 0.2
%Asian/Pacific Islander 1.2 1.0 0.2
%Other 3.4 2.4 2.6
%Not reported 2.4 2.3 1.4
%Hispanic 4.31 2.85 3.44
Note. Values are means or percentages, and standard deviations are reported in parentheses.
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The Benton Visual Retention Test (BVRT; Benton, 1955) is
comprised of two parts—the recognition test and the matching test.
In the BVRT recognition test, participants view a nonverbal design
for 10 s and are then asked to select the design from an array with
three distracters. In the BVRT matching test, participants are asked
to match each nonverbal design to an identical design in an array
of four smaller designs. In both cases, the total number correct was
used as the score.
In the Rosen Drawing Test (Rosen, 1981), participants copy five
visual designs onto a piece of paper. No partial credit is given, and
drawings are scored as either correct or incorrect. The Rosen
variable refers to the total number of designs correctly copied.
The Similarities test is a subtest of the WAIS–R and requires
participants to articulate similarities in a set of items. The total raw
score was used in the analyses.
The Identities and Oddities test is a subtest of the Mattis De-
mentia Rating Scale (Mattis, 1976) and requires the participant to
examine three items and select which two are alike in the first eight
trials. In the second eight trials, the same items are shown and the
participant is required to select which item is different. The total
number of items correct across trials was used as the measure.
The repetition task is a subtest of the Boston Diagnostic Aphasia
Evaluation (BDAE; Goodglass, 1983), which requires participants
to repeat phrases read by the examiner. Only the high probability
phrases were used. The total number of phrases correct was used
as the score.
In the Cancellation Test, participants are presented with one
sheet of paper and target stimuli are presented at the top of the
page. In the shape condition, the paper is filled with different
shapes, and particpants are instructed to cross out the target stim-
ulus (i.e., the diamond shape) as quickly as possible. Shape time
refers to the time to complete the task, and shape omits refers to the
number target stimuli the participant failed to cross out. In the
letter version of the task, the sheet of paper is filled with letters and
the participant is instructed to cross out the target letter triad
(TMX) as quickly as possible. TMX time refers to the time required
to complete the task, and TMX omits are the numbers of target
letters omitted. In all four of these tasks, greater numbers indicated
poorer performance (slower speed to complete, and more omission
errors).
Analyses
All confirmatory and invariance analyses were conducted with
Amos 5.0 (Arbuckle, 2003) using raw scores. To identify the
underlying factor structure, an EFA was performed with the 17
variables of interest. Although PCA and EFA are similar in that
they are performed by examining the pattern of correlations be-
tween the observed measures, PCA is generally used as a data
reduction technique and EFA is used to identify factors that
underlie performance on a set of measured variables. The purpose
of PCA is to account for the variance in measured variables; PCA
does not differentiate between common and unique variance. PCA
therefore identifies principal components that are linear combina-
tions of the variables containing both common and unique vari-
ance. EFA, however, is used to identify latent constructs with the
goal of understanding the structure of correlations among the
measured variables. To this end, EFA differentiates between com-
mon and unique variance so that the factors represent what the
variables have in common (see Fabrigar, Wegener, MacCallum, &
Strahan, 1999, for a comprehensive review of EFA in psycholog-
ical research).
CFA was performed on the emergent factor structure to evaluate
whether a model in which each variable loaded only on to the
factor on which it had the highest loading fit the data well. This
model was then compared to a series of theory-based models that
were created based on which latent ability each task was designed
to measure.
Table 2
Means Scores, Standard Deviations, and Ranges of Scores on the Neuropsychological Tests Across the Healthy, Questionable
Dementia (QD), and Alzheimer’s Disease (AD) Groups
Groups
Variables Healthy Range QD Range AD Range
SRT Total recall 45.04 (11.61) 0–68 31.45 (9.34) 2–63 17.75 (8.75) 0–66
SRT Delayed recall 6.77 (2.94) 0–12 2.78 (2.53) 0–12 0.51 (1.06) 0–6
SRT Delayed recog 11.35 (1.52) 2–12 9.69 (2.41) 0–12 6.23 (2.76) 0–12
BVRT recognition 8.57 (1.62) 1–10 7.27 (1.52) 0–10 5.18 (2.08) 0–10
Similarities 18.84 (5.93) 0–27 14.31 (6.67) 0–26 6.94 (5.79) 0–23
Identities and oddities 15.22 (1.17) 9–16 14.71 (1.50) 5–16 12.82 (2.57) 0–16
Naming total 14.27 (1.66) 2–15 13.31 (2.34) 0–15 10.51 (3.57) 0–15
Letter fluency 14.35 (7.01) 0–97 10,93 (4.76) 1–43 6.91 (4.06) 0–23.7
Category fluency 19.01 (5.83) 0–34 13.76 (4.85) 0–30 8.13 (4.47) 0–27.6
Repetition 7.75 (0.85) 0–8 7.68 (0.75) 2–8 6.89 (1.58) 0–8
Comprehension 5.66 (0.88) 0–6 5.47 (0.90) 0–6 4.17 (1.67) 0–6
Rosen 3.66 (1.13) 0–5 3.16 (1.07) 0–5 2.36 (1.22) 0–5
Shape time 58.3 (24.01) 27–240 79.34 (37.97) 23–240 121.01 (58.67) 32–240
Shape omits 4.60 (3.67) 0–18 5.97 (4.07) 0–19 8.07 (5.28) 0–20
TMX time 68.09 (26.34) 26–240 86.07 (36.20) 33–240 123.34 (57.95) 32–240
TMX omits 1.05 (1.80) 0–12 1.56 (2.41) 0–19 3.51 (4.00) 0–19
BVRT matching 9.46 (1.23) 0–10 8.97 (1.38) 1–10 7.44 (2.43) 0–10
Note. Values are means or percentages, and standard deviations are reported in parentheses.
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The theory-based models included a one-factor model, a five-
factor model, and a six-factor model. A one-factor model, in which
all 17 variables loaded on to the same factor, was tested because
some researchers hypothesize that one general factor underlies
cognitive function. The five-factor model was comprised of a
Language factor (which the naming total, repetition, comprehen-
sion, letter fluency, and category fluency variables loaded on), a
Memory factor (comprised of the SRT total recall, SRT delayed
recall, SRT delayed recognition, and the BVRT recognition vari-
ables), a Reasoning factor (comprised of the Similarities and
Identities and Oddities subtests), a Visual-Spatial factor (com-
prised of the Rosen and BVRT matching tasks), and a combined
Speed/Attention factor (comprised of the shape time, shape omits,
and TMX time and TMX omits variables). These factors corre-
spond to the latent abilities thought to be measured by these tasks.
A six-factor model in which the speed (shape time and TMX time)
and attention (shape omits, TMX omits) factors were separated
was also examined.
Subsequent analyses were conducted on the best-fitting model to
determine whether the model exhibited invariance across different
diagnostic groups. As recommended by Hu & Bentler (1998),
model fit is generally evaluated by examining multiple fit indices
such as the chi-square, Bentler’s comparative fit index (CFI), the
critical ratio (2/df) (Bollen, 1989), and the root mean square error
of approximation (RMSEA; see Hu & Bentler, 1998, for a detailed
discussion of fit indices). Greater CFI values signify a better fit to
the data, and therefore numbers closer to 1.0 indicate better fit. CFI
values of.90 (Bentler, 1992) or.95 (Hu & Bentler, 1999) have
been used to indicate a good fit to the data. RMSEA values of.06
are indicative of a good fit (Hu & Bentler, 1999), with values
between .8 and .1 suggestive of a mediocre fit (MacCallum,
Browne, & Sugawara, 1996). RMSEA values .1 are generally
indicative of a poor fit.
Typically, the change in chi-square per change in degrees of
freedom between the models is used to determine whether the fits
of the invariance models are significantly different. The chi-square
statistic is used, because it is based on a known sampling distri-
bution (and therefore significance can be determined.) However, it
is well known that the chi-square statistic is affected by sample
size such that large differences between the observed and hypoth-
esized covariance matrix in a model with a small sample will not
be significant (in chi-square, significance indicates a poor fit), but
small or trivial differences in a model with a large sample size can
yield a highly significant chi-square. Recent work by Cheung and
Rensvold (2002) indicates that a 0.01 change in CFI may be an
adequate and appropriate cutoff to use when determining differ-
ences in model fit in invariance analyses and can be used to
supplement the change in chi-square per change in degrees of
freedom test. They recommend that a change in CFI 0.01 be
used as an indication that the difference in the models are sub-
stantial.
As described previously, three levels of invariance were exam-
ined:configural, metric, and structural. A model exhibits configural
invariance if the structure of the model is the same across groups.
To exhibit metric invariance, the magnitude of the unstandardized
coefficients (i.e., the loadings) should be equal across groups. To
demonstrate structural invariance, the unstandardized coefficients




Only cognitively healthy participants without missing data (N
185) were used in the EFA to generate a factor structure for the
healthy “controls” that could be used as a baseline measure against
which to compare the factor structure of QD and probable AD
participants.
Because the data did not meet criteria for multivariate normality
and because the variables were correlated with one another, prin-
cipal axis factoring extraction and oblique rotation were used in
the EFA. Communality of a measured variable is the amount of
variance accounted for by the factors. If a variable has low com-
munality, it could indicate that it is not related to the other
variables or it could be due to low reliability. Inclusion of variables
with low communality in the analysis may create distortion in the
factor solution (MacCallum, Widaman, Zhang, & Hong, 1999),
and studies have indicated their inclusion may reduce the proba-
bility of replicating the factor pattern (cf. Velicer & Fava, 1998).
Both the Rosen drawing subtest and the shape omits test had low
communalities (.20) and were therefore excluded from the anal-
ysis.
Several methods were used to determine the number of factors
to retain. First, the scree plot was inspected; because a large
proportion of the variance was accounted for by the first factor, it
was difficult to interpret. The Kaiser eigenvalue1 rule suggested
four factors. Although the eigenvalue 1 rule can often lead to
overfactoring, inspection of the factor solution (presented in Table
3) showed that the four factors yielded an interpretable solution
that was consistent with research on neuropsychological variables.
From the EFA, the factors of Processing Speed, Memory, Lan-
guage, and Fluid Ability (gF) were identified. Two timed tests
(shape time and TMX time) loaded on to the Speed factor. The
three SRT variables loaded on to the Memory factor. The Lan-
Table 3
Pattern Matrix from the EFA
Factor
Variable 1 2 3 4
Shape time 1.00 0.15 0.02 0.10
TMX time 0.94 0.01 0.01 0.22
Naming total 0.06 0.52 0.17 0.02
Repetition 0.14 1.11 0.10 0.27
Comprehension 0.04 0.51 0.17 0.17
SRT total recall 0.01 0.19 0.73 0.04
SRT delayed recall 0.02 0.14 0.96 0.07
SRT delayed recognition 0.06 0.16 0.56 0.06
BVRT recognition 0.15 0.03 0.14 0.48
Similarities raw 0.20 0.19 0.10 0.54
Identities and oddities 0.04 0.03 0.17 0.49
Letter fluency 0.24 0.22 0.16 0.39
Category fluency 0.23 0.21 0.01 0.35
BVRT matching 0.00 0.21 0.01 0.70
TMX omits 0.35 0.12 0.04 0.73
Speed Language Memory gF
Note. SRT  Selective Reminding Test; BVRT  Benton Visual Reten-
tion Test. Numbers in bold represent the loadings of each variable on to
their respective factors.
404 SIEDLECKI, HONIG, AND STERN
guage factor was comprised of the naming total variable and the
WAIS–R subtests of Comprehension and Repetition. The gF factor
was comprised of the category and letter fluency variables, the
BVRT recognition and matching variables, the TMX omits test,
and the WAIS–R subtests of Identities and Oddities and Similarities.
CFA1
The fit of the four-factor model, depicted in Figure 1, was
examined in a context of a CFA with the cognitively healthy
participants. In this model, the variables were only allowed to load
on to the factor in which they had the highest loading. The
four-factor model fit the data adequately, 2(84, N  322) 
327.58 (CFI .89; RMSEA .095). One consequence of the data
not meeting criteria for multivariate normality is inflated fit statis-
tics (e.g., Chou & Bentler, 1995; West, Finch, & Curran, 1995).
Although the Bollen-Stine bootstrap was significant ( p  .05), the
mean chi-square from the bootstrap was reduced to 155.71.
Construct validity can be examined by evaluating convergent
validity (i.e., the extent to which the variables hypothesized to
represent a construct have substantial variance in common as
reflected by moderate to high loadings) and discriminant validity
(i.e., the extent to which the factors are distinct from one another
with correlations significantly less than 1.0). All the loadings were
in the moderate to large range (standardized coefficients ranged
from .48 to .92), and all those not set to 1.0 (to provide a metric to
the latent factor) were significantly different from zero at the p 
.01 level. Although the correlations among the factors were fairly
large, they were significantly different than 1.0 as determined by
examining the 99% confidence intervals around the correlations
(see Table 4).
Model Comparisons
We next compared several alternate models. Model A is the
four-factor model identified through the EFA (described previ-
ously). The following models are theory-based models: Model B is
the one-factor model in which all the variables loaded on to one
general factor. Model C is the five-factor model comprised of a
Language, Memory, Reasoning, Visual-Spatial, and a combined
Speed/Attention factor. Model D is a six-factor model in which the
Speed and Attention factors are separated. The results of the model
comparisons are presented in Table 5.
First, it is important to note that Model D had an inadmissible
solution, because the covariance matrix was not positive definite.
This is likely a result of the correlation estimate between the
Reasoning and Visual-Spatial factors being very large (r  .95).
Therefore, a subsequent model was examined in which the Rea-
soning and Visual-Spatial factors were combined, and the fit is
listed in the bottom row of Table 5 for Model E. This five-factor
model fit the data better then both the one-factor model and the
original five-factor model (Model C) that combined the Speed and
1 Full information maximum likelihood (FIML) estimation was used in









































Figure 1. Four-factor model with interfactor correlations (Model A). SRT  Selective Reminding Test;
BVRT  Benton Visual Retention Test. *p  .01.
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Attention factors. The fit of Model A (the four factor from the
EFA) and Model E are fairly comparable. Although Model A has
a slightly better fit as indicated by the CFI value, Model E has a
slightly better fit as indicated by the critcal ratio (2/df) and the
RMSEA. Therefore, there is no clear best-fitting model.
However, it should be noted that Model A and Model E are very
similar. The fifth factor in Model E is the Attention factor, which
does not exist in Model A (in part because the shape omits variable
was eliminated from the EFA due to low communality). In Model
A, the fluency variables load on the gF factor, whereas in Model E
they load on the Language factor. Finally, in Model A the BVRT
recognition variable loads with the other visual-spatial tasks, but in
Model E it loads with the memory variables. Although the BVRT
recognition test was designed to measure memory, it is clear that it
also has a visual-spatial component. Prior research has indicated that
verbal memory may be distinct from visual and spatial memory (e.g.,
Siedlecki, 2007), suggesting that including the BVRT recognition
test with verbal memory tests may not be the most appropriate. For
that reason, Model F was examined in which the BVRT recogni-
tion test had a split loading on both the Memory factor and the
Reasoning and Visual-Spatial factor (see Figure 2).
As indicated by the fit statistics reported in Table 5, Model F fit
the data the best. Model F had the lowest 2/df and RMSEA, as
well as the greater CFI (and the only CFI above the .90 cutoff
value indicating an adequate fit). Although not as parsimonious as
Model A, Model F is theory driven, and therefore it is less likely
that the factor structure is caused by idiosyncrasies of the sample.
Model F also demonstrated construct validity, because all but one
of the variables hypothesized to reflect the same latent construct
were all significantly different from zero at the p  .01 level
(except those set to 1.0 to provide a metric for the latent factor),
and 1.0 was not included in the 99% confidence intervals in any of
the interfactor correlations. For that reason, Model F was selected
for the invariance analyses.
Invariance Analyses
To evaluate whether Model F was invariant across the different
diagnostic groups, a series of invariance analyses were conducted.2
Complete results are presented in Table 6. Configural invariance,
which specifies that the structure is the same across groups, is often
considered a type of baseline invariance and is evaluated by
examining overall fit. The fit of the configural model is adequate.
Although the CFI value is below the .90 cutoff (.89), the
RMSEA value (as well as the 90% confidence intervals) is below
the .06 cutoff (.039) for a good fit. This result would therefore
suggest that there may be some evidence for configural invariance.
However, there is no evidence for metric invariance or structural
invariance because the change in chi-square per change in degrees
of freedom was significantly different then the baseline configural
fit. Further, the change in CFI was also greater than the .01 cutoff
value suggested by Cheung and Rensvold (2002). This indicates
that constraining the loadings to be the same across groups (i.e.,
metric invariance), and constraining the loadings and interfactor
correlations to be the same across group (i.e., structural invariance)
results in a significantly worse fit for the model. These findings
therefore imply that those values are changing across the groups.
Additional EFA
Although invariance analyses are one approach to examining
qualitative differences across groups, exploratory analyses can also
be informative. To that end, separate EFAs with principal axis
factoring and oblique rotation were conducted for each group,
using the eigenvalue1 rule to determine the number of factors to
retain. These results are presented in Table 7. It should be noted
that some variables were removed from the analyses due to low
communality, and therefore each group had slightly different vari-
ables included in the EFA. In the cognitively healthy group, the
Rosen and shape omits variables were removed; in the QD group,
the naming total variable was removed from the analyses (all the
variables were included in the EFA with the probable AD group).
The most striking difference across the groups was that in the
probable AD group the memory variables spilt into two different
factors. The SRT total recall variable loaded with category fluency,
letter fluency, and repetition variables onto Factor 3, which we
labeled Immediate Memory, and the two delayed memory vari-
ables loaded on to a separate fifth factor that we labeled Delayed
Memory. Whereas the repetition variable appears to be a language
variable for the QD and cognitively healthy groups, it is more
correlated with memory in the probable AD group.
Despite some differences in the variables used in the EFA, the
factor solutions for the QD and cognitive healthy samples were
fairly similar. For both groups, a four-factor structure yielded an
interpretable solution and included a Speed factor and a Memory
factor. The main difference between the two was where the sim-
ilarities, identities and oddities, and the fluency variables loaded.
In the cognitively healthy group, those four variables correlated
more so with the BVRT recognition, BVRT matching, and the
TMX omits variables to form a gF factor. In the QD group, those
variables loaded with the repetition and comprehension variables
to form a factor we labeled Language. As can be seen in Figure 1,
the Language and gF factors in the cognitively healthy group are
highly correlated, suggesting that those variables have consider-
able variance in common.
2 Age and education differed by group, and these variables were there-
fore included as covariates in the invariance analyses. However, because
no substantive differences were found when they were included (i.e., there
was still evidence for configural invariance but not evidence for metric or
structural invariance), they were excluded from the models for the sake of
parsimony and ease of presentation.
Table 4
Interfactor Correlations and 99% Confidence Intervals (CI)
Among the Factors in the Four-Factor Model
99% CI
r Lower Upper
Speed/language –0.54* –0.65 –0.43
Speed/memory –0.59* –0.70 –0.48
Speed/gF –0.67* –0.77 –0.57
Language/memory 0.84* 0.77 0.90
Language/gF 0.91* 0.85 0.96
Memory/gF 0.80* 0.74 0.87
Note. r is the interfactor correlation.
* p  .01.
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The factor structure of the QD group was also similar to the
factor structure of the AD group. In many ways, the QD structure
may be thought of as intermediary between that of the cognitively
healthy and AD groups. In addition to the Speed factor that was
stable across all three groups, both groups’ factor structures in-
cluded a Visual-Spatial factor comprised of all the same variables
and a Language factor comprised of many of the same variables.
Most of the differences were between the Memory factors.
Namely, the probable AD had both Immediate and Delayed Mem-
ory factors whereas the QD group had one unitary Memory factor.
Discussion
As seen in Table 1, there are clear differences in performance
across diagnostic groups, with cognitively healthy older adults
performing better on all the tasks than the QD and probable AD
participants. Further, the QD group performed better on all the
tasks as compared to the probable AD group. Because diagnoses of
these disorders are typically based in part on scores on these tasks,
it is not surprising that performance on these tasks decline with
disease severity. This is an important point; in this study, group
membership was determined via clinical consensus by a group of
study neurologists, neuropsychologists, and psychiatrists who par-
tially based their assessment on the neuropsychological function-
ing of the patients (although diagnosis was also made based on
assessment of daily functioning and evaluation of brain scans
when available). As a result, one could argue that there is some
circularity in the current analyses (examining group differences in
the relations among the neuropsychological variables), because



















































Figure 2. Model F, the five-factor model with a split loading with interfactor correlations. BVRT  Benton
Visual Retention Test. *p  .01.
Table 5
Goodness-of-Fit Statistics for the Model Comparisons
Model 2 df 2/df CFI RMSEA (90% CI)
A: Four factor from EFA 327.58 84 3.90 0.89 .95 (.084–1.06)
B: One factor 648.35 119 5.45 0.77 .118 (.109–.126)
C: Five factor 491.32 109 4.51 0.84 .104 (.094–.114)
D: Six factora 366.97 104 3.53 0.89 .089 (.079–.099)
E: Six factor revised to five factor 382.34 109 3.51 0.88 .088 (.079–.098)
F: Five factor with split loading 327.65 108 3.03 0.91 .079 (.070–.089)
Note. CFI  comparative fit index; RMSEA  root mean square error approximation; CI  confidence interval; EFA  exploratory factor analysis.
a Indicates the model solution is inadmissible.
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tioning. In fact, this article substantiates empirically the finding
often anecdotally reported by neuropsychologists looking for pat-
terns of change in neuropsychological tests. For instance, when a
patient has intact immediate memory scores and impaired delayed
memory scores, it is often said that the patient “fits the pattern” of
AD. Although the existence of differences in neuropsychological
patterns frequently identified by neuropsychologists may not be
surprising, it is important because it supports with data what is
presumably known intuitively.
It is well known that there are quantitative differences across the
groups, therefore the main goal of this article was to determine
whether there were qualitative differences across the groups. Sev-
eral steps were taken to address this question.
First, it was important to determine what the tests were mea-
suring. In a sample of cognitively healthy older adults without any
major comorbidities, it appears that the neuropsychological vari-
ables of interest were measuring the latent abilities of speed,
memory, language, and fluid ability (as determined by an EFA). To
Table 6
Invariance Analyses of the Five-Factor Model With the Spilt Loading Across Three Diagnostic Groups
Model 2 df 2/df CFI RMSEA  2  df p  .01  CFI
Configural 1078.61 324 3.33 0.89 .039 (.037–.042) Baseline
Metric 1509.80 350 4.31 0.83 .047 (.044–.049) 316.63 22 yes 0.06
Structural 1737.99 370 4.70 0.80 .049 (.047–.052) 572.07 34 yes 0.09
Note. The three diagnostics groups were cognitively healthy, questionable dementia, and probable Alzheimer’s disease. RMSEA root mean square error
of approximation; CFI  comparative fit index.
Table 7
Results of Factor Analyses of the Neuropsychological Variables Across the Three Groups
Probable AD patients (n  193) QD participants (n  366) Cognitively healthy controls (n  185)
Factor 1 (Language) Factor 1 (Language) Factor 1 (Speed)
(eigenvalue  4.27; 26.70%) (eigenvalue  4.34; 27.11%) (eigenvalue  5.9; 39.34%)
Similarities 0.80 Similarities 0.78 Shape time 1.00
Identities and oddities 0.43 Identities and oddities 0.32 TMX time 0.94
Letter fluency 0.57 Letter fluency 0.65
Naming total 0.46 Category fluency 0.67
Comprehension 0.65 Repetition 0.39
Comprehension 0.52
Factor 2 (Visual-Spatial) Factor 2 (Speed) Factor 2 (Language)
(eigenvalue  1.95; 12.17%) (eigenvalue  1.96; 12.23%) (eigenvalue  1.55; 10.30%)
Benton recognition 0.52 Shape time 0.78 Naming total 0.52
Benton matching 0.62 TMX time 0.98 Repetition 1.11
Rosen 0.59 Comprehension 0.51
Shape omits –0.50
TMX omits –0.68
Factor 3 (Immediate Memory) Factor 3 (Memory) Factor 3 (Memory)
(eigenvalue  1.45; 9.06%) (eigenvalue  1.42; 8.88%) (eigenvalue  1.32; 8.79%)
Category fluency 0.68 SRT total recall 0.64 SRT total recall 0.73
*Letter fluency 0.56 SRT delayed recall 0.92 SRT delayed recall 0.96
Repetition 0.53 SRT delayed recognition 0.56 SRT delayed recognition 0.56
SRT total recall 0.68
Factor 4 (Speed) Factor 4 (Visual-Spatial) Factor 4 (gF)
(eigenvalue  1.13; 7.06%) (eigenvalue  1.15; 7.2%) (eigenvalue  1.01; 6.75%)
Shape time –0.83 BVRT matching 0.42 BVRT recognition 0.48
TMX time –0.74 BVRT recognition 0.28 BVRT matching 0.70
Rosen 0.30 Similarities 0.54
Shape omits –0.52 Identities and oddities 0.49
TMX omits –0.68 Letter fluency 0.39
Category fluency 0.35
TMX omits 0.73
Factor 5 (Delayed Memory)
(eigenvalue  1.00; 6.24%)
SRT delayed recall 0.63
SRT delayed recognition 0.52
Note. AD  Alzheimer’s disease; QD  questionable dementia; SRT  Selective Reminding Test; BVRT  Benton Visual Retention Test.
* The variable Letter fluency loaded on to both Factor 1 and Factor 3 in the Probable AD group.
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determine whether this four-factor model was an appropriate rep-
resentation of the data, it was subsequently examined in the con-
text of a CFA. The fit of the model was adequate, and it demon-
strated both convergent and discriminant validity. However, a
theory-based five-factor model comprised of Speed, Attention,
Memory, Language, and a combined Reasoning and Visual-Spatial
factor was selected for subsequent invariance analyses, because it
fit the data the best.
A formal test of invariance was conducted across the three
groups with the five-factor model. The invariance analyses indi-
cated there may be some configural invariance but no metric or
structural invariance (as determined by both the change in 2 per
change in df and change in CFI).
Although the results of invariance analyses could be interpreted
as evidence for configural invariance, a second approach was used
to determine whether there were qualitative differences across
groups. Additional EFAs were conducted, and the results indicated
that the probable AD group had a different factor structure, with
the greatest difference being the creation of two separate Memory
factors. In the probable AD group, the SRT total recall variable
loaded with the category fluency, letter fluency, and repetition
variables on to an Immediate Memory factor. The fluency vari-
ables have an episodic memory component in the sense that the
participants must remember which words they have already gen-
erated, because one of the rules of the task is to not repeat words.
It therefore makes sense that, due to memory difficulties, the
fluency variables would be more correlated with the SRT total
recall variable in the probable AD patients than in the participants
in other groups. In addition, the repetition variable requires par-
ticipants to repeat phrases to the examiner. In the cognitively
healthy and QD groups, this task could reflect language ability, but
in the probable AD group it could be considered a memory task.
The factor structure of the probable AD group also differed
because it included a fifth factor labeled Delayed Memory that was
comprised of the SRT delayed recall and SRT delayed recognition
variables. Essentially, the two delayed variables split off into their
own factor. This finding is consistent with work completed by
Delis, Jacobson, Bondi, Hamilton, and Salmon (2003) who con-
ducted two experiments examining the relations among immediate
and delayed memory variables from the California Verbal Learn-
ing Test (CVLT; Delis, Kramer, Kaplan, & Ober, 1987, 2000). In
Experiment 1, they reported that in a sample of healthy controls
and in a sample of Huntington’s disease patients the correlation
between the immediate memory measure and delayed memory
measure of the CVLT was significant at the p  .01 level, but in
an AD sample the correlation was not significant. In Experiment 2,
they compared the factor structure of the CVLT across three
groups comprised of probable AD patients, participants from the
CVLT normative sample, and a group of patients with mixed
neurological disorders. They reported that the factor structure of
the CVLT was “markedly” different across the groups. Namely,
the immediate-recall, delayed-recall, and delayed-recognition
memory variables loaded on to a single factor for the normative
sample group and mixed neurological group, but these measures
loaded on to separate factors in the probable AD group. The
authors suggest this finding is likely due to the pathological
changes in the brain during the earliest phase of AD, which
typically affects the mesial temporal lobe including the hippocam-
pus. This region has been shown to be integral in the transference
of information from short-term to long-term memory. Therefore if
immediate memory is intact but delayed memory is not, the rela-
tions among these tasks will change as a result.
These findings are also consistent with earlier work suggesting
that, relative to immediate recall, delayed recall may be more
sensitive to damage in the temporal lobe regions in amnesic
patients with localized damage such as in the famous case of the
amnesic H. M. (Milner, Corkin, & Teuber, 1968) and others (e.g.,
Graf, Squire, & Mandler, 1984; Zola-Morgan, Squire, & Amaral,
1989), as well as in AD patients (for a review, see Butters, Delis,
& Lucas, 1995).
In summary, we took two parallel approaches to examining the
factor structure of a battery of neuropsychological variables across
three different diagnostic groups. First, invariance analyses were
conducted on a theory-based five-factor model. The results of the
invariance analyses suggest that there may be some configural
invariance across the different groups, but there was no evidence
for either metric or structural invariance across either model. That
is, there was some evidence that the structure (or configuration) of
the model was the same across groups, but the magnitude of the
unstandardized coefficients and covariances was changing. How-
ever, the fit of the configural invariance models was only adequate;
whereas the RMSEA indicated a good fit, the CFI was below the
typical cutoff used to indicate a good fit. The baseline five-factor
model only fit adequately as well. The lack of a great fit of any of
the models is likely due to the non-normality of the data; one
consequence of non-normal data is poorer fit indices.
The second approach involved examining the differences in the
factor structures after conducting a separate EFA for each diag-
nostic group. The main difference across the groups was that a
fifth, Delayed Memory, factor emerged in the AD group that was
not evident in either the cognitively healthy or QD group. This
result was consistent with findings by Delis et al. (2003) in which
the delayed memory variables were not significantly correlated
with an immediate memory measure and, in fact, loaded on to a
different factor within a sample of probable AD patients but not in
a sample of normal controls.
Although the results of the two approaches may seem somewhat
inconsistent, the findings are compatible. The fit of the configural
invariance analysis was interpreted to be only adequate and lacked
strong evidence for invariance. This is likely because (a) the fit of
the baseline model was only adequate (likely due to non-normality
of the data) and (b) the factor structure was changing somewhat
across the groups. We can see from the EFA that there were
slightly different factor structures across the groups, with a fifth
factor emerging in the probable AD group.
Some new questions emerge from these findings. For example,
why was the model suggested by the EFA different from the best-
fitting confirmatory model? One explanation for this finding is that the
factor structure suggested by the EFA allows for variables to load on
all existing factors whereas the four-factor model tested in the CFA
only allowed the variables to load on to one factor. Although CFA is
necessary to conduct invariance analyses, moving from EFA to CFA
changes the model substantially. As a result, what may be the best
representation of the data in factor space is no longer the best repre-
sentation when examined in the context of confirmatory analyses.
Another question that emerges is whether quantitative compar-
isons should be made across different diagnostic groups. Some
researchers argue that if the structure is changing across groups,
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and the variables are measuring different constructs, quantitative
comparisons of memory performance, for example, may not be
justified. One example of a measure whose meaning may be
changing across groups is the Draw-A-Man test (Goodenough,
1926), which requires participants to sketch a picture of a person.
In young children, this test is a measure of IQ and is correlated
with school performance (e.g., Coleman, Iscoe, & Brodsky, 1959).
However, the upper age norms for this test and those similar to it
end at age 15 (Lezak, 1995), because there is a leveling off of
scores. Presumably in teenagers this same test is more of an
indicator of artistic ability than intelligence. In this case, compar-
ing performance across age groups on this test may not be war-
ranted, because the test is measuring a different construct. In this
study, because there is a lack of metric invariance (and possibly
configural invariance) of the factor structure across the different
diagnostic groups examined in the current study, it can be argued
that any quantitative comparisons on these variables should be
supplemented with qualitative comparisons. Before strong recom-
mendations can be made regarding these comparisons, it is impor-
tant that these findings be replicated in additional samples.
A limitation of this study is that we did not address the heter-
ogeneity within diagnostic groups. For example, a patient is diag-
nosed with QD if he or she presents with impairment within any
cognitive domain (either sufficient for dementia but without func-
tional impairment or insufficient for a dementia diagnosis). There-
fore, it is likely that there are patient subgroups within the QD
group that have different growth trajectories—some patients are
likely to develop AD, some may be labeled cognitively healthy at
their subsequent visits, and others may remain with a QD diagnosis
throughout the duration of the study. This assessment also may be
true of the probable AD group, because patients may have different
levels of severity of disease, may have different patterns of symp-
toms, and may show different rates of change. Therefore, an
important continuation of the current analyses (which may obscure
difference in subgroups) is to evaluate potential differences within
the diagnostic group.
References
American Psychiatric Association. (2000). Diagnostic and statistical man-
ual of mental disorders (text rev.). Washington, DC: Author.
Arbuckle, J. L. (2003). Amos 5.0. Chicago: SPSS.
Bentler, P. M. (1992). On the fit of models to covariances and methodology
to the Bulletin. Psychological Bulletin, 112, 400–404.
Benton, A. L. (1955). The Visual Retention Test. New York: Psychological
Corporation.
Blessed, G., Tomlinson, B. E., & Roth, M. (1968). The association between
quantitative measures of dementia and of senile change in the cerebral grey
matter of elderly subjects. British Journal of Psychiatry, 114, 797–811.
Bollen, K. A. (1989). Structural equations with latent variables. New
York: Wiley
Buschke, H., & Fuld, P. A. (1974). Evaluating storage, retention, and
retrieval in disordered memory and learning. Neurology, 24, 1019–1025.
Butters, N., Delis, D. C., & Lucas, J. A. (1995). Clinical assessment of
memory disorders in amnesia and dementia. Annual Review of Psychol-
ogy, 46, 493–523.
Byrne, B. M., Shavelson, R. J., & Muthe´n, B. (1989). Testing for the
equivalence of factor covariance and mean structures: The issue of
partial invariance. Psychological Bulletin, 105, 456–466.
Cheung, G. W., & Rensvold, R. B. (2002). Evaluating goodness-of-fit
indexes for testing measurement invariance. Structural Equation Mod-
eling: A Multidisciplinary Journal, 9, 233–255.
Chou, C-P., & Bentler, P. M. (1995). Estimates and test in structural
equation modeling. In R. H. Hoyle (Ed.), Structural equation modeling:
Concepts, issues, and applications (pp. 37–55). Newbury Park, CA:
Sage.
Coleman, J. M., Iscoe, I., & Brodsky, M. (1959). The “Draw-A-Man” test
as a predictor of school readiness and as an index of emotional and
physical maturity. Pediatrics, 29, 275–281.
Davis, R. N., Massman, P. J., & Doody, R. S. (2003). WAIS-R factor
structure in Alzheimer’s disease patients: A comparison of alternative
models and an assessment of their generalizability. Psychology and
Aging, 18, 836–843.
Delis, D. C., Jacobson, M., Bondi, M. W., Hamilton, J. M., & Salmon,
D. P. (2003). The myth of testing construct validity using factor analysis
or correlations with normal or mixed clinical populations: Lessons from
memory assessment. Journal of the International Neuropsychological
Society, 9, 936–946.
Delis, D. C., Kramer, J. H., Kaplan, E., & Ober, B. A. (1987). The
California Verbal Learning Test. San Antonio, TX: Psychological Cor-
poration.
Delis, D. C., Kramer, J. H., Kaplan, E., & Ober, B. A. (2000). The
California Verbal Learning Test (2nd ed.). San Antonio, TX: Psycho-
logical Corporation.
Fabrigar, L. R.,Wegener, D. T., MacCallum, R. C., &Strahan, E. J. (1999).
Evaluating the use of exploratory factor analysis in psychological re-
search. Psychological Methods, 4, 272–299.
Goodenough, F. L. (1926). Measurement of intelligence by drawings.
Chicago: World Book Company.
Goodglass, H. (1983). The assessment of aphasia and related disorders
(2nd ed.). Philadelphia: Lea & Febiger.
Graf, P., Squire, L. R., & Mandler, G. (1984). The information that
amnesic patients do not forget. Journal of Experimental Psychology:
Learning, Memory and Cognition, 10, 164–178.
Horn, J. L., & McArdle, J. J. (1992). A practical and theoretical guide to
measurement invariance in aging research. Experimental Aging Re-
search, 18, 117–144.
Horn, J. L., McArdle, J. J., & Mason, R. (1983). When is invariance not
invariant: A practical scientist’s look at the ethereal concept of factor
invariance. Southern Psychologist, 1, 179–188.
Hu, L-T., & Bentler, P. M. (1998). Fit indices in covariance structure
modeling: Sensitivity to underparameterized model misspecification.
Psychological Methods, 3, 424–453.
Hu, L-T., & Bentler, P. M. (1999). Cutoff criteria for fit indexes in
covariance structure analysis: Conventional criteria versus new alterna-
tives. Structural Equation Modeling: A Multidisciplinary Journal, 6,
1–55.
Kanne, S. M., Balota, D. A., Storandt, M., McKeel, D. W. Jr., & Morris,
J. C. (1998). Relating anatomy to function in Alzheimer’s disease:
Neuropsychological profiles predict regional neuropathology 5 years
later. Neurology, 50, 979–985.
Kaplan, E., Goodglass, H., & Weintraub, S. (1983). The Boston Naming
Test. Philadelphia: Lea & Febiger.
Lezak, M. D. (1995). Neuropsychological assessment (3rd ed.). New York:
Oxford University Press.
Loewenstein, D. A., Ownby, R., Schram, L., Acevedo, A., Rubert, M., &
Arguelles, T. (2001). An evaluation of the NINCDS-ADRDA neuropsy-
chological criteria for the assessment of Alzheimer’s disease: A confir-
matory factor analysis of single versus multi-factor models. Journal of
Clinical and Experimental Neuropsychology, 23, 274–284.
Loewenstein, D. A., & Rubert, M. P. (1992). The NINCDS-ADRDA
neuropsychological criteria for the assessment of dementia: Limitations
of current diagnostic guidelines. Behavior, Health, & Aging, 2, 113–121.
410 SIEDLECKI, HONIG, AND STERN
MacCallum, R. C., Browne, M. W., & Sugawara, H. M. (1996). Power
analysis and determination of sample size of covariance structure mod-
eling. Psychological Methods, 1, 130–149.
MacCallum, R. C., Widaman, K. F., Zhang, S., & Hong, S. (1999). Sample
size in factor analysis. Psychological Methods, 4, 84–99.
Mattis, S. (Ed.). (1976). Mental status examination for organic mental
syndrome in the elderly patient. New York: Grune & Stratton.
Milner, B., Corkin, S., & Teuber, H. L. (1968). Further analysis of trhe
hippocampal amnesic syndrome: 14-year follow-up study of H. M.
Neuropsychologia, 6, 215–234.
Morris, R. G., & Kopelman, M. D. (1986). The memory deficits in
Alzheimer-type dementia: A review. Quarterly Journal of Experimental
Psychology, 38, 575–602.
Nyberg, L. (1994). A structural equation modeling approach to the multiple
memory systems question. Journal of Experimental Psychology: Learn-
ing, Memory and Cognition, 20, 485–491.
Rosen, W. (1981). The Rosen Drawing Test. Bronx, NY: Veterans Admin-
istration Medical Center.
Salthouse, T. A. (in press). Executive functioning. In D. C. Park & N.
Schwarz (Eds.), Cognitive aging: A primer. New York: Psychology
Press.
Salthouse, T. A., & Becker, J. T. (1998). Independent effects o Alzheimer’s
disease on neuropsychological functioning. Neuropsychology, 2, 242–
252.
Schwab, R. S., & England, A. C. (1969). Projection technique for evalu-
ating surgery in Parkinson’s disease. In F. J. Gillingham & I. M. L.
Donaldson (Eds.), Third symposium on Parkinson’s disease. Edinburgh,
Scotland: Livingstone.
Siedlecki, K. L. (2007). Investigating the structure and age invariance of
episodic memory across the adult lifespan. Psychology and Aging, 22,
251–268.
Stern, Y., Andrews, H., Pittman, J., Sano, M., Tatemichi, T., Lantigua, R.,
et al. (1992). Diagnosis of dementia in a heterogeneous population:
Development of a neuropsychological paradigm-based diagnosis of de-
mentia and quantified correction for the effects of education. Archives of
Neurology, 49, 453–460.
Velicer, W. F., & Fava, J. L. (1998). Effects of variable and subject
sampling on factor pattern recovery. Psychological Methods, 3, 231–
251.
Wechsler, D. (1981). Wechsler Adult Intelligence Scale—Revised. New
York: Psychological Corporation.
West, S. G., Finch, J. F., & Curran, P. J. (1995). Structural equations with
nonnormal variables: Problems and remedies. In R. H. Hoyle (Ed.),
Structural equation modeling: Concepts, issues, and applications (pp.
56–75). Newbury Park, CA: Sage.
Zola-Morgan, S., Squire, L. R., & Amaral, D. G. (1989). Human amneisa
and the medial temporal region: Enduring memory impairment follow-
ing a bilateral lesion limited to the field CA1 of the hippocampus.
Journal of Neuroscience, 6, 2950–2967.
Received July 17, 2007
Revision received December 6, 2007
Accepted December 7, 2007 
411STRUCTURE OF COGNITIVE ABILITIES
