We investigate the number of symmetric matrices of non-negative integers with zero diagonal such that each row sum is the same. Equivalently, these are zero-diagonal symmetric contingency tables with uniform margins, or loop-free regular multigraphs. We determine the asymptotic value of this number as the size of the matrix tends to infinity, provided the row sum is large enough. We conjecture that one form of our answer is valid for all row sums.
Introduction
Let M(n, ℓ) be the number of n × n symmetric matrices over {0, 1, 2, . . . } with zeros on the main diagonal and each row summing to ℓ. Our interest is in the asymptotic value of M(n, ℓ) as n → ∞ with ℓ being a function of n. Alternative descriptions of the class M(n, ℓ) are: adjacency matrices of loop-free regular multigraphs of order n and degree ℓ, and zero-diagonal symmetric contingency tables of dimension n with uniform margins equal to ℓ. An example appears in Figure 1 .
Very little seems to be known about this problem. The asymptotic value of M(n, 3) was determined by Read in 1958 [12] . According to Bender and Canfield [3] , de Bruijn extended this to M(n, ℓ) for fixed ℓ but failed to publish it. In any case, [3] generalised the result to bounded but possibly non-equal row sums. By the method of switchings, Greenhill and McKay [7] found the asymptotic number of matrices with given small row sums over a range that includes M(n, ℓ) for ℓ = o(n 1/2 ). In this paper we treat the case of large ℓ and manage to find the asymptotics whenever ℓ > Cn/ log n for any C > 1 6 . We will use the multidimensional saddle-point method, which was previously applied successfully to the corresponding {0, 1} problem by McKay and Wormald [11] and to the corresponding non-symmetric problem by Canfield and McKay [5] . For the non-symmetric problem with mixed row and column sums, see Barvinok and Hartigan [1] .
Our theorem is as follows. . Let ℓ = ℓ(n) be such that ℓn is even and λ = ℓ/(n − 1) satisfies λ ≥ 1 3a log n .
Then as n → ∞, M(n, ℓ) = √ 2 2πn(1 + λ) −ℓ−n+2 λ ℓ+1 −n/2 exp 14λ 2 + 14λ − 1 12λ(1 + λ)
In Section 2, we express M(n, ℓ) as an integral in n-dimensional complex space and divide the domain of integration into three parts, then in Section 3 we estimate the integral in two of the parts. In Section 4, we show that the third part is negligible in comparison provided ℓ is bounded by a polynomial in n. We complete the proof for large ℓ in Section 5 using the theory of Ehrhart quasipolynomials.
In Section 6, we show that the form of expression (2) is motivated by a naïve probabilistic model. We also note that (2) agrees with [7] , apart from the error term, when 1 ≤ ℓ = o(n 1/2 ), and closely matches many exact values computed as described in Section 7. This leads us to suspect that (2) is true whenever ℓ > 0, and we conjecture explicit bounds for M(n, ℓ) in Conjecture 7.
Throughout the paper, asymptotic notation like O(f (n)) refers to the passage of n to ∞. We will also use a modified notation O(f (n)). A function g(n) belongs to this class provided that
for some numerical constant a that might be different at each use of the notation.
An integral for M (n, ℓ)
We now express M(n, ℓ) as an integral in n-dimensional complex space and outline a plan for estimating it. We begin with a generating function in n variables x 1 , . . . , x n ,
for which the coefficient of x
n is the number of n × n symmetric matrices over {0, 1, 2, . . . } with zeros on the main diagonal and row sums ℓ 1 , . . . , ℓ n . In particular, M(n, ℓ) is the coefficient of x
Applying Cauchy's Integral Formula we have
where each variable is integrated along a contour circling the origin once in the anticlockwise direction. It will suffice to take the contours to be circles; specifically, we will put x j = re iθ j for each j, where, for reasons that will become clear in Section 3, we choose
This gives
where
Let F (θ) be the integrand in (4). The quantity (1 − λ(e i(θ j +θ k ) − 1)) −1 , and thus F (θ), has greatest magnitude when θ j + θ k ∈ {0, 2π} for each distinct pair j, k. It is easy to see that these constraints have only two solutions: θ j = 0 for all j, and θ j = π for all j. We will show that the value of I(n) comes mostly from the neighbourhoods of these two points; specifically, it comes from two boxes R 0 , R π ⊆ [−π, π] n defined, for sufficiently small ε, as
for all j }, and
where θ j + π is taken mod 2π. Note that the operation θ j → θ j + π for all j, which maps R 0 and R π onto each other, preserves F (θ) since nℓ is even. Also note that R 0 ∩ R π = ∅. We denote the region outside of the boxes as
we will evaluate the integral I(n) defined in (4) in the following way:
3 The main part of the integral
In this section we estimate the value of the integral I(n) in a convenient region R ′ that contains R 0 . We begin by quoting several results required for the calculation.
The following theorem, simplified from [9] , estimates the value of a certain multidimensional integral.
The following is true if ε ′′′ is sufficiently small. LetÂ =Â(n) be a real-valued function such thatÂ(n) = Ω(n −ε ′ ). Let B =B(n),Ĉ =Ĉ(n),Ê =Ê(n),F =F (n),Ĝ =Ĝ(n),Ĥ =Ĥ(n), and I =Î(n) be complex-valued functions of n such thatB,Ĉ,Ê,F ,Ĝ,Ĥ,Î = O(1). Supposeε(n) satisfies ε ′′ ≤ 2ε(n) ≤ ε ′′′ for all n and define
Suppose that for z = (z 1 , z 2 , . . . , z n ) ∈ U n we have
where δ(z) is continuous and δ(n) = max z∈Un |δ(z)| = o(1). Then, provided the O( ) term in the following converges to zero,
, and
The following lemma defines a linear transformation, adapted from [11] .
(
Then we have the following translations.
From Taylor's Theorem with remainder we have Lemma 3.3. For all real X,
We now present the main result of this section. 
Proof. Consider the transformation θ = T (z) defined by (8) . Define
From (8) we have
These imply, for n ≥ 2, that T −1 R 0 ⊆ R z and
From Lemma 3.3 we have, for θ ∈ R ′ ,
λ(1+λ)(1+6λ+6λ 2 ). The absence of a linear term is due to our particular choice of r in Section 2.
Using Lemma 3.2, we perform the transformation θ = T (z). This diagonalizes the quadratic form in F (θ), and I R ′ becomes:
In order to apply Theorem 3.1 we chooseε(n) = ε + log 2/ log n,
Theorem 3.4 now follows from Theorem 3.1.
Concentration of the integral
In the previous section we proved that the contribution to I(n) from the box R ′ is
We now consider the contribution to I(n) from the region R c (defined in (5)) and show, provided λ is not too large, that it is negligible compared to I R ′ (n).
First we import from [5] some useful lemmas.
Lemma 4.1. The absolute value of the integrand F (θ) of (4) is
Moreover, for all real z with |z| ≤ 1 10
Lemma 4.2. Define t = 1 60
2 )x 4 . Then, uniformly for λ > 0 and K ≥ 1,
Suppose that the conditions of Theorem 1.1 hold, and in addition that λ = n O(1) . Then
Proof. The proof follows a similar pattern to that of [11, Theorem 1] . Define t and g(z) as in Lemma 4.2. Define n 0 , n 1 , n 2 , n 3 , functions of θ, to be the number of indices j such that θ j lies in [−t, t], (t, π −t), [π −t, π +t], and (−π +t, −t), respectively. Let R ′′ be the set of all θ such that max{n 0 n 2 ,
has the property that f (θ j + θ k ) ≤ f (2t) for at least n 1+ε pairs j, k. Since f (z) ≤ 1 for all z, and the volume of R ′′ is less than (2π) n , we havê
Applying (9) and the assumption that λ = O(n O(1) ), we find that
for some c 1 > 0. For θ ∈ R c \ R ′′ we must have n 1 , n 3 = O(n 1/2+ε ) and either n 0 = O(n 1/2+ε ) or n 2 = O(n 1/2+ε ). The latter two cases are equivalent, so we will assume that n 2 = O(n 1/2+ε ), which implies that n 0 = n − O(n 1/2+ε ).
Define S 0 , S 1 , S 2 , functions of θ, as follows.
Let I 2 (s 2 ) be the contribution to I(n) from those θ ∈ R c \ R ′′ with the given value of s 2 , and let θ ′ denote the vector (θ j ) j∈S 0 . The set S 2 can be chosen in at most n s 2 ways. Applying the bounds above, and allowing (2π) s 1 +s 2 for integration over θ j ∈ S 1 ∪ S 2 , we find
The third line of the above follows from the bounds
valid for all x 1 , x 2 , . . . , x p . The fifth line follows from Lemma 4.1, and the last line follows from s 0 = n − O(n 1/2+ε ). Substituting this bound into (11) we find that
for some c 2 > 0.
With the cases of (10) and (12) excluded, we are left with the problem of bounding the contribution of θ ∈ [−2t, 2t] n \ R ′ . Let u = n −1/2+ε /(1 + λ). First note that, by arguing as above, we have that
n . Also note that, by Lemma 4.2,
The function g(z) has at most one minimum in [u, 2t], and g(2t) < g(u) for sufficiently large n, so
Let J 1 , J 2 be the right sides of (13) and (14), respectively. Then
for some c 3 > 0.
The lemma now follows from (10), (12) and (15).
Proof of Theorem 1.1
In the case that λ = n O(1) , Theorem 1.1 follows from Theorem 3.4 and Theorem 4.3. For larger λ, the method used in the proof of Theorem 4.3 is insufficient so we need a new approach.
Let us assume that we already proved Theorem 1.1 for λ = O(n 5 ). Now we want to show that it must be true for larger λ as well. First note that for such large λ (indeed for λ/n → ∞), Theorem 1.1 is equivalent to
Let P n be the polytope of symmetric n × n real non-negative matrices with zero diagonal whose rows sum to 1. Then M(n, ℓ) is the number of integer points in ℓP n . That is, M(n, ℓ) is the Ehrhart quasipolynomial of P n .
According to [4, Theorem 8.2.6] , the vertices of P n are the adjacency matrices of graphs whose components are either isolated edges of weight 1 or odd cycles with edges of weight 1 2 . That is, the coordinates of the vertices are multiples of 1 2 . By a result of Ehrhart (see [2, Ex. 3 .25]), there is a polynomial f n (z) with non-negative integer coefficients such that
where d is the dimension of P n . By [13] , d = n(n−3)/2. By applying the binomial expansion to (1 − z 2 ) −d−1 in (17), we find that M(n, ℓ) is a polynomial in ℓ for even ℓ and a possibly-different polynomial in ℓ for odd ℓ. Explicitly, there are non-negative integers h 0 , . . . , h d (dependent on n and the parity of ℓ) such that
Arguing as in [5] , we infer that there is a function α(n, ℓ) such that
Equations (16) and (18) both apply for ℓ = Θ(n 5 ), so for m ∈ {n 5 , n 5 + 1},
where the first estimate comes from (18) and the second comes from (16). Comparing these two estimates, and noting from (19) and (20) that 0 ≤ α(n, 3m) ≤ α(n, m), we conclude that α(n, m) = O(n 5−b ). By (20), this implies that α(n, ℓ) = O(n 5−b ) for all ℓ ≥ n 5 . Now we can see from (18) that
and apply (16) to M(n, m). This shows that (16) holds for all ℓ ≥ n 5 . The proof of Theorem 1.1 is now complete.
Naïve Thinking
In this section we consider a "naïve" model of random matrix and show how it motivates our estimate for M(n, λ).
Define G λ to be the geometric distribution with mean λ. That is, for a random variable X distributed according to G λ , we have
Define S = S(n, ℓ) to be the probability space of n × n non-negative symmetric integer matrices with zero diagonal, where each element of the upper triangle is independently chosen from G λ . Define events on S:
E j E 0 : the whole matrix has sum nℓ.
Note that E all ⊆ E 0 . Also note that each matrix in E 0 has the same probability, namely
(Proof: Apply (21) to each entry in the upper triangle and use the assumed independence of the entries there. The result is independent of the actual matrix entries.) Therefore,
Now make a naïve assumption that the events E j are independent. By symmetry, Prob(E j ) is independent of j, so we get a naïve estimate of M(n, ℓ):
Now consider Prob(E 1 ). The number of possible first rows is
(This is the number of ways of writing ℓ as the sum of n − 1 non-negative integers.) In space S, each such first row has probability
Substituting this value into (22), we get (2) in Theorem 1.1 can be written
Note that √ 2 e 3/4 ≈ 2.9939.
Exact values
As noted in Section 5, M(n, ℓ) is the number of integer points in ℓP n , where P n is the polytope defined in that section. Lattice point enumeration techniques such as the algorithm in [6] therefore allow the exact computation of M(n, ℓ) for small n. In practice this is feasible for n ≤ 9 or with difficulty n ≤ 10, almost irrespective of ℓ. By interpolating the computed values, we obtain the Ehrhart quasipolynomial for small n. Recall that M(n, ℓ) is a polynomial M e (n, ℓ) for even ℓ and a polynomial M o (n, ℓ) for odd ℓ. We have M o (n, ℓ) = 0 if n is odd, and the following. The same method would yield M(10, ℓ) with a plausible but large amount of computation. For completeness, we also give the Ehrhart series L n (x) = ℓ≥0 M(n, ℓ)x ℓ for n ≤ 9. For larger n, P n has too many vertices for this method to be useful, but we can use the technique of [8] and [5] . Define f (z) = 1
If q is any integer greater than max{nℓ/2, n 2 (n − 1)/2 − nℓ/2}, then M(n, ℓ) is the coefficient of the only term in
in which each x j appears with a power that is a multiple of ℓ + 1 and y appears with a power that is a multiple of q. Now let p be a prime number for which p − 1 is a multiple of both ℓ + 1 and q. Let α and β be a primitive (ℓ + 1)-th root and a primitive q-th root of unity in Z p , respectively. Then, modulo p,
where the first summation is over all non-negative integers r 0 , r 1 , . . . , r d which sum to n. Using sufficiently many primes p, we can extract the exact value of M(n, ℓ) using the Chinese Remainder Theorem. As an example of a value computed using this method, we have M (19, 10) = 613329062511931789477677176839174642138032757885191693120, which is about 2% higher than the estimate of Theorem 1.1. Machine-readable versions of these exact formulas, along with many other exact values of M(n, ℓ), can be found at [10] .
After observing a large number of exact values, we have noted that (2) appears to have an accuracy much wider than we can prove. We can even guess extra terms. We express our observations in the following conjecture.
Conjecture. For even nℓ, define ∆(n, ℓ) by
Then |∆(n, ℓ)| < 1 for n ≥ 5, ℓ ≥ 1.
The minimum entry
In this section we note a simple corollary of Theorem 1.1. Choose X uniformly at random from the set M(n, ℓ) of zero-diagonal symmetric nonnegative integer matrices of order n and row sums ℓ. Let X min be the least off-diagonal entry of X. If X min ≥ k for integer k ≥ 0, we can subtract k from each entry to make a matrix of row sums ℓ − (n − 1)k. This elementary observation shows that
Theorem 1.1 can thus be used to estimate this probability whenever it applies to the quantities on the right. We can provide some information even in other cases; note that (1) is not required for the following. Proof. We begin with a case incompletely covered by Theorem 1.1, namely ℓ = o(n 3 ). Define M 0 , M 1 to be the sets of those matrices in M(n, ℓ) with no off-diagonal zeros, and exactly two or four off-diagonal zeros, respectively. Given X ∈ M 0 , choose distinct q, r, s, t and replace a qr , a rs , a st , a tq (and a rq , a sr , a ts , a qt consistently) by a qr − δ, a rs + δ, a st − δ, a tq + δ, where δ = min{a qr , a st }. This can be done in Θ(n 4 ) ways and creates an element of M 1 . Alternatively, if X ∈ M 1 , choose distinct q, r, s, t such that either a qr or a st or both are 0. Then replace a qr , a rs , a st , a tq (and a rq , a sr , a ts , a qt consistently) by a qr + δ, a rs − δ, a st + δ, a tq − δ, where 1 ≤ δ ≤ min{a rs , a tq } − 1. If this produces an element of M 0 , it is the inverse of the previous operation. Given a choice of a qr = 0, s and δ can be chosen in at most ℓ ways since s a rs = ℓ, then t can be chosen in at most n ways. Similarly for q st = 0. Therefore, this operation can be done in at most O(ℓn) ways. It follows that either |M 0 | = 0 or |M 0 | = o(|M 1 |), which completes this case since Prob(X min ≥ k) ≤ Prob(X min ≥ 1) for k ≥ 1.
In case ℓ = Θ(n 3 ), define k ′ = min{k, ⌊ℓ/(2n)⌋} and estimate the value of Prob(X min ≥ k ′ ) using (16). This gives the desired result when k = k ′ . For k > k ′ the value obtained tends to 0, so again the desired result follows by monotonicity with respect to k.
Concluding remarks
In this paper we have begun the asymptotic enumeration of dense symmetric non-negative integer matrices with given row sums, by considering the special case of uniform row sums and zero diagonal. Further cases, which can be approached by the same method, are to allow the row sums to vary, and to allow diagonals other than zero. The structure of random matrices in the class can also be investigated by specifying some forced matrix entries. We hope to return to these problems in the future.
