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Recent frameworks describing quantum mechanics in the absence of a global causal order admit
the existence of causally indefinite processes, where it is impossible to ascribe causal order for events
A and B. These frameworks even allow for processes that violate the so-called causal inequalities,
which are analogous to Bell’s inequalities. However, the physicality of these exotic processes is, in
the general case, still under debate, bringing into question their foundational relevance. While it
is known that causally indefinite processes can be probabilistically realised by means of a quantum
circuit, along with an additional conditioning event C, evidence for their ontological status has
heretofore been limited. Here, we show that causally indefinite processes are indeed elements of
reality by demonstrating that they can be realised with schemes where C serves only as parity-flag.
We then show that there are processes where any pure conditioning measurement of C leads to
a causally indefinite process for A and B, thus establishing causal indefiniteness as an observer-
independent quantity. Finally, we demonstrate that quantum mechanics allows for phenomena
where C can deterministically decide whether A comes before B or vice versa, without signalling
to either. This is akin to Wheeler’s famous delayed-choice experiment establishing definite causal
order in quantum mechanics as an observer-dependent property.
I. INTRODUCTION
Genuine quantum properties, like entanglement and
coherence play an important role in many protocols
and current or near future technologies [1]. While
these spatial properties of quantum systems, and their
resourcefulness have been studied in depth, much less
is known about their temporal counterparts. Recent
research has begun investigating the structure of
temporal correlations of quantum systems [2, 3] as well
as the quantification of quantum resources required to
simulate temporal correlations [4]. While this program
is in its early stages, the foundational importance
of temporal (quantum) correlation is becoming clear.
For instance, it has been demonstrated that temporal
quantum correlations can enhance the performance of
ticking clocks [5]. The counterpart to no-signalling
conditions, which play a crucial role in studies of
spatial correlations, are conditions imposing causality.
However, even when subject to these conditions,
quantum mechanics yields surprises; within the field
of quantum causal modelling [6, 7], it has been shown
that quantum mechanics allows for the superposition of
common-cause and direct-cause causal structures [8, 9] as
well as the violation of instrumental tests [10] – two feats
that are not possible within the realm of classical causal
models. Additionally, quantum mechanics can provide a
speed-up in the discovery of causal relations [11, 12].
This is just the tip of the quantum iceberg; processes
that are causally ordered form only a subset of those
∗ simon.milz@oeaw.ac.at
allowed by quantum theory. The possibility to coherently
control causal orders has drawn considerable recent
interest, both on the theoretical [13–17], as well the
experimental [18–22] side, and such control has been
shown to be a resource in information theoretic tasks [14,
23–25]. Going further, Ref. [26] showed the existence
of processes that are locally causal, but do not have a
global causal order. Moreover, there it was shown that
such processes allow for richer communication tasks than
those with global causal order.
Specifically, the authors of Ref. [26] constructed a
so-called causal inequality, which is reminiscent of Bell’s
inequalities and showed that quantum mechanics allows
for processes that violate them, i.e., outperform causally
ordered processes (classical, quantum, or beyond) in
information theoretic games [26, 27]. Further stratifying
the structure of such causally indefinite processes, it has
been demonstrated that there are causally non-separable
processes, i.e., processes that cannot be represented
as a convex mixture of causally ordered ones that do
not violate causal inequalities [28, 29] and thus are
reminiscent of entangled states that do not violate Bell’s
inequalities [30]. However, there is the caveat that,
beyond two parties, there are fully classical processes that
violate causal inequalities [31, 32].
While such exotic causal structures are not a priori
prohibited by fundamental laws of physics,[33] their
physicality, along with their implications, remains
uncertain. In addition, and in stark contrast to otherwise
spatially analogous entanglement, it is generally not
clear how to experimentally implement causally indefinite
processes deterministically. However, probabilistic
protocols for realising an arbitrary process by means
of a quantum circuits, i.e., a causally ordered process,
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2with conditioning have been proposed [34–37], and
the interconversion between properties of the employed
circuit and the conditional causally indefinite process
have been investigated [37].
If causally indefinite processes cannot be deterministi-
cally created in the laboratory, then their fundamental
importance could reasonably be called into question.
Remarkably, as we discuss in this paper, within the
probabilistic implementation scheme of Ref. [37], causally
non-separable processes can be considered as concrete
elements of reality. We show that the conditioning
itself heralds the respective processes, but does not
create them. More specifically, the conditioned circuit
can lead to causally indefinite processes for each of
possible measurement outcomes of the conditioning.
The quantum circuit it employs displays only classical
correlations between the conditioning degrees of freedom
and the remaining degrees of freedom of interest.
This absence of quantum correlations allows for the
interpretation that each measurement outcome merely
reveals which of the two causally non-separable processes
was ‘realised’ in the individual run, seemingly providing
an ontology for causally non-separable processes.
While this interpretation has the obvious objection
that the causal ordering of an individual run of an
experiment is not a meaningful notion per se, it
nonetheless raises the question of whether entanglement
between the conditioning degrees of freedom and the
rest is possible and/or enhances the conditioning scheme.
This question is in the spirit of that regarding the
resource that is used in the aforementioned studies
of coherent control of causal orders; there, it is
the entanglement between the relevant degrees of
freedom and a control qubit that is crucial for all
observed advantages (losing this qubit destroys the
respective enhancements). In contrast, we show here
that such coherent control can be used to make the
conditioning procedures inherently ‘stable’. Specifically,
the properties of the conditional processes crucially
depend on the choice of measurement basis that is
employed for the conditioning; we demonstrate that
the range of conditioning bases that lead to causally
non-separable process can be vastly increased when
entanglement is added, and that there are indeed causally
ordered processes that lead to a causally non-separable
process for any conditioning basis. Such causally ordered
processes, then, make causal non-separability an effect
that stems from conditioning in a highly fine-tuned
manner, but renders it an observer-independent property
– within this well-defined framework (see Fig. 1 for a
graphical representation).
Our first set of results establish that causally indefinite
processes are an element of reality. Our next result is
even more surprising: We find physical processes where
the conditioning party can choose the causal direction.
That is, we demonstrate that causal order itself can be
understood as an observer-dependent property; if the
conditioning measurements are made in one basis, then
Figure 1. Observer-independent causal disorder (top).
Independent of the basis each of the observers (depicted by
the two spacecrafts flying in different directions) conditions in
(here: the Pauli-z and Pauli-x eigenbases {|0/1〉} and {|±〉}),
they observe a causally indefinite process. As we show in
Sec. III there are processes for which this holds true for all
conditioning bases. Observer-dependent causal order
(bottom). Depending on the basis each of the observers,
the resulting conditional process is of order A ≺ B (for the
blue observer) or of order B ≺ A (for the red observer). See
Sec. IV for details. For simplicity, the conditioning system is
omitted in the figure.
3A occurs before B, but if they are made in another,
then B occurs before A. Importantly, as we show
by explicit example, this observer-dependence occurs
deterministically ; the respective basis choice fixes which
of the opposing causal orders the processes will have.
This is akin to the famous delayed-choice experi-
ment [38–40], and we emphasise that this contextual
behaviour is genuinely quantum and – as we show
– cannot exist in the classical world. Put less
prosaically, in quantum mechanics, the chicken-egg
dilemma fundamentally has no resolution – even when
the underlying process is causally ordered – but one’s
conclusion depends on how one ‘looks’ at the process at
hand (see Fig. 1 for a graphical representation).
Before presenting these results, we begin by introduc-
ing the process matrix formalism, which is designed to
represent spatio-temporal processes, including the one
that do have a definite causal order.
II. PROCESS MATRIX PRELIMINARIES
A. General framework
Throughout this article, we focus on two parties, Alice
(A) and Bob (B), who perform generalized measurements
in their distinct laboratories. We are interested in
the joint probabilities they can possibly obtain when
each of them employs an instrument JX = {M(k)X }k,
with X ∈ {A,B}. An instrument is a collection of
completely positive (CP) maps M(k)X , each describing
the transformation on the observed system corresponding
to one of a possible set of measurement outcomes.
Moreover, the CP maps add up to a CP trace preserving
(CPTP) map MX =
∑
kM(k)X . Each of the CP maps
M(k)X transforms the quantum states from an input
space B(HXI ) to an output space B(HXO ), i.e., M(k)X :B(HXI ) → B(HXO ), where HXI/O are the respective
system Hilbert spaces, and B(HXI/O ) denotes the set
of matrices on said Hilbert space. Throughout, the
dimension of the involved Hilbert spaces is considered
to be finite and dX is the dimension of HX .
For ease of notation, we employ the Choi-Jamio lkowski
isomorphism [41, 42] to express all objects we consider
as positive matrices. With this, every CP map
M(k)X : B(HXI ) → B(HXO ) corresponds to a positive
matrix M
(k)
X ∈ B(HXO ⊗ HXI ), and every CPTP mapMX corresponds to a positive matrix that additionally
satisfies trXOMX = 1XI , where 1XI is the identity
matrix on HXI .
In such a setting, owing to the linearity of quantum
mechanics, the joint probability for Alice and Bob
to obtain outcomes i and j, given that they used
instruments JA and JB , can then be computed via an
equation of the form
P(i, j|JA,JB) = tr[W (M (i)A ⊗M (j)B )] , (1)
where W ∈ B(HA0 ⊗ HAI ⊗ HBO ⊗ HBI ) is called the
process matrix [43] that encapsulates the spatio-temporal
relations between A and B. It accounts for the cases
where Alice and Bob are causally connected, e.g., where
Alice’s operations can influence Bob’s. In addition, it also
captures the case where their causal order is indefinite.
Consequently, Eq. (1) has been dubbed the Born
rule for temporal processes [44, 45]. The process
matrix and its action are graphically depicted in Fig. 2.
Importantly, it contains all spatio-temporal correlations
that are present between Alice and Bob. For example,
as mentioned, W can describe all conceivable scenarios
where Alice’s operations come before Bob’s (denoted by
WA≺B), Bob’s operations come before Alice’s (denoted
by WB≺A), as well as situations, where Alice and Bob
are spacelike separated (denoted by WA‖B).
Following the literature, we will often call process
matrices that display a definite causal order quantum
combs, or just combs [46, 47]. Any process matrix W that
can be represented as a probabilistic mixture of causally
ordered processes, i.e.,
W = qWA≺B + (1− q)WB≺A , (2)
is called causally separable [43]. The case WA‖B can
be understood as a special case of WB≺A or WA≺B in
Eq. (2). Here, causal order implies that a later choice of
instrument cannot influence statistics at an earlier point
in time. It has been shown [46, 47] that, for the two-party
case we consider, this requirement implies
WX≺YXY = 1YO ⊗WX≺YXYI
and trYI W
X≺Y
XYI
= 1XO ⊗ ρXI ,
(3)
where ρXI is a quantum state, and we have added
subscripts to signify which spaces the respective elements
are defined on. For compactness, we will often employ
the convention XIXO := X when denoting spaces by
subscripts.
As a process WA‖B both satisfies A ≺ B and B ≺ A,
the above conditions imply that
WA‖B = 1AOBO ⊗ ρAIBI . (4)
Requiring that W does not violate local causality (in each
of the respective laboratories A and B) does not force it
to abide by a fixed global causal order (nor a convex
combination of fixed causal orders) [48]. Specifically,
local causality imposes the constraint
tr[W (MA ⊗MB)] = 1 ∀ CPTP maps MA,MB , (5)
and there exist process matrices, dubbed causally
non-separable, that satisfy Eq. (5) but which cannot be
represented as a probabilistic mixture of the form of
4Eq. (2). Additionally, there are process matrices that
can violate causal inequalities [26, 27]; i.e., their causal
indefiniteness can be verified in a device-independent
way. It has been shown that not every causally
non-separable process matrix can violate a causal
inequality [28, 29, 49], implying the existence of causally
non-separable process matrices that admit a causal
model. This is analogous to the spatial setting, where
there are entangled states that cannot violate any Bell
inequality, and which admit a hidden variable model [30].
In what follows, we will also call processes that lack a
clear causal order – either in the weaker sense of causal
non-separability, or in the stronger sense that they can
violate a causal inequality – causally indefinite.
B. Process matrices via conditioning
Processes with a fixed causal order can always be
understood as coming from a quantum circuit with a
pure initial state and unitary dynamics [47]. Causally
separable processes, then, can be seen as a convex
mixture of such circuits, e.g., beginning with a coin
flip that decides which of the circuits is run. However,
there is no such circuit dilation for causally non-separable
processes.[50]
On the other hand, it has been shown that any
process matrix, causally non-separable or not, can be
realised by means of a causally ordered process with
an additional conditioning[51] [34–37, 47]. To this end,
we now introduce the third cast member of this paper,
Charlie (C), who will be responsible for the conditioning.
For example, the ordering of the overall process could be
taken to be A ≺ B ≺ C, where the conditioning occurs in
Charlie’s laboratory (corresponding to a measurement of
the degrees of freedom denoted by CI). Then, for every
process matrix W ∈ B(HA⊗HB), there exists a causally
ordered ΥA≺B≺C ∈ B(HA ⊗HB ⊗HCI ) such that
P(i, j|JA,JB) = tr[W (M (i)A ⊗M (j)B )]
= 1pC(0) tr[Υ
A≺B≺C(M (i)A ⊗M (j)B ⊗ |0〉〈0|CI )]
(6)
holds for all {M (i)A ,M (j)B }, where pC(0) is the probability
to obtain outcome 0 when measuring the system CI in
the computational basis.[52] Here, and in what follows, we
will denote the comb corresponding to the overall circuit
by Υ ∈ B(HA ⊗ HB ⊗ HCI ) to distinguish it from the
realised process matrices (denoted by W ∈ B(HA⊗HB)).
In line with the aforementioned causality requirements,
a causally ordered process matrix as the one employed
above, satisfies
trCI Υ
X≺Y≺C
XY CI
= 1Y0 ⊗WX≺YXYI , (7)
where WX≺YXYI obeys the causality constraints (3).
Unsurprisingly then, the resulting process matrix on XY
is causally ordered if no conditioning takes place on CI
(i.e., the degrees of freedom CI are traced out). Put
differently, denoting the process matrix obtained from
conditioning on the outcome i on CI by W
(i), we see that∑
i pC(i)W
(i) is causally ordered. Consequently, being in
possession of the system CI is a crucial control resource
for realising causally non-separable process matrices.
In Ref. [37], an overall circuit – shown in Fig. 2, and
henceforth referred to as ‘parallel’ – for the realisation
of arbitrary process matrices, requiring two initial
maximally entangled states, a qubit ancillary degree of
freedom and a five-partite unitary, was provided. As
Alice and Bob cannot signal to each other in this circuit,
while Charlie comes after both of them, in the above
convention, its causal order is of the form A‖B ≺ CI .
Following the notation of Fig. 2, for every process
matrix W ∈ B(HA ⊗ HB), there exists a unitary map
U acting on AO, A′I , C ′I , B′I , BO, such that
tr[W (M
(i)
A ⊗M (j)B )]
= 1pC(0) tr{|0〉〈0|CI U ◦M
(i)
A ⊗M(j)B [ρAIBIC′I ]}
= 1pC(0) tr[Υ
A≺B≺CI (M (i)A ⊗M (j)B ⊗ |0〉〈0|CI )] ,
(8)
where ρAIBIC′I = Φ
+
AI
⊗ Φ+
BI
⊗ |0〉〈0|CI , XI/O =
XI/OX
′
I/O, and we have omitted identity maps and
matrices where they appear. Evidently, since Alice and
Bob cannot influence each other in this scenario, the
overall process when discarding the qubit CI is of the
type WA‖B , and it is easy to see that
pC(0)W
(0) + pC(1)W
(1) = 1dAI dBI
1AB , (9)
where, as before, W (0) and W (1) are the process matrices
obtained for the two different measurement outcomes
on CI . We stress that the success probability for this
circuit is always non-vanishing, and given by pC(0) =
1/(dAIdBIλmax), where dX is the dimension of HX and
λmax is the maximal eigenvalue of the realised process
matrix.
While any process matrix W can be realised by means
of the above procedure, it is a priori unclear, what
properties the comb ΥABCI has to satisfy in order
to realise process matrices with different properties,
such as causal non-separability. In this paper we
study the properties of this comb and in particular
the different choices in the conditioning itself. For
example, as we shall see in Sec. III A, the combs used to
realise arbitrary process matrices do not have to display
quantum correlations (in the splitting AB : CI), even if
the realised W is causally non-separable. On the other
hand, while entanglement is not necessary, entanglement
in the splitting AB : CI still proves useful to increase
the robustness for realising causal non-separability (see
Sec. III A).
It is worth pointing out the similarities and differences
of our procedure with the quantum switch [13] and the
protocols that use it.[53] In order to see an enhancement
5Figure 2. Process Matrix via conditioning. Any Process
matrix W on Alice (A) and Bob (B) can be realised using
a circuit consisting of: two initial maximally entangled
states Φ+
AI
and Φ+
BI
(where we have used the shorthand
XI = XIX
′
I), an ancillary state |0〉C′
I
, a unitary map (with
corresponding Choi matrix U) that acts on all of the involved
spaces, and a final conditioning on a measurement of the
additional degrees of freedom CI . This set-up, together
with the comb ΥABCI (with a final output line on CI) one
would receive without conditioning (outlined in magenta)
is displayed in the bottom of the figure. Conditioning on
measurement outcomes (here, 0 and 1) on CI then yields
the process matrices W (0) and W (1) (middle of the figure).
Choosing U accordingly for the desired W , the probabilities
obtained by conditioning on, say, outcome 0, then coincide
with those that one would obtain from W (see Eq. (6)).
Graphically, the resulting temporal Born rule is depicted
as a process matrix with two ‘slots’, with the respective
CP maps inserted into those slots. Discarding CI , i.e.,
combining the conditioned process matrices W (0) and W (1)
yields the (causally separable) process matrix WA‖B =
ρAIBI ⊗ 1AOBO = 1AB/dAIdBI (top of the figure). Note
that time flows from bottom to top.
in, for example, communication scenarios [14, 15, 17, 21,
22], it is – just like in our procedure – crucially important
to be in possession of the control qubit (in our case, the
system CI). However, while in our case the remaining
process is of a definite causal order when the control qubit
is discarded, in the case of the switch, the remaining
process is a convex mixture of opposing causal orders.
We will return to this distinction between the quantum
switch and our conditioning procedure in Sec. IV, where
we discuss the relation of causal order and conditioning
and demonstrate that conditioning may lead to different
definite causal orders, making causality itself observer-
dependent.
C. Causal robustness
In order for us to carry out our investigation, and to be
able to quantify how far a given process matrix deviates
from the set of causally separable ones, it is necessary to
introduce a measure that allows us to gauge the causal
non-separability of a process. One possible way to do so
is the causal robustness [28] CR(W ) that measures how
much worst-case noise can be mixed with a given process
matrix W before it becomes causally separable:
CR(W )
=min{s ≥ 0|W+sW ′1+s =qWA≺B+(1− q)WB≺A},
(10)
for some proper process matrix W ′, some causally
ordered process matrices {WA≺B ,WB≺A}, and some
probability q. Evidently, CR(W ) vanishes iff W is
causally separable. Besides satisfying some reasonable
desiderata one would require from a measure of causal
non-separability (such as monotonicity under local
unitary operations [28]), CR is amenable to efficient
numerical evaluation, as it can be phrased as a
semidefinite program (SDP) [28]. We provide this SDP,
which we will use throughout to quantify the causal
non-separability of the process matrices we consider, in
App. A.
III. OBSERVER-INDEPENDENT CAUSAL
NON-SEPARABILITY
In Ref. [37], an explicit example was given
for conditionally realising the causally non-separable
four-qubit process matrix
W (OCB) = 14 [1AB +
1√
2
(σzAOσ
z
BI + σ
z
AIσ
x
BIσ
z
BO )] , (11)
where {σx, σz} are Pauli matrices on the respective
spaces, and we have omitted the tensor products and
identity matrices. We will denote this particular process
matrix W (OCB) after the authors of Ref. [43], where
it was first introduced. Using the SDP provided in
the Appendix, the causal robustness of W (OCB) can be
computed to be CR(W (OCB)) ≈ 0.17.
The parallel circuit, which allows one to realiseW (OCB)
with probabiltiy pC(0) = 1/2 yields the causally ordered
6comb
ΥABCI =
1
2W
(OCB) ⊗ |0〉〈0|CI + 12W# ⊗ |1〉〈1|CI , (12)
where W# = 121AB − W (OCB) is also causally
non-separable [37]; conditioning on the outcome 0 when
measuring the system CI in the computational basis then
yields the process matrix W (OCB). Interestingly, Ref. [37]
proves that, in order to realise a causally inseparable
process matrix, i.e., to realise the comb in Eq. (12), the
total initial state in Fig. 2 must be genuinely entangled
across all three parties ABC, and the unitary U must
also have entangling power. On the other hand, the
resultant comb ΥABCI of Eq. (12) displays no quantum
correlations in the splitting AB : CI .
While the set of combs with only classical correlations
in the pertinent splitting allows for the realisation of
causally non-separable process matrices, Eq. (12) raises
the question what happens if there is entanglement
between the conditioning qubit and the remaining degrees
of freedom? Put differently, a generic comb ΥABCI
will contain genuine quantum correlations across the
partitions i) A and CI , ii) AB and CI – both
corresponding to genuine quantum memory [54] – and
iii) B and CI , which corresponds to a direct quantum
cause (i.e., a quantum channel) between Bob and Charlie.
These correlations constitute a useful resource for,
amongst others,realising causally indefinite processes.
It is easy to see that the causal non-separability of
the resulting W critically depends on the measurement
basis. For example, in the above scenario, conditioning
with respect to a measurement in the {|±〉} basis yields
the two process matrices W (+) = W (−) = 141AB , which
are causal. Put differently, ‘looking’ at the process
in different reference frames yields different resulting
(conditional) causal structures and makes the property
of causal non-separability vanish. Adding entanglement
between the control qubit and the remaining degrees of
freedom might help making this conditioning procedure
more stable (in a sense defined below), potentially
leading to scenarios where, independent of the respective
measurement basis, conditioning always leads to causally
non-separable resulting processes. We explore this
question in detail in Sec. III B, and further explore the
basis dependence of causal ordering in Sec. IV.
On the other hand, W (OCB) by means of a comb that
does not display quantum correlations in the splitting
AB : CI , which raises the complementary questions, to
the one above, could all process matrices can be obtained
without quantum correlations as in the above splitting?
If so, how do we interpret causally non-separable process
matrices? We start with this latter questions.
A. Causal inseparability as an element of reality
In general, the absence of entanglement between
the conditioning system and the relevant degrees of
freedom implies that measurements on CI merely
herald pre-existing objects, but do not ‘create’ them.
In particular, for a comb of the form Eq. (12), a
computational basis measurement on CI is noninvasive,
suggesting that observing any one of the two possible
observed outcomes merely reveals which of the two
causally non-separable processes was ‘realised’ in an
individual run. Consequently, if every process matrix
can be implemented by means of a comb of the form
of Eq. (12), an ontology can be ascribed to causally
indefinite processes.
Evidently, as the notion of a causal order (or the
absence thereof) is not well-defined for an individual run
of an experiment, but rather corresponds to a statistical
statement over many runs, such an interpretation has to
be taken with care. Nonetheless, as, indeed, any process
matrix can be realised by means of a comb of a similar
form as the one of Eq. (12), along the lines of the above
reasoning we have the following Observation:
Observation 1. Any process matrix W ∈ B(HA ⊗HB)
can be considered an element of reality, i.e., there exists
a probability p and a proper process matrix W ′, such that
ΥABCI = pW ⊗ |0〉〈0|CI + (1− p)W ′ ⊗ |1〉〈1|CI (13)
is a causally ordered comb with CI as the last party.
Before we prove this statement, we recall that
causally non-separable process matrices have arguably
been implemented experimentally in the form of the
quantum switch. However, for most process matrices,
the possibility of experimental implementation is as of yet
unclear. Here, starting from causally ordered processes
– which, undisputedly exist – we show that any process
matrix can be considered an element of reality.
Proof. For the proof, we first note that 1AB/dAOBO is a
proper process matrix (with causal orderingA‖B). Given
any process matrix W ∈ B(HA⊗HB) there always exists
a probability p > 0 such that (pW − 1AB/dAOBO ) =
(1− p)W ′ ≥ 0, where the factor (1− p) is introduced for
correct normalization of W ′. It is easy to see that if W
is a proper process matrix, then so is W ′. Consequently,
ΥABCI = pW ⊗ |0〉〈0|CI + (1 − p)W ′ ⊗ |1〉〈1|CI , is a
causally ordered comb.
For the above comb ΥABCI of Eq. (13), obtaining
one of the outcomes {0, 1} when measuring CI in
the computational basis can be interpreted as merely
revealing which of the respective process matrices was
employed in the respective run of the experiment, which
is why one can consider each of the conditioned process
matrices an element of reality. In other words, in each
run of the experiment there is no causal order between
A and B, whether CI is observed or not. For a given
outcome on CI , we cannot even attribute probabilistic
causal direction between A and B. We only see a causally
ordered process on average due to or ignorance of the
measurement on CI . Importantly, this interpretation
7would not hold, if there was entanglement, or other
quantum correlations, in the splitting AB : CI ; in
this case, measurements on CI would not simply reveal
a pre-existing property, and the conditioned process
matrices could not rightfully be considered an element
of reality.
Finally, any conditioning procedure of the quantum
comb of Eq. (13) on CI will yield a proper
process matrix, making such conditioning scenarios
well-defined. However, as previously mentioned, in
general, not all such conditioning will lead to causally
non-separable process matrices, even if conditioning in
the computational basis does. Next, we will show that
the range of bases that lead to causally non-separable
process matrices can be extended when entanglement
is present, making correlations between AB and CI a
robustness resource.
B. Entanglement and causal non-separability
In the previous sections, we discussed (the comb of) a
concrete circuit for the realisation of W (OCB) by means
of measurements on CI . Here, starting from this concrete
circuit and the corresponding ΥABCI , we investigate
how ‘robust’ such a procedure can be made by adding
entanglement between CI and AB.
Naturally, the causality properties of the conditioned
process matrices depend on the employed conditioning
basis. For example, conditioning the comb ΥABCI of
Eq. (12) in the {|±〉CI} basis yields a causally separable
process, as
trCI (ΥABCI |±〉〈±|CI ) ∝ 1AB . (14)
Consequently, here, by ‘robust’ we mean the range of
conditioning bases for which the resulting process matrix
is still causally non-separable. Using the ideas developed
above, we show that it is possible to devise a circuit that
yields a causally non-separable process matrix for any
conditioning basis.
To start with, we consider the causally ordered comb
ΥFABCI =
1
2W
(OCB) ⊗ |0〉〈0|CI + 12W# ⊗ |1〉〈1|CI
+ F ⊗ |0〉〈1|CI + F † ⊗ |1〉〈0|CI ,
(15)
where W# = 121AB − W (OCB). If F = 0, ΥFABCI
is separable in the splitting CI : AB, and we recover
the original parallel circuit scenario of Eq. (12) for the
realisation of W (OCB). If B(HA⊗HB) 3 F 6= 0, then – as
long as F leads to a valid process (see below) – ΥFABCI is
(generally) entangled and potentially more robust, in the
above sense, against a change of conditioning basis. To
see this more clearly, consider the process matrix W (q, ϑ)
obtained from conditioning ΥFABCI on a measurement
outcome corresponding to the general pure qubit state
|Φ(q, ϑ)〉 = √q |0〉CI +
√
1− q eiϑ |1〉CI . As F in Eq. (15)
has to be traceless for ΥFABCI to be positive (see App. B),
the conditioning probability is equal to 1/2 and we have
W (q, ϑ) = qW (OCB) + (1− q)W#
+ 2
√
q(1− q) (eiϑF + e−iϑF †) .
(16)
Choosing a non-vanishing F can now drastically increase
the range of parameters (q, ϑ) for which W (q, ϑ) is
causally non-separable, as compared to the case F = 0.
Before continuing, it is worth discussing why a circuit
that realises W (OCB) is a good starting point for the
analysis we aim to conduct. While W (OCB) is not the
process matrix that maximizes the causal robustness
for the case of two parties and qubit systems [55], it
has some appealing properties that make it a good
candidate for such an investigation. On one hand, while
not maximal, its causal robustness is nevertheless large.
More importantly still, it is of rank 8 (which is half of
the full rank) and all of its eigenvalues are equal to 12 ,
such that
W (OCB)W# = W (OCB)( 121−W (OCB)) = 0 , (17)
which significantly simplifies the following consider-
ations. In particular, using the eigendecomposi-
titons W (OCB) = 12
∑8
i=1 |Ψi〉〈Ψi| and W# =
1
2
∑8
j=1 |Ψ⊥j 〉〈Ψ⊥j |, where 〈Ψi|Ψi′〉 = δii′ , 〈Ψ⊥j |Ψ⊥j′〉 =
δjj′ , and 〈Ψi|Ψ⊥j 〉 = 0, we show in App. B 1 that F needs
to be of the form
F =
8∑
i,j=1
(cij |Ψi〉〈Ψ⊥j |+ dij |Ψi〉〈Ψ⊥j |) , (18)
with cij , dij ∈ C, for ΥFABCI to be positive (naturally, not
all cij , dij ∈ C lead to positive ΥFABCI ). Additionally,
in order for ΥFABCI to be positive, it is necessary
that all coefficients dij vanish (see App. B 1). Finally,
imposing that conditioning on any |Φ(q, ϑ)〉 yields a
proper process matrix, i.e., one that satisfies Eq. (5)
allows us to further reduce the number of free parameters
in Eq. (18). In App. B 2, we show that there are
three free parameters {c11, c15, c51} that remain, while
all other parameters cij either vanish or are determined
by the choice of those three parameters. Consequently,
choosing a triple {c11, c15, c51}, computing the remaining
parameters according to the conditions worked out in
App. B 2, and checking that the resulting ΥFABCI is
positive then ensures that every conditioned W (q, ϑ)
that results from it is a proper process matrix. Having
reduced the number of free parameters down to three
thus provides a good test-bed to investigate the stability
of the conditioning procedure against changes in the
conditioning basis.
Below we explore this parameter space in some detail
for the interested reader (others may wish to directly
move to Obs. 2, which is our second main result). To this
end, in order to establish a baseline, we first provide the
conditioning results for the case {c11, c15, c51} = {0, 0, 0},
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Figure 3. (a) Causal Robustness for {c11, c15, c51} = {0, 0, 0}. Conditioning on |0〉 (|1〉) corresponds to the lines q = 0
(q = 1), where the causal robustness is maximal (for the chosen conditioning set-up). Biasing the conditioning basis towards
a superposition of |0〉 and |1〉, i.e., increasing q from q = 0 or decreasing it from q = 1 then quickly leads to causally
separable process matrices. The causal robustness of the conditioned process matrices is independent of the angle ϑ. For
reference, the lines q = 0.15 and q = 0.85 (gray dotted lines) are added in all panels. (b) and (c) Causal Robustness for
{c11, c15, c51} = { 14 , 0, 0} and {c11, c15, c51} = { 14√2 , 14√2 , 14√2 } (evaluated on a 100× 100 grid). In both cases, the parameter
range for which W (q, ϑ) is causally non-separable is significantly increased with respect to Fig. 3(a), and the causal robustness
of the conditioned process matrices depends on the angle ϑ. , i.e., for all possible conditionings.
i.e., F = 0. As already mentioned, in this case, the
resulting conditioned process matrix is definitely causally
separable for Φ(q = 12 , ϑ = 0) = |+〉. However, as can
be readily seen from the corresponding plot, in Fig. 3(a),
of the causal robustness with respect to the conditioning
parameters q and ϑ, the conditioned process matrices
are causally separable for a large range of parameters,
and only become causally non-separable when Φ(q, ϑ) is
sufficiently close to |0〉 or |1〉. More concretely, the causal
robustness decreases with |q− 12 |, and W (q, ϑ)) becomes
causally separable at q ≈ 0.85 and q ≈ 0.15, respectively.
Additionally, due to the absence of off-diagonal terms
when F = 0, the angle ϑ of the state |Φ(q, ϑ)〉 has no
influence on the causal robustness of the resulting process
matrices W (q, ϑ).
Having established this baseline, we can now analyse
the influence of non-vanishing terms F , and thus –
at least in all the cases we consider – non-vanishing
entanglement between CI and AB. First, for simplicity,
we set c15 = c51 = 0. In this case, as we show
in App. B 3, we must have |c11| ≤ 14 for ΥFABCI to
be positive. A natural choice is thus {c11, c15, c51} =
{ 14 , 0, 0}. The causal robustness of the resulting process
matrices W (q, ϑ) is displayed in Fig. 3(b). With respect
to the results for {c11, c15, c51} = {0, 0, 0}, the parameter
space for which W (q, ϑ) is causally non-separable is
significantly increased. While, as before, W (q, ϑ) is
still causally non-separable for q ∈ [0.85, 1] and q ∈
[0.15, 1], now, depending on the angle ϑ, there are
causally non-separable process matrices for all values of
the parameter q.
We can achieve even better results, i.e., a wider
range of parameters, for which W (q, ϑ) is causally
non-separable, by choosing all of the coefficients
{c11, c15, c51} to be the same (and equal to c). As we show
in App. B 3, this implies |c| ≤ 1
4
√
2
. The corresponding
results for the choice {c11, c15, c51} = { 14√2 , 14√2 , 14√2 }
are shown in Fig. 3(c).
Given that the two previous choices for the coefficients
{c11, c15, c51} yield process with low causal robustness on
the line q = 12 , it appears natural to search for coefficients
that ‘maximize’ the causal robustness along said line, i.e.,
the coefficients, for which
min
ϑ
[CR(W ( 12 , ϑ))] (19)
is maximized (and non-vanishing). Given that such an
optimization requires the solution of a large number of
SDPs for each choice of {c11, c15, c51}, it is out of reach
for the full parameter space of allowed coefficient triplets.
However, focusing on the family {c11, eiϕ1c11, eiϕ2c11},
with c11 ∈ R, allows one to find a choice of coefficients
that likely leads to conditioned process matrices W (q, ϑ)
that are causally non-separable on the line q = 12 , and,
potentially, also on the remaining space of conditioning
parameters {q, ϑ}. We provide the conditions on |c11| for
said family to yield a positive ΥFABCI in App. B 3
Following this approach, we find that a good candidate
for coefficients that are optimal in the above sense is
given by {c11, c15, c51} = { 18 ,− 18 , 18} (see Fig. 4 for the
corresponding heat plot). For this choice of coefficients,
as is obvious from Fig. 4, all conditioned process matrices
are causally non-separable. We provide a proof of
this statement in App. C. This leads to the following
observation:
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{ 1
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}. The conditioned process matrices have
non-vanishing causal robustness (≥ 0.051782) for all values
of q and ϑ (evaluated on a 100×100 grid), i.e., for all possible
conditionings.
Observation 2. There are causally ordered combs
ΥFABCI that lead to causally non-separable conditioned
process matrices W (q, ϑ) for conditioning in any basis.
See Fig. 1 for a graphical representation. While
the above observation a priori only holds true for
conditioning with rank-one measurements, we can even
allow for some noise in the conditioning process.
Numerically, the causal robustness of W (q, ϑ) never
falls below 0.051782, implying that there is a 5%
robustness against worst case noise in the measurement
procedure, before the least robust W (q, ϑ) becomes
causally non-separable. Importantly though, while
it is observer-independent, i.e., independent of the
pure measurement that is carried out, the causal
non-separability of the conditioned process matrices is
not device-independent. Since tracing out the degrees
of freedom CI yields a causally ordered process, there
always exists a trivial POVM
{E0 = 121CI , E1 = 121CI} (20)
such that both ‘outcomes’ yield a causally ordered
process.
Our above results establish causal non-separability as
a property that can exist in an observer-independent
manner. In the next section, we will again make use
of the coherence terms F to realise processes where the
causal order is observer-dependent. With the invariance
of causal order under change of reference frame in mind,
we now turn our attention to the inverse question:
can causal order itself be observer-dependent? While
special relativity forbids such an effect, we will see
that within the conditioning framework we use, such an
observer-dependence is indeed possible.
IV. OBSERVER-DEPENDENT CAUSAL ORDER
Up to this point, we have considered conditioning
scenarios that were designed so that they yield causally
non-separable processes, and we were interested in the
stability with respect to the choice of conditioning basis.
Here, we abandon these considerations of robustness
and ask the related question: Can causal order itself
be observer-dependent, i.e., are there processes where
conditioning in one basis yields a process that is ordered
A ≺ B, while conditioning in a different basis yields
a process that is ordered B ≺ A? Here, we show
that this is possible, both probabilistically, i.e., the
respective conditioned processes only display the desired
causal order when the ‘correct’ outcome in Charlie’s
laboratory occurs, and, importantly, deterministically,
i.e., the causal ordering of the observed conditioned
processes only depends on the choice of measurement
basis, but not on the respective outcomes. While the
former scenario potentially allows for the realisation
of a wider range of processes with opposing causal
order, it is perfectly conceivable classically. However,
the deterministic case is of foundational importance,
as it admits the interpretation of causality as an
observer-dependent property, since the causal direction
can be chosen at will by Charlie. Due to this contextual
nature, the latter scenario is genuinely quantum.
A complementary, albeit formally different question
with respect to observer-dependence of causal order
has been considered in Ref. [56], where time-reversible
(quantum) causal models and the influence of the
observer on the perception of causal order were studied;
there, the perceived causal structure with respect to the
employed operations (in our notation, the operations
M
(i)
A and M
(j)
B ) was analysed. In our work, the
respective operations in Alice’s and Bob’s laboratory are
unrestricted, and the respective causal order is contingent
on the conditioning basis in Charlie’s laboratory.
Additionally, such a potential observer-dependence of
causal order is reminiscent of the quantum switch, with
the crucial difference that the conditioning combs ΥABCI
we consider are causally ordered, while the switch is
causally non-separable [28]. This, in turn, allows one to
probabilistically condition onto opposing causal orders
by means of one measurement basis, a feat not possible
when causally ordered combs are employed (see below).
In what follows, when we consider causally ordered
processes, we will mean definite causal order, i.e., not
of the form A‖B, unless explicitly stated otherwise.
Naturally, changing the conditioning basis changes the
properties of the respective conditioned processes. In
principle then, conditioning in two different bases might
yield processes of opposing different orders. Importantly
though, such an effect is indeed basis dependent and
can only occur for two different choices of conditioning
bases; as we show below, it cannot be present when
conditioning in only one fixed basis with two different
possible outcomes is considered.
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A. Opposite causal order for different conditioning
bases
We first show that, using two different conditioning
bases, it is indeed possible to obtain processes of opposing
causal orders. To this end, we make the following
observation:
Observation 3. If two processes 1AO ⊗ WB≺AAIB and
1BO ⊗WA≺BABI of opposite definite causal order satisfy
p1AO ⊗WB≺AAIB ≤ 1BO ⊗WA≺BABI
or p1BO ⊗WA≺BABI ≤ 1AO ⊗WB≺AAIB
(21)
for some 0 < p < 1, then there exists a causally
ordered process ΥABCI such that conditioning in the
{|0〉 , |1〉} and {|+〉 , |−〉} bases yields respective processes
of opposing causal order.
Proof. We show this observation by explicit construction,
focusing on the case p1AO ⊗ WB≺AAIB ≤ 1BO ⊗ WA≺BABI .
The other case follows in the same vein. Under this
assumption, there exists a proper process matrix W#
such that
p1AO ⊗WB≺AAIB + (1− p)W# = 1BO ⊗WA≺BABI , (22)
and consequently
ΥA≺B≺CIABCI = p1AO ⊗WB≺AAIB ⊗ |0〉〈0|CI
+ (1− p)W# ⊗ |1〉〈1|CI
(23)
is a causally ordered process with ordering A ≺ B ≺
CI . Conditioning on outcome 0 (which occurs with
probability p) when measuring in the computational basis
yields the process matrix 1AO ⊗WB≺AAIB which is ordered
B ≺ A by assumption. On the other hand, conditioning
on outcome + (corresponding to the projector |+〉〈+|CI )
when measuring in the {|±〉} basis yields
W (+) ∝ 12p1AO ⊗WB≺AAIB + 12 (1− p)W#
= 121BO ⊗WA≺BABI ,
(24)
where we have used Eq. (22). As W (+) is thus ordered
A ≺ B, this concludes the proof.
It remains to show that there indeed exist two
processes of opposing causal order, such that one of the
Eqs. (21) is satisfied. Such processes are not hard to find.
For example, if a process 1BO⊗WA≺BABI is of full rank, then
for any B ≺ A process 1A0⊗WB≺AAIB , by continuity, there
exists a p ≥ 0 such that 1BO⊗WA≺BABI −1A0⊗WB≺AAIB ≥ 0.
A simple Markovian [6, 54, 57, 58] example of a full rank
A ≺ B process is
WA≺BABI =
1
21AI ⊗ [(rΦ˜+AOBI +
(1−r)
2 1AOBI )] , (25)
where the unnormalized maximally entangled state
Φ˜+AOBI is the Choi matrix of the identity channelIAO→BI . For 0 < r < 1, the above process is of
full rank and of causal order A ≺ B, thus allowing
for the realisation of two opposite causal orders for
conditioning in two different bases (see Fig. 1 for a
graphical representation).
As before, somewhat surprisingly, the provided
scenario does not require any entanglement between
CI and AB in the employed causally ordered process
ΥA≺B≺CIABCI . While it allows for the realisation of opposing
causal orders by means of measurements in two different
bases, this prescription has the obvious drawback that
for the ‘unwanted’ outcomes (here, 1 and −), the realised
process matrix does not possess the desired causal order.
More specifically, in Eq. (22), W# cannot be of causal
ordering A ≺ B, as otherwise Eq. (22) could not hold
(the sum of two process matrices of order B ≺ A cannot
be of order A ≺ B). Rather, W# is either a mixture
of causal orders or it is causally non-separable, implying
that for the outcome 1, the resulting process matrix is
not of the desired order. This, then, renders the above
scheme a probabilistic one with respect to a POVM.
Importantly, this caveat cannot be remedied in the
absence of quantum correlations between CI and AB;
if, for example, the process matrix W# in Eq. (23) was
of the same order as WB≺AAIB , the process matrix obtained
for outcome 0, then no conditioning basis could lead
to a process of opposite causal order; adding classical
correlations would only lead to convex combinations of
processes of order B ≺ A, which, itself would again be
a process of the same ordering. This situation changes
drastically when correlations between CI and AB are
present in ΥA≺B≺CIABCI are present.
B. Delayed-choice causal order
As we have seen in Sec. III B, entanglement can
vastly enhance the robustness for realising a causally
non-separable processes. Here, we show that it allows
for causal order to be considered an observer-dependent
quantity. While this was already an implication of Obs. 3,
there, it was still a question of chance; not every outcome
led to the desired causal order, implying that the causal
order was not merely fixed by the choice of basis, but
by the choice of basis and the obtained measurement
outcome. We now provide a scenario, where Charlie,
by choosing the basis he measures in, can choose the
direction of the causal order. In particular, we have the
following observation
Observation 4. Causal order can be observer-dependent
in a deterministic way, i.e., the causal order of the
realised process matrices is fully determined by the
respective choice of basis.
Before proving this observation, we emphasize the
analogy to the results of Sec. III B. There, without
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added entanglement in the splitting CI : AB, it was
not possible to devise a scenario that led to causally
non-separable process matrices for all conditioning basis.
Here, entanglement allows us to overcome the limitations
that apply for combs without the respective correlations
and enables us to choose the causal order of the
conditioned processes deterministically. We now prove
the above Observation by providing an explicit example.
Proof. To this end, consider a comb that yields two
process matrices WA≺BABI ⊗ 1BO and W˜A≺BABI ⊗ 1BO of
order A ≺ B when conditioned in the z-basis, but has
additional cross-terms F ∈ B(HA ⊗HB):
Υ
A‖B≺CI
ABCI
= 12 (W
A≺B
ABI
⊗ |0〉〈0|CI + W˜A≺BABI ⊗ |1〉〈1|CI
+ F ⊗ |1〉〈0|CI + F † ⊗ |0〉〈1|CI ) ,
(26)
where, for simplicity, we omitted the respective identity
matrices. Now, choosing WA≺BABI =
1
41AB + σ
x
AI
σxAOσ
x
BI
and W˜A≺BABI =
1
41AB − σxAIσxAOσxBI , we see that both of
them are – for α ∈ R sufficiently small – proper process
matrices with causal order A ≺ B (and, importantly,
they are not of order A‖B). Consequently, for both
outcomes 1 and 0 one obtains two (different) processes
of ordering A ≺ B. Overall, i.e., when discarding the
degrees of freedom CI , we have
1
2 (W
A≺B
ABI
+ W˜A≺BABI ) =
1
41AB , which is a process of ordering A‖B. Importantly,
conditioning in the x-basis yields
W (±) = trCI (Υ
A‖B≺CI
ABCI
|±〉〈±|)
= 181AB ± 12 (F + F †) .
(27)
Here, we see that, for F = 0, we cannot obtain process
matricesW (±) of opposing causal orderB ≺ A. However,
by choosing F appropriately, both processes W (±) can
indeed be of causal order B ≺ A. This is, for example,
achieved by setting F = βσxAIσ
x
BI
σxBO , in which case we
have
W (±) = 181AB ± σxAIσxBIσxBO , (28)
which, for appropriately chosen β ∈ R, is positive and
satisfies W (±) = 1AO⊗W (±)B≺AAIB , but not W (±) = 1BO⊗
W
(±)A≺B
ABI
implying that it has causal order B ≺ A.
It remains to show that these choices actually lead to
a proper comb Υ
A‖B≺CI
ABCI
. First, from Eq. (28) we see
that that Υ
A‖B≺CI
ABCI
indeed satisfies the relevant causality
constraints, as trCI Υ
A‖B≺CI
ABCI
= 141AB . On the other
hand, with the choices we made, the smallest eigenvalue
of Υ
A‖B≺CI
ABCI
is given by 18 (1 − 4
√
α2 + β2 ), which can
be satisfied by choosing |α| 6= 0 and |β| 6= 0 sufficiently
small.
While the above Υ
A‖B≺CI
ABCI
yields a different process
matrix for each of the considered outcomes, the causal
ordering of these processes only depends on the respective
instrument, not the specific outcome of the instrument;
conditioning in the basis {|0/1〉} leads to processes of
order A ≺ B, while conditioning in the {|±〉} yields
processes of ordering B ≺ A. Consequently, causal
order indeed becomes – in a well-defined sense – an
observer-dependent property and can be chosen at will
by Charlie.
It is worth clarifying that, in the above scheme, Charlie
is not predetermining the causal order or signalling to
Alice and Bob which causal order he wishes to see.
Importantly, Charlie can choose the causal direction
after the experiment (in Alice’s and Bob’s laboratories)
has already concluded. Therefore, this process is a
causal version of the famous delayed-choice experiment
by Wheeler [38, 39] that renders the chicken-egg debate
fundamentally unresolvable.
C. Causal order and conditioning in a single basis
While, as we have seen, it is possible to devise a process
such that the causal order of the resulting conditioned
process matrix can be changed by changing the respective
measurement basis, it is not possible to devise a process
and an instrument such that conditioning on either
outcome leads to processes of opposite causal order.
Specifically, we have the following no-go Observation:
Observation 5. Conditioning on two different outcomes
of a fixed measurement basis cannot yield two causally
definite process matrices of opposite causal orders.
Proof. Let us denote the process matrix obtained when
conditioning on outcome 0 by W , and the one obtained
when conditioning on outcome 1 by W ′. Assuming that
the process used for conditioning was of the causal order
A ≺ B ≺ CI (the other case follows in the same vein),
we have
qW + (1− q)W ′ = ΓA≺B , (29)
where q is the probability to observe outcome 0 and the
overall process matrix with definite causal order A ≺ B
is – to distinguish it from the conditioned ones – denoted
by ΓA≺B . Consequently, ΓA≺B is of the form ΓA≺B =
1BO ⊗ ΓA≺BABI . Now, assuming that W and W ′ are of
opposite causal orders A ≺ B and B ≺ A, respectively,
we see that
1BO ⊗ ΓA≺BABI =q1BO ⊗WA≺BABI
+ (1− q)1AO ⊗W ′B≺ABAI .
(30)
Since WA≺BABI is Hermitian, it can be decomposed in
terms of generalized Pauli matrices, i.e., WA≺BABI =∑
ijkl cijk`σ
i
AI
⊗σjAO ⊗σkBI ⊗σ`BO . If this decomposition
contains any term that has a non-trivial (i.e., 6= 1BO )
generalized Pauli matrix on BO, then Eq. (30) cannot
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hold. Consequently, W ′B≺ABAI is of the form W
′B≺A
BAI
=
1BO ⊗ ρAIBI , implying that W ′B≺A is of the form A‖B,
which is not of opposite causal order than WA≺B .
Importantly, the above Observation is independent of
the details of the causal circuit employed, and only relies
on the requirement that qW (0) + (1 − q)W (1) must be
causally ordered (or of the form A‖B). We emphasize
though, that this reasoning only holds for conditioning
with two outcomes; for three possible outcomes, it is
straightforward to construct cases where, for example,
the resulting W (0) is causally ordered A ≺ B, while
W (1) and W (2) are causally ordered B ≺ A. This even
holds true for purely classical processes, i.e., cases where
all involved process matrices are diagonal in the same
product basis.
To see this, consider an arbitrary process matrix W (0)
with causal ordering A ≺ B that is diagonal in the basis
{|iAI jAOkBI `BO 〉}, where |mX〉 denotes an element of the
computational basis of HX . Now, choosing a (classical)
process matrix W (1) = 1AO ⊗DAIBO ⊗ ρBI with causal
ordering B ≺ A, where DAIBO =
∑
` |`〉〈`|AI⊗|`〉〈`|BO is
the Choi state of the completely dephasing map, and ρBI
is an arbitrary state that is diagonal in the basis {|kBI 〉},
we can find an appropriate W (2). As mentioned below
the proof of Obs. 3, there always exists a p ∈ (0, 1] such
that
1AB
dAOBO
≥ pW (1) = p 1AO ⊗DAIBO ⊗ ρBI . (31)
Thus, W (2) := 11−p (
1AB
dAOBO
− pW (1)), is a proper process
matrix (with causal order B ≺ A) and we see that
ΥABCI =qW
(0)⊗|0〉〈0|CI +(1− q)pW (1)⊗|1〉〈1|CI
+ (1− q)(1− p)W (2) ⊗ |2〉〈2|CI
(32)
is a properly causally ordered comb (with order A ≺ B ≺
C), as it is positive and satisfies
trCI ΥABCI = qW
(0) + (1− q) 1AB
dAOBO
. (33)
Conditioning the process ΥABCI on outcome 0 when
measuring CI the yields W
(0), which, by assumption is
of causal order A ≺ B, while conditioning on 1 yields
W (1), which, by construction, is of causal order B ≺ A.
Finally, conditioning on outcome 2 yields the process
matrix W (2), which is also of causal order B ≺ A.
Allowing for more than two outcomes also admits a
direct connection to Obs. 3, as it enables one to mimic
measurements in two different bases by means of one
single instrument. For example, choosing a generalized
measurement with corresponding POVM elements
E(0) =
√
2
1+
√
2
|0〉〈0|CI , E(1) =
√
2
1+
√
2
|+〉〈+|CI ,
E(2) = 1CI − E(0) − E(2),
(34)
it is possible to condition on both |0〉CI and |+〉CI
with a single measurement setting – as considered in
the proof of Obs. 3. This, then, possibly leads to
conditioned processes with opposing causal order, with
the caveat that there is an additional third outcome,
which, as long as |0〉CI and |+〉CI yield proper process
matrices, corresponds to a proper process matrix as well.
Additionally, similar to the discussion below Obs. 3,
this realisation of opposing causal orders is inherently
probabilistic, as there is always one additional (third)
outcome that leads to a process of indefinite causal order.
Besides only applying to two outcomes, the reasoning
that led to Obs. 5 necessarily only holds if the employed
circuit has a definite causal order; here, the difference
between the quantum switch and our procedure becomes
apparent; using a quantum switch instead would allow
one to condition onto two opposing causal orders by
means of one basis – and two outcomes – only, as the
reduced process of a switch (i.e., the process one obtains
when discarding CI) is a convex mixture of causally
ordered processes, not a process with definite causal
order.
V. CONCLUSIONS AND OUTLOOK
The exotic nature and theoretic appeal of causally
indefinite processes is undeniable. However, their
foundational importance is undermined if such processes
are not grounded in reality. Here, by focusing
on physically realisable processes, we have clarified
the ontological status of causal indefiniteness. In
addition, we have constructed causally ordered tri-partite
processes that lead to a causally indefinite process for any
conditioning of the third party. Finally, building upon
on these methods we have demonstrated an analogue
of the delayed-choice (thought) experiment for causal
orders. Our results add to the growing body of work
that underlines the foundational importance of causally
indefinite process matrices, and they show that the list
of exotic quantum phenomena is yet to be fully mapped
out.
Our work highlights striking observer-dependent and
observer-independent features of causality in quantum
mechanics. Concretely, we have shown that causal
order can be observer-dependent (in a precise sense):
Conditioning in two different bases can lead to process
matrices that have opposing causal orders. Importantly,
this observer-dependence of causal ordering can be
implemented deterministically, such that the choice of
conditioning instrument also allows for choosing the
observed causal order. While this unresolvability of
the chicken-and-egg dilemma in quantum mechanics [59]
has been studied in the context of the quantum switch,
we have demonstrated here that there are cases where
it cannot be decided even under the assumption of
global causal order. We showed that this, however,
can only occur if genuine quantum correlations between
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the relevant degrees of freedom and the conditioning
degrees of freedom are present in the conditioning comb.
Naturally, such an effect is not at odds with special
relativity, as it only holds in a conditioning sense, but not
if the respective degrees of freedom of CI are discarded.
This phenomenon can be thought of as a variant of
the delayed-choice experiment and warrants an analysis
in the device independent setting [40]. These results also
complement those of [56], where the effect of a restriction
of the possible instruments on the perceived causal order
was studied. On the other hand, in contrast to, for
example, the quantum switch, it is not possible to use
a causally ordered comb to condition onto two opposing
causal orders by means of only one instrument with two
outcomes.
Furthermore, we analysed the ‘robustness’ of causally
non-separable process matrices with respect to the choice
of conditioning basis. Specifically, we showed that adding
entanglement between AB and CI , or, equivalently,
adding coherent control over the conditioned process
matrices, while still keeping the resulting comb properly
causally ordered, and ensuring that all conditioning leads
to proper process matrices, can lead to scenarios where
conditioning in any basis yields a causally non-separable
process matrix. Furthermore, the explicit example we
provided displayed some resistance against noise in the
conditioning process, making it, in principle, amenable
to experimental testing.
While for the deterministic implementation of opposite
causal orders, entanglement in the splitting AB : CI is a
necessary prerequisite, it is not a priori clear if this is also
the case for the stability advantage in the realisation of
causal non-separability; in our analysis, all the causally
ordered processes that yielded a stability advantage over
the classically correlated case in Eq. (12) were entangled
in the splitting AB : CI , but it is unclear if entanglement
is indeed responsible for this advantage; in principle,
there could be separable causally ordered processes that
yield causally non-separable process matrices W (q, ϑ) in
any conditioning basis. However, we conjecture that
there is, again, an interconversion of properties, and
entanglement is necessary for full stability with respect
to the conditioning basis.
Lastly, it is as of yet unclear how generic the
property of full stability is with respect to the choice of
measurement basis. Answering this question is hindered
by the fact that a randomly chosen causally ordered
comb ΥABCI does generally not yield a proper process
matrix on AB when conditioned on measurements on
CI . More precisely, as any positive matrix M on AB can
be realised by means of a causally ordered ΥABCI , the
probability to realise proper process matrices is vanishing
for a randomly chosen ΥABCI . Consequently, results
with respect to the prevalence of fully stable combs have
to be deferred to future work.
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APPENDICES
Appendix A: SDP for causal robustness
Here, we provide the SDP for the computation of the
causal robustness, that is used throughout the paper.
To this end, we first express the definition of causal
robustness (Eq. (10)) as
minimize: s
subject to: W+sW
′
1+s = pW
A≺B + (1− q)WB≺A,
WA≺B = BOW
A≺B ,
BOAOW
A≺B = BOBIAOW
A≺B ,
WB≺A = AOW
B≺A,
AOBOW
B≺A = AOAIBOW
B≺A,
LV (W
′) = W ′,
s,WA≺B ,WB≺A,W ′ ≥ 0, p ∈ [0, 1]
trWA≺B = trWB≺A = trW ′ = dAOdB0 ,
where we have introduced the projector
LV (W ) = AOW + AOW − AOBOW − BOBIW
− BOBIAOW − AOAIW − BOAOAIW ,
(A1)
and the operators XW =
1
dX
1X ⊗ trX(W ). The
requirements of the above program on WA≺B and WB≺A
ensure that they are causally ordered – i.e., satisfy
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Eqs. (3) – while the requirements onW ′ ensure that it is a
proper process matrix – i.e, satisfies Eq. (5) (see Ref. [28]
for more details). In the form presented above, this
program is not yet an SDP, but can be straightforwardly
rewritten into one, following the same line of reasoning
as employed in the previous section.
Setting W˜A≺B = (1 + s)pWA≺B , W˜B≺A = (1 + s)(1−
p)WB≺A and using sW ′ ≥ 0, the first line of the above
program can be rewritten as
W˜A≺B + W˜B≺A −W ≥ 0 . (A2)
With this, CR(W ) can then be obtained as the solution
of the SDP
minimize: 1dAOdBO
tr(W˜A≺B + W˜B≺A)− 1
subject to: W˜A≺B + W˜B≺A −W ≥ 0,
W˜A≺B = BOW˜
A≺B ,
BOAOW˜
A≺B = BOBIAOW˜
A≺B ,
W˜B≺A = AOW˜
B≺A,
AOBOW˜
B≺A = AOAIBOW˜
B≺A,
W˜A≺B , W˜B≺A ≥ 0 ,
which is the SDP used throughout for the computation
of CR(W ).
Appendix B: Valid F -terms in ΥFABCI
Here, we derive the requirements on the F terms in
ΥFABCI = qW
(OCB) + (1− q)W#
+ 2
√
q(1− q) (e−iϑF + eiϑF †)
(B1)
mentioned in the main text. Specifically, there are two
conditions on ΥFABCI – leading to the corresponding
requirements for F that need to be fulfilled. First,
ΥFABCI must be positive, so that it is a proper causally
ordered process (the causality constraints are satisfied by
construction). Second, all conditioned process matrices
obtained from ΥFABCI must be proper process matrices,
i.e., they must satisfy Eq. (5). We start with positivity.
1. Positivity of ΥFABCI
Using the eigendecompositions for W (OCB) =
1
2
∑8
i=1 |Ψi〉〈Ψi| and W# = 12
∑8
j=1 |Ψ⊥j 〉〈Ψ⊥j |, Eq. (B1)
reads
ΥFABCI
=
8∑
i,j=1
( 12 |Ψi〉〈Ψi| ⊗ |0〉〈0|CI + 12 |Ψ⊥j 〉〈Ψ⊥j | ⊗ |1〉〈1|CI
+ F ⊗ |0〉〈1|CI + F † ⊗ |1〉〈0|CI ) . (B2)
Now, projection on a vector |Ψk〉 yields
〈Ψk|ΥFABCI |Ψk〉
= 12 |0〉〈0|CI + fk |0〉〈1|CI + f∗k |1〉〈0|CI ,
(B3)
where fk = 〈Ψk|F |Ψk〉. In matrix form, the above
equation reads
〈Ψk|ΥFABCI |Ψk〉 =
(
1
2 fk
f∗k 0
)
, (B4)
which has eigenvalues λ± = 12 (
1
2 ±
√
1
4 + 4|fk|2 ). For
ΥFABCI to be positive, we thus require that fk = 0 for
all k ∈ {1, . . . , 8}. Running the same argument for the
eigenvectors of W# shows that F cannot contain any
terms of the form |Ψ⊥j 〉〈Ψ⊥j |, implying that it is of the
form
F =
8∑
i,j=1
(cij |Ψi〉〈Ψ⊥j |+ dij |Ψ⊥i 〉〈Ψj |) , (B5)
with cij , dij ∈ C. This also implies trF = 0, as
mentioned in the main text. Furthermore, we can show
that dij = 0 is necessary for Υ
F
ABCI
to be positive. To
this end, we insert Eq. (B4) into Eq. (B2), which yields
ΥFABCI
=
8∑
i,j=1
( 12 |Ψi〉〈Ψi| ⊗ |0〉〈0|CI + 12 |Ψ⊥j 〉〈Ψ⊥j | ⊗ |1〉〈1|CI )
+
8∑
i,j=1
(cij |Ψi〉〈Ψ⊥j |+ dij |Ψ⊥i 〉〈Ψj |)⊗ |0〉〈1|CI
+
8∑
i,j=1
(c∗ij |Ψ⊥j 〉〈Ψi|+ d∗ij |Ψj〉〈Ψ⊥i |)⊗ |1〉〈0|CI .
(B6)
Now, collecting the terms with coefficients dij , we set
D :=
8∑
i,j=1
(dij |Ψ⊥i 〉〈Ψj | ⊗ |0〉〈1|CI
+ d∗ij |Ψj〉〈Ψ⊥i | ⊗ |1〉〈0|CI ) ,
(B7)
and denote the remaining terms by G, such that
ΥFABCI = D +G. We have D ·G = 0 and tr(D) = 0. As
D is Hermitian, it has real eigenvalues, and as tr(D) = 0,
at least one of these eigenvalues is negative (unless D =
0). Consequently, since the supports of D and G are
orthogonal, D+G has at least one negative eigenvalue if
D 6= 0, in which case ΥFABCI  0, which contradicts our
initial requirement. This implies that all dij vanish when
ΥFABCI is positive. Note that an analogous reasoning
does not hold for the coefficients cij . Denoting the terms
in Eq. (B6) that contain the coefficients cij by H, and
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the remaining ones by K (such that ΥFABCI = H + K),
it is easy to see that the supports of H and K are not
necessarily orthogonal, and the above reasoning for {dij}
would not carry over to {cij}.
We will return to the explicit positivity conditions
when imposing that ΥFABCI is a proper process matrix
below, after first further reducing the number of
non-vanishing parameters {cij}.
2. F -terms and valid conditioned process matrices
In principle, conditioning allows for the realisation of
any type of ‘process’, valid (i.e., satisfying Eq. (5)) or not.
Naturally, here, we demand that conditioning leads to a
proper process matrix, independent of the conditioning
basis. While the linear requirements (besides positivity)
on a matrix W to be a proper process matrix can be
phrased in a basis independent way [28], we choose the
characterization in terms of Pauli matrices provided in
Ref. [26]. Specifically, since a process matrix is Hermitian
(and, in our case, defined on a four-qubit Hilbert space),
it can be decomposed in terms of a Pauli basis as
W =
3∑
α,β,γ,µ=0
wαβγµσ
α
AI ⊗ σβAO ⊗ σ
γ
BI
⊗ σµBO , (B8)
where σ0X = 1X , σ
1
X = σ
x
X , σ
2
X = σ
y
X , and σ
3
X =
σzX . Due to normalization, we have w0000 =
1
dAI dA0
.
Now, in order for W to be a proper process matrix,
it has to be positive, and certain terms in the above
decomposition cannot be present. In particular, denoting
the respective terms by the Hilbert spaces on which they
have non-trivial Pauli matrix (e.g., a term of the form
σxAI ⊗ 1AO ⊗ σzBI ⊗ σyBO would be an AIBIBO term), it
has been shown [26] that terms of the form
ΣNA = {AO, BO, AOBO, AIAO, BIBO, AIAOBO,
AOBIBO, AIAOBIBO} (B9)
are not allowed in the decomposition of W .
As both W (OCB) and W# do not contain any terms
that are not allowed, neither can F , which we denote
by the shorthand tr(FσΓNA) = 0 for all σNA) ∈ ΣNA.
It is easy to see that the index Γ runs from 1 to 168,
i.e., there are altogether 168 Pauli terms that cannot
appear in a proper process matrix (defined on a four qubit
Hilbert space). With this, we can derive the conditions
the parameters cij have to satisfy for the conditioned
process matrices to be proper ones. In particular, setting
rΓij = tr(σ
Γ
NA |Ψi〉〈Ψ⊥j |) , (B10)
we see that the requirement that no Pauli term that is
not allowed appears in the decomposition of F leads to
8∑
i,j=1
cijr
Γ
ij = 0 ∀ Γ ∈ {1, . . . , 168} . (B11)
This linear equation can be readily solved to determine
the coefficients {cij}. To avoid ambiguity, we explicitly
provide the eigenvectors of W (OCB) and W# as well as
the ordering we choose:
|Ψ1〉 = 14−2√2 [(
√
2 − 1) |1101〉+ |1111〉] , (B12)
|Ψ2〉 = 14−2√2 [(1−
√
2 ) |1100〉+ |1110〉] , (B13)
|Ψ3〉 = 14+2√2 [(1 +
√
2 ) |1001〉+ |1011〉)] , (B14)
|Ψ4〉 = 14+2√2 [|1010〉 − (1 +
√
2 ) |1000〉] , (B15)
|Ψ5〉 = 14−2√2 [(1−
√
2 ) |0101〉+ |0111〉] , (B16)
|Ψ6〉 = 14−2√2 [(
√
2 − 1) |0100〉+ |0110〉 , (B17)
|Ψ7〉 = 14+2√2 [|0011〉 − (1 +
√
2 ) |0001〉] , (B18)
|Ψ8〉 = 14+2√2 [(1 +
√
2 ) |0000〉+ |0010〉] , (B19)
|Ψ⊥1 〉 = 14−2√2 [(
√
2 − 1) |1101〉+ |1111〉] , (B20)
|Ψ⊥2 〉 = 14+2√2 [(1 +
√
2 ) |1100〉+ |1110〉] , (B21)
|Ψ⊥3 〉 = 14−2√2 [(1−
√
2 ) |1001〉+ |1011〉] , (B22)
|Ψ⊥4 〉 = 14−2√2 [(
√
2 − 1) |1000〉+ |1010〉] , (B23)
|Ψ⊥5 〉 = 14+2√2 [(1 +
√
2 ) |0101〉+ |0111〉] , (B24)
|Ψ⊥6 〉 = 14+2√2 [|0110〉 − (1 +
√
2 ) |0100〉] , (B25)
|Ψ⊥7 〉 = 14−2√2 [(
√
2 − 1) |0001〉+ |0011〉] , (B26)
|Ψ⊥8 〉 = 14−2√2 [(1−
√
2 ) |0000〉+ |0010〉] . (B27)
With this ordering in mind, solving Eq. (B11) yields three
free parameters – we choose {c11, c15, c51} – and
c22 = −c11, c26 = −c15, c37 = c15, c44 = −c11,
c48 = −c15, c55 = −c11, c62 = −c51, c66 = c11,
c73 = c51, c77 = −c11, c84 = −c51, c88 = c11 ,
(B28)
while all other coefficients vanish. Each choice
of coefficients {c11, c15, c51} then provides a proper
conditioned process matrix independent of the basis with
respect to which conditioning takes place, as long as
the remaining coefficients are computed according to
Eqs. (B28), and the corresponding ΥFABCI is positive.
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3. Positivity of ΥFABCI revisited
Having reduced the number of non-vanishing coeffi-
cients {cij}, we can now find the explicit ranges, for
which they lead to positive (and thus valid) process
matrices ΥFABCI . Inserting the conditions (B28) into
the definition (B1) of ΥFABCI , we can compute the
eigenvalues of ΥFABCI with respect to {c11, c15, c51}. The
smallest of these eigenvalues reads
λmin =
1
4 − 1√2
√
N +
√
N2 − 4|P |2 , (B29)
where N = 2|c11|2 + |c15|2 + |c51|2 and P = c211 + c15c51.
Demanding λmin ≥ 0 then yields the requirement
N +
√
N2 − 4|P |2 ≤ 18 . (B30)
For the special case of c15 = c51 = 0, this implies
|c11| ≤ 14 . (B31)
On the other hand, if c11 = c15 = c51 =: c, then Eq. (B30)
implies
|c| ≤ 1
4
√
2
, (B32)
as mentioned in the main text. Furthermore, under the
assumption c15 = e
iϕ1c11 and c51 = e
iϕ2c11, we have
|c11| ≤ 1√
32+8
√
8(1−cos(ϕ1+ϕ2))
. (B33)
For the general case c11 6= c15 6= c51, Eq. (B30) yields
1
64
≥ 14 (2|c11|2 + |c15|2 + |c51|2)− 4|c211 + c15c51|2 .
(B34)
Choosing the three parameters {c11, c15, c51} such that
they satisfy the above equation (as is done throughout
the paper), then yields proper process matrices ΥFABCI ,
and as such proper conditioned process matrices W (q, ϑ)
for all choices of q and ϑ.
Appendix C: Causal non-separability of W (q, ϑ)
Here, we show that for the choice {c11, c15, c51} =
{ 18 , 18 , 18}, all resulting process matrices W (q, ϑ) are
causally non-separable. While it is generally hard to
analytically compute the causal robustness of a given
process matrices, its causal non-separability can be – just
like in the analogous case of entanglement – determined
by means of witnesses [28]. These witnesses S are
constructed such that if tr(SW ) < 0, then W is causally
non-separable. In [28], it was shown that a witness S of
causal non-separability (for two parties) satisfies
S = LV (SP ) and 1/dAOdBO − S = LV (ΣP ), (C1)
Figure 5. Covering the parameter space (q, ϑ) with
witnesses for causal non-separability. Each of the
coloured regions corresponds to an area that is witnessed by a
different Si. Depicted are, respectively, not the whole regions
the witnesses detect, but only the area necessary to cover the
whole parameter space. See Tab. I for a list of the witnesses
each area corresponds to.
Aα qα ϑα
a 1 0
b 0 0
c 0.5 0
d 0.5 1.1
e 0.5 2.15
f 0.5 pi
g 0.5 4.13
Aα qα ϑα
h 0.5 5.2
i 0.74 0
j 0.74 1.075
k 0.74 2.15
` 0.74 pi
m 0.74 4.13
n 0.74 5.11
Aα qα ϑα
o 0.26 0
r 0.26 1.075
s 0.26 2.15
t 0.26 pi
u 0.26 4.13
v 0.26 5.11
Table I. Witnesses used in Fig. 5. Each area in
Fig. 5 corresponds to the range of parameters for which the
causal non-separability of W (q, ϑ) is detected by the same
witness. The employed witnesses S are, respectively, the ideal
witnesses for given conditioned process matrices W (q∗, ϑ∗),
i.e., they are proper witnesses and minimize tr(SW (q∗, ϑ∗).
In the table, the values (q∗, ϑ∗) which fix the witnesses are
listed.
where AOSP ≥ 0, AOSP ≥ 0, and ΣP ≥ 0. With this, for
any fixed pair (qα, ϑα) to compute an optimal witness
Sα for a conditioned process matrix W (qα, ϑα) via an
SDP [28]:
minimize: tr(SW (qα, ϑα))
subject to: S is a proper witness of causal
non-separability (i.e., satisfies Eq. (C1)).
Naturally, if a witness Sα detects the causal non-
separability of a process matrix W (qα, ϑα), it can also
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detect the causal non-separability of process matrices
W (q, ϑ) for parameters (q, ϑ) in a vicinity of (qα, ϑα).
This allows us to partition the whole parameter space
(q, ϑ) ∈ [0, 1] × [0, 2pi] into a finite number of areas Aα
such that the causal non-separability of each process
matrix W (q, ϑ) with (q, ϑ) ∈ Aα is detected by the same
witness Sα, respectively. To find a sufficient number
of witnesses {Sα}, we simply find the ideal witnesses
{Sα} for given pairs (qα, ϑα) by running the above SDP,
compute the respective area, in which tr(SαW (q, ϑ)) < 0
holds, until
⋃
αAα covers the whole parameter space
(q, ϑ).
Exemplarily, we explicitly provide the area Aα for
three pairs (qα, ϑα). We start with computing a witness
Sa for W (qa = 1, ϑa = 0). The corresponding
parameter area for which Sa definitely detects causal
non-separability is given by Aa = [0.853553, 1] × [0, 2pi].
Analogously, the witness Sb for W (qb = 0, ϑb = 0)
detects causal non-separability for the region A0 =
[0, 0.146447] × [0, 2pi]. On the other hand, choosing
(qf =
1
2 , ϑf = pi) as a starting point, the requirement
tr(SfW (q, ϑ)) for the ideal witness Sf of W (qf =
1
2 , ϑf =
pi) translates to
0.25 + 0.604
√
(1− q)q cos(ϑ) < 0 . (C2)
The corresponding area in which the above inequality is
satisfied is depicted in Fig. 5, where we also provide a
complete partitioning of the full parameter space into 20
areas Aα of parameters (q, ϑ) that lead to non-separable
process matrices that can be detected by the same
witness Sα. The corresponding values (qα, ϑα) for which
the witnesses Sα are constructed can be found in Tab. I.
