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Abstract. This paper presents proof principles for establishing invariance and liveness properties 
of concurrent programs. Invariance properties are established by systematically checking that 
they are preserved by every atomic instruction in the program. The methods for establishing 
liveness properties are based on well-founded assertions and are applicable to both ‘just. and ‘fair’ 
computations. These methods do not assume a decrease of the rank at each computation step. It 
is sufficient that there exists one process which decreases the rank when activated. Fairness then 
ensures that the program will eventually attain its goal. In the finite state case such proofs can 
be represented by diagrams. Several examples are given. 
1. Introduction 
Most of the temporal properties of programs can be partitioned in a natural way 
into two classes. Properties in each of the classes can be characterized by the form 
of the temporal formulas expressing them. 
The first set in this partition is the class of invariance properties (safer! in the 
terminology of [13]). These are the properties that can be expressed by a temporal 
formula of the form: 
Such a formula, stated for a program P, says that every computation of P con- 
tinuously satisfies $. In the case of the second form it states that whenever q becomes 
true, $ is immediately realized and will hold continuously throughout the rest of 
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the computation. Some properties falling into this class are: partial correctness, 
clean (error-free) behavior, mutual exclusion, and absence of deadlocks. 
The second set in the partition is the class of Iiueness properties (eventualities in 
the terminology of [7, 141). These are properties which are expressible by temporal 
formulas of the form: 
In both cases these formulas guarantee the occurrence of some event $; in the first 
case unconditionally and in the second case conditional on an earlier occurrence 
of the event Q. Some properties falling into this class are: total correctness, termina- 
tion, accessibility, lack of individual starvation, and responsiveness. 
An extension of the class of liveness properties is the class of until properties, 
whose temporal formulation is of the form: 
In both cases the formulas again guarantee the occurrence of the event I/J, but they 
also ensure that from now until that occurrence, x will continuously hold. Some 
properties falling into the until class are: strict (FIFO) responsiveness, and bounded 
overtaking. 
A fuller discussion of these classes and the general expression of program proper- 
ties in temporal logic is provided in [7]. 
In [IO] (an earlier version is presented in [8]) a comprehensive proof system for 
proving the temporal properties of programs is described. It provides a basis for 
proving the validity of an arbitrary temporal formula over a given program. However, 
being so general, it gives very few guidelines for the construction of proofs of 
properties that belong to special classes. 
In this paper we specialize the general approach presented in [IO] to the particular 
classes of invariance and liveness (including until) properties. For each of these 
classes, we recommend a single proof principle that may be uniformly applied to 
establish properties of this class. 
The first proof principle we present is for establishing invariances. This principle 
is not new, and in one form or another has been suggested by almost every work 
on the subject of concurrent verification, e.g. [3,4, 121. It is a natural extension of 
the invariant-assertion method for sequential programs (see [6]). 
The second proof principle, which establishes liveness (and until) properties, is 
more interesting. It is an extension of the classical method of well-founded assertions 
for proving termination of sequential programs (see [6]). Similar suggestions 
emphasizing the role of well-founded induction in proofs of termination are included 
in many of the works on concurrent verification (e.g., [3] and [4]). 
The work in [ 131 presents an approach which is close to ours. It gives comprehen- 
sive coverage of both invariance and liveness properties with an emphasis on the 
liveness. There is similarity between the proof lattice presented in [13] and our 
diagram proofs. One direction in which the current paper obviously extends the 
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methods of [13] is the presentation of the well-founded principles, enabling proofs 
of liveness properties for programs with an infinite number of states. 
2. Motivation 
A well-founded structure ( W, >) consists of a set W and a partial order z over 
W such that any decreasing sequence w,> n*, > ~‘2> - * . , where wi E W, is neces- 
sarily finite. A typical and frequently used well-founded structure is (N, >), where 
N is the set of nonnegative integers, and > is the usual ‘greater than’ ordering: 
there is no infinitely decreasing sequence of nonnegative integers. 
A general method for deriving composite well-founded structures from simpler 
ones is the formation of lexicographical orderings. Let ( W,, >,) and ( W2, >J be 
two well-founded structures. Then the structure given by ( W, x W,, >Ipx), where the 
lexicographic ordering >,_ over W, x W, is defined by 
def 
is also well-founded. 
The basic idea for proving liveness by well-founded assertions is to find an 
assertion Q(s; w) relating the program state s to a well-founded parameter w E W. 
Let us assume that we wish to prove O+, i.e., that eventually IL will occur in any 
computation. In the simple approach we require a descent of the parameter w on 
every computation step until II, is attained. This means that whenever Q(s ; w) holds 
and s’ is a possible successor of s under one computation step, then either s’ satisfies 
4 or there exists a w’ such that w > w’ and Q(s’; w’) holds. Thus, any computation 
that fails to achieve II generates an infinitely descending sequence of W-elements, 
which is impossible. 
Consider for example the following program, which computes the gcd (greatest 
common divisor) of two positive integers x, and x2. 
Program GCD. Sequential gcd computation: 
(Yl, Y2) := (Xi, x2); 
while y, # y, do 
ifYi>y2 thenyl:=yl-y2 
else y, := y, - y, 
Suppose we wanted to prove that any computation of this program will eventually 
reach a state in which y, =y2, i.e., O(y, =y2). We may choose the well-founded 
structure to be the set N of nonnegative integers with the usual greater-than > 
ordering, and the parameterized assertion 
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Here the state is specified by the values of the variables y,, Y2, and the well-founded 
parameter is n ~0. We consider the execution of the body of the loop as one 
computation step. Clearly whenever 4 has not been achieved yet and consequently 
Y, f Y2, the execution of this statement leads to new values of Y, and Ylr say Y{ and 
Yi such that Y, +Y2>Y{ +Y& Taking the parameter value to be n’=y{ +yi, the 
assertion Q(yI, yi; n’) holds for the new values of y,, y,, but with a parameter value 
n’= y{ + v: < y, +y- = n. This establishes that any computation is bound to achieve 
y, = y,, i:e. O(y, = yz). 
This example demonstrates that the simple approach, requiring descent on each 
step, works successfully for sequential programs. 
However it may easily fail for concurrent programs. Let us consider the following 
concurrent program that performs the distributed computation of the gcd of two 
positive integers x,, x2. 
Program DGCD. Distributed gcd computation: 
(VI, Yz) := (x,, .v2) 
&: while y, #Y, do m,: while y, # y, do 
ify, > y, then y, := y, - y2 ify, <yr then y2:=y2-y, 
I,: halt m,: halt 
- P, - - P2 - 
In the execution of this program, we assume each of the labelled instructions is 
atomic in the sense that test and modification of the variables by one process, say 
P, at &, are completed before the other process may access them. Note that when 
P, is activated in a state in which y, <y2, it does not modify any of the variables 
and returns to &,, thus replicating exactly the original state. Consequently, the 
termination, and hence the correctness of this program, depends strongly on the 
basic assumption of fairness that we assume throughout this work. For this program, 
the assumption of fairness requires that if a process has not terminated it must 
eventually be activated. Only under fairness would each of P, and Pz be activated 
as often as needed until termination is achieved. 
Trying to prove the termination of this program by the simple approach of 
well-founded assertions immediately runs into difficulties when we fail to find an 
assertion Q(s; w) with a well-founded parameter w that will decrease at every step 
of the computation. No such assertion can exist for the above program since, as 
observed, some steps may preserve the state and leave the value of a state-dependent 
parameter constant. This points out emphatically that a well-founded argument may 
succeed for this program only if it takes fairness into account and does not insist 
on a decrease of the parameter at every step. 
The basic observation made in [5] and implied in [S] is that it is sufficient that, 
at any stage of the computation, we can identify one of the processes such that any 
Proof principles for invariance and liceness of concurrent programs 261 
computation step of this process will guarantee a decrease. A slightly different but 
essentially equivalent formulation of the same principle was independently 
developed in [2]. 
The liveness principles that we present here can be developed as part of the 
formal temporal system of [lo]. But once the principles are justified they can be 
used without any additional temporal reasoning. Since these rules can be shown to 
be complete, it follows that they are the only rules which are needed in order to 
prove liveness properties. 
3. Programs and computations 
The computation model used in our presentation is based on the shared-variables 
model of concurrent programs. For a fuller discussion of the model we refer the 
reader to [7]. As implied by [lo] the same techniques are easily adaptable to deal 
with other models based on synchronous as well as asynchronous communication. 
Let P be a program consisting of m parallel processes: 
P: p:= g(X); [P,II . . . 11 Pm]. 
Each process Pi is represented as a transition graph with locations (nodes) labelled 
by elements of Ti = {lb,. . . , I:}. The edges in the graph are labelled by guarded 
commands of the form c(J)*[y:=f(jj)], whose meaning is that if c(y) is true the 
edge may be traversed while replacing J by f(7). 
Let 1, I,, . . . , 1, E Zj be locations in process 4 ; 
We define E,(y) = c,(y) v * * - v ck(jJ) to be the exit condition at node 1. Locations in 
the program can be classified according to their exit conditions: 
- A location is regular if E, = me. This is the case of locations such that the set of 
conditions labeling their outgoing transitions is exhaustive in the sense that for 
every possible value of jj at least one transition is enabled. 
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- A location is terminal if E,=false. This is the case of locations labeling halt 
instructions which have no outgoing transitions. In our model there is usually only 
one such location per process. This location for process P, will be labelled 1:. 
- Any location I such that the exit condition El(y) is nontrivial, i.e., it is neither 
identically true nor false, is called a semaphore location. Examples of such locations 
are those corresponding to the instruction requesr(y,) whose transition diagram is: 
(Y, ’ 0) -, [Yr := Y, - 11 
Note that E,(j) = (y, > 0). The request instruction is used in order to reserve a 
resource, where y, counts the number of units of this resource currently available. 
In this paper, the only semaphore locations we consider are the locations having a 
request(y) transition departing from them. 
The symmetric counterpart o the request instruction is the release(y,) instruction. 
It is used to release one unit of a reserved resource. Its transition diagram is: 
- 
rrue+[y,:=y,+Il 
The location of the release instruction is regular. 
A srare of the program P is a tuple of the form s = (T; f) with r~ S, x - - - x Z’,,, 
and ii E D”, where D is the domain over which the program variables y,, . . . , y, 
range. The vector T is the list of current locations which are next to be executed in 
each of the processes. The vector q is the list of current values assumed by the 
program variables jj at state s. 
Let s = (I’, . . . , I’, . . . , I” ; ij) be a state. We say that process Pi is enabled on s if 
E,a(ij) is true. This implies that if we let Pi run at this point, there is at least one 
condition cj among the edges departing from I’ that is true. Otherwise, we say that 
6 is disabled on s. An example of a disabled process Pi is the case that I’ labels 
an instruction request(y) and y = 0; another example is that I’ labels a halt statement. 
A state is defined to be rerminal if no Pi is enabled on it. 
Given a program P we define the notion of a computation step of P. 
Let s=(l’,..., l”;$ and S=(? ,..., i”l; i) be two states of f? Let T be a 
transition in Pi of the form: 
c(l) + @:=f(_f)l 
T 
such that c( +j) = true, ? = f( ii), and for every j # i, r’j = 1’. Then we say that s’ is a 
successor of s under the transition r (a +successor for short), and write: 
+ 
s - i 
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If s’ is a r-successor of s under some transition TE P, then we may also describe 
s’ as being obtainable from s by a Pi-step (a single computation step of Pi), and write: 
An inititllized admissible computation of a program P for an input f = ,$is a labelled 
sequence of states of P 
satisfying the following conditions: 
(A) Initialization. The first state sO has the form: 
where TO = (IA,. . . , 17) is the vector of initial locations in all the processes. The 
values g(f) are the initial values assigned to the y variables for the input 8 
(I?) State to state sequencing. Every step in the computation s + 9 s’, is justified 
by S being obtainable from s by a single Pi-step. 
(C) Maximality. The sequence is maximal, i.e., it is either infinite or ends in a 
state So which is terminal. 
(II,) Fairness. Every Pi which is enabled in infinitely many states of u must be 
activated infinitely many times in a, i.e., there must be an infinite number of Pi-steps 
in u. 
We define an admissible computation of P for input c to be either an initialized 
admissible computation or a suffix of an initialized admissible computation. The 
class of all admissible computations of program P is the set of all sequences which 
are admissible computations for some input 6 We denote the class of all admissible 
computations of the program P by ,pP( P). A state s is defined to be accessible by 
the program P if it appears in an admissible computation. 
By D, a computation u is fair if there is no process Pi such that Pi is enabled 
an infinite number of times in a, yet Pi is activated only finitely many times. Thus, 
fairness requires an imaginary scheduler to monitor the number of times a process 
becomes enabled and to ensure that repeatedly enabled processes are not neglected 
forever. Any finite computation is necessarily fair. 
To emphasize the fact that in our standard definition the computations are required 
to be fair we sometimes refer to the class of admissible computations also as the 
class of fair computations of P, and denote it by 9pF( P). 
In the absence of semaphore instructions, each process Pi is initially enabled and 
can become disabled only by terminating. Hence we can define the weaker notion 
of just computation, which replaces the requirement of being enabled an infinite 
number of times by the requirement of being continuously enabled. 
(0,) Justice. Every Pi which is continuously enabled beyond a certain state s in 
a, must be activated infinitely many times in u. 
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We refer to the class of all suffixes of computations that satisfy conditions A, B, 
C and 0, for some input 6 as the class of all just computations, and denote it by 
d,(P). 
For an arbitrary program P we have in general: 
d,(P) G d,(P), 
i.e., every fair computation is also just. For programs that contain semaphore 
instructions, there may exist just computations which are unfair. 
To see that the first claim holds, let u be an infinite fair computation. Let P, be 
any process that is continuously enabled beyond a certain state in (+. Then, Pi is 
certainly enabled an infinite number of times, and by fairness must be activated an 
infinite number of times. Hence o is just. 
To show that the inclusion between the sets cpPF( P) and d,(P) may be strict, 
consider the following program which is 
exclusion: 
y:= 1 
IO: request(y) m,: request(y) 
I, : release(y) m,: release(y) 
I,: got0 10 m2: got0 m, 
- P, - - Pz - 
the simplest program modelling mutual 
Note that here and in the following examples we prefer to present the programs as 
lists of labelled instructions. The corresponding representation in transition diagram 
form is obvious. 
The following computation: 
cr: (lo, m,; 1) - pi (1 I, mo; 0) - ” (&, m,; I)2 
(L, m,; I)- ” (I,,m,;O)Pl(l,,m,;l)PI~~~ 
is just. The process P, is activated infinitely many times. On the other hand, Pz is 
never continuously enabled since it is disabled in the infinitely recurring state 
(I,, m,; 0). Consequently justice does not require it to be activated at all. Obviously 
u is unfair since Pz is also enabled infinitely many times, on all recurrences of 
(I,, m,; 1) and (I,, m,; I), but is never activated. 
However, when a program P contains no semaphore instructions, we may use 
the above observation that a process is continuously enabled if and only if it is 
enabled infinitely many times to conclude: 
J%(P) = d,(P). 
Thus, in order to study programs without semaphores, we need only consider 
properties that hold for the class of all just computations. 
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An admissible computation is said to be convergent if it is finite: 
P 
‘II 
P 
‘I 
P 
‘1 - I 
u: so ‘S,‘. . *-SF 
If the final state s, of a convergent computation is of the form sJ = (I), . . . , 1;; ii), 
where each If labels a halt instruction, we say that the computation has terminated. 
Otherwise, we say that the computation is blocked (deadlocked). 
In order to describe properties of states we introduce a vector of location tlariables 
ii = (7r,, . . . ) T,,,). Each n’ ranges over Zi, and assumes the value I’ in a state 
s = (I’, . . . ) I’, . . . , 1” ; ij). 
Thus we may describe a state s = ( r; 75) by saying that in this state ii = T and y= +. 
A sfate formula Q = Q( ii; J) is any first-order formula. It is built from terms and 
predicates over the location and program variables (ii; 9) and may also refer to 
additional variables. We will also refer to state formulas as assertions. 
A state formula may refer also to the input variables 2. Our computational model 
explicitly assumes that no statement may modify the values of the input variables. 
Consequently in any states belonging to a &computation, the values of f in s are 
necessarily S: 
A state s that satisfies a state formula cp is referred to as a p-state. 
We frequently abbreviate the statement ri = 1 to at 1 or simply 1. Since the 3”s 
are pairwise disjoint, there is no difficulty in identifying the particular 7~~ which 
assumes the value 1. A similar notation at T is used to make a statement about all 
the locations in the state, namely += 1 
Let the following be a transition T in process Pi: 
c(l) + [1:=f(1)1 
7 
Let cp( ii; J) and +(X; y) be two state formulas. We say: 
- The transition r leads from 9 to 4, if every r-successor of an accessible p-state is 
a @state. Thus, if s’= (I’, . . . , I’, . . . , 1” ; T$) is a r-successor of the accessible state 
(I’)..,, I’,...) 1”; +j), which of course implies that c( +j) = true and 4 =f( f), then 
the following implication must be true: 
cp(l’,..., I’,..., 1”; ?j)‘lj(l’,...) r;‘)..., I”; 6,. 
One way of establishing that T leads from cp to (CI is to show the general validity of 
the following implication: 
[cp(l’, . . . , I’, . . . ,I”; J) A c(Y)] = $(l’, . . . , P, . . . ) lrn;f(jq) 
foreverychoiceof(l’,...,I’-‘,I”‘,...,I”)~~’X~~.X~~_‘x~~+‘x~~~X~~.This 
is a stronger statement, since it does not utilize the fact that s is accessible. 
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This notion is extended to processes and then to the complete program as follows: 
- A process Pi leads from (c lo $, if every transition T in P, leads from q to $. 
- A program P leads from I,O to $, if every process P, leads from cp to IJL 
In the following, when we present a formal or an informal argument that estab- 
lishes the fact that a process Pi leads from cp to I,$ we say that this fact is provable, 
and denote it by writing: 
F Pi leads from ~0 to t,k 
An analogous notation is used for the full program P leading from cp to $. 
4. The language of temporal logic 
Temporal logic is a language that enables a natural expression of properties of 
time sequences. Since our main interest is in stating and proving properties of 
computations of some program, we will consider temporal formulas to be interpreted 
over the sequences of states arising in computations. 
With the computation 
P P 
&: &p&,-L... 
we associate the sequence of states 
Note that infinite computations are associated with infinite state sequences and 
finite computations are associated with finite sequences. This is an improvement on 
the version presented in [7-l l] that required all considered state sequences to be 
infinite. In order to achieve this, finite computations were artificially extended by 
an infinite duplication of the final state. 
The basic formulas of the language are the state formulas (assertions). As already 
mentioned, these are formulas written in some first-order language that describe a 
property of a program state. For example, for a program with variables y,, y, and 
location 1, the formula at 11 (y, = y2) is a state formula (assertion) which is true 
for all states such that either the program is not currently at the location 1, or such 
that currently y, = y,. 
The basic state formulas may now be extended by combining the boolean operators 
(1, A, v, I>, =) and quantifiers (V, 3) of first-order logic with four temporal 
operators, called respectively: 
Cl: always (henceforth) 
0: sometimes (eventually) 
0: nexttime 
%!: until 
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The interpretation of general temporal formulas over (computation) sequences 
is defined as follows: 
Let u: sO, sJ, . . . be a nonempty sequence of states. 
We define the length of a, denoted by I(a), as follows. For a finite sequence 
u: so,. . . , sk we let I(a) = k. For an infinite sequence we define I( a) = w, the first 
infinite ordinal. 
For a state formula q, 
i.e., u satisfies cp, if and only if s,, (the first state of a) satisfies cp. 
The boolean connectives and first-order logic quantifiers are interpreted in the 
natural way, for example 
crt(cp,vcp,) ifandonlyifai=qloratcp2. 
To interpret the temporal operators we introduce the notation aCk), 0~ k s I( a), 
standing for the sequence obtained from u by removing the first k elements, i.e. 
uCk) = Sk, sk+r, . . . . 
Then: 
u~III~ if and only if Vk(O<k<I(u)),~‘~‘!=cp 
u t 09 if and only if 3 k(0 S k S I(u)), uCk’i= (p 
ul=Oq if and only if I(u)>0 and u(“tcp 
ul= cp%$ if and only if 3k(O< k< f(u)) such that uCk)k 4 
andVi Osi<k , 9 uci’+(p. 
For the simple cases that cp and I,!I are state formulas the general definitions above 
can be given the following intuitive interpretation: 
u satisfies •I q if and only if all states in u satisfy (p 
u satisfies Oq if and only if some state in u satisfies 50 
u satisfies 09 if and only if the second state in u satisfies Q 
u satisfies Q%$ if and only if some state s’ in u satisfies I/, and all 
the states until s’ (excluding s’) 
satisfy Q. 
Note that in the definition above, u can satisfy OQ only if a second state s, exists 
in u. 
Some more complicated combinations are very useful. For example, 
- The formula 
c]ooQ 
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means that cc must be true on infinitely many states of (+. Note that when all sequences 
are assumed to be infinite, q lOp is the natural expression for the fact that u contains 
infinitely many p-states. However, once we allow finite sequences, a Jinite sequence 
u may satisfy 009 by having its last state satisfying cp. Yet, of course, such a finite 
sequence cannot contain infinitely many cp-states. The more complicated expression 
q lOOa forces any sequence u, satisfying it, to be infinite and contain infinitely 
many p-states. 
- The general nested until formula 
means that (+ starts with a sequence of states satisfying p,, followed by a sequence 
of states satisfying PI,. . . followed by a sequence of states satisfying pk, followed 
by a state satisfying q. Any of these sequences can be empty. 
A temporal formula cp is defined to be valid for the program P, P-valid for short, 
if every admissible computation v E 9pF( P) satisfies cp. We denote this fact by 
When the identity of the program P is clearly determined by the context, we omit 
the prefix tiF(P) and write simply i= cp. 
In the following we present some proof principles or rules that establish P-validity 
for some formulas. Whenever we want to state that the P-validity of a formula cp 
has been established by a rule, we write 
or simply +-cp when the identity of P is determined by the context. 
5. The invariance principle 
A very simple and intuitive principle suffices in order to establish invariance 
properties 
Invariance Rule: INV 
Let ~(5; j?) be a state formula 
!-P leads from cp to cp 
+-cp=o9 
The form of this rule, which will be used throughout the paper, states that if the 
premise, “P leads from p to cp”, has been established, then the consequence, 
“p 2 Up”, logically follows as a P-valid formula. The way to establish the premise 
is to check all the atomic instructions in each of the processes and verify that each 
of them always leads from cp to cp. 
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It is very easy to convince ourselves of the validity of this rule. Consider an 
admissible computation of P whose initial state s, satisfies cp. Since all subsequent 
states are derived from previous states by atomic actions of the program P, all of 
which have been shown to preserve V, cp must be an invariant of the computation. 
With the addition of an extra premise, guaranteeing that all initial states satisfy 
cp, we can conclude the unconditional invariance of q over all admissible computa- 
tions. 
Initialized Invariance Rule: I-INV 
Let ~(5; 7) be a state formula 
I-[at T,hJ=g(X)]Icp 
F-P leads from cp to cp 
+nV 
The first premise in the rule assures that any legal initial state, defined by having 
all processes reset to their initial locations T, = (/A, . . . , I:), and the program variables 
J initialized to g(Z), must satisfy cp. The second premise ensures, as before, that 
once cp is established, it is preserved forever after. Hence any accessible state must 
satisfy cp. 
As an application of the I-INV rule let us prove a property of semaphore variables. 
Example (semaphore variables). A semaphore varible is a variable y such that the 
initial value it receives is a nonnegative integer, and the only instructions that may 
alter its value are request(y) and release(y) instructions. 
Let y be some semaphore variable. Let 
By definition, any proper initialization J:= g(2) must assign to y a nonnegative 
value, establishing cp initially. Consider next the instructions that can modify y. 
Since y is a semaphore variable, the only such instructions are request(y) and 
release(y). 
A request instruction is equivalent to (y > 0) + [y := y - 11. Therefore the condition 
that it leads from cp to cp is 
which is always true. 
A release instruction is equivalent to y := y + 1. It certainly leads from cp to Q since 
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Obviously, all the other transitions do not modify y and hence lead from yS0 
to y 2 0. Thus all the premises to the I-INV rule are established, and it follows that 
in any accessible state ~30. •1 
Earlier we indicated that one way to establish “7 leads from Q to 4” was by 
proving a uerijcation condition appropriate for r. However the verification condition 
did not utilize the fact that it is supposed to hold only for accessible states. The fact 
of accessibility may be introduced by the following rule that uses invariance proper- 
ties rather than infers them: 
I 
Accessibility Rule: ACC 
Let Q, x and J, be state formulas 
To justify the rule, consider an accessible x-state s. Since it is accessible it must 
satisfy the invariant Q and is therefore also a (Q A x)-state. Let S be any r-successor 
of s. By the second premise it is a (Q 1 $)-state, and since obviously it is also 
accessible, it must also satisfy the invariant Q. Consequently it is also a G-state. 
The validity of an invariance property does not depend on whether we consider 
fair or just computations. Liveness properties, on the other hand, may behave 
differently on &st or fair computations. Consequently we need different sets of rules 
for just and fair liveness. 
6. Rules for just computations 
In this section we present a proof principle enabling us to prove liveness properties 
that hold for the class of just computations d,(P). This will suffice for proving 
liveness properties of programs without semaphore instructions. 
The basic liveness proof rule for just computations is given by: 
Just Liveness Rule: J-LIVE 
Let p( ii; y) and +(+; 7) be two state formulas and Pk be one of the 
processes 
A. t-p leads from Q to Q v t,b 
B. kPk leads from Q to 9 
C. I- Q 3 [I) v Enabled( Pk)] 
‘-Q =‘(QQ’/‘) 
L 
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Note that the conolusion is somewhat stronger than simple liveness and guarantees 
not only the eventual occurrence of t) but that cp will continuously hold until then. 
It implies cp 3 04. 
To establish the validity of the rule, suppose that conditions A to C hold. Let (+ 
be a just computation such that initially cp holds but, contrary to our conclusion, 
I+!J is never realized. By condition A, the only way out of cp is to achieve Q. Hence 
cp must be continuously true all along (+. By condition C, the ‘helpful’ process Pk 
is continuously enabled throughout a. Consequently CT cannot contain a terminal 
state and must therefore be infinite. By justice, eventually Pk will be activated from 
a q-state. By condition B, this would lead to $, contradicting our assumption that 
J, is never realized. 
In applying this basic principle to prove a liveness property of a program we 
often observe the following pattern: There is a sequence of state formulas (assertions) 
(PO,(Pl,*..r (p, such that the initial state satisfies Q, and the desired goal is $ = ‘po. 
We then repeatedly apply the J-LIVE principle to show that being at Q,, 0 < i C r, we 
eventually get to Q,_~, i.e. yi 3 O++,. This of course establishes that being at cpn or 
as a matter of fact at any vi, 0 S i S r, we are guaranteed to eventually achieve ‘po. 
If we summarize the premises for each application of the J-LIVE rule, we obtain the 
following useful rule: 
Just Chain &de-J-CHAIN 
Let vo, vc,, . . . , y, be a sequence of assertions satisfying the following 
requirements: 
A. For i=l,...,r 
I-P leads from Qi to 
B. For i = 1,. . . , r there exists a k, such that: 
I- Pk, leads from cpi to 
C. For i = 1,. . . , r and ki as above: 
ä Qi 1 1 
F(ioQi)3(i, Qi)QQo 
Diagram representation of the CHAIN rule 
In presenting a proof according to the CHAIN rule it is usually sufficient to identify 
PO,(PI,..., (pr and for each i = 1 , . . . ,r to point out the ‘helpful’ process S,. It can 
be left to the reader to verify that premises A to C are satisfied for each i. 
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We prefer to present such proofs in the form of a diagram. Consider a diagram 
consisting of nodes that correspond to the assertions (pO, (o,, . . . , cp, 
For each two accessible states si (satisfying cp,) and sj (satisfying pj) and a process 
PI such that Si + 5 sj, we draw an edge + from the node vi to the node IJ, and label 
it by P,, the process responsible for the transition. 
All edges corresponding to the helpful process Pk,, are drawn as double arrows + 
In order for a diagram to represent a valid proof by the J-CHAIN rule the following 
conditions must hold: 
- Every successor of an accessible vi-state, for i > 0, satisfies some q,,,j 2 0. 
- For every edge connecting I,Q to ~~ we must have i 2 j. 
- For every edge connecting Q; to ~~ and labelled by Pk, we must have i > j 
- For every accessible state s, if i> 0 is the lowest index such that s satisfies Q~, 
then Pk, must be enabled on s. 
We illustrate diagram proofs by two examples. The first demonstrates a complex 
invariance proof accompanied by a relatively simple liveness proof. The other 
example demonstrates a more involved liveness proof with a relatively easy invari- 
ante proof. 
Example 1. The following program provides a distributed solution for achieving 
mutual exclusion without semaphores. 
Program PF. The Peterson-Fischer algorithm [ 161: 
(Yl, tl, y,, t*) := (1, J-3 J-3 I) 
lo: noncritical section 1 m,: noncritical section 2 
I,: t, := if y2 = F then F else T m, : t2 := if y, = T then F else T 
1. *. y, := t, m,: y,:= t, 
13: ifyz # I then t, := y, m3: if y, # _L then t2:= my, 
1,: y,:= t, m4: y,:= tz 
IS: loop while y, = y2 m,: loop while ly2 = y, 
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El E 
I,: got0 10 m,: got0 m,, 
- P, - - PI - 
The boxed segments are the critical sections to which we wish to provide exclusive 
access. It is assumed that both critical and noncritical sections do not modify the 
variables y,, t,, y, and t2. Also the critical sections must terminate. The program is 
distributed in the sense that each process Pi has a private variable y, which is 
readable by the other process but can be written only by PC 
The basic idea of the protection mechanism of this program is that when competing 
for the access rights to the critical sections, P, attempts to make y, = yZ in statements 
I, to 14, while Pz attempts to make 1y, = y, in statements m, to m4. The synchroniz- 
ation variables y, and y2 range over the set {I, F, r}, where I signifies no interest 
in entering the critical section. The partial operator 1 is defined by 
-,T=F, lF= T, 11 is undefined. 
(Hence in writing ly2=y, we also imply that y, # I and y, f 1.) Protection is 
essentially assured by the fact that when both processes compete on the entry to 
the critical section, both y, # I and y, f 1. Under these assumptions, the entry 
conditions to the critical sections, y, # y2 and iy, # yI respectively, cannot both be 
true at the same time. 
When PI gets to I5 it waits until y, # y, and then enters the critical section. This 
condition is satisfied either if y2 = _L (since y, f I at IS), implying that P2 is not 
currently interested in entering the critical section, or if y, = 1y2 (and y, # L) which 
implies that P2 reached m5 after P, got to IS. This is because in I, to 14, P, attempts 
to set y, = y,; if now P, finds y, = 1y2 at Is, it knows that Pz changed the value of 
y2 after P, last read this value. This argument is only intuitive since P2 may have 
changed y2 after P, last read it and yet arrive at m5 before P, arrived at I,. This is 
why we need a formal proof of both protection and liveness. 
Symmetrically, when P2 arrives at m, it waits until 1y2 # y,. This can occur only 
if y, = I, implying that P, is not currently interested in entering the critical section, 
or if y2 = y, (and y, # I) which now implies that P, modified the value of y, after 
P2 last read it. This is because in m, to m4, P2 attempts to make ly2=y,. 
An interesting fact about the algorithm is that two groups of instructions, one 
consisting of {I,, &} and the other consisting of { I,, I,,}, seem to be redundantly trying 
to achieve the same goal. Both groups try to make y, =y, if y, #L., and y, # y, 
otherwise. Why should we have this redundancy? The answer is that if we could 
perform the assignment 
y,:=ify,=Fthen Felse T 
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as one atomic instruction, then only one such instruction would have been necessary. 
Since we use an interleaving model for concurrency we have had to break this 
monolithic instruction into two atomic instructions such as given in I, and 12. This 
faithfully models the possibility that y2 could change its value before _v, is assigned 
the intended value. 
Such breaking is required whenever an instruction contains more than a single 
critical reference to a shared variable, if the interleaving model is to represent all 
the possible behaviors of real concurrent executions of such instructions. Con- 
sequently we break the instruction into two simpler instructions, the first fetching 
the value of y, and computing in t, the intended value, and the second moves t, 
into y,. 
However, now that the other process may change y, between these two instructions 
the algorithm with a single pair of such instructions is no longer correct. That is, 
there exists a computation that violates mutual exclusion. The critical interference 
point is between I, and I*. By duplicating the sequence of I,, 1, at Z,, l4 and similarly 
in P2, we make it impossible for the other process to repeat its damaging interaction 
both when PI is at l2 and when it is at 1,. By essentially duplicating the broken 
instruction twice, computations that violate mutual exclusion will be shown to be 
impossible. 
By simple application of the initialized invariance rule I-INV, it is possible to 
derive the following invariants: 
I,: (t,#l)= at 11...6 
12: (y, z I) = at l,...h 
Z$ (t2 f I) = at rrl2,,.6 
z4: (yZ # 1) = at m3...6, 
where at 12...6 stands for at 1, v at l3 v - * * v at 16, etc. Note that stating that I, is an 
invariant is the same as stating that I-a[( 1, # I) = at &_6]. 
In order to derive safety we prove the following sequence of invariants: 
z,: (y, = t,) v at 1, v at 14 
Z6: (yz = tz) v at m2 v at m4 
1,: at14,s~[(t2=I)V(t,=t2)V(t,=y,)] 
z,: atm4,,~[(t,=_L)v(t,=lt,)v(t,=y2)] 
z9: Lar 14...6 harm613(y2=rl) 
z,O: iat m4...6 A at l61 3 (yl = ir2)e 
- Invariants Z5 and Z,. The invariants I, and Z6 are easy to verify since the only 
transitions that may cause y, and t, to differ are 1, + 1, and 1, + l4 and the only 
transitions that may cause y, and t2 to differ are ml + m2 and m3+ m,. 
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- Invariants I, and Is. In order to verify 1, and I8 we observe that they hold initially 
since both at I,,, and at m4,5 are initially false. Next, we assume that they hold at a 
certain instant and show that both 1, and I8 are preserved by each individual 
transition. 
We show first that 1, is preserved. Let us denote by t{, y{, ti, y; the values of the 
respective variables after a transition. We only consider transitions that affect 
variables on which I, depends. Consider first such transitions that can be made by 
PI. 
1, --, 1,: If y, = I then 1, is not changed and hence by I,, r’, = f, = y,. Therefore let 
us consider the case that y, # I and hence by I3 and Z4, 1, # 1. We also have t{ = yz. 
The following two cases are considered: 
Case 1: y, = t,. Then t{ = y, = t, satisfying the second disjunct of 1,. 
Case 2: y2=lf2. In view of 16, the assumption yz# I and I.,, PI can only be at 
m4. From IB, the fact that P, is at I, (hence r, # I), and the assumption y, = it,, it 
follows that rz = it,. We thus obtain t{ = y, = it, = l(lt,) = t,. Since t, = y, while 
P, is at I,, we obtain rl, =y, satisfying the third disjunct of I,. 
14+ I,: y{ = t, satisfying the third disjunct of 1,. 
Next, we consider transitions of Pz made while P, is at 14,5 that affect variables 
appearing in 1,. 
m, + m2: t; = ly, since y, # 1. If y, = 1, then I, continues to hold. We may 
therefore assume that y, = it, which leads to ti = l(lt,) = t,, satisfying the second 
disjunct of I,. 
m3 + m4: Similarly to the case above, since y, # I while P, is at 14,_ this transition 
assigns tS = ly,. By the same argument as above 1, must still hold after this transition. 
m6+ m7: Sets t, to I satisfying the first disjunct of 1,. 
In a similar way we establish that I, is preserved under any transition initiated 
from a state that satisfies I, A Is. Consequently, both I, and Is are invariants. 
- Invariants I9 and I,,. Next, let us consider I9 (and symmetrically IlO). 
The only transition of P, that could affect I9 is 1, + l4 while Pz is at m6. But then 
t; = y,. 
The only transition of P2 that could affect Z, is m, + m6 while P, is at I,..,. The 
fact that m5 + m6 is possible implies that - (1y2 = y,), i.e. y, = y,. By 1, either t, = y, 
or t, = t2. In the first case we have 1, =y, =y, and in the second case t, = 1, =y, is 
ensured directly. Note that when P2 is at m5, t2 = y2. Thus in any case t, = yz. 
- Safety. The safety of this algorithm is expressed by the statement of mutual 
exclusion. This means that it is never the case that while P, is at 16, P2 is at m6, i.e., 
- (at 1, h at me). 
To derive safety assume a state in which both ut l6 and at m6 is true. By I9 and 
I,o we have that y, = 1, and y, = 7t2 at the same time. By I5 and Z6 we also have 
y, = t, and y, = f2. This leads to both y, = yz and y, = ly, which is contradictory. 
Hence, mutual exclusion is guaranteed. 
- Liveness. The liveness property we wish to show for this program is 
at 1, 2 Our 1,. 
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Fig. I. Diagram proof of the Program PE 
InFig. 1 we present a diagram proof for this property. In constructing the diagram 
we have freely used some of the invariants derived above. Observe for example the 
node corresponding to the assertion: 
(p6: at l5 h at mo. 
Here the helpful process (indicated by a double arrow 3) is P, since we know (by 
Z4) that while Pz is at m,, yz = J_ and while P, is at 1, (by Z2) that _v, f I, hence 
whenever P, is activated at I, it proceeds immediately to 16, i.e., arrives at a state 
satisfying cp,,. In this diagram we abbreviate at I5 A at m,, to 15, m,. 
- Precedence. To illustrate the application of the CHAIN rule to the proof of until 
properties, consider the following precedence property: 
[at 1, A -at m,..,,] 1 [(-at m,J 92 (at l,)]. 
It states that if P, arrives at 1, before P2 arrives at any location in {m,, m5, m6} then 
PI will be the first process to enter its critical section. To prove this fact we only 
have to consider the subdiagram of Fig. 1 consisting of nodes cpO to 9,. 
It is a general property of proof diagrams that if a diagram establishes conditions 
A to C of the J-CHAIN rule for assertions (oO,.  . , pr then it also establishes these 
conditions for each prefix chain cpo, . . . , (Pk, k - < r. Thus, conditions A to C are fulfilled 
for the particular prefix chain cpo, . . . , (9,. 
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We may therefore,conclude: 
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By examination of the relevant assertions it is easy to derive the following two 
implications: 
rat 4 A --at md I( ,Go v,) and 
The three implications together yield the desired precedence property. 
Example 2. The following program provides another shared-variable solution 
achieving mutual exclusion without semaphores. Historically it was one of 
earliest such solutions. 
Program DK. The Dekker algorithm [ 151: 
1,: 
I,: 
12: 
I,: 
I.$: 
I,: 
16: 
(f,y,,yJ:= (1, F, F ) 
noncritical section 1 
y,:= T 
if y, = F then goto 1, 
if t = 1 then goro l1 
y,:= F 
loop until t = 1 
got0 1, 
1,: critical section 1 
t:= 2 
I,: y, := F 
19: got0 1, 
- P, - 
for 
the 
mO: noncritical section 2 
m,: y2:= T 
m2: if y, = F then goto m, 
m,: if t = 2 then goto m2 
m4: y2 := F 
m5: loop until t = 2 
m6: goto m, 
m7: critical section 2 
m,: got0 mO 
- Pz - 
The variable y, in process P, (and y, in PI respectively) is set to T at I, to signal 
the intention of P, to enter its critical section at 1,. Next, P, tests at f, whether Pz 
has any interest in entering its own critical section. This is tested by checking if 
y2 = E If y, = F, P, proceeds immediately to its critical section. If u2 = T we have 
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a competition between the two processes on access rights to the critical sections. 
This competition is resolved by using the variable t (turn) that has the value 1 if 
Pi has the higher priority and the value 2 if P2 has the higher priority. If P, finds 
that t= 1 it knows it can insist and so it leaves y, on and loops between I2 and I, 
waiting for yz to drop to F. If it finds that t = 2 it realizes it should yield to P2 and 
consequently it turns y, off and enters a waiting loop at I,, waiting for t to change 
to 1. As soon as Pz exits its critical section it will reset f to 1, so P, will not be 
waiting forever. Once r has been detected to be 1, P, sets yl to 7 and returns to 
the active competition at &. 
In order to prove safety, i.e. mutual exclusion for the DK program it is sufficient 
to establish the following invariants: 
1,: (YI = T) = (at L.., ” at 17.8) 
I*: (yz = T) = (at rn2...4 v at rn,*g). 
They can be justified by considering the local transitions in P, and Pz independently. 
- Safety. Safety now follows from I, and Zz as an invariant: 
I,: -at 17s8 v -at m7.8. 
The only two transitions that could falsify 1, are: 
I*-* 1, while Pz is at m,,+ But then by I?, ~‘2 = T and the transition 12+ 1, is 
impossible. 
m2+ m7 while P, is at i7,+ Similarly impossible by I,. 
- Liueness. The liveness property of Program DK is given by: 
at 1, 3 Oat 17. 
In Fig. 2 we present a diagram proof of this property. In constructing the diagram 
we are aided by the previously derived invariants I,, 12, 1, and the following two 
additional invariants: 
14: utm,3((t= 1) 
k [at L6 A (t = 313 at ml...7. 
In particular we use I, when constructing the Pi-successors to node yz3. In all of 
these successors P, is at 1, and t = 2 holds, hence by I,, P2 is restricted to the range 
of locations m,,,., which is represented by the nodes (P,~, . . . , (Pan. 
To justify the above invariants, consider first 1,. There are two potentially falsifying 
transitions that have to be checked: 
m7+m8: sets t to 1. 
l,+ 1, while P2 is at mg: This transition is impossible since by Z3 while P2 is at 
m8, P, cannot be at 1,. 
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Consider next Z5. Here the potentially falsifying transitions are: 
II + I, while t = 2: This transition is possible only when yz = T which, due to 12, 
implies that pz is either in n~~...~ or in m7.+ In view of I,, PI cannot be at 4 while 
t = 2. Hence Pz is restricted to M~...~ or m7, which is a subset of ml...7. 
m7+ m8: Sets r to 1 and hence makes the antecedent of I5 false. 
- Precedence. Again we may use the full (until) version of the rule in order to prove 
some precedence properties of this program. First we can show: 
[at12*,A(r=l)h -at m,l= [(-at m,)%(arl,:)]. 
p2 
p2 
-+g ) 114 ,t= I A PI p2 ,4 :Q) .t =I PI r\Pt 
.._ 
’ -P, 
Fig. 2. Diagram proof of the Program DK. 
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This is established by considering the subdiagram of Fig. 2 formed out of nodes cpO 
to cpiO. It ensures that once P, is in 11.3 with r = I, it will precede P2 in getting to 
the critical section. 
A full analysis of the number of times that P2 may enter the critical section before 
P, does, from the time that PI is at li, leads to the following conclusions: 
Once P, is at I, it will eventually get to I,. If currently t = 1, then, by the until 
property derived above, the next process to enter the critical section is P,. If I = 2, 
then in the worst case P, proceeds from I, to I,. Meanwhile, P2 can enter its critical 
section at most once before resetting t to 1. Once t = I, P, returns to l2 and has 
again, by the established until property, the priority on the entry rights to the critical 
section. Additional overtaking, i.e., additional entries of Pz to its critical section, 
may occur while P, is moving from I, to I, or through the sequence I, + 1, + 1, + 12. 
It is interesting to compare our diagram proofs with the proof lattices suggested 
in [ 131 as a compact representation of proofs of liveness properties. One difference 
between the two representations is that an edge in our diagram corresponds to a 
transition that occurs in one atomic step. In the proof lattice, the fact that the node 
‘pi is connected by edges to pj,, . . . , qj, states that 
has been established. Viewed in our framework, we may consider the proof lattice 
to be a proof diagram for a CHAIN rule in which premises A, B and C have been 
replaced by the single premise: 
D. Fori=l,...,r: C-CpixO 
The establishment of condition D for each i> 0 is then based on the J-LIVE rule. 
Consequently, our representation describes the proof to a greater detail, specifying, 
for example, the identity of the helpful process for each assertion. 
Parameterized assertions 
The J-CHAIN rule assumes a finite number of links in the chain. It is quite adequate 
for finite state programs, i.e., programs where the variables range over finite domains. 
However, once we consider programs over the integers it is no longer sufficient to 
consider only finitely many assertions. In fact, sets of assertions of high cardinality 
may be needed. The obvious generalization of a finite set of assertions { q,j i = 0, . . . , r} 
is to consider a single assertion Q(CY), parameterized by a parameter (I taken from 
a well-founded structure (& >). Obviously, the most important property of our 
chain of assertions is that program transitions eventually lead from q, to Qj with 
j < i. This property can also be stated for an arbitrary well-founded ordering. Thus 
a natural generalization of the chain reasoning rule is the following: 
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Just Well-Founded Liveness Rule: J-WELL 
Let (~4, >) be a well-founded structure. 
Let cp( Y) = cp(cr ; ii; y), a E d, be a parameterized state formula. 
Let h:d+[l... m] be a function identifying for each (Y E ti the 
helpful process Ph,n, for states satisfying q(a). 
A. k---Pleads from q(a) to $v(Zi/?<cr.cp(P)) 
B. k-P,,,,,leadsfromcp(a)to+v(3P<~.cp(P)) 
C. +~(a) = [Ic, v (3p < (Y. q(p)) v Enab~ed(h,,,)l 
+(3cf. q(a)) =I (3a. cp(Q))W. 
_I 
We refer to h as the helpfulness function. 
This rule can be justified by induction over arbitrary well-founded ordered sets. 
Example (distributed gcd). As an illustration of the J-WELL principle we reconsider 
Program DGCD for the distributed computation of the gcd function. 
Program DGCD. Distributed gcd computation: 
(Y,, Y1) := (x1, x2) 
I,,: while y, # y2 do mO: while y, # y, do 
ify,>~~theny,:=y,-y2 ify,<y? theny,:=y,-y, 
1,: halt m,: halt 
- P, - - Pz - 
In Fig. 3 we present a proof diagram of the liveness property: 
O[ar 1, A at MI A (Y, = ydl 
for this program. 
In this diagram we mix applications of the J-CHAIN rule with an application of 
the J-WELL rule. The J-WELL rule ensures that from 9 = cp3 we will eventually exit 
to cpz or to 9,, i.e., 9 = 9, v cpz. The well-founded structure that we use is that of 
lexicographic pairs (n, k) of which n E N is a positive integer and k E { 1,2}. The 
second parameter k is determined according to whether y, > yz or y, < y2. In turn 
it determines the helpful process. If k = I, then y, > y,, and any transition of P, 
(namely l,-* 1,) will decrement n = y, +yz, thus decrementing the pair (n, k). On 
that same state, any transition of PI leaves y,, y,, and hence n and k invariant. For 
k = 2 the situation is reversed, Pz being the helpful process. 
Once we are in 92 or 9, the arrival at 9,, is ensured by the usual application of 
the J-CHAIN rule. •i 
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pk ~~(n,k):atPoAatmaAy, >O~y~>o 
A yI + y2 A yI + y2 = n 
A (Y, >y2 3k=t)A(y,cy2>k=2) 
k=2,P2 k = I , P, 
V V 
(p2 : at I, A at m, A y, = yp Cp, :atI, A atmo A y,=y2 
PI p2 
V V 
qo:Ot!, A Otm, A y,=y2 
Fig. 3. Diagram proof of the Program DGCD. 
Note that in proof diagrams containing parameterized assertions, we allow edges 
of the helpful process to lead back to the same node, provided that they always 
lead to a lower value of the well-founded parameter. 
7. Rules for fair computations 
Next we consider programs with semaphore instructions. For such programs the 
classes of just and fair computations do not necessarily coincide and we have to 
consider the more general concept of fair computations. Since dF( P) G &J(P), any 
property that has been proved correct by the J-WELL rule certainly holds for all fair 
computations. However, the completeness of the J-WELL rule breaks down in the 
case of programs with semaphores; we are not always guaranteed that this rule is 
applicable. Hence, we propose a more general method for establishing eventuality 
properties under fair computations: 
The basic liveness principle under the assumption offuir computations is given by: 
Liveness Rule: LIVE 
Let cp(Y?; jj) and @(ii; jr) be two state formulas and Pk one of 
the processes 
A. ä P leads from Q to Q v $ 
B. I-Pk leads from Q to $ 
c. +Q 1 o[l,b V bddd(&)] 
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To justify the liveness rule LIVE, let u be a fair computation such that 50 is initially 
true. By condition A, cp will hold until 4 is realized. Assume therefore that + is 
never realized and hence cp holds in all states of u. By condition B, Pk was never 
activated, since any activation of Pk from a p-state would have realized $ immedi- 
ately. By condition C, each state, being a p-state, is eventually followed by a state 
in which either 9 holds or Pk is enabled. By our assumption that CL never occurs, 
the latter .must be the case, i.e. Pk is enabled. Consequently, u must be infinite, 
since otherwise its last state must be such that Pk is enabled on it, contradicting the 
definition of execution sequences being maximal. We may now repeat the argument 
above for every p-state. This shows the existence of an infinite sequence of states 
on which Pk is enabled. Thus Pk is enabled infinitely many times on u but never 
activated, contradicting our initial assumption that u is a fair computation. Con- 
sequently, any fair computation beginning in a p-state must contain a +-state. 
The difference between the LIVE and the J-LIVE rule is in condition C. While the 
J-LIVE rule requires that the helpful process is enabled now, the LIVE rule only 
assures that it will be eventually enabled. An apparent advantage of the J-LIVE 
version of condition C is that it is static, i.e. contains no temporal operators. The 
LIVE version of condition C, in comparison is dynamic, i.e. is a temporal statement, 
having the same form as the conclusion we set out to prove: cp 1 OI)I. Two obvious 
questions arise: How do we prove condition C of the LIVE rule? Is there a danger 
of circular reasoning? 
The answer to both questions lies in the observation that in establishing condition 
C we may ignore the process Pk This is because as soon as it is enabled we have 
already arrived at a goal state (i.e., one satisfying I) v Embled(P Thus, if currently 
Pk is disabled, only the other processes may cause it to become enabled again; Pk 
can never help itself become enabled. 
To emphasize this point we may rewrite condition C as: 
.sdF(P-{Pk}) I- cp ~O[t,bv Embled(P 
This means that if we consider all fair computations of the program obtained from 
P by omitting the process Pk. then cp guarantees the eventual realization of J, v 
Embled( In the modified program we should consider as initial states all the 
states accessible by P. Thus, circular reasoning is avoided since we consider as a 
premise to our rule a simpler program with one process less than the original program. 
Note that the static version of condition C always implies the dynamic version. 
We may now develop the CHAIN and WELL rules in a similar way by appropriately 
generalizing condition C. Thus to obtain the CHAIN rule we replace condition C of 
the J-CHAIN rule by: 
v Enabled(&) * 1 
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The full WELL rule is given by: 
Well-Founded Liceness Rule: WELL 
Let (~4, >) be a well-founded structure. 
Let q( CY) = cp( CY : ii; J), CY E ~4, be a parameterized state formula. 
Let h:d+[l... m] be a function identifying for each a ESJ the 
helpful process P,,,,,, for states satisfying cp( a). 
A. k P leads from cp(c~) to (1, v (3p =S (Y. q(p)) 
B. + 8,(o) leads from (p(a) to IL v (3p < (Y. p(p)) 
C’. +c~(a)=O[rLv(3/3<a. 9(/3))v Enabled(P,,,,,)] 
We refer to h as the helpfulness function. 
We will proceed to illustrate first the application of the CHAIN rule and then the 
application of the WELL rule to proofs of iiveness properties of programs with 
semaphores. 
Example 3. This example demonstrates the application of the chain rule for programs 
with semaphores. 
Program PC. Producer-consumer: 
(b,s,cf,ce):=(.I, l,O,n) 
1,: compute y, 
1, ; request (ce) 
12: request(s) 
16: release( cf) 
1,: got0 1, 
- P,: Producer - 
mO: requesr( c-j-1 
m,: request(s) 
m3: t2 := tuil( b) 
m,: release(s) 
m6: releuse( ce) 
m,: compute using y, 
m8: got0 m0 
- Pz: Consumer - 
The producer P, computes at lo a value into y, without modifying any other 
shared program variables. It then adds y, to the end of the buffer b. The consumer 
PI removes the first element of the buffer into y, and then uses this value for its 
own purposes (at m,) without modifying any other shared program variable. The 
maximal capacity of the buffer b is n > 0. 
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In order to ensure the correct synchronization between the processes we use three 
semaphore variables: The variable s ensures that accesses to the buffer are protected 
and provides exclusion between the critical sections Z3,..5 and m2....5. The variable ce 
(‘count of empties’) counts the number of free available slots in the buffer b. It 
protects b from overflowing. The variable cf (‘count of fulls’) counts how many 
items the buffer currently holds. It ensures that the consumer does not attempt to 
remove an item from an empty buffer. 
- Liueness. Here we wish to show that 
We start by presenting the top-level diagram proof (Fig. 4). This diagram proof is 
certainly trivial. Everywhere, P, is the helpful process and leads immediately to the 
next step. However, we now have to establish clause C in the CHAIN rule. This calls 
for the consideration of fair computations of P -{P,} = { P2}. We thus have to 
construct two subproofs: 
d,( PZ) + at I, 3 0( ce > 0), 
&(P*) I- atl,~o(s>o). 
Fig. 4. 
The first statement ensures that if P, is at I,, Pz will eventually cause ce to become 
positive which is the enabling condition for P, to be activated at I,. Similarly, in 
the second statement P2 will eventually cause s to become positive, making PI 
enabled at I,. For both statements we present diagram proofs. 
Consider first the diagram proof for the at I, case (Fig. 5). In the construction of 
this diagram we use some invariants which are easy to derive. The first invariant is: 
1, : at L.., + at M~,..~ +s = 1 
(Pe:m8 .cf >O (p7: me ,cf =-0 cp6:m,.s>0 
Fig. 5. 
It has been used in order to derive that being at I, and at m, implies s > 0. In an 
expression such as the above we arithmetize propositions by interpreting false as 0 
and true as I. The second invariant we use is 
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It is used in order to deduce that being at I, and at m,,8,0 implies that either ce > 0 
or cf>O. 
The diagram proof for the at /> case is even simpler (Fig. 6). 
Example 4. The following program demonstrates the application of the WELL rule 
for programs with semaphores. 
Program BC. Binomial coefficient. 
(y,,y,,Y,,Y4):=(n,o~ 19 1) 
1,: ryy, = (n - k) then got0 1, m,: if y, = k then goto m, 
I,: request(y,) m,: y,:=y,+l 
m2: loop untily( +y2 s n 
m3: request(y,) 
15: y, := y, - 1 
1,: got0 1, 
1,: halt m7: got0 m, 
m8: halt 
- P, - - P2 - 
This is a distributed computation of the binomial coefficient (L) for integers n 
and k such that 0 s k s n. Based on the formula 
n 0 n.(n-l)...:(n-k+l) = k 1 -2...: k 
process PI successively multiplies y3 by n, (n - l), . . . , while P2 successively divides 
y, by 1,2,.... In order for the division at m4 to come out evenly, we divide y, by 
y2 only when at least y, factors have been multiplied into y, by P,. The waiting 
loop at m, ensures this. 
Without loss of generality we can relabel the instructions in the program, as 
fo11ows: 
Program BC*. A relabelled version of the Binomial Coefficient program: 
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(Y,,y,,Y3,Y.4):=(%0,1~ 1) 
1,: ify, = (n - k) rhen got0 1, 
lb: request(y,) 
12: y,:=y,-1 
I,: got0 1, 
1,: halt 
m3: if yz = k then goto m, 
m2: y,:=y2+l 
mg: loop until y, +y2 s n 
m8: requesr(y,) 
m,: got0 m, 
m,: halt 
- P, - - P2 - 
The liveness property we wish to prove is: 
[4Z,, m31 A (y,, Y,, y,, y4) = (4 0, 1, 1 )I = 044, ml. 
We derive first several invariants needed for the liveness proof: 
Z,: (at Z3...3 + or rk7 +yA = 1 
Z2: ((n-k)+atl,..,,)sy,~n 
Z3: Osy,s(k-arm,) 
Z4: at I,1 (y, = n -k). 
For our well-founded domain we choose: 
W=(Nx{O ,...) 17}x{o,1},>,~X). 
That is, the domain of triples of integers (r, s, 1) such that r 3 0, 0 s s s 17 and 
0 s t s 1. The ordering defined on them is the lexicographic ordering on triples. 
The parameterized assertion is: 
cP(W; b, mj;Yt,y2)=(p((r,S, 1); lip mj;Y,,Y2): 
(r=y,+k-y,)rl(s=i+j)A((t=atl,). 
Thus s is the sum of the indices of the locations of the two processes: also t = 1 if 
and only if P, is at 1, ; otherwise t = 0. 
The helpfulness function is: 
h(r, s, t) = 
{ 
P2 ift=l, 
P, otherwise. 
The sequence of labels was designed in such a way that moving to the next instruction 
will necessarily lead to a lower value of (r, s, t). This is so because the label sequence 
288 Z. Manna, A. Pnueli 
is always decreasing except for the instructions which decrement y, and increment 
y,. Changes in the y’s have been given the highest priority in the lexicographical 
ordering. The parameter t has been added in order to make h dependent on 
w = (r, s, 1). 
There are only two situations to be checked. First, when P, is at I, and Pr is at 
m9 we have to show that the next step indeed decrements (r, s, t). This is so because 
in such a situation we are assured by 13, I., that both y2 I k and y, = n -k hold, 
leading to y, +y2s n, which means that the next step leads to m,. Another point is 
to show that being at i6 guarantees that eventually y, will become positive, by the 
actions of P2 alone. This is easily established by the diagram in Fig. 7, supported 
by invariants I, to Z,. 
8. Concluding remarks 
We have presented two basic proof principles, the I-INV rule for establishing 
invariance properties and the WELL rule for establishing liveness properties. While 
we have not discussed the issues of completeness here, both are complete. We refer 
the reader to [l l] for proof of completeness of the I-INV rule, and to [5] for the 
completeness of the WELL rule. 
We believe that the level of detail (and formality) at which these rules are 
formalized leads to an optimal presentation of proofs for human readers. It summar- 
izes the dependence on the program structure under the general “leads from (o to 
4” notion. Usually, for a particular (p and +, no detailed proof of this statement is 
needed. In more subtle cases, as presented in some of our examples, we need to 
consider some critical transitions in detail. The diagram representation of the proof 
offers even a more succinct presentation, where only the key ideas are pointed out. 
Closely related approaches to well-founded methods for liveness which concen- 
trate on nondeterministic rather than concurrent programs are described in [l] and 
PI. 
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