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Abstract
We propose an axiomatic characterization of coarse homology theories defined
on the category of bornological coarse spaces BornCoarse. We construct a stable
∞-category SpX of motivic coarse spectra which is the target of the universal coarse
homology theory BornCoarse→ SpX .
Besides the development of the foundations of the theory our focus is the classifi-
cation of coarse homology theories and the construction of examples. As a guiding
example we show that if a transformation between coarse homology theories induces
an equivalence on all discrete bornological coarse spaces, then it is an equivalence
on bornological coarse spaces of finite asymptotic dimension.
The main homotopy theoretic method of construction of coarse homology theories
is the coarsification of locally finite homology theories. The construction and the
classification of locally finite homology theories defined on the category of topological
bornological spaces TopBorn will be studied in detail.
We will develop two versions of coarse K-homology KX and KXql as examples of
coarse homology theories. They will be modeled on corresponding versions of the
Roe algebras. One version is defined using finite propagation operators, the other
version using quasi-local operators. Applying our comparison theorem we will be
able deduce that these two versions agree on all bornological coarse spaces of finite
asymptotic dimension.
We discuss the construction of the coarse assembly map from the coarsification of
analytic locally finite K-homology to coarse K-homology. As an application of our
classification of locally finite homology theories we show that on bornological coarse
spaces of locally bounded geometry the domain of the coarse assembly map can be
identified with the coarsification of the homotopy theorist’s version of locally finite
K-homology.
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1. Introduction
1.1. Overview
In coarse geometry we study the large scale structure of spaces. In most cases this structure
is provided by a metric which encodes local and global geometric information at the same
time. In order to stripe off the local part, we will encode the global structure in the
abstract notion of a coarse structure associated to the metric. Another source of coarse
structures are control maps as considered in controlled topology.
If we start with a metric space, then the associated coarse structure still allows us to
reconstruct the bornology of metrically bounded subsets. But in other cases it turns out to
be useful to consider more general bornologies as well. In the present paper we introduce
a very general category of bornological coarse spaces which subsumes all examples known
to the authors.
Bornological coarse spaces are studied and distinguished by invariants. Examples of yes/no
invariants are locally bounded geometry or embeddability into a Hilbert space. A typical
numerical invariant is the asymptotic dimension. The main examples of invariants relevant
for the present paper are classical coarse homology theories. There are various examples
known which are usually constructed and studied under special assumptions. For example,
coarse K-homology is usually defined for proper metric spaces.
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In this paper we provide a very general axiomatic framework for coarse homology theories.
The challenge is to develop examples of coarse homology theories with good properties
defined on most general bornological coarse spaces. The goal of this paper is threefold.
First we introduce the category BornCoarse of bornological coarse spaces and the stable
∞-category SpX of motivic coarse spectra. The Yoneda functor
Yos : BornCoarse→ SpX
encodes the common properties of classical coarse homology theories. Our construction
can be visualized by the following diagram:
bornological coarse spaces
BornCoarse
classical C-valued coarse homology theory
//
motive
''
e.g. spectra
C
motivic coarse spectra
SpX
C-valued coarse homology theory
99
(1.1)
where C is some cocomplete stable ∞-category, e.g., the category of spectra Sp. By
definition, a C-valued coarse homology theory is a colimit-preserving functor SpX → C.
The category of motivic coarse spectra is constructed such that it has the universal
property that every classical C-valued coarse homology theory has an essentially unique
factorization over a C-valued coarse homology theory. We will often use the shorter phrase
coarse homology theory if the category C is clear from the context.
The basic construction of examples of coarse homology theories by homotopy theoretic
methods is given by the process of coarsification
locally finite homology theories
coarsification−−−−−−−→ coarse homology theories .
This process and its input, locally finite homology theories, will be studied thoroughly in
the present paper.
Our second theme concerns the comparison of different coarse versions of a homology
theory. More precisely, if F is a spectrum we say that a classical coarse homology theory
E is a coarse version of F if E(∗) ' F . It frequently appears that different geometric
constructions produce coarse versions of the same spectrum. This raises the natural
question how different these versions are.
To this end we consider the cocomplete full subcategory
SpX〈Adisc〉 ⊆ SpX
generated by the set of motives Adisc of discrete bornological coarse spaces. A discrete
bornological coarse space has the simplest possible coarse structure on its underlying set,
but its bornology might be interesting.
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Since coarse homology theories are colimit preserving functors it is clear that a transfor-
mation between two classical coarse homology theories which is an equivalence on discrete
spaces is clearly an equivalence on all bornological coarse spaces whose motives belong to
SpX〈Adisc〉. So it is an interesting question to formulate sufficient geometric conditions
on a bornological coarse space which ensure that its motive belongs to SpX〈Adisc〉. Our
main result in this direction is Theorem 6.114:
Theorem 1.1. If X is a bornological coarse space of finite asymptotic dimension, then
Yos(X) ∈ SpX〈Adisc〉.
Corollary 1.2. If a transformation between classical coarse homology theories induces
an equivalence on all discrete bornological coarse spaces, then it is an equivalence on
bornological coarse spaces of finite asymptotic dimension.
We refer to the statement of Theorem 6.114 for a precise formulation of the assumptions
on the space X in the above theorem. Under more restrictive assumptions we also have
the following result which is closer to the classical uniqueness results in ordinary algebraic
topology.
Corollary 1.3. If a transformation between additive classical coarse homology theories
induces an equivalence on the point, then it is an equivalence on path-metric spaces of
finite asymptotic dimension.
For the proof see Theorem 6.116 and its subsequent paragraph.
Our third goal is to develop coarse K-homology as a classical coarse homology theory.
The construction of coarse K-homology can be visualized by the following picture
bornological coarse space  Roe C∗-category  universal C∗-algebra  C∗-algebra K-theory
X C∗?(X) A
f (C∗?(X)) K(A
f (C∗?(X)))
(1.2)
We will define two versions KX and KXql using two versions of the Roe C∗-category
denoted by C∗ and C∗ql. The Roe C
∗-categories are categories of (locally finite) X-controlled
Hilbert spaces, and their morphisms are generated by bounded operators with controlled
propagation, resp. quasi-local operators. Our main result is Theorem 7.53:
Theorem 1.4. The functors
KX , KXql : BornCoarse→ Sp
defined by (1.2) are classical coarse homology theories.
The coarse homology theories KX and KXql are both versions of usual complex K-
homology. Since the quasi-locality condition is weaker than controlled propagation we
have an inclusion C∗ ↪→ C∗ql and therefore a natural transformation
KX → KXql .
It is easy to see (Lemma 7.61) that this transformation is an equivalence on discrete
bornological coarse spaces. So Corollary 1.2 implies:
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Corollary 1.5. If X is a bornological coarse space of finite asymptotic dimension, then
KX (X) ' KXql(X).1
The present paper is the first of a planned series in which we will develop many more
examples of coarse homology theories and also the equivariant case.
In the following sections we will give more detailed overviews of the main subjects of the
present paper and references to the literature.
Set-theoretic disclaimer: In the present paper we will ignore set-theoretic issues, e.g.:
1. The category of bornological coarse spaces is not small. This is relevant if one wants
to construct the localizations in Section 3.
2. The sets of X-controlled Hilbert spaces used in Definitions 7.49 and 7.50 are not
small.
All these problems have standard solutions.
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1.2. Motives of bornological coarse spaces
A bornological coarse space is a set equipped with a coarse and a bornological structure
which are compatible with each other. Coarse structures were introduced by Roe [Roe03],
while the concept of a bornology is frequently used as a structure on vector spaces. A
morphism between two bornological coarse spaces is a map between the underlying sets
which is controlled with respect to the coarse structures and proper with respect to the
1Meanwhile, Sˇpakula and Tikuisis [SˇT17] show that under the assumption of straight finite decomposition
complexity (which is implied by finite asymptotic dimension) the inclusion of the Roe algebra into the
quasi-local Roe algebra is an isomorphism. This, of course, also implies Corollary 1.5.
6
bornologies.2 The category BornCoarse will be introduced in detail in Section 2. We
will analyse some of its categorical properties. In particular we will see that BornCoarse
has cartesian products and infinite coproducts.
Let C denote a cocomplete stable ∞-category, e.g., the ∞-category of spectra.3
In Definition 4.5 we define a classical coarse homology theory to be a functor
BornCoarse→ C
from bornological coarse spaces to spectra which satisfies the following properties:
1. invariance under equivalences,
2. coarse excision,
3. vanishing on flasque spaces, and
4. u-continuity.
These properties abstract the known common properties of the classical examples like
coarsifications of homology theories, coarse ordinary homology, and coarse topological or
algebraic K-homology. These four properties will be explained in detail in Section 3. A
goal of this paper is to introduce the universal coarse homology theory
Yos : BornCoarse→ SpX .
Here SpX denotes the stable ∞-category of motivic coarse spectra and the functor Yos4
sends a coarse bornological space to its motive. Its construction is modeled on the
construction of the category of motivic spectra in A1-homotopy theory [MV99], [Hoy15]5.
The details of the construction of SpX will be given in Sections 3, 4.
As an intermediate step, in Section 3 we will introduce the unstable version, the category
of motivic coarse spaces SpcX . It is obtained by applying a sequence of localizations to
the presheaf category
PSh(BornCoarse) := Fun(BornCoarseop,Spc)
2In [BFJR04] and subsequent papers sets equipped with coarse structures and support conditions were
considered. The support conditions are similar to our bornologies but one should not confuse these two
structures. They are employed in complementary ways. Support conditions are a tool to restrict the
support of geometric objects distributed over the space, while we use bornologies in order to implement
local finiteness conditions. If we worked with support conditions we had used bornological instead of
proper maps.
3In the present paper we work with ∞-categories in a model-independent way. The ∞-category of
spectra Sp is a stable ∞-category modeling the stable homotopy category. See Remarks 3.9 and 4.1
for more details.
4The symbol should remind on Yoneda
5This reference provides a modern account of the construction of motivic spectra using the language of
∞-categories.
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of contravariant space-valued functors6 which implement the four properties mentioned
above. The category of motivic coarse spectra SpX is then defined in Section 4 as the
stabilization of SpcX . An important new feature of the stable case is homotopy invariance
(inspired by Mitchener [Mit10, Sec. 3]) which will be introduced in Section 4.3 using a
suitable notion of cylinder objects.
1.3. Coarse homology theories
Let C be a cocomplete stable ∞-category. By definition, a C-valued coarse homology
theory is a colimit-preserving functor
E : SpX → C
from motivic coarse spectra to spectra. Given such a functor one obtains the corresponding
classical coarse homology theory by precomposition with Yos. Vice versa, by construction
SpX has the universal property that a classical C-valued coarse homology theory descends
essentially uniquely through Yos to such a functor (see Corollary 4.6). See Diagram (1.1)
for an overview.
Axioms for a classical coarse homology theory were previously proposed by Mitchener
[Mit01]. Our definition differs from Mitchener’s in various aspects. First of all our classical
coarse homology theories are functors which take values in a stable ∞-category C instead
of Z-graded abelian groups. Moreover they are defined on a different category. But if C
is the category of spectra Sp, then on the level of homotopy groups our classical coarse
homology theories satisfy the analogues of Mitchener’s axioms.
We can drop the distinction between coarse homology theories and classical coarse homology
theories as we can go forth and back as we like.
We will review coarse homology theories in general in Section 6. As a first example in
Section 6.3 we extend the classical definition of coarse ordinary homology HX to our
general set-up. It is hard to trace back the first definition of coarse ordinary homology
via chain complexes – it seems that the first definition was actually the uniform version
by Block and Weinberger [BW92]. Another early account of a coarse theory defined via
complexes is Roe’s coarse cohomology [Roe90].
A general method to construct coarse homology theories is coarsification. Classically,
coarsification associates to a locally finite homology theory a coarse one using a construction
with anti-Cˇech systems (anti-Cˇech systems were introduced by Roe [Roe93, Sec 3.2]). In
Section 6.4 we interpret coarsification as the construction of a coarse homology version of
stable homotopy theory
Q : BornCoarse→ Sp .
6The ∞-category of spaces Spc is a presentable ∞-category which models the usual homotopy theory.
We refer to Remark 3.9 for further details.
8
If C is a presentable stable ∞-category and hence tensored over spectra Sp, a version of
coarsification of a generalized homology theory represented by an object E of C is then
obtained by X 7→ E ∧Q(X). The details will be given in Section 6.4.
The whole of Section 7 is devoted to the construction of the coarse homology theories KX
and KXql.
1.4. Locally finite homology theories
The natural input for the process of coarsification is a locally finite homology theory. Let
TopBorn be the category of topological spaces with an additional compatible bornology.
Locally finite homology theories are functors TopBorn→ Sp with the properties
1. locally finite,
2. homotopy invariant, and
3. weakly excisive.
In Section 6.5 we give a detailed account of locally finite homology theories. Most of the
literature on locally finite homology theories concerns the homology of locally finite (or
Borel–Moore) chains. In the present paper we are interested in generalized (spectrum, or
even C-valued) locally finite homology theories. It seems that Weiss–Williams [WW95]
is the only general account of a version of this theory. Though our set-up considerably
differs from theirs, we obtain an analogue of their classification result for locally finite
homology theories, see Proposition 6.73.
From now on let C be a presentable stable∞-category. The main construction of a locally
finite homology theory is given by the locally finite evaluation E lf (Definition 6.48) of
a functor E : TopBorn → C. For an object F in C we obtain the homotopy theoretic
version of the locally finite homology theory associated to F by
(F ∧ Σ∞+ )lf : TopBorn→ C . (1.3)
Our main motivation to develop the general theory is to incorporate the example of
the analytic locally finite K-homology Kan,lf (see Definition 6.92). On nice spaces, e.g.,
finite-dimensional simplicial complexes with the bornology of relatively compact subsets,
the analytic locally finite K-homology is equivalent to the homotopy theoretic version of
K-theory given by (1.3) for F = K. The freedom to consider other target categories C
than spectra Sp will be used in subsequent papers, e.g. [BE17a].
For every locally finite homology theory E we construct a coarse homology theory QE
called the coarsification of E. If F is a dualizable spectrum, then we have an equivalence
of coarse homology theories
Q(F ∧ Σ∞+ )lf ' F ∧Q ,
see Example 6.77. For general F these two coarse homology theory versions of F differ.
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The coarsification QKan,lf of the analytic locally finite K-homology is the domain of the
assembly map
µ : QKan,lf (X)→ KX (X)
defined for bornological coarse spaces X of locally bounded geometry. This assembly map,
which is one of the central objects in the literature on coarse geometry, will be constructed
in Section 7.10. We refer to [BE17a] for a more detailed discussion of assembly maps.
1.5. Reduction to discrete bornological coarse spaces
In ordinary topology a transformation between two homology theories which is an equiv-
alence on the point is an equivalence on the much larger category of spaces which are
retracts of CW -complexes. In order to extend from finite to infinite complexes the wedge
axiom plays an important role.
In the framework of coarse homology theories, according to Lemma 4.12 we can understand
the coarse homology of infinite coproducts and mixed unions (Definition 2.27) up to the
homology of objects in SpX〈Adisc〉. This subcategory plays the role of the category of
retracts of CW -complexes mentioned above.
Our main result is Theorem 1.1 and its application to coarse homology theories Corollary 1.2.
The proof of the theorem involves anti-Cˇech systems and associated simplicial complexes
with their canonical path-metric. These are bornological coarse spaces which have an
additional uniform structure and an exhaustion by subsets. In this situation, following
Wright [Wri05], one can define a new bornological coarse structure called the hybrid
structure. The main technical step in the proof of Theorem 6.114 is to decompose the
motive of a bornological coarse simplicial complex with its hybrid structure into motives of
disjoint unions of simplices and then to use homotopy invariance to identify the motives of
the simplices with the motives of points. These are also the main steps in the proof of the
coarse Baum-Connes conjecture given by Wright [Wri05]. The details of these arguments
will be given in Section 5.
1.6. Coarse K-homology
As mentioned above the present paper is a first in a series where we will construct examples
of coarse versions of various homology theories by geometric means. In the present paper
we concentrate on the coarse version of topological complex K-homology.
Recall the usual definition of the coarse K-homology groups of a locally compact metric
space X [Roe96, Ch. 3]. It is visualized by the following picture
coarse space  choice of ample Hilbert space  Roe algebra  C∗-algebra K-theory
X H C∗lc(X,H) K∗(C∗lc(X,H)) (1.4)
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The ample Hilbert space H is an additional choice. The Roe algebra C∗lc(X,H) is defined
as the C∗-subalgebra of the bounded operators on H generated by those operators which
have propagation controlled by the coarse structure and which are locally compact [Roe96,
Def. 3.3]. The coarse K-homology groups defined in this way do not depend on the
choice of H [HRY93, Sec. 4]. Note that we use the subscript “lc” since we will define
different version of Roe algebras in Section 7.3 and some of them are defined using the
more restrictive notion of local finiteness instead of local compactness.
Note that a locally compact metric space can be considered as a bornological coarse space
in a canonical way. But those examples exhaust only a very small part of the category of
bornological coarse spaces. In the present paper we refine and extend this construction to
a construction of a spectrum valued functor defined on the category of bornological coarse
spaces.
In the present paper we start with the discussion of X-controlled Hilbert spaces, local
finiteness and ampleness in Sections 7.1 and 7.2.
In the following we explain why where not able to extend the construction (1.4) directly.
First of all it turns out that not every bornological coarse space admits an ample Hilbert
space. A quick solution of that problem would be to define the coarse K-homology groups
of a bornological space as the colimit over all X-controlled Hilbert spaces of the K-theory
groups of the associated Roe algebras. But in the present paper we want to define a
spectrum valued functor.
The main obstacle to extend this definition to spectra is that the category of X-controlled
Hilbert spaces on a bornological coarse space is not filtered. Forming the above mentioned
colimit on the level of K-theory spectra would give the wrong result. On the level of
the group valued K-theory functors the problem disappears since the functor factorizes
over the homotopy category of the topologically enriched category of X-controlled Hilbert
spaces, and this homotopy category is filtered, essentially by Kuiper’s theorem.
We use C∗-categories as introduced by Ghez–Lima–Roberts [GLR85] as a tool to morally
perform this colimit before going to spectra (see Section 7.5). The idea to use C∗-categories
in order to construct functorial K-theory spectra is not new. We refer to Joachim [Joa03]
and the literature cited therein. In Section 7.6 we construct the two functors KX of KXql
as indicated by (1.2). We then prove Theorem 1.4 stating that they are coarse homology
theories. We also verify that the coarse homology theories KX and KXql are additive.
In the case that the bornological coarse space X admits an ample X-controlled Hilbert
space H we show in Section 7.7 that our new definition coincides with the classical one,
i.e., that we have canonical isomorphisms of K-theory groups
KX∗(X) ∼= K∗(C∗(X,H)) , KXql,∗(X) ∼= K∗(C∗ql(X,H)) . (1.5)
This comparison is important if one wants to apply our version of coarse K-homology to
index theory of Dirac operators on non-compact manifolds as discussed in Section 7.9.
It is an open problem whether in general the inclusion
C∗(X,H) ↪→ C∗ql(X,H) (1.6)
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of the controlled propagation Roe algebra into the quasi-local one is an isomorphism. As
far as the authors know for a long time the only non-trivial (i.e., not bounded) path-metric
space for which this was known is Rn [LR85, Prop. 1.1]. Roe [Roe96, Rem. on Page 20]
claimed that (1.6) is an isomorphism for all spaces of finite asymptotic dimension.
As an application of our general set-up we can easily deduce from Corollary 1.5 and (1.5)
that the inclusion (1.6) induces a K-theory isomorphism
K∗(C∗(X,H))→ K∗(C∗ql(X,H)) (1.7)
if X is an bornological coarse space of finite asymptotic dimension (see Theorem 7.70 for
a precise formulation).
Meanwhile7, Sˇpakula and Tikuisis [SˇT17] have shown that (1.6) is an isomorphism under
the weaker condition that X has finite straight decomposition complexity. This result, of
course, implies that (1.7) is an isomorphism under this condition on X.
Part I.
Motivic coarse spaces and spectra
2. Bornological coarse spaces
2.1. Basic definitions
In this section we describe the category BornCoarse of bornological coarse spaces.
Let X be a set and P(X) denote the set of all subsets of X.
Definition 2.1. A bornology on X is a subset B ⊆ P(X) which is closed under taking
finite unions and subsets, and such that
⋃
B∈B B = X.
The elements of B are called the bounded subsets of X.
The main role of bounded subsets in the present paper is to determine a certain notion of
locality on X which we can use to define finiteness conditions.
Let D be a subset of a space X with a bornology.
Definition 2.2. D is locally finite (resp., locally countable) if for every bounded subset B
of X the intersection B ∩D is finite (resp., countable).
7after the appearance of the first version of the present paper
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For a subset U of X ×X we define the inverse
U−1 := {(x, y) ∈ X ×X : (y, x) ∈ U} .
If U ′ is a second subset of X ×X, then we define composition
U ◦ U ′ := {(x, y) ∈ X ×X : (∃z ∈ X : (x, z) ∈ U and (z, y) ∈ U ′)}.
Definition 2.3. A coarse structure on X is a subset C of P(X×X) which is closed under
taking finite unions, composition, inverses and subsets, and which contains the diagonal
of X.
Remark 2.4. Coarse structure are not always required to contain the diagonal, especially
in early publications on this topic. In these days coarse structures containing the diagonal
were called unital. See Higson–Pedersen–Roe [HPR96, End of Sec. 2] for an example of a
naturally occuring non-unital coarse structure. We are using here the nowadays common
convention to requiere the coarse structures to contain the diagonal and correspondingly
we drop the adjective ‘unital’.
The elements of C will be called entourages of X or controlled subsets. For a subset U of
X ×X and a subset B of X we define the U -thickening of B
U [B] := {x ∈ X : (∃b ∈ B : (x, b) ∈ U)} .
If U is an entourage of X, then we speak of a controlled thickening.
Definition 2.5. A bornology and a coarse structure are said to be compatible if every
controlled thickening of a bounded subset is again bounded.
Definition 2.6. A bornological coarse space is a triple (X, C,B) of a set X with a coarse
structure C and a bornology B such that the bornology and coarse structure are compatible.
We now consider a map f : X → X ′ between sets equipped with bornological structures B
and B′, respectively.
Definition 2.7.
1. We say that f is proper if for every B′ ∈ B′ we have f−1(B′) ∈ B.
2. The map f is bornological if for every B ∈ B we have f(B) ∈ B′.
Assume now that X and X ′ are equipped with coarse structures C and C ′, respectively.
Definition 2.8. We say that f is controlled if for every U ∈ C we have (f × f)(U) ∈ C ′.
We consider two bornological coarse spaces X and X ′.
Definition 2.9. A morphism between bornological coarse spaces f : X → X ′ is a map
between the underlying sets f : X → X ′ which is controlled and proper.
Definition 2.10. We let BornCoarse denote the category of bornological coarse spaces
and corresponding morphisms.
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2.2. Examples
Example 2.11. Let X be a set and consider a subset A of P(X ×X). Then we can form
the minimal coarse structure C〈A〉 containing A. We say that C〈A〉 is generated by A.
Similarly, let W be a subset of P(X). Then we can form the minimal bornology B〈W 〉
containing W . Again we say that B〈W 〉 is generated by W .
If for every generating entourage U ∈ A and every generating bounded subset B ∈ W the
subset U [B] is contained in a finite union of members of W , then the bornology B〈W 〉
and the coarse structure C〈A〉 are compatible.
Example 2.12. Every set X has a minimal coarse structure Cmin := C〈{diagX}〉 gener-
ated by the diagonal diagX ⊆ X × X. This coarse structure is compatible with every
bornological structure on X. In particular it is compatible with the minimal bornological
structure Bmin which consists of the finite subsets of X.
The maximal coarse structure on X is Cmax := P(X×X). The only compatible bornological
structure is then the maximal one Bmax := P(X).
Definition 2.13. We call a bornological coarse space (X, C,B) discrete, if C = C〈{diagX}〉.
Note that a discrete bornological coarse space has a maximal entourage diagX .
We consider a coarse space (X, C) and an entourage U ∈ C.
Definition 2.14. A subset B of X is U-bounded if B ×B ⊆ U .
If (X, C,B) is a bornological coarse space, then the bornology B necessarily contains all
subsets which are U -bounded for some U ∈ C.
Example 2.15. Let (X, C) be a coarse space. Then there exists a minimal compatible
bornology B. It is the bornology generated by all subsets of X which are bounded for
some entourage of X.
Example 2.16. Let (X ′, C ′,B′) be a bornological coarse space and f : X → X ′ be a map
of sets. We define the induced bornological coarse structure by
f ∗C := C〈{(f × f)−1(U ′) : U ′ ∈ C ′}〉
and
f ∗B := B〈{f−1(B′) : B′ ∈ B′}〉 .
Then
f : (X, f ∗C ′, f ∗B′)→ (X ′, C ′,B′) .
is a morphism. In particular, if f is the inclusion of a subset, then we say that this
morphism is the inclusion of a bornological coarse subspace.
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Example 2.17. Let (X, d) be a metric space. For every positive real number r we define
the entourage
Ur := {(x, y) ∈ X ×X : d(x, y) < r}. (2.1)
The collection of these entourages generates the coarse structure
Cd := C〈{Ur : r ∈ (0,∞)}〉 (2.2)
which will be called be the coarse structure induced by the metric.
We further define the bornology of metrically bounded sets
Bd := B〈{Bd(r, x) : r ∈ (0,∞) and x ∈ X}〉 ,
where Bd(r, x) denotes the metric ball of radius r centered at x.
We say that (X, Cd,Bd) is the underlying bornological coarse space of the metric space
(X, d). We will denote this bornological coarse space often by Xd.
Example 2.18. Recall that a path-metric space is a metric space where the distance
between any two points is given by the infimum of the lengths of all curves connecting
these two points.
Let (X, d) be a path-metric space and Cd be the associated coarse structure (2.2).
Lemma 2.19. There exists an entourage U ∈ Cd such that Cd = C〈U〉.
Proof. Recall that the coarse structure Cd is generated by the set of entourages Ur, see
(2.1), for all r > 0. For a path metric space we have Cd = C〈{Ur}〉 for any r ∈ (0,∞).
Example 2.20. Let Γ be a group. We equip Γ with the bornology Bmin consisting of
all finite subsets. For every finite subset B we can consider the Γ-invariant entourage
Γ(B ×B). The family of these entourages generates the coarse structure
C := C〈{Γ(B ×B) : B ∈ Bmin}〉 .
Then (Γ, C,Bmin) is a bornological coarse space. The group Γ acts via left multiplication
on this bornological coarse space by automorphisms. This example is actually an example
of a Γ-equivariant bornological coarse space which we will define now.
Definition 2.21. A Γ-equivariant bornological coarse space is a bornological coarse space
(X, C,B) with an action of Γ by automorphisms such that the set CΓ of Γ-invariant
entourages is cofinal in C.
The foundations of the theory of Γ-bornological coarse spaces will be thoroughly developed
in [BEKW].
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2.3. Categorical properties of BornCoarse
Lemma 2.22. The category BornCoarse has all products.
Proof. Let (Xi, Ci,Bi)i∈I be a family of bornological coarse spaces. On the set X :=
∏
i∈I Xi
we define the coarse structure C generated by the entourages ∏i∈I Ui for all elements
(Ui)i∈I ∈
∏
i∈I Ci, and the bornology B generated by the subsets Bj ×
∏
i∈I\{j}Xi for all
j ∈ I and Bj ∈ Bj. The projections from (X, C,B) to the factors are morphisms. This
bornological coarse space together with the projections represents the product of the family
(Xi, Ci,Bi)i∈I .
Example 2.23. We will often consider the following variant X nX ′ of a product of two
bornological coarse spaces (X, C,B) and (X ′, C ′,B′). In detail, the underlying set of this
bornological coarse space is X ×X ′, its coarse structure is C × C ′, but its bornology differs
from the cartesian product and is generated by the subsets X ×B′ for all bounded subsets
B′ of X ′. The projection to the second factor X n X ′ → X ′ is a morphism, but the
projection to the first factor is not in general. On the other hand, for a point x ∈ X the
map X ′ → X nX ′ given by x′ 7→ (x, x′) is a morphism. In general, the cartesian product
does not have this property.
Lemma 2.24. The category BornCoarse has all coproducts.
Proof. Let (Xi, Ci,Bi)i∈I be a family of bornological coarse spaces. We define the bornolog-
ical coarse space (X, C,B) by
X :=
⊔
i∈I
Xi , C := C
〈⋃
i∈I
Ci
〉
, B := {B ⊆ X | (∀i ∈ I : B ∩Xi ∈ Bi)} .
Here we secretly identify subsets of Xi or Xi × Xi with the corresponding subset of
X or X × X, respectively. The obvious embeddings Xi → X are morphisms. The
bornological coarse space (X, C,B) together with these embeddings represents the coproduct∐
i∈I(Xi, Ci,Bi) of the family in BornCoarse.
Let (Xi, Ci,Bi)i∈I be a family of bornological coarse spaces.
Definition 2.25. The free union
⊔free
i∈I (Xi, Ci,Bi) of the family is the following bornological
coarse space:
1. The underlying set of the free union is the disjoint union
⊔
i∈I Xi.
2. The coarse structure of the free union is generated by the entourages
⋃
i∈I Ui for all
families (Ui)i∈I with Ui ∈ Ci.
3. The bornology of the free union is given by B〈⋃i∈I Bi〉.
Remark 2.26. The free union should not be confused with the coproduct. The coarse
structure of the free union is bigger, while the bornology is smaller. The free union plays
a role in the discussion of additivity of coarse homology theories.
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Definition 2.27. We define the mixed union
⊔mixed
i∈I (Xi, Ci,Bi) such that the underlying
coarse space is that of the coproduct and the bornology is the one from the free union.
Note that the identity morphism on the underlying set gives morphisms in BornCoarse
∐
i∈I
Xi →
mixed⊔
i∈I
Xi →
free⊔
i∈I
Xi . (2.3)
Let (X, C) be a set with a coarse structure. Then
RC :=
⋃
U∈C
U ⊆ X ×X
is an equivalence relation on X.
Definition 2.28.
1. We call the equivalences classes of X with respect to the equivalence relation RC the
coarse components of X.
2. We will use the notation picoarse0 (X, C) for the set of coarse components of (X, C).
3. We call (X, C) coarsely connected if picoarse0 (X, C) has a single element.
We can apply the construction to bornological coarse spaces. If (Xi)i∈I is a family of
bornological coarse spaces, then we have a bijection
picoarse0
(∐
i∈I
Xi
) ∼= ⊔
i∈I
picoarse0 (Xi) .
If a bornological coarse space has finitely many coarse components then it is the coproduct
of its coarse components with the induced structures. But in general this is not true in
the case of infinitely many components.
Example 2.29. Let (X, C,B) be a bornological coarse space. For an entourage U of X
we consider the bornological coarse space
XU := (X, C〈{U}〉,B) ,
i.e., we keep the bornological structure but we consider the coarse structure generated by
a single entourage. In BornCoarse we have an isomorphism
X ∼= colim
U∈C
XU
induced by the natural morphisms XU → X. This observation often allows us to reduce
arguments to the case of bornological coarse spaces whose coarse structure is generated by
a single entourage.
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Example 2.30. Let (X, C,B) and (X ′, C ′,B′) be bornological coarse spaces. We will often
consider the bornological coarse space
(X, C,B)⊗ (X ′, C ′,B′) := (X ×X ′, C × C ′,B × B′) .
We use the notation ⊗ in order to indicate that the bornology
B × B′ = B〈{B ×B′ : B ∈ B and B′ ∈ B′}〉
is the one of the cartesian product in the category of bornological spaces and bornological8
maps.
The product
−⊗− : BornCoarse×BornCoarse→ BornCoarse
is a symmetric monoidal structure on BornCoarse with tensor unit ∗. Note that it is not
the cartesian product in BornCoarse. The latter has no tensor unit since BornCoarse
does not have a final object.
3. Motivic coarse spaces
In this section we introduce the ∞-category of motivic coarse spaces SpcX . Our goal is
to do homotopy theory with bornological coarse spaces. To this end we first complete the
category of bornological coarse spaces formally and then implement the desired geometric
properties through localizations. We start with the presentable∞-category of space-valued
presheaves
PSh(BornCoarse) := Fun(BornCoarseop,Spc) .
We construct the∞-category of motivic coarse spaces SpcX by a sequence of localizations
(descent, coarse equivalences, vanishing on flasque bornological coarse spaces, u-continuity)
of PSh(BornCoarse) at various sets of morphisms. Our goal is to encode well-known
invariance and descent properties of various coarse homology theories in a motivic way.
Technically one could work with model categories and Bousfield localizations or, as we
prefer, with ∞-categories (Remark 3.9). A reference for the general theory of localizations
is Lurie [Lur09, Sec. 5.5.4]. In order to make things precise it is clear that one must restrict
the size of the category BornCoarse and the collections of morphisms at which we are
going to localize. We will not discuss this technical issue in the present paper.
Our approach is parallel to constructions in A1-homotopy theory [Hoy15] or differential
cohomology theory [BG13], [BNV16].
8instead of proper
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3.1. Descent
We introduce a Grothendieck topology τχ on BornCoarse and the associated ∞-category
of sheafs. This Grothendieck topology will encode coarse excision.
Remark 3.1. The naive idea to define a Grothendieck topology on BornCoarse would be
to use covering families given by coarsely excisive pairs [HRY93], see Definition 3.37. The
problem with this approach is that in general a pullback does not preserve coarsely excisive
pairs, see Example 3.39. Our way out will be to replace excisive pairs by complementary
pairs of a subset and a big family, see Example 3.8.
Let X be a bornological coarse space.
Definition 3.2. A big family Y on X is a filtered family of subsets (Yi)i∈I of X such that
for every i ∈ I and entourage U of X there exists j ∈ I such that U [Yi] ⊆ Yj.
In this definition the set I is a filtered, partially ordered set and the map I → P(X),
i 7→ Yi is order-preserving where P(X) is equipped with the partial order given by the
subset relation.
Example 3.3. Let C denote the coarse structure of X. If A is a subset of X, then we
can consider the big family in X
{A} := (U [A])U∈C
generated by A. Here we use that the set of entourages C is a filtered partially ordered set
with respect to the inclusion relation.
Example 3.4. If (X, C,B) is a bornological coarse space, its family B of bounded subsets
is big. Indeed, the condition stated in Definition 3.2 is exactly the compatibility condition
between the bornology and the coarse structure required in Definition 2.6. In this example
we consider B as a filtered partially ordered set with the inclusion relation.
Let X be a bornological coarse space.
Definition 3.5. A complementary pair (Z,Y) is a pair consisting of a subset Z of X and
a big family Y = (Yi)i∈I such that there exists an index i ∈ I with Z ∪ Yi = X.
Remark 3.6. Implicitly the definition implies that if a big family (Yi)i∈I is a part of a
complementary pair, then the index set I is not empty. But if the other component Z is
the whole space X, then it could be the family (∅).
Example 3.7. Let (Z,Y) be a complementary pair on a bornological coarse space X.
Then Z has an induced bornological coarse structure. For its construction we apply the
construction given in Example 2.16 to the embedding Z → X. We define the family
Z ∩ Y := (Z ∩ Yi)i∈I
of subsets of Z. This is then a big family on Z.
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Example 3.8. Let (Z,Y) be a complementary pair on a bornological coarse space X and
f : X ′ → X be a morphism. Then f−1Y := (f−1(Yi))i∈I is a big family on X ′ since f is
controlled. Furthermore, (f−1(Z), f−1Y) is a complementary pair on X ′.
We let Spc denote the ∞-category of spaces.
Remark 3.9. In the present paper we work with ∞-categories (or more precisely with
(∞, 1)-categories) in a model-independent way. For concreteness one could think of quasi-
categories as introduced by Joyal [Joy08] and worked out in detail by Lurie [Lur09], [Lur14].
We refer to [BG13, Sec. 6.1] for a quick review.
Implicitly, we will consider an ordinary category as an∞-category using nerves. In order to
define the category of spaces one could start with the ordinary category sSet of simplicial
sets. We let W denote the class of weak homotopy equivalences in sSet. Then we set
Spc := sSet[W−1] . (3.1)
The ∞-category of spaces is also characterized by a universal property: it is the universal
presentable ∞-category generated by a final object (usually denoted by ∗).
If C is some ∞-category, then we can consider the category of space-valued presheaves
PSh(C) := Fun(Cop,Spc) .
We have the Yoneda embedding
yo : C→ PSh(C) .
It presents the category of presheaves on C as the free cocompletion of C. We will often
use the identification (following from Lurie [Lur09, Thm. 5.1.5.6])9
PSh(C) ' Funlim(PSh(C)op,Spc) ,
where the superscript lim stands for limit-preserving functors. In particular, if E and F
are presheaves, then the evaluation E(F ) ∈ Spc is defined and satisfies
E(F ) ' lim
(yo(X)→F )∈C/F
E(X) , (3.2)
where C/F denotes the slice category. Note that for X ∈ C we have the equivalence
E(yo(X)) ' E(X).
9Lurie’s formula is the marked equivalence in the chain
PSh(C) = Fun(Cop,Spc) ' Fun(C,Spcop)op !' Funcolim(PSh(C),Spcop)op ' Funlim(PSh(C)op,Spc).
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For a big family Y = (Yi)i∈I we define
yo(Y) := colim
i∈I
yo(Yi) ∈ PSh(BornCoarse) .
Note that we take the colimit after applying the Yoneda embedding. If we would apply
these operations in the opposite order, then in general we would get a different result.
In order to simplify the notation, for a presheaf E we will often abbreviate E(yo(Y)) by
E(Y). By definition we have the equivalence E(Y) ' limi∈I E(Yi).
Let E ∈ PSh(BornCoarse).
Definition 3.10. We say that E satisfies descent for complementary pairs if E(∅) ' ∗
and if for every complementary pair (Z,Y) on a bornological coarse space X the square
E(X) //

E(Z)

E(Y) // E(Z ∩ Y)
(3.3)
is cartesian in Spc.
Lemma 3.11. There is a Grothendieck topology τχ on BornCoarse such that the τχ-
sheaves are exactly the presheaves which satisfy descent for complementary pairs.
Proof. We consider the largest Grothendieck topology τχ on BornCoarse for which all the
presheaves satisfying descent for complementary pairs are sheaves. The main non-trivial
point is now to observe that the condition of descent for a complementary pair (Z,Y)
on a bornological coarse space X is equivalent to the condition of descent for the sieve
generated by the covering family of X consisting of Z and the subsets Yi for all i ∈ I.
By the definition of the Grothendieck topology τχ this sieve belongs to τχ. Therefore a
τχ-sheaf satisfies descent for complementary pairs.
We let
Sh(BornCoarse) ⊆ PSh(BornCoarse)
denote the full subcategory of τχ-sheaves. We have the usual sheafification adjunction
L : PSh(BornCoarse) Sh(BornCoarse) : inclusion .
Lemma 3.12. The Grothendieck topology τχ on BornCoarse is subcanonical.
Proof. We must show that for every X ′ ∈ BornCoarse the representable presheaf yo(X ′)
is a sheaf. Note that yo(X ′) comes from the set-valued presheaf y(X ′) by postcomposition
with the functor
ι : Set→ sSet→ Spc ,
where
y : BornCoarse→ PShSet(BornCoarse)
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is the usual one-categorical Yoneda embedding from bornological coarse spaces to set-
valued presheaves on BornCoarse. Since ι preserves limits it suffices to show descent for
the set-valued sheaf y(X ′) ∈ PShSet(BornCoarse). Let (Z,Y) be a complementary pair
on a bornological coarse space X. Then we must show that the natural map
y(X ′)(X)→ y(X ′)(Z)×y(X′)(Z∩Y) y(X ′)(Y)
is a bijection. The condition that there exists an i0 ∈ I such that Z ∪ Yi0 = X implies
injectivity. We consider now an element on the right-hand side. It consists of a morphism
f : Z → X ′ and a compatible family of morphisms gi : Yi → X ′ for all i ∈ I whose
restrictions to Z ∩ Yi coincide with the restriction of f . We therefore get a well-defined
map of sets h : X → X ′ restricting to f and the gi, respectively. In order to finish the
argument it suffices to show that h is a morphism in BornCoarse. If B′ is a bounded
subset of X ′, then the equality
h−1(B′) =
(
g−1(B′) ∩ Z) ∪ (f−1i0 (B′) ∩ Yi0)
shows that f−1(B) is bounded. Therefore h is proper. We now show that h is controlled.
Let U be an entourage of X. Then we have a non-disjoint decomposition
U =
(
U ∩ (Z × Z)) ∪ (U ∩ (Yi0 × Yi0)) ∪ (U ∩ (Z × Yi0)) ∪ (U ∩ (Yi0 × Z)) .
We see that
(h× h)(U ∩ (Z × Z)) = (f × f)(U ∩ (Z × Z))
and
(h× h)(U ∩ (Yi0 × Yi0)) = (gi0 × gi0)(U ∩ (Yi0 × Yi0))
are controlled. For the remaining two pieces we argue as follows. Since the family Y is big
there exists i ∈ I such that U ∩ (Yi0 × Z) ⊆ U ∩ (Yi × Yi). Then
(h× h)(U ∩ (Yi0 × Z)) ⊆ (gi × gi)(U ∩ (Yi × Yi))
is controlled. For the remaining last piece we argue similarly. We finally conclude that
(h× h)(U) is controlled.
3.2. Coarse equivalences
Coarse geometry is the study of bornological coarse spaces up to equivalence. In order
to define the notion of equivalence we first introduce the relation of closeness between
morphisms.
Let X and X ′ be bornological coarse spaces and f0, f1 : X → X ′ be a pair of morphisms.
Definition 3.13. We say that the morphisms f0 and f1 are close to each other if
(f0 × f1)(diagX) is an entourage of X ′.
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Since the coarse structure on X ′ contains the diagonal and is closed under symmetry and
composition the relation of being close to each other is an equivalence relation on the set
of morphisms from X to X ′.
Definition 3.14. We say that a morphism f : X → X ′ is an equivalence in BornCoarse
if there exists a morphism g : X ′ → X such that f ◦ g and g ◦ f are close to the respective
identities.
Example 3.15. Let X be a bornological coarse space and Y ⊆ X be a subset. If U is an
entourage of X containing the diagonal, then the inclusion Y → U [Y ] is an equivalence in
BornCoarse if we equip the subsets with the induced structures. In order to define an
inverse g : U [Y ]→ Y we simply choose for every point x ∈ U [Y ] a point g(y) ∈ Y such
that (x, g(x)) ∈ U .
Example 3.16. Let (X, d) and (X ′, d′) be metric spaces and f : X → X ′ be a map
between the underlying sets. Then f is a quasi-isometry if there exists C,D,E ∈ (0,∞)
such that for all x, y ∈ X we have
C−1d′(f(x), f(y)−D ≤ d(x, y) ≤ Cd′(f(x), f(y)) +D
and for every x′ ∈ X ′ there exists x ∈ X such that d′(f(x), x′) ≤ E.
If f is a quasi-isometry, then the map f : Xd → X ′d (see Example 2.17) is an equivalence.
Example 3.17. Invariance under equivalences is a basic requirement for useful invariants of
bornological coarse spaces. Typical examples of such invariants with values in {false, true}
are local and global finiteness conditions or conditions on the generation of the coarse
or bornological structure. Here is a list of examples of such invariants for a bornological
coarse space X.
1. X is locally countable (or locally finite), see Definition 7.14.
2. X has the minimal compatible bornology, see Example 2.15.
3. X has locally bounded geometry, see Definition 7.92.
4. X has bounded geometry, see Definition 6.102.
5. The bornology of X is countably generated, see Example 2.11.
6. The coarse structure of X has one (or finitely many, or countably many) generators,
see Example 2.11.
The set picoarse0 (X) of coarse components of X is an example of a Set-valued invariant, see
Definition 2.28.
Our next localization implements the idea that a sheaf E ∈ Sh(BornCoarse) should
send equivalences in BornCoarse to equivalences in Spc. To this end we consider the
coarse bornological space {0, 1} with the maximal bornological and coarse structures. We
now observe that two morphisms f0, f1 : X → X ′ are close to each other if and only if we
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can combine them to a single morphism {0, 1} ⊗X → X ′, see Example 2.30 for ⊗. For
every bornological coarse space X we have a projection {0, 1} ⊗X → X.
We now implement the invariance under coarse equivalences into Sh(BornCoarse) using
the interval object {0, 1} similarly as in the approach to A1-homotopy theory by Morel–
Voevodsky [MV99, Sec. 2.3].
Let E ∈ Sh(BornCoarse).
Definition 3.18. We call E coarsely invariant if for every X ∈ BornCoarse the projec-
tion induces an equivalence
E(X)→ E({0, 1} ⊗X) .
Lemma 3.19. The coarsely invariant sheaves form a full localizing subcategory of
Sh(BornCoarse).
Proof. The subcategory of coarsely invariant sheaves is the full subcategory of objects which
are local [Lur09, Def. 5.5.4.1] with respect to the set of projections yo({0, 1}⊗X)→ yo(X).
The latter are morphisms of sheaves by Lemma 3.12. We then apply [Lur09, Prop. 5.5.4.15]
to finish the proof.
We denote the subcategory of coarsely invariant sheaves by Sh{0,1}(BornCoarse). We
have a corresponding adjunction
H{0,1} : Sh(BornCoarse) Sh{0,1}(BornCoarse) : inclusion .
Note that in order to show that a sheaf in Sh(BornCoarse) is coarsely invariant it suffices
to show that it sends pairs of morphisms in BornCoarse which are close to each other to
pairs of equivalent morphisms in Spc.
Remark 3.20. We use the notation H{0,1} since this functor resembles the homotopifica-
tion functor H in differential cohomology theory [BNV16]. The analogous functor in the
construction of the motivic homotopy category in algebraic geometry is discussed, e.g., in
Hoyois [Hoy15, Sec. 3.2] and denoted there by LA.
3.3. Flasque spaces
The following notion is modeled after Higson–Pedersen–Roe [HPR96, Sec. 10].
Definition 3.21. A bornological coarse space X is flasque if it admits a morphism
f : X → X with the following properties:
1. The morphisms f and idX are close to each other.
2. For every entourage U of X the union
⋃
k∈N(f
k×fk)(U) is again an entourage of X.
3. For every bounded subset B of X there exists k ∈ N such that fk(X) ∩B = ∅.
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In this case we will say that flasqueness of X is implemented by f .
Example 3.22. Consider ([0,∞), Cd,Bd) as a bornological coarse space with the structure
induced by the metric; see Example 2.17. Let (X, C,B) be a bornological coarse space.
Then the bornological coarse space
[0,∞)⊗X
(see Example 2.30) is flasque. For f we can take the map f(t, x) := (t+ 1, x). Note that
the bornology Bd×B of [0,∞)⊗X is smaller than the bornology of the cartesian product
[0,∞) × X; see Lemma 2.22. Indeed, the bornological coarse space [0,∞) × X is not
flasque because Condition 3 of Definition 3.21 is violated. But note that X n [0,∞) (see
Example 2.23) is flasque, too.
Let E ∈ Sh{0,1}(BornCoarse).
Definition 3.23. We say that E vanishes on flasque bornological coarse spaces if E(X)
is a final object in Spc for every flasque bornological coarse space X.
We will say shortly that E vanishes on flasque spaces.
Remark 3.24. If ∅Sh denotes an initial object in Sh(BornCoarse), then for every E in
Sh(BornCoarse) we have the equivalence of spaces
MapSh(BornCoarse)(∅Sh, E) ' ∗ .
On the other hand, by the sheaf condition (see Definition 3.10) we have the equivalence of
spaces
MapSh(BornCoarse)(yo(∅), E) ' E(∅) ' ∗ .
We conclude that
yo(∅) ' ∅Sh ,
i.e., that yo(∅) is an initial object of Sh(BornCoarse). Hence a sheaf E vanishes on the
flasque bornological coarse space X if and only if it is local with respect to the morphism
yo(∅)→ yo(X).
Lemma 3.25. The coarsely invariant sheaves which vanish on flasque spaces form a full
localizing subcategory of Sh{0,1}(BornCoarse).
Proof. By Remark 3.24 the category of coarsely invariant sheaves which vanish on flasque
spaces is the full subcategory of sheaves which are local with respect to the union of the sets
of morphisms considered in the proof of Lemma 3.19 and the morphisms yo(∅)→ yo(X)
for all flasque X ∈ BornCoarse.
We denote the subcategory of coarsely invariant sheaves which vanish on flasque spaces by
Sh{0,1},f l(BornCoarse). We have an adjunction
Fl : Sh{0,1}(BornCoarse) Sh{0,1},f l(BornCoarse) : inclusion .
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Remark 3.26. The empty bornological coarse space ∅ is flasque. Therefore we have the
equivalence E(∅) ' ∗ for any E ∈ Sh{0,1},f l(BornCoarse). This is compatible with the
requirements for E being a sheaf.
If X ∈ BornCoarse is flasque, then the canonical map ∅ → X induces an equivalence
Fl(yo(∅))→ Fl(yo(X)).
In some applications one considers an apparently more general definition of flasqueness.
Definition 3.27 ([Wri05, Def. 3.10]). A bornological coarse space is flasque in the gener-
alized sense if it admits a sequence (fk)k∈N of morphisms fk : X → X with the following
properties:
1. f0 = idX .
2. The union
⋃
k∈N(fk × fk+1)(diagX) is an entourage of X.
3. For every entourage U of X the union
⋃
k∈N(fk× fk)(U) is again an entourage of X.
4. For every bounded subset B of X there exists a k0 ∈ N such that for all k ∈ N with
k ≥ k0 we have fk(X) ∩B = ∅.
If X is flasque in the sense of Definition 3.22 with flasqueness implemented by f , then it
is flasque in the generalized sense. We just take fk := f
k for all k ∈ N.
Lemma 3.28. If E ∈ Sh{0,1},f l(BornCoarse) and X is flasque in the generalized sense,
then E(X) ' ∗.
Proof. Let (fk)k∈N be a family of selfmaps as in Definition 3.27. We let Nd denote the
bornological coarse space (N, Cd,Bd) for the standard metric d on N. Then we may define
a morphism
F : Nd ⊗X → X F (k, x) := fk(x) .
The composition
X ∼= {0} ×X → Nd ⊗X → X (3.4)
is a factorization of the identity of X. But Nd⊗X is flasque in the sense of Definition 3.21.
Flasqueness is implemented by the self-map (n, x) 7→ (n+ 1, x). If we evaluate E on (3.4),
then we obtain a factorization of the identity of E(X) over E(Nd ⊗X) ' ∗. This gives
the result.
3.4. u-continuity and motivic coarse spaces
Finally we will enforce that the Yoneda embedding preserves the colimits considered in
Example 2.29.
Let E ∈ Sh{0,1},f l(BornCoarse).
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Definition 3.29. We say that E is u-continuous if for every bornological coarse space
(X, C,B) the natural morphism
E(X)→ lim
U∈C
E(XU)
is an equivalence.
Lemma 3.30. The full subcategory of Sh{0,1},f l(BornCoarse) of u-continuous sheaves
is localizing.
Proof. The proof is similar to the proof of Lemma 3.25. We just add the set of morphisms
colim
U∈C
yo(XU)→ yo(X)
for all X ∈ BornCoarse to the list of morphisms for which our sheaves must be local.
Definition 3.31. We denote the subcategory described in Lemma 3.30 by SpcX and call
it the category of motivic coarse spaces.
It fits into the localization adjunction
U : Sh{0,1},f l(BornCoarse) SpcX : inclusion
Every bornological coarse space X represents a motivic coarse space
Yo(X) := U(Fl(H{0,1}(L(yo(X))))) ∈ SpcX .
Because of Lemma 3.12 we could drop the functor L in this composition.
By construction we have the following rules:
Corollary 3.32.
1. The∞-category motivic coarse spaces SpcX is presentable and fits into a localization
U ◦ Fl ◦H{0,1} ◦ L : PSh(BornCoarse) SpcX : inclusion .
2. If (Z,Y) is a complementary pair on a bornological coarse space X, then the square
Yo(Z ∩ Y) //

Yo(Y)

Yo(Z) // Yo(X)
is cocartesian in SpcX .
3. If X → X ′ is an equivalence of bornological coarse spaces, then Yo(X)→ Yo(X ′) is
an equivalence in SpcX .
4. If X is a flasque bornological coarse space, then Yo(X) is an initial object of SpcX .
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5. For every bornological coarse space X with coarse structure C we have
Yo(X) ' colim
U∈C
Yo(XU) .
Using Lurie [Lur09, Prop. 5.5.4.20] the ∞-category of motivic coarse spaces has by
construction the following universal property:
Corollary 3.33. For an∞-category C we have an equivalence between Funcolim(SpcX ,C)
and the full subcategory of Funcolim(PSh(BornCoarse),C) of functors which preserve
the equivalences or colimits listed in Corollary 3.32.
The superscript colim stands for colimit-preserving functors. By the universal property of
presheaves [Lur09, Thm. 5.1.5.6] together with the above corollary we get:
Corollary 3.34. For every cocomplete ∞-category C we have an equivalence between
Funcolim(SpcX ,C) and the full subcategory of Fun(BornCoarse,C) of functors which
satisfy excision, preserve equivalences, annihilate flasque spaces and are u-continuous.
3.5. Coarse excision and further properties
The following generalizes Point 4 of Corollary 3.32.
Lemma 3.35. If X is flasque in the generalized sense, then Yo(X) is an initial object of
SpcX .
Proof. This follows from the proof of Lemma 3.28.
Let (X, C,B) be a bornological coarse space and A be a subset of X. We consider the
big family {A} on X generated by A. By Example 3.15 the inclusion A → U [A] is an
equivalence in BornCoarse for every U ∈ C containing the diagonal of X. By Point 3 of
Corollary 3.32 the induced map Yo(A)→ Yo(U [A]) is an equivalence. Note that
Yo({A}) ' colim
U∈C
Yo(U [A]) .
Since the entourages containing the diagonal are cofinal in all entourages we get the
following corollary:
Corollary 3.36. For every X ∈ BornCoarse and subset A of X we have an equivalence
Yo(A) ' Yo({A}).
We now relate the Grothendieck topology τχ with the usual notion of coarse excision. Let
X be a bornological coarse space and Y, Z be two subsets.
Definition 3.37. We say that (Y, Z) is a coarsely excisive pair if X = Y ∪ Z and for
every entourage U of X there exists an entourage V of X such that
U [Y ] ∩ U [Z] ⊆ V [Y ∩ Z] .
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Let X be a bornological coarse space and Y, Z be two subsets.
Lemma 3.38. If (Y, Z) is a coarsely excisive pair, then the square
Yo(Y ∩ Z) //

Yo(Y )

Yo(Z) // Yo(X)
is cocartesian in SpcX .
Proof. The pair (Z, {Y }) is complementary. By Point 2 of Corollary 3.32 the square
Yo({Y } ∩ Z) //

Yo({Y })

Yo(Z) // Yo(X)
is cocartesian. We finish the proof by identifying the respective corners. By Corollary 3.36
we have Yo(Y ) ' Yo({Y }). It remains to show that Yo(Y ∩ Z) → Yo({Y } ∩ Z) is an
equivalence. Since
U [Y ∩ Z] ⊆ U [V [Y ] ∩ Z]
for every two entourages U and V (such that V contains the diagonal) of X we have a
map
Yo({Y ∩ Z})→ Yo({V [Y ] ∩ Z}) ' Yo(V [Y ] ∩ Z)→ Yo({Y } ∩ Z) .
Since (Y, Z) is coarsely excisive, for every entourage U ofX we can find an entourageW ofX
such that U [Y ]∩Z ⊆ W [Y ∩Z]. Hence we get an inverse map Yo({Y }∩Z)→ Yo({Y ∩Z}).
We conclude that both maps in the chain
Yo(Y ∩ Z)→ Yo({Y } ∩ Z)→ Yo({Y ∩ Z})
are equivalences.
Example 3.39. Here we construct an example showing that a pullback in general does
not preserve coarsely excisive pairs.
Let Xmax be the set {a, b, w} with the maximal bornological coarse structure. We further
consider the coproduct X := {a, b}max unionsq {w} in BornCoarse.
We consider the subsets Y := {a, w} and Z := {b, w} of X. Then (Y, Z) is a coarsely
excisive pair on Xmax. The identity of the underlying set X is a morphism f : X → Xmax.
Then (f−1(Y ), f−1(Z)) = (Y, Z) is not a coarsely excisive pair on X.
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4. Motivic coarse spectra
We will define the category SpX of motivic coarse spectra as the stable version of the
category of motivic coarse spaces. We will then obtain a stable version
Yos : BornCoarse→ SpX
of the Yoneda functor which turns out to be the universal coarse homology theory. In
Section 4.1 we introduce this stabilization and discuss the universal property of Yos. In
Section 4.2 we list some additional properties of Yos. Finally, in Section 4.3 we consider
the coarse homotopy invariance of Yos. This is a very useful strengthening of Property 3
of Corollary 3.32. It is bound to the stable context because of the usage of fibre sequences
in the proof of Proposition 4.16.
4.1. Stabilization
Before giving the construction of the category of motivic coarse spectra SpX as a stabi-
lization of the category of motivic coarse spaces SpcX we demonstrate the method in the
case of the construction of the category of spectra Sp from the category of spaces Spc.
Remark 4.1. The ∞-category of spectra is a presentable stable ∞-category. A basic
reference for it is Lurie [Lur14, Sec. 1]. The ∞-category of spectra can be characterized as
the universal presentable stable∞-category generated by one object. It can be constructed
as the stabilization of the category of spaces (3.1). To this end one forms the pointed
∞-category Spc∗ of pointed spaces. It has a suspension endo-functor
Σ : Spc∗ → Spc∗ , X 7→ colim(∗ ← X → ∗) .
The category of spectra is then obtained by inverting this functor in the realm of presentable
∞-categories. Therefore we set
Sp := Spc∗[Σ
−1] := colim{Spc∗ Σ→ Spc∗ Σ→ Spc∗ Σ→ . . . } ,
where the colimit is taken in the ∞-category PrL of presentable ∞-categories and left
adjoint functors. The category Sp fits into an adjunction
Σ∞+ : Spc Sp : Ω∞ ,
where Σ∞+ is the composition
Spc→ Spc∗ → Sp .
Here the first functor adds a disjoint base point, and the second functor is the canonical one.
The category Sp is characterized by the obvious universal property: The precomposition
by Σ∞+ induces an equivalence
FunL(Sp,C) ' FunL(Spc,C) ' C
for every presentable stable ∞-category C. A reference for the first equivalence is Lurie
[Lur14, 1.4.4.5], while the second one follows from the universal property of Spc.
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In order to define the∞-category of motivic coarse spectra we proceed in a similar manner,
starting with the presentable category of SpcX of motivic coarse spaces. We then let
SpcX∗ be the pointed version of coarse motivic spaces and again consider the suspension
endofunctor
Σ : SpcX∗ → SpcX∗ , X 7→ colim(∗ ← X → ∗) .
Definition 4.2. We define the category of motivic coarse spectra by
SpX := SpcX∗[Σ−1] := colim{SpcX∗ Σ→ SpcX∗ Σ→ SpcX∗ Σ→ . . . } ,
where the colimit is taken in PrL.
By construction, SpX is a presentable stable ∞-category. We have a functor
Σmot+ : SpcX → SpcX∗ → SpX
which fits into an adjunction
Σmot+ : Spc SpX : Ωmot .
In particular, every bornological coarse space represents a coarse spectrum via the functor
Yos : BornCoarse→ SpX , Yos(X) := Σmot+ (Yo(X)) .
The functor Σmot+ : SpcX → SpX has the following universal property [Lur14, Cor. 1.4.4.5]:
For every cocomplete stable ∞-category C precomposition by Σmot+ provides an equiva-
lence
Funcolim(SpcX ,C) ' Funcolim(SpX ,C) , (4.1)
where the super-script colim stands for colimit-preserving functors. To be precise, in order
to apply [Lur14, Cor. 1.4.4.5] we must assume that C is presentable and stable. For an
extension to all cocomplete stable ∞-categories see the next Lemma 4.3.10
If D is a pointed ∞-category admitting finite colimits, then we can define the colimit
Sp(D) := colim(D
Σ→ D Σ→ D Σ→ . . . ) . (4.2)
In the lemma below D is κ-presentable for some regular cardinal κ, and we interpret the
colimit in the ∞-category PrL,κ∗ of pointed κ-presentable ∞-categories.
Let C be a stable ∞-category.
Lemma 4.3. If D is presentable and C is cocomplete, then the natural functor D→ Sp(D)
induces an equivalence
Funcolim(Sp(D),C) ' Funcolim(D,C) .
If C is presentable, then this lemma is shown in Lurie [Lur14, Cor. 1.4.4.5].
10We thank Denis-Charles Cisinski and Thomas Nikolaus for providing this argument.
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Proof. We can assume that D is κ-presentable for some regular cardinal κ. Then we
have D ' Indκ(Dκ), where Dκ denotes the small category of κ-compact objects in D
and Indκ(D
κ) is the free completion of Dκ by κ-filtered colimits. We let CatL,κ∞,∗ be
the ∞-category of κ-complete ∞-categories and functors which preserve κ-small colimits
(notation Funcolim,κ(−,−)). Then Indκ : CatL,κ∞,∗ → PrL,κ∗ satisfies
Funcolim(Indκ(E),C) ' Funcolim,κ(E,C)
for any cocomplete pointed ∞-category C.
We let Catex,κ∞ be the full subcategory of Cat
L,κ
∞,∗ of stable ∞-categories. We define the
functor
Spκ : Cat
L,κ
∞,∗ → Catex,κ∞
by Formula (4.2), where the colimit is now interpreted in CatL,κ∞,∗. If C belongs to Cat
ex,κ
∞ ,
then for every E in Catex,κ∞ the natural functor E→ Sp(E) induces an equivalence
Funcolim,κ(Spκ(E),C) ' Funcolim,κ(E,C) .
The functor Indκ induces a fully faithful functor (which is even an equivalence if κ > ω)
CatL,κ∞,∗ → PrL,κ. Furthermore,
Indκ ◦ Spκ ' Sp ◦ Indκ
since Indκ is a left-adjoint and therefore commutes with colimits. Consequently, we get a
chain of natural equivalences
Funcolim(Sp(D),C) ' Funcolim(Sp(Indκ(Dκ)),C)
' Funcolim(Indκ(Spκ(Dκ)),C)
' Funcolim,κ(Spκ(Dκ),C)
' Funcolim,κ(Dκ,C)
' Funcolim(Indκ(Dκ),C)
' Funcolim(D,C)
Our main usage of the stability of an ∞-category S is the existence of a functor
Fun(∆1,S)→ Fun(Z,S)
(where Z is considered as a poset) which functorially extends a morphism f : E → F in S
to a cofibre sequence
· · · → Σ−1E → Σ−1F → Σ−1Cofib(f)→ E → F → Cofib(f)→ ΣE → ΣF → · · ·
We will also use the notation Fib(f) := Σ−1Cofib(f).
If Y = (Yi)i∈I is a big family in a bornological coarse space X, then we define the motivic
coarse spectrum
Yos(Y) := colim
i∈I
Yos(Yi) . (4.3)
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Since Σmot+ preserves colimits we have the equivalence Yo
s(Y) ' Σmot+ (Yo(Y)). The family
of inclusions Yi → X induces via the universal property of the colimit a natural morphism
Yos(Y)→ Yos(X) .
We will use the notation
(X,Y) := Cofib(Yos(Y)→ Yos(X)) . (4.4)
Let X be a bornolological coarse space. The stabilized Yoneda functor Yos has the following
properties:
Corollary 4.4.
1. If Y is a big family in X, then we have a fibre sequence
· · · → Yos(Y)→ Yos(X)→ (X,Y)→ ΣYos(Y)→ . . .
2. For a complementary pair (Z,Y) on X the natural morphism
(Z,Z ∩ Y)→ (X,Y)
is an equivalence.
3. If X → X ′ is an equivalence of bornological coarse spaces, then Yos(X)→ Yos(X ′)
is an equivalence in SpX .
4. If X is flasque, then Yos(X) is a zero object in the stable ∞-category SpX . In
particular, Yos(∅) is a zero object.
5. For every bornological coarse space X with coarse structure C we have the equivalence
Yos(X) ' colimU∈C Yos(XU).
Proof. The Property 1 is clear from the definition (4.4) of the relative motive and the
stability of SpX .
The remaining assertions follow from the corresponding assertions of Corollary 3.32 and
the fact that Σmot+ is a left-adjoint. Hence it preserves colimits and initial objects. In the
following we give some details.
Property 2 is an immediate consequence of the fact that the square
Yos(Z ∩ Y) //

Yos(Y)

Yos(Z) // Yos(X)
(4.5)
is cocartesian. This follows from Point 2 in Corollary 3.32.
Property 3 immediately follows from Point 3 of Corollary 3.32.
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We now show Property 4. If X ∈ BornCoarse is flasque, then Yo(X) is an initial object
of SpcX by Point 4 of Corollary 3.32. Hence Yos(X) ' Σmot+ (Yo(X)) is an initial object
of SpcX . Since SpX is stable an initial object in SpX is a zero object.
Property 5 follows from the u-continuity of Yo stated in Point 5 of Corollary 3.32.
Let C be a cocomplete stable ∞-category.
Definition 4.5. A classical C-valued coarse homology theory is a functor
E : BornCoarse→ C
with the following properties:
1. (excision) For every complementary pair (Z,Y) on a bornological coarse space X
the natural morphism
E(Z,Z ∩ Y)→ E(X,Y)
is an equivalence.
2. (coarse invariance) If X → X ′ is an equivalence of bornological coarse spaces, then
E(X)→ E(X ′) is an equivalence in C.
3. (vanishing on flasques) If X is a flasque bornological coarse space, then 0 ' E(X).
4. (u-continuity) For every bornological coarse space X with coarse structure C we have
the equivalence
E(X) ' colim
U∈C
E(XU)
induced by the collection of canonical morphisms XU → X.
As a consequence of Corollary 3.34 and (4.1) the ∞-category SpX of motivic coarse
spectra has the following universal property:
Corollary 4.6. For every cocomplete stable ∞-category C precomposition by Yos induces
an equivalence between Funcolim(SpX ,C) and the full subcategory of Fun(BornCoarse,C)
of classical C-valued coarse homology theories.
In particular, Yos is a classical SpX -valued coarse homology theory.
4.2. Further properties of Yos
Let X be a bornological coarse space.
Lemma 4.7. If X is flasque in the generalized sense, then Yos(X) ' 0.
Proof. This follows from Lemma 3.35 and the fact that Σmot+ sends initial objects to zero
objects.
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Let A ⊆ X be a subset.
Lemma 4.8. We have an equivalence Yos(A) ' Yos({A}).
Proof. This follows from Corollary 3.36 and the fact that Σmot+ preserves colimits.
Lemma 4.9. If (Y, Z) is a coarsely excisive pair, then the square
Yos(Y ∩ Z) //

Yos(Y )

Yos(Z) // Yos(X)
is cocartesian.
Proof. This follows from Lemma 3.38 and the fact that Σmot+ preserves colimits.
Example 4.10. We consider a bornological coarse space X. As we have explained in the
Example 3.22 the bornological coarse space [0,∞)⊗X is flasque. The pair of subsets
((−∞, 0]⊗X, [0,∞)⊗X)
of R⊗X is coarsely excisive. By Lemma 4.9 we get the push-out square
Yos(X) //

Yos([0,∞)⊗X)

Yos((−∞, 0]⊗X) // Yos(R⊗X)
The lower left and the upper right corners are motives of flasque bornological coarse spaces
and hence vanish. Excision therefore provides an equivalence
Yos(R⊗X) ' ΣYos(X) . (4.6)
Iterating this we get
Yos(Rk ⊗X) ' ΣkYos(X) (4.7)
for all k ≥ 0.
Example 4.11. The following is an application of the stability of the category of coarse
motivic spectra. We consider a family (Xi)i∈I bornological coarse spaces and form the
free union (Definition 2.25) X :=
⊔free
i∈I Xi.
We fix an element i ∈ I and set I ′ := I \ {i}. Then (Xi,
⊔free
j∈I′Xj) is a coarsely excisive
pair on X. Since the intersection of the two entries is disjoint and Yos(∅) ' 0, excision
(Lemma 4.9) gives an equivalence
Yos(X) ' Yos(Xi)⊕ Yos
(free⊔
j∈I′
Xj
)
.
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In particular we obtain a projection
pi : Yo
s(X)→ Yos(Xi) . (4.8)
Note that this projection does not come from a morphism in BornCoarse. We can
combine the projections pi for all i ∈ I to a morphism
p : Yos(X)→
∏
j∈I
Yos(Xj) . (4.9)
This map will play a role in the definition of additivity of a coarse homology theory later.
If I is finite, then it is an equivalence by excision.
Excision can deal with finite decompositions. The following lemma investigates what
happens in the case of inifinite coproducts.
Lemma 4.12. The functor Yos sends a coproduct (or a mixed union, respectively) of
bornological coarse spaces to the coproduct of their motives up to some motive which is a
colimit of motives of discrete bornological coarse spaces.
Proof. Let X :=
⊔mixed
i∈I Xi. Let C denote the coarse structure of X and recall that we
have the equivalence
Yos(X) ' colim
U∈C
Yos(XU) .
Let now U ∈ C be given such that it contains the diagonal. Then there exists a finite
subset J ⊆ I and entourages Uj ∈ Cj such that
U ∼=
⋃
j∈J
Uj ∪
⋃
i∈I\J
diag(Xi) .
We conclude that
XU ∼=
∐
j∈J
Xj,Uj unionsq
mixed⊔
i∈I\J
Xi,disc ,
where Xi,disc := (Xi, C〈∅〉,Bi). We conclude that
Yos(XU) '
⊕
j∈J
Yos(Xj,Uj)⊕ Yos
(mixed⊔
i∈I\J
Xi,disc
)
.
If J ⊆ J ′⊆ I with J ′ also finite, then by excision we have a decomposition
Yos
(mixed⊔
i∈I\J
Xi,disc
) ' Yos( mixed⊔
i∈I\J ′
Xi,disc
)⊕ ⊕
i∈J ′\J
Yos(Xi,disc) .
In particular we have a projection
Yos
(mixed⊔
i∈I\J
Xi,disc
)→ Yos( mixed⊔
i∈I\J ′
Xi,disc
)
.
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We now take the colimit over C in two stages such that the outer colimit increases J and
the inner colimits runs over the entourages with a fixed J . Then we get a fibre sequence
Σ−1R→
⊕
i∈I
Yos(Xi)→ Yos(X)→ R ,
where
R := colim
J⊆I finite
Yos
(mixed⊔
i∈I\J
Xi,disc
)
(4.10)
is a remainder term as claimed by the lemma.
The above argument works word for word also in the case of the coproduct X :=
∐
i∈I Xi.
In this case the remainder term will be colimJ Yo
s(
∐
i∈I\J Xi,disc).
4.3. Homotopy invariance
In order to define the notion of homotopy in the context of bornological coarse spaces we
introduce appropriate cylinder objects (see Mitchener [Mit10, Sec. 3] for a similar con-
struction). A coarse cylinder on X depends on the choice p = (p−, p+) of two bornological
(Definition 2.7) maps p+ : X → [0,∞) and p− : X → (−∞, 0], where the rays have the
usual bornology of bounded subsets.
Let (X, C,B) be a bornological coarse space. Furthermore, we equip R with the metric
bornological coarse structure Cd and Bd. We consider the bornological coarse space R⊗X
introduced in Example 2.30.
Remark 4.13. Using R⊗X instead of the cartesian product R×X has the effect that
the projections R⊗X → R (for unbounded X) and R⊗X → X are not morphisms of
bornological coarse spaces since they are not proper. On the other hand, our definition
guarantees that the inclusion X → R⊗X given by {0} ∈ R is an inclusion of a bornological
coarse subspace. A further reason for using ⊗ instead of × is that we want the half cylinders
in R ⊗ X to be flasque, see Example 3.22. This property will be used in an essential
manner in the proof of Proposition 4.16 below.
Let X be a bornological coarse space and p+ : X → [0,∞) and p− : X → (−∞, 0] be
bornological maps.
Definition 4.14. The coarse cylinder IpX is defined as the subset
IpX := {(t, x) ∈ R×X : p−(x) ≤ t ≤ p+(x)} ⊆ R⊗X
equipped with the induced bornological coarse structure.
Lemma 4.15. The projection pi : IpX → X is a morphism of bornological coarse spaces.
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Coarse cylinder
Proof. The projection is clearly controlled. We must show that it is proper. Let B be
a bounded subset of X. Since the maps p± are bornological there exists a positive real
number C such that |p±(x)| ≤ C for all x ∈ B. We then have pi−1(B) ⊆ [−C,C]×B∩IpX,
and this subset is bounded.
Proposition 4.16. For a coarse cylinder IpX on X the projection IpX → X induces an
equivalence
Yos(IpX)→ Yos(X) .
Proof. We consider the bornological coarse subspaces of R⊗X
W := (−∞, 0]×X ∪ Ip(X) , Z := [0,∞)×X ∩ Ip(X)
and the big family {Y } generated by the subset Y := (−∞, 0] × X, see Example 3.3.
Then (Z, {Y }) is a complementary pair on W . By Point 1 of Corollary 4.4 we have fibre
sequences
· · · → Yos({Y })→ Yos(W )→ (W, {Y })→ . . .
and
· · · → Yos(Z ∩ {Y })→ Yos(Z)→ (Z,Z ∩ {Y })→ . . . ,
where we use the construction in Example 3.7 in the second case. By Point 2 of Corollary 4.4
we have the excision equivalence
(Z,Z ∩ {Y }) ' (W, {Y }) . (4.11)
We now observe that Y and W are flasque. In both cases flasqueness is implemented by
the self maps given by the restriction of the map
f : R⊗X → R⊗X , (t, x) 7→ (t− 1, x) .
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The three conditions listed in Definition 3.21 are easy to verify. It follows from Point 4
of Corollary 4.4 that Yos(W ) ' 0, and from Point 4 of Corollary 4.4 together with
Lemma 3.36 that Yos({Y }) ' 0. The first fibre sequence now implies that (W, {Y }) ' 0.
Using the second and (4.11) we get the equivalence
Yos(Z ∩ {Y }) ' Yos(Z) .
Note that Z ∩ {Y } ' {X}, where we identify X with the subset {0} ×X of Z. We thus
get the equivalence
Yos(X) ' Yos(Z) . (4.12)
We now consider the subsets
V := IpX ∪ [0,∞)×X , U := [0,∞)×X
of R⊗X. We again have a complementary pair (IpX, {U}) in V . Argueing as above and
using that V and U are flasque we get an equivalence
Yos(IpX ∩ {U}) ' Yos(IpX) .
We now observe that IpX ∩ U = Z. This implies by Point 4 of Corollary 4.4 that
Yos(IpX ∩ {U}) ' Yos(Z) .
Combining this with the equivalence (4.12) we get the equivalence
Yos(X) ' Yos(IpX)
induced by the inclusion as the zero section. This is clearly an inverse of the projection.
We consider a coarse cylinder IpX over X. We can consider the maps of sets
i± : X → IpX , i±(x) = (p±(x), x) .
These maps are morphisms if the bornological maps p+ : X → [0,∞) and p− : X → (−∞, 0]
are in addition controlled.
Let X and X ′ be bornological coarse spaces and f+, f− : X → X ′ be two morphisms.
Definition 4.17. We say that f+ and f− are homotopic to each other if there exist a pair
of controlled and bornological maps p = (p+, p−) and a morphism h : IpX → X ′ such that
f± = h ◦ i±.
Observe that i± ◦ pi = idX . Since Yos(pi) is an equivalence, the functor Yos sends i+ and
i− to equivalent maps. We have the following consequence.
Let X and X ′ be bornological coarse spaces and f+, f− : X → X ′ be two morphisms.
Corollary 4.18. If f+ and f− are homotopic, then Yos(f+) and Yos(f−) are equivalent.
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Let f : X → X ′ be a morphism between bornological coarse spaces.
Definition 4.19. We say that f is a homotopy equivalence if there exist a morphism
g : X ′ → X such that the compositions f ◦ g and g ◦ f are homotopic to the respective
identities.
Corollary 4.20. The functor Yos sends homotopy equivalences to equivalences.
It is easy to see that if f+ and f− are close to each other, then they are homotopic. By
Point 3 of Corollary 4.4 the functor Yos sends close morphisms to equivalent morphisms.
But homotopy is a much weaker relation. Corollary 4.20 can be considered as a vast
improvement of Point 3 of Corollary 4.4.
Example 4.21. For r ∈ (0,∞) we let B(0, r) ⊆ Rn denote the closed Euclidean ball at
the origin of radius r. Let I be some set and r : I → (0,∞) be some function. We consider
the set
X :=
⊔
i∈I
B(0, r(i)) .
We define a coarse structure on X to be generated by the family of entourages (U˜r)r≥0 on
X, where U˜r :=
⋃
i∈I Ur,i and where Ur,i is the entourage Ur (see Example 2.1) considered
as an entourage of the component of X with index i ∈ I. In other words, we consider
X as a quasi-metric space where all components have the induced Euclidean metric and
their mutual distance is infinite. We let the bornology on X be generated by the subsets
B(0, r(i)) (the component with index i) for all i ∈ I. The bornology and the coarse
structure are compatible. In this way we have described a bornological coarse space X.
We consider I with the discrete coarse structure and the minimal bornology. Then we
have a natural inclusion
ι : I ↪→ X
as the centers of the balls.
We claim that ι is a homotopy equivalence with inverse the projection pi : X → I. Note
that pi ◦ ι ∼= idI . We must exhibit a homotopy between ι ◦ pi and idX . We let (i, x) denote
the point x ∈ B(0, r(i)) of the i’th component. We consider the functions p− := 0 and
p+(i, x) := ‖x‖ and form the coarse cylinder IpX associated to the pair p := (p−, p+). One
can check that
h : IpX → X , h(t, (i, x)) :=
{
(i, x− t x‖x‖) x 6= 0
(i, 0) x = 0
is a morphism. Since the functions p± are controlled this morphism is a homotopy from
the composition ι ◦ pi and idX as required.
We conclude that
Yos(I) ' Yos(X) .
If the function r is unbounded, then ι and pi are not coarse equivalences.
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5. Merging coarse and uniform structures
If a bornological coarse space has an additional compatible uniform structure and a big
family of subsets, then we can define a new bornological coarse structure called the hybrid
structure (introduced by Wright [Wri05, Sec. 5]). This new structure will allow us to
coarsely decompose simplicial complexes into cells and therefore inductive arguments by
dimension become possible. Such arguments are at the core of proofs of the coarse Baum–
Connes conjecture [Wri05], but also an important ingredient in proofs of the Farell–Jones
conjecture in various cases [BLR08], [BL11].
In Section 5.1 we introduce the hybrid coarse structure. Our main technical results are
the decomposition theorem and the homotopy theorem shown in Sections 5.2 and 5.3.
These results will be applied in Section 5.5 in order to decompose the motives of simplicial
complexes. In Section 5.4 we provide sufficient conditions for the flasqueness of hybrid
spaces which will be used to study coarsening spaces in Section 5.6.
5.1. The hybrid structure
We start with recalling the notion of a uniform structure.
Let X be a set.
Definition 5.1. A subset T of P(X ×X) is a uniform structure on X if the following
conditions hold:
1. For every W ∈ T we have diagX ⊆ W .
2. T is closed under taking supersets.
3. T is closed under taking inverses.
4. T is closed under finite intersections.
5. For every W ∈ T there exists W ′ ∈ T such that W ′ ◦W ′ ⊆ W .
The elements of T will be called uniform entourages. We will occasionally use the term
coarse entourage for elements of a coarse structure on X in order to clearly distinguish
these from uniform entourages.
A uniform space is a pair (X, T ) of a set X with a uniform structure T .
Let T be a uniform structure on a set X.
Definition 5.2. A uniform structure T is Hausdorff if ⋂W∈T W = diag(X).
Example 5.3. If (X, d) is a metric space, then we can define a uniform structure Td. It
is the smallest uniform structure containing the subsets Ur for r > 0 given by (2.1). The
uniform structure Td is Hausdorff.
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Let X be a set with a uniform structure T and a coarse structure C.
Definition 5.4. We say that T and C are compatible if T ∩ C 6= ∅.
In other words, a uniform and a coarse structure are compatible if there exist a controlled
uniform entourages.
Example 5.5. If (X, d) is a metric space, then the coarse structure Cd introduced in
Example 2.17 and the uniform structure Td from Example 5.3 are compatible.
Example 5.6. Let X be a set. The minimal coarse structure Cmin := C〈{diagX}〉 is only
compatible with the discrete uniform structure Tdisc = P(X ×X). On the other hand, the
maximal coarse structure Cmax := C〈{X ×X}〉 is compatible with every uniform structure
on X.
Let (X, C,B) be a bornological coarse space equipped with an additional compatible
uniform structure T and with a big family Y = (Yi)i∈I . We consider T as a filtered poset
using the opposite of the inclusion relation
U ≤ U ′ := U ′ ⊆ U.
Let I, J be partially ordered sets and φ : I → J be a map between the underlying sets.
Definition 5.7. The map φ is called a function if it is order preserving. It is cofinal, if
in addition for every j ∈ J there exists i ∈ I such that j ≤ φ(i).
Example 5.8. We assume that the uniform structure Td is induced by a metric d (see
Example 5.3). For a positive real number r we can consider the uniform entourages Ur as
defined in (2.1). We equip (0,∞) with the usual order and let (0,∞)op denote the same set
with the opposite order. Consider a function φ : I → (0,∞)op. Then I 3 i 7→ Uφ(i) ∈ Td is
cofinal if and only if limi∈I φ(i) = 0.
We consider P(X ×X) as a poset with the inclusion relation and we consider a function
φ : I → P(X ×X)op, where I is some poset.
Definition 5.9. The function φ is T -admissible if for every U ∈ T there exists i ∈ I such
that φ(i) ⊆ U .
Let Y = (Yi)i∈I be a filtered family of subsets of a set X. For a function φ : I → P(X×X)op
we consider the following subset of X ×X:
Uφ := {(a, b) ∈ X ×X : (∀i ∈ I : a, b ∈ Yi or (a, b) ∈ φ(i) \ (Yi × Yi))}. (5.1)
Let us spell this out in words: a pair (a, b) belongs to Uφ if and only if for every i ∈ I both
entries a, b belong to Yi or, if not, the pair (a, b) belongs to the subset φ(i) of X ×X.
Let (X, C,B) be a bornological coarse space equipped with a compatible uniform structure
T and a big family Y = (Yi)i∈I .
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Definition 5.10. We define the hybrid coarse structure on X by
Ch := C〈{Uφ ∩ V : V ∈ C and φ : I → P(X ×X)op is T -admissible}〉.
and set
Xh := (X, Ch,B).
By definition we have the inclusion Ch ⊆ C. This implies in particular that Ch is compatible
with the bornological structure B. The triple (X, Ch,B) is thus a bornological coarse space.
Furthermore, the identity of the underlying sets is a morphism of bornological coarse
spaces
(X, Ch,B)→ (X, C,B).
Note that the hybrid coarse structure depends on the original coarse structure C, the
uniform structure T and the big family Y .
Remark 5.11. If the uniform structure T is determined by a metric and we have I ∼= N
as partially ordered sets, then we can describe the hybrid structure Ch as follows:
A subset U ⊆ X ×X belongs to Ch if U ∈ C and if for every ε > 0 there exists an i ∈ I
such that U ⊆ (Yi × Yi) ∪ Uε.
It is clear that any hybrid entourage satisfies this condition. In the other direction, it is
easy to check that a subset U satisfying the condition above is contained in U ∩ Uφ for an
appropriate φ. In order to construct such a φ one uses the cofinal family (U1/n)n∈N\{0} in
T and that I = N is well-ordered.
Example 5.12. Let (X, C,B) be a bornological coarse space equipped with an additional
uniform structure T . Then we can define the hybrid structure associated to C, T and the
big family B (see Example 3.4). This hybrid structure is called the C0-structure by Wright
[Wri05, Def. 2.2].
We now consider functoriality of the hybrid structure.
Let (X, T ) and (X ′, T ′) be uniform spaces and f : X → X ′ be a map of sets.
Definition 5.13. The map f is uniformly continuous if for every V ′ ∈ T ′ there exists
V ∈ T such that (f × f)(V ) ⊆ V ′.
Let X, X ′ be bornological coarse spaces which come equipped with uniform structures T
and T ′ and big families Y = (Yi)i∈I and Y ′ = (Y ′i′)i′∈I′ . Let f : X → X ′ be a morphism of
bornological coarse spaces. In the following we introduce the condition of being compatible
in order to express that f behaves well with respect to the additional structures. The
main motivation for imposing the conditions is to ensure Lemma 5.15 below.
Definition 5.14. The morphism f is compatible if the following conditions are satisfied:
1. f is uniformly continuous.
2. For every i ∈ I there exists i′ ∈ I ′ such that f(Yi) ⊆ Y ′i′.
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Lemma 5.15. If f is compatible, then it is a morphism f : Xh → X ′h.
Proof. It is clear that f is proper since we have not changed the bornological structures.
We must check that f is controlled with respect to the hybrid structures.
Let φ : I → P(X ×X)op be a T -admissible function and V be a coarse entourage of X.
We then consider the entourage Uφ ∩ V of Xh. We have
(f × f)(Uφ ∩ V ) ⊆ (f × f)(Uφ) ∩ (f × f)(V ) .
Since (f × f)(V ) is an entourage of X ′ it suffices to show that there exists an entourage
Uφ′ of X
′
h for a suitable T ′-admissible function φ′ : I ′ → P(X ′ ×X ′)op such that we have
(f × f)(Uφ) ⊆ Uφ′ .
Since f is compatible we can choose a map of sets λ : I → I ′ such that Yi ⊆ Y ′λ(i) for all
i ∈ I. We now define a map of sets φ˜′ : I ′ → P(X ′ ×X ′) by
φ˜′(i′) :=
⋂
i∈λ−1(i′)
(f × f)(φ(i)) .
Note that the empty intersection of subsets of X ′ is by convention equal to X ′×X ′. Then
we construct the order preserving function φ′ : I ′ → P(X ′ ×X ′)op by
φ′(i′) :=
⋂
j′≤i′
φ˜′(j′) .
We claim that φ′ is T ′-admissible. Let W ′ ∈ T ′ be given. Since f is uniformly continuous
we can choose W ∈ T such that (f × f)(W ) ⊆ W ′. Since φ is T -admissible we can choose
i ∈ I such that φ(i) ⊆ W . Let i′ := λ(i). Then φ′(i′) ⊆ W ′ by construction.
Assume that (x, y) ∈ Uφ. We must show that (f(x), f(y)) ∈ Uφ′ . We consider i′ ∈ I ′ and
have the following two cases:
1. (f(x), f(y)) ∈ Y ′i′ × Y ′i′ .
2. (f(x), f(y)) 6∈ Y ′i′ × Y ′i′ . In this case we must show (f(x), f(y)) ∈ φ′(i′). Let j′ ∈ I ′
be such that j′ ≤ i′. Then we must show that (f(x), f(y)) ∈ φ˜′(j′). We have two
subcases:
a) j′ is in the image of λ. Let j ∈ λ−1(j′). Then (x, y) 6∈ Yj × Yj since otherwise
(f(x), f(y)) ∈ Y ′j′×Y ′j′ ⊆ Y ′i′×Y ′i′ . Hence for all j ∈ λ−1(j′) we have (x, y) ∈ φ(j)
since (x, y) ∈ Uφ. Then (f(x), f(y)) ∈ φ˜′(j′) as required.
b) j′ is not in the image of λ. Then (f(x), f(y)) ∈ φ˜′(j′) = X ′ ×X ′.
All the above shows that f is controlled, which finishes this proof.
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Example 5.16. A typical example of a bornological coarse space with a C0-structure is
the cone O(Y ) over a uniform space (Y, TY ). We consider Y as a bornological coarse space
with the maximal structures. We then form the bornological coarse space
([0,∞)× Y, C,B) := [0,∞)⊗ Y ,
see Example 2.30. The metric induces a uniform structure Td on [0,∞), and we form the
product uniform structure T := Td × TY on [0,∞) × Y . The cone over (Y, TY ) is now
defined as
O(Y ) := ([0,∞)⊗ Y, C0,B),
where one should not overlook that we use the C0-structure.
Note that instead of all bounded subsets we could also take the big family
Y := ([0, n]× Y )n∈N .
The resulting hybrid structure is equal to the C0-structure since Y is cofinal in B.
Note that [0,∞)⊗ Y is flasque by Example 3.22, but the cone O(Y ) it is not flasque in
general since it has the smaller C0-structure.
Let U denote the category of uniform spaces and uniformly continuous maps. It follows
from Lemma 5.15 that the cone construction determines a functor
O : U→ BornCoarse
which is of great importance in coarse algebraic topology, see [BE17a] and [BEKW].
Let (X, C,B) be a bornological coarse space equipped with a compatible uniform structure
T and a big family Y = (Yi)i∈I . We consider furthermore a subset Z of X. It has an
induced bornological coarse structure (C|Z ,B|Z), an induced uniform structure T|Z , and a
big family Z ∩ Y := (Z ∩ Yi)i∈I . We let (C|Z)h denote the hybrid coarse structure on Z
defined by these induced structures. Let furthermore (Ch)|Z be the coarse structure on Z
induced from the hybrid coarse structure Ch on X.
Lemma 5.17. We have an equality (Ch)|Z = (C|Z)h.
Proof. It is clear that (Ch)|Z ⊆ (C|Z)h.
Let now φ : I → P(Z × Z)op be T|Z-admissible, and let V ∈ C|Z and Uφ be as in (5.1).
We must show that Uφ ∩ V ∈ (Ch)|Z . Let ψ be the composition of φ with the inclusion
P(Z × Z)op → P(X ×X)op. Then ψ is T -admissible and
Uφ ∩ V = (Uψ ∩ V ) ∩ (Z × Z) ,
hence Uφ ∩ V ∈ (Ch)|Z .
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5.2. Decomposition theorem
We consider a uniform space (X, T ). For a uniform entourage U ∈ T we write T⊆U (or
P(X × X)op⊆U , respectively) for the partially ordered subset of uniform entourages (or
subsets, respectively) which are contained in U .
Let (Y, Z) be a pair of two subsets of X.
Definition 5.18. The pair (Y, Z) is called a uniform decomposition if:
1. X = Y ∪ Z.
2. There exists V ∈ T and a function s : P(X ×X)op⊆V → P(X ×X)op such that:
a) The restriction s|T⊆V : T⊆V → P(X ×X)op is T -admissible.
b) For every W ∈ P(X ×X)op⊆V we have the relation
W [Y ] ∩W [Z] ⊆ s(W )[Y ∩ Z] . (5.2)
Example 5.19. Assume that (X, d) metric space such that the restriction of d to every
component of X is a path-metric. We further assume that there exists a constant c > 0
such that the distance between every two components of X is greater than c. We consider
a pair (Y, Z) of closed subsets such that Y ∪ Z = X. If we equip X with the uniform
structure Td induced by the metric, then (Y, Z) is a uniform decomposition.
Here is the argument:
For every r ∈ [0,∞) we define the subset
U¯r := {(x, y) ∈ X ×X : d(x, y) ≤ r}
of X ×X. Note that U¯r is a uniform entourage provided r > 0. We define the uniform
entourage
V := U¯c ∩ U¯1 ,
where c is as above. We consider the subset
Q := {0} ∪ {n−1 : n ∈ N & n 6= 0}
of [0, 1]. For W ∈ P(X × X)op⊆V we let d(W ) ∈ Q be the minimal element such that
W ⊆ U¯d(W ). Note that d(W ) exists, and if W ∈ TV is such that W ′ ≤ W (i.e., W ⊆ W ′)
then d(W ) ≤ d(W ′). We then define the function
s : P(X ×X)op⊆V → P(X ×X)op , s(W ) := U¯d(W ) .
Since s(U¯r) = U¯r for r ∈ Q this function is Td-admissible.
Let us check that this function s satisfies (5.2). We consider an element x of W [Y ]∩W [Z].
Since Y ∪ Z = X we have x ∈ Y or x ∈ Z. Without loss of generality we can assume that
x ∈ Y . Then there exists z ∈ Z such that (x, z) ∈ W . We choose a path γ from x to z
realizing the distance from x to z (note that W ⊆ V ⊆ U¯c and therefore x and z are in the
same path component of X). Let now x′ be the first point on the path γ with x′ ∈ Y ∩ Z.
Such a point exists since Y and Z are both closed, x ∈ Y and z ∈ Z. Then (x, x′) ∈ s(W ),
which finishes the proof of (5.2).
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We consider a bornological coarse space (X, C,B) with an additional compatible uniform
structure T , big family Y = (Yi)i∈I , and uniform decomposition Y, Z. We let Xh denote the
associated bornological coarse space with the hybrid structure. Moreover, we let Yh
11 and
Zh denote the subsets Y and Z equipped with the bornological coarse structure induced
from Xh. By Lemma 5.17 this induced structure coincides with the hybrid structure
defined by the induced uniform structures and big families on these subsets.
Recall the pair notation (4.4).
Theorem 5.20 (Decomposition Theorem). We assume that I = N and that the uniform
structure on X is Hausdorff. Then the following square in SpX is cocartesian
((Y ∩ Z)h, Y ∩ Z ∩ Y) //

(Yh, Y ∩ Y)

(Zh, Z ∩ Y) // (Xh,Y)
(5.3)
Proof. In order to simplify the notation we omit the subscript h at Y and Z. All subsets
of X occuring in the following argument are considered with the induced bornological
coarse structure from Xh.
In general we use the symbol I for the index set, but at the place where the assumption
I = N is relevant, we use N instead.
For every i ∈ I we have a push-out square (compare with (4.5))
Yos({Y ∪ Yi} ∩ (Z ∪ Yi)) //

Yos({Y ∪ Yi})

Yos(Z ∪ Yi) // Yos(Xh)
associated to the complementary pair (Z ∪ Yi, {Y ∪ Yi}). Taking the cofibre of the obvious
map from the push-out square
Yos(Yi) //

Yos(Yi)

Yos(Yi) // Yo
s(Yi)
we get the push-out square (with self-explaining pair notation)
({Y ∪ Yi} ∩ (Z ∪ Yi), Yi) //

({Y ∪ Yi}, Yi)

(Z ∪ Yi, Yi) // (Xh, Yi)
11This should not be confused with the notation Yi for the members of the big family Y.
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We now form the colimit over i ∈ I and get a push-out square which we notate as
({Y ∪ Y} ∩ (Z ∪ Y),Y) //

({Y ∪ Y},Y)

(Z ∪ Y ,Y) // (Xh,Y)
In the following we show that this square is equivalent to the square (5.3) by identifying
the corresponding corners. In Remark 5.22 we will verify the very plausible equivalence
(Z ∪ Y ,Y) ' (Z,Z ∩ Y) . (5.4)
Using Corollary 3.36 and this remark again (for Y in place of Z) we get the equivalence
({Y ∪ Y},Y) ' (Y ∪ Y ,Y) ' (Y, Y ∩ Y) .
The core of the argument is to observe the first equivalence in the chain
({Y ∪Y}∩ (Z ∪Y),Y) ' ({Y ∩Z}∩Z ∪Y ,Y) ' ((Y ∩Z)∪Y ,Y) ' (Y ∩Z, Y ∩Z ∩Y) ,
where the remaining equivalences are other instances of the cases considered above. We
must show that
Yos({Y ∪ Y} ∩ (Z ∪ Y)) ' Yos({Y ∩ Z} ∩ Z ∪ Y) . (5.5)
Note that both sides are colimits over motives of subsets of Xh. We will show that these
families of subsets dominate each other in a cofinal way. This then implies the equivalence
of the colimits.
One direction is easy. Let V be a coarse entourage of Xh containing the diagonal and
i ∈ I. Then clearly
V [Y ∩ Z] ∩ Z ∪ Yi ⊆ V [Y ∪ Yi] ∩ (Z ∪ Yi) .
The other direction is non-trivial.
From now on we write N instead of I. We consider a coarse entourage U of X and a
T -admissible function
φ : N→ P(X ×X)op .
This data defines a coarse entourage
V := U ∩ Uφ
of Xh. The uniformity of the decomposition (Y, Z) provides a uniform entourage C ∈ T
(called V in Definition 5.18) and a T -admissible function
s : P(X ×X)op⊆C → P(X ×X)op .
Since the uniform and coarse structures of X are compatible we can choose an entourage E
which is uniform and coarse. Using that s is T -admissible we can assume (after decreasing
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C if necessary) that s takes values in P(X ×X)op⊆E, so in particular in coarse entourages.
Without loss of generality we can furthermore assume that diag(X) ⊆ s(W ) for every
W ∈ P(X ×X)op⊆C (otherwise replace s by s ∪ diag(X)).
We define the function
φC : N→ P(X ×X)op⊆C , φC(i) := (C ∩ φ(i)) ∪ diag(X) .
We furthermore define the maps
k′ : N→ N ∪ {∞} , ψ : N→ P(X ×X)op
as follows. For ` ∈ N we consider the set
N(`) :=
{
k′ ∈ N : (∀k ∈ N | k ≤ k′ ⇒ Yk × s(φC(k − 1))−1[Yk] ⊆ Y` × Y`)} .
1. If N(`) is not empty and bounded, then we set
k′(`) := maxN(`) , ψ(`) := s(φC(k′(`))) .
2. If N(`) is unbounded, then we set
k′(`) :=∞ , ψ(`) := diag(X) .
3. If N(`) is empty (this can only happen for small `), then we set
k′(`) := 0 , ψ(`) := X ×X .
We show that ψ is a T -admissible function. If `, `′ ∈ N are such that ` ≤ `′, then clearly
k′(`) ≤ k′(`′) since Y` ⊆ Y`′ . Let Q ∈ T be given. Since s|T⊆C is T -admissible we can find
W ∈ T⊆C such that s(W ) ⊆ Q. Since φC is T -admissible we can chose i ∈ N such that
φC(i) ⊆ W . We now choose ` ∈ N so large that k′(`) ≥ i. Here we use that s ◦ φC takes
values in coarse entourages and the bigness of the exhaustion. Then ψ(`) ⊆ Q.
We now fix i ∈ N so large that φ(i) ⊆ C. This is possible by the T -admissibility of φ. We
then set
W := (ψ(i) ∩ Uψ) ∪ diag(X) ∈ Ch .
Using that Y is big we further choose j ∈ N such that i ≤ j and U [Yi] ⊆ Yj.
We observe that we can take the colimit over the U ’s, the φ’s and i implicitly contained
in the definition of both sides of (5.5) in the order colimU colimφ colimi. The following
claim finishes the argument:
V [Y ∪ Yi] ∩ (Z ∪ Yi) ⊆ W [Y ∩ Z] ∩ Z ∪ Yj .
We show the claim by the following case-by-case discussion. Let x ∈ V [Y ∪ Yi] ∩ (Z ∪ Yi).
1. If x ∈ Yi, then x ∈ Yj and we are done.
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2. Assume now that x ∈ Z \ Yi. Then there exists b ∈ Y ∪ Yi such that (x, b) ∈ V .
a) If b ∈ Yi, then x ∈ U [Yi] ⊆ Yj and we are done.
b) Otherwise b ∈ Y \ Yi. In view of the definition (5.1) of Uφ we have (x, b) ∈ φ(i).
By our choice of i this also implies (x, b) ∈ φC(i). We distinguish two cases:
i. There exists k ∈ N such that (x, b) ∈ Yk × Yk. We can assume that k
is minimal with this property. Then (x, b) ∈ φC(k − 1), where we set
φC(−1) := C. Consequently, x ∈ φC(k − 1)[Y ] ∩ Z, and by the defining
property of s there exists c ∈ Y ∩ Z such that (x, c) ∈ s(φC(k − 1)). For
every k′ ∈ N we then have exactly one the following two cases:
A. k′ ≤ k − 1: Then (x, c) ∈ s(φC(k′)).
B. k′ ≥ k: Then (x, c) ∈ Yk × s(φC(k − 1))−1[Yk].
Let now ` ∈ N be given. We let k′ := k′(`) be as in the definition of ψ. If
(x, c) 6∈ ψ(`) = s(φC(k′)), then k′ ≥ k and we have case B:
(x, c) ∈ Yk × s(φC(k − 1))−1[Yk] ⊆ Y` × Y` ,
where the last inclusion holds true by the definition of k′. This implies that
x ∈ W [Y ∩ Z] ∩ Z.
ii. For every k ∈ N we have (x, b) 6∈ Yk × Yk. Then we have
(x, b) ∈
⋂
k∈N
φ(k) = diag(X)
(the last equality holds true since φ is T -adimissible and T is Hausdorff by
assumption), i.e., x = b. It follows that x ∈ Z∩Y , hence x ∈ W [Y ∩Z]∩Z.
The proof is therefore finished.
Remark 5.21. The assumption in the Decomposition Theorem 5.20 that I = N seems to
be technical. It covers our main applications to cones or the coarsening spaces. Therefore
we have not put much effort into a generalization.
Remark 5.22. We retain the notation introduced for Theorem 5.20. We have the following
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chain of equivalences:
(Z,Z ∩ Y)
' colim
i∈I
(Z,Z ∩ Yi) definition
' colim
i∈I
(Z,Z ∩ {Yi}) coarse invariance
' colim
i∈I
colim
j∈I,j≥i
(Z ∪ Yj, (Z ∪ Yj) ∩ {Yi}) excision
' colim
i∈I
colim
j∈I,j≥i
colim
U∈Ch
(Z ∪ Yj, (Z ∪ Yj) ∩ U [Yi]) definition
' colim
i∈I
colim
U∈Ch
colim
j∈I,j≥i,Yj⊇U [Yi]
(Z ∪ Yj, U [Yi]) Y is big and Lemma 4.8
' colim
i∈I
colim
j∈I,j≥i
(Z ∪ Yj, Yi) coarse invariance, Corollary 4.4.3
' colim
i∈I
(Z ∪ Yi, Yi) cofinality
' (Z ∪ Y ,Y) definition
This verifies the equivalence (5.4).
Example 5.23. Recall the cone functor O : U→ BornCoarse from Example 5.16.
If f : (X, TX)→ (X ′, TX′) is a morphism of uniform spaces, then by Lemma 5.15 we get an
induced morphism O(f) : O(X)→ O(X ′) in BornCoarse. We can thus define a functor
O∞ : U→ SpX , (X, TX) 7→ (O(X),Y) , (5.6)
where we use
Y := ([0, n]×X)n∈N (5.7)
as the big family.
Corollary 5.24. If the uniform structure on X is Hausdorff and (Y, Z) is a uniform
decomposition of X, then the square
O∞(Y ∩ Z) //

O∞(Y )

O∞(Z) // O∞(X)
is cocartesian.
Proof. Note that ([0,∞)× Y, [0,∞)× Z) is a uniform decomposition of [0,∞)×X with
the product uniform structure (which is again Hausdorff), and the big family Y in (5.7) is
indexed by N.
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5.3. Homotopy theorem
Let X be a bornological coarse space with an additional compatible uniform structure T
and a big family Y = (Yi)i∈I . We consider the unit interval [0, 1] as a bornological coarse
space with the structures induced by the metric (hence with the maximal structures) and
the compatible metric uniform structure. We abbreviate IX := [0, 1]nX, see Example 2.23.
The projection IX → X is a morphism. The bornological coarse space IX has a big family
IY := ([0, 1]× Yi)i∈I and a compatible product uniform structure. We let (IX)h denote
the corresponding hybrid bornological coarse space (Definition 5.10). The projection is
compatible (Definition 5.14) so that by Lemma 5.15 it is also a morphism
(IX)h → Xh . (5.8)
Let X be a bornological coarse space with a compatible uniform structure T and a big
family Y = (Yi)i∈I .
Theorem 5.25 (Homotopy Theorem). Assume that I = N and that for every bounded
subset B of X there exists i ∈ I such that B ⊆ Yi. Then the projection (5.8) induces an
equivalence
Yos((IX)h)→ Yos(Xh) .
Proof. The rough idea is to identify (IX)h with a coarse cylinder over Xh and then to
apply Proposition 4.16. In the following we make this idea precise. Point 5 of Corollary 4.4
gives an equivalence
Yos((IX)h) ' colim
U∈ICh
Yos((IX)U) ,
where the colimit runs over the poset ICh of the entourages of the hybrid coarse structure
of (IX)h. See also Example 2.29 for notation.
We consider (1,∞) as a bornological coarse space with the structures induced from the
metric. Let q : X → (1,∞) be a bornological and controlled function (not necessarily a
morphism) such that
lim
i∈I
sup
x∈X\Yi
q(x)−1 = 0 . (5.9)
We define the pair of functions p := (q, 0) and consider the cylinder IpX. We define the
maps of sets
f : IpX → [0, 1]×X , f(t, x) := (t/q(x), x)
and
g : [0, 1]×X → IpX , g(t, x) := (tq(x), x)
by rescaling the time variable. They are inverse to each other.
It suffices to show that we can find for every entourage Vh ∈ Ch and function q an entourage
Uh ∈ ICh such that f : IpXVh → (IX)Uh is a morphism, and vice versa that for every
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Uh ∈ ICh we can find Vh ∈ Ch and a (possibly different) function q as above such that
g : (IX)Uh → IpXVh is a morphism. Indeed, by Proposition 4.16 the composition
Yos(IpXVh)→ Yos((IX)Uh)→ Yos(Ip′XV ′h)→ Yos((IX)U ′h)
is equivalent to
Yos(XVh)→ Yos((IX)Uh)→ Yos(XV ′h)→ Yos((IX)U ′h) .
By cofinality we get the desired equivalence of colimits
Yos(Xh) ' colim
Vh∈Ch
Yos(XVh) ' colim
Uh∈ICh
Yos((IX)Uh) ' Yos((IX)h) .
The maps f and g are clearly proper. So we must discuss under which conditions they are
controlled.
We now take advantage of the fact that we can explicitly parametrize a cofinal set of
coarse entourages of ICh in the form Uh := IV ∩ Vφ. In detail, we take a coarse entourage
V of X and define the entourage IV := [0, 1]× [0, 1]× V of the product [0, 1]×X. We
also choose a pair φ = (κ, ψ) of a function κ : I → (0,∞) with limi∈I κ(i) = 0 and a
T -admissible function ψ : I → P(X × X)op. Using the metric on [0, 1] the function φ
determines a function I → P(IX × IX)op which is admissible with respect to the product
uniform structure on IX. In particular, φ defines a subset Vφ ⊆ P(IX × IX) as in (5.1).
In detail, ((s, x), (t, y)) ∈ Vφ if for every i ∈ I we have (x, y) ∈ Yi× Yi or |s− t| ≤ κ(i) and
(x, y) ∈ V ∩ ψ(i).
We will now analyse f . We start with choosing the data for a coarse entourage Vh of IpX.
We choose a number e ∈ (0,∞) in order to control the time variable by an entourage Ue
(see (2.1)). We furthermore choose V ∈ C and a T -admissible function ψ : I → P(X×X)op.
We then define Vh := Ue × (V ∩ Vψ). We now must find an appropriate Uh ∈ ICh. Since
q is controlled there exists a constant C ∈ (0,∞) such that (x, y) ∈ V implies that
|q(x)− q(y)| ≤ C. We define
κ(i) := (C + e) sup{q(x)−1 : x 6∈ Yi} .
By our assumptions on q we have limi∈I κ(i) = 0. We now set φ := (κ, ψ) and define
Uh := IV ∩ Vφ.
We show that (f × f)(Vh) ⊆ Uh. We assume that ((s, x), (t, y)) ∈ Vh. Then |t− s| ≤ e and
(x, y) ∈ V ∩ Vψ. For every i ∈ I we have two cases:
1. If (x, y) ∈ V ∩ (Yi × Yi). Then ((s, x), (t, y)) ∈ ([0, 1]× Yi)× ([0, 1]× Yi).
2. Otherwise, (x, y) ∈ V ∩ φ(i) and w.l.o.g x 6∈ Yi. Then
|s/q(x)− t/q(y)| ≤ e/q(x) + t(|q(x)− q(y)|)q(x)−1q(y)−1 ≤ (e+ C)q(x)−1 ≤ κ(i) .
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This shows that (f(s, x), f(t, y)) ∈ Uh as required.
We will now investigate g. We choose a coarse entourage V of X and φ = (κ, ψ) as above.
These choices define the entourage Uh := IV ∩Vφ ∈ ICh. We must find Vh and a function q
appropriately. To this end we will use the following lemma which we will prove afterwards.
Lemma 5.26. There exists a controlled and bornological function q : X → (0,∞) such
that the sets of real numbers{
q(x) ·
(
inf
i∈I:x 6∈Yi
κ(i)
)
: x ∈ X
}
and
{
q(x) : x ∈
⋂
i∈I
Yi
}
are bounded by a real number D ∈ (0,∞) and (5.9) holds.
In the following we choose such a function q and let D denote the bound as in the lemma.
Furthermore, using that q is controlled we find C ∈ (0,∞) such that (x, y) ∈ V implies
that |q(x) − q(y)| ≤ C. We define the entourage Vh := UC+D × (V ∩ Vψ). Assume that
((s, x), (t, y)) ∈ Uh. For every i ∈ I we distinguish two cases:
1. (x, y) ∈ V ∩ (Yi × Yi).
2. Otherwise we can w.l.o.g. assume that x 6∈ Yi. Then
|sq(x)− tq(y)| ≤ q(x) ·
(
inf
i∈I:x 6∈Yi
κ(i)
)
+ |q(x)− q(y)| ≤ D + C (5.10)
and (x, y) ∈ V ∩ ψ(i).
If (x, y) ∈ V ∩ (Yi × Yi) for all i ∈ I, then
|sq(x)− tq(y)| ≤ D ≤ C +D
by the second bound claimed in Lemma 5.26. The estimates thus show the inclusion
(g × g)(Uh) ⊆ Vh. This completes the proof of the Homotopy Theorem 5.25.
Proof of Lemma 5.26. It is here where we use that I = N. In a first step we define the
monotonously decreasing function
λ : N→ (0,∞) , λ(i) := sup
i≤j
κ(j) .
It satisfies κ ≤ λ and limi→∞ λ(i) = 0.
We now choose by induction a new function µ : N → (0,∞) and an auxilary function
a : N→ N as follows.
We set µ(0) := λ(0) and a(0) := 0.
Assume now that a is defined on all numbers ≤ n and µ is defined for all numbers ≤ a(n).
Then we choose a(n+ 1) ∈ N such that a(n+ 1) > a(n) and V [Ya(n)] ⊆ Ya(n+1). We then
define for all k ∈ (a(n), a(n+ 1)]
µ(k) := max
{ µ(a(n))
µ(a(n)) + 1
, λ(a(n))
}
54
This has the effect that µ is constant on the intervals (a(n), a(n+ 1)] for all n ∈ N, and
that µ−1 increases by at most one if one increases the argument from a(n) to a(n) + 1. We
furthermore have the estimate λ(k) ≤ µ(k) for all k ∈ N, µ is monotonously decreasing,
and it satisfies limi→∞ µ(i) = 0. We define the function
q : X → (0,∞) , q(x) := 1
sup{µ(i) : x ∈ Yi} .
Let B be a bounded subset of X. Then we can find i ∈ I such that B ⊆ Yi. Then
supx∈B q(x) ≤ µ(i)−1. This shows that q is bornological. For x ∈
⋂
i∈I Yi we have
q(x) ≤ µ(i)−1 for every i. This in particular shows the second estimate claimed in the
lemma.
We now argue that q is controlled. We will show that if (x, y) ∈ V , then |q(x)− q(y)| ≤ 1.
We can choose n ∈ N such that x ∈ Ya(n) and q(x) = µ(a(n))−1, and m ∈ N such that
q(y) = µ(a(m))−1. After flipping the roles of x and y if necessary we can assume that
n ≤ m. Then y ∈ V [Ya(n)] ⊆ Ya(n+1). We then have the following options:
1. If n = m, then q(x) = q(y).
2. If n < m, then m = n+ 1 (here we use that µ decreases monotonously). In this case
q(y)− q(x) ≤ 1.
We now consider x ∈ X and i ∈ I such that x 6∈ Yi. We have κ(i)q(x) ≤ µ(i)q(x). We
must minimize over i. Assume that n is such that x ∈ Ya(n+1) \ Ya(n). We see that
inf
i∈I:x 6∈Yi
κ(i)q(x) ≤ inf
i∈I:x 6∈Yi
µ(i)q(x) =
µ(a(n))
µ(a(n+ 1))
≤ 1 + µ(a(0))
and therefore the proof is finished.
Remark 5.27. The assumption that I = N was used in the proof of Lemma 5.26. At the
moment we do not know if this assumption is only technical or really necessary.
In the category of uniform spaces we have a natural notion of a uniform homotopy:
Definition 5.28. Let X be a uniform space.
A uniform homotopy is a uniformly continuous map [0, 1]×X → X, where the product is
equipped with the product uniform structure.
Let X and X ′ be bornological coarse spaces equipped with uniform structures T and T ′
and big families Y = (Yi)i∈I and Y ′ = (Y ′i′)i′∈I′ , respectively. Let f0, f1 : X → X ′ be two
compatible morphisms.
Definition 5.29. We say that f0 and f1 are compatibly homotopic if there is a compatible
morphism h : IX → X ′ such that fi = h|{i}×X for i ∈ {0, 1}.
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Note that compatibly homotopic maps are close to each other and uniformly homotopic.
Let X and X ′ be bornological coarse spaces equipped with uniform structures T and T ′
and big families Y = (Yi)i∈I and Y ′ = (Y ′i′)i′∈I′ , respectively.
Corollary 5.30. Assume that I = N and that for every bounded subset B of X there
exists i ∈ I such that B ⊆ Yi. If f0, f1 : X → X ′ are compatibly homotopic to each other,
we have an equivalence
Yos(f0) ' Yos(f1) : Yos(Xh)→ Yos(X ′h) .
Proof. Let h : [0, 1] × X → X ′ be a compatible homotopy between f0 and f1. By the
Lemma 5.15 it induces a morphism
(IX)h → X ′h
which yields the morphisms fi : Xh → X ′h by precomposition. The assertion now follows
from the Homotopy Theorem 5.25.
We continue Examples 5.16 and 5.23. We consider two maps f0, f1 : Y → Y ′ between
uniform spaces.
Corollary 5.31. If f0 and f1 are uniformly homotopic, then we have an equivalence
Yos(O(f0)) ' Yos(O(f1)).
Therefore the cone functor Yos ◦ O : U → SpX sends uniformly homotopy equivalent
uniform spaces to equivalent motivic spectra. It shares this property with the functor
O∞ : U→ SpX introduced in (5.6) which is in addition excisive by Corollary 5.24.
Corollary 5.32. The functor O∞ : U → SpX sends uniformly homotopy equivalent
uniform spaces to equivalent motivic spectra.
The following corollary to the combination of Corollaries 5.24 and 5.32 says that O∞
behaves like a SpX -valued homology theory on subcategory Usep of U of uniform Hausdorff
spaces (see Mitchener [Mit10, Thm. 4.9] for a related result).
Corollary 5.33. The functor O∞ : Usep → SpX is uniformly homotopy invariant and
satisfies excision for uniform decompositions.
This observation is the starting point of a translation of the homotopy theory on U into
motivic coarse spectra. It will be further discussed in a subsequent paper [BE17a].
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5.4. Flasque hybrid spaces
We consider a bornological coarse space (X, C,B) with a compatible uniform structure T
and a big family Y = (Yi)i∈I . These data determine the hybrid space Xh (Definition 5.10).
In this section we analyse which additional structures on X guarantee that Xh is flasque
in the generalized sense (see Definition 3.27).
We assume that the uniform structure T is induced from a metric d. We will denote the
uniform entourage of radius r by Ur, see (2.1).
We furthermore assume that the big family is indexed by N and determined through a
function e : X → [0,∞) by Yi := {e ≤ i} for all i ∈ N. Moreover, we assume that e has
the following properties:
1. e is uniformly continuous.
2. e is controlled. This ensures that the family of subsets as defined above is big.
Indeed, let V be a coarse entourage of X. Then we can find an s ∈ N such that
|e(x)− e(y)| ≤ s for all (x, y) ∈ V . For i ∈ N we then have V [Yi] ⊆ Yi+s.
3. e is bornological. This implies that for every bounded subset B of X there exists
i ∈ N such that B ⊆ Yi.
The reason why we make these restrictions on the index set of the big family and T is that
we are going to use the simple characterization of hybrid entourages given in Remark 5.11.
We do not know whether this restriction is of technical nature or essential.
The essential structure is a map Φ : [0,∞)nX → X. Recall that the semi-direct product
has the product coarse structure and the bounded sets are generated by [0,∞)× B for
bounded subsets B of X. We assume that Φ has the following properties:
1. Φ is a morphism in BornCoarse.
2. Φ is uniformly continuous.
3. Φ0 = id.
4. For every bounded subset B of X there exists t ∈ R such that Φ([t,∞)×X)∩B = ∅.
5. Φ is contracting in the following sense: For every i ∈ N, ε > 0 and coarse entourage
V of X there exists T > 0 such that we have
∀x, y ∈ X, ∀t ∈ [T,∞) : (x, y) ∈ V ∩ (Yi × Yi)⇒ (Φ(t, x),Φ(t, y)) ∈ Uε.
6. Φ is compatible with the big family in the sense that for all s, t ≥ 0 we have
Φt({e ≤ s}) ⊆ {e ≤ s+ t}.
Recall the Definition 3.27 of flasqueness in the generalized sense.
Theorem 5.34. Let all the above assumptions be satisfied. Then Xh is flasque in the
generalized sense.
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Proof. For every S > 1 we consider the map rS : [0,∞)→ [0, log(S)] given by
rS(t) :=

log(S)− t
S
for 0 ≤ t ≤ S
log(S)
log(S)− 1
log(S)
− (t− S
log(S)
)
for S
log(S)
≤ t ≤ log(S)− 1
log(S)
+ S
log(S)
0 for t ≥ log(S)− 1
log(S)
+ S
log(S)
and define r1 := 0. The family of maps (rS)S∈[1,∞) is uniformly controlled and uniformly
equicontinuous.
Function rS(t)
We consider the composition of maps
ΨS : X
(e,id)−−−→ [0,∞)×X (rS ,id)−−−−→ [0, log(S)]nX Φ−→ X.
The first map is controlled since e is controlled. Furthermore it is proper since its second
component is the identity. Hence it is a morphism in BornCoarse. The second map is
also a morphism (since we use the semi-direct product it is proper). The last map is a
morphism by assumption since it is a restriction of a morphism to a subset. All three
maps are uniformly continuous and we have ΨS({e ≤ s}) ⊆ {e ≤ s+ log(S)}. So the maps
ΨS are compatible in the sense of Definition 5.14 and therefore are morphisms
ΨS : Xh → Xh.
Our claim is now that these maps implement flasqueness of Xh in the generalized sense.
More precisely, we will show that the family of morphisms (ΨS)S∈N satisfies the four
conditions of Definition 3.27.
Condition 1
Since r1 ≡ 0 we get Ψ1 = id.
Condition 2
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We must show that the union ⋃
S∈N
(ΨS ×ΨS+1)(diagXh)
is an entourage of Xh. Hence we must control the pairs
(ΨS(x),ΨS+1(x)) for x ∈ X and S ∈ N .
Since the family (rS)S≥1 is uniformly equicontinuous the family (S 7→ ΨS(x))x∈X of
functions is uniformly equicontinuous. Hence there exists a coarse entourage V of X such
that for all x ∈ X and S ∈ N
(ΨS(x),ΨS+1(x)) ∈ V .
In view of Remark 5.11 it remains to show that for every ε > 0 there exists j ∈ N such
that
∀x ∈ X ∀S ∈ N : (ΨS(x),ΨS+1(x)) ∈ (Yj × Yj) ∪ Uε (5.11)
First observe that there exists a C > 0 such that for all t ∈ [0,∞) and S ∈ N we have the
inequality
|rS(t)− rS+1(t)| ≤ C
min{1, log(S)} .
We now fix ε > 0. Using the above estimate and that Φ is uniformly continuous we can
find S0 > 0 sufficiently large such that
∀x ∈ X ∀S ∈ N with S ≥ S0 : (ΨS(x),ΨS+1(x)) ∈ Uε (5.12)
It remains to control the pairs with S ≤ S0.
Set
i := sup
1<S≤S0
(
log(S)− 1
log(S)
+
S
log(S)
)
(note that i is finite). Then we have rS(e(x)) = 0 for all x ∈ X \ Yi and all S ≤ S0.
Consequently, ΨS(x) = x for all x ∈ X \ Yi and all S ≤ S0. We now choose the integer
j ∈ N such that ΨS(Yi) ⊆ Yj for all S ≤ S0. Then we have
∀x ∈ X ∀S ∈ N with S ≤ S0 : (ΨS(x),ΨS+1(x)) ∈ (Yj × Yj) ∪ diagX . (5.13)
The combination of (5.13) and (5.12) implies (5.11).
Condition 3
Let U be a coarse entourage of Xh. We have to show that the union
⋃
S∈N(ΨS ×ΨS)(U)
is again a coarse entourage of Xh.
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By definition of the hybrid structure and Remark 5.11 there is a coarse entourage V of X
such that for every ε > 0 we can find i > 0 with
U ⊆ V ∩ ((Yi × Yi) ∪ Uε).
First of all we observe that the family (rS)S∈[1,∞) is uniformly controlled. Since Φ is
controlled with respect to the original structures there exists an entourage V ′ ∈ C such
that
(ΨS ×ΨS)(V ) ⊆ V ′ (5.14)
for all S ∈ [1,∞).
We now fix δ > 0. Since the family (rS)S∈[1,∞) is uniformly equicontinuous the same is
true for the family (ΨS)S∈[1,∞). Hence there exists i ∈ N such that
(ΨS ×ΨS)(U \ (Yi × Yi)) ⊆ Uδ (5.15)
for all S ∈ [1,∞).
Assume now that (x, y) ∈ (Yi × Yi) ∩ V . The control of e yields a number R > 0 (which
only depends on V ) such that |e(x)− e(y)| ≤ R. Furthermore, we have e(x), e(y) ≤ i.
In the following steps we are going to choose S0 ∈ (1,∞) step by step increasingly bigger
such that certain estimates hold true.
In the first step we choose S0 such that
i ≤ S0
log(S0)
.
Then for all S ≥ S0 and (x, y) ∈ V ∩ (Yi × Yi) we have
|rS(e(x))− rS(e(y))| ≤ R
S0
. (5.16)
We observe that
lim
S0→∞
inf
S≥S0,x∈Yi
rS(e(x)) =∞ . (5.17)
We have by definition (
ΨS(x),ΨS(y)
)
=
(
ΦrS(e(x))(x),ΦrS(e(y))(y)
)
.
Since Φ is uniformly continuous, in view of (5.16) we can choose S0 so large that
∀S ≥ S0, ∀(x, y) ∈ V ∩ (Yi × Yi) :
(
ΦrS(e(x))(x),ΦrS(e(y))(x)
) ∈ Uδ/2 . (5.18)
We employ that Φt is contracting and (5.17) in order to see that we can increase S0 even
more such that
∀S ≥ S0, ∀(x, y) ∈ V ∩ (Yi × Yi) :
(
ΦrS(e(y))(x),ΦrS(e(y))(y)
) ∈ Uδ/2 . (5.19)
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The equations (5.18) and (5.19) together give
∀S ≥ S0, ∀(x, y) ∈ V ∩ (Yi × Yi) :
(
ΦrS(e(x))(x),ΦrS(e(y))(y)
) ∈ Uδ .
This implies
∀S ≥ S0 : (ΨS ×ΨS)((Yi × Yi) ∩ V ) ⊆ Uδ . (5.20)
We now use the compatibility of Φ with the big family and (5.14) in order to find an
integer j ∈ N such that
S ∈ [1, S0] : (ΨS ×ΨS)((Yi × Yi) ∩ V ) ⊆ V ′ ∩ (Yj × Yj) .
In conclusion we have shown that there is V ′ ∈ C and for given δ > 0 we can choose j ∈ N
appropriately such that
∀S ∈ [1,∞) : (ΨS ×ΨS)(U) ⊆ V ′ ∩ ((Yj × Yj) ∪ Uδ) .
In view of Remark 5.11 this proves that
⋃
S∈N(ΨS ×ΨS)(U) is an entourage of Xh.
Condition 4
If B is a bounded subset of X, then e|B is bounded. We now use (5.17) and Property 4 of
Φ in order to verify the condition.
5.5. Decomposition of simplicial complexes
The material of this section is the main technical part of the proof of Theorem 6.112
below.
By a simplicial complex we understand a topological space presented as a geometric
realization of an abstract simplicial complex.
We let X be a simplicial complex.
Definition 5.35. A good metric on X is a metric with the following properties:
1. On each component of X the metric is a path-metric.
2. There exists a constant c > 0 such that every two components of X have distance at
least c.
3. For every n ∈ N there exists a constant Cn > 0 such that the metric induced on every
n-simplex ∆ ⊆ X satisfies C−1n dcan ≤ d|∆ ≤ Cndcan, where dcan is the canonical
Euclidean metric on ∆.
Note that we allow that different components of X have finite or infinite distances.
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Example 5.36. An example of a good a metric is the path-metric induced from the
euclidean metric on the simplices. In this case we can take Cn = 1 for all n ∈ N and the
components have infinite distance from each other.
The path-metric induced from the spherical metric (see Wright [Wri05, Appendix]) on the
simplices is also good. In this case the family of constants in Condition 3 of Definition 5.35
necessarily satisfies limn→∞Cn =∞.
If ∆ is the standard simplex, then for µ ∈ (0, 1] we let µ∆ ⊆ ∆ be the image of the radial
scaling (with respect to the barycenter) by the factor µ.
Assume that X is equipped with a good metric with family of constants (Ck)k∈N in
Condition 3 of Definition 5.35. For n ∈ N and µ ∈ (0, 1) let Z ⊆ X be the disjoint union
of the µ-scalings of the n-simplices of X with the induced metric. After reparametrization
of the simplices we can consider Z as a simplicial complex which is topologically a disjoint
union of n-simplices. The restriction of the good metric of X to Z is again good. We must
replace the constants Ck by µ
−1Ck for all k ≤ n. Two simplices of Z which are scalings of
simplices in the same component of X are in finite distance.
Example 5.37. In the following we describe an example of a simplicial complex X with
the property that the identity of X does not induce an morphism Xde → Xds , where de
and ds are the path metrics induced by the Euclidean and the spherical metrics on the
simplices, respectively. That this can happen for infinite-dimensional simplicial complexes
has essentially been observed by Wright [Wri05, Appendix].
The complex X is defined as the quotient of
⊔
n∈N ∆
n by identifying for all n ∈ N the
last face ∂n∆
n of ∆n with the first face of the first face ∂0∂0∆
n+1 of ∆n+1. The entourage
{de ≤ 1} ∈ Cde does not belong to Cds , as shown below.
The complex X in Example 5.37.
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For the barycenters bn and bn+1 of ∆
n and ∆n+1 we have
de(bn, bn+1) =
√
1
n(n+ 1)
+
√
2
n(n+ 2)
, (5.21)
while
ds(bn, bn+1) = pi/2 .
Define k : N→ N by
k(n) := max{m ∈ N : de(bn, bn+m) ≤ 1} .
As a consequence of (5.21) we have limn→∞ k(n) =∞. Hence we have
∀n ∈ N : de(bn, bn+k(n)) ≤ 1
while
ds(bn, bn+k(n)) =
k(n)pi
2
n→∞−−−→∞
Assume that X is equipped with a good metric d. We let Td be the uniform structure on
X determined by the metric. We further assume that X comes with a bornological coarse
structure (C,B) such that C and Td are compatible (see Definition 5.4). For example, C
could be (but this is not necessary) the structure Cd induced by the metric. Note that
the compatibility condition and Condition 3 of Definition 5.35 imply that the size of the
simplices is uniformly bounded with respect to C.
Finally we assume that X comes with a big family Y = (Yi)i∈I of subcomplexes such that
every bounded subset of X is contained in Yi for some i ∈ I. In this situation we can
consider the hybrid structure Ch (see Definition 5.10). We write Xh for the corresponding
bornological coarse space.
We now assume that X is n-dimensional. For k ∈ N we let Xk denote the k-skeleton of X.
We let Z ⊆ X be obtained as in Example 5.36 by scaling all n-simplices by the factor 2/3.
Furthermore we let Y ⊆ X be the subspace obtained from X by removing the interiors of
the unions of the 1/3-scaled n-simplices. Then Y ∪ Z = X is a decomposition of X into
two closed subsets.
Conditions 1 and 2 of Definition 5.35 ensure by Example 5.19 that the pair (Y, Z) is
a uniform decomposition (Definition 5.18) of X. If I = N, then the Decomposition
Theorem 5.20 asserts that we have a push-out square in SpX
((Y ∩ Z)h, Y ∩ Z ∩ Y) //

(Yh, Y ∩ Y)

(Zh, Z ∩ Y) // (Xh,Y)
. (5.22)
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Decomposition X = Y ∪ Z
In the following we analyse the corners of (5.22). Let C be the set of the barycenters of
the n-simplices of X with the induced bornological coarse structure (see Example 2.16).
The restriction of the good metric to C induces the discrete uniform structure Tdisc. For
i ∈ I we let Ci ⊆ C denote the subset of the barycenters of the n-simplices contained in Yi.
Then (Ci)i∈I is a big family in C. We can consider the associated hybrid space Ch.
Lemma 5.38. If I = N, then in SpX we have an equivalence
(Ch, (Ci)i∈I) ' (Zh, Z ∩ Y) .
Proof. The inclusion g : C → Z and the projection p : Z → C which sends each component
to the center are compatible morphisms. For properness of p we use the fact noticed above
that the size of the simplices of X is uniformly bounded with respect to C. Furthermore
the compositions g ◦ p and p ◦ g are compatibly homotopic to the respective identities.
By Lemma 5.15 we obtain morphisms g : Ch → Zh and p : Zh → Ch. By Corollary 5.30
g induces an equivalence Yos(Ch) ' Yos(Zh). In general, g is not a coarse equivalence,
but one could look at Example 4.21 in order to understand the mechanism giving this
equivalence. The restriction g|Ci : Ci → Zh ∩ Yi is already an equivalence in BornCoarse
for every i ∈ I, where Ci has the bornological coarse structure induced from Ch. In fact,
the bornological coarse structures on Ci and Zh ∩ Yi induced from the hybrid structures
coincide with the bornological coarse structures induced from the original bornological
coarse structures C or Z, respectively.
Recall the Definition 2.13 of the notion of a discrete bornological coarse space.
Lemma 5.39. There exists a filtered family (Wj,Wj)j∈J of pairs of discrete bornological
coarse spaces and big families such that in SpX we have an equivalence
(Ch, (Ci)i∈I) ' colim
j∈J
(Wj,Wj) .
Proof. Using Point 5 of Corollary 4.4 we have the equivalence of coarse motivic spectra
(Ch, (Ci)i∈I) ' colim
U∈Ch
(CU , (Ci)i∈I) .
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Let U ∈ Ch be an entourage of Ch of the form V ∩ Uφ for a coarse entourage V of C and
a cofinal function φ : I → Tdisc. This cofinality implies that there exists i ∈ I such that
φ(i) = diagC . We let T := CU \Ci. Using excision (Point 2 of Corollary 4.4) with respect
to the complementary pair (T, (Ci)i∈I) we have the equivalence
(CU , (Ci)i∈I) ' (T, T ∩ (Ci)i∈I) ,
where T has the structures induced from CU . The crucial observation is now that the
coarse structure induced from CU on T is discrete.
We now study the pair (Yh, Y ∩ Y).
Lemma 5.40. If I = N, then in SpX we have an equivalence
(Xn−1h , X
n−1 ∩ Y) ' (Yh, Y ∩ Y) .
Proof. We consider the retraction r : Y → Xn−1 which is locally modeled by the radial
retraction of ∆n \ int(1/3∆n) to the boundary ∂∆n. This is a morphism in BornCoarse
which is compatible. It provides a compatible homotopy inverse to the inclusion Xn−1 → Y .
By Corollary 5.30 this inclusion induces an equivalence Yos(Xn−1h ) ' Yos(Yh). We again
observe that for every i ∈ I the original bornological coarse structure and the hybrid
structure induce the same bornological coarse structure on Y ∩Yi and Xn−1∩Yi. Moreover,
the restrictions of r and the inclusion are inverse to each other equivalences of bornological
coarse spaces. This implies the assertion.
We let D ⊆ X be the subset which locally is modeled by ∂(1/2∆n) ⊆ ∆n. After
reparametrization we can consider D as an (n−1)-dimensional simplicial complex equipped
with the induced bornological coarse structure and the induced good metric from X. It
furthermore comes with a big family D ∩ Y .
Lemma 5.41. If I = N, then in SpX we have an equivalence
(Dh, D ∩ Y) ' ((Z ∩ Y )h, (Z ∩ Y ∩ Y)) .
Proof. We have a natural inclusion D → Z∩Y and we have also a (locally radial) retraction
r : Z ∩ Y → D. This retraction is compatible and a compatible homotopy inverse to the
inclusion. The assertion of the lemma now follows from Corollary 5.30
5.6. Flasqueness of the coarsening space
In this section we will introduce the coarsening space of Wright [Wri05, Sec. 4]. The main
result is that the coarsening space is flasque in the generalized sense if it is equipped with
a suitable hybrid structure. This fact has first been shown by Wright [Wri05, Sec. 4]. In
the present section we will adapt the arguments of Wright to our setting.
Let (X, C,B) be a bornological coarse space and let U = (Ui)i∈I be a cover of X, i.e., a
family of subsets of X such that
⋃
i∈I Ui = X.
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Definition 5.42.
1. The cover U is bounded by V ∈ C if for every i ∈ I the subset Ui is V -bounded (see
Definition 2.14). We say that U is bounded if it is V -bounded for some V ∈ C.
2. An entourage V ∈ C is a Lebesgue entourage12 of U if for every V -bounded subset B
of X there exists i ∈ I such that B ⊆ Ui.
The nerve N(U) of a cover U is a simplicial set whose (non-degenerate) n-simplies are
the (n+ 1)-tuples (i0, . . . , in) ∈ In+1 (without repretitions) such that
⋂n
j=0 Uij 6= ∅. The
geometric realization of the nerve is a simplicial complex which will be denoted by ‖U‖. It
will be equipped with the path-metric induced from the spherical metric on the simplices.
The choice of the spherical metric is required in order to have Point 3 of Lemma 5.43 which
would not be true in general for other metrics, e.g., the Euclidean one, see Example 5.37.
If ‖U‖ is not connected, then we define the metric component-wise and let different
components have infinite distance. In this way we get a so-called quasi-metric. In order to
simplify the language we will use the term metric also in this case. As in Example 2.17
the metric defines a coarse structure CU on ‖U‖.
We consider a cover U = (Ui)i∈I of X. Note that we can identify the index set I with the
zero skeleton ‖U‖0 of the simplicial space ‖U‖. For every x ∈ X we can choose i ∈ I such
that x ∈ Ui. This choice defines a map
f : X → ‖U‖
which actually maps X to the zero skeleton. In the other direction we define a map
g : ‖U‖ → X
such that it maps a point in the interior of a simplex in ‖U‖ corresponding to a non-
degenerate simplex (i0, . . . , in) ∈ N(U) to some point in the intersection
⋂n
j=0 Uij . We
use the map g : ‖U‖ → X in order to induce a bornology BU := g∗B on ‖U‖ (Example
2.16). Recall the Definition 2.8 of a controlled map between sets equipped with coarse
structures.
The following lemma is an easy exercise.
Lemma 5.43.
1. The composition f ◦ g is pi/4-close to the identity of ‖U‖.
2. If V ∈ C is a Lebesgue entourage of U , then f : (X, C〈V 〉)→ (‖U‖, CU) is controlled.
3. If U is bounded by W ∈ C, then g : (‖U‖, CU)→ (X, C〈W 〉) is controlled. Moreover
g ◦ f is W -close to the identity of X.
4. If U is bounded, then the bornology BU is compatible with the coarse structure CU .
The above lemma immediately implies the following corollary.
12This name should resemble the notion of Lebesgue number in the case of metric spaces.
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Corollary 5.44.
1. If U is a bounded cover, then (‖U‖, CU ,BU) is a bornological coarse space and
g : (‖U‖, CU ,BU)→ (X, C,B) is a morphism.
2. If V is a Lebesgue entourage and W is a bound of the cover U such that C〈V 〉 = C〈W 〉,
then f and g are inverse to each other equivalences in BornCoarse between XV
(see Example 2.29) and (‖U‖, CU ,BU).
Let Vˆ = (Vi)i∈I be a family of covers of X indexed by a partially ordered set I.
Definition 5.45. We call Vˆ an anti-Cˇech system if the following two conditions are
satisfied:
1. For all i, j ∈ I with j < i exists a Lebesgue entourage of Vi which is a bound of Vj.
2. Every entourage of X is a Lebesgue entourage for some member of the family Vˆ.
Example 5.46. Note that the notion of an anti-Cˇech system only depends on the coarse
structure. Let (X, C) be a coarse space. For every entourage U ∈ C we consider the cover
VU consisting of all U -bounded subsets of X. Then (VU)U∈C is an anti-Cˇech system. In
this case VU is U -bounded and has U as a Lebesgue entourage.
We will now construct the coarsening space. We consider a bornological coarse space
(X, C,B) and assume that C = C〈U〉 for an entourage U ∈ C. We consider an anti-Cˇech
system Vˆ = (Vn)n∈N indexed by the natural numbers and assume that U is a Lebesgue
entourage for Vn for all n ∈ N. Our assumption on X implies that C〈U〉 = C〈V 〉 for every
coarse entourage V of X containing U . Hence (X, C,B) and (‖Vn‖, CVn ,BVn) are equivalent
bornological coarse spaces by Corollary 5.44.
For every n ∈ N we can now choose a refinement Vn → Vn+1. In detail, let Vn = (Vi)i∈In .
Then a refinement is a map κn : In → In+1 such that Vi ⊆ Vκ(i) for all i ∈ In. Such
a refinement determines a morphism of simplicial sets N(Vn) → N(Vn+1) and finally a
map
φn : ‖Vn‖ → ‖Vn+1‖ (5.23)
between the geometric realizations of the nerves. Note that these maps are contracting.
We construct the coarsening space (‖Vˆ‖, CVˆ ,BVˆ) following Wright [Wri05, Def. 4.1]. It will
furthermore be equipped with a uniform structure TVˆ . The underlying topological space
of the coarseninig space is given by
‖Vˆ‖ := ([0, 1]× ‖V0‖) ∪φ0 ([1, 2]× ‖V1‖) ∪φ1 ([2, 3]× ‖V2‖) ∪φ2 · · · . (5.24)
We triangulate the products [n, n+ 1]× ‖Vn‖ for every n ∈ N in the standard way. The
structure of a simplicial complex provides a path-metric. These path-metrics induce a path-
metric on ‖Vˆ‖, which in turn induces a coarse structure CVˆ and a uniform structure TVˆ .
The bornology BVˆ is generated by sets of the form [n, n + 1] × B for all n ∈ N and
B ∈ BVn . One checks that this bornology is compatible with the coarse structure. We
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thus get a bornological coarse space (‖Vˆ‖, CVˆ ,BVˆ). Furthermore, the uniform structure TVˆ
is compatible, see Example 5.5.
If we choose another family of refinements (κ′n)n∈N, then we get a different simplicial
complex ‖Vˆ‖′. It consists of the same pieces [i, i+ 1)× ‖Vi‖ which are glued differently.
One can check that the obvious (in general non-continuous) bijection which identifies these
pieces is an equivalence of bornological coarse spaces between ‖Vˆ‖ and ‖Vˆ‖′.
Remark 5.47. Philosophically, the choice of the family of refinements (κn)n∈N should be
part of the data of an anti-Cˇech system. Then the notation ‖Vˆ‖ would be unambiguous.
But we prefer to use the definition as stated since in arguments below we need the freedom
to change the family of refinements. Also Example 5.46 would need some adjustment.
We consider the projection to the first coordinate
pi : ‖Vˆ‖ → [0,∞) (5.25)
and define the subsets ‖Vˆ‖≤n := pi−1([0, n]). Observe that (‖Vˆ‖≤n)n∈N is a big family.
Following Wright [Wri05] we introduce the following notation:
• By ‖Vˆ‖0 we denote ‖Vˆ‖ equipped with the C0-structure (see Example 5.12).
• By ‖Vˆ‖h we denote ‖Vˆ‖ with the hybrid structure (see Definition 5.10) associated
to the big family (‖Vˆ‖≤n)n∈N.
We consider a bornological coarse space (X, C,B), an entourage U of X, and an anti-Cˇech
system Vˆ for X.
Theorem 5.48 ([Wri05, Thm. 4.5]). We assume that
1. C = C〈U〉,
2. B is generated by C (see Example 2.15), and
3. for every n ∈ N there exists a bound Un ∈ C of Vn such that U4n is a Lebesgue
entourage of Vn+1.
Then ‖Vˆ‖0 is flasque in the generalized sense.
Proof. We will apply Theorem 5.34. We choose base points in every connected component
of {0} × ‖V0‖ ⊆ Vˆ and let
e : ‖Vˆ‖ → [0,∞) , e(x) := d(∗x, x)
be the distance between x and the chosen base point ∗x in the component of x. One
can check that e satisfies the three conditions listed in Section 5.4, i.e., e is uniformly
continuous, controlled and bornological. Furthermore note that the family ({e ≤ n})n∈N of
subsets is a cofinal sequence in the bornology BVˆ . Hence the hybrid structure determined
by e is the C0-structure.
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It remains to construct the morphism Φ : [0,∞) n ‖Vˆ‖ → ‖Vˆ‖ with the properties
listed in Section 5.4. First note that we are free to choose the family of refinements
(κn : Vn → Vn+1)n∈N since being flasque in the generalized sense is invariant under
equivalences of bornological coarse spaces.
We will choose the refinements later after we have explained which properties they should
have. For the moment we adopt some choice. Then we define [Wri05, Def. 4.3] the map
Φ : [0,∞)n ‖Vˆ‖ → ‖Vˆ‖ by
Φ(t, (s, x)) :=
{(
t, (φn′−1 ◦ · · · ◦ φn)(x)
)
for s ∈ [n, n+ 1), s ≤ t, t ∈ [n′, n′ + 1)(
s, x
)
for s ≥ t
(5.26)
(see (5.23) for φn).
We must check that Φ has the properties required for Theorem 5.34. The only non-trivial
one is that Φ is contracting. Below we show that we can choose the refinements for the
anti-Cˇech system such that Φ is contracting. So by Theorem 5.34 we conclude that ‖Vˆ‖0
is flasque in the generalized sense.
We now reprove [Wri05, Lem. 4.4] in our somewhat more general setting, which will imply
that Φ is contracting (we will give the argument for this at the end of this proof). The
statement is that the refinements κn : In → In+1 can be chosen with the following property:
for every bounded subset B of X which is contained in a single coarse component (see
Definition 2.28) there exists an integer N such that for all k ≤ N .
(κN ◦ κN−1 ◦ · · · ◦ κk)({i ∈ Ik : Ui ∩B 6= ∅}) ⊆ IN consists of a single point . (5.27)
As a first step we observe that we can assume that X is coarsely connected. Indeed we
can do the construction below for every coarse component separately.
We now assume that X is coarsely connected and we fix a base point x0 ∈ X. For every
n ∈ N we let Jn ⊆ In be the index subset of members of the covering Vn which intersect
Un[x0] non-trivially. We now define the connecting maps with the property that κn(Jn)
consists of a single point: Since Un is a bound of Vn the union
⋃
j∈Jn Vj is bounded by U
4
n.
Since this is by assumption a Lebesgue entourage of Vn+1 there exists i ∈ In+1 such that
Vj ⊆ Vi for all j ∈ Jn. We define κn(j) := i for all j ∈ Jn. Then we extend κn to In \ Jn.
Assume now that B is bounded. Since we assume that the bornology is generated by the
coarse structure there exists an entourage UB ∈ C such that B ⊆ UB[x0]. If we choose
N ∈ N so large that UB ⊆ UN , then (5.27) holds.
We now show now that (5.27) implies that Φ is contracting. Given i in N, ε > 0 and a
coarse entourage V of ‖Vˆ‖ we have to provide a T > 0 with the property
∀x, y ∈ ‖Vˆ‖, ∀t ∈ [T,∞) : (x, y) ∈ V ∩ (Yi × Yi)⇒ (Φ(t, x),Φ(t, y)) ∈ Uε .
Here Yi = {e ≤ i} is a member of the big family which is used to define the C0-structure.
Now Yi is a bounded subset of ‖Vˆ‖. In particular, it is contained in a finite union of
generating bounded subsets which are of the form [n, n+ 1]×B with B ∈ BVn for n ∈ N.
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We first consider the special case that both x and y are in [n, n+ 1]×B with B ∈ BVn for
some n. Since (X, C,B) and (‖Vn‖, CVn ,BVn) are equivalent bornological coarse spaces there
is a bounded subset BX of X which is mapped to B under this equivalence. Now (5.27)
provides us with a corresponding integer NB and we define TB := max{NB + 1, n+ 1}. Let
xB be the B-component of x. Then for t ∈ [TB,∞), and for n′ ∈ N such that t ∈ [n′, n′+1)
we have Φ(t, x) = (t, (φn′−1 ◦ · · · ◦ φn)(xB)) = (t, vB), where vB is a vertex of ‖Vn′‖.
Analogously, we also have Φ(t, y) = (t, vB) and hence (Φ(t, x),Φ(t, y)) ∈ Uε.
Let us now treat the general case, i.e., the points x and y are from Yi. There is an integer j,
natural numbers n1, . . . , nj ∈ N and bounded subsets Bl ∈ BVnl for 1 ≤ l ≤ j such that
Yi ⊂
⋃j
l=1[nl, nl + 1]×Bnl . Corollary 5.44 provides an equivalence of bornological coarse
spaces ω0 : X → ‖V0‖, and we get equivalences ωr : X → ‖Vr‖ by composing ω with the
equivalence φr−1 ◦ · · · ◦ φ0, see (5.23). We get a bounded subset
BX := ω
−1
n0
(Bn0) ∪ . . . ∪ ω−1nl (Bnl)
of X. By (5.27) we get a corresponding integer N and then T := max{N + 1, i+ 1} does
the job.
Remark 5.49. If Vˆ is an anti-Cˇech system on a bornological coarse space X whose coarse
structure has a single generating entourage and whose bornology is the underlying one,
then by passing to a subsystem we can satisfy the third condition of Theorem 5.48.
We now discuss flasqueness of ‖Vˆ‖h.
Definition 5.50 ([DG07, Def. 2.7]). A coarse space (X, C) is exact, if for all U ∈ C
and all ε > 0 there exists a bounded cover W = (Wi)i∈I and a partition of unity (ϕi)i∈I
subordinate to W such that
∀(x, y) ∈ U :
∑
i∈I
|ϕi(x)− ϕi(y)| ≤ ε. (5.28)
Remark 5.51. We assume that (X, d) is a metric space and consider the coarse structure
C := Cd on X defined by the metric. In this situation Dadarlat–Guentner [DG07, Prop. 2.10]
proved that we have the chain of implications
Property A =⇒ exact =⇒ uniformly embeddable.
Here uniformly embeddable abbreviates uniformly embeddable into a Hilbert space [Yu00].
Property A has been introduced by Yu [Yu00, Sec. 2], where he also showed that finitely
generated, amenable groups have Property A [Yu00, Ex. 2.3].
A metric space (X, d) is uniformly discrete if there exists an ε > 0 such that d(x, y) > ε for
all x, y ∈ X with x 6= y ∈ X. Such a space has bounded geometry if for all r > 0 we have
sup
x∈X
|Bd(x, r)| <∞ ,
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where |A| denotes the number of points in the set A. Equivalently, a uniformly discrete
metric space X has bounded geometry, if the bornological coarse space Xd has strongly
bounded geometry in the sense of Definition 6.100. If (X, d) is uniformly discrete and has
bounded geometry, then exactness is equivalent to Property A [DG07, Prop. 2.10(b)]. Tu
proved that under the bounded geometry assumptions there are many more equivalent
reformulations of Property A [Tu01, Prop. 3.2].
Higson and Roe [HR00a, Lem. 4.3] proved that bounded geometry metric spaces with
finite asymptotic dimension have Property A. Such spaces are in particular exact. This
shows that Theorem 5.52 below is indeed a generalization of [Wri05, Thm. 5.9].
Willett [Wil08, Cor. 2.2.11] has shown that a metric space of finite asymptotic dimension
is exact. Note that the cited corollary states that spaces of finite asymptotic dimension
have Property A under the assumption of bounded geometry. A close examination of the
proof reveals that it is first shown that spaces of finite asymptotic dimension are exact,
and then bounded geometry is used to verify Property A.
Exactness has the flavor of being a version of coarse para-compactness. The relationship
of Property A to versions of coarse para-compactness was further investigated in [CDV14]
and [Dyd16].
We consider a bornological coarse space (X, C,B).
Theorem 5.52 (Generalizing [Wri05, Thm. 5.9]). We assume that C = C〈U〉 for an
entourage U ∈ C and that (X, C) is exact. Then ‖Vˆ‖h is flasque in the generalized sense.
Proof. We will apply Theorem 5.34. We let e := pi be the projection defined in (5.25). It
is straightforward to check that e is uniformly continuous, controlled and bornological,
i.e., e satisfies all three conditions listed in Section 5.4.
We must provide the morphism Φh : [0,∞)n ‖Vˆ‖ → ‖Vˆ‖ (we use the subscript h in order
to distinguish it from the morphism Φ in Equation (5.26)).
Corollary 5.44 provides an equivalence of bornological coarse spaces ω0 : X → ‖V0‖, and
we get equivalences ωr : X → ‖Vr‖ by composing ω with the equivalence φr−1 ◦ · · · ◦φ0, see
(5.23). Since exactness is a coarsely invariant notion [DG07, Rem. 2.11] it follows that each
‖Vr‖ is also exact. Furthermore, the zero skeleton ‖Vr‖0 with the induced bornological
coarse structure is coarsely equivalent to ‖Vr‖ and therefore also exact. For each r we fix
an inverse equivalence ω0r to the inclusion ‖Vr‖0 → ‖Vr‖.
Let T ∈ N, an entourage V of ‖VT‖0 and an ε > 0 be given. By exactness of ‖VT‖0 we can
find a bounded cover WT of ‖VT‖0 and a subordinate partition of unity (ϕW )W∈WT with
Property (5.28) for the given ε and entourage V . We define a map ΨT : ‖VT‖0 → ‖WT‖ by
ΨT (x) :=
∑
W∈WT
ϕW (x)[W ].
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Note that we can identify ‖VT‖0 = IT . Since Vˆ is an anti-Cˇech system andWT is bounded,
there is an S ∈ N with S > T such that for every member W ∈ WT there exists κ(W ) ∈ IS
such that Vi ⊆ Vκ(W ) for all i ∈ W ⊆ IT . The map κ from the index set of WT to IS
determines a map φT,S : ‖WT‖ → ‖VS‖. The composition φT,S ◦ΨT : ‖VT‖0 → ‖VS‖ can
be extended linearly to a map ΨT,S : ‖VT‖ → ‖VS‖.
We now repeatedly apply the above procedure. We start with the data T0 := 0, ε := 1 and
V := ((ω00 ◦ ω0)× (ω00 ◦ ω0))(U), where the entourage U of X is as in the statement of this
theorem. We get T1 ∈ N and a map Ψ0,T1 : ‖V0‖ → ‖VT1‖. In the n’th step we use the
data Tn, ε := 1/n and V := ((ω
0
Tn
◦ ωTn)× (ω0Tn ◦ ωTn))(Un), and get a new time Tn+1 ∈ N
and a map ΨTn,Tn+1 : ‖VTn‖ → ‖VTn+1‖.
The last ingredient we will need is an interpolation between Ψ and Φ. Let i ∈ I be given.
For a point (s, x) in [Ti, Ti + 1] × ‖VTi‖ we define Θi(s, x) ∈ {Ti+1} × ‖VTi+1‖ by linear
interpolation (writing s = Ti + s¯)
Θi(s, x) := (1− s¯)(Ti+1,ΨTi,Ti+1(x)) + s¯Φ(Ti+1, (s, x)) ,
where Φ is the map from Equation (5.26).
We now define the map Φh : [0,∞)n ‖Vˆ‖ → ‖Vˆ‖ by
Φh(t, (s, x)) :=

Φ(t,ΨTi(t)−1,Ti(t) ◦ ΦTi(t)−1(s, x)) for s ≤ Ti(t)−1
Φ(t,Θi(t)−1(s, x)) for Ti(t)−1 < s ≤ Ti(t)−1 + 1
Φ(t, (s, x)) for Ti(t)−1 + 1 < s ≤ t
(s, x) for s > t
where we have used the notation
i(t) := sup
Ti≤t
i . (5.29)
We have to check that Φh has the required properties listed above Theorem 5.34. It is
straight-forward to check all properties but uniform continuity and that it is contractive.
It is clear from the definition that Φh is continuous. It is in fact uniformly continuous
since the functions Φ and Ψ are 1-Lipschitz.
It remains to show that Φh is contractive. Given j ∈ N, ε > 0 and a coarse entourage V
of ‖Vˆ‖ we have to provide a real number T > 0 with the property
∀(s,x), (r, y) ∈ ‖Vˆ‖, ∀t ∈ [T,∞) :
((s, x), (r, y)) ∈ V ∩ (Yj × Yj)⇒ (Φh(t, (s, x)),Φh(t, (r, y))) ∈ Uε .
We define a map (which is not a morphism in BornCoarse) Ω : ‖Vˆ‖ → X which sends the
point (s, x) ∈ ‖Vˆ‖ to ω′m(x) for s ∈ [m,m+ 1], where ω′m is a choice of inverse equivalence
to ωm.
Let n ∈ N be such that (Ω × Ω)(V ∩ (Yj × Yj)) ⊂ Un. We choose T ∈ R such that
i(T ) − 1 > max{d1/εe, n} (see (5.29)) and Ti(T )−1 > j. The second inequality implies
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that the application of Φh to (t, (s, x)) and to (t, (r, y)) will fall into the first case of the
definition of Φh, i.e., the function ΨTi(T )−1,Ti(T ) will be applied. But the latter function,
by the first inequality, maps pairs of points lying in (ωTi(T )−1 × ωTi(T )−1)(Un) to pairs of
points lying a distance at most ε from each other. Since Φ is 1-Lipschitz we get the desired
statement for Φh.
Remark 5.53. We do not know whether the exactness assumption in Theorem 5.52 is
necessary. It would be interesting to construct a space X such that its coarsening space
equipped with the hybrid coarse structure is not flasque. One could try to adapt the
constructions of surjectivity counter-examples to the coarse Baum–Connes conjecture (a`
la Higson [Hig99]) in order to show that there exists a non-trivial element in the coarse
K-homology KX∗(‖Vˆ‖h) in the case of an expander X. But we were not able to carry out
this idea.
Part II.
Coarse homology theories
6. Coarse homology theories
The goal of this section is to introduce the notion of a coarse homology theory, to construct
examples of such theories and at the end to prove the comparison theorem for coarse
homology theories.
Let C be a cocomplete stable ∞-category. By definition, a C-valued coarse homology
theory is a colimit-preserving functor SpX → C. It essentially uniquely corresponds to a
classical C-valued coarse homology theory which is a functor BornCoarse→ C satisfying
appropriate descent and invariance properties which we will formulate in Section 6.1.
In Section 6.2 we will introduce several additivity properties which a coarse homology
theory may or may not have.
In Section 6.3 we construct our first example of a coarse homology theory, namely coarse
ordinary homology. In Section 6.4 we then define the coarsification Q : BornCoarse→ Sp
of stable homotopy. This example can be used to define coarse homology theories for
objects E of C (if C is presentable) by
E ∧Q : BornCoarse→ C , X 7→ E ∧Q(X) .
If C = Sp, since we have (E ∧Q)(∗) ' E(∗), we may consider the coarse homology theory
E ∧Q as a coarse version of the homology theory represented by the spectrum E.
In Section 6.5 we will introduce and investigate locally finite homoloy theories. These are
the homology theories for which we will define a coarsification procedure in Section 6.6.
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Our investigation of locally finite theories will be quite thorough and culminates in a
classification which we will prove in Proposition 6.73.
In Section 6.7 we will construct analytic locally finite K-homology. We show that on
reasonable spaces it coincides with the homotopy theoretic definition coming from the
locally finite evaluation of the K-theory spectrum. We will need the analytic description
of locally finite K-homology in order to define the corresponding coarse assembly map in
Section 7.10.
Section 6.8 is devoted to the study of coarsification spaces. The main result will be
that the coarsification of a locally finite homology theory evaluated on a space admitting
a coarsification space is equivalent to the evaluation of the locally finite theory on the
coarsification space. This result is the bridge from the coarse to the topological world.
In Section 6.9 we will prove the main comparison theorem for coarse homology theories.
6.1. Definition and fundamental properties
In the present section we introduce the notion of a coarse homology theory and derive
some immediate consequences of the definitions. Then we show how one can enforce the
u-continuity condition in a natural way.
Let C be a cocomplete stable ∞-category.
Definition 6.1. A C-valued coarse homology theory is a colimit-preserving functor
SpX → C .
We can form the ∞-category Funcolim(SpX ,C) of C-valued coarse homology theories as
the full subcategory of colimit-preserving functors from motivic coarse spectra to C. In
view of the equivalence (4.1) a coarse homology theory can equivalently be understood as
a colimit-preserving functor SpcX → C.
By Definition 4.5 a C-valued classical coarse homology theory is a functor
E : BornCoarse→ C
satisfying the properties listed in Definition 4.5. Such a functor can be constructed from a
coarse homology theory F : SpX → C by precomposing Yos : BornCoarse→ SpX :
E := F ◦ Yos : BornCoarse→ C .
All this can be visualized in the diagram
BornCoarse E //
Yos
''
C
SpX
F
<< .
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By Corollary 4.6 this construction provides an equivalence between the ∞-categories of
C-valued coarse homology theories and the C-valued classical coarse homology theories.
From now on, for a cocomplete stable∞-category C, we will use the word coarse homology
theory interchangeably for both, i.e., functors BornCoarse→ C or SpX → C with the
corresponding properties.
Corollary 6.2. If E : BornCoarse→ C is a coarse homology theory, then the following
statements are true:
1. If A is a subset of a bornological coarse space with the induced bornological coarse
structure, then the natural morphism induces an equivalence E(A) ' E({A}).
2. If X is a bornological coarse space which is flasque in the generalized sense (Defini-
tion 3.27), then E(X) ' 0.
3. E sends homotopic morphisms (Definition 4.17) to equivalent morphisms.
4. E is coarsely excisive, i.e., for a coarsely excisive pair (Y, Z) (Definition 3.37) on X
the square
E(Y ∩ Z) //

E(Y )

E(Z) // E(X)
is cocartesian.
Proof. We use Corollary 4.6 in order to see that such a functor has the form E ' F ◦ Yos
for a colimit preserving functor F : SpX → C. Point 2 now follows from Lemma 4.7.
Point 3 follows from Corollary 4.20. Point 4 is a consequence of Lemma 4.9. And finally,
Point 1 follows from Lemma 4.8.
Let C be a cocomplete stable∞-category. In the following we descibe a construction which
turns a functor E : BornCoarse→ C into a u-continuous functor Eu : BornCoarse→ C.
We will have a natural transformation Eu → E which is an equivalence on most bornological
coarse spaces of interest (e.g., path metric spaces like Riemannian manifolds, or finitely
generated groups with a word metric). Furthermore, if E satisfies coarse invariance,
excision or vanishes on flasque spaces, then Eu retains these properties.
The obvious idea to define Eu : BornCoarse→ C is to set
Eu(X, C,B) := colim
U∈C
E(XU) . (6.1)
This formula defines the value of Eu on objects, only. In order to define Eu as a functor
we first introduce the category BornCoarseC. Its objects are pairs ((X, C,B), U) of a
bornological coarse space (X, C,B) and an entourage U ∈ C. A morphism
f : ((X, C,B), U)→ ((X ′, C ′,B′), U ′)
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in BornCoarseC is a morphism f : (X, C,B) → (X ′, C ′,B′) in BornCoarse such that
(f × f)(U) ⊆ U ′. We have a forgetful functors
BornCoarse
q← BornCoarseC p→ BornCoarse , XU ← (X,U)→ X .
We now consider the diagram
BornCoarseC
E◦q
//
p

C
BornCoarse
Eu
E
GG
The functor Eu is then obtained from E ◦ q by a left Kan extension along p.
There is a natural transformation q → p of functors BornCoarseC → BornCoarse
given on (X,U) ∈ BornCoarseC by the morphism XU → X. Applying E we get a
transformation E ◦ q → E ◦ p. This now induces the natural transformation Eu → E via
the universal property of the left Kan extension.
The pointwise formula for left Kan extensions gives
Eu(X, C,B) ' colim
BornCoarseC/(X,C,B)
E ◦ q ,
where BornCoarseC/(X, C,B) is the slice category of objects from BornCoarseC over
the bornological coarse space (X, C,B). We observe that the subcategory of objects(
(X, C,B), U) ∈ BornCoarseC, idX
)
for U ∈ C is cofinal in BornCoarseC/(X, C,B). Hence we can restrict the colimit to this
subcategory. We then get the formula (6.1) as desired.
Proposition 6.3. For a bornological coarse space X the transformation Eu(X)→ E(X)
is an equivalence if the coarse structure of X is generated by a single entourage.
The following properties of E are inherited by Eu:
1. coarse invariance,
2. excision, and
3. vanishing on flasque bornological coarse spaces.
Proof. The first claim is clear from (6.1).
We now show that if E is coarsely invariant, then Eu is coarsely invariant. It suffices to
show that for every bornological coarse space X the projection {0, 1} ×X → X induces
an equivalence
Eu({0, 1} ⊗X)→ Eu(X) , (6.2)
where {0, 1} has the maximal bornology and coarse structure.
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For every entourage U of X we have an isomorphism of bornological coarse spaces
({0, 1} ⊗X)U˜ ∼= {0, 1} ⊗XU ,
where U˜ := {0, 1}2 × U . Moreover, the entourages of {0, 1} ⊗X of the form U˜ are cofinal
in all entourages of this bornological coarse space. We now have an equivalence
E(({0, 1} ⊗X)U˜) ' E({0, 1} ⊗XU) ' E(XU) ,
where for the second we use that E is coarsely invariant. Forming the colimit of these
equivalences over all entourages U of X and using the description (6.1) of the evaluation
of Eu we get the desired equivalence (6.2).
If E is coarsely excisive, then Eu is also coarsely excisive. This follows from the fact that
complementary pairs on X are also complementary pairs on XU .
Assume that E vanishes on flasque spaces. Let X be a flasque space. In order to show
that Eu(X) ' 0 it suffices to show that E(XW ) ' 0 for a cofinal set of entourages W of X.
Let f : X → X be a morphism implementing flasqueness. Then there exists an entourage
V of X such that f is V -close to idX . For any entourage U of X consider the entourage
W :=
⋃
k∈N
(fk × fk)(U ∪ V ) .
Then XW is flasque with flasqueness implemented by the morphism f and U ⊆ W . Hence
we have E(XW ) ' 0.
6.2. Additivity and coproducts
Note that the axioms for a coarse homology theory do not include an additivity property
for, say, infinite coproducts (finite coproducts are covered by excision). We refer to the
discussion in Example 4.11 and Lemma 4.12. But most of the known coarse homology
theories are in one way or the other compatible with forming infinite coproducts and / or
infinite free unions. In this section we are going to formalize this.
Let C be a cocomplete, stable ∞-category, and let E : BornCoarse → C be a coarse
homology theory.
Definition 6.4. We say that E preserves coproducts if for every family (Xi)i∈I of bornolo-
gial coarse spaces the canonical morphism⊕
i∈I
E(Xi)→ E
(∐
i∈I
Xi
)
is an equivalence.
Remark 6.5. Due to the nature of the remainder term derived in the proof of Lemma 4.12
in order to show that a coarse homology theory preserves coproducts it suffices to check
this only on discrete bornological coarse spaces.
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Example 6.6. We will show in this paper that coarse ordinary homology, coarsification
of stable homotopy, and both versions of coarse K-homology preserve coproducts. Coarsi-
fications of locally finite homology theories preserve coproducts if the locally finite theory
does so. The latter is the case for locally finite theories of the form (F ∧ Σ∞+ )lf , where F
is any spectrum, and it is also the case for analytic locally finite K-homology.
Currently we do not know an example of a coarse homology theory that does not preserve
coproducts.
Let C be a cocomplete, stable ∞-category which has all small limits.
Definition 6.7. We call a C-valued coarse homology theory E strongly additive if for
every family (Xi)i∈I of bornological coarse spaces the morphism
E
( free⊔
i∈I
Xi
)→∏
i∈I
E(Xi)
induced by the collection of morphisms (4.8) is an equivalence.
Definition 6.8. We call E additive if for every set I the morphism
E
( free⊔
I
∗)→∏
I
E(∗)
is an equivalence.
Clearly, a strongly additive coarse homology theory is additive. The notion of additivity
features in Theorem 6.116.
Example 6.9. Coarse ordinary homology, coarsification of stable homotopy and coarsifi-
cations of locally finite homology theories are strongly additive. For coarse K-homology
KX we managed only to show that it is strongly additive on the subcategory of locally
countable bornological spaces, and for the quasi-local version KXql we could not even
show this. But both versions of coarse K-homology are additive.
In Example 6.33 we will provide a coarse homology theory which is not additive.
Let E : BornCoarse → C be a coarse homology theory and let (Xi)i∈I be a family of
bornological coarse spaces.
Lemma 6.10. If E is strongly additive, then we have a fibre sequence
⊕
i∈I
E(Xi)→ E
(mixed⊔
i∈I
Xi
)→ colim
J⊆I finite
∏
i∈I\J
E(Xi,disc) . (6.3)
Proof. This follows from Lemma 4.12 and the fact that we can rewrite the remainder term
(4.10) using strong additivity of E (note that for discrete bornological coarse spaces the
mixed and the free union coincide).
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Example 6.11. Let E be an additive coarse homology theory with E(∗) 6' 0. Such a
coarse homology theory exists, e.g., HX defined in Section 6.3. Applying (6.3) to E in
the case that Xi = ∗ for all i ∈ I (in this case it suffices to assume that E is just additive
in order to have the fibre sequence (6.3)), we get the fibre sequence⊕
I
E(∗)→
∏
I
E(∗)→ colim
J⊆Ifinite
∏
i∈I\J
E(∗) ,
which shows that the remainder term is non-trivial provided I is infinite. Here we have
again used that for discrete bornological spaces the mixed and free union coincide.
6.3. Coarse ordinary homology
In this section we introduce a coarse version HX of ordinary homology. After defining the
functor our main task is the verification of the properties listed in Definition 4.5. The fact
that the coarse homology HX exists and is non-trivial is a first indication that SpX is
non-trivial.
Since the following constructions and arguments are in principle well-known we will be
sketchy at various points in order to keep this section short. Our task here will be mainly
to put the well-known construction into the setup developed in this paper. The structure
of this section is very much the model for the analogous Sections 6.4 and 7.6 dealing with
coarsification and coarse K-homology.
It is hard to trace back the first definition of coarse ordinary homology. One of the first
definitions was the uniform version (i.e., a so-called rough homology theory) by Block and
Weinberger [BW92].
Let Ch denote the category of chain complexes. Its objects are chain complexes of abelian
groups without any restrictions. The morphisms in Ch are chain maps. We start by
defining a functor
CX : BornCoarse→ Ch
which associates to a bornological coarse space X the chain complex of locally finite
controlled chains.
In order to talk about properties of chains on a bornological coarse space X we introduce
the following language elements. Let n ∈ N and B ⊆ X be a subset. We say that a
point
(x0, . . . , xn) ∈ Xn+1
meets B if there exists an index i ∈ {0, . . . , n} such that xi ∈ B.
Let U be an entourage of X. We say that (x0, . . . , xn) is U -controlled if for every two
indices i, j ∈ {0, . . . , n} we have (xi, xj) ∈ U .
An n-chain on X is by definition just a function c : Xn+1 → Z. Its support is the set
supp(c) := {x ∈ Xn+1 | c(x) 6= 0} .
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Let X be a bornological coarse space and c an n-chain on X. Let U be an entourage of
X.
Definition 6.12.
1. c is locally finite, if for every bounded B the set of points in supp(c) which meet B
is finite.
2. c is U-controlled if every point in supp(c) is U-controlled.
We say that an n-chain is controlled if it is U-controlled for some entourage U of X.
Let X be a bornological coarse space.
Definition 6.13. We define CXn(X) to be the abelian group of locally finite and controlled
n-chains.
It is often useful to represent n-chains on X as (formal, potentially infinite) sums∑
x∈Xn+1
c(x)x .
For i ∈ {0, . . . , n} we define ∂i : Xn+1 → Xn by
∂i(x0, . . . , xn) := (x0, . . . xˆi, . . . , xn) .
So ∂i is the projection leaving out the i’th coordinate.
If x is U -controlled, then so is ∂ix.
Using that the elements of CXn(X) are locally finite and controlled one checks that ∂i
extends linearly (also for infinite sums) in a canonical way to a map
∂i : CXn(X)→ CXn−1(X) .
We consider the sum ∂ :=
∑n
i=0(−1)i∂i. One easily verifies that ∂ ◦ ∂ = 0. The family
(CXn(X))n∈N of abelian groups together with the differential ∂ is the desired chain
complex
CX (X) ∈ Ch .
Let now f : X → X ′ be a morphism of bornological coarse spaces. The map
(x0, . . . , xn) 7→ (f(x0), . . . , f(xn))
extends linearly (also for infinite sums) in a canonical way to a map
CX (f) : CXn(X)→ CXn(X ′) .
This map involves sums over fibres of f which become finite since f is proper and controlled
and since we apply it to locally finite chains. Using that f is controlled we conclude that
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the induced map sends controlled chains to controlled chains. It is easy to see that CX (f)
is a chain map. This finishes the construction of the functor
CX : BornCoarse→ Ch .
In order to go from chain complexes to spectra we use the Eilenberg–MacLane correspon-
dence
EM : Ch→ Sp .
More precisely, this functor is the composition of functors between ∞-categories
EM : Ch→ Ch[W−1] 'Mod(HZ)→ Sp , (6.4)
where the first map is the localization at quasi-isomorphisms, and the third map forgets
the HZ-module structure. References for the equivalence in the middle are Shipley [Shi07]
and Lurie [Lur14, Prop. 7.1.2.7]. We will use the following properties of this functor:
1. EM sends chain homotopic maps to equivalent morphisms.
2. EM preserves filtered colimits.
3. EM sends short exact sequences of chain complexes to fibre sequences of spectra.
4. EM preserves products.
Definition 6.14. We define the functor HX : BornCoarse→ Sp by
HX := EM ◦ CX .
Theorem 6.15. HX is aSp-valued coarse homology theory.
Proof. In the following four propositions we will verify the properties listed in Definition 4.5,
which will complete the proof.
Proposition 6.16. HX is coarsely invariant.
Proof. Let f, g : X → X ′ be two morphisms which are close to each other (Definition 3.13).
We must show that the morphisms HX (f) and HX (g) from HX (X) to HX (X ′) are
equivalent. We will construct a chain homotopy from CX (g) to CX (f) and then apply
Property 1 of the functor EM.
For i ∈ {0, . . . , n} we consider the map
hi : X
n+1 → X ′n+2 , (x0, . . . , xn) 7→ (f(x0) . . . , f(xi), g(xi), . . . , g(xn)) .
We observe that it extends linearly (again for possibly infinite sums) to
hi : CXn(X)→ CXn+1(X ′)
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in a canonical way. Here we need the fact that f and g are close to each other in order to
control the pairs (f(xi), g(xj)). We now define
h :=
n∑
i=0
(−1)ihi .
One checks in a straightforward manner that
∂ ◦ h+ h ◦ ∂ = CX (g)− CX (f) .
Hence h is a chain homotopy between CX (g) and CX (f) as desired.
Proposition 6.17. HX satisfies excision.
Proof. Let X be a bornological coarse space and (Z,Y) a complementary pair (Defini-
tion 3.5) with the big family Y = (Yi)i∈I . By Property 2 of the functor EM we have an
equivalence
HX (Y) ' EM(colim
i∈I
CX (Yi)) .
Since for an injective map f between bornological coarse spaces the induced map CX (f)
is obviously injective we can interpret the colimit on the right-hand side as a union of
subcomplexes in CX (X). Similarly we can consider CX (Z) as a subcomplex of CX (X)
naturally.
We now consider the following diagram
0 // CX (Z ∩ Y)

// CX (Z) //

CX (Z)/CX (Z ∩ Y)

// 0
0 // CX (Y) // CX (X) // CX (X)/CX (Y) // 0
.
We want to show that the left square gives a push-out square after applying EM. Using
Property 3 of the functor EM we see that it suffices to show that the right vertical map is
a quasi-isomorphism. We will actually show that it is an isomorphism of chain complexes.
For injectivity we consider a chain c ∈ CX (Z) whose class [c] ∈ CX (Z)/CX (Z ∩ Y) is
sent to zero. Then c ∈ CX (Y) ∩ CX (Z) = CX (Z ∩ Y). Hence [c] = 0.
For surjectivity consider let c ∈ CX (X). We fix i ∈ I such that Z ∪ Yi = X. We can
find an entourage of X such that c is U -controlled. Let cZ be the restriction of c to Z
n+1,
where n is the degree of c. Using that Y is big we choose j ∈ I such that U [Yi] ⊆ Yj . Then
one can check that c− cZ ∈ CX (Yj). Consequently, [cZ ] ∈ CX (Z)/CX (Z ∩Y) is mapped
to the class of [c] ∈ CX (X)/CX (Y).
Proposition 6.18. If X is a flasque bornological coarse space, then HX (X) ' 0.
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Proof. Let f : X → X implement flasqueness of X (Definition 3.21). For every n ∈ N we
define
S : Xn+1 → CXn(X) , S(x) :=
∑
k∈N
CX (fk)(x) .
Using the properties of f listed in Definition 3.21 one checks that S extends linearly to a
chain map
S : CX (X)→ CX (X) .
For example, we use Point 3 of Corollary 3.21 in order to see that S takes values in
locally finite chains. We further use Point 2 of Corollary 3.21 in order to see that S maps
controlled chains to controlled chains.
From the construction of S we immediately conclude that
idCX (X) + CX (f) ◦ S = S
and applying EM we get
idHX (X) +HX (f) ◦ EM(S) ' EM(S) .
We now use that f is close to idX (3.21.1) and Proposition 6.16 to conclude that
idHX (X) + EM(S) = EM(S) .
This implies that idHX (X) ' 0 and hence HX (X) ' 0.
Proposition 6.19. HX is u-continuous.
Proof. Let X be a bornological coarse space with coarse structure C. Then CX (X) is the
union of its subcomplexes of U -controlled locally finite chains over all U ∈ C. Furthermore,
for fixed U ∈ C the union of the Un-controlled chains, where n runs over n ∈ N, is the
image of CX (XU). Using Property 2 of the functor EM we immediately get the desired
equivalence
HX (X) ' EM(colim
U∈C
CX (XU)) ' colim
U∈C
EM(CX (XU)) ' colim
U∈C
HX (XU) .
Proposition 6.20. HX is strongly additive.
Proof. Let (Xi)i∈I be a family of bornological coarse spaces. An inspection of the definitions
shows that controlled simplices on
⊔free
i∈I Xi can not mix the components. It follows that
CX ( free⊔
i∈I
Xi
) ∼= ∏
i∈I
CX (Xi) .
We now use Property 4 of the functor EM in order to conclude the equivalence
HX ( free⊔
i∈I
Xi
) '∏
i∈I
HX (Xi) .
One easily checks that this equivalence is induced by the correct morphism.
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Lemma 6.21. HX preserves coproducts.
Proof. Let (Xi)i∈I be a family of bornological coarse spaces. Since coarse chains are
locally finite, we conclude that every coarse chain on
∐
i∈I Xi is supported on finitely many
components Xi. Furthermore, a controlled simplex is supported on a single component.
So we get an isomorphism of complexes⊕
i∈I
CX (Xi) ∼= CX
(∐
i∈I
Xi
)
and the assertion of the lemma follows with Property 2 of the functor EM.
Lemma 6.22. If X is a set considered as a bornological coarse space with the maximal
structures, then HX (X) ' HZ.
Proof. We have HX (∗) ' HZ. Indeed,
CX (∗) ∼= Z 0← Z 1← Z 0← Z 1← Z 0← Z . . .
The inclusion ∗ → X is an equivalence. Conseqently,
HZ ' HX (∗) ' HX (X) ,
as claimed.
6.4. Coarsification of stable homotopy
The process of coarsification of locally finite homology theories was introduced by Roe
[Roe03, Def. 5.37] using anti-Cˇech systems. We will employ spaces of probability measures
as Emerson and Meyer [EM06, Sec. 4].
Our main focus is the construction of a functor
Q : BornCoarse→ Sp
which is a coarsification of stable homotopy. Given an object E in a presentable stable
∞-category C we can define a C-valued coarse homology theory
E ∧Q : BornCoarse→ C , X 7→ E ∧Q(X) ,
see Corollary 6.32. Because (E ∧Q)(∗) ' E(∗), if E is a spectrum, the coarse homology
theory E ∧Q can be considered as a coarse version of the homology theory represented
by E. This construction shows in particular that every homology theory admits a coarse
version. In Section 6.5 we will extend the process of coarsification to all locally finite
homology theories.
A set X can be considered as a discrete topological space. It is locally compact and
Hausdorff. Its compact subsets are the finite subsets. We let C0(X) be the Banach space
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closure of the space of compactly supported, continuous (this a void condition) functions
on X with respect to the sup-norm. For every point x ∈ X we define the function
ex ∈ C0(X) , ex(y) :=
{
1 y = x
0 else
We can consider (X,P(X)) as the Borel measurable space associated to the topological
space (X,P(X)). By P (X) we denote the space of regular probability measures on X.
Note that a regular probability measure is in this case just a positive function on the
set X with `1-norm 1. The topology on P (X) is induced from the inclusion of P (X) into
the unit sphere of the Banach dual of C0(X) which is compact and Hausdorff in the weak
∗-topology. A map of sets f : X → X ′ functorially induces a continuous map
f∗ : P (X)→ P (X ′) , µ 7→ f∗µ .
The support of a probability measure µ ∈ P (X) is defined by
supp(µ) := {x ∈ X | µ({x}) 6= 0} .
We assume that (X, C,B) is a bornological coarse space. For an entourage U ∈ C we let
PU(X) := {µ ∈ P (X) : supp(µ) is U -bounded} (6.5)
(see Definition 2.14 for the notion of U -boundedness). One can check that PU(X) is a
closed subspace of P (X). If f : X → X ′ is map of sets and (f × f)(U) ⊆ U ′, then f∗
restricts to a map
f∗ : PU(X)→ PU ′(X ′) .
In particular, for a bounded subset B ∈ B we get a map
PU(X \B)→ PU(X) ,
where the precise notation would use U ∩ ((X \B)× (X \B)) in place of U in the first
term PU(X \B).
We abuse the notation Σ∞+ for the composition
Top→ Spc→ Sp
of localization and stabilization. In the arguments below we will use the following properties
of this functor:
1. Σ∞+ sends homotopic maps to equivalent maps.
2. If (Ti)i∈I is a filtered family of subspaces of some space such that for every i ∈ I
there exists j ∈ J such that Tj contains an open neighbourhood of Ti, then
colim
i∈I
Σ∞+ Ti ' Σ∞+
(⋃
i∈I
Ti
)
.
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3. If (U, V ) is an open covering of a topological space X, then we have a push-out
square in spectra
Σ∞+ (U ∩ V ) //

Σ∞+ V

Σ∞+U // Σ
∞
+X
Definition 6.23. We define the functor
Q : BornCoarse→ Sp
on objects by
Q(X, C,B) := colim
U∈C
lim
B∈B
Cofib
(
Σ∞+ PU(X \B)→ Σ∞+ PU(X)
)
. (6.6)
For the complete definition also on morphisms see Remark 6.24 below.
Remark 6.24. The formula (6.6) defines Q on objects. In the following we recall the stan-
dard procedure to interpret this formula as a definition of a functor. Let BornCoarseC,B
be the category of triples ((X, C,B), U,B) of a bornological coarse space (X, C,B), an
entourage U ∈ C, and a bounded subset B ∈ B. A morphism
f : ((X, C,B), U,B)→ ((X ′, C ′,B′), U ′, B′)
in BornCoarseC,B is a morphism f : (X, C,B)→ (X ′, C ′,B′) in BornCoarse such that
(f × f)(U) ⊆ U ′ and f−1(B′) ⊆ B. We define a similar category BornCoarseC of pairs
((X, C,B), U). Then we have a chain of forgetful functors
BornCoarseC,B → BornCoarseC → BornCoarse
where the first forgets the bounded subset and the second the entourage. We now consider
the diagram
BornCoarseC,B
Q′′
))

BornCoarseC
Q′
//

Sp
BornCoarse
Q
The functor Q
′′
is defined as the composition
BornCoarseC,B → Mor(Sp) Cofib→ Sp ,
where the first functor sends ((X, C,B), U,B) to the morphism of spectra
Σ∞+ PU(X \B)→ Σ∞+ PU(X) ,
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and the second takes the cofibre. Therefore, Q′′ is the functor
(X,U,B) 7→ Cofib(Σ∞+ PU(X \B)→ Σ∞+ PU(X)) .
We now define Q′ as the right Kan extension of Q′′ along the forgetful functor
BornCoarseC,B → BornCoarseC .
By the pointwise formula for the evaluation of the Kan extension on objects we have
Q′((X, C,B), U) := lim
((X,C,B),U)/BornCoarseC,B
Q′′ ,
where ((X, C,B), U)/BornCoarseC,B is the category of objects from BornCoarseC,B
under ((X, C,B), U). One now observes that the subcategory of objects(
((X, C,B), U,B) ∈ BornCoarseC,B, id((X,C,B),U)
)
with B ∈ B is final in ((X, C,B), U)/BornCoarseC,B. Hence we can restrict the limit to
this final subcategory and get
Q′((X, C,B), U) ' lim
B∈B
Cofib
(
Σ∞+ PU(X \B)→ Σ∞+ PU(X)
)
.
The functor Q is then obtained from Q′ by a left Kan extension along the forgetful functor
BornCoarseC → BornCoarse .
The pointwise formula gives
Q(X, C,B) ' colim
BornCoarseC/(X,C,B)
Q
′
,
where BornCoarseC/(X, C,B) is the category of objects from BornCoarseC over the
bornological coarse space (X, C,B). We observe that the subcategory of objects(
(X, C,B), U) ∈ BornCoarseC, idX
)
for U ∈ C is cofinal in BornCoarseC/(X, C,B). Hence we can restrict the colimit to this
subcategory. We then get the formula (6.6) as desired.
Theorem 6.25. The functor Q is an Sp-valued coarse homology theory.
Proof. In view of Definition 4.5 the theorem follows from the following four lemmas which
verify the required four properties.
Lemma 6.26. Q is coarsely invariant.
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Proof. Let X be a bornological coarse space. We consider the two inclusions
i0, i1 : X → {0, 1} ⊗X .
We must show that Q(i0) and Q(i1) are equivalent.
For every entourage U of X we have a continuous map
[0, 1]× PU(X)→ PU˜({0, 1} ×X) , (t, µ) 7→ ti0,∗µ+ (1− t)i1,∗µ ,
where U˜ := [0, 1]2×U . This shows that PU (i0) and PU (i1) are naturally homotopic. Using
Property 1 of the functor Σ∞+ we see that Σ
∞
+ PU (i0) and Σ
∞
+ PU (i1) are naturally equivalent.
Using the naturality of the homotopies with respect to X we see that this equivalence
survives the limit over B and the colimit over C as well as the cofibre functor. We conclude
that Q(i0) ' Q(i1) are equivalent.
Lemma 6.27. Q is excisive.
Proof. Let X be a bornological coarse space, U an entourage of X and Y = (Yi)i∈I be a
big family on X. For every i ∈ I the inclusion Yi → X induces an inclusion of a closed
subset PU(Yi)→ PU(X). Let now j ∈ I be such that U [Yi] ⊆ Yj. We claim that PU(Yj)
contains an open neighbourhood of PU(Yi). Let µ ∈ PU(Yi) and x ∈ supp(µ) ⊆ Yi. Then
we consider the open neighbourhood
W := {ν ∈ PU(X) : |µ(ex)− ν(ex)| ≤ µ(ex)/2}
of µ. If ν ∈ W , then x ∈ supp(ν) and hence supp(ν) ⊆ U [x] ⊆ Yj. This shows that
W ⊆ PU(Yj). Consequently, the union
PU(Y) :=
⋃
i∈I
PU(Yi) ⊆ PU(X)
is an open subset. Furthermore, it implies by Property 2 of the functor Σ∞+ that
colim
i∈I
Σ∞+ PU(Yi) ' Σ∞+ PU(Y) .
If (Z,Y) is a complementary pair on X, then (PU ({Z}), PU (Y)) is an open decomposition
of PU(X). By Property 3 of the functor Σ
∞
+ this gives a push-out square
Σ∞+ PU({Z} ∩ Y) //

Σ∞+ PU(Y)

Σ∞+ PU({Z}) // Σ∞+ PU(X)
The same can be applied to the complementary pair (Z \ B,Y \ B) on X \ B for every
B ∈ B. We now form the limit of the corresponding cofibres of the map of push-out
squares induced by X \ B → X over B ∈ B and the colimit over U ∈ C. Using stability
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(and hence that push-outs are pull-backs and cofibres are fibres up to shift) we get the
push-out square
Q({Z} ∩ Y) //

Q(Y)

Q({Z}) // Q(X)
By Lemma 6.26 we have an equivalence Q(Z) ' Q({Z}). Similarly we have an equivalence
Q(Z ∩ Y) ' Q({Z} ∩ Y). We conclude that
Q(Z ∩ Y) //

Q(Y)

Q(Z) // Q(X)
is a push-out square.
Lemma 6.28. Q vanishes on flasque bornological coarse spaces.
Proof. Let (X, C,B) be a bornological coarse space and U be an entourage of X. For a
subset Y ⊆ X with the induced structures let us write
PU(X, Y ) := Cofib
(
Σ∞+ PU(Y )→ Σ∞+ PU(X)
)
.
Let us now assume that flasquenss of X is implemented by the endomorphism f : X → X.
We consider the diagram
colimU∈C limB∈B PU(X,X \B) idX,∗ // colimU∈C PU(X,X)
colimU∈C limB∈B PU(X,X \B) idX,∗+f∗ // colimU∈C PU(X, f(X))
OO
colimU∈C limB∈B PU(X,X \B) idX,∗+f∗+f
2∗
// colimU∈C PU(X, f 2(X))
OO
...
...
OO
colimU∈C limB∈B PU(X,X \B)
∑
k f
k∗
// colimU∈C limn∈N PU(X, fk(X))
OO

Q(X, C,B) F // Q(X, C,B)
All the small cells in the upper part commute. For example the filler of the upper square
is an equivalence f∗ ' 0. It is obtained from the factorization of f as X → f(X) → X.
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Indeed, we have the diagram
PU(X \B) //

PU(f(X))

// PU(f(X))

PU(X)

// PU(f(X)) //

PU(X)

PU(X,X \B) // 0 // PU(X, f(X))
where the columns are pieces of fibre sequences and the lower map is the definition of the
induced map f∗. The fillers provide the desired equivalence f∗ ' 0.
The upper part of the diagram defines the map denoted by the suggestive symbol
∑
k f
k
∗ .
This map further induces F .
We now observe that
Q(f) + F ' Q(f) +Q(f) ◦ F ' F .
This implies Q(f) ' 0. Since Q maps close maps to equivalent morphisms and f is close
to id(X,C,B) we get the first equivalence in idQ(X,C,B) ' Q(f) ' 0.
Lemma 6.29. For every (X, C,B) ∈ BornCoarse we have
Q(X) = colim
U∈C
Q(XU) .
Proof. This is clear from the definition.
Lemma 6.30. The coarse homology theory Q is strongly additive.
Proof. Let (Xi)i∈I be a family of bornological coarse spaces and set X :=
⊔free
i∈I Xi. For
an entourage U of X every point of PU(X) is a probability measure supported on one of
the components. We conclude that
PU(X) ∼=
∐
i∈I
PUi(Xi) , (6.7)
where we set Ui := U ∩ (Xi ×Xi).
We now analyze
Cofib(Σ∞+ PU(X \B)→ Σ∞+ PU(X))
for a bounded subset B of X. We set Bi := B∩Xi and define the set JB := {i ∈ I : Bi 6= ∅}.
Then we have an equivalence
Cofib(Σ∞+ PU(X \B)→ Σ∞+ PU(X)) (6.8)
' Cofib
(
Σ∞+
( ∐
i∈JB
PUi(Xi \Bi)
)→ Σ∞+ ( ∐
i∈JB
PUi(Xi)
))
.
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By the definition of the bornology of a free union, JB is a finite set. We can use Property 3
of the functor Σ∞+ to identify (6.8) with⊕
i∈JB
Cofib
(
Σ∞+ PUi(Xi \Bi)→ Σ∞+ PUi(Xi)
)
. (6.9)
In order to get Q(X, C,B) we now take the limit over B ∈ B and then the colimit over
U ∈ C. We can restructure the index set of the limit replacing limB∈B by the two limits
limJ⊆I,Jfinite lim(Bi)i∈J∈
∏
i∈J Bi and arrive at
Q(X, C,B) ' colim
U∈C
lim
J⊆I
Jfinite
lim
(Bi)i∈J∈
∏
i∈J Bi
⊕
i∈J
Cofib
(
Σ∞+ PUi(Xi \Bi)→ Σ∞+ PUi(Xi)
)
' colim
U∈C
lim
J⊆I
Jfinite
⊕
i∈J
lim
Bi∈Bi
Cofib
(
Σ∞+ PUi(Xi \Bi)→ Σ∞+ PUi(Xi)
)
' colim
U∈C
∏
i∈I
lim
Bi∈Bi
Cofib
(
Σ∞+ PUi(Xi \Bi)→ Σ∞+ PUi(Xi)
)
.
In the last step we want to commute the colimit of U ∈ C with the product. To this end
we note that in view of the definition of the coarse structure of a free union the set
∏
i∈I Ci
can be considered as a cofinal subset in C by sending the family (Ui)i∈I of entourages to
the entourage
⊔
i∈I Ui. We therefore get an equivalence
colim
U∈C
∏
i∈I
lim
Bi∈Bi
Cofib
(
Σ∞+ PUi(Xi \B)→ Σ∞+ PUi(Xi)
)
'
∏
i∈I
colim
Ui∈Ci
lim
Bi∈Bi
Cofib
(
Σ∞+ PUi(Xi \B)→ Σ∞+ PUi(Xi)
)
'
∏
i∈I
Q(Xi, Ci,Bi)
which proves the assertion of the lemma.
Lemma 6.31. The coarse homology theory Q preserves coproducts.
Proof. Let (Xi)i∈I be a family of bornological coarse spaces and set X :=
∐
i∈I Xi. Because
of Remark 6.5 we can assume that all Xi are discrete. Therefore, in the definition of Q
we can ignore the colimit over the entourages of X since there is a maximal entourage,
namely the diagonal. We have
PdiagX (X)
∼=
∐
x∈X
∗
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and therefore
Cofib(Σ∞+ PdiagX\B(X \B)→ Σ∞+ PdiagX (X))
' Cofib
(
Σ∞+
∐
x∈X\B
∗ → Σ∞+
∐
x∈X
∗
)
' Cofib
(
Σ∞+ ∅ → Σ∞+
∐
x∈B
∗
)
' Σ∞+
∐
x∈B
∗ '
⊕
x∈B
S
for a bounded subset B of X, where S denotes the sphere spectrum. Finally, we get
Q(X, Cmin,B) ' lim
B∈B
⊕
x∈B
S '
⊕
i∈I
(
lim
Bi∈Bi
⊕
x∈Bi
S
)
'
⊕
i∈I
Q(Xi, Cmin,Bi) ,
where the middle equivalence follows from the definition of the bornology of the coproduct,
namely that
∏
i∈I Bi is a final subset in the bornology of the coproduct.
Let C be a presentable stable ∞-category. It is tensored over the ∞-category Sp of
spectra, i.e., we have a bifunctor
C× Sp→ C , (E,A) 7→ E ∧ A .
For fixed E the functor
E ∧ − : Sp→ C
is a left-adjoint and hence preserves all colimits.
Let E be an object of C.
Corollary 6.32.
E ∧Q : BornCoarse→ Sp , X 7→ (E ∧Q(X)) (6.10)
is a C-valued coarse homology theory which preserves coproducts.
Example 6.33. We can use the coarsification in order to produce an example of a non-
additive coarse homology theory. We choose a spectrum E ∈ Sp such that the functor
E ∧ − : Sp→ Sp does not send ∏i∈I S to ∏i∈I E. Here S is the sphere spectrum and I
is some suitable infinite set. For example we could take E :=
⊕
pHZ/pZ, where p runs
over all primes.
Remark 6.34. In the literature one often works with the subspace P finU (X) ⊆ PU(X)
of probability measures whose support is U -bounded and in addition finite (also we do
[BE17a], [BEKW]). The constructions above go through with PU(X) replaced by the
finite version P finU (X). We have no particular reason to prefer the larger space. Note that
if X has the property that its U -bounded subsets are finite, then we have an equality
P finU (X) = PU(X). This is the case, for example, if X has strongly locally bounded
geometry (Definition 7.91).
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6.5. Locally finite homology theories
In this section we review locally finite homology theories in the context of TopBorn of
topological spaces with an additional bornology. It gives a more systematic explanation
of the appearance of the limit over bounded subsets in (6.6). We shall see that the
constructions of Section 6.4 can be extended to a construction of coarse homology theories
from locally finite homology theories.
Note that our notion of a locally finite homology theory differs from the one studied
by Weiss–Williams [WW95], but our set-up contains a version of the classical Borel–
Moore homology of locally finite chains. There is also related work by Carlsson–Pedersen
[CP98].
Our main motivation to develop this theory in the present paper is to capture the example
Kan,lf of analytic locally finite K-homology. In order to relate this with the homotopy
theoretic version of the locally finite homology theory (as discussed in Example 6.70)
associated to the K-theory spectrum we derive the analogs of the classification results of
Weiss–Williams [WW95] in the context of topological bornological spaces.
The coarsification of the analytic locally finite K-homology is the domain of the assembly
map discussed in Section 7.10.
In this section we generally assume that topological spaces are Hausdorff.
In order to talk about locally finite homology theories we introduce the category TopBorn
of topological bornological spaces.
Let X be a set with a topology S and a bornology B.
Definition 6.35. B is compatible with S if S ∩ B is cofinal in B and B is closed under
taking closures.
Example 6.36. In words, compatibility means that every bounded subset has a bounded
closure and a bounded open neighbourhood.
A compatible bornology on a topological space X contains all relatively compact subsets.
Indeed, let B ⊆ X be relatively compact. By compatibility, for every b ∈ B there is a
bounded open neighbourhood Ub. Since B is relatively compact, there exists a finite subset
I ⊆ B such that B ⊆ ⋃b∈B Ub. But then B is bounded since a finite union of bounded
subsets is bounded and a bornology is closed under taking subsets.
Definition 6.37. A topological bornological space is a triple (X,S,B) consisting of a set
X with a topology S and a bornology B which are compatible.
Definition 6.38. A morphism between topological bornological spaces
f : (X,S,B)→ (X ′,S ′,B′)
is a map f : X → X ′ of sets with the properties that f : (X,S)→ (X ′,S ′) is continuous
and f : (X,B)→ (X ′,B′) is proper.
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Note that the word proper refers to the bornologies and means that f−1(B′) ⊆ B. We let
TopBorn denote the category of topological bornological spaces and morphisms.
Example 6.39. Recall that a topological space is locally compact if every point has a
filter of compact neighbourhoods.
If X is a locally compact topological space, then the family of relatively compact subsets
of X turns X into a topological bornological space. We get an inclusion
Toplc → TopBorn
of the category of locally compact spaces and proper maps as a full subcategory.
Assume that X is locally compact and U ⊆ X is open. If we equip U with the induced
topology and bornology, then U → X is a morphism in TopBorn. But in general U does
not belong to Toplc since the bornology of U is too large.
Consider, e.g., the open subset (0, 1) ⊆ R. The induced bornology of (0, 1) is the maximal
bornology.
In contrast to Toplc, in TopBorn we can work with finite open coverings in order to
define the notion of descent as usual. This is one of the main reasons to consider this
larger category.
Lemma 6.40. The category TopBorn has all products.
Proof. Let (Xi,Si,Bi)i∈I be a family of topological bornological spaces. Then the product
of the family is represented by the topological bornological space
(∏
i∈I Xi,S,B
)
together
with the canonical projections, where the topology S is the usual product topology and
the bornology B is the same as the bornology of the product of bornological coarse spaces
(see Lemma 2.22).
Example 6.41. The category TopBorn has a symmetric monoidal structure
(X,X ′) 7→ X ⊗X ′ .
The underlying topological space of X ×X ′ is the product of the underlying topological
spaces of X and X ′. The bornology of X × X ′ is generated by the sets B × B′ for all
bounded subsets B of X and B′ of X ′. The tensor unit is the one-point space. As in the
case of bornological coarse spaces (Example 2.30) the tensor product in general differs
from the cartesian product.
Lemma 6.42. The category TopBorn has all small coproducts.
Proof. Let (Xi,Si,Bi)i∈I be a family of topological bornological spaces. Then the coproduct
of the family is represented by the topological bornological space∐
i∈I
(Xi,Si,Bi)i∈I ∼= (X,S,B)
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together with the canonical inclusions, where
(X,S) :=
∐
i∈I
(Xi,Si)
is the coproduct of topological spaces and the bornology is given by
B := {B ⊆ X | (∀i ∈ I : B ∩Xi ∈ Bi)} .
Note that the bornology of the coproduct is given by the same formula as in the case of
bornological coarse spaces; see Definition 2.24.
Let (Xi,Si,Bi)i∈I be a family of topological bornological spaces.
Definition 6.43. The free union
⊔free
i∈I (Xi,Si,Bi) of the family is the following topological
bornological space:
1. The underlying set of the free union is the disjoint union
⊔
i∈I Xi.
2. The topology of the free union is the one of the coproduct of topological spaces.
3. The bornology of the free union is given by B〈⋃i∈I Bi〉.
Remark 6.44. The free union should not be confused with the coproduct. The topology
of the free union is the same, but the bornology is smaller. The free union plays a role in
the discussion of additivity of locally finite theories.
We will use the following notation. Let E be any functor from some category to a stable
∞-category. If Y → X is a morphism in the domain of E, then we write
E(X, Y ) := Cofib
(
E(Y )→ E(X)) .
We now introduce the notion of local finiteness. It is this property of a functor from
topological bornological spaces to spectra which involves the bornology and distinguishes
locally finite homology theories amongst all homotopy invariant and excisive functors.
Let C be a complete stable ∞-category. We consider a functor
E : TopBorn→ C .
Definition 6.45. E is locally finite if the natural morphism
E(X)→ lim
B∈B
E(X,X \B)
is an equivalence for all X ∈ TopBorn.
Remark 6.46. E is locally finite if and only if
lim
B∈B
E(X \B) ' 0 .
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Example 6.47. A typical feature which is captured by the notion of local finiteness is the
following. Let X ∈ TopBorn and assume that its bornology B has a countable cofinal
subfamily (Bn)n∈N. Then we have the equivalence
E(X) ' lim
n∈N
E(X,X \Bn) .
Assume that E takes values in spectra Sp. Then in homotopy groups this is reflected by
the presence of Milnor lim1-sequences
0→ lim
n∈N
1pik+1(E(X,X \Bn))→ pik(E(X))→ lim
n∈N
pik(E(X,X \Bn))→ 0
for all k ∈ Z. The presence of the lim1-term shows that one can not define locally finite
homology as the limit limn∈N pik(E(X,X \ Bn)). In general the latter would not satisfy
descent in the sense that we have Mayer–Vietoris sequences for appropriate covers.
Let C be a complete stable ∞-category and E : TopBorn→ C be any functor.
Definition 6.48. We define the locally finite evaluation
E lf : TopBorn→ C
by
E lf (X) := lim
B∈B
E(X,X \B).
Remark 6.49. In order to turn this description of the locally finite evaluation on objects
into a definition of a functor we use right Kan extensions as described in Remark 6.24. We
consider the category TopBornB of pairs (X,B), where X is a topological bornological
space and B is a bounded subset of X. A morphism f : (X,B)→ (X ′, B′) is a continuous
map such that f(B) ⊆ B′. We have a forgetful functor
p : TopBornB → TopBorn , (X,B) 7→ X .
The locally finite evaluation is then defined as the right Kan extension of the functor
E˜ : TopBornB → C , (X,B) 7→ E(X,X \B)
as indicated in the following diagram
TopBornB E˜ //
p

Cai
TopBorn
Elf
DD
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By Definition 6.45 the functor E is locally finite if and only if the natural transformation
E → E lf is an equivalence.
Let C be a complete stable ∞-category and E : TopBorn→ C be any functor.
Lemma 6.50. E lf is locally finite.
Proof. Let X be a topological bornological space. We have
lim
B∈B
E lf (X \B) ' lim
B∈B
lim
B′∈B
Cofib
(
E(X \ (B ∪B′))→ E(X \B))
' lim
B′∈B
lim
B∈B
Cofib
(
E(X \ (B ∪B′))→ E(X \B))
' lim
B′∈B
lim
B∈B,B′⊆B
Cofib
(
E(X \ (B ∪B′))→ E(X \B))
' lim
B′∈B
lim
B∈B,B′⊆B
Cofib
(
E(X \B )→ E(X \B))
' 0 .
By Remark 6.46 this equivalence implies that E lf is locally finite.
Note that Lemma 6.50 implies that the natural transformation induces an equivalence
E lf ' (E lf )lf .
We now introduce the notion of homotopy invariance of functors defined on TopBorn.
To this end we equip the unit interval [0, 1] with its maximal bornology. Then for every
topological bornological space X the projection [0, 1] ⊗ X → X (see Example 6.41 for
−⊗−) is a morphism in TopBorn. Moreover, the inclusions X → [0, 1]⊗X are morphisms.
This provides a notion of homotopy in the category TopBorn. In the literature one often
talks about proper homotopy. We will not add this word proper here since it is clear from
the context TopBorn that all morphisms are proper, hence also the homotopies.
Let E : TopBorn→ C be a functor.
Definition 6.51. The functor E is homotopy invariant if the projection [0, 1]⊗X → X
induces an equivalence E([0, 1]⊗X)→ E(X).
Next we shall see that the combination of homotopy invariance and local finiteness of a
functors allows Eilenberg swindle arguments. Similar as in the bornological coarse case we
encode this in the property that the functor vanishes on certain flasque spaces.
Definition 6.52. A topological bornological space X is flasque if it admits a morphism
f : X → X such that:
1. f is homotopic to id.
2. For every bounded B in X there exists k ∈ N such that fk(X) ∩B = ∅.
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Example 6.53. Let X be a topological bornological space (with its bornology denoted by
BX) and let [0,∞) have the bornology B[0,∞) given by relatively compact subsets. Then
[0,∞) ⊗ X is flasque. We can define the morphism f : [0,∞) ⊗ X → [0,∞) ⊗ X by
f(t, x) := (t+ 1, x).
Let C be a complete stable ∞-category and E : TopBorn→ C be a functor.
Lemma 6.54. If E is locally finite and homotopy invariant and X is flasque, then
E(X) ' 0.
Proof. The argument is very similar to the proof of Lemma 6.28. Let X be a topological
bornological space with bornology B and let f : X → X implement flasqueness. We
consider the diagram
limB∈B E(X,X \B) idX,∗ // E(X,X)
limB∈B E(X,X \B) idX,∗+f∗ // E(X, f(X))
OO
limB∈B E(X,X \B) idX,∗+f∗+f
2∗
// E(X, f 2(X))
OO
...
...
OO
limB∈B E(X,X \B)
'

∑
k f
k∗
// limn∈NE(X, fk(X))
OO

E(X) F // E(X)
All the small cells in the upper part commute. For example the filler of the upper square
is an equivalence f∗ ' 0. It is obtained from the factorization of f as X → f(X) → X.
Indeed, we have the diagram
E(X \B) //

E(f(X))

// E(f(X))

E(X)

// E(f(X)) //

E(X)

E(X,X \B) // 0 // E(X, f(X))
where the columns are pieces of fibre sequences and the lower map is the definition of the
induced map f∗. The fillers provide the desired equivalence f∗ ' 0.
98
The upper part of the diagram defines the map denoted by the suggestive symbol
∑
k f
k
∗ .
This map further induces F .
Using that E is homotopy invariant and f is homotopic to idX we get the first equivalence
in
E(f) + F ' E(f) + E(f) ◦ F ' F .
This implies E(f) ' 0.
We now discuss the notion of excision. If Y ⊆ X is a subset of a topological bornological
space, then we consider Y as a topological bornological space with the induced structures.
In order to capture all examples we will consider three versions of excision.
Let E : TopBorn→ C be a functor.
Definition 6.55. The functor E satisfies (open or closed) excision if for every (open or
closed) decomposition (Y, Z) of a topological bornological space X we have a push-out
E(Y ∩ Z) //

E(Y )

E(Z) // E(X)
Example 6.56. We consider the functor
EM ◦ Csing : TopBorn→ Sp ,
where EM is as in (6.4) and Csing : TopBorn→ Ch is the singular chain complex functor.
This composition is homotopy invariant and well-known to satisfy open excision. Closed
excision fails.
The functor
Σ∞+ : TopBorn→ Sp
is homotopy invariant amd satisfies open excision. This can be shown as a consequence
of the Blakers-Massey theorem. Alternatively it follows from the facts that a homology
equivalence is a stable equivalence and that EM ◦ Csing satisfies open excision. Again,
closed excision fails for Σ∞+ .
We will see below (combine Lemmas 6.89 and 6.84) that analytic locally finite K-homology
Kan,lf satisfies closed excision. We do not know if it satisfies open excision.
The following notion of weak excision is an attempt for a concept which comprises both
open and closed excision. Let X be a topological bornological space and Y := (Yi)i∈I be a
filtered family of subsets.
Definition 6.57. The family Y is called a big family if for every i ∈ I there exists i′ ∈ I
such that Yi′ contains an open neighbourhood of Yi.
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Example 6.58. The bornology of a topological bornological space is a big family. The
condition introduced in Definition 6.57 is satisfied by compatibility between the topology
and the bornology, see Definition 6.35.
Let C be a cocomplete stable∞-category. If Y is a big family on X and E : TopBorn→ C
is a functor, then we write
E(Y) := colim
i∈I
E(Yi) .
We say that a pair (Y ,Z) of two big families Z and Y is a decomposition of X if there
exist members Z and Y of Z and Y , respectively, such that X = Z ∪ Y .
Let C be a cocomplete stable ∞-category and E : TopBorn→ C be a functor.
Definition 6.59. The functor E satisfies weak excision if for every decomposition (Y ,Z)
of a topological bornological space X into two big families we have a push-out
E(Y ∩ Z) //

E(Y)

E(Z) // E(X)
By cofinality arguments it is clear that open or closed excision implies weak excision.
Let C be a complete and cocomplete stable ∞-category.
Definition 6.60. A functor E : TopBorn → C is a locally finite homology theory if it
has the following poperties:
1. E is locally finite.
2. E is homotopy invariant.
3. E satisfies weak excision.
Remark 6.61. A locally finite homology theory E gives rise to wrong way maps for
bornological open inclusions. We consider a topological bornological space X with bornol-
ogy BX and an open subset U ⊆ X. Let BU be some compatible bornology on U such that
the inclusion U → X is bornological. So BU may be smaller than the induced bornology
BX ∩ U . We further assume that every B ∈ BU has an open neighbourhood V such that
BU ∩ V = BX ∩ V .
We let U˜ denote the topological bornological space with the induced topology and the
bornology BU . We use the tilde symbol in order to distinguish that space from the
topological bornological space U which has by definition the induced bornology U ∩ BX .
In contrast to U → X the inclusion U˜ → X is in general not a morphism in TopBorn.
The observation in this remark is that we have a wrong-way morphism
E(X)→ E(U˜)
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defined as follows: For a bounded closed subset B ∈ BU we get open coverings (X \B,U)
of X and (U \B, V ) of U . Using open descent for E twice we get the excision equivalence
E(X,X \B) ' E(V, V \B) ' E(U˜ , U˜ \B) . (6.11)
The desired wrong-way map is now given by
E(X) ' lim
B∈BX
E(X,X \B)→ lim
B∈BU
E(X,X \B) (6.11)→ lim
B∈BU
E(U˜ , U˜ \B) ' E(U˜) ,
where the first morphism is induced by the restriction of index sets along BU → BX which
is defined since the inclusion U˜ → X was assumed to be bornological.
A typical instance of this is the inclusion of an open subset U into a locally compact
space X. In general, the induced bornology BX ∩ U is larger than the bornology BU
of relatively compact subsets. If B is relatively compact in U , then it has a relatively
compact neighbourhood. So in this case the wrong-way map E(X) → E(U˜) is defined.
These wrong-way maps are an important construction in index theory, but since they do
not play any role in the present paper we will not discuss them further.
Note that in [WW95, Sec. 2] the wrong way maps are encoded in a completely different
manner by defining the functors themselves on the larger category E• instead of E .
In the following we discuss additivity. Let E : TopBorn→ C be a functor which satisfies
weak excision. We consider a family (Xi)i∈I of topological bornological spaces. Recall the
Definition 6.43 of the free union
⊔free
i∈I Xi. For j ∈ I we can form the two big one-member
families of
⊔free
i∈I Xi consisting of Xj and
⊔free
i∈I\{j}Xi. Excision provides the first equivalence
in the following definition of projection morphisms
E
(free⊔
i∈I
Xi
)
' E(Xj)⊕ E
( free⊔
i∈I\{j}
Xi
)
→ E(Xj) .
These projections for all j ∈ I together induce a morphism
E
(free⊔
i∈I
Xi
)
→
∏
i∈I
E(Xi) . (6.12)
Let C be a complete and cocomplete stable ∞-category and E : TopBorn → C be a
functor.
Definition 6.62. The functor E is additive if (6.12) is an equivalence for all families
(Xi)i∈I of topological bornological spaces.
Lemma 6.63. If E is locally finite and satisfies weak excision, then E is additive.
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Proof. We consider a family (Xi)i∈I of topological bornological spaces and their free union
X :=
⊔free
i∈I Xi. If B is a bounded subset of X, then the set J(B) ⊆ I of components
which have a non-empty intersection with B is finite. By excision
E(X,X \B) '
⊕
j∈J(B)
E(Xj, Xj \B) .
We now form the limit over B ∈ B in two stages
lim
B∈B
· · · ' lim
J⊆I
lim
B∈B,J(B)=J
. . . ,
where J runs over the finite subsets of I. The inner limit gives by local finiteness of E
lim
B∈B,J(B)=J
⊕
j∈J
E(Xj, Xj \B) '
⊕
j∈J
E(Xj) .
Taking now the limit over J ⊆ I and using
lim
J⊆I
⊕
j∈J(B)
E(Xj) '
∏
i∈I
E(Xi)
and the local finiteness of E again we get the equivalence
E(X) '
∏
i∈I
E(Xi)
as claimed.
In general it is notoriously difficult to check that a given functor is locally finite if it is not
already given as E lf . In the following we show a result which can be used to deduce local
finiteness from weak excision and additivity, see Remark 6.46.
Let C be a complete stable∞-category and E : TopBorn→ C be a functor. We say that
it is countably additive if its satisfies the additivity relation (6.12) for countable families.
We consider an increasing family (Yk)k∈N of subsets of a topological bornological space
X.
Lemma 6.64. Assume that for every bounded subset B of X there exists k ∈ N such that
B ⊆ Yk. If E is countably additive and weakly excisive, then limn∈NE(X \ Yn) ' 0.
Proof. For k, ` ∈ N and k ≥ ` we let
fk,` : X \ Yk → X \ Y`
be the inclusion. We have a fibre sequence
→ lim
n∈N
E(X \ Yn)→
∏
n∈N
E(X \ Yn) d→
∏
n∈N
E(X \ Yn)→
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where d is described by
d((φn)n) := (φn − fn+1,nφn+1)n .
We must show that d is an equivalence.
For every m ∈ N we have a morphism of topological bornological spaces
gm := unionsqn≥mfn,m :
free⊔
n∈N
n≥m
X \ Yn → X \ Ym .
The condition on the family ensures that gm is proper.
Using additivity of E, for every m ∈ N we can define the morphism
sm :
∏
n∈N
E(X \ Yn) proj→
∏
n∈N
n≥m
E(X \ Yn) ' E
(free⊔
n∈N
n≥m
X \ Yn
) gm→ E(X \ Ym) .
Let prm :
∏
n∈NE(X \ Yn)→ E(X \ Ym) denote the projection. By excision we have the
relation
prm + fm+1,msm+1 ' sm . (6.13)
We further have the relation
sm((fn+1,nφn+1)n) ' fm+1,m(sm+1((φn)n)) (6.14)
We can now define
h :
∏
n∈N
E(X \ Yn)→
∏
n∈N
E(X \ Yn)
by
h((φn)n) = (sm((φn)n))m .
We calculate
(d ◦ h)((φn)n) ' d((sm((φn)n))m)
' (sm((φn)n)− fm+1,m(sm+1((φn)n)))m
(6.13)' (φm)m
and
(h ◦ d)((φn)n) ' h((φn − fn+1,nφn+1)n)
' (sm((φn)n))m − (sm((fn+1,nφn+1)n))m
(6.14)' (sm((φn)n))m − (fm+1,m(sm+1((φn)n)))m
(6.13)' (φm)m .
This calculation shows that d is an equivalence. Consequently,
lim
n∈N
E(X \ Yn) ' 0 ,
finishing the proof.
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Remark 6.65. If a functor E : TopBorn→ C is countably additive, homotopy invariant,
and satisfies weak excision, then it vanishes on flasque spaces. In fact, the weaker version
of local finiteness shown in Lemma 6.64 suffices to make a modification of the proof of
Lemma 6.54 work.
We will now discuss the construction of locally finite homology theories.
Let C be a complete and cocomplete stable ∞-category and E : TopBorn → C be a
functor.
Proposition 6.66. If E is homotopy invariant and satisfies weak excision, then its locally
finite evaluation E lf is an additive locally finite homology theory.
Proof. By Lemma 6.50 the functor E lf is locally finite. Furthermore, by Lemma 6.67
shown below it is homotopy invariant. Finally, by Lemma 6.68 also shown below it satisfies
excision. This shows that E is a locally finite homology theory. In addition, by Lemma 6.63
it is additive.
Let C be a complete stable ∞-category and E : TopBorn→ C be a functor.
Lemma 6.67. If E is homotopy invariant, then E lf is homotopy invariant.
Proof. We consider the projection [0, 1]⊗X → X. Then the subsets [0, 1]×B for bounded
subsets B of X are cofinal in the bounded subsets of [0, 1]⊗X. So we can conclude that
E lf ([0, 1]⊗X)→ E lf (X) is the limit of equivalences (by homotopy invariance of E)
E([0, 1]⊗X, [0, 1]×(X \B))→ E(X,X \B)
and consequently an equivalence, too.
Let C be a complete, cocomplete stable ∞-category and E : TopBorn → C be a
functor.
Lemma 6.68. If E satisfies (open, closed or weak) excision, then E lf also satisfies (open,
closed or weak) excision.
Proof. We discuss open excision. The other two cases are similar. Let (Y, Z) be an open
decomposition of X. For every bounded B we get an open decomposition (Y \B,Z \B)
of X \B. The cofibre of the corresponding maps of push-out diagrams (here we use that
E satisfies open excision) is the push-out diagram
E(Y ∩ Z, (Y ∩ Z) \B) //

E(Y, Y \B)

E(Z,Z \B) // E(X,X \B)
Using stability of the category C the limit of these push-out diagrams over B ∈ B is again
a push-out diagram.
104
Let C be a complete and cocomplete stable ∞-category and E : TopBorn → C be a
functor.
Lemma 6.69. If E preserves coproducts, then E lf also preserves coproducts.
Proof. Let (Xi)i∈I be a family of topological bornologial spaces. We must show that the
canonical morphism ⊕
i∈I
E lf (Xi)→ E lf
(∐
i∈I
Xi
)
is an equivalence. We have the chain of equivalences
E lf
(∐
i∈I
Xi
)
:= lim
B∈B
E
(∐
i∈I
Xi,
∐
i∈I
Xi \Bi
)
' lim
B∈B
⊕
i∈I
E(Xi, Xi \Bi)
!'
⊕
i∈I
lim
Bi∈Bi
E(Xi, Xi \Bi)
'
⊕
i∈I
E lf (Xi) .
For the marked equivalence we use the details of the definition of the bornology of the
coproduct, namely that we can consider
∏
i∈I Bi naturally as a final subset in the bornology
of the coproduct.
Example 6.70. The functor Σ∞+ : TopBorn→ Sp is homotopy invariant, satisfies open
excision (see Example 6.56) and preserves coproducts. Consequently, its locally finite
evaluation
Σ∞,lf+ : TopBorn→ Sp
is an additive locally finite homology theory which preserves coproducts.
More generally, if F is a spectrum, then
(F ∧ Σ∞+ )lf : TopBorn→ Sp
is an additive locally finite homology theory which preserves coproducts. If F is a dualizable
spectrum, then the functor
F ∧ − : Sp→ Sp
commutes with limits and we have an equivalence
F ∧ Σ∞,lf+ ' (F ∧ Σ∞+ )lf .
See Example 6.33 for a spectrum such that F ∧ − does not commute with limits.
105
Example 6.71. The functor
EM ◦ Csing : TopBorn→ Sp
is homotopy invariant, satisfies open excision (see Example 6.56) and preserves coproducts.
Its locally finite evaluation
(EM ◦ Csing)lf : TopBorn→ Sp
is an additive locally finite homology theory preserving coproducts. It is the TopBorn-
version of Borel–Moore homology for locally compact spaces.
We now give a partial classification of locally finite homology theories. The following result
is very similar to the classification result of Weiss–Williams [WW95].
We consider the full subcategory F ⊆ TopBorn of topological bornological spaces which
are homotopy equivalent to spaces X with the following properties:
1. X is the union of bounded subsets X =
⋃
B∈B′ B, where B′ is cofinal in the bornology
of X.
2. For every B ∈ B′ there exists B′ ⊆ B′ and a big family {B} such that
a) Every member B˜ of {B} satisfies B ⊆ B˜ ⊂ B′.
b) Every member of {B} is homotopy equivalent to B.
c) B′ \ {B} is a big family.
3. Every B ∈ B′ is homotopy equivalent to a finite CW -complex.
The conditions on the members of B is a sort of cofibration condition. It is satisfied, e.g.,
if the inclusion B → X has a normal disc bundle.
Example 6.72. A finite-dimensional simplicial complex with countably many simplices
satisfies these assumptions. For B′ we can take the family of finite subcomplexes.
More generally, locally finite-dimensional, countable simplicial complexes belong to F.
A typical example of such a complex is the coarsening space ‖Yˆ‖ (see (5.24)) with the
bornology induced by the metric, if the complex ‖Yn‖ is finite-dimensional and countable
for every n ∈ N. The space ‖Yˆ‖ itself need not be finite-dimensional.
The following is an adaptation of a result of Weiss–Williams [WW95].
Let C be a presentable, stable ∞-category. Recall that this implies that it is tensored over
the ∞-category Sp of spectra. Let E : TopBorn→ C be a functor.
Proposition 6.73. If E is homotopy invariant, then there exists a natural transformation
Σ∞+ ∧ E(∗)→ E .
If E is a locally finite homology theory, then the induced transformation (Σ∞+ ∧ E(∗))lf → E
induces an equivalence on all objects of F.
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Proof. Let ∆ denote the usual category of the finite posets [n] for n ∈ N. We have a
functor
∆ : ∆→ TopBorn , [n] 7→ ∆n
which sends the poset [n] to the n-dimensional topological simplex. The simplex has the
maximal bornology since it is compact, see Example 6.36.
We consider the category TopBornsimp whose objects are pairs (X, σ) of a topological
bornological space X and a singular simplex σ : ∆n → X. A morphism (X, σ)→ (X ′, σ′)
is a commutative diagram
∆n
φ
//
σ

∆n
′
σ

X
f ′
// X ′
where f is a morphism in TopBorn and φ is induced by a morphism [n]→ [n′] in ∆.
We have two forgetful functors
TopBorn
p← TopBornsimp q→ TopBorn , p(X, σ) := X , q(X, σ) := ∆n .
We then define the functor
E% : TopBorn→ C
by left-Kan extension
TopBornsimp
E◦q
//
p

"*
C
TopBorn
E%
DD .
The objectwise formula for Kan extensions gives
E%(X) := colim
(∆n→X)
E(∆n) .
We have a natural transformation
E ◦ q → E ◦ p , (X, σ) 7→ E(σ) : E(∆n)→ E(X) . (6.15)
The universal property of the Kan extension provides an equivalence of mapping spaces in
functor categories
Map(E ◦ q, E ◦ p) ' Map(E%, E) .
Consequently, the transformation (6.15) provides a natural transformation
E% → E . (6.16)
We use now that E is homotopy invariant. The projection ∆n → ∗ is a homotopy equiva-
lence in TopBorn for every n ∈ N. We get an equivalence of functors TopBornsimp → C
E ◦ q '→ const(E(∗)) . (6.17)
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Note that the left-Kan extension of const(E(∗)) can be identified with the functor
X 7→ |sing(X)| ∧ E(∗) ' Σ∞+X ∧ E(∗) .
The left Kan extension of the equivalence (6.17) therefore yields an equivalence
E%
'→ Σ∞+ ∧ E(∗) .
The composition of the inverse of this equivalence with (6.16) yields the asserted transfor-
mation
Σ∞+ ∧ E(∗)→ E .
We now use that E is locally finite. Using Lemma 6.50 we get the transformation between
locally finite homology theories
(Σ∞+ ∧ E(∗))lf → E lf ' E . (6.18)
If one evaluates this transformation on the one-point space, then it induces an equivalence.
By excision and homotopy invariance we get an equivalence on all bounded spaces which
are homotopy equivalent to finite CW -complexes.
Assume now that X ∈ TopBorn with bornology B belongs to F. After replacing X by a
homotopy equivalent space we can assume that it satisfies the assumptions stated above.
In particular, we have a cofinal family B′ ⊆ B as in the assumption. Every member B
of B′ is homotopy equivalent to a finite CW -complex. The inclusions B → X can be
extended to big families {B}. For B ∈ B′ there exists B′ ∈ B′ such that (X \ {B}, {B′})
is decomposition of X into two big familes. By excision we get a natural equivalence
(Σ∞+ ∧ E(∗))lf (X,X \ {B}) ' (Σ∞+ ∧ E(∗))lf ({B′}, {B′} \ {B})
' E({B′}, {B′} \ {B})
' E(X,X \ {B}) .
In the middle equivalence we use that the natural transformation (6.18) induces an
equivalence on spaces which are equivalent to finite CW -comlexes.
If we now take the limit over B ∈ B′ and use local finiteness of E, then we get
(Σ∞+ ∧ E(∗))lf (X) '→ E(X) .
which is the desired equivalence.
6.6. Coarsification of locally finite theories
In the present paper we use locally finite homology theories as initial data in order to
construct coarse homology theories by coarsification.
Let X be a bornological coarse space. If U is an entourage of X, then we can consider the
space of controlled probability measures PU(X) (see (6.5)) as a topological bornological
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space with the bornology generated by the subsets PU (B) for all bounded subsets B of X.
The arguments given in the proof of Lemma 6.27 applied to the big family B show that
the bornology and the topology of PU(X) are compatible in the sense of Definition 6.35.
From now we will consider PU(X) as an object of TopBorn. Let BornCoarse
C be as
in Remark 6.24 the category of pairs (X,U) of a bornological coarse space X and an
entourage U of X. We define the functor
P : BornCoarseC → TopBorn , P(X,U) := PU(X) .
On the level of morphisms P is defined in the obvious way in terms of the push-forward of
measures.
Let C be a cocomplete stable ∞-category and E : TopBorn→ C be a functor.
Definition 6.74. We define the functor
QE : BornCoarse→ C
by left Kan-extension
BornCoarseC E◦P //

#+
C
BornCoarse
QE
CC .
We call QE the coarsification of E.
Remark 6.75. The evaluation of EQ on a bornological coarse space X with coarse
structure C is given by the object-wise formula for the left Kan extension
QE(X) ' colim
U∈C
E(PU(X)) . (6.19)
Let C be a complete and cocomplete stable ∞-category
Proposition 6.76. The coarsification QE of a C-valued locally finite homology theory E
is a strongly additive coarse homology theory. If E preserves coproducts, then so does QE.
Proof. The proof is very similar to the proof of Theorem 6.25.
Let E be a locally finite homology theory. We will first show that QE is a coarse homology
theory. We must verify the four conditions listed in Definition 4.5.
In order to see that QE is coarsely invariant we use that E is homotopy invariant and
then argue as in the proof of Lemma 6.26.
If (Z,Y) is a complementary pair in X and U is an entourage of X, then we have shown
in the proof of Lemma 6.27 that (PU({Z}), PU(Y)) is a decomposition of the topological
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bornological space PU (X) into two big families. We now use weak excision of E and form
the colimit of the resulting push-out diagrams over the entourages U of X in order to
conclude that
QE({Z} ∩ Y) //

QE({Z})

QE(Y) // QE(X)
is a push-out diagram. We finally use that QE is coarsely invariant in order to replace
{Z} by Z.
Assume that X is flasque and that flasqueness of X is implemented by f : X → X.
Then for sufficiently large entourages U the map PU(f) : PU(X) → PU(X) implements
flasqueness of PU(X) as a topological bornological space. We now use Lemma 6.54 and
that E is locally finite in order to see that E(PU(X)) ' 0 for those U .
Finally, QE is u-continuous by definition. This finishes the argument that QE is a coarse
homology theory.
Let us discuss strong additivity of QE. Let (Xi)i∈I be a family of bornological coarse
spaces and set X :=
⊔free
i∈I Xi. Using (6.19) and that PU(X) ∼=
⊔free
i∈I PUi(Xi) we get
QE(X) ' colim
U∈C
E
( free⊔
i∈I
PUi(Xi)
)
,
where we set Ui := U ∩ (Xi ×Xi). Note that contrary to (6.7), where we were working
with topological spaces, here we have to write the free union in order to take the bornology
into account properly (which is not the bornology of the coproduct in this case). Since E
is additive (Lemma 6.63), we get
colim
U∈C
E
( free⊔
i∈I
PUi(Xi)
) ' colim
U∈C
∏
i∈I
E(PUi(Xi))
and we can finish the argument by interchanging the colimit with the product (see the
end of the proof of Lemma 6.30 for a similar argument.)
It remains to show that QE preserves coproducts, if E does so. Let (Xi)i∈I be a family
of bornological coarse spaces and set X :=
∐
i∈I Xi. We now have an isomorphism
PU(X) ∼=
∐
i∈I PUi(Xi) (the coproduct is understood in topological bornological spaces)
and therefore the following chain of equivalences
QE(X) ' colim
U∈C
⊕
i∈I
E(PUi(Xi)) '
⊕
i∈I
colim
U∈C
E(PUi(Xi)) '
⊕
i∈I
QE(Xi) .
This completes the proof of Proposition 6.76.
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Example 6.77. Let F be a spectrum. Then we can construct the additive locally finite
homology theory (F ∧ Σ∞+ )lf which preserves coproducts (Example 6.70). By Proposition
6.76 we obtain to obtain a strongly additive coarse homology theory Q(F ∧ Σ∞+ )lf which
preserves coproducts. This shows that every spectrum admits a strongly additive coarse
homology version preserving coproducts.
In general, we have a natural morphism
F ∧Q→ Q(F ∧ Σ∞+ )lf
of coarse homology theories.
If F is dualizable, than this morphism is an equivalence. Otherwise we do not expect this
to be the case; see Example 6.33.
6.7. Analytic locally finite K-homology
In order to deal with analytic locally finite K-homology we consider the full subcategory
Toplc,sep ⊂ Toplc ⊂ TopBorn
of separable, locally compact spaces with the bornology of relatively compact subsets.
Analytic locally finite K-homology is initially defined on Toplc,sep. Our main task is
to extend this functor to TopBorn preserving good properties. We first discuss such
extensions in general and then apply the theory to K-homology.
Let X be a topological bornological space and C ⊆ X be a subset.
Definition 6.78. The subset C is locally compact13 if C with the induced topology is
separable and locally compact and the induced bornology is given by the relatively compact
subsets of C.
We let Loc(X) be the category of locally compact subsets of X and inclusions.
Let X be a topological bornological coarse space and C ⊆ X be a subset.
Lemma 6.79. If C is locally compact, then it is closed.
Proof. We show that X \ C is open. To this end we consider a point x ∈ X \ C. Let J
be the family of closed and bounded neighbourhoods of x in X. Since {x} is bounded
such neighbourhoods exist by the compatibility of the bornology with the topology of
X (see Definition 6.35). For every W ∈ J the intersection W ∩ C is both closed in C
and relatively compact in C, therefore it is compact. We claim that
⋂
W∈J (W ∩ C) = ∅.
Indeed, if
⋂
W∈J (W ∩ C) 6= ∅, then because of
⋂
W∈J W = {x} (recall that we assume
that topological bornological spaces are Hausdorff) we would have x ∈ C. By the claim
and the compactness of the intersections W ∩C there exists W ∈ J such that W ∩C = ∅.
Hence W is a (closed) neighbourhood of x contained in X \ C.
13We omit saying “separable” in order to shorten the text.
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It is clear that a closed subset of a locally compact subset C of X is again locally compact.
By Lemma 6.79 the locally compact subsets of X contained in the locally compact subset
C are precisely the closed subsets of C.
Let C be a complete stable ∞-category and let E : Toplc,sep → C be a functor. Then we
can say that E is countably additive, locally finite, homotopy invariant or satisfies closed
descent by interpreting the definitions made for TopBorn in the obvious way.
Remark 6.80. Since Toplc,sep only has countable free unions (because of the separability
assumption) it does not make sense to consider additivity for larger families.
Furthermore, by Lemma 6.79 we are forced to consider closed descent. The condition of
open descent could not even be formulated since open subsets of a locally compact space
in general do not belong to Toplc,sep.
The interpretation of the local finiteness condition is as
lim
B∈B∩S
E(C \B) ' 0 .
We must restrict the limit to open, relatively compact subsets since then C \ B ⊆ C is
a closed subset. Since a separable, locally compact space is σ-compact, the intersection
B ∩ S contains a countable cofinal subfamily.
We now discuss the left Kan extension to TopBorn of functors which are initially defined
on Toplc,sep.
Let C be a complete and cocomplete stable ∞-category and let E : Toplc,sep → C be a
functor.
Definition 6.81. We define
L(E) : TopBorn→ C , L(E)(X) := colim
C∈Loc(X)
E(C) .
Remark 6.82. Using the Kan extension technique we can turn the above description of
the functor on objects into a proper definition of a functor. We consider the category
TopBornLoc of pairs (X,C), where X is a topological bornological space and C ⊆ X
is locally compact. A morphism f : (X,C) → (X ′, C ′) is a morphism f : X → X ′ of
topological bornological spaces such that f(C) ⊆ C ′. We have the forgetful functors
TopBornLoc → TopBorn , (X,C) 7→ X , p : TopBornLoc → Toplc,sep , (X,C) 7→ C .
We then define L(E) as left Kan extension
TopBornLoc
E◦p
//

"*
C
TopBorn
L(E)
DD .
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If C is a separable locally compact space, then C is final in Loc(C). This implies that
L(E)|Toplc,sep ' E . (6.20)
Lemma 6.83. If E is homotopy invariant, then so is L(E).
Proof. The subsets [0, 1]×C of [0, 1]×X for C ∈ Loc(X) are cofinal in all locally compact
subsets of X.
Lemma 6.84. If E satisfies closed excision, then so does L(E).
Proof. Here we use that for a locally compact subsets C ⊆ X a closed decomposition of X
induces a closed decomposition of C. We thus get a colimit of push-out diagrams which is
again a push-out diagram
Lemma 6.85. If E satisfies closed excision, then L(E) preserves all coproducts.
Proof. Let X :=
∐
i∈I Xi be the coproduct of the family (Xi)i∈I in the category TopBorn
and let C ⊆ X be a locally compact subset. Since the induced bornology on C is the
bornology of relatively compact subsets the set IC := {i ∈ I : C ∩ Xi 6= ∅} is finite.
Furthermore, for every i ∈ I the space Ci := C ∩ Xi is a locally compact subset of X.
Since E satisfies closed excision it commutes with finite coproducts. Therefore we get the
chain of equivalences:
L(E)(X) ' colim
C∈Loc(X)
E(C)
= colim
C∈Loc(X)
E
( ∐
i∈IC
Ci
)
' colim
C∈Loc(X)
⊕
i∈IC
E(Ci)
'
⊕
i∈I
colim
Ci∈Loc(Xi)
E(Ci)
'
⊕
i∈I
L(E)(Xi)
which finishes the proof.
Let C be a complete and cocomplete stable ∞-category and let E : Toplc,sep → C be a
functor.
Proposition 6.86. If E is both homotopy invariant and satisfies closed excision, then
L(E)lf : TopBorn → C is an additive locally finite homology theory which preserves
coproducts.
Proof. By Lemmas 6.84 and 6.83 the functor L(E) satisfies closed excision and is homotopy
invariant. By Proposition 6.66 the functor L(E)lf is an additive locally finite homology
theory, and by Lemma 6.85 it preserves coproducts.
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Note that L(E)lf satisfies closed excision.
The following lemma ensures that L(E)lf really extends E if it was locally finite.
Lemma 6.87. If E is locally finite, then L(E)lf|Toplc,sep ' E.
Proof. Let X be a topological bornological space. For an open bounded subset B of X
and a locally compact subset C ⊆ X the subset C \B of X is a locally compact subset
of X \ B. We now use that by compatibility of the bornology and the topology we can
define the locally finite evaluation as a limit over open bounded subsets of X. This gives
for every separable locally compact space C
L(E)lf|Toplc,sep(C) ' limB∈B∩S L(E)|Toplc,sep(C,C \B)
(6.20)' lim
B∈B∩S
E(C,C \B) ' E(C) ,
where the last equivalence uses that E is locally finite.
In the following we apply the constructions above to K-homology.
Remark 6.88. We use a spectrum valued version ofKK-theory. To this end one constructs
a stable ∞-category KK which contains at least all separable C∗-algebras as objects. In
the following we list the desired properties.
1. There is a functor C∗Algsep → KK from the category of separable C∗-algebras to
KK. If A is a separable C∗-algebra, then we will use the symbol A also for its image
in KK.
2. We require that for two separable C∗-algebras A,B we have an isomorphism
pi∗(mapKK(A,B)) ∼= KK∗(A,B) ,
where KK∗ denotes Kasparovs bivariant K-theory groups (see Blackadar [Bla98])
and
KKop ×KK 3 (A,B) 7→ mapKK(A,B) ∈ Sp
is the mapping spectrum functor of the stable∞-category KK. On homotopy groups,
the composition of morphisms in KK is identified with the Kasparov product for
KK∗.
3. An exact sequence of separable C∗-algebras (where I is a closed ideal)
0→ I → A→ A/I → 0
gives rise to a fibre sequence
→ mapKK(A/I,B)→ mapKK(A,B)→ mapKK(I, B)→ ΣmapKK(A/I,B)→ .
4. If (Ai)i∈I is a countable family of separable C∗-algebras, then
mapKK
(⊕
i∈I
Ai,C
) '∏
i∈I
mapKK(Ai,C) . (6.21)
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There are various construction of such a stable ∞-category [Mah15], [BJM15], [JJ07].
Note that we do not expect (6.21) to be true for general separable C∗-algebras in place of
C, i.e., the direct sum of separable C∗-algebras does not represent the coproduct in KK.
We refer to the discussion of this problem in [CMR07, Page 233]. The relation (6.21) has
been shown in [HR00b, Prop. 7.4.2]. In detail, it is shown that the natural morphism
mapKK
(⊕
i∈I
Ai,C
)→∏
i∈I
mapKK(Ai,C)
induces an isomorphism in homotopy groups. The relation between our notation and the
one in the reference is such that pip(mapKK(A,C)) corresponds to Kp(A) in [HR00b].
For every separable C∗-algebra B we get a contravariant functor
A 7→ KK(A,C) := mapKK(A,B)
from separable C∗-algebras to spectra.
If C is a separable, locally compact space, then the C∗-algebra C0(C) is separable. We
therefore get a functor
C0 : (Top
lc,sep)op → C∗Algsep .
We consider the functor
Kan : Toplc,sep → Sp , C 7→ KK(C0(C),C) .
For a closed subset A ⊆ C we have an exact sequence of C∗-algebras
0→ C0(C \ A)→ C0(C)→ C0(A)→ 0 .
It induces the fibre sequence
· · · → Kan(A)→ Kan(C)→ KK(C0(C \ A),C)→ . . . . (6.22)
Lemma 6.89. The functor Kan : Toplc,sep → Sp is homotopy invariant and satisfies
closed excision.
Proof. Homotopy invariance follows from homotopy invariance of KK∗(−,C). If (A,B) is a
closed decomposition of a separable locally compact space C, then we have an isomorphism
of C∗-algebras
C0(C \ A) ∼= C0(B \ (A ∩B)) .
In view of the fibre sequence (6.22) the left square in the commuting diagram
Kan(B ∩ A)

// Kan(B)

// KK(C0(B \ (A ∩B)),C)
'

Kan(A) // Kan(X) // KK(C0(X \ A),C)
is a push-out. This implies closed excision.
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Lemma 6.90. The functor Kan is countably additive.
Proof. Let (Ci)i∈I be a countable family in Toplc. Then
Cc
(free⊔
i∈I
Ci
) ∼= ⊕
i∈I
Cc(Ci) .
By (6.21) we get
Kan
(free⊔
i∈I
Ci
) ' KK(⊕
i∈I
Cc(Xi),C
) '∏
i∈I
KK(Cc(Ci),C) '
∏
i∈I
Kan(Ci) .
Proposition 6.91. The functor Kan is locally finite.
Proof. Let C be a separable locally compact space. Then there exists an open exhaustion
(Bn)n∈N of C such that B¯n is compact for every n ∈ N. Then every relatively compact
subset of C is contained in Bn for sufficiently large n. We now apply the analogue for
Toplc,sep of Lemma 6.64, Remark 6.46, and the fact that (Bn)n∈N is cofinal in the bornology
of C.
Definition 6.92. We define the analytic locally finite K-homology by
Kan,lf := L(Kan)lf : TopBorn→ Sp .
This is an additive locally finite homology theory which preserves coproducts. If C is a
separable, locally compact space, then by Lemma 6.87 we have an equivalence
Kan,lf (C) ' Kan(C) .
In other words, Kan,lf is just an extension of Kan from separable, locally compact topolog-
ical spaces to all topological bornological spaces.
We can apply Proposition 6.73 to Kan,lf . We fix once and for all an identification of
spectra
KU ' Kan,lf (∗) . (6.23)
Corollary 6.93. For every topological bornological space X which is homotopy equivalent
to an object of the subcategory F (e.g., a locally finite-dimensional, countable simplicial
complex with the bornology of relatively compact subsets) we have a natural equivalence
(KU ∧ Σ∞+ )lf (X) ' Kan,lf (X) .
We got the impression that this result is known as folklore, but we were not able to trace
down a reference for this fact. Note that the equivalence in Corollary 6.93 depends on the
choice of the equivalence (6.23). We refer to [BE17a] and [BE17b] for a further discussion
of the relevance of this choice.
116
6.8. Coarsification spaces
In this section we introduce the notion of a coarsification of a bornological coarse space X
(a coarsification is a simplicial complex with certain properties) and discuss its relation
with Q(X). Concretely, for a locally finite homology theory E we show in Proposition 6.106
that (QE)(X) and the evaluation of E on a coarsification of X are equivalent.
This is actually one of the origins of coarse algebraic topology. Assume that the classifying
space BG of a group G has a model which is a finite simplicial complex. Gersten [Ger93,
Thm. 8] noticed that for such a group the group cohomology H∗(G,ZG) is a quasi-isometry
invariant. Using coarse algebraic topology, we may explain this phenomenon as follows. We
have the isomorphism H∗(G,ZG) ∼= H∗c (EG), see [Bro82, Prop. VIII.7.5]. Furthermore, we
have an isomorphism H∗c (EG) ∼= HX ∗(EG), where the latter is Roe’s coarse cohomology
[Roe93, Prop. 3.33].
Let now G and H are two groups with the property that BG and BH are homotopy
equivalent to finite simplicial complexes. We equip G and H with word metrics associated
to choices of finite generating sets. Then a quasi-isometry G → H of the underlying
metric spaces translates to a coarse equivalence EG→ EH. Since coarse cohomology is
invariant under coarse equivalences we get a chain of isomorphisms relating H∗(G,ZG)
and H∗(H,ZH). Therefore the cohomology group H∗(G,ZG) is a quasi-isometry invariant
of G.
The above observation, translated to homology theories, can be generalized to the fact that
a locally finite homology theory evaluated on a finite-dimensional, uniformly contractible
space is a coarse invariant of such spaces, see Lemma 6.98. So on such spaces locally finite
homology theories behave like coarse homology theories. And actually, this observation
originally coined the idea of what a coarse homology theory should be.
Let f0, f1 : X → X ′ be maps between topological spaces and A′ ⊆ X ′ be a subset
containing the images of f0 and f1. We say that f0 and f1 are homotopic in A
′ if there
exists a homotopy h : I ×X → A′ from f0 to f1 whose image is also contained in A′.
Let X be a metric space. For a point x of X and a positive real number R we denote by
B(R, x) the ball in X of radius R with center x.
Definition 6.94 ([Gro93, Sec. 1.D]). A metric space X is uniformly contractible if for
all R ∈ (0,∞) exists an S ∈ [R,∞) such that for all x ∈ X the inclusion B(R, x)→ X is
homotopic in B(S, x) to a constant map.
Note that the property of being uniformly contractible only depends on the quasi-isometry
class of the metric.
In the following a metric space X will be considered as a bornological coarse space Xd with
the structures induced by the metric, see Example 2.17. We equip a simplicial complex K
with a good metric (see Definition 5.35) and denote the associated bornological coarse
space by Kd. If K is finite-dimensional, then the metric on K is independent of the choices
up to quasi-isometry. In particular, the bornological coarse space Kd is well-defined up to
equivalence.
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Definition 6.95 ([Roe96, Def. 2.4]). A coarsification of a bornological coarse space X is a
pair (K, f) consisting of a finite-dimensional, uniformly contractible simplicial complex K
and an equivalence f : X → Kd in BornCoarse.
Example 6.96. If X is a non-empty bounded bornological coarse space with the maximal
coarse structure (e.g., a bounded metric space), then the pair (∗, f : X → ∗) is a
coarsification of X.
A coarsification of Z is given by (R, ι : Z→ R). Another possible choice is (R,−ι).
Let K be a finite-dimensional simplicial complex with a good metric. We assume that K
is uniformly contractible. Then its the zero skeletion K(0) has an induced metric and gives
rise to a bornological coarse space K
(0)
d . Then the inclusion ι : K
(0)
d → Kd turns (Kd, ι)
into a coarsification of the bornological coarse space K
(0)
d .
The following example is due to Gromov [Gro93, Ex. 1.D1]: We consider a finitely generated
group G and assume that it admits a model for its classifying space BG which is a finite
simplicial complex. The action of G on the universal covering EG of BG provides a choice
of a map f : G→ EG which depends on the choice of a base point. We equip EG with a
good metric. Then (EGd, f) is a coarsification of G equipped with the bornological coarse
structure introduced in Example 2.20.
Let K be a simplicial complex, A ⊆ K be a subcomplex, X be a metric space, and
f : Kd → Xd be a morphism of bornological coarse spaces such that f|A is continuous.
Lemma 6.97. If K is finite-dimensional and X is uniformly contractible, then f is close
to a morphism of bornological coarse spaces which extends f|A and is in addition continuous.
Proof. We will define a continuous map g : K → X by induction over the relative skeleta
of K such that it is close to f and satisfies f|A = g|A. Then g : Kd → Xd is also a morphism
of bornological coarse spaces.
On the zero skeleton K(0) ∪ A (relative to A) of K we define g0 := f|K(0)∪A.
Let now n ∈ N and assume that gn : K(n) ∪ A → X is already defined such that gn is
continuous and close to the restriction of f to K(n) ∪ A. Since the metric on K is good
there exists a uniform bound of the diameters of (n + 1)-simplices of K. Since gn is
controlled there exists an R ∈ (0,∞) such that g(∂σ) is contained in some R-ball for every
(n+ 1)-simplex σ of K. Let S ∈ [R,∞) be as in Definition 6.94.
We now extend gn to the interiors of the (n + 1)-simplices separately. Let σ be an
(n+ 1)-simplex in K(n+1) \ A. Using a contraction of the simplex σ to its center and the
contractibility of R-balls of X inside S-balls, we can continuously extend (gn)|∂σ to σ with
image in an (S +R)-neighbourhood of gn(∂σ).
In this way we get a continuous extension gn+1 : K
(n+1) ∪ A→ X which is still close to
f|K(n+1)∪A.
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A finite-dimensional simplicial complex K can naturally be considered as a topological
bornological space with the bornology of metrically bounded subsets. We will denote this
topological bornological space by Kt. A morphism of bornological coarse spaces Kd → K ′d
which is in addition continuous is a morphism Kt → Kt of topological bornological
spaces.
We consider finite-dimensional simplicial complexesK andK ′ and a morphism f : Kd → K ′d
of bornological coarse spaces.
Lemma 6.98. If K and K ′ are uniformly contractible, and f is an equivalence, then f
is close to a homotopy equivalence Kt → K ′t, and any two choices of such a homotopy
equivalence are homotopic to each other.
Proof. By Lemma 6.97 we can replace f by a close continuous map which we will also
denote by f . We claim that this is the desired homotopy equivalence f : Kt → Kt.
Denote by g : K ′d → Kd an inverse equivalence. By Lemma 6.97 we can assume that g is
continuous. The compositions f ◦ g and g ◦ f are close to the respective identities.
We consider the complex I ×K with the subcomplex {0, 1} ×K. We define a morphism
of bornological coarse spaces I × Kd → Kd by idK on {0} × K and by g ◦ f ◦ prK on
(0, 1]×K. By Lemma 6.97 we can replace this map by a close continuous map which is a
homotopy between idKt and g ◦ f : Kt → Kt. This shows that g ◦ f : Kt → Kt and idKt
are homotopic. We argue similarly for f ◦ g.
Furthermore, we obtain homotopies between different choices of continuous replacements
of f by a similar argument.
Let X be a bornological coarse space and consider two coarsifications (K, f) and (K ′, f ′)
of X.
Corollary 6.99. There is a homotopy equivalence Kt → K ′t uniquely determined up to
homotopy by the compatibility with the structure maps f and f ′.
Proof. Let g : Kd → X be an inverse equivalence of f . Then we apply Lemma 6.98 to the
composition f ′ ◦ g : Kd → K ′d.
Let X be a bornological coarse space.
Definition 6.100. X has strongly bounded geometry if it has the minimal compatible
bornology and for every entourage U of X there exists a uniform finite upper bound on the
cardinality of U-bounded subsets of X.
Remark 6.101. In the literature, the above notion of strongly bounded geometry is
usually only given for discrete metric spaces and either just called “bounded geometry”
(Nowak–Yu [NY12, Def. 1.2.6]) or “locally uniformly finite” (Yu [Yu95, Pg. 224].
Note that the above notion is not invariant under equivalences. The invariant notion is as
follows (cf. Roe [Roe96, Def. 2.3(ii)] or Block–Weinberger [BW92, Sec. 3]):
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Definition 6.102. A bornological coarse space has bounded geometry if it is equivalent to
a bornological coarse space of strongly bounded geometry.
Let K be a simplicial complex.
Definition 6.103. K has bounded geometry if there exist a uniform finite upper bound
on the cardinality of the set of vertices of the stars at all vertices of K.
Note that this condition implies that K is finite-dimensional and that the number of
simplices that meet at any vertex is uniformly bounded.
Let K be a simplicial complex. If K has bounded geometry (as a simplicial complex),
then the associated bornological coarse space Kd has bounded geometry (as a coarse
bornological space). In this case the set of vertices of K with induced structures is an
equivalent bornological coarse space of strongly bounded geometry.
Remark 6.104. In general, bounded geometry of Kd does not imply bounded geometry
of K as a simplicial complex. Consider, e.g., the disjoint union K :=
⊔
n∈N ∆
n, where we
equip ∆n with the metric induced from the standard embedding into Sn. The main point
is that the diameters of ∆n for n ∈ N are uniformly bounded.
Let K be a simplicial complex.
Proposition 6.105. If K has bounded geometry and is uniformly contractible, then we
have a natural equivalence Q(Kd) ' Σ∞,lf+ Kt.
Proof. We consider the inclusion K(0) → K of the zero skeleton and let K(0)d be the coarse
bornological space with the induced structures. If U is an entourage of K
(0)
d , then we
consider the map
K(0) → PU(K(0)d ) (6.24)
given by Dirac measures. Since the metric on K is good and K is finite-dimensional we
can choose U so large that all simplices of K are U -bounded. Using convex interpolation
we can extend the map (6.24) to a continuous map
f : K → PU(K(0)d ) .
By construction,
f : Kd → PU(K(0)d )d
is an equivalence of bornological coarse spaces. Since K has bounded geometry, K
(0)
d is of
strongly bounded geometry, and hence PU (K
(0)
d ) is a finite-dimensional simplicial complex.
Since Kd is uniformly contractible, by Lemma 6.97 we can choose a continuous inverse
equivalence g : PU(K
(0)
d )d → Kd.
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The following argument is taken from Nowak–Yu [NY12, Proof of Thm. 7.6.2]. Since the
coarse structure of K
(0)
d is induced by a metric we can choose a cofinal sequence (Un)n∈N
of entourages of K
(0)
d . We let
fn : PUn(K
(0)
d )d ↪→ PUn+1(K(0)d )d
be the inclusion maps. Each fn is an equivalence of bornological coarse spaces. For every
n ∈ N we can choose an inverse equivalence
gn : PUn+1(K
(0)
d )d → Kd
to the composition fn ◦ · · · ◦ f0 ◦ f which is in addition continuous. Then the composition
gn ◦ (fn ◦ · · · ◦ f0 ◦ f) : Kt → Kt
is homotopic to idKt . The following picture illustrates the situation.
Kt
f
..
PU(K
(0)
d )t
f0
,,
g
oo PU1(K
(0)
d )t
f1
,,
g0
jj PU2(K
(0)
d )t
f2
&&
g1
ii · · ·
Note that we are free to replace the sequence (Un)n∈N by a cofinal subsequence (Unk)k∈N.
We use this freedom in order to ensure that for every n ∈ N the map fn is homotopic to
the composition (fn ◦ · · · ◦ f0 ◦ f) ◦ gn−1.
Since the functor Σ∞,lf+ is homotopy invariant (see Example 6.70), it follows that the
induced map
(fn ◦ · · · ◦ f0 ◦ f)∗ : pi∗(Σ∞,lf+ Kt)→ pi∗(Σ∞,lf+ PUn+1(K(0)d )t)
is an isomorphisms onto the image of (fn)∗. So the induced map
Σ∞,lf+ Kt → colim
n∈N
Σ∞,lf+ PUn(K
(0)
d )t ' colim
U
Σ∞,lf+ PU(K
(0)
d )t
Def.6.23' Q(K(0)d )
induces an isomorphism in homotopy groups. The desired equivalence is now given by
Σ∞,lf+ Kt ' Q(K(0)d ) ' Q(Kd) ,
where for the last equivalence we use that Q preserves equivalences between bornological
coarse spaces and that K
(0)
d → Kd is an equivalence.
Let C be a complete and cocomplete stable ∞-category. Let E : TopBorn → C be a
locally finite homology theory and X be a bornological coarse space.
Proposition 6.106. If X admits a coarsification (K, f) of bounded geometry, then we
have a canonical equivalence (QE)(X) ' E(Kt).
Proof. Since f : X → Kd is an equivalence of bornological coarse spaces, it induces an
equivalence (QE)(X) ' (QE)(Kd). An argument similar to the proof of Proposition 6.105
gives the equivalence (QE)(Kd) ' E(Kt).
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6.9. Comparison of coarse homology theories
Let F ∈ Sp be a spectrum and E : BornCoarse→ Sp be a coarse homology theory.
Definition 6.107. We say that E is a coarse version of F if E(∗) ' F .
A spectrum might have various different coarse versions.
Example 6.108. Besides KU ∧Q, Q(KU ∧Σ∞+ )lf , and QKan,lf we discuss in the present
paper two more coarse versions of K-homology denoted KX and KXql.
Note that the known counter-examples to the coarse Baum–Connes conjecture show
that the usual assembly map µ : QKan,lf∗ (X) → KX∗(X), which we can construct for
bornological coarse spaces X of locally bounded geometry (see Definition 7.93), is not
always surjective (but see also Remark 7.96 for the case of the quasi-local assembly map
µql : QK
an,lf
∗ (X)→ KXql,∗(X)). This leaves the possibility open that there might be some
other assembly map showing that one of KU ∧Q, Q(KU ∧ Σ∞+ )lf or QKan,lf is actually
equivalent to one of KX or KXql.
Note also that we were not able to extend the definition of the usual assembly map to a
transformation of spectrum-valued functors QKan,lf → KX defined on all of BornCoarse.
We will now analyse conditions on a bornological coarse space X under which a trans-
formation E → E ′ between coarse versions of a homology theory induces an equivalence
E(X) ' E ′(X).
Remark 6.109. The coarse Baum-Connes conjecture for a coarse homology theory E is
the problem to define geometric conditions on a bornological coarse space X ensuring that
an assembly map
µE : Q(E(∗) ∧ Σ∞+ )lf (X)→ E(X)
is an equivalence. Another option for the domain is E(∗) ∧Q(X) or the coarsification of
some other locally finite version of E.
If such an assembly map has been constructed for E, then the coarse Baum-Connes
conjecture is exactly the kind of problem which we discuss in the present subsection.
In general it is a non-trivial task to construct an assembly map as a natural transformation
between coarse homology theories. For example, in the case of coarse K-homology, at
the moment we are not able to construct such a transformation for QKan,lf → KX(ql)
on all bornological coarse spaces. In Definition 7.93 we construct an assembly map after
restricting the functors to bornological coarse spaces of locally bounded geometry.
Let A ⊆ SpX be a class of objects.
Definition 6.110. We let
SpX〈A〉 ⊆ SpX
denote the minimal cocomplete subcategory containing A.
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Let C be a cocomplete, stable ∞-category, let E and F be C-valued coarse homology
theories and T : E → F a morphism.
Lemma 6.111. If T : E(X)→ F (X) is an equivalence for all X ∈ A, then T induces an
equivalence between the restrictions E|SpX〈A〉 → E|SpX〈A〉.
Proof. This is clear since coarse homology theories preserve colimits.
In the following we let Adisc be the class consisting of the motivic coarse spectra of the
form Yos(X) for discrete bornological coarse spaces X (see Definition 2.13).
We consider a simplicial complex X equipped with a bornological coarse structure (C,B), a
metric d and an ordered family of subcomplexes Y := (Yn)n∈N. Let Td denote the uniform
structure associated to the metric. In the statement of the following theorem Xh denotes
the set X with the hybrid structure defined in Definition 5.10. In the statement of the
following theorem we use the notation (4.4).
Theorem 6.112. We assume:
1. d is good (Definition 5.35).
2. C and Td are compatible (Definition 5.4).
3. The family (Yn)n∈N is big (Definition 3.2).
4. For every B ∈ B there exists i ∈ N such that B ⊆ Yi.
5. X is finite-dimensional.
Then we have (Xh,Y) ∈ SpX〈Adisc〉
Proof. We argue by induction on the dimension. We assume that n ∈ N and the theorem
has been shown for all dimensions k < n. We now assume that dim(X) = n. We consider
the decomposition (5.22). Combining Lemmas 5.38 and 5.39 we see that the lower left
corner of (5.22) belongs to SpX〈Adisc〉. In view of the Lemmas 5.40 and 5.41 the induction
hypothesis implies that the two upper corners of the push-out square belong to SpX〈Adisc〉.
We conclude that (Xh,Y) ∈ SpX〈Adisc〉.
Let (X, C) be a coarse space.
Definition 6.113 ([Gro93, Sec. 1.E]). We say that (X, C) has finite asymptotic dimension
if it admits an anti-Cˇech system Vˆ = (Vn)n∈N (Definition 5.45) with supn∈N dim ‖Vn‖ <∞.
We consider a bornological coarse space (X, C,B).
Theorem 6.114. We assume that there exists a cofinal subset C ′ ⊆ C such that for every
U ∈ C ′ the coarse space (X, C〈U〉) has finite asymptotic dimension.
Then we have Yos(X, C,B) ∈ SpX〈Adisc〉.
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Proof. By u-continuity we have
Yos(X, C,B) ' colim
U∈C′
Yos(XU) .
It therefore suffices to show that Yos(XU) ∈ SpX〈Adisc〉 for all U ∈ C ′.
We now consider U ∈ C ′. The bornological coarse space XU admits an anti-Cˇech system Vˆ
satisfying the condition formulated in Definition 6.113.
Note that the coarse structure C〈U〉 of XU is induced by a quasi-metric as in Example 2.17.
In fact, we have C〈U〉 = Cd for the quasi-metric
d(x, y) := inf{n ∈ N | (x, y) ∈ V n}
for V := (U ◦ U−1) ∪ diagX , where we set V 0 := diagX . By Willett [Wil08, Cor. 2.2.11]
a quasi-metric space of finite asymptotic dimension is exact. Therefore the coarse space
(X, C〈U〉) is exact.
We consider the coarsening space ‖Vˆ‖h with the big family (‖Vˆ‖≤n)n∈N. By Theorem 5.52
and Lemma 4.7 we have Yos(‖Vˆ‖h) ' 0. By Point 1 of Corollary 4.4 this implies
ΣYos((‖Vˆ‖≤n)n∈N) ' (‖Vˆ‖h, (‖Vˆ‖≤n)n∈N) .
We apply Theorem 6.112 to the pair (‖Vˆ‖h, (‖Vˆ‖≤n)n∈N) in order to conclude that
ΣYos((‖Vˆ‖≤n)n∈N) ∈ SpX〈Adisc〉 .
We use that XU → ‖Vˆ‖0 → ‖Vˆ‖≤n is an equivalence in BornCoarse for every n ∈ N and
consequently Yos(XU ) ' Yos((‖Vˆ‖≤n)n∈N) (see (4.3) for notation) in SpX . It follows that
Yos(XU) ∈ SpX〈Adisc〉 as required.
Combining Theorem 6.114 and Lemma 6.111 we get the following consequence.
Let E, E ′ be C-valued coarse homology theories and T : E → E ′ be a natural transforma-
tion between coarse homology theories.
Corollary 6.115. If T : E(X) → E ′(X) is an equivalence for all discrete bornological
coarse spaces X, then it is an equivalence for all bornological coarse spaces X satisfying
the assumptions of Theorem 6.114.
For a transformation between additive coarse homology theories we can simplify the
assumption on the transformation considerably.
We assume that C is a complete and cocomplete stable ∞-category. Let E and E ′ be
C-valued coarse homology theories and T : E → E ′ be a natural transformation between
coarse homology theories.
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Theorem 6.116. If E and E ′ are additive coarse homology theories and T : E(∗)→ E ′(∗)
is an equivalence, then T : E(X)→ E ′(X) is an equivalence for every bornological coarse
space X satisfying the assumptions of Theorem 6.114 and whose bornology is generated by
its coarse structure.
Proof. Let A∗ be the class consisting of the motivic coarse spectra of the form Yos(
⊔free
I ∗)
for a set I. An inspection of the intermediate steps of Theorem 6.114 shows that
Yos(X) ∈ SpX〈A∗〉 .
We now conclude using Lemma 6.111.
By Lemma 2.19 and Remark 5.51 the assumptions on X made in Theorem 6.116 are
satisfied for path metric spaces X of finite asymptotic dimension.
7. Coarse K-homology
This final section is devoted to the construction and investigation of coarse K-homology.
This coarse homology theory and its applications to index theory, geometric group theory
and topology are one of the driving forces of development in coarse geometry. A central
result is the coarse Baum–Connes conjecture which asserts that under certain conditions
on a bornological coarse space the assembly map from the coarsification of the locally
finite version of K-theory to the K-theory of a certain Roe algebra associated to the
bornological coarse space is an equivalence. In order to embed the consideration into our
general discussion of coarse homology theories we define (actually two slightly different
versions of) coarse K-homology theory using Roe algebras. The construction of coarse
K-homology and the verification that it satisfies the axioms of a coarse homology theory
will be completed in Section 7.6.
In Sections 7.1 till 7.5 we discuss the technical preliminaries needed for the definition of
coarse K-homology. In principle, most of the material covered in these sections is known
in one form or the other. We will develop the details carefully in order to fit the general
set-up developed in the first part of this paper.
In Section 7.7 we show that in essentially all cases of interest our definition of coarse
K-homology coincides with the usual one found in the literature.
Since we define different versions of coarse K-homology, the question under which cir-
cumstances they coincide immediately arises. An answer to this question is given by the
comparison theorem proved in Section 6.9.
In Section 7.9 we will discuss applications of our setup of coarse K-homology to index theory,
and in Section 7.10 we construct the assembly map as a natural transformation between
coarsification of locally finite K-homology and coarse K-homology. The comparison
theorem then immediately proves the coarse Baum–Connes conjecture for spaces of finite
asymptotic dimension – a result first achieved by Yu [Yu98].
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7.1. X-controlled Hilbert spaces
Let X be a bornological coarse space. We can consider X as a discrete topological space.
We let C(X) be the C∗-algebra of all bounded, continuous (a void condition) C-valued
functions on X with the sup-norm and involution given by complex conjugation. For a
subset Y of X we denote by χY ∈ C(X) the characteristic function of Y .
Definition 7.1. An X-controlled Hilbert space is a pair (H,φ), where H is a Hilbert space
and φ : C(X)→ B(H) a unital ∗-representation such that for every bounded subset B of
X the subspace φ(χB)H ⊆ H is separable.
For a subset Y ⊆ X we introduce the notation
H(Y ) := φ(χY )H
for the subspace of vectors of H “supported on Y ”. The operator φ(χY ) is the orthogonal
projection from H onto H(Y ). Since we require φ to be unital, we have H(X) = H. We
will also often use the notation φ(Y ) := φ(χY ). Note that we do not restrict the size of
the Hilbert space H globally. But we require that H(B) is separable for every bounded
subset B of X, i.e., H is locally separable on X. We will also need the following more
restrictive local finiteness condition.
Let X be a bornological coarse space and (H,φ) be an X-controlled Hilbert space.
Definition 7.2. (H,φ) is called locally finite if for every bounded subset B of X the space
H(B) is finite-dimensional.
Let X be a bornological coarse space and (H,φ) be an X-controlled Hilbert space.
Definition 7.3. (H,φ) is determined on points if for every vector h of H the condition
φ({x})h = 0 for all points x of X implies h = 0.
If (H,φ) is determined on points, then the natural inclusions H({x})→ H for all x ∈ X
induce an isomorphism
⊕
x∈X H({x}) ∼= H, where the direct sum is taken in the sense
of Hilbert spaces and involves a completion. An X-controlled Hilbert space (H,φ) is
determined on points if and only if for every pairwise disjoint decomposition (Yi)i∈I of X
the natural inclusions H(Yi)→ H induce an isomorphism
⊕
i∈I H(Yi) ∼= H.
Example 7.4. We consider the bornological coarse space (N, Cmin,Bmax), where the
coarse structure and bornology are given by Cmin := C〈{diagN}〉 and Bmax := P(N); see
Example 2.12. We choose a point in the boundary of the Stone–Cˇech compactification of
the discrete space N. The evaluation at this point is a character φ : C(N)→ C = B(C)
which annihilates all finitely supported functions. The X-controlled Hilbert space (C, φ)
is not determined on points.
In the following we discuss a construction of X-controlled Hilbert spaces.
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Example 7.5. Let X be a bornological coarse space. Let D ⊆ X be a locally countable
subset (see Definition 2.2). We define the counting measure µD on the σ-algebra P(X) of
all subsets of X by
µD(Y ) := |(Y ∩D)|.
We set HD := L
2(X,µD) and define the representation φD of C(X) on HD such that
f ∈ C(X) acts as a multiplication operator. Then (HD, φD) is an X-controlled Hilbert
space which is determined on points.
If D is locally finite (see Definition 2.2), then the Hilbert space (HD, φD) is locally finite.
As usual we set `2 := L2(N, µN). Then (HD⊗ `2, φD⊗ id`2) is also an X-controlled Hilbert
space. If D 6= ∅, then it is not locally finite.
Let X be a bornological coarse space. We consider two X-controlled Hilbert spaces (H,φ),
(H ′, φ′) and a bounded linear operator A : H → H ′.
Definition 7.6. The support of A is the subset of X ×X given by
supp(A) :=
⋂
{U⊆X×X:(∀B∈B:A(H(B))⊆H(U [B]))}
U.
We say that A has controlled propagation if supp(A) is an entourage of X.
The idea of the support of A is that if a vector x ∈ H is supported on B, then Ax is
supported on supp(A)[B]. So if A has controlled propagation, it moves supports in a
controlled manner.
Definition 7.7. A morphism between X-controlled Hilbert spaces (H,φ) and (H ′, φ′) is a
bounded, linear operator H → H ′ of controlled propagation.
Let f : X → X ′ be a morphism between bornological coarse spaces and (H,φ) be an
X-controlled Hilbert space.
Definition 7.8. We define the X ′-controlled Hilbert space f∗(H,φ) to be the Hilbert space
H with the control φ ◦ f ∗.
Indeed, (H,φ ◦ f ∗) is an X ′-controlled Hilbert space: if B′ is a bounded subset of X ′,
then f−1(B′) is bounded in X since f is proper. Hence (φ ◦ f ∗)(χB′)H = φ(χf−1(B′))H is
separable. If (H,φ) is locally finite, then so is f∗(H,φ). Similarly, if (H,φ) is determined
on points, then so is f∗(H,φ).
Let (H,φ) be an X-controlled Hilbert space and H ′ ⊆ H be a closed subspace.
Definition 7.9. H ′ is locally finite, if it admits an X-control φ′ such that:
1. (H ′, φ′) is locally finite (Definition 7.2).
2. (H ′, φ′) is determined on points.
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3. The inclusion H ′ → H has controlled propagation (Definition 7.6).
If we want to highlight φ′, we say that it recognizes H ′ as a locally finite subspace of H.
Example 7.10. We consider Z as a bornological coarse space with the metric structures.
Furthermore, we consider the X-controlled Hilbert space H := L2(Z) with respect to the
counting measure. The control φ is given by multiplication operators. The Z-controlled
Hilbert space (H,φ) is locally finite. For n ∈ Z we let δn ∈ L2(Z) denote the corresponding
basis vector of H.
The one-dimensional subspace H ′ generated by the vector
∑
n∈N e
−|n|δn is not locally finite.
On the other hand, the ∞-dimensional subspace H ′′ generated by the family (δ2n)n∈Z is
locally finite.
Example 7.11. We consider a bornological coarse space X and a locally countable subset
D ⊆ X. Then we can form the X-controlled Hilbert space (HD ⊗ `2, φD ⊗ id`2) as in
Example 7.5. Let F ⊂ `2 be some finite-dimensional subspace and D′ ⊆ D be a locally
finite subset. Then H
′
:= HD′ ⊗ F considered as a subspace of HD ⊗ `2 in the natural
way is a locally finite subspace. As control we can take the restriction of φD ⊗ id`2 .
7.2. Ample X-controlled Hilbert spaces
Let (H,φ) be an X-controlled Hilbert space.
Definition 7.12. (H,φ) is ample if it is determined on points and there exists an entourage
U of X such that H(U [x]) is ∞-dimensional for every x ∈ X.
Note that an ample X-controlled Hilbert space is not locally finite.
Remark 7.13. Our notion of ampleness differs from the usual notion where one also
demands that no non-zero function from C(X) acts by compact operators.
Consider for example the bornological coarse space Q with the structures induced from
the embedding into the metric space R. The Q-controlled Hilbert space (HQ, φQ) (see
Example 7.5) is ample. But the characteristic functions of points (they are continuous
since we consider Q with the discrete topology) act by rank-one operators and are in
particular compact.
In the following we collect some facts about ample X-controlled Hilbert spaces. Let X be
a bornological coarse space, D ⊆ X be a subset, and U be an entourage of X.
Definition 7.14.
1. D is dense in X, if there exists an entourage V of X such that V [D] = X. Sometimes
we say that D is V -dense.
2. D is U-separated if for every two distinct points d, d′ ∈ D we have d′ 6∈ U [d].
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3. X is locally countable (or locally finite, respectively) if it admits an entourage V such
that every V -separated subset of X is locally countable (or locally finite, respectively).
Remark 7.15. One should not confuse the above notion of local finiteness of X as a
bornological coarse space with the notion of local finiteness of X (as a subset of itself) as
given in Definition 2.2. But if X is locally finite in the latter sense, then it is locally finite
in the sense of Definition 7.14.3.
Example 7.16. Let D ⊆ X be dense and locally countable (see Definition 2.2). Then the
X-controlled Hilbert space (HD⊗ `2, φD⊗ id`2) constructed in Example 7.5 is ample.
Example 7.17. Let f : X → X ′ be a morphism between bornological coarse spaces and
(H,φ) be an ample X-controlled Hilbert space. Then f∗(H,φ) is ample if and only if
f(X) ⊆ X ′ is dense.
Let X be a bornological coarse space.
Lemma 7.18. For every symmetric entourage U of X there exists a U-separated subset
D ⊆ X such that U [D] = X.
Proof. The U -separated subsets of X are partially ordered by inclusion. We can use the
Lemma of Zorn to get a maximal U -separated subset D ⊆ X. Due to maximality of D
and because U is symmetric we can conclude that U [D] = X.
Let X be a bornological coarse space.
Proposition 7.19. X admits an ample X-controlled Hilbert space if and only if X is
locally countable.
Proof. Assume that X is locally countable. Then we can find an entourage U of X such
that every U -separated subset of X is locally countable. After enlarging U if necessary we
can in addition assume that U is symmetric.
Using Lemma 7.18 we get a U -separated subset D with U [D] = X. By our assumption on
U the subset D is locally countable. We then construct the ample X-controlled Hilbert
space as in Example 7.16.
We now show the converse. Let (H,φ) be an X-controlled Hilbert space and let U be an
entourage such that H(U [x]) is∞-dimensional for all x ∈ X. Consider a U ◦U−1-separated
subset Y . We must show that Y ∩ B is at most countable for every bounded subset B
of X.
We have an inclusion
H
( ⋃
y∈Y ∩B
U [y]
)
⊆ H(U [B]) .
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Since U [B] is bounded we know that H(U [B]) is separable. Hence H(
⋃
y∈Y ∩B U [y]) is
separable, too. On the other hand U [y] ∩ U [y′] = ∅ for all distinct pairs y, y′ ∈ Y . Hence
H
( ⋃
y∈Y ∩B
U [y]
) ∼= ⊕
y∈Y ∩B
H(U [y]) .
Since this is a separable Hilbert space and all H(U [y]) are non-zero, the index set Y ∩B
of the sum is at most countable.
Let X be a bornological coarse space and (H,φ) and (H ′, φ′) be two X-controlled Hilbert
spaces.
Lemma 7.20. If (H,φ) and (H ′, φ′) are ample, then there exists a unitary operator
H → H ′ with controlled propagation.
Proof. The bornological coarse space X is locally countable by Lemma 7.19. Let U be
a symmetric entourage such that every U -separated subset is locally countable. After
enlarging U if necessary we can also assume that the Hilbert spaces H(U [x]) and H ′(U [x])
are ∞-dimensional for every x ∈ X. Choose a maximal U2-separated subset D ⊆ X as in
Lemma 7.18. Consider the ample X-controlled Hilbert space (HD ⊗ `2, φD ⊗ id`2) from
Example 7.16.
We can construct unitary operators uH : H → HD ⊗ `2 and uH′ : H ′ → HD ⊗ `2 of
controlled propagation. Then u∗H′uH : H → H ′ is the desired unitary operator.
In order to construct, e.g., uH we proceed as follows. Since D is U
2-separated, (U [d])d∈D
is a pairwise disjoint family of subsets of X. Because D is maximal the family of subsets,
(U2[d])d∈D covers X. We choose a well-ordering on D and using transfinite induction we
define a partition (Bd)d∈D of X such that
U [d] ⊆ B(d) ⊆ U2[d]
for all d ∈ D. We set
Bd0 := U
2[d0] \
⋃
d∈D,d0<d
U [d]
for the smallest element d0 of D. Let now d ∈ D and assume that Bd′ has been constructed
for all d′ ∈ D with d′ < d. Then we set
Bd := U
2[d] \
( ⋃
d′∈D,d′<d
Bd′ ∪
⋃
d′′∈D,d<d′′
U [d′′]
)
.
Because U [d] ⊆ Bd and Bd is bounded, the Hilbert space H(Bd) is both separable and
∞-dimensional. We now construct a unitary uH : H → HD ⊗ `2 by choosing a unitary
H(Bd)→ (HD⊗ `2)({d}) for every d in D. The propagation of uH is controlled by U2.
Next we show that an ample X-controlled Hilbert space absorbs every other X-controlled
Hilbert space. In view of later applications we will show a slightly stronger result.
Let X be a bornological coarse space and (H,φ), (H ′′, φ′′) be X-controlled Hilbert spaces.
Let H ′ ⊆ H be a closed subspace.
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Lemma 7.21. Assume:
1. (H,φ) is ample.
2. H ′ is locally finite.
3. (H ′′, φ′′) is determined on points.
Then there exists an isometric inclusion H ′′ → H 	H ′ of controlled propagation.
(The notation H 	H ′ stands for the orthogonal complement of H ′ in H.)
Proof. Below we will construct an ample X-controlled Hilbert space (H1, φ1) and an
isometric inclusion of controlled propagation H1 → H	H ′. By the arguments in the proof
of Lemma 7.20 we can find an isometric inclusion H ′′ → H1 of controlled propagation. Then
the composition H ′′ → H1 → H 	H ′ is an isometric inclusion of controlled propagation.
If view of the proof of Lemma 7.20 we can assume that (H,φ) is of the form (HD⊗`2, φD⊗`2)
for some locally countable U -dense subset D, where U is some entourage of X. Since H ′
is locally finite, for every d ∈ D the subspace
H1({d}) := HD{d} ⊗ `2 ∩H ′,⊥
is infinite-dimensional. We define the closed subspace
H1 :=
⊕
d∈D
H1{d} ⊆ H 	H ′
with the control φ1 := (φD ⊗ `2)|H1 . The X-controlled Hilbert space (H1, φ1) is ample and
the propagation of the inclusion H1 → H is controlled by diagX .
Example 7.22. Let M be a Riemannian manifold and E be a hermitian vector bundle
on M . Then we can consider the Hilbert space H := L2(M,E) of square integrable
measurable sections of E, where M is equipped with the Riemannian volume measure.
This measure is defined on the Borel σ-algebra of M or some completion of it, but not on
P(M) except if M is zero-dimensional.
We consider M as a bornological coarse space with the bornological coarse structure
induced by the Riemannian distance. By our convention C(M) is the C∗-algebra of
all bounded C-valued functions on M and therefore contains non-measurable functions.
Therefore it can not act simply as multiplication operators on H. To get around this
problem we can apply the following general procedure.
We call a measure space (Y,R, µ) separable if the metric space (R, d) with the metric
d(A,B) := µ(A∆B) is separable. Note that L2(Y, µ) is a separable Hilbert space if
(Y,R, µ) is a separable measure space.
Let (X, C,B) be a bornological coarse space such that the underlying set X is also
equipped with the structure of a measure space (X,R, µ). We want that the Hilbert space
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H := L2(X,µ) becomes X-controlled by equipping it with a representation of C(X) which
is derived from the representation by multiplication operators.
Assume the following:
1. B ∩R ⊆ B is cofinal.
2. A subset Y of X is measurable if the intersection Y ∩ B is measurable for every
B ∈ B ∩R.
3. For every measurable, bounded subset B of X the measure space (B,R∩B, µ|R∩B)
is separable.
4. There exists an entourage U ∈ C and a partition (Dα)α∈A of X into non-empty,
pairwise disjoint, measurable, U -bounded subsets of X with the property that the
set {α ∈ A : Dα ∩B 6= ∅} is countable for every bounded subset B of X.
For every α ∈ A we choose a point dα ∈ Dα.
We consider the Hilbert space
H := L2(X,µ) .
We furthermore define a map
φ : C(X)→ B(H) , f 7→ φ(f) :=
∑
α∈A
f(dα)χDα
where we understand the right-hand side as a multiplication operator by a function which
we will also denote by φ(f) in the following. First note that φ(f) is a measurable function.
Indeed, for every B ∈ B ∩ R the restriction φ(f)|B is a countable sum of measurable
functions (due to Assumption 4) and hence measurable. By Assumption 2 we then conclude
that φ(f) is measurable.
Since (Dα)α∈A is a partition we see that φ is a homomorphism of C∗-algebras.
If B is a bounded subset of X, then
H(B) = φ(χB)H ⊆ χU [B]H ⊆ χVH .
where V ⊆ X is some measurable subset which contains U [B] and is bounded. Such a V
exists due to Assumption 1 and the compatibility of B and C. Because of Assumption 3
we know that χVH is separable, and therefore H(B) is separable. So L
2(X,µ) is an
X-controlled Hilbert space. By construction it is determined on points.
We continue the example of our Riemannian manifold. We show that we can apply the
construction above in order to turn H = L2(M,E) into an M -controlled Hilbert space.
The measure space (M,RBorel, µ) with the Borel σ-algebra RBorel and the Riemannian
volume measure µ clearly satisfies the Assumptions 1, 2 and 3.
We now discuss Assumption 4. We consider the entourage U1 ∈ C (see (2.1)) and can
find a countable U1-separated (see Definition 7.14) subset A ⊆M such that U1[A] = M .
We fix a bijection of A with N which induces an ordering of A. Using induction we can
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construct a partition (Dα)α∈A of M such that Dα ⊆ U1[α] for every α ∈ A. If α is the
smallest element of A, then we set Dα := U1[α]. Assume now that α ∈ A and Dβ has been
defined already for every β ∈ A with β < α. Then we set
Dα := U1[α] \
⋃
{β∈A:β<α}
Dβ .
This partition satisfies Assumption 4 for the entourage U1. It consists of Borel measurable
subsets since U1[α] ⊆M is open for every α ∈ A and hence measurable, and the set Dα
is obtained from the collection of U1[β] for β ∈ A using countably many set-theoretic
operations. Since A was U1-separated we have α ∈ Dα for every α ∈ A and therefore Dα
is non-empty.
7.3. Roe algebras
Let X be a bornological coarse space and (H,φ) be an X-controlled Hilbert space. In the
present section we associate to this data various C∗-algebras, all of which are versions of
the Roe algebra. They differ by the way the conditions of controlled propagation and local
finiteness are implemented.
We start with the local finiteness conditions. Recall Definition 7.9 for the notion of a
locally finite subspace.
We consider two X-controlled Hilbert spaces (H,φ), (H ′, φ′) and a bounded linear operator
A : (H,φ)→ (H ′, φ′).
Definition 7.23. A is locally finite if there exist orthogonal decompositions H = H0⊕H⊥0
and H ′ = H ′0 ⊕H ′,⊥0 and a bounded operator A0 : H0 → H ′0 such that:
1. H0 and H
′
0 are locally finite.
2.
A =
(
A0 0
0 0
)
.
Definition 7.24. A is locally compact if for every bounded subset B of X the products
φ′(B)A and Aφ(B) are compact.
It is clear that a locally finite operator is locally compact.
Remark 7.25. One could think of defining local finiteness of A similarly as local compact-
ness by requiring that φ′(B)A and Aφ(B) are finite-dimensional for every bounded subset
of X. It is not clear that this definition is equivalent to Definition 7.23. Our motivation
for using 7.23 is that it works in the Comparison Theorem 7.64.
We now introduce propagation conditions.
Let X be a bornological coarse space. We consider two subsets B and B′ and an entourage
U of X.
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Definition 7.26. The subsets B and B′ are called U-separated if
U [B] ∩ U [B′] = ∅ .
Let (H,φ) and (H ′, φ′) be two X-controlled Hilbert spaces and A : H → H ′ be a bounded
linear operator.
Definition 7.27. A is quasi-local if there exists an entourage U of X with the following
property: for every ε > 0 there exists an integer n ∈ N such that for any two Un-separated
subsets B and B′ of X we have ‖φ′(B′)Aφ(B)‖ ≤ ε.
If we want to highlight the choice of U , then we say that A is U -quasi-local. It is clear
that an operator with controlled propagation is quasi-local.
Remark 7.28. Another possible definition of the notion of quasi-locality is the following:
A is quasi-local if for every ε > 0 there exists an entourage U of X such that for any two
U -separated subsets B and B′ of X we have ‖φ′(B′)Aφ(B)‖ ≤ ε.
In general, this definition puts a restriction on A which is strictly weaker than Definition 7.27
as the following example shows.
We equip the set X := Z× {0, 1} with the minimal bornology and the coarse structure
C〈(Un)n∈N〉, where for n ∈ Z the entourage Un is given by
Un := diagX ∪ {((n, 0), (n, 1)), ((n, 1), (n, 0))} .
Let (H,φ) be the X-controlled Hilbert space as in Example 7.5 with D = X. We further
let A ∈ B(H) be the operator which sends δ(n,0) to e−|n|δ(n,1) and is zero otherwise.
Every entourage U of X is contained in a finite union of generators. Hence there exists
n ∈ Z such that
U ∩ ({n} × {0, 1})2 = {(n, n)} × diag{0,1} .
The points (n, 0) and (n, 1) are Uk-separated for all k ∈ N. But
‖φ({(n, 1)})Aφ({(n, 0)})‖ = e−|n|
independently of k. So the operator A is not quasi-local in the sense of Definition 7.27.
On the other hand, given ε > 0, we can choose the entourage
U :=
⋃
n∈Z,e|−n|≥ε
Un
of X. If B and B′ are U -separated subsets, then one easily checks that
‖φ′(B′)Aφ(B)‖ ≤ ε .
Our motivation to use the notion of quasi-locality in the sense of Definition 7.27 is that it
ensures the u-continuity of the coarse K-theory functor KXql, see Proposition 7.60.
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Let X be a bornological coarse space and (H,φ) an X-controlled Hilbert space. In the
following we define four versions of Roe algebras. They are all closed C∗-subalgebras of
B(H) which are generated by operators with appropriate local finiteness and propagation
conditions.
Definition 7.29.
1. We define the Roe algebra C∗(X,H, φ) to be generated by the operators which have
controlled propagation and are locally finite.
2. We define the Roe algebra C∗lc(X,H, φ) to be generated by the operators which have
controlled propagation and are locally compact.
3. We define the Roe algebra C∗ql(X,H, φ) to be generated by the operators which are
quasi-local and locally finite.
4. We define the Roe algebra C∗lc,ql(X,H, φ) to be generated by the operators which are
quasi-local and locally compact.
We have the following obvious inclusions of C∗-algebras:
C∗lc(X,H, φ)
((
C∗(X,H, φ)
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''
C∗lc,ql(X,H, φ)
C∗ql(X,H, φ)
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(7.1)
Let (H,φ) and (H ′, φ′) be two X-controlled Hilbert spaces and u : H → H ′ be an isometry
of controlled propagation. Then we get induced injective homomorphisms
C∗? (X,H, φ)→ C∗? (X,H ′, φ′) (7.2)
given in all four cases by the formula A 7→ uAu∗.
Remark 7.30. Classically the Roe algebra is defined as the closure of the locally compact,
controlled propagation operators. The reason why we use the locally finite version as our
standard version of Roe algebra (it does not come with any subscript in its notation) is
because the functorial definition of coarse K-homology in Section 7.6 is modeled on the
locally finite version and we want the comparison Theorem 7.64.
Proposition 7.34 shows that in almost all cases of interest (Riemannian manifolds and
countable discrete groups endowed with a left-invariant, proper metric) the locally finite
version of the Roe algebra coincides with its locally compact version.
But note that we do not know whether the analogous statement of Proposition 7.34 for
the quasi-local case is true, i.e., under which non-trivial conditions on X the equality
C∗ql(X,H, φ) ?= C∗lc,ql(X,H, φ)
holds true.
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Remark 7.31. It is an interesting question under which non-trivial conditions on X we
have equalities
C∗(X,H, φ) = C∗ql(X,H, φ) , C∗lc(X,H, φ) = C∗lc,ql(X,H, φ) .
As far as the authors know the only non-trivial space (i.e., not a bounded one) for which
this was known is Rn [LR85, Prop. 1.1]. The conjecture was that these equalities hold
true for any space X of finite asymptotic dimension; see Roe [Roe96, Rem. on Page 20]
where this is claimed (but no proof is given). Meanwhile14, Sˇpakula and Tikuisis [SˇT17]
have shown the second equality under the even weaker condition that X has finite straight
decomposition complexity.
Let X be a bornological coarse space and (H,φ) be an X-controlled Hilbert space. If
(H,φ) is locally finite, then it is obvious that
C∗(X,H, φ) = C∗lc(X,H, φ) .
The following proposition gives a generalization of this equality to cases where (H,φ) is
not necessarily locally finite.
Definition 7.32. A bornological coarse space is separable if it admits an entourage U for
which there exists a countable U-dense (Definition 7.14) subset.
Example 7.33. If (X, d) is a separable metric space, then the bornological coarse space
(X, Cd,B) is separable, where Cd is the coarse structure (2.2) induced by the metric and B
is any compatible bornology.
Let X be a bornological coarse space and (H,φ) be an X-controlled Hilbert space.
Proposition 7.34. If X is separable, locally finite (Definition 7.14), and (H,φ) is deter-
mined on points (Definition 7.3), then C∗(X,H, φ) = C∗lc(X,H, φ).
Proof. Since X is separable we can choose an entourage U ′ and a countable subset D′ of X
such that D′ is U ′-dense. Since X is locally finite we can enlarge U ′ and in addition assume
that every U ′-separated subset of X is locally finite. Let D be a maximal U ′-separated
subset of D′ and set U := U ′,2. Then D is U -dense and locally finite. For simplicity of
notation we only consider that case that D is infinite. Let N 3 n 7→ dn ∈ D be a bijection.
We define inductively B0 := U [d0] and
Bn := U [dn] \
⋃
m<n
Bm .
Then (Bn)n∈N is a partition of X into U -bounded subsets. After deleting empty members
and renumbering we can assume that Bn is not empty for every n ∈ N.
We consider A ∈ C∗lc(X,H, φ). We will show that for every given ε > 0 there exists a
locally finite subspace H ′ ⊆ H and an operator A′ : H ′ → H ′ such that
14after the appearance of the first version of the present paper
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1. ‖A− A′‖ ≤ ε (we implicitly extend A′ by zero on H ′,⊥).
2. A′ has controlled propagation.
Note that we verify a condition that is stronger than Definition 7.23 since we take the
same subspace as domain and target of A′.
As a first step we choose a locally compact operator A1 of controlled propagation such
that ‖A− A1‖ ≤ ε/2. For every n ∈ N we define the subset
B′n := supp(A1)[Bn] ∪Bn .
We then have A1Bn = B
′
nA1Bn for every n ∈ N, where for a subset B of X we abbreviate
the operator φ(B) by B. Since A1 is locally compact we can now find for every n ∈ N a
finite-dimensional projection Pn on H(B
′
n) such that
‖PnB′nA1BnPn − A1Bn‖ ≤ ε · 2−n−2 .
Then we define H ′ to be the subspace of H generated by the images of Pn. Let Hn ⊆ H ′
be the subspace generated by the images of P1, . . . , Pn. We define Qn to be the orthogonal
projection onto the subspace Hn 	 Hn−1. For every n ∈ N we choose a point bn ∈ Bn.
Then we define the control on H ′ by φ′(f) :=
∑
n∈N f(bn)Qn. With these choices the
inclusion (H ′, φ′) → (H,φ) has controlled propagation. Moreover, (H ′, φ′) is a locally
finite X-controlled Hilbert space. Indeed, if B is a bounded subset of X, then U−1[B]∩D
is finite since D is locally finite. Hence the set {n ∈ N | B ∩ Bn 6= ∅} is finite. Similarly,
{n ∈ N |B ∩B′n 6= ∅} is finite. This shows that H ′ ⊆ H is a locally finite subspace.
Furthermore, ∥∥∥∑
n∈N
PnB
′
nA1BnPn − A1
∥∥∥ ≤ ε/2 ,
where the sum converges in the strong operator topology. The operator
A′ :=
∑
n∈N
PnB
′
nA1BnPn
is an operator on H ′ which has controlled propagation (when considered as an operator
on (H,φ) after extension by zero).
Finally, we observe that
‖A′ − A‖ ≤ ε ,
which completes the proof.
Let X be a bornological coarse space and (H,φ), (H ′, φ′) two X-controlled Hilbert spaces.
Lemma 7.35. If both (H,φ) and (H ′, φ′) are ample (see Definition 7.12), then we have
isomorphisms of C∗-algebras (for all four possible choices for ? from Definition 7.29)
C∗? (X,H, φ) ∼= C∗? (X,H ′, φ′)
given by conjugation with a unitary operator H → H ′ of controlled propagation.
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Proof. This follows from Lemma 7.20 together with (7.2).
Finally, let f : X → X ′ be a morphism between bornological coarse spaces and (H,φ)
be an X-controlled Hilbert space. Then we can form the X ′-controlled Hilbert space
f∗(H,φ) := (H,φ ◦ f ∗) (see Definition 7.8). The Roe algebras for (H,φ) and f∗(H,φ) are
closed subalgebras of B(H).
Lemma 7.36. We have inclusions
C∗? (X,H, φ) ⊆ C∗? (X,H, φ ◦ f ∗)
for all four possible choices for ? from Definition 7.29.
Proof. We just show that the local finiteness and propagation conditions imposed on
A ∈ B(H) using the X-control φ are weaker than the ones imposed with the X ′-control
φ ◦ f ∗. In greater detail one argues as follows:
If A ∈ B(H) is locally compact with respect to the X-control φ, then it is locally compact
with respect to the X ′-control φ ◦ f ∗. This follows from the properness of f .
If H ′ ⊆ H is a locally finite subspace of H with respect to the X-control φ, then it is so
with respect to the X ′-control φ ◦ f ∗. Indeed, if φ′ is an X-control of H ′ such that (H ′, φ′)
is locally finite and H ′ → H has finite propagation, then φ′ ◦ f ∗ is an X ′-control for H ′
which can be used to recognize H ′ ⊆ H as a locally finite subspace of H with respect to
the X ′-control φ ◦ f ∗. This reasoning implies that if A is locally finite on (H,φ), then it is
so on f∗(H,φ).
For the propagation conditions we argue similarly. If A is of U -controlled propagation
(or U -quasi-local) with respect to the X-control φ, then it is of (f × f)(U)-controlled
propagation (or (f × f)(U)-quasi-local) with respect to the X ′-control φ ◦ f ∗.
Remark 7.37. Let (H,φ) be an X-controlled Hilbert space. By definition this means
that φ is a unital ∗-representation of all bounded functions on X. But usually, e.g., if X is
a Riemannian manifold with a Hermitian vector bundle E over it, the Hilbert space we
want to use is L2(E,X) and the representation should be the one given by multiplication
operators. But this representation is not defined on all bounded functions on X, but
only on the measurable ones. To get around this we can construct a new representation
as in Example 7.22. But now we have to argue why the Roe algebra we get by using
this new representation coincides with the Roe algebra that we get from using the usual
representation by multiplication operators. We will explain this now in a slightly more
general context than Riemannian manifolds but focus on ample Hilbert spaces.
Let (Y, d) be a separable proper metric space and Yd be the associated bornological coarse
space. We let Yt denote the underlying locally compact topological space of Y which
we consider as a topological bornological space. Let furthermore (H,φ) be an ample
Yd-controlled Hilbert space (in the sense of Definition 7.12) and ρ : C0(Yt)→ B(H) be a
∗-representation such that the following conditions are satisfied:
1. If ρ(f) is compact, then f = 0.
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2. There exists an entourage U of Yd such that
φ(U [supp(f)])ρ(f) = ρ(f)φ(U [supp(f)]) = ρ(f) .
3. There exists an entourage U of Yd such that for every bounded subset B of Yd there
exists f ∈ C0(Yd) with supp(f) ⊆ U [B] such that ρ(f)φ(B) = φ(B)ρ(f) = φ(B).
Since Yd has a countable exhaustion by bounded subsets the Hilbert space H is separable.
Note that the third condition implies that ρ is non-degenerate. Together with the
first condition it ensures that H is an ample or standard Hilbert space in the sense of
Roe [Roe93, Sec. 4.1] [Roe03, Sec. 4.4] and Higson–Roe [HR95]. The second and third
conditions together imply that the local finiteness, local compactness, finite propagation
and quasi-locallity conditions imposed using ρ or φ are equivalent.
Returning to our example of a Riemannian manifold X with a Hermitian vector bundle
E over it, we denote by H the Hilbert space L2(E,X) and by ρ the representation of
C0(X) by multiplication operators. Using the construction from Example 7.22 we get a
representation φ of all bounded functions on X. If X has no zero-dimensional component,
then (H,φ) is an ample, X-controlled Hilbert space. In this case the three conditions
above are satisfied and we have the equalities C∗? (X,H, φ) = C∗? (X,H, ρ) as desired.
7.4. K-theory of C∗-algebras
In this section we recollect the facts about the K-theory functor
K : C∗-Alg→ Sp (7.3)
which we use the in the present paper.
For every C∗-algebra A the spectrum K(A) represents the topological K-theory of A, i.e.,
the homotopy groups pi∗K(A) are naturally isomorphic to the K-theory groups K∗(A).
References for the group-valued K-theory of C∗-algebras are Blackadar [Bla98] and Higson–
Roe [HR00b].
The morphism sets of the category of C∗-algebras have a natural norm topology. So,
using paths in the morphism spaces, we can talk about pairs of homotopic morphisms.
The K-theory functor K sends pairs of homotopic homomorphisms to pairs of equivalent
maps.
Given a filtered system (Ai)i∈I of C∗-algebras we can form the colimit A := colimi∈I Ai
in the sense of C∗-algebras. For example, if the system is a system of subalgebras of
B(H), then A is the closure of the union
⋃
i∈I Ai. The K-theory functor preserves filtered
colimits, i.e., the natural morphism
colim
i∈I
K(Ai)→ K(A)
is an equivalence.
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Finally, the K-theory functor K is exact in the following sense: if I ⊆ A is a closed
two-sided *-ideal, then the sequence of C∗-algebras
I → A→ A/I (7.4)
naturally induces a fibre sequence
· · · → K(I)→ K(A)→ K(A/I)→ ΣK(I)→ . . .
of K-theory spectra.
In the following we argue that a K-theory functor with these desired properties exists.
A construction of a K-theory functor (7.3) was provided by Joachim [Joa03, Def. 4.9]. He
verifies [Joa03, Thm. 4.10] that his spectrum indeed represents C∗-algebra K-theory.
Concerning homotopy invariance note that every spectrum-valued functor representing C∗-
algebra K-theory has this property. This follows from the fact that the group-valued functor
sends the homomorphism C([0, 1], A) → A given by evaluation at 0 to an isomorphism
K∗(C([0, 1], A)) ∼= K∗(A).
Similarly, continuity with respect to filtered colimits is implied by the corresponding known
property of the group-valued K-theory functor.
Finally, the group-valued K-theory functor sends a sequence (7.4) to a long exact sequence
of K-theory groups (which will be a six-term sequence due to Bott periodicity). So once
we know that the composition K(I) → K(A) → K(A/I) is the zero map in spectra
we can produce a morphism to K(I)→ Fib(K(A)→ K(A/I)) and conclude, using the
Five Lemma, that it is an equivalence. An inspection of [Joa03, Def. 4.9] shows that the
composition K(I)→ K(A)→ K(A/I) is level-wise the constant map to the base point.
An alternative option is to define
K(A) := colim
B⊆A
mapKK(C, B) ,
where KK is stable ∞-category discussed in Remark 6.88 and the colimit runs over all
separable subalgebras B of A. We will use this description later in order to define the
assembly map.
7.5. C∗-categories
We have seen in Section 7.3 that we can associate a Roe algebra (with various decorations)
to a bornological coarse space X equipped with an X-controlled Hilbert space. Morally,
coarse K-homology of X should be coarse K-theory of this Roe algebra. This definition
obviously depends on the choice of the X-controlled Hilbert space. In good cases X admits
an ample X-controlled Hilbert space. Since any two choices of an ample Hilbert space are
isomorphic (Lemma 7.20), the Roe algebra is independent of the choice of the X-controlled
ample Hilbert space up to isomorphism.
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To associate to X the K-theory spectrum of the Roe algebra for some choice of an
X-controlled ample Hilbert space is not good enough. First of all this is not a functor.
Moreover, we want the coarse K-theory to be defined for all bornological coarse spaces, also
for those which do not admit an X-controlled ample Hilbert space (see Lemma 7.19).
Remark 7.38. The naive way out would be to define the coarse K-theory spectrum of X
as the colimit over all choices of X-controlled Hilbert spaces of the K-theory spectra of
the associated Roe algebras. The problem is that the index category of this colimit is not
a filtered poset. It would give a wrong homotopy type of the coarse K-theory spectrum
of X even in the presence of ample X-controlled Hilbert spaces.
One could try the following solution: one could consider the category of X-controlled
Hilbert spaces as a topological category, interpret the functor from X-controlled Hilbert
spaces to spectra as a topologically enriched functor and take the colimit in this realm.
One problem with this approach is the following: in order to show functoriality, given a
morphism X → Y and X-controlled, resp. Y-controlled Hilbert spaces (H,φ) and (H ′, φ′),
we must choose an isometry V : H → H ′ with a certain propagation condition on its
support (cf. Higson-Roe–Yu [HRY93, Sec. 4]). Then one uses conjugation by V in order
to construct a map from the Roe algebra C∗(X,H, φ) to C∗(Y,H ′, φ′). Now two different
choices of isometries V and V ′ are related by an inner conjugation. Therefore, on the level
on K-theory groups of the Roe algebras conjugation by V and V ′ induce the same map.
But inner conjugations do not necessarily act trivially on the K-theory spectra. When
pursue this route further we would need the statement that the space of such isometries V
is contractible. But up to now we were only able to show that this space is connected (see
Theorem 7.71).
In the present paper we pursue therefore the following alternative idea. Morally we perform
the colimit over the Hilbert spaces on the level of C∗-algebras before going to spectra.
Technically we consider the X-controlled Hilbert spaces as objects of a C∗-category whose
morphism spaces are the analogues of the Roe algebras. The idea of using C∗-categories
in order to produce a functorial K-theory spectrum is not new and has been previously
employed in different situations , e.g., by Davis–Lu¨ck [DL98] and by Joachim [Joa03].
Our approach to coarse K-homology uses C∗-categories constructed from Roe algebras.
In the present Section we review C∗-categories and the constructions which we will use
later. The details of the application to coarse K-homology will be given in Section 7.6.
We start with recalling the notion of a C∗-category:
Definition 7.39. A C∗-category is a C-linear (possibly non-unital) category C with a
set of objects whose morphism sets are Banach spaces, and which is equipped with an
anti-linear involution ∗ : Mor(C)→ Mor(C). More precisely:
1. For every pair of objects x, y ∈ Ob(C) we have an anti-linear isometry
∗ : HomC(x, y)→ HomC(y, x) .
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2. These operators satisfy the relation ∗ ◦ ∗ = idMor(C).
3. For objects x, y, z ∈ Ob(C) and morphisms A ∈ HomC(x, y) and B ∈ HomC(y, z) we
have the relation
(B ◦ A)∗ = B∗ ◦ A∗ .
4. The C∗-condition holds true: for all x, y ∈ Ob(C) and A ∈ HomC(x, y) we have
‖A∗ ◦ A‖HomC(x,x) = ‖A‖2HomC(x,y) .
5. For any pair of objects x, y ∈ Ob(C) and a morphism A ∈ HomC(x, y) the endomor-
phism A∗ ◦ A is a non-negative operator in the C∗-algebra HomC(x, x).
A functor between C∗-categories is a functor between C-linear categories which is compatible
with the ∗-operation.
A C∗-category is unital if every object has an identity morphism.
We refer to Davis–Lu¨ck [DL98, Sec. 2] and Joachim [Joa03, Sec. 2] for more information.
Note that in these references C∗-categories are unital.
In the proof of Proposition 7.56 (coarse excision for KX and KXql) we will encounter
the following situation. We consider a C∗-category C and a filtered family (Di)i∈I of
subcategories of C with the following special properties:
1. These subcategories all have the same set of objects as C.
2. On the level of morphisms the inclusion Di ↪→ C is an isometric embedding of a
closed subspace.
In this situation we can define a subcategory
D := colim
i∈I
Di (7.5)
of C. It again has the same set of objects as C. For two objects c, c′ ∈ Ob(C) we define
HomD(c, c
′) to be the closure in HomC(c, c′) of the linear subspace
⋃
i∈I HomDi(c, c
′). One
checks easily that D is again a C∗-category.
We let C∗-Cat and C∗-Alg denote the categories of C∗-categories (and functors) and
C∗-algebras. A C∗-algebra can be considered as a C∗-category with a single object. This
provides an inclusion C∗-Alg→ C∗-Cat. It fits into an adjunction
Af : C∗-Cat C∗-Alg : inclusion . (7.6)
The functor Af has first been introduced by Joachim [Joa03]. Even if C is a unital
C∗-category the C∗-algebra Af (C) is non-unital in general (e.g., if C has infinitley many
objects). Because of this fact we need the context of non-unital C∗-categories in order to
present Af as a left-adjoint.
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Remark 7.40. In the following we describe Af explicitly. The functor Af associates to a
C∗-category C a C∗-algebra Af (C). The unit of the adjunction is a functor C→ Af (C)
between C∗-categories. The superscript f stands for free which distinguishes the algebra
from another C∗-algebra A(C) associated to C which is simpler, but not functorial in C.
We will discuss A(C) later.
We first construct the free ∗-algebra A˜f(C) generated by the morphisms of C. If A is a
morphism in C, then we let (A) ∈ A˜f(C) denote the corresponding generator. We then
form the quotient by an equivalence relation which reflects the sum, the composition, and
the ∗-operator already present in C.
1. If c, c′ ∈ Ob(C), A,B ∈ HomC(c, c′) and λ, µ ∈ C, then λ(A) + µ(B) ∼ (λA+ µB).
2. If c, c′, c′′ ∈ Ob(C) and A ∈ HomC(c, c′) and B ∈ HomC(c′, c′′), then (B)(A) ∼ (B ◦A).
3. For a morphism A we have (A∗) ∼ (A)∗.
We denote the quotient ∗-algebra by Af(C)0. We equip this algebra with the maximal
C∗-norm and let Af (C) be the closure. The natural functor
C→ Af (C) (7.7)
sends every object of C to the single object of Af (C) and a morphism A of C to the image
of (A).
It has been observed by Joachim [Joa03] that this construction has the following universal
property: For every C∗-algebra B (considered as a C∗-category with a single object)
and C∗-functor C→ B there is a unique extension to a homomorphism Af(C)→ B of
C∗-algebras.
Let now C→ C′ be a functor between C∗-categories. Then we get a functor C→ Af (C′)
by composition with (7.7). It now follows from the universal property of Af (C) that this
functor extends uniquely to a homomorphism of C∗-algebras
Af (C)→ Af (C′) .
This finishes the construction of the functor Af on functors between C∗-categories. The
universal property of Af is equivalent to the adjunction (7.6).
To a C∗-category C we can also associated a simpler C∗-algebra A(C) whose construction
we will now discuss. We start with the description of a ∗-algebra A0(C). The underlying
C-vector space of A(C)0 is the algebraic direct sum
A(C)0 :=
⊕
c,c′∈Ob(C)
HomC(c, c
′) . (7.8)
The product (g, f) 7→ gf on A0(C) is defined by
gf :=
{
g ◦ f if g and f are composable,
0 otherwise.
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The ∗-operation on C induces an involution on A(C)0 in the obvious way. We again equip
A(C)0 with the maximal C
∗-norm and define A(C) as the closure of A(C)0 with respect
to this norm.
Note that the assignment C 7→ A(C) is not a functor since non-composable morphisms in
a C∗-category may become composable after applying a C∗-functor. However, C 7→ A(C)
is functorial for C∗-functors that are injective on objects.
There is a canonical C∗-functor C→ A(C). By the universal property of Af it extends
uniquely to a homomorphism αC : A
f (C)→ A(C) of C∗-algebras.
Lemma 7.41. If f : C → D is a functor between C∗-categories which is injective on
objects, then the following square commutes:
Af (C)
Af (f)
//
αC

Af (D)
αD

A(C)
A(f)
// A(D)
Proof. We consider the diagram
Af (C)
αC

Af (f)
// Af (D)
αD

C
bb
{{
f
//D
;;
##
A(C)
A(f)
// A(D)
The left and the right triangles commute by construction of the transformation α.... The
upper and the lower middle square commute by construction of the functors Af (. . .) and
A(. . .). Therefore the outer square commutes.
Joachim [Joa03, Prop. 3.8] showed that if C is unital and has only countably many objects,
then αC : A
f(C) → A(C) is a stable homotopy equivalence and therefore induces an
equivalence in K-theory. We will generalize this now to our more general setting:
Proposition 7.42. The homomorphism αC : A
f(C)→ A(C) induces an equivalence of
spectra
K(αC) : K(A
f (C))→ K(A(C)) .
Proof. If C is unital and has countable may objects, then the assertion of the proposition
has been shown by Joachim [Joa03, Prop. 3.8].
First assume that C has countably many objects, but is possibly non-unital. Then the
arguments from the proof of [Joa03, Prop. 3.8] are applicable and show that the canonical
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map α : Af (C)→ A(C) is a stable homotopy equivalence. Let use recall the construction
of the stable inverse
β : A(C)→ Af (C)⊗K ,
where K := K(H) are the compact operators on the Hilbert space
H := `2(Ob(C) ∪ {e}) ,
where e is an artificially added point. The assumption on the cardinality of Ob(C) is
made since we want that K is the algebra of compact operators on a separable Hilbert
space. Two points x, y ∈ Ob(C) ∪ {e} provide a rank-one operator Θy,x ∈ K(H) which
sends the basis vector corresponding to x to the vector corresponding to y, and is zero
otherwise. The homomorphism β is given on A ∈ HomC(x, y) by
β(A) := A⊗Θy,x .
If A and B are composable morphisms, then the relation Θz,yΘy,x = Θz,x implies that
β(B ◦A) = β(B)β(A). Moreover, if A,B are not composable, then β(B)β(A) = 0. Finally,
β(A)∗ = β(A∗) since Θ∗y,x = Θx,y. It follows that β is a well-defined
∗-homomorphism.
The argument now proceeds by showing that the composition (α⊗idK(H))◦β is homotopic
to idA(C)⊗Θe,e, and that the composition β ◦α is homotopic to idAf (C)⊗Θe,e. Note that
in our setting C is not necessarily unital. In the following we directly refer to the proof
of [Joa03, Prop. 3.8]. The only step in the proof of that proposition where the identity
morphisms are used is the definition of the maps denoted by ux(t) in the reference. But
they in turn are only used to define the map denoted by Ξ later in that proof. The crucial
observation is that we can define this map Ξ directly without using any identity morphisms
in C.
We conclude that the canonical map K(αC) : K(A
f(C)) → K(A(C)) is an equivalence
for C∗-categories C with countably many objects.
In order to extend this to all C∗-categories, we use that Af (C) ∼= colimC′ Af (C′), where
the colimit runs over all full subcategories with countably many objects. The connecting
maps of the indexing family are functors which are injections on objects. We therefore
also get A(C) ∼= colimC′ A(C′).
The index category of this colimit is a filtered poset. Since C∗-algebra K-theory commutes
with filtered colimits of C∗-algebras the morphism K(Af (C))→ K(A(C)) is equivalent to
the morphism colimC′ K(A
f (C′))→ colimC′ K(A(C′)). Since the categories C′ appearing
in the colimit now have at most countable many objects we have identified
K(α) : K(Af (C))→ K(A(C))
with a colimit of equivalences. Hence this morphism itself is an equivalence.
In the following unitality is important since we want to talk about unitary equivalences
between functors between C∗-categories. So at least the target of these functors must be
unital. Let f, g : C→ D be two functors between unital C∗-categories.
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Proposition 7.43. If f and g are unitarily isomorphic and
K(Af (f)) : K(Af (C))→ K(Af (D))
is an equivalence of spectra, then so is
K(Af (g)) : K(Af (C))→ K(Af (D)) .
Proof. We first assume that C and D have countably many objects. The difficulty of the
proof is that an unitary isomorphism between the functors f and g is not well-reflected
on the level of algebras Af(C) and Af(D). But it induces an isomorphism between the
induced functors f∗ and g∗ on the module categories of the C∗-categories C and D.
The following argument provides this transition. We use that the K-theory of Af(C)
considered as a C∗-category with a single object is the same as the K-theory of Af(C)
considered as a C∗-algebra. Since the unit of the adjunction (7.6) is a natural transformation
we have a commutative diagram
C h //

D

Af (C)
Af (h)
// Af (D)
of C∗-categories, where h ∈ {f, g}. We apply K-theory K∗ and get the commutative
square:
K∗(C)
K∗(h)
//

K∗(D)

K∗(Af (C))
K∗(Af (h))
// K∗(Af (D))
By [Joa03, Cor. 3.10] the vertical homomorphism are isomorphisms. By assumption
K∗(Af (f)) is an isomorphism. We conclude that K∗(f) is an isomorphism. The proof of
[Joa03, Lem. 2.7] can be modified to show that the functors f∗ and g∗ and between the
module categories of C and D are equivalent. So if K∗(f) is an isomorphism, then so is
K∗(g). Finally, we conclude that K∗(Af(g)) is an isomorphism. This gives the result in
the case of countable many objects.
The general case then follows by considering filtered colimits over subcategories with
countably many objects.
Let f : C→ D be a functor between unital C∗-categories.
Corollary 7.44. If f is a unitary equivalence, then K(Af (f)) : K(Af (C))→ K(Af (D))
is an equivalence.
Proof. Let g : D→ C be an inverse of f . Then f ◦ g (or g ◦ f , respectively) is unitarily
isomorphic to idD (or idC, respectively). Consequently K(A
f(g ◦ f)) and K(Af(f ◦ g))
are equivalences of spectra. Since K(Af(. . .)) is a functor this implies that K(Af(f)) is
an equivalence of spectra.
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Example 7.45. We consider two C∗-categories C and D. Then we can form a new
C∗-category C⊕D by the following construction:
1. The set of objects of C⊕D is Ob(C)×Ob(D).
2. For objects c, c′ ∈ Ob(C) and d, d′ ∈ Ob(D) the morphism space of the sum is given
by the Banach space
HomC⊕D((c, d), (c′, d′)) := HomC(c, c′)⊕ HomD(d, d′)
with the norm ‖A⊕B‖ := max{‖A‖, ‖B‖}.
3. The composition of two composable morphisms A ⊕ B and A′ ⊕ B′ is defined by
(A ◦ A′)⊕ (B ◦B′).
4. The ∗-operator is defined by (A⊕B)∗ := A∗ ⊕B∗.
One easily verifies the axioms for a C∗-category listed in Definition 7.5. Moreover, we
have a canonical isomorphism
A(C)⊕ A(D) ∼= A(C⊕D)
of associated algebras.
Let us consider an inclusion of a C∗-subcategory C→ D which is the identity on objects.
Definition 7.46. C is a closed ideal in D if
1. C is closed under the ∗-operation.
2. For all x, y ∈ Ob(C) the inclusion HomC(x, y) → HomD(x, y) is the inclusion of a
closed subspace.
3. For all x, y, z ∈ Ob(C), f ∈ HomD(x, y) and g ∈ HomC(y, z) we have gf ∈ HomC(x, z).
Condition 3 is the analogue of being a right-ideal. Together with Condition 1 it implies
the left-ideal condition.
If C→ D is a closed ideal we can form the quotient category D/C by declaring
Ob(D/C) := Ob(D) and HomD/C(x, y) := HomD(x, y)/HomC(x, y),
where the latter quotient is taken in the sense of Banach spaces.
The following is straigtforeward to check.
Lemma 7.47. If C→ D is a closed ideal, then the quotient category D/C is a C∗-category.
The next lemma is the reason why we will sometimes work with A(−) instead of Af (−).
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Lemma 7.48. Let C→ D be a closed ideal.
Then we have a short exact sequence of C∗-algebras
0→ A(C)→ A(D)→ A(D/C)→ 0.
Proof. Recall that we define the C∗-algebra A(C) as the closure of the ∗-algebra A(C)0
given by (7.8) using the maximal C∗-norm. Since taking the closure with respect to the
maximal C∗-norm is a left-adjoint it preserves surjections. Consequently the surjection
A(D)0 → A(D/C)0 induces a surjection A(D)→ A(D/C).
The homomorphism A(C)0 → A(D)0 of ∗-algebras induces a morphism A(C)→ A(D) of
C∗-algebras. We must show that this is the injection of a closed ideal which is precisely
the kernel of the surjection A(D)→ A(D/C).
In the following we argue that A(C) → A(D) is isometric. We consider a finite subset
of the set of objects of D and consider the full subcategories C′ and D′ of C and D,
respectively, on these objects. It has been observed in the proof of [Joa03, Lem. 3.6]
that A(D′)0 with its topology as a finite sum (7.8) of Banach spaces is closed in A(D).
Consequently, the inclusion A(D′)0 ↪→ A(D) induces the maximal norm on A(D′)0. We
now use that A(C′)0 is closed in A(D′)0. Consequently, the maximal C∗-norm on A(C′)0
is the norm induced from the inclusion A(C′)0 ↪→ A(D′)0 ↪→ A(D).
The norm induced on A(C)0 from the inclusion A(C)0 ↪→ A(D) is bounded above by the
maximal norm but induces the maximal norm on A(C′)0. Since every element of A(C)0 is
contained in A(C′)0 for some full subcategory C′ on a finite subset of objects, we conclude
that the inclusion A(C)0 → A(D) induces the maximal norm.
It follows that the ∗-homomorphism A(C)→ A(D) is isometric. As an isometric inclusion
the homomorphism of C∗-algebras A(C)→ A(D) is injective.
The composition
A(C)→ A(D)→ A(D/C)
vanishes by the functoriality of the process of taking completions with respect to maximal
C∗-norms. So it remains to show that this sequence is exact. We start with the exact
sequence
A(C)0 → A(D)0 pi→ A(D/C)0 .
If we restrict to the subcategories with finite objects we get an isomorphism
A(D′)0/A(C′)0 → A(D′/C′)0 .
This isomorphism is an isometry when we equip all algebras with their maximal C∗-norms.
Furthermore, the inclusion A(D′)0/A(C′)0 → A(D/C) is an isometry. Using the arguments
from above we conclude that A(D)0/A(C)0 → A(D/C) is an isometry. This assertion
implies that the closure of A(C)0 in the topology induced from A(D) is the kernel of
A(D)→ A(D/C). But above we have seen that this closure is exactly A(C).
Note that Lemma 7.48 implies an isomorphism of C∗-algebras
A(D/C) ∼= A(D)/A(C) .
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7.6. Coarse K-homology
In this section we define the coarse K-homology functors KX and KXql. Our main result
is Theorem 7.53 stating that these functors are coarse homology theories.
Let X be a bornological coarse space.
Definition 7.49. We define the Roe category C∗(X) as follows:
1. The set of objects of C∗(X) is the set of all locally finite X-controlled Hilbert spaces
on X which are determined on points.
2. For objects (H,φ) and (H ′, φ′) the space of morphisms HomC∗(X)((H,φ), (H ′, φ′)) is
the Banach space closure (in the norm topology) of the set of bounded, linear operators
H → H ′ which have controlled propagation.
Definition 7.50. We define the quasi-local Roe category C∗ql(X) as follows:
1. The set of objects of C∗ql(X) is the set of all locally finite X-controlled Hilbert spaces
on X which are determined on points.
2. For objects (H,φ) and (H ′, φ′) the space of morphisms HomC∗ql(X)((H,φ), (H
′, φ′)) is
the Banach space of bounded, linear operators H → H ′ which are quasi-local.
The categories C∗(X) and C∗ql(X) are C
∗-categories which have the same set of objects,
but the morphisms of C∗(X) form a subset of the morphisms of C∗ql(X). The definition of
the Roe categories is closely related to the definitions of the corresponding Roe algebras
C∗(X,H, φ) and C∗ql(X,H, φ) from Definition 7.29.
For every object (H,φ) ∈ C∗(X) we have by definition
HomC∗(X)((H,φ), (H,φ)) ∼= C∗(X,H, φ) ,
and similar for the quasi-local case.
Remark 7.51. Our reason for using the locally finite versions of the Roe algebras to
model coarse K-homology is that the Roe categories as defined above are unital.
The obvious alternative to define the Roe categories to consist of all X-controlled Hilbert
spaces, and to take locally compact versions of the operators as morphisms, failed, as we
will explain now.
As an important ingredient of the theory Corollary 7.44 says that equivalent C∗-categories
have equivalent K-theories. For non-unital C∗-algebras one must redefine the notion of
equivalence using a generalization to C∗-categories of the notion of a multiplier algebra
of a C∗-algebra. But we were not able to fix all details of an argument which extends
Corollary 7.44 from the unital to the non-unital case.
This corollary is used in an essential way to show that the coarse K-theory functor is
coarsely invariant and satisfies excision.
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As a next step we extend the Definitions 7.49 and 7.50 to functors
C∗,C∗ql : BornCoarse→ C∗-Cat .
Let f : X → X ′ be a morphism between bornological coarse spaces. If (H,φ) is a locally
finite X-controlled Hilbert space, then the X ′-controlled Hilbert space f∗(H,φ) defined in
Definition 7.8 is again locally finite (since f is proper).
On the level of objects the functors C∗(f) and C∗ql(f) send (H,φ) to f∗(H,φ).
Let (H,φ) and (H ′, φ′) be objects of C∗(X) and A ∈ HomC∗(X)((H,φ), (H ′, φ′)) (or
HomC∗ql(X)((H,φ), (H
′, φ′)), respectively). Then A : H → H ′ can also be approximated by
operators of controlled propagation (or is quasi-local, respectively) with respect to the
controls φ ◦ f ∗ and φ′ ◦ f ∗ (see Lemma 7.36). The functor C∗(f) (or C∗ql(f), respectively)
sends A to A.
In the following we use the functor Af : C∗-Cat→ C∗-Alg (see (7.6)) and the K-theory
functor K : C∗-Alg→ Sp reviewed in Subsection 7.4.
Definition 7.52. We define the coarse K-homology functors
KX , KXql : BornCoarse→ Sp
as compositions
BornCoarse
C∗,C∗ql−→ C∗-Cat Af−→ C∗-Alg K−→ Sp .
Theorem 7.53. The functors KX and KXql are classical Sp-valued coarse homology
theories.
Proof. In the following we verify the conditions listed in Definition 4.5. The Propositions
7.55, 7.56, 7.59 and 7.60 together will imply the theorem.
Let f, g : X → X ′ be morphisms between bornological coarse spaces.
Lemma 7.54. If f and g are close (Definition 3.13), then the functors C∗(f) and C∗(g)
(or C∗ql(f) and C
∗
ql(g)) are unitarily isomorphic.
Proof. We define a unitary isomorphism u : C∗(f)→ C∗(g). On an object (H,φ) of C∗(X)
it is given by the unitary idH : (H,φ ◦ f ∗) → (H,φ ◦ g∗). Since f and g are close, the
identity idH has indeed controlled propagation. The quasi-local case is analoguous.
Proposition 7.55. The functors KX and KXql are coarsely invariant.
Proof. Let X be a bornological coarse space. We consider the projection pi : {0, 1}⊗X → X
and the inclusion i0 : X → {0, 1} ×X, where {0, 1} has the maximal structures. Then
pi ◦ i0 = idX and i0 ◦ pi is close to the identity of {0, 1} ×X. By Lemma 7.54 the functor
C∗(pi) (or C∗ql, respectively) is an equivalence of C
∗-categories. By Corollary 7.44 the
morphism KX (pi) (or KXql(pi), respectively) is an equivalence of spectra.
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Proposition 7.56. The functors KX and KXql satisfy excision.
Proof. We will discuss the quasi-local case in detail. For KX the argument is similar.
We will take advantage of the fact that if D is a C∗-category which is unitarily equivalent
to C∗ql(X) for a bornological coarse space X, then by Corollary 7.44 we have an equivalence
of spectra K(Af (D)) ' KX ql(X)).
We fix a bornological coarse space X. If f : Z → X is an inclusion of a subset with
induced structures, then we let D(Z) be the C∗-category defined as follows:
1. The objects of D(Z) are the objects of C∗ql(X).
2. The morphisms HomD(Z)((H,φ), (H
′, φ′)) are the quasi-local bounded operators
(H(Z), φZ)→ (H ′(Z), φ′Z).
Here φZ(f) = φ(f˜)|H(Z), where f˜ ∈ C(X) is any extension of f ∈ C(Z) to X.
We have a natural inclusion
D(Z) ↪→ C∗ql(X)
given by the identity on objects and the inclusions
HomD(Z)((H,φ), (H
′, φ′))→ HomC∗ql(X)((H,φ), (H ′, φ′))
on the level of morphisms.
There is a canonical fully-faithful functor
ιZ : D(Z)→ C∗ql(Z) (7.9)
which sends the object (H,φ) of D(Z) to the object (H(Z), φZ) of C
∗
ql(Z), and on
morphisms is given by the natural isomorphisms
HomD(Z)((H,φ), (H
′, φ′)) ∼= HomC∗ql(Z)((H(Z), φZ), (H ′(Z), φ′Z)) .
This functor is essentially surjective. Indeed, if (H,φ) ∈ Ob(C∗ql(Z)), then
f∗(H,φ) = (H,φ ◦ f ∗) ∈ Ob(C∗ql(X))
can be considered as an object of D(Z) and we have the relation
(H(Z), (φ ◦ f ∗)Z) ∼= (H,φ)
in C∗ql(Z). Consequently, D(Z)→ C∗ql(Z) is a unitary equivalence of C∗-categories. By
Corollary 7.44 the induced morphism
K(Af (D(Z)))→ KX ql(Z) (7.10)
an equivalence of spectra.
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Let j : Z → X denote the inclusion. The functor j∗ : C∗ql(Z)→ C∗ql(X) identifies C∗ql(Z)
isomorphically with the full subcategory of all objects (H,φ) of D(Z) with H(Z) = H.
The inclusion C∗ql(Z)→ D(Z) is a unitary equivalence of C∗-categories with inverse ιZ .
So, for every subset Z of X we can use the morphism of spectra K(D(Z))→ KXql(X) in
order to represent the morphism KX ql(Z)→ KXql(X).
We consider a big family Y = (Yi)i∈I in X. We get an increasing family (D(Yi))i∈I of
subcategories of C∗ql(X). We let
D(Y) ⊆ C∗ql(X)
be the closure of the union of this family in the sense of C∗-categories, see (7.5).
Lemma 7.57. In this situation D(Y) is a closed ideal in C∗ql(X).
Proof. We consider a morphism A ∈ D(Y) between two objects. It can be approximated
by a family (Ai)i∈I of morphisms Ai ∈ D(Yi) between the same objects. Let moreover Q be
a morphism in C∗ql(X) which is left composable with A. We must show that QA ∈ C∗ql(Y).
We consider ε > 0. Then we can choose i ∈ I such that
‖Ai − A‖ ≤ ε
2(‖Q‖+ 1) .
Here the norms are the Banach norms on the respective morphism spaces. For an X-
controlled Hilbert space (H,φ) and a subset B ⊆ X in the following we abbreviate the
action of φ(χB) on H by B. Since Q is quasi-local we can find an entourage U of X such
that
‖B′QB‖ ≤ ε
2(‖Ai‖+ 1)
whenever B, B′ are U -separated. Using that the family of subsets Y is big we now choose
j ∈ I so that X \ Yj and Yi are U -separated. Then we get the inequality
‖(X \ Yj)QAi‖ ≤ ε/2 .
Here we use implicitly the relation Ai = AiYi. Now YjQAi ∈ D(Y), and
‖YjQAi −QA‖ ≤ ε .
Since we can take ε arbitrary small and D(Y) is closed we get QA ∈ D(Y). We can
analogously conclude that AQ ∈ D(Y).
Let us continue with the proof of Proposition 7.56. We can form the quotient C∗-category
C∗ql(X)/D(Y) (see Lemma 7.47).
We now consider a complementary pair (Z,Y). We claim that the inclusion
D(Z) ↪→ C∗ql(X)
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induces an isomorphism of quotients
ψ : D(Z)/D(Z ∩ Y)→ C∗ql(X)/D(Y) . (7.11)
To this end we construct an inverse
λ : C∗ql(X)/D(Y)→ D(Z)/D(Z ∩ Y) .
If [A] ∈ C∗ql(X)/D(Y) is represented by a morphism A ∈ C∗ql(X), then we set
λ([A]) := [ZAZ] .
Lemma 7.58. λ is well-defined, compatible with the composition, and an inverse of ψ.
Proof. We first show that λ is well-defined. We fix two objects of C∗ql(X) and consider
morphisms between these objects. We assume that A ∈ D(Y) is such a morphism. Then
we can obtain A as a limit of a family (Ai)i∈I of morphisms Ai ∈ D(Yi). Now ZAiZ
belongs to the image of D(Z ∩ Yi). Hence for the limit we get ZAZ ∈ D(Z ∩ Y).
Next we consider two composeable morphisms A,B ∈ C∗ql(X). We must show that
λ([AB]) = λ([A])λ([B]) .
To this end it suffices to show that
ZABZ − ZAZBZ ∈ D(Z ∩ Y) .
We can write this difference in the form ZAZcBZ, where Zc := X \ Z. Let i ∈ I be such
that Z ∪ Yi = X. Then Zc ⊆ Yi. For every entourage U of X and j ∈ I with i ≤ j such
that U [Yi] ⊆ Yj the sets Zc and Y cj are U -separated. Since A and B are quasi-local we can
approximate ZAZcBZ by YjZAZ
cBYjZ in norm arbitrary well by choosing j sufficiently
large. Since YjZAZ
c and ZcBYjZ belong to D(Z ∩ Yj) we conclude that
ZAZcBZ ∈ D(Z ∩ Yj) .
Finally we show that λ is invertible. It is easy to see that λ ◦ ψ = id. We claim that
ψ ◦ λ = id. We consider the difference [A]− ψ(λ([A])) which is represented by A− ZAZ.
Then we study the term
(A− ZAZ)− Yi(A− ZAZ)Yi . (7.12)
Note that the second term belongs to D(Y). Hence in order to show the claim it suffices
to see that (7.12) tends to zero in norm as i→∞. We have the identity
(A− ZAZ) = ZcA+ ZAZc.
This gives
(A− ZAZ)− Yi(A− ZAZ)Yi = Y ci ZcA+ Y ci ZAZc + YiZcAY c + YiZAZcY ci .
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Using that X = Yi ∪ Z for sufficiently large i ∈ I we get Y ci Zc = 0. Therefore if i ∈ I is
large it remains to consider
Y ci ZAZ
c + YiZ
cAY ci .
Given an entourage U we can choose i ∈ I so large that Y ci and Zc are U -separated.
Using that A is quasi-local we can make the norm of this operator as small as we want by
choosing i ∈ I sufficiently large.
Let us continue with the proof of Proposition 7.56. We now combine Lemma 7.48 with
Lemma 7.57 in order to get the horizontal exact sequences of C∗-algebras in the following
commutative diagram
A(D(Z ∩ Y)) //

A(D(Z))

// A(D(Z))/A(D(Z ∩ Y))

A(D(Y)) // A(C∗ql(X)) // A(C∗ql(X))/A(D(Y))
(7.13)
We want to show that after applying K-theory to the left square we get a cocartesian
square. This condition is equivalent to the condition that the map between the cofibres
of the horizontal maps becomes an equivalence. But this map is in fact induced by an
isomorphism (7.11) of C∗-categories.
Using Proposition 7.42 we conclude that
K(Af (D(Z ∩ Y))) //

K(Af (D(Z)))

K(Af (D(Y))) // KX ql(X)
(7.14)
is cocartesian.
Using that Af and K preserve filtered colimits we get
K(Af (D(Y))) ' colim
i∈I
K(Af (D(Yi)))
K(Af (D(Z ∩ Y))) ' colim
i∈I
K(Af (D(Z ∩ Yi)))
We now use the equivalences (7.10) in order to replace the two upper and the lower left
corners of the square by KXql. We conclude that
KX ql(Z ∩ Y) //

KX ql(Z)

KX ql(Y) // KX ql(X)
(7.15)
is cocartesian. This completes the proof of Proposition 7.56.
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Our next task is to show that the coarse K-homology functors vanish on flasque bornological
coarse spaces. The following considerations serve as a preparation. We can apply the
construction of Example 7.45 to the C∗-category C∗(X) or C∗ql(X). We discuss the case
of C∗ql(X). The case of C
∗(X) is analogous. We can define a functor
µ : C∗ql(X)⊕C∗ql(X)→ C∗ql(X) (7.16)
as follows:
1. On objects µ is given by µ((H,φ), (H ′, φ′)) := (H ⊕H ′, φ⊕ φ′).
2. On morphisms µ is defined by µ(A⊕B) := A⊕B, where we interpret the operator
in the image as an operator on H ⊕H ′.
The functor µ is associative up to canonical isomorphism. Note that µ is injective on
objects. This functor induces a homomorphism of C∗-algebras
A(µ) : A(C∗ql(X))⊕ A(C∗ql(X))→ A(C∗ql(X))
and finally, since K preserves direct sums,
K(A(µ)) : K(A(C∗ql(X)))⊕K(A(C∗ql(X)))→ K(A(C∗ql(X))) .
It follows that K(A(µ)) defines a monoid structure ∗µ on the K-groups K∗(A(C∗ql(X))).
Since K(A(µ)) is a map of spectra we have the relation
(x ∗µ y) + (z ∗µ w) = (x+ y) ∗µ (z + w)
for x, y, z, w ∈ K∗(A(C∗ql(X))) and the Eckmann–Hilton argument applies. Consequently
∀x, y ∈ K∗(A(C∗ql(X))) : x ∗µ y = x+ y . (7.17)
Let X be a bornological coarse space.
Proposition 7.59. If X is flasque, then KX (X) ' 0 and KXql(X) ' 0.
Proof. We discuss the quasi-local case. For KX the argument is similar. Let f : X → X
be a morphism which implements flasqueness (see Definition 3.21). We define a functor
S : C∗ql(X)→ C∗ql(X)
as follows:
1. On objects S is given by
S(H,φ) :=
(⊕
n∈N
H,
⊕
n∈N
φ ◦ fn,∗
)
.
2. On morphisms we set
S(A) :=
⊕
n∈N
A .
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Condition 3 in Definition 3.21 ensures that S(H,φ) is locally finite. By Condition 2 of
Definition 3.21 the operator S(A) is quasi-local. We note the following relation
µ ◦ (id⊕ f∗ ◦ S) ◦ diag ∼= S , (7.18)
where µ is as in (7.16). The functor S induces a homomorphism of C∗-algebras
A(C∗ql(X))→ A(C∗ql(X))
and finally a morphism of spectra
S : KXql(X)→ KXql(X) .
Here we use Proposition 7.42 in order to express KXql(X) in terms of A(C∗ql(X)) instead
of Af (C∗ql(X)). The relation (7.18) implies for every x ∈ KXql,∗(X) that
x ∗µ (KXql(f)∗ ◦K(S)∗)(x) ' K(S)∗(x)
on the level of K-theory groups. Using (7.17) and KXql(f)∗ = idKXql,∗(X) by Proposition
7.55 (since f is close to idX) we get
x+K(S)∗(x) = K(S)∗(x) .
This implies x = 0. Consequently KXql(X) ' 0.
Proposition 7.60. The functors KX and KXql are u-continuous.
Proof. We consider the quasi-local case. For KX the argument is similar.
Let X be a bornological coarse space with coarse structure C and let (H,φ) and (H ′, φ′) be
X-controlled Hilbert spaces. We say that a bounded operator A : H → H ′ is U -quasi-local
if the condition from Definition 7.27 is satisfied for this particular entourage U ∈ C.
We now observe that the set of objects of the C∗-categories C∗ql(X) and C
∗
ql(XU) can be
canonically identified. Then HomC∗ql(XU )((H,φ), (H
′, φ′)) can be identified with the subspace
of HomC∗ql(X)((H,φ), (H
′, φ′)) of all U -quasi-local operators. We thus have an isomorphism
C∗ql(X) ∼= colim
U∈C
C∗ql(XU) .
Since Af and K preserve filtered colimits we get
KXql(C) ' colim
U∈C
KX (XU)
as required.
This finishes the proof of Theorem 7.53.
A priori the condition of controlled propagation is stronger than quasi-locality. Hence for
every bornological coarse space X we have a natural inclusion
C∗(X)→ C∗ql(X)
of C∗-categories. It induces a natural transformation between the coarse K-theory func-
tors
KX → KXql . (7.19)
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Lemma 7.61. If X is discrete, then KX (X)→ KXql(X) is an equivalence.
Proof. For a discrete bornological coarse space X the natural inclusion C∗(X)→ C∗ql(X) is
an equality. Indeed, the diagonal is the maximal entourage of such a space. Consequently,
the condition of quasi-locality reduces to the condition of controlled (in this case, actually
zero) propagation.
7.7. Comparison with the classical definition
We consider a bornological coarse space and an X-controlled Hilbert space (H,φ). Recall
Definition 7.9 of the notion of a locally finite subspace. Let H ′ and H ′′ be locally finite
subspaces of H. Then we can form the closure of their algebraic sum in H for which we
use the notation
H ′ +¯H ′′ := H ′ +H ′′ ⊆ H .
Lemma 7.62. If (H,φ) is determined on points, then H ′ +¯H ′′ is a locally finite subspace
of H.
Proof. By assumption we can find an entourage V of X and X-controls φ′ and φ′′ on H ′
and H ′′ such that (H ′, φ′) and (H ′′, φ′′) are locally finite X-controlled Hilbert spaces and
the inclusions H ′ → H and H ′′ → H have propagation controlled by V −1.
Fix a symmetric entourage U of X. By Lemma 7.18 we can choose a U -separated subset
D ⊆ X with U [D] = X.
By the axiom of choice we choose a well-ordering of D. We will construct the X-control ψ
on H ′ +¯ H ′′ by a transfinite induction. In the following argument f denotes a generic
element of C(X).
We start with the smallest element d0 of D. We set
Bd0 := U [d0] .
Because of the inclusion
φ(Bd0)H
′ ⊆ φ′(V [Bd0 ])H ′
the subspace φ(Bd0)H
′ is finite-dimensional. Analogously we conclude that φ(Bd0)H
′′ is
finite-dimensional. Consequently, φ(Bd0)(H
′+H ′′) = φ(Bd0)(H
′+¯H ′′) is finite-dimensional.
We define the subspace
Hd0 := φ(Bd0)(H
′ +H ′′) ⊆ H
and let Qd0 be the orthogonal projection onto Hd0 . We further define the control ψd0 of
Hd0 by ψd0(f) := f(d0)Qd0 . Using ψd0 we recognize Hd0 ⊆ H as a locally finite subspace.
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Let λ+ 1 ∈ D be a successor ordinal and suppose that Bλ ⊆ U [λ], Hλ ⊆ H, the projection
Qλ, and ψλ : C(X)→ B(Hλ) have already been constructed such that ψλ recognizes Hλ
as a locally finite subspace of H. Then we define the subset
Bλ+1 := U [λ+ 1] \
⋃
µ≤λ
Bµ
of X. As above we observe that φ(Bλ+1)(H
′ +¯H ′′) ⊆ H is finite-dimensional. We define
the closed subspace
Hλ+1 := Hλ + φ(Bλ+1)(H
′ +¯H ′′) ⊆ H .
We let Qλ+1 be the orthogonal projection onto Hλ+1 	Hλ and define the control ψλ+1 of
Hλ+1 by
ψλ+1(f) := ψλ(f) + f(dλ+1)Qλ+1 .
We conclude easily that it recognizes Hλ+1 as a locally finite subspace of H.
Let λ be a limit ordinal. Then we set Bλ = ∅ and Qλ := 0. We define the closed subspace
Hλ :=
⋃
µ<λ
Hµ
of H. We furthermore define the control ψλ of Hλ by
ψλ(f) :=
∑
µ<λ
f(dµ)Qµ .
We argue that the sum describes a well-defined operator on Hλ. The sum has a well-defined
interpretation on Hµ for all µ < λ.
Let (hk)k∈N be a sequence in
⋃
µ<λHµ converging to h. For every k ∈ N there is a µ ∈ D
with µ < λ such that hk ∈ Hµ. We set ψλ(f)hk := ψµ(f)hk. This definition does not
depend on the choice of µ. Given ε > 0 we can find k0 ∈ N such that ‖hk − h‖ ≤ ε for
all k ≥ k0. Then for k, k′ ≥ k0 we have ‖ψλ(f)hk − ψλ(f)hk′‖ ≤ ε‖f‖∞. This shows that
(ψλ(f)hk)k∈N is a Cauchy sequence. We define
ψλ(f)h := lim
k→∞
ψλ(f)hk .
The estimates ‖ψλ(f)hk‖ = ‖ψµ(f)hk‖ ≤ ‖f‖∞‖hk‖ for all k ∈ N imply the estimate
‖ψλ(f)h‖ ≤ ‖f‖∞‖h‖ and hence show that ψλ(f) is continuous. One furthermore checks,
using the mutual orthogonality of the Qµ for µ < λ, that f 7→ ψλ(f) is a C∗-algebra
homomorphism from C(X) to B(Hλ).
We claim that ψλ recognizes Hλ as a locally finite subspace of H. If B ⊆ X is a bounded
subset, then the inclusion ψλ(B)Hλ ⊆ φ(U [B])(H ′ +¯ H ′′) shows that ψλ(B)Hλ is finite-
dimensional. Furthermore, the propagation of the inclusion of Hλ into H has U -controlled
propagation.
By construction (Hλ, φλ) is determined on points.
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Let (H,φ) be an X-controlled Hilbert space. The set of locally finite subspaces of (H,φ)
is partially ordered by inclusion. Lemma 7.62 has the following corollary.
Corollary 7.63. If (H,φ) is determined on points, then the partially ordered set of locally
finite subspaces of an X-controlled Hilbert space is filtered.
We consider a bornological coarse space X and an X-controlled Hilbert space (H,φ). By
C∗(X,H, φ) and C∗ql(X,H, φ) we denote the Roe algebras (Definition 7.29) associated to
this data. Recall that these are the versions generated by locally finite operators of finite
propagation (or quasi-local operators, respectively).
Theorem 7.64 (Comparison Theorem). If (H,φ) is ample, then we have canonical
isomorphisms
K∗(C∗(X,H, φ)) ∼= KX∗(X) and K∗(C∗ql(X,H, φ)) ∼= KXql,∗(X) .
Proof. We discuss the case of the controlled-propagation Roe algebra. The quasi-local
case is analogous.
If H ′ ⊆ H is a locally finite subspace, then the Roe algebra C∗(X,H ′, φ′) ⊆ B(H ′) and
the inclusion C∗(X,H ′, φ′) ↪→ C∗(X,H, φ) do not depend on the choice of φ′ recognizing
H ′ as a locally finite subspace. This provides the connecting maps of the colimit in the
statement of the following lemma.
Lemma 7.65. We have a canonical isomorphism
K∗(C∗(X,H, φ)) = colim
H′
K∗(C∗(X,H ′, φ′))
where the colimit runs over the filtered partially ordered set of locally finite subspaces
H ′ ⊆ H.
Proof. If A is a bounded linear operator on H ′, then the conditions of having controlled
propagation as an operator on (H,φ) or on (H ′, φ′) are equivalent. It follows that
C∗(X,H ′, φ′) is exactly the subalgebra generated by operators coming from H ′. So by
definition of the Roe algebra
C∗(X,H, φ) ∼= colim
H′
C∗(X,H ′, φ′) ,
where the colimit is taken over the filtered partially ordered set of locally finite subspaces
of H and interpreted in the category of C∗-algebras. Since the K-theory functor preserves
filtered colimits we conclude the desired equivalence.
We now continue with the proof of Theorem 7.64. By Proposition 7.42 and Definition 7.52
we have an isomorphism
KX∗(X) ∼= K∗(A(C∗(X))) . (7.20)
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We have a canonical isomorphism
A(C∗(X)) ∼= colim
D
A(D) , (7.21)
where D runs over the filtered subset of subcategories of C∗(X) with finitely many objects.
Since the K-theory functor and taking homotopy groups commutes with filtered colimits
we get the canonical isomorphism
K∗(A(C∗(X))) ∼= colim
D
K∗(A(D)) .
If H ′ is a locally finite subspace of H, then we can consider C(X,H ′, φ′) as a subcategory
of C∗(X) with a single object (H ′, φ′). These inclusions induce the two up-pointing
homomorphisms in Diagram (7.22) below.
Let H ′ ⊆ H ′′ ⊆ H be a sequence of closed subspaces such that H ′ and H ′′ are locally
finite.
Lemma 7.66. The following diagram commutes:
K∗(A(C∗(X)))
K∗(C∗(X,H ′, φ′))
55
//
))
K∗(C∗(X,H ′′, φ′′))
ii
uu
K∗(C∗(X,H, φ))
(7.22)
Proof. The commutativity of the lower triangle is clear since it is induced from a commu-
tative triangle of Roe algebras. We extend the upper triangle as follows:
K∗(A(C∗(X)))
K∗(A(D))
OO
K∗(C∗(X,H ′, φ′))
55
;;
// K∗(C∗(X,H ′′, φ′′))
cc
ii
(7.23)
Here D is the full subcategory of C∗(X) containing the two objects (H ′, φ′) and (H ′′, φ′′).
The left and the right triangles commute.
We have an isomorphism of C∗-algebras
A(D) ∼= C∗(X,H ′ ⊕H ′′, φ′ ⊕ φ′′) .
The two arrows to K(A(D)) are induced by the inclusion of the summands. We now
observe that there is a homotopy from the inclusion H ′ → H ′ ⊕H ′′ as the first summand
to the inclusion of H ′ → H ′ ⊕H ′′ as a subspace of the second summand. This homotopy
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is by controlled maps. In detail, let ι′ : H ′ → H ′′ and pi : H ′′ → H ′ be the inclusion and
the orthogonal projection. Then we consider
Ut :=
(
cos(t) sin(t)pi
− sin(t)ι cos(t)
)
.
Since ι and pi have controlled propagation so has Ut (uniformly in t). Then
B(H ′) 3 A 7→ Utdiag(A, 0)U∗t ∈ B(H ′ ⊕H ′′) for t ∈ [0, pi/2]
is a homotopy of C∗-algebra homomorphisms between the two embeddings. This shows
that the lower triangle of (7.23) commutes.
We continue with the proof of Theorem 7.64. By a combination of Lemma 7.65 and
Lemma 7.66 we get a canonical homomorphism
α : K∗(C∗(X,H, φ))→ K∗(A(C∗(X))) . (7.24)
Lemma 7.67. The homomorphism (7.24) is an isomorphism.
Proof. Let x ∈ K∗(C∗(X,H, φ)) be given such that α(x) = 0. Then there exists a locally
finite subspace H ′ ⊆ H such that x is realized by some x′ ∈ K∗(C∗(X,H ′, φ′)). Furthermore
there exists a subcategory D of C∗(X) with finitely many objects containing (H ′, φ′) such
that x′ maps to zero in K(A(D)). Using ampleness of (H,φ), by Lemma 7.21 we can
extend the embedding H ′ → H to an embedding H ′′ := ⊕(H1,φ1)∈Ob(D) H1 → H as a
locally finite subspace containing H ′. Then x′ maps to zero in C(X,H ′′, φ′′). Hence x = 0.
Let now y ∈ K∗(A(C∗(X))) be given. Then there exists a subcategory with finitely many
objects D of C∗(X) and a class y′ ∈ K(A(D)) mapping to y. By Lemma 7.21 we can
choose an embedding of H ′ :=
⊕
(H1,φ1)∈Ob(D) H1 → H as a locally finite subspace. Then
y′ determines an element x ∈ K∗(C∗(X,H, φ)) such that α(x) = y.
Combining Lemma 7.67 with Equation (7.20) finishes the proof of Theorem 7.64.
In combination with Proposition 7.34 the Theorem 7.64 implies the following comparison.
Let X be a bornological coarse space and (H,φ) an X-controlled Hilbert space.
Corollary 7.68. Assume that
1. X is separable (Definition 7.32),
2. X is locally finite (Definition 7.14), and
3. (H,φ) is ample (Definition 7.12).
Then we have a canonical isomorphism
K∗(C∗lc(X,H, φ)) ' KX∗(X) .
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Example 7.69. We can consider `2 as an ample ∗-controlled Hilbert space on ∗. In this
case all four versions of the Roe algebras coincide with K(`2). We get
KX (∗) ' KXql(∗) ' K(`2) .
Note that K(`2) is equivalent to the complex K-theory spectrum which is usually denoted
by KU .
Let X be a bornological coarse space with coarse structure denoted by C.
Theorem 7.70. We assume that there exists a cofinal subset of C ′ ⊆ C such that for every
U ∈ C ′ the coarse space (X, C〈U〉) has finite asymptotic dimension.
Then we have the following:
1. The canonical transformation KX (X)→ KXql(X) is an equivalence.
2. If (H,φ) is an ample X-controlled Hilbert space, then the inclusion of Roe algebras
C∗(X,H, φ) ↪→ C∗ql(X,H, φ) induces an equivalence
K(C∗(X,H, φ))→ K(C∗ql(X,H, φ))
of K-theory spectra.
Proof. Assertion 1 follows from Lemma 7.61 together with Corollary 6.115. Assertion 2
follows from 1 and Theorem 7.64.
For the study of secondary or higher invariants in coarse index theory it is important to
refine the isomorphism given in Theorem 7.64 to the spectrum level. This is the content
of Theorem 7.71.1 below.
Let X, X ′ be bornological coarse spaces. Let furthermore (H,φ) be an ample X-controlled
Hilbert space and (H ′, φ′) be an ample X ′-controlled Hilbert space. Assume that we are
given a morphism f : X ′ → X and an isometry V : H ′ → H with the property that there
exists an entourage U of X such that
supp(V ) ⊆ {(x′, x) ∈ X ′ ×X : (f(x′), x) ∈ U} . (7.25)
Then we define a morphism of C∗-algebras by
v : C∗(X ′, H ′, φ′)→ C∗(X,H, φ) , v(A) := V AV ∗ .
The only relation between v and f is the support condition (7.25) on V . If V1, V2 are
two isometries H ′ → H satisfying (7.25), then the induced maps K∗(v1) and K∗(v2) on
K-theory groups are the same (Higson–Roe–Yu [HRY93, Lem. 3 in Sec. 4]. The refinement
of this statement to the spectrum level is content of Point 2 in the next theorem.
Theorem 7.71.
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1. There is a canonical (up to equivalence) equivalence of spectra
κ(X,H,φ) : K(C∗(X,H, φ))→ KX (X) .
2. We have a commuting diagram
K(C∗(X ′, H ′, φ′)) κ(X′,H′,φ′) //
K(v)

KX (X ′)
f∗

K(C∗(X,H, φ)) κ(X,H,φ) // KX (X)
(7.26)
Proof. We start with the proof of the first assertion. We consider the category C∗(X,H, φ)
whose objects are triples (H ′, φ′, U)15, where (H ′, φ′) is an object of C∗(X) and U is a
controlled isometric embedding U : H ′ → H as a locally finite subspace. We consider
the Roe algebra C∗(X,H, φ) as a non-unital C∗-category C∗(X,H, φ) with a single object.
Then we have functors between non-unital C∗-categories
C∗(X) F←− C∗(X,H, φ) I−→ C∗(X,H, φ) .
The functor F forgets the inclusions. The action of I on objects is clear, and it maps a
morphism A : (H ′, φ′, U ′)→ (H ′′, φ′′, U ′′) in C∗(X,H, φ) to the morphism I(A) := U ′′AU ′,∗
of C∗(X,H, φ).
We get an induced diagram of K-theory spectra
K(C∗(X))
K(F )←−−− K(C∗(X,H, φ)) K(I)−−→ K(C∗(X,H, φ)) ,
where we use the canonical isomorphism Af (C∗(X,H, φ)) ∼= C∗(X,H, φ) of C∗-algebras and
the abbreviation K(C) for K(Af (C)) for the K-theory functor applied to C∗-categories.
Lemma 7.72. K(F ) is an equivalence.
Proof. We claim that F is a unitary equivalence of C∗-categories. Then K(F ) is an
equivalence of spectra by Corollary 7.44.
Note that F is fully faithful. Furthermore, since (H,φ) is ample, for every object (H ′, φ′)
of C∗(X) there exist a controlled isometric embedding U : H ′ → H by Lemma 7.21. Hence
the object (H ′, φ′) is in the image of F . So F is surjective on objects.
Lemma 7.73. K(I) is an equivalence.
Proof. We show that K(I) induces an isomorphism on homotopy groups.
Surjectivity: Let x in pin(K(C∗(X,H, φ))). By Lemma 7.65 there exists a locally finite
subspace H ′ of (H,φ) and a class x′ ∈ pin(K(C∗(X,H ′, φ′))) such that K(u′)(x′) = x for
the canonical homomorphism u′ : C∗(X,H ′, φ′)→ C∗(X,H, φ) which sends the operator
15This interpretation of the symbols H ′ and φ′ is local in the proof of the first part of the theorem.
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A in its domain to U ′AU ′,∗. Here φ′ is an X-control on H ′ which exhibits it as a locally
finite subspace of H, and U ′ : H ′ → H is the isometric embedding. We have a commuting
diagram of non-unital C∗-categories
C∗(X,H ′, φ′)
a
((
u′ // C∗(X,H, φ)
C∗(X,H, φ)
I
66
where a sends the unique object of its domain to (H ′, φ′, U) and is the obvious map on
morphisms. This implies that K(I) is surjective.
Injectivity: Assume that x in pin(K(C
∗(X,H, φ))) is such that K(I)(x) = 0. There is
a subcategory D of C∗(X,H, φ) with finitely many objects and a class y in pin(K(D))
with x = K(i)(y), where i : D → C∗(X,H, φ) is the inclusion. This follows from (7.21)
together with Proposition 7.42.
We define
H˜ :=
∑
(H′,φ′,U ′)∈D
H ′ +H1
with the sum taken in H, where H1 is a locally finite subspace which will be chosen below.
By Lemma 7.62 we know that H˜ is a locally finite subspace of H. Hence we can choose
a control function φ˜ on H˜ exhibiting H˜ as a locally finite subspace and let U˜ : H˜ → H
denote the inclusion. We form the full subcategory category D˜ of C∗(X,H, φ) with set of
objects Ob(D) ∪ {(H˜, φ˜, U˜)}. We have a functor I˜ : D→ C∗(X, H˜, φ˜) defined similarly
as I and a diagram
pin(K(C
∗(X,H, φ)))
pin(K(D)) //
K(I˜)

K(i)
44
K(I)
**
pin(K(D˜))
OO
pin(K(C
∗(X, H˜, φ˜)))
44
K(U˜)

pin(K(C
∗(X,H, φ)))
The upper right triangle is given by the obvious inclusions of C∗-categories. The other
triangle commutes by Lemma 7.22. Now by Lemma 7.65, because K(I)(y) = 0, we can
choose H1 so large such that K(I˜)(y) = 0. This implies x = K(i)(y) = 0.
By definition KX (X) ' K(C∗(X)) and so the composition of an inverse K(I)−1 with
K(F ) provides the asserted equivalence
κ(X,H,φ) : K(C∗(X,H, φ))→ KX (X) .
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We now show the second assertion of Theorem 7.71. We have the induced morphism of
C∗-algebras
v : C∗(X ′, H ′, φ′)→ C∗(X,H, φ) , v(A) := V AV ∗ .
The square (7.26) is induced from a commuting (in the one-categorical sense) diagram of
C∗-categories
C∗(X ′, H ′, φ′)
v

C∗(X ′, H ′, φ′)I
′
oo F
′
//

C(X ′)
f∗

C∗(X,H, φ) C∗(X,H, φ)Ioo F // C(X)
where all horizontal arrows induce equivalences in K-theory, and the middle arrow is the
functor which sends the object (H ′′, φ′′, U ′′) to (H ′′, φ′′ ◦ f ∗, V ◦ U ′′) and is the identity on
morphisms. It is then clear that the right square commutes. On also checks directly that
the left square commutes.
This finishes the proof of Theorem 7.71.
7.8. Additivity and coproducts
In this section we investigate how coarse K-homology interacts with coproducts and free
unions. This will be formulated in terms of additivity statements; see Section 6.2 for the
generalities.
Lemma 7.74. Coarse K-homology KX is strongly additive on the subcategory of locally
countable (Definition 7.14) bornological coarse spaces.
Proof. Recall from Proposition 7.19 that a bornological coarse space X is locally countable
if and only if it admits an ample X-controlled Hilbert space (H,φ). Furthermore, by
Theorem 7.64 we have a canonical isomorphism
K∗(C∗(X,H, φ)) ∼= KX∗(X) , (7.27)
where C∗(X,H, φ) denotes the Roe algebra.
Let (Xi)i∈I be a family of locally countable bornological coarse spaces. Then
⊔free
i∈I Xi is
also locally countable and therefore admits an ample
⊔free
i∈I Xi-controlled Hilbert space
(H,φ). Note that for every i ∈ I the Xi-controlled Hilbert space (H(Xi), φ|Xi) is also
ample. The main point of the argument is now that we have a canonical isomorphism of
Roe algebras
C∗
( free⊔
i∈I
Xi, H, φ
) ∼= ∏
i∈I
C∗(Xi, H(Xi), φ|Xi) . (7.28)
On K-theory groups we have the canonical map
K∗
(∏
i∈I
C∗(Xi, H(Xi), φ|Xi)
)
→
∏
i∈I
K∗(C∗(Xi, H(Xi), φ|Xi)) (7.29)
165
Composing (7.29) with the map on K-theory groups induced from (7.28) and passing to
coarse K-homology by (7.27) we get the same map that we have to consider for strong
additivity.
So in order to show that coarse K-homology is additive it remains to show that (7.29) is
an isomorphism. This is covered by the next Lemma 7.75. Recall that a C∗-algebra A is
called stable if it is isomorphic to its stabilization A⊗K(`2). The Roe algebra associated
to an ample X-controlled Hilbert space is stable. This follows from Lemma 7.20 since the
Roe algebra associated to the ample X-controlled Hilbert space (H ⊗ `2, φ⊗ id`2) is the
stabilization of the Roe algebra associated to the ample Hilbert space (H,φ).
Lemma 7.75. Let (Ai)i∈I be a family of stable C∗-algebras. Then the homomorphism∏
j∈I K∗(pij) for the family of projections (pij)j∈I with pij :
∏
i∈I Ai → Aj is an isomorphism
K∗
(∏
i∈I
Ai
) ∼= ∏
i∈I
K∗(Ai) .
Proof. The starting point of the argument is the observation is that to define the K-theory
groups K∗(A) for a stable C∗-algebra A we do not have to go to matrices over A.
Let us show surjectivity on K0. An element of
∏
i∈I K0(Ai) is represented by a family
(pi)i∈I of projections pi ∈ A+i , the unitalization of Ai (note that stable C∗-algebras are not
unital). Then
∏
i∈I pi is a projection in (
∏
i∈I Ai)
+ constituting the desired pre-image.
Injectivity on K0 is analogous. Suppose that an element [p] ∈ K0(
∏
i∈I Ai) is sent to zero.
Then we can find a family of unitaries (ui)i∈I with ui ∈ A+i such that u∗ipii(p)ui = 1i in
A+i . But this gives (
∏
i∈I ui)
∗p(
∏
i∈I ui) =
∏
i∈I 1i = 1 in (
∏
i∈I Ai)
+ showing that [p] = 0.
Surjectivity for K1 is analogous as for K0. But injectivity for K1 needs a different argument.
A unitary represents the trivial element in K-theory if it can be connected by a path with
the identity. The problem is that the product of an infinite family paths is not necessarily
continuous. This is true only if the family is equi-continuous. If the diameters (measured
in the induced path metric) of the identity components of the unitary groups U(Ai) of
the C∗-algebras Ai are uniformly bounded, then for every family of unitaries (ui)i∈I with
ui ∈ U(Ai) in the path-connected component of the identity for every i ∈ I we can choose
an equi-continuous family of paths which shows that
∏
i∈I ui is in the path-connected
component of the identity of U(
∏
i∈I Ai).
By Ringrose [Rin92, Prop. 2.9] the diameter of the unitary group is equal to the so-called
exponential length of the C∗-algebra. By the argument of Phillips used in the proof of the
result [Phi94, Cor. 5] we conclude that the exponential length of any stable C∗-algebra is
at most 2pi.
Remark 7.76. We do not know whether KX is strongly additive on the whole category
BornCoarse. The problem with the direct approach (i.e., using KX def= K ◦ Af ◦ C∗)
is that though the analog of (7.28) holds for C∗, the functor Af is not compatible with
infinite products. Using that by Prop. 7.42 we have KX ' K ◦A ◦C∗ does not help either
since A is also not compatible with infinite products.
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The quasi-local case KXql also eludes us since here we do not even have the isomorphism
(7.28). The slightly different notion of quasi-locality from Remark 7.28 surprisingly does
satisfy (7.28), but the problem with this different version is that for it we could not
manage to show u-continuity of the resulting version of KXql. Note that both versions of
quasi-locality coincide on spaces whose coarse structure is generated by a single entourage,
but even if this is true for all Xi, it will in general not be true anymore for
⊔free
i∈I Xi. The
exception to this is if each Xi has a maximal extourage, e.g., if each Xi is discrete, and we
will discuss this further below.
Proposition 7.77. The functors KX and KXql are additive.
Proof. Let I be a set and form the bornological coarse space X :=
⊔free
I ∗. The set X is a
dense locally finite subset of the bornological coarse space X. Therefore (HX ⊗ `2, φX ⊗ `2)
(see Example 7.5) is an ample X-controlled Hilbert space. The diagonal of X is the
maximal entourage of X. Therefore operators of controlled propagation can not mix
different points of X. The Roe algebra C(X,H, φ) is thus generated by families (Ax)x∈X
of finite-dimensional operators Ax ∈ B(`2) with supx∈X ‖Ax‖ <∞. We claim that
C∗(X,H, φ) ∼=
∏
x∈X
K(`2) .
It is clear that C∗(X,H, φ) ⊆ ∏x∈X K(`2). It suffices to show that the Roe algebra is
dense. To this end let (Kx)x∈X be an operator in
∏
x∈X K(`2). Then for every ε > 0 we
can find a family of finite dimensional operators (Ax)x∈X such that ‖Ax −Kx‖ ≤ ε for all
x ∈ X.
The projections to the factors induce a map
K
(∏
x∈X
K(`2)
)
→
∏
x∈X
K(`2) .
This is an equivalence of spectra by the above Lemma 7.75.
We now use Theorem 7.64 in order to conclude that
KX (X) '
∏
x∈X
KX (∗) .
It is easy to check that this equivalence is induced by the correct map. The quasi-local
case follows from Lemma 7.61.
To discuss coproducts we first describe the corresponding notion for C∗-categories. We
consider a family of C∗-categories (Ci)i∈I . Then the coproduct C :=
∐
i∈I Ci is represented
by the C∗-category whose set of objects is
⊔
i∈I Ob(Ci). We write (c, i) for the object
given by c ∈ Ci. The morphisms of C are given by
HomC((c, i), (c
′, i′)) :=
{
HomCi(c, c
′) i = i′
0 i 6= i′ .
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Note we have a canonical isomorphism⊕
i∈I
A(Ci) ∼= A(C) (7.30)
of associated algebras. By Proposition 7.42 and since K-theory of C∗-algebras sends direct
sums to coproducts we have a canonical equivalence∐
i∈I
K(Ci) ' K(C) . (7.31)
Lemma 7.78. The functors KX and KXql preserve coproducts.
Proof. We will only discuss the case of KX since the quasi-local case KXql is analogous.
Let (Xi)i∈I be a family of bornological coarse spaces and set X :=
∐
i∈I Xi. From the
universal property of the coproduct of C∗-categories we get a functor∐
i∈I
C∗(Xi)→ C∗(X) (7.32)
which sends for every i ∈ I the Xi-controlled Hilbert space (H,φ) to the X-controlled
Hilbert space (H,φ ◦ ι∗i ), where ιi : Xi → X is the inclusion. Since C∗(X) admits finite
sums this functor extends to the additive completion (we use the model introduced by
Davis–Lu¨ck [DL98, Sec. 2]) (∐
i∈I
C∗(Xi)
)
⊕
→ C∗(X) . (7.33)
This extension sends the finite family ((H1, φ1), . . . , (Hn, φn)) in (
∐
i∈I C
∗(Xi))⊕ to the
sum (
⊕n
k=1 Hk,⊕nk=1φk) in C∗(X). We choose an ordering on the index set I. Then we
can define a functor
C∗(X)→
(∐
i∈I
C∗(Xi)
)
⊕
(7.34)
which sends (H,φ) to the tuple (H(Xi), φ|Xi)
′. Here the index ′ indicates that the tuple is
obtained from the infinite family (H(Xi), φ|Xi)i∈I by deleting all zero spaces and listing
the remaining (finitely many members) in the order determined by the order on I. On
morphisms these functors are defined in the obvious way. One now checks that (7.33) and
(7.34) are inverse to each other equivalences of categories. Indeed, both are fully faithful
and essentially surjective. It follows that (7.33) induces an equivalence in K-theory.
We now observe that for every C∗-category C we have an isomorphism A(C⊕) ' A(C)⊗K,
and that the inclusion C→ C⊕ induces the homomorphism
A(C)→ A(C⊕) ∼= A(C)⊗K
given by the usual stabilization map. In particular, it induces an equivalence in K-theory.
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The functor (7.32) has the factorization∐
i∈I
C∗(Xi)→
(∐
i∈I
C∗(Xi)
)
⊕
→ C∗(X) .
By the discussion above both functors induce equivalences after applying K-theory. Hence
K
(∐
i∈I
C∗(Xi)
)
→ K(C∗(X)) (7.35)
is an equivalence. We now use (7.31) to identify the domain of (7.35) with
∐
i∈I K(C
∗(Xi)).
We finally conclude that the canonical morphism∐
i∈I
KX (Xi)→
∐
i∈I
KX (X)
is an equivalence.
7.9. Dirac operators
Let (M, g) be a complete Riemannian manifold. The Riemannian metric induces a metric
on the underlying set of M and therefore (Example 2.17) a coarse and a bornological
structure Cg and Bg. We thus get a bornological coarse space
Mg ∈ BornCoarse .
Let S →M be a Dirac bundle (Gromov–Lawson [GL83]) and denote the associated Dirac
operator by /D. In the following we discuss the index class of the Dirac operator in the
K-theory of the Roe algebra.
The Weitzenbo¨ck formula
/D
2
= ∆ +R (7.36)
expresses the square of the Dirac operator in terms of the connection Laplacian ∆ := ∇∗∇
on S and a bundle endomorphism R ∈ C∞(M, End(S)).
For every m ∈ M the value R(m) ∈ End(Sm) is selfadjoint. For c ∈ R we define the
subset
Mc := {m ∈M : R(m) ≥ c}
of points in M on which R(m) is bounded below by c.
Example 7.79. For example, if S is the spinor bundle associated to some spin structure
on M , then
R = s
4
idS ,
where s ∈ C∞(M) is the scalar curvature, see Lawson–Michelsohn [LM89, Equation (8.18)],
Lichnerowicz [Lic63] or Schro¨dinger [Sch32]. In this case Mc is the subset of M on which
the scalar curvature is bounded below by 4c.
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Since M is complete the Dirac operator /D and the connection Laplacian ∆ are essentially
selfadjoint unbounded operators on the Hilbert space
H := L2(M,S)
defined on the dense domain C∞c (M,S).
The Laplacian ∆ is non-negative. So morally the formula (7.36) shows that /D
2
is lower
bounded by c on the submanifold Mc, and the restriction of /D to this subset is invertible
and therefore has vanishing index. Roe [Roe16, Thm. 2.4] constructs a large scale index
class of the Dirac operator which takes this positivity into account (the original construction
without taking the positivity into account may be found in [Roe96]). Our goal in this
section is to interpret the construction of Roe in the language of bornological coarse
spaces.
We fix c ∈ R with c > 0.
Definition 7.80. We define the big family Yc := {M \Mc} on Mg.
We use the construction explained in Remark 7.22 in order to turn H := L2(M,S) into an
M -controlled Hilbert space (H,φ).
We equip every member Y of Yc with the induced bornological coarse structure. For every
member Y of Yc the inclusion
(H(Y ), φY ) ↪→ (H,φ)
provides an inclusion of Roe algebras (Definition 7.29)
C∗lc(Y,H(Y ), φY ) ↪→ Clc(M,H, φ) .
We define the C∗-algebra
C∗lc(Yc, H, φ) := colim
Y ∈Yc
C∗lc(Y,H(Y ), φY ) .
We will interpret C∗lc(Yc, H, φ) as a closed subalgebra of Clc(M,H, φ) obtained by forming
the closure of the union of subalgebras C∗lc(Y,H(Y ), φY ).
Remark 7.81. The C∗-algebra C∗lc(Yc, H, φ) has first been considered by Roe [Roe16]. In
his notation it would have the symbol C∗((M \Mc) ⊆M).
We now recall the main steps of Roe’s construction of the large scale index classes
index( /D, c) ∈ K∗(C∗lc(Yc, H, φ)) .
To this end we consider the C∗-algebra D∗(M,H, ρ). Its definition uses the notion of pseudo-
locality and depends on the representation by multiplication operators ρ : C0(M)→ B(H)
of the C∗-algebra of continuous functions on M vanishing at ∞.
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Definition 7.82. An operator A ∈ B(H) is pseudo-local, if [A, ρ(f)] is a compact operator
for every function f ∈ C0(M).
Note that in this definition we can not replace ρ by φ. Pseudo-locality is a topological
and not a bornological coarse concept. In order to control propagation and to define local
compactness we could use ρ instead of φ, see Remark 7.37.
Definition 7.83. The C∗-algebra D∗(M,H, ρ) is defined as the closed subalgebra of B(H)
generated by all pseudo-local operators of controlled propagation.
Lemma 7.84. We have an inclusion
C∗lc(Yc, H, φ) ⊆ D∗(M,H, ρ)
as a closed two-sided *-ideal.
Proof. Recall that C∗lc(Yc, H, φ) is generated by locally compact, bounded operators of
controlled propagation which belong to C∗lc(Y,H(Y ), φY ) some Y ∈ Yc. For short we say
that such an operator is supported on Y .
A locally compact operator A is pseudo-local. Indeed, for f ∈ C0(M) we can find a bounded
subset B ∈ Bg such that ρ(f)φ(B) = ρ(f) = φ(B)ρ(f). But then the commutator
[A, ρ(f)] = Aφ(B)ρ(f)− ρ(f)φ(B)A
is compact.
In order to show that C∗lc(Yc, H, φ) is an ideal we consider generators A of C∗lc(Yc, H, φ)
supported on Y ∈ Yc and Q ∈ D∗(M,H, ρ). In particular, both A and Q have controlled
propagation.
We argue that QA ∈ C∗lc(Yc, H, φ). The argument for AQ is analogous. It is clear that QA
again has controlled propagation. Let U := supp(Q) be the propagation of Q (measured
with the control φ). Then QA is supported on U [Y ] which is also a member of Yc.
For every bounded subset B of Mg we furthermore have the identity
φ(B)QA = φ(B)Qφ(U [B])A .
Since U [B] is bounded and A is locally compact we conclude that φ(B)QA is compact.
Clearly also QAφ(B) is compact. This shows that QA is locally compact.
In order to define the index class we use the boundary operator in K-theory
∂ : K∗+1(D∗(M,H, ρ)/C∗lc(Yc, H, φ))→ K∗(C∗lc(Yc, H, φ)) .
associated to the short exact sequence of C∗-algebras
0→ C∗lc(Yc, H, φ)→ D∗(M,H, ρ)→ D∗(M,H, ρ)/C∗lc(Yc, H, φ)→ 0 .
The value of ∗ ∈ {0, 1} will depend on whether the operator /D is graded or not.
We choose a function χc ∈ C∞(R) with the following properties:
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1. supp(χ2c − 1) ⊆ [−c, c]
2. limt→±∞ χc(t) = ±1.
If ψ : R → R is a bounded measurable function on R, then we can define the bounded
operator ψ( /D) using functional calculus. The construction of the large scale index class of
/D depends on the following key result of Roe:
Lemma 7.85 ([Roe16, Lem. 2.3]). If ψ ∈ C∞(R) is supported in [−c, c], then we have
ψ( /D) ∈ C∗lc(Yc, H, φ).
Note that χ2c − 1 is supported in [−c, c]. The lemma implies therefore that
[(1 + χc( /D))/2] ∈ K0(D∗(M,H, ρ)/C∗lc(Yc, H, φ)) .
We then define the class
∂[(1 + χc( /D))/2] ∈ K1(C∗lc(Yc, H, φ)) . (7.37)
This class is independent of the choice of χc. Indeed, if χ˜c is a different choice, then again
by the lemma (1 + χc( /D))/2 and (1 + χ˜c( /D))/2 represented the same class in the quotient
D∗(M,H, ρ)/C∗lc(Yc, H, φ).
The class (7.37) is the coarse index class in the case the Dirac operator /D is ungraded.
In the case that S is graded, i.e., S = S+ ⊕ S−, and the Dirac operator /D is an odd
operator, i.e., /D
±
: S± → S∓, we choose a unitary U : S− → S+ of controlled propagation.
At this point, for simplicity we assume that M has no zero-dimensional components. Then
the relevant controlled Hilbert spaces are ample and we can find such an operator U by
Lemma 7.20. The above lemma implies that
[Uχc( /D
+
)] ∈ K1(D∗(M,H+, ρ+)/C∗lc(Yc, H+, φ+)) ,
where H+ := L2(M,S+) and ρ+, φ+ are the restrictions of ρ, φ to H+. We then define
the class
∂[Uχc( /D
+
)] ∈ K0(C∗lc(Yc, H+, φ+)) . (7.38)
Again by the lemma, this class is independent of the choice of χc. It is also independent of
the choice of U since two different choices will result in operators Uχc( /D
+
) and U˜χc( /D
+
)
such that their difference in the quotient algebra Uχc( /D
+
)(U˜χc( /D
+
))∗ ∼ UU˜∗ comes from
D∗(M,H+, ρ+). Hence they map to the same element under the boundary operator.
In the following we argue that the coarse index classes (7.37) and (7.38) can naturally be
interpreted as coarse K-homology classes in KX∗(Yc). We also assume that M has no
zero-dimensional components.
By an inspection of the construction in Example 7.22 we see that there is a cofinal subfamily
of members Y of Yc with the property that (H(Y ), φY ) is ample. We will call such Y
good. An arbitrary member may not be not good, since it may not contain enough of the
evaluation points denoted by dα in Example 7.22.
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Every member of Yc is a separable bornological coarse space. If the member Y is good,
then by Proposition 7.34 the canonical inclusion is an equality
C∗(Y,H(Y ), φY ) = C∗lc(Y,H(Y ), φY ) .
In view of Theorem 7.64 we have a canonical isomorphism
K∗(C∗lc(Y,H(Y ), φY )) ∼= KX∗(Y ) .
Recall that we define
KX (Yc) := colim
Y ∈Yc
KX (Y ) .
We can restrict the colimit to the cofinal subfamily of good members. Since taking
C∗-algebra K-theory and taking homotopy groups commutes with filtered colimits of
C∗-algebras we get the canonical isomorphism
K∗(C∗lc(Yc, H, φ)) ∼= KX∗(Yc) . (7.39)
Definition 7.86. The large scale index
indexc( /D) ∈ KX∗(Yc)
of /D is defined by (7.37) in the ungraded case, resp. by (7.38) in the graded case, under
the identification (7.39).
These index classes are compatible for different choices of c. If 0 < c < c′, then Mc′ ⊆Mc.
Consequently every member of Yc is contained in some member of Yc′ . We thus get a
map
ι : KX (Yc)→ KX (Yc′) .
An inspection of the construction using the independence of the choice of χc discussed
above one checks the relation
ι∗indexc( /D) = indexc′( /D) .
At the cost of losing some information we can also encode the positivity of /D in a bornology
Bc on M .
Definition 7.87. We define Bc to be the family of subsets B ⊆ X such that B ∩ Y ∈ Bg
for every Y ∈ Yc.
It is clear that Bg ⊆ Bc.
Lemma 7.88. Bc is a bornology on M which is compatible with the coarse structure Cg.
Proof. It is clear that Bc covers M , is closed under subsets and finite unions. Let B ∈ Bc.
For every entourage U of M and Y a member of Yc we have
U [B] ∩ Y ⊆ U [B ∩ U−1[Y ]] .
This subset of M belongs to Bg, since U−1[Y ] ∈ Yc and hence B ∩ U−1[Y ] ∈ Bg.
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We consider the bornological coarse space
Mg,c := (M, Cg,Bc) ∈ BornCoarse .
If Y is a member of Yc then it is considered as a bornological coarse space with the
structures induced from Mg. By construction of Bc the inclusion Y →Mg,c is also proper
and hence a morphism. Taking the colimit we get a morphism of spectra
κ : KX (Yc)→ KX (Mg,c) .
We can consider the class
indexM( /D, c) := κ(index( /D, c)) ∈ KX∗(Mg,c) .
Example 7.89. The Dirac operator /D is invertible at ∞, if there exists c > 0 such that
M \Mc is compact. In this case Yc = Bg is the family of relatively compact subsets of M
and Bc is the maximal bornology. Consequently, the map
p : Mg,c → ∗
is a morphism in BornCoarse and therefore we can consider
p∗indexM( /D, c) ∈ KX∗(∗)
If /D is invertible at ∞, then it is Fredholm and p∗indexM( /D, c) is its Fredholm index.
Note that we recover the Fredholm index of /D by applying a morphism. This shows the
usefulness of the category BornCoarse, where we can change the bornology and coarse
structure quite independently from each other.
7.10. Assembly map
In this section we discuss the construction of the coarse assembly map following Higson–Roe
[HR95] and Roe–Siegel [RS12].
Let (Y, d) be a separable proper metric space and Yd be the associated coarse bornological
space. We let Yt denote the underlying locally compact topological space of Y which
we consider as a topological bornological space. Let furthermore (H,φ) be an ample
Yd-controlled Hilbert space and let ρ : C0(Yt)→ B(H) be a ∗-representation satisfying the
three conditions mentioned in Remark 7.37. Especially, the notions of local compactness
and controlled propagation do not depend on using ρ or φ. We refer to the Example 7.22
which explains why we need these requirements and can not just assume that φ extends
ρ.
We get an exact sequence of C∗-algebras
0→ C∗lc(Yd, H, φ)→ D∗(Yd, H, ρ)→ Q∗(Yd, H, ρ)→ 0 (7.40)
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defining the quotient Q∗(Yd, H, ρ), where the C∗-algebra in the middle is characterized in
Definition 7.83.
Since (H, ρ) is ample, we have the Paschke duality isomorphism (marked by P )
K∗+1(Q∗(Yd, H, ρ))
P∼= KK∗(C0(Yt),C) ∼= Kan,lf∗ (Yt) , (7.41)
see [Pas81],[HR00b], [HR05] and [Hig95]. The analytic locally finite K-homology Kan,lf (Yt)
was introduced in Definition 6.92.
The boundary map in K-theory associated to the exact sequence of C∗-algebras (7.40)
therefore gives rise to a homomorphism
A : Kan,lf∗ (Yt)
(7.41)∼= K∗+1(Q∗(Yd, H, ρ)) ∂−→ K∗(C∗lc(Yd, H, φ)) ∼= KXlc,∗(Yd) ∼= KX∗(Yd) ,
where the last two isomorphisms are due to Theorem 7.64 and Corollary 7.68. It is further
known that the homomorphism A is independent of the choice of the H, φ and ρ above
[HRY93, Sec. 4]. Following [HR05, Def. 1.5] we adopt the following definition.
Definition 7.90. Assume that (Y, d) is a separable proper metric space. The homomor-
phism
A : Kan,lf∗ (Yt)→ KX∗(Yd)
described above is called the analytic assembly map.
We now apply the above construction to the space of controlled probability measures
PU(X) on a bornological coarse space X, see (6.5).
Let X be a bornological coarse space.
Definition 7.91. X has strongly locally bounded geometry if it has the minimal compatible
bornology and for every entourage U of X every U-bounded subset of X is finite.
In contrast to the notion of “strongly bounded geometry” (Definition 6.100) we drop the
condition of uniformity of the bound on the cardinalities of U -bounded subsets.
Assume that X is a bornological coarse space which has strongly bounded geometry. For
every entourage U of X containing the diagonal we consider the space PU(X). Since X
has strongly bounded geometry PU(X) is a locally finite simplicial complex. We equip
the simplices of PU(X) with the spherical metric and PU(X) itself with the induced
path-metric d (recall that points in different components have infinite distance). With
this metric (PU(X), d) is a proper metric space and we denote by PU(X)d the underlying
bornological coarse space, and by PU(X)t the underlying topological bornological space.
The Dirac measures provide an embedding X → PU(X). This map is an equivalence
XU → PU(X)d in BornCoarse, see Definition 3.14. We therefore get a map
AU : K
an,lf
∗ (PU(X)t)
A−→ KX∗(PU(X)d)
7.55∼= KX∗(XU) .
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These maps are compatible with the comparison maps on domain and target associated to
inclusions U ⊆ U ′ of entourages. We now form the colimit over the entourages C of X and
get the homomorphism
µ : QKan,lf∗ (X) ∼= colim
U∈C
Kan,lf∗ (PU(X)t)→ colim
U∈C
KX∗(XU) ∼= KX∗(X) ,
where the first isomorphism is by Remark 6.75 and the second by Proposition 7.60.
In the construction above we assumed that X is a bornological coarse space with strongly
locally bounded geometry. The condition of strongly locally bounded geometry is not
invariant under equivalences of bornological coarse spaces. For example, the inclusion
Z→ R is an equivalence, but Z has strongly locally bounded geometry, while R has not.
Let X be a bornological coarse space.
Definition 7.92. X has locally bounded geometry if it is equivalent to a bornological
coarse space of strongly locally bounded geometry.
Note that bounded geometry (Definition 6.102) implies locally bounded geometry.
We now observe that the domain and target of the homomorphism µ are coarsely invariant.
By naturality we can therefore define the homomorphism µ for all X of locally bounded
geometry using a locally finite approximation X ′ → X
µ : QKan,lf∗ (X) ∼= QKan,lf∗ (X ′)→ KX∗(X ′) ∼= KX∗(X) .
Definition 7.93. Assume that X is a bornological coarse space of locally bounded geometry.
The homomorphism
µ : QKan,lf∗ (X)→ KX∗(X)
described above is called the coarse assembly map.
Remark 7.94. The notation QKan,lf∗ (X) for the domain of the assembly map looks
complicated and this is not an accident. This coarse homology group is defined using a
complicated procedure starting with functional analytic data and using the homotopy
theoretic machine of locally finite homology theories in order to produce the functor Kan,lf
which we then feed into the coarsification machine Q˜ introduced in Definition 6.74. The
construction of the assmbly map heavily depends on the analytic picture, in particular on
Paschke duality and the boundary operator in K-theory.
The spaces PU (X) which occcur during the construction of the assembly map are all locally
finite-dimensional simplicial complexes. So by Corollary 6.93 we could replace QKan,lf (X)
by Q(KU ∧ Σ∞+ )lf if we wished.
Remark 7.95. One could ask wether the comparison result Corollary 6.115 implies the
coarse Baum–Connes conjecture stating that the coarse assembly map µ is an isomorphism,
if X is a bornological coarse space of bounded geometry which has a cofinal set of entourages
U such that the coarse spaces (X, C〈U〉) have finite asymptotic dimension.
Unfortunately, Corollary 6.115 does not directly apply to the coarse assembly map µ.
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First of all µ is not defined for all bornological coarse spaces. Furthermore it is not a
transformation between spectrum valued functors.
The first problem can easily be circumvented by replacing the category BornCoarse by
its full subcategory of bornological coarse spaces of locally bounded geometry everywhere
and applying a corresponding version of Corollary 6.115.
The second problem is more serious. One would need to refine the constructions leading
to the map A (Definition 7.90) to the spectrum level.
In [BE17a] we will study the construction of spectrum-valued assembly maps in a systematic
manner.
Remark 7.96. There are examples of spaces X with bounded geometry such that the
coarse assembly map µ : QKan,lf∗ (X) → KX∗(X) is not surjective, i.e., these spaces are
counter-examples to the coarse Baum–Connes conjecture. For the construction of these
examples see Higson [Hig99] and Higson–Lafforgue–Skandalis [HLS02].
Composing the coarse assembly map with the natural transformation KX → KXql we get
the quasi-local version
µql : QK
an,lf
∗ (X)→ KXql,∗(X)
of the coarse assembly map. The natural question is now whether the above surjectivity
counter-examples still persist in the quasi-local case.
We were not able to adapt Higson’s arguments to the quasi-local case, i.e., the question
whether we do have surjectivity counter-examples to the quasi-local version of the coarse
Baum–Connes conjecture is currently open.
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(X, C,B), 13
(X,S,B), 93
(X, T ), 41
−⊗−
bornological coarse space, 18
−n−, 16
−⊗−
topological bornological space, 94
−lf , 96
−U , 17
A, 144, 175
Af , 142
Ass, see coarse assembly map
C(−), 126
CX , 79
CXn(−), 80
C∗-category, 141
C∗Algsep, 114
H(−), 126
HX , 81
Ip−, see coarse cylinder
K-homology
analytic locally finite, 116
coarse, 150
KX , KXql, 150
Kan,lf , 116
Kan, 115
L(−), 112
N(−), see nerve of a cover
P (−), 85
Q, 86, 109
Q∗(Yd, H, ρ), 175
U -
bounded, 14
controlled chain, 80
separated, 128
subsets, 134
thickening, 13
U [−], see U -thickening
Uφ, 42
BornCoarse, see bornological coarse space
C∗-Cat, 142
Ch, 79
/D, see Dirac operator
Funcolim(−,−), 28
Loc(−), 111
PSh(−), 20
Sh{0,1}(−), 24
Σ∞+ , 30, 85
Σmot+ , 31
Σ∞,lf+ , 105
Sp, 30
SpX , see motivic coarse spectra, 31
SpX〈−〉, 122
Spc, 20
SpcX , 27
TopBorn, 94
Toplc,sep, 111
Toplc, 94
‖ − ‖, see nerve of a cover
Yos, 31
C∗(−), see Roe category
C∗ql(−), see quasi-local Roe category
KK, 114
U, see uniform space
B, see bornology
Bc, 174
C, see coarse structure
C∗(−), see Roe algebra
C0-structure, 43, 45
Ch, see hybrid coarse structure
C∗lc(−), 135
C∗lc,ql(−), 135
C∗ql(−), 135
D∗(−), 171
EM, 81
O(−), see cone
O∞, 51
R, 169
S, see topology
T , see uniform structure
T -admissible, 42
µ−, 127
yo, 20
{−}, see big family generated by −
u-continuous, 27, 75
182
additive
coarse homology theory, 78
locally finite homology theory, 101
strongly, 78
ample, 128
analytic
assembly map, 175
locally finite K-homology, 116
anti-Cˇech system, 67
assembly map, 122
analytic, 175
coarse, 176
asymptotic dimension, 123
Baum–Connes problem, 122, 177
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generated by −, 19
in BornCoarse, 19
in TopBorn, 99
bornological coarse space, 13
Γ-equivariant, 15
discrete, 14
flasque, 24
separable, 136
underlying a metric space, 15
bornological map, 13
bornology, 12
generated by −, 14
maximal, 14
minimal, 14
of metrically bounded sets, 15
bounded, 12
U -, 14
cover, 66
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locally, 176
of a bornological coarse space, 120
of a discrete metric space, 70
of a simplicial complex, 120
strongly, 119
strongly locally, 175
classical coarse homology theory, 34
close morphisms, 22
closed excision, 99
coarse
K-homology, 150
additive homology theory, 78
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Baum–Connes problem, 122, 177
components, 17
cylinder, 37
equivalence, 23
excision, 28
homology theory, 74
ordinary homology, 81
strongly additive homology theory, 78
version of a spectrum, 122
coarse structure, 13
from a metric, 15
generated by −, 14
hybrid, 43
maximal, 14
minimal, 14
coarsely
connected, 17
excisive pair, 29
invariant, 24
coarsening space, 67
coarsification
of a bornological coarse space, 86, 118
cofinal
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compatible
bornology and coarse structure, 13, 14
bornology and topology, 93
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morphism, 43
uniform and coarse structure, 42
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u-, 27, 75
controlled
chain, 80
Hilbert space, 126
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determined on points, 126
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propagation, 127
183
subset, 13
thickening, 13
coproducts
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in TopBorn, 94
preserved
in BornCoarse, 77
in TopBorn, 105
decomposition
uniform, 46
Decomposition Theorem, 47
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descent, 21
determined on points, 126
Dirac
bundle, 169
operator, 169
discrete
bornological coarse space, 14
uniform structure, 42
Eilenberg–MacLane correspondence, 81
entourage, 13
Γ-invariant, 15
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Lebesgue, 66
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homotopy, 40
in BornCoarse, 23
exact space, 70
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coarse, 29
open, 99
weak, 100
finite asymptotic dimension, 71, 123
flasque
bornological coarse space, 24
generalized sense, 26, 28
hybrid space, 57
topological bornological space, 97
flasqueness
implemented by −, 25
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in BornCoarse, 16
in TopBorn, 95
function between posets, 42
good metric, 61
Grothendieck topology, 21, 28
Hausdorff
uniform structure, 41
Hilbert space
controlled, 126
determined on points, 126
locally finite, 126
homology theory
classical coarse, 34
coarse, 74
locally finite, 100
homotopic morphisms, 39
homotopy
topological bornological space, 97
homotopy equivalence, 40
homotopy invariant
topological bornological space, 97
Homotopy Theorem, 52
hybrid coarse structure, 43
ideal in a C∗-category, 147
index class, 173
induced
bornological coarse structure, 14
coarse structure from a metric, 15
large scale index class, 173
Lebesgue entourage, 66
locally
bounded geometry, 176
strongly, 175
compact, 133
countable
space, 129
subset, 12
finite
operator, 133
space, 129
subset, 12
locally compact subset, 111
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locally finite
analytic K-homology, 116
chain, 80
evaluation, 96
functor, 95
Hilbert space, 126
homology theory, 100
additive, 101
subspace, 127
map
bornological, 13
controlled, 13
proper, 13
maximal
bornology, 14
coarse structure, 14
metric
good, 61
metric space, 15
path-metric space, 15
minimal
bornology, 14
coarse structure, 14
compatible bornology, 14
mixed union, 17, 35
morphism
betweenX-controlled Hilbert spaces, 127
between bornological coarse spaces, 13
between topological bornological spaces,
93
morphisms
compatible, 43
homotopic, 39
motivic
coarse space, 27
coarse spectra, 30
nerve of a cover, 66
open excision, 99
operator
locally compact, 133
locally finite, 133
pseudo-local, 171
quasi-local, 134
ordinary coarse homology, 81
Paschke duality, 175
path-metric space, 15
presheaves
space valued, 20
product
−⊗−, 18
−n−, 16
in BornCoarse, 16
in TopBorn, 94
uniform structure, 45
propagation, 127
proper map, 13
Property A, 70
pseudo-local operator, 171
quasi-local
operator, 134
Roe category, 149
Roe
algebra, 135
category, 149
quasi-local, 149
separable, 136
sheafification, 21
shriek maps, see wrong way maps
space
bornological coarse, 13
coarsening, 67
exact, 70
locally countable, 129
locally finite, 129
metric, 15
motivic coarse, 27
path-metric space, 15
separable, 136
topological bornological, 93
strongly
bounded geometry, 119
locally bounded geometry, 175
strongly additive
coarse homology theory, 78
subcanonical, 21
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subset
U -bounded, 14
U -separated, 128, 134
bounded, 12
controlled, 13
dense, 128
locally compact, 111
support
of a chain, 79
of a probability measure, 85
of an operator, 127
thickening
U -, 13
controlled, 13
topological bornological space, 93
flasque, 97
topology, 93
umkehr maps, see wrong way maps
uniform
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entourages, 41
space, 41, 45
structure, 41
discrete, 42
from a metric, 41
uniformly
contractible, 117
embeddable, 70
uniformly continuous, 43
union
free
in BornCoarse, 16
in TopBorn, 95
mixed, 17, 35
weak excision, 100
wrong way maps, 100
Yoneda embedding, 20, 31
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