The stability and dynamics of spiral wave meandering were studied by examining the behavior of small perturbations to a steadily rotating action potential wave. The disturbances responsible for meandering were found to be generated through an interaction between the unstable local linear dynamics characteristic of the action potential trailing edge near the core and perturbations existing in the region immediately behind this edge. Significantly, for the cases studied, neither wavefront curvature nor head-tail interactions were involved in this process. Study of the generation mechanism using a series of representative mathematical models and computer experiments led to the prediction that the following features of rotating action potentials render them more susceptible to meandering: ͑1͒ proximity of the wave tip to the center of rotation, ͑2͒ wider action potential leading and trailing edges, and ͑3͒ slower wave rotation speeds. Variation of basic tissue properties, including firing threshold potentials and excitability above threshold, affected these properties, and those of the perturbation dynamics, in several ways, producing both stabilizing and destabilizing effects. The nature of the involvement of various tissue and membrane electrical properties is therefore complex, affecting several factors relevant to meandering at once. © 2002 American Institute of Physics. ͓DOI: 10.1063/1.1503921͔
I. INTRODUCTION
Functional reentry of various types, including spiral wave reentry, is often implicated as one of the underlying causes responsible for ventricular tachycardia, [1] [2] [3] [4] with the relative importance of these waves and their detailed nature still being a matter of intense controversy. One commonly observed feature of spiral waves is their tendency to meander. [5] [6] [7] Under some conditions, the spiral tip does not travel in a circular or elliptical path around the core region, but instead follows a more complicated, often ''flowershaped'' trajectory. The path can be epicycloidal, cycloidal, or hypocycloidal 8 or trace out an irregular path. 9, 10 There has been speculation that spiral wave meandering may underlie polymorphic tachycardias or even ventricular fibrillation.
The study of meandering has been difficult because the cause is most likely located in or near the spiral core, where the behavior of both the action potential and the environment in which it travels are often very much different from those appearing in situations in which plane waves propagate in essentially a single direction. The conventional ideas associated with quasi-one-dimensional action potential propagation, including the notions of sharp wavefronts, wavefront curvature, and electrical restitution therefore do not rigorously apply, requiring us to start almost from scratch on a problem which is fundamentally two-dimensional.
Another theoretical approach to the problem, which assumes a sharp boundary for the entire excited region making up the propagating action potential, has produced a number of illuminating, detailed studies in this limit ͑e.g., Refs. 11-13, and 5͒, particularly when combined with other assumptions, including the quasistatic approximation, weak excitability, etc. These studies may or may not be directly applicable to the study of reentrant cardiac action potential propagation patterns, which have spatially diffuse wavebacks, strong excitability, rapid propagation speeds, and a wide range of dynamical time scales, but nevertheless provide important insights into the concepts that may be involved in meandering, and how best to view this problem.
For the Fitzhugh-Nagumo model, 14 ,15 a simplified model of excitable tissue, Barkley 16 studied spiral wave meandering by analyzing the stability of perturbations of the dynamical variables in the frame of reference rotating with the spiral wave. Barkley found that the spiral tip is indeed unstable in certain situations. No explanation, however, was offered as to why and by what mechanism meandering occurred.
In our study, we revisit the methods employed by Barkley. We obtain results essentially the same as his. We then consider in detail the nature of the perturbations which correspond to spiral wave meandering and investigate the mechanism by which meandering occurs. We demonstrate that meandering is a consequence of electrotonic and convective effects, in addition to local dynamics, in and behind the tail of the action potential, and that, furthermore, the action potential wavefront is not involved in the fundamental cause of the meandering instability for the cases studied. This implies that such mechanisms as head-tail interactions and wavefront curvature effects, often quoted in the description of meandering, have no primary role in the development of meandering, although these effects are important indirectly in determining the spatial structure of the rotating wave. The analysis also uncovers those features of the action potential and the medium which promote or inhibit spiral wave meandering.
The results we obtain are not immediately applicable to cardiac spiral waves, because we use the Fitzhugh-Nagumo model, which does not include many effects important in the heart. However, the Fitzhugh-Nagumo model is important in that it represents a generic excitable medium; thus the mechanisms described here should at least be considered as a starting point, a reference, against which other mechanisms discovered in more realistic models can be compared.
II. METHODS
To study spiral wave meandering, we used a method which is essentially the same as the one first described by Barkley 16 although we implemented it in a slightly different manner. The idea here was to consider spiral wave meandering to be a perturbation to a steadily rotating spiral wave. Our version of the method involved three steps: ͑1͒ finding the approximate rotation frequency ⍀ of the spiral wave, ͑2͒ finding a time-independent solution in the frame of reference rotating with this frequency ⍀, which we then assumed was the steadily rotating spiral wave, and then ͑3͒ solving for the behavior of linear perturbations about this time-independent solution. More detail is provided in the following.
͑1͒ The full-dynamics simulation. To find the angular frequency ⍀, we initialized a spiral wave in a conventional two-dimensional computer model of the Fitzhugh-Nagumo equations:
implemented with no-flow boundary conditions. We used a simple forward Euler method to advance the equations in time. The dynamical variables, V(x,y) and W(x,y), were defined on a two-dimensional rectangular grid. Here V is the membrane potential, while W is a variable representing the refractoriness of the cells. Following Winfree 17 we took as our baseline ͑default͒ case ⑀ϭ0.2, ␤ϭ0.7, and ␥ϭ0.8, and Dϭ1.0. For these parameters, we used a time step ⌬t ϭ0.003 125 and grid spacings ⌬xϭ⌬yϭ0.4. We used a comparatively small computational grid of 50 cells by 50 cells, chosen mainly because step ͑2͒ in the following is quite time-consuming and memory intensive. A larger grid, up to 100 by 100 cells, was used when necessary. We used a standard cross-field stimulation protocol to produce the spiral wave. Once the spiral wave was initiated, we waited for transient effects to damp out ͑which typically took two rotation periods͒ and then measured the observed rotation frequency ⍀. The measurement was approximate, particularly when the spiral wave was meandering.
͑2͒ The nonlinear eigenmode solver. The next step was to find a steady-state rotating solution with rotation frequency approximately that obtained from step ͑1͒. In the rotating frame, the Fitzhugh-Nagumo equations, Eqs. ͑1͒ and ͑2͒, transform into
where ϭtan
Ϫ1
(y/x) is the polar angle around the origin. To find a steady-state solution, we set ‫ץ/ץ‬tϭ0 in these equations. Expressing ‫ץ/ץ‬ in rectangular coordinates ‫ץ/ץ(‬ ϭx(‫ץ/ץ‬y)Ϫy(‫ץ/ץ‬x)), we obtain
where V 0 (x,y) and W 0 (x,y) designate the steady-state solution. We represented the spatial derivatives and no-flow boundary conditions in standard finite difference form. We then applied the Newton-Raphson method to solve the resulting equations. As the steady-state solution is approached, we also began simultaneously fine-tuning the value of ⍀; otherwise, we found that the converging solution suddenly diverges when it discovers that no solution actually exists for the approximate value of ⍀ originally specified. To test the algorithm, we tried as our first Newton-Raphson ''guess'' randomly generated noise for both V 0 and W 0 . For the default values of ⑀, ␤, and ␥, we obtained convergence to a spiral wave solution, convergence to a series of states periodic in the iteration number, or nonconvergence, with approximately equal probabilities. The ability of the method to converge to a spiral wave solution, without prejudice, provided us confidence that the method was correctly coded and effective in finding relevant solutions. For some combinations of parameters, we could not obtain convergence with any regularity using noise as an initial guess. For these parameters, we used the time-dependent rotating wave solution at some arbitrary time obtained from the first step of our method ͑see above͒ as our initial guess. Convergence to a rotating wave solution was then typical. Strictly speaking, our use of no-flow boundary conditions in a square system is not consistent with a stationary state in the interior of the system. For example, we would normally expect the lack of communication between corners as the system rotates ͑in the lab frame͒ to cause problems. In practice, we have not found this to be case, probably because the structure of a spiral wave is determined ''from the inside out,'' with the dynamics of core typically defining the entire structure of the spiral wave. When noticeable effects were detected, increasing the size of the system generally cured the problem.
͑3͒ The linear perturbation simulation. The final step was to conduct a linear perturbation analysis around the steady-state solutions obtained from step ͑2͒. This analysis was conducted either in the lab frame or in the rotating frame, depending on the situation.
In the lab frame, the steady state solution is rotating around the origin with angular frequency ⍀. We therefore assumed solutions of the form In some cases, particularly those in which the rectangular boundary appeared to be affecting the solution, we conducted the simulation in the frame rotating with the steady state at angular frequency ⍀. In this frame, the steady-state solutions are independent of time, so that V͑x,y,t ͒ϭV 0 ͑ x,y ͒ϩ␦V͑ x,y,t ͒, ͑11͒
W͑x,y,t ͒ϭW 0 ͑ x,y ͒ϩ␦W͑ x,y,t ͒. ͑12͒
Equations ͑3͒ and ͑4͒ become ‫␦ץ‬V ‫ץ‬t
‫␦ץ‬W ‫ץ‬t
Numerically, the advective terms in these equations ͑i.e., those involving ⍀͒ were handled using the Lax-Wendroff method. 19, 20 The forward Euler method was used for the remaining terms. The disadvantage with this method for our problem was that the Lax-Wendroff method is not strictly causal-that is, it produces numerical artifacts upstreamwhich created problems in some cases. Thus, for most of our simulations, we tended to prefer the lab frame-based method, which preserves causality.
III. RESULTS AND ANALYSIS
These computational methods, together with some supporting theoretical analysis, allowed us to examine a number of different questions concerning meandering using a number of different approaches. In the following, we present the results of these studies, organized as follows: Section III A describes the general features typical of the unstable linear perturbation eigenmode responsible for the meandering instability. We then proceed to lay the theoretical groundwork for analyzing this instability. Accordingly, we identify the linear dispersion relation and discuss first its local properties ͑Sec. III C͒ and then its global ͑i.e., spatially dependent͒ properties ͑Sec. III D͒. Discussion of the global properties begins with the consideration of two simplified models, from which we derive some basic relationships and also a mechanism we believe is responsible for the meandering eigenmode. We next return to the spiral wave case to look for evidence of these relationships and the hypothesized mechanism. We then test the validity of the mechanism by varying the various parameters in an artificial manner designed specifically to test the predictions of the theory ͑Sec. III E͒. Finally, we examine the stability of steady states for several different system parameter values in Sec. III F. The stability of these systems to meandering is again compared to predictions based on the proposed mechanism.
A. Principal features of the spiral wave eigenmode
Our first task was to solve for the steady state spiral wave and fastest growing eigenmode for our ''baseline'' case, ␤ϭ0.7, ␥ϭ0.8, ⑀ϭ0.2, Dϭ1.0, ⌬xϭ⌬yϭ0.4, ⌬t ϭ0.003 125, and N x ϭN y ϭ50. The steady state solution found is shown in Fig. 1͑a͒ . The rotation frequency ⍀ turned out to be 0.5129.
The fastest growing perturbation about this steady state is shown in Fig. 1͑b͒ . The ␦V perturbation is confined almost exclusively to the leading and trailing edges of the zero-order action potential V 0 (x,y); that is, the border of the action potential, which we will refer to as the ''racetrack'' region. The growth rate of the perturbation was measured to be 0.078. When observed as a function of time, the ␦V pertur-bation waves appear to originate from a small, localized area, which we will call the ''generating region,'' situated on the trailing edge of the steady state action potential, just to one side of the spiral wave tip ͓see Fig. 1͑b͔͒ . Once formed, each perturbation breaks into two waves traveling in opposite directions along the racetrack, one propagating around the spiral tip then along the front edge of the action potential, and the other propagating away from the spiral tip along the back edge of the potential.
B. The linear dispersion relation
The behavior shown in Fig. 1 is perhaps most easily explained by examining the linear dispersion relation for our perturbation model. Since the coefficients in Eqs. ͑9͒ and ͑10͒ are time-independent, the perturbation normal modes of the system must be of the form ␦V(x,y,t)ϭ␦V(x,y)e Ϫit and similarly for ␦W(x,y,t). The mode with the largest growth rate, i.e., the mode with the most positive value of Im(), will eventually dominate and therefore is the one we are presumably seeing in Fig. 1͑b͒ . Substituting this expression for ␦V(x,y,t) into Eqs. ͑13͒ and ͑14͒, and again using ‫ץ/ץ‬ϭx(‫ץ/ץ‬y)Ϫy(‫ץ/ץ‬x), we obtain the normal mode dispersion relation,
Without the first two terms on the right-hand side, this is just the dispersion relation describing the local stability of perturbations ͓␦V,␦W͔ T at a particular point (x,y). The full equation essentially says that the complex frequency of the perturbation is determined by three effects corresponding to the three terms on the right-hand side: ͑1͒ advection of perturbations in concentric circles around the center of rotation ͑the first term on the right-hand side͒, ͑2͒ spatial diffusion of the membrane potential ͑the second term͒, and ͑3͒ the local dynamics of the perturbation ͑the third term͒. We note that this form of the dispersion relation holds irrespective of whether we are considering spiral waves in a model with simple local dynamics, as we are doing here, or we are using a complex dynamical model, such as one based on LuoRudy ͑LRd͒ 21, 22 local dynamics. Only the third term, containing the perturbation dynamics of the local model used, will be different.
C. Local properties of the perturbation
We can use this dispersion relation to analyze the stability of this system ͑or, for that matter, other more complicated systems͒, by first considering the local stability properties of the system by ignoring the first two terms on the right-hand side, and later considering how these terms modify the stability. For the Fitzhugh-Nagumo equations, the local dispersion relation is simply
where Aϭ(1/⑀)(1ϪV 0 2 ). Solving for the perturbation mode frequency ,
When ⑀Ӷ1 ͑typical͒, then usually ͉A͉ӷ⑀␥ and ͉A͉ӷ1, in which case Eq. ͑17͒ simplifies to
͑18͒
When ͉V 0 ͉Ͻ1, A is positive, and the mode associated with the first frequency, ϭiA, dominates, with a positive growth of order 1/⑀. The condition ͉V 0 ͉Ͻ1 holds in the interior of the racetrack region surrounding the action potential. This explains why the ␦V perturbation amplitudes are by far largest in the racetrack region of the spiral wave shown in Fig. 1͑b͒ . When ͉V 0 ͉Ͼ1, true of both the plateau of the action potential and the region outside it, both growth rates in Eq. ͑18͒ are negative, with the second growth rate, being O(⑀), dominating. Solutions to Eq. ͑17͒ for ⑀ϭ0.2, ␥ ϭ0.8, and Dϭ1 are shown in Fig. 2 . We also note that the solutions are oscillatory in the vicinity of V 0 ϭ1, which corresponds spatially to the edges of the racetrack region. 
D. Characterization of the perturbation dynamics in space
We next turn to the modification of these growth rates by the two spatial derivative terms we previously ignored. An instructive simple mathematical model which can help us understand Eq. ͑15͒ is
Equation ͑19͒ is similar to our perturbation equations in that the dependent variable ␦V(x,t) is advected ͑that is, ''flows'' across the system͒ with velocity v, suffers spatial diffusion proportional to diffusion constant D, and is amplified by a local growth rate ␣, which is a function of x. This equation has analytical solutions when we assume a simple profile for ␣, namely ␣(x)ϭ␣ 0 (1Ϫx 2 /a 2 ), where ␣ 0 and a are constants. Note that the local growth rate ␣ is positive for Ϫa ϽxϽa, and negative elsewhere. This equation has an analytic solution of the form
as illustrated in Fig. 3 . By substituting this form for ␦V into Eq. ͑19͒ and equating coefficients of the resulting polynomial in x, we find that
The frequency is expressed as three terms, each of which represents an important effect. Advection is continuously trying to push perturbations attempting to grow in the unstable region ͉x͉Ͻa out to the downstream side of this region with velocity v, as evidenced by the rightward displacement of the peak of the function shown in Fig. 3 from the point x ϭ0. If diffusion were absent, sustained growth would not be possible, since perturbations would be swept out of the unstable region in finite time, with velocity v, and would no longer be able to grow. The presence of diffusion produces a continuous spreading of the upstream portion of this peak back into the unstable region ͑represented by the overlap of the left flank of finite width peak in Fig. 3 with the unstable region͒, reintroducing the possibility of continuous growth. This battle between advection and diffusion is expressed by the first term on the right-hand side of Eq. ͑23͒. Advection always wins the battle ͑i.e., the net result is always stabilizing, the imaginary part is always negative͒, but its effect can be rendered arbitrarily small if the amount of diffusion, characterized by D, is made very large. Paradoxically, D also has a separate, stabilizing effect. In general, the height of any bump is diminished as diffusion spreads it in space. Standard theory of the diffusion equation specifies that a bump with characteristic spatial size is damped in amplitude at rate D/ 2 , exactly as described by the second term in Eq. ͑23͒.
Finally, the local growth rate contributes to the overall growth rate, as specified by the third term in Eq. ͑23͒.
Another useful simplified model involves the onedimensional version of the linearized Fitzhugh-Nagumo equations:
For the fixed profile V 0 2 (x), we use 2.25 tanh 2 (x/). The perturbation quantities ␦V(x,t) and ␦W(x,t) are initialized with random noise. The fastest growing eigenmode of the system is then eventually the one that we see.
For larger values of the velocity (vϾ2.03), we find that the mode with the most positive growth rate is damped, consistent with the previous analysis. Growth of the most unstable mode occurs for vϽ2.03. For the smaller values of v in this range, the most unstable mode is, apart from the overall growth, periodic, repeating behavior first with one sign, then with the other, indefinitely. Typical behavior of this mode is shown in Fig. 4 , for vϭ0.6155. We can describe this behavior by starting arbitrarily at the point at which ␦V is large and positive and ␦W is relatively small, as shown in Fig. 4͑a͒ . The combination of positive ␦V and small ␦W leads to the growth of ␦V in the locally unstable region ͑de- noted by the shaded region͒, as depicted by the vertical arrow in Fig. 4͑a͒ and shown in Figs. 4͑b͒ and 4͑c͒. This growth in ␦V in turn results in enhanced refractoriness in the form of a growing ␦W, as suggested by Eq. ͑25͒ and illustrated in Figs. 4͑b͒ ͑arrow͒ and 4͑c͒ ͑trace of ␦W). This region of positive ␦W is immediately displaced in the negative x direction, due to its advection by v. ͓The wave frame advection is in the direction opposite the lab frame wave propagation direction. A simple way to think of this is that the wave is leaving the region of enhanced refractorines behind; thus the bump in ␦W appears on the trailing edge ͑negative x edge͒ of the locally unstable region.͔ The perturbation ␦V experiences a similar displacement, but to a much smaller degree, due to the effect of diffusion described in the previous model, as characterized by the appearance of D in the denominator of the expression for the displacement x 0 in Eq. ͑21͒. The displacement of ␦W carries it backwards across the edge of the region of local instability into the region of local stability (xϽϪ0.6). Here, the value of 1 ϪV 0 2 is either small or substantially negative. The two terms in Eq. ͑24͒, (1ϪV 0 2 )␦V and Ϫ␦W, thus both tend to pull ␦V downward below zero in this region, as shown in Fig. 4͑c͒ . Diffusion then helps to expand this new region of negative ␦V forwards into the locally unstable region, as shown in Fig. 4͑d͒ . Once ␦V turns negative in the shaded region, the local instability of the region pulls it to much more negative values, as shown in Figs. 4͑e͒ and 4͑f͒. The cycle then repeats with opposite polarity.
The importance of this analysis is that we observe very similar dynamics when we consider the behavior of the linear perturbations associated with the steady state spiral wave. This is illustrated in Fig. 5 , where we show the spiral wave eigenmode at six different times. These six figure panels were chosen so that the activity shown in each corresponds to similar activity in the corresponding six panels in Fig. 4 .
We start with the value of ␦V near its maximum in the generating region and ␦W close to zero, as shown in Fig. 5͑a͒ . This configuration is analogous to the one we started with in the description of Fig. 4͑a͒ . This region of positive ␦V implies that the membrane potential is above its steady steady value there, which leads to enhanced refractoriness and thus positive ␦W in the same region, as shown in Fig. 5͑b͒ , in analogy to the above-described mechanism leading to This effect is also helped along by the slow velocity of the wave in this region, which prevents the generating region from ''running away'' from the negative ␦V region. Lower values of ␦V thus start to diffuse back into the generating region, as shown in Fig. 5͑d͒ . The result, as shown in Fig.   5͑e͒ , is the amplification of ␦V in the generating region, which this time has negative polarity. The process is then observed to repeat with opposite polarity.
Meandering is then produced as follows. Once the higher than average membrane potential is produced in the generating region ͓the red, positive ␦V region shown in Fig.   5͑a͔͒ it then propagates around the tip of the steady state action potential as shown in Figs. 5͑b͒ and 5͑c͒. Positive ␦V in any region of the racetrack is equivalent to the perturbed action potential bulging outward in that region. At the spiral tip, therefore, positive ␦V pushes the spiral tip closer to the center of rotation. This then decreases the curvature of the racetrack on the front side of the spiral tip, which hastens depolarization at that point ͓as evidenced by the red region on the front side of the wave in Figs. 5͑d͒ and 5͑e͔͒ , speeding the forward progress of the spiral tip in the direction of overall rotation of the wave. The region of decreased curvature then proceeds to ride away along the front of the wave ͓cf. Fig. 1͑b͔͒ modifying the position of the wavefront as it goes. In the meantime, the polarity of the perturbation has reversed in the generating region, replacing premature depolarization with delayed depolarization. This in turn increases the curvature of the spiral tip, thus causing the spiral tip to pull away from the center, and then slow its forward progress, due to the resulting displacement of the region of increased curvature to the front of the spiral tip. This motion of the spiral tip in the rotating frame, inwards, forwards, outwards, and backwards, corresponds to rotation in the sense opposite that of the rotation direction of the rotating frame, consistent with what we observe for this case in nonlinear simulations in the lab frame. We again emphasize that the modification to the curvature of the spiral tip, while clearly an important player, is not the primary source of meandering. That role is relegated to the dynamics in and behind the generating region.
E. Validity of the meandering mechanism
To check the validity of the mechanism illustrated in Figs. 4 and 5 we examined the effect of changing various features of this linear perturbation simulation on the behavior and growth of the perturbation. The idea here was to modify, one by one, the parameters characterizing the environment in which the perturbation evolves, so as to allow study of the role each of these characteristics plays in determining the perturbation growth rate. The baseline case to which we applied these modifications is the one illustrated in Figs. 1͑a͒  and 1͑b͒ .
When simulation runs were conducted using the steady state profile shown in Fig. 1͑a͒ rotating around the origin with the baseline angular frequency (⍀ϭ0.5129), but with perturbation dynamics calculated using different values of the coupling coefficient D rather than the baseline value of Dϭ1.0, we obtained the dependence of the complex frequency of the perturbation on D shown in Fig. 6͑a͒ . We find that the growth rate first increases and then decreases with increasing D, with the peak occurring at about Dϭ0.08. This is consistent with the simplified model associated with Eq. ͑19͒ discussed earlier. In that case, the growth rate, given by imaginary part of in Eq. ͑23͒, peaks as a function of D because of the presence of D in both the denominator of the first term and the numerator of the second term. The peak in the growth rate occurs for a value much smaller than the baseline value, implying that coupling plays a stabilizing role in the actual perturbation dynamics of the baseline case.
Discrepancies between the simplified model and the perturbation simulations are easily explained. The growth rate in the spiral wave perturbation simulations goes to a finite value as D→0, rather than Ϫϱ as predicted by Eq. ͑23͒ because the simulations are spatially periodic-perturbations left behind by the spiral wave as it rotates are reintroduced at the front of the wave when the wave comes around the next time. Thus, perturbations are alternately amplified while in the racetrack region, and damped at all other times as the steady state potential rotates. There exists, therefore, the possibility of either net damping or growth for Dϭ0. Similarly, the finite spatial size of the circular path traced out by a given point on the rotating steady state potential prevents the growth rate from going to Ϫϱ as D→ϱ. Large values of D would allow the unstable racetrack region to affect all portions of the path through diffusion across and around the core region.
We can check the dependence of the growth rate on the velocity of the steady state profile predicted by Eq. ͑23͒ by varying the rotation frequency of V 0 in the perturbation simulation. Increasing the rotation rate of course increases the speed with which the steady state profile sweeps across a given cell. Figure 6͑b͒ shows the results. As expected, the growth rate generally decreases as the frequency ⍀, and therefore the velocity, increase. In contrast to the prediction of Eq. ͑23͒, however, the growth does not decrease indefinitely in the limit of large velocities. Instead, as shown in Fig. 6͑b͒ , the growth rate levels off at a value 0.2 for larger values of ⍀. We can explain this in terms of the periodicity imposed by the rotation of the system. Because of the rotation, each cell alternately encounters amplification and attenuation, as the cell repeatedly passes through and between the racetrack regions of the zero-order potential V 0 . Thus, the net growth rate over a cycle is determined by a balance between the growth and decay dynamics resident in each of these regions. This is in contrast to the model from which Eq. ͑23͒ was derived, where cells only encounter the unstable region once. The arguments are blurred by the important effects of diffusion, but nevertheless serve to explain why the growth rate cannot approach Ϫϱ as ⍀→ϱ.
Equation ͑23͒ also suggests that the growth rate should increase with increasing racetrack width 2a, since the second term on the right-hand side scales as Ϫi/a. A wider racetrack region tends to reduce the stabilizing effect of dif- FIG. 6 . Growth rate ͑solid trace͒ and frequency ͑dash-dotted trace͒ measured from the linear perturbation simulation vs ͑a͒ diffusion coefficent D, ͑b͒ steady state V 0 profile rotation frequency ⍀, ͑c͒ relative racetrack width w ͑see the text͒, ͑d͒ ⑀ 1 , and ͑e͒ distance of the spiral wave tip from the center of rotation, as measured by y tip Ϫ1.5.
fusion by making it more difficult for diffusion to spread out the perturbation membrane potential over surrounding regions of local stability. We tested this prediction by modifying the steady state potential V 0 shown in Fig. 1͑a͒ to have either a narrower or wider racetrack region. This was accomplished by first linearly remapping V 0 (x,y) to lie in the range ͓Ϫ1,1͔. Each of the values V 0 (x,y) was then changed according to
where A was obtained from the desired width parameter w by solving
using the Newton-Raphson method. Here w is the desired width of the racetrack as a fraction of the racetrack width present in the potential shown in Fig. 1͑a͒ . The method works because the function shown in Eq. ͑26͒ either stretches ͑when A 1/2 is real͒ or compresses ͑when A 1/2 is imaginary͒ values around V 0 ϭ0 while fixing the values Ϫ1, 0, and 1. Once this transformation is carried out, the values are linearly remapped from ͓Ϫ1,1͔ back to their original range.
When the perturbation simulation was run with different values of w, we found that the growth rates did indeed increase with increasing width, and in fact were extremely sensitive to it. As shown in Fig. 6͑c͒ , the growth rate when the width was 90% of its default value was just 0.032, but increased markedly to 0.664 when the width was increased slightly to 110% of the default value.
We would also expect the growth rate of the perturbation to increase when the positive feedback involved in the firing process is increased, as parametrized by ⑀ Ϫ1 in the V equation, Eq. ͑9͒. This is analogous to the increase in growth rate produced by the term i␣ 0 in Eq. ͑23͒. To test this, we ran some simulations with the following perturbation dynamics:
where ⑀ 1 was changed from one run to the next, while ⑀ 2 was fixed to the value 0.2. As shown in Fig. 6͑d͒ , the growth rate increases quite substantially when the local instability of the racetrack region, as parametrized by ⑀ 1 Ϫ1 , increases. Finally, the stabilizing effect of increasing velocity described previously should also act to reduce the growth rate if the rotating spiral wave is displaced radially away from the center of rotation. All other parameters being equal, the greater radial distance increases the velocity of revolution. No clear way was found to implement this displacement using the V 0 profile of Fig. 1͑a͒ . We therefore tested this effect by constructing our own ''fake'' V 0 , designed to approximate the tip of a typical spiral wave, and parametrized so as to make the required radial displacement simple.
The V 0 profile we chose was defined in two steps. We first defined a variable (x,y) as ͑x,y ͒ϭ ͭ ͉xЈ͉ for yЈу0
where xЈϭx and yЈϭyϪy tip . The variable (x,y) is thus a measure of the distance from a point (x,y) to the nearest point on a semi-infinite vertical line segment extending from the point (0,y tip ) to (0,ϩϱ). We then define V 0 (x,y) to be
We chose the parameters kϭ1.5 and 0 ϭ1.5 to fit approximately the tip of the V 0 profile of Fig. 1͑a͒ . The parameter y tip then parametrizes the distance between the tip of this ''fake'' action potential and the center of the rotation, being approximately equal to y tip Ϫ1/k. When rotated with angular frequency ⍀, the tip of this profile thus moves with velocity (y tip Ϫ1/k)⍀. We ran perturbation simulations using different values of y tip while keeping other parameters fixed with our baseline values. The V 0 profile was rotated in all simulations with angular frequency ⍀ϭ0.5129. As expected, the growth rate decreased as the spiral wave was displaced away from the center of rotation, as shown in Fig. 6͑e͒ .
F. Application to systems with different parameters
Having established these relationships between various features of the steady state rotating action potential profile V 0 and the perturbation growth, we next wanted to see if they could explain the behavior of rotating waves characteristic of different parameter settings. Accordingly, we calculated the steady state rotating action potential for several values of , and then several values of ␤, holding all other parameters fixed to the baseline case. For each case, we studied the behavior of linear perturbations, using parameters identical to those used to generate the corresponding steady state. The perturbations were thus representative of the actual behavior of the rotating wave for the given parameters. We verified this by also comparing each case to the behavior of the rotating wave observed in the full nonlinear simulation using the same parameters.
The results for different values of the parameter ⑀ are shown in Fig. 7 . The top row of plots shows the rotating steady states as calculated by the nonlinear eigenmode solver. The spiral wave tips are seen to recede away from the center of rotation as the value of ⑀ is increased. Simultaneously, the rotation frequency ⍀ of the steady state, as calculated by the eigenmode solver, is observed to decrease. These two effects tend to change the velocity of the spiral tip in opposite directions. We find, however, that the displacement of the tip away from the center is the more important effect; that is, the spiral wave tip velocity increases as it is removed from the center of rotation, which occurs as ⑀ is increased. This result was verified by the full-dynamics simulations. The track of the spiral tip, defined as the point at which both V 0 ϭ0 and W 0 ϭ0, is shown in the second row of plots in Fig. 7 . We then measured the mean distance between this point and the instantaneous center of rotation. The product of this distance and the measured angular velocity of the rotating wave provides a measure of the velocity of the spiral wave tip due to rotation. This velocity was found to increase with ⑀, as shown in Fig. 7͑c͒ , consistent with the results from the nonlinear eigenmode solver. We also note that the rotation frequencies ⍀ observed in the full-dynamics simulations agree reasonably well with those calculated by the nonlinear eigenmode solver.
Our next focus in this series of cases was on the racetrack width. To estimate the width, we used a standard contour plotting routine ͑MATLAB͒ to plot level contours for the values V 0 ϭ1.0 and V 0 ϭϪ1.0 derived from the steady state profile. We considered these two contours to be the boundaries of the racetrack region, an appropriate definition, since this also coincides with the region of local instability ͓cf. Fig. 2 and Eqs. ͑16͒-͑18͔͒. We then considered the segment of the racetrack region associated with the spiral tip. The definition of spiral tip was made in each case by inspection, and roughly corresponded to the portion of the action potential that deviated from the presumed asymptotic spiral structure. The measured racetrack width was found to be relatively insensitive to the precise definition. We determined the path length of this racetrack segment by averaging the path length of the V 0 ϭ1.0 and V 0 ϭϪ1.0 contours, and calculated the area of the racetrack segment using the trapezoidal rule. The mean width of the racetrack segment was then computed by dividing the area by the mean path length. The racetrack width calculated in this manner was observed to increase with increasing ⑀ ͓Fig. 7͑d͔͒. This trend is consistent with casual inspection of plots of the spiral tip racetrack region ͑first row in Fig. 7͒ . It is also consistent with our expectations, since larger values of ⑀ correspond to lower levels of excitability above the threshold membrane potential and thus a wider and less vigorous action potential upstroke, a feature also observed in simulations of one-dimensional rectilinear propagation.
Based on the characteristics determining perturbation stability discussed previously, we should have that: ͑1͒ the value of D does not change and thus does not affect stability, ͑2͒ the net increase in spiral tip velocity with increasing ⑀ is stabilizing, ͑3͒ the increase in racetrack width with increasing ⑀ is destabilizing, and ͑4͒ the increase in ⑀ itself is generally stabilizing, since it reduces the local growth rate in racetrack region ͓Eq. ͑18͔͒. From the linear perturbation simulations of each of the cases, we find that perturbations are in fact stabilized with increasing ⑀, as shown in Fig. 7͑e͒ .
This stabilizing influence of the reduction in superthreshold excitability, as parametrized by 1/⑀, is consistent with the spiral tip trajectories shown in the second row of Fig. 7 ; we see that the meandering disappears as ⑀ is increased. This behavior is consistent with that reported by Winfree.
9 A minor discrepancy is visible in the comparison of the tip trajectory of the ⑀ϭ0.24 case, which appears stable, when the corresponding growth rate in the growth rate plot is marginally positive. This we believe is due to minor numerical differences-the fact that the spiral tip plot is based on data from a lab frame simulation, while the perturbation growth rate data come from the perturbation simulation, which rotates with the steady state spiral wave. On the other hand, linear perturbation frequencies are remarkably consistent with the rotation of the spiral tip trajectories, despite the fact that the latter are nonlinear: Re() for ⑀ ϭ0.22 is 0.52, which is very close to the rotation frequency ⍀ϭ0.4874, thus explaining the nearly linear drift of the circular spiral tip trajectory. For ⑀ϭ0.20, Re()ϭ0.60, which is approximately 8/7ths of rotation frequency ⍀ϭ0.5129, and is thus consistent with the appearance of the eight outward-pointing petals evident in the spiral tip pattern.
The presence of both stabilizing and destabilizing trends in the characteristic features of the perturbation dynamics FIG. 7 . ͑a͒ Level contours for V 0 (x,y)ϭ1.0 and V 0 (x,y)ϭϪ1.0 from the rotating steady state calculated by the nonlinear eigenmode solver for five values of ⑀. The eigenvalue ͑i.e., the rotation frequency͒ ⍀ is shown for each case. The center of rotation is marked with an ''ϫ.'' ͑b͒ Trajectories and angular frequencies ⍀ of the spiral tip ͓defined by point where  V(x,y)ϭW(x,y) ϭ0.0͔ obtained from the full-dynamics simulation for the same five values of ⑀. ͑c͒ Average spiral tip velocity vs ⑀ calculated from the full-dynamics simulation ͑see the text͒. ͑d͒ Mean racetrack width for the spiral tip portion of the steady state solution, plotted vs . ͑e͒ Linear perturbation growth rate vs as calculated from the linear perturbation simulation.
when a single parameter is varied demonstrates that the relationship between fundamental properties of the system ͑super-threshold excitability in this case͒ and the behavior and stability of the rotating waves is not a simple one. We suspect that the stabilizing effect of the increase in ⑀ outweighs the destabilizing effects produced by the increase in racetrack width since the former causes the latter, although such a relationship would have to be proved. If true, however, this would leave the increase spiral tip velocity to provide the observed overall increase in stability as ⑀ increases.
A similarly complicated picture emerges when ␤ is varied while holding other parameters constant. As shown in Fig. 8͑d͒ , an increase in ␤ does increase the racetrack width somewhat, but, unlike the ⑀ case, does little to push the spiral tip away from the center of rotation. The accuracy of the measurement of radial distance is questionable when the spiral tip is so close to the origin, but if we nevertheless use the same definition as was used for the varying ⑀ cases, we obtain that the spiral tip velocity again increases modestly with increasing ␤ ͓Fig. 8͑c͔͒, despite the reduction in ⍀. If we can ignore this increase in velocity as being statistically insignificant, then it is the increase in racetrack width that is producing the increasing instability observed in both the linear perturbation growth rates ͓Fig. 8͑e͔͒ and the spiral tip trajectories ͑Fig. 8, second row͒.
We did not vary the remaining parameters, D and ␥, because there was no new information to be gained. Since D only appears in the combination D(‫ץ‬ 2 /‫ץ‬x 2 ϩ‫ץ‬ 2 /‫ץ‬y 2 ) it is rigorously true that, in the continuous limit, changes in D only change the spatial size of the solution without changing anything else. Changes in ␥ primarily affect the activation threshold in a manner similar to changes in ␤. The differences between modifications to ␥ and ␤ become negligible for small values of , as was the case here.
IV. DISCUSSION
These computations show that the perturbation eigenmode method can reveal properties of rotating action potentials and spiral waves that are not easily diagnosed from experiments or standard computer simulations. They allow us to identify those features of the rotating wave most important and fundamental in determining whether the wave will be susceptible to meandering. The perturbation method also permits us to study in detail the roles that the various dynamical variables play in different parts of the wave at different times in producing meandering.
For the Fitzhugh-Nagumo case studied here, we find that a number of properties of the steady state membrane potential profile tend to increase the perturbation growth rates, thus promoting meandering. These include: a reduction in the wave rotation frequency ⍀, an increase in the racetrack width w, and the proximity of the spiral tip to the center of rotation.
Additionally, we find that all of the parameters governing the perturbation dynamics play a role in the meandering instability. Here, however, the situation is complicated by the fact that some of these same parameters also are important in determining the steady state potential profile V 0 (x,y), and its rotation frequency ⍀. that a decrease in the coupling coefficient D, when applied only to the perturbation dynamics without changing the steady state profile, is destabilizing over most of the important range of D. However, from scaling arguments, we also know that a reduction in the value of D, when applied to the fully nonlinear system, cannot affect the stability, the rotation frequency, or even the shape of the steady state rotating wave, apart from an overall spatial scaling factor. It must be the case, therefore, that the destabilizing influence of both the smaller value of D in the perturbation dynamics and the approach of the spiral tip toward the center is exactly compensated for by the stabilizing effect of racetrack width narrowing, as D is reduced.
Multiple effects on the stability of the rotating wave are also produced by the excitability of the tissue above threshold, as parametrized by 1/⑀, and by the height of the excitation threshold, as parametrized by ␤. As discussed previously, each of these system properties affects the racetrack width, radial displacement of the spiral tip, and rotation frequency in differing and opposing ways, thereby producing both stabilizing and destabilizing effects at the same time. The parameter 1/⑀ also affects the perturbation dynamics, tending to promote instability as 1/⑀ is increased.
We have been able to demonstrate that the validity of the relationships between these parameters and features and the stability of the rotating wave is supported by a pair of simplified one-dimensional models. These models not only predict which features are involved, but also illustrate how diffusion of the membrane potential, advection caused by rotation of the wave in the frame of reference of the wave, and local dynamics interact to produce growth of the perturbation instability, when present. These features are fundamentally important, because they operate to stabilize or destabilize the meandering at the level at which the mechanism causing meandering ͑or lack thereof͒ operates. At the same time, we observe that, at least for the cases examined here, the relationship between these features and more familiar and accessible characteristics, such as excitability and tightness of intercellular coupling, is often complex.
It is worth emphasizing that these one-dimensional models are not the same as the models typically invoked in the discussion of action potential propagation. The latter emphasize action potential propagation speed, effects of mild curvature of the wavefront, head-tail interactions, etc. What is notable in our study is that these common wavefront characteristics do not play a role in the primary dynamics of the instability, although as we discuss in the following, they are important in other ways. In fact, for the cases we studied for this paper, the wavefront, which plays an essential role in both curvature effects and head-tail effects, does not participate in the primary instability generation mechanism at all. Instead, the instability is generated within a localized region on the tail of the wave near the wave near the wave tip, interacting with the repolarized region trailing the wave. Ironically, this ''generating region'' coincidentally has zero wavefront curvature, as noted by Barkley. 16 The absence of standard propagation action potential plane wave dynamics in the generation mechanism should perhaps not be surprising, since the behavior of the spiral tip is certainly not that of a normal, propagating action potential.
While these curvature effects and head-tail interactions do not play a role in the primary generation mechanism, they are nevertheless critically important in determining the characteristics of the steady state rotating wave. Although we did not conduct specific investigations into these effects in this study, it is clear and well-known that the presence of significant head-tail interaction can slow wavefront propagation speed, which we have already seen is a destabilizing effect. Another important effect is the impact of the curvature of the spiral tip trajectory on the steady state rotating wave profile. When excitability is weak, cells are less able to source the current necessary to depolarize downstream cells, making it more difficult for the wave tip to follow a curved trajectory. Thus, when excitability is weak, as it is for the larger values of ⑀ used in our model, the steady state wave tip must necessarily trace out a large circle, implying that the tip will be located at some significant distance from the center of rotation. This is exactly the behavior we observed in Fig. 7 . The spiral tip should also recede from the center of rotation as the firing threshold, parametrized by ␤, increased. We did not observe this behavior for the relatively small values of ␤ we used in our study ͑Fig. 8͒, but such behavior is observed by Winfree for larger values of ␤ ͑Ref. 9, his Fig. 13͒ .
The parameter regime we study here is related to, but somewhat different from, the regimes of other studies that have investigated wavefront stability in excitable media. Hakim and Karma, 1999, 5 for example, provide excellent insight into the behavior of the spiral tip in a regime with much faster excitation dynamics ͑i.e., smaller ⑀͒ and a higher firing threshold ͑larger ␤͒ than us. In the parameter regime they study, the value of ⑀ increases along the boundary between meandering stability and instability with decreasing ␤. As shown in Winfree's Fig. 13 , this boundary eventually turns over and starts decreasing once ␤ is made small enough. We actually cross over this decreasing-⑀ segment of the boundary as ␤ is modified in Fig. 8 , as is evident from the disappearance of meandering in the various panels of Fig. 8 as ␤ is decreased, showing that the regime we study is indeed distinct. Hakim and Karma make use of the weak excitability associated with large ␤ to construct equations of motion for the spiral tip based on its curvature and nearby values of W. It will be interesting in the future to see how these solutions map into ours as ␤ and ⑀ are changed.
Another study of wavefront stability is Kessler and Levine, 13 which considers in significant detail the quasi-onedimensional case. This study, which is directed at the Belousov-Zhobotinskii reaction, concentrates on the case in which diffusion of W is significant, whereas in our case, the diffusion coefficient of W is zero. Nevertheless, this study shows evidence that, when the diffusion in V exceeds that of W, an instability of the wavefront occurs through a Hopf bifurcation as the wavefront speed decreases, just as we see for the spiral wave case and in our one-dimensional analysis. Thus, the possibility exists that the mechanism examined by this study is related to the one we see for the zero-W-diffusion case. Again, making the actual connection between the results of this study and ours, particularly as each applies to the cause-and-effect chain of events, in both one dimension, and by extension, to spiral waves, should prove to be quite interesting in future studies.
We note that meandering may occur via other mechanisms than those described here. In particular, there may be situations in which perturbations in wavefront curvature can play a primary role. In our ongoing studies, in which the Fitzhugh-Nagumo model has been altered to slow the rate of repolarization, we have found that meandering is occasionally generated when perturbations in the membrane potential diffuse backward from the action potential plateau region into the generating region, rather than forward from the repolarized region trailing the wave. When perturbations in plateau potential are involved, their source appears to be modifications in wavefront curvature on the leading edge of the wave. We are currently conducting additional investigations to confirm this. We stress that, even in this situation, the primary determinants of stability still appear to be racetrack width, steady state wave velocity, etc., the same as before.
An important limitation to our methods is that the perturbations we calculate to the steady state behavior are defined to be linear. Thus, the theory we present is not technically valid, once the perturbations grow to appreciable size. ͑This is as opposed to the calculation of the steady state rotating wave itself, which is a fully nonlinear calculation.͒ It is well known that linear perturbation theory is immensely useful in unraveling and understanding phenomena well into the nonlinear regime, even though the theory does not technically apply.
As currently formulated, our method also requires rigid rotation of the steady state. Thus, the method cannot be used to study the stability of rotation around a line of block when that rotation is considered the steady state. We can still study, however, the propensity of line of block patterns to develop in various media by considering line of block rotation to be meandering instability rather than an as the steady state. Here again, the validity of concepts derived from linear perturbative behavior well into the nonlinear region would be useful.
These methods should also be useful in the study of other types of rotating wave instabilities, including filament instabilities in three dimensions. Additionally, when used with a detailed ion channel model, these methods should allow a detailed study of the roles played by the various ion channels in determining the nature and stability of rotation of rotating waves in normal, diseased, and drug-influenced myocardium, in different animal types. Within this context, the methods should also allow further investigation into fundamentally two-and three-dimensional concepts, most likely associated with the core region, that play critical roles in determining the characteristics of wave rotation.
V. SUMMARY AND CONCLUSIONS
Summarizing, we have demonstrated that eigenmode methods can help to unravel the fundamental dynamics associated with rotating waves in excitable media. These methods allow us to identify those features of both the steady state rotating wave and the perturbation dynamics that predispose the system to meandering.
In this study, we have examined in detail the mechanism responsible for spiral wave meandering as it occurs in the Fitzhugh-Nagumo equations. We find that the mechanism involved is not primarily related to either head-tail interactions or curvature effects, although the latter is involved secondarily due to its role in determining characteristics of the steadily rotating spiral wave. Instead, we find that the primary mechanism responsible for meandering in the Fitzhugh-Nagumo model involves only the tail of the rotating wave and is caused by a local instability of the trailing edge of the wave, which is modified by both diffusion ͑i.e., electrotonic͒ and advective effects. The instability is enhanced by three key features: slow wave rotation frequency, wider racetrack widths ͑that is, more diffuse edges of the action potential͒, and proximity of the wave tip to the center of rotation. We have found these key features are related to fundamental properties of the underlying medium, including excitability, and height of the firing threshold, in a complicated manner, involving competition between both stabilizing and destabilizing effects.
This study shows that, even for the relatively simple excitable system defined by Fitzhugh-Nagumo dynamics, the relationship among fundamental parameters and characteristics of the medium and the dynamics is a complicated one. It illustrates the necessity of developing an advanced and clear understanding of the details of rotating waves from a generic perspective. At the same time, the intricate nature of the relationships involved also strongly suggests that detailed ion channel models highly faithful to the realistic behavior of myocardial cells will be required to fully ascertain the roles ion channels and their characteristics play in the primary mechanisms involved. Only through both types of studies will we be successful in understanding the true nature of rotating electrical waves in the heart.
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