Abstract. In the paper [Indecomposability in inverse limits with set-valued functions, Topology Appl., 160(13): 1720-1731, 2013], a method was demonstrated for constructing upper-semi continuous set-valued functions on [0, 1] whose inverse limits are indecomposable continua. In this paper, we give a characterization of chainability for such inverse limits.
Introduction
In [5] , a method was developed for constructing upper semi-continuous set-valued functions on the unit interval whose inverse limits are indecomposable continua. Such functions are defined by their inverses which are the union of single-valued maps (with certain restrictions). In [4] , these functions were given a name, irreducible functions, and were generalized so that they could be defined between any two irreducible continua.
In this paper, we look at inverse sequences {X, F} where each factor space is the unit interval, and each bonding function is the same function F : [0, 1] → 2 [0, 1] , an irreducible function. In this context we are able to completely characterize chainability of lim ← − F in terms of the graph of F and its values at 0 and 1. More specifically, we have the following result.
Theorem. Let F : [0, 1] → 2 [0, 1] be an irreducible function. Then the following are equivalent.
(1) lim ← − F is chainable.
(2) Γ 3 = {(x 1 , x 2 , x 3 ) ∈ [0, 1] 3 : x 1 ∈ F (x 2 ), x 2 ∈ F (x 3 )} is chainable. , a sequence of sets often utilized in studying the inverse limit of F is the sequence Γ = (Γ n ) n∈N where for each n ∈ N, Γ n = {x ∈ [0, 1] n : x i ∈ F (x i+1 ) for 1 ≤ i < n}. Ingram showed in [2] that given an upper semi-continuous function F : [0, 1] → 2 [0, 1] , the condition that Γ n be chainable for each n ∈ N is sufficient for lim ← − F to be chainable. In fact, in the context of irreducible functions, we will demonstrate that this condition is necessary as well. Hence, within this paper, we will work almost exclusively with the sets Γ n to demonstrate the chainability (or lack of chainability) of lim ← − F.
Section 1 gives background definitions and notation which will be used in this paper, and Section 2 provides an overview of irreducible functions and their structure.
Then, in Section 3, we examine some of the structure of the sets Γ n . In particular, we will discuss the decomposition of Γ n into Kuratowski layers and demonstrate how this decomposition may be utilized in the construction of -maps on Γ n .
This will bring us to our main results in Section 4 where we establish a characterization of chainability for inverse limits of irreducible functions on [ Finally, these results are illustrated through examples in Section 5
Preliminaries
A set X is a continuum if it is a non-empty, compact, connected subset of a metric space. A subset of a continuum X which is itself a continuum is called a subcontinuum of X. A continuum is called decomposable if it is the union of two proper subcontinua. A non-degenerate continuum which is not decomposable is called indecomposable. Given two closed sets A and B, we say that a continuum X is irreducible between A and B if X intersects both A and B but none of its proper subcontinua does.
If X is a continuum, we denote by 2 X the set of all non-empty compact subsets of X. If X and Y are continua and x ∈ X, a function F : X → 2 Y is said to be upper semi-continuous at x if for every open set V ⊆ Y containing F (x), there exists an open set U ⊆ X containing x such that F (t) ⊆ V for all t ∈ U . F is said to be upper semi-continuous if it is upper semi-continuous at each point of X. The graph of a function F : X → 2 Y is the set Γ(F ) = {(x, y) ∈ X × Y : y ∈ F (x)}.
In [3] , it was shown that if X and Y are compact Hausdorff spaces (in particular, if they are continua), a function F : X → 2 Y is upper semi-continuous if and only if Γ(F ) is compact.
Suppose X = (X i ) i∈N is a sequence of continua, and F = (F i ) i∈N is a sequence of upper semicontinuous functions such that for each i ∈ N, F i : X i+1 → 2 X i . Then the pair {X, F} is called an inverse sequence, and the inverse limit of that inverse sequence, denoted lim ← − F, is the set
(In this paper, sequences-both finite and infinite-will be written in bold, and their terms will be written in italics.) The continua, X i , are called the factor spaces of the inverse sequence; and the upper semi-continuous functions, F i , are called the bonding functions of the inverse sequence.
Given any continuum X and an upper semi-continuous function F : X → 2 X , there is a naturally induced inverse sequence {X, F} where for each i ∈ N, X i = X and F i = F . In this paper, most of the inverse limits discussed will be the ones induced by a single upper semi-continuous function
Given an inverse sequence {X, F} and n ∈ N, we define the following two sets
If X is a sequence of continua and j ∈ N, the projection maps
are defined by π j (x) = x j , and π [1,j] (x) = (x 1 , . . . , x j ). If {X, F} is an inverse sequence, then we will typically consider these maps to have lim ← − F as their domain rather than writing
we may also use the same notation to represent the projection maps whose domains are
The notion of chainability is the focus of this paper. A chain is a finite collection C = {C 1 , . . . , C n } of open sets such that for i, j = 1, . . . , n, C i ∩ C j = ∅ if and only if |i − j| ≤ 1. A non-degenerate continuum X is said to be chainable if for each > 0, X is covered by a chain C = {C 1 , . . . , C n } such that for all i = 1, . . . , n, the diameter of C i is less than . Given continua X and Y and > 0, a continuous function f : X → Y is called an -map if for all y ∈ Y , the diameter of f −1 (y) is less that . The following theorem is a well-known result in continuum theory and will be used without reference. A proof can be found in [10, Theorem 12 .11]. Theorem 1.1. A continuum X is chainable if and only if for each > 0, there exists an -map from X onto an arc.
In [2] , Ingram showed the following result concerning chainability of inverse limits. Theorem 1.2 (Ingram) . Suppose X is a sequence of continua and F n : X n+1 → 2 Xn is an upper semi-continuous function for each positive integer n. If Γ n is a chainable continuum for each n ∈ N, then lim ← − F is a chainable continuum.
Irreducible Functions
The following definitions were established in [5] and [4] .
Notation. Given a subset Λ of the real numbers, Λ refers to the set of limit points of Λ. 
(5) If (λ i ) i∈N is a sequence of points in Λ and
In this paper, we use this definition primarily within the context where X and Y are both the unit interval [0, 1] . In this case, the sets A and B between which X is irreducible are {0} and {1}, as are the sets C and D. In this context, we may restate the above definition in the following way. 
Examples of irreducible functions on [0, 1] can be found in [4] and [5] (though they are not called "irreducible functions" in [5] ).
One of the main results of [4] was the following theorem. 
Additionally, sufficient conditions were established for two such inverse limits to be homeomorphic. In this paper, however, we focus on conditions under which such an inverse limit will be (or will not be) chainable. As has already been noted in Theorem 1.2, a sufficient condition for chainability of an inverse limit is the chainability of each member of the corresponding sequence Γ .
In some circumstances however, each Γ n is homeomorphic to a subcontinuum of lim ← − F. This is significant when discussing chainability because if a continuum is chainable, so are all of its subcontinua. Hence, in these circumstances, each Γ n being a chainable continuum would be both sufficient and necessary for lim ← − F to be chainable. In [7, Corollary 2.3 ], Marsh gives a specific condition which implies that for each (or for some) n ∈ N, Γ n is homeomorphic to a subcontinuum
Theorem 2.5 (Marsh). Let {X, F} be an inverse sequence. Suppose there exists an n ∈ N such that for every i ≥ n, there exists a continuous single-valued map f i : 
By looking at these sets in this way, we can see that if ] is an irreducible function with the corresponding irreducible collection of maps {f λ :
Note that for each λ ∈ Λ, the set {x ∈ [0, 1] n+1 : (x 1 , . . . , x n ) ∈ Γ n and x n+1 = f λ (x n )} is homeomorphic to Γ n . Thus, Γ n+1 is a union of homeomorphic copies of Γ n . Looking at these sets in this way is crucial to the discussion of their structure in this section.
In the proof of [5, Theorem 28] , it was shown that if ] satisfies the conditions of being an irreducible function, then for all n ∈ N, Γ n is irreducible between the sets {x ∈ Γ n : x n = 0}
and {x ∈ Γ n : x n = 1}. These sets are discussed extensively in this section and the next, so we establish the following notation.
A n = {x ∈ Γ n : x n = 0} and 
Proof. This proof will be very similar to the proof of Lemma 3.1 [4, Lemma 3.6]. First, for each
Suppose that there exist λ 0 , µ 0 ∈ Ω K with λ 0 < µ 0 , and
In fact, to prove the latter part of the lemma, we must show that for all
Case 1: Suppose that ω is isolated in Λ. We will first show that C ω and D ω each intersects K.
Let ω be the element of Λ immediately preceding ω, and ω the element of Λ immediately succeeding ω. From Definition 2.1, either
If (1) holds, then the sets
are mutually separated, as are the sets
Since λ 0 < ω, and λ 0 ∈ Ω K , one of two things holds. First, it's possible that λ 0 = ω and that
If this is the case, then we have that
Second, it could be the case that either λ 0 < ω or that
Thus since K is connected, it cannot be contained in
If (2) holds, then we will proceed in a nearly identical manner except that we will define
and we will define
In either case, it holds that C ω and D ω each intersects K. In particular, we have established
is irreducible between these sets, we must have that Again using possibilities (1) and (2) above, if (1) holds, then K is separated by
If (2) holds, then K is separated by
In either case, we have a contradiction, so it follows that Γ(f ω ) ⊆ K. This concludes Case 1.
Case 2: Suppose that ω ∈ Λ . Since Λ \ Λ is dense in Λ, there exists a sequence of isolated points
from Definition 2.2 Property (5), we have that for each y ∈ Y , the sequence (y, f ω i (y)) i∈N converges to (y, f ω (y)). Therefore, since K is closed, we have that Γ(f ω ) ⊆ K.
then A n and B n are continua for each n ∈ N.
Proof. First, if F (0) and F (1) are both singleton sets, then A n and B n are degenerate for all n ∈ N and are hence continua. Similarly, if F (0) = {0}, then A n is a degenerate continuum for all n ∈ N, and if F (1) = {1}, then B n is a degenerate continuum for all n ∈ N.
is homeomorphic to Γ n−1 . Then since Γ n−1 is a continuum by Lemma 3.1, it follows that A n is a continuum. Similarly, if F (1) = [0, 1], then B n is homeomorphic to Γ n−1 for all n ∈ N, and hence is a continuum.
This leaves only two cases to check. We must verify that if
A n is a continuum, and that if F (1) = {0} and F (0) = [0, 1], then B n is a continuum. In the first case, if F (0) = {1}, and F (1) = [0, 1], note that as we have already observed, B n is a continuum for all n ∈ N. Also, for all n ∈ N,
which is homeomorphic to B n . Hence A n+1 is a continuum.
Similarly, if F (1) = {0}, and F (0) = [0, 1], then for each n ∈ N, B n+1 is homeomorphic to A n and is thus a continuum.
In to view the end layers of an irreducible continuum is to say that a point p ∈ X is in an end layer of X if and only if X is irreducible between p and some other point. Thus, one can say that the end layers of an hereditarily decomposable, irreducible continuum X are the two maximal continua between which X is irreducible. 
Corollary 3.5. Suppose X is a chainable, hereditarily decomposable continuum, A is an end layer of X, > 0, and f : A → R is an -map with f (A) = [a 1 , a 2 ]. Then for any b > a 2 , there exists an
Proof. Let B be the end layer of X other than A, and let b 1 ∈ R with a 2 < b 1 < b 2 . Since B is a subcontinuum of a chainable continuum, there exists an -map g :
Then the function h :
x ∈ B is an -map. Thus by Theorem 3.4, h can be extended to an -map on X whose image is
The following corollary follows from iterative applications of Corollary 3.5.
Corollary 3.6. Suppose that X is a chainable, hereditarily decomposable continuum with end layers A and B. Suppose also that there exist sequences
is an end layer of A i+1 , and for each
, and a 2 < b 1 , then there exists an -map f :
One of our main goals of this section is to show that under the right conditions, any -map defined on A n ∪ B n may be extended to an -map on Γ n . To do this we will show that A n and B n either are end layers of Γ n , or that there exist sequences A n = A 1 ⊆ · · · ⊆ A k = Γ n and B n = B 1 ⊆ · · · ⊆ B m = Γ n as in Corollary 3.6. We do this in the following two lemmas. In these lemmas, we use the following notation. ] be an irreducible function with the corresponding irreducible
Remark 3.8. It can be easily verified that for each n ∈ N, the collection of maps {g Proof. Suppose that 0 ∈ Λ . We will show that for any n ∈ N, Γ n+1 is irreducible between Γ(g (n)
0 ) and B n+1 (which is a subset of Γ(g (n)
1 )), we have that 0, 1 ∈ Ω K . Thus, by Lemma 3.2, Ω K = Λ. Lemma 3.2 also gives us that for all λ ∈ Λ \ {0, 1}, Γ(g
Since 0 ∈ Λ , we may choose a sequence (λ i ) i∈N in Λ \ {0, 1} which converges to 0. Then by
In particular then, A n+1 ⊆ K. Since Γ n+1 is irreducible between A n+1 and B n+1 , it follows that K = Γ n+1 . This shows that Γ n+1 is irreducible between Γ(g (n) 0 ) and B n+1 , so Γ(g (n) 0 ) must be contained in an end layer.
To show that Γ(g (n) 0 ) must in fact be equal to one of the end layers, we will show that for any λ ∈ Λ \ {0, 1} and any point x ∈ Γ(g (n) λ ), Γ n+1 is not irreducible between x and any other point. To show this, fix λ 0 ∈ Λ \ {0, 1} and a point x ∈ Γ(g (n) λ 0 ). Let y ∈ Γ n+1 , and choose µ ∈ Λ so that y ∈ Γ(g (n) µ ). Let J be the closed interval whose endpoints are µ and λ 0 . Since λ 0 ∈ (0, 1), J is a proper subset of [0, 1], so J ∩ Λ is a proper subset of Λ. Thus, λ∈J∩Λ Γ(g
λ ). So Γ n+1 is not irreducible between x and any other point, so x is not in an end layer. This means that in general, the end layers of Γ n+1 are contained in Γ(g For the other cases we will use induction, so suppose that for some n ∈ N, we have sequences of 0 ). Then since it is within the set Γ(g 
). Therefore, we will define for each i = 1, . . . , m − 1,
0 | B i ) and A m = Γ n+1 . This will give us our desired sequence.
Case 2: Suppose that 0 is a limit point of Λ and that F (0) ∈ {{0}, {1}}. Since 0 ∈ Λ , we have by Lemma 3.9 that Γ(g 0 | A i ), and let A k+1 = Γ n+1 . Then we have a sequence
Through the homeomorphism between Γ(g (n) ) and Γ n , we have that for all i = 1, . . . , k − 1 that A i is an end layer of A i+1 . Then A k = Γ(g This concludes the induction step. Thus we have that for all n ∈ N, such sequences exist for A n and B n . Lemma 3.10 in conjunction with Corollary 3.6 yields the following result which is the main result of this section. For all n ∈ N such that Γ n is chainable and all > 0, if f : A n ∪ B n → R is an -map with 
Chainability
In this section we put the results of previous sections to use as we give a characterization of chainability for inverse limits with irreducible functions on arcs. We begin with Figure 4 .)
The rest of the section builds towards Theorem 4.5. In that theorem, we demonstrate that if Note that if any of the above conditions hold, then α is a limit point of Λ, so in particular, Λ contains infinitely many points, so we may choose λ ∈ Λ \ Λ , λ = 0, 1. Then there exist, µ 1 , µ 2 ∈ Λ such that µ 1 < λ < µ 2 , and (µ 1 , λ) ∩ Λ = (λ, µ 2 ) ∩ Λ = ∅. Then the graph of f λ must meet the graph of f µ 1 at either 0 or 1, and it must meet the graph of f µ 2 at the other. Let µ ∈ {µ 1 , µ 2 } such that f µ (α) = f λ (α), and let p = f µ (α) = f λ (α).
[0, a] ∪ [b, 1], and consider the following two sets:
Since f α , f λ , and f µ are continuous, M 1 and M 2 are arcs, and they share their endpoints
follows that the only points common to M 1 and M 2 are their endpoints. Therefore 
Again, since f α , f λ , and f µ are continuous, each of these sets is an arc, and they all share the endpoint (a, α, p). In fact, this is only point any two of these arcs share. To see this, notice that if
, so x 1 = a, which means that x 2 = α and x 3 = p.
. This can only happen if x 2 = α. Since
If b = 1, then we use a similar construction and define
In either case M 1 ∪ M 2 ∪ M 3 is a simple triod. Then, just as in Case 1,
subcontinuum of Γ 3 which is homeomorphic to a subcontinuum of lim ← − F. Therefore lim ← − F contains a simple triod.
Case 3: Suppose F (α) = {y 0 } where y 0 ∈ (0, 1). Consider the following four sets:
Each of these is an arc, and the only point common to any two of them is (y 0 , α, p). Therefore
is a simple four-od which is a subcontinuum of Γ 3 and is therefore homeomorphic to a subcontinuum of lim ← − F.
Before we are able to give the statement of Theorem 4.5, we will need three more lemmas. does not contain a simple closed curve. For any > 0, there exists a finite covering
of Λ by mutually disjoint closed intervals of length less than such that for all i = 1, . . . , n the following hold:
(2) For each i = 1, . . . , n − 1, µ i and λ i+1 are adjacent in Λ.
Proof. The existence of a finite covering of Λ by mutually disjoint closed intervals {U 1 , . . . , U s } of length less than follows from the fact that Λ is a compact totally disconnected set (Definition 2.1).
Without loss of generality suppose that the sets U i are in ascending order (i.e. for all i, j ∈ {1, . . . , s} with i < j, λ < µ for all λ ∈ U i and µ ∈ U j ).
This collection {U 1 , . . . , U s } meets Criteria 1 and 2, but not necessarily Criterion 3. We will construct from this collection, a new collection of closed intervals W = {W 1 , . . . , W n } where for each i = 1, . . . , s, either U i is equal to a member of W, or U i is the union of two members of W.
This new collection W will be our desired partition.
Let W 1 = U 1 , and let α 1 ∈ {0, 1} be the element such that f max U 1 (α 1 ) = f min U 2 (α 1 ). Then suppose that for some k, W j and α j have been defined for all 1 ≤ j ≤ k so that
, and let α k+1 = 1 − α k . Note that if U m+1 is degenerate, then this will be the case. If
is non-degenerate, so there exists an isolated point ω ∈ U m+1 . Let ω be the immediate predecessor of ω in Λ, and ω the immediate successor of ω in Λ.
In this way, the desired covering of Λ is defined. 
Proof. First, let d X be the metric on X. Now to establish the existence of such a δ, note that for each ω ∈ Ω, f ω is a continuous function with a compact domain, so it is uniformly continuous.
Thus, for each ω ∈ Ω, there exists δ ω > 0 such that when a, b ∈ Y with d Y (a, b) < δ ω , it follows that (5), we have that δ ω is a continuous function of ω, so since Ω is a compact set, the collection {δ ω : ω ∈ Ω} has a minimum element. Choose δ to be this minimum.
If λ is not equal to µ, then consider the point (y 1 , f µ (y 1 )). This point is an element of Γ(f µ ) as is (y 2 , x 2 ), so d Y ×X [(y 1 , f µ (y 1 )), (y 2 , x 2 )] < . Also, from the construction of the set Ω, we have that
Lemma 4.4. Let (X, d) and (Z, d ) be metric spaces, and let A 1 , . . . , A n ⊆ X such that for i, j ∈ {1, . . . , n}, A i ∩ A j = ∅ if |i − j| > 1. Suppose that > 0, and for each i ∈ {1, . . . , n}, f i : A i → Z is an -map such that the following hold.
Then the function h : X → Z defined piecewise by h(x) = f i (x) if x ∈ A i is a 2 -map.
Proof. First, from Condition 2, we have from an extension of the Pasting Lemma [9, Theorem 18.3] , that h is continuous. Now to check that h is a 2 -map, let z ∈ Z. If there exists j ∈ {1, . . . , n} such that z ∈ f j (A j ) and z / ∈ f i (A i ) for i = j, then h −1 (z) = f −1 j (z), so since f j is an -map, the diameter of h −1 (z) is less than which is less than 2 . Now, suppose that z ∈ f j (A j ) ∩ f j+1 (A j+1 ) for some j ∈ {1, . . . , n − 1}, and let x, y ∈ h −1 (z).
If x and y are both in A j , then x, y ∈ f −1 j (z), so d(x, y) < . Likewise, if x and y are both in A j+1 , then x, y ∈ f −1 j+1 (z), and d(x, y) < . If however, x ∈ A j and y ∈ A j+1 , then we use the assumption that f j (A j ) ∩ f j+1 (A j+1 ) = f j (A j ∩ A j+1 ), and we choose a ∈ f so d(a, x) < , and a, y ∈ f −1 j+1 (z), so d(a, y) < . By the triangle inequality, it follows that d(x, y) < 2 .
We are now ready to state conditions under which the inverse limit of an irreducible function on [0, 1] will be chainable. Since Γ(F ) does not contain any simple closed curves, for λ, µ ∈ Λ with λ and µ adjacent in Λ,
For each n ∈ N, let ρ n be the metric on Γ n given by ρ n (x, y) = max{|x i − y i | : 1 ≤ i ≤ n}.
By Theorem 1.2, we must only show that Γ n is chainable for all n ∈ N. We have that
is chainable, so proceeding by induction, suppose that for some n ∈ N, Γ n is chainable, and let
H is continuous by Definition 2.2, Property (5), and since Λ × Γ n is compact, H is uniformly continuous. Hence there exists δ > 0 such that for λ, µ ∈ Λ and x, y ∈ Γ n , whenever |λ − µ| < δ and ρ n (x, y) < δ, it follows that ρ n+1 (H(λ, 
Note that the collection {W i } m i=1 covers Γ n+1 . Case 1: Suppose that A n and B n are degenerate. Let A n = {a} and B n = {b}. From Corol- 
then we have that x n = α i = 0, so π [1,n] (x) = a, and thus h(x) = 0. Then, Φ i (x) = i − h(x) = i,
Similarly, if i is odd, then x n = α i = 1, so π [1,n] (x) = b, and hence h(x) = 1.
. This proves the claim.
Additionally, these sets W i and the 2 -maps Φ i meet the criteria of Lemma 4.4, so the function
Sub-case (b): Suppose that α 1 = 0 (so f µ 1 (0) = f λ 2 (0)). Then we proceed almost identically, but instead, we define Φ i :
Just as in Sub-case (a), these functions agree where their domains intersect, so we can define Sub-case (a): Suppose that α i = 1 for odd i, and α i = 0 for even i. Then define Φ i as follows:
In particular, either π [1,n] 
Now, if i is even, then we have that x n = α i = 0, so π [1,n] 
If i is odd, then we have that x n = α i = 1, so π [1,n] (x) ∈ B n , and
so again we get that Φ i (x) = Φ i+1 (x). This proves the claim.
and this is also equal to Φ i (W i ∩ W i+1 ) and Φ i+1 (W i ∩ W i+1 ). Thus, since each Φ i is a 2 -map, by Case 3: For our final case, suppose that one of A n and B n is degenerate and the other nondegenerate. For simplicity, we will suppose that A n = {a} is degenerate, and B n is non-degenerate.
The case where these roles are reversed is not meaningfully different.
and ϕ 2 | Bn = 3 − ϕ 1 | Bn . Then by Corollary 3.11, there exist δ-maps h 1 , h 2 : Γ n → [0, 2] such that [1,n] and h 2 = h 2 • π [1,n] . Again by Lemma 4.3, h 1 | W i and h 2 | W i are 2 -maps for each i = 1, . . . , m.
Sub-case (a): Suppose that α i = 1 for odd i, and α i = 0 for even i. Then we will define for each i = 1, . . . , m a 2 -map Φ i : W i → R as follows:
This proves the claim. Then by Lemma 4.4, the function Φ : Γ n+1 → R defined by Φ(x) = Φ i (x) when x ∈ W i is a 4 -map whose image is an arc.
Sub-case (b): Suppose that α i = 0 for odd i, and α i = 1 for even i. Then we will define for each i = 1, . . . , m a function Φ i : W i → R as follows:
Similarly, these definitions work out so that the function Φ : Γ n+1 → R defined by Φ(x) = Φ i (x) if x ∈ W i is well-defined and a 4 -map whose image is an arc.
Thus, in every case, there exists a 4 -map from Γ n+1 to an arc. Therefore Γ n+1 is chainable, and by induction Γ j is chainable for all j ∈ N. Therefore, by Theorem 1.2, lim ← − F is chainable. (1) lim ← − F is chainable.
(2) Γ 3 is chainable. Proof. This follows from the fact that for each n ∈ N, Γ n (F ) and Γ n (F −1 ) are homeomorphic under the homeomorphism h : Γ n (F ) → Γ n (F −1 ) where h(x 1 , . . . , x n ) = (x n , . . . , x 1 ).
Then if Γ(F ) does not contain any simple closed curves and F (0), F (1) ∈ {{0}, {1}, [0, 1]}, we
have from Theorem 4.5 that lim ← − F is chainable and hence, by Corollary 2.7, so is Γ n (F ) for each n ∈ N. Therefore it follows that Γ n (F −1 ) is a chainable continuum for each n ∈ N, so lim ← − F −1 is chainable. Proof. First, before discussing chainability, it is easy to see that H 1 is an irreducible function, however, it may be more difficult to see that H 2 is. Let C be the Cantor middle thirds set, and let This is true for two reasons.
First, since Λ is finite, it has no limit points. In particular, 0 and 1 are not limit points, so from Definitions 2.2, F (0) = f 
