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บทคัดย่อ 
การวิจัยในครั้งนี้มีวัตถุประสงค์เพื่อ 1) วิเคราะห์หาปัจจัยที่เกี่ยวข้องในการลาออกกลางคันของนักศึกษาระดับ
ปริญญาตรี 2) สังเคราะห์โมเดลสําหรับการทํานายการออกกลางคันของนักศึกษาระดับปริญญาตรี และ 3) เปรียบเทียบ
ประสิทธิภาพการจําแนกข้อมูลของโมเดลด้วยเทคนิควิธี Decision Tree, K-Nearest Neighbors, Naive Bayes โดยใช้
ข้อมูลจากฐานข้อมูลงานทะเบียนของมหาลัยวิทยาลัยราชภัฏอุบลราชธานี ของนักศึกษาระดับปริญญาตรี ระหว่างปี
การศึกษา 2558-2560 มีจํานวน 11 แอททริบิวต์และ 13,729 ชุดข้อมูล เมื่อนํามาวิเคราะห์ค่าน้ําหนักของแอททริบิวต์
ด้วยวิธีการ Information Theory พบว่า 1) มีปัจจัยที่เกี่ยวข้องในการลาออกกลางคันของนักศึกษาจํานวน 8 ปัจจัย 2) 
นําปัจจัยที่ได้มาทําการสร้างเป็นโมเดลทดสอบผลลัพธ์ด้วยวิธีการ 10-Fold Cross Validation และวัดประสิทธิภาพด้วย
ค่า Accuracy เพื่อหาวิธีการที่มีความถกูต้องมากที่สุด 3) ผลการเปรียบเทียบประสิทธิภาพการจําแนกข้อมูลพบว่าโมเดลที่
สร้างด้วยเทคนิควิธี Naive Bayes มีประสิทธิภาพสูงสุดมีค่าเฉล่ียความถูกต้อง 93.58 % มากกว่าเทคนิควิธี Decision 
Tree มีค่าเฉลี่ยความถูกต้อง 93.52 % และเทคนิควิธี K-Nearest Neighbors มีค่าเฉล่ียความถูกต้อง 87.95 % และมี
ปัจจัยที่เกี่ยวขอ้งสูงสุด 5 อันดับ ได้แก่ การกู้ยืมกองทุนเพือ่การศึกษา, สาขาวิชา, เกรดเฉล่ีย, อาชีพของมารดา และอาชีพ
ของบิดา  
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Predictive Analytic for Student Dropout in Undergraduate 
 Using Data Mining Technique 
 
Chanidapa  Boonprasom1* and Charun  Sanrach2 
 
Abstract 
The purposes of this research were 1) to analyze the factors that involved with the dropout 
of undergraduate students 2) to propose a model for predicting the dropout of undergraduate 
synthesize 3) to compare the performance of 3 different classification techniques, including 
Decision Tree, K-Nearest Neighbors, and Naive algorithms. The data was collected from the 
undergraduate student’s registration database of Ubon Ratchathani Rajabhat University during the 
academic years from 2015 to 2017. The dataset has 11 attributes and 13,729 records. The data 
were analyzed using the Information theory selection method. The results showed that 1) there are 
8 factors that influencing student’s dropout 2) Those factors were used to build models with the 
different techniques, Moreover, the cross-validation with 10 folds method was used to evaluate 
the best prediction accuracy of each technique. 3) the result suggested that the Naive Bayes model 
has the best performance among all techniques. It has the average accuracy of 93.58 %, which are 
higher than Decision tree and K-Nearest Neighbors which have the average accuracy of 93.52 % and        
87.95 %, accordingly. The findings also indicated that students’ decision to dropout was 
significantly influenced by the student loan, major of study, grade point average, and the 
occupation of their parents.  
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1. บทนํา 
สถาบันการศึกษามีบทบาทสําคัญในการพัฒนา
ประเทศ การศึกษาเป็นรากฐานที่สําคัญในการสร้าง
บุคคลให้มีความรู้ความสามารถในการปฏิบัติหน้าที่และ
สามารถดํารงชีวิตอยู่ในสังคมได้อย่างสันติสุข การที่
เยาวชนของชาติสามารถเล่าเรียนได้จนจบหลักสูตรหรือ
จบการศึกษาได้นั้นจําเป็นต้องอาศัยผู้ที่เกี่ยวข้องกับวง
การศึกษา โดยการส่งเสริมและพัฒนากระบวนการเรียน
การสอนให้มีประสิทธิภาพ ตลอดจนช่วยกันหาแนวทาง
ในการป้องกันและแก้ไขปัญหาการลาออกกลางคันของ
นักศึกษาในระหว่างเรยีน หากนักศึกษาเกิดความล้มเหลว
ทางการศึกษาโดยการลาออกกลางคันก่อนที่จะจบ
การศึกษา ศึกษาไม่สําเร็จตามหลักสูตรที่กําหนดได้นั้น 
ถือว่าเป็นความสูญเสียทางการศึกษาที่ทําให้การลงทุน
ของรัฐบาลสูญเปล่าไม่สามารถจะผลิตนักศึกษาได้ตาม
ความต้องการ จึงเป็นการสูญเสียทรัพยากรที่มีคุณค่ายิ่ง
ทําให้ ส่งผลกระทบด้านเศรษฐกิจของประเทศและ
เศรษฐกิจของครอบครัว    ซึ่งต้องส้ินเปลืองค่าใช้จ่ายไป 
ไม่ได้รับประโยชน์ที่คุ้มค่า  
ในสถานศึกษาหลายแห่งพบว่า ปัญหาการลาออก
กลางคันของนักศึกษาเป็นส่ิงที่ต้องหาแนวทางในการแก้ไข 
ศักรินทร์และคณะ [1] จากฐานข้อมูลของวิทยาลัย
เทคโนโลยีภาคตะวันออกเฉียงเหนือในปีการศึกษา 
2556-2558 พบว่ามีจํานวนนักศึกษา ปวส. ทั้งหมด 
3,146 คน จํานวนนักศึกษาที่ลาออกกลางคัน 326 คน 
คิดเป็นร้อยละ 10.36 ของภาพรวม และจากฐานข้อมูล
ของมหาวิทยาลัยราชภัฏอุบลราชธานี ระหว่างปี 2558-
2560 มีการออกกลางคันของนักศึกษาทั้งภาคปกติและ
ภาคพิเศษมีจํานวนมากถึง 2,364 คน คิดเป็นร้อยละ 
17.21 จากจํานวนนักศึกษาทั้งหมด 13,729 คน ซึ่งส่งผล
กระทบไปยังจํานวนนักศึกษาคงอยู่และจํานวนผู้สําเร็จ
การศึกษา มีผลการดําเนินงานท่ีไม่สามารถบรรลุได้ตาม
เป้าหมายที่กําหนดไว้ 
ปัจจุบันการทําเหมืองข้อมูลทางการศึกษา (Education 
Data Mining) เป็นที่นิยมอยา่งมากโดยเฉพาะการจําแนก
ประเภทข้อมูล (Classification) เพื่อหาความสัมพันธ์ของ
ข้อมูลและเปรียบเทียบประสิทธิภาพของอัลกอริทึม  
ดังงานวิจัยของโชติกาและขวัญทัย [2] เป็นการทดสอบ
ประสิทธิภาพของอัลกอริทึม Decision Tree, Naive 
Bays, Sequential minimal optimization เพื่อใช้ใน
สร้างแบบจําลองการพยากรณ์ประสิทธิภาพของผู้เรียน 
โดยผู้เรียนสามารถพยากรณ์การทาํนายประสิทธิภาพของ
ตนเองได้ว่าตนเองอยู่ในประสิทธิภาพระดับใดของผลการ
พยากรณ์ เพื่อนําไปสู่การตัดสินใจให้นิสิตวางแผนการเรียน
ตามเป้าหมายของตนเองได้อย่างมีประสิทธิภาพยิ่งขึ้น 
พบว่า อัลกอริทึม C4.5 มีประสิทธิภาพในการจําแนก
ข้อมูลโดยรวมได้ดีที่สุด แตกต่างกับงานวิจัยของจุฑาทิพย์
และนิเวศ [3] ศึกษาการเปรียบเทียบประสิทธิภาพการ
จําแนกอีเมลที่เป็นสแปมโดยใช้เทคนิคการทําเหมือง
ข้อมูล Decision Tree,  Naive Bays,  K-Nearest 
Neighbor การวิเคราะห์และทํานายหาที่มาของจดหมาย
อิเล็กทรอนิกส์ที่เป็นสแปมได้ถูกต้องและสามารถนําไป
ประยุกต์ใช้เป็นการลดภาระของเครื่องแม่ข่าย (Server) 
ในองค์กรธุรกิจในการกรองจดหมายอิเล็กทรอนิกส์ที่เป็น 
สแปมได้อย่างมีประสิทธิภาพ พบว่า วิธี Naive Bays ให้
ค่าความถูกต้องสูงที่สุด และแตกต่างกับงานวิจัยของ
ประพัฒน์และคณะ [4] ที่เสนอการแบ่งกลุ่มข้อความจาก
ข้อความรีวิว โดยใช้เทคนิคเหมืองข้อมูล ด้วยเทคนิค SVM, 
Decision Tree, Naive Bays, K-Nearest Neighbor 
พบว่าเทคนิค SVM ได้ค่าความถูกต้องสูงที่สุด เป็นเทคนิค
ที่น่าสนใจ ที่จะนําไปประยุกต์ใช้ในการจําแนกกลุ่ม
ข้อความวิจารณ์ภาพยนตร์ ยังสามารถนําไปประยุกต์ใช้
ในงานข้อมูลรีวิวสินค้าและข้อมูลการรีวิวโรงแรมเป็นต้น 
จากการทบทวนงานวิจั ยที่ เกี่ ยวข้องแม้จะมีการ
เปรียบเทียบอัลกอริทึมจากงานวิจัยต่าง ๆ ก็ไม่สามารถ
ระบุได้ว่า อัลกอรึทึมใดที่จําแนกประเภทมูลได้ดีที่สุด 
จากเหตุผลดังกล่าว งานวิจัยฉบับนี้จึงเสนอการ
วิเคราะห์การทํานายการลาออกกลางคันของนักศึกษา
ระดับปริญญาตรี โดยใช้เทคนิควิธีการทําเหมืองข้อมูล
ด้วยเทคนิควิธี Decision Tree, Naive Bayes และ                  
K-Nearest Neighbor เพื่อวิเคราะห์ปัจจัยที่เกี่ยวข้องใน
การสังเคราะห์โมเดลสําหรับการทํานายการออกกลางคัน
ของนักศึกษาระดับปริญญาตรีและเปรียบเทียบ
ประสิทธิภาพของโมเดลเพ่ือหาค่าความแม่นยําที่
เหมาะสมท่ีสุดในการทํานายการลาออกกลางคันของ
นักศึกษา เพื่อนําไปใช้เป็นแนวทางในการป้องกันและ
แก้ไขปัญหาการลาออกกลางคันของนักศึกษาในแต่ละปี
การศึกษาต่อไป 
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การสอนให้มีประสิทธิภาพ ตลอดจนช่วยกันหาแนวทาง
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ทางการศึกษาโดยการลาออกกลางคันก่อนที่จะจบ
การศึกษา ศึกษาไม่สําเร็จตามหลักสูตรที่กําหนดได้นั้น 
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กลางคันของนักศึกษาเป็นส่ิงที่ต้องหาแนวทางในการแก้ไข 
ศักรินทร์และคณะ [1] จากฐานข้อมูลของวิทยาลัย
เทคโนโลยีภาคตะวันออกเฉียงเหนือในปีการศึกษา 
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ภาคพิเศษมีจํานวนมากถึง 2,364 คน คิดเป็นร้อยละ 
17.21 จากจํานวนนักศึกษาทั้งหมด 13,729 คน ซึ่งส่งผล
กระทบไปยังจํานวนนักศึกษาคงอยู่และจํานวนผู้สําเร็จ
การศึกษา มีผลการดําเนินงานที่ไม่สามารถบรรลุได้ตาม
เป้าหมายที่กําหนดไว้ 
ปัจจุบันการทําเหมืองข้อมูลทางการศึกษา (Education 
Data Mining) เป็นที่นิยมอยา่งมากโดยเฉพาะการจําแนก
ประเภทข้อมูล (Classification) เพื่อหาความสัมพันธ์ของ
ข้อมูลและเปรียบเทียบประสิทธิภาพของอัลกอริทึม  
ดังงานวิจัยของโชติกาและขวัญทัย [2] เป็นการทดสอบ
ประสิทธิภาพของอัลกอริทึม Decision Tree, Naive 
Bays, Sequential minimal optimization เพื่อใช้ใน
สร้างแบบจําลองการพยากรณ์ประสิทธิภาพของผู้เรียน 
โดยผู้เรียนสามารถพยากรณ์การทาํนายประสิทธิภาพของ
ตนเองได้ว่าตนเองอยู่ในประสิทธิภาพระดับใดของผลการ
พยากรณ์ เพื่อนําไปสู่การตัดสินใจให้นิสิตวางแผนการเรียน
ตามเป้าหมายของตนเองได้อย่างมีประสิทธิภาพยิ่งขึ้น 
พบว่า อัลกอริทึม C4.5 มีประสิทธิภาพในการจําแนก
ข้อมูลโดยรวมได้ดีที่สุด แตกต่างกับงานวิจัยของจุฑาทิพย์
และนิเวศ [3] ศึกษาการเปรียบเทียบประสิทธิภาพการ
จําแนกอีเมลที่เป็นสแปมโดยใช้เทคนิคการทําเหมือง
ข้อมูล Decision Tree,  Naive Bays,  K-Nearest 
Neighbor การวิเคราะห์และทํานายหาที่มาของจดหมาย
อิเล็กทรอนิกส์ที่เป็นสแปมได้ถูกต้องและสามารถนําไป
ประยุกต์ใช้เป็นการลดภาระของเครื่องแม่ข่าย (Server) 
ในองค์กรธุรกิจในการกรองจดหมายอิเล็กทรอนิกส์ที่เป็น 
สแปมได้อย่างมีประสิทธิภาพ พบว่า วิธี Naive Bays ให้
ค่าความถูกต้องสูงที่สุด และแตกต่างกับงานวิจัยของ
ประพัฒน์และคณะ [4] ที่เสนอการแบ่งกลุ่มข้อความจาก
ข้อความรีวิว โดยใช้เทคนิคเหมืองข้อมูล ด้วยเทคนิค SVM, 
Decision Tree, Naive Bays, K-Nearest Neighbor 
พบว่าเทคนิค SVM ได้ค่าความถูกต้องสูงที่สุด เป็นเทคนิค
ที่น่าสนใจ ที่จะนําไปประยุกต์ใช้ในการจําแนกกลุ่ม
ข้อความวิจารณ์ภาพยนตร์ ยังสามารถนําไปประยุกต์ใช้
ในงานข้อมูลรีวิวสินค้าและข้อมูลการรีวิวโรงแรมเป็นต้น 
จากการทบทวนงานวิจั ยที่ เกี่ ยวข้องแม้จะมีการ
เปรียบเทียบอัลกอริทึมจากงานวิจัยต่าง ๆ ก็ไม่สามารถ
ระบุได้ว่า อัลกอรึทึมใดที่จําแนกประเภทมูลได้ดีที่สุด 
จากเหตุผลดังกล่าว งานวิจัยฉบับนี้จึงเสนอการ
วิเคราะห์การทํานายการลาออกกลางคันของนักศึกษา
ระดับปริญญาตรี โดยใช้เทคนิควิธีการทําเหมืองข้อมูล
ด้วยเทคนิควิธี Decision Tree, Naive Bayes และ                  
K-Nearest Neighbor เพื่อวิเคราะห์ปัจจัยที่เกี่ยวข้องใน
การสังเคราะห์โมเดลสําหรับการทํานายการออกกลางคัน
ของนักศึกษาระดับปริญญาตรีและเปรียบเทียบ
ประสิทธิภาพของโมเดลเพ่ือหาค่าความแม่นยําที่
เหมาะสมท่ีสุดในการทํานายการลาออกกลางคันของ
นักศึกษา เพื่อนําไปใช้เป็นแนวทางในการป้องกันและ
แก้ไขปัญหาการลาออกกลางคันของนักศึกษาในแต่ละปี
การศึกษาต่อไป 
 
 
2.  วัตถปุระสงค์ของการวิจยั 
2.1  เพื่อวิเคราะห์หาปัจจัยที่เกี่ยวข้องในการลาออก
กลางคันของนักศึกษาระดับปริญญาตรี 
2.2  เพื่อสังเคราะห์โมเดลสําหรับการทํานายการออก
กลางคันของนักศึกษาระดับปริญญาตรี 
2.3  เพื่อเปรียบเทียบประสิทธิภาพการจําแนกข้อมูล
ของโมเดลด้วยเทคนิควิธี Decision Tree, K-Nearest 
Neighbors (K-NN), Naive Bayes 
  
3.  ทฤษฎแีละงานวิจยัที่เกีย่วขอ้ง 
3.1  ต้นไม้ตัดสินใจ (Decision Tree) [5] เป็นการ
เรียนรู้โดยการจําแนกประเภท (Classification) ข้อมูล
ออกเป็นกลุ่ม (Class) ต่างๆ โดยใช้คุณลักษณะ หรือ
คุณสมบัติ (Attribute) ข้อมูลในการจําแนกประเภท ต้นไม้
ตัดสินใจท่ีได้จากการเรียนรู้ทําให้ทราบว่า คุณลักษณะใดเป็น
ตัวกําหนดการจําแนกประเภท และคุณลักษณะแต่ละตัวมี
ความสําคัญมากน้อยต่างกันอย่างไรโมเดลด้วยวิธี Decision 
Tree จะทําการคัดเลือกแอตทริบิวต์ท่ีมีความสัมพันธ์กับ
คลาสมากท่ีสุดข้ึนมาเป็นโหนดบนสุดของ tree เรียกว่า 
โหนดราก (Rood Node) จากนั้นจะเลือกคุณสมบัติท่ีมี
ความสัมพันธ์ถัดไปเร่ือย ๆ จากการคํานวณ Information 
Gain (IG) โดยเลือกคุณสมบัติท่ีมีค่า IG สูงท่ีสุด คํานวณได้
จากสมการดังนี้ 
 
IG�parent, child� � Entropy�parent� � �p�c1� �
Entropy�c1� � p�c2� � Entropy�c2��� � � �               (1) 
 
เมื่อ 
Entropy�c1�  คือ �p�c1�	lo�	p�c1�  
 p�c1�	        คือ ค่าความน่าจะเปน็ของคา่ c1  
 c            คือ ปัจจัย (Attribute) แต่ละตัวท่ีเก่ียวข้อง 
ซ่ึงค่า Entropy นี้จะใช้ในการวัดความแตกต่างกันของ
ข้อมูล ถ้าข้อมูลมีความแตกต่างกันน้อย ค่า Entropy จะมีค่า
ต่ํา แต่ถ้าข้อมูลมีความแตกต่างกันมากค่า Entropy จะมีค่า
สูง ดังนั้นถ้าข้อมูล Entropy ของโหนดลูก (Child) สามารถ
สร้างโมเดลของ Decision Tree จะคํานวณค่า IG ของแต่ละ
แอททริบิวต์เทียบกับคลาสเพื่อหาแอททริบิวต์ท่ีมีค่า IG มาก
ท่ีสุดมาเป็น Rood ของโมเดล Decision Tree 
3.2  การเรียนรู้เบย์ (Naive Bayes) [6] จะใช้
วิเคราะห์หาความน่าจะเป็นของสิ่งที่ยังไม่เคยเกิดขึ้น โดย
การคาดเดาจากสิ่งที่เคยเกิดขึ้นมาก่อนนิยมใช้ เนื่องจาก
เป็นรูปแบบการหาความสัมพันธ์ที่ไม่ซับซ้อนได้ผลลัพธ์ดี  
ดังสมการ          
 
P�C|A� � P�A|C� � P�C�P�A�  
  
จากสมการ Bayes อธิบายว่าถ้าต้องการทํานายคลาส 
C เมื่อทราบแอททริบิวต์ สามารถคํานวณจากความน่าจะ
เป็นของแอททริบิวต์ A ที่มีคลาส C ใน Training data 
และค่าความน่าจะเป็นของแอททริบิวต์ A และ C มี
สมการ 3 ส่วนดังนี้ 
P�C|A�	คือ ค่าความน่าจะเป็นที่ข้อมูลที่มีแอททริบิวต์ 
A จะมีคลาส C  
P�A|C�	คือ ค่าความน่าจะเป็นที่ข้อมูล Training 
data ที่มีคลาส C และมีแอททริบิวต์ A โดยที่ A = a1 
∩ a2 … ∩ aM โดยที่ M คือจํานวนแอททริบิวต์ใน 
Training data 
P�C�	 คือ ความน่าจะเป็นของคลาส C  
P�A�	 คือ ความน่าจะเป็นของคลาส A  
แต่การที่แอททริบิวต์ A = a1 ∩ a2 … ∩ aM ที่เกิดขึ้นใน 
Training data อาจจะมีจํานวนน้อยมากหรือไม่มีรูปแบบ
ของแอททริบิวต์แบบน้ีเกิดขึ้นเลย ดังนั้นจึงได้ใช้หลักการ
ที่ว่าแต่ละแอททริบิวต์เป็น Independent ต่อกันทําให้
สามารถเปลี่ยนสมการ P�A|C� ได้เป็น 
P�A|C� � P�a�|C� � P�a�|C� � �� P�a�|C� (3)             
โดยสามารถตัดส่วนของ P�A�	ออกได้เนื่องจากเป็นส่วน
ของการปรับค่าให้อยู่ในช่วงนั้น (Normalization) 
3.3  วิธีการค้นหาเพื่อนบ้านใกล้ที่ สุด K-Nearest 
Neighbors [7] เป็นการแบ่งกลุ่มข้อมูล และทําการวัด
ระยะห่างระหว่างข้อมูลที่ต้องการทํานายกับข้อมูลที่อยู่
ใกล้เคียงเป็นจํานวน K ตัว และคําตอบที่ทํานายได้ดีคือ
คลาสที่พบมากที่สุดของข้อมูลที่เป็นเพื่อนบ้านทั้ง K ตัว 
มักจะใช้วิธีการวัดระยะห่างแบบ Euclidean เกิดจาก
รากที่สองของผลต่างระหว่างแอททริบิวต์ต่าง ๆ ยกกําลัง
สองดังสมการ  
E�clidean	�i�tance	 �
	���x� � y���� � �x� � y����� � � ��x� � y����		  (4) 
 
โดยที่ x� คือ แอททริบิวต์ที่ 1 ของข้อมูลจุดที่ 1 และ 
y�	คือ แอททริบิวต์ที่ 1 ของข้อมูลชุดที่ 2 โดยข้อมูลทั้ง 
2 ตัว (x และ y) มีจํานวนแอททริบิวต์เท่ากับ L 
(2) 
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3.4  วิธีการ 10-Fold Cross Validation [8] การวัด
ประสิทธิภาพของโมเดลการพยากรณ์ที่สร้างด้วย วิธีการ 
10-Fold Cross Validation จะแบ่งข้อมูลออกหลายส่วน 
(แสดงด้วยค่า k) ในการดําเนินวิจัยครั้งน้ีจะแบ่งข้อมูล
เป็น 10 ส่วน โดยแต่ละส่วนมีจํานวนข้อมูลเท่ากัน จากนั้น
ข้อมูลหนึ่งส่วนจะใช้เป็นตัวทดสอบประสิทธิภาพของ
โมเดลทําวนไปเช่นน้ีจนครบจํานวนที่แบ่งไว้ ประสิทธิภาพ
ของโมเดล 10 ครั้ง 
3.5  ตัววัดประสิทธิภาพของโมเดลการจําแนก
ประเภทข้อมูล [5] โดยทั่วไปแล้วจะมีตัววัดที่นิยมใช้กัน
ในงานวิจัยและการทํางานต่าง ๆ อยู่ 4 ค่า คือ 
- ค่าความแม่นยํา (Precision) คือค่าที่ดูส่ิงที่ทํานาย
ออกมาแล้วทายถูกได้กี่เปอร์เซ็นต์ 
- ค่าความระลึก (Recall) คือจํานวนที่ทํานายถูกกี่ตัว 
เป็นการวัดความถูกต้องของโมเดล 
- ค่าความถ่วงดุล (F-measure) คือค่าเฉล่ียของค่า
ความแม่นยําและค่าความระลึก 
- ค่าความถูกต้อง (Accuracy) คือจํานวนข้อมูลที่
ทํานายถูกทุกคลาสเป็นการวัดความถูกต้องของโมเดล 
โดยพิจารณารวมทุกคลาส 
3.6  วิเคราะห์ปัจจัยที่ส่งผลต่อการลาออกกลางคัน
ของนักศึกษาระดับปริญญาตรี [5] เพื่อกําหนดเป็นดัชนี 
และเรียงลําดับความสําคัญของดัชนี โดยการลดมิติข้อมูล 
(Attribute Selection) แบบ Filter approach เป็นการ
คํานวณค่าน้ําหนัก (หรือค่าความสัมพันธ์) ของแต่ละ 
แอททริบิวต์และเลือกเฉพาะแอททริบิวต์ที่สําคัญเก็บไว้ 
เช่น Information Theory, Chi-Square ในบทความนี้
เป็นการคํานวณค่าน้ําหนักของแต่ละแอททริบิวต์ด้วย
วิธีการ Information Theory 
3.7  งานวิจัยที่เกี่ยวข้อง 
สุภาวดีและสมบรูณ์ [9] พยากรณ์ผลการทดสอบทาง
การศึกษาระดับชาติขั้นพื้นฐานของนักเรียนชั้นประถม 
ศึกษาปีที่ 6 โรงเรียนอนุบาลสิงหบ์ุรี โดยใช้เทคนิคเหมือง
ข้อมูล (Data Mining) หาความสัมพันธ์ระหว่างผลการ
สอบแต่ละรายวิชาของนักเรียน โดยรวบรวมผลการสอบ 
O-Net และผลการเรียนแต่ละรายวิชาที่เกี่ยวข้องมาใช้
สร้างโมเดลการพยากรณ์ ผู้วิจัยได้นําเทคนิคมาเปรียบเทียบ
ด้วยกัน 3 โมเดล คือ Decision Tree, K-Nearest 
Neighbors, Naive Bayes เพื่อหาวิธีการที่มีความ
ถูกต้องมากที่ สุด นํามาพยากรณ์ผลการสอบ O-Net 
ล่วงหน้า และนําผลการทํานายที่ได้ไปใช้ในการพัฒนา 
การเรียนการสอนวิธีการสอนและการสอนเสริม พบว่า
โมเดล ส่วนใหญ่ใช้เทคนิควิธี Decision Tree สร้างตัว
แบบการพยากรณ์ในวิชาภาษาไทยมีค่าเฉล่ียความถูกต้อง
สูงสุดร้อยละ 74.14 วิชาวิทยาศาสตร์มีค่าเฉลี่ยความ
ถูกต้องสูงสุดร้อยละ 81.46  ส่วนวิชาอังกฤษใช้เทคนิควิธี 
K-Nearest Neighbors มีค่าเฉล่ียความถูกต้องสูงสุดร้อย
ละ 80.44 จากการทดสอบ 10 ครั้ง จะเห็นได้ว่าวิชา
ภาษาไทย วิชาภาษาอังกฤษ และวิชาวิทยาศาสตร์มี
ประสิทธิภาพให้ความถูกต้องมากที่สุด  
โชติกาและขวัญทัย [2] การสร้างแบบจําลองเพื่อใน
การพยากรณ์ประสิทธิภาพของผู้เรียนโดยใช้เทคนิควิธี 
การทําเหมืองข้อมูลสําหรับการจําแนกประเภทข้อมูล
และการทํานาย (Classification and Prediction) ผู้วิจัย
เลือกใช้อัลกอริทึมในการทําเหมือนข้อมูลจํานวน 3 
อัลกอริทึมได้แก่ Decision Tree, Naive Bays, 
Sequential minimal optimization กับชุดข้อมูล
ผู้เรียนจํานวนทั้งส้ิน 338 คน ในขั้นตอนการหาประสิทธิภาพ
ในแต่ละอัลกอริทึม ผู้วิจัย ใช้ 10-fold Cross-validation 
เพื่อใช้สําหรับวัดค่าประสิทธิภาพของแบบจําลองสําหรับ
ค่าความถูกต้องของการจําแนกกลุ่ม (Accuracy) เป็น
ดัชนีชี้วัดประสิทธิภาพโดยรวมของอัลกอริทึม และใช้
ค่าเฉล่ียประสิทธิภาพโดยรวม (F-measure) เพื่อเป็น
ดัชนีชี้วัดประสิทธิภาพของแต่ละคลาสคําตอบ (Target 
Class) ที่ได้จากแบบจําลองการพยากรณ์ของผู้เรียน 
ผลการวิจัยพบว่า Decision Tree มีประสิทธิภาพการ
จําแนกข้อมูลโดยรวมสูงที่สุดโดยมีค่าความถูกต้องในการ
จําแนกกลุ่มผู้เรียน (Accuracy) สูงสุดที่ระดับ 85.80% 
จุฑาทิพย์และนิเวศ [3] การเปรียบเทียบประสิทธิภาพ
การจําแนกจดหมายอิเล็กทรอนิกส์ที่เป็นสแปมโดยใช้
เทคนิคการทําเหมืองข้อมูล ซึ่งประกอบด้วย Decision 
Tree, Naive Bayes, K-Nearest Neighbor ผลการทดลอง
เมื่อเปรียบเทียบจากค่าความถูกต้อง (Accuracy) พบว่า
วิธี Naive Bayes ให้ค่าความถูกต้องสูงสุดเท่ากับ 92.48 %  
 
4.  วธิีการดําเนินการวจิยั 
ในงานวิจัยนี้ได้เสนอวิธีการทําเหมืองข้อมูลโดยใช้
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ลาออกกลางคันของนักศึกษา โมเดลที่สร้างด้วยเทคนิค
วิธี Naive Bayes ให้ผลลัพธ์ที่ดีที่สุดโดยมีค่าความ
ถูกต้องร้อยละ 93.58 
ตารางที่ 3 ผลการเปรียบเทียบประสิทธิภาพในการ 
 จําแนกการลาออกกลางคันของนักศึกษา 
อัลกอริทึม ค่าความถูกต้อง Accuracy 
Naive Bayes 93.58% 
Decision tree 93.52% 
k-NN  87.95% 
4.6  การนําแบบจําลองไปใช้งาน (Deployment) นํา
โมเดลที่ได้ผ่านกระบวนการเปรียบเทียบประสิทธิภาพ
ของโมเดล ที่ได้ค่าความถูกต้องสูงสุด ไปใช้ในการทํานาย
การลาออกกลางคันของนักศึกษาเพื่อใช้เป็นแนวทางใน
การป้องกันและแก้ไขปัญหาการลาออกกลางคันของ
นักศึกษาในแต่ละปีการศึกษาต่อไป 
 
5.  ผลการวิจัย 
5.1  ผลการวิเคราะห์ปัจจัยที่เกี่ยวข้องในการลาออก
กลางคันของนักศึกษาระดับปริญญาตรี โดยการลดมิติ
ข้อมูล (Attribute Selection) การคํานวณค่าน้ําหนัก
ของแอททริบิวต์ด้วยวิธีการ Information Theory 
พบว่ามีจํานวน 8 ปัจจัยที่เกี่ยวข้องในการลาออกกลางคัน
ของนักศึกษา ได้แก่ การกู้ยืมกองทุนเพื่อการศึกษา สาขา 
วิชา เกรดเฉล่ีย อาชีพของมารดา อาชีพของบิดา คณะที่
เรียน อายุ และโรงเรียนเดิมรายละเอียดดังตารางที่ 4 
ตารางที่ 4 ปัจจัยที่เกี่ยวข้องในการลาออกกลางคันของ  
เนักศึกษา 
No Attribute Weight 
1. การกู้ยืมกองทุนเพ่ือการศึกษา (Edu_Loan)  1.6 
2. สาขาวิชา (Major)  1.2 
3. เกรดเฉล่ีย (GPA) 0.8 
4. อาชีพของมารดา (Mother_occupation)  0.5 
5. อาชีพของบิดา (Father_occupation)  0.5 
6. คณะท่ีเรียน (Id_faculty)  0.4 
7. อายุ (Age) 0.1 
8. โรงเรียนเดิม (Old_school) 0.1 
5.2  ผลการสังเคราะห์โมเดลสําหรับการทํานายการ
ออกกลางคันของนักศึกษาระดับปริญญาตรีและวัด
ประสิทธิภาพของโมเดลด้วยวิธีการ 10-Fold Cross 
Validation 
ตารางที่ 5 ผลการเปรียบเทียบประสิทธิภาพค่าความ  
 แม่นยําของโมเดล 
อัลกอริทึม Accuracy Precision Recall 
Naive Bayes 93.58% 93.80% 99.40% 
Decision tree 93.52% 94.66% 98.19% 
k-NN  87.95% 98.34% 73.18% 
จากตารางที่ 5 จะเห็นว่าสามารถใช้เหมืองข้อมูลใน
การทํานายการลาออกกลางคันของนักศึกษาระดับ
ปริญญาตรี ด้วยเทคนิคเหมืองข้อมูล 3 โมเดล ด้วยเทคนิค
วิธีคือ 1) Decision Tree 2) K-Nearest Neighbors 
และ 3) Naive Bayes เพื่อวัดประสิทธิภาพของโมเดล
ด้วยวิธีการ 10-Fold Cross Validation โมเดลที่สร้าง
ด้วยเทคนิควิธี Naive Bayes มีประสิทธิภาพสูงสุดมี
ค่าเฉล่ียความถูกต้องร้อยละ 93.58 เทคนิควิธี Decision 
tree มีค่าเฉลี่ยความถูกต้องร้อยละ 93.52 และ เทคนิค
วิธี K-Nearest Neighbors มีค่าเฉล่ียความถูกต้อง 
ร้อยละ 87.95 
 
6.  อภิปรายผล 
จากการรวบรวมข้อมูลจากฐานข้อมูลงานทะเบียน
ของมหาลัยวิทยาลัยราชภัฏอุบลราชธานี ของนักศึกษา
ระดับปริญญาตรี มีจํานวนนักศึกษาที่ลาออกจํานวน 
2,364 คน จํานวนนักศึกษาที่ไม่ลาออกมีจํานวน 13,729 
คน และเม่ือทําการวิเคราะห์ค่าน้ําหนักของแอททริบิวต์
ด้วยวิธีการ Information Theory พบว่ามีปัจจัยที่
เกี่ยวข้องในการลาออกกลางคันสูงสุด 5 อันดับ ได้แก่ 
การกู้ยืมกองทนุเพื่อการศึกษา สาขาวิชา เกรดเฉล่ี อาชีพ 
ของมารดา และอาชีพของบิดา เพราะเหตุนี้ผู้บริหาร
จะต้องเข้าใจถึงสภาพการเป็นอยู่ ในครอบครัวของ
นักศึกษาและให้ความช่วยเหลือทางด้านการเงินแก่
นักศึกษาที่ขาดแคลนทุนทรัพย์ โดยอาจจะพิจารณาผ่อน
ผันการชําระค่าเทอม พิจารณาให้กู้ยืมกองทุนเพื่อ
การศึกษา พิจารณาให้ทุนการศึกษาสําหรับผู้เรียนดีแต่
ยากจนหรือทุนทางด้านกิจกรรม รวมไปถึงการแก้ปัญหา
ทางด้านการเรียนของนักศึกษา ในแต่ละสาขาวิชา เพื่อ
ให้ผลการเรียนดีขึ้น ดังนั้นอาจารย์ประจําสาขาวิชา
จะต้องคอยดูแลนักศึกษาอย่างใกล้ชิดเพื่อลดความเส่ียง
ในการลาออกกลางคันของนักศึกษา 
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การเปรียบเทียบประสิทธิภาพการจําแนกการลาออก
กลางคันของนักศึกษาระดับปริญญาตรีโดยใช้เทคนิค
เหมืองข้อมูล 3 โมเดล ด้วยเทคนิควิธี คือ 1) Decision 
Tree 2) K-Nearest Neighbors และ 3) Naive Bayes 
เพื่อวัดประสิทธิภาพของโมเดลด้วยวิธีการ 10-Fold 
Cross Validation ผลการทดลองเม่ือเปรียบเทียบจากค่า
ความถูกต้อง (Accuracy) พบว่า Naive Bayes มี
ประสิทธิภาพสูงสุดมีค่าเฉล่ียความถูกต้องร้อยละ 93.58 
ดังนั้นจึงสามารถสรุปได้ว่า แบบโมเดลที่ได้จากการทดลอง
นี้สามารถนําไปวิเคราะห์และทํานายการลาออกกลางคัน
ของนักศึกษาระดับปริญญาตรีได้ถูกต้องในระดับที่
ยอมรับได้ เมื่อเปรียบเทียบกับงานวิจัยที่อ้างอิงถึง จะใช้
วิธีการเหมืองข้อมูลที่แตกต่างกัน เช่น สุภาวดีและ
สมบูรณ์ [9] การพยากรณ์ผลการทดสอบทางการศึกษา
ระดับชาติขั้นพื้นฐาน (O-Net)  มหาวิทยาลัยรังสิต ได้
นําเสนอวิธีการทําเหมืองข้อมูลโดยวิธี Decision Tree 
เป็นวิธีการที่ดีที่สุด และ จุฑาทิพย์และนิเวศ [3] การ
จําแนกจดหมายอิเล็กทรอนิกส์ที่เป็นสแปมโดยใช้เทคนิค
การทําเหมืองข้อมูล ซึ่งประกอบด้วย Decision Tree, 
Naive Bayes, K-Nearest Neighbor ผลการทดลองเม่ือ
เปรียบเทียบจากความค่าถูกต้อง (Accuracy) พบว่าวิธี 
Naive Bayes ให้ค่าความถูกต้องสูงสุดเท่ากับ 92.48 % 
จากงานวิจยันี้พบวา่ การวิเคราะห์และทํานายการลาออก
กลางคันของนักศึกษาวิธีการที่ดีที่สุดคือ เทคนิควิธีการ
ของนาอีฟเบย์ (Naive Bayes) มีประสิทธิภาพสูงสุดมี
ค่าเฉล่ียความถูกต้องร้อยละ 93.58 ซึ่งการใช้วิธีการทํา
เหมืองข้อมูลจะให้มีประสิทธิภาพมากที่สุด จะต้องทดสอบ
ด้วยกันหลายวิธี เนื่องจากความถูกต้องที่ทํานายได้ขึ้นอยู่
กับข้อมูลที่จะนํามาใช้วิเคราะห์ด้วย 
 
7. ข้อเสนอแนะ 
การวิเคราะห์ข้อมูลให้ละเอียดหรือให้มีประสิทธิภาพ
มากยิ่งขึ้น ควรมีการเก็บรวบรวมข้อมูลปัจจัยตัวอื่นๆ 
ร่วมด้วย เช่น ปัจจัยด้านส่วนตัวของนักศึกษา ปัจจัยด้าน
สถานศึกษา ปัจจัยด้านสภาพครอบครัว ปัจจัยด้านสังคม 
ข้อมูลพฤติกรรมการเรียนของนักศึกษา ข้อมูลสภาพการ
เรียนและการสอน ข้อมูลโครงสร้างของหลักสูตร ข้อมูล
เหล่านี้จะต้องจัดเก็บเพิ่มเติมโดยอาจจะใช้เครื่องมืออื่น 
เช่น แบบสอบถาม การสัมภาษณ์ เป็นต้น 
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