Abstract-First Sight, a vision system in labeling the outline of a moving human body, is proposed in this paper. The emphasis of First Sight is on the analysis of motion information gathered solely from the outline of a moving human object. Two main processes are implemented in First Sight. The first process uses a novel technique to extract the outline of a moving human body from an image sequence. The second process, which employs a new human body model, interprets the outline and produces a labeled two-dimensional human body stick figure for each frame of the image sequence. Extensive knowledge of the structure, shape, and posture of the human body is used in the model. The experimental results of applying the technique on unedited image sequences with self-occlusions and missing boundary lines are encouraging.
I. INTRODUCTION
UMAN body motion analysis is a challenging research H problem because the human body is a highly flexible structure which can twist, bend, and rotate. In addition, selfocclusions of the human body complicate both the segmentation and analysis processes.
There are two major objectives in human body motion analysis, namely, to recover the skeleton structure of the object [20] , [21] , [23] , [24] , [27] , [30] , [33] and to interpret and analyze the motion [3] , [13] , [14] , [19] , [31] performed by the actor. In this paper, First Sight is proposed to handle the first objective. Solutions to the second problem are beyond the scope of this work. The emphasis of First Sight is on using motion information that can be gathered solely from the outline of a moving human object. Two main processes are implemented in First Sight. The first process uses a novel technique to extract the outline of a moving human object. The second process interprets the outline of different types of posture and produces a two-dimensional human body stick figure for each frame of the image sequence.
The work done in this area has been focused on either the high level [3] , [13] , [14] , [27] , [30] , [31] , [33] or the low level [lo] , [ll] , [20] , [21] , [23] , [24] . Gaps in between these two levels remained not investigated or solved. Research at the high level frequently assumes that the images can be well segmented and a medium level description of the human figure can be obtained. For example, Rashid [30] , Webb and Aggarwal [33] recover the human joint information by attaching light sources or reflectors to the joints of the human actors. Their approaches, commonly known as the Moving Light Display approaches or MLD, are based on the influential work of Johansson [17] on the perception of human motion-in particular, walking-given only the joint information. The psychological experimental results by DiFranco [9] , however, vividly demonstrate that humans are not good at identifying unfamiliar movement patterns if only the joint information is given. Instead, she suggests that the outline pattern would be a better choice for the movement pattern identification task, the approach of which has been adopted and advocated by Long and Yang [23] , [24] as well as by the present authors. O'Rourke and Badler [27] base the low level process of their study on simulated human figures with distinguishable colors for the head, the hands, and the feet. Lee and Chen [19] use synthesized 2D human stick figures. Akita [3] uses a dark human figure on a white background to simplify the segmentation task. The extracted human body is then matched with a set of known key frames. Both Hogg [13] , [14] and Rohr [31] assume that there is a single walking person in the picture. With this assumption, a medium level description can be used to generate predictions from a walking human model to interpret the inputs.
Based on the above discussions, there are three problems with work concentrates on the high level. First, the system would not be intelligent if it depends on MLD. Second, it is well known that to obtain a well segmented picture in general is still an open problem. Third, to assume that the needed medium ,level description of a human body can be obtained is difficult to justify. On the other hand, researchers at the low level often neglect the requirements of the high level processes. It is unclear how the output from the low level processes can be handled by the high level processes. That is why researchers at the high level seldom use the results from the low level research. The design of a plausible human motion analysis system must encompass both the high level as well as the low level processes in a coherent manner. This paper proposes the design and implementation of such a system. First Sight is interesting in the sense that first, it gives a coherent implementation from the low level to the high level; and second, it is not restricted to one type of motion or posture as other approaches are [3] , [13] , [14] , [31] . Our ultimate goal is to be able to design a system which can give a rough idea of the motiodposture performed by a human actor. First Sight is a small step in this direction and the outputs from it can be fed to the high level systems proposed by others In this study, the problem of body posture recovery is reexamined. It is difficult to justify other approaches [31, [131, The human body can be modeled as a tree of rigid parts connected at specific joints [5] . For example, the hand can be regarded as the descendant of the lower arm, and the lower arm can be regarded as the descendant of the upper arm. Each rigid part is allowed to move freely in its own domain with respect to its immediate ancestor. For instance, the upper arm movement relative to the joint connected to the body and the lower arm movement relative to the joint connected to the upper arm. In human body motion analysis, different researchers tend to view and use the model differently. O'Rourke and Badler [27] are interested in recovering body postures given that some of the 2D positions of the head, hands, and feet can be reliably obtained. They see the body model as a skeleton with structural constraints and they apply constraint propagation method to obtain good results on synthetic images. Hogg [ 
B. Input Images
In this work, three carefully chosen video picture sequences, sequences I, 11, and I11 (see Fig. l) , with increasing complexity, are used. Sequence I consists of a simple motion pattern with no self-occlusion and the human actor is in front of a bright background. Sequence I1 has occluded body parts with missing body outline. Sequence I11 has severely occluded body parts. Sequences 1-111 consist of 44, 40, and 41 frames of pictures, respectively, and the resolution of each picture is 120 X 128 (row x column). In the following, a picture in a sequence is denoted by SequenceNumberframeNumber. For example, 11.10 refers to the lofh picture in sequence 11.
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C. Simplifications and Assumptions
Since the research topic is a difficult and open-ended problem, the following assumptions are used to simplify the problem. It is assumed that 1) there is only one moving human subject in the scene; 2) the camera is stationary; 3) the intensity of the moving object is different from that of the background; and 4) only the outline of the moving object is analyzed. Despite the above simplifications, this study still faces many difficult problems. First, the human body can perform all kinds of motion and it is not known how to classify and recognize them automatically. Even a human has difficulty in recognizing some of the motion sequences used in this research. Secondly, the analysis is an underconstrained problem and is corrupted by the presence of unwanted information, e.g., the motion of unrelated objects in the background, as well as the absence of important information, e.g., a moving object occluded by another object in the foreground.
D. Overview
The structure chart of First Sight is shown in Fig. 2. A se, quence of raw intensity pictures is first fed to a segmentation process to segment moving outlines of the moving objects from the stationary foreground and background. Ribbon [6], [7] , [8] , [26] , [28] , [29], [32] , which is a popular representation for 2D shape, is used as region primitives in the region abstraction process to abstract regions from the outline pictures. A ribbon is defined as the 2D counterpart of a 3D generalized cylinder [l]. The detected ribbons are then tracked from frame to frame to collect motion information which is then used to eliminate motionless ribbons which belong to the background. Finally, human body models are matched to the input data and appropriate regions are labeled as the head, the arms, and the legs.
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Moving Edge Picture Output Two-dimensional human body stick figures are produced as the output. These processes are described in the following sections. have developed an interesting approach using the Hausdorff distance to track moving objects without a priori knowledge of the image. In addition, the camera can be either stationary or moving. The tracking can be used to identify windows of moving edges. Good experimental results are reported. However, their method does not accumulate information and can include stationary edges as moving edges inside the tracking window. In this paper, although the proposed method assumes a stationary camera model, it can accumulate information and can produce a cleaner outline of the moving objects. An overview of the proposed moving edge detection process is shown in Fig. 3 .
MOVING EDGE DETECTION
The proposed algorithm is based on the difference picture method developed by Jain and Nagel [15], [16] together with the coincidence edge accumulation process proposed in this paper. The coincidence edges (CEs), which are edges of both the difference picture and the original intensity picture, capture the edges of the moving objects. Faulty CEs, however, are also detected when the moving objects move behind stationary foreground objects. A tracing process is needed to eliminate these faulty CEs. In the following, the process that generates the CEs and the process that eliminates the faulty CEs are described.
A. Coincidence Edge Detection
A given frame is processed with a fixed number, N , of subsequent frames using the difference operation to produce N difference pictures. In the implementation, N is set to be 40.
Let Dij represent the difference picture generated from frames I and J where J = I + The first equation defines the condition in which an edge pixel is a coincidence edge in frame I . First, the corresponding pixel in TEDlj must be an edge pixel. Second, the edge value of the corresponding pixel in frame I must be larger than that in frame J . The second condition is needed because the Nevatia and Babu [25] edge operator uses a very low threshold to eliminate noisy edges. In this implementation, the choice of the threshold is not essential because the difference regions are used to identify the real moving edges. However, one must enforce the condition of 2;' >E! because it is possible that TED:$ A E? always returns true.
. .
B. Coincidence Edge Tracking
The coincidence edges collected from the above process can include both stationary background and foreground edges that coincide with the edges of the difference picture. One example is shown in row three of Fig. 4 where the actor is doing an exercise on a mushroom-shaped support. The support becomes the foreground when one of the legs moves behind it. The edges of the support satisfy the conditions for being detected as CEs, and hence, these edges show up in the results.
Both genuine and faulty CEs (FCEs) are generated from the edges of the difference regions. However, FCEs are static while the genuine CEs are not. In particular, FCEs are edges that belong to the static background and foreground. Genuine CEs move with the difference regions while FCEs do not. When the difference region moves away from where a CE is found, the corresponding CE can then be identified as a FCE.
In order to identify the FCEs, each CE is tracked for N frames. The tracking process looks for evidence to distinguish FCEs from genuine CEs. Formally, a CE is labeled as a FCE if the following condition is true: [32] . In this study, a method similar to that proposed by Nevatia and Binford [26] is used. Samples of ribbons fitted to the human body outline are shown in Fig. 6 .
Moving edges are extracted as in Section 11. However, it is not known which side of the moving edge belongs to the moving object. A spatio-temporal relaxation process is proposed to handle this problem. First, regions between moving edges are tracked from frame to frame. Then, the collected tracking information is analyzed in a global and temporal sense by propagating the information from one point of the outline boundary to the rest of the boundary. The propagated information serves to distinguish which side of the moving edge is the moving object.
Two sets of ribbons, r and y, can be generated from the moving edges. r is the set of ribbons that are parts of the human body, i.e., ribbons A, B, C, D, E, and F (see Fig. 7 ) and y is the set of ribbons that are the background located between body parts, i.e., ribbons a, b, c, d, and e. The shape, intensity, and motion information of the moving ribbons that are in r should not change and these ribbons can be tracked reliably. On the other hand, the ribbons which are in y and appear moving cannot be tracked reliably because 1) the background may have certain types of stationary patterns and 2) the two ribbon edges of the ribbon in y belong to two different body parts. When the background ribbon appears to be moving, it is due to the movements of one or more body parts. Frequently, the boundary of the background ribbons changes because of these relative movements of the body parts. It can be observed that the changes affect the ribbon detection procedure. Less ribbons in y can be detected around the same location in the next frame. Also, the changes make matching of the background ribbon from the current frame to the next frame undesirable. These effects make the ribbons in y difficult to track.
In fact, such a difficulty is being used to eliminate ribbons in y.
This approach is a generalization of that proposed in [20] . The details of the tracking process can be found in 
IV. HUMAN BODY LABELING
A novel human body model which highlights the ability to distinguish posture types is proposed in this study. The model is used in the labeling process to match body parts such as the legs, the arms, and the head to the outline pictures of the human actor. Extensive knowledge of the structure, shape, and posture of the human body is used in the model. The structure chart of the labeling process is shown in Fig. 8 where the inputs to the labeling process are the body outline, the ribbons derived from the outline, and the ribbon tracking history. The output is a description of the five body parts, namely, the head, the arms, the legs, and the appropriate body joint points. Details of the proposed approach are described in Sections 1V.A to V.B. 
A. Body Part Extraction
The body part extraction process extracts three kinds of building blocks from the outline: the ribbons that radiate from the center of the body, the motionless parts of the outline, and the body trunk that is located in the center. The extracted ribbons become the candidates for the limbs and the head, while the motionless parts become the candidates for the support of the body. Support, which is a concept originated from ballet or dancing [ 181, is the part of the body supporting the body weight. In this work, the concept of support is used to generate useful information about the posture [12] of a human body. The details of determining support are described in Section 1V.C. In the following, the extraction of different body parts is described.
The tips or ends of a ribbon are classified into four types, each of which is called a TipType (Fig. 9 ). The classification is useful in determining if a ribbon tip can be the tophip of the head/limb of a human figure. Each TipType is assigned one of the following values:
Closed: The tip is closed with line segments (see Fig. 9 (a)). Terminated: The tip is not connected to other ribbons or other body parts (see Fig. 9 (b)), or the tip is connected to only a few (n) noisy edge points (see Fig. 9 (d)). Currently, n is generously set to be twice the width value at the tip (see Fig. IO ) in order not to miss one. ClosedAndTerminated: A combination of Closed and None: The tip is none of the above.
Terminated.
Ideally, the tophip of a head/limb ribbon should be ClosedAndTerminuted. In practice, this seldom happens be- 
Ribbon Edge
Ribbon Edge cause of frequent occlusions, and the lack of perfect segmentation of the moving objects. The ribbons with TipType as either Closed or Terminated are also considered as the candidates for the head or the limbs. In the following, the ribbons with TipType as Closed, Terminated, and ClosedAndTerminated are referred to as the U-shaped ribbons.
Support is a concept used in ballet or dancing [18] . In this paper, support is interpreted as the parts of the body that support the body weight and remain motionless for at least a few (=5) frames. The basic idea is to detect motionless outlines over several frames, an idea very similar to the reconstruction of the stationary background [23] , [34] . The extraction of the support segments is as follows. The support segments are the parts of the outlines which support the body weight. Hence, they must be the lowest parts of the outlines as shown by the bold lines in Fig. 1 1. In our implementation, the coordinates (r, c) at the upper left comer and the lower right corner of a picture are (0, 0) and (119, 127), respectively. In this coordinate system, a support segment should be a group of motionless lines which are approximately horizontal and are located around a motionless point which is a local maximum in r. Currently, the support segments are first identified by locating the motionless local maxima and then the supporting lines. An example is shown in Fig. 11 where each support line is pointed to by an arrow and each local maximum point is marked by an open circle. A support segment is found by first marking the points which can be connected to a motionless local maximum point (rl, cl) and then by keeping only the points with coordinates (Ti, ci) where the difference between rl and ri is at most one. Finally, the lines which include points (Ti, ci) are combined into a support segment. Currently, only the support segments which are located at the bottom are considered. The horizontal line, which is located at the middle between the lowest support segment and the highest point of the outline and is shown as a dashed line in the figure, is used to eliminate support segments which are located above the line. The support segments are further classified as either belonging to the tip of a vertical ribbon, i.e., support segment 1 in the figure, belonging to the side of a ribbon, i.e., support segment 2 in the figure, or belonging to no ribbon. These classifications are used in Section V.A.
Based on the U-shaped ribbons extracted, the body trunk can be estimated as the central region to which the U-shaped ribbons are connected. In a closed outline, e.g., 1.23 and 111.40 in Fig. 12 , the boundary of the moving object can be obtained because the moving edges inside the boundary can be detected and removed. This makes the body trunk detection process easier. In an open outline, e.g., I. 1, 11.12, and 111.34 in Fig.12 , however, there is no distinction between the boundary and other edges. Consequently, the moving edges inside the body are also treated as boundary edges. This problem increases the difficulty of the body trunk detection process. The details of the body trunk extraction can be found in [22] and samples of the body trunk detection results are shown in Fig. 12 .
The results for sequences I and I11 seem to be quite good except for frames at the beginning of the sequence or when the outline is broken and many moving edges show up inside the body trunk. The detection is not expected to perform well at the beginning of each sequence, because it has no previous history to consult. The results for sequence I1 are not as good as the others because internal edges, which always show up, complicate the detection process. 
B. Human Body Model
A novel human body model is proposed in this study. The model has two parts, the basic model which uses cylinders in modeling the human body [31] and the extended body model which models the body outline with selfocclusion. From the basic model, the information of the body structure, shape, and proximity is extracted to compute the posture of a body outline. Since the human body is a highly complex structure which can twist, bend, rotate, and create self-occlusions, the information extracted from the basic model suggests multiple solutions to the posture recovery problem. The solution space is pruned based on additional information which employs support to model the human body. In the following sections, these two models are described.
B.1. Basic Body Model
The graphical representation of the basic body model is shown in Fig. 13 . The basic model consists of: 1) five U-shaped ribbons and a body trunk, 2 ) five ribbon spines, one shoulder line, and the body trunk spine, 3) seven points shown as black dots, the head joint, PO, the arm joints, P1 and P2, the leg joints, P3 and P4, and the spine end points, P5 and P6, and 4) four middle joints of the limbs shown as open circles.
In this paper, the spine of the body trunk is simplified to be a straight line. Proximal, structural, and shape constraints are generated from the basic body model to compute the correct posture interpretation. P5 and P6 are first computed as described in Section V.A. The basic body model is centered on the seven joint points (PO-P6) shown in Fig. 13 . These seven points are located at the most important positions of the human body model, i.e., the five connecting points of the head and the limbs to the body trunk and the two end points of the body spine. They are important because they have special proximal and structural relation-'ships with each other. The recovery of these seven points is equivalent to solving the interpretation problem.
Four types of constraints can be derived from the basic model. These constraints are used to check the feasibility and to rank the confidence of each combination of the detected U-shaped ribbons to be labeled as the head, the arms, and the legs. Note that it is possible to have less than five U-shaped ribbons and less than seven joint points present in the combination. In the following, labels PO, P1, P2, P3, P4, P5, and P6 represent estimates of the seven joint points, I Pi Pj I represents the distance from Pi to Pj, and I X -Y I represents the absolute value of X -Y.
Structural Constraints I-Joint Deviation Constraints
The joint deviation constraints are concerned with the deviations of the seven estimated joint points from the basic model and can be classified into four types: 1) Head joint deviation (Devhead): PO and P5 should be in close proximity with each other. The distance is so close that these two points are assumed to occupy the same Spot. Hence, DeVhead = I POP5 12. 2) Arm joint deviation (Dev,,): The shoulder line is measured against the head joint, PO, and the neck joint, P5. Ideally, the distance from PO to P1 and P2 should be equal, and the distances from P1 and from P2 to any line, i.e., the dashed line in Fig. 14, going through P5 should be the same if the middle point of the shoulder line PIP2 should coincide with P5. The first deviation is computed as llP0P1l2 -IP0P2l21 while the second deviation is computed as IDplz-Dp221 where Dpi is the perpendicular distance from Pi to the dashed line. Ideally, one might want to rotate the dashed line to obtain the maximal deviation. Currently, the dashed line is defined as the line which goes through P5 and is perpendicular to P 5 P 6 . Dev,, is computed as
It is assumed that the distance from P3 to P4 should be less than or equal to the width of the leg, the distance from P6 to P3 or P4 should be less than or equal to half the width of the leg, and the estimated P6' obtained by taking the average of P3 and P4 should be closer to P6 than to P5. DevleK is computed as
+ max(max(0, IP6P3I2 -(0.5 x avgWidthleK3)2), In this set of constraints, rules are set up to inhibit three 1) Two ribbons which share approximately the same area, i.e., an area with over 70% overlap, are not allowed to appear together in a body part combination. Intuitively, two ribbons with over 70% overlap cannot be from two different regions. Hence, only ribbons with less than 70% overlap are added to the pool of ribbon candidates. 2) In order for a U-shaped ribbon to be the head, the arm, or the leg in a combination, the tip of the U-shaped ribbon should not be connected to other body parts in the same combination. As depicted in Fig. 15 , one of the legs is separated into two ribbons, i.e., the ribbon with lines 22, 28, 29, and 30 and the ribbon with lines 24, 25, 26, and 27. The tip of the first ribbon touches the second ribbon. Hence, these two ribbons compete with each other to represent the same leg and are not allowed to be in the same combination simultaneously. To enforce the constraints, a ribbon is treated as a house with a door located at its tip. If it is possible to go through the door and follow the boundary of the ribbon to visit other ribbons, then the ribbon is not allowed to appear in the same body part combination with ribbons that can be visited. 3) Limbs are allowed to be extended, i.e., forward or sideways, because body limbs can appear almost anywhere. The place to which a U-shaped ribbon is connected may not correspond to a joint point. The option to let a U-shaped ribbon to extend its ribbon spine makes it possible for the body model to estimate the real joint point. However, it may not be suitable for an extended limb to extend into the area of an unextended limb as shown in Fig. 16 (a) where ribbon 1 is extended into ribbon 2. In this case, the extended version of ribbon 1 is not allowed to appear with ribbon 2 in any combination of body parts. The controversially extended version is detected using the following method. First, half of the ribbon 2 near the tip is painted in bold line and the two ends of the ribbon 2 are shut by dashed lines as shown in Fig. 16(b) where i and j are the indices for a given assignment of labels for the two arms and two legs, if they are present. i andj take on values from 1 to 2.
The shape deviation (Dev,shape) is computed as: Dev,rhape = DevarmWid + DeYegwid + DevhalWid.
Constraints
Ideally, the combination with the least total deviation is selected as the answer. Unfortunately, this translates into detecting no body parts because all the combinations of body parts are allowed, including the combination with no body parts. A combination with no body part cannot activate any computation of the deviation and the total deviation will be zero, which of course is the least total deviation. This problem can be avoided as follows. First, the squares of the length of the five longest U-shaped ribbons are added together as S. Then, for each combination of body parts, a balance, B, is computed by subtracting the square of the length of each U-shaped ribbon used in the combination from S. Hence, a combination of no body parts generates the highest value of B. The final deviation is computed as Weight, x Dev,s,rucrural + Weight2 x Devshope + Weight3 x B. Currently, Weightl, Weight2, and Weight, are each set to 1.
C. Extended Human Body Model
The human body is a flexible object and can perform countless types of motion. Self-occlusion of body parts, which occurs frequently, makes unpredictable changes to the appearance of the outline boundary and complicates the interpretation process. The proposed extended human body model helps the interpretation by identifying certain patterns from the outline picture. The identified pattern can then be used to label certain body-part outlines and to locate the positions of certain joint points. As a result, the search space and the uncertainty in labeling are reduced considerably.
C. I . Support Posture Model
In this paper, the determination of the posture of a human body is based on the type of support used in an action. Support is defined as the parts of the body that support the body and is motionless for at least a few frames, i.e., five frames. The basic idea is similar to the reconstruction of the stationary background [23], [24] by detecting motionless background using several frames. Different support type models are matched to the detected motionless outlines to predict locations of some body parts such as the arms or the legs. According to the position of the motionless outlines, there are four support types. 1) Bottom support: The motionless outlines are located at the bottom of the outline picture, e.g., walkmg and kneeling, 2) Middle support: The motionless outlines are located between the bottom and the top part of the outline picture, e.g., the gymnastic motion on a side horse or a long horse. 3) Top support: The motionless outlines are located at the top of the outline picture, e.g., the gymnastic motion on a horizontal bar. 4) No support: There is no motionless outline, e.g., falling.
Simplifications
Currently, only the kneeling motion, i.e., sequence 11, with the bottom support, and the side horse motion, i.e., sequence 111, with the middle support, are modeled in the present study. Three support models are set up in the following: the side view kneeling model, the side horse movement model, and an unknown model which accounts for the rest. Furthermore, a simplification is made about the choice of support models to apply to the input data sequences. Input sequences I, 11, and I11 are analyzed using the unknown support model, the side view kneeling support model, and the side horse motion support model, respectively. The simplification is made because the current interest is to investigate the effect of applying support models to the interpretation process and not in distinguishing one support model from the others. The problems of defining other support models and of distinguishing one model from the other are beyond the scope of this paper. In the following, two support models are discussed.
C.2. Side View Kneeling Model
An example of the side view kneeling model is shown in Fig. 5 (11.21) , where there are at least one arm and one leg supporting the body. The arm is approximately vertical and' the leg horizontal. Hence, if a vertical ribbon and a horizontal line or ribbon are detected to be supporting the body, then the vertical ribbon is the arm and the horizontal line or ribbon is classified as the leg. If a horizontal line is detected, it is extended to the left and to the right until there are no more horizontal lines. In this model, a line is vertical if its orientation is between 60" and 120" or between 240" and 300". A line is horizontal if it is not vertical.
Using this model, one can also infer that P5 is located approximately at the intersection of the upward extension of the vertical arm and the boundary of the outline. P6 is located approximately at the intersection of the upward extension of the leg and the boundary. The extension of the leg is done from the point located closest to the arm. If two arms are detected from the support type, P5 is computed twice and the average is used.
C.3 Side Horse Motion Model
An example of the side horse motion model is shown in Fig. 5  (III.lO) , which shows that the supporting parts are two approximately vertical arms. The free swinging part, located below the supporting parts, is the leg. P5 is estimated as the average of the two intersections of the upward extensions of the two arms with the boundary. In case there is only one arm as shown in Fig. 5   (m.20) , P5 is assumed to be the intersection point.
v . HISTORY AND LOOK AHEAD INFORMATION
The history and look ahead information is vital in the interpretation process because: 1) The information generated from the current frame is limited and may not be reliable due to the absence of important information or the presence of unwanted information as mentioned in Section I; additional information can be obtained by looking back or looking forward in time; 2) Motion information can only be generated from more than one frame; hence, one has to use information from more frames; and 3) Some motion hints, such as the middle support posture, can only be detected in a few frames; hence, it is necessary that the hints be passed down to the future frames.
The history record stores three kinds of information, namely, the ribbon tracking history, the body trunk information, and the support posture information. The ribbon tracking history is used in searching for a matching candidate from the previous frame to the current frame. The body trunk information is used as a reference to compute the current body trunk. The support posture information is used as an alternative for the current support posture.
The look ahead information consists of the outline boundary in the next five consecutive frames. This information is useful in classifying motionless outlines and is needed in determining the support of the body.
A. Body Spine Computation
The body spine computation is equivalent to the computation of P5 and P6 (see Fig.13 ). The computation of the body spine is important because P5 and P6 act as two reference points which allow the limbs to be extended to estimate the locations of other joint points. If these two points cannot be found, no interpretation results.
The determination of P5 and P6 can be done by using the support model described in Section IVC, the history information described in Section V, or the default method to be described in Section V.A.2. The first method is considered the most reliable because it uses knowledge about the human body posture to infer the locations of the body parts. However, the first method is applicable only when the posture which fits the model can be found. In practice, there are exceptions that the predetermined posture models do not apply, and hence, the resulting postures are wrongly classified. Therefore, backup methods like the second and the third, which are described in the following, are needed.
IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 17, NO. 4, APRIL 1995
A. I . Body Spine Determination from the Support History
Whenever support lines are detected from the extended human body model, they are translated to ribbons or line segments as discussed in Section N.C. These ribbons and line segments are recorded and are used to search for the support segments in subsequent frames. The search is done heuristically in a ribbon-toribbon or line-to-line fashion. If the search is successful, the support ribbons and lines are further processed according to the knowledge of the support model. There are two cases in the ribbon-to-ribbon search. In the first case, the support ribbon from the previous frame to the current frame remains stationary. The coordinates of the boundary points of the support from the last frame should coincide with the outline in the current frame. The coincident match (a pixel-to-pixel match) is acceptable if the match rate is over 70%. If the match is successful, the coincident points become the support in the current frame. From these points, it is easy to locate the corresponding ribbon in the current frame. The ribbon found becomes the support ribbon in the current frame. If the search fails, the process will consider the second case. Otherwise, no more search is needed. In the second case, the support ribbon in the current frame is assumed to begin to move. The ribbon tracking history is consulted [22]. The tracked candidates in the current frame for the support ribbon from the previous frame are considered one by one. A candidate is selected if it is close to the corresponding support ribbon from the previous frame and has little orientational and width changes from that support ribbon. Let the orientation angle and the width of the support ribbon of the previous frame be denoted by Ap and W,, respectively. Similarly, let the orientation angle and the width of the ith candidate ribbon in the current frame be denoted by A, and W,,, respectively. The orientation angle is measured from the tip of the U-shaped ribbon to its middle joint. Also let the distance between the ribbon spines of the support ribbon and the candidate ribbon be D. D is the minimum distance from the ribbon spine of the support ribbon to the ribbon spine of the candidate ribbon. Currently, a suitable candidate ribbon must satisfy the following (!Ap -A, I < 30") A (WJWcl < 2) A (Wc/Wp < 2) A ( D < 6). The thresholds are set under the assump tion that little movement can occur when a ribbon starts moving. If the support from the previous frame is a list of lines, the coordinates of the points on the lines are recorded in the history record. The coordinates are used to search for outline edge points which occupy the same coordinates in the current frame. The successful candidate should be close, i.e., at most a distance of eight pixels away, to the support segment from the last frame. The threshold is again set under the same assumption that little movement can occur when a ribbon starts moving. Also the line to which the candidate belongs should be horizontal. In the search, a line is horizontal if its orientation angle is between 135" and 225" or between 45" and 315". If there is more than one match, the match with the least distance is chosen. After all the supports are generated, P5 and P6 are computed by extending the supports according to the method described in Section N.C.
A.2. Body Spine Determination using the Body Trunk
The method, which determines the body spine from the body trunk, is based on the observation that P5 and P6 are located at the north and south poles of the body trunk. Once the location of one of the end points of the spine is known, the other can be estimated by traversing the boundary a distance which is equal to half the length of the trunk's boundary.
Based on this, one can randomly label a joint point as P5 by assuming that PO and P5 are in close proximity. Hence, P5 can be located by arbitrarily selecting a U-shaped ribbon to be the head. Currently, a U-shaped ribbon can be labeled as the head if its width is less than a constant, HeadWidthUpperBound, and the ratio of its length and width is less than 3.5. Intuitively, the lengtldwidth ratio of a head is around 2. In the implementation, it is generously set to 3.5 so that no head ribbon can be missed. The constant, HeadWidthUpperBound, is set according to the observation that the width ratio of the arm, the leg, the head, and the body trunk are approximately 1:2:2:4. Instead of taking the average value of 2 and 4 as the head threshold ratio, a larger value 3.5 is used. HeadWidthUpperBound is defined as 3.5 times the width of the longest ribbon, which is supposed to be the arm or the leg.
A.3. Choice of the Body Spine
Since there is always uncertainty in the correctness of the body spine determination, more than one computation of the body spine from the above methods should be used. The body spines are generated according to the following procedures:
If the support information can be generated in the current frame, compute the body spines according to the method described in Section 1V.C. If the support history is available, compute more body spines according to the method described in Section V.A.l.
0 If no body spine can be generated from the above two methods, use the body trunk method to compute the body spines.
B. Computation of the Head and Limbs
After the computation of the body spines, P5 and P6 are found for each body spine. The other points, i.e., PO to P4, are computed from the seven-point model by exhausting all the combinations of the U-shaped ribbons in representing the head, the arms, and the legs. For each combination, the points PO to P4 are computed as the joint points which connect the ribbons to the body. Note that the combinations include cases of missing head, missing arms, or missing legs. The computations of the points PO to P4 are subject to the various constraints.
B.1. Body Limb Extension
The goal of the body limb extension is to let a U-shaped ribbon extend its ribbon spine to estimate P1, P2, P3, and P4. As mentioned before, limbs are allowed to extend, i.e., forward, sideways, or a combination of both, because the limbs can appear almost anywhere. Each limb can be partitioned into the lower limb and the upper limb where the upper limb is connected to the body. It is possible that what is detected may just be the lower limb. Since the upper and lower limbs can bend and point in different directions, the extension is allowed A U-shaped ribbon is extended forward in three step. First, the ribbon spine from the middle point of the ribbon to the base point of the ribbon is drawn. The base point is one of the end points of the ribbon at which the ribbon is connected to the body outline. Then, the ribbon spine is extended forward along the direction from the middle point to the base point as shown in Fig. 17(b) .
A U-shaped ribbon is extended sideways in three steps. First, the body lines that the ribbon is connected to are extracted as bLinel and bLine2 as shown in Fig. 17(c) . Then, the directions of these two lines are computed and the ribbon spine is extended in both directions to produce two versions of the sideways extension as shown in Fig. 17(c) .
A U-shaped ribbon is extended forward and then sideways tended forward until it meets the outline of the moving object. Then, the ribbon spine is extended sideways from the point where it meets the outline of the moving object as shown in Fig. 17(d) .
The extension of a limb is required to satisfy the following three rules: 1) An extension must stop when it meets the outline of the moving object. 2) Each limb is allowed to extend twice with respect to P5 or P6, each of which serves as a reference point for a limb to extend to an appropriate position. For example, if a ribbon is supposed to be a leg, its appropriate position to connect with the body trunk is P6. Hence, it is allowed to extend as long as the extension will shorten the distance between the new location of the end point of the extended ribbon and P6. This requirement serves as a constraint in the extension. On the other hand, if a ribbon is supposed to be an arm, its appropriate position to connect with the body trunk is near P5. Hence, a similar argument can be applied. Intuitively, two connected ribbons which subtend an angle smaller than 150" cannot be merged into one straight segment. The success of this depends on the length of the ribbons. For short ribbons, the measured angle is not very accurate. Hence, the second condition is required.
B.2. Computation of the Body Posture
Up to this stage, all the possible body spines are computed and all the possible extensions of the limbs, i.e., the U-shaped ribbons, with respect to each body spine are done. The rest of the computation is to evaluate each combination of body spine, head, and limbs using the basic body model constraints. The combination which gives the least deviation from the ideal model is chosen as the answer. The computation is done in three steps: 1)Check if definite candidates can be found for the head and the limbs. The suggested labels such as the head, the arm, or the leg from the posture model for certain parts of the body outline are regarded as reliable. These labels are used for the rest of the computation. The successful combination should give the least deviation penalty (DPmin).
B.3. Post-Processing for Missing Head
In the experimental results, it was observed that the head is frequently missing because the computation of the DP favors a missing head combination. The reasons are as follows. First, in the basic body model, the computations of numerous deviation constraints involve the position of the head. Postures with missing heads will inhibit these computations and produce fewer deviations. Second, the head ribbon is short. Hence, the value of the balancing constraints generated from the head is too small to make the presence of the head important. Consequently, the minimization of DP favors not detecting the head. This problem is handled by searching for a combination which has a head ribbon with the minimum DP satisfying the following DP < C x DPmi,, where C is a constant. The value of C is chosen heuristically based on the observation that nearly half of the constraints used in computing DP involve the head. However, C is set to 3 in favor of combinations with a head.
B.4. Smoothness of Motion Constraint
In the experiments, it was observed that some combinations after the missing head post-processing are still incorrect. where PO and PO' are the head joints from the current and VI. EXPERIMENTAL RESULTS previous frames respectively. The other symbols can be explained similarly. The combination with the least PositionulChange is compared with the combination with DPmin. If the DP with the least PositionalChange is less than C x DPminr the new combination is used. C' is arbitrarily set to 2 to test the effectiveness of the motion smoothness constraint. This process seems to compete with the missing head post-processing by carrying out independent comparison and suggestion. This problem is handled by applying the missing head postprocessing first on all the combinations with the same body spine. There will be only one combination left for each choice of body spine after the missing head post-processing. The motion smoothness constraint is then applied to all combinations each with a different choice of the body spine. Unfortunately, the definition of the motion smoothness constraint is not sufficient to handle the complicated situations in sequences 11 and 111 where self-occlusions create a lot of uncertainties in the matching with the basic body model. Nevertheless, the success in improving the results on sequence I provides optimism in improving the results on other sequences.
The experimental results of applying the human body model to the interpretation of the outline pictures are shown in Figs.  19,20 , and 21. Since the motion smoothness constraint is not reliable, the results are shown without using it. In the following, the error rate is defined as:
Misclassified and unclassiJied body parts Total number of detectable body parts Error Rate = One can refer to Fig. 21 (m. 11 and III.32) for examples of unclassified head and misclassified leg. The detectable body parts are the body parts that can be recognu4 by a human observer from the outline pictures, i.e., Fig. 5 . The results &om sequence I are correct except for frames 1,2, 11,26,28,32, and 40 (see Fig. 22 ). These errors occur because the computation based on the basic body model is capable of giving multiple interpretations and the one with the least deviation is not necessarily the correct interpretation. In total, there are 212 detectable body parts and 35 of them are misclassfied or unclassified. This gives an error rate of 16.5%. Since the outline pictures from sequence I do not have self- occlusions, the application of the motion smoothness constraint is able to correct most of the errors except for the first few frames which simply do not have enough history information. The results of applying the motion smoothness constraint to frames 11, 26, 28, 32, and 40 are shown in Fig. 23 and the error rate is reduced to 4.5%. The results from sequence I1 are correct for frames from 11 to 23. In total, there are 195 detectable body parts and 29 of them are misclassified or unclassified. The error rate is 15%. Note that frame 1 is not interpreted because insufficient information is available for the detection of the body spine. The primary sources of errors are due to the frequent selfocclusions and the missing line of the body trunk.
The results from sequence 111 are correct for frames 8, 9, 12-16, 23, 26, 29, 30, 36, and 37 . In total, there are 177 detectable body parts and 38 of them are misclassified or unclassified. The error rate is 21.5%. The error is again due to severe self-occlusions of body parts.
Intuitively, one should expect the error rate to increase from sequence I to 111 since sequence I is the simplest while sequence 111 is the most difficult. However, sequences I1 and 111 can be modeled using the concept of support while sequence I can only be interpreted using the proximal, structural, and shape constraints of the basic body model. This explains the unexpected reduction of the error rate from 16.5% to 15% for sequences I and 11, respectively. The reduction also serves as an experimental justification for the proposed support type model.
The error rate which ranges from 15% to 21.5% seems unacceptable. On the other hand, the results provide hope for optimism and are valuable because: 1) The algorithm developed is realistic and general enough to be used in other motion interpretations.
2) The input data are unedited real image sequences with severe occlusions and missing outlines. Nevertheless, the algorithm still functions well under these unfavorable conditions. 3) Currently, the proposed approach makes use of only one source of information-the outline of the moving objects. It is expected that the performance should improve if more knowledge, such as the pattern of the head, range information, better motion smoothness constraint, etc., could be included in the extended body model. More research in this direction can lead to a practical motion interpreter that can generate better posture stick figures of the human body.
First Sight consists of 14 different programs written in the C language and runs under the Unix operating system. The pro- 
VII. SUMMARY AND CONCLUSION
In this paper, a novel vision system, First Sight, is proposed to label the outline of a moving human body. First Sight is interesting in the sense that first, it gives a coherent implementation from the low level to the high level; and second, it is not restricted to one type of motion or posture as other approaches are PI, U31, U41, P11.
Two main processes are implemented in First Sight. The first process uses a novel technique to extract the outline of moving objects. The second process interprets the outline of different types of posture and produces a 2D human body stick figure for each frame of the image sequence. A new human body model is used in the second process. The model provides information of the human structure, shape, and posture for the labeling process.
Three unedited real image sequences with increasing difficulty are tested on First Sight. Intuitively, the error rate should be strictly monotonic increasing. On the contrary, the error rates are found to be 16.5%, 15%, and 21.5% for the first, second, and third image sequences, respectively. Perhaps, this can be attributed to the use of the proposed human body model. We find the experimental results satisfactory and encouraging.
Future research should be directed toward addressing the following issues. First, in our work, it is assumed that there is only one moving human body in the scene. It would be both practical and interesting to relax this constraint to have more than one moving object in the scene. One possible approach is to generalize the proposed human body model to a collection of human body models. In a group of people, it is very likely that they will be doing similar activities. Such a fact, perhaps, can be employed in the development of this model. Second, the extension of the support models to other postures is an interesting problem. A database of these posture models can be developed and employed in future human body motion analysis research. Third, it is of interest to explore knowledge to recognize the head in order to prune the search space. Fourth, the development of a motion language to interpret motion is also an interesting open problem. Finally, to develop a practical application based on the proposed approach is definitely the ultimate test of the approach.
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