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PASCAL’S TRIANGLE AND
THE KESTEN-MCKAY LAW
IRIS STEPHANIE ARENAS LONGORIA AND JAMES A. MINGO
Abstract. The Kesten-McKay law describes the number of closed
walks on a regular tree or, equivalently, the expected eigenvalues
of the adjacency matrix of a random regular graph. It is a widely
studied and heavily used distribution. We show that the moments
of the Kesten-McKay law can be generated by the truncation of
Pascal’s triangle. As introduced by Kesten and later by McKay,
these laws were indexed by the degree of a regular graph. How-
ever the parameter can be any positive real number even though
there is no longer an associated random walk or graph. Neverthe-
less, we show that our triangle rule remains valid in the continu-
ous case. Thus, we obtain a new stochastic process which we call
the Kesten-McKay process. Using free independence, we give an
explicit realization of the process using random matrices. Along
the way we will introduce many of the standard distributions (the
‘Lego blocks’) of free probability. By enabling the reader to play
with these distributions, we hope to entice the reader into the new
world of free probability.
1. Introduction
A random walk on a graph is a sequence of steps from one vertex to
another connected by an edge. The number of steps is the length of
the walk. The walk is closed if it returns to its starting point. We want
to consider all walks with equal probability, hence the name random
walk. In analyzing walks, the first goal is to count the number of closed
walks of a given length.
If our graph is the infinite line, i.e. the vertices are indexed by the
integers and both i and i+1 are connected by an edge, then the number
of closed walks of length 2n is
(
2n
n
)
. If our graph is a half line, then
the number of closed walks of length 2n is the nth Catalan number
1
n+1
(
2n
n
)
. If our graph has vertices indexed by the integer lattice Z2,
then the number of closed walks of length 2n is
(
2n
n
)2
.
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Figure 1. The 4-regular tree.
The graphs we shall be interested in are regular trees. See Figure
1 for a drawing of a 4-regular tree. In the figure we only show the
vertices 4 or fewer steps from the origin. Let m2n be the number of
closed walks of length 2n. We can see from the figure that m2 = 4,
m4 = 28 and, with some more careful counting, that m6 = 232.
So far we have discussed the case of a 4-regular tree, but we want to
consider any d-regular tree. A crucial step is to let c = d − 1 and to
write m2n as a polynomial in c with integer coefficients. This is where
we see the connection to Pascal’s triangle. Starting from the usual
diagram, we remove all the entries to the right of the centre line but
retain the rule that each entry is the sum of the two entries in the row
above.
1
1
1 1
1 2
1 3 2
1 4 5
1 5 9 5
n m2n
0 1
1 1 + c
2 1 + 3c+ 2c2
3 1 + 5c+ 9c2 + 5c3
If we look at the zeroth, second, fourth, and sixth rows we see that
we have the same integers as in the table above. Our goal will be to
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1
1
1 c
1 2c
1 3c 2c2
1 4c 5c2
1 5c 9c2 5c3
Figure 2. We put double lines going down to the right
to indicate that each element is c times the element above
and left plus the element to the above and right.
prove that this holds for all rows and explain the connection between
the two.
We can deepen this relation by adding the parameter c to the trunca-
tion of Pascal’s triangle as in Figure 2. In the next section we shall use
the method generating functions to show that m2n is the 2n
th row of
the triangle in Figure 2. The connection between the Catalan numbers
and truncations of Pascal’s triangle have been already studied (see [4,
Ch. 12] and [10] for example); our contribution is to make this diagram
dynamic by the addition of the parameter c.
2. A Generating Function
We let M(z) = 1 +
∞∑
n=1
m2nz
2n where m2n is the number of closed
walks of length 2n on a d-regular tree. We will show that as a formal
power series
M(z) =
1
2
(c− 1)− (1 + c)√1− 4cz2
(1 + c)2z2 − 1 .
where c = d − 1. We will then show that the generating function for
the even numbered rows of the triangle in Figure 2 satisfies the same
equation.
Let m˜2n be the number of closed walks that return to the origin
only once (at the end of the walk). Our idea is to write m2n as a sum
of products of m˜2k’s. For example, m2 = m˜2 because a closed walk
of length 2 can only return once. Next m4 = m˜4 + m˜2m˜2 because
a walk of length 4 can return either once or twice. Likewise, m6 =
m˜32 + m˜2m˜4 + m˜4m˜2 + m˜6, where the first term counts the walks that
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return 3 times, the second and third terms count the walks that return
2 times, and the last term counts the walks that return only once. The
point of doing this is that m˜2n is much easier to count.
Consider a path in R2 starting at (0, 0) and consisting of a sequence
of up-steps and down-steps where an up-step is (x, y) 7→ (x+ 1, y + 1)
and a down step is (x, y) 7→ (x + 1, y − 1). For n ≥ 0, the number of
paths from (0, 0) to (n, k) is
(
n
(n+k)/2
)
if n+ k is even and k ≤ n, and 0
otherwise. Let us recall the definition of a Dyck path. If n, k ≥ 0, we
say a path from (0, 0) to (n, k) is a weak Dyck path if the path never
goes below the line y = 0. A Dyck path is a weak Dyck path that ends
on the line y = 0. An irreducible Dyck path is a Dyck path that only
returns once to the line y = 0.
Lemma 1. m˜2n = (1 + c)c
n−1Cn−1
Proof. Each closed walk of length 2n on a d-regular tree gives us a Dyck
path of length 2n. Indeed, each step away from the origin produces an
up-step, each step closer to the origin produces a down-step. If the
closed walk of length 2n only returns to the origin once, then we get
an irreducible Dyck path.
We claim that the number of closed walks of length 2n that only
return once to the origin and which get assigned to a given irreducible
Dyck path is (1 + c)cn−1.
In fact, there are d ways of choosing the first step; furthermore, there
are d− 1 ways of choosing each of the remaining n− 1 steps away from
the origin. The only way to move closer to the origin is to reverse the
previous step. Since c = d−1, the number of walks assigned to a given
irreducible Dyck path is (1 + c)cn−1.
The number of irreducible Dyck paths of length 2n is counted by the
(n − 1)-th Catalan number Cn−1, because by removing the first and
last step from an irreducible Dyck path of length 2n we get a Dyck
path of length 2n− 2; conversely, given a Dyck path of length 2n− 2,
we create an irreducible Dyck path of length 2n by adding an up-step
at the beginning and a down-step at the end.
Thus the number of closed walks of length 2n on a d-regular tree is
(1 + c)cn−1Cn−1. 
Returning to our example where d = 4, we have m˜2n = 4 · 3n−1 ·Cn.
Thus m˜2 = 4, m˜4 = 12, and m˜6 = 72. Hence m2 = m˜2 = 4, m4 =
m˜4 +m˜2m˜2 = 28, and m6 = m˜
3
2 +m˜2m˜4 +m˜4m˜2 +m˜6 = 232 as claimed
above. This method is completely general.
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Now denote by N(z) =
∑∞
n=0Cnz
n = 1−
√
1−4z
2z
the generating func-
tion of the Catalan numbers, and let M˜(z) =
∞∑
n=1
m˜2nz
2n. Then
M˜(z) = (1 + c)
∞∑
n=1
Cn−1cn−1z2n = z2(1 + c)
∞∑
n=1
Cn−1(cz2)n−1
= z2(1 + c)
∞∑
n=0
Cn(cz
2)n = z2(1 + c)N(cz2)
=
1 + c
2c
(
1−
√
1− 4cz2
)
.
And so
1− M˜(z) = 1− 1 + c
2c
(
1−
√
1− 4cz2
)
=
1
2c
(
2c− (1 + c)(1−
√
1− 4cz2))
=
c− 1 + (1 + c)√1− 4cz2
2c
We verify the following.
Lemma 2. The number of closed walks of length 2n that return to
origin exactly k times is the coefficient on z2n in M˜(z)k.
Proof. Let Wn,k be the set of walks of length 2n that return to the origin
exactly k times. Thus, for l1, l2, . . . , lk ≥ 1 such that l1 + l2 + · · ·+ lk =
n, let Wn,k(l1, . . . , lk) be the subset of Wn,k consisting of walks that
return to the origin at the k points {2l1, 2l2, 2l3, . . . , 2lk}. By Lemma
1, |Wn,k(l1, . . . , lk)| = m˜2l1m˜2l2 · · · m˜2lk . Then
|Wn,k(l1, . . . , lk)|z2n = (m˜2l1z2l1) · · · (m˜2lkz2lk)
|Wn,k|z2n =
∑
l1,...,lk≥1
l1+···+lk=n
|Wn,k(l1, . . . , lk)|z2n
=
∑
l1,...,lk≥1
l1+···+lk=n
(m˜2l1z
2l1) · · · (m˜2lkz2lk)
This last expression is exactly the coefficient of z2n in (M˜(z))k. 
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Recall that m2n is the number of closed walks of length 2n on a
(1 + c)-regular tree, and M(z) is the generating function of {m2n}.
Lemma 3.
M(z) =
1
2
(c− 1)− (1 + c)√1− 4cz2
(1 + c)2z2 − 1 .
Proof. First, we claim that M(z) = 1 +
∑∞
k=1 M˜(z)
k. Let m2n be
the coefficient of z2n in M(z). Let us recall some notation from the
proof of Lemma 2. Let Wn,k be the walk of length 2n that returns
exactly k times. Then m2n =
∑∞
k=1 |Wn,k|. On the other hand, by
the same lemma, the coefficient of z2n in
∑∞
k=1 M˜(z)
k is
∑n
k=1 |Wn,k|.
Hence m2n is also the coefficient of z
2n in
∑∞
k=1 M˜(z)
k. Thus M(z) =
1 +
∑∞
k=1 M˜(z)
k. By an algebraic computation, we get that
M(z) = 1 +
∞∑
n=1
M˜(z)n =
1
1− M˜(z)
=
2c
(c− 1) + (1 + c)√1− 4cz2 =
1
2
(c− 1)− (1 + c)√1− 4cz2
(1 + c)2z2 − 1 .

By expanding the formula for M(z) in Lemma 3 as a Taylor series
at z = 0 , we find that 
m0 = 1
m2 = 1 + c
m4 = 1 + 2c+ 3c
2
From this, it seems very likely that m2n is a polynomial of degree n in
c with integer coefficients. Our next goal is to show that this is indeed
true. In fact, comparing this with Figure 2, we expect that m2n is the
sum of the terms in the 2n-th row of Figure 2.
In order to prove this, suppose we have c > 0 and a sequence {an}∞n=0
with a0 = a1 = 1, a2 = 1 + c; and in general a2n = (1 + c)a2n−1, and
a2n+1 = (1 + c)a2n− cn+1Cn, where Cn is the nth Catalan number. Let
A(z) =
∑∞
n=0 a2nz
2n. Hence
A(z) = 1 +
∞∑
n=1
a2nz
2n = 1 +
∞∑
n=1
(1 + c)a2n−1z2n
= 1 +
∞∑
n=1
(1 + c)[(1 + c)a2(n−1) − cnCn−1]z2n
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= 1 + (1 + c)2z2
∞∑
n=0
a2nz
2n − cz2(1 + c)
∞∑
n=0
Cn(cz
2)n
= 1 + (1 + c)2z2A(z)− (1 + c)cz2N(cz2)
Thus
A(z)(z2(1 + c)2 − 1) = (1 + c)cz2N(cz2)− 1
= (1 + c)cz2
1−√1− 2cz2
2cz2
− 1 = 1
2
{
c− 1− (1 + c)
√
1− 4cz2
}
Since A(z) = M(z), we have that the m2n’s satisfy the same relation
as the a2n’s. Hence m2n = (1 + c)m2n−1 and m2n+1 = (1 + c)m2n −
cn+1Cn.
Now consider Figure 2. Let an be the sum of the terms in the 2n-th
row. Our goal is to show a2m = m2m. So we let A(z) =
∑∞
n=0 a2nz
2n
be the generating function of the even a’s. From the construction of
the table in Figure 2, we expect that
• a0 = a1 = 1
• a2n = (1 + c)a2n−1
• a2n+1 = (1 + c)a2n − cn+1Cn
The only point needing proof is the rule a2n+1 = (1+ c)a2n− cn+1Cn.
To show this, we will establish a much more general relation that
will give a combinatorial interpretation of all entries in Figure 2. To
achieve this, we turn to the truncated Pascal triangle.
3. Pascal’s Triangle
In this section we shall find an explicit combinatorial interpretation
for the coefficients in Figure 2. The first step will be to transpose the
graph and let c = 1, see Figure 3. We want show that the numbers in
the bottom row are the Catalan numbers.
Recall that a Dyck path is a path in Z2 starting at (0, 0) and con-
sisting of up-steps (x, y) 7→ (x + 1, y + 1) and down-steps (x, y) 7→
(x + 1, y − 1) such that we do not pass below the line y = 0. By the
reflection principle (see Feller [1, Fig. 2 on p. 69]), there is a bijection
from the set of paths from (0, 0) to (n, k) that do go below the line
y = 0 and the set of unrestricted paths from (0, 0) to (n,−(k + 2)). If
we let qn,k be the number of weak Dyck paths from (0, 0) to (n, k), we
see that
(1) qn,k =
(
n
(n+ k)/2
)
−
(
n
(n+ k + 2)/2
)
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1
1
1 5
1 4
1 3 9
1 2 5
1 1 2 5
Figure 3. The transpose of Figure 2 with c = 1.
as the first term is all paths from (0, 0) to (n, k) and the second cor-
responds to the ones that go below y = 0 . By manipulating binomial
coefficients we have
qn,k = qn−1,k+1 + qn−1,k−1.
We could also see this directly because the only way to get (n, k) is
either from (n − 1, k + 1) or (n − 1, k − 1). Thus our truncated Pas-
cal triangle is just the triangle counting weak Dyck paths, see Figure
4. The coefficients {qn,k}n,k show up with respect to the Chebyshev
polynomials of the second kind, {Un(x)}∞n=0. Indeed, Un is the poly-
nomial of degree n such that Un(cos θ) = sin((n + 1)θ)/ sin(θ), and
we let Sn(x) = Un(x/2). Then the recurrence relation: Un+1(x) =
2xUn(x)− Un−1(x) becomes
xSn(x) = Sn+1(x) + Sn−1(x).
The recurrence relation for the qn,k’s then gives us, by induction on n,
that
xn =
n∑
k=0
qn,kSk(x).
Theorem 4. Let m2n be the number of closed walks of length 2n on a
(1 + c)-regular tree and qn,k =
(
n
(n+k)/2
)− ( n
(n+k+2)/2
)
. Then
m2n =
n∑
k=0
q2n,2n−2k ck.
Proof. We can now prove the claim made at the end of Section 2;
namely, that if we let an be the sum of the entries in the n
th row of
Figure 2 then, with Cn the n
th Catalan number, we have:
a ) a0 = a1 = 1, a2 = 1 + c;
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q6,6
q5,5
q4,4 q6,4
q3,3 q5,3
q2,2 q4,2 q6,2
q1,1 q3,1 q5,1
q0,0 q2,0 q4,0 q6,0
Figure 4. The diagram showing the relationship be-
tween the q’s: qn,k = qn−1,k+1 + qn−1,k−1.
b ) a2n = (1 + c)a2n−1
c ) a2n+1 = (1 + c)a2n − cn+1Cn
We can verify (a) by inspection of the table. For even numbered rows,
each element equals the entry above and to the right plus c times the
entry above and to the left. This proves (b). The same rule applies to
the odd numbered rows except that we do not add c times the right
most entry of the row above. Suppose that we are looking at the 2n+1st
row. From Figure 4, we know that the amount to subtract is c ·q2n,0 cn.
But q2n,0 is just the Catalan number Cn. This proves (c). 
So far we have shown that m2n is the sum of the entries in the 2n
th
row of Figure 2, and we have an explicit formula for the coefficients of
the powers of c in terms of binomial coefficients. In the next section
we will relate these moments to some probability measures on the real
line using classical tools now going under the name of free harmonic
analysis, see [11, Ch. 3].
4. Some Free Harmonic Analysis
We have shown in Theorem 4 that the number, m2n, of closed walks
on a (1 + c)-regular tree is given by the sum of the entries in the even
numbered rows of Figure 2. Kesten [3] showed that these numbers
are also the moments of a symmetric probability measure on R, now
referred as the Kesten-McKay law. We shall now show how to recover
the law from the moments using what is known as Stieltjes inversion.
Suppose that we have a probability measure on R, for example let
η(t) = (2pi)−1
√
4− t2 for |t| ≤ 2, and 0 otherwise. This is the density
of Wigner’s famous semi-circle law. Then the odd moments of η are 0,
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and the even moments are given by the Catalan numbers:
m2n =
1
2pi
∫ 2
−2
t2nη(t) dt = Cn.
Let F be the moment generating function of these moments, then
F (z) =
∞∑
n=0
Cnz
2n =
1−√1− 4z2
2z2
.
To perform Stieltjes inversion we let
(2) G(z) =
1
z
F
(1
z
)
=
z −√z2 − 4
2
.
and then observe that
η(t) = lim
→0+
−1
pi
Im(G(t+ i)).
G is known as the Cauchy transform of η and leads our explorations
into complex analysis. We have skipped over a few technical points
here, namely how to analytically extend the square root to the complex
upper half plane. This is one of those pleasant cases where the analysis
lets you do the algebra that your heart tells you to do, see [8, §3.1].
We can now do the same for our moment generating function M .
The first step again is to compute the Cauchy transform
(3) G(z) =
1
z
M
(1
z
)
=
(1− c)z + (1 + c)√z2 − 4c
2(z2 − (1 + c)2) .
Then we perform Stieltjes inversion as above and get a density:
ρc(t) = lim
→0+
−1
pi
Im(G(t+ i))
=

1 + c
2pi
√
4c− t2
(1 + c)2 − t2 for |t| ≤ 2
√
c
0 for |t| > 2√c
.(4)
This is the density of the Kesten-McKay law for c ≥ 1.
Now it is time to be careful about our parameter c. We assumed
at the outset that we had a d-regular tree, and we let c = d − 1 ≥ 1.
When d = 2 we have the symmetric random walk on the line and
ρ1(t) =
1
pi
√
4−t2 which is the density, supported on [−2, 2], known as the
arcsine law. As mentioned in the introduction, the moment, m2n, in
this case counts the number of closed walks on the line and these, we
know, are given by the binomial coefficient
(
2n
n
)
. On the other hand,
when d = 2, we have c = 1 and the sum in Theorem 4 telescopes, by
Eq. (1), to
(
2n
n
)
.
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c = 2
c = 6/5
c = 5/6
-2 -1 0 1 2
0.2
0.4
0.6
0.8
Figure 5. We have plotted the graph of ρc for three values
of c: c = 2 in green, c = 6/5 in blue, and c = 5/6 in red.
One can check by contour integration and residue calculus that for
c ≥ 1 we have ∫ 2√c−2√c ρc(t) dt = 1. Thus, for every real c ≥ 1, ρc is a
probability density, and its moments are given by Theorem 4 because
we did not need to assume that c was an integer in any of the proofs.
Observe that for c > 0 we have ρc(t) = ρc−1(c
−1t) (see Fig. 5). Thus,
for 0 < c < 1, we have∫ 2√c
−2√c
1 + c
2pi
√
4c− t2
(1 + c)2 − t2 dt = c.
In this case we do not get a probability measure. In fact, there is ‘dark
matter’ hiding somewhere, and a reasonable place to look is at the
poles of G (see (3)), i.e. ±(1 + c). The dark matter turns out to be
point masses, and we can compute the weights of these by observing
that, for G as in Eq. (3)
lim
z→1+c
(z − (1 + c))G(z) = (1− c)/2.
Indeed, that these limits give us the weights of the point masses is
shown in [8, Prop. 8]. Hence, for 0 < c < 1, the Kesten-McKay law is
given by
(5)
1− c
2
δ−(1+c) +
1 + c
2pi
√
4c− t2
(1 + c)2 − t2 dt+
1− c
2
δ(1+c)
where the continuous part is supported on the interval [−2√c, 2√c].
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For any c > 0, we now have a probability measure which we call the
Kesten-McKay process to reflect the fact that the parameter c can be
any positive real number. See Figure 5 for plots of ρc for three different
values of c. For non-integer values of c there is no longer a random walk
model, but we shall show that there is a random matrix model.
5. Explicit Realization: Random Matrices
In this section we consider the eigenvalue distribution of some ran-
dom matrices. A random matrix is a matrix where the entries are
random variables. An important example of such is a random rotation
(or a random reflection), i.e. a random orthogonal matrix. An orthog-
onal matrix takes the unit sphere onto itself and we want to sample our
orthogonal matrices, so that the probability that the north pole of our
sphere is mapped into a given region is proportional to the Lebesgue
measure of that region. This describes normalized Haar measure on
the orthogonal group, and a random matrix produced in this way is
said to be Haar distributed, see [5, Prop. 3.2.1]. If we consider the
self-adjoint matrix O + O−1 its eigenvalue distribution converges, as
the size of the matrix tends to ∞, to the arcsine law ρ1. If we have
independent Haar distributed random orthogonal matrices O1 and O2,
then the eigenvalue distribution of O1 +O
−1
1 +O2 +O
−1
2 converges to
the Kesten-McKay law ρ3. In general, if we have l independent Haar
distributed random orthogonal matrices O1, . . . , Ol, the eigenvalue dis-
tribution of O1 + O
−1
1 + · · · + Ol + O−1l converges to ρ2l−1. This gives
us an explicit realization of ρc when c is an odd integer. In the next
paragraph we give a realization for any positive c.
Fix c > 0. Let D be a n × n diagonal matrix with diagonal entries
±1 such that when n is even the trace Tr(D) = 0, and when n is odd
Tr(D) = 1. Let O be a n × n Haar distributed random orthogonal
matrix. Suppose k = [n/(1 + c)] is the integer part of n/(1 + c). Let P
be a diagonal matrix with the first k diagonal entries being 1 and the
remaining 0, so that Tr(P ) = k. Let Xn,k = (n/k)PODO
−1P viewed
as a k × k matrix in Mk(C). The self-adjoint matrix Xn,k will have
k eigenvalues, repeated according to multiplicity. In Figures 6 and 7
we have plotted a histogram showing the distribution of the (random)
eigenvalues. The smooth curves show the density ρc for either c = 1/4
(Fig. 6) or c = 4 (Fig. 7). That the curve fits the histogram so well is
the conclusion of a general theorem on asymptotic free independence.
In our last section we shall show these distributions can be described
as the sum of freely independent Bernoulli random variables.
PASCAL’S TRIANGLE AND THE KESTEN-MCKAY LAW 13
-1.0 -0.5 0.0 0.5 1.0 1.50.00
0.05
0.10
0.15
Figure 6. The histogram shows the eigenvalue distribution
of Xn,k for k = 800 and n = 1000, i.e. c = 1/4. The curve
is the graph of ρc. Note the two atoms at ±5/4; they each
have mass 3/8 and the centre section has mass c = 1/4. To
smooth the fluctuations we used 500 realizations.
6. Free Probability
Given a real valued random variable X, we can define its Cauchy
transform G using its moment generating function as was done in
Eq. (3). This always works for bounded random variables; in the
unbounded case there are more general techniques. We consider G
to be a function of a complex variable z, and when X is bounded
the domain of G will be at least the complex plane less a closed in-
terval of real numbers containing the range of X. Outside of some
circle centred at the origin, G will have a compositional inverse K, i.e.
K(G(z)) = G(K(z)) = z on appropriate domains (see [8, §3.4]). At
the origin, K will always have a simple pole with residue 1 and we let
R(z) = K(z)−1/z. R is analytic on some open disk centred at 0. This
is Voiculescu’s R-transform.
When X is the semi-circle law, K(z) = z + z−1 and so R(z) = z,
see Eq. (2). When X is a symmetric Bernoulli random variable with
variance 1, we have that the moment generating function, the Cauchy
transform, its inverse, and the R-transform can easily be found by
solving a quadratic equation, and are given respectively by
M(z) =
1
1− z2 G(z) =
z
z2 − 1
K(z) =
1 +
√
1 + 4z2
2z
R(z) =
−1 +√1 + 4z2
2z
.
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-4 -2 0 2 4
0.00
0.05
0.10
0.15
Figure 7. The histogram shows the eigenvalue distribution
of Xn,k for k = 200 and n = 1000, i.e. c = 4. The curve is
the graph of ρc. As with Fig. 6 we have used 500 realizations.
When X has the distribution of the Kesten-McKay law with param-
eter c we have from Eq. (3), after solving another quadratic equation:
K(z) =
1− c+ (1 + c)√1 + 4z2
2z
.
Thus for the Kesten-McKay law with parameter c we have
(6) R(z) = (1 + c)
−1 +√1 + 4z2
2z
,
which is 1 + c times the R-transform of the Bernoulli random variable
above.
Voiculescu defined a new kind of independence for random variables
which he called free independence because of its connection to free
groups (note that Fig. 1 is the Cayley graph of the free group on 2
generators).
The R-transform is so useful since it is linear relative to the addition
of free random variables. Namely, if the random variables X1 and X2
are freely independent with R-transforms R1 and R2 respectively, then
the R-transform of X1 +X2 is R1 +R2. In this way, the distribution of
X1 +X2 may be computed by going back through K and G and then
using Stieltjes inversion to find the distribution.
Voiculescu showed that many random matrix models exhibit this in-
dependence asymptotically, and thus free independence is now a key
tool in random matrix theory. In particular, independent Haar dis-
tributed orthogonal matrices are asymptotically free, so ρ2l−1 is the
distribution of l freely independent arcsine random variables as claimed
in the previous section.
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In the continuous case, the matrices ODO−1 and P (which is not
random) are asymptotically freely independent, and thus their asymp-
totic distribution can be calculated by the rules of free probability; this
is exactly the phenomenon observed in Figures 6 and 7. That the limit
distribution of n
k
PODO−1P converges to the Kesten-McKay law fol-
lows from two results that we do not present here as it would be beyond
the scope of this article. The first is that ODO−1 is asymptotically free
from P ; this is shown in [7, Thm. 36]. If we replace O with a unitary
matrix, a proof of asymptotic freeness can be found in [9, Thm. 23.14].
That the R-transform of the limit is as claimed in Eq. (6) is proved in
[9, Ex. 11.35]. See also [9, Example 12.8]. On the other hand we can
easily check, via the R-transform, that the limit distribution is the free
additive convolution of Bernoulli random variables.
Theorem 5. For an integer c > 0, the Kesten-McKay law is the free
additive convolution of d = 1 + c copies of the distribution of a sym-
metric Bernoulli random variable with variance 1.
Proof. We only have to check that the R-transform of ρc is (1+c) times
the R-transform of a Bernoulli random variable. This was already done
in Eq. (6). 
-2 -1 1 2
0.05
0.10
0.15
0.20
0.25
0.30 Sticking with this model, we can observe an-
other central feature of free probability, name-
ly the free central limit theorem (see [11, §3.5]
or [9, Lect. 8]). For c > 1, we let µc(t) =√
cρc(
√
ct) = η(t)(1 − t2/(√c + √c−1))−1,
where η is the density of the semi-circle law
given above. This yields a probability measure with support on [−2, 2].
The figure above shows both densities: the blue curve corresponds to
µ6, and the red curve is the density of the semi-circle law. By letting
c −→ ∞, we see that the Kesten-McKay density converges to that
of the semi-circle law. This is a striking example of the free central
limit theorem which says that the sum of freely independent random
variables, suitably normalized, is asymptotically semi-circular.
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