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Abstract: This paper presents a procedure to parametrize input shapers with piecewise
equally distributed time delays. The procedure seeks to minimize residual vibrations around
an undesirable frequency, but at the same time avoids introducing zeros in the right half plane.
This ensures that the introduction of the inverse of the input shaper in a closed feedback
loop does not introduce unstable poles in the system. The requirement of stable spectra for
the input shaper appears as an additional constraint in a constrained optimization problem
that includes minimizing the response time and residual vibrations while preserving required
properties of the shaper. The novel introduction of a spectral constraint makes the optimization
problem nonsmooth and nonconvex, necessitating special optimization algorithms for its reliable
solution. The framework is outlined in detail and the results of the optimization are presented
indicating the success of the procedure.
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1. INTRODUCTION
Input shaping was introduced by Smith (1957) in or-
der to remove undesireable oscillatory modes in a sys-
tem. It has been shown to be effective in perform-
ing this task, and has experienced considerable devel-
opment, Singhose (2009), particularly in order to make
the procedure more robust with respect to the exact
value of the frequency to be compensated. These include
the zero-vibration-derivative (ZVD) and extra-insensitive
(EI) shapers, Singer and Seering (1990); Singhose et al.
(1994). A comprehensive comparison of various signal
shaping techniques is presented in Singer and Seering
(1990); Vaughan et al. (2008), and applications are given
e.g. in Kim and Singhose (2010); Park et al. (2006).
In Vyhl´ıdal et al. (2013b) an equally distributed delay
directly implemented in the shaper was introduced. This
was extended to formulating a least-squares optimization
approach for directly designing a shaper limiting resid-
ual vibrations in Vyhl´ıdal and Hromcˇ´ık (2015), and sub-
sequently to also optimize the total action time of the
shaper design in a multi-criteria bi-objective optimization
framework, Pilbauer et al. (2015, 2016)
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However, input shapers only filter undesirable frequencies
of reference signals whereas changes in the disturbance
inputs can still excite the oscillations. Recent feedback
architecture, proposed in Vyhl´ıdal et al. (2016), suggests
to incorporate inverse shaper in the feedback loop. It can
be shown that all input channels together with distur-
bances can be designed to mute undesirable oscillations in
a system. On the other hand, chains of infinitely many high
frequency zeros of the input shaper turn into poles of the
closed loop and affect its dynamics. Input shapers can have
a retarded spectrum, Vyhl´ıdal et al. (2016), and if the
spectrum of the input shapers has unstable modes it may
result in instability in the closed loop system incorporating
the inverse shaper. In this paper, we extend the work
of Vyhl´ıdal and Hromcˇ´ık (2015); Pilbauer et al. (2016) by
including a negative spectral abscissa as a constraint in
the optimization problem defining the input shaper with
a distributed delay. The introduction of this constraint is
the first use of optimization in stabilizing the spectrum of
an input shaper.
The spectral abscissa of a linear system is in general a
nonsmooth and nonconvex function of system and con-
troller parameters, and several specialized algorithms de-
veloped to minimize such functions, motivated by appli-
cations in linear algebra, have appeared. Specifically, a
popular algorithm with convergence guarantees is gra-
dient sampling, Burke et al. (2005), while some algo-
rithms without guarantees perform excellently in practice,
namely BFGS, Lewis and Overton (2013). These proce-
dures have been shown to be successful in the optimiza-
tion of parametrized matrices appearing in linear sys-
tems, Lewis (2007) and has been extended for time de-
lay systems in Vanbiervliet et al. (2008); Kungurtsev et al.
(2017). In this paper, we make use of the algorithm SQP-
GS Curtis and Overton (2012), which incorporates gra-
dient sampling in a sequential quadratic programming
method for extending this previous work to problems
with nonsmooth and nonconvex constraints. SQP-GS has
shown considerable promise in solving problems with such
constraints, but has hitherto never been applied to the
design of stable of closed loop systems subject to residual
vibrations. This paper is the first known attempt to use
these optimization techniques in order to improve the
spectrum of an input shaper.
2. BACKGROUND
Following Vyhl´ıdal and Hromcˇ´ık (2015), we consider an
input shaper in the form
S(s) = A+
∑N
k=0 ake
−sτk
s
(1)
with the delays τk, k = 0...N distributed equally on the
interval [0, T ], where N > 0 is the number of coefficients.
Given an oscillatory mode sˆz = −ωζ − jω
√
1− ζ2 to be
compensated by the shaper, we would like to minimize
the residual vibrations in a region [ωmin, ωmax], [ζmin, ζmax]
which we discretize in a set of Nω, Nζ Chebyshev
points, Stewart (1998).
Defining the vector x =
[
Aa0 a1 ... aNp
]T
of gains, the
weighted averaged residual vibration in the region is given
by, x⊺H(T )x, where,
H(T ) =
1
NωNζ
Nω∑
k=0
Nζ∑
l=0
e2ζlωkTℜ{L(ζl, ωk, T )L(ζl, ωk, T )T} ,
L(ζl, ωk, T ) =
[
1 g0 g1 ... gNp
]
,
gm =
e−(ωkζl−jωk
√
1−ζ2
l
τm
−(ωkζl − jωk
√
1− ζ2l .
In addition, we can include equality constraints to com-
pensate the oscillatory mode entirely,
ℜ

A+ 1
sˆn
Np∑
k=0
ake
−sˆnτk

 = 0,
ℑ

A+ 1
sˆn
Np∑
k=0
ake
−sˆnτk

 = 0.
Additional equality constraints
Np∑
k=0
ak = 0, A−
Np∑
k=0
akτk = 1,
guarantee the static gain of the shaper equal to one. Then
the following inequality constraints
−
l∑
k=0
ak < 1, l = 0, 1, 2..Np − 1,
ensure a non-decreasing step response. For more details
see, Vyhl´ıdal and Hromcˇ´ık (2015), Pilbauer et al. (2016).
The original multi-objective optimization problem, given
in Pilbauer et al. (2016), for shaper design takes the form,
min
T,x
{(
T
Tnom
)2
,
x⊺H(T )x
R2nom
}
,
subject to
{
A1(T )x ≥ b1,
A2(T )x = b2.
(2)
To simplify the exposition, we shall be interested in the
input shaper returned for a given value of the total time
T , so we take T as given and solve a simpler optimization
task,
min
x
x⊺H(T )x
R2nom
, subject to
{
A1(T )x ≥ b1,
A2(T )x = b2.
(3)
If we ensure that the parameter A > 0 by including this
as an extra inequality constraint, then the spectrum is
retarded, Vyhl´ıdal and Hromcˇ´ık (2015). In this case, the
number of right half plane zeros is finite, Hale and Lunel
(2013) and optimization procedures can be used to force
the spectral abscissa to be strictly negative. Note that if
A = 0 the spectrum is neutral with possibly infinitely
many right-half plane zeros.
2.1 Introduction Example
It can easily be shown that by solving (3) as a function
of T , the Pareto front of the multi-objective optimization
problem (2) is obtained. The Pareto front gives the tradeoff
in terms of total impulse time and the resulting residual
vibrations.
To introduce the problem, we consider the shaper (1) with
N = 18. Let us note that asN →∞, the delay distribution
approaches the distribution of a classical shaper with
lumped delays, which is time optimal, but has a neutral
spectrum, Vyhl´ıdal et al. (2013a). As we are interested
in the spectral properties of the input shaper, we seek a
number that is physically realistic, while large enough to
be challenging for spectral optimization, and while small
enough to still have a discernible retarded spectrum.
We consider an initial step gain A = 0.01 and seek to
minimize the oscillations associated with ω = 24s−1 and
ζ = 0.1, as described for the pendulum system described
in Vyhl´ıdal et al. (2016). The Pareto front arising from
(3) is given in Fig. 1. For the demonstration purposes,
the input shaper corresponding to a total time of T =
0.4s is considered. In Figure 2 we show the step and
impulse responses and the resultant residual vibrations
for the input shaper determined at the solution of this
optimization problem. The step response satisfies the
non-decreasing condition and the time of the response
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Fig. 1. Pareto front for the solution of (3).
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Fig. 2. The properties of the input shaper for the solution of (3) at T = 0.4s
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Fig. 3. Spectra of shaper zeros (×) and closed loop poles
(◦) of system with an inverse shaper - the optimal
shaper for T = 0.4s without the spectral constraint.
corresponds to the T = 0.4s point selected from the Pareto
front in Fig. 1. Impulse response, being the derivative
of the step response, shows the corresponding change
of slope of the step response. Note that the residual
vibration function (with a normalized frequency) is not
going to zero for the nominal frequency because the
requirement for placing the exact zero is not included in
the optimization procedure–this results in a flatter residual
vibration function on the given region of parameters.
In order to justify the aim of this paper, we plot the spec-
trum of zeros in Figure 3, calculated using the algorithm
described in Michiels (2011), Wu and Michiels (2012).
Notice that the spectrum is retarded, but there are a large
number of zeros that are to the right of the imaginary
axis, suggesting the shaper is likely to induce the close
loop instability if implemented according to Vyhl´ıdal et al.
(2016), which will be discussed further on.
2.2 Inverse shaper in the feedback loop
The scheme with an inverse shaper, Vyhl´ıdal et al. (2016)
which motivates this work is shown in Figure 4 where C(s)
is a controller, the oscillatory system to be compensated is
F (s), the shaper is S(s), and there is a system G(s). We
denote the reference signal as w, the controller input e, the
controller output u, input shaper output v, input/output
disturbance d1/d2, output x and z, observable y.
Note that the transfer functions from w, d1, d2 to y here
are
Twy =
CG
1 + CG 1
S
F =
CGS
(S + CG)
FN
FD
,
Td1y =
G
1 + CG 1
S
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GS
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FD
,
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Fig. 4. Control scheme implementing the inverse shaper in
a closed loop.
and so if the shaper S has zeros placed as zeros of FD this
result in their cancellation in all the considered transfer
functions. However, it also introduces zeros of its own into
the roots of the characteristic equation of S + CG.
It has been widely discussed in Vyhl´ıdal et al. (2016) that
the high frequency poles of the closed loop tend to match
the high frequency spectrum of the shaper S(s) zeros.
Thus, the high frequency right half plane zeros are risky for
the closed loop dynamics. Below, as the main result of the
paper, we define and solve an optimization problem which
includes the requirement on all the zeros to be located to
the left of the imaginary axis.
3. OPTIMIZATION WITH SPECTRAL CONSTRAINT
We can add a spectral constraint to the optimization
problem above, to form,
min
x
x⊺H(T )x
R2nom
, subject to
{
A1(T )x ≥ b1,
A2(T )x = b2,
α(x, T ) ≤ αc,
(4)
where α(x, T ) is the spectral abscissa, the maximum real
part of the eigenvalues of the shaper, not including the
zeros placed exactly by constraint in the optimization. The
parameter αc < 0 is some threshold value close to zero.
This problem is now non-convex and non-smooth, as the
spectral abscissa function is itself non-convex and non-
smooth, Burke and Overton (2001). Algorithms for these
problems are limited, and typically HANSO, Overton
(2009), which uses a combination of a BFGS and gradient
sampling procedure, is used to minimize a nonsmooth non-
convex function. However, in this case the nonsmooth non-
convex function is in the constraint, necessitating the use
of appropriate constrained optimization procedures. We
use the algorithm SQP-GS given in Curtis and Overton
(2012). This is an SQP algorithm that uses an exact l1
merit function to enforce global convergence. The gradient
information for the non-smooth functions in the problem,
in this case, α(x, T ) is formed by carefully sampling the
functions near the current point. The design of stable input
shapers along these lines presents a novel opportunity to
test the efficacy and robustness of the SQP-GS algorithm
on a challenging problem.
3.1 Global and local optimization
The function α(x, T ) is typically nonsmooth and noncon-
vex, which suggests that possibility that (4) could have
multiple local minima. How pervasive they are can deter-
mine the relative importance of global versus local strate-
gies in solving the problem, i.e., if there are a large number
of local minima, then a careful random starting point selec-
tion procedure (stochastic globalization approach) will im-
pact the performance of a procedure to solve (4) more than
the reliability of the local optimization solver, whereas the
existence of just a few peaks of local minimizers suggests
that any rudimentary sampling procedure may suffice and
the performance of the local optimization software is more
crucial to efficiently and reliably finding the solution.
We investigated α(x, T ) with respect to two different
parameters, taking the others as constant. It was found
out that the quantity of local minimizers is expected to be
fairly low. Thus we do not concern ourselves with using
the best global optimization techniques available.
3.2 Description of the Algorithm
Consider a standard nonlinear program (NLP) with objec-
tive function f and constraint functions cj ,
min
x
f(x) s.t. cj(x) ≤ 0 j ∈ {1, ...,m}.
In our case, the objective f(x) is the residual vibrations,
and the constraints cj include the linear constraints defin-
ing a proper distributed delay system and the additional
spectral constraint.
SQP-GS solves this problem by repeatedly solving a series
of quadratic programs. At each iteration, given the current
point xk, the subproblem,
min
d,z,r
ρz +
m∑
j=1
rj +
1
2
dTHkd
s.t. f(xk) +∇f(x)T d ≤ z, ∀x ∈ Bfǫ,k
cj(xk) +∇cj(x)T d ≤ rj , ∀j ∈ {1, ...,m}, ∀x ∈ Bc
j
ǫ,k
is solved, which is a subproblem for the NLP with the
objective and constraints weighed by the penalty param-
eter ρ. The sets Bfǫ,k and {Bc
j
ǫ,k}mj=1 are sets of points
sampled at which ∇f and ∇c are evaluated. Here Hk is
a BFGS estimate of the Lagrangian Hessian. In our case,
for solving (4), since the only nonsmooth function is the
spectral constraint, only this function needs to be sampled
for, and the subproblem reduces to,
min
d,z,r
ρz + r1 − r21 + r22 + r3 +
1
2
dTHkd
s.t. x⊺kH(T )xk + 2(H(T )xk)
T d ≤ z,
b1 −A1(T )(xk + d) ≤ r1,
r12 ≤ A2(T )(xk + d)− b2 ≤ r22,
α(xk, T )− αc +∇xα(xk, T )(x)T d ≤ r3, ∀x ∈ Bαǫ,k.
Note that by Rademacher’s Theorem, Rockafellar and Wets
(2009), the set of non-differentiable points for a nonsmooth
Fig. 5. Pareto front across α for the solution of (4).
function is confined to a set of measure zero for locally Lip-
schitz functions, and thus the procedure, linked to a line-
search enforcing descent for the appropriate merit func-
tion, is provably convergent for Lipschitz functions. The
spectral abscissa of a time delay system is, as a function
of system parameters, in general not everywhere Lipschitz
continuous, but under mild condition it is differentiable
almost everywhere, Burke and Overton (2001), suggesting
the algorithm is appropriate, which is consistent with
the authors’ Curtis and Overton (2012) numerical experi-
ence and intended applications. We note that Curtis et al.
(2015) presents an algorithm for constrained non-convex
nonsmooth optimization with numerical results indicat-
ing faster performance relative to SQP-GS, and future
research and analysis of stable input shapers will use this
algorithm, however the code is not yet publicly available.
4. CASE STUDY EXAMPLE
Consider the specification of the shaper as in the introduc-
tory example in Section 2.1, with A = 0.01, ω = 24s−1 and
ζ = 0.1. Additionally we require that all zeros are located
to the left of the imaginary axis. Analogously to Figure 1
we can extract the Pareto front in Figure 5. The Pareto
front with the additional constraint remains comparable,
however towards the more robust direction it declines less
steeply, indicating that satisfying the spectral constraint
does make it more difficult to design a fast shaper that
minimizes residual vibrations. In general, for any level of
residual vibration or total time, the corresponding value
of the other one is about double what it was for the case
without a stabilized spectrum.
The SQP-GS algorithm is, however, very slow, and con-
struction of the Pareto front for (4) is several orders of
magnitude more time consuming than the construction of
the Pareto front for (3). However, in the applications of
interest, its performance is not important (i.e., it does not
need to run in real-time).
We again analyze the shaper solution corresponding to the
total response time T = 0.4s. As can be seen, the spectrum
of zeros is entirely stable, see Figure 8, while retaining its
general shape. In this case we have αc < 0 indicating that
the constraint is active.
The properties of the new shaper are given in Figure 6.
In comparison with previous shaper in Fig. 2, the step
and impulse responses are smoother. Resulting residual
vibrations are slightly higher in the lower frequency range,
but comparable in the higher frequency range.
0 0.1 0.2 0.3 0.4
t
0
1
2
3
4
5
h
(t
)
Impulse response
0 0.1 0.2 0.3 0.4
t
0
0.2
0.4
0.6
0.8
1
s
(t
)
Step response
0  0.2 0.4 0.6 0.8 1  1.2 1.4 1.6 1.8 2  
ω
0
0.2
0.4
0.6
0.8
1
V
(ω
)
Residual vibrations
Fig. 6. The properties of the input shaper with stable zeros at T = 0.4s.
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Fig. 7. The reference response of the full system, upper -
without a shaper, lower - with unstable shaper.
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Fig. 8. Spectra of shaper zeros (×) and closed loop poles
(◦) of system with an inverse shaper - the optimal
shaper for T = 0.4s with the spectral constraint.
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Fig. 9. The reference response of the full system, upper -
without a shaper, lower - with stable shaper.
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upper - without a shaper, lower - with stable shaper.
4.1 Closed Loop System Example
For the closed loop system with the shaper applied as
its inverse given in scheme in Fig. 4, consider the system
G(s) = 1
Ms2+bs with M = 0.9 and b = 7.47 and PID
controller C(s) = r0 +
rdNs
s+N +
ri
s
with N = 200, r0 =
1060, and rd = 40, as in Vyhl´ıdal et al. (2013a) which
stabilizes the system without inverse shaper. Two cases
are considered for the inverse shaper tuned to compensate
the oscillatory mode of the flexible part - System 2 - with
F (s) = ω
2
s2+2ζωs+ω2 , ω = 24s
−1 and ζ = 0.1: i) the shaper
with unstable spectrum of zeros designed in Introduction
Example, and ii) the shaper with stable spectrum designed
in this Case Study Example section.
The spectrum of the closed loop system with the unstable
input shaper is given in Figure 3. It can be seen that there
is a strong correspondence between the zeros of the input
shaper and the poles of the closed loop system with the
inverse of the shaper included (note that the matching
gets better as the moduli of the roots increase), suggesting
that without the spectral constraint in designing the
input shaper, the resulting control system would not be
exponentially stable. Indeed, the system response can be
seen in Figure 7. As expected, the output without the
shaper has the undesireable oscillations, and with the
shaper, these oscillations are dampened, at the cost of
instability at a later time due to high frequency unstable
poles.
When we use the input shaper with stabilized spectra,
we see that the closed loop system poles are stable, in
Figure 8. Furthermore, it can be seen from both the set-
point and disturbance responses in Figures 9 and 10, that
the system’s oscillations are successfully damped, and yet
the system remains stable.
5. CONCLUSION
In this paper we analyzed the design of an input shaper
that minimizes the total residual vibrations around an un-
desirable oscillatory frequency, as done in previous work,
while also constraining the spectral abscissa to be suffi-
ciently negative. This is likely to ensure stable performance
when the shaper is introduced in a feedback system as
its inverse. In order to solve the resulting optimization
problem, which is a constrained nonconvex nonsmooth
problem, we used an algorithm particularly designed for
such problems. We showed that indeed the algorithm was
successful at finding an input shaper that minimized the
total response time and residual vibrations while keeping
the spectral abscissa in the stable left half plane. This
presents a novel contribution in the design of input shapers
for dampening oscillations, in presenting a framework con-
sistent with the previously developed optimization ap-
proach to designing input shapers that stabilizes the poles
of the shaper and in turn avoids unstable closed loop
behavior upon introduction of the input shaper. In future
work we will incorporate this procedure in a real system
and showcase the closed loop performance and stability.
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