Abstract We compute renormalization group fixed points and their spectrum in an ultralocal approximation. We study a case of two competing non-trivial fixed points for a three-dimensional real N-component field: the O(N)-invariant fixed point vs. the cubic-invariant fixed point. We compute the critical value N c of the cubic φ 4 -perturbation at the O(N)-fixed point. The O(N) fixed point is stable under a cubic φ 4 -perturbation below N c , above N c it is unstable. The critical value comes out as 2.219435 < N c < 2.219436 in the ultralocal approximation. We also compute the critical value of N at the cubic invariant fixed point. Within the accuracy of our computations, the two values coincide.
Introduction
Spin systems with an N-component real field variable, governed by a LandauGinzburg type Hamiltonian, are of central importance both in Euclidean quantum field theory and classical statistical mechanics. The basic model is one with a global O(N) symmetry, the invariance under a simultaneous rotation of all the spins. A prototypical Hamiltonial for such a model, say on a lattice Λ ⊂ Z D , is
It is important to study the influence of perturbations which explicitely break this symmetry to a smaller subgroup. For instance, in cubical crystals, one expects the spin interaction to react to the lattice structure. This suggests additional terms in the Hamiltonian which are not rotation symmetric, but invariant under the cubic group. The cubic group is composed of the permutations and reflections of the N components of the field. Such a cubic invariant term is
When (1) is augmented by (2) , a competition of renormalization group fixed points sets in, about which of them determines the long distance behaviour of the model. According to folklore, the O(N) fixed point becomes unstable above a certain threshold value N c . When this happens, the cubical fixed point dominates the long distance behaviour. The value of N c is still being debated. Work on the ε-expansion suggests that N c > 3. This has been challenged by the studies [12, 15, 7, 8, 9] , which suggest that N c < 3. Recent Monte Carlo work [3] by Caselle and Hasenbusch again indicates that N c should be very close to 3. Within their precision, this result is compatible with that of Kleinert and collaborators [7, 8, 9] .
To our knowledge, the problem has not yet been looked at in the framework of the block spin renormalization group [16] . To study the domains of attractions in a model with several competing fixed is a fundamental and challenging problem as it underlies Wilson's explanation of universality. A notorious trouble in this business is that these Hamiltonians in general depend on an infinite number of interaction terms. To control flows with a large number of couplings is a very difficult task. Furthermore, when symmetries are reduced, the number of couplings tends to proliferate dramatically. This paper contains a study of both the O(N)-invariant fixed point and the cubic fixed point in the framework of the hierarchical or ultralocal approximation to Wilson's renormalization group. Here we restrict our attention to the case of D = 3 dimensions. In the hierarchical approximation, the effective Hamiltonians are restricted to a (non-standard) kinetic term plus local interactions. The local interactions are given by a potential, which is a function of N variables.
Hierarchical Renormalization Group
The hierarchical renormalization group is a block spin renormalization group for so called hierarchical spin models. They are spin models with a nontranslation invariant kinetic term designed to make the renormalization group local. The hierarchical model and the full model belong to different universality classes. Nevertheless they are related. The hierarchical renormalization group is an ultralocal approximation to a lattice block spin renormalization group. See [10, 13] and references therein. Furthermore, the hierarchical model is presumably a zeroth approximation to the full model in a lattice derivative expansion. Hierarchical results are to our experience reasonable approximations. However concerning their predictions about full models, high precision cannot be expected. For instance, ν comes out as 0.649 at the N = 1 Ising fixed point, as compared to 0.63 from ε-expansion and Monte-Carlo methods. Hierarchical models are known to be extremely valuable in gaining qualitative information about the model under investigation and to prepare the ground for further renormalization group studies, where non-local interactions are included.
The hierarchical renormalization group for models with an N-component real scalar field is a theory of the non-linear integral transformation
where α, β, and γ are real parameters, and where dµ γ (ζ) is the Gaussian measure on R N with mean zero and covariance γ (times the unit matrix).
Recall that its Fourier transform is
We consider the renormalization group in the so called high temperature picture. See [13] and references therein. Our parameter values in (3) are
(You may take this as the definition of the high temperature picture.) Here D is the dimension of the model. We restrict our attention to the most interesting case, when D = 3. The transformation (3) is the composition of three steps: taking the square, Gaussian convolution, and rescaling. The numerical computation of (3) will be decomposed into these steps.
Algebraic Formulation
We use the techniques described in [13, 6] . Consider first the O(N)-invariant case. A general even O(N)-invariant Boltzmann factor can be written as a sum
and is parametrized by real coefficients Z n . The transformation (3) becomes the following non-linear transformation in terms of the coordinates (Z n ):
The coefficients G n,m (N, γ) are defined as follows. (We call them structure coefficients.) Let P m (φ) = (φ 2 ) m . The Gaussian convolution of it is a linear combination
with coefficients (essentially the number of contractions)
It is convenient to define G n,m (N, γ) = 0 for n > m. Analytical (and numerical) experience suggests a different normalization, namely Z n = X n ρ n / (2n)! with a suitable constant ρ. For notational simplicity, we prefer to display the normalization (6) .
For practical computations, one has to truncate the transformation (7) to a finite number K of non-zero coefficients. For n ≤ K, the resulting transformation is
In the high temperature picture, this truncation scheme is known to converge as K → ∞. See [11] for a detailed analysis of the one component case. Renormalization group fixed points are approximated as stationary flows of the truncated transformation
The most interesting datum of a renormalization group fixed point is its spectrum, from which one learns the behavior of the linearized flow in its vicinity. The linearized flows around a fixed point is given by
The spectrum of Z * is the set of eigenvalues λ (i) of (12) . The eigenvalues again are directly related to the critical exponents σ (i) . See [16] . In our model, the relation is
(A peculiarity of hierarchical models is that the critical exponents are L-dependent.) The eigenvalue problem reads
The linearized renormalization group transformation (7) can be brought to a manifestly symmetric form in the no-truncation limit, and is thus diagonalizable. In practice, (13) turns out to be a very reliable way to determine the spectrum of renormalization group fixed points.
Numerical Results: O(N ) Fixed Point
We have searched for fixed points of the system of algebraic equations (10) with a Newton algorithm. The program was written in C++ using the data type long double representation for real numbers. In order to check roundoff errors, we compared the long double with the (simple) double representation and found no significant deviations. Table 1 shows the effect of truncation on the first few eigenvalues of the non-trivial O(N) fixed point with N = 2 components in D = 3 dimensions. (A trivial "volume eigenvalue" λ (0) = 2 has been omitted.) We see a rapid increase of accuracy with the number of couplings. To get the same absolute precision, the smaller the eigenvalue of interest is, the bigger the number of couplings has to be chosen. This will be important in the following.
The first eigenvalue λ (1) belongs to the critical exponent ν = 1/σ (1) , or ν = log(α)/D log(λ). The numerical value of ν is thus
With twenty couplings, the first eigenvalue comes out with an accuracy of more than three digits, with thirty couplings of more than nine digits. A computer assisted proof for the one component case was developed by [11] . From it, one gets two sided bounds on the critical exponents with arbitrary precision. It confirms the accuracy of our calculation by a comparison at N = 1. Table 2 shows the spectrum of the non-trivial three dimensional O(N)-fixed point as a function of the number of components N at truncation order K = 30.
Analytic continuation in N is naturally possible for the system of algebraic equations (10) , since the N-dependence is encoded entirely in the structure constants (8) . These depend polynomially on N. To maintain the same precision as N increases, one has to increase K. Up to N = 3, the truncation order K = 30 suffices.
We rediscover among other things the well known result that the theory becomes trivial at N = −2, i. e. , ν = 0.5. N . We will restrict our attention to even Boltzmann factors, with the property that
Such Boltzmann factors are functions of φ N . An even cubic invariant Boltzmann factor is thus a function (15) , which in addition satisfies
for all permutations π ∈ S N . We begin with the simplest case, the study of cubic perturbations of the O(N)-invariant fixed point.
Cubic Perturbations of the O(N ) Fixed Point
We can extend the polynomial basis P n (φ) of O(N)-invariants as follows. Let n = (n o , n c ) ∈ N × {0, 1} and define
These symmetric functions do not close under multiplication. They do however close under Gaussian convolution. They satisfy
with structure coefficients
where G n,m (N, γ) is as in (9) . The linearized renormalization group at the O(N) fixed point with cubic φ 4 -perturbations complicates to
The O(N)-invariants, defined by n c = 0, form an invariant subspace. The cubic invariant eigenvectors generally have non-vanishing O(N)-components.
The cubic eigenvalues will be denoted by κ (i) . We order them according to their degree of relevance. Table 3 : Cubic spectrum of O(N) 3 fixed point at K = 30 Table 3 shows the O(N)-invariant and the cubic invariant spectrum at the O(N)-invariant non-trivial fixed point in three dimension as a function of the number of components N. The leading cubic eigenvector is -in ε-expansion a deformation of -a cubic φ 4 -vertex. Here we restrict our attention to eigenvectors of the φ 4 -type times powers of φ 2 . (The subleading eigenvalue κ (2) belonging to the cubic φ 6 -interaction is not displayed here.) The largest cubic eigenvector, κ (1) , becomes one at a critical value N c of N. We learn from Table 3 that 2.20 < N c < 2.25. A closer look at the vicinity of N c yields the following. Table ( Table 4 : N c at the O(N) fixed point
Cubic Invariant Fixed Point
Besides the O(N)-invariant fixed point, we find a cubic invariant fixed point. Again we restrict our attention to the case of three dimensions. The cubic perturbations (17) have to be enlarged to a generating system of cubic invariant polynomials. We have investigated several possibilities.
Lifted Representation
The first possibility uses an over complete system. Let n = (n 1 , n 2 , n 3 , . . . ) ∈ N × N × N × · · · . Define
We represent our fixed point by coordinates Z n . With each collection is associated a function
To define a suitable truncation, we introduce the norm n := n 1 + 2n 2 + 3n 3 . . . . In other words, we truncate the model to a maximal power of fields. The summation is restricted to the finite subset of N ∞ given by n ≤ K. Unfortunately, the functions (24) are not linearly independent. Moreover, the linear dependencies vary with N. Therefore, the representation (25) is not unique. As an illustration, the situation for N = 2 is studied in detail in the Appendix.
As we intend to use the over complete representation, we have to specify a lift of the renormalization group. We do this as follows. We have that
The Gaussian convolution can be written in the form
where the coefficients are the following. We compute
with structure coefficients given by
We then compute the Gaussian integral as the matrix exponential thereof. The result is
The matrix G becomes upper triangular, when the couplings are sorted according to their total power of fields n . (When the renormalization group is truncated to a finite power of fields, the Gaussian convolution alone does not generate higher powers.) Furthermore, the matrix G becomes nilpotent, and the matrix exponential becomes a finite sum. Our first system of equations is
This system of equations defines a lifting of the renormalization group. Every fixed point of (34) becomes through (25) a fixed point of the original hierarchical renormalization group. Their spectra of eigenvalues coincide (in the no-truncation limit), but some eigenvalues become degenerate. The eigenvalue problem is completely analogous to the O(N)-invariant case. We do not write down the equations here. Table 5 : Number of couplings in the lifted system for given truncation K.
We can use (34) to determine the cubic fixed point for any value of N. The reason is again that N enters polynomially in the structure coefficients (33). The drawback of this representation is that the number of couplings increases very fast with the order of truncation. Table (6.1) shows this number of couplings with n ≤ K for K = 1 . . . 29.
We looked at the system up to K = 18. In this model one has to compute 1597 couplings. To get an idea of the achieved precision, we did one run with K = 19, which means 2087 couplings. (Has anyone ever computed a renormalization group with more unknowns?)
As in the O(N) case we recognize one eigenvalue to become marginal at a critical number of components N c . Again the value of N c is suggested to be 2.2 N c 2.25 (35)
Table (7) combined with the investigation in polar coordinates for the N = 2-model, to be described below, suggests that the precision of µ 2 at K = 18 is three digits.
The calculation with K = 19 was only performed for the case N = 2 and D = 3, as it required about 22 hours CPU time on an IBM RS6000 workstation, K = 18 required around 10 hours on the same system.
As the value µ 2 decreases with increasing K, we expect the critical value N c to be given an upper bound by the value N c < 2.25. Table 6 : Cubic spectrum at K = 18. Table 7 : Cubic spectrum as function of K To find a cubic fixed point by Newton iteration, one has start from a sufficiently close initial guess. We refrain from presenting a lengthy table of fixed point couplings. Instead, we present a sufficiently accurate initial guess from which anyone can reconstruct the cubic fixed point. (Later we will discuss the fixed point couplings in the special case when N = 2). Our search strategy was the following. We started at two ends of the interval of interest, at N = 2 and at N = 3. First we looked for the O(N) fixed point, using the start values for N = 3. Having found the cubic fixed point at these two values of N we stepped towards the critical N c from both sides, using the last fixed point as starting vector for the next iteration.
N = 2 Using Polar Coordinates
For fixed N, it seems natural to introduce spherical coordinates. For N = 2, we have that
The cubic symmetry can be implemented by requiring that the coefficients Z m (r) be zero for all m which are not integer multiples of 4. The result Z ′ of a hierarchical RG transformation applied to Z can be written in the form
We introduce polar coordinates for ζ and φ through
and expand the square of Z
The (Z 2 ) m are related to the Z m through
The angle integration in eq. (37) can be performed, resulting in
with
Here, I m denotes the modified Besselfunction of order m. The next step is an expansion of the Z m in a power series of r 2 ,
Expanding the Bessel function and performing the integration over r yields the following relation (for m even):
A combination of the transformation with the square operation eq. (40) yields the structure coefficients of the complete hierarchical RG transformation for N = 2. The matrix representing the linearized transformation is then easy to compute. A Newton solver was used to find the cubic fixed point. It is known [1] that for N = 2 the cubical fixed point can be exactly mapped (by a rotation of the spin vector with an angle π/4) to the product of two independent Ising (N = 1) fixed points. Our fixed point, plotted in figure 4 , is indeed of this type.
We determined the eigenvalues of the linearized transformation at that fixed point. Some care was devoted again to study the truncation effects. Table 8 shows the six leading eigenvalues at the cubical fixed points for three different truncation orders. To the given precision, it is sufficient to include K = 32 powers of r 2 in the ansatz. Furthermore, it is sufficient to include "angular momenta" m with m ≤ m max = 4. Going to m max = 5 did not change the results for the exponents at all. From the factorization of the cubical fixed point into two Ising fixed points it follows that the spectrum can be built from the Ising spectrum through
The leading Ising eigenvalue is 1.4271725 [13] . Its square divided by two is 1.0184107, in nice agreement with the result for the subleading eigenvalue of the cubic fixed point. The whole Ising spectrum is part of the cubic spectrum as follows when one of the Ising eigenvalues is taken equal to the volume eigenvalue two. The comparison reveals that the spectrum in the polar coordinate representation and the spectrum in the overdetermined representation agree. Obviously, K = 18 does not bring about a very high degree of accuracy for the Table 8 : The first 6 eigenvalues of the spectrum at the cubical fixed point, N = 2, for three different truncation orders. m max = 4 in all cases. For comparison the last column shows the results from the calculation with the over determined basis, truncation order K = 18, cf. table (6.1).
cubic invariant fixed point in the overdetermined representation. However, larger values of K would have required too much computer time. Furthermore, we learn that the overdetermined representation generates new spurious eigenvalues. They should converge to the true ones in the no-truncation limit. The first such spurious eigenvalue is however a subleading (or irrelevant) one.
It might be interesting to have a look at the fixed point couplings themselves. They are presented for (K, m max ) = (30, 4) in table 9.
Conclusions
In the framework of the hierarchical renormalization group, we have studied the stability of both the O(N) symmetric and the cubical fixed point for D = 3, in the range between N = 2 and N = 3. No problems arised when investigating the stability of the O(N) symmetric fixed point. For the cubical fixed point, however, the extension of a suitable basis to non-integer N turns out to be nontrivial. We solved this by using an over-complete set of functions. The big number of couplings that had to be used in this approach required quite an effort to solve the fixed point equations. Furthermore, it might be considered as a problem that the continuation from integer N to the real domain is by no means unique. The fact, however, that we find consistent values of N c both at the O(N) and the cubical fixed point seems to indicate that the chosen basis is a natural one. One further comment is in order: While in the full model the value of N c is very close to 3, the hierarchical O(N) fixed point in three dimensions becomes unstable with respect to cubic perturbations already at N c = 2.219. It has been observed in other contexts that the dependence of certain quantities on the number of spin components is shifted towards smaller values of N in the hierarchical approximation. For instance, the two dimensional hierarchical non-linear σ-model is asymptotically free for N > 1 as opposed to N > 2 in the full setting [5, 14] . This is due to the absence of wave function renormalization in the hierarchical approximation.
Supplementing the present work by a high order ε-expansion (which is certainly feasible) would be interesting and useful. 
where the indices are to be understood in the sense of (24) with all n i for i > 4 are equal to zero. 
The relation with (24) is that (48) equals P m with m 1 = n o , m 4nc = 1, and all others are zero. This basis has the following complications. A product of two such polynomials is no more the polynomial to the index given by the sum of the indices of the factors. In general, a product of two basis elements is a linear combination P (no,nc) (φ)P (mo,mc) (φ) = (ko,kc) k 0 =no+mo kc=nc+mc C (no,nc),(mo,mc) (ko,kc) P (ko,kc) (φ).
We do not have closed expressions for the coefficients C (no,nc),(mo,mc) (ko,kc)
. We tabulated those we needed in our programs. The table was generated using computer algebra.
The Gaussian integration of polynomials of type (48) is given by dµ γ (ζ) P (no,nc) (ψ + ζ) = 
where G n,m (N, γ) is as in (9) . The formula (50) does not yet provide a formula for the Gaussian integration in the basis (48), as the second term is not yet expanded in this basis. Its expansion involves again rather complicated structure coefficients which we determined by means of computer algebra. We used this representation to check our results with the overdetermined representation. This polynomial basis turned out to a less appropriate representation than the following one with polar coordinates. Both suffer the drawback that they apply to N = 2 only, and cannot be continued to any N. (They can be continued but do not coincide with the desired models at integer N.) 
