Abstract -Optimum distributed detection under the Neyman-Pearson criterion is considered for a general case with possibly dependent observations from sensor to sensor. The focus is on the parallel architecture. New necessary conditions are presented that relate the threshold used in the NP-optimum fusion rule to those used in the NP-optimum sensor rules. These results clearly illustrate that the necessary conditions for NP-optimality have exactly the same form as those for Bayes-optimality. Based on these conditions, a new algorithm for nding NP optimum distributed detection schemes is developed. The algorithm allows randomization at the fusion center, which we show is generally needed to achieve optimality. The algorithm allows one to attempt to optimize the fusion rule along with the sensor rules or to nd the best schemes among those using each of a set of xed possible fusion rules.
Introduction
The Neyman-Pearson criterion 1, 2] is fundamental to the development of the theory of hypothesis testing in the statistics and engineering literature 3, 4] . It has emerged as the criterion of choice for many surveillance system applications, including radar system applications 5]. More recently distributed hypothesis testing problems, called distributed detection scenarios, have received signi cant attention 6, 7, 8, 9, 10, 11, 12] . In distributed detection scenarios, processing is located at the sensors in order to reduce the amount of data which needs to be sent to a central location. Study of the Neyman-Pearson criterion for distributed detection scenarios has been mainly restricted to cases where the observations are statistically independent from sensor to sensor, conditioned on the hypothesis. In fact, procedures for designing Neyman-Pearson optimum distributed detection schemes have been produced in 8, 9, 10, 11, 12] , as well as in a few other papers, under the assumption of conditional independence. Procedures for designing Neyman-Pearson optimum distributed detection schemes for cases without the assumption of conditional independence have been lacking. Only one conference paper 13], which considers only nonrandomized tests, has appeared. We have not seen journal papers correctly addressing this topic. The results in 13] are based on analytical results appearing in 14], but a design procedure for nding optimum schemes is not given in 14].
There have been some journal papers which have claimed to have produced procedures for designing Neyman-Pearson optimum distributed detection schemes for cases without the assumption of conditional independence, but as discussed in 9] these approaches are not generally valid. In particular, they are invalid for cases where the overall receiver operating curve (ROC) is not concave. It has been shown that the ROC is not always concave for distributed cases 15, 16, 13] . Further, while one can show these approaches are valid under the condition that the overall ROC is concave, this condition is generally very di cult to employ in a practical situation. When one desires to nd optimum schemes, generally the ROC will be unknown. If the ROC is already known, it would generally have been obtained from the optimum schemes. However, if we already have the optimum schemes then there is no need for a procedure to nd them.
Consider the design of an N-sensor distributed detection scheme, which is to decide between a simple signal-present alternative hypothesis H 1 and a simple null hypothesis H 0 .
Each sensor has an associated processor which makes a decision based only on the observations obtained from the sensor. The sensor processors transmit their decisions to a single central fusion center where an overall decision is made. A particular value x k of the random vector X k is observed at the k th sensor, k = 1; : : : ; N, where x k consists of a set of m k real scalar observations. We consider the case where the X 1 ; : : : ; X N may not be independent.
The nal binary decision in our distributed detection scheme is denoted by the random variable U 0 , with a particular realization of U 0 denoted by u 0 and where u 0 = 0 corresponds to a decision for H 0 and u 0 = 1 corresponds to a decision for H 1 . U k is the random variable which describes the decision made at the k th sensor. A particular value for U k is denoted by u k which may take on only the values 0 or 1 (binary sensor decisions). We let 0 (u) denote the probability that we decide for U 0 = 1 for a given set of sensor decisions u = (u 1 ; : : : ; u N ).
We let k (x k ) denote the probability we decide for U k = 1 for a given observation x k . A complete set of sensor rules and fusion rule are described by = ( 0 ; 1 ; : : : ; N ).
Let us focus on the Neyman-Pearson criterion. Speci cally, denote the problem of interest as NP which is de ned as nding a that satis es NP : max P d ( ) subject to the constraint P f ( ) = where P d ( ) = Prob(U 0 = 1jH 1 ) is the probability of detection obtained when is used, P f ( ) = Prob(U 0 = 1jH 0 ) is the probability of false alarm obtained when is used, and 0
1. Assume the joint probability density functions (pdfs) of the complete set of sensor observations are known under each hypothesis. This implies we can compute the marginal densities.
In Section 2, we present some new necessary conditions that relate the threshold used in the NP-optimum fusion rule to those used in the NP-optimum sensor rules. These results clearly illustrate that the necessary conditions for NP-optimality have exactly the same form as those for Bayes-optimality. Recognizing the similarity to the Bayesian conditions enables some recent research results to be extended to NP as discussed at the end of Section 2. Our new necessary conditions allow randomization in the fusion rule. Prior to this paper, it was unknown if this randomization was generally needed to achieve optimality. In the rst part of Section 3, we show randomization at the fusion center is generally needed to achieve globally optimum performance. The last part of Section 3 presents a new algorithm for nding NP optimum distributed detection schemes which is based on the necessary conditions given in Section 2. The algorithm in Section 3 allows one to nd the best schemes among those using each of a set of xed possible fusion rules. In this case the sensor rules are found using a Gauss-Seidel procedure which must be rerun for each di erent fusion rule to be considered.
The algorithm in Section 3 also allows one to attempt to optimize the fusion rule along with the sensor rules using a di erent Gauss-Seidel procedure. Section 4 provides some illustrative numerical results obtained using our algorithm. Conclusions are given in Section 5.
New Bayes-Like Necessary Conditions
The following theorem relates the threshold used in the NP-optimum fusion rule to those used in the NP-optimum sensor rules. with no point masses of probability under either hypothesis j = 0; 1;
2) D 1k (X k )=D 0k (X k ) is a continuous scalar random variable with a probability density function with no point masses of probability under either hypothesis where Prob( f U k = f u k jX k = x k ; H j ) is de ned as a limit as the conditioning event shrinks to a point.
3) De ne the function 0 (u) as the probability that we decide U 0 = 1 when U = u. This is commonly called the randomization function at the fusion center.
NP optimum performance can only be obtained with a set of sensor rules ( 1 ; : : : ; N ) and fusion rule 0 that satisfy it is not necessary that the threshold used in (2.3) be the same as the one used in (2.2).
We now address this by showing this must be true in the sense of equivalence. We show that a fusion rule 0 which is not equivalent to 0 can not be optimum since we can always improve the performance of such a rule. To avoid a discussion of sets which occur with probability zero we assume the pdf of D 1k (X k )=D 0k (X k ) is always non-zero for all positive values of D 1k (X k )=D 0k (X k ). If this assumption is not true the extension is straight forward 1 , following the arguments in 13].
Allow the threshold in 0 from (2.3) to take a value 0 which may be di erent from the value of used in (2.2). We assume 0 > , since the case 0 < is similar. In some previous research (see (6) - (9) in 14]) we have shown that integrating D 11 (x 1 ) over the decision region at sensor one, fx 1 j k (x 1 ) = 1g, yields the probability of detection plus a constant term. In particular, from (2.1) we nd
where Q 11 is a constant which does not depend on 1 . Note that a similar relationship holds for P f ( ) with D 11 replaced by D 01 in the integrand and with Q 11 replaced by Q 01 .
Consider increasing the threshold at sensor one from to = + "; " > 0. From (2.4), this leads to a decrease in both the probability of detection and the probability of false alarm by P d and P f respectively, where Therefore using (2.7) and (2.8) in (2.5) and then using (2.6) yields
The change in the threshold at the rst sensor will change Prob(ujH i ); i = 0; 1. After such a change, the probability of detection is given by
Note that 0 is a function of the threshold at the rst sensor such that lim "!0 0 = 0 > .
Thus there exists a value of " > 0 small enough so that 0 > + ". Therefore, for this value of ", using the de nition of 0 in (2.11) gives
where (2.10) was used to obtain the second line and (2.9) was used to obtain the last line.
Thus, under the assumptions made, we have shown that if the threshold at the fusion center is chosen to be di erent from then we can always change it to improve performance (larger P d for the same P f ). This shows that the threshold at the fusion center must be chosen to be equal to to achieve best performance. 2
Under the condition that the overall receiver operating curve (ROC) is concave, it has already been shown 9] that an NP optimum distributed scheme is a Bayes optimum scheme for a particular set of prior probabilities. If the ROC is not concave, this is not true 9]. 3 New Algorithm to Find NP Optimum Decision Rules
It is a commonly held belief that randomized fusion rules are not needed to achieve best performance under the conditions of Theorem 2.1. First, we produce a counter example to show this is not true. To our knowledge, such an example has not yet been given elsewhere.
An example is shown in 19] where a randomized fusion rule satis es necessary conditions for optimum performance. However, it is not discussed whether this randomized fusion rule is really needed to achieve globally optimum performance. By considering exactly the same example, we show it is needed.
In Under H 1 , the pdf f X i (x i jH 1 ) of the observations at each sensor is a monotone increasing 4 These conditions were also produced in 18] using a di erent method.
continuous function between zero and one which is composed of three line segments as shown in Fig. 1 . In Fig. 1 In this carefully chosen example, it is possible to nd optimum solutions numerically using an exhaustive search for thresholds on a grid (likelihood ratio tests are optimum). Fig. 2 shows probability of detection versus probability of false alarm for the optimum scheme using a randomized fusion rule and for the best two schemes using nonrandomized fusion rules. The randomized fusion rule is best in the region where two ROC curves with nonrandomized fusion rules cross each other and its performance supersedes that achieved by the nonrandomized rules.
In Fig. 2 we use a binary string notation to explicitly describe a xed fusion rule.
The notation is described in Table 1 . Thus the fusion rule in Table 1 is denoted by the last column, read o in binary as 11101000. Note that for nonrandomized fusion rules, the elements in the last column can only take values 0 or 1, while for randomized fusion rules, the elements can take real values between 0 and 1. Thus, for example, the randomized rule in Fig. 2 is denoted as 1 101000 so that if u 3 u 2 u 1 = 110 then u 0 = 1 is decided with probability , where varies from 0 to 1 as one moves from left to right in Fig. 2 
Algorithm to Find NP Optimum Rules
Since the new necessary conditions in (2.2) and (2.3) have the same form as those for Bayesian problems, previously developed procedures for nding Bayes optimum distributed schemes can be applied to NP problems with some modi cations. The Gauss-Seidel type procedure described in 21] can not be used directly because randomization may be needed. However a modi ed Gauss-Seidel procedure for NP is given next which produces a person-by-person optimum (PBPO) solution which is one that can not be improved by changing any single decision rule (sensor or fusion). Ideally, we would like to be able to search continuously over all and , but this is not possible in a practical algorithm. Thus, we describe an approximate algorithm which uses nite step sizes and where parameters vary over nite intervals. This algorithm becomes exact as the step sizes approach zero and the parameter ranges become unbounded. In order to partially compensate for the nite step sizes, at each iteration where we attempt to update the fusion rule we employ a search over near-by to nd a that allows randomization with the selected . This helps the overall procedure to \ nd" xed points that randomize by introducing many starting points that randomize. In practical investigations of this algorithm, we nd it works extremely well. Next we describe the algorithm using pseudo code notation. Keep only the best solution.
START

END
In the Appendix, we provide an analytical demonstration showing that there are multiple xed points of our algorithm. Thus our algorithm must be run several times to nd all of these so that the best solution can be found. This is also illustrated in the examples given in the next Section. In the next Section, it is also demonstrated that it is possible to use the algorithm we provide for nding the best solution for a xed fusion rule by skipping step 2.
Numerical Investigations
Consider the case of detecting a known signal in Gaussian noise which is independent from sensor to sensor. Initially focus on two and three sensor cases with the signal (1; 1) or In the examples just discussed, all solutions produced by our algorithm use nonrandomized fusion rules. We have found a PBPO solution using a randomized rule for the Gaussian noise problem discussed in the last paragraph for the particular case of the known signal (0:1; 0:6; 0:6) and near 0.67, but this solution was not the overall optimum. To understand more about randomization, we consider our algorithm for the example given by Fig.1 and (3.14) since randomization is needed there. First we note that our algorithm was able to nd all the optimum solutions presented previously which were obtained by a global search. The solutions given by our algorithm are displayed in Fig. 5 . We note that the top curve in Fig. 5 is similar to Fig. 2 . Since we nd the best solutions for each in our algorithm, we can nd two solutions which yield the same false alarm probability using di erent
. This is what leads to the bottom curve in Fig. 5 . After we obtain Fig. 5 , it is clear that the bottom curve leads to solutions which are not optimum so we can discard them.
While we have not shown this in Fig. 5 , we nd randomization is also needed for false alarm probabilities near 0:45 where the ROC look similar to those in Fig. 5 . It is interesting also to consider how solutions are distributed across the ? plane. It seems that the solutions using randomization always lie on curves in ? plane, as displayed in Fig. 6 . As we move along each curve, the randomization constant varies in a certain range (most likely from 0 to 1). Since each of the curves correspond to a crossing of the individual ROC's given by two nonrandomized fusion rules, the number of the di erent curves must be equal to if not less than the number of such crossings. This may suggest that our algorithm can be made more e cient. One way of doing this is to rst search for one point on each line with some value of and then use this point as a leader to search for the rest of the curve, instead of searching in a 2-dimensional space.
Conclusion
We have provided some new theoretical results on NP-optimum distributed detection. Specifically, we provide new necessary conditions for optimality and some analysis of the number of xed points that may occur when using a Gauss-Seidel procedure that attempts to update the fusion rule. The necessary conditions we provide are used to generalize some recent practical results for distributed detection for cases with statistically dependent observations from sensor to sensor. We have also provided new algorithms for nding NP-optimum distributed detection schemes. One includes an option to update the fusion rule using a Gauss-Seidel procedure. We have not seen existing algorithms which can handle cases with statistically dependent observations from sensor to sensor, including cases with randomization. We demonstrate for a particular case, that randomization is generally needed at the fusion center in an NP-optimum distributed detection scheme. 
A Appendix
We now show there are multiple xed points to our algorithm. For simplicity we assume conditionally independent sensor observations and nonrandomized rules. Let us begin with a two-sensor system. Since only monotonic rules can be optimum at the fusion 2 A case where a scheme using a randomized fusion rule is better than the best schemes using nonrandomized fusion rules. In the range of false alarm probability shown, the best nonrandomized fusion rule is denoted as 11101000
or by 10101000 using the notation in Table 1 A case where a scheme using a randomized fusion rule is better than the best schemes using nonrandomized fusion rules. In the range of false alarm probability shown, the best nonrandomized fusion rule is denoted as 11101000 or by 10101000 using the notation in Table 1 . The randomized rule is 1 101000 for 0 1. 
