The vehicle routing problem (VRP) has attracted lots of attentions recently and efficient and advanced solutions for VRP are not only playing a very important role in logistics and operational research but also impact significantly on a number of environmental economic and social issues due to potential traffic congestion, environmental pollution, noise pollution, and so on. In this paper, we propose an external archive guided multi-objective evolutionary algorithm (EAG-MOEA/D) to solve the vehicle routing problem with time windows (VRPTW). This is a well-known combinatorial multiobjective optimization problem that addresses using a homogeneous fleet of capacitated vehicles to serve a set of customers within fixed time intervals. The objective is to minimize the fleet size and total length of the routes simultaneously. Combining with our new local search method, Timing Pool Local Search (TPLS), we demonstrate our new genetic algorithm EAG-MOEA/D-TPLS can obtain more nondominated solutions and outperform the current state-of-the-art algorithms in the literature. Moreover, the experimental results also show that our EAG-MOEA/D-TPLS algorithm has a better performance than most famous MOEA/D scheme on 56 Solomon instances. We hope that our work can stimulate the further research on multi-objective evolutionary algorithms for the VRPTW.
Introduction
After being first proposed [2] in 1959 by Danzig, VRP has attracted lots of attentions and becomes one of very popular research subjects. The efficient and advanced solutions for VRP or varieties of VRP are playing a very important role not only in logistics and operational research, but also impact significantly on a number of environmental economic and social issues due to potential traffic congestion, environmental pollution, noise pollution, and so on. Many VRP variations with different constraints and can be found in the literature [3, 4, 5, 35, 36, 37, 38] . The VRPTW is one of the most famous variants of VRP, which consists of a set of customers to be served and a fleet of vehicles departing from a central depot. Each customer can only be served by a capacity-limited vehicle at most once during a specified time interval, e.g., from 10am to 3pm. The main objective is to minimize the total cost to deliver goods to the customers, using a fleet of vehicles with restricted capacities. The cost function may have different objectives, such as the number of vehicles, the total distance and total travel time etc. Some work [6, 7] also integrated the time spans as one of the objectives.
To solve VRPTW problems, the methodologies in the literature can be classified into three categories: the exact solutions, heuristic methods and meta-heuristic approaches. With the scale of the problem growing, mathematically exact method [8, 38] becomes infeasible because the VRPTW problem is NPhard. In recent years, for the large-scale real-world problems, heuristics and meta-heuristic methods have become more popular and attractive. Meta-heuristics [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] have emerged over the last two decades and are heavily based on heuristic strategies to improve performance in a larger framework starting from an initialized feasible solution. For example, some research work such as the simulated annealing [9] was used to solve the VRPTW problem by using the minimization of the total distances traveled by the vehicles as the main objective. Considering the VRPTW as a multi-objective problem, the relation between different optimization targets may not be unique and deterministic under which many methodologies tried to convert a multi-objective VRPTW problem to a single-objective one by introducing the weight penalty terms [10] . However, such approaches of transformation have a lot of inconvenience on parameter settings. The same deficiency also applied to the two-stage heuristic optimization approaches, fixing one single-objective firstly, optimizing another, and then turning over. In [11] [12] [13] [14] , the order of the optimization under such an approach ignored the difference between the importance of targets and the relations between the multiple objectives.
Due to the time window constraints, some objectives can be considered as the transferred constraints, which met the subjects of the optimization principle, such as minimizing the time spans or the spare time. To make VRPTW truly multi-objective with constraints framework, one potential strategy is to treat the two important optimization targets equally and gets our Pareto front, rather than in a singleobjective optimization fashion by using weighing parameters to tradeoff the goals. The extensive works [9] [10] [11] [12] [13] [14] have already been done in the framework of solving the VRPTW. Tan et al. [16] proposed a hybrid multi-objective evolutionary algorithm for the VRPTW. Ombuki et al. [17] developed a genetic algorithm approach by using Pareto ranking technique to optimize the number of vehicles and total distances simultaneously. Ghoseiri and Ghannadpour [18] proposed an adapted genetic algorithm to minimize both the number of vehicles and total travel distances. Garcia-Najera and Bullinaria [19] provided an improved multi-objective evolutionary algorithm. Very recently, Hsu and Chiang [20] proposed a multi-objective evolutionary algorithm with enhanced route exchange crossover and mutation operator to solve the VRPTW. All algorithms mentioned above had been implemented by a meta-heuristic approach, either an evolutionary algorithm (EA) or a tabu search [15] procedure.
It is worth to mentioning that some of current state-of-the-art work focused on designing excellent local search operators to find the optimal solutions. However, only a few of them put forward to preserve the population diversity in the framework of multi-objective optimization. It is also well known that a method is not so effective and efficient to keep population diversity by deliberately preserved some individuals with low fitness of population [19] . The key idea of the EAG method [1] is to guide the working population to distribute the search resource more reasonably by the external population during the evolutionary process through the feedback information. Note also that the density of the population can be considered as a feedback information to change the learning generations so as to avoid the premature of the population, which is one of the innovative ideas in this work. In fact, the global search mechanisms of multi-objective optimization, EAG-MOEA/D does have a better performance than the two popular algorithms in the literature including NSGA-II proposed by Deb [21] and the MOEA/D proposed by Zhang [22] respectively.
In this paper, we propose an external archive guided multi-objective evolutionary algorithm to solve the VRPTW, which non-trivially integrates the EAG approach with the MOEA/D algorithm together and employs the density of population as the feedback information in the evolutionary process. From our best knowledge, it is the first time to apply the EAG approach and the MOEA/D algorithm together for the VRPTW with a good performance guarantee. Combining with our new local search method, Timing Pool Local Search (TPLS), we demonstrate our new genetic algorithm EAG-MOEA/D-TPLS can obtain more non-dominated solutions and outperform the current state-of-the-art algorithms in the literature. Moreover, the experimental results also show that our EAG-MOEA/D-TPLS algorithm has a better performance than most famous MOEA/D scheme on 56 Solomon instances.
The remaining sections of this paper are organized as follows. Section 2 presents formulation of VRPTW, concepts of multi-objective optimization and performance metrics used in the analysis of our new algorithm. In Section 3, EAG-MOEA/D-TPLS is proposed and illustrated. Experimental results are demonstrated in Section 4. Finally, we conclude this work and address some open problems in Section 5.
Preliminaries and Problem Formulation for the VRPTW
In this section, we will introduce the general framework on multi-objective optimizations and also give the mathematical formulation for the VRPTW.
Induction to Multi-objective Optimization Problems
A multi-objective optimization problem (MOP) can be stated as follows:
Maximize
Subject to Where is the decision space, consists of m real-valued objective functions. The attainable objective set is{ ( ) | } F x x  . In the case when is a finite set, (1) is called a discrete MOP. is then called a Pareto-optimal (objective) vector. In other words, any improvement in one objective of a Pareto optimal point must lead to deterioration of at least one other objective. The set of all the Pareto-optimal points is called the Pareto set (PS) and the set of all the Pareto-optimal objective vectors is the Pareto front (PF) [24] . In many real life applications, the PF is of great interests to the decision makers for a better understanding of the tradeoff among different objectives and the selection of their preferred solutions.
Mathematical Formulation for the VRPTW
Similarly as the model of operational research of Solomon [27] , the VRPTW can be formally defined as follows. There is a set of vertices V = {0...N}. Vertex 0 is called depot, and the others are called customers respectively. The customers are served using a fleet of vehicles with the restrict capacity D.
Each customer has a demand of goods >0 and a time window [ , ] ii ab . The service time window constraint means that a vehicle should arrive at the location of customer i no later than the latest service time i b . However, a vehicle is allowed to arrive before the earliest service time i a , in which case it must wait until i a and then begins to serve the customer. Each customer is associated with a service time , which is the actual time that the delivery takes once a vehicle arrives at a customer location. The depot also has a time window [0, T].
Figure 1. An example of the VRPTW solution
To simplify our problem formulation and modeling, we can define a binary variable and set it as 1 if the vehicle k traverses the arc of the graph , namely, the edge between Vertex ( , ) ij, otherwise =0. Consequently, the VRPTW problem can be mathematically formulated as follows, which is inspired by Dridi [25] . The objective is to minimize the number of vehicles and the total length of the routes simultaneously.
,
To give a better description of our formulation, we illustrate the following notations and concepts used in our modeling: The decision variable is defined as follows (4) The constraints include the following:
(8)
The equations (5) and (6) ensure that each customer is served only once by only one vehicle. The equation (7) guarantees the continuity of a route traversed by a vehicle and the visited customer must be imperatively left. The equation (8) ensures that the total time duration spent by any vehicle will not exceed the upper limitation of time window at the depot. The equation (9) satisfies the limitation on the vehicles capacity. The equations (10) and (11) ensure that any vehicle can only leave the depot and return back to it only once. The equations (12) and (13) ensure the respect of the temporal constraints. Finally, the equation (14) sets the upper limitation on number of vehicles.
Performance Metrics
To give a better analysis of our genetic algorithm, we also introduce the performance metrics that will be used in our algorithm later.
Convergence curve
The best solution in the current generation will be recorded and drawn the graph concerning the relation between the objectives of best individuals and the generations with statistical data. The convergence curve is an important and practical index for genetic algorithms. Under the condition that the population diversity is preserved, a better algorithm should also have the less convergence time. It will be used to compare the effectiveness between different local operators or heuristic methods [33] .
Measurement on the solution similarity
Garcia-Najera's work [19] had demonstrated the importance of the solution similarity measure so that it can be used to test the performance of the algorithms. If the two feasible solutions do not have the same path, the similarity value of the two feasible solutions will be 0. The calculation of similarity coefficient is based on the Jaccard's formulation [32] . The Jaccard similarity coefficient can be specified by the ratio between the intersection and the union of two sets quantitatively. For the VRPTW problem, the feasible solutions can also be considered as a set of elements in directed arc or segments, from one node to another.
Formally, the similarity of the sets A and B is (15) The natural way to implement this measure for the VRPTW is to consider each solution R as the union of a set of segments or arcs so,
The similarity between solutions R and Q is then (17) Note also that arcs ( , ) ijand ( , ) ji are considered to be different, even their corresponding cost may identical. The term of the numerator will equal to 1 only if arc ( , ) ijis used by both solutions, while that
of the denominator will equal to 1 if either solutions use it. It is easy to see that the computing complexity of Jaccard similarity is .
Let P and M denote the population of solutions, and the size of population respectively. The similarity of solution with the rest of the solutions in P will be given by (18) Consequently, the density of the population can be defined as (19) Which will be serving as a very good indicator for the comparisons later. It is not difficulty to see that the computation complexity is .
EAG-MOEA/D-TPLS Algorithm for the VRPTW
In this section, we will introduce our new EAG-MOEA/D-TPLS genetic algorithm for the VRPTW, which outperforms the current state-of-the-art approaches in the literature.
The Framework
Like other MOEA/D variants, the proposed algorithm, termed as the external archive guided MOEA/D (EAG-MOEA/D), decomposes the MOP into N single objective optimization sub-problems. In the principles, any aggregation methods can be used for this purpose. For the simplicity, the weight sum approach is adopted in this work, which requires N weight vectors:
where jm R    ,
, and m is the number of objectives. The Sub-problem k is:
subject to x  For each 1,..., kN  , let () Bk be the set containing the indexes of the T closest weight vectors to k  in terms of the Euclidean distance. If
At each generation, EAG-MOEA/D maintains two populations:
where k
x is the best solution found so far for the Sub-problem k ;  A , which has N solutions selected by using the NSGAII approach (the non-dominated sorting approach and crowding distance assignment [21] , [23] ).
Our new EAG-MOEA/D-TPLS genetic algorithm for the VRPTW is illustrated in Algorithm 1.
The details of Steps 1-3 of Algorithm 1 are given as follows:
1. Initialization i x in P can be generated randomly or by using a single objective heuristic on the Sub-problem i .For simplicity, A is initialized to be P .
New Solution Generation
A new solution is called a success if it enters A in Step 3. We note that a new solution is generated by searching on a selected single objective sub-problem and whether or not a new solution can enter A is determined by the NSGA-II selection. To guide the search by both sub-problem search directions (i.e., decomposition) and domination based on sorting, we record , ik s , the number of successful solutions generated by search on the Sub-problem i at each generation k , and compute the total number of the successful solutions over the L previous generations:
where G is the current generation. At each generation 1 GL  , the probability of selecting the Sub-problem i is defined as:
, iG D is the proportion of successful solutions generated by the search on Sub-problem i over the previous L generations. 0 .002   is used to make all the , 0 iG D  . The above way of computing the probability has also been used for the ensemble of neighborhood size [33] for MOEA/D. New solutions are generated in Step 2, detailed in Algorithm 1. In Step 2a, a sub-problem is selected according to the probability defined in (20) . For the selected sub-problem, two parent solutions are selected from its T neighboring sub-problems in Step 2b. In Step 2c, genetic operators are applied to the parents to generate an offspring j y . By repeating this procedure ( If stopping criteria are satisfied, terminate the algorithm and output A. Otherwise, go to Step2.
The description of the frame of EAG: In the process of evolution, according to the cumulative probability that each sub-problems of MOEA/D selected into the external population during the learning generation has dynamically allocated to each sub-problem search resources. The access to external population standard is decided by non-dominated sorting of NSGAII. In the benchmark of the MOEA, the EAG was accidental premature because of the cumulative probability. So the algorithm can be improved by introducing the method of evaluating population diversity criteria: individual similarity measure [19] to estimate the population density, which is used to dynamically change the learning generation, limited within the scope of empirical parameters, and prevent the accumulation probability effect leading to excessive precocity.
Solution encoding and initial population
The VRPTW solutions are lists of routes which are the sequence of customers so that the natural number encoding can be used appropriately to represent an individual of population. A route encoding simply lists the customer identifiers in the order they are served.
For the VRPTW problem, the heuristic method is applied to initialize each feasible individual of population. The process is implemented as follows: Firstly, to generate an empty route and semi-random way that concludes former fifty customers closest to the depot and the random permutation of the other fifty clients. Secondly, the first client is selected from the head of the list and then flip the list to choose the next client. If the next one met the capacity and the time window constraints, it would be placed on the current route after the previous customer until the list is finished traversal. Otherwise, the list would be flipped and start a new route by repeating the operation above. This process is repeated until all customers have been added to the path. The heuristic method is very helpful to find the more appropriate first customers and a better initial population.
The crossing operator: improved BCRC
The specific crossover (Best Cost Route Crossover, BCRC) [17] is improved in the paper, which aims at minimizing the number of vehicles and the cost simultaneously while checking the feasibility of the constraints. We use example 1 to give a better intuition of our improved approach.
Example 1 illustrates the creation of two offspring, G1 and G2, from two parents, P1 and P2, using an arbitrary problem instance of customer size 9 for explanation purposes. For example, P1 has three routes (R1-R3) with respective customers, i.e., R1: 1, 3, 4; R2:7, 9, 2 and R3: 5, 8, 6; As shown in Example 1, from each parent, a route is chosen according to the ratio of the distance and number of customers. The higher ratio is; the higher probability the route is to be chosen [19] . In this case, for P1, route R3 with customers 5, 8 and 6 is chosen, while for P2, route R3 with customers 1 and 8. Then for a given parent, the customers in the chosen route from the opposite parent are deleted. For example, for parent P1, customers 1 and 8 (which belong to the selected route in P2) is deleted from P1 resulting in the upcoming child G1. Likewise, customers 5, 8 and 6 which belong to a route in P1 are deleted from the routes in P2 resulting in the upcoming G2. It is notable that sometimes there would be some single custom existing as one route after removing process, which is not reasonable. Because when found an appropriate insertion location, a non-dominate would appear. So inserting the single point is prior option, i.e. shown in before G2 is created the customer 1 is inserted into the R2 of P2, which helps to decrease the number of vehicles during the crossover.
Since each chromosome should contain all the customer numbers (for a given VRPTW problem instance, the next step is to locate the best possible locations for the deleted customers in the corresponding children. As shown in Figure 3 , the algorithm needs to re-insert customers 1 and 8 to child G1 and customers 5, 8 and 6 should be inserted in child G2 respectively. Note that the choice of which customer to insert first is done randomly, i.e., in creating G1 for example, the order of insertion of 1 and 8 is done arbitrarily. In this case, customer 1 was first inserted in the best location found in G1 before 8 was inserted.
An insertion point is said to be unfeasible if it results in the routes neither meeting the vehicle capacity nor time window constraints. The best insertion location is one that results in total minimum cost routes. In this example, customers 1 and 8 were both found to fit into R2 and R3 of G1 as shown in Figure3. Occasionally no feasible insertion point is found and a new route is started. For example, in creating G2, customer 8 could not be inserted in the current routes for G2 hence a new route was created 
Mutation operator
In this paper, we use Najera and Bullinaria [19] mutation operator that is composed of three basic functions and the three basic types of mutation operator. The three basic functions include the route selection, the customer selection and the customer insertion. Three basic types of mutation operator are reallocation, exchange and relocation respectively. Because of the low probability of mutation and the high efficiency of the improved BCRC and the repair local search operator that will introduced later, the details of a standard settings can be found in [19] .
Repair principal and Local Search operator
Through the observations on the best solutions and the evolutionary process, we found that the span of the total traveling time is composed with the distance, the waiting time, the service time, and the number of customers. Therefore, a good route should have the nearest customers as many as possible, no waiting time (if possible), and without violating of the constraints. Consequently, our local search operators follow the three principles a) Shortest waiting time first b) Nearest customer first c) Longest route first According to these principals mentioned above, a novel Timing Pool Local Search (TPLS) is proposed in this paper, which uses the clustering technology to figure out the client nodes that have the similar time windows with the specific customer, ensuring the feasible new route in an optimal distance. The essential idea of the similar time windows is to make the hard time windows become soft windows that can include the margin of the service time. TPLS contains two crucial components, the first one is for the first customer of each route to search for the potential former customers so that it could make each route has a good first customer; the second one is for the current customer to search for the potential next customer, which could find the good next customer on the basis of the first part to construct a more optimal route. Note also that all the local operations satisfied with the given constraints.
TPLS1: the first customer is selected according to the length of the route so that it can guarantee the longest route's priority for reservation without violating constraints fully. At first, the customers who have the approximate time windows with the first customer are found and put into the set T = {C1... Cn}. Then we can check for a former client of customers in T and take them as the members of set T'= {C1'...Cn'}. After that, we can figure out the corresponding distances between set T and T' as D = {d1...dn}. The elements in set D' = {d1'...dn'} are the corresponding distances between first client and customers in T'. If di' is less than di and di' is the minimal distance of feasible schemas, we then swap the whole route with Ci and the customers along Ci. As shown in Figure 3 (a) and (b). In (a) the client C3 and C4 have the similar time windows and the C3 is nearer than C4 to C5 are supposed. So according to the descriptions of TPLS1, swapping the Route1 with the customer C4 after checking the feasibility of Route1 and Route2 in (b) is an optimal operator. It is notable that the order of Route number is different depending on the length of each route.
TPLS2: after the process of TPLS1, the first customer has been finalized. Consequently, all routes can be arranged in an increasing order according to the length of each route (the number of clients). By doing so, the length of the routes would be modest instead of being too long or too short. Of course, the routes still live up with the constraints and can achieve the optimization targets efficiently. Similarly, the customers who have the approximate time windows with the second customer would be the member of the set Q = {C1... Cn}. The customer Ci in Q who has the minimum distance with the first customer and satisfy the constraints would be selected. In this way, the original customer Cj who is next to Ci can be confirmed and the elements in the set Q'= {C1'...Cn'} can be defined who have the similar time window to Cj. Therefore, the most appropriate client as the next client would be selected. The process would not be completed until the current client found the next client, or a new start from the next route. After TPLS2 process, there may exist some customers who are not selected, those customers will be inserted through the BCRC repair principle. As shown in Figure 3 (c) and (d). In (c) the client C2 and C4 have the similar time windows and C4 is nearer than C2 to C3 are supposed. So select C4 as the next customer of C3 is an optimal option. However, the C4 in Route1 does not have the next client. As a result, the clients C2, C1 and C9 would be left and to reinsert into the whole routes by improved BCRC. Obviously, the result is as shown in (d), which is better than the original routes in (a). The split operation is designed to check for the nearest neighbor and the stand variance of each route and to find the singular customer. After that, the path will be splitted into two pieces. Because it need to fix the shortest route, which may help to get a non-dominated solution. Note also that when a short route appears, it always gets the unsuitable position of some routes with the first and the last customers. Therefore, the shortest route with the head and the tail will be reinserted.
Stopping criterion
The stopping criterion is the maximum number of generations. We take the value 500 as a stopping criterion to be able to compare our work with the currently best known solutions in the literature.
In this section, we will demonstrate the superiority of our new EAG-MOEA/D-TPLS genetic algorithm for the VRPTW, which outperforms the current state-of-the-art approaches in the literature.
Simulation environment
The experimental results are implemented and performed by using MATLAB (Version 7.1, MathWorks, Natick, MA, USA) on an Intel(R) Core(TM) i5-3470 CPU, 3.2 GHz with 4 GB of RAM.
Parameters settings of the algorithms
We set the following configuration of parameters for the simulation: To provide reliable statistics, each version of the algorithm was run for 10 times, with different random number seeds, for each corresponding benchmark instance. The population diversity and the solutions in the first front were recorded at the end of every evolutionary generation for the analysis.
Experimental Results
Our experimental results are specified in Table 2, Table 3 , Figure 4, Figure 5 , and Figure 6 . We compare our new EAG-MOEA/D-TPLS genetic algorithm for the VRPTW, with the best solutions generated by previous state-of-the-art work in the literature. The experimental results for the VRPTW problem were analyzed from three different perspectives. First one was to figure out the convergence of TPLS by the contrast between the EAG and EAG-TPLS.
Second one was to verify the comprehensive performance of TPLS, the density of population in EAG and EAG-TPLS had be shown as an indication for all instances. For the third one, we compared EAG-MOEA/D-TPLS and MOEA/D-TPLS with those from the previous state-of-the-art studies. In particular, the number of instances which really do have conflicting objectives and the number of non-dominate solutions are very important features to prove the effectiveness of the genetic algorithms.
The Figure 3 showed that the convergence of the EAG-TPLS on the C, R and RC standard test sets is better than the original EAG algorithm without TPLS. In addition, the algorithm of the EAG-TPLS in C type data sets obtained the truly optimal solutions, especially for C1 type test data where the convergence curve is the most obviously better than EAG. Although, there is a lower density of population on C type data sets and it has only one optimal and non-dominated solution. Moreover, the EAG-TPLS algorithm with the competitive advantage on the density of population in R and RC types as shown in Figure 4 even in R2 and RC2, the performance is still better than the original EAG without TPLS. Therefore, it can ensure the validity and superiority of the timing pool local search (TPLS) strategy, which can expand the search space and enhance search depth without losing much diversity. Comparing with *1 type and *2 type problems through Figure 5 , the error-bar of *2 type is more stable than *1 type due to the fact that the *2 type problems have much larger time windows than *1 type, which is more suitable for TPLS to explore more feasible solutions to preserve the density of population. As shown in the Figure 6 , it is much easier to refresh the best-known solution of R211 than R210. From the overall view, the effectiveness and superiority of TPLS is demonstrated by a better performance in both the convergence time and the diversity for all tested problems. Particularly, when the average difference of time windows is high and the variance of time windows is low, TPLS has even better performances.
Figure 6. The time windows of R211 and R210
The instances of Solomon [27] are the benchmarks of reference for the VRPTW, which constitutes, according to Braysy and Gendreau [26] , an efficient mean to compare the different methods solving the VRPTW. The experimental results was illustrated in Table 2 . For each instance, the optimal solution with the smallest vehicle number and the total distance not less 50 than the shortest distance of nondominate solution was taken from the average of 30 different runs. Otherwise, we can also choose the solutions with one more vehicle number which sacrifices on the number of vehicles but achieved a better solution with a shorter distance. Moreover, the corresponding number of routes and travel distance are averaged over each instance categories. For the categories C1 and C2, EAG-MOEA/D-TPLS achieved similar results as the previously best known solutions. The lowest number of routes for the other categories was obtained by Le Bouthillier and Crainic [28] , Homberger and Gehring [29] , and Pisinger and Ropke [31] , but EAG-MOEA/D-TPLS found the solutions with a lower travel distance than all of them. The solutions from the hybrid GA by Jung and Moon [26] achieved the lowest travel distances for categories R1, R2, RC1 and RC2, where the results from EAG-MOEA/D-TPLS are 2.03%, 3.96%, 2.45%, and 5.37% slightly higher, respectively. However, EAG-MOEA/D-TPLS derived the smaller number of routes. Moreover, the EAG-MOEA/D-TPLS had refreshed the best solution of R211 problem. Table 3 presents the full details of the number of vehicle (columns NV) and the travel cost or distance (columns TC) for the solutions in the Pareto approximations obtained by our EAG-MOEA/D-TPLS for the 29 instances in which the two objectives are in conflict. This also means that the VRPTW problem is a multi-objective optimization problem.
Conclusions
In this paper, we proposed a hybrid genetic algorithm EAG-MOEA/D-TPLS and applied it to solve multi-objective optimization problem VRPTW, which outperformed the current state-of-the-art approaches in the literature. The experimental results demonstrated the effectiveness and the superiority of our new EAG-MOEA/D-TPLS algorithm, especially TPLS has a huge advantage in *2 type problems with stable time windows. Although the VRPTW problem is well known and has already been formulated closely to the real situations, there are still many other issues such as traffic congestion should also been addressed in the multi-objective optimization. Moreover, the EAG-MOEA/D-TPLS may still have the problems to deal with the corresponding relation among neighbors and still facing the challenges on the high-dimensional multi-objective optimization. We hope that our work can stimulate the further research on multi-objective evolutionary algorithms for the VRPTW.
