The doubly labeled water (DLW) method is an isotope-based technique for the estimation of the CO 2 production, and hence energy expenditure, of free-living animals and humans. Several methods are available for the calculation of CO 2 production from the isotope fluxes, depending on different assumptions about the behavior of isotopes during the elimination process. We used the DLW method to estimate the daily energy expenditures (DEE) of 55 field voles (Microtus agrestis) held in a captive facility at 8ЊC. We calculated DEE using both plateau and intercept approaches for estimating the sizes of the isotope dilution spaces, three different assumptions about fractionation processes, and two ways of treating the different dilution spaces of the oxygen and hydrogen isotopes. We compared the resultant DEE estimates with metabolizable energy intake (MEI) measured during a 3-d feeding trial immediately before the DLW measurements, during which the animals were in energy balance. By making different assumptions about the apparent energy absorption efficiency, we generated a range of direct estimates of MEI. When we compared DEE and MEI, we found that the two-pool model formulations consistently underestimated energy demands by up to 29.8%, depending on the assumptions made in the reference calculation. However, while our data suggest that some correction for fractionation is necessary, with the present data we were unable to separate the two most common treatments of fractionation. These data strongly support the previous suggestion that for small mam-
Introduction
The doubly labeled water (DLW) technique is an isotope-based method that allows an estimate of CO 2 production and hence energy expenditure, assuming that respiratory quotient (RQ) is known, from the differential elimination of two isotopes, one of hydrogen and one of oxygen, introduced into body water. Because the oxygen label is eliminated by the continuous flux through the body of both water and inspired oxygen/expired CO 2 but the hydrogen label is eliminated only by the flux of water, the difference between the two elimination rates is correlated with the CO 2 production. The technique works because during transport in the blood the oxygen in respiratory CO 2 comes to rapid and complete isotopic exchange equilibrium with the oxygen in body water, primarily because of the catalytic activity of carbonic anhydrase. In theory, multiplying the difference in the gradients of the exponential declines in isotope enrichment over time by the size of the body water pool yields a quantitative estimate of CO 2 production (Lifson et al. 1955) .
Although the basic principle of the DLW method is very simple, the practicalities of applying it in a living animal are much more complex (Lifson and McClintock 1966; Mullen 1973; Nagy 1980 Nagy , 1983 Speakman 1997) . Among the complexities that attend the application of the method are the issue of how one should deal with isotopic fractionation as materials in flux change phase and the fact that neither oxygen nor hydrogen is restricted in interactions in the body to only CO 2 and water (Lifson et al. 1955; Lifson and McClintock 1966) .
When compounds change phase from liquid to gas, the isotopic composition of the gaseous phase differs slightly from that of the liquid left behind, because lighter isotopes tend to require lower latent heats of vaporization. These phase transitions complicate the estimation of CO 2 production from DLW because the gaseous water and CO 2 differ in isotopic composition from the dissolved gas and liquid-phase water they leave behind. The extent of fractionation depends on the ambient temperature and is expressed in a factor that reflects the relative isotope enrichments in the two phases. Lifson et al. (1955) and Lifson and McClintock (1966) formalized how the fractionation factors could be incorporated into the simple turnover model to improve the estimated CO 2 production. Lifson and McClintock (1966) only had available fractionation factors derived at 25ЊC. They combined these factors with an estimate that evaporation might account for 50% of water loss and derived an equation (Eq. [35] in Lifson and McClintock 1966; hereafter Eq. [LM-35] ) for expressing CO 2 production:
where rCO 2 (mol d
Ϫ1
) is the CO 2 production, N (mol) is the size of body water pool (which can be estimated from oxygen dilution space), and k o and k d (d Ϫ1 ) are oxygen and hydrogen elimination rates, respectively. Equation (LM-35) has been adopted and used in many studies of animal metabolism employing DLW. Validation studies of the method in small animals showed that Equation (LM-35) provided estimates of CO 2 production that matched well simultaneous estimates by gas exchange (reviewed in Speakman 1997) . Despite these apparently good fits, there are several shortcomings with the derived equation. First, endothermic animals, and many exotherms, regulate their body temperatures around 37Њ-42ЊC, which is substantially higher than the 25ЊC used for fractionation factors by Lifson and McClintock (1966) . Moreover, fractionation is a more complex process than assumed by Lifson and McClintock (1966) , including equilibrium and kinetic processes, each having its own fractionation factor. Finally, evaporation is probably lower than 50% in most animals (reviewed in Speakman 1997) .
Nagy (1980, 1983) advocated use of a simpler calculation ignoring the fractionation corrections, on the basis that this calculation also performed well in validation studies, and this approach has also been in widespread use since the early 1980s. Nagy's formulation utilizes the actual isotope enrichments in the calculation, which obscures the essential differences with Equation (LM-35), but an equation analogous to that advocated by Nagy (1980 Nagy ( , 1983 was derived by Lifson and McClintock (1966) :
By the late 1990s, new data were generated for the factors of the kinetic and equilibrium processes involved at temperatures more closely reflecting animal body temperatures. Taking these factors into account, Speakman (1997) This equation generates estimates of CO 2 production that are about 10% higher than those from Equation . Recent validation studies in growing birds have indicated superiority for the revised Equation (SP-7.17) over (LM-35) (Visser and Schekkerman 1999; Visser et al. 2000) . However, this does not necessarily mean that the revised fractionation assumptions are more correct, only that the magnitude and direction of the correction they generate matches the discrepancy when using Equation .
In Equations (LM-35), (LM-6), and (SP-7.17), the value N is the body water pool that can be estimated from the dilution space of the oxygen isotope. Two approaches are available for the estimation of N. In one approach, generally called the plateau technique, a sample of body water is taken after a time period during which it is assumed that the entire isotope dose has spread throughout the available body water pools. The actual mixing processes involved here depend on a number of factors such as the route of isotope administration, and a family of curves describes the potential trajectories of actual body isotope enrichment over time (Speakman et al. 2001b ). These curves clarify that it would be fortuitous to time the initial isotope sample exactly at a point when it would provide an exact estimate of the size of the body water pool. An alternative approach is to extrapolate the elimination curve back to the time of injection and use that value to derive the dilution space. In theory, this "intercept" estimate is robust to the timing of the initial sample as long as sufficient time has elapsed for complete mixing to occur (Speakman et al. 2001b ) and as long as the processes that occur during the equilibrium period are the same as those that generate the elimination curve. When only an initial (plateau) and a final sample are taken, then the plateau and intercept estimates of the oxygen pool size (N) cannot by definition be the same, and this consequently yields two alternative final estimates of CO 2 production. Coward and Prentice (1985) pointed out that, strictly, the flux rate of each isotope is derived by multiplying the elimination rate by the dilution space and that Equation (LM-35) makes the assumption that the oxygen and hydrogen dilution spaces are the same. Yet, it was already well known that hydrogen partakes in other exchange reactions in the body and thus spreads into a slightly larger pool than oxygen (Sheng and Huggins 1971; Culebras and Moore 1977) . Coward and Prentice (1985) suggested that the calculation should be reformulated so that the two elimination rates (k o and k d for oxygen and hydrogen, respectively) are multiplied by their respective dilution spaces (N o and N d ). This has hitherto been called the two-pool model, and formulations utilizing only the oxygen dilution space have been called single-pool models. A two-pool model equivalent in all other respects to Equation (SP-7.17) was derived by Speakman (1997) :
where R dilspace is an average dilution space ratio calculated as
Early validation studies in humans favored the two-pool formulations over single-pool alternatives (Schoeller et al. 1986) , and this form of the equation has been universally adopted in studies of humans. This leads to an anomalous situation where applications of the method in humans traditionally utilize calculations that generate estimates 5%-20% lower than those for small animals, but both apparently have strong validation support. Speakman (1997) recalculated all the original small-mammal validations using the two-pool formulations and confirmed that the single-pool models fitted the validation data better for small mammals. Speakman (1987) provided an explanation for why validations in small mammals and humans might fit different models. This is related to the fact that hydrogen partakes not only in additional exchange reactions but also in reactions where it is completely eliminated or bound in a manner that is not exchangeable. The extent of these additional reactions of hydrogen in small animals offsets the effects of the exchangeable hydrogen pool, making single-pool formulations better, but in larger animals like humans the extent of these other reactions is not sufficient to offset the pool size difference, meaning that it needs to be taken into account. While this is a plausible explanation of the difference, there are other possibilities. In particular, the early validation studies on small mammals in the 1950s were made using primitive mass spectrometry apparatus on small numbers of animals (typically fewer than 10). Hence, the low precision of measurements, combined with low samples sizes, potentially compromised the power of the comparisons and may have made it impossible to adequately distinguish between the alternative models. Advances in the precision of mass spectrometers over the last 50 yr have been spectacular, and modern continuous-flow machines make running large numbers of samples much more feasible. Recently, Visser and Schekkerman (1999) and Visser et al. (2000) validated the DLW method in small birds and confirmed that the single-pool model and Equation (SP-7.17) were the most suitable approach. Blanc et al. (2000) validated the DLW technique, using the different calculation methods in rats during isolation and simulated microgravity, and also concluded that the singlepool model (Eq. [SP-7.17]; mean error ϩ0.1% and ϩ0.3%, respectively, using plateau estimates of dilution space) performed better than the two-pool models (various formulations), which underestimated metabolism by 7.1%-17.8%. However, the two-pool model evaluated using Equation (SP-7.43) only underestimated metabolism by 2.5% and 2.6%, respectively, and hence an unambiguous recommendation of the best pool model was not possible. With this in mind, we sought to validate the DLW method in a large sample of field voles (Microtus agrestis), considering in particular the single-pool versus two-pool model question but also the issues of intercept and plateau methods and the treatment of fractionation.
Material and Methods

Animals and Experimental Protocol
Experiments were conducted on 55 male field voles Microtus agrestis (10-12 mo old) from a captive-bred population at the University of Aberdeen. Voles were housed individually in plastic cages ( cm) provided with sawdust and 23 cm # 33 cm # 18 ad lib. supplies of water and food (CRM [P] Rat and Mouse Breeder and Grower Pelleted Diet, Special Diets Services, Witham, UK). The ambient temperature was regulated at 8ЊC (range 7Њ-9ЊC), and animals were acclimated to experimental conditions for a minimum of 4 wk.
The measurements were conducted over 7 consecutive days for each vole. We measured food intake over days 1-4, daily energy expenditure (DEE) using the DLW technique over days 4 and 5, RQ on day 6, and body water content by desiccation on day 7. These parameters were not measured simultaneously, to avoid possible changes in animal behavior or feeding pattern as a result of DLW injection/bleeding (Kró l and Speakman 2003a) . We assessed the apparent digestibility of energy for the diet used in this study on a separate group of male voles ( ) maintained under similar conditions. All experiments n p 23 were reviewed and authorized by a local ethical review committee and carried out under United Kingdom Home Office project license PPL 60/2881.
Food Intake and Digestibility
For measurements of food intake, voles were placed in cages with fresh sawdust and provided with a weighed portion of dry food ‫10.0ע(‬ g, Sartorius top-pan balance). Three days later, any uneaten food was collected, dried, and weighed to calculate dry food intake. Food was dried in a convection oven at 60ЊC for 10 d before it was given to the animals and after it was collected from the cages. In this way, we corrected for any differences in food water content, related to the different levels of humidity in the food storage and animal rooms. Body mass was measured ‫10.0ע(‬ g, Sartorius top-pan balance) at the beginning and the end of the feeding trial.
To assess energy digestibility, food intake was measured as above for 23 voles. We collected the feces produced by these animals during the 3-d feeding trial and dried them at 60ЊC to a constant mass. The gross energy content of food and feces were measured by bomb calorimetry (Gallenkamp Autobomb Adiabatic Bomb Calorimeter, Rowett Research Institute Analytical Services, Aberdeen, UK). The apparent energy digestibility (AED) for each vole was calculated as the percentage of gross energy intake that was digested (Drożdż 1975) .
DLW Measurements
Voles were injected intraperitoneally with approximately 0.2 g of water containing enriched 2 H (9.4 atom %) and 18 O (17.4
Technical Comment 653 atom %). The syringe used to inject the DLW was weighed ‫1000.0ע(‬ g, Ohaus Analytical Plus) immediately before and after the injection. Voles were returned to their cages during the equilibration period (Speakman 1997 H analysis was performed on hydrogen gas, produced by online chromium reduction of water (Morrison et al. 2001) . Water samples, contained in 50-mL inserts inside 2-mL septa-sealed vials, were placed on the carousel of a EuroAS 300 liquid autosampler (EuroVector, Milan, Italy), which was fitted with a 1-mL injection syringe (SGE Europe). Two wash cycles of 1 mL per cycle were carried out for each sample before injection into a Cr-packed reactor (50 g, 200-mm particle size; Goodfellow Cambridge, Huntingdon, UK) fitted inside a standard EA 3000 elemental analyzer (EuroVector). Each water sample was subsampled five times, and the subsamples (0.2 mL) were injected into a heated (170Њ-180ЊC) injector. The resulting water vapor was flushed into the quartz reactor tube (Elemental Microanalysis, Okehampton, UK) by the carrier helium gas and reduced to hydrogen gas. The H 2 gas was carried in the helium stream through the GC column to an open split sampling capillary and into the source of the isotope ratio mass spectrometer (IRMS). We measured the 2 H : 1 H ratios with a single-inlet IRMS (IsoPrime, Micromass UK) provided with an electrostatic energy filter that separates the helium tail from the 1 H 2 H peak. For analysis of 18 O enrichment in blood samples, water distilled from blood was equilibrated with CO 2 gas using the smallsample equilibration technique (Speakman et al. 1990 ). Preweighed Vacutainers were injected with 10 mL of distilled water and reweighed ‫1000.0ע(‬ g), to account for differences in the amount of water added. Subsequently, the Vacutainers with the samples were injected with 0.5 mL CO 2 with a known oxygen isotopic enrichment and left to equilibrate at 60ЊC for 16 h. For analysis of 18 O :
16
O ratios, equilibrated water samples were admitted to an ISOCHROM mGAS system (Micromass UK), which uses a gas chromatograph column to separate nitrogen and CO 2 in a stream of helium gas before analysis by IRMS.
For estimation of the injectate enrichment, the original injectate was diluted with tap water (five different solutions, ‫1000.0ע‬ g) in proportions similar to those expected in the injected voles (approx. 0.2 g injectate and 16-30 g body water). Mass spectrometric analysis of 2 H and 18 O was performed on five subsamples of each solution and five subsamples of tap water. The enrichment of the injectate was calculated for the five different solutions (Prentice 1990; Speakman 1997 ) and then averaged.
We used isotopically characterized gases of H 2 and CO 2 (CPgrade gases, BOC) in the reference channels of the IRMSs. Reference gases were characterized every 3 mo relative to Standard Mean Ocean Water and Standard Light Antarctic Precipitation (Craig 1961) , supplied by the International Atomic Energy Agency. Each batch of samples was run adjacent to triplicates of three laboratory standards to correct for day-today differences in mass spectrometer performance. All isotope enrichments were measured in d per mille relative to the working standards and converted to parts per million using the established ratios for these reference materials. The measures of isotope enrichment in blood samples were based on analysis of five subsamples ( 2 H) or two subsamples ( 18 O); all subsequent calculations were performed on the mean values.
Respiratory Quotient
We determined the RQ from the ratio of the rates of oxygen consumption and carbon dioxide production measured at 8ЊC (constant-temperature incubator, model INL-401N-010, Gallenkamp, Loughborough, UK) during the light phase (between 1000 and 1700 hours). We used an open-flow respirometry system connected to a paramagnetic oxygen analyzer (Model 1100A, Servomex, Crowborough, UK) and an infrared CO 2 analyzer (Model 1440, Servomex). Individual voles were placed in a cylindrical Perspex respirometry chamber with rubber stoppers (volume 885 mL) for 3 h. The flow of air (dried with silica gel, BDH Laboratory Supplies, Poole, UK) was maintained by a diaphragm pump (Charles Austen Pumps, Byfleet, UK) and measured by a wet-type laboratory gas flow meter (Model DM3A, G. H. Zeal, Alexander Wright Division, London) upstream of the chamber. Flow rate was 520-736 mL min Ϫ1 . Gases leaving the chamber were dried (with silica gel) and passed through the analyzers at approximately 150 mL min Ϫ1 . Analyzer outputs were sampled at 30 Hz and averaged, and the mean value was recorded every 30 s by a PC equipped with an analogto-digital converter (PC-ADH24, Bede Technology, Jarrow, UK) and customized BASIC software. The ambient O 2 and CO 2 content of incurrent air was measured before and after each animal was placed in the chamber. These data were used to compensate for any drift in the ambient output of the analyzer during each experiment. The rates of O 2 consumption and CO 2 production were calculated by multiplying the incurrent flow rate (corrected to stpd using the temperature of the airflow and the barometric pressure measured with a mercury barometer) by the decrease in fractional O 2 content and increase in fractional CO 2 content between ambient and excurrent flows (Speakman 2000) . RQ was estimated from the lowest rates of O 2 consumption and CO 2 production over 60 min.
Body Water Content by Desiccation
On day 7, voles were weighed, killed by cervical dislocation, and immediately dissected. We removed the brain, thyroid, brown adipose tissue, subcutaneous fat, heart, lungs, liver, spleen, pancreas, mesenteric fat, kidney, abdominal fat, gonadal fat, and gonads. The gut was cut at the pyloric and cardiac sphincters, the ileocaecal junction, and the anus. The excised stomach, caecum, and small and large intestines were cut open longitudinally to remove any residual gut contents and mucous. The remaining body parts were divided into pelage and carcass, including skeletal muscle and bone. All 19 organs apart from the brains, which were used for other analyses, were weighed ‫1000.0ע(‬ g, Ohaus Analytical Plus) to determine wet mass, then dried in a convection oven at 60 ЊC for 14 d and reweighed to determine dry mass. We summed the wet masses of the 19 organs (total wet mass) as well as the dry masses of the 19 organs (total dry mass) for each vole. The difference between the total wet and total dry masses was taken as body water and expressed as a percentage of the total wet mass (desiccation space, D s ).
Calculations
Metabolizable energy intake (MEI) was calculated from individual measurements of dry food intake, the average gross energy content of the food and the apparent digestibility of energy. We assumed that urinary energy loss was 3% of the digestible energy intake (Drożdż 1975) .
Initial isotope dilution spaces were calculated by the plateau (Halliday and Miller 1977) and intercept methods (Coward and Prentice 1985) . Initial dilution spaces (mol) were converted to g assuming a molecular weight of body water of 18.020 and then expressed as percentage of body mass before injection. Final dilution spaces were inferred from the final body mass, assuming the same percentage of body mass as measured for the initial dilution spaces. The isotope elimination rate was calculated following Nagy (1983) . For calculation of the rate of CO 2 production, we used three single-pool model equations (Eqq. , , and [SP-7.17]) and one two-pool model equation (Eq. [SP-7.43]), as presented in the "Introduction." Energy equivalents of the rate of CO 2 production were calculated using a conversion factor of 24.004 J mL Ϫ1 CO 2 , derived from the Weir equation (1949), for the mean value of RQ ( ; voles). 0.851 ‫ע‬ 0.042 n p 55
Statistics
Data are reported as ( size). The remean ‫ע‬ SD n p sample lationships between food intake, energy digestibility, and body mass were examined by least-squares linear regression analysis. For percentage data (energy digestibility), arcsine-square root transformations were performed before analysis (Zar 1996 Ryan et al. 1985) .
Results
Food Intake and AED
During the 3-d feeding trial, the voles consumed on average g of dry food ( ). Food intake was positively 24.9 ‫ע‬ 3.5 n p 55 related to mean body mass ( , , variability in AED was so high, we used the lower and upper 95% confidence limits around the observed mean (76.3% and 81.3%, respectively) to derive two different reference estimates of the MEI of the 55 animals for which we determined MEI.
Dilution and Desiccation Spaces
Isotope dilution spaces, expressed as a percentage of body mass, are presented in Table 1 and Appendix A. Deuterium dilution space (N d ) averaged for the plateau method and 65.2% ‫ע‬ 6.6% for the intercept approach (for both means, 62.0% ‫ע‬ 6.4%
). The mean oxygen dilution space (N o ) was n p 55 60.1% ‫ע‬ (range 49.5%-74.6%) when calculated by the plateau 6.2% method and by the intercept method (for both 56.1% ‫ע‬ 5.9% means,
). The plateau and intercept estimates of isotope n p 55 dilution space for both deuterium ( , , r p 0.99 P ! 0.001 n p ) and oxygen ( , , ) were highly cor-55 r p 0.99 P ! 0.001 n p 55 related (Fig. 1) .
The plateau method generated estimates of the pool sizes that were consistently larger than those derived from the intercept method. On average, plateau N d exceeded intercept N d by , and plateau N o exceeded intercept N o by 5.2% ‫ע‬ 1.7%
(for both means, ). The estimates of body 7.1% ‫ע‬ 1.8% n p 55 water pool derived from dilution of deuterium were substantially larger than those calculated from dilution of oxygen. On average, using the plateau technique, N d exceeded N o by ( ). When the intercept method was em-8.5% ‫ע‬ 1.7% n p 55 ployed, N d exceeded N o by ( ). The actual 10.5% ‫ע‬ 1.8% n p 55 body water content, measured by desiccation, averaged Note. Daily energy expenditure (DEE) was determined from DLW measurements using Equations (LM-35), (LM-6), (SP-7.17), and (SP-7.43), combined with the plateau and intercept methods. MEI was estimated for lower (76.3%) and upper (81.3%) confidence limits of apparent energy digestibility (AED). in Table 2 and Appendix B. For all the calculation methods except Equation (SP-7.43), there was a strong positive relationship between the estimate derived by DLW and that derived from the reference method (Fig. 3) . While this general correlation is reassuring and provides confidence that the DLW method does reflect the energy expenditure of the animals, inspection of these plots clearly indicates that on average some formulations of the DLW calculation lead to consistent overestimates of the actual expenditure, while other estimates lead to consistent underestimates. The two-pool formulation consistently underestimated the actual energy expenditure, whatever the assumptions used in the calculation and whether or not the plateau or intercept method for estimating pool sizes was utilized (Table 2; Fig. 3 ; Apps. B-D). Similarly, it was clear that Equation (LM-6), which ignores fractionation corrections, consistently exceeded the estimated MEI, independent of the assumptions involved in the MEI calculation or of whether the plateau or intercept pool size determinations were used. This suggests that some form of correction for fractionation is necessary in the calculation. However, when the different treatments of fractionation factors were compared (Eq. [LM-35] vs. Eq. [SP-7.17]), the results were less clear-cut. Hence, if we were to use the upper confidence limit for the energy digestibility as the reference method and estimates derived from the intercept approach (which provided the best comparison to the desiccation space), then the best technique was Equation (SP-7.17) (mean ). error p 1.3% Conversely, when we utilized the lower confidence limit of the mean digestibility for the reference method, Equation (LM-35) combined with the intercept method proved to have the lowest error (mean ). error p 2.1%
Discussion
Reference Method (MEI)
The mean body mass change over the period of the food intake measurements was very close to 0, and there was no correlation between food intake and body mass change. This suggests that the voles were in energy balance during the 3 d of the reference period. Voles have high water turnovers (E. Kró l and J. R. Speakman, unpublished data), so their mass may vary considerably, depending on whether they have urinated immediately before being weighed. The lack of any relation between food Note. MEI was estimated for lower (76.3%) and upper (81.3%) confidence limits of apparent energy digestibility (AED). DEE was determined from doubly labeled water measurements using Equations (LM-35), (LM-6), (SP-7.17), and (SP-7.43), combined with the plateau and intercept methods. intake and body mass changes was therefore not surprising. We assumed that the differences in body mass were only a reflection of differences in water content. If we made the alternative assumption that the mass changes over the reference period reflected changes in the fat reserves of the animals, then the individual measurements became far more variable, and the correlations between the DLW estimates of energy expenditure and those of the reference method (Fig. 3) declined. In addition, the relationship between energy intake and body mass also worsened, and the energy expenditures of two animals became negative, because the energy deposition assumed from the mass change exceeded the amount of energy they consumed. We consider these declines in fit between the methods, as well as the physiologically impossible measures, as further evidence that the mass changes we observed were differences in water content and that the animals were in energy balance during the reference period. However, because the average mass change was so small, even if we assumed that the changes were in fat reserves, the effect on the overall mean comparison across individuals was negligible (2.3 kJ d
Ϫ1
) and did not influence our interpretations of which DLW equations provided the closest agreement with MEI.
The large range of AED observed between individuals was considerably greater in these voles than we had previously observed in mice Mus musculus (Kró l and Speakman 2003a) . This was unfortunate because we had assumed (based on this prior experience) that measuring an average digestibility across a different group of animals would be sufficient to derive an accurate estimate of energy digestibility for the reference period. Because the variation in AED was so high, we used the upper and lower confidence limits of this mean to derive two estimates for the reference energy expenditure. Retrospectively, we found that other studies have also observed similar high individual variances in the digestibility efficiencies of common voles Microtus arvalis (Drożdż 1975 ) and that our animals were therefore not unusual in this respect.
Dilution Space Estimates
The difference in dilution spaces between the two isotopes (Table  1 ; App. A) was considerably greater than has been observed in humans, where the hydrogen space exceeds the oxygen space by 1.1%-5.1% (Speakman 1997, Table 7 .10a,). Moreover, the estimates of 8.5% for the plateau method and 10.5% for the intercept method exceeds the theoretical value for exchange based on the likely sources of exchangeable hydrogen in organic constituents of the body (Culebras and Moore 1977; Matthews and Gilker 1995) . However, 8.5%-10.5% is within the range of estimates for other nonhuman species (Speakman 1997, Table 7 .10b), indicating a deficit in the theoretical approach rather than an analytical error. The strong correlation between the estimated isotope dilution spaces and estimated body water content by desiccation (Fig. 2) confirms the utility of this approach for estimating body water content. The fact that the desiccation space (D s ) most closely resembled N o was expected from previous studies, which have indicated that hydrogen takes part in exchange reactions with many other substances in the body, and hence overestimates the body water. Few studies have compared N o with D s , and these indicated closer agreement between the two (around 0.5% deviation on average) than we report here. There are two potential reasons for this discrepancy. First, the manner in which we estimated the body water content by desiccation excludes the contribution made by the gut contents, which may be particularly wet and would hence bias the estimate upward. Second, there may be significant exchange reactions with other body substances in the vole about which we are currently unaware. Relatively little is known of the participation of oxygen Figure 3 . Relationship between daily energy expenditure (DEE) and metabolizable energy intake (MEI) in male field voles ( ), estimated n p 55 for lower (76.3%, left) and upper (81.3%, right) confidence limits of energy digestibility. DEE was determined from doubly labeled water measurements using Equations (LM-35), (LM-6), (SP-7.17), and (SP-7.43), combined with the intercept method. The lines of equality are shown.
in additional exchange reactions in the body, and nothing is known for this species, so either explanation may be correct. The superiority of the intercept over the plateau method for estimating the body water pool size contrasts with the almost universal adoption of the plateau method in studies of small animals using DLW in the field. In a recent study of mice, also under captive conditions, we found that the actual body water pool estimated by desiccation was also more accurately predicted by the oxygen isotope and the intercept than by the plateau approach (Kró l and Speakman 2003b) . The intercept method was probably superior in both these cases because the processes occurring during the equilibration period for a captive animal, which is returned to its holding cage during the equilibration period, are presumably almost identical to the processes occurring during the elimination period. This suggests that using the intercept method may be most appropriate for captive animals, particularly when they are captive bred, but it does not necessarily mandate its use for free-living animals, where processes during isotope equilibration will be radically different from those during isotope elimination following release. For example, in the field animals are routinely deprived of food and water during the equilibration period and also restricted in how much activity they can engage in. Under these conditions, it would be surprising if the rates of water turnover and oxygen use were the same during the equilibration period as during the subsequent elimination period, when the animal is in the wild. In contrast, in the laboratory animals are generally returned to their home cages with freely available food and water during the equilibration period, so the processes affecting water flux and oxygen use are almost identical in the equilibration and elimination phases.
DEE by DLW
The broad correlation between DEE and the reference estimates of MEI (Fig. 3) lends confidence to the general utility of the DLW method. Few studies actually plot out DEE and reference estimates in this manner, and those that have attempted such comparisons in the past have yielded variable results. Hence, some studies have provided very good comparisons (e.g., Speakman and Racey 1988 ), yet others have found very poor correlations (Bevan et al. 1995) . We have deliberately chosen two examples here from our own laboratory to emphasize that this seems not to depend on the abilities of different laboratories doing the analyses. The range of the metabolic rates included in the comparison appears to be the most important factor. In Speakman and Racey (1988) , for example, the highest metabolic rate was almost eight times the lowest, but in Bevan et al. (1995) the ratio was only 1.6. A second factor influencing the level of agreement between the methods is the sample size of individuals in the validation study. The current validation involving 55 subjects is by far the largest validation of the DLW method for any species, including humans, and in this group a significant trend emerges over even a modest range of DEE. Using a sample of 17 mice in a similar comparison also yielded a positive correlation (Kró l and Speakman 2003b) . Inspection of Figure 3 , however, shows that unfortunate sampling of a small subsample of these individuals could yield indifferent correlations or even negative relationships between the estimates from the two techniques. We suggest that the absence of good correlations between methods, particularly when the range of comparisons and sample size are small, does not necessarily indicate problems with the DLW methodology.
The large differences in the mean energy demands between different calculation methods indicated in Table 2 and Appendixes B-D highlight the critical importance of using the correct equation in DLW studies. This study supports the conclusion of previous validations in small mammals that the single-pool equations are superior to the two-pool equations. Although two-pool models have been strongly supported in validation studies of humans, these will underestimate energy demands of small mammals. Our study indicates that this error could be as large as 29.8%. Previous studies (Speakman 1987 (Speakman , 1997 have suggested that this difference in the utility of different equations is related to body size, because the irreversible incorporation of hydrogen into other organic materials is relatively more significant in small than in large animals. Our data support this idea but highlight again the paucity of validation work that has been completed on animals that are intermediate in body mass between small rodents weighing under 1 kg and humans weighing 55-100 kg. At present, the only studies to address this issue were our own study in dogs (Speakman et al. 2001a ) weighing 10-35 kg and several studies of marine mammals (e.g., Costa 1988; Boyd et al. 1995; Bowen and Iverson 1998) . In all these cases, logistical difficulties of working with dogs and seals and/or the small sample sizes involved made the conclusions about best practice tenuous, and there is a clear demand for validation work on any species weighing between 1 and 50 kg, to resolve the issue of the body mass at which switching between calculation approaches with different pool models becomes necessary.
Although this validation was very clear in allowing us to recommend single-over two-pool models for small mammals, the variability in our estimates of energy expenditure for the reference group meant that the choice between different treatments of fractionation was less clear. Whatever approach for the reference method we employed (low or high digestibility) and whether we used the plateau or intercept estimates of N, Equation (LM-6), which includes no correction for fractionation, overestimated the MEI. This suggests that some form of correction for fractionation effects is necessary in the calculation. Using our data, however, we could not make an unequivocal recommendation between the alternative fractionation approaches (Eqq. , ). Since our comparison of dilution and desiccation spaces had shown that the intercept method yielded the closest estimates of body water (Tables 1, 2) , we considered that comparisons of intercept cal-culations of DEE to MEI would be most appropriate. Nevertheless, this did not allow us to resolve the issue of which treatment for fractionation is best, because using the upper confidence limit of digestibility for the reference technique supported Equation (SP-7.17), while using the lower confidence limit supported Equation (LM-35) .
What our study does show, however, is that the decision between these two equations is not completely trivial, since Equation (LM-35) produced an intercept estimate about 5.5% lower than that from Equation (SP-7.17). Simply continuing to use only Equation (LM-35) or (LM-6) (and related derivatives, such as the Nagy [1980, 1983] equations) on the grounds that they have been used in the majority of studies to date is not, therefore, a sufficient reason to perpetuate their use, particularly if the methods generate erroneous estimates, as indicated for Equation (LM-6) by our study. Although this study did not resolve which of the calculations making a fractionation correction is superior, at least two recent validations have supported Equation (SP-7.17) over Equation (LM-35) (Visser and Schekkerman 1999; Visser et al. 2000) . Given this evidence, we believe that, at the very least, calculations using both approaches should be made to indicate the effect that such calculations might have on the conclusions being drawn. There is some indication that studies are already adopting this procedure (e.g., Costa and Gales 2003) , but at present it is not being universally taken up (e.g., Engstrand et al. 2002) . We suggest that the availability of high-throughput mass spectrometry methods should make validation work for the DLW method much easier than has hitherto proved possible and that resolving the issues of the most appropriate calculation method should be seen as a priority for this validation work.
In conclusion, our study was the largest validation yet performed on the DLW technique. Using the sample of 55 individuals, we were able to unambiguously recommend that for small mammals, the single-pool model for calculation is superior to the two-pool model and that some correction for fractionation is necessary. We could not, however, distinguish between the two most common correction methods because of variation in the reference measures of MEI. We also established that for animals in captivity, the dilution space based on back extrapolation and intercept estimates is superior to the plateau approach. Note. MEI was estimated for lower (76.3%) and upper (81.3%) confidence limits of energy digestibility. DEE was determined from doubly labeled water measurements using Equations (LM-35), (LM-6), (SP-7.17), and (SP-7.43), combined with the plateau and intercept methods. Note. DEE was determined from doubly labeled water measurements using Equations (LM-35), (LM-6), (SP-7.17), and (SP-7.43), combined with the plateau and intercept methods. 
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