ABSTRACT Infrared small target detection under complex background is of great significance in the field of remote sensing, such as optical remote sensing, infrared precise guidance, infrared surveillance, and night navigation. Because of low-contrast and complex-background clutters of infrared images, infrared small target detection under complex background is difficult and has a serious false alarm. In this paper, a difference-based local contrast method is proposed to improve the detection performance. First, a median filtering process is used to reduce pixel-sized noises, and infrared image after filtering is divided into a series of sub-images. Then, a difference-based local contrast measure based on contrast mechanism is calculated for generating the saliency map, which can exceedingly improve the detection rate and reduce the false alarm rate. Eventually, an adaptive threshold is used to extract the target sub-image. Experiments on five real infrared small target image datasets show that the proposed method is robust and effective with great respect to detection accuracy. Our method can achieve a higher detection rate and lower false alarm rate under complex background with better performance in target enhancement and background suppression compared with the traditional algorithms.
I. INTRODUCTION
In recent years, infrared imaging systems have been widely used in military and civilian fields such as optical remote sensing [1] , infrared precise guidance, infrared surveillance [2] and night navigation [3] , [4] due to the development of infrared imaging technology. As one of the key techniques in these fields, the task of infrared small target detection takes a matter of great concern. However, infrared small targets have their own characteristics which makes the detection task quiet difficult. Different from general visible images and objects, infrared small targets are always missing texture features (such as size, shape, etc.) due to the long sensing distance. Besides, the contrast between target and background is always very low in the infrared image and the small infrared target sometimes could be submerged in kinds of
The associate editor coordinating the review of this manuscript and approving it for publication was Ravibabu Mulaveesala. backgrounds such as cloud, sea and so on. Meanwhile, limited by the sensitivity, resolution, and systematic electronic noises of the infrared imaging device [5] , the image quality will be much degraded, which will adversely affect the subsequent image processing.
Over the past few decades, a great number of researchers focus on the task of the infrared small target detection and have proposed many effective algorithms. These algorithms can be roughly classified into the following two categories: the filtering method and the detection method. The filtering method extracts the target directly from the filtered image. For example, Wang et al. designed the DoG filter [6] , i.e, the difference of Guassians which skillfully reduces the background clutters and enhance targets by removing the low frequency components of infrared images. As well, many works have been done with the filter using mathematical morphology [7] , [8] . Khan and Alam proposed a small target detection method for FLIR imagery based on morphological VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The proposed infrared small target detection system.
signal processing [8] . In the literature [7] , a Top-Hat morphological filter was proposed and has been applied to the task of small target detection. While the detection method uses different techniques to compute saliency map, such as background regression [9] , [10] , neural network [11] - [13] , contrast mechanism, etc. A kernel-based regression method is reported in [14] which achieves nonparametric background regression. Based on the background regression, the target component will be the difference between original image and regression background. Besides, neural network makes a breakthrough development especially in recent years and convolutional neural network (CNN) has widely applied to the field of image and video recognition [15] . The classic convolutional neural networks include ResNet [16] , [17] , AlexNet [18] , VGG [19] and GoogleNet [20] which provide a new idea for small target detection. Human visual system (HVS) based method has been introduced to infrared small target detection including contrast mechanism. Contrast mechanism is deeply mentioned in the local contrast method (LCM) [21] . Generally, the infrared small target is a pixel-sized image region whose brightness is higher than its neighborhood on the whole. Based on this characteristic, LCM measures every pixel's contrast relative to its neighborhood in the whole image. But LCM is time consuming because it is calculated pixel by pixel and calculation on every pixel is complicated and cyclic. However, realtime target output is much more important and sometimes even necessary in a large number of actual applications especially in the military field [22] . To overcome this weakness, Han et al. proposed the improved LCM (ILCM) [23] which saved much time but achieved higher detection possibility and lower false alarm. However, both of two algorithms made an excessive process on the single pixel-sized electronic noises with high brightness, which still leads to high false alarm rate under complex background.
In this paper, a difference-based local contrast measure which combines the filtering method and the detection method is proposed to improve the detection performance including the increase of detection rate and decrease of false alarm rate. The proposed detection system is shown in Fig. 1 . First, during the image pre-detection process, a median filter is used to reduce the point-sized electronic noises, and infrared image after filtering is divided into a series of subimages with same size. Then, based on contrast mechanism, a difference-based local contrast map is calculated as saliency map. Eventually the target sub-image will be extracted using a threshold operation. This paper is organized as follows. Section II introduces the image pre-detection process. In Section III-B, a differencebased local contrast measure is proposed to extract targets. Finally the experimental results and conclusion are respectively presented in Section IV and Section V.
II. PRE-DETECTION PROCESS
Infrared sensor is the key technology and core component of infrared systems. Limited by the existing manufacturing and material, as well as the electronic noises, there are always many pixel-sized noises with high brightness in the actual infrared image. Actually, these noises are much similar to the impulse noise, which can be reduced by the median operation [24] . In order to improve the robustness of our system, a median filter is used first, i.e., replace the gray of a pixel in the infrared image with the median of the pixel gray values in its neighborhood. However, median filtering operation also destroys the details of the image which sometimes leads to the burred image. Therefore, we set the median filter template to 3 × 3 in order to minimize the loss of image information.
To all appearances median filtering operation can not remove all the pixel-sized noises which can be shown in Fig. 2 . After the filtered image is obtained, we segment it to a serious of image sub-images based on human visual system size-adaptation process. Human visual system sizeadaptation process means that human visual system can extract some salient regions at the scale adaptive to the target size for further process instead of image process pixel by pixel, which contributes to a fast detection speed. Target detection on a region level has been widely studied [23] , [25] . A similar method with the literature [23] is used. Let a window with a fixed size of W × H slide on the image (after filtering) at a certain step from left to right and up to down, and we get a serious of sub-images and the gray average of a sub-image m can be written as follows:
where I (x, y) is the gray value of the pixel located in the coordinate (x, y) in the sub-image, and N is total number of pixels in the sub-image. It is important to note that the size of the slide window (W × H ) should be roughly equal with the target size in order to achieve the better performance of the next detection step the difference-based local contrast measure). Generally the infrared small target has a small image area which has less than 100 pixels [6] and usually is shaped with rectangle or circle. Based on this idea, we set the size of the slide window to 10 × 10, and its moving step should be no more than the slide width for overlaying entire image. Here we set the moving step to half of the window side length, i.e., the moving step is set to be 5.
III. DETECTION USING DIFFERENCE-BASED LCM A. DIFFERENCE-BASED LCM
Contrast mechanism measures the contrast between target and background instead of brightness of target directly, which pursues to prevent highlights from being misidentified as targets. Based on the image segmentation in Section II and derived from ILCM, we construct a difference-based method to measure the contrast which is proven to have a better performance. The details will be described below. We first consider a specific sub-image, L n is its gray maximum, i.e.,
where (x, y) is the coordinate of a pixel and I (x, y) represents its gray value. Usually a rectangle whose sides are parallel to the coordinate axis can be represented by a fourdimensional vector (x, y, w, h), where (x, y) is coordinate of the rectangle's upper left vertex; w, h are its width and height, respectively. We take the upper left corner of the image as the coordinate origin and assume that the concerned sub-image is written as (x 0 , y 0 , W , H ). By applying an image patch whose side length is three times to the concerned sub-image's side length on the image and taking the concerned sub-image as the central sub-image, the image patch can be written as (x 0 − W , y 0 − H , 3W , 3H ). Furthermore, it can be seen from Fig. 3 that the image patch can be divided into nine subimages with same size including the central concerned subimage. By finding eight adjacent sub-images of the concerned sub-image, the difference-based local contrast measure of the concerned sub-image can be written as:
where m i (i = 1, 2, . . . , 8) is the average gray value of the sub-image which represents the concerned sub-image's background, m 0 is the average gray of the concerned sub- 
, the target will be enhanced. On the other hand, if the concerned sub-image is background, there will be m 0 < max(m i ). Hence ε(m 0 − max(m i )) is set to 0 directly and DLCM will be 0. Therefore, the background will be suppressed. According to [23] , we should point out that ILCM can be calculated by the following formula:
gray maximum L n will determine high or low of the ILCM value. Let us consider a special situation, an image patch which doesn't contain target has a low gray value on the whole, generally speaking it should be seen as background. However, if a subimage and its adjacent sub-images satisfy m 0 ≈ max(m i ) in this patch, a highlight with single pixel will set L n to a high value even up to 255 which directly leads to high ILCM value of the sub-image. In other words, ILCM misunderstands the background with a noise as a target in this case. Therefore, we need to be aware of this problem and have to make targeted improvements. We construct a factor β (compare (3) and (4)) which is related to the difference of average gray between the concerned sub-image and its background, i.e. (m 0 − max(m i )):
It can be seen from (5) that the factor β always satisfies 0 ≤ β ≤ 1. When m 0 is close to max(m i ), β approaches zero and it will be responsible for reducing the value of the DLCM even if L n takes a large value. Besides, DLCM measure gives much more significant difference between the case m 0 > max(m i ) and m 0 < max(m i ) than ILCM. And the ILCM method can not be calculated in the situation max(m i ) = 0. In order to further prove the robust resistance of single point-sized electronic noises of the proposed method compared with ILCM, we select an infrared image that contains one small target and one single point-sized electronic noise which is shown in Fig. 4 (a) labeled in a rectangle and a circle respectively. The simulations are done by using the traditional ILCM method and the proposed method, respectively. We first remove all the noises in the image and construct artificially a pixel with high brightness located in the upper right of the simulation image under background with low gray value. The simulation results of generating saliency map are presented in Fig. 4 (c) and Fig. 4 (d) . It can be seen from these figures that ILCM measure maintains the target and the noise almost the same value while the proposed DLCM method enhances only the target and can achieve a prefect resistance nearly to zero towards the single point-sized noise.
B. TARGET EXTRACTION
We calculate the value of DLCM of every sub-image using formula (3) after image segmentation described in Section II and make up them as saliency map. Then we respectively figure out the mean µ and variance σ of the saliency map, and take them as the references setting the threshold Th:
where parameter k is a constant. In our experiments, k is suitable in [20, 30] . Once the DLCM of sub-image is higher than Th, it will be predicted as target, instead it will be predicted as background. If needed, the coordinate of target (x t , y t ) can be written as the grey centroid of the obtained target sub-image:
where (x, y) is one pixel located in the target sub-image.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In order to show the effectiveness of the proposed infrared small target detection system, the experiments have been performed by using five typical infrared small target image datasets against complex and noisy backgrounds. All experiments are implemented in PyCharm Community IDE by Python program with python-opencv, ImageFilter, Image and numpy libs on a PC with 8-GB RAM and 3.6-GHz Intel i7 Dual-Core CPU. It is worth pointing out that all our five datasets used are real data captured from an infrared sensor device called IRCAM GmbH with continent-ground (see Fig. 5 (a1) ), sky-cloud (see Fig. 5 (a2) ), sky (see Fig. 5 (a3) ), sky-sea (see Fig. 5 (a4) ) and ground-house (see Fig. 5 (a5) ) representing five kinds of complex backgrounds. The details are shown in Table 1 .
Because of the limitation of materials and techniques of the infrared sensor device such as photon fluctuations of infrared background radiation, processing circuit additional noises and so on, all our five kinds of infrared images are rich VOLUME 7, 2019 of point-sized electronic noises including fixed pattern noise (FPN) such as multiplicative noise and random noise such as gaussian noise. In a real infrared image, the noise type could be one or a mixture of the noises mentioned above.
A. DETECTION RESULTS USING DLCM
Experimental results using the proposed detection method are shown in Fig. 5 . Fig. 5 (a) is the original infrared image selected from five used datasets, respectively. Fig. 5 (b) is the image after median filtering. It can be seen that there is a significant drop in amount of noises with single pixel size. Fig. 5 (c) is the 3-D saliency map after DLCM calculation and Fig. 5 (d) is the final detection result where small targets are labeled in yellow rectangles automatically by the program. Since the adjacent image blocks need to be analyzed in the DLCM calculation process, we do not calculate the DLCM of the sub-images close to the image boundary. In the threshold operation, we set k to 30 in the formula (6) . It can be seen from these figures that the targets are enhanced enormously while the background and noises are suppressed even sometimes directly to zero. Besides, the results of the target recognition are also demonstrated for the simulated mixture noise with multiplicative noise and gaussian noise to clear the resistance of multiplicative and gaussian noise with the proposed method. We add artificially the mixture of multiplicative and gaussian noise to the infrared images of dataset 1 and dataset 2. The multiplicative noise can be written as follows:
where g is the original image and f is the image with multiplicative noise. Here we set the parameter n obey the gaussian distribution with a mean of 0 and a variance of 0.04. Meanwhile, the mean and variance of gaussian noise are respectively set to 0 and 0.01. Fig. 7 shows the detection results with multiplicative and gaussian noises using the proposed method. From Fig. 7 (b1) and (b2), we can see that the DLCM of the target sub-image always maintains the highest value which means that the target can be extracted without any false detections if the threshold takes a suitable value. As a result, the proposed method has a good resistance of both multiplicative and gaussian noises.
B. COMPARISON WITH OTHER ALGORITHMS
ILCM and LCM are the classical and representative algorithms based on contrast mechanism which are devoted to infrared small target detection. The 2-D difference of Gaussians (DoG) is selected as the pre-process method of the ILCM detection system which highlights the target to a certain extent. Therefore, in order to validate the effectiveness of our proposed method, we compare our algorithm with other five algorithms including LCM, ILCM, DoG, ILCM with DoG preprocess (DoG-ILCM) and machine learning-based kernel regression by using the same infrared small target image datasets. Kernel regression method is an unsupervised machine learning-based recognition method [14] . It is based on background prediction with the purpose of obtaining an exact background clutter using kernel regression. Then, the predicted background clutter can be eliminated from the original image to obtain the target image containing potential target candidates. For quantifying the comparison results, two typical evaluation indicators are applied, i.e., background suppression factor (BSF) [26] and SCR Gain [27] [28] . The BSF generally represents the residual degree of noises and background clutters which is defined as follows where σ bi and σ bo are respectively the background clutter standard deviation of the original image and the saliency map generated from different algorithms. Since SCR is widely used to measure the difference between targets and background, we use SCR Gain to figure out how much the targets are enhanced through the process. The SCR Gain can be rewritten as follows
where SCR i and SCR o are respectively the SCR value before and after detection, m t and m b are respectively the gray average of the target and background, and σ b is the background clutter standard deviation. In some special cases, if an image has more than one target, its SCR can be seen as the average SCR value of all targets in this image:
where M is the number of targets.
In the task of infrared small target detection, we need to enhance the target and suppress the background to the best. Generally the higher BSF and SCR Gain value of an image are, the better the algorithm performs. The experimental results of two evaluation indicators BSF and SCR Gain are listed in Table 2 . Besides, 3-D distributions of saliency map obtained through different detection methods are shown in Fig. 6 . It is obvious that our proposed detection system achieves a nearly perfect target enhancement and background suppression with highest BSF and SCR Gain value while other algorithms can not make a distinction between targets and background.
In order to further demonstrate the excellent performance of the proposed method against other five algorithms, the receiver operation characteristic (ROC) curves are drawn for each dataset through setting threshold to different values. According to the description in [29] , ROC curves represent the relationship between detection probability P d and false alarm rate P f and it can provide a quantitative comparison of the detection performances. Here P d and P f are respectively defined as follows:
the number of the true detections the total number of targets P f = the number of false detections the total number of targets (14) Fig. 8 shows that the proposed method has better ROC curves compared with the other five algorithms, which demonstrates the proposed method always achieves a higher detection probability with the same false alarm. It should be noted that DLCM and ILCM have similar computational cost because of the same time complexity. Similar with ILCM, DLCM also takes three procedures: image segmentation, DLCM calculation (ILCM calculation for ILCM) and threshold operation. Therefore, the time complexity of DLCM and ILCM is related to the number of image blocks after the image segmentation (if the image blocks are with same size). Assuming that the number of image blocks is N , then the time complexity of DLCM and ILCM FIGURE 8. ROC curves of five datasets obtained using LCM, ILCM, DoG, DoG-ILCM, kernel regression and the proposed method. From up to down five ROC curve groups are respectively corresponding with the infrared image datasets 1-5. is O(N ). Besides, due to none of image segmentation process, the LCM method calculates local contrast pixel by pixel resulting in much more time consumption. To show the time consumption of the proposed method quantitatively, we have compared the average computational cost of the six detection methods for a single image of the five used image datasets as shown in Table 3 . As we can see, the proposed method takes good performance whose time consumption is of the same order of magnitude with ILCM, DoG and DoG-ILCM and much faster than LCM and kernel regression method.
The experimental results show that both LCM and kernel regression methods can not process the point-sized electronic noises leading to low detection probability and high false alarm rate. The kernel regression method performs well in the evaluations SCR Gain and BSF which means that it can enhance the target and suppress the background to a certain extent. In addition, because of calculation pixel by pixel, both LCM and kernel regression methods take long detection time, particularly the kernel regression method. However, ILCM can achieve a fast detection speed through the image segmentation. ILCM is the improvement of LCM mainly leading to the robustness towards the point-sized noises and the less time consumption. Indeed, it achieves better performance in the ROC curves with good enhancement of target (SCR Gain is good) but can almost not weaken the background (BSF is low). It is noted that DoG performs weakly in most of image datasets except the dataset 4 due to that the images in the dataset 4 have relative simple background without many edges. We will analyze this in detail in the next section. The proposed algorithm can achieve not only a fast detection speed but also the best performance in detection probability, false alarm rate, target enhancement and background suppression in all the six detection methods. The relative local contrast measure (RLCM) technique is introduced in [30] and [31] . RLCM is also calculated pixel by pixel which leads to a slow detection process.
C. ANALYSIS OF DoG FILTER
Difference of Gaussians (DoG) is proposed in [6] and is applied to filter the low frequency components of an image. Besides, DoG filter also catches much attention and is used to ILCM for pre-process. Here DoG is a combined band-pass filter which can be written as the following form:
where G represents the 2-D Gaussian function, (x, y) represents a pixel in an image, parameters σ N 1 and σ 1 2 respectively determine the low cut-off frequency and the high cut-off frequency. In fact, preserving high frequency components of the image is similarly an object edge extraction operation which can be shown in Fig. 9 . It performs well when the background is simple, smooth and lack of noises. But if the background is wavy and with rich texture details, DoG process will highlight the texture details and object edges of the complex background which leads to a significant decline in target detection.
V. CONCLUSION
In this paper, a difference-based infrared small target detection algorithm based on contrast mechanism is proposed for infrared small target detection under complex background. First, we use a median filter to reduce electronic noises with pixel level size, and the infrared image after filtering is divided into a serious of sub-images with the same slide length. Then, a difference-based local contrast measure derived from ILCM is designed in our detection system. Finally, we apply a threshold to the saliency map and the target can be detected. Experiments on five real infrared image datasets with complex background show that the proposed detection system can achieve a high detection probability with a low false alarm rate, fast detection speed and has better performance in target enhancement and background suppression compared with the traditional algorithms. VOLUME 7, 2019 
