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Abstract 22 
We have applied a variation of the ETAS model, which is a stochastic triggering epidemic model 23 
incorporating short-term clustering, to data collected by the New Zealand Seismological 24 
Observatory-Wellington (Geonet) for forecasting earthquakes of moderate and large magnitude in 25 
the New Zealand region. The model uses earthquake data only, with no explicit use of tectonic, 26 
geologic, or geodetic information. In this epidemic-type model every earthquake is regarded, at the 27 
same time, as being triggered by previous events and triggering following earthquakes. 28 
A maximum likelihood estimate of the model parameters has been performed on the learning period 29 
from 1960 to 2005 for earthquakes of magnitude 4.0 and larger. Forecast verification procedures 30 
have been carried out in forward-retrospective way on the January 2006-April 2008 data set, 31 
making use of statistical tools as the log-likelihood ratio, the Relative Operating Characteristics 32 
(ROC) diagrams, the Molchan error diagrams, the probability gain and the R-score. These 33 
procedures show that the clustering epidemic model achieves a log-likelihood ratio per event of the 34 
order of some units, and a probability gain up to several hundred times  larger than a time-35 
independent spatially uniform random forecasting hypothesis. The results show also that a 36 
significant component of the probability gain is linked to the time-independent spatial distribution 37 
of the seismicity used in the model. 38 
Key words: earthquake forecasting, real time forecasting, epidemic model, hypothesis testing, error diagrams. 39 
  40 
 41 
1. Introduction 42 
Earthquake occurrence is usually represented as a stochastic point process (Kagan and Jackson, 43 
2000; Daley and Vere-Jones, 2003), and the event occurrence rate is one of the most important 44 
parameters in the theory of point processes. Progress is being made with the Epidemic Type 45 
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Aftershock Sequence (ETAS) branching model of seismicity that offers a quantification of 46 
earthquake interactions. This model uses earthquake data only, with no explicit use of tectonic, 47 
geologic, or geodetic information. Every earthquake can be regarded at the same time as being 48 
triggered by previous events and also to trigger subsequent earthquakes. The details of the model 49 
can be found in Ogata (1998), Console and Murru (2001), Console et al. (2003; 2006a, 2006b, 50 
2007, 2008) and Murru et al. (2008). 51 
ETAS models have been used in many studies to describe or forecast the spatio-temporal 52 
distribution of seismicity and reproduce many properties of real seismicity (Ma and Zhuang, 2001, 53 
Ogata, 2001, 2004a, 2004b, 2005, 2006a, 2006b, 2007; Ogata et al., 2003, Ogata and Katsura, 54 
2006; Ogata and Zhuang, 2006: Felzer et al., 2002; Helmstetter and Sornette, 2002, 2003; Saichev 55 
and Sornette, 2006; Zhuang et al., 2004, 2005).  56 
Console and Murru (2001) and Console et al. (2003, 2006a) showed that a simple clustering ETAS  57 
model exhibits a much higher likelihood than the time-invariant Poisson hypothesis. They tested 58 
this clustering model on real seismicity of Italy, California, Greece and Japan by comparison with a 59 
plain time-independent Poisson model, through likelihood-based methods, proving the validity of 60 
this model in a retrospective way. The most important contribution to the information score 61 
achieved by short-term epidemic models derives commonly from their ability to forecast a large 62 
number of small aftershocks (Console and Murru, 2001; Console et al., 2003). Here we examine the 63 
ability of our specific version of the ETAS model to forecast (in statistical sense) the impending 64 
occurrence of medium-to large (M≥4.0) earthquakes in a forward-retrospective way on a catalogue 65 
of instrumental seismicity. This study is related to the preparation of the algorithm for its possible 66 
application to the real-time data at the New Zealand Earthquake Forecast Testing Centre. Moreover 67 
this paper continues our analysis of stochastic point process forecast verification (Murru et al., 68 
2008; Console et al., 2008).  69 
 70 
2. Brief outline of the earthquake occurrence probability model adopted 71 
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Here we consider the short-term clustering properties of earthquakes and give a brief outline of a 72 
statistical method for modelling the interrelation of any earthquake with any other, referring the 73 
reader to the papers mentioned above for further details. Our method belongs to the general 74 
category of the ETAS models. In fact, as explained in the following, it is based on the same basic 75 
principles, though applying them with a specific version of the algorithms. 76 
In the ETAS model all earthquakes have identical roles in the triggering process. The main 77 
departures of this model from conventional aftershock models are (i) that it can be used to model 78 
full catalogues and not just aftershocks, (ii) that the arbitrary definition of fore/main/aftershock is 79 
not used, and (iii) that therefore the meaning of aftershock is very different (they can be larger than 80 
their parent events). The clustering of earthquakes, in the ETAS model, is described by a process in 81 
which every earthquake is a main shock with its own aftershock sequence decaying according to the 82 
modified Omori law, and with magnitude distribution of all the earthquakes in a sample, following 83 
the Gutenberg-Richter law with a constant b-value. Although the decay in time, described by the 84 
Omori law, may have temporal variations up to very large timescales (see e.g. Faenza et al., 2007), 85 
this model is conventionally considered to be a short-range forecasting model because the temporal 86 
variation of an earthquake’s contribution to the subsequent seismicity rate is greatest immediately 87 
after the earthquake occurs.  88 
Such a stochastic process is characterized by a limited number of free parameters, which permit the 89 
computation of the occurrence rate density as a continuous function in space and time, according to 90 
the definition (Ogata, 1998): 91 
(1) 92 
where Δx, Δy, Δt and  Δm are increments of longitude, latitude, time and magnitude and 93 
PΔx,Δy,Δt,Δm(x,y,t,m) is the probability of occurrence of an event in the volume {x, x+Δx; y, y+Δy; 94 
t, t+Δt; m, m+Δm}. 95 
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 Consequently, this formulation allows the estimate of the log-likelihood function of a 96 
realization of seismic events described by a catalog {xj,yj,tj,mj, j=1,…,N} under the given 97 
hypothesis: 98 
 99 
where V0  is an arbitrary coefficient whose dimensions are equal to those of the inverse of the rate 100 
density λ(xj,yj,tj,mj), and X,Y,T and M denote the range of integration of the four space, time and 101 
magnitude variables. Equation (2) can be used for the assessment of the maximum likelihood 102 
parameters of the hypothesis (Kagan, 1991). 103 
The expected occurrence rate density of earthquakes, at any instant of time and geographical 104 
point, λ(x,y,t,m), is modelled as the sum of the independent, or time-invariant “spontaneous”, 105 
Poisson mean activity and the contribution of every previous event using a kernel function that 106 
takes in proper account: (i) the magnitude of the j-th triggering earthquake, (ii) the spatial distance r 107 
from the triggering event, and (iii) the time interval (t-tj) between the triggering event and the 108 
instant considered for the computation:   109 
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where λ0(x,y,m) is a time-independent smoothed spatial density distribution of the seismicity, 111 
obtained from an undeclustered catalogue (as explained in the next section), fr, k, c, p and q are free 112 
parameters, and m0 is a threshold magnitude.  113 
The average triggering distance of the aftershock zone dj, is related to the magnitude of the main 114 
shock: 115 
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Equations (3) and (4) characterize a model that is substantially the same of the standard ETAS 117 
model adopted by Zhuang et al. (2004, 2005) except that we are not using normalized time and 118 
space distributions. 119 
The set of free parameters for the ETAS model actually estimated in this study are the following:  120 
- k (productivity coefficient), 121 
- d0 (characteristic triggering distance),  122 
- q (exponent of the spatial distribution of triggered events),  123 
- α (coefficient of the exponential relation between the magnitude of triggering earthquakes and 124 
their average triggering distance), 125 
-  126 
- c (time constant of the generalized Omori law) and  127 
- p (exponent of the generalized Omori law). 128 
The fraction of spontaneous events over the total number of events of the process, fr, is constrained 129 
by the requirement that the total number of events expected for these free parameters must be equal 130 
to the total number of events observed in reality. The b-value is estimated from the whole catalogue 131 
independently from the other parameters. 132 
 133 
3. Probabilistic seismic background estimate 134 
A basic ingredient of our algorithm based on an epidemic model for the estimate of the rate density 135 
λ(x,y,m,t), is a smooth background time-independent rate density function λ0(x,y,m). 136 
A smooth geographical distribution can be computed at each node k of a regular grid through the 137 
method introduced by Frankel (1995): 138 
 139 
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 140 
where Nk is the number of events in each cell centre on the kth node, Δkl is the distance between node 141 
k and any other node l, and Δ0 is a scaling factor.  142 
The space distribution µ0(x,y,m0) of earthquakes of magnitude equal to or larger than a reference 143 
magnitude m0 at any point is obtained by linear interpolation of kN among the four nearest grid 144 
nodes. The scaling factor Δ0 is determined by maximizing the likelihood of the seismicity contained 145 
in half catalogue, under the time-independent model obtained from the other half. Here the 146 
seismicity is modelled as a pure Poisson process (K=0), so that no information about the parameters 147 
characterizing the induced seismicity is necessary at this stage. The rate density distribution 148 
λ0(x,y,m) is then obtained from µ0(x,y,m0) through the Gutenberg-Richter magnitude distribution. 149 
The details of the method have been first described by Console and Murru (2001), and can be also 150 
found in Console et al. (2009). In the latter paper the authors have discussed the stability and 151 
robustness of the parameter estimates. 152 
We aim at a spatial distribution that doesn’t include the triggered component of the seismicity and 153 
still preserves the total seismic moment released by the seismicity, which is proportional to the total 154 
number of earthquakes. With this purpose, we apply an iterative process based on a clustering 155 
(epidemic) time-dependent model to a learning data set constituted by an earthquake catalogue: 156 
1. We start finding the maximum likelihood set of free parameters using the initial distribution of 157 
the smoothed seismicity λ0(x,y,m);  158 
2. We compute the probability of independence wi as the ratio between the independent component 159 
fr·λ0(xi,yi,mi) and the composite rate density λ(xi,yi,mi,ti) for any event i; 160 
2 2
0
2 2
0
exp( / )
exp( / )
k kll
k
kll
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N
−Δ Δ= −Δ Δ
∑
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3. Then we compute a new distribution of λ0(x,y,m) introducing the weights wi to count a 161 
fractional number of events for each cell in the Frankel (1995) algorithm; 162 
4. The new smoothed distribution is used in a new maximum likelihood best fit of the free 163 
parameters; 164 
5. We proceed again from step 2, and so on, until a reasonable convergence has been reached. 165 
 166 
4. Retrospective testing of the model capability  167 
According to widely recognized standards, after a first phase, during which an earthquake forecast 168 
method is formulated and set up by best fit on real data, and before any practical use, it must be 169 
validated assessing its results in a rigorous and objective way (Console, 2001).  170 
4.1 Validation of a probability based forecast method 171 
Kagan and Knopoff (1977, see Vere-Jones 1998) suggested measuring the effectiveness of the 172 
earthquake prediction algorithm by first evaluating the likelihood ratio to test how well a model 173 
approximates an earthquake occurrence. In particular, they estimated the information gain (or 174 
information score) for measuring the effectiveness of earthquake prediction algorithms for events 175 
that actually occurred in the test volume. The information score is obtained by dividing the log-176 
likelihood ratio by the number of target earthquakes in a catalog. Recently the information score has 177 
been considered in several papers to test the effectiveness of earthquake prediction algorithms (see, 178 
e.g. Daley and Vere-Jones, 2003, 2004; Imoto, 2004; Harte and Vere-Jones,2005). 179 
In previous papers we have applied the log-likelihood ratio criterion, comparing the performance of 180 
the time-dependent ETAS model with that of a time-independent, spatially variable Poisson model 181 
(Console et al., 2003, 2006a, 2006b, 2007). In these papers the likelihood computation was possible 182 
because the forecasts were expressed by an occurrence rate density function defined at any point in 183 
space and time. In this study, related to the preparation of the algorithm for its possible application 184 
to the real-time data at the New Zealand Earthquake Forecast Testing Centre, we estimate both the 185 
log-likelihood ratio and the information score through the estimate of the probability of occurrence 186 
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of earthquakes exceeding a threshold magnitude in a set of time-space cells covering the region and 187 
the time span considered for the test. The likelihood of realisation of a process described by an 188 
earthquake catalogue, under a given model, is expressed by (Kagan and Jackson, 1995): 189 
 190 
where P is the total number of cells, ci = 0 denotes the cells in which no events have been observed, 191 
ci = 1 those in which at least one event has occurred, and pi is the probability of occurrence of at 192 
least one event in every cell, under the specific model. The probability pi is estimated from the 193 
expected number of events λi through the following relation: 194 
 195 
The log-likelihood ratio is given by the difference of the log-likelihood for the model to be tested 196 
and the log-likelihood of another reference model (null hypothesis). 197 
4.2 Alarm based scoring methods 198 
For the verification of this statistical forecasting ETAS model, we also use a binary forecast 199 
approach for the generation of the Relative Operating Characteristic (ROC) diagram. According to 200 
Holliday et al. (2005) and Chen et al. (2006) the maximum likelihood test is overly sensitive to 201 
least probable events, and consequently the above method has significant advantages with respect to 202 
the maximum likelihood test in evaluating the performance of the forecast model relative to random 203 
chance.  204 
In a binary forecast approach the events (earthquakes) of given magnitude are considered as being 205 
forecast either to occur or not to occur in a given time-space cell in which the whole space-time 206 
volume is divided. The result of every specific test for a given magnitude is summarized on a 2x2 207 
contingency table.  208 
1
log log log(1 )
1
P
i
i i
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 209 
Contingency table 210 
 Observed 
Forecast Yes No 
Yes a  b  
No d  c  
 211 
The entries for classifying the results in a 2 x 2 table, reading clockwise from the top left corner are 212 
the following: 213 
a = number of cells containing successful forecasts of occurrence, given by forecast YES and 214 
observed YES. (e.g., a is the number of forecast events that really occurred) 215 
b = number of false alarms, given by forecast YES and observed NO 216 
c = number of successful forecasts of non-occurrence, given by forecast NO and observed NO  217 
d = number of failures to predict, given by forecast NO and observed YES (that is the cell 218 
containing events occurred but not forecast, missed alarms). 219 
These entries comply with the following constraints: 220 
a+b = total number of cells containing alarms 221 
a+d = total number of cells containing events really occurred  222 
b+c = total number of cells without any occurred events  223 
c+d = total number of cells without any alarms 224 
e = a + b + c +d = total number of geographic cells multiplied by the number of time bins 225 
Following the terminology introduced by Holliday et al. (2005), we make use of the parameters Hit 226 
rate (H) and False alarm rate (F), defined as: 227 
H = a /(a+d)  (the fraction of successful forecasts issued where at least one event has occurred) 228 
F = b/(b+c)  (the fraction of false alarms issued where an event has not occurred) 229 
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The meaning of H corresponds to that of the Reliability (Matthews and Reasenberg, 1988; Rhoades 230 
and Evison, 1989) that is the probability that an event is preceded by a warning. 231 
We also consider the probability gain G as a function of false alarm rate F to measure the 232 
effectiveness of a prediction technique. The probability gain is commonly defined as the ratio of the 233 
probability of one model over that of another model. In this study we consider a spatially-uniform 234 
time-independent Poisson model as null hypothesis, and adopt the definition of probability gain 235 
given by Aki (1981) as the ratio between the conditional and the unconditional (Poisson) rate, 236 
namely: 237 
 G = a /(a+d) ⋅ e /(a+b) = H ⋅ e /(a+b)  = Success rate/ average rate of occurrence 238 
(or in other words the ratio between the conditional probability, success rate, and the unconditional 239 
probability, average rate or frequency of occurrence). G varies between 0 and ∞. 240 
In case the prediction algorithm is expressed in terms of probabilities (or expected rates) as for our 241 
ETAS model, it is necessary to transform the probability forecasts into binary predictions defined 242 
by some probability threshold. The result of the test produces a single point on the ROC diagram. 243 
For different thresholds the corresponding Hit rates and False alarm rates can be computed. Applied 244 
to earthquake forecasting, a ROC diagram is a plot of the Hit rate H (the fraction of “hotspot” cells 245 
that have an earthquake forecast over the total number of cells with actual earthquakes) versus the 246 
False alarm rate F (the fraction of the forecast cells that don’t have earthquakes over the total 247 
number of cells with no actual earthquakes in them). In the case of purely random forecasts, H = 1 - 248 
F, and the diagram consists of the diagonal joining the points (0,0) and (1,0). 249 
Molchan (1990) modified the Relative Operating Characteristic technique as an error diagram to 250 
predict random point processes. He was the first, in 1990, that used this method for evaluating the 251 
performance of a prediction program. Molchan and Kagan (1992) and Molchan (1997, 2003) also 252 
reviewed the error diagram method and its applications. For any prediction algorithm, and for every 253 
possible threshold rate, the error diagrams plot the fraction of failures to predict,ν, versus the 254 
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fraction of alarm time,τ. Recently, McGuire et al. (2005), Kossobokov (2006), Baiesi (2006), 255 
Zechar and Jordan (2008) and others applied this method to evaluate their earthquake prediction 256 
algorithms. 257 
It is important to note that ν  and τ can be connected to the Aki probability gain by this relation:  258 
G = (1-ν)/ τ. 259 
Another test statistic, commonly called the R-score, can be derived from a 2 x 2 contingency table 260 
(see, e.g. Harte and Vere-Jones, 2005). The R-score has been defined in two different forms. The 261 
first, defined by Hanssen and Kuipers (1965), is: 262 
R = a / (a+b) – d / (c+d)     (number of cells in which earthquakes are successfully predicted / total 263 
number of cells containing alarms) – (number of failures to predict / total number of cells without 264 
any alarms.  265 
The second definition (applied in this study) has been adopted by Shi et al. (2001) and nominated 266 
hereinafter as: 267 
R’ = a / (a+d) – b / (b+c)= H-F      (number of cells in which earthquakes are successfully predicted 268 
/ total number of cells in which earthquakes occur) – (number of cells with false alarms / total 269 
number of cells without any earthquakes).  270 
The two quantities R and R' have similar properties, but they may have significantly different 271 
values. 272 
The previous form can be interpreted as the proportion of successful forecasts less the proportion of 273 
non-forecasts resulting in failures to predict. 274 
R and R' vary between -1 and 1 with the following meanings: 275 
R, R' = -1, all prediction are wrong. 276 
R, R' ≈ 0, random prediction scores. 277 
R, R' = 1, all positive and negative prediction are correct, no false alarm. 278 
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A meaningful prediction must have R, R'>0. A significant prediction needs R, R' larger than a 279 
marginal level. 280 
Of course a relationship exists between G and R and/or 'R’: when G tends to ∞, R goes to 1, when 281 
G=1 R is equal to 0 and when G =0 R =-1.  282 
 283 
5. Application to the New Zealand seismicity 284 
We use the shallow seismic (h ≤ 40 km) catalogue collected by the New Zealand Seismological 285 
Observatory, Wellington (Geonet), from January 1960 to April 2008 in the area limited by the co-286 
ordinates 48°N-34°N and 166°E-180°E. The data were used in a retrospective way to test the 287 
forecasting capability of the ETAS model. This data set, where magnitudes are given with two 288 
decimal digits, can be considered complete for magnitudes equal to 3.95 and larger (D. Rhoades, 289 
personal communication), which yields a total of 9,881 events (Figure 1).  290 
5.1 Learning phase 291 
The dataset till December 2005 (9,594 events) has been used to estimate the model free parameter 292 
values in the learning phase.  In this period, the maximum likelihood value for the b parameter of 293 
the Gutenberg-Richter frequency-magnitude relation (FMD) is 0.959±0.008, with the error 294 
computed using the formula suggested by Shi and Bolt (1982) (Figure 2). 295 
In this study the best fit of the Δ0 value has been carried out by maximizing the likelihood of the 296 
New Zealand earthquake catalogue (Ml≥3.95) from 1990 to 2005 (4778 events) under the time-297 
independent Poisson model obtained from the same catalogue in the period from 1960 to 1989 298 
(4516 events). This search has lead to the value of Δ0 = 23 km (Figure 3).  299 
The smooth geographical distribution is shown in Figure 4a. This is the distribution of all the 300 
observed earthquakes, which include both the spontaneous and the triggered seismicity of the 301 
epidemic model. As shown in Figure 5 (upper line), the cumulative number of all the earthquakes is 302 
strongly irregular, because of the presence of aftershock sequences in the catalogue.  303 
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The best fit of the model parameters obtained by the maximum likelihood criterion is shown in 304 
Table 1.  305 
As it can be clearly noted in Figure 5 (lower line), the cumulative distribution of wi over the time 306 
spanned by the catalogue is much closer to a linear trend than the starting cumulative distribution. 307 
This gives a good indication of the capacity of our algorithm in removing the contribution of the 308 
triggered seismicity, without really deleting any independent events from the catalogue. 309 
The final geographical distribution of the background seismicity, after normalization to the total 310 
number of events, can be compared with the starting distribution in Figure 4b. It is evident how the 311 
new distribution obtained by the weighting process of the seismicity exhibits a smaller spatial 312 
clustering than the original one. 313 
5.2 Testing phase 314 
The capability of the model has been tested in a forward retrospective way for the earthquakes (274 315 
events, Ml≥ 4.0) that occurred in New Zealand region during January 2006-April 2008 period. 316 
The test region covers the New Zealand land area plus a region extending about 50 km offshore (D. 317 
Rhoades, personal communication) (Figure 6). The location grid consists of cells of area 0.1 degree 318 
squared on 1/10th degree coordinates of latitude and longitude which have their centres within the 319 
test region. 320 
We report first the application of the log-likelihood ratio criterion, taking as reference model the 321 
spatial time-independent occurrence density distribution obtained from the learning phase (1960-322 
2005). Following the procedure described in the previous section, we estimate the result of equation 323 
(6) by summation over the total number of space-time cells (in this study the number of cells is 324 
5,396,191).  Letting the target magnitude change from 4.0 to 8.0 in steps of 0.1 units, we obtain 325 
different values of the log-likelihood ratio, shown in Figure 7. The total likelihood ratio decreases 326 
with magnitude, due to the smaller number of target events for larger magnitudes. 327 
In order to compensate for the decrease of the number of earthquakes with magnitude, we 328 
considered also the information score defined as the average log-likelihood ratio per event. Figure 8 329 
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shows that the information score has a general trend to increase with magnitude (larger earthquakes 330 
are more likely forecast) until magnitude 5.6, after which the information score seems to decrease 331 
dramatically. It must be noted, however, that the limited number of events with large magnitude 332 
makes the statistical significance of this test very low. Our results show that for all examined 333 
magnitudes the information score is significantly larger than zero, which would represent the 334 
information score pertaining to a random forecast based on a time-independent spatially 335 
heterogeneous model. This plot exhibits the largest values of the information gain in the magnitude 336 
range 5.2-5.6, with values exceeding 4.0, i.e. likelihood ratios exceeding 50 for each earthquake  337 
forecast. 338 
For the following methods, we perform the test only on the occurrence or not occurrence of 339 
earthquakes of given magnitude. The first step has been the generation of the ROC diagrams for the 340 
verification of the statistical forecasting ETAS model with the construction of the 2 x 2 contingency 341 
tables with variable alarm thresholds. 342 
Here, in the preparation of the contingency tables, we define forecasts when the expected 343 
occurrence rate of earthquakes with magnitudes greater than the lower cutoff magnitude (equal to 344 
4.0) exceeds a given threshold value r. Table 2 shows the results for three contingency tables, 345 
obtained for three occurrence rate thresholds of 1.00E-05, 7.00E-03 and 5.00E-05 (events/day/100 346 
km2), respectively. 347 
Varying the occurrence rate threshold for the verification of the ETAS forecast model, we have 348 
obtained the values of H (fraction of successful forecasts issued where at least an event has 349 
occurred) and F (fraction of false alarms issued where an event has not occurred) to be used for the 350 
preparation of the ROC diagram for the given (4.0) threshold magnitude of the target events. The 351 
same procedure has been repeated varying the threshold magnitude from 4.0 up to 5.5 in steps of 352 
0.5 magnitude units. This produces changes in the entries of the contingency tables, and 353 
consequently in the corresponding ROC diagram (the higher the threshold magnitude, the smaller 354 
the number of successes, but also the smaller the number of false alarms, will be). The results are 355 
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summarized in Figure 9a. This figure shows that the ETAS model yields a performance 356 
significantly better than the simple time-independent spatially uniform model for all the magnitude 357 
thresholds considered in this study. For sake of comparison, we have also computed the ROC 358 
diagram for a time-independent spatially heterogeneous forecast model. Figure 9b shows that this 359 
spatially heterogeneous Poisson model still achieves a better performance with respect to a spatially 360 
uniform model but lower than that obtained from the ETAS model. 361 
The same contingency tables have also allowed the computation of the respective values for the 362 
Molchan’s error diagram. The results for Molchan’s diagram are plotted in Figures 10a,b. for the 363 
ETAS and a spatially heterogeneous Poisson model respectively. The Molchan’s diagrams (Figure 364 
10) show nearly the same behaviour as the ROC diagrams (Figure a), taking into account that in 365 
these diagrams the best performance is below the diagonal corresponding to the spatially 366 
homogeneous random forecasts. The comparison between Figure 10a and 10b shows that an 367 
important component of the performance derives from the time-independent spatial distribution of 368 
the seismicity, even if the time-dependent ETAS model performs better than the time-independent 369 
Poisson model.  370 
Figures 11a,b show the probability gain G for the ETAS and spatially heterogeneous Poisson 371 
model, respectively. We can note that the largest probability gain is obtained for low values of the 372 
false alarm rate F, i.e. when the alarm threshold r is high (only a very little fraction of the time-373 
space volume is occupied by alarms). In particular, in the enlargement of the F scale shown in 374 
Figure 12 it can be observed that the probability gain can exceed values of 100 for false alarm rates 375 
smaller than 0.001. This result is stable with the threshold magnitude adopted in the computations. 376 
Also for the probability gain, the comparison between Figure 11a and 11b puts clearly in evidence 377 
the important role of the time-independent spatial distribution of the seismicity in the performance 378 
of the ETAS model.  379 
Finally, Figure 13 shows the plots for the R-score versus false alarm rate (F) according to the 380 
definition adopted by Shi et al. (2001) (named R’ in Chapter 4). Again,  these plots denote a better 381 
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performance of the ETAS model with respect to the spatially uniform  time-independent Poisson 382 
hypothesis (R’) (Figure 13a). However, unlike the parameters considered previously, they exhibit a 383 
maximum in the false alarm range between 0.1 and 0.3. We may interpret this behaviour as the 384 
capability of the R’ score to make a sort of compromise between the need of maximizing the Hit 385 
rate (H) and minimizing the False alarm rate (F). Moreover, the comparison between the ETAS 386 
model and the spatially heterogeneous time-independent Poisson hypothesis was also made (Figure 387 
13b), showing the better performance of the ETAS model, although the contribution of the time-388 
independent spatial distribution of the seismicity is quite relevant. 389 
 390 
6. Discussion and Conclusions 391 
In this paper we adopt a simple model of clustered seismicity (ETAS model) characterized by 392 
isotropic spatial distribution, and positive triggering, so that the effect of previous earthquakes can 393 
be only increasing the occurrence rate of the following activity. The simple model adopted in the 394 
present study is to be considered in the context of a real time forecast system, even with a possible 395 
practical application for decision making and public information. However, before its possible 396 
practical use, as it is necessary for every forecast method, the method needs a suitable testing phase. 397 
In this exercise, we have applied different statistical validation methods. In consideration of the 398 
seismicity level characterizing the New Zealand region in the test period (January 2006-April 2008) 399 
the magnitude of the target events for which forecasts are considered was chosen equal to or larger 400 
than 4.0 (274 events really occurred in different space time boxes). 401 
The likelihood ratio method has shown that forecasts based on the ETAS time-dependent model are 402 
more reliable than forecasts simply based on a random choice of the occurrence time and a 403 
heterogeneous spatial distribution based on the past seismicity. The average information score per 404 
event obtainable with the likelihood ratio method ranges from 1 to 4.5 for target events of 405 
magnitudes ranging from 4.0 to 5.5. The corresponding average likelihood ratio per event ranges 406 
from 3 to 50. For comparison, Helmstetter et al. (2006) found for California a likelihood ratio per 407 
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event equal to 4 and 8 for magnitudes 5.0 and 4.0, respectively. In agreement with these results, a 408 
more recent study by Kagan et al. (2009), found for California a likelihood ratio per event equal to 3 409 
and 10 for magnitudes 4.7 and 4.0, respectively. 410 
 The likelihood ratio method is suitable for the comparison of the performance of two or more 411 
forecast algorithms. In this context, the ETAS algorithm proposed in this study could be taken as a 412 
reference model for testing the forecasting capability of other, more sophisticated models. 413 
 With respect to the likelihood criterion, the binary criteria (Forecast = yes or no, Occurrence = yes 414 
or no), such as the ROC and Molchan’s diagrams, are more strictly related to the possible real use 415 
of the forecasting algorithm.  416 
Taking the ROC diagram as an example, as shown in Table 2 and Figure 9a, the Hit rate H provided 417 
by our algorithm is much larger than that of a random spatially uniform forecast for the whole range 418 
spanned by the False alarm rate F. For instance, for target events of magnitude 4.0 or larger, and for 419 
r = 5.00E-05 (one event expected every 20,000 alarms) we got a real success rate equal to 0.000147 420 
(122 successes over 829,607 alarms) against a random occurrence rate equal to 0.0000306 (165 421 
cells containing events over 5,396,191 space-time cells). This yields a probability gain G equal to 422 
4.8 (F=0.154, H=0.74). Raising the value of r to 0.007 (one event expected every 143 alarms), we 423 
got a real success rate equal to 0.0032 (23 success over 7,183 alarms), the random occurrence rate 424 
remaining the same (165 cells containing events over 5,396,191 space-time cells). This yields a 425 
probability gain G equal to 105 (F=0.139, H=0.00133). Finally, the performance of our forecasting 426 
method becomes even better (but the results are less significant) raising the value of r to 0.1 (one 427 
event expected over 10 alarms). In this case we got a real success rate equal to 0.5 (2 successes over 428 
4 alarms), and a probability gain G equal to 16,340 (F=0.0121, H=3.7E-07). 429 
Figure 11 shows that for smaller magnitudes of the target events (in the magnitude range between 430 
4.0 and 5.5), and for false alarm rates smaller than 0.002, the probability gain assumes values 431 
ranging in the order of magnitude 100-1000. 432 
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The results of the tests carried out with the ROC and the Molchan’s error diagrams as well as with 433 
the probability gain, consistently show that the better performance is achieved with higher rate 434 
thresholds. It is, in fact, in the range of higher rate thresholds (very low false alarm rates) that the 435 
time-dependent ETAS model shows its superiority with respect to the time-independent spatially 436 
variable Poisson model (as shown by the comparison of the a and b panels in Figures  9, 10 and 11. 437 
In contrast, the R-score method, with the definition proposed by Shi et al. (2001), shows a 438 
maximum for the performance at intermediate threshold values (F ≈ 0.1-0.3) (Figure 12). This is 439 
because the R-score seeks a compromise between the maximization of the Hit rate and the 440 
minimization of the False alarm rate. 441 
The test of the method at higher threshold rates values (e.g. r ≈ 0.5) and for larger cut-off 442 
magnitudes (e.g. M=6.0) would require observations over wider regions and/or longer periods of 443 
time.  444 
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Table Captions 643 
 644 
Table 1. Maximum log-likelihood parameters of the ETAS model (Learning phase). 645 
 646 
Table 2. Contingency tables for the ETAS model from January 1, 2006 to April 30, 2008 as a 647 
function of three occurrence rate thresholds (r), expressed as events/day/100 km2. 648 
 649 
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Figure Captions 650 
 651 
Figure 1. Epicenters of earthquakes in the New Zealand catalogue, 1960-2007, with magnitudes 652 
M≥3.95 and hypocentral depths h≤40 km. 653 
 654 
Figure 2. Gutenberg-Richter plot for the New Zealand earthquakes analysed in this study. 655 
 656 
Figure 3. Plot of the log-likelihood of the earthquake catalogue recorded in New Zealand region 657 
from 1990 to 2005 under the time-independent Poisson model obtained from the same catalogue in 658 
the period from 1960 to 1989. This plot shows the dependence of the log-likelihood versus the 659 
correlation distance Δ0 used in the smoothing algorithm of equation (5). 660 
 661 
Figure 4. Comparison between the initial and the final geographical distribution of the space 662 
density. (a) New Zealand 1960-2005 smoothed seismicity obtained by the raw catalogue. (b) As in 663 
(a) but obtained using a weighted catalogue. 664 
 665 
Figure 5. Cumulative seismicity for the period 1960-2005. The gray and black lines represent the 666 
weighted and raw series, respectively. 667 
 668 
Figure 6. Map showing test region (shaded region), including both the New Zealand land area and 669 
a region extending about 50 km offshore zone (lightly shaded).  670 
 671 
Figure 7. Log-likelihood ratio of the ETAS model with respect to a spatially variable time-672 
independent Poisson model, vs. the magnitude of target events. The zero-value pertains to a random 673 
forecast, based on the spatially heterogeneous time-independent Poisson model only 674 
 675 
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Figure 8. Information score of the ETAS model with respect to a spatially variable time-676 
independent Poisson model, vs. the magnitude of target events. Natural logarithm are used. The 677 
value 0 pertains to a random forecast, based on the spatially heterogeneous time-independent 678 
Poisson model. 679 
 680 
Figure 9. Relative operating characteristic diagrams (ROC) for (a) the ETAS model and (b) a 681 
spatially heterogeneous Poisson model. These plots show the hit rate H (fraction of cells where a 682 
forecast has been a successful ), vs. the false alarm rate F (ratio between the false alarms and the 683 
total number of alarms). Different magnitude thresholds are indicated above the respective lines. 684 
The diagonal line shows the results expected for a spatially homogeneous time-independent Poisson 685 
model. 686 
 687 
Figure 10. Molchan’s error diagram for (a) the ETAS model and (b) a spatially heterogeneous 688 
Poisson model. These plots show the fraction of failures to predict, ν, vs. the fraction of alarm 689 
targets,τ, for different magnitude thresholds. The diagonal line shows the results expected for a 690 
spatially homogeneous time-independent Poisson model. 691 
 692 
Figure 11. Probability gain vs. false alarm rate for (a) the ETAS model and (b) a spatially 693 
heterogeneous Poisson model for different magnitude thresholds. The value 1.0 pertains to a 694 
complete random forecast, based on the spatially homogeneous time-independent Poisson model. 695 
 696 
Figure 12. Probability gain vs. false alarm rate (F) for the ETAS model. The scale of F parameter 697 
covers only the range between 0 and 1⋅10-2. The magnitude thresholds are reported above each line. 698 
The value 1.0 pertains to a complete random forecast, based on the spatially homogeneous time-699 
independent Poisson model. 700 
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 701 
Figure 13. R-score vs. false alarm rate (F) for (a) the ETAS and (b) the spatially heterogeneous 702 
Poisson models. The scale of F parameter covers the whole range between 0 and 1. The zero-value 703 
pertains to a complete random forecast, based on the spatially homogeneous time-independent 704 
Poisson mode only. 705 
 706 
 707 
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 Table 1 708 
Catalogue New Zealand  
Time span 1960-2005 
Lower magnitude threshold of triggering events 3.95 
Lower magnitude threshold of targets events  4.0 
k (daysp-1) 
Productivity coefficient 
7.10E-04 
 
q 
Exponent of the spatial distribution 
1.77  
d0 (km) 
Characteristic distance in the spatial 
distribution 
3.30 
α  
coefficient of the exponential magnitude 
productivity law 
4.98E-01 
c (days) 
Time constant in Omori law 
8.66E-03 
 
p 
Exponent in Omori law 
1.77 
 
fr 
Failure rate 
0.364 
Log (likelihood ratio) 35,524 
 709 
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Table 2 710 
(a) 711 
r=1.00E-01 
 Observed  
Forecast Yes No Total 
Yes (a) 2 (b) 2 4 
No (d) 163 (c) 5,396,024 5,396,187 
Total      165      5,396,026 (e) 5,396,191 
 712 
(b) 713 
r=7.00E-03 
 Observed  
Forecast Yes No Total 
Yes (a) 23 (b) 7,160 7,183 
No (d) 142 (c) 5,388,866 5,389,008 
Total      165      5,396,026 (e) 5,396,191 
 714 
(c) 715 
r=5.00E-05 
 Observed  
Forecast Yes No Total 
Yes (a)122 (b)   829,485    829,607 
No (d) 43 (c) 4,566,541 4,566,584 
Total     165      5,396,026 (e) 5,396,191 
 716 
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