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Randomized Gradient-Free Distributed Online Optimization with
Time-Varying Objective Functions*
Yipeng Pang and Guoqiang Hu
Abstract—This paper presents a randomized gradient-free
distributed online optimization algorithm, with a group of agents
whose local objective functions are time-varying. It is worth
noting that the value of the local objective function is only
revealed to the corresponding agent after the decision is made at
each time-step. Thus, each agent updates the decision variable
using the local objective function value of its last decision and
the information collected from its immediate in-neighbors. A
randomized gradient-free oracle is built locally in replacement
of the true gradient information in guiding the updates of
the decision variable. The notion of dynamic regret is brought
forward to measure the difference between the total cost incurred
by the agent’s state estimation and the offline centralized optimal
solution where the objective functions are available a priori.
Under the assumptions of strongly connected communication
graph and bounded subgradients of the local objective functions,
we characterize the dynamic regret associated with each agent
as a function of the time duration T and the deviation of
the minimizer sequence. Averaging the dynamic regret over the
time duration, we establish the asymptotic convergence to a
small neighborhood of zero with a rate of O(lnT/
√
T ). The
effectiveness of this algorithm is illustrated through numerical
simulations.
I. INTRODUCTION
Many scenarios regarding the coordination of multi-agent
systems can be modeled as optimization problems where
agents collaboratively optimize a global objective function.
The main characteristic of this problem is that agents are
allowed to exchange information with their neighbors over a
communication graph. One type of such optimization problems
is the well-known consensus-based distributed optimization
problem, where the global objective is often cast as a sum
of local objective functions with each one assigned to an
agent in the network, to achieve the convergence to the set
of minimizers of the global objective function. The problem
has various applications, such as parameter estimation and
detection [1], [2], source localization in sensor networks [3],
[4], utility maximization [5], resource allocation [6], [7], path-
planning of mobile robots [8]. The distributed algorithms for
such problem have been widely studied, where recent works
have been reported in [9]–[12] and the references therein.
The objective functions considered in the above mentioned
works are fixed with respect to time. However, in some
situations, the uncertainties in the environment may influence
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the objective functions, which in turn, affect the performance
of the designed algorithms. One approach to cater such is-
sues is through stochastic methods, which has been studied
in [13]–[15]. However, in many practical cases, especially
when mobile agents are involved, the optimization problem
is often in a highly dynamic environment, resulting in a time-
varying objective. Thus, the techniques used in fixed or static
distributed optimization cannot be formally applied, leading
to the study of online optimization framework, where the
objective functions assigned to agents vary with time and these
variations are revealed to agents only in hindsight.
Recent works on distributed online optimization have been
studied in [16]–[23]. In [16], general gradient-based methods
were proposed to solve both unconstrained and set constrained
time-varying quadratic optimization problems from the per-
spective of continuous-time domain. For discrete-time meth-
ods, in [17], a distributed autonomous online learning based
on dual averaging where agents communicate over a weighted
strongly connected graph was investigated. A regret bound of
O(ln T ) was derived for strongly convex objective functions.
The same problem was studied in [18], where a distributed
online subgradient push-sum algorithm was presented without
the doubly-stochastic requirement on the weighting matrix,
and was found to achieve a regret bound of O((ln T )2). As
for the agents with general convex objective functions inter-
acting over a switching network, distributed dual-subgradient
averaging algorithms were studied in [19] and [20], showing a
regret bound of O(√T ). Besides, Mateos-Nunez et al. in [21]
introduced distributed online subgradient descent algorithms
with proportional-integral disagreement feedback, proving a
regret bound of O(√T ) for convex objective functions and
O(ln T ) for strongly convex objective functions. It is worth
noting that the regret used in all the aforementioned methods
is defined as the difference between the incurred network cost
and the cost of the best fixed decision in hindsight, which is
known as static regret. However, to study the scenario where
the functions and the decision variables evolve simultaneously
instead of single best fixed decision, the notion of dynamic
regret was brought forward to characterize how much one
regrets working in an online setting as opposed to the offline
solution with full knowledge of past and future observations.
With this concept, Shahrampour et al. in [22], [23] proposed a
decentralized mirror descent method for an online optimization
problem, where the minimizer follows an known linear dynam-
ics corrupted by unknown unstructured noise, and established
a regret bound as a function of the deviation of minimizer
sequence.
On the other hand, it is well-known that the implementation
of all the aforementioned methods require the agents to have
direct access to the gradient or subgradient information of
objective functions. However, for the cases where the rela-
tion between the variables and the objective functions are
unknown, the gradient information is not available for usage,
or the derivatives do not even exist, then these gradient-based
methods are no longer applicable. Gradient-free optimization
schemes can be traced back to the age of developing opti-
mization theory, such as the work in [24]. Recent researches
on this topic have been found in static optimization, e.g., [25]–
[31]. A centralized gradient-free method has been investigated
in [26], and then extended to a distributed version in [27],
[28] and further improved in [29], [30]. This method provides
a framework to build random gradient-free oracles and use
it as a stochastic gradient information in replace of the true
gradient in the standard subgradient algorithm. In [31], the
idea was adopted in a state-of-the-art gradient-based algorithm
originally proposed in [32], which relaxed the requirement
of doubly stochastic weighting matrix and generalized the
selection of the step-size. However, for online optimization,
gradient-free optimization schemes have received little atten-
tion. The relevant studies e.g., [22], [23], [33], considered the
objective function whose gradient is coupled with noise, and
the stochastic gradient methods were applied.
In this paper, we consider the online optimization problem
where the gradient information is not available, but the value of
the objective functions can be measured, and is only revealed
after the decision is made at each time-step. Motivated by the
work in [32] and our previous work in [31], we propose an
online randomized gradient-free distributed projected gradient
descent (oRGF-DPGD) algorithm, in which a randomized
gradient-free oracle is built locally as a replacement of the
local function derivative, followed by the update of the state
variables at each time-step. With some standard assumptions
on the graph connectivity and the local objective functions, we
are able to prove that the dynamic regret is bounded by a small
error term plus a product of a term depending on the variation
of the optimal solution sequence and a sublinear function of
the time duration. The main contributions of this paper are
summarized as follows.
1) To the best of the our knowledge, this work is the
first attempt to address the distributed online optimiza-
tion problem in gradient-free settings. Specifically, the
proposed algorithm solves the distributed optimization
problem where the objective function can be time-
varying; and its implementation does not require the
explicit expression of the objective function, but only
the measurements at each time-step, making it suitable
for those applications where finding the gradient is
costly or not practical. Thus, this gradient-free feature
naturally subsumes the scenario where the gradient can
be computed but coupled with unstructured noise, e.g.,
[22], [23], [33].
2) Unlike most consensus-based approaches in [17], [19]–
[23], this algorithm does not require the weighting ma-
trix to be doubly-stochastic, which makes it applicable
in any directed graphs, since finding a doubly-stochastic
weighting matrix for a directed graph is not a trivial task
[34], [35]. In addition, this algorithm is allowed to take
any positive and non-increasing step-size as compared
to those using diminishing and square summable step-
size [17], [18]. The wider range of step-size selection
implies a wider range of stability.
3) We establish a dynamic regret bound consisting of a
small error term plus a product of a term depending
on the variation of the optimal solution sequence and a
sublinear function of the time duration. With appropriate
assumptions, we are able to show that the average regret
over the time duration is convergent to a small neighbor-
hood of zero with the convergence rate of O(lnT/√T ),
which is comparable with the state-of-the-art algorithms
where the gradient information is available.
The rest of the paper is organized as follows. Section II
introduces some preliminaries, followed by the problem for-
mulation. Section III discusses the main results where the
proposed method is introduced, followed by the detailed anal-
ysis on dynamic regret. Section IV presents some numerical
simulations to illustrate the performance of the algorithm,
followed by the conclusion in section V.
II. NOTATIONS AND PROBLEM FORMULATION
In this paper, N, R and Rn represent the set of positive
integers, real numbers and n-dimensional column vectors,
respectively. An n-dimensional vector 1n (0n) denotes the
vector with all elements equal to one (zero). For a matrix A,
[A]ij represents the element in the i-th row and j-th column
of A, its transpose is denoted by AT , and its induced vector
Euclidean norm is denoted by ‖A‖, i.e., ‖A‖ = σmax(A)
representing the largest singular value of A. We write E[x] and
Cov(x, y) to denote the expected value of x and covariance
value of x and y, respectively. For any two vectors x and y,
the operator 〈x,y〉 denotes the inner product of x and y. For
a function f , we use ∇f(x) to represent its gradient at the
point x. For a vector x, ‖x‖ denotes the standard Euclidean
norm. For a set N , |N | denotes the number of elements in
N . We use PX [x] for the projection of a vector x on the set
X , i.e., PX [x] = argminxˆ∈X ‖xˆ− x‖2.
Consider a directed graph G = {V , E}, where V =
{1, 2, . . . , N} is the set of agents, and E ⊂ V×V indicates the
set of ordered pairs, (i, j), i, j ∈ V , such that agent i can send
information to agent j. The in-neighbors of agent i are denoted
by N ini = {j ∈ V|(j, i) ∈ E}, while the out-neighbors of agent
i are denoted by N outi = {j ∈ V|(i, j) ∈ E}. In particular, we
allow both N ini and N outi to include the agent i itself, and
N ini 6= N outi in general. For each agent i ∈ V , it is associated
with a set of local objective functions {f ti }t≥0, whose explicit
expressions are assumed to be unknown, but the measurement
f ti of agent i’s decision at time-step t (i.e., f
t
i (x
i(t))) can be
made by agent i at time-step t. In this case, the objective of
the multi-agent system is to cooperatively solve the following
constrained optimization problem at each time-step t:
min f t(x) =
N∑
i=1
f ti (x), x ∈ X , (1)
where X ⊆ Rn is a convex and closed set. At time-step t,
the optimal solution of (1) is denoted by x⋆(t), i.e., x⋆(t) =
argminx∈X f t(x).
As the cost function is time-varying, the optimal solution
x⋆(t) may vary at different time-step t. Different from the typ-
ical algorithms for optimization problem with time-invariant
cost functions, the algorithm for the optimization problem with
time-varying cost functions as defined in (1), known as online
optimization algorithm, is not neccessary to reach the optimal
solution x⋆(t) at every time-step t; however, its performance
should be quantified by comparing with its offline counterpart
over a period of time, which leads to the concept of dynamic
regret [36]. Formally, the dynamic regret associated with agent
i ∈ V can be defined as follows:
Ri(T ) =
T∑
t=0
E[f t(xi(t))]−
T∑
t=0
f t(x⋆(t)),
where T ∈ N is a given time duration. An online optimization
algorithm performs well if the dynamic regret Ri(T ) is
sublinear with respect to T . However, the sublinear regret
is usually not possible unless the optimal solution sequence
{x⋆(t)}Tt=0 does not change significantly with time. In this
paper, we provide a bound for the dynamic regret as a function
of the time duration T and the deviation of the consecutive
optimal solution sequence ΘT , defined as
ΘT =
T∑
t=0
‖x⋆(t+ 1)− x⋆(t)‖. (2)
Now, we introduce a smoothed version of (1) to help
establish the gradient-free method, given by
min f tµ(x) =
N∑
i=1
f ti,µi(x), x ∈ X , (3)
where f ti,µi(x) is the Gaussian approximation of f
t
i (x) [26],
[27]
f ti,µi(x) =
1
κ
∫
Rn
f ti (x+ µ
iξ)e−
1
2
‖ξ‖2dξ,
with κ =
∫
Rn
e−
1
2
‖ξ‖2dξ = (2π)n/2 and µi ≥ 0 is a smoothing
parameter of function f ti,µi(x). The properties of the function
f ti,µi(x) are presented in Lemma 1. Similarly, we denote
the optimal solution of problem (3) by x⋆µ(t), i.e., x
⋆
µ(t) =
argminx∈X f tµ(x). Then, we define the dynamic regret for
problem (3) as Rµi(T ) =
∑T
t=0 f
t
µ(x
i(t))−∑Tt=0 f tµ(x⋆µ(t)),
and Θµ,T =
∑T
t=0 ‖x⋆µ(t+ 1)− x⋆µ(t)‖.
Throughout this paper, we suppose the following assump-
tions hold:
Assumption 1: The directed graph G is strongly-connected.
Assumption 2: Each local cost function f ti at time-step t
is convex, but not necessarily differentiable. Its subgradient
∂f ti (x) is bounded, i.e., ∀x ∈ X , there exists a positive
constant Dˆ such that ‖∂f ti (x)‖ ≤ Dˆ.
III. MAIN RESULTS
In this section, we present an online randomized gradient-
free distributed projected gradient descent method for the
problem defined in (1), followed by the convergence analysis.
A. Online Randomized Gradient-Free DPGD Method
The main steps of randomized gradient-free distributed
projected gradient descent method are described in this part.
At time-step t, each agent j delivers its state information
xj(t) with a weighted auxiliary variable [Ac]ijy
j(t) to its out-
neighbor i ∈ N outj . Then, at time-step t+1, agent i updates its
variables xi(t+1) and yi(t+1) with the information received
from its in-neighbor j ∈ N ini as follows
xi(t+ 1) = PX
[ N∑
j=1
[Ar]ijx
j(t) + ǫyi(t)− α(t)gtµi(xi(t))
]
,
(4a)
yi(t+ 1) = xi(t)−
N∑
j=1
[Ar]ijx
j(t) +
N∑
j=1
[Ac]ijy
j(t)− ǫyi(t),
(4b)
where gtµi(x
i(t)) is the random gradient-free oracle, given as
gtµi(x
i(t)) =
f ti (x
i(t) + µiξi(t)) − fi(xi(t))
µi
ξi(t), (5)
ξi(t) ∈ Rn is uniformly generated over a unit ball, Ar, Ac are
the row-stochastic and column-stochastic adjacency matrices,
respectively, i.e.,
∑N
j=1[Ar]ij = 1 for all j ∈ V , and∑N
i=1[Ac]ij = 1 for all i ∈ V , α(t) > 0 is a non-increasing
step-size with α0 = α(0), and ǫ is a small positive number.
The procedures are summarized in Algorithm 1.
Algorithm 1 Online randomized gradient-free DPGD
1: Initialize: i ∈ V
randomly select xi0,y
i
0 ∈ X
randomly generate {ξi(t)}t≥0 over a unit ball
2: Iteration (k ≥ 0): i ∈ V
compute gtµi(x
i(t)) based on (5)
update variables xi(t+ 1) based on (4a)
update variables yi(t+ 1) based on (4b)
3: Output: i ∈ V
xi(t)
For the convenience of analysis, we may write (4) in a
compact form as
zi(t+ 1) =
2N∑
j=1
[A]ijz
j(t) + gi(t), (6)
where zi(t) = xi(t) for i ∈ {1, . . . , N} and zi(t) =
yi−N (t) for i ∈ {N + 1, . . . , 2N}; gi(t) = xi(t + 1) −∑N
j=1[Ar ]ijx
j(t)− ǫyi(t) for i ∈ {1, . . . , N} and gi(t) = 0n
for i ∈ {N + 1, . . . , 2N}; and A =
[
Ar ǫI
I −Ar Ac − ǫI
]
. As
X is closed and convex, we denote ρ = sup
x∈X ‖x‖. Thus,
‖xi(t)‖ or ‖zi(t)‖ ≤ ρ, for i ∈ {1, . . . , N}, t ≥ 0.
B. Convergence Analysis
In this part, we provide the detailed analysis on the con-
vergence properties of our proposed algorithm. We denote the
σ-field generated by the entire history of the random variables
from step 0 to t− 1 by Ft, i.e.,
Ft =
{
{xi0, i ∈ V}, t = 0,
{(xi0, i ∈ V); (ξi(r), i ∈ V); 0 ≤ r ≤ t− 1}, t ≥ 1.
Before proceeding to the main results, we first introduce some
important lemmas.
The following lemma provides some properties of function
f ti,µi(x):
Lemma 1: ( [26]) Suppose Assumption 2 holds. For each
i ∈ V , the following properties of the function f ti,µi(x) are
satisfied.
1) f ti,µi(x) is convex, and it satisfies
f ti (x) ≤ f ti,µi(x) ≤ f ti (x) +
√
nµˆDˆ,
where n is the dimension of x, µˆ = maxi∈V µi.
2) f ti,µi(x) is differentiable and its gradient satisfies
∇f ti,µi(x) = E[gtµi(x)|Ft].
Further, both f ti,µi(x) and its gradient are Lipschitz con-
tinuous with Lipschitz constants Dˆ and Lˆ, respectively,
i.e.,
‖f ti,µi(x)− f ti,µi(y)‖ ≤ Dˆ‖x− y‖,
‖∇f ti,µi(x) −∇f ti,µi(y)‖ ≤ Lˆ‖x− y‖,
where Lˆ = maxi∈V
2
√
nDˆ
µi .
3) The random gradient-free oracle gtµi(x) satisfies
E[‖gtµi(xi(t))‖|Ft] ≤
√
E[‖gtµi(xi(t))‖2|Ft]
≤ (n+ 4)Dˆ,
where n is the dimension of x.
An important result on the weighting matrix A is presented
in the following lemma:
Lemma 2: (Lemma 1 in [32]) Suppose Assumption 1 holds.
A is the weighting matrix, the constatnt ǫ in A satisfies
ǫ ∈ (0, ǫ¯) with ǫ¯ = 1(20+8N)N (1 − |λ3|)N , where λ3 is
the third largest eigenvalue of A by setting ǫ = 0. Then
∀i, j ∈ {1, . . . , 2N}, the entries [At]ij converge to their limits
as t→∞ at a geometric rate, i.e.,∥∥∥∥∥At −
[
1N1
T
N
N
1N1
T
N
N
0 0
]∥∥∥∥∥
∞
≤ Γγt, t ≥ 1,
where Γ > 0 and 0 < γ < 1 are some constants.
Now, we denote that z¯(t) = 1N
∑2N
i=1 z
i(t). Then, we can
obtain from (6) that
z¯(t+ 1) =
1
N
2N∑
i=1
2N∑
j=1
[A]ijz
j(t) +
1
N
2N∑
i=1
gi(t)
=
1
N
2N∑
j=1
zj(t) +
1
N
2N∑
i=1
gi(t)
= z¯(t) +
1
N
2N∑
i=1
gi(t), (7)
where we have used column-stochastic property of A, i.e., for
t ≥ 1, it holds that ∑2Ni=1[At]ij = 1.
Similar to the common assumption on the boundness of the
gradient/subgradient in distributed optimization problems, the
following lemma provides a bound on the augmented gradient-
free oracle gi(t):
Lemma 3: Suppose Assumptions 1 and 2 hold. Let ǫ be the
constant such that ǫ ≤ min(ǫ¯, 1−γ2NΓγ ) where ǫ¯ = 1(20+8N)N (1−
|λ3|)N , Γ > 0 and 0 < γ < 1 are some constants. Then, there
exists some bounded constant G > 0, such that for all k ≥ 0,
the augmented gradient-free oracle gj(t) satisfies
N∑
j=1
E[‖gj(t)‖|Ft] ≤ Gα(t),
where αk is the non-increasing step-size with its limit equal
to 0.
Proof: We first show the following two inequalities hold for
any K ≥ 2
K∑
t=1
N∑
j=1
E[‖gj(t)‖|Ft] ≤ Φ1
K∑
t=1
α(t) + Ψ1, (8)
K∑
t=1
α(t)
N∑
j=1
E[‖gj(t)‖|Ft] ≤ Φ2
K∑
t=1
α2(t) + Ψ2, (9)
where Φ1,Φ2,Ψ1 and Ψ2 are some bounded positive con-
stants.
According to Lemma 1-(b) in [37], we have∥∥∥∥PX
[ N∑
j=1
[Ar]ijx
j(t) + ǫyi(t)− α(t)gtµi (xi(t))
]
−
N∑
j=1
[Ar]ijx
j(t)
∥∥∥∥ ≤ ‖ǫyi(t)− α(t)gtµi(xi(t))‖,
which implies
‖gi(t)‖ ≤
∥∥∥xi(t+ 1)− N∑
j=1
[Ar]ijx
j(t)
∥∥∥+ ‖ǫyi(t)‖
≤ ‖ǫyi(t)− α(t)gtµi (xi(t))‖ + ǫ‖yi(t)‖
≤ α(t)‖gtµi(xi(t))‖ + 2ǫ‖yi(t)‖. (10)
where the first inequality comes from the definition of gi(t).
For the boundedness of ‖yi(t)‖, taking the norm and con-
ditional expectation on Fℓ from ℓ = 0 to t − 1 in (14) for
N + 1 ≤ i ≤ 2N and k > 1, we have
E[‖zi(t)‖|Ft−1] ≤
∑2N
j=1
∥∥[Ak]ij∥∥ρ
+
∑t−1
r=1
∑N
j=1
∥∥[At−r]ij∥∥E[‖gj(r − 1)‖|Fr−1]. (11)
Applying Lemma 2 to (11), we can obtain that
E[‖yi(t)‖|Ft−1] ≤ 2NρΓˆγt
+ Γˆ
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1].
Thus, taking the conditional expectation on Fℓ from ℓ = t−1
to t in (10), and substituting the above result, we have
E[‖gi(t)‖|Ft] ≤4NρǫΓˆγt + (n+ 4)Dˆα(t)
+ 2ǫΓˆ
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1],
where we have applied Lemma 1-(3) on E[‖gtµi(xi(t))‖|Ft].
Thus, it follows that
N∑
i=1
E[‖gi(t)‖|Ft] ≤ 4N2ρǫΓˆγt + (n+ 4)NDˆα(t)
+ 2NǫΓˆ
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1]. (12)
Summing (12) over time from t = 1 to K , we have
K∑
t=1
N∑
i=1
E[‖gi(t)‖|Ft] ≤ 4N2ρǫΓˆ
K∑
t=1
γt
+ (n+ 4)NDˆ
K∑
t=1
α(t)
+ 2NǫΓˆ
K∑
t=1
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1].
Noting that
K∑
t=1
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1]
≤ γ
1− γ
K∑
t=1
N∑
j=1
E[‖gj(t)‖|Ft],
we have
K∑
t=1
N∑
i=1
E[‖gi(t)‖|Ft] ≤4N
2ρǫΓˆγ
1− γ + (n+ 4)NDˆ
K∑
t=1
α(t)
+
2NǫΓˆγ
1− γ
K∑
t=1
N∑
j=1
E[‖gj(t)‖|Ft].
Rearranging the terms and doing some simple algebra, we can
obtain the result of (8).
Similarly, it follows from (12) that
K∑
t=1
α(t)
N∑
i=1
E[‖gi(t)‖|Ft] ≤ 4N2ρǫΓˆ
K∑
t=1
γtα(t)
+ (n+ 4)NDˆ
K∑
t=1
α2(t)
+ 2NǫΓˆ
K∑
t=1
α(t)
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1]. (13)
Noting that
K∑
t=1
γtα(t) ≤ 1
2
K∑
t=1
α2(t) +
γ2
2(1− γ2) ,
and the step-size is non-increasing, it holds that
K∑
t=1
α(t)
t−1∑
r=1
γt−r
N∑
j=1
E[‖gj(r − 1)‖|Fr−1]
≤ γ
1− γ
K∑
t=1
α(t)
N∑
j=1
E[‖gj(t)‖|Ft].
Applying the above results, it follows from (13) that
K∑
t=1
α(t)
N∑
i=1
E[‖gi(t)‖|Ft] ≤ (n+ 4)NDˆ
K∑
t=1
α2(t)
+ 4N2ρǫΓˆ(
1
2
K∑
t=1
α2(t) +
γ2
2(1− γ2) )
+
2NǫΓˆγ
1− γ
K∑
t=1
α(t)
N∑
j=1
E[‖gj(t)‖|Ft].
Rearranging the terms and doing some simple algebra, we can
obtain the result of (9).
Next, we show the convergence of
∑N
j=1 E[‖gj(t)‖|Ft].
Taking the limsup on both sides of (12), and noting
that lim supt→∞
∑t−1
r=1 γ
t−r∑N
j=1 E[‖gj(r − 1)‖|Fr−1] ≤
γ
1−γ lim supt→∞
∑N
j=1 E[‖gj(t)‖|Ft], limt→∞ γt = 0 and
limt→∞ α(t) = 0, we obtain
(1− 2NǫΓγ
1− γ ) lim supt→∞
N∑
j=1
E[‖gj(t)‖|Ft] ≤ 0.
If ǫ ≤ 1−γ2NΓγ , then 0 ≤ lim supt→∞
∑N
j=1 E[‖gj(t)‖|Ft] ≤
0, which gives lim supt→∞
∑N
j=1 E[‖gj(t)‖|Ft] = 0. On the
other hand, since lim inf t→∞
∑N
j=1 E[‖gj(t)‖|Ft] ≥ 0, thus
0 ≤ lim inf
t→∞
N∑
j=1
E[‖gj(t)‖|Ft]
≤ lim sup
t→∞
N∑
j=1
E[‖gj(t)‖|Ft] = 0,
which gives
lim
t→∞
N∑
j=1
E[‖gj(t)‖|Ft] = 0.
Therefore,
∑N
j=1 E[‖gj(t)‖|Ft] converges to 0.
Lastly, we prove the desired result by contradiction. Suppose
the statement is not true. Then there exists some t, such that
(
∑N
j=1 E[‖gj(t)‖|Ft])/α(t) = ∞. Since α(t) 6= 0, there are
two cases where (
∑N
j=1 E[‖gj(t)‖|Ft])/α(t) = ∞. Case 1:
at some finite tf , (
∑N
j=1 E[‖gj(tf )‖|Ftf ])/α(tf ) =∞; Case
2: (
∑N
j=1 E[‖gj(t)‖|Ft])/α(t) = ∞ when t goes to infinity.
Next, we show that both cases lead to contradiction.
Case 1: Suppose at some finite tf ,
∑N
j=1 E[‖gj(tf )‖|Ftf ] =
∞. Since tf is finite, we can always find a finite constant
K > tf . From (9), we have
K∑
t=1
α(t)
N∑
j=1
E[‖gj(t)‖|Ft] ≤ Φ2
K∑
t=1
α2(t) + Ψ2 <∞,
which implies every term α(t)
∑N
j=1 E[‖gj(t)‖|Ft], t =
1, . . . ,K is bounded. Since α(t) 6= 0, every term∑N
j=1 E[‖gj(t)‖|Ft] is bounded for t = 1, . . . ,K , which
contradicts to
∑N
j=1 E[‖gj(tf )‖|Ftf ] =∞.
Case 2: Suppose (
∑N
j=1 E[‖gj(t)‖|Ft])/α(t) = ∞ when
t goes to infinity. Since
∑N
j=1 E[‖gj(t)‖|Ft] is convergent,
it implies that there exists some finite K > 0 such that for
all t ≥ K , we have ∑Nj=1 E[‖gj(t)‖|Ft] > 2Φ1α(t). Since∑∞
t=1 α(t) =∞, we have
Φ1
K−1∑
t=1
α(t) + Ψ1 < Φ1
∞∑
t=K
α(t) =∞.
Hence, we obtain
∞∑
t=1
N∑
j=1
E[‖gj(t)‖|Ft] >
∞∑
t=K
N∑
j=1
E[‖gj(t)‖|Ft]
> 2Φ1
∞∑
t=K
α(t) > Φ1
∞∑
t=1
α(t) + Ψ1,
which contradicts to (8).
Therefore, combining both cases, we complete the proof. 
With the above lemmas, we are ready to establish the main
results consisting of two theorems – one for consensus and
the other for optimality. We first provide bounds for both
E[‖zi(t) − z¯(t)‖] and E[‖zi(t) − z¯(t)‖]2 for 1 ≤ i ≤ N ,
followed by the detailed analysis on dynamic regret Ri(T ).
Theorem 1: Suppose Assumptions 1 and 2 hold. Let
{zi(t)}t≥0 be the sequence generated by (6) with non-
increasing step-size sequence {α(t)}t≥0. Then, for i =
{1, . . . , N}, zi(t) satisfies
E[‖zi(t)− z¯(t)‖] ≤ 2NρΓˆγt +GΓˆ
t∑
r=1
γt−rα(r − 1),
where Γˆ > 0, 0 < γ < 1 and G > 0 are some constants.
Proof: Noting that for t ≥ 1, we have
zi(t) =
2N∑
j=1
[At]ijz
j
0 +
t−1∑
r=1
2N∑
j=1
[At−r]ijgj(r − 1) + gi(t− 1),
(14)
by applying (6) recursively. Then we can obtain from (7) that
z¯(t) =
1
N
2N∑
j=1
z
j
0 +
1
N
t∑
r=1
2N∑
j=1
gj(r − 1). (15)
Then, subtracting (15) from (14) and taking the norm, we have
that for 1 ≤ i ≤ N and t ≥ 1,
‖zi(t)− z¯(t)‖ ≤
2N∑
j=1
∥∥∥∥[At]ij − 1N
∥∥∥∥ρ
+
t−1∑
r=1
N∑
j=1
∥∥∥∥[At−r]ij − 1N
∥∥∥∥‖gj(r − 1)‖
+
N − 1
N
‖gi(t− 1)‖+ 1
N
∑
j 6=i
‖gj(t− 1)‖.
Noting that
N − 1
N
‖gi(t− 1)‖+ 1
N
∑
j 6=i
‖gj(t− 1)‖
≤ N − 1
N
N∑
i=1
‖gi(t− 1)‖+ 1
N
N∑
j=1
‖gj(t− 1)‖
=
N∑
j=1
‖gj(t− 1)‖.
By applying Lemma 2 and denoting Γˆ = max{Γ, 1}, we can
obtain that
‖zi(t)− z¯(t)‖ ≤2NρΓγt +
N∑
j=1
‖gj(t− 1)‖
+ Γ
t−1∑
r=1
γt−r
N∑
j=1
‖gj(r − 1)‖
≤2NρΓˆγt + Γˆ
t∑
r=1
γt−r
N∑
j=1
‖gj(r − 1)‖.
Taking the conditional expectation on Fℓ from ℓ = 0 to t− 1
and using the result of Lemma 3 yields
E[‖zi(t)− z¯(t)‖|Ft−1] ≤ 2NρΓˆγt +GΓˆ
t∑
r=1
γt−rα(r − 1)
(16)
Taking the total expectation for (16), we complete the proof.

Remark 1: Theorem 1 characterizes the consensus property
of the algorithm. Denoting limt→∞ α(t) by α˜, then it is not
difficult to show that
lim
t→∞
t∑
r=1
γt−rα(r − 1) = α˜
1− γ ,
which means lim supt→∞ E[‖zi(t) − z¯(t)‖] ≤ (GΓˆα˜)/(1 −
γ); namely, all agents zi(t), i ∈ V will converge to the same
point z¯(t) with an error bounded by a constant depending on
the limit of the step-size α˜. If α˜ = 0, then the asymptotic
convergence results can be achieved.
Theorem 2: Suppose Assumptions 1 and 2 hold. Let
{zi(t)}t≥0 be the sequence generated by (6) with the step-
size sequence α(t) = 1/
√
t+ 1. Then, for any i ∈ V and
time duration T > 0, the dynamic regret Ri(T ) satisfies
Ri(T ) ≤ (T + 1)
√
nNµˆDˆ + C1
√
T + 1
+ (C2 + C3 + C4)
√
T + 1 ln(T + 1)
where
C1 = V0 + 2NρΘT +NBT
C2 =
(
2NρGΓˆα0 + 4N
2ρ2LˆΓˆα0
+ 2(n+ 4)N2ρDˆΓˆα0 + 2NDˆGΓˆ
)
/(1− γ)
C3 = N(n+ 4)2Dˆ2 +
(
G2Γˆ
+ 2NρLˆGΓˆ + (n+ 4)NDˆGΓˆ
)
/(1− γ)
C4 = (2N2ρDˆΓˆ)/(1− γ),
V0 =
1
2E[‖z¯(0) − x⋆µ(0)‖2], ΘT is defined in (2), BT =∑T
t=0(Bcov,1+Bcov,2), Bcov,1 and Bcov,2 are the upper bounds
of some covariance terms.
Proof: Let us define a positive scalar function V (t) as
V (t) =
1
2
(z¯(t)− x⋆µ(t))T (z¯(t)− x⋆µ(t)),
where z¯(t) is defined in (7) and x⋆µ(t) is the optimal solution
of (3) at time-step t. Then, it can be obtained that
∆V (t) = V (t+ 1)− V (t)
= −1
2
‖z¯(t+ 1)− z¯(t)‖2 + 1
2
〈x⋆µ(t+ 1) + x⋆µ(t)
− 2z¯(t+ 1),x⋆µ(t+ 1)− x⋆µ(t)〉
+ 〈z¯(t+ 1)− z¯(t), z¯(t+ 1)− x⋆µ(t)〉
≤ −1
2
‖z¯(t+ 1)− z¯(t)‖2 + 2ρ‖x⋆µ(t+ 1)− x⋆µ(t)‖
+ 〈z¯(t+ 1)− z¯(t), z¯(t+ 1)− x⋆µ(t)〉, (17)
where we have used ρ = sup
x∈X ‖x‖. Then, we will bound
the dynamic regret Ri(T ) in the following three steps.
Step 1. Bound of function ∆V (t):
According to (7), we can further expand the last term in
(17) as follows
〈z¯(t+ 1)− z¯(t), z¯(t+ 1)− x⋆µ(t)〉
= 〈 1
N
N∑
i=1
gi(t), z¯(t+ 1)− x⋆µ(t)〉
=
1
N
N∑
i=1
〈gi(t), z¯(t+ 1)− zi(t+ 1)〉 (18a)
+
1
N
N∑
i=1
〈gi(t), zi(t+ 1)− x⋆µ(t)〉. (18b)
For (18a), we have
1
N
N∑
i=1
〈gi(t), z¯(t+ 1)− zi(t+ 1)〉
≤ 1
N
N∑
i=1
‖gi(t)‖‖z¯(t+ 1)− zi(t+ 1)‖.
Taking the conditional expectation on Ft on both sizes, we
have
E[
1
N
N∑
i=1
〈gi(t), z¯(t+ 1)− zi(t+ 1)〉|Ft] ≤
1
N
N∑
i=1
E[‖gi(t)‖|Ft]E[‖z¯(t+ 1)− zi(t+ 1)‖|Ft] + Bcov,1,
where Bcov,1 > 0 is an upper bound of the covariance term
Cov(gi(t), z¯(t + 1) − zi(t + 1)). Applying Lemma 3 on∑N
i=1 E[‖gi(t)‖|Ft] and taking the total expectation, we have
E[
1
N
N∑
i=1
〈gi(t), z¯(t+ 1)− zi(t+ 1)〉]
≤ 1
N
Gα(t)E[‖z¯(t+ 1)− zi(t+ 1)‖] + Bcov,1
≤ 1
N
Gα(t)(2NρΓˆγt+1 +GΓˆ
t+1∑
r=1
γt−r+1α(r − 1))
+ Bcov,1 ≤ 2ρGΓˆα(t)γt+1
+
G2Γˆ
N
α(t)
t+1∑
r=1
γt−r+1α(r − 1)) + Bcov,1, (19)
where we have applied Theorem 1.
For (18b), we have
1
N
N∑
i=1
〈gi(t), zi(t+ 1)− x⋆µ(t)〉 =
1
N
N∑
i=1
〈gi(t) + α(t)gtµi(zi(t)), zi(t+ 1)− x⋆µ(t)〉 (20a)
+
1
N
N∑
i=1
〈α(t)gtµi(zi(t)),x⋆µ(t)− zi(t+ 1)〉. (20b)
For (20a), it follows from Lemma 1 in [37] that
〈gi(t) + α(t)gtµi(zi(t)), zi(t+ 1)− x⋆µ(t)〉 ≤ 0. (21)
For (20b), it can be further expanded as
1
N
N∑
i=1
〈α(t)gtµi (zi(t)),x⋆µ(t)− zi(t+ 1)〉
=
1
N
N∑
i=1
〈α(t)gtµi (zi(t)),x⋆µ(t)− z¯(t)〉 (22a)
+
1
N
N∑
i=1
〈α(t)gtµi (zi(t)), z¯(t)− z¯(t+ 1)〉 (22b)
+
1
N
N∑
i=1
〈α(t)gtµi (zi(t)), z¯(t+ 1)− zi(t+ 1)〉. (22c)
For (22a), it can be further expanded as
1
N
N∑
i=1
〈α(t)gtµi (zi(t)),x⋆µ(t)− z¯(t)〉
=
1
N
N∑
i=1
〈α(t)(gtµi(zi(t))−∇f ti,µi(z¯(t))),x⋆µ(t)− z¯(t)〉
+
1
N
N∑
i=1
〈α(t)∇f ti,µi (z¯(t)),x⋆µ(t)− z¯(t)〉
Taking the conditional expectation on Ft and applying
Lemma 1-(2) on E[gtµi(z
i(t))|Ft], we have
E[
1
N
N∑
i=1
〈α(t)gtµi (zi(t)),x⋆µ(t)− z¯(t)〉|Ft]
=
1
N
N∑
i=1
〈α(t)(∇f ti,µi(zi(t)) −∇f ti,µi(z¯(t))),x⋆µ(t)− z¯(t)〉
+
1
N
N∑
i=1
〈α(t)∇f ti,µi (z¯(t)),x⋆µ(t)− z¯(t)〉
≤ 1
N
N∑
i=1
α(t)‖∇f ti,µi(zi(t)) −∇f ti,µi(z¯(t))‖‖x⋆µ(t)− z¯(t)‖
+
1
N
N∑
i=1
〈α(t)∇f ti,µi (z¯(t)),x⋆µ(t)− z¯(t)〉.
Noting that ‖x⋆µ(t) − z¯(t)‖ ≤ 2ρ and applying Lemma 1-(2)
on ‖∇f ti,µi(zi(t))−∇f ti,µi(z¯(t))‖, we have
E[
1
N
N∑
i=1
〈α(t)gtµi(zi(t)),x⋆µ(t)− z¯(t)〉|Ft]
≤2ρLˆα(t)
N
N∑
i=1
‖zi(t)− z¯(t)‖
+
1
N
N∑
i=1
α(t)
(
f ti,µi(x
⋆
µ(t))− f ti,µi(z¯(t))
)
=
2ρLˆα(t)
N
N∑
i=1
‖zi(t)− z¯(t)‖
+
1
N
α(t)
(
f tµ(x
⋆
µ(t))− f tµ(z¯(t))
)
,
where we have used the convex property of f ti,µi(x) in the
first inequality. Taking the total expectation and applying
Theorem 1 on E[‖zi(t)− z¯(t)‖], we have
E[
1
N
N∑
i=1
〈α(t)gtµi (zi(t)),x⋆µ(t)− z¯(t)〉]
≤2ρLˆα(t)
N
N∑
i=1
(
2NρΓˆγt +GΓˆ
t∑
r=1
γt−rα(r − 1))
+
1
N
α(t)
(
f tµ(x
⋆
µ(t))− f tµ(z¯(t))
)
≤4Nρ2LˆΓˆα(t)γt + 2ρLˆGΓˆα(t)
t∑
r=1
γt−rα(r − 1)
+
1
N
α(t)
(
f tµ(x
⋆
µ(t))− f tµ(z¯(t))
)
. (23)
For (22b), it can be obtained that
1
N
N∑
i=1
〈α(t)gtµi (zi(t)), z¯(t)− z¯(t+ 1)〉
≤ 1
2
‖ 1
N
N∑
i=1
α(t)gtµi(z
i(t))‖2 + 1
2
‖z¯(t)− z¯(t+ 1)‖2
≤ 1
2N
α2(t)
N∑
i=1
‖gtµi(zi(t))‖2 +
1
2
‖z¯(t)− z¯(t+ 1)‖2.
Taking the total expectation and applying Lemma 1-(3) on
E[gtµi(z
i(t))‖2] yields
E[
1
N
N∑
i=1
〈α(t)gtµi (zi(t)), z¯(t)− z¯(t+ 1)〉]
≤ (n+ 4)
2Dˆ2
2
α2(t) +
1
2
E[‖z¯(t)− z¯(t+ 1)‖2]. (24)
For (22c), it can be obtained that
1
N
N∑
i=1
〈α(t)gtµi(zi(t)), z¯(t+ 1)− zi(t+ 1)〉
≤ 1
N
N∑
i=1
α(t)‖gtµi(zi(t))‖‖z¯(t+ 1)− zi(t+ 1)‖
Taking the total expectation and applying Lemma 1-(3) on
E[gtµi(z
i(t))‖2] and Theorem 1 on E[‖z¯(t + 1)− zi(t + 1)‖]
yields
E[
1
N
N∑
i=1
〈α(t)gtµi (zi(t)), z¯(t+ 1)− zi(t+ 1)〉] ≤ Bcov,2
+ (n+ 4)Dˆα(t)(2NρΓˆγt+1 +GΓˆ
t+1∑
r=1
γt−r+1α(r − 1))
≤ Bcov,2 + 2(n+ 4)NρDˆΓˆα(t)γt+1
+ (n+ 4)DˆGΓˆα(t)
t+1∑
r=1
γt−r+1α(r − 1), (25)
where Bcov,2 > 0 is an upper bound of the covariance
term Cov(gtµi(z
i(t)), z¯(t + 1) − zi(t + 1)). Taking the total
expectation for (20), and combining the results of (21) and
(22) with substitutions of (23), (24) and (25), we have
E[
1
N
N∑
i=1
〈gi(t), zi(t+ 1)− x⋆µ(t)〉]
≤ 4Nρ2LˆΓˆα(t)γt + 2ρLˆGΓˆα(t)
t∑
r=1
γt−rα(r − 1)
+
1
N
α(t)(f tµ(x
⋆
µ(t))− f tµ(z¯(t)))
+
(n+ 4)2Dˆ2
2
α2(t) +
1
2
E[‖z¯(t)− z¯(t+ 1)‖2]
+ 2(n+ 4)NρDˆΓˆα(t)γt+1
+ (n+ 4)DˆGΓˆα(t)
t+1∑
r=1
γt−r+1α(r − 1) + Bcov,2
≤ (4Nρ2LˆΓˆ + 2(n+ 4)NρDˆΓˆ)α(t)γt
+ (2ρLˆGΓˆ + (n+ 4)DˆGΓˆ)α(t)
t+1∑
r=1
γt−rα(r − 1)
+
1
N
α(t)(f tµ(x
⋆
µ(t))− f tµ(z¯(t))) +
(n+ 4)2Dˆ2
2
α2(t)
+
1
2
E[‖z¯(t)− z¯(t+ 1)‖2] + Bcov,2. (26)
Taking the total expectation for (18), and substituting (19) and
(26) into (18a) and (18b), we have
E[〈z¯(t+ 1)− z¯(t), z¯(t+ 1)− x⋆µ(t)〉]
≤ 2ρGΓˆα(t)γt+1 + G
2Γˆ
N
α(t)
t+1∑
r=1
γt−r+1α(r − 1))
+ (4Nρ2LˆΓˆ + 2(n+ 4)NρDˆΓˆ)α(t)γt
+ (2ρLˆGΓˆ + (n+ 4)DˆGΓˆ)α(t)
t+1∑
r=1
γt−rα(r − 1)
+
1
N
α(t)(f tµ(x
⋆
µ(t)) − f tµ(z¯(t))) +
(n+ 4)2Dˆ2
2
α2(t)
+
1
2
E[‖z¯(t)− z¯(t+ 1)‖2] + Bcov,1 + Bcov,2
≤ (2ρGΓˆ + 4Nρ2LˆΓˆ + 2(n+ 4)NρDˆΓˆ)α(t)γt
+ (
G2Γˆ
N
+ 2ρLˆGΓˆ + (n+ 4)DˆGΓˆ)α(t)
t+1∑
r=1
γt−rα(r − 1)
+
1
N
α(t)(f tµ(x
⋆
µ(t))− f tµ(z¯(t))) +
(n+ 4)2Dˆ2
2
α2(t)
+
1
2
E[‖z¯(t)− z¯(t+ 1)‖2] + Bcov,1 + Bcov,2. (27)
Taking the total expectation for (17), and substituting (27) into
it, we can obtain
E[∆V (t)] ≤
− 1
2
E[‖z¯(t+ 1)− z¯(t)‖2] + 2ρ‖x⋆µ(t+ 1)− x⋆µ(t)‖
+ E[〈z¯(t+ 1)− z¯(t), z¯(t+ 1)− x⋆µ(t)〉] ≤
2ρ‖x⋆µ(t+ 1)− x⋆µ(t)‖ +
1
N
α(t)(f tµ(x
⋆
µ(t))− E[f tµ(z¯(t))])
+ (2ρGΓˆ + 4Nρ2LˆΓˆ + 2(n+ 4)NρDˆΓˆ)α(t)γt
+ (
G2Γˆ
N
+ 2ρLˆGΓˆ + (n+ 4)DˆGΓˆ)α(t)
t+1∑
r=1
γt−rα(r − 1)
+
(n+ 4)2Dˆ2
2
α2(t) + Bcov,1 + Bcov,2 ≤
2ρ‖x⋆µ(t+ 1)− x⋆µ(t)‖ +
1
N
α(t)(f tµ(x
⋆
µ(t))− E[f tµ(z¯(t))])
+ (2ρGΓˆ + 4Nρ2LˆΓˆ + 2(n+ 4)NρDˆΓˆ)α0γ
t
+ (
G2Γˆ
N
+ 2ρLˆGΓˆ + (n+ 4)DˆGΓˆ)
t+1∑
r=1
γt−rα2(r − 1)
+
(n+ 4)2Dˆ2
2
α2(t) + Bcov,1 + Bcov,2.
Noting that −∑Tt=0 E[∆V (t)] = E[V (0)] − E[V (T )] ≤
E[V (0)] = V0, we have
T∑
t=0
α(t)(E[f tµ(z¯(t))]− f tµ(x⋆µ(t))) ≤ V0 + 2NρΘµ,T
+
N(n+ 4)2Dˆ2
2
T∑
t=0
α2(t) +
(
2NρGΓˆ + 4N2ρ2LˆΓˆ
+ 2(n+ 4)N2ρDˆΓˆ
)
α0
T∑
t=0
γt +
(
G2Γˆ + 2NρLˆGΓˆ
+ (n+ 4)NDˆGΓˆ
) T∑
t=0
t+1∑
r=1
γt−rα2(r − 1)
+N
T∑
t=0
(Bcov,1 + Bcov,2).
Step 2. Bound of dynamic regret Rµi (T ) for problem (3):
Since α(t) is positive and non-increasing, then α(t) ≥
α(T ), for 0 ≤ t ≤ T . Denoting ∑Tt=0(Bcov,1 + Bcov,2) by
BT and noting that E[f tµ(z¯(t))] ≥ f tµ(x⋆µ(t), we can obtain
T∑
t=0
(E[f tµ(z¯(t))] − f tµ(x⋆µ(t))
≤ V0 + 2NρΘµ,T +NBT
α(T )
+
N(n+ 4)2Dˆ2
2α(T )
T∑
t=0
α2(t)
+
2NρGΓˆα0 + 4N
2ρ2LˆΓˆα0 + 2(n+ 4)N
2ρDˆΓˆα0
α(T )
T∑
t=0
γt
+
G2Γˆ + 2NρLˆGΓˆ + (n+ 4)NDˆGΓˆ
α(T )
T∑
t=0
t+1∑
r=1
γt−rα2(r − 1).
(28)
Considering the dynamic regret Rµi(T ) for problem (3)
Rµi(T ) =
T∑
t=0
(
E[f tµ(z
i(t))]− f tµ(x⋆µ(t))
)
=
T∑
t=0
(
E[f tµ(z
i(t))− f tµ(z¯(t))])
)
+
T∑
t=0
(
E[f tµ(z¯(t))]− f tµ(x⋆µ(t))
)
≤ NDˆ
T∑
t=0
E[‖zi(t)− z¯(t)‖]
+
T∑
t=0
(
E[f tµ(z¯(t))]− f tµ(x⋆µ(t))
)
≤ 2N2ρDˆΓˆ
T∑
t=0
γt +NDˆGΓˆ
T∑
t=0
t∑
r=1
γt−rα(r − 1)
+
T∑
t=0
(
E[f tµ(z¯(t))]− f tµ(x⋆µ(t))
)
,
where the first inequality follows from Lemma 1-(2) and the
second inequality is a consequence of Theorem 1. Combining
the result of (28), we have
Rµi(T ) ≤ V0 + 2NρΘµ,T +NBTα(T )
+
G2Γˆ + 2NρLˆGΓˆ + (n+ 4)NDˆGΓˆ
α(T )
T∑
t=0
t+1∑
r=1
γt−rα2(r − 1)
+
(
2NρGΓˆα0 + 4N
2ρ2LˆΓˆα0 + 2(n+ 4)N
2ρDˆΓˆα0
α(T )
+ 2N2ρDˆΓˆ
) T∑
t=0
γt +NDˆGΓˆ
T∑
t=0
t∑
r=1
γt−rα(r − 1)
+
N(n+ 4)2Dˆ2
2α(T )
T∑
t=0
α2(t).
Step 3. Bound of dynamic regret Ri(T ) for problem (1):
From Lemma 1-(1), it is easy to see that f tµ(x
⋆
µ(t)) ≤
f tµ(x
⋆(t)) ≤ f t(x⋆(t)) +√nNµˆDˆ, which leads to the result
that
Ri(T ) =
T∑
t=0
(
E[f t(xi(t))]− f t(x⋆(t))
)
≤
T∑
t=0
(
E[f tµ(x
i(t))] − f tµ(x⋆µ(t)) +
√
nNµˆDˆ
)
= Rµi(T ) + (T + 1)
√
nNµˆDˆ.
Thus, we obtain the bound of the dynamic regret Ri(T ) for
problem (1)
Ri(T ) ≤ (T + 1)
√
nNµˆDˆ +
V0 + 2NρΘT +NBT
α(T )
+
G2Γˆ + 2NρLˆGΓˆ + (n+ 4)NDˆGΓˆ
α(T )
T∑
t=0
t+1∑
r=1
γt−rα2(r − 1)
+
(
2NρGΓˆα0 + 4N
2ρ2LˆΓˆα0 + 2(n+ 4)N
2ρDˆΓˆα0
α(T )
+ 2N2ρDˆΓˆ
) T∑
t=0
γt +NDˆGΓˆ
T∑
t=0
t∑
r=1
γt−rα(r − 1)
+
N(n+ 4)2Dˆ2
2α(T )
T∑
t=0
α2(t).
Let α(t) = 1/
√
t+ 1, we have
Ri(T ) ≤ (T + 1)
√
nNµˆDˆ +
√
T + 1(V0 + 2NρΘT +NBT )
+
√
T + 1(G2Γˆ + 2NρLˆGΓˆ + (n+ 4)NDˆGΓˆ)
T∑
t=0
t+1∑
r=1
γt−r
1
r
+
(√
T + 1
(
2NρGΓˆα0 + 4N
2ρ2LˆΓˆα0 + 2(n+ 4)N
2ρDˆΓˆα0
)
+ 2N2ρDˆΓˆ
) T∑
t=0
γt +NDˆGΓˆ
T∑
t=0
t∑
r=1
γt−r
1√
r
+
√
T + 1N(n+ 4)2Dˆ2
2
T∑
t=0
1
t+ 1
Noting that
T∑
t=0
1
t+ 1
≤ 1 +
∫ T
0
dt
t+ 1
≤ 1 + ln(T + 1) ≤ 2 ln(T + 1),
T∑
t=0
t+1∑
r=1
γt−r
1
r
≤ 1
1− γ
T∑
t=1
1
t
≤ 1
1− γ (1 +
∫ T
1
dt
t
)
≤ 1
1− γ lnT ≤
1
1− γ ln(T + 1),
T∑
t=0
t+1∑
r=1
γt−r
1√
r
≤ 1
1− γ
T∑
t=1
1√
t
≤ 1
1− γ (1 +
∫ T
1
dt√
t
)
≤ 2
1− γ
√
T + 1,
we have
Ri(T ) ≤ (T + 1)
√
nNµˆDˆ +
√
T + 1(V0 + 2NρΘT +NBT )
+
√
T + 1 ln(T + 1)
G2Γˆ + 2NρLˆGΓˆ + (n+ 4)NDˆGΓˆ
1− γ
+
√
T + 1
2NρGΓˆα0 + 4N
2ρ2LˆΓˆα0 + 2(n+ 4)N
2ρDˆΓˆα0
1− γ
+
2N2ρDˆΓˆ
1− γ +
√
T + 1
2NDˆGΓˆ
1− γ
+
√
T + 1 ln(T + 1)N(n+ 4)2Dˆ2, (29)
which immediately leads to the desired result. 
Remark 2: Theorem 2 quantifies the bound of the dynamic
regret Ri(T ). It is obvious that C2, C3 and C4 are bounded
when T approaches∞. For C1, it is generally unbounded due
to the terms ΘT and BT when T approaches ∞. However,
if both ΘT and BT are not increasing too fast with respect
to T i.e., limT→∞ΘT /
√
T = 0 and limT→∞ BT /
√
T = 0,
then it can be further obtained that Ri(T )/T = √nNµˆDˆ +
O(ln T/√T ). It implies that if the variation of the optimal
solution sequence and the cumulative covariance sum are not
increasing too fast, the average dynamic regret over a period
of time T will be bounded by two parts. The first part is
the penalty due to the use of gradient-free oracle instead
of the true gradient information, which can be moderated
by choosing small smoothing parameter µˆ. The second part
measures how fast the proposed algorithm converges, which
will be in the order of O(ln T/√T ). As can be seen, by
choosing the step-size α(t) = 1/
√
t+ 1, the convergence rate
of the proposed online randomized gradient-free distributed
projected gradient descent (oRGF-DPGD) method achieves the
same rate O(ln T/√T ) as many state-of-the-art distributed
optimization algorithms (e.g., [10], [19], [32]). As the time
duration T goes to infinity, the average dynamic regret ap-
proximately converges to zero with an error bounded by a
constant depending on the smoothing parameters µˆ.
IV. NUMERICAL SIMULATION
In this section, we use a numerical example to verify the
derived properties. In particular, we consider the following on-
line distributed optimization problem in a multi-agent system
with 10 agents under a directed communication graph:
min f t(x) =
10∑
i=1
f ti (x), x ∈ X ,
where f t(x) = 10(x − 2 sin(0.001t)t )2 at time-step t, X =
[−1, 1]. Our proposed online randomized gradient-free DPGD
method will be used to solve this problem. For the weighting
matrix Ar and Ac, we let [Ar]ij = 1/|N ini | and [Ac]ij =
1/|N outj |. Throughout the simulation, we set ǫ = 0.1, µˆ =
10−4 and the step-size α(t) = 1/
√
1 + t.
For any t > 0, it is obvious that the optimal solution at
time-step t is x⋆(t) = 2 sin(0.001t)t , which is time-varying. As t
increases, the deviation of the optimal solution x⋆(t) decreases
gradually. We applied the proposed algorithm (Algorithm 1)
to the problem. The trajectories of each agent’s decision
variable and the optimal solution were plotted in Fig. 1. As
can be seen from Fig. 1, all agents converge to a single
trajectory, which verifies the consensus property established
in Theorem 1. Besides, the consensus trajectory formed by all
agents gradually conincides with the trajectory of the optimal
solution, which verifies the optimality property established in
Theorem 2. On the other hand, the average dynamic regret
Ri(T )/T was shown in Fig. 2. It can be observed that the
average dynamic regret goes to zero asymptotically, which is
consistent with our analysis in Remark 2.
V. CONCLUSIONS
In this paper, we have investigated the problem of on-
line optimization where the objective function can be time-
varying. To address this problem, we have developed an online
randomized gradient-free distributed projected gradient de-
scent algorithm in a multi-agent system where the underlying
communication network is directed. The implementation of
Fig. 1. Trajectories of xi(t)
Fig. 2. Trajectories of Ri(t)/t
this algorithm does not require the explicit expressions of
the objective functions, but only the measurements. A local
randomized gradient-free oracle is built as a replacement
of the gradient information in guiding the update of the
decision variables. With some standard assumptions on graph
connectivity and the objective function, we have characterized
the bound of the dynamic regret for any agent as a small error
term plus a product of a term depending on the deviation of the
optimal solution sequence and a sublinear function of the time
duration. Finally, numerical simulations have been conducted
to verify the effectiveness of the algorithm.
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