This paper presents an uniJied view of most previous 
Introduction
Table-lookup-and-addition methods, such as the bipartite method, have been the subject of much recent attention [4, 1, 5,6, 31. They allow to compute commonly used functions with low accuracy (currently up to 24 bits) with significantly lower hardware cost than that of a straightforward table implemcntation, while being faster than shiftand-add algorithms h la CORDIC or polynomial approximations. They are particularly useful in digital signal or image processing, and also for providing initial seed values to iterative methods such as the Newton-Raphson algorithms for division and square root [Z] which arc commonly used in the floating-point units of current processors. This paper clarifies some of the cost and accuracy yuestions which are incompletely formulated in previous papers. It also unifies two complimcntary approaches to multipartite tables, by Stine and Schulte [6] , and Muller [3] . It completely defines the implementation space for multipartite tables, which allows us to provide a methodology for selecting the best implementation that fullfills arbitrary accuracy and cost requirements. This methodology has been implcmented and is demonstrated on a few examplcs.
After some notations and definitions in Section 2, Section 3 presents previous table-lookup-and-addition methods, and unifies them as a general multipartite method. Section 4 shows how to explore the design space in order to se-0-7695-1150-3/01 $10.00 0 2001 EEE 128 lect the best multipartite implementation full-filling a given accuracy requirement. Section 5 defines the content of tables. Section 6 presents our implementation and its results.
Section 7 discusses the results and concludes.
Generalities

Notations
Throughout this paper, we discuss the implementation of a function with inputs and outputs in fixed-point format. We shall use the following notations. In general, we will identify any word of p bits to the integer in (0, ..., 2 P -1) it codes, writing such a word in capital letters. When needed, we will provide explicit functions t o map such an integer into the (real) domain or range of the function. For instance, an input word X will denote an integer in (0, ..., 2"' -l}, and we will express the real number
Errors
Usually, three different kinds of error affect the global error of an evaluation off: 0 The input discretisation (or quantisation) error measures the fact that an input number usually represents a small interval of values centered around this number.
0 The approximation (or method) error measurcs the difference between the pure mathematical function f and the approximated mathematical function (here, a piecewise affine function) used to evaluate it.
In the following, we will ignore the question of input discretisation, by considering that an input number only represents itself as an exact mathematical number. A discussion about quantisation errors should come before or after the implementation presented here.
3 Table- [3] , this method consists in approximating the function by affine segments, as illustrated on Figure 1 . The 2a segment5 are selected by the cy most significant bits of the input word. Instead of tabulating the 2"I values of the function, it is possible, for each segment, to tabulate one initial value, and to construct the other valucs by adding, to this initial values, an offset defined by the W I -a leaft significant bits of the input word.
The idea behind the bipartite method is to group the segments into 27 (with y < a ) larger intervals (4 on the figure) such that the slope of h e segments is considered constant on cach larger interval. Now there are only 27 tables of offsets, each containing 2p offsets. Altogether, we thus need to store 2" + 27+p values instead of 2"+4. In all the following, wc will call 
Exploiting symmetry
Schulte and Stine have remarked 151 that it is possible to exploit the symmetry of the segments on each small interval (see Figure 3 , which is a zoom view on Figure 1 ) to halve the size of the TO: They store in the TIV the value of the hnction in the middle of the small interval, and in the TO the offsets for a half segment. The offsets for thc othcr half are computed by symmetry. The extra hardware cost (moslly a few XOR gates) is usually more than compcnsated by the reduction in the TO size (see the SBTM paper, for Symmetric Bipartite Figure 3 . Segment symmetry
Multipartite methods
In another paper [6] , Schulte and Stine have remarked that the TO can be decomposed into several smaller tables: What the TO computes is a linear function TO(CB) = s(C) x B where s(C) is the slope of the segment. The sub-word B can be decomposed (as seen on Figure 4 ) into m sub-words Bi of sizes pi for 0 5 i < m:
Let us define po = 0, and pi = function computed by the TO is then: 
A general multipartite method
Investigating what is common to Schulte and Stine's STAM and Muller's multipartite methods leads us to define a decomposition into sub-words that generalises both:
The input word is split into two sub-words A and B of respective sizes a and ,d with Q + p = WI (see Fig. 4 ).
The most significant sub-word A addresses the TIV. 0 The least significant sub-word B will be used to address m > 1 TOs.
-B will in turn be decomposed into m sub-words Bo ,..., -A sub-word Bi starts at position pi and consists of Pi bits (see Fig. 4 ). We have po = 0 and -The sub-word Bi is used to address the TOi, the least significant being Bo.
Pi+l =Pi +Pi.
along with a sub-word Ci of length yi of A. The maximum approximation crror entailed by TOi will be a function of (yi,pi, Pi) which we will be able to compute exactly in Section 4.2. Thc TOs implementation will exploit their symmetry, just as in the STAM method.
The reader may check that the bipartite decomposition is a special case of our multipartite decomposition with m = 1, a = 2.~113, y = ~1 1 3 , = p0 = 2~1113. Similarly, Schulte and Stinc's STAM [6] is a multipartite decomposition where all the Ci's are equal, and Muller's multipartite approach [3] is a specific case of our decomposition where the ~i are multiples of constant intcgcrs.
It should be clear that general decompositions are more promising than Stine and Schulte's in that they allows to reduce the accuracy of the slope involved in the TOs (and thus their size). They are also more promising than Muller's, as they are more flexible (for example the size of the input word needs not be a multiple of some 2p + 1). Our methodology will also be slightly more accurate than both in the error analysis. Section 6 will show these improvements.
Other table-lookup and addition methods
In addition to the previous works, we should also mention Wong and Goto [7] who have presented a subtle approximation method which takes into consideration secondorder terms, and leads to an architecture involving additions before and after the table lookups. Our generalised multipartite method, however, will prove better both area and delay, as it will be exposed in Section 6.
Of interest is also the work from Hassler and Tagaki [I] , who have presented a method based on partial product arrays (PPAs) which is radically different from all the previous methods based on Taylor/linear approximation. Stine and Schulte show in [6] that their methods are more area and time efficient, so we do not elaborate here further.
Choosing a multipartite decomposition
Having defined in Section 3.4 the space of all the possible multipartite decompositions, we define in this section an efficient methodology to explore this space. The purpose of such an exploration is to select the best decomposition (in term of speed or area) that full-fills the accuracy requirement known a 5 faithful rounding, which will be presented in the following section. Section 4.2 shows that the approximation error can be computed accurately with only vcry few operations, which allows us to define in Section 4.3 an efficient exploration algorithm for an arbitrary cost function.
Faithful rounding and guard bits
Like previous authors, we want to implement the function f with faithful rounding: The computed result should be one of the two machine numbers closest to the mathematical result. In other words, the result should differ from lhe true result by less than one unit in the la5t place. Therefore we define the maximum output error as the value of the least significant bit of the output:
We thus need to ensure that the total implementation error will be smaller than e f . For this purpose, we will need to compute with an internal precision which is higher than the final precision: We will add g "guard" bits to the tables to ensure this internal precision.
The final error will then be the sum of three terms:
A mathematical approximation error, whose maximum value will be noted eapprox and will be computed exactly in Section 4.2.
The rounding error when filling each 
Our experiments show that it is very often possible to decrea5e this value by one and still keep faithful rounding, but we are unable to provide a solid argument for that.
Computing the approximation error
Here we consider a monotonic function with monotonic derivative (i.e. convex or concave) on its domain. This is not a very restrictive assumption: It is the case, after argument reduction, of all the functions studied by previous authors. The error function we consider here is the difference
between the exact mathematical value and the approximation. Note that other error functions are possible, for example taking into account the input discretisation. The formulas set up here would not apply in that case, but it would be possible to set up equivalent formulas.
Using these hypotheses, it is possible to exactly compute, using only a few floating-point operations in double precision, the minimum approximation error which will be entailed by a TOi with parameters p i , pi and ~i , and also the exact value to fill in these tables as well as in the TIV to reach this minimal error.
The main idea is that, for a given (pi, P i , ~i ) , the parameters that can vary to get the smallest error are the slope s(Ci) of the segments, and the values TIV(A). With our decomposition, several TIV(A) will share the same s(Ci). Figure 5 (another zoom of Figure 1 ) depicts this situation.
As the figure suggests, with our hypothesis of a monotonic (decreasing on the figure) derivative, the approximation error is maximal on the borders of the interval on which Solving this system gives the optimal slope' and the corresponding error:
An algorithm for choosing a decomposition
where (using the notations of Section 2.1) si = (6 -a)2-w'+Pi ($3; -1)
Now this error depends on Ci, that is on the interval on which the slope is considered constant. For the samc argument of convexity, it will be maximum either for Ci = 0 or for C i = 27: -1. Finally, the maximum approximation error due to TO+ in the decomposition 2) is:
In practice, it is emy to compute this approximation error by implementing equations (5) Enumerating the decompositions is an exponential task.
Fortunately, there are two simple tricks which are enough to cut the enumeration down to less than a minute for 24-bit operands (the maximum size for which multipartite methods architectures make sense).
0 The approximation error due to a TOi is actually only dependent on the function evaluated, the input precision and the three parameters pi, and ~i of this TOi. It is therefore possible to compute all these errors only once and store them in a three-dimensional array E
T O~] [ , B ] [ Y ] .
The size of this small array is at most 243 double-precision floating-point numbers.
e For a given pair (pi,,&), this error grows as yi decrea$es. Thcre exists a ~~i , , such that for any ^(i 5 T~,,, this error is larger than the required output precision.
These 'ymin(pi, pi) may also be computed once and stored in a table.
Finally, the enumeration of the (pi, pi) is limited by the relationpi+l = pi+pi, and the enumeration on -yi is limited by ymin < yi < a. Note that we have only left out decompositions which were unable to provide faithful rounding. It would also be possible, in addition, to leave out decomposition whose area is bigger than the current best. This tums out not to be needed.
The sizes of the tables
Evaluating precisely the size and speed of the implementation of a multipartite decomposition is rather technology dependent, and is out of the scope of the paper. We can, however compute exactly (as other authors) the number of bits to store in each table.
The size in bits of the TIV is simply 2a(wo + 9). The TOis have a smaller range than the TIV: Actually the rangc of TOi (Ci, *) is exactly equal to I si (ci ) x 6i I. Again for convexity reasons, this range is maximum either on C i = 0 or C. 1 --27' -1:
The number of output bits of TOi is therefore wi = Two + 9 + log,(ri/(d -411
In a symmetrical implementation of the TOi, the size in bits of the corresponding table will be 27{+3;-'(wi -1).
The actual costs (area and delay) of implementations of these tables and of multi-operand adders are the subject of current investigation. Section 6 will present some result? for Virtex FPGAs, showing that the bit counts presented above allows a predictive enough evaluation of the actual costs.
Filling the tables
The mathematical values
An initial value TIV(A) provided by the TIV for an input sub-word A will be used on an interval [ s~, s,] defined (using the notations of Sections 2.1 and 4.2) by:
On this interval, each TOi provides a constant slope, as its Ci is a sub-word of A. The approximation error, which is the sum of the e?(Ci) defined by Equation (3, will be maximal for xl and x, (with opposite signs).
The TIV exact value that ensures that this error bound is reached is thercfore (before rounding) is:
The TOi values before rounding are (see Figure 3 ):
reduces the final rounding error from erf = 2-wo-1 to
To achieve this trick, we remark that there are two ways to round a real number to WO + g bits with an error smaller than Et = 2-wo-g-l . The natural way is to round the number to the nearest (WO + g)-bit number. Another method is to truncate the number to W O + g bits, and aqsume an implicit 1 in the (WO + g + 1)-th position.
To exploit the symmetry, we will need to compute the opposite of the value given by a TO;. In two's complement, this opposite is the bitwise negation of the value, plus a 1 at the LSB. This leads us to use the second rounding method for the TOj. Knowing that its LSB is an implicit 1 means that its negation is a 0, and therefore that thc LSB of the opposite is also a 1. We therefore don't have to add the sign bit at the LSB. We store and bitwise negate the wi + g -1 bits of the TOi, and assume in all ca?es an implicit 1 at the 
Rounding considerations 6 Implementation and results
This section reformulates the techniques employed by Stine and Schulte in [6] and using an idea that seems to appear first in the paper by Das Sarma and Matula [4] .
The purpose is to fill our tables in such a way to ensure that their sum (which we compute on WO + g bits) always ha? an implicit 1 as its (WO + g + 1)-th bit. This The methodology presented above has been implemcnted in a set of Java and C++ programs. These programs enumerate the decompositions, choosc the best one with respect to accuracy and size, compute the actual values of the tables and finally generate synthesisable VHDL. Our tools also perform various additional checks. Storing the n?i and T T , they measure the actual value of
We find that the predicted values are indeed accurate to They similarly compute the maximal final error, and check that this error is really smaller than the expected accuracy (see Figure 6 for an example of output).
The ability to actually fill the tables also helps to characterise the real quality of the final approximation. For instance, we can point some small problems such as the nonmonotonicities (see for instance Fig. 5 around z = 23) . These non-monotonicities are never bigger than one LSB thanks to faithful rounding, but we have never seen any mention to this problem in the literature. Results for 24-bit operands should also be compared to the ATA architecture published by Wong and Goto for this specific case [71. They use 6 tables for a total of 5 13536 bits, and altogether 9 additions. Our results are thus both smaller and faster. However it should be noted that 5 of the 6 tables in their architecture have the same content, which means that a sequential access version to a unique table is possible (provided the issue of rounding is studied carefully). This scqucntial architccture would involve only 149376 bits of tables. but it would be five times slower.
Comparison with previous works
FPGA implementation results
The target architecture is the Virtex device family from Xilinx. More precisely, we use a XCV400 FPGA with a speed grade of -4 (the slowest one). The synthesised operator is considered as a combinatorial block. No pipelining is performed in this work (it is a future work). All operators have been synthesised using Synplify, the place and route operations are performed using Xilinx tools. These results show that when the number of TOis m increases, the operator size (the number of LUTs) decreases. The size gain is significant when we use a tripartite method (m = 2) instead of a bipartite one (m = 1). For larger values of m, this decrease is less important. Sometimes, a slight increase is possible for even larger values of m (e.g. m = 2 to m = 3 for the sine function). This is due to the extra cost of the adder with an additional input, the XOR gates and the sign extension mechanism that is not compensated by the tables size reduction. We can notice a similar behavior for the operator delay.
The synthesis time decreases when m increases. This is due to the fact that the synthesis tool optimises the tables size using logical minimisation tools. The compression factor CF, the number of bits /number of LUTs ratio, is more or less constant (just a slight decrease). This fact can be used to predict the size after synthesis on the FPGA from the table size in bits. From these tables we can deduce that the synthesiser perforqsome optimisation inside the table, because each LUT in a Virtex FPGA can only store 16 bits of memory (cf Xilinx documentation). We think that common small sub-words are shared over close words. It can lead to a compression factor larger than 16. The compression factor decreases when m increases because the minimisation potential is smaller on small tables than on larger ones. The low level optimisation of tables values will be one of our future work in this field.
Conclusion
We have presented several contributions to table-lookupand-additions methods. The first one is to unify and generalise two complimentary approaches to multipartite tables, by Stine and Schulte, and Muller. The second one is to give a method for optimising such bipartite or multipartite tables which is more accurate than what could be previously found in the literature. Both these improvements have been implemented in general tools that can generate optimal multipartite tables from a wide range of specifications (input and output accuracy, delay, area). These tools output VHDL which has been synthesised for Virtex FPGAs. Our method provides up to 50% smaller solutions than ones of the best literature results.
Future work includes completing the tools by allowing more accurate, technology-dependent area and speed estimations, reducing non-monotonicities, and investigating some low-level optimisations in thc synthesis of the tables.
There are also functions for which this methodology will not work. It is easy to see that the square root function on where the multipartite method is used. The optimal C can probably be determined by enumeration. Our tool should accommodate such cases, as well as the case of arbitrary functions which do not satisfy the convexity hypothesis we have assumed in this paper.
