Abstract. We give a simplified algorithm of the functorial weak factorization of birational morphisms of nonsingular varieties over a field of characteristic zero into a composite of blow-ups and blow-downs with smooth centers.
Introduction
In this paper we give a simplified version of our proof of the following theorem: The theorem was proven in [55] and in [4] in a more general version. The above formulation essentially reflects the statement of the Theorem in [4] . The weak factorization theorem extends a theorem of Zariski, which states that any birational map between two smooth complete surfaces can be factored into a succession of blow-ups at points followed by a succession of blow-downs at points. A stronger version of the above theorem, called the strong factorization conjecture, remains open.
Remark. The above definition can also be considered as an analog of the notion of cobordism in Morse theory. Let W 0 be a cobordism in Morse theory of two differentiable manifolds X and X . One can easily see that W is isomorphic to W 0 \ X \ X ′ = {x ∈ W 0 | a < f (x) < b}. Let f ′ : W → R be the map defined by glueing the function f and the natural projection on the second coordinate. Then grad(f ′ ) defines an action on W of a 1-parameter group T ≃ R ≃ R * >0 of diffeomorphisms. The last group isomorphism is given by the exponential.
Then one can see that W − := {x ∈ W | lim t→0 tx does not exist} and W + := {x ∈ W | lim t→∞ tx does not exist} are open and X and X ′ can be considered as quotients of these sets by T . The critical points of the Morse function are T -fixed points. "Passing through the fixed points" of the action induces a simple birational transformation similar to spherical modification in Morse theory (see Example 1.1.4). 00  11  11 00  00 00  11  11 11  00  00  11  11  0  0  1  1  0  0  1  1  00  00  11  11  00  00 00  11  11 11  00  00  11  11  0  0  1  1  00  00 00  11  11 11  0  0  1  1  0  0  1  1  0  0  1  1  00  00  11  11  00  00 00  11  11 11  0  0  1  1  00 11 Proof. Embed U equivariantly into affine space A n with linear action and use the example above.
1.3.
Existence of a smooth birational cobordism. The following result is a consequence of Hironaka flatenning theorem [24] . Proof. Let Γ(X, Y ) ⊂ X × Y be the graph of φ and Z 0 be its canonical resolution of singularities [23] . If X and Y are projective we take simply Z = Z 0 . If X and Y are arbitrary we can apply Hironaka flattening to Z 0 → Y to find a projective factorization φ : Z 0 ← Z Y → Y , where Z Y → Y is a composition of blowups at smooth centers and Z Y → Z 0 is a composition of blow-ups which are pull-backs of these blow-ups ( [24] , [44] ). Next we apply Hironaka flattening to Z Y → X to obtain a factorization Z Y ← Z X → X. Finally, Z → Z X is a canonical prinicipalization of I D , where D is the complement of U on Z X . The divisors D X are D Y are constructed as a combination of components of the exceptional divisors of Z → X and Z → Y respectively.
It suffices to construct the cobordism and factorization for the projective morphism Z → X. Proposition 1.3.2. ( [54] , [4] ) Let ϕ : Z → X be a birational projective morphism of smooth complete varieties with the exceptional divisor D. Let U ⊂ X, Z be an open subset where ϕ is an isomorphism. There exists a smooth complete variety B with a K * -action, which contains fixed point components isomorphic to X and Z such that (1) • B = B(X, Z) :=B \ (X ∪ Z) is a cobordism between X and Z.
• 
is a divisor with simple normal crossings.
In further considerations we shall refer toB as a compactified cobordism. (1) We follow here the Abramovich construction of cobordism. Let I ⊂ O X be a sheaf of ideals such that Z = Bl I X is obtained from X by blowing up of I. Let z denote the standard coordinate on P 1 and let I 0 be the ideal of the point z = 0 on P 1 . Set W := X × P 1 and denote by π 1 :
and the relevant V z which does not intersect Z. 
′ is a line bundle over Z with the standard action of K * . On the other hand the neighborhood X − := X ×(P 1 \{0}) of X ⊂ W remains unchanged after the blow-up of J . We identify X with X × {∞}. We define B to be the canonical desingularization of W . Then B := B \ X \ Z.
The relatively very ample divisor is the relevant combination of the divisor X and the exceptional divisors with negative coefficients.
(2) The sets Z + and X − are line bundles with projections π + : Z + → Z and π − :
Let f :B →B be a canonical principalization of I Z (see Hironaka [23] , Villamayor [52] and Bierstone-Milman [7] ). Let f + : f −1 (Z + ) → Z + be the restrion of f . By functoriality f + is a canonical principalization of I Z|Z + = π * + (I DZ ) on Z + (resp. X − ) which commutes with π + . Then f + is a pull-back of the canonical principalizationZ → Z of I DZ on Z. In particular f −1 (Z + ) =Z + and all centers of blow-ups are K * -invariant and of the form π
, where C has normal crossings with components of the total transform of D Z . Analogously for X − .
Remark. The Abramovich construction can be considered as a generalization of the Fulton-Macpherson example of the deformation to the normal cone. If we let I = I C be the ideal sheaf of the smooth center then the relevant blow-up is already smooth. On the other hand this a particular case of the very first construction of a cobordism in ([54] Proposition 2. p 438) which is a K * -equivariant completion of the space
Another variant of our construction is given by Hu and Keel in [27] .
1.4. Collapsibility. In the followingB ⊂ B denotes compactified cobordism between X and Z subject to the conditions from Proposition 1.3.2 but not necessarily smooth.
Definition 1.4.1. ([54]
). Let X be a cobordism or any variety with a K * -action.
(1) We say that F ∈ C(X K * ) is an immediate predecessor of F ′ ∈ C(X K * ) if there exists a nonfixed point x such that lim t→0 tx ∈ F and lim t→∞ tx ∈ F ′ . (2) We say that F precedes F ′ and write F < F ′ if there exists a sequence of connected fixed point set components F 0 = F, F 1 , . . . , F l = F ′ such that F i−1 is an immediate predecessor of F i (see [6] ). (3) We call a cobordism (or a variety with a K * -action) collapsible (see also Morelli [38] ) if the relation < on its set of connected components of the fixed point set is an order. (Here an order is just required to be transitive.)
Remark. One can show ( [54] ) that a projective cobordism is collapsible. The collapsibility follows from the existence of a K * -equivariant embedding into a projective space and direct computations for the projective space. A similar technique works for a relatively projective cobordism.
1.5. Existence of a strictly increasing function for P k . The space P k = P(A k+1 ) splits according to the weights as
where K * acts on A ai with the weight a i . Assume that a 1 < · · · < a r . Let x ai = [x i,1 , . . . , x i,ri ] be the coordinates on A ai . The action of K * is given by
It follows that the fixed point components of (P k ) K * are P(A ai ). We define a strictly increasing function
Then P(A ai ) < P(A aj ) iff a i < a j .
1.6. Existence of a strictly increasing function for a compactified cobordism B. Let E be a K * -invariant relatively very ample divisor for π B : B → X.
For any x ∈ F , where F ∈ C(B K * ), we find a semiinvariant function f describing −E = (f ) in the neighborhood of x ∈ B. Then we put χ E (F ) = a to be the weight of the action t(f ) = t a f of K * on f . Note that χ E : C(B K * ) → Z is locally constant so it is independent of the choice of x ∈ F . Let f ′ be another function describing E at x, with weight a
For any open affine set U ⊂ X there exist K * -semiinvariant sections s 0 , . . . , s K ∈ Γ(O BU (E)) corresponding to rational K * -semiinvariant functions f i (with the same weight) such that (f i ) + E ≥ 0, which define a closed embedding
where
For any x ∈ F there exists a section s i such that (s i ) = (f i ) + E = 0 in the neighborhood of F . Thus the section s i with weight a i is invertible at x. This implies that F ∩ B U ⊂ P(A ai ) × U . On the other hand, (f i ) = −E and the weight of f i is a i . Thus we get χ E (F ) = χ P (P(A ai )) = a i . The function χ P is strictly increasing, and the intersection of every component F ∈B The function χ F defines a decomposition of C(B K * ) into elementary cobordisms
where a 1 < · · · < a r are the values of χ B . This yields Figure 6 . "Handle"-elemenatry cobordism in Morse Theory
Combining these results gives us 
The twisting does not change the action on P(A k+1 ) and defines different linearizations. If we compose the action with a group monomorphism t → t k the weights of the new action t k (x) will be multiplied by k. The good and geometric quotients for t(x) and t k (x) are the same. Keeping this in mind it is convenient to allow linerizations with rational weights. Definition 1.9.1. The point x ∈ P k is semistable with respect to t r , written
Proof. x ∈ P ai iff either x ai = 0 or x aj 1 = 0 and x aj 2 = 0 for a j1 < r = a i < a j2 . In both situations we find a nonzero t r -invariant section
j2 for suitable coprime b 1 and b 2 . x ∈ (P ai ) − iff x aj 1 = 0 and x aj 2 = 0 for a j1 < a i ≤ a j2 (or equivalently a j1 < r = a i − 1/2 < a j2 ). As before there is a nonzero t r -invariant section x It follows from GIT theory that (P k , t r ) ss /K * exists and it is a projective variety. Moreover we get Lemma 1.9.3. Let X r := (P k , t r ) ss ⊂ P k . For a sufficiently divisible n ∈ N, the invariant sections
Xr -modules on X r is a very ample line bundle on X r //K * .
Proof. (1) Let x i be a coordinate on P k with t r -weight 0. The section x n i ∈ Γ(O(n) tr ) corresponds to a coordinate s on P ℓ and let A 
tr is generated by all the monomials x αj /x n i . We have a surjection
2) Let x j1 , x j2 be two coordinates on P k whose t r -weights have opposite signs. Then the t r -invariant
is given by U j1j2 := {x | x j1 · x j2 = 0}. We get the quotient morphism again: j2 as in (2) . Thus U i and U j1j2 cover the image of ψ so ψ((P k , t r ) ss ) ⊂ P ℓ s is a closed subset and ψ defines a quotient morphism. Corollary 1.9.4. There exist quotients π ai : 
As a corollary from the above we get
There is a factorization of the projective morphism φ : Z → X given by 
, does not pass through x. By taking local semiinvariant parameters at the point x one can construct an equivariant morphism φ : U x → Tan x,B ≃ A n k from some open affine invariant neighborhood U x ⊂ U such that φ isétale at x. By Luna's Lemma (see [Lu] , Lemme 3 (Lemme Fondamental)) there exists an invariant affine neighborhood V x ⊆ U x of the point x such that φ |Vx isétale, the induced map φ |Vx/K * :
This defines the isomorphisms Remark. It follows from the above thet the birational maps (B a ) − /K * (B a ) + /K * are locally described by Example 1.1.4. Both spaces have cyclic singularities and differ by the composite of a weighted blow-up and a weighted blow-down. To achieve the factorization we need to desingularize quotients as in for instance case 1 of the example. It is hopeless to modify weights by birational modification of smooth varieties. Instead we want to view Example 1.1.4 from the perspective of toric varieties.
Toric varieties

Fans and toric varieties. Let N ≃ Z
k be a lattice contained in the vector space
, [43] ) By a fan Σ in N Q we mean a finite collection of finitely generated strictly convex cones σ in N Q such that
• any face of a cone in Σ belongs to Σ, • any two cones of Σ intersect in a common face.
If σ is a face of σ ′ we shall write σ σ ′ .
We say that a cone σ in N Q is nonsingular if it is generated by a part of a basis of the lattice e 1 , . . . , e k ∈ N , written σ = e 1 , . . . , e k . A cone σ is simplicial if it is generated over Q by linearly independent integral vectors v 1 , . . . , v k , written σ = v 1 , . . . , v k Definition 2.1.2. Let Σ be a fan and τ ∈ Σ. The star of the cone τ and the closed star of τ are defined as follows:
Star(τ, Σ) := {σ ∈ Σ | τ σ},
To a fan Σ there is associated a toric variety X Σ ⊃ T , i.e. a normal variety on which a torus T acts effectively with an open dense orbit (see [32] , [15] , [43] , [18] ). To each cone σ ∈ Σ corresponds an open affine invariant subset X σ and its unique closed orbit O σ . The orbits in the closure of the orbit O σ correspond to the cones of Star(σ, Σ). In particular,
The fan Σ is nonsingular (resp. simplicial) if all its cones are nonsingular (resp. simplicial). Nonsingular fans correspond to nonsingular varieties.
Denote by
the lattice of group homomorphisms to K * , i.e. characters of T . The dual lattice Hom alg.gr. (K * , T ) of 1-parameter subgroups of T can be identified with the lattice N . Then the vector space
The elements F ∈ M = N * are functionals on N and integral functionals on N Q . For any σ ⊂ N Q we denote by
the set of integral vectors of the dual cone to σ. Then the ring of regular functions
We call a vector v ∈ N primitive if it generates the sublattice Q ≥0 v ∩ N . Primitive vectors correspond to 1-parameter monomorphisms.
For
The latter set represents all invertible characters on X σ . All noninvertible characters are in σ ∨ \ σ ⊥ and vanish on O σ . The ring of regular functions on O σ ⊂ X σ can be written as
2.2. Star subdivisions and blow-ups.
, [43] , [15] , [18] ) A birational toric morphism or simply a toric morphism of toric varieties
By the support of a fan Σ we mean the union of all its faces, |Σ| = σ∈Σ σ.
Definition 2.2.2. ([32]
, [43] , [15] , [18] ) A subdivision of a fan Σ is a fan ∆ such that |∆| = |Σ| and any cone σ ∈ Σ is a union of cones δ ∈ ∆.
Definition 2.2.3. Let Σ be a fan and ̺ be a ray passing in the relative interior of τ ∈ Σ. Then the star subdivision ̺ · Σ of Σ with respect to ̺ is defined to be
If Σ is nonsingular, i.e. all its cones are nonsingular, τ = v 1 , . . . , v l and ̺ = v 1 + · · · + v l then we call the star subdivision ̺ · Σ nonsingular. 
is strictly convex (contains no line). A fan Σ is π-strictly convex if it consists of π-strictly convex cones.
In the following all the cones in N Q+ are assumed to be π-strictly convex and simplicial. The π-strictly convex cones σ in N Q+ split into two categories.
Q+ is called dependent if the restriction of π to σ is a lattice submersion which is not an isomorphism (equivalently v 0 ∈ span(σ)).
A dependent cone is called a circuit if all its proper faces are independent.
Lemma 3.1.3. Any dependent cone σ contains a unique circuit δ.
k acting on T and all toric varieties X ⊃ T . Denote by M + the lattice dual to N + . Then the lattice 
Proof. Note that the set X K * σ is closed and if it is nonempty then it contains
Remark. In Example 1.1.4 X σ = A n is a cobordism iff σ is π-strictly convex.
Corollary 3.2.2. A cone δ ∈ Σ is a circuit if and only if O δ is the generic orbit of some
Proof. O σ is fixed with respect to the action of K * if σ is dependent. Thus O σ ⊂ O δ where δ is the unique circuit in σ (Lemma 3.1.3). 
There exists a unique up to rescaling integral relation Remark. Note that the relation ( * ) defines a unique relation
where w i are generating vectors in the rays π
Proof. By definition τ ∈ ∂ + (σ) there exists p ∈ int(τ ) such that for any sufficiently small
Then one of the coefficients in
is negative for small ǫ > 0. This is possible if α i = 0 for some index i with r i < 0.
Proof. By the lemma above, if τ ∈ σ + then every face τ ′ of τ is in σ + .
Lemma 3.4.5. Let σ be a dependent cone in N Q+ . Then B := X σ is a birational cobordism such that
•
• π(∂ − (σ)) and π(∂ + (σ)) are both decompositions of π(σ).
• There is a factorization into a sequence of proper morphisms
has a pole at t = 0. This means exactly that x F (p) = 0 and F (v 0 ) < 0. The last condition says F |τ = 0 and F (v 0 ) < 0, which is equivalent to τ ∈ ∂ + (σ).
, where τ ≺ σ and y + ǫv 0 / ∈ σ, which implies that τ ∈ ∂ + (σ). Thus every point in π(σ) belongs to a relative interior of a unique cone π(τ ) ∈ π(∂ + (σ)). Since π |τ is a linear isomorphism and ∂ + (σ) is a fan, all faces of π(τ ) are in π(∂ − (σ)). Finally, π(∂ + (σ)) and π(∂ − (σ)) are both decompositions of π(σ) corresponding to toric varieties (
The Lemmas 3.4.2 and 3.4.5 yield 
In particular 
− } and π(∆) respectively, where π is the projection defined by v 0 .
The relevant birational map φ : B − /K * − → B + /K * for l, m ≥ 2 is a toric flip associated with a bistellar operation replacing the triangulation π(∂ − (∆)) of the cone π(∆) with π(∂ + (∆)). 
then the ray ̺ defines nonsingular star subdivisions of π(∂ + (σ)) and π(∂ − (σ)).
Proof. Note that π(∂ + (σ))\π(∂ − (σ)) are exactly the cones containing
Assume now that σ is π-nonsingular and all the coefficients r ′ i are coprime. By Lemma 3.4.2 and the π-nonsingularity the set of vectors w 1 , . . . ,w i , . . . , w k where r ′ i = 0 is a basis of the lattice π(σ) ∩ N . Thus every vector w i , where r ′ i = 0, can be written as an integral combination of others. Since the relation (**) is unique it follows that the coefficient r ′ i is equal to ±1. Thus ̺ is generated by the vector
and determines nonsingular star subdivisions.
Corollary 3.6.3. If σ is dependent then there exists a factorization
is a toric variety. By the universal property of the graph (dominating component of the fiber product) it corresponds to the coarsest simultaneous subdivision of both π(σ − ) and π(σ + ), that is, to the fan
3.7. The π-desingularization lemma of Morelli and centers of blow-ups. For any simplicial cone
We associate with a dependent cone σ and an integral vector v ∈ π(σ) a vector Mid(v, σ) := π
, where π |∂−(σ) and π |∂+(σ) are the restrictions of π to ∂ − (σ) and ∂ + (σ). We also set Ctr − (σ) := ri<0 w i , Ctr + (σ) := ri>0 w i .
Lemma 3.7.1. (Morelli [38] , [39] , [5] ) Let Σ be a simplicial cobordism in N + . Then there exists a simplicial cobordism ∆ obtained from Σ by a sequence of star subdivisions such that ∆ is π-nonsingular. Moreover, the sequence can be taken so that any independent and already π-nonsingular face of Σ remains unaffected during the process. All the centers of the star subdivisions are of the form π −1 |τ (par(π(τ ))) where τ is independent, and Mid(Ctr ± (σ), σ), where σ is dependent.
Remark. It follows from Lemma 3.7.1 that π-desingularization can be done for an open affine neighborhood of a point x of F ∈ C(B K * ) on the smooth cobordism B which isétale isomorphic with the tangent space Tan x,B . We need to show how to globalize this procedure in a coherent and possibly canonical way. This will replace the tangent space Tan x,B in the local description of flips defined by elementary cobordisms (as in Proposition 1.11.1) with π-nonsingular X σ .
By Corollary 3.6.3 we get a factorization into a blow-up and a blow-down at smooth centers:
4. Proof of the π-desingularization lemma 4.1. Dependence relation revisited. 
is the unique (up to proportionality) linear relation between w 1 , . . . , w k+1 .
Therefore v ∈ i,j lin{w 1 , . . . ,w i , . . . ,w j , . . . , w k+1 } = {0}. 
4.2.
Dependent n-cones. Assume for simplicity that the normal relation is of the form
where r 1 ≥ r 2 ≥ . . . r k > 0 and −r k+1 ≥ −r k+2 ≥ . . . − r k+l > 0. We can represent it by two decreasing sequences of positive numbers:
r(σ) = (r 1 , r 2 , . . . , r k ; −r k+1 , −r k+2 , . . . , −r k+l ) Set sgn(σ) = + if either r 1 > −r k+1 or r 1 = −r k+1 and l ≥ 2. sgn(σ) = − if either r 1 < −r k+1 or r 1 = −r k+1 and l = 1 Definition 4.2.
1. An independent cone σ is called an n-cone if | det(σ)| = n. A dependent cone σ is called an n-cone if one of its independent faces is an n-cone and the others are m-cones, where m ≤ n. We shall distinguish 5 types of dependent n-cones.
(1) (n, * ; n, * ), if r 1 = −r k+1 = n and k, l ≥ 2.
(2) (n; n, * ) , if r 1 = −r k+1 = n and either k = 1 and l ≥ 2 (sgn(σ) = +), or by symmetry k ≥ 2 and k = 1 (sgn(σ) = −).
(3) (n, * ; * ) if r 1 = n > −r k+1 and k ≥ 2 (sgn(σ) = +) or by symmetry r 1 < −r k+1 = n and l ≥ 2 (sgn(σ) = −) (4) (n; n) if r 1 = −r k+1 = n and k = l = 1 (5) (n; * ) if r 1 = n > −r k+1 , k = 1, l ≥ 2 (sgn(σ) = +), or by symmetry r 1 < −r k+1 = n, k ≥ 1 and l = 1 (sgn(σ) = +).
We can assign invariant to any dependent n-cones of type (i), where i = 1, . . . , 5, to be inv(σ) := (n, −i).
These invariants are ordered lexicogrpahically. 
normal relation is given (up to sign) by
Proof. It is straightforward to see that the above equalities hold. We only need to show that the relations considered are normal. For that it suffices to show that one of the coefficients is equal (up to sign) to the corresponding determinant.
Comparing the coefficients of w in the above relations with the normal relations from Lemma 4.1.1 we get 1a. det(w 1 , . . . ,w i0 , . . . , w k ) = r i0 . 1b. The coefficient of w is equal to det(w 1 , . . . ,w i0 , . . . , w k ) = r i0 . Proof. Without loss of generality assume that sgn(δ) = +. Then r 1 = n .
(1) In the case when δ is of type (1) or (3), the index k ≥ 2. If r i0 = n then in the relation (1b), r i − r i0 ≤ 0 and only the coefficient r i0 = n is positive. The cone δ i0 is n-cone (n; n, * ) (in case δ is of type (1)) and (n; * ) in case δ is of type (3) corresponding to r i0 = n.
If n > r i0 > 0 then in the relation (1b), all positive coefficients r i − r i0 ≤ 0 and r i0 are smaller than n. The cone δ i0 is an n-cone (n; * ) (in case δ is of type (1)) and ( * ; * ) in case δ is of type (3) corresponding to r i0 = n.
If r i0 = −n then δ is of type (1) and δ i0 is an n-cone (n; n) of type (4) . If −n < r i0 < 0 then δ i0 is an m-cone (m; m), m < n. (2) In the case when δ is of type (2) or (5), the index k = 1 and we have one positive ray only r 1 = n. If r i0 = r 1 = n then in the relation (1b), r i − r i0 ≤ 0 and only the coefficient r i0 = n is positive. The cone δ i0 is n-cone (n; n, * ) (in case δ is of type (2)) and (n; * ) in case δ is of type (5).
If r i0 = −n then δ is of type (2) and δ i0 is n-cone (n; n). If −n < r i0 < 0 then δ i0 is m-cone (m; m), m < n.
A direct consequence of the above is the following Every dependent cone δ contains two maximal codefinite faces Proof. First apply the procedure to all dependent cones of types (1) and (3) for which τ is not codefinite.This procedure terminates since by the previous lemma the invariant drops until we arrive at the situation where all cones for which τ is not codefinite are of type (2) Proof. 2a. The coefficient of w is equal to det(w 1 , . . . ,w i0 , . . . , w k ) = r i0 . 2b. The coefficient of w i , where r i > 0, is equal to det(w 1 , . . . ,w i0 , . . . ,
Lemma 4.5.2. Let δ be a dependent n-cone w ∈ par(π(δ + )) and v = π (1) or (2) that is (n, * : n, * ) or (n : n, * ). After the star subdivision we create n-cones for r i0 = n with only one coefficient n. These are n-cones of type (3) or 5. If we subdivide cone of type (4) that is (n; n) we create only one n-cone of type (5).
(2) If δ is of type (3) that is (n, * : * ). After the star subdivision we create n-cones for r i0 = n with only one coefficient n. These can be n-cones of type (3) or (5).
(3) If If δ is of type (5) that is (n : * ). After the star subdivision we create an n-cone of type (5) for r i0 = n. It has only one positive coefficient n and other coefficients are negative > −n. Proof. Without loss of generality we assume that sgn(δ) is negative and we take a star subdivision at v ∈ δ + . If δ is of type (2) then r 1 = −r k+1 = n, so we have one negative ray with coefficient −n and k ≥ 2 positive rays with coefficients ≤ n. If δ is of type (4) then we have one positive and one negative ray with coefficients n and −n. If δ is of type (5) then r 1 < −r k+1 = n, so we have one negative ray with coefficient −n and k ≥ 2 positive rays. After the subdivision at v we create cones with negative coefiicients > −n and positive rays with coefficients ≤ r 1 . If δ is of type (2) the new dependent n-cones are of type (3), (4), (5) . If δ is of type (4) the new dependent n-cones are of type (5). In the normal relation for a new cone δ i0 , where r i0 = r 1 = n there is one positive ray with coefficients n and negative coefficients > −n. If δ is of type (5) we create only dependent m-cones with m < n.
Resolution algorithm.
The π-desingularization algorithm consists of eliminating all dependent ncones, where n > 1 in the following order.
Step 1. Eliminating all dependent n-cones δ of type (1) by applying the star subdivision at Mid(Ctr sgn(δ) (δ), δ) . (Corollary 4.3.4.)
Step 2. Eliminating all dependent n-cones δ of type (2) .
Step 2a. By definition δ −sgn(δ) is a maximal independent face and | det(π(δ −sgn(δ) )| = n.
Then v ∈ int(τ ) for some independent face τ δ −sgn(δ) . We make τ codefinite with respect to all dependent cones containing it. By Lemma 4.4.1, this process will not increase a number of n-cones of type (2).
Step 2b. Apply the star subdivision at v . We change all the cones in Star(τ, Σ). The cone τ is codefinite with respect to all faces from Star(τ, Σ). Moreover by definition τ δ −sgn(δ) . By Lemmas 4.5.2, 4.5.3, the process will decrease the number of n-cones of type (2).
Step 3. Eliminating all dependent n-cones δ of type (3) by applying star subdivision at Mid(Ctr sgn(δ) (δ), δ) .
Step 4. Eliminating all dependent n-cones of type (4) by using the two steps procedure as in Step 2.
Step 5. Eliminating all dependent n-cones of type (5) by using the two steps procedure as in Step 2.
Step 6. Eliminating all independent n-cones τ which are not faces of some dependent cones.
Step 6a. Let v ∈ π −1 τ (par(π(τ )). Then v ∈ int(τ 0 ) for some independent face τ 0 τ . We make τ 0 codefinite with respect to all dependent cones containing it.
Step 6b. Apply the star subdivision at v . Determinant of all independent faces τ ′ containing τ 0 drops.
Remark. The strategy of this algorithm of using the above centers for the corresponding n-cones was first applied in [53] in the proof of regularization of toric factorization (see ( [53] ), Lemmas 11-12 pages 403-410).
Then it was used directly in the context of π-desingularization in [5] and in the revision of the Morelli's original algorithm in [39] . Then f can be factored as X = X 0 f0 X 1 f1 . . . π is a cobordism between X and Z and admits a compactificationB + ∪ F − contains a fixed point orbit in its closure corresponding to a dependent cone. Thus ∆ a \ ∆ 0 is a collection of dependent cones and some of their independent faces. If σ ∈ ∆ a is a dependent cone then X σ intersects a unique fixed point componentŌ δ , where δ is a unique circuit in σ. All orbits in X σ contain in its closure a fixed orbit O τ ⊂Ō δ . Thus X σ is disjoint from other closed sets F + and F − , where
It follows from the above that π(∆ + ) and π(∆ − ) are two nonsingular subdivisions of the fan π(∆ a ) which coincide on π(∆ 0 ) and which define two different decomopsitions for all projections π(σ) of dependent cones: π(∆ + ) |π(σ) = π(∂ − (σ)) and π(∆ − ) |π(σ) = π(∂ + (σ)). If δ is a circuit in σ, such that π(δ) = w 1 , . . . , w k then by Lemma 3.6.1, the unique relation is given by r i w i = 0 where r i = ±1. Let w δ = ri=1 w i = − ri=−1 w i . Then the ray w δ determines nonsingular star subdivisions of π(∆ + ), π(∆ + ) and w δ · π(∆ + ) |π(σ) = v δ · π(∆ − ) |π(σ) . If δ 1 . . . , δ r be all ciruits in ∆ a then the stars Star(π(δ i ), π(∆ a )) are disjoint and
* factors into a sequence of blow-ups about smooth toric centers followed by a sequence of blow-downs about the smooth centers.
5. π-desingularization of birational cobordisms 5.1. Stratification by isotropy groups on a smooth cobordism. Let B be a smooth cobordism of dimension n. Denote by Γ x the isotropy group of a point x ∈ B. Let D be a K * -invariant divisor on B with simple normal crossings.
Define the stratum s = s x through x to be an irreducible component of the set {p ∈ B | Γ x = Γ p }. We can find Γ x -semiinvariant parameters in the affine open neighborhood U of x such that (1) Γ x acts nontrivially on u 1 , . . . , u k and trivially on u k+1 , . . . , u n . (2) Any component of D through x is described by a parameter u i for some i.
After suitable shrinking of U the parameters define anétale Γ x -equivariant morphism ϕ : U → Tan x,B = A n . By definition the stratum s is locally described by u 1 = . . . = u k = 0. The parameters u 1 , . . . , u k determine a Γ x -equivariant smooth morphism
We shall view A k = X σ as a toric variety with a torus T σ and refer to ψ as a toric chart. This assigns to a stratum s the cone σ and the relevant group Γ σ acting on X σ . Then Luna's [34] fundamental lemma implies that the morphisms φ and ψ preserve stabilizers, the induced morphism ψ Γ : U//Γ x → X σ //Γ σ is smooth and U ≃ U//Γ x × A k //Γx A k . Note that for a toric charts on B we require that inverse images of toric divisors have simple normal crossings with components of D. We refer to this property as compatibility with D.
The invariant Γ x can be defined for X σ = A k and determine the relevant T σ -invariant stratification S σ on X σ . By shrinking U we may assume that the strata on U are inverse images of the strata on X σ . Any stratum s y on U through y after a suitable rearrangement of u 1 , . . . , u k is described in the neighborhood U ′ ⊂ U of y by u 1 = . . . = u ℓ = 0, where Γ y ≤ Γ x acts nontrivially on u 1 , . . . , u ℓ and trivially on u ℓ+1 . . . , u k , u k+1 , . . . , u n . The remaining Γ y -invariant parameters at y are u ℓ+1 − u ℓ+1 (y), . . . , u n − u n (y). Then the closure of s y is described on U by u 1 = . . . = u ℓ = 0 and contains s x . This shows Lemma 5.1.1. The closure of any stratum is a union of strata.
We can introduce an order on the strata by setting
r where Γ σ ′ acts trivially on A r and nontrivially on all coordinates of X σ ′ ≃ A ℓ .
In the above situation we shall write σ ′ ≤ σ.
The lemma above implies immediately
Consider the stratification S σ on X σ . Every stratum s τ ∈ S σ , where τ ≤ σ, is a union of orbits O τ ′ . Set
Lemma 5.1.4. Any cone from the set τ ′ ∈ τ can be expressed as τ ′ ≃ τ × e 1 , . . . , e r ⊂ σ, and
Every cone σ in N Q defines a cone of maximal dimension in N Q ∩ span{σ} with lattice N ∩ span{σ}. We denote it by σ. There is a noncanonical isomorphism
The vector space span {σ} ⊂ N Q corresponds to a subtorus T σ ⊂ T σ defined as
Proof. By assumption Γ ∩ T σ is trivial. Hence Γ acts trivially on X σ and
Proof. X τ × O τ is an open subvariety in X σ and Γ τ acts trivially on O τ . We have
For any τ ∈ ∆ σ , set Γ τ := {g ∈ Γ σ | ∀ x∈Oτ gx = x}. Similarly one proves:
Lemma 5.2.5. Let Γ be a subgroup of Γ σ , and π Γ : σ → σ Γ be the projection corresponding to the quotient X σ → X σ /Γ. For any τ ≤ σ and τ ′ ∈ τ we have τ ′ = τ ⊕ e 1 , . . . , e k where e 1 , . . . , e k is nonsingular and
Proof. 
, where τ ≤ σ. Thus the projections π τ and π σ are coherent and related: j τ σ π τ = π σ .
The quotient morphism of toric varieties X σ → X σ /Γ σ corresponds to the projection σ → π σ (σ).
is a linear isomorphism which does not preserve lattices. This gives
Definition 5.3.2. Let ∆ σ be a decomposition of a cone σ ∈ Σ. A cone τ ∈ ∆ σ is independent if π σ|τ is a linear isomorphism. A cone τ is dependent if π σ|τ is not a linear isomorphism.
5.4.
Semicomplexes and birational modifications of cobordisms. By glueing cones σ corresponding to strata along their faces we construct a semicomplex Σ, that is, a partially ordered set of cones such that for σ ≤ σ ′ there exists a face inclusion i σσ ′ : σ → σ ′ .
Remark. The glueing need not be transitive:
For any fan Σ denote by Vert(Σ) the set of all 1-dimensional faces (rays) in Σ. Denote by Aut(σ) the automorphisms of σ inducing Γ σ -equivariant automorphisms. 
Remark. Condition 3
• is replaced with a stronger one in the following proposition. The point x 0 is K * -fixed and belongs to a stratum s, with Γ s = Γ σ = K * . Since U is a K * -invariant neighborhood of x 0 it contains an orbit K * · x and the point x. Moreover s ′ ⊃ s and τ ≤ σ.
Lemma 5.4.4. Let σ be the cone corresponding to a stratum s on B and x ∈ s.
Set X σ := (X σ × A dim(s) ) ∧ and let G σ denote the group of all Γ σ -equivariant autorphisms of X σ .
The subdivision ∆ σ of σ defines a toric morphism and induces a proper birational Γ σ -equivariant morphism
Proposition 5.4.5. Let ∆ = {∆ σ | σ ∈ Σ} be a subdivision of Σ such that:
Then ∆ defines a K * -equivariant birational modification f : B ′ → B such that for every toric chart ϕ σ : U → X σ there exists a Γ σ -equivariant fiber square
Definition 5.4.6. A decomposition ∆ of Σ is canonical if it satisfies condition (1).
Proof. The above diagrams define open subsets
′ ≤ s be a stratum corresponding to the cone τ ≤ σ. By Lemma 5.4.2, the restriction of the diagram (2) defined by U σ → X σ to a neighboorhod U τ of y ∈ s ′ determines a diagram defined by the induced toric chart U τ → X τ and the decomposition ∆ τ of τ . In order to show that the f −1 σ (U ) glue together we need to prove that for x ∈ s and two different charts of the form ϕ 1,σ : U 1,σ → X σ and ϕ 2,σ : U 2,σ → X σ where x ∈ U 1,σ , U 2,σ the induced varieties V 1 := f −1 1,σ (U 1,σ ) and
2,σ (U 2,σ ) are isomorphic over U 1,σ ∩ U 2,σ . For simplicity assume that U 1,σ = U 2,σ = U by shrinking U 1,σ and U 2,σ if necessary. The charts ϕ 1,σ , ϕ 2,σ : U → X σ are defined by the two sets of semiinvariant parameters, u . . , u n where Γ σ acts trivially on u k+1 , . . . , u n , and u k+1 . . . , u n define parameters on the stratum s at x. These two sets of parameters defineétale morphisms ϕ 1,σ , ϕ 2,σ : U → X σ × A n−k and fiber squares
Let V be the graph of f which is a dominating component of the fiber product
is not an isomorphism (i.e. collapses a curve to a point) over some x ∈ s ∩ U . Consider ań etale Γ σ -equivariant morphism e : X x → U . Pull-backs of the morphisms V i → U via e define two different nonisomorphic Γ σ -equivariant liftings Y i → X x , since the graph Y of Y 1 Y 2 (which is a pull-back of V ) is not isomorphic to at least one Y i . But these two liftings are defined by two isomorphisms ϕ 1 , ϕ 2 : X x ≃ X σ . These isomorphisms differ by some automorphism g ∈ G σ , so we have ϕ 1 = g • ϕ 2 . Since g lifts to the automorphism of X ∆ σ we get Y 1 ≃ Y 2 ≃ X ∆ σ , which contradicts the choice of Y i .
Thus V 1 and V 2 are isomorphic over any x ∈ s and B ′ is well defined by glueing pieces f −1 σ (U ) together. We need to show that the action of K * on B lifts to the action of K * on B ′ .
Note that B ′ is isomorphic to B over the open generic stratum U ⊃ B + ∪ B − of points x with Γ x = {e}. By Lemma 5.4.3 every point x ∈ B \ (B + ∩ B − ) is in U σ , with Γ σ = K * . Then the diagram (2) defines the action of K * on f −1 (U σ ).
Simple properties of
, where
and Γ σ acts trivially on x k+1 , . . . , x n . This gives us
where σ and reg(σ) correspond to Spec(K[x 1 , . . . , x k , x k+1 , . . . , x n ]) and Spec(K[x k+1 , . . . , x n ] respectively. We can write σ = σ × reg(σ),
Let ∆ σ be a subdivision of σ. There is a natural morphism
Proof.
(1) follows from definition. The elements of
are the finite sums of the form
is an infinite power series. Note also that
Oτ are the finite sums of the form
is an infinite power series. We get
. Passing to the localizations at I Oτ we get inclusions
is trivial. Then Γ τ acts trivially on all characters in τ ⊥ and on
5.6. Basic properties of valuations. Let K(X) be the field of rational functions on an algebraic variety or an integral scheme X. A valuation on K(X) is a group homomorphism µ : K(X) * → G from the multiplicative group K(X) * to a totally ordered group G such that µ(a + b) ≥ min(µ(a), µ(b)). By the center of a valuation µ on X we mean an irreducible closed subvariety Z(µ) ⊂ X such that for any open affine V ⊂ X, intersecting Z(µ), the ideal
Each vector v ∈ N Q defines a linear function on M which determines a valuation val(v) on a toric variety
If v ∈ int(σ), where σ ∈ ∆, then val(v) is positive for all x F , where F ∈ σ ∨ \ σ ⊥ . In particular we get
We construct ideals for all a ∈ N which uniquely determine val(v):
By glueing I val(v),a for all v ∈ σ and putting I val(v),a|Xσ = O Xσ if v / ∈ σ we construct a coherent sheaf of ideals I val(v),a on X ∆ .
Let σ ∈ Σ be a cone of the semicomplex Σ and v ∈ σ ⊂ σ.
Thus it determines a valution on X ∆ σ , where ∆ σ is a subdivision of σ. As before we have Lemma 5.6.1.
(
is faithfully flat over O X ∆ σ , Oτ and we have 1−1 correspondence between ideals g
5.7. Blow-ups of toric ideal sheaves. The sheaf I val (v),a is an example of an T -invariant sheaf of ideals on a toric variety X ∆ . It is locally defined by monomial ideals
Any T -invariant sheaf of ideals I on X ∆ defines a function ord I : |Σ| → Q (see [32] ) such that for any p ∈ σ
The function ord I is concave and piecewise linear on every cone
} define a subdivision of σ and by combining these subdivision together for all σ ∈ ∆ we get a subdivision ∆ ord I of ∆. This is the coarsest subdivision of ∆ for which ord I is linear on every cone. Proof. Let f : X ′ → X ∆ be the normalized blow-up of I. Then X ′ is a toric variety on which f * (I) is locally invertible. Then X ′ corresponds to a subdivision ∆ ′ of ∆ such that ord f * (I) = ord I is linear on every cone ∆ ′ . From the universal property of the blow-up we conclude that ∆ ′ is the coarsest subdivision with this property. Thus ∆ ′ = ∆ ordI .
Lemma 5.7.2.
[32] Given a simplical fan and an integral vector v ∈ |∆|, there exists a sufficiently divisible natural number a, such that
Proof. Let σ = e 1 , . . . , e k be a cone containing v and assume that v ∈ int e 1 , . . . , e ℓ σ, for some ℓ ≤ k. Let F j ∈ σ ∨ , for 1 ≤ j ≤ ℓ, be the functional such that F j (e i ) = 0 for i = j and F j (v) = a. If a is sufficiently divisible then F j is integral and x Fj ∈ I val (v),a for all 1 ≤ j ≤ ℓ. Note that for any x F ∈ I val (v),a we have that F (v) ≥ a and F (e i ) ≥ 0. This gives F ≥ F j on e 1 , . . . ,ě j , . . . , e k , v and finally ord I val (v),a = F j on e 1 , . . . ,ě j , . . . , e k , v . Note that since F j (e j ) > 0, we have that F j (p) > F i (p) if p ∈ e 1 , . . . ,ě i , . . . , e k , v \ e 1 , . . . ,ě j , . . . , e k , v so ord I val (v),a = F j exactly on e 1 , . . . ,ě j , . . . , e k , v and (v) · σ = σ ord I val (v),a .
Stable vectors.
Let g : X → Y be any dominant morphism of integral schemes (that is, g(X) = Y ) and µ be a valuation of K(X). Then g induces a valuation g
Definition 5.8.1. Let Σ be the semicomplex defined for the cobordism B. A vector v ∈ int(σ), where
Proof. The morphism X v ·∆ σ → X ∆ σ is a pull-back of the morphism X v ·∆ σ → X ∆ σ . Thus, by Lemma 5.7.2, X v ·∆ σ → X ∆ σ is a normalized blow-up of I val(v),a on X ∆ σ . But the latter sheaf is G σ -invariant. 
for any g ∈ G, we have gx
. Thus for every v ∈ τ and g ∈ G we have
and on its subring O X ∆, Oτ . The latter ring has the same quotient 
Proof. The group Γ ≃ Z n acts on characters x F , F ∈ M σ , with weights a F : t(x F ) = t aF x F where t ∈ Γ, and a F ∈ Z n . The elements of the ring
are finite sums x i f i where f i ∈ K[ X σ ] is a formal power series and
] is a quasihomogeneous power series of weight a fi = −a xi . The elements of the Proof. Note that for any F ∈ σ ∨ , the element nF
. Then the elements x α1F1+···+α k F k , where
It follows from Lemma 5.10.2 that every
Corollary 5.10.3. Let a finite group Γ ⊂ Γ σ act on X σ . Then for a decomposition ∆ σ of σ the following quotient exists:
where π : σ → π(σ) corresponds to the quotient
As before there is a natural morphism
5.11. Descending of the group action of G σ . Proof. Let Z = V \ U be a closed affine subscheme. Then I Z ⊂ K[U ] is Γ ≃ Z n invariant and generated by a finite number of semiinvariant functions f 1 , . . . , f k ∈ I Z . Then the functions 
Proof. Let
Lemma 5.11.3. The action of G σ descends to X ∆ σ /Γ and we have a
Proof. The lemma is immediate consequence of Lemma 5.11.2. For any g ∈ G σ , the morphism g : 
Proof. The elements of the group g ∈ G σ are defined by (u 1 , . . . , u n ) → (q 1 , . . . , q n ) where g i = g * (u i ) are quasihomogenious power series of Γ σ -weights a(g i ) = a(u i ).
Lemma 5.12.2. Let v ∈ σ, where σ ∈ Σ, be an integral vector such that for any g ∈ G σ , there exists an
Proof. Set W = {v g | g ∈ G}. For any a ∈ N, the ideals I val(vg),a are generated by monomials. They define the same Hilbert-Samuel function
, where m ⊂ K[ X σ ] denotes the maximal ideal. It follows that the set W is finite. On the other hand since I val(vg ),a are generated by monomials they are uniquely determined by the ideals gr(I val(vg ),a ) in the graded ring Let R ⊂ K be a ring contained in the field. We can order valuations by writing
A cone σ defines a partial ordering:
Both orders coincide for 
(⇐) Note that π defines an inclusion of same dimension lattices N ֒→ N Γ and M Γ ֒→ M .
Assume that val(π(v)) is G σ -invariant. It defines a functional on the lattice M Γ and its unique extension
5.13. Stability of centers from par(π(τ )). In the following let ∆ σ be a decomposition of σ ∈ Σ such that X ∆ σ → X σ is G σ -equivariant, τ ∈ ∆ σ be its face and Γ be a finite subgroup of Γ σ . Denote by π : (σ, N σ ) → (σ Γ , N Γ σ ) the linear isomorphism and the lattice inclusion corresponding to the quotient
Lemma 5.13.1. Assume that for any g ∈ G σ , there exists a cone
Moreover if there exists
Proof. If val(v) is not G σ -invariant on X σ /Γ then by Lemma 5.12.2 there exists an element g ∈ G σ such that µ g = g * (val(v)) is not a toric valuation. By the assumption µ g is centered on cl( O π(τg ) . Then by Lemma 5.12.
Proof. Let v ̺ be the primitive generator of ̺ ∈ Vert(∆ σ ) \ Vert(σ). The ray ̺ corresponds to an exceptional divisor D ̺ . By the definition there is no decomposition v ̺ = v 1 + v. Thus by the previous lemma (for
Proof. By Lemma 5.1.2, the ideal of cl( O τ ) ⊂ X σ is generated by all functions with nontrivial Γ σ -weights.
Proof. Let v ∈ par(π(τ )), where π(τ ) ∈ π(∆ σ ) is a minimal integral vector such that val(v) is not G σ -invariant. We may assume that v ∈ int(π(τ )) passing to its face if necessary. Let σ ′ ∈ σ 0 be a face of σ such that v ∈ intπ(σ ′ ). In particular π(σ
. . , e k by Lemmas 5.2.5 and 5.4.2 and v ∈ par(π(τ )) ⊂ π(σ 0 ). Thus σ ′ = σ 0 and v ∈ int(π(σ 0 )). Let
where v 1 , . . . , v k ∈ Vert(π(τ )) and w 1 , . . . , w ℓ ∈ Vert(π(∆ σ ))\Vert(π(σ)). By Lemma 5.13.2, val(
By the minimality assumption, val(v ′ ) and val(v ′′ ) are G σ -invariant and by Lemma 5. (1) Assume that for any g ∈ G σ , there exists
Then by Lemma 5.13.1, the vector v can be written
2. Let π : N → N Γ be the projection corresponding to the quotient X σ → X σ /Γ τ . Then by Lemma 5.2.4, we have π(τ ) ≃ π σ (τ ). The proof is now exactly the same as the proof in 1 except that we replace X ∆ σ with X ∆ σ /Γ τ . 5.14. Fixed points of the action. We shall carry over the concept of fixed point set of the action of K * to the scheme X ∆ σ . The problem is that X ∆ σ does not contain enough closed points.
Definition 5.14.1. A point p ∈ X ∆ σ is a fixed point of the action of 
σ is a circuit. Let Γ ⊂ Γ σ = K * be a finite group. Denote by π (resp. π Γ ) the projection corresponding to the quotient X δ → X δ //K * (resp. X δ → X δ /Γ). In particular π σ (δ) ≃ π(δ). Write π σ (δ) = w 1 , . . . , w k and let r ′ i >0 r ′ i w i = 0 be the unique relation between vectors (**) as in Section 3.4. Set Ctr
Denote by X δ the completion of X ∆ σ at O δ . By Corollary 5.14.3, the generic point O δ ∈ X ∆ σ is G σ -invariant and thus G σ acts on
] is is faithfully flat over a O X ∆ σ , O δ . Also, 
Proof. The proof id identical with the proof of Lemma 5. 
Without loss of generality assume that α i > k · b 2 + |a| and F i (v δ ) > 0. Then
Thus there exists j such that α j ≥ kb 2 kb = b and F j (v δ ) < 0. But then 
( X τ ) gi and . Let Γ ⊂ K * be the subgroup generated by all subgroups Γ τ ⊂ K * , where τ ∈ ∂ − (δ). Then K * /Γ acts freely on X ∂−(δ) /Γ = (X δ ) + /Γ. Let j : (X δ ) + /Γ → (X δ ) + /K * be the natural morphism. Let π Γ : δ → π Γ (δ) be the projection corresponding to the quotient X δ → X δ /Γ. By Lemma 5.2.2, for any τ ∈ δ − , the restriction of j to X τ /Γ ⊂ (X δ ) + /Γ is given by
Thus j * (I val(πΓ(v−)),a ) = I val(π(v−)),a . Consider the natural morphisms i Γ : ( X δ ) + /Γ → (X δ ) + /Γ and i K * :
( X δ ) + /K * → (X δ ) + /K * . Then i Γ * (I val(πΓ(v−)),a,X δ /Γ ) = I val(πΓ(v−)),a, X δ /Γ and (i K * ) * (I val(π(v−)),a,X δ /K * ) = I val(π(v−)),a, X δ /K * . Letĵ : ( X δ ) + /Γ → ( X δ ) + /K * be the natural morphism induced by j. The following diagram commutes.
Thus we getĵ * (I val(πΓ(v−)),a, X δ /K * ) = I val(π(v−)),a, X δ /Γ . Since the morphism j is G σ -equivariant it follows that val(π Γ (v − )) is G σ -equivariant on ( X δ ) + /Γ. Since ( X δ ) + ⊂ X δ is an open G σ -equivariant inclusion and Γ is finite we get that the morphism ( X δ ) + /Γ ⊂ ( X δ )/Γ is an open G σ -equivariant inclusion. Thus the valuation val(π(v − )) is G σ -equivariant on X δ /Γ and on X ∆ σ /Γ (Lemma 5.15.1). Finally, by Lemma 5.12.4, val(v − ) it is G σ -equivariant on X ∆ σ . By the convexity, val(v) = val(v + + v − ) is G σ -equivariant on X ∆ σ .
5.16.
Canonical coordinates on Σ. Note that for any σ ∈ Σ we can order the coordinates according the weights
where a 1 < a 2 < . . . < a ℓ and Γ σ acts on A ai with character t → t ai , where t ∈ Γ and a i ∈ Z n if Γ σ ≃ Z n or a i ∈ Z if Γ σ ≃ K * .( In the first case a i are represented by integers from [0, n−1]. Let us call these coordinates canonical.) The canonical coordinates are preserved by the group Aut (σ) of all automorphisms of σ defining K * -equivariant automorphisms of X σ . Since all stable vectors v ∈ σ define G σ -invariant valuations val (v) on X σ , they are in particular Ant (σ)-invariant. Thus all stable vectors v ∈ σ can be assigned the canonical coordinates in a unique way.
5.17. Canonical π-desingularization of cones σ in Σ. Given the canonical coordinates we are in position to construct a canonical π-desingularization of σ or its subdivision ∆ σ . We eliminate all choices of centers of star subdivisions in the π-desingularization algorithm by choosing the center with the smallest canonical coordinates (ordered lexicographically).
5.18
. Canonical π-desingularization of Σ. Note that the π-desingularization of an independent τ ∈ Σ is nothing but a desingularization of π(τ ). For any cone σ = v 1 , . . . , v k ∈ Σ the vector v σ := v 1 + . . . + v k ∈ par(σ) is stable (Lemma 5.13.6). Order all cones σ ∈ Σ by their dimension and apply star subdivision at v σ ∈ σ starting from the heighest dimensions to the lowest. Note that the result of this subdivision does not depend on the order of cones of the same dimension. That's because none of two cones of Σ which are of the same dimension are the faces of the same cone. The cones of higher dimensions were already subdivided and all their proper faces occur in the different cones. Let ∆ = {∆ σ | σ ∈ Σ} denote the resulting subdivision. Now we apply the canonical subdivision ∆
