The numerical equivalent source is used to correct distortions in gravity anomalies caused by topographic relief. The error involved in the topographic correction is a function of the depth of the equivalent source. The optimum depth of the equivalent source is that which maximizes the smoothness of the calculated anomaly between control points. The technique is straightforward and can be incorporated easily into a standard data processing sequence.
INTRODUCTION
It is well known that topographic relief at the surface of measurement distorts the gravity anomaly. This distortion is due to the varying vertical separation of the measurement points from the source body and is not accounted for by the standard Bouguer and free-air corrections. calls such anomalies "station" Bouguer anomalies reduced to sea level and distinguishes them from real Bouguer anomalies at sea level. The latter involves a vertical (upward and/or downward) continuation of the gravity field onto a common horizontal plane, which we call topographic correction. Figure 1 is an example. Figure  IB shows a cross-section, with a station spacing of 100 m, through a point-mass gravity source buried 100 m directly beneath a 100-m vertical scarp at the surface. The source has an excess mass of 10'' kg. Figure 1A plots the true anomaly if measurements were taken on a horizontal datum 200 m above the source (z = -100 m) as well as the "measured" anomaly at the topographic surface, after "normal" data corrections to a common datum have been performed. The distortion in the measured anomaly is due to the decreased vertical separation between the source body and the lower measuring stations.
Several methods of correcting the topographic distortion have been developed. determined an equivalent source of discrete point masses on a horizontal plane from Bouguer anomaly measurements on an irregular surface by solving a system of simultaneous equations. He found that the depth to the equivalent source should be limited within a certain range relative to the station spacing by studying the condition number of the matrix of the system. discussed an approach of topographic correction by means of finite harmonic series. developed simple convolution operators for upward continuation of potential field data from a general surface to a horizontal plane. determined an equivalent source by solving a Fredholm integral equation of the second kind.
We present an alternative correction which is effective and efficient enough to be incorporated into a routine processing stream. The corrected anomaly is calculated from a n ensemble of point-mass equivalent sources derived from the iterative solution of the Dirichlet boundary-value problem. The optimum depth to the source ensemble is that which maximizes the smoothness of the calculated anomaly between the data points.
THE METHOD
We seek the gravity function U in the region z 5 f(x, y) (Z is positive downward), such that a2u a2u a2u -+ -+ -= o ,
ax' ay2 az2 where f(x, y) is the topographic function and g(x, y) is the measured gravity anomaly. With discrete functions f(x, y) and g(x, y), we have a Dirichlet boundary-value problem. An iterative forward solution for U can be obtained using an equivalent source approximation. The equivalent source is a collection of point masses, one beneath each surface measurement point. There are two primary difficulties with the equivalent source approach, both related to the depth of the source ensemble. If the source depth is too shallow relative to the station spacing, then the anomaly at each station is determined only by the source directly beneath it. The solution converges quickly, but the anomaly tends to disappear or "sag" between the stations, i.e., high-frequency noise (HFN) is intro-
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We seek the gravity function U in the region z sj (x, y) duced. This noise appears when the equivalent source is used to calculate the anomaly on a new surface (the purpose of the operator.) High-frequency noise is also introduced if the source ensemble is too deep because positive and negative sources must be combined to correct for anomaly width. With sources that are too deep, the solution converges slowly or not at all. The present work demonstrates that an optimum source depth can be determined which minimizes HFN between stations and therefore minimizes noise introduced by the topographic operator. Figure 2 illustrates the HFN problem in two dimensions (2-D). The "measured" anomaly is specified at 11 stations, located at the horizontal distances given by x = 0.0 to 10.0 (station spacing DX = 1). The equivalent source ensemble is 11 mass lines (because the problem is 2-D), one beneath each station. The unknowns are the mass per unit length of each mass line, which is determined by 11 simultaneous equations. Based on their condition numbers, the equations are well posed for the depths to the equivalent source in the region from 0.1 DX to 10 DX. Therefore, the unknowns can be solved exactly, i.e., the difference between the "measured" anomaly and the anomaly caused by the equivalent source can be made arbitrarily small for depths of the equivalent source in the region 0.1 DX to 10 DX. HFN due to inappropriate source depth is demonstrated by using the derived equivalent source to calculate the anomaly at halfway positions (X = 0.5, 1.5, etc.). Figure 2 shows the disappearance of the anomaly at intermediate points when the source depth is very shallow (H = 0.1 DX) and also shows distortion of the anomaly when the source depth is too deep ( H = 10.0 DX). Figure 2 also demonstrates the existence of an optimum source depth that minimizes halfway point HFN -is contrary to intuition, which suggests the optimum source depth is the maximum source depth that can be brought to convergence.
To determine the optimum depth for the equivalent source, we quantitatively estimate the degree of smoothness with equation (2): where S is our estimate of smoothness, H is the depth to the equivalent source, n is the number of halfway calculation points, gi,i+l is the average of the anomaly values calculated at stations i and i+l, and g i +~,~ is the calculated gravity from the equivalent source at the point halfway between i and i+ 1. This is a valid estimator as long as the average curvature of the anomaly between points i and i + l is roughly zero. A more rigorous treatment could use a higher order of polynomial interpolation function. S(H) is calculated for the equivalent source ensemble as H i s increased from some small value (e.g., 0.5 DX). The optimum depth Hj is that which satisfies the inequality S(Hj-,) > S(Hj) < S(Hj+,). Figure 2 suggests that the optimum depth is in the neighborhood of H = DX.
The appropriate mass distribution for the equivalent source at a given depth is determined by iteratively reducing the misfit between the measured anomaly and the calculated anomaly at the measurement stations. The initial estimate of the mass distribution is given by the Gauss formula (Garland, , P 1361 where MP is the initial value of the mass of the ith source element, gi is the anomaly at the ith station, G is the gravitational constant, and DS is the average area between data points. Forward calculations are performed to determine the E,,, error in the equivalent gravity field relative to g (~, y) by (
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where rn is the total number of data points, g: is the value of the equivalent gravity field at the ith point after the kth iteration, and gi is the measured gravity at the ith point. Iterative reduction in the E,,, error is then obtained by adjusting the mass distribution. The ith point mass at the (k + 1)th iteration is given by kt;'' = M : + C(g, -gb) HZ/G, (5) where H is the depth to equivalent source and C i s a coefficient chosen in the range from 0.1 to 1 to produce convergence if H is near to the optimum depth. Formula (5) is derived from the differential formula of the gravity field of a point mass. Initially, C is set to 1 which gives the maximum modification to the equivalent source. If this value of C does not reduce E,,, error, then C i s repeatedly halved until iterative reduction in E,,, error is achieved. Iteration with the appropriate Cvalue continues until the E,.,, error in the equivalent field is less than or equal to the precision of the gravity data. The gravity anomaly of a point source satisfies Laplace's equation; thus, the solution obtained above satisfies all conditions of the Dirichlet boundary-value problem. Table 1 lists the results of topographic corrections to the gravity fields of eight buried rectangular slabs with a unit density and having the same horizontal boundaries x, = 1000 m, x2 = 1800 m, y , = 600 m, y2 = 1200 m. The depth to top and bottom (2, and z2, respectively) of the slabs is varied as given in Table 1 . The "measured" anomaly is calculated at z = 0 m, while the true anomaly is calculated at z = -50 m. The equivalent source is then used to continue the measured anomaly to z = 5 0 m where the misfit with the exact solution is evaluated. The station grid is 15 x 15 with a station spacing of 200 m in both x and y directions. The error between the true anomaly and the corrected anomaly is the true error and is calculated with Note zl and z2 are the depths to the top and the bottom of the rectangular slabs, respectively; H i s the depth to the equivalent source; k is the number of iterations; the definitions of S, E,,,, and ET are shown in the equations (2), (4), and (6), respectively; z is the elevation of the corrected datum.
DEMONSTRATION USING SYNTHETICS
h he datum z in this case is 5 m. where ge, and gci are the true anomaly and the anomaly calculated from the equivalent source on the datum z = z,, respectively. The solution is iterated until E;,, is less than 0.05 mGal. A perfect estimator for S would show minima of Sand ET at the same depth of equivalent source. Table I indicates that this is only approximately true for the estimator used here. Even so, the value of ET (Table 1 , column 5) at minimum S (Smi,) is very close to Erm,, indicating that very little noise is introduced into the continuation when the equivalent source at H(Smi,) is used. This approach to the topographic correction is thus stable and reliable. For upward continuation, E7 (Table   1 , column 5) continues to decrease with increase in equivalent source depth beyond the depth of S,;,,. This is expected because upward continuation reduces the HFN introduced by using a source that is too deep (Figure 2 ). Downward continuation of the equivalent source results demonstrates (Table 1 , column 7) the expected correspondence between the depth of Smi, and the depth of minimum ET (Table 1, 
column 7).
The technique is applied to the step topography problem of Figure 1 . The grid is 15 x 15 with a station spacing of 100 m in both xand y directions. Table 2 lists the result. Figure 3 plots the anomaly after topographic correction, which is calculated from the ensemble of equivalent sources located at the optimum depth ( H = 100 m). Figure 4 shows the anomaly which is calculated from the ensemble of equivalent sources located at the depth 12.5 m. Clearly, the distortions in the anomaly still remain in the latter case even though E,,, error is equal to 0.02 mGal.
McPHERSON COUNTY. KANSAS
We now topographically correct the gravity of McPherson County, Kansas, shown after removal of a second-order regional trend in Figure 5 . The data are gridded to 1.609 km by 1.609 km by Surface 111 , giving a total of 1156 grid points. Total relief in McPherson County is 124 m, as plotted in Figure 6 . The selected horizontal datum is 500 m above sea level (z = -500 m). Table 3 shows the values of smoothness where m is the total number of data points, g7 is the value of the equivalent gravity field at the ith point after the kth iteration, and gi is the measured gravity at the ith point. Iterative reduction in the E rms error is then obtained by adjusting the mass distribution. The ith point mass at the (k + I)th iteration is given by Table 1 lists the results of topographic corrections to the gravity fields of eight buried rectangular slabs with a unit density and having the same horizontal boundaries XI = 1000 m, Xz = 1800 m, YI = 600 m, Yz = 1200 m. The depth to top and bottom (ZI and Zz, respectively) of the slabs is varied as given in Table 1 Note ZI and Zz are the depths to the top and the bottom of the rectangular slabs, respectively; H is the depth to the equivalent source; k is the number of iterations; the definitions of S, E rms ' and £1 are shown in the equations (2), (4), and (6), respectively; Z is the elevation of the corrected datum. *The datum Z in this case is 5 m. 
where H is the depth to equivalent source and C is a coefficient chosen in the range from 0.1 to 1 to produce convergence if H is near to the optimum depth. Formula (5) is derived from the differential formula of the gravity field of a point mass. Initially, C is set to 1 which gives the maximum modification to the equivalent source. If this value of C does not reduce E rms error, then C is repeatedly halved until iterative reduction in E rms error is achieved. Iteration with the appropriate C value continues until the E rms error in the equivalent field is less than or equal to the precision of the gravity data. The gravity anomaly of a point source satisfies Laplace's equation; thus, the solution obtained above satisfies all conditions of the Dirichlet boundary-value problem.
where gei and gCi are the true anomaly and the anomaly calculated from the equivalent source on the datum Z = Zo, respectively. The solution is iterated until E rms is less than 0.05 mGal. A perfect estimator for S would show minima of Sand E 1 at the same depth of equivalent source. Table 1 indicates that this is only approximately true for the estimator used here. Even so, the value of E 1 ( Table 1 , column 5) at minimum S (Smin) is very close to £rms' indicating that very little noise is introduced into the continuation when the equivalent source at H(Smin) is used. This approach to the topographic correction is thus stable and reliable. For upward continuation, E 1 (Table  1 , column 5) continues to decrease with increase in equivalent source depth beyond the depth of Smin' This is expected because upward continuation reduces the HFN introduced by using a source that is too deep (Figure 2 ). Downward continuation of the equivalent source results demonstrates (Table 1 , column 7) the expected correspondence between the depth of Smin and the depth of minimum £1 (Table 1 , column 7).
The technique is applied to the step topography problem of Figure 1 . The grid is 15 x 15 with a station spacing of 100 m in both X and y directions. Table 2 lists the result. Figure 3 plots the anomaly after topographic correction, which is calculated from the ensemble of equivalent sources located at the optimum depth (H = 100 m). Figure 4 shows the anomaly which is calculated from the ensemble of equivalent sources located at the depth 12.5 m. Clearly, the distortions in the anomaly still remain in the latter case even though E rms error is equal to 0.02 mGal.
McPHERSON COUNTY, KANSAS
We now topographically correct the gravity of McPherson County, Kansas, shown after removal of a second-order regional trend in Figure 5 . The data are gridded to 1.609 km by 1.609 km by Surface III , giving a total of 1156 grid points. Total relief in McPherson County is 124 m, as plotted in Figure 6 . The selected horizontal datum is 500 m above sea level (z = -500 m). Table 3 shows the values of smoothness 3 E T IS.
• 100 m. S as a function of depth to equivalent source H, which indicate that the optimum depth to the equivalent source is 2413.5 m (1.5 DX). Figure 7 gives the anomaly after the topographic correction. E,,, error is less than 0.1 mGal, the precision of Bouguer anomaly, after ten iterations. Although the E,,, error is equal to 0.06 mGal in Table 3 when H = 804.5 m after seven iterations, Figure 8 indicates a poor topographic correction with H = 804.5 m. Minimization of S rather than E,,, error defines the optimum source depth.
DISCUSSION
The numerical results in Table 1 show that the number of iterations required for convergence increases significantly as the equivalent source becomes too deep. On the other hand, few iterations are required when the equivalent source is at the optimum depth. Thus, slow convergence of the E,,, error (singlestep A&, = 1 percent of the last E,,,) is an indication that the equivalent source is too deep.
The minimization of HFN input to the data by optimization of equivalent source depth permits reasonable downward continuation. Thus, the corrected datum need not be the highest point of the measurement surface.
For larger data sets, calculation of the optimum depth to equivalent source can be prohibitive. Considerable time savings can be realized by using a Taylor series to calculate approximate anomalies and by neglecting the contributions of sources that are very distant from the point of measurement. At horizontal distance ten times the depth, the gravity contribution is only 0.1 percent. Care must be taken in this regard, however, because the topographic corrections are also small relative to the total gravity. S as a function of depth to equivalent source H, which indicate that the optimum depth to the equivalent source is 2413.5 m (1.5 DX). Figure 7 gives the anomaly after the topographic correction. E rms error is less than 0.1 mGal, the precision of Bouguer anomaly, after ten iterations. Although the E rms error is equal to 0.06 mGal in Table 3 when H = 804.5 m after seven iterations, Figure 8 indicates a poor topographic correction with H = 804.5 m. Minimization of S rather than E rms error defines the optimum source depth.
The numerical results in Table I show that the number of iterations required for convergence increases significantly as the equivalent source becomes too deep. On the other hand, few iterations are required when the equivalent source is at the optimum depth. Thus, slow convergence of the E rms error (singlestep LiE rms == I percent of the last E rms ) is an indication that the equivalent source is too deep.
For larger data sets, calculation of the optimum depth to equivalent source can be prohibitive. Considerable time savings can be realized by using a Taylor series to calculate approximate anomalies and by neglecting the contributions of sources that are very distant from the point of measurement. At horizontal distance ten times the depth, the gravity contribution is only 0.1 percent. Care must be taken in this regard, however, because the topographic corrections are also small relative to the total gravity. 
