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Abstract
Let D be a division ring with an involution ¯ . Assume that F = {a ∈ D : a = a¯} is a proper
subfield of D and is contained in the center of D. LetSHn(D) be the set of n × n skew-Her-
mitian matrices over D. If H1, H2 ∈SHn(D) and rank(H1 − H2) = 1, H1 and H2 are said
to be adjacent. The fundamental theorem of the geometry of skew-Hermitian matrices over
D is proved: Let n  2 andA be a bijective map ofSHn(D) to itself, which preserves the
adjacency. ThenA is of the formA(X) = α tPXσP + H0 ∀X ∈SHn(D), where α ∈ F ∗,
P ∈ GLn(D), H0 ∈SHn(D), and σ is an automorphism of D.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 15A33; 15A99; 51D20; 4L35; 14L24
Keywords: Geometry of matrices; Skew-Hermitian matrix; Adjacency; Division ring with an involution;
Division ring of generalized quaternions
This work is supported by the National Natural Science Foundation of China, Grant #10271021,
#19831070.∗ Corresponding author.
E-mail addresses: lipingmath@sohu.com (L.-P. Huang), wan@mail.amss.ac.cn (Z.-X. Wan).
0024-3795/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.08.030
128 L.-P. Huang, Z.-X. Wan / Linear Algebra and its Applications 396 (2005) 127–157
1. Introduction
Let D be a division ring with an involution a → a¯, i.e., ¯ is a bijective map from D
to itself and satisfies a + b = a¯ + b¯, ab = b¯a¯, ¯¯a = a. Denote by Z the center of D.
Let D∗ = D\{0}, F = {a ∈ D : a = a¯} be the set of symmetric elements of the
involution ,¯ and K = {a ∈ D : a = −a¯} be the set of skew-symmetric elements.
Let Dm×n be the set of m × n matrices over a division ring D, and let Dn =
D1×n. Denote by GLn(D) the general linear group over D (the set of n × n invert-
ible matrices over D). If A = (aij ) ∈ Dm×n, let tA = (aji) be the transpose of A,
A = (aij ) be the conjugate of A, and tA be the transpose conjugate of A. If σ is an
automorphism of D, let Aσ = (aσij ). Denote by Eij the n × n matrix whose (i, j)-
entry is 1 and all other entries are 0’s. We adopt the convention that zeros in a matrix
are sometimes omitted. Two n × n matrices A and B over D are said to be cogredient
if there exists a P ∈ GLn(D) such that tPAP = B.
Let H ∈ Dn×n. H is called an Hermitian matrix if H = tH , and H is called
a skew-Hermitian matrix if H = −tH . Denote by Hn(D) (and SHn(D)) the set
of n × n Hermitian matrices (and skew-Hermitian matrices) over D, respectively.
Hn(D) and SHn(D) are two additive groups. Let Dij (x) = xEij − x¯Eji , where
x ∈ D, j /= i. Clearly, Dij (x) ∈SHn(D), and Dij (x) = Dji(−x¯).
SHn(D) is also called the space of the geometry of n × n skew-Hermitian matri-
ces and its elements the points. The set of all bijective maps
X −→ tPXP + H0 ∀X ∈SHn(D) (1.1)
of SHn(D) to itself, where P ∈ GLn(D) and H0 ∈SHn(D), forms a group,
called the group of motions of the spaceSHn(D).
Two n × n skew-Hermitian matrices (or Hermitian matrices) A and B are said
to be adjacent if rank(A − B) = 1. Clearly, the adjacency of two skew-Hermitian
matrices is invariant under the group of motions of SHn(D). The fundamental
problem in the geometry of skew-Hermitian matrices over D is to characterize the
group of motions of SHn(D) by as few geometrical invariants of the space
SHn(D) as possible.
The purpose of the present paper is to prove the following theorem.
Theorem 1.1. Let D be a division ring with an involution ¯ and F = {a ∈ D : a =
a¯}. Assume that F is a proper subfield of D and is contained in the center of D. Let
n  2 and A be a bijective map of SHn(D) to itself such that both A and A−1
preserve the adjacency. ThenA is of the form
A(X) = α tPXσP + H0 ∀X ∈SHn(D), (1.2)
where α ∈ F ∗, P ∈ GLn(D), H0 ∈SHn(D), and σ is an automorphism of D.
Conversely, the map (1.2) is bijective, and both (1.2) and its inverse preserve the
adjacency.
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At the end of this paper, it is pointed out that the condition A−1 preserving the
adjacency can be omitted. For simplicity the condition that F is a proper subfield of
D and is contained in the center of D will be donoted by (H).
We call Theorem 1.1 the fundamental theorem of the geometry of skew-Hermitian
matrices overD. Theorem 1.1 has applications to algebra and geometry [4]. The corre-
sponding theorem of the geometry of Hermitian matrices was already proved in [1–3].
When D is of characteristic 2, SHn(D) =Hn(D); thus in this case Theorem
1.1 was already proved. When D is a field of characteristic /=2, then under the con-
dition (H) we have D = F(i), where i2 = a ∈ F ∗ and i¯ = −i. Thus H is a skew-
Hermitian matrix if and only if iH is an Hermitian matrix, and two skew-Hermitian
matrices H1 and H2 are adjacent if and only if iH1 and iH2 are adjacent. There-
fore in this case Theorem 1.1 follows immediately from the fundamental theorem of
the geometry of Hermitian matrices. So we need only consider the case when D is
noncommutative. Since we assumed that (H) holds, we can restrict ourselves to the
case when D = ( a,b
F
) is a division ring of generalized quaternions over the field F
of characteristic /=2 (cf. Theorem 2.1 of [3]).
The study of the geometry of matrices was initiated by Hua [5–13] in the forties
of the last century. There are four types of matrices studied previously. They are:
geometry of rectangular matrices [12,14], geometry of symmetric matrices [11,15–
17], geometry of alternate matrices [18], and geometry of Hermitian matrices [1–3].
Over a noncommutative division ring with an involution, the geometry of skew-Her-
mitian matrices arises naturally and can be regarded as a supplement to the geometry
of matrices of Hua.
The present paper is organized as follows. In Section 2, automorphisms of division
rings of generalized quaternions are studied. In Section 3, parallel to the geometry
of Hermitian matrices maximal sets of rank 1 and rank 2 in the geometry of skew-
Hermitian matrices are introduced and studied. In Section 4, when n = 2, the affine
space structure of any maximal set of rank 2 is introduced. In Section 5, Theorem 1.1
for the case n = 2 will be proved. Then Section 6 concludes the proof of Theorem
1.1. At the end of Section 6, it is pointed out that the conditionA−1 preserving the
adjacency in Theorem 1.1 can be omitted.
2. Automorphisms of division rings of generalized quaternions
From now on we assume that D is a division ring of generalized quaternions
over a field F of characteristic /=2. More precisely, let F be a field of charac-
teristic /=2, a, b ∈ F ∗ be such that x20 + ax21 + bx22 − abx23 /= 0 for all nonzero
(x0, x1, x2, x3) ∈ F 4, and let D = ( a,bF ) = F ⊕ Fi ⊕ Fj ⊕ Fk be a four dimen-
sion algebra over F with basis 1, i, j, k, the multiplication of which is defined by
i2 = a, j2 = b, and ij = −ji = k. It is easy to show that D is a division algebra
over F . D is called a division ring of generalized quaternions over F . Clearly, F is
the center of D.
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For α = x0 + x1i + x2j + x3k ∈ D, let α¯ = x0 − x1i − x2j − x3k, then α¯ is
called the conjugate of α. Clearly, α → α¯ is an involution of D, and F is its fixed
field. Define N(α) = α¯α which is called the norm of α. If α /= 0, then N(α) ∈ F ∗
and α−1 = (N(α))−1α¯.
Lemma 2.1 (Proposition 3.1.3 in [19]). Let α ∈ D and α /= 0. Then α ∈ K if and
only if α /∈ F and α2 ∈ F.
Lemma 2.2. Every automorphism σ of D commutes with the involution ¯. That is,
ασ = α¯σ for all α ∈ D.
Proof. Since F is the center of D, α ∈ F if and only if ασ ∈ F , and α ∈ F
if and only if ασ−1 ∈ F . Applying σ to i2 = a, we obtain (iσ )2 = aσ . Clearly,
iσ /= 0, iσ /∈ F . By Lemma 2.1, iσ ∈ K , thus iσ = −iσ . Similarly,
jσ = −jσ , and kσ = −kσ . Therefore for any α = x0 + x1i + x2j + x3k ∈ D, ασ =
xσ0 + xσ1 iσ + xσ2 jσ + xσ3 kσ = xσ0 − xσ1 iσ − xσ2 jσ − xσ3 kσ = (x0 − x1i − x2j− x3k)σ = α¯σ . 
Corollary 2.3. Let σ be an automorphism of D and H be an n × n matrix over D.
Then H ∈SHn(D) if and only if Hσ ∈SHn(D).
Lemma 2.4. Let σ be an automorphism of F, i∗, j∗, k∗ ∈ K∗ be such that i∗2 =
aσ , j∗2 = bσ , k∗2 = −aσ bσ , i∗j∗ = −j∗i∗, i∗k∗ = −k∗i∗, j∗k∗ = −k∗j∗. Then
1, i∗, j∗, i∗j∗ form a basis of D over F and k∗ = ±i∗j∗. Moreover,
(i) If k∗ = i∗j∗, the map
x0 + x1i + x2j + x3k −→ xσ0 + xσ1 i∗ + xσ2 j∗ + xσ3 k∗ (2.1)
is an automorphism of D.
(ii) If k∗ = −i∗j∗, the map
x0 + x1i + x2j + x3k −→ xσ0 − xσ1 i∗ − xσ2 j∗ − xσ3 k∗ (2.2)
is an automorphism of D.
Proof. Clearly, i∗j∗ ∈ K∗ and i∗ and j∗ are linearly independent over F . Assume
that i∗j∗ = a1i∗ + a2j∗, where a1, a2 ∈ F . Multiplying by i∗, we obtain a1 = 0,
and similarly, a2 = 0. Thus i∗, j∗, i∗j∗ form a basis of the linear space K over F and
1, i∗, j∗, i∗j∗ form a basis of the linear space D over F . We can assume that k∗ =
b1i
∗ + b2j∗ + b3i∗j∗. Multiplying by i∗, we obtain b1 = 0, and similarly, b2 = 0,
thus k∗ = b3i∗j∗. Since aσ bσ = −k∗2 = k∗k∗ = b23i∗j∗i∗j∗ = b23aσ bσ , we have
b3 = ±1. Consequently, k∗ = ±i∗j∗.
(i) If k∗ = i∗j∗, let (x0 + x1i + x2j + x3k)σ = xσ0 + xσ1 i∗ + xσ2 j∗ + xσ3 k∗ for
all xi ∈ F . It is easy to check that (x + y)σ = xσ + yσ , (xy)σ = xσ yσ for all x, y ∈
D. Since both {1, i, j, k} and {1, i∗, j∗, k∗} are bases of D, the map (2.1) is a bijec-
tive map of D to itself. Therefore the map (2.1) is an automorphism of D.
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(ii) If k∗ = −i∗j∗, let (x0 + x1i + x2j + x3k)σ = xσ0 − xσ1 i∗ − xσ2 j∗ − xσ3 k∗∀xi ∈ F . We can also check (x + y)σ = xσ + yσ , (xy)σ = xσ yσ for all x, y ∈ D.
Similarly, σ is an automorphism of D. 
3. Maximal sets
By Theorem 7.3.1 in [13], if A ∈SHn(D), A is cogredient to a diagonal matrix.
The following definitions and statements are parallel to the corresponding ones
in the geometry of Hermitian matrices (cf. [1,4]). We state them but omit the similar
proofs.
Definition 3.1. The arithmetic distance between two n × n skew-Hermitian matri-
ces H1 and H2, denoted by ad(H1, H2), is defined to be rank(H1 − H2). When
ad(H1, H2) = 1, H1 and H2 are said to be adjacent.
Definition 3.2. The distance d(A,B) between two points A and B of SHn(D)
is defined to be the least nonnegative integer d for which there is a sequence of
d + 1 points of SHn(D), H0 = A, H1, H2, . . . , Hd = B such that Hi and Hi+1
are adjacent for i = 0, 1, . . . , d − 1.
Lemma 3.3. For any H1, H2 ∈SHn(D), d(H1, H2) = ad(H1, H2). Moreover, a
bijective map A :SHn(D) →SHn(D) preserves the arithmetic distance if and
only if bothA andA−1 preserve the adjacency.
Definition 3.4. A nonempty subsetM inSHn(D) is called a maximal set of rank
1 if any pair of distinct elements ofM are adjacent and there is no other element of
SHn(D) outsideM, which is adjacent to each element ofM.
Definition 3.5. A subset L in SHn(D) is called a maximal set of rank 2, if the
following conditions are fulfilled:
(i) L contains a maximal set of rank 1, denoted byM.
(ii) For any H ∈L\M and T ∈M, ad(H, T ) = 2.
(iii) For any H ∈SHn(D), ad(H, T ) = 2 for all T ∈M implies H ∈L.
Lemma 3.6. Under a transformation of the form (1.1), a maximal set of rank 1(and
rank 2) is transformed into a maximal set of rank 1 (and rank 2, respectively).
Let
Mi = {xEii : x ∈ K}, i = 1, 2, . . . , n. (3.1)
M12 = {x(E11 + E12 + E21 + E22) : x ∈ K}. (3.2)
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Lemma 3.7. AllMi’s, i = 1, 2, . . . , n, andM12 are maximal sets of rank 1. More-
over, any maximal set of rank 1 can be transformed under a transformation of the
form (1.1) toM1.
Corollary 3.8. Let H1 and H2 be two adjacent points ofSHn(D). Then there is a
unique maximal set of rank 1 containing both H1 and H2.
Corollary 3.9. If there are two distinct maximal sets of rank 1 whose intersection is
nonempty, then their intersection contains a single point.
Corollary 3.10. Any maximal set of rank 1M can be put into the following general
form
M = {tPXP + H0 : X ∈M1} =: tPM1P + H0, (3.3)
where P ∈ GLn(D), H0 ∈SHn(D).
Lemma 3.11. Let M be a maximal set of rank 1,M /=M1, and M1 ∩M = {0}.
Then there exists Q =
(
1
P1
)
(I + λE21), where P1 ∈ GLn−1(D) and λ ∈ D,
such that tQM1Q =M1 and tQMQ =M2.
Lemma 3.12. LetM,M′, andM′′ be three distinct maximal sets of rank 1 with a
nonempty intersection. Then they can be transformed simultaneously under a trans-
formation of the form (1.1) toM1,M2, andM3, respectively, or toM1,M2, and
M12 respectively. When n = 2, only the latter case can occur: moreover, assume
M =M1 and M1 ∩M′ ∩M′′ = {0}, then there exists a λ ∈ D and an h ∈ D∗
such that
M′ = t
(
1 0
λ 1
)
M2
(
1 0
λ 1
)
,
M′′ = t
(
1 0
λ 1
)
t
(
1 0
0 h
)
M12
(
1 0
0 h
)(
1 0
λ 1
)
.
For 1  i  n, let
Li =


xiiEii +
n∑
j = 1
j /= i
Dij (xij ) : xii ∈ K, xij ∈ D, j /= i


. (3.4)
Clearly, we have
Li ∩Lj = {Dij (x) : x ∈ D}, i /= j. (3.5)
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Lemma 3.13. All Li’s, i = 1, . . . , n, are maximal sets of rank 2. Moreover, any
maximal set of rank 2 can be transformed under a transformation of the form (1.1)
toL1.
Lemma 3.14. Any maximal set of rank 1 is contained in a unique maximal set of
rank 2. The unique maximal set of rank 2 containingM1 isL1.
Lemma 3.15. Any maximal set of rank 2 can be put into the following general form{tPXP + H0 : X ∈L1} =: tPL1P + H0,
where P ∈ GLn(D) and H0 is an element ofSHn(D).
Lemma 3.16. Let L be a maximal set of rank 2 and H0 ∈L. Then there exists a
unique maximal set of rank 1 contained inL and containing H0.
Lemma 3.17. Any two distinct maximal sets of rank 2 which have a nonempty inter-
section can be carried simultaneously by a transformation of the form (1.1) to L1
andL2.
Lemma 3.18. Let 1  i < j  n. Then there exist exactly two maximal sets of rank
2 which contain the set {Dij (x) : x ∈ D} in common. More precisely, they are Li
andLj .
Proposition 3.19. (a) For any λ ∈ D, nonzero P12 ∈ Dn−1, and H1 ∈L1, there
exists a maximal set L′ of rank 2 such that L′ /=L1, H1 ∈L1 ∩L′, and L1 ∩
L′ is of the form
L1 ∩L′ =
{(
xλ − xλ xP12
−t (xP12) 0
)
+ H1 : x ∈ D
}
. (3.6)
(b) Let L′ be a maximal set of rank 2,L′ /=L1 and L1 ∩L′ /= ∅. If H1 ∈
L1 ∩L′, then there exists a λ ∈ D and a nonzero P12 ∈ Dn−1 such thatL1 ∩L′
is of the form (3.6).
Proposition 3.20. (a) Let 2  i  n. For any λ ∈ D, nonzero (p1, . . . , pi−1, pi+1,
. . . , pn) ∈ Dn−1, and H ∈Li , there exists a maximal set L′ of rank 2 such that
L′ /=Li , H ∈Li ∩L′, andLi ∩L′ is of the form
Li ∩L′ =


(xλ − xλ)Eii +
n∑
j = 1
j /= i
Dij (xpj ) + H : x ∈ D


. (3.7)
(b) For 2  i  n, letL′ be a maximal set of rank 2,L′ /=Li andLi ∩L′ /=
∅. If H ∈Li ∩L′, then there exists a λ ∈ D and a nonzero (p1, . . . , pi−1, pi+1,
. . . , pn) ∈ Dn−1 such thatLi ∩L′ is of the form (3.7).
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Let 1  i, j  n and i /= j . For any β ∈ D, define
Lij (β) = t(I + βEij )Li (I + βEij ). (3.8)
Clearly, when β runs through D, Lij (β)’s are distinct maximal sets of rank 2 and
Lij (0) =Li .
Lemma 3.21. For 1  i < j  n, let x → xii(x) be a map from D to K for which
xii(0)= xii(1)= 0, xii(x) /= 0 for some x ∈ D∗, and letSij = {xii(x)Eii +Dij (x) :
x ∈ D}. Then a maximal set of rank 2 containing Sij is necessarily of the form
Lij (β) where β ∈ F and βxii(x)β = βx − x¯β for all x ∈ D.
4. Structures of maximal sets of rank 2 (the case n = 2)
Let
M1 = {x11E11 : x11 ∈ K} , M2 = {x22E22 : x22 ∈ K} , (4.1)
M12 =
{(
λ λ
λ λ
)
: λ ∈ K
}
, (4.2)
L1 =
{(
x11 x12
−x12 0
)
: x11 ∈ K, x12 ∈ D
}
,
L2 =
{(
0 x12
−x12 x22
)
: x22 ∈ K, x12 ∈ D
}
, (4.3)
L12 =
{(
x11 x11 + x12
x11 − x12 x11 + x12 − x12
)
: x11 ∈ K, x12 ∈ D
}
. (4.4)
By Lemmas 3.14 and 3.16, L1, L2, and L12 are the unique maximal sets of rank
2 containingM1,M2, andM12 respectively, andM1,M2, andM12 are the unique
maximal sets of rank 1 containing 0 and contained inL1,L2, andL12, respectively.
Clearly, we have
L12 =
(
1 0
1 1
)
L1
(
1 1
0 1
)
, (4.5)
L1 ∩L2 = {D12(x12) : x12 ∈ D} , (4.6)
L1 ∩L12 =
{(
x12 − x12 x12
−x12 0
)
: x12 ∈ D
}
, (4.7)
L2 ∩L12 =
{(
0 x12
−x12 x12 − x12
)
: x12 ∈ D
}
, (4.8)
L1 ∩L2 ∩L12 = {D12(x12) : x12 ∈ F } . (4.9)
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Proposition 4.1. (a) For any h ∈ D∗, λ ∈ D, and H1 ∈L1, there exist two distinct
maximal setsL andL′ of rank 2 such thatL /=L1,L′ /=L1, H1 ∈L1 ∩L ∩
L′, and
L1 ∩L ∩L′ =
{(
x(hλ − hλ) xh
−xh¯ 0
)
+ H1 : x ∈ F
}
. (4.10)
(b) LetL andL′ be two distinct maximal sets of rank 2,L /=L1,L′ /=L1,
andL1 ∩L ∩L′ /= ∅. If H1 ∈L1 ∩L ∩L′, then there exists an h ∈ D∗ and a
λ ∈ D such that (4.10) holds.
Proof. (a) For any h ∈ D∗, λ ∈ D, and H1 ∈L1, let
L = t
(
1 0
λ 1
)
L2
(
1 0
λ 1
)
+ H1,
L′ = t
(
1 0
λ 1
)
t
(
1 0
0 h
)
L12
(
1 0
0 h
)(
1 0
λ 1
)
+ H1.
Then L and L′ are two distinct maximal sets of rank 2, L /=L1, L′ /=L1, and
H1 ∈L1 ∩L ∩L′. By (4.3) and (4.4), X ∈L ∩L′ if and only if
X =
(
x12hλ − x12hλ + hλ(x12 − x12)hλ x12h + hλ(x12 − x12)h
−x12h + h¯(x12 − x12)hλ h¯(x12 − x12)h
)
+ H1.
Clearly,(
x12hλ − x12hλ + hλ(x12 − x12)hλ x12h + hλ(x12 − x12)h
−x12h + h¯(x12 − x12)hλ h¯(x12 − x12)h
)
+ H1 ∈L1
if and only if x12 − x12 = 0. Therefore, we have (4.10).
(b) Let L and L′ be two distinct maximal sets of rank 2, L /=L1, L′ /=L1,
andL1 ∩L ∩L′ /= ∅. If H1 ∈L1 ∩L ∩L′, then the transformation X → X −
H1 ∀X ∈SH2(D) carries L1 to itself. Denote the images of L and L′ under
this transformation by L0 and L′0, respectively, then 0 ∈L0 ∩L′0. By Lemma
3.16, there exists a unique maximal set of rank 1 contained inL0 and containing 0,
which will be denoted by M, and there exists also a unique maximal set of rank 1
contained inL′0 and containing 0, which will be denoted byM′. Clearly,M /=M1,
M′ /=M1, andM /=M′. By Lemmas 3.11 and 3.12, we can assume that
M = t
(
1 0
λ 1
)
M2
(
1 0
λ 1
)
,
M′ = t
(
1 0
λ 1
)
t
(
1 0
0 h
)
M12
(
1 0
0 h
)(
1 0
λ 1
)
,
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where λ ∈ D and h ∈ D∗. By Lemmas 3.14 and 3.15, we have
L0 =
t
(
1 0
λ 1
)
L2
(
1 0
λ 1
)
,
L′0 =
t
(
1 0
λ 1
)
t
(
1 0
0 h
)
L12
(
1 0
0 h
)(
1 0
λ 1
)
.
By (4.3) and (4.4), X ∈L0 ∩L′0 if and only if
X =
(
x12hλ − x12hλ + hλ(x12 − x12)hλ x12h + hλ(x12 − x12)h
−x12h + h¯(x12 − x12)hλ h¯(x12 − x12)h
)
.
Clearly,(
x12hλ − x12hλ + hλ(x12 − x12)hλ x12h + hλ(x12 − x12)h
−x12h + h¯(x12 − x12)hλ h¯(x12 − x12)h
)
∈L1
if and only if x12 − x12 = 0. Therefore (4.10) holds. 
Similarly, we have
Proposition 4.2. (a) For any h ∈ D∗, λ ∈ D, and H2 ∈L2, there exist two distinct
maximal setsL andL′ of rank 2 such thatL /=L2,L′ /=L2, H2 ∈L2 ∩L ∩
L′, and
L2 ∩L ∩L′ =
{(
0 xh
−xh¯ x(hλ − hλ)
)
+ H2 : x ∈ F
}
. (4.11)
(b) Let L and L′ be two distinct maximal sets of rank 2,L /=L2,L′ /=L2,
andL2 ∩L ∩L′ /= ∅. If H2 ∈L2 ∩L ∩L′, then there exists an h ∈ D∗ and a
λ ∈ D such that (4.11) holds.
For any h ∈ K∗, H1 ∈L1, and H2 ∈L2, let
M1(Fh) + H1 = {xhE11 + H1 : x ∈ F }, (4.12)
M2(Fh) + H2 = {xhE22 + H2 : x ∈ F }. (4.13)
In particular, if Hi = 0, where i = 1 or 2,Mi (Fh) = {xhEii : x ∈ F }.
Proposition 4.3. If we define any nonempty intersection L1 ∩L ∩L′, where L
and L′ are two distinct maximal sets of rank 2 with L /=L1, L′ /=L1, L1 ∩
L ∩L′ /= ∅, and also anyM1(Fh) + H1, where h ∈ K∗ and H1 ∈L1, to be lines
in L1, then L1 has a seven-dimensional affine space structure over F. Moreover,
for any
(
x y
−y¯ 0
)
∈L1, let x = x1i + x2j + x3k and y = y0 + y1i + y2j + y3k
(xs, yt ∈ F), then the map
ϕ :L1 −→ AG(7, F ),
L.-P. Huang, Z.-X. Wan / Linear Algebra and its Applications 396 (2005) 127–157 137(
x y
−y¯ 0
)
−→ (x1, x2, x3, y0, y1, y2, y3)
is a bijective map which carries lines inL1 into lines in AG(7, F ).
Proof. LetL andL′ be two distinct maximal sets of rank 2 withL /=L1,L′ /=
L1, and L1 ∩L ∩L′ /= ∅. Let H1 =
(
u v
−v¯ 0
)
∈L1 ∩L ∩L′. By Proposi-
tion 4.1(b), there exists an h ∈ D∗ and a λ ∈ D such that (4.10) holds. Let hλ − hλ =
e1i + e2j + e3k, h = h0 + h1i + h2j + h3k, u = u1i + u2j + u3k, v = v0 + v1i +
v2j + v3k. Then by (4.10), ϕ maps the lineL1 ∩L ∩L′ inL1 into
{x(e1, e2, e3, h0, h1, h2, h3) + (u1, u2, u3, v0, v1, v2, v3) : x ∈ F } (4.14)
which is a line in AG(7, F ). If h ∈ K∗ and H1 ∈L1, clearly, ϕ maps the line
M1(Fh) + H1 inL1 into a line in AG(7, F ).
Conversely, let (4.14) be any line in AG(7, F ). Let e = e1i + e2j + e3k ∈ K and
h = h0 + h1i + h2j + h3k ∈ D, where e1, e2, e3, h0, h1, h2, h3 ∈ F , and e1, e2, e3,
h0, h1, h2, h3 are not all zero. Let H1 =
(
u v
−v¯ 0
)
, where u = u1i + u2j + u3k,
v = v0 + v1i + v2j + v3k. We are going to prove that ϕ maps a line in L1 into
(4.14).
Case 1. h /= 0. Let λ = 12h−1e. Then hλ − hλ = e. By Proposition 4.1(a), there exist
two distinct maximal setsL andL′ of rank 2 such thatL /=L1,L′ /=L1, H1 ∈
L1 ∩L ∩L′, and
L1 ∩L ∩L′ =
{(
xe xh
−xh¯ 0
)
+ H1 : x ∈ F
}
.
By definitionL1 ∩L ∩L′ is a line inL1 and ϕ(L1 ∩L ∩L′) = (4.14).
Case 2. h = 0. It is clear that ϕ maps the lineM1(Fe) + H1 into (4.14). 
Similarly, we have
Proposition 4.4. If we define any non-empty intersectionL2 ∩L ∩L′, whereL
andL′ are two distinct maximal sets of rank 2 withL /=L2,L′ /=L2,L2 ∩L ∩
L′ /= ∅, and also any M2(Fh) + H2, where h ∈ K∗ and H2 ∈L2, to be lines in
L2, then L2 has a seven-dimensional affine space structure over F. Moreover,
for any
(
0 y
−y¯ x
)
∈L2, let x = x1i + x2j + x3k and y = y0 + y1i + y2j + y3k
(xs, yt ∈ F), then the map
ϕ :L2 −→ AG(7, F ),(
0 y
−y¯ x
)
−→ (x1, x2, x3, y0, y1, y2, y3)
is a bijective map which carries lines inL2 into lines in AG(7, F ).
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5. Proof of Theorem 1.1 for the case n = 2
As we mentioned in Section 1, we need prove Theorem 1.1 only for the case
D = ( a,b
F
). Thus in this Section we assume that D = ( a,b
F
).
Lemma 5.1. LetA be a bijective map ofSH2(D) to itself such that bothA and
A−1 preserve the adjacency. IfA(0) = 0 andA(Mi ) =Mi , i = 1, 2, then for any
fixed Hi ∈Li , i = 1, 2, and any fixed h ∈ K∗, there exists h1, h2 ∈ K∗ such that
A(Mi (Fh) + Hi) =Mi (Fhi) +A(Hi), i = 1, 2. (5.1)
Proof. We prove the lemma only for the case i = 1; the case i = 2 is similar. Since
A(0) = 0 andA(Mi ) =Mi , i = 1, 2, by Lemma 3.14
A(Li ) =Li , i = 1, 2. (5.2)
For any fixed H1 ∈L1, let AH1(X) =A(X + H1) −A(H1) ∀X ∈SH2(D).
ThenAH1 is a bijective map ofSH2(D) to itself such that bothAH1 andA−1H1 pre-
serve the adjacency, andAH1(0) = 0. By Lemma 3.12, there exists a P ∈ GL2(D)
such that tPAH1(Mi )P =Mi , i = 1, 2. Let
A1(X) = tPAH1(X)P ∀X ∈SH2(D).
Then A1 is a bijective map of SH2(D) to itself such that both A1 and A−11
preserve the adjacency,A1(0) = 0,A1(Mi ) =Mi , i = 1, 2. Thus by Lemma 3.14,
we have
A1(Li ) =Li , i = 1, 2. (5.3)
For any fixed h ∈ K∗, we are going to prove that there exists an α ∈ K∗ such that
A1(M1(Fh)) =M1(Fα). (5.4)
Let λ = 12 and H2 = 0. Then by Proposition 4.2(a), there exist two distinct maximal
setsL andL′ of rank 2 such thatL /=L2,L′ /=L2, 0 ∈L2 ∩L ∩L′, and
L2 ∩L ∩L′ =
{(
0 xh
xh xh
)
: x ∈ F
}
.
Thus A1(L) and A1(L′) are two distinct maximal sets of rank 2 such that
A1(L) /=L2, A1(L′) /=L2, 0 =A1(0) ∈A1(L2 ∩L ∩L′) =L2 ∩A1
(L) ∩A1(L′). By Proposition 4.2(b), there exists an h∗ ∈ D∗ and a λ ∈ D such
that
A1
{(
0 xh
xh xh
)
: x ∈ F
}
=
{(
0 xh∗
−xh∗ x(h∗λ − h∗λ)
)
: x ∈ F
}
. (5.5)
For any x ∈ F ∗,
(
0 xh
xh xh
)
and −xhE11 are adjacent, so A1
(
0 xh
xh xh
)
and
A1(−xhE11) are also adjacent. By (5.5), there exists an x0 ∈ F ∗ such that
L.-P. Huang, Z.-X. Wan / Linear Algebra and its Applications 396 (2005) 127–157 139
A1
(
0 xh
xh xh
)
=
(
0 x0h∗
−x0h∗ x0(h∗λ − h∗λ)
)
.
Since A1(M1) =M1, we can assume A1(−xhE11) = x1E11, where x1 ∈ K∗.
From the adjacency of
(
0 x0h∗
−x0h∗ x0(h∗λ − h∗λ)
)
and x1E11, we deduce x0h∗x−11
x0h∗ = x0(h∗λ − h∗λ). Thus h∗λ − h∗λ /= 0 and, hence, x1 = x0h∗(h∗λ − h∗λ)−1
h∗. Let α = h∗(h∗λ − h∗λ)−1h∗ ∈ K∗. ThenA1(M1(Fh)) ⊆M1(Fα).
Conversely, let x0 ∈ F ∗, x0αE11 ∈M1(Fα). Then
(
0 x0h∗
−x0h∗ x0(h∗λ − h∗λ)
)
and x0αE11 are adjacent. By (5.5) there exists an x ∈ F such that
A1
(
0 xh
xh xh
)
=
(
0 x0h∗
−x0h∗ x0(h∗λ − h∗λ)
)
.
ByA1(M1) =M1, letA1(yE11) = x0αE11. Then yE11 and
(
0 xh
xh xh
)
are adja-
cent, which implies y = −xh. ThusA1(M1(Fh)) ⊇M1(Fα) and we have proved
(5.4).
By the definitions ofA1 andAH1 we have
A(M1(Fh) + H1) = (tP)−1M1(Fα)P−1 +A(H1). (5.6)
Let P−1 = (pij ). From (5.2) and (5.6) we deduce p12 = 0 andA(M1(Fh) + H1) =
M1(Fh1) +A(H1), where h1 = p11αp11 ∈ K∗. 
Now, we prove Theorem 1.1 for the case n = 2 as follows.
Step 1. LetA be a bijective map ofSH2(D) to itself such that bothA andA−1
preserve the adjacency. By Lemma 3.3, A preserves the arithmetic distance, hence
A carries maximal sets of rank 1 (and rank 2) to maximal sets of rank 1 (and rank
2, respectively). After subjecting A to the bijective map X → X −A(0), we can
assume that
A(0) = 0. (5.7)
By Lemma 3.12, we can also assume that
A(Mi ) =Mi , i = 1, 2, (5.8)
A(M12) =M12. (5.9)
Then by Lemma 3.14 we have
A(Li ) =Li , i = 1, 2, (5.10)
A(L12) =L12. (5.11)
It follows that
A(L1 ∩L2) =L1 ∩L2, (5.12)
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A(Li ∩L12) =Li ∩L12, i = 1, 2. (5.13)
A(L1 ∩L2 ∩L12) =L1 ∩L2 ∩L12. (5.14)
By (5.10), for all x = x1i + x2j + x3k ∈ K and y = y0 + y1i + y2j + y3k ∈ D,
where xr , ys ∈ F , we can assume
A
(
x y
−y¯ 0
)
=
(
x∗ y∗
−y∗ 0
)
, (5.15)
where x∗ = x∗1 i + x∗2j + x∗3k ∈ K , y∗ = y∗0 + y∗1 i + y∗2j + y∗3k ∈ D, x∗r , y∗s ∈ F .
By the definition of lines in L1 in Proposition 4.3 and Lemma 5.1, A induces a
bijective map ofL1 into itself which carries lines inL1 into lines inL1. By Prop-
osition 4.3, the fundamental theorem of affine geometry [4] andA(0) = 0, we have
(x∗1 , x∗2 , x∗3 , y∗0 , y∗1 , y∗2 , y∗3 ) = (x1, x2, x3, y0, y1, y2, y3)σP, (5.16)
where σ is an automorphism of F and P ∈ GL7(F ). By (5.16), we have
A(H1 + H2) =A(H1) +A(H2) ∀H1, H2 ∈L1, (5.17)
A(λH) = λσA(H) ∀H ∈L1, ∀λ ∈ F. (5.18)
Similarly, we have
A(H1 + H2) =A(H1) +A(H2) ∀H1, H2 ∈L2, (5.19)
A(λH) = λσ1A(H) ∀H ∈L2, λ ∈ F, (5.20)
where σ1 is an automorphism of F .
If H ∈L1 ∩L2, thenA(λH) = λσA(H) = λσ1A(H) ∀ λ ∈ F . It follows that
σ1 = σ . Therefore
A(λH) = λσA(H) ∀H ∈L2, λ ∈ F. (5.21)
Thus, we have proved that
A(λH1 + µH2) = λσA(H1) + µσA(H2)
∀λ,µ ∈ F, H1, H2 ∈Li , i = 1, 2. (5.22)
Step 2. By (5.12), let A(D12(1)) = D12(e), where e ∈ D∗. On the other hand,
by D12(1) ∈L1 ∩L12 and (5.13), there exists e∗ ∈ D∗ such that A(D12(1)) =(
e∗ − e∗ e∗
−e∗ 0
)
. Thus
(
0 e
−e¯ 0
)
=
(
e∗ − e∗ e∗
−e∗ 0
)
, from which it follows that
e∗ = e∗ and e = e∗. Therefore e ∈ F ∗. After subjecting A to the bijective map
X → e−1X which is of form (1.2), we have (5.7)–(5.14), (5.22), and
A(D12(1)) = D12(1). (5.23)
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By (5.12) and (5.8), let
A(D12(z)) = D12(z∗) ∀z ∈ D∗, (5.24)
A(sE11) = s′E11, A(sE22) = s′′E22 ∀s ∈ K∗. (5.25)
Since A(L1 ∩L12) =L1 ∩L12, we can assume that A
(
2i i
i 0
)
=
A
(
i − i¯ i
i 0
)
=:
(
i1 − i1 i1
−i1 0
)
, where i1 ∈ D∗. By (5.22), A
(
2i i
i 0
)
=
2A
(
i
0
)
+A
(
0 i
i 0
)
=
(
2i′ i∗
−i∗ 0
)
. Thus i∗ = i1 and 2i′ = i∗ − i∗. Simi-
larly, we have 2i′′ = i∗ − i∗. Therefore
i′ = i′′ = 1
2
(i∗ − i∗). (5.26)
By (5.22), (5.24) and (5.25), we haveA
(
i i
i 0
)
=
(
i′ i∗
−i∗ 0
)
andA(−iE22) =
−i′E22. Since
(
i i
i 0
)
and −iE22 are adjacent,
(
i′ i∗
−i∗ 0
)
and −i′E22 are also
adjacent, which implies i′ + i∗i′−1i∗ = 0. By (5.26) we have i′i∗ = i∗i′, thus i′2 +
i∗i∗ = 0, i.e., i′2 = −i∗i∗. Again by (5.26), i′2 = 14 (i∗ − i∗)2, hence (i∗ + i∗)2 = 0
and i∗ = −i∗, i.e., i∗ ∈ K∗. Therefore i′ = i′′ = i∗. Similarly, we can prove that
j∗, k∗ ∈ K∗, j ′ = j ′′ = j∗ and k′ = k′′ = k∗.
By (5.22), for any x = x1i + x2j + x3k ∈ K and any y = y0 + y1i + y2j + y3k ∈
D, where xr , ys ∈ F , we have
A
(
x y
−y¯ 0
)
=
(
xσ1 i
∗ + xσ2 j∗ + xσ3 k∗ yσ0 + yσ1 i∗ + yσ2 j∗ + yσ3 k∗−(yσ0 − yσ1 i∗ − yσ2 j∗ − yσ3 k∗) 0
)
,
(5.27)
A
(
0 y
−y¯ x
)
=
(
0 yσ0 + yσ1 i∗ + yσ2 j∗ + yσ3 k∗−(yσ0 − yσ1 i∗ − yσ2 j∗ − yσ3 k∗) xσ1 i∗ + xσ2 j∗ + xσ3 k∗
)
.
(5.28)
Since
(
i 1
−1 0
)
and 1
a
iE22 are adjacent, by (5.27) and (5.28),
(
i∗ 1
−1 0
)
and
1
aσ
i∗E22 are also adjacent, which implies (i∗)2 = aσ . Similarly, (j∗)2 = bσ , (k∗)2 =
−aσ bσ . As
(
i + j 1
−1 0
)
and 1
a+b (i + j)E22 are adjacent, by (5.27) and (5.28),(
i∗ + j∗ 1
−1 0
)
and 1
aσ +bσ (i
∗ +j∗)E22 are also adjacent, which implies (i∗ +j∗)2 =
aσ + bσ . From (i∗)2=aσ , (j∗)2=bσ and (i∗ + j∗)2=aσ +bσ , we deduce i∗j∗ =
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−j∗i∗. Similar, we have i∗k∗ = −k∗i∗, j∗k∗ = −k∗j∗. By Lemma 2.4, 1, i∗, j∗,
i∗j∗ form a basis of D over F and k∗ = ±i∗j∗.
Case 1. If k∗ = i∗j∗, let (y0 + y1i + y2j + y3k)σ = yσ0 + yσ1 i∗ + yσ2 j∗ + yσ3 k∗∀ys ∈ F . By Lemmas 2.4 and 2.2, σ ia an automorphism of D, which commutes
with the involution .¯ By Corollary 2.3, X ∈SH 2(D) if and only if Xσ ∈SH2(D).
Thus after subjectingA to the bijective map X → Xσ−1 which is of the form (1.2),
by (5.27) and (5.28), we obtain
A(X) = X ∀X ∈Li , i = 1, 2. (5.29)
Case 2. If k∗ = −i∗j∗, let (y0 + y1i + y2j + y3k)σ = yσ0 − yσ1 i∗ − yσ2 j∗ −
yσ3 k
∗ ∀ys ∈ F . By Lemmas 2.4 and 2.2, σ ia an automorphism of D, which com-
mutes with the involution .¯ By Corollary 2.3, X ∈SH 2(D) if and only if Xσ ∈
SH2(D). Thus after subjectingA to the bijective map X → Xσ−1 which is of the
form (1.2), by (5.27) and (5.28), we have
A(X) = X ∀X ∈Li , i = 1, 2.
Clearly, H1 =
(
i 1 + j
−1 + j 0
)
and H2 =
(
0 0
0 −(−1 + j)i−1(1 + j)
)
are adja-
cent, but H1 =
( −i 1 − j
−1 − j 0
)
and H2 =
(
0 0
0 −(1 − j)i−1(1 + j)
)
are not
adjacent. This is a contradiction. Therefore Case 2 cannot happen.
Step 3. Next, we are going to prove that
A(diag(λ1, λ2)) = diag(λ1, λ2) ∀λ1, λ2 ∈ K∗. (5.30)
For any λ1, λ2 ∈ K∗, assume
A
(
λ1
λ2
)
=
(
λ∗1 α−α¯ λ∗2
)
,
where λ∗1, λ∗2 ∈ K∗, α ∈ D. We assert that α = 0. Since diag(λ1, λ2) is adjacent with
both λ1E11 and λ2E22, by (5.29),
(
λ∗1 α−α¯ λ∗2
)
is also adjacent with both λ1E11 and
λ2E22, which implies
λ∗1 − λ1 + α(λ∗2)−1α¯ = 0, (5.31)
λ∗2 − λ2 + α¯(λ∗1)−1α = 0. (5.32)
Since
(
λ1
λ2
)
is adjacent with both
(
λ1 − λ2 λ2
λ2 0
)
and
(
0 λ1
λ1 λ2 − λ1
)
, we
have
λ∗1 − λ1 + λ2 + (α − λ2)(λ∗2)−1(α¯ + λ2) = 0, (5.33)
λ∗2 − λ2 + λ1 + (α¯ + λ1)(λ∗1)−1(α − λ1) = 0. (5.34)
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Combining (5.31) and (5.32) we have
λ2 − λ2(λ∗2)−1α¯ + α(λ∗2)−1λ2 − λ2(λ∗2)−1λ2 = 0, (5.35)
λ1 + λ1(λ∗1)−1α − α¯(λ∗1)−1λ1 − λ1(λ∗1)−1λ1 = 0. (5.36)(
λ∗1 α−α¯ λ∗2
)
is adjacent with both
(
λ∗1 α−α¯ 0
)
and
(
0 α
−α¯ λ∗2
)
. Since A−1 pre-
serves the adjacency andA−1(X) = X ∀X ∈Li , diag(λ1, λ2) =A−1
(
λ∗1 α−α¯ λ∗2
)
is also adjacent with both
(
λ∗1 α−α¯ 0
)
and
(
0 α
−α¯ λ∗2
)
. It follows that
λ∗1 − λ1 − αλ−12 α¯ = 0, (5.37)
λ∗2 − λ2 − α¯λ−11 α = 0. (5.38)
Assume that α /= 0, then from (5.32) and (5.38) we deduce λ∗1 = −λ1, and similarly,
we also have λ∗2 = −λ2. From (5.35) and (5.36), we get that α − α¯ = 2λ2 and α −
α¯ = 2λ1, which implies λ1 = λ2. By (5.37) and (5.38), we have 2λ1 = −αλ−11 α¯ =
−α¯λ−11 α. Thus
αλ−11 α¯ = α¯λ−11 α = α¯ − α. (5.39)
Clearly,
(
λ1
λ1
)
and
(
0 −λ1
−λ1 0
)
are adjacent, so
(−λ1 α
−α¯ −λ1
)
and(
0 −λ1
−λ1 0
)
are adjacent. It follows that −λ1 + (α + λ1)λ−11 (−α¯ + λ1) = 0, thus
αλ−11 α¯ = α − α¯. Combining with (5.39) we obtain that 2αλ−11 α¯ = 0, thus α = 0, a
contradiction. Therefore we have proved our assertion α = 0. By (5.37), (5.38), we
obtain that λ∗1 = λ1, λ∗2 = λ2. Thus (5.30) holds.
Step 4. For any x12 ∈ D∗ and x11, x22 ∈ K∗, let X = (xij ) ∈SH2(D) and
A(X) = (x∗ij ) =: X∗.
For any x ∈ K , ad(X, diag(x11, x)) = 2, thus ad(X∗, diag(x11, x)) = 2.
Assume x∗11 /= x11. Let x = x∗22 + x∗12(x∗11 − x11)−1x∗12. Then rank(
x∗11 − x11 x∗12
−x∗12 x∗22 − x
)
= 1, which is a contradiction. Therefore x∗11 = x11. Simi-
larly, x∗22 = x22. Thus A(X) =
(
x11 x
∗
12
−x∗12 x22
)
. The adjacency of X and(
x11 x12
−x12 0
)
implies the adjacency of
(
x11 x
∗
12
−x∗12 x22
)
and
(
x11 x12
−x12 0
)
. From
the latter follows x∗12 = x12. ThenA(X) = X.
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We conclude
A(X) = X ∀X ∈SH2(D).
The converse part of Theorem 1.1 is trivial. 
6. Proof of Theorem 1.1 for the case n  3
Let D =
(
a,b
F
)
in this section. For α = a1i + a2j + a3k ∈ K , β = b0 + b1i +
b2j + b3k ∈ D, where ar , bs ∈ F , define −→α = (a1, a2, a3) ∈ F 3, −→β = (b0, b1,
b2, b3) ∈ F 4. Let 1  i  n. For α = (α1, . . . , αi−1, αi, αi+1, . . . , αn) ∈ Dn, where
αi ∈ K and αj ∈ D if j /= i, define
−→α = (−→α1 , . . . ,−−→αi−1,−→αi ,−−→αi+1, . . . ,−→αn) ∈ F 4n−1.
Clearly, we have −→λα = λ−→α ∀λ ∈ F , and −−−→α + β = −→α + −→β .
The following Lemma is obvious.
Lemma 6.1. For any i with 1  i  n, if we define any {xH + H ′ : x ∈ F } to be
lines inLi , where H,H ′ ∈Li and H /= 0, then the map
ϕ :Li −→ AG(4n − 1, F ),
xiiEii +
n∑
j = 1
j /= i
Dij (xij ) −→ (−→xi1, . . . ,−−−→xi,i−1,−→xii ,−−−→xi,i+1, . . . ,−→xin)
is a bijective map which carries lines inLi into lines in AG(4n − 1, F ).
Therefore we say thatLi has a (4n − 1)-dimensional affine space structure over
F .
It is easy to prove the following two lemmas.
Lemma 6.2. Let n > m, B1, B2 ∈SHm(D), B1 /= B2 and A ∈SHn(D). If A
is adjacent with both
(
B1
0
)
and
(
B2
0
)
, then A =
(
A1
0
)
, where A1 ∈
SHm(D).
Lemma 6.3. Let n 2, 1 r < n, and A∈SHn(D). If rank
(
A−∑ri=1 λiEii)
r for all λ1, . . . , λr ∈ K, then A =
(
A11
0
)
, where A11 ∈SHr (D).
Proof of Theorem 1.1 for the case n  3
Step 1. LetA is a bijective map ofSHn(D) to itself such that bothA andA−1
preserve the adjacency. By Lemma 3.3, A preserves the arithmetic distance, hence
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carries maximal sets of rank 1 (and rank 2) to maximal sets of rank 1 (and rank 2,
respectively). After subjecting A to the bijective map X → X −A(0) which is of
the form (1.1), we can assume that
A(0) = 0. (6.1)
By Lemma 3.12, we can also assume that
A(Mi ) =Mi , i = 1, 2. (6.2)
Then by Lemma 3.14 we have
A(Li ) =Li , i = 1, 2. (6.3)
A(L1 ∩L2) =L1 ∩L2. (6.4)
By (6.4), we may let
A
(
0 X12
−tX12 0
)
=
(
0∗ X∗12
−tX∗12 0
)
∀X12 ∈ Dn−1, (6.5)
where 0∗ ∈ K and depends on X12. Clearly, A induces a map of AG(n − 1,D) to
itself
ϕ1 : X12 −→ X∗12 ∀X12 ∈ Dn−1, (6.6)
where X∗12 is determined by (6.5). Because A preserves the arithmetic distance 2,
ϕ1 is injective. We assert that ϕ1 is also surjective. For any X∗12 ∈ Dn−1, sinceA is
bijective map, there exists a 0∗∗ ∈ K and an X∗∗12 ∈ Dn−1 such that A(
0∗∗ X∗∗12
−tX∗∗12 0
)
=
(
0 X∗12
−tX∗12 0
)
, which implies A
(
0 X∗∗12
−tX∗∗12 0
)
=(
0∗∗∗ X∗12
−tX∗12 0
)
, where 0∗∗∗ ∈ K and depends on X∗∗12 . By the definition of ϕ1,
ϕ1(X
∗∗
12) = X∗12. Thus ϕ1 is also surjective. Therefore ϕ is a bijective map of AG(n −
1,D) to itself.
For any nonzero P12 ∈ Dn−1 and H1 ∈L1, by Proposition 3.19(a), there exists
a maximal setL′ of rank 2 such thatL′ /=L1, H1 ∈L1 ∩L′, and
L1 ∩L′ =
{(
0 xP12
−t(xP12) 0
)
+ H1 : x ∈ D
}
.
Clearly,A(L1 ∩L′) =L1 ∩A(L′),A(L′) /=L1,A(H1) ∈L1 ∩A(L′). By
Proposition 3.19(b), there exists a λ∗ ∈ D and a nonzero P ∗12 ∈ Dn−1 such that
L1 ∩A(L′) =
{(
xλ∗ − xλ∗ xP ∗12
−t(xP ∗12) 0
)
+A(H1) : x ∈ D
}
. Thus
A
{(
0 xP12
−t(xP12) 0
)
+ H1 : x ∈ D
}
=
{(
xλ∗ − xλ∗ xP ∗12
−t(xP ∗12) 0
)
+A(H1) : x ∈ D
}
. (6.7)
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Let H1 =
(
0 H12
−tH12 0
)
andA(H1) =
(
0∗ H ∗12
−tH ∗12 0
)
. By the definition of ϕ1,
it is easy to see that
ϕ1({xP12 + H12 : x ∈ D}) = {xP ∗12 + H ∗12 : x ∈ D}, (6.8)
thus ϕ1 carries lines of AG(n − 1,D) into lines of AG(n − 1,D). By the funda-
mental theorem of affine geometry [4] andA(0) = 0, we have
ϕ1(X12) = Xσ12Q ∀X12 ∈ Dn−1, (6.9)
where σ is an automorphism of D and Q ∈ GLn−1(D). By (6.4), Q is of the form
Q =
(
q22 0
∗ Qn−2
)
, where q22 ∈ D∗ and Qn−2 ∈ GLn−2(D). By Lemma 2.2, σ
commutes with the involution .¯ After subjectingA to the bijective map of the form
(1.2)
X −→
[
t
(
1
Q
)−1
X
(
1
Q
)−1]σ−1
,
which leaves 0,M1,M2,L1,L2 invariant, we can assume further that
A
(
0 X12
−tX12 0
)
=
(
0∗ X12
−tX12 0
)
∀X12 ∈ Dn−1. (6.10)
Because A preserves the arithmetic distance 2, by A(L1) =L1 and (6.10), we
have
A
(
x11 X12
−tX12 0
)
=
(
x∗11 X12
−tX12 0
)
∀X12 ∈ Dn−1, x11 ∈ K, (6.11)
where x∗11 depends on (x11, X12). By (6.4) and (6.10) we have
A(D12(x)) = D12(x) ∀x ∈ D. (6.12)
Let ei be the ith row of n × n unit matrix I . By (6.10) we have also
A(D13(x)) = 0∗(xe3)E11 + D13(x) ∀x ∈ D.
Let α = 12 0∗(e3), then 0∗(e3) = α − α¯. After subjecting A to the bijective map
X → t(I − αE31)X(I − αE31), which leaves 0,M1,M2,L1,L2 invariant, we
have (6.10) with 0∗(e3) = 0, i.e., A(D13(1)) = D13(1). If 0∗(xe3) = 0 ∀x ∈ D,
then
A(D13(x)) = D13(x) ∀x ∈ D. (6.13)
Suppose 0∗(xe3) /= 0 for some x ∈ D. By Lemma 3.18, there are exactly two max-
imal sets of rank 2 containing {D13(x) : x ∈ D}. Thus there are exactly two maxi-
mal sets of rank 2 containingA({D13(x) : x ∈ D}) = {0∗(xe3)E11 + D13(x) : x ∈
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D}. Clearly, one of them is L1. By Lemma 3.21, the other one is necessarily of
the form L13(β), where β ∈ F ∗ and 0∗(xe3) = xβ−1 − β−1x¯ for all x ∈ D. Then
A(D13(x)) = (xβ−1 − β−1x¯)E11 + D13(x) for all x ∈ D. After subjecting A to
the bijective map X → t(I − β−1E31)X(I − β−1E31), which leaves 0,M1,M2,
L1,L2 invariant, we have also (6.1)–(6.4), and (6.10)–(6.13).
In a similar way, we can assume that (6.1)–(6.4) and (6.10)–(6.13) hold and
A(D1i (x)) = D1i (x) ∀x ∈ D, i = 4, . . . , n. Hence
A(D1i (x)) = D1i (x) ∀x ∈ D, i = 2, . . . , n. (6.14)
By Lemma 3.18, (6.3) and (6.14), we can assume that
A(Li ) =Li , i = 1, . . . , n. (6.15)
Thus by (6.15), we have
A(Li ∩Lj ) =Li ∩Lj = {Dij (x) : x ∈ D}, 1  i < j  n. (6.16)
By (6.15) and Lemma 3.14, we obtain
A(Mi ) =Mi , i = 1, . . . , n. (6.17)
Step 2. Let i be any integer such that 2  i  n. By (6.15), let
A


n∑
j = 1
j /= i
Dij (xij )

 = 0∗i Eii +
n∑
j = 1
j /= i
Dij (x
∗
ij ) ∀xij ∈ D, j /= i,
where 0∗i := 0∗i (xi1, . . . , xi,i−1, 0, xi,i+1, . . . , xin). As the case i = 1 discussed in
Step 1, by Proposition 3.20, the fundamental theorem of affine geometry, andA(0) =
0, there exists a Qi ∈ GLn−1(D) and an automorphism σi of D such that
(x∗i1, . . . , x∗i,i−1, x∗i,i+1, . . . , x∗in) = (xi1, . . . , xi,i−1, xi,i+1, . . . , xin)σiQi.
(6.18)
By (6.14) and (6.16), it is easy to see that Qi = diag
(
1, q(i)2 , . . . , q
(i)
i−1, q
(i)
i+1,
. . . , q
(i)
n
)
. Then for 2  i  n,
A


n∑
j = 1
j /= i
Dij (xij )

 = 0∗i Eii + Di1(xσii1 ) +
n∑
j = 2
j /= i
Dij
(
x
σi
ij q
(i)
j
)
. (6.19)
For any x ∈ D, Di1(x) ∈Li ∩L1. By (6.16)A(Di1(x)) = Di1(x′) for some x′ ∈
D. By (6.19) x′ = xσi and by (6.14) x = x′. Therefore xσi = x for all x ∈ D and,
hence, σi = 1 for 2  i  n.
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Clearly,
ad


n∑
j = 2
j /= i
Dij (1),
n∑
j = 2
j /= i
D1j (1)

 = 2,
thus by (6.19) and (6.10) we have
rank

0∗i Eii +
n∑
j = 2
j /= i
Dij
(
q
(i)
j
)
− 0∗E11 −
n∑
j = 2
j /= i
D1j (1)

 = 2, (6.20)
from which it follows that q(i)2 = · · · = q(i)i−1 = q(i)i+1 = · · · = q(i)n . Let di = q(i)2 , i =
2, . . . , n, then (6.19) becomes
A


n∑
j = 1
j /= i
Dij (xij )

 = 0∗i Eii + Di1(xi1) +
n∑
j = 2
j /= i
Dij (xij di). (6.21)
When j  3, by (6.16) and (6.21) we have A(D2j (1)) = D2j (d2), and also A
(D2j (1)) =A(Dj2(−1)) = Dj2(−dj ) = D2j (dj ), j = 3, . . . , n. Thus d2 = d3 =
· · · = dn. Similarly, we have A(D23(x)) = D23(xd2) ∀x ∈ D and A(D23(x)) =
A(D32(−x¯)) = D32(−x¯d3) = D23(d2x) ∀x ∈ D. It follows that xd2 = d2x ∀x ∈
D. Therefore d2 ∈ F ∗ and d2 = d3 = · · · = dn. Then for any xi1, . . . , xi,i−1, xi,i+1,
. . . , xin ∈ D, (6.21) becomes
A


n∑
j = 1
j /= i
Dij (xij )

 = 0∗i Eii + Di1(xi1) + d2
n∑
j = 2
j /= i
Dij (xij ). (6.22)
From (6.22) and (6.15) we deduce that for any xii ∈ K , xij ∈ D (j /= i),
A

xiiEii +
n∑
j = 1
j /= i
Dij (xij )

 = x∗iiEii + Di1(xi1) + d2
n∑
j = 2
j /= i
Dij (xij ),
(6.23)
where x∗ii = x∗ii (xi1, xi2, . . . , xin) ∈ K . After subjectingA to the bijective map
X −→ d2
(
1
d−12 I (n−1)
)
X
(
1
d−12 I (n−1)
)
∀X ∈SHn(D), (6.24)
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which is of the form (1.2), we can assume that for all i, 1  i  n,
A

xiiEii +
n∑
j = 1
j /= i
Dij (xij )

 = xτiii Eii +
n∑
j = 1
j /= i
Dij (xij )
∀xii ∈ K, xij ∈ D, j /= i, (6.25)
where xτ111 = d2x∗11, xτiii = (d2)−1x∗ii , i = 2, . . . , n. In particular, by (6.16) we have
A(Dij (x)) = Dij (x) ∀x ∈ D, i /= j. (6.26)
Step 3. Now let us prove that
A(xH) = xA(H) ∀x ∈ F, H ∈Li , i = 1, . . . , n. (6.27)
For any integer i, 1  i  n, let H = hiiEii +∑nj = 1
j /= i
Dij (hij ) ∈Li\Mi , where
hii ∈ K,hij ∈ D for j /= i. Then hik /= 0 for some k /= i. By Propositions 3.19(a)
and 3.20(a), for hii2 ∈ D, nonzero (hi1, . . . , hi,i−1, hi,i+1, . . . , hin) ∈ Dn−1, and 0 ∈
Li , there exists a maximal setL′ of rank 2 such thatL′ /=Li , 0 ∈Li ∩L′, and
Li ∩L′ =


(
x
hii
2
+ hii
2
x¯
)
Eii +
n∑
j = 1
j /= i
Dij (xhij ) : x ∈ D


. (6.28)
SinceA(Li ∩L′) =Li ∩A(L′),A(L′) /=Li , and 0 ∈Li ∩A(L′), by Prop-
ositions 3.19(b) and 3.20(b), there exists an h∗ii ∈ D and a nonzero (h∗i1, . . . , h∗i,i−1,
h∗i,i+1, . . . , h∗in) ∈ Dn−1 such that
A(Li ∩L′) =


(xh∗ii − xh∗ii )Eii +
n∑
j = 1
j /= i
Dij (xh
∗
ij ) : x ∈ D


. (6.29)
For any x ∈ F , by (6.28), xH ∈Li ∩L′. By (6.29), there exists an x∗ ∈ D such
that
A(xH) =
(
x∗h∗ii − x∗h∗ii
)
Eii +
n∑
j = 1
j /= i
Dij (x
∗h∗ij ). (6.30)
On the other hand, by (6.25) we have
A(xH) = (xhii)τiEii + x
n∑
j = 1
j /= i
Dij (hij ) ∀x ∈ F. (6.31)
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Therefore x∗h∗ii − x∗h∗ii = (xhii)τi and x∗h∗ij = xhij for all x ∈ F , j /= i. There is
some k, 1  k  n and k /= i such that h∗ik /= 0, then x∗ = xhik(h∗ik)−1. Let h′ii =
hik(h
∗
ik)
−1h∗ii − hik(h∗ik)−1h∗ii ∈ K . Then h′ii does not depend on x and x∗h∗ii −
x∗h∗ii = xh′ii . Thus (6.30) becomes
A(xH) = x

h′iiEii +
n∑
j = 1
j /= i
Dij (hij )

 ∀x ∈ F. (6.32)
Setting x = 1 in (6.32), we obtain
A

hiiEii +
n∑
j = 1
j /= i
Dij (hij )

 = h′iiEii +
n∑
j = 1
j /= i
Dij (hij ).
Therefore we have proved
A(xH) = xA(H) ∀x ∈ F ∀H ∈Li\Mi , i = 1, . . . , n. (6.33)
To finish the proof of (6.27), we need also to prove that (6.27) for those elements
H ′ ∈Mi . Clearly, (6.27) holds when H ′ = 0. Now let H ′ = yEii , where y ∈ K∗.
For k /= i, by (6.32), there exists a y′ ∈ K which does not depend on x, such that
A(−x(yEkk + Dki(y))) = −x(y′Ekk + Dki(y)) ∀x ∈ F.
ByA(Mi ) =Mi , we can let
A(zEii) = zρiEii ∀z ∈ K, i = 1, . . . , n, (6.34)
where ρi is a bijective map from K to itself with 0ρi = 0. Therefore A(xH ′) =
(xy)ρiEii for all x ∈ F. Since xH ′ and −x(yEkk + Dki(y)) are adjacent, (xy)ρiEii
and −x(y′Ekk + Dki(y)) are also adjacent. Thus rank
(
(xy)ρi xy
xy xy′
)
= 1, which
implies (xy)ρi = xy(y′)−1y. Let y∗ = y(y′)−1y. Then y∗ ∈ K and does not depend
on x, and (xy)ρi = xy∗. Therefore A(xH ′) = xy∗Eii . Setting x = 1 in above for-
mula, we obtainA(H ′) = y∗Eii . Hence
A(xH ′) = xA(H ′) ∀x ∈ F ∀H ′ ∈Mi , i = 1, . . . , n. (6.35)
(6.27) is now completely proved.
Step 4. For any H ′ ∈Li , let
AH ′(X) =A(X + H ′) −A(H ′) ∀X ∈SHn(D), i = 1, . . . , n.
ThenAH ′ is a bijective map fromSHn(D) to itself such that bothAH ′ andAH ′−1
preserve the adjacency and AH ′(0) = 0. By the proof above, after subjecting AH ′
to a bijective map X → αtPXτP , where α ∈ F ∗, τ is an automorphism of D, and
P ∈ GLn(D), we can assume that
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αtP(AH ′(xH))
τP = xαtP(AH ′(H))τP
∀x ∈ F, H ∈Li , i = 1, . . . , n. (6.36)
Thus
AH ′(xH) = xτ−1AH ′(H) ∀x ∈ F, H ∈Li , i = 1, . . . , n.
In other words, we have
A(xH + H ′) = xτ−1[A(H + H ′) −A(H ′)] +A(H ′)
∀x ∈ F, H ∈Li , i = 1, . . . , n. (6.37)
Let H ∗ =A(H + H ′) −A(H ′). Then from H,H ′ ∈Li and A(Li ) =Li , we
deduce H ∗ ∈Li and A(xH + H ′) = xτ−1H ∗ +A(H ′) ∀x ∈ F . Thus, for any
H ′ ∈Li and any nonzero H ∈Li , there exists a nonzero H ∗ ∈Li such that
A({xH + H ′ : x ∈ F }) = {xH ∗ +A(H ′) : x ∈ F }, i = 1, . . . , n.
(6.38)
By the definition of lines inLi in Lemma 6.1 and (6.38),A induces a bijective map
of Li into itself which carries lines into lines. By (6.25), the fundamental theorem
of affine geometry [4], andA(0) = 0, we have
(−→xi1, . . . ,−−−→xi,i−1,
−→
x
τi
ii ,
−−−→xi,i+1, . . . ,−→xin)
= (−→xi1, . . . ,−−−→xi,i−1,−→xii ,−−−→xi,i+1, . . . ,−→xin)µi Ti, (6.39)
where µi is an automorphism of F , Ti ∈ GL4n−1(F ). Therefore, by (6.25) and
(6.39), it is clear that
A(X + Y ) =A(X) +A(Y ) ∀X, Y ∈Li , i = 1, . . . , n. (6.40)
By (6.27) and (6.34), we have (ax)ρi = axρi all for a ∈ F and x ∈ K . For any i,
1  i  n, by (6.40), (6.34) and (6.26), we have
A

xiiEii +
n∑
j = 1
j /= i
Dij (xij )

 = xρiii Eii +
n∑
j = 1
j /= i
Dij (xij )
∀xii ∈ K, xij ∈ D, j /= i. (6.41)
For any i /= 1 and x ∈ K∗, xE11 + D1i (x) and −xEii are adjacent, so xρ1E11 +
D1i (x) and −xρiEii are also adjacent, thus rank
(
xρ1 x
x xρi
)
= 1. Then
xρi = x(xρ1)−1x, ∀x ∈ K∗. (6.42)
Therefore
xρ2 = xρ3 = · · · = xρn ∀x ∈ K. (6.43)
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For any x ∈ K∗, xE22 + D23(x) and −xE33 are adjacent, so xρ2E22 + D23(x) and
−xρ2E33 are adjacent, which implies rank
(
xρ2 x
x xρ2
)
= 1. Thus xρ2 = x(xρ2)−1x.
By (6.42), xρ2 = xρ1 ∀x ∈ K∗, and then xρ1 = x(xρ1)−1x, thus (x−1xρ1)2 = 1. It
follows that xρ1 = ±x ∀x ∈ K . We assert that xρ1 = x. In fact, by ad
(
D12
(
1
2x
)
+
D13(x),−xE22 − D23(x)) = 2 for all x ∈ K∗, we have ad
(
D12
(
1
2x
)
+ D13(x),
−xρ1E22 − D23(x)) = 2 for all x ∈ K∗. Thus
rank

 0 12x x1
2x x
ρ1 x
x x 0

 = 2.
Since

 0 12x x1
2x x
ρ1 x
x x 0

 and

 0 12x 01
2x x
ρ1 x − 2xρ1
0 x − 2xρ1 4xρ1 − 4x

 are cogredient, 4xρ1 −
4x = 0, i.e., xρ1 = x ∀x ∈ K . Our assertion is proved. Therefore, we have proved
that
x = xρ1 = · · · = xρn ∀x ∈ K. (6.44)
Combining (6.44) and (6.41), we obtain
A(X) = X ∀X ∈Li , i = 1, . . . , n. (6.45)
Step 5. Now, we prove
A(diag(λ1, . . . , λn)) = diag(λ1, . . . , λn), where λi ∈ K. (6.46)
We apply induction on the rank r of diag(λ1, . . . , λn). For r = 1, it is clear by (6.45).
When r = 2, using Lemma 6.2 and the method of proof in Step 3 of Section 5, we
can prove (6.46) similarly. Now let r  3. Without loss of generality, we assume that
λ1, . . . , λr ∈ K∗ and λr+1 = · · · = λn = 0. By induction hypothesis we have
A
(
r−1∑
t=1
λit Eit it
)
=
r−1∑
t=1
λit Eit it ∀1  i1 < · · · < ir−1  r.
Since
∑r
i=1 λiEii and
∑r−1
t=1 λit Eit it are adjacent for all 1  i1 < · · · < ir−1  r , by
Lemma 6.2, we have A(
∑r
i=1 λiEii) =
∑
1i,jr aijEij , where aij = −aji . Thus∑
1i,jr aijEij and
∑r−1
t=1 λit Eit it are adjacent for all 1  i1 < · · · < ir−1  r . As-
sume that aij /= 0 for some i, j with 1  i < j  r . Clearly, there is some k, 1 
k  r , k /= i, j , such that ∑1i,jr aijEij is adjacent with both
r∑
t = 1
t /= k
λtEtt and
r∑
t = 1
t /= i
λtEtt ,
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thus
rank
(
aii − λi aij
−aij ajj − λj
)
= rank
(
aii aij
−aij ajj − λj
)
= 1,
which implies λi = 0, contradicting λi ∈ K∗. Thus aij = 0 for all 1  i < j  r . It
follows thatA
(∑r
i=1 λiEii
) = ∑ri=1 aiiEii , where aii ∈ K∗. Since ∑ri=1 aiiEii is
adjacent with both ∑r−1t=1 λiEii and ∑rt=2 λiEii , it is clear that A(∑ri=1 λiEii) =∑r
i=1 λiEii . Therefore we have proved (6.46).
Step 6. We prove that for any r (1  r  n) and 1  i1 < i2 < · · · < ir  n,
A

 ∑
1s,tr
ais it Eis it

 = ∑
1s,tr
a∗is it Eis it , (6.47)
where ais it = −ait is and a∗is it = −a∗it is (1  s, t  r).
If r = 1 or r = n, it is clear that (6.47) holds. For 1 < r < n, let
A

 ∑
1s,tr
ais it Eis it

 = ∑
1i,jn
a∗ijEij .
Then ad
(∑
1s,tr ais it Eis it ,
∑r
s=1 λisEis is
)
 r ∀λi1 , . . . , λir ∈ K , which implies
rank
(∑
1i,jn a
∗
ijEij −
∑r
s=1 λisEis is
)
 r ∀λi1 , . . . , λir ∈ K . By Lemma 6.3, we
have (6.47).
Step 7. Finally, we shall prove that for any r (1  r  n), 1  i1 < i2 < · · · <
ir  n,
A

 ∑
1s,tr
ais it Eis it

 = ∑
1s,tr
ais it Eis it , (6.48)
where ais it = −ait is (1  s, t  r).
We proceed by induction on r . By (6.45), the case r = 1 is clear. By (6.47), (6.46),
(6.45), and the method of proof in Step 3 of Section 4, we can prove similarly that
(6.48) is true for r = 2. Now let r  3. Without loss of generality, we consider only
the case i1 = 1, i2 = 2, . . . , ir = r . That is, we are going to prove that
A

 ∑
1i,jr
aijEij

 = ∑
1i,jr
aijEij , (6.49)
where aij = −aji (1  i, j  r). We distinguish the following three cases.
Case 7.1 (a1r , a2r , . . . , ar−1,r ) = 0. If arr = 0, (6.49) holds by induction hypoth-
esis. Now we assume arr ∈ K∗. By (6.47), letA
(∑
1i,jr−1 aijEij + arrErr
)
=∑
1i,jr a
∗
ijEij . Then
154 L.-P. Huang, Z.-X. Wan / Linear Algebra and its Applications 396 (2005) 127–157
ad

 ∑
1i,jr−1
aijEij + arrErr ,
r−1∑
i=1
λiEii + arrErr

  r − 1
∀λ1, . . . , λr−1 ∈ K.
Hence rank
(∑
1i,jr a
∗
ijEij −
∑r−1
i=1 λiEii − arrErr
)
 r − 1∀λ1, . . . , λr−1 ∈ K.
By Lemma 6.3,
∑
1i,jr a
∗
ijEij − arrErr =
∑
1i,jr−1 a∗ijEij , which implies
A

 ∑
1i,jr−1
aijEij + arrErr

 = ∑
1i,jr−1
a∗ijEij + arrErr .
By inductive hypothesis,
A

 ∑
1i,jr−1
aijEij

 = ∑
1i,jr−1
aijEij .
Since
∑
1i,jr−1 aijEij and
∑
1i,jr−1 aijEij + arrErr are adjacent,
rank

 ∑
1i,jr−1
a∗ijEij + arrErr −
∑
1i,jr−1
aijEij

 = 1.
But arr /= 0, thus (6.49) holds.
Case 7.2 (a21, a31, . . . , ar1) = 0, or (a12, a32, . . . , ar2) = 0. We can prove (6.49)
in a similar way.
Case 7.3 (a1r , a2r , . . . , ar−1,r ) /= 0, (a21, a31, . . . , ar1) /= 0 and (a12, a32, . . . ,
ar2) /= 0. By (6.47), let
A

 ∑
1i,jr
aijEij

 = ∑
1i,jr
a∗ijEij , where aij = −aji .
Since (a1r , a2r , . . . , ar−1,r ) /= 0, ad
(∑
1i,jr aijEij ,
∑
1i,jr−1 aijEij + λErr
)
= 2 ∀λ ∈ K, by Case 7.1, A
(∑
1i,jr−1 aijEij + λErr
)
= ∑1i,jr−1 aijEij
+ λErr . Thus
rank

 ∑
1i,jr
a∗ijEij −
∑
1i,jr−1
aijEij − λErr

 = 2 ∀λ ∈ K, (6.50)
which implies
rank

 ∑
1i,jr−1
a∗ijEij −
∑
1i,jr−1
aijEij

  1.
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Assume that rank
(∑
1i,jr−1 a∗ijEij −
∑
1i,jr−1 aijEij
)
= 1. Then there is a
T =
(
Tr−1 0
0 I (n−r+1)
)
∈ GLn(D), where Tr−1 ∈ GLr−1(D),
such that tT
(∑
1i,jr−1 a∗ijEij −
∑
1i,jr−1 aijEij
)
T = µE11, where µ ∈ K∗.
Thus there exists a λ0 ∈ K such that
rank

 ∑
1i,jr
a∗ijEij −
∑
1i,jr−1
aijEij − λ0Err

 = 1,
contradicting (6.50). Thus, we must have
rank

 ∑
1i,jr−1
a∗ijEij −
∑
1i,jr−1
aijEij

 = 0,
which implies
A

 ∑
1i,jr
aijEij

 = ∑
1i,jr−1
aijEij +
r−1∑
i=1
Dir(a
∗
ir ) + a∗rrErr . (6.51)
By Case 7.2, we can prove similarly
A

 ∑
1i,jr
aijEij

 = ∑
2i,jr
aijEij +
r∑
i=2
Di1(a
′
i1) + a′11E11, (6.52)
and
A

 ∑
1i,jr
aijEij

 = ∑
1  i, j  r
i /= 2, j /= 2
aijEij +
r∑
i = 1
i /= 2
Di2(a
′′
i2) + a
′′
22E22. (6.53)
Since r  3, comparing the right hand sides of (6.51)–(6.53), we have a∗rr = arr . If
i /= 1, comparing the right hand sides of (6.51) and (6.52), we must have Dir(a∗ir ) =
Dir(air ). If i = 1, similarly, D1r (a∗1r ) = D1r (a1r ) by (6.51) and (6.53). Therefore
we have (6.49).
Combining Cases 7.1, 7.2 and 7.3, we have proved (6.49).
Setting r = n in (6.48), we have A(X) = X ∀X ∈SHn(D). In other words,
(1.2) holds.
The converse part of Theorem 1.1 is trivial. 
Remark. Following the procedure of [20] step by step we can prove similarly.
Theorem 6.4. Let D be a division ring with an involution ¯, F ⊆ Z and F /= D.
Let n be an integer 2. If a bijective mapA from SHn(D) to itself preserves the
adjacency, then alsoA−1 preserves the adjacency.
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But in the statement and proof of Lemma 2.2 of [20], the formula
B = A − (xA tx¯)−1t(xA)(xA)
should be replaced by B = A + t(xA)(xA tx¯)−1(xA), where A ∈SHn(D), and in
the proof the formula B = A − λtyy, where λ ∈ F ∗ and 0 /= y ∈ Dn×1 should be
replaced by B = A + tyλy, where A ∈SHn(D), λ ∈ K∗. There are also similar
changes in other lemmas and their proofs.
From Theorems 1.1 and 6.4 we deduce
Theorem 6.5. Let D be a division ring with an involution ¯, F ⊆ Z and F /= D. Let
n  2 andA be a bijective map ofSHn(D) to itself, which preserves the adjacency.
ThenA is of the form
A(X) = αtPXσP + H0 ∀ X ∈SHn(D), (6.54)
where α ∈ F ∗, P ∈ GLn(D), H0 ∈SHn(D), and σ is an automorphism of D.
Conversely, the map (6.54) is bijective, and both (6.54) and its inverse preserve the
adjacency.
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