Wireless Ad-hoc networks are distributed systems that often reside in error-prone environments. Self-stabilization lets the system recover autonomously from an arbitrary state, making the system recover from errors and temporarily broken assumptions. Clustering nodes within ad-hoc networks can help in many ways like forming backbones, facilitating routing, improving scaling, aggregating information and saving power. A (k,r)-clustering assigns cluster heads so that exists k cluster heads within r communication hops for all nodes in the network while trying to minimize the total number of cluster heads. We present the first self-stabilizing distributed (k,r)-clustering algorithm. The algorithm uses synchronous communication rounds and uses multiple paths to different cluster heads for providing improved security, availability and fault tolerance. From any starting configuration the algorithm quickly assigns enough cluster heads and stabilizes towards a local minimum using a randomized scheme.
Introduction
An algorithm for clustering nodes together in an ad-hoc network serves an important role. It can be used for back bone formation, routing, data aggregation, improve scaling and energy saving by taking turns. Clustering is a well studied problem. Due to space constraints we point to the survey of the area with regard to wireless ad-hoc networks by Chen et al. in [2] for references to the area in general. We will focus on self-stabilization, redundancy and some security aspects. One way of clustering nodes in a network is for nodes to associate themselves with one or more cluster heads. In the (k,r)-clustering problem each node in the network should have, if possible, at least k cluster heads within r communication hops away. Assuming that the network topology allows k cluster heads for each
The research leading to these results has received funding from the Swedish Civil Contingencies Agency (MSB) and has received funding from the European Union Seventh Framework Programme (FP7/2007 (FP7/ -2013 under grant agreement n • 257007. node, the set of cluster heads forms a total (k,r)-dominating set where the nodes in the set, the cluster heads, also need to have k nodes in the set within r hops. The dominating set problem is well known to be NP-hard in general. Therefore, instead of looking for a global minimum, approximate algorithms are proposed.
Starting from an arbitrary state, self stabilizing algorithms let a system stabilize to, and stay in, a consistent state [3] . There is a multitude of existing clustering algorithms for ad-hoc networks, of which a number is self-stabilizing. A self-stabilizing (1,1)-clustering algorithm that converges fast is presented in [5] . A lot of organizational problems is tackled in a self-stabilizing manner and a selfstabilizing (1,r)-clustering algorithm is presented in [4] . Weighted graphs is taken into account in the self-stabilizing (1,r)-clustering in [1] . Algorithms for the full (k,r)-clustering problem is presented in [7] and [9], but neither is self-stabilizing. The algorithm presented in [8] groups nodes together without assigning cluster heads. It considers malicious nodes inside the network, but is not self-stabilizing.
Our Contribution
We have constructed the first, to the best of our knowledge, self-stabilizing (k, r)clustering algorithm for ad-hoc networks. The algorithm is based on synchronous rounds and makes sure that, within O(r) rounds, all nodes have at least k cluster heads (if the topology permits it) using a deterministic scheme. A randomized scheme complements the deterministic scheme and lets the set of cluster heads stabilize to a local minimum. It stabilizes within O(g · r · log n) rounds with high probability, where g is a bound on the number of nodes within 2r hops, and n is the size of the network.
Our contribution is presented as follows. In section 2 we introduce the system settings. Section 3 describes the algorithm. We discuss multiple paths, proofs and experiments, and conclude in Section 4.
System Settings
We assume a static network. Changes in the topology are seen as transient faults. We impose no restrictions on the network topology other than that an upper bound, g, on the number of nodes within 2r hops of any node is known. For a node p i in the network, we denote the nodes within one hop N i , i.e. the nodes to which it can directly send messages. The nodes within r hops from p i , including p i itself, is denoted G r i . We assume undirected communication graphs, i.e. p i ∈ N j iff p j ∈ N i . The system is synchronous and progresses in rounds. Each round has two phases. In the receipt phase each node p i receives messages from all nodes in N i . In the step phase each node p i broadcasts a message to all nodes p j ∈ N i and that is received reliably in the next receipt phase.
Self-Stabilizing Algorithm for (k, r)-Clustering
The goal of the algorithm is, using as few cluster heads as possible, for each node p i in the network to have a set of at least k i = min(k, |G r i |) cluster heads within
