We prove the global-in-time existence of weak solution for a hypersurface evolution problem where the velocity is the sum of the mean curvature and arbitrarily given non-smooth vector field in a suitable Sobolev space. The approximate solution is obtained by the Allen-Cahn equation with transport term. By establishing the density ratio upper bound on the phase boundary measure it is shown that the limiting surface moves with the desired velocity in the sense of Brakke.
Introduction
In this paper we establish the existence of a family {Γ (t)} 0<t<∞ of hypersurfaces whose velocity is V Γ = (u · n)n + H on Γ (t), t 0.
(1.1)
Here n is the unit normal vector and H is the mean curvature vector of Γ (t), respectively. A domain Ω + (0) ⊂ Ω = T d = (R/Z) d with boundary Γ (0) and a vector field u which depends both on x and t are given. The main result of the present paper is that there exists an integral varifold solution for (1.1) as long as the given transport term u belongs to L p loc ([0, ∞); (W 1,p (Ω)) d ) for p > (d + 2)/2 and d = 2, 3 (see Theorem 2.2 for the precise statement). The result is a natural generalization of the pioneering work by Brakke [5] who proved the existence of integral varifolds moving by mean curvature (u = 0). Various notions of weak solutions for motion by mean curvature have since been developed along with approximation schemes such as viscosity solutions via the level set method ( [4, 6, 11] ), minimizing movements method ( [3, 17] ) and phase field method ( [14] ) to name but a few. As for local regularity of weak solutions, we mention the works by Brakke [5] , White [28, 29] and Ecker [8, 9] .
Motivations to consider (1.1) are (i) to understand the range of perturbations within which we may obtain the integral varifold solutions and (ii) to obtain results applicable to coupled problems which typically set u in a Sobolev space. The latter problems include the two-phase fluid flow problem considered in [16, 18] where u satisfies a coupled Navier-Stokes equation. For that problem we cannot expect a good global-in-time regularity of u such as Lipschitz in the space variables. We note that the natural class for the level set method for problem (1.1) is for u to be in the Lipschitz class in the space variables [4] . An application to the two-phase flow problems will appear in a separate paper.
For the construction of the weak solution, we utilize the phase field method via an equation similar to the Allen-Cahn equation [2] ,
Here W is the equal depth double-well potential and we set W (ϕ) = (1 − ϕ 2 ) 2 /2. When ε → 0 and with an appropriate set of initial data at t = 0, the solution ϕ is approximately ±1 on a bulk region with a thin interface region of thickness O(ε). It has been proved by many authors under various assumptions that the limit interface evolves by mean curvature. In the setting of geometric measure theory, Ilmanen [14] proved that the limit surface measures µ t of (AC) are rectifiable and satisfy the mean curvature flow equation in the sense of Brakke. The third author [27] proved that µ t is integral (see Sec. 2.2) so that the limit measures obtained as the limit of (AC) have all the measure-theoretic properties satisfied by the varifold solutions constructed by Brakke in [5] . For d = 2, 3, the second author [24] noticed that one can give a very short and unified proof of [14] and [27] by utilizing the results by Röger and Schätzle [23] . We use the latter method in the present paper instead of that of Ilmanen. The main point of the present paper is the analysis of the Allen-Cahn equation with transport term ∂ϕ ∂t
which is expected to approximate the motion law (1.1). We point out that we need a certain growth rate control of u L ∞ (Ω×[0,T ]) = o(ε −1/2 ) for the approximation scheme in order to tame the transport effect. Though such bound may not be sharp, some type of control in terms of the power of ε seems necessary to preserve the O(ε)-scale phase boundary profile of hyperbolic tangent. The key technical point is the claim that the upper density ratio of the surface measure is uniformly bounded (see Theorem 3.1) under the natural assumptions in our setting. It roughly says that the regularizing effect of mean curvature flow 'wins' over the transport effect as long as u retains the regularity specified in Theorem 3.1. In proving this we utilize the monotonicity formula due to Huisken [12] and Chen-Struwe [7] , which again was first used in the context of the Allen-Cahn equation by Ilmanen [14] . In this part of the proof p > (d + 2)/2 is essential but d does not need to be 2, 3.
Regarding the approximation scheme via the Allen-Cahn equation and its derivatives, there have been a colossal amount of related work. Thus we restrict the references to the ones with geometric measure theory settings and sufficiently close technical relevance. Soner [26] considered the phase field equation similar to (1.2) coupled with a nonlinear parabolic equation. The system is equipped with a natural energy dissipation law and a candidate for a Chen-Struwe-Huiskentype monotonicity formula. The main thrust of [26] is to prove that the so-called discrepancy measure vanishes in the limit, which is similar to our concern in the present paper. Mugnai-Röger introduced the notion of L 2 -flow [20] which was developed to describe an evolution of integral varifolds with L 2 mean curvature and L 2 generalized velocity. They subsequently studied a wide range of surface evolution problems including (1.2) in [21] and derived that the limit measure is L 2 -flow. The notion of L 2 -flow can characterize a very wide class of surface evolution problems with little regularity requirement for the velocity, typically under the assumption or a priori estimate
The results of the present paper have some intersections in this regard, particularly for n = 2, but are different from [21] for n = 3.
The paper is organized as follows. In Section 2 we set out the basic definitions and explain the main theorem. Section 3 concerns the main technical proof of the upper density ratio bound (3.8) . In Section 4 we characterize the limit measures of surface energies, and Section 5 completes the proof of the main existence theorem. In Section 6 we make final remarks.
Preliminaries and main results

Basic notations
For A, B ∈ R d 2 we denote A : B = A ij B ij and |A| = √ A : A. For a ∈ R d , a ⊗ a is the matrix with the entries a i a j , i, j = 1, . . . , d. We write B r (x) = {y | |x − y| < r} and ω k is the kdimensional volume of the unit ball in R k . We write L p (Ω) for the space of p-th power integrable functions and
is the space of p-th power integrable functions with respect to µ. We write the space of bounded variation functions as BV (Ω). We denote by χ A the characteristic function of a set A. For the standard notions related to BV -functions such as sets of finite perimeter and reduced boundaries we refer the readers to [10] . Finally H k is the k-dimensional Hausdorff measure and L d is the Lebesgue measure in R d .
Varifold notations
We recall some notions from geometric measure theory and refer to [1, 5, 25] for more details.
is the Grassmann manifold of unoriented k-dimensional subspaces in R d . We denote the set of all general k-varifolds by V k (R d ). When S is a k-dimensional subspace, we also use S to denote the d by d matrix representing the orthogonal projection R d → S. The first variation of V can be written as
is the generalized mean curvature vector if it exists and δV V denotes that δV is absolutely continuous with respect to V .
We call a Radon measure µ k-integral if it is represented as
Here X is a countably k-rectifiable, H k -measurable set, and θ ∈ L 1 loc (H k X ) is positive and integer-valued H k a.e on X. When θ = 1 a.e. on X, we say µ has unit density. We denote the set of all k-integral Radon measures by IM k (R d ). To each such µ corresponds a unique k-varifold V defined by
where T x µ is the approximate tangent k-plane of X at x which exists H k a.e on X. Note that µ = V under this correspondence. We make this identification in the following. For this reason we define H µ as H V (or simply H ) if the latter exists. When X is a C 2 submanifold without boundary and θ is constant on X, H corresponds to the usual mean curvature vector of X. In the following we suitably adapt the above notions to Ω = T d , such as V k (Ω) and IM k (Ω), which presents no essential difficulties.
Weak formulation of velocity
For a sufficiently smooth surface Γ (t) moving by the velocity (1.1), the following holds for any φ ∈ C 2 (Ω; R + ) due to the first variation formula (2.1):
One can check that having this inequality for any φ ∈ C 2 (Ω; R + ) implies (1.1), thus (2.2) is equivalent to (1.1). Without the transport term u this is Brakke's approach to the mean curvature flow. To define u as the trace on Γ (t) we need the following [19] and [30, p. 266] for q = 1. The statement for 1 q < d is easily derived by the Hölder inequality and will be used later. By localizing Theorem 2.1 to Ω = T d and choosing q = 1 we obtain (with
where c MZ may differ from (2.3) and only depends on d. The inequality allows us to define Ω |φ| 2 dµ for φ ∈ W 1,2 (Ω) by the standard density argument. We define, for any Radon measure µ, u ∈ (W 1,2 (Ω)) d and φ ∈ C 2 (Ω; R + ),
This gives a well-defined finite value due to the stated conditions and (2.4). If any one of the conditions is not satisfied, we define B(µ, u, φ) = −∞.
Main existence results
Our main results are the following.
and
(a) For all 0 t 1 < t 2 < ∞ and φ ∈ C 2 (Ω; R + ) we have
The function ϕ satisfies the following properties.
(1) ϕ(·, t) = ±1 a.e. on Ω and for all t ∈ [0, ∞),
(c) There exists
The inequality (2.6) shows that µ t satisfies the desired motion law in the sense stated in (2.2) in the integral form. Define Γ (t) by the relation
It is appropriate to say that {Γ (t)} t 0 (with multiplicity θ ) moves by the velocity (1.1) in the sense of Brakke. In addition we have (a) For all 0 t 1 < t 2 < ∞ and φ ∈ C 3 (Ω × [0, ∞); R + ) we have
The property (a) may be useful to establish the partial regularity ( 
For (c) to be true we additionally require that sup 0<r<r 0 , x∈Ω
By a suitable application of the implicit function theorem, partition of unity and smoothing, one can show that C 1 boundary satisfies all of the above conditions. They are also satisfied by surfaces with irregular thin spikes, which are not C 1 , for example. The proof is given for Γ (0) with the above conditions. On the other hand it is clear that the above conditions exclude finite perimeter sets whose measure-theoretic boundaries have infinite density points.
Theorem to be used
We use the following theorem in a similar way to [24] : THEOREM 2.6 (Röger and Schätzle [23] ) Suppose d = 2 or 3 and
Then:
(ii) Ω |H | 2 dµ lim inf i→∞ α ε i , where H is the generalized mean curvature of µ.
Density ratio upper bound for interface energy
In this section we prove that the diffused interface energy satisfies a certain uniform upper density ratio bound which is crucial in the subsequent limiting procedures when ε → 0. Since the estimate is of independent interest and is true for all dimensions, we state the assumptions in the form independent of the existence results in the following sections.
Main Theorem on the upper density ratio
where
, 1} and j ∈ {0, 1, 2, 3}. Let µ t be the Radon measure on Ω defined by 
Monotonicity formula
First we derive the monotonicity formula for the surface energy µ t which is analogous to [14] . One essential difficulty is the control of the so-called discrepancy measure ε|∇ϕ| 2 /2 − W/ε and our analysis concentrates mostly on this issue.
To localize the formula to Ω, we fix a radially symmetric cut-off function η ∈ C ∞ c (B 1/2 (0)) with η = 1 on B 1/4 (0) and 0 η 1. We then definẽ
The following can be obtained by similar computations to [14] , the only difference being the extra term u · ∇ϕ and the cut-off function. PROPOSITION 3.2 There exist constants c 5 , c 6 > 0 depending only on d such that for y ∈ Ω, 0 < t < s < ∞ and t T ,
Note thatρ =ρ (y,s) (x, t) is integrated with respect to x.
Proof. We present the computations on R d and without the cut-off function η for simplicity. In the following we write ρ for ρ (y,s) (x, t) and set
We calculate by integration by parts and completing the square:
By integration by parts we have
Two important identities which ρ satisfies are 12) and substituting (3.11) and (3.12) into (3.10), we obtain (3.9) without the last term. When one computes the above withρ instead of ρ, we have the additional term
in the first integration by parts in (3.10). Deriving (3.11) we also have additional terms which can be bounded by σ µ t (Ω)ce −c/(s−t) with a suitable constant c > 0. For (3.13) we estimate, using (3.1),
Thus with suitable choices of c 5 and c 6 depending only on d, we obtain (3.9).
Here we collect estimates which hold on Ω×[0, T ] for sufficiently small ε > 0. These are in contrast with the next subsection where we assume the density upper ratio bound (3.8) for t ∈ [0, T 1 ]. First we prove the following uniform gradient bound. Even though the estimate may be well-known, we include the proof for completeness. The point here is that we want a uniform gradient estimate which is independent of the terms such as u t . Proof. Rescale the domain by x → x/ε and t → t/ε 2 . Then the equation (3.1) is
By the L p estimate of the heat kernel [15, p. 288], we have
for j = 0 (up to t = 0) or j = 1 (interior estimate) and for 1 < q < ∞. Here we discuss the case of up to t = 0. The interior case is similar. By multiplying (3.15) by φ 2 ϕ where φ ∈ C 1 c (B 3 ) is a suitable cut-off function, and by integration by parts, we easily obtain (with |ϕ| 1 and (3.5)) 
Proof. Rescale the domain as in Lemma 3.3. Define
where G will be chosen later. We compute ξ t + εu · ∇ξ − ∆ξ and obtain
Differentiate (3.15) with respect to x j , multiply by ϕ x j and sum over j to obtain ∇ϕ · ∇ϕ t + ε∇u : ∇ϕ ⊗ ∇ϕ + εu ⊗ ∇ϕ :
Combining (3.15), (3.23), and (3.24), we obtain
Differentiating (3.22) with respect to x j , we derive, by the Cauchy-Schwarz inequality,
Divide (3.26) by |∇ϕ| 2 and substitute into (3.25) to obtain
By substituting |∇ϕ| 2 = 2ξ + 2(W + G) into (3.27),
Note that M may be bounded depending only on d, W, c 1 , c 2 by Lemma 3.3. We then set
Suppose, to derive a contradiction, that With (3.29) we have at this point
Substitute (3.30) into (3.28). Using ε∇u : ∇ϕ ⊗ ∇ϕ 2ε|∇u|(ξ + W + G) and (3.5), we have
We have W G 0, G = −ε 1/2 /4 < 0, and since γ < 1/2, for sufficiently small ε = ε(W, c 2 , γ ),
which is a 'big' negative number compared to the rest, and one can check that this and (3.32) lead to a contradiction in (3.31). If |ϕ(x 0 , t 0 )| 1/2, then we would have 'big' negative contributions coming from
which again leads to a contradiction with (3.31) for sufficiently small ε. This shows that (since G ε 1/2 ) sup
Now repeat the same argument with M replaced by 2ε 1/2 and G replaced by 8c 2 ε 1−γ (1 − 
Exactly the same type of argument as before shows that we have a contradiction, and since G 8c 2 ε 1−γ and ξ − G 2ε 1−γ , we obtain (3.21). Proof. We note thatρ
We evaluate the integrand separately on B R (y) and on Ω \ B R (y). On B R (y), 
Here we wrote E = µs(Ω). Combining (3.34) and (3.35), we obtain (3.33). If necessary we may choose c 9 1. 
Proof of Theorem 3.1
In the following we show that the growth of the density upper ratio is controlled in time in the following sense. 
If this holds, D(t) satisfies
where [x] is the integral part of x. Thus (3.36) finishes the proof of Theorem 3.1. We assume in the following that D(t) satisfies 
Proof. By (3.1) we can compute
By (2.4) we have
Thus by integrating with respect to t and by (3.6), we obtain (3.38). Note that
The next Lemma 3.8 gives a lower bound of the density of µ t when there is some piece of interface. For the rest of the present section we fix γ such that γ < γ < 1/2 and γ = 1 2 (1/2 + γ ), α = 3/4 and κ = 11/6 so that W (s) κ for α |s| 1. Proof. In this proof we writeρ =ρ (y,s+ε 2 ) (x, t) for brevity. Suppose |ϕ(y, s)| α < 1. If we change the variableφ(x, s) = ϕ(εx + y, s), we obtain Next, we use (3.5), (3.9) and (3.21) to obtain, for λ ∈ [t, s), 
Next, we restrict ε to be so small that the right-hand side of (3.42) is less than c 13 and e In Lemma 3.5, we replace s and s − (R/r) 2 by s + ε 2 and t respectively, so that R 2 = r 2 (s + ε 2 − t). Note that since s −ε 2γ t < s, R r ε 2 + ε 2γ and we have R 1/2 by restricting ε depending only on c 9 , c 10 , c 13 . From Lemma 3.5 we obtain
} + c 9 c 10 e −r 2 /8 .
Due to (3.44), (3.43) and restricting ε further we obtain
Note that R lies in [rε, r (ε 2 + ε 2γ )], so setting c 11 = r and c 12 = r 1−d ( 
Proof. If T 1 < ε 2γ there is nothing to prove. Assume that T 1 ε 2γ and
In the following, we estimate the integrand on two sets, near the interface and on the complement. DefineÃ = {x ∈ B 2r (y) | for somet with t * − ε 2γ t t * , |ϕ(x,t)| α}, (3.46)
Points belonging toÃ have some piece of interface during [t * − ε 2γ , t * ], and A is the ε 2γ neighborhood ofÃ. By Vitali's covering theorem [10, 1.
, we can choose a set {B ε 2γ (x i )} N i=1 of pairwise disjoint balls such that
For each x i , lett i be such that
. We next use Lemma 3.8. By (3.49),t i −t t * − (t * − ε 2γ ) = ε 2γ and the assumption of Lemma 3.8 is satisfied for s =t i , y = x i , t =t and R = ε 2γ where we restrict ε depending on c 11 and γ . Thus, we conclude c 12 ε
are pairwise disjoint and B ε 2γ (x i ) ⊂ B 2r+ε 2γ (y), (3.50) gives N c 12 ε
Then the d-dimensional volume of A is estimated using (3.48) and (3.51) as
, by (3.7), (3.37) and (3.52) with r ε 2γ , 
Next we show that the surface energy decays quickly on the complement of A. Fix the integer J 2 such that
Since γ < 1/2, such a J does exist. Define
Next define φ j ∈ Lip(B 2r (y)) (j = 1, . . . , J ) so that
and 0 φ j 1. (3.57) By (3.56), (3.46), (3.47) and r ε γ , one can check that spt φ j ∩Ã = ∅ for j = 1, . . . , J , thus by (3.46), |ϕ(x, s)| α for x ∈ spt φ j , s ∈ [t * − ε 2γ , t * ]. (3.58)
For each j = 1, . . . , J , differentiate the equation (3.1) with respect to x i , multiply by φ 2 j ∂ϕ/∂x i , sum over i and integrate to obtain
By integration by parts and the Cauchy-Schwarz inequality we obtain from (3.59)
By (3.58), W (ϕ) κ on spt φ j for t ∈ [t * − ε 2γ , t * ]. Using also (3.57) and (3.5), we obtain
for small ε. By integrating (3.61) over [t j −1 , s] with s ∈ [t j , t * ], j = 1, . . . , J , we obtain (3.62) with the notation of (3.63) shows
By (3.56), spt φ j +1 ⊂ {φ j = 1}. Thus by (3.64) and for j = 1, . . . , J − 1 we have
With a suitable restriction on ε depending only on W and γ (< 1 2 ), (3.65) for j = 1, . . . , J − 1 gives
Thus, by (3.66) and (3.55),
From spt φ 1 ⊂ B 2r (y) and (3.37),
Since B r (y) \ A ⊂ {φ J = 1} by (3.56), we have
Thus combining (3.67), (3.68) and (3.69) we obtain
With a suitable choice of c 14 in (3.54) and (3.70) we obtain (3.45). Proof. In case t ε 2γ , using (3.21) and
In case s > t s − ε 2γ , we have similarly
Thus we only need to estimate the integral over [ε 2γ , t] with t s − ε 2γ . When integrating over Ω, we integrate on B ε γ (y) and Ω \ B ε γ (y) separately. For the first estimate we use (3.21) and s − t ε 2γ to estimate
On Ω \ B ε γ (y), by Lemma 3.9 and s − t ε 2γ , computations similar to (3.35) give
Proof. Let y ∈ Ω and 0 < r < 1 be such that D(t 1 ) = 
By the choice of s = t 1 + r 2 ,
The last equality follows from the assumption c 19 D(t 0 ) = D(t 1 ). Since Ωρ (y,s) dµ t 0 D(t 0 ), (3.80) and (3.81) prove
(3.82) Using D(t 0 ) 1 and restricting ε depending only on γ and c 16 , and then restricting t 1 −t 0 depending only on c 6 and E 0 (which depend only on d, p, c 3 , T and D 0 in turn), we obtain (3.79) from (3.82). and we carry out the argument of the present section. Proposition 3.12 with t 0 = 0 shows that we have at least 
Existence of limit measure and Brakke's inequality
In this section we prove the existence of limit measures which correctly describes the motion law of phase boundaries. • w we have
and by combining this property and |ϕ ε i | 1 we obtain
The energy bound also gives ϕ = ±1 a.e. on Ω × [0, T ]. For a.e. 0 t 1 < t 2 T ,
By a similar argument to (4.12), we obtain
gives a well-defined w(·, t) for all t ∈ [0, T ] and one can show that w ε i (·, t) → w(·, t) strongly in L 1 (Ω) for all t ∈ [0, T ] (not just a.e. t ∈ [0, T ]) and the same for ϕ ε i → ϕ with ϕ(·, t) = ±1 a.e. on Ω. Finally for any φ ∈ C(Ω) and t ∈ [0, T ],
which yields (iii).
2
Proof of Theorem 2.2
The proof of the main theorem can be completed by suitably fitting the given data Γ (0) and u so that the approximate data satisfy the assumptions of Theorem 3.1. We give a proof for Ω + (0) belonging to the class described in Remark 2.5. For such
be a function such that h i is increasing, h i (s) = s for 0 s b i /4 and h i (s) = b i /2 for b i /2 < s, and define h i (s) = −h i (−s) for s < 0. Then defined i (x) = h i (d i (x)). We then choose a sequence ε i so that lim i→∞ ε i /b i = 0 and define
. We may also choose ε i so that (3.3) holds for all i. By using a well-known property of (5.1) and choosing smaller ε i 's if necessary, we may assume that .7) is also satisfied.
Set
, by a density argument, we may choose a sequence
We then associate to each u i some small enough ε j i so that ε
1 and so that ε j i < 1 where 1 depends on quantities corresponding to T i in Theorem 3.1. We then renumber ε j i as ε i . Now we solve We are left with the proof of (c). Since µ t is integral, we only need to prove that {θ t 2} has measure zero for a.e. 0 t T 1 for a suitable T 1 . Suppose the converse. Then we have some point x with θ t (x) = N 2 and lim r→0 µ t (B r (x))/(ω d−1 r d−1 ) = N. Then after a computation as in (3.35) we find that lim r→0 Ωρ (x,t+r 2 ) dµ t = N. By (2.9) we have Ωρ (x,t) dµ 0 1 + o(1) as t → 0. By letting ε → 0 in (3.80) with t 0 = 0 and t 1 = t, we would then have N 1 + o(1), where the smallness depends on c 3 , Ω + (0) and p ultimately. This gives a contradiction and µ t has unit density for t T 1 . To prove the last claim, |∇χ {ϕ(·,t)=1} | = µ t a.e. t ∈ [0, T 1 ], suppose = for a contradiction for a positive measure. We may assume that µ t is integral and has unit density. Then we may assume that µ t = H d−1 Γ (t) with (d − 1)-rectifiable set Γ (t). Since |∇χ {ϕ(·,t)=1} | µ t by (b-3), having = means that H d−1 (Γ (t) \ ∂ * {ϕ(·, t) = 1}) > 0. Then there is a density point which does not belong to the reduced boundary and also the density is 1 there. In addition we may assume that lim inf i→∞ ε i Ω (∆ϕ ε i − W /ε 2 i ) 2 dx < ∞ for such t. Then one can check the proof of integrality of the limiting varifold in [23, Proposition 5.2 ] to see that x ∈ ∂ * {ϕ(·, t) = 1}. This contradicts the assumption and completes the proof of Theorem 2.2.
Remarks
Generalizations. In this paper we worked with Ω = T d . It is obvious that the claims and proofs are identical for a flat torus with any size. For Ω = R d , suppose we have some R > 0 such that Γ (0) ⊂ B R (0) and u = 0 on the complement of B R (0) for all t > 0. Then the same conclusions can be deduced by considering a flat torus large enough to include B R (0). One can prove by using an argument as in [5] that the support of µ t remains in B R (0) for all t > 0 by using a suitable test function. For d > 3, we expect that the approach of [14] and [27] should go through since we have the key estimate (3.8) though we may be missing some technical difficulties.
Critical power. As for the power p, p = (d + 2)/2 is a critical value in the sense that
is invariant under the natural scalingx = λx,t = λ 2 t andũ = λ −1 u. It is not clear if the density upper ratio bound (3.8) holds for the critical case. It is not clear either if the measure µ t (Ω) remains finite in that case. Nothing seems to be known for this problem as far as we know.
Coupled problems. In case u satisfies additional equations (such as Navier-Stokes or just incompressibility condition div u = 0 for example) we may expect the same type of conclusions to hold under relaxed conditions such as a smaller exponent for W 1,p . We should mention the work of Plotnikov [22] who considered the kinematic condition V Γ = (u · n)n for the two-phase fluid problem in d = 2 and p > 2 which comes naturally with the interface length control due to coupling. He obtained the existence of a rectifiable varifold which satisfies the motion law. He used incompressibility to deduce the rectifiability of the varifold even though there is no control of mean curvature.
