Abstract-The development of manipulation skills is a fundamental process for young primates as it leads them to acquire the capacity to modify the world to their advantage. As 
I. INTRODUCTION
The development of manipulation skills depends on the maturation of the nervous system and learning based on experience; however the precise contributions of each process are not yet fully understood. This is partly due to an incomplete understanding of the maturation dynamics of the motor system (e.g., the pyramidal tract and its direct projections to the motor neurons of the spinal cord), some of which are proposed to underlie skilled movements of hand and digits [1, 2] , and partly to the knowledge gap on the learning mechanisms that lead to the development of manipulation skills [3] . This research focuses on the latter issue.
During motor development infants perform a number of apparently unstructured movements ("motor babbling", [4] ) that, since Piaget's theories on "circular reactions" [5] , are thought to play a fundamental role in motor development. Although various models have been proposed to study motor babbling and its role in motor development, most of them (e.g., [6, 7] ) overlook the key fact that most movements produced during early motor babbling are rhythmic movements [8] and these pave the way to the later gradual development of discrete movements (see [9] on the possible relations between the two in real brains). Rhythmic movements involve for example repeated waving, scratching, petting, wiping, hitting (with or without another object), turning (e.g. to perceive objects from different perspectives), etc., and allow infants to discover the functioning of their own body, the structure of the world, and the potential effects of their actions on it [8, 10, 11, 12] . Rhythmic movements are probably so important because, being repetitive, they allow infants to acquire multiple sample data needed to develop motor skills despite the high noise of early behaviour. Importantly, the development of manipulation skills implies a gradual passage from random exploratory rhythmic movements to fu nctional movements that produce interesting, relevant, or useful effects on the environment. These functional movements can be either rhythmic or discrete [10, 13, 14] . The literature on the development of manipulation skills lacks in models and hypotheses to investigate and to frame mechanisms and processes that lead to the progressive development of rhythmic movements. This paper accomplishes a first step to build such a model, and shows how it can be used to generate interesting hypotheses and predictions on the development of rhythmic manipulation skills. In details, the paper presents a bio-inspired hierarchical softly-modular reinforcement-learning system based on central pattern generators (CPGs), suitable for studying the autonomous acquisition of manipulation skills by trial-and-error learning.
The model was developed following four biological constraints. First, the trial-and-error mechanisms guiding the learning of the system were implemented on the basis of a reinforcement-learning actor-critic model [15] . This model has been shown to have a structure and functioning that resemble those of basal ganglia, the brain structures at the basis of trial-and-error learning and decision making in living organisms (the actor component of the model captures the functioning of the matriosomes of basal ganglia, the critic captures the functioning of the striosomes, and the TD-error learning algorithms used by the model resembles the dynamics of the phasic-dopamine learning signal [16] ). Recently, actor critic versions of reinforcement learning have also been shown to have desirable computational properties and to be applicable with success to robotic setups similar to those used here (e.g., based on the use of CPGs and other dynamic motor primitives [17, 18, 19] ). Here a simple neural implementation of the actor-critic model was used as it was sufficient for the scope of this research.
Second, the actor-critic model generates the parameters of Central Pattern Generators (CPGs), systems capable of producing oscillatory signals when suitably activated [20, 21] . Neurophysiological evidence shows that in mammals rhythmic motor patterns are generated on the basis of the activation of neural circuits implementing CPGs located mainly in the spinal cord. When activated, CPGs generate rhythmic movement patterns by alternating the activation of flexor/extensor muscles, thus supporting behaviours such as locomotion, swinging, respiration, and chewing [20, 21, 22, 36] . Fingers can also be controlled by CPGs and exhibit rhythmic movement patterns [23, 24] . In this respect however, an important caveat is in order.
In this work we assume that the rhythmic movements of upper limbs and hands seen in early infancy are generated by CPGs: this assumption needs a stronger/more direct empirical support that is currently lacking in the literature (e.g., an alternative might be that these rhythmic movements are generated on the basis of compounds of discrete movements). Most of the literature that links rhythmic behaviours to CPGs refers to locomotion in adult animals [21, 22] . This work cannot furnish such evidence; indeed it wants to focus on the development of manipulation skills in children and show the implications on development of such assumptions. On the modeling side, the works presented in [25, 26] have already proposed some models based on CPGs aimed at reproducing the rhythmic contact patterns observed in humans engaged in rotating an object. However, those models use hardwired CPGs, thus not enabling the study of the development of manipulation skills, i.e. the goal of this work. Third, the model is based on a hierarchical soft-modular architecture by analogy with the hierarchical organization of basal ganglia and motor cortex [27, 28, 29] . In particular, the model assumes that basal ganglia-cortical loops control spinal cord CPGs by setting their parameters. Indeed, motor cortex does modulate spinal-cord CPGs [21, 22] , even if little is known on how this is done in detail in primates. On the modeling side, hierarchical modular systems have often been used to decompose complex task in multiple simpler sub tasks. In the field of supervised learning, for example, the system presented in the seminal work in [30] automatically decomposes the whole task in sub-tasks resorting to the similarities of the input-output samples to be learned. In the field of reinforcement learning (see [33] for a review), task decomposition has been for example based on the dynamical properties of the sub-tasks [32] or on the sensorimotor requirements of the sub-tasks [31] . In this work, the system relies upon hierarchy to decide which of a set of CPGs having different complexity can be used to tackle different tasks. This type of architecture allows the system to autonomously decide the sophistication of the computational resources to invest to acquire and perform different manipUlation behaviours, based on object features and task complexity (cf. [29, 30] ). Since often the solution found is based on the use of a sub-set of CPGs, and this set has a higher performance than the single CPGs of the set, this work is also related to ensemble learning, where many weak learners are combined in the attempt to produce a stronger learner [35] .
Lastly, the model was tested on a simulated robotic hand (the iCub robot hand) interacting with 3D simulated objects. Although the task used was simplified to facilitate the analyses of the system behaviour (the hand used 4 DOFs of 2 fingers to rotate one object per time around one axis), this assured that the model acquired the capability to face dynamical and noise complexities similar to those tackled by primates.
As we shall see, the results show that the model can be successfully used to study the transition from unstructured rhythmic movements to functional ones, based on trial-and error learning, and to investigate the specific processes involved in such a passage. In this respect, the model shows how different object features (mainly size and shape) pose different challenges and require different computational resources to develop rhythmic movements to tackle them (in line with [10, 11] ). Moreover, the results show how the hierarchical architecture of the system gives rise to an effective emergent utilization of combinations of different CPGs depending on the complexity of the manipulation task at hand. The rest of the paper is organized as follows. Section II describes the architecture and functioning of the model. Section III presents the results of the tests of the model. Finally, Section IV draws the conclusions.
II. METHODS

A. The manipulation task
The model was tested with a custom simulator of the hand of the humanoid robot iCub (www.icub.org). The task required that the simulated robot developed the movements of the thumb and index fingers, ranging from random exploratory rhythmic movements to functional rhythmic movements, in order to rotate as fast as possible several objects (having different shape and size) around an axis perpendicular to the plane passing for the hand palm. This axis was anchored to the world as in the case of bottle caps to be unscrewed. Friction was set so that in some pilot experiments one finger showed capable of rotating the objects. Each version of the model was trained for 5000 trials, each time with a different object. At the end of every trial, each lasting 300 simulation cycles, the rotation angle of the object was normalized and used as reward signal (see Sect. C). Notice that the task was quite challenging for at least three reasons. First, learning was based exclusively on the rare scalar value of reinforcement. Second, different shapes and size of the objects required different movements. Third, the rotation of the object required well coordinated dynamical movements involving the controlled joints of the fingers.
B. Overview of the system architecture
The overall system architecture is shown in Fig. 1 . The key elements of such architecture are: three neural "experts"; one neural selector; three CPGs having a diff erent degree of complexity (one CPG for each expert; as shown below, CPGs complexity varies in terms of number of oscillators and number of DOFs controlled by each of them); Proportional Derivative (PD) controllers; simulated hand and objects. Each expert and the selector receives as input the activation of a neural map encoding the object size and shape (in this study each version of the model is trained separately for each object, so this input, added to study the generalization properties of the system in future work, acts as a bias and is not further discussed here). At the beginning of each trial (and only then), each expert generates the parameters of the corresponding CPG, and the selector generates the "weights" used to "gate" the commands decided by the experts' CPGs (gating is obtained through a weighted average, see below). At each step, the desired joint angles of the expert CPGs are weighted with the selector weights to produce one desired angle for each joint. The resulting desired joint angles are sent to Proportional Derivative (PO) controllers to generate, on the basis of the current angles, the joint torques of the robotic simulated h and engaged in rotating t h e object. T h e experts and selector are in charge of discovering by trial-and-error the parameters to send to the three CPGs so that the hand maximizes the rotation of the object. Learning is supported by a "critic" component computing the TO-error (the learning of the system is based on the actor-critic reinforcement learning algorithms) and is performed, at the end of each trial, on the basis of a reinforcement signal proportional to the rotation of the object. In the following, all these components and processes are described in detail. C. Architecture, fu nctioning and learning of the neural network component
The core of the model is based on a hierarchical actor-critic reinforcement-learning component (Fig. 2) formed by three experts, three CPGs associated to the experts, a selector, and a critic (the gating used here is inspired by the seminal model in [30] ; see [31] for a hierarchical actor-critic reinforcement learning model that does not use CPGs).
1) Actor experts fu nctioning
The three experts get as input the object size and shape and return as output the parameters of the three CPGs (amplitude, phase, frequency, and offsets, see below) as follows: First expert: 12 output units encoding the parameters of the CPG-C (high complexity, namely "complex CPG") illustrated in Fig. 3 .a. Second expert: 5 output units encoding the parameters of the CPG-M (medium complexity, namely "medium CPG") illustrated in Fig. 3 .b. Third expert: 2 output units encoding the parameters of the CPG-S (low complexity, namely "simple CPG") illustrated in Fig. 3 .c.
Formally, the output unit Y j of the experts (all encoded in a single vector) receives the signals from input units Xi of the input array (encoded in a vector) via connections weights Wji' and forms an activation potential P A;:
PA j = I (w j i *xJ (1) and an activation based on a sigmoidal function:
To foster exploration, a noise is added to Y j : y; =yj+N (3) where N is a random number. During each training session, N is drawn from a uniform distribution with a range gradually moving from [-0.5, 0.5] to [-0.05, 0.05] from the beginning to 60% of the training (afterwards the range is kept constant). 
2) Selector fu nctioning
The selector receives the same input of the experts and has three output sigmoidal units, each encoding the weight to assign to one of the three CPGs. The activation of these output units is done as in Equation (1). The desired hand joint angles are computed on the basis of the selector output and the output of the three CPGs associated to the experts as follows:
where out is the vector of the desired joint angles, OCPG-c, OCPG-M, and OCPG-S are the desired joint angles of the CPGs, Ys j is the activation of the selector output unit j (calculated as in Equation 3), and S j is the normalized selector output unitj. out is remapped onto the movement range of the controlled joints.
3) Critic fu nctioning
The critic receives the same input of the experts and has a linear output unit estimating the evaluation E of the currently perceived state based on the connections weights Wi (Fig. 2): (6)
4) Critic learning
The critic computes the TO-error that determines whether things have gone better or worse than expected, and uses this to update its own weights Wi as follows:
Llw; = '7 E T Dx; (7) where IJE is a learning rate (set to 0.1) and TD is the TO-error ("or surprise"; [15] ) with TD=R-E and R equal to the reward. R is proportional to the object rotation in each trial, suitably scaled to have values around 1.
5) Actor experts learning
The weights w j i of actor experts are updated as follows:
where IJA is a learning rate, set to 0. 
6) Selector learning
The connections weights of the selector are updated in the same way as those of the experts.
D. The CPGs models used in the system
CPGs were used to produce rhythmic trajectories and were modeled as coupled oscillators each controlling a different joint OOF. A very stable CPG was proposed by Ijspeert [33] . A single oscillator of this CPG can be expressed as follows:
8; = 2 nv; + :�:>j w ij sin(8J -8 i -qJ ij ) (9) 
where Bi is the phase of the CPG oscillator i, ri is the amplitude, Zi is the controlled variable (e.g., aj oint angle), Vi is the intrinsic frequency, R ; is the desired amplitude, ai is a positive constant determining how quickly ri converges to R i , ({Jij is the desired phase difference (coordinated delay) between oscillator i and oscillator j of the CPG, w ij is establishes the strength of the coupling of i withj. The evolution of the phase ()i depends on the intrinsic frequency Vi, on the coupling w ij and on the phase lag ({Jij of the coupled oscillators. Amplitude variable ri smoothly follows Ri with a damped second order differential law. Ijspeert's CPG was modified as follows to have the possibility of regulating the centre of oscillation of each oscillator:
8; = 2 nv; + �>j w ij sin(8J -8; -qJ ij ) (12) (15) where C; is the desired center of oscillation of the oscillator i, and c; is the actual centre. C; allows oscillations around any position of the joint OOF. As a result, each CPG needs three types of parameters to be controlled (Ri: desired amplitude; C;: desired oscillation center; Vi: desired oscillation frequency) and one parameter for each coupling «({Jij; for simplicity in this simulations w ij was set to 1). Note that the addition of the parameter C allows the CPG model, capable of implementing rhythmic movements, to also implement the functionalities of a Proportional Derivative controller (Equation 14), and hence discrete movements. This possibility might be exploited and studied in future work.
The CPGs used here are shown in Fig. 3 . 
E. The PDs and the simulated hand and environment
The CPGs output (desired joint angles) was sent to POs having the following equation:
where T is the torque vector applied to the joints, g(q) is the gravity compensation, Kp and KD are definite positive diagonal matrices, q is the difference between the desired and the current joint angle vectors, q is the angular velocity vector.
The model was tested on a simulated robotic hand having the same kinematic and dynamic parameters as the iCub humanoid robot hand (www.icub.org), that is 21 links and 19 OOFs (Fig. 4a) . In the simulation test 2 OOFs of the index and 2 OOFs of the thumb were controlled, while all other OOFs were kept to fixed values. The 4 OOFs controlled were ( The simulated environment was a working space containing 9 different objects with 3 different shapes (cylinder, sphere, cube) and 3 different sizes (small: 2.8 cm; medium: 3.2 cm; large: 3.6 cm; for the sphere and cylinder these are the radius size, whereas for the cube they are base diagonal size).
The hand and the environment were simulated using the open-source physical-engine software interface "OPAL" (Open Physics Abstraction Layer), used to interface the "NEWTON" physical engine library. The integration time step used in the physical engine was 0.01 s. 
III. RESULTS
The various versions of the model were tested with each of the nine objects separately. Each model was trained for 5000 simulation trials, each formed by 300 steps (3 s of real time). At the beginning of each trial the hand was set at an initial posture with all fingers in a straight position.
A. Effects of the center of oscillations (parameter C)
The performance of the hierarchical CPG (CPG-H) model using the parameters C to set the center of oscillations was compared with the performance of the same model without such parameters. The resulting performances are reported in Table 1 . The table shows that the model with C gets larger rewards. This is particularly evident for the small objects because without C the finger needs to oscillate in the whole range of amplitude indicated by the R parameter in order to touch the object, so lowering the performance of the system. 1 Companson of rewards obtamed from two sImulatIOns: C": reward using a CPG-H capable of regulating the centre of oscillations. "No C": reward using a CPG-H not capable of regulating the centre of oscillation.
B . Comparison of diff erent CPG models
The performance of CPG-H was compared with the performance of the single CPGs models (CPG-S, CPG-M, CPG-C). Table 2 shows the results. In Table 2 bold values indicate the average reward values of the models for each object. In many cases the best performance is achieved by the hierarchical model. When the objects are large, the CPG-C model overcomes the hierarchical one. With the medium cube the best performance is achieved by the CPG-M model. However, the best performance of a single run for any condition is always that of the CPG-H (with the exception of the large sphere and large cylinder, where CPG-C and CPG-H have the similar performance). The table also indicate that the CPG-H has often a larger standard deviation. The reason why CPG-H has the best performance for single runs (but not always for the average) and it has often a large variance, is that it sometimes gets trapped in local minima. This is probably due to the larger parameter space it has to search (number of parameters: CPG-H: 22; CPG-C: 12; CPG-M: 5; CPG-S: 2). Table 2 also shows that the performance is different fo r the various shapes and dimensions of the object (see also the reward plots of Fig. 5 ). In particular, data indicate specific regularities that might be tested in experiments with real infants. It can be observed that the performance increases with the decrease of the object dimension, probably because the fingers have to cover a smaller distance to achieve a certain rotation of the objects. The systems achieve the best performance with the spheres and the worst performance with the cubes. Direct inspection of the behaviour shows that this happens because, contrary to cubes, with spheres the fingers do not get stuck on edges and the contact points they reach are always at the same distance from the hand palm. Figure 5 shows the performance obtained during the simulations with different objects and different models. Each figure contains five curves. Four are related to the averages of four runs of the single CPGs (CPG-S, CPG-M, CPG-C) and the hierarchical CPG (CPG-H Avg).; one (CPG-H Max) is the best run with the CPG-H. The most striking result is the fact that the CPG-H is always faster to learn than the single-CPG models, despite it has many more parameters than them. The reason for this might be that the model can use the CPG that has developed good parameters so far, or the fact that it is more robust to noise (e.g., the system can avoid using a CPG whose parameters have deteriorated due to noise). However, further investigations are needed to find the exact cause. It is also interesting to note that in one case (small sphere) the CPG-H succeeds to use both fingers whereas the other models fail to do so. This results in a higher performance of the hierarchical model. The reason for this is that when the system learns to use two fingers it also learns to alternate them to impress more rotation to the objects (see Figure 6 ). The fact that in this case the CPG-H succeeds to use two fingers might indicate that it manages to find and to exploit the advantages of using two fingers in coordination, whereas the other models do not (another sign of the higher learning capability of the system). The second result, anticipated by discussing Table 2, is that the CPG-H always achieves the best final performance with a single run (with the exception of the large sphere and cylinder for which it has a performance similar to the CPG-C). However, in some cases (medium sphere, small cylinder, and small and medium cube) such performance is higher than its own average, indicating the fact that it sometimes cannot escape local minima.
We now analyze the functioning of the models more in detail. Figure 7 reports an example of desired joint trajectories generated by the different models (CPG-S, CPG-M, CPG-C, CPG-H) during a manipulation of a small sphere for 3 s. In the case of the CPG-H, the figure also reports the trajectory actually followed by the joints. Various interesting facts are apparent from the figure. First, all models have managed to find a similar oscillation frequency. Second, the models, for example the CPG-H, can exploit the possibility of regulating the oscillation centers to have a good contact with the objects (see for example how in the graph of the CPG-H FET the desired joint angle leads the finger to hit the object and press it to have a suitable grip on it). Third, recall from above that the higher flexibility of the CPG-H allows it to discover the use of both fingers whereas the other models fail to use the thumb: this is shown by the fact that the desired centers of oscillation of FET of the single-CPG models are below 0.5 (hence far from the object, see Figure 7 and Figure 8b ), whereas that of the CPG-H is above 0.5. Fourth, Figures 5  and 6 showed that by using both fingers the CPG-H could have a higher performance: Figure 7 indeed shows that CPG-H moves AAI and OT with an opposite phase so as to alternate the fingers contact with the object and keep the object continuously rotating. Figure 8 reports the trajectories in the 3D space of the thumb and index tips during the same test of Figure 7 , for the CPG-C and CPG-H models. The figure shows how the hierarchical model is able to bring both fingers in contact with the object by also maintaining a suitable distance from it when regarding the contact. The CPG-C, instead, fails to learn to use the thumb and so brings it far away from the object to avoid interfering with its rotation (see Figure 8b , thumb trajectory). Figure 9 shows a final important result: the CPG-H is capable of using many CPGs by suitably mixing them. Indeed, the two graphs show that the CPG-H evolves with a mixed use of the available CPGs and after about 2000 learning trials maintains such mixture in a stable fashion. Note that in both the learning runs the reward obtained was approximately the same. This demonstrates that the same task can be solved by the system with different mixed combinations of the CPGs. Fig. 7 Examples of trajectories of the hand controlled joints measured at the end of training with the small sphere. For each couple of graphs from the top (e.g., the two graphs of "Index Flexion-Extension"), the upper graph shows the desired trajectory of a joint generated by the three single CPG models (C PG-C, CPG-M, CPG-S), whereas the lower graph shows the desired and real trajectories generated by the CPG-H model. The four couples of graphs refer to the four controlled joint DOFs: FE" AA" FET, and OT. Fig. 9 Activations of the selector output units (gates) that the CPG-H develops in two training sessions using the small sphere.
IV. CONCLUSIONS
This research has proposed a hierarchical reinforcement learning model that can be used to study the development of rhythmic manipulation skills in infants. The model is based on the assumptions for which (a) rhythmic movements of upper-limbs and hands produced in early infancy are supported by central pattern generators (CPGs) located in the spinal cord; (b) the parameters of these CPGs are learned and set by trial-and-error by basal ganglia-cortical loops; (c) these loops also establish the involvement of the various CPGs in the solution of different motor tasks.
Although these assumptions need further empirical support, the model shows the interesting computational implications they have. In particular, the results of the tests of the model show that it is indeed able to discover suitable combinations of CPGs to be used, and to suitably set their parameters, depending on the physical features of the objects to be manipulated. Moreover, they show that the model is able to learn quite faster when it can use ensembles of CPGs versus a single CPG (even complex), despite this implies to search a higher number of parameters. Notably, it did so by suitably finding suitable mixtures of CPGs having different complexity. These results can be considered a prediction in the case the assumptions mentioned above will be shown to hold.
Future work should find stronger empirical support of the core assumptions of the model. Moreover, it should investigate how to render the hierarchical model more robust so as to avoid occasionally incurring in local minima. Further, it should perform quantitative analyses of some of the claims presented in the results section and now supported only on the basis of a qualitative analysis. Lastly, it should study how the system functions with couples of CPGs, and the specific role played by different CPGs in the hierarchical system. Despite these limitations, the model presented here seems a promising tool to investigate the emergence of rhythmic manipulation skills in primates due to its bio-inspired architecture and the behaviour exhibited so far. This study might be an important complement of the studies on the development of discrete hand movements [31 ] .
