ABSTRACT Reliable and efficient planar surface extraction based on the 3D depth sensors is a crucial component in mobile robotics. However, extracting planes efficiently remains challenging, especially when small planar structures are urged to be perceived. This paper proposes a new method that can extract the multi-scale planar surfaces efficiently. The depth image is dynamically divided into rectangle regions, where points in each region lie on a common plane. Then, the planar primitives are generated by clustering these regions into some distinct groups according to their plane parameters. Finally, the pixel-wise segmentation results are achieved by growing each distinct group. The first novelty is the dynamic region size adjusting algorithm that can reduce the number of regions to be clustered and improve the plane fitting accuracy. The second one is the region clustering algorithm, whose worst-case time complexity is guaranteed to be log-linear. Comprehensive experiments show that our algorithm outperforms the state-of-the-art methods in quality and runs an order of magnitude faster.
I. INTRODUCTION
Reliable and efficient planar surface extraction based on 3D depth sensors is a crucial component in mobile robotics, especially when they are deployed in hostile environments such as poor lighting or texture-less conditions. Once these surfaces have been successfully extracted, mapping and localization can be applied at high accuracy and high speed since the tracked planes can not only reduce the size of the map but also help remove noisy geometry of the environment [1] - [3] .
In reality, extracting planes efficiently remains challenging. On one hand, it is necessary to maintain a minimum rate of miss-detection and over-detection which are defined in [4] . On the other hand, sufficient inliers need to be obtained in order to accurately estimate the planar parameters. Figure 1 shows a classic example. A staircase scene is composed of multiple partially occluded planar surfaces and is particularly challenging to state-of-the-art solutions [5] , [6] . Prior techniques tend to either miss small-scale planes or incorrectly splits a large plane into multiple smaller ones.
In this article, the plane extraction problem is formulated as:
Given a depth image D, it aims to detect a set of planes {G i }, i ∈ {1, 2, . . . k} where each pixel of D can be classified into {G i } and a complementary set B so that:
1) The size of set {G i } is minimum.
2) The total number of pixels assigned to {G i } is maximum.
3) For every pixel assigned to G i , the plane fitting error should be less than a predefined threshold.
4) The union of set {G i=1,2,...,k } and B is the overall pixels of D, and the intersection between B and each G i is an empty set.
This paper presents a novel technique for efficient and reliable planar surface extractions, as shown in Figure 1 . Compared with [5] and [6] , the advantages of our approach are:
1. The number of regions to be clustered is reduced and the plane fitting accuracy is improved through dynamic region size adjusting (see Figure 2 for details). Comparing to the methods using uniform region size, such as [5] , our algorithm will not lose any useful information and harm the time complexity. Comparing to [6] , our approach can also produce high-accurate fitting results but at much lower computational cost. 2. The plane splitting problem which is usually caused by occlusion is overcome by clustering all extracted seed regions into some distinct groups (see Algorithm 1) . By employing a designed auto-balanced search tree, the complexity of this clustering algorithm is log-linear at worst case, while the complexity of clustering steps used in [5] and [6] are both log-linear on average. Moreover, our clustering algorithm has the theoretical guarantee on performance.
3. Comprehensive experiments were conducted, and show that our method is comparable with the state-of-the-art methods in quality and runs an order of magnitude faster.
II. RELATED WORK
Most of previous plane extraction techniques based on depth images can be classified into three categories: RANSAC (Random Sample Consensus) based method [8] - [15] , region growing based method [5] , [16] - [18] and direct clustering based method [6] , [19] - [21] .
The classic RANSAC algorithm and its variations are able to conduct plane extraction by repetitively fitting and extracting one plane until no planes can be returned. A scene constructed with multiple planes will greatly challenge RANSAC based approaches since the probability of producing coplanar samples is small, which will dramatically increase the computation cost.
The key idea of region grown based methods is to expand the seed region until the fitting error exceeds certain thresholds. Various techniques have been proposed to handle different region types, e.g., 3D voxels vs. 2D rectangular regions. Deschaud and Goulette [16] proposed an efficient algorithm to detect planes in unorganized point clouds. It first partitions the entire 3D space into a large number of small voxels and then performs clustering by merging the seed with its nearest 26 voxels. Holz and Behnke [18] proposed a normal constrained region growing method for plane segmentation. Local normals are estimated by deducing the local mesh and smoothing via the bilateral filter. Agglomerative hierarchical clustering (AHC) [5] is a 2D region growing method. It first uniformly divides the entire image as small grids and then builds a priority queue for tracking the best seed region yielding to the minimum plane fitting error. Once a seed region is successfully gotten, AHC then searches for its four neighbor grids to check if any region can be merged with seed. After merging, AHC re-inserts the merged grid into a priority queue and re-fetch the new best seed. The process repeats until the queue is empty. The AHC approach has shown great success in terms of processing speed. However, there is a major limitation that it is difficult to select the proper grid size, which directly affects the ability to extract small or non-uniform planar surfaces such as fragmentized stairs. The small grid size, e.g., 4 × 4, can improve robustness with much higher computational cost. More details are shown in the experiment section.
Direct clustering groups every input point in terms of their estimated surface normal values [19] , coplanar features [20] , and adjacent relationships [21] . In [20] , points are clustered according to their gradient of depth (GoD) features. The basic idea is that coplanar points will have similar GoD features. After clustering, RANSAC based merging step is also introduced to fine-tune the results. In [21] , the input point cloud is over-segmented into multiple small planar patches, and then an adjacent graph is built to enforce the local neighbor prior and global geometric consistencies. Finally, a graph energy function is minimized to perform patch clustering.
There are two difficulties for direct clustering based approaches. The first challenge is dealing with the severe occlusion scenes. Reliably estimating geometry features are particularly challenging for these scenes since the VOLUME 7, 2019 noncontinuous depth affects greatly the computing results. The second challenge is dealing with the trade-off between accuracy and running time since direct clustering often requires using grid discretization in the parameter space in which high precision corresponds to fine discretization and slower speed.
Erdogan et al. [22] and Tatavarti et al. [23] utilize the Markov Random Field (MRF) to perform planar segmentation by maximizing posteriori probability of the segmentation labels. Although these methods show their potential of producing good results, the processing time is highly related to the quality of solutions. The main reason is that using MRF to formulate the multi-label segmentation problem will produce an NP-hard problem which cannot be efficiently optimized. Recently, Marriott et al. [6] proposed a Gaussian mixture model formulation for planar surface extraction. Their key idea is that the distribution of the depth-data can be approximated as a piece-wise linear Gaussian mixture model. They first use K-means algorithm to initialize. Then an expectation maximization (EM) algorithm is applied to estimate the plane parameters. Finally, they perform a post-process step for components fusing. Comparing to [5] , the major difference lies in the model regression step, where [5] applies plane parameters estimation on the regular grid but [6] applies EM algorithm that can jointly regress the local-plane patch and its parameters. From a quality point of view, the method of [6] is better than [5] since [6] can produce more accurate plane fitting. From a speed point of view, the method of [5] is much better than [6] . One reason is that EM algorithm is an iterative procedure which costs much more time than [5] . Another reason is that the fusing step in [6] is relatively expensive since the adjacent graph is hard to build for scattered components.
III. FAST PLANE EXTRACTION FROM DEPTH IMAGE
The overall pipeline of our method is shown in Figure 1 . A recursive region extraction algorithm is put forward to divide the depth image into planar regions (see Figure 1 (c) ), then these regions will be clustered into distinct groups by a designed auto-balanced search tree (see Figure 1 (d) ). Finally, the proposed planes of the whole image are expanded by region growing to produce the pixel-wise segmentation (see Figure 1 (e)).
A. RECURSIVE PLANAR REGION EXTRACTION
The planar region in our method is defined as a rectangle area in depth image, in which each point lies on a common plane in 3D space. Our algorithm extracts such regions to estimate plane normals and distances, which are the most intrinsic parameters to combine discrete planar fragments.
The most straightforward approach is to divide the entire image into many small non-overlapping grids as Feng et al. [5] did, then try to fit a plane for each small grid. The trickiest part is to decide the size of grids. With a small grid size, the plane parameters estimation will be inaccurate and the running time will be significantly increased. However, the algorithm is hard to perceive the small planar such as fragmented stairs when setting a large grid size.
To overcome such difficulties, a recursive planar region extraction algorithm is proposed, which is described in Figure 2 . The key idea of our algorithm is to verify that each region is smooth and flat enough to fit a plane. Each non-planar region will be uniformly split into four subregions, and the planarity will be verified on these regions. This verification-split process is recursively invoked until the minimum grid size is reached. The initial region size is the same as the size of the input depth map. The advantage of our algorithm is that the size of each region can be dynamically determined. The efficiency and accuracy can be improved since the algorithm always tries to preserve the large regions which can help to reduce the number of regions and increase the plane fitting accuracy. An intermediate result of this step is shown as Figure 1 (c).
1) COMPUTING THE DCI
The depth change indication (DCI) map [7] is used to constrain the extracted region. Formally, the DCI is defined as
where
is the smoothness threshold (T smooth ) function and D(u, v) represent the depth value at pixel location (u, v). The method proposed in [7] is employed to compute it.
2) VERIFYING THE PLANARITY
As we can see from Figure 2 , the main computational task in each loop is examining the smoothness and flatness of each region. Formally, the Smooth(R) function is defined as
where R is a rectangle region in DCI, and |R| denotes the size of region R. Based on this equation, region smoothness check can be performed in O(1) time by simply applying summed area table (SAT) on DCI.
Moreover, the Flat(R) function is defined as:
To estimate region MSE and curvature, the methods proposed in [7] and [17] are utilized. The plane normal n is the eigenvector which corresponds to the smallest eigenvalue of the covariance matrix C. The relationship between region MSE, curvature and covariance matrix can be expressed as:
is a nonnegative number specifying the distance from origin to the plane, λ 0 , λ 1 , λ 2 are eigenvalues of covariance matrix C in increasing order and C · n = λ 0 · n. According to [7] , estimating C of a rectangle region can be achieved in constant time by pre-computing 9 SATs for the whole input range image. Once the covariance matrix is got, the region MSE and curvature can be easily estimated by applying singular value decomposition (SVD), which can also be accomplished in constant time since the covariance matrix only has 9 elements.
3) PERFORMANCE ANALYSIS OF RECURSIVE PLANAR REGION EXTRACTION
Denote T (n) as the worst case running time on recursively extracting planar regions which contain n points, this is
CLUSTER THE EXTRACTED REGIONS BY AUTO-BALANCED SEARCH TREE (AST)
The planar regions generated by the previous step will be treated as plane proposals for current depth image. However, examining every planar region will cause lots of unnecessary operations since many regions are corresponding to a common 3D plane. In order to reduce the number of plane proposals and improve estimation accuracy, a clustering algorithm is indispensable. State-of-the-art methods usually apply graph clustering for fusing the scattered regions. Feng et al. [5] built adjacent graph from uniformly split rectangular regions. The clustering algorithm will iteratively merge neighbor vertices until the adjacent graph cannot be further reduced. Marriott et al. [6] applied similar techniques for region fusing. The major difference is the adjacent graph building process, where adjacent connections of irregular-scattered regions in [6] are established by verifying the overlapping ratio between regions. The computational cost of graphbased clustering is O(nlogn) in average [5] . However, when the adjacent graph is not a planar graph, the complexity of graph-based clustering algorithms will dramatically increase to O(n × n). Ideally, classic clustering methods such as K-means and its variations can be applied here for fusing the scattered planar regions. However, K-means based methods have two major limitations. The first one is that how to select the number of desired clusters K . Incorrect K will either cause over-segmentation or under-segmentation. In reality, the number of planar surfaces distributes in a large interval, which is usually between 1 to 100. The second one is that the convergence of K-means based methods depends heavily on initialization, which is hard to predict in practice.
1) THE CLUSTERING ALGORITHM
This paper presents a fast clustering algorithm (Algorithm 1) which does not rely on initializations and connectivity assumptions. Formally, the aim of clustering algorithm is to classify all planar regions into several groups:
where {n 1 , d 1 } and {n 2 , d 2 } are plane parameters corresponding to planar region groups G 1 and G 2 respectively. The fusion criterion function is defined in parameter space as:
For convenience, we refer to such group set {G 1 , G 2 , . . . , G k } as a distinct set. To produce the distinct set from extracted planar regions, the clustering algorithm is to create a planar region group G based on each planar region R and iteratively merge it with its nearest neighbors until the merging step cannot be continued. Although this clustering algorithm is very simple, it can indeed produce a distinct set in log-linear time (running time and correctness analysis can be found at III-B.3). Figure 1 (d) shows an example output of this step.
2) DESIGNED AUTO-BALANCED SEARCH TREE
There are many classic data structures (e.g. KD-tree [24] ) that can accelerate queries on multi-dimensional data. However, they usually do not support rebalance after insertion or deletion, and the query time complexity will exceed O(logn). In order to speed up our clustering algorithm, we special designed an auto-balanced search tree (AST) that can maintain balance after insertion and deletion. It gives the worst case running time guarantee of Algorithm 1. It is generally known that any planar region can be represented as n·p (u,v) + d = 0, where n is a three dimensional unit vector specifying the plane normal, and d is a non-negative number specifying the distance from origin to the plane. In other words, four key values (n x , n y , n z , d) can be used to uniquely represent a planar region group G. We build an AST by cascading four red-black trees (N x , N y , N z branches for normal n and Dist branch for distance d, see Figure 3 ).
Searching the nearest neighbor G nearest in AST can be summarized as four red-black trees query over four branches of AST. For each branch query, the nearest item is found by performing red-black tree searching. If the distance between one item and its nearest cannot satisfy that equation (8) is true, this branch query will return NULL. Based on the structure of AST (see Figure 3) , the searching order is N x , N y , N z , Dist.
G nearest is non-empty if and only if searching result on each branch is not NULL.
Inserting and deleting in AST can also be summarized as four red-black trees operations. To preserve the structure of AST during these operations. the order of inserting process for AST is N x , N y , N z , Dist, which is the same as searching, while the order of deleting process is the opposite. For each branch that will change to empty after the deconstruction, the deleting process will erase this branch as well. Thanks to the excellent property of red-black tree, the AST can maintain balance after each operation and the worst time complexities of searching, inserting and deleting are O(log(|AST|)).
3) PERFORMANCE ANALYSIS OF THE CLUSTERING ALGORITHM
We claim that when Algorithm 1 is finished, ∀G i , G j ∈ AST, χ(G i , G j ) = 0. In order to show this claim is correct, we first prove a lemma that adding a new item by the inner loop (the while loop) of Algorithm 1 will preserve the property of a distinct AST. Obviously, the claim is true when this lemma is true.
The correctness of this lemma can be shown by mathematical induction. The base case is trivial because AST = ∅ is correct obviously. The inductive hypothesis is that the property of a distinct AST with size k −1 will be kept after adding a new item by inner loop of Algorithm 1. The inductive step is to verify if the distinct property is still maintained when inserting a new item into a distinct AST with size k. We testify the inductive step under two cases: the first one is the newly added item G new cannot be merged with its nearest neighbor G nearest in AST, the second one is the opposite. In the first case, the Algorithm 1 will directly insert G new into AST, then it is still distinct obviously. In the second case, the Algorithm 1 will first delete G nearest from AST which will not harm the property of AST and the size of AST will reduce to k − 1. According to the inductive hypothesis, adding G new into current AST will still preserve its property. Based on these two cases, we show the inductive step is true, i.e., the lemma is true.
The worst case running time of inner loop of Algorithm 1 is O(log(|AST|)), i.e., the inner loop count is O(1). This can be verified by analyzing two different situations when adding a new item into AST as above-mentioned. The first one takes one searching and one inserting operation in O(log(|AST|)).
The running time of the second one highly depends on the plane merge function. We define the parameters after merging must satisfy:
where n x , n y , n z are the x, y, and z axis coordinates of the plane normal n, n · m is the merged result, n · min and n · max FIGURE 4. A worst case of adding a new item into N x branch. The solid circles represent the current items in AST, and the dotted line circles represent the items which are going to be added. According to the distinct property, the distance of each pair of solid circles is larger than T norm . When the distinct property is broken by adding a new item, its nearest item will be deleted and then the merged one will be added recursively until the distinct property is recovered.
are the minimum and maximum of the set {n ·
Based on Equation (9), the merge operation of adding G new into AST will take at most three times for each branch searching since the distance between two adjacent nodes in each branch is larger than the threshold (see Figure 4 for example). Moreover, we can perform plane fitting for G merge in O(1) time by using SAT for covariance matrix [7] since the overlap between each pair of planar regions is empty. When the estimated parameters of G merge cannot satisfy equation (9), we determine its parameters as
Applying equation (10) can not only help to reduce merging operations but also can prevent inaccurate plane fitting caused by strip-like region shape [5] .
In conclusion, the repeat times of this inner loop is irrelevant with input scales, i.e., the complexity of inner loop is O(log(|AST|)). Therefore, the overall running time of Algorithm 1 is O(|R plane |log(|R plane |)).
C. PIXEL-WISE SEGMENTATION
After the clustering step, the plane proposals are got based on the distinct region groups (see Figure 1 (d) for example) . In this step, these proposals are expanded by region growing like [5] , [16] , and [17] did. Once this procedure is finished, the pixel-wise segmentation and inlier points statistics are produced simultaneously. The algorithm finally outputs those proposals supported by a large number of inliers, in other words, plane fitting residuals are smaller a predefined threshold T inlier . For implementation, breadth-first search (BFS) is utilized to explore frontier pixels of each region. Pixels that can be used to expand the region will be treated as new frontiers. The termination criteria of this region growing procedure are that all frontier pixels has been explored and there do not exist any pixels that can be treated as new frontiers.
The complexity of this region grown procedure is identical to the complexity of BFS traverse, which is O(|V | + |E|). In this case, |V | is the number of pixels in the graph and the |E| is the number of adjacent edges which is proportional to |V | in this 4-connected graph, i.e., the running time complexity of this pixel-wise segmentation algorithm is O(n), where n stand for the number of pixels in the depth image.
The overall worst-case complexity of the entire pipe is
, where the first O(n) represents the complexity of recursive planar region extraction, the middle O(nlogn) represents the complexity of planar region clustering since there are at most O(n) regions, and the last O(n) is the complexity of pixel-wise segmentation. Comparing to the current fastest method [5] , our approach also has the advantage in the worst running time since [5] can only guarantee the average running time as O(nlogn).
IV. EXPERIMENT EVALUATION
In this paper, we used three different datasets to evaluate our method exhaustively. The first one is generated by scanning indoor and outdoor circumstances by a FARO laser scanner. The second one is the popular public RGB-D dataset ICL [25] , where depth images are rendered from two scenes: living-room and office-room. The last one is a classical dataset for depth image based segmentation comparison [4] . Using these datasets, we evaluated our method in two perspectives: effectiveness and efficiency.
A. EFFECTIVENESS EVALUATION
We evaluated the effectiveness in two aspects: quantitative and qualitative. The quantitative evaluation focus on comparing with other methods under rigorous evaluation metric. However, the biggest limitation of quantitative evaluation is that it cannot effectively reflect the robustness of the method especially when the dataset has a limited number of images. In order to perform robustness evaluation, we also conduct a qualitative evaluation of several large-scale datasets which data are generated from different scenes and sensors.
1) QUANTITATIVE EVALUATION a: EVALUATION ON FARO STAIRCASE DATASET
We labeled a staircase sequence of depth images with 226 frames, shown as Figure 5 ). The evaluation metrics are slightly modified from [4] based on our problem definitions, where the connected constrain is released. Using the same terminology, we classify detected planes into 5 types: correctdetection, over-segmentation, under-segmentation, missed and noise. In order to introduce the explicit definitions of these types, we first define the planar regions of human labeled ground truth as {G q }, q = 1 : Q and the planar regions generated from the machine as {G p }, p = 1 : P. Let I pq represent the intersection set of G p and G q , we define VOLUME 7, 2019 
TABLE 2.
The quantitative results on FARO staircase dataset. The terminologies we used are from [4] , however the evaluate metrics are slightly modified by allowing disconnected regions. The overlapping threshold t is 80%.
FIGURE 5.
The example frames from FARO staircase dataset. The first row shows the ground truth segmentation results from human labeling. The second row shows the results from our algorithm. The third row shows the results from AHC [5] where the initial block size is 4 × 4. The last row is also from AHC [5] where the initial block size is 10 × 10.
the group G q can be mapped to group G p when |I pq | > t × |G q |, where t is the predefined overlapping threshold and 0.5 < t ≤ 1, and | · | means the number of pixels. On the contrary, the group G p can be mapped to group G q when |I pq | > t × |G p |. Based on this definition, we define: 1) Correct detection: a pair of groups G q and G p that can be mutually mapped to each other.
2) Over-segmentation: more than one groups G p 1 , . . . , G p j , 2 ≤ j ≤ P that can be mapped to G q , and G q can be mapped to the union of G p 1 , G p 2 , . . . , G p j .
3) Under-segmentation: more than one groups G q 1 , . . . , G q j , 2 ≤ j ≤ Q that can be mapped to G p , and G p can be mapped to the union of G q 1 , G q 2 , . . . , G q j .
4) Missed: a group G q from ground truth that cannot participate in any instance of 1), 2), and 3). 5) Noise: a group G p from the machine result that cannot participate in any instance of 1), 2), and 3).
The overall quantitative results are summarized in Table 2 , and some examples are shown in Figure 5 . For determining parameters, we apply the same method as [6] . The parameters we use on this dataset are summarized in Table 1 .
Based on the results shown in Table 2 , our algorithm significantly outperforms AHC in more correct detections and fewer missed detections. The first reason is that regions generated by our method tend to keep larger size, which will increase the accuracy of plane fitting. The second reason is that high-accurate planar regions can be effectively grouped by AST, which will deliver the planar region groups with smaller fitting error and sufficient inliers. Regarding the over-segmentation, our method performs similarly as AHC. [4] , however the evaluate metrics are slightly modified by allowing disconnected regions. The overlapping threshold t is 80%. In under-segmentation and noised detections, AHC performs better than ours. The under-segmentation rate is a little higher since our method regards planes which satisfy our constraints as the same plane as far as possible. The reason for more noise is that points on the handrails can also produce some physical planes but we did not label these pixels on ground truth images (see Figure 5 for example). Some unlabeled planes will be extracted by our approach and cause noised detections.
b: EVALUATION ON PERCEPTION DATASET
ABW and PERCEPTION [4] are two classical datasets for benchmarking planar scenes segmentation on depth image. These datasets contain not only depth-images but also ground-truth segmentations and auto-evaluation tools. According to their settings, non-connected coplanar patches must be assigned to different planar surfaces, which is not consistent with our goal defined in Section I. To be fair, we only test our method on PERCEPTION dataset where most planar surfaces are not parallel. We summaries the quantitative results in Table 4 and qualitative results in Figure 6 . The parameters we used are summarized in Table 3 .
It is clear to see that our method is comparable to the stateof-the-art methods. It should be noted that our method is underestimated because of the different definitions of planar surfaces (see Figure 6 (e) for example). From the accuracy point of view, our method has the smallest orientation error, which is benefit from trying to produce the planar surfaces as large as possible.
2) QUALITATIVE EVALUATION
To evaluate the robustness of our algorithm, we built a dataset with 1112 frames 512 × 512 depth images under diverse scenes such as staircase, corridor, room, and campus, named FARO diverse-scenes dataset. We also evaluated our approach on ICL dataset [25] , which contains two manmade scenes: living-room and office-room. Since the range data quality of FARO diverse-scenes dataset is comparable to FARO staircase dataset, we use the same parameters in Table 1 . The qualitative comparisons are shown in Figure 7 , Figure 8 , and Figure 9 , which suggest that our approach is reliable and insensitive to the scene variations.
In summary, our method can effectively extract multiple scale planes. Comparing to [5] , the quality of our results is much better, especially under more complex scenarios.
B. EFFICIENCY EVALUATION
For efficiency evaluation, we implemented our algorithm in C++ with open source libraries including PCL [26] and Eigen [27] . All experiments have been performed on a VOLUME 7, 2019 FIGURE 7. Example scenes of FARO diverse-scenes dataset. The first row shows the RGB images. The second row shows the plane detection results generated by our algorithm. The third row shows the results from AHC [5] , in which the initial block size is 4 × 4. The last row is also from AHC [5] where the initial block size is 10 × 10.
FIGURE 8.
Examples of ICL living-room dataset. The first row shows the RGB images. The second row shows the plane detection results generated by our algorithm. The third row shows the results from AHC [5] , in which the initial block size is 4 × 4. The last row is also from AHC [5] where the initial block size is 10 × 10.
desktop PC with Intel Core i7-6700K CPU of 4.0 GHz and DDR4 RAM of 64GB. We haven't used any parallel technicals such as OpenMP, OpenCL, and CUDA.
We compare the running time with the fastest method [5] on FARO diverse-scenes dataset and ICL dataset. Since the aim of this work is to get the best extraction results, we set the initial block size of [5] as 4 × 4. For reference, we also give its result under 10 × 10. The detailed results are shown in Figure 10 . The value of each color bar represents the average processing time, and the minimum and maximum time are shown by black line segments. Figure 10 also shows the average running time of each major step of our approach.
Based on the previous analysis on running time complexity, our algorithm will terminate in log-linear time at worst FIGURE 9. Examples of ICL office-room dataset. The first row shows the RGB images. The second row shows the plane detection results generated by our algorithm. The third row shows the results from AHC [5] , in which the initial block size is 4 × 4. The last row is also from AHC [5] where the initial block size is 10 × 10. case and irrelevant with the scene variations. As we can see from Figure 10 , the running time of our method is stable under different scenes. For the maximum running time, our method has significant advantages over AHC [5] (block size: 10 × 10). Considering the fact that the minimum region size we used is 3 × 3, our algorithm runs an order of magnitude faster than AHC [5] under similar detail level settings (block size 4 × 4). The average processing time of our method on FARO diverse-scenes dataset is within 0.05s, and the worstcase running time does not exceed 0.06s. On ICL dataset, the average processing time of our method is within 0.06s, and the worst-case running time does not exceed 0.08s. It can be seen that our algorithm is suitable for real-time mapping and localization system.
V. CONCLUSIONS
In this paper, we presented a new method for fast and robust planar surfaces extraction. In order to extract as many planes as possible, we first propose a novel recursive planar region extraction algorithm. By dynamically adjusting the region size, the algorithm can significantly reduce the number of planar regions extracted without losing any useful information and harming the time complexity. We then propose a novel clustering algorithm which can overcome the plane splitting problem caused by occlusion. In order to reduce the clustering complexity, we design an auto-balanced search tree which can speed up the clustering algorithm to loglinear time. Finally, the pixel-wise segmentation results are achieved by growing each clustered planar region group. We evaluate our method through theoretical analysis and comprehensive experiments. From a theoretical standpoint, we give detail analysis of correctness and time complexity for each proposed algorithm. From a practical standpoint, we conduct some comprehensive experiments which show that our method can effectively and efficiently extract multiple planes.
In our future work, we are going to address the problem of parameterless clustering to make our algorithm easier to use. Gutierrez-Rodríguez et al. [28] give a very promising gist about the adaptive decision tree generation. We believe VOLUME 7, 2019 that applying such idea can help to improve the quality of segmentation and reduce the number of parameters adjusted by users.
