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Abstract: This paper considers the problem of delay-dependent exponential stability in mean square for a class of stochastic sys-
tems with polytopic-type uncertainties and time-varying delay. Based on the application of the descriptor model transformation
and free weighting matrices to express this relationship among the system variables and among the terms in the Newton-Leibniz
formula, some new delay-dependent exponential stability criteria are obtained in terms of linear matrix inequalities(LMIs). The
new criteria are less conservative than existing ones. Numerical examples demonstrate the new criteria are effective and are an
improvement over existing ones.
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1 INTRODUCTION
Recently, delay-dependent stability criteria for stochastic
systems with delay and system models expressed by Itoˆ-
type stochastic differential equations has gained extensive
attention (see [1-8]). In view of the robustness of stochas-
tic stability, the linear and semi-linear systems are studied in
[1] and [2], respectively. [3] investigated the stability of lin-
ear and semi-linear stochastic differential equation by means
of the exponential stability. Verriest [4] presented stability of
linear stochastic differential equation via Riccati equations.
Based on the LMI approach, [5-8] gave the delay-dependent
robust stability criteria of uncertain stochastic systems, re-
spectively. However, the criteria in [5] involved the param-
eterized model transformation, to determine the stability of
the system, [6] and [8] used some inequality constraint, [7]
used a descriptor integral inequality constraint, and the cri-
teria in [7] and [8] with matrix constraint P 6 αI, (α > 0 is
a scalar, P is the product of Lyapunov matrix ), these results
show considerable conservativeness.
This paper presents some new delay-dependent exponential
stability criteria for continuous-time linear stochastic sys-
tem with polytopic-type uncertainties and time-varying de-
lay. First, by extending the descriptor system approach intro-
duced in [9] for deterministic systems to the stochastic sys-
tems case. We represent the stochastic systems in the equiv-
alent descriptor stochastic systems. Based on the equiva-
lent descriptor form representation, we choose a new type
of Lyapunov-Krasovskii functional. Second, in order to ex-
clude those constraint conditions in [6-8], some free weight-
ing matrices introduced into the proof . Finally, based on
LMI algorithm we respectively obtain a less conservative
delay-dependent exponential stability criteria for stochastic
system with polytopic-type uncertainties and time-varying
delay . Numerical simulation examples show the results are
effective and are an improvement over existing criteria.
For convenience, we adopt the following notations:
Tr(A)(AT): Trace (transpose) of the matrix A.
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and NSF of Hebei Province P.R. China under Grant F2005000390,
F2006000270.
A > 0(A > 0): Positive semi-definite (positive definite)
matrix A.
I: Identity matrix.
‖x‖ := (
n∑
i=1
x2i )
1
2 : Euclidean norm in Rn.
L2̥0([−τ , 0];R
n): the family of Rn−valued stochastic
processes η(s), −τ 6 s 6 0 such that η(s) is ̥0− mea-
surable for every second and
∫0
−τ
E ‖η(s)‖2 ds <∞
E{·}: mathematical expectation operator with respect to
the given probability measure P .
2 PRELIMINARIES
Consider the robust stability of system (1) with polytopic-
type uncertainties, that is, assuming that the system (1) have
the following form:
dx(t) = [Ax(t) +Adx(t− h(t))]dt (1)
+[Cx(t) + Cdx(t− h(t))]dβ(t)
x(t) = ϕ(t), ∀t ∈ [−τ , 0]
where x(t) ∈ Rn is the state vector, the system matrices
A,Ad, C and Cd are assumed to be uncertain but belonging
to a known convex compact set of polytopic type, namely
(A,Ad, C, Cd) ∈ Ω
where Ω is a given convex bounded polyhedral domain de-
scribed by q vertices as follows:
Ω :=
{
(A,Ad, C, Cd) =
q∑
k=1
ξk(Ak, Akd, Ck, Ckd)
ξk > 0;
q∑
k=1
ξk = 1
}
(2)
The time delay h(t) is a time-varying continuous function
that satisfies
0 6 h(t) 6 τ (3)
and
h(˙t) 6 µ 6 1 (4)
21
where τ and µ are constants and ϕ(t) is a continuous vector-
valued initial function. and ϕ := {ϕ(s) : −τ 6 s 6 0} ∈
L2̥0([−τ, 0] , R
n) It is well known that (1) has an unique so-
lution, denoted by x(t, ϕ), which is square integrable. So (1)
admits a trivial solution x(t, 0) ≡ 0. Ak, Akd, Ck, Ckd are
known constant matrices with appropriate dimensions. the
variables β(t) are an m-dimensional Brownian motion de-
fined on a complete probability space (Ω,̥, P ) with a natu-
ral filtration {̥t}t>0 (i.e.., ̥t = σ {̟(s) : 0 6 s 6 t}).
Definition System (1) is said to be exponentially stable in
mean square if there exists a positive constant α0 such that
lim
t→∞
sup
1
t
logE ‖x(t)‖
2
6 −α0
3 DELAY-DEPENDENT ROBUST EXPONEN-
TIAL STABILITY
In order to discuss the stability of system (1), first, we intro-
duce the descriptor system approach, set
q(t) = Ax(t) +Adx(t− h(t)) (5)
g(t) = Cx(t) + Cdx(t− h(t)) (6)
then system (1) becomes the following descriptor stochastic
systems
dx(t) = q(t)dt+ g(t)dβ(t) (7)
Moreover, equations in (5), (6) ensure that the following zero
equations
2
[
xT(t)N1 + x
T(t− h(t))N2 + q
T(t)N3 + g
T(t)N4
]
∗ [A0x(t) +Adx(t− h(t)) − q(t)] ≡ 0 (8)
2
[
xT(t)T1 + x
T(t− h(t))T2 + q
T(t)T3 + g
T(t)T4
]
∗ [Cx(t) + Cdx(t − h(t))− g(t)] ≡ 0 (9)
where Nr and Tr (r = 1, 2, 3, 4) are appropriately dimen-
sioned matrices. On the other hand, the Newton-Leibniz for-
mula provides
x(t) − x(t− h(t)) =
∫T
t−h(t)
x˙(s)ds
=
∫T
t−h(t)
q(s)ds− ς (10)
where ςT =
[∫T
t−h(t) g(s)dβ(s)
]T
, by (10), get
∫T
t−h(t)
q(s)ds = x(t) − x(t− h(t))− ς (11)
then, we obtained the following Theorem.
Theorem Consider the system (1) with polytopic-type un-
certainties (2) and a time-varying delay satisfying (3) and
(4). Given scalars τ > 0,and µ < 1, system (1) is robust
exponentially stable in mean square, if there exist symmet-
ric positive definite matrix Pk > 0, Qk > 0, Zk > 0, R(k)ij
(i, j = 1, 2, 3), and appropriately dimensioned matrices
Nr and Tr (r = 1, 2, 3, 4) such that R(k)ij = R
(k)
ji and the
following LMI holds for k = 1, · · · , q:
Φ(k) =


Φ
(k)
11 Φ
(k)
12 Φ
(k)
13 Φ
(k)
14 R
(k)
13
∗ Φ
(k)
22 Φ
(k)
23 Φ
(k)
24 R
(k)
23
∗ ∗ Φ
(k)
33 Φ
(k)
34 0
∗ ∗ ∗ Φ
(k)
44 0
∗ ∗ ∗ ∗ −Zk

 < 0 (12)
and
R(k) =

R
(k)
11 R
(k)
12 R
(k)
13
∗ R
(k)
22 R
(k)
23
∗ ∗ R
(k)
33

 > 0
where an ellipsis ∗ denotes a block induced easily by sym-
metry, and
Φ
(k)
11 = N1Ak +A
T
kN
T
1 + T1Ck + C
T
k T
T
1 +Qk + τR
(k)
11
+R
(k)
13 +R
(k)T
13
Φ
(k)
12 = N1Adk +A
T
kN
T
2 + T1Cdk + C
T
k T
T
2 + τR
(k)
12
−R
(k)
13 +R
(k)T
23
Φ
(k)
13 = Pk −N1 +A
T
kN
T
3 + C
T
k T
T
3
Φ
(k)
14 = A
T
kN
T
4 − T1 + C
T
k T
T
4
Φ
(k)
22 = N2Adk +A
T
dkN
T
2 + T2Cdk − (1− µ)Qk
+CTdkT
T
2 + τR
(k)
22 −R
(k)
23 −R
(k)T
23
Φ
(k)
23 = −N2 +A
T
dkN
T
3 + C
T
dkT
T
3
Φ
(k)
24 = A
T
dkN
T
4 − T2 + C
T
dkT
T
4
Φ
(k)
33 = −N3 −N
T
3 + τR
(k)
33 , Φ
(k)
34 = −N
T
4 − T3
Φ
(k)
44 = Pk − T
T
4 − T4 + τZk
Proof Choose a Lyapunov-Krasovskii functional for sys-
tem (1) to be
V (t) =
5∑
i=1
Vi(t)
in which
V1(t) =
q∑
k=1
x(t)TPkx(t), V2(t) =
q∑
k=1
∫T
t−h(t)
xT(s)Qkx(s)ds
V3(t) =
q∑
k=1
∫0
−τ
∫T
t+θ
qT(s)R
(k)
33 q(s)dsdθ
V4(t) =
q∑
k=1
∫0
−τ
∫T
t+θ
trace[gT(s)Zkg(s)]dsdθ
V5(t) =
q∑
k=1
∫T
0
∫α
α−h(α)
δRkδ
Tdsdα
where δT = [xT(α), xT(α− h(a)), qT(s)]
R(k) =

R
(k)
11 R
(k)
12 R
(k)
13
∗ R
(k)
22 R
(k)
23
∗ ∗ R
(k)
33


22
Pk, Qk, Zk, R
(k)
ij (i, j = 1, 2, 3) are positive definite matri-
ces with appropriate dimensions. L be the weak infinitesimal
operator of (7), then, by Itoˆ differential formula
Lv=0V1 =
q∑
k=1
{
2xT(t)Pkq(t) + trace
[
gT(t)Pkg(t)
]}
(13)
Lv=0V2 6
q∑
k=1
{xT(t)Qkx(t) (14)
−(1− µ)xT(t− h(t))Qkx(t− h(t))}
Lv=0V3 6
q∑
k=1
{τqT(t)R
(k)
33 q(t) (15)
−
∫T
t−h(t)
qT(s)R
(k)
33 q(s)ds}
Lv=0V4 6
q∑
k=1
{τtrace
[
gT(t)Zkg(t)
] (16)
−
∫T
t−h(t)
trace
[
gT(s)Zkg(s)
]
ds}
Lv=0V5 =
q∑
k=1
{
h(t)ξT
[
R
(k)
11 R
(k)
12
R
(k)T
12 R
(k)
22
]
ξ (17)
+2
∫T
t−h(t)
ξT
[
R
(k)
13
R
(k)
23
]
q(s)ds
+
∫T
t−h(t)
qT(s)R
(k)
33 q(s)ds
}
Substitute (11) into (17) , get
Lv=0V5 =
q∑
k=1
{
h(t)ξT
[
R
(k)
11 R
(k)
12
R
(k)T
12 R
(k)
22
]
ξ (18)
+2ξT
[
R
(k)
13 −R
(k)
13
R
(k)
23 −R
(k)
23
]
ξ +
∫T
t−h(t)
qT(s)R
(k)
33 q(s)ds
−2ξT
[
R
(k)
13
R
(k)
23
]
ς
}
By Lemma[11], for any matrix Zk > 0
−2ξT
[
R
(k)
13
R
(k)
23
]
ς
6 ξT
[
R
(k)
13
R
(k)
23
]
Z−1k
[
R
(k)
13
R
(k)
23
]T
ξ + ςTZkς
Obviously
Lv=0V5 6
q∑
k=1
{
τξT
[
R
(k)
11 R
(k)
12
R
T (k)
12 R
(k)
22
]
ξ (19)
+2ξT
[
R
(k)
13 −R
(k)
13
R
(k)
23 −R
(k)
23
]
ξ +
∫T
t−h(t)
qT(s)R
(k)
33 q(s)ds
+ςTZkς + ξ
T
[
R
(k)
13
R
(k)
23
]
Z−1k
[
R
(k)
13
R
(k)
23
]T
ξ


where ξT = [xT(t), xT(t− h(t))].
Combining Lv=0Vi (i = 1, 2, 3, 4, 5) and adding the terms
on the left of (8)-(9) to Lv=0V allows us to express Lv=0V
as
Lv=0V 6
q∑
k=1
{
ηT(t)ξkΦ
(k)η(t)
−
∫T
t−h(t)
trace
[
gT(s)Zkg(s)
]
ds+ ςTZς
}
where
ηT(t) =
[
xT(t), xT(t− h(t)), qT(t), gT(t)
]
Φ(k) =


Φ
(k)
11 Φ
(k)
12 Φ
(k)
13 Φ
(k)
14
∗ Φ
(k)
22 Φ
(k)
23 Φ
(k)
24
∗ ∗ Φ
(k)
33 Φ
(k)
34
∗ ∗ ∗ Φ
(k)
44

+ σZ−1k σT
where σT = [(R(k)13 )T, (R
(k)
23 )
T, 0, 0],Since
E
(
ςTZkς
)
= E
∫T
t−h(t)
trace
[
gT(s)Zkg(s)
]
ds
It follows that
ELv=0V (t) 6
q∑
k=1
EηT(t)ξkΦ
(k)η(t) (20)
By Schur’s complement,Φ(k) < 0 is equivalent to LMI (12).
Next to show the expected exponential mean-square stability
of system (1) set λ0k = λmin(−ξkΦ(k)),
λ1k = λmin(Pk), λ =
q∑
k=1
λ0k, α3 =
q∑
k=1
λ1k by (20)
ELv=0V (t) 6 −
q∑
k=1
λ0kEη
T(t)η(t) 6 −λExT(t)x(t)
From the definitions of V (t), q(t) and g(t),there exist posi-
tive scalars α1,α2 such that
α3 ‖x(t)‖
2
6 V (t) 6 α1 ‖x(t)‖
2
+ α2
∫T
t−2τ
‖x(s)‖
2
ds
(21)
Choose a scalar α0 > 0 such that
α0(α1 + 2α2τe
2α0τ ) 6 λ (22)
then, by Itoˆ differential formula, for t0 > 2τ, it has
Eeα0tV (t)− Eeα0t0V (t0) = E
∫T
t0
Lv=0(e
α0sV (s))ds
6 E
∫T
t0
eα0s[α0(α1 ‖x(s)‖
2
+α2
∫s
s−2τ
‖x(u)‖
2
du)− λ ‖x(s)‖
2
]ds
23
Note that∫T
t0
eα0s
∫ s
s−2τ
‖x(u)‖
2
duds
6
∫T
t0−2τ
du
∫u+2τ
u
eα0s ‖x(u)‖
2
ds
6 2τe2α0τ
∫T
t0
eα0s ‖x(s)‖2 ds+ 2τe2α0τ
∫ t0
t0−2τ
‖ξ(θ)‖dθ
By (21) and (22), getting
lim
t→∞
sup
1
t
logE ‖x(t)‖
2
6 −α0
which implies system (1) is exponentially stable in mean
square. The proof of Theorem 1 is completed.
Note that a delay-dependent and rate-independent exponen-
tial stability criterion for system (1) with polytopic-type un-
certainties (2) and a delay satisfying (3) and (4) can be de-
rived from Theorem 1 by choosing Qk = 0 as follows.
Corollary 1 Given scalar τ > 0, system (1) with
polytopic-type uncertainties (2) and a time-varying delay
satisfying (3) is exponentially stable in mean square if there
exist symmetric positive-define Pk, Zk, R(k)ij (k = 1, · · · , q)
and appropriately dimensioned matrices Nr and Tr (r =
1, 2, 3), Such that R(k)ij = R
(k)
ji (i, j = 1, 2, 3) and the fol-
lowing LMI holds for k = 1, 2, ..., q:
Φˆ(k) =


Φˆ
(k)
11 Φ
(k)
12 Φ
(k)
13 Φ
(k)
14 R
(k)
13
∗ Φˆ
(k)
22 Φ
(k)
23 Φ
(k)
24 R
(k)
23
∗ ∗ Φ
(k)
33 Φ
(k)
34 0
∗ ∗ ∗ Φ
(k)
44 0
∗ ∗ ∗ ∗ −Zk

 < 0 (23)
where
Φˆ
(k)
11 = N1Ak +A
T
kN
T
1 + T1Ck + C
T
k T
T
1
+τR
(k)
11 +R
(k)
13 +R
(k)T
13
Φˆ
(k)
22 = N2Adk +A
T
dkN
T
2 + T2Cdk
+CTdkT
T
2 + τR
(k)
22 −R
(k)
23 −R
(k)T
23
and Φ(k)ij (i = 1, 2, 3; j = 2, 3, 4) are defined in (12).
In the case, when there is no stochastic uncertainty in the
system (1), that is, β(t) is assumed to be zero, system (1)
degenerate into system [13] . Theorem 1 is specialized to
the following corollary.
Corollary 2 Given scalars τ > 0,and µ < 1, system (1)
with β(t) = 0 and with time-varying delay satisfying (3) and
(4) is asymptotically stable , if there exist symmetric posi-
tive -definite matrix Pk > 0, Qk > 0, R(k)ij (i, j = 1, 2, 3),
and appropriately dimensioned matrices Nr (r = 1, 2, 3, 4)
such that R(k)ij = R
(k)
ji and the following LMI holds for
k = 1, 2, ..., q:
Σ(k) =

Σ
(k)
11 Σ
(k)
12 Σ
(k)
13
∗ Σ
(k)
22 Σ
(k)
23
∗ ∗ Σ
(k)
33

 < 0 (24)
and
R(k) =

R
(k)
11 R
(k)
12 R
(k)
13
∗ R
(k)
22 R
(k)
23
∗ ∗ R
(k)
33

 > 0
where
Σ
(k)
11 = N1Ak +A
T
kN
T
1 +Qk + τR
(k)
11 +R
(k)
13 +R
(k)T
13
Σ
(k)
12 = N1Adk +A
T
kN
T
2 + τR
(k)
12 −R
(k)
13 +R
(k)T
23
Σ
(k)
13 = Pk −N1 +A
T
kN
T
3
Σ
(k)
22 = N2Adk +A
T
dkN
T
2 − (1− µ)Qk
+τR
(k)
22 −R
(k)
23 −R
(k)T
23 (25)
Σ
(k)
23 = −N2 +A
T
dkN
T
3
Σ
(k)
33 = −N3 −N
T
3 + τR
(k)
33 (26)
Remark 1 Corollary 2 corresponds to Theorem 2[13].
Moreover, owing to we choose the different Lyapunov-
Krasovskii functional, the results obtained from Corollary
2 are less conservation than existing ones[13].
In addition, when we assume Adk = Cdk = 0 ,system
(1) degenerates into a stochastic system without time-delay,
Theorem 1 can be specialized to the following corollary.
Corollary 3 Given scalars τ > 0,and µ < 1, system
(1) with time-varying delay satisfying (3) and (4) and with
Adk = Cdk = 0 is exponentially stable in mean square, if
there exist symmetric positive definite matrix Pk > 0, and
appropriately dimensioned matrices Nr and Tr (r = 1, 3, 4)
such that the following LMI holds for k = 1, 2, ..., q:
Σˆ(k) =

 Σˆ
(k)
11 Σˆ
(k)
13 Σˆ
(k)
14
∗ Σˆ
(k)
33 Σ˘
(k)
34
∗ ∗ Σˆ
(k)
44

 < 0 (27)
where
Σˆ
(k)
11 = N1Ak +A
T
kN
T
1 + T1Ck + C
T
k T
T
1
Σˆ
(k)
13 = Pk −N1 +A
T
kN
T
3 + C
T
k T
T
3
Σˆ
(k)
14 = A
T
kN
T
4 − T1 + C
T
k T
T
4 , Σˆ
(k)
33 = −N3 −N
T
3
Σˆ
(k)
34 = −N
T
4 − T3, Σˆ
(k)
44 = Pk − T
T
4 − T4
Remark 2 When µ = 0, the delay is time-invariant, from
Theorem 1 we can easily obtain the delay-dependent expo-
nential stability criteria for continuous-time linear stochas-
tic system with polytopic-type uncertainties and with time-
invariant state delay.
4 NUMERICAL SIMULATION
In this section, for the purpose of illustrating the usefulness
and flexibility of the developed in this paper, we present
some simulation examples.
Example 1 Consider the following time-varying delay sys-
tem Σ1 with polytopic-type uncertainties ([13], Example 2):
where
A =
[
0 −0.12 + 12ρ
1 −0.465− ρ
]
, Ad =
[
−0.1 −0.35
0 0.3
]
and ‖ρ‖ 6 0.035 [12]. Let ρm = 0.035 [13] and set
A1 =
[
0 −0.12 + 12ρm
1 −0.465− ρm
]
, A2 =
[
0 −0.12− 12ρm
1 −0.465 + ρm
]
A1d = A2d = Ad =
[
−0.1 −0.35
0 0.3
]
24
When µ = 0, the upper bound on the time delay obtained
in [13] is 0.863. However, by Corollary 4 the system Σ1 is
robustly stable for delay τ = 0.8758, which is better than
the values in [13]. Tab. 1 shows a comparison of the upper
bounds for µ 6= 0 obtained by Fridman and Shaked’s method
[11]-[12], He’method[13] and our methods (Corollary 2). It
is clear that the upper bounds obtained by Corollary 2 are
larger than those given in [11, 12] and [13].
Tab. 1 Calculation results for example 1
µ 0 0.1 0.5 0.9
Fridman [11, 12] 0.782 0.736 0.465 0.454
He [13] 0.863 0.786 0.465 0.454
Corollary 2 0.8758 0.8041 0.625 0.603
Example 2 Consider the robust stability of the uncertain
stochastic delay system Σ2 with the following parameters:
A =
[
−2 0.2ρ
1 −2 + 0.2σ
]
, Ad =
[
−1 0.2ρ
−0.8 −1.5 + 0.2σ
]
C =
[
0.1 −0.1 + 0.2ρ
0 0.1 + 0.2σ
]
, Cd =
[
−0.3 0.2ρ
0 0.1 + 0.2σ
]
and |ρ| 6 1, |σ| 6 1.
The parameter uncertainty can be represented by a four-
vertex polytope, and the upper bound of the time delay τ ,
which guarantee the given system is exponentially stable in
mean square, is given in the Tab. 2.
Tab. 2 The upper bound of τ for exponential stability in mean
square, as a function of the bound µ
µ 0-0.35 0.35 0.4 0.5 0.9
τmax →∞ 2.1538 1.4920 1.0526 0.4926
5 CONCLUSION
This paper presents some new stability criteria for stochastic
time-varying delay systems with polytopic-type uncertain-
ties. By choosing a new type of Lyapunov-Krasovskii func-
tional based on the equivalent descriptor form of the original
system and introducing some free weighing matrices, new
technique are developed to make the criteria less conserva-
tive. Finally, Numerical examples demonstrate the criteria
presented here perform much better than existing stability
criteria.
REFERENCES
[1] HAUSSMAN U G. Asymptotic stability of the linear Itoˆ
equation in infinite dimensions[J]. Journal of Mathematical
Analysis and Applications, 1978, 65: 219-235.
[2] ICHIKAWA A. Stability of semi-linear stochastic evolution
equations[J]. Journal of Mathematical Analysis and Applica-
tions, 1982, 90: 12-44.
[3] MAO X, KOROLEVA N, RODKINA A. Robust stability of
uncertain stochastic differential delay equations[J]. Systems
& Control Letters, 1998, 35: 325-336.
[4] VERRIEST E I, FLORCHINGER P. Stability of stochastic
systems with uncertain time delays[J]. Systems & Control
Letters, 1995, 24: 41-47.
[5] YUE D, WON S. Delay-dependent robust stability of
stochastic systems with time delay and nonlinear uncertain-
ties[J]. Electron. Letters, 2001, 37: 992-993.
[6] LU C Y, TSAI J S H. An LMI-Based approach for robust sta-
bilization of uncertain stochastic systems with time-varying
delays[J]. IEEE Trans. on Automatic. Control, 2003, 48(2):
286-289.
[7] CHEN W, GUAN Z, LU X. Delay-dependent exponential sta-
bility of uncertain stochastic systems with multiple delays:
an LMI approach[J]. Systems & Control Letters, 2005, 54:
547-555.
[8] LU C Y, SU T J, TSAI J S H. On robust stabilization of
uncertain stochastic time-delay systems-an LMI-based ap-
proach[J]. Journal of the Franklin Institute, 2005, 342: 473-
487.
[9] FRIDMAN E, SHAKED U. A descriptor system approach to
H∞ control of time-delay systems[J]. IEEE Trans. on Auto-
matic Control, 2002, 47: 253-279 .
[10] WANG Y, XIE L, De SOUZA C E. Robust control of a class
of uncertain nonlinear system[J]. Systems & Control Letters,
1992, 19: 139-149.
[11] FRIDMAN E, SHAKED U. An improved stabilization
method for linear time-delay systems[J]. IEEE Trans. on Au-
tomatic Control, 2002, 47: 1931-1937.
[12] FRIDMAN E, SHAKED U. Parameter dependent stabil-
ity and stabilization uncertain time-delay systems[J]. IEEE
Trans. on Automatic Control, 2003, 48: 861-866.
[13] HE Y, WU M, SHE J, LIU G. Parameter-dependent Lya-
punov functional for stability of time-delay systems with
polytopic-type uncertainties[J]. IEEE Trans. on Automatic
Control, 2004, 49(5): 828-832.
25
