We present a novel method for high-quality blue-noise sampling on mesh surfaces under capacity constraints. Unlike the previous surface sampling approach that only uses capacity constraints as a regularizer of the Centroidal Voronoi Tessellation (CVT) energy, our approach enforces an exact capacity constraint using the restricted power tessellation on surfaces. Our approach is a generalization of the previous 2D blue noise sampling technique using an interleaving optimization framework. We further extend this framework to handle multi-capacity constraints. We compare our approach with several state-of-the-art methods and demonstrate that our results are superior to previous work in terms of preserving the capacity constraints.
tessellates the Euclidean space Ω into a set of convex polytopes (e.g., polygons in 2D, and polyhedra in 3D), by a set of n weighted points {x i , w i }, where each x i ∈ R n , called site, is associated with a scalar value w i called weight of site x i . Each polytope (or power cell) V i of x i contains the points that have smaller weighted distance to the site x i than to others: To compute the weighted distance d w (x i , x), we adopt the power
norm.
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Then the dual of the power diagram is called the regular Restricted Power Diagram. If the input domain is a 3D surface S , and the set of the weighted points are sampled on S , the intersection between the power diagram and the surface S is called the restricted power diagram (RPD), each intersected cell V i|S is called a restricted power cell on S , defined as
The dual structure is called restricted regular triangulation (R-
130
RT) on surfaces. Figure 3 illustrates the concept of RPD and
131
RRT on a sphere. 
Formulation on Surfaces

150
In our setting, the goal is to compute a point set X = {x i } 151 on a give 3D surface that fulfills the capacity constraint, i.e., for
152
each point x i , we want to constrain the (weighted) area of the 153 restricted power cell associated with x i .
154
Our target is to minimize the following objective function subject to the equal capacity constraints on surfaces, i.e.,
where m γ = S ρ(x)dσ is a given constant. This optimization problem is usually solved by introducing Lagrange multipliers
, and the objective function becomes
with respect to x i , w i , λ i . However, since an additional n variables λ i add complexity to the optimization problem, it can be reformulated into a simple scalar function [11]:
with respect to x i , w i . By our appendix and [11], the optimiza-155 tion of (2) is equivalent to finding a stationary point of (3).
156
Note that the difference between our formulation and [11] is that we use the restricted power diagram on surfaces instead of the ordinary power diagram. We derive the gradient on surfaces for variables X and W. Surprisingly, we found that the gradients have the similar forms as their Euclidean formulation. The gradients of the energy F (X, W) are
where
xρ(x)dx is the corresponding weighted barycen-157 ter. However, the derivation on surfaces is more involved. Sim-158 ilar to [11] , the objective function F is a concave maximization 159 problem when X is fixed, and it can be considered as a mini- 
Multi-Capacity Extension
165
The formulation discussed above considers only a single capacity value. In this paper, we further extend the sampling problem to multiple capacity constraints. Given a ratio θ i for x i , the customized capacity can be given as m 
The gradient w.r.t. w i is changed to be 
Implementation Details
167
The input of our algorithm is a triangular mesh surface S ,
168
and the number of desired sampling points n. A density func- 
Weight Optimization
187
Before starting the weight optimization, all weights are reset to 0. Weight optimization makes every sampling point share a common capacity as much as possible when the positions of sampling points remain fixed. The Hessian matrix w.r.t. weight H F = ∇ 2 w F (X, W) can be explicitly derived as (see Theorem 6 in Appendix ):
where |e i j | τ is the length of projection of e i j onto the triangular 
194
The derivation of the multi-capacity sampling is similar.
195
The only difference is that the righthand side of the linear sys- 
211
During the optimization, the positions of the sampling points will be updated to their weighted barycenters, and then projecting b i to the input mesh S if Lloyd iteration is used. Otherwise, if a quasi-Newton solver is used, the gradient ∇ x i F (X, W) should be constrained within the tangent plane of x i , i.e.,
After each step of update, the vertices are then projected back to in Section 5). Typically after 3 ∼ 5 iterations, the requirement 215 of the threshold will be satisfied. We set the condition for vertex
1.2 in our experiments). Optimize vertices and update RVD; 
Experimental Results
233
In this section, we demonstrate some results of the proposed 
273
In the first example, the percentage of valence-6 points is re-274 duced from 80.55% to 54.95% after adding Gaussian noise. In 275 the second example, the percentage of valence-6 points is re-276 duced from 75.51% to 50.53% after adding Gaussian noise. CVT and CapCVT are generated after 100 LBFGS iterations.
293
The balance coefficient λ used in CapCVT is set to 50 to en- Limitations. One limitation of our algorithm is that we can- minimized efficiently using modern solvers. We also extend the presented sampling framework to handle multi-capacity con- 
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The derivation of an integral function f = f(x, t) over the time-dependent region Ω(t) that has boundary ∂Ω(t) with respect to time t is in the following form:
where n(x, t) is the outward-pointing unit-normal, x is a point shapes of the Voronoi regions {V j | j ∈ Ω i } will change.
479
We denote by e i j the edge connecting the sites x i and x j , b is the outpointing normal at the boundary points.
491
Now we formulate v w i by writing out the explicit representation of the intersection point x:
Taking the derivative ∇ w i of (B.4) yields:
Noticing that the unit normal b is given by Proof. The derivation is similar to 1 the previous proof, hence we directly write out ∇ x i m j = l∈T i j e * ji ∩τ l ρ(x)bv x i ds = − l∈T i j e * i j ∩τ l ρ(x)bv x i ds, (B.10) 1 A slight difference here is that x i is now a vector. Taking the derivative of any vector f = ( f 1 , f 2 , f 3 ) w.r.p. to x i = (x i1 , x i2 , x i3 ) gives a matrix, i.e., ∇ x i f = ( f jk ) 3×3 , whose element f jk = ∇ x ik f j . Correspondingly, the vector dotproduct in (B.5) now becomes the matrix production where v x i now represents ∇ x i x for those boundary point x. The formulation of these boundary point x has already been provided by equation (B.4). So we now take the derivative for (B.4): Proof. By B.12,B.13, Proof. The proof is similar to above using Lemma 1. 
