Abstract-Recommender system provides users with personalized suggestions of product or information. Typically, recommender systems rely on a bipartite graph model to capture user interest. As an extension, some boosted methods analyze content information to further improve the quality of personalized recommendation. However, due to the prevalence of short and sparse messages in online social media, traditional content-boosted methods do not guarantee to capture user preference accurately especially for web contents. In this paper, we propose a novel graphical model to extract hidden topics from web contents, cluster web contents, and detect users' interests on each cluster. In addition, we introduce two reranking models which utilize the detected user interest to further boost the quality of personalized recommendation. Experiment results on a public dataset demonstrated the limitation of a traditional content-boosted approach, and also showed the validity of our proposed techniques.
INTRODUCTION
In light of the development of Web 2.0 technology, online social media become increasingly popular. However, the overwhelming number of tweet, post, personal page and social event generates significant difficulties for web users to locate the desired user-contributed information. As a result, an effective recommender system is critical for an online social media site to improve its user experience. In this work, we focus on recommending threads to users in an online forum. Our proposed approach is not limited to online forum. Instead, it can be widely applied to many other scenarios such as recommending tweets to follow, recommending photos to tag, recommending events to join or recommending products to purchase. Collaborative filtering and content-based recommending are two prevalent approaches of building recommender systems [1] . Generally speaking, collaborative filtering methods assume that users with similar preferences are likely to rate items similarly [2] . Typically collaborative filtering methods compute either user or item similarities, and make use of the similarity scores to rank potential users for a given item [3] . Content-based recommending assumes that items with similar features will be rated similarly [2] . It represents users' interest with a content-based profile and matches an item to a potential user according to their content-based similarity [4] . In addition, some works proposed hybrid systems which combine collaborative filtering and content-based recommending techniques to leverage the power of both [4, 5] . Although both collaborative filtering and content-based recommending have been applied on online social media to recommend topics or users [6] , existing techniques suffer in serious sparsity problems, because messages in online social media are usually short and sparse. In addition, web users use language creatively and generate rarely used and unknown vocabularies. These combined factors cause a great difficulty for content-based recommending method to make the most of its advantages [7] . Therefore, how to detect users' interest while addressing sparsity and how to incorporate users' interest into collaborative filtering is still an open question.
In this work we introduce a novel probabilistic graphical model to capture users' interests while addressing the sparsity challenge. We then propose two reranking methods to incorporate users' and their neighbors' interests in to a bipartite graph-based collaborative filtering method to boost the recommendation accuracy. Experiments conducted in a public dataset showed the effectiveness of our approach.
II. PROBLEM DEFINITION
In this work, the research focus is to predict possible participants of given threads. Specifically, given a collection of threads, ‫,ܦ‬ in an online forum, assuming each thread ݀ (݀ ∈ ‫)ܦ‬ contains a bag of words ܹ ௗ = ‫ݓ{‬ ௗଵ , ‫ݓ‬ ௗଶ , … , ‫ݓ‬ ௗெ } and a group of users ܲ ௗ = ‫{‬ ௗଵ , ‫‬ ௗଶ , … , ‫‬ ௗே } , let ܲ ௗ തതത represents one subset of ܲ ௗ and ܲ ௗ ധധധ represents another subset of ܲ ௗ , such that ܲ ௗ തതത ∩ ܲ ௗ ധധധ = ∅ ܽ݊݀ ܲ ௗ തതത ∪ ܲ ௗ ധധധ = ܲ ௗ . The research problem is defined as predicting ܲ ௗ ധധധ based on the observed set of ܲ ௗ തതത and the content ܹ ௗ .
III. METHDOLOGY

A. Research Framework
Thread recommendation in online forum can be addressed by collaborative filtering type of techniques. As mentioned in Section I, one common approach in collaborative filtering is based on a bipartite graph model. A bipartite graph represents the relationships between users and threads. Nodes on the left of a bipartite graph represent forum users and nodes on the right represent forum threads. A user connects to a thread by an edge if the user posted a message within this thread.
Our proposed methods fall into the category of contentboosted collaborative filtering methods, so that the entire research framework consists of two major components. The first component is responsible for extracting user-thread relationships from the threads in an online forum by constructing a bipartite graph. User similarities are computed on basis of the structure of the bipartite graph. The second component is corresponding to a probabilistic model (User Interest and Topic Detection Model). This model is trained based on the content of forum threads. The outputs of this model include: clustering result of forum threads and users' interests on each individual cluster. In addition, this trained model is able to assign upcoming threads into existing clusters. Finally, information of user similarity and user interest is integrated to predict users of the given threads.
In this section we first introduce two baseline methods. Secondly, we introduce a boosting method which takes user interests into consideration. At third, we propose a reranking method which can further boost the prediction power. Finally, we introduce a User Interest and Topic Detection Model (UTD) to capture user interest which serves as the input of our proposed techniques.
B. Baseline I: Naïve Ranking
In this work, user-thread relationships are captured by a bipartite graph. The similarity between two users ݅ and ݆ can be calculated based on the number of threads in which ݅ and ݆ coexisted. Define formally, let ‫ܥ‬ denotes the set of threads that user ݅ participated in. The similarity between user ݅ and ݆ can be computed by a Jaccard index [8] as:
Given a new thread ݀ and a small subset of users, ܲ ௗ തതത , whom are already known to be in thread ݀, we rank users, excluding those within ܲ ௗ തതത , based on Pr (ܲ ௗ ഢ ധധധധ |ܲ ௗ തതത , ℊ) defined as:
where ܲ ௗ ഢ ധധധധ represents a user ݅ who is not in ܲ ௗ തതത , and ℊ represents a bipartite graph. A user from ܲ ௗ ധധധ will be ranked higher if s/he is similar to more users inside ܲ ௗ തതത . This ranking method only relying on user similarity will serve as a baseline approach in this work.
C. Baseline II: Content-Based Naïve Ranking
Content-based naïve ranking is a natural extension of the naïve ranking method. It utilizes content information to boost the bipartite graph based ranking result. The assumption under this boosted method is that, user preference can be captured by a content profile and a user might be interested in a given thread if this user's content profile matches the content of a thread well. Typically, to construct user ‫ݏ′݅‬ content profile, we extract all messages written by user ݅ before and aggregate them into a term frequency vector ܹ =< ‫ݓ‬ ଵ , ‫ݓ‬ ଶ , … , ‫ݓ‬ > , where ‫ݓ‬ denotes the frequency of word ‫ݓ‬ for user ݅. Given a thread ݀ also represented by a term frequency vector ܹ ௗ =< ‫ݓ‬ ଵ ௗ , ‫ݓ‬ ଶ ௗ , … , ‫ݓ‬ ௗ >, the content-based naïve ranking score for user ܲ ௗ ഢ ധധധധ to document d, Pr (ܲ ௗ ഢ ധധധധ |ܲ ௗ തതത , ℊ)′, is then defined as:
where ‫ݓ‬ represents a weight, ‫ܥ‬Sim(ܹ ௗ , ܹ ) denotes the cosine similarity of two term frequency vector, computed as:
D. User Interest Boosted Ranking
Although content profile of each user to some extent can be utilized to represent user preference, it may not work well especially in online social media where texts are mostly short and sparse. To overcome this challenge, we assign each thread to a cluster and utilize users' interests to a cluster to boost the naïve ranking method.
Assuming we already know that a new thread ݀ belongs to a cluster ܿ ௗ , and also assuming that we have a vector Ω = {Ω ,ଵ , Ω ,ଶ , … , Ω ,௨ } representing users' interests to cluster ܿ ௗ , where Ω , denotes user ‫ݏ′݅‬ interest to cluster ܿ ௗ , the boosted ranking score for user ܲ ௗ ഢ ധധധധ to document d,
, is then redefined as:
where Pr൫ܲ ௗప ധധധധ หܿ ௗ , Ω ൯ corresponds to user ‫ݏ′݅‬ interest to cluster ܿ ௗ obtained by our proposed UTD Model, and ‫ݓ‬ denotes a predefined weight.
E. Neighbor Interest Boosted Reranking
Neighbor interest boosted reranking is a reranking method that utilizes neighbors' interests of a given user to smoothen this user's interest to a specific thread. The rationale behind this reranking model is as follow. In an online forum, given a thread ݀ assigned to a cluster ‫,ݔ‬ if a given user is not very interested in ‫ݔ‬ according to the output of our UTD model, but most of his/her neighbors feel interested in ‫,ݔ‬ then this user is still possible to be interested in thread ݀. Therefore, this reranking model not only utilizes the interest of a single user but also considers the interests of his/her neighbors.
Concretely, we smooth user ‫ݏ′݅‬ interest to cluster ܿ ௗ by incorporating ܲ ௗప ധധധധ 's neighbor's interests as follows:
where ܲ ௗ ഢ ധധധധ~ܲ ݀ ݇ indicates that user ݅ is a neighbor of user ݇ (user ݇ can belong to either ܲ ௗ തതത ‫ݎ‬ ܲ ௗ ധധധ , but it cannot equal to user ݅). It is important to note that neighbor can be defined flexibly in different online social media. For instance, in Facebook, a friend can be considered as a neighbor. Similarly, a follower in Twitter can be treated as a neighbor. In this work we consider user ݅ as a neighbor of another user ݇ if and only if Pr൫ܲ ௗ ഢ ധധധധ หܲ ݀ ݇ ൯ is larger than a predefined threshold ߣ . Specifically, Pr൫ܲ ௗ ഢ ധധധധ หܲ ݀ ݇ ൯ equals to the probability of observing user ݅ given the observation of user ݇. By using Bayesian rule, Pr൫ܲ ௗ ഢ ധധധധ หܲ ݀ ݇ ൯ is equivalent to
which equals to the number of threads that both user ݅ and ݇ participated divided by the number of threads that user k participated. Pr (ܲ ݀ ݇ |ܿ ௗ , Ω ) corresponds to user ‫ݏ′݇‬ interest to cluster ܿ ௗ attained by UTD model. In addition, β is a Dirichlet like smoothing which ensures heavier weight on neighbors' interests when the given user has relatively low interest but his/her friends have strong interest.
Finally, we combine Pr ௦ ൫ܲ ௗ ഢ ധധധധ หܿ ௗ , Ω ൯ and Pr (ܲ ௗ ഢ ധധധധ |ܲ ௗ തതത , ℊ)
to define Pr (ܲ ௗ ഢ ധധധധ |ܲ ௗ തതത , ℊ, ܿ ௗ , Ω )′ as:
F. User Interest and Topic Detection Model
User Interest and Topic Detection Model (UTD) is inspired by both Blei's Latent Dirichlet Allocation (LDA) model [9] and Kawamae's Trend Analysis Model (TAM) [10] . A LDA-like model cannot be applied directly to discover users' interests since it lacks of the clustering property. To facilitate user prediction in online forum, it is essential to have a new model which combines the strengths of clustering and topic modeling. Kawamae extended the traditional LDA model by introducing a latent variable into each document so that each document belongs to one cluster and each cluster consists of topics. Our UTD model further extends the TAM by taking into account users' interest in the generation process of a document corpus.
1) Model Description
UTD model is designed based on a real generation process of terms and users. In an online forum, we consider each thread as a document. Content terms of a document are composed of the terms from both the initial post of a thread and all of its comments. Similarly, the initiator of a post and all commenters of a post are considered as the users of this document. The generation process of each document ݀ in our UTD model is as follows: first of all, UTD determines a cluster label ܿ ௗ for document ݀ . ܿ ௗ is sampled by a multinomial distribution ߮ with a Dirichlet prior ߙ. Once ܿ ௗ is determined, users' interests play an important role to decide whom will participate in this document. Let |ܷ ௗ | denotes the number of unique users in document d. UTD model will then sample |ܷ ௗ | users, each from a cluster-user distribution Ω with a Dirichlet prior depending on ܿ ௗ . At third, UTD generates content terms for document ݀ following a LDA-like process. Concretely, we assume that the generation of each term of ݀ is influenced by one of three factors: 1) a general background topic; 2) a clusterbackground topic (e.g. story like Miami face eating attack); 3) topics belonging to the whole corpus (e.g. security topic, economic topic and etc.). Terms that are topic-unrelated but widely exist in the corpus have higher chance coming from the general background topic. In addition, each cluster is treated as a story so that it may contain some signature terms which serve as the story's signature terms. At last, similar to LDA model, the whole corpus shares a mixture of |Z| different topics. We adopt a switch variable to control the influence of these three factors on content term generation. Concretely, a switch variable ‫ݔ‬ ௗ is first drawn from a multinomial distribution for word ‫ݓ‬ ௗ to control its generation process. If ‫ݔ‬ ௗ = 0 , ‫ݓ‬ ௗ is drawn from the general background topic, ߶ . If ‫ݔ‬ ௗ = 1 , ‫ݓ‬ ௗ is drawn from the cluster-background topic, ߶ , which consists of the signature terms of a story. If ‫ݔ‬ ௗ = 2, a topic ‫ݖ‬ ௗ is first sampled from the cluster-topic distribution ߠ , and then the word ‫ݓ‬ ௗ is drawn conditionally on the sampled topic. Overall, the generation process of users and words in the UTD model can be described as follows:
1. Draw 1+C+Z multinomial distributions ߶ ௭ from prior ߛ, one for each topic (1 general background topic, C cluster-specific background topics and Z other topics number of times that topic z is assigned to cluster c L ୡ,୳ number of times that user u is assigned to cluster c
2) Inference and Learning
For convenience, the meanings of notations are listed in table 1. In our model, ܿ ௗ , ‫ݖ‬ ௗ ܽ݊݀ ‫ݔ‬ ௗ are the only hidden variables need to estimate based on the observations. Gibbs sampling is a straightforward way to estimate these hidden variables. The key of the Gibbs sampling algorithm for our UTD model is to approximate the conditional distribution of cluster label ܿ ௗ , topic ‫ݖ‬ ௗ and switch variable ‫ݔ‬ ௗ . Therefore, the sampling scheme consists of two steps. The first step is to sample the cluster label ܿ ௗ for document d, Pr(ܿ ௗ = ܿ| … ). The second step is to sample the switch variables and the topics for each individual word of this document: Pr(‫ݔ‬ ௗ = 0| … ) , Pr(‫ݔ‬ ௗ = 1| … ) and Pr(‫ݖ‬ ௗ = ݇, ‫ݔ‬ ௗ = 2| … ) . We first derive the joint distribution of the entire corpus and then introduce the conditional probability of the hidden variables for sampling.
a) Joint Distribution
As shown in the previous subsection, the joint distribution of the entire corpus is computed as:
݀H (9) where ݀ℋ = d߶݀Ω݀ߠ݀߮݀ߤ . In the joint distribution above, multinomial distributions ( ߮, ߶, Ω, ߠ, ߤ) can be adapted by the conjugate priors ( ߙ, ߛ, ߣ, ߚ, ߝ) and then integrated out eventually.
b) Cluster Class Label Sampling
In the sampling schema, for each document, we use the chain rule to obtain the conditional distribution Pr (ܿ ௗ = ܿ| … ) as:
where ‫ܮ‬ ,௨\ௗ represents the number of times that user u has been assigned to cluster c, except for document d. ܰ ,௭\ௗ represents the number of times that topic z is assigned to cluster c, except for document d.
c) Switch Variable and Topic Sampling
For each word token, the posterior probability of adding word ‫ݓ‬ ௗ in document d to background topic is defined as:
Posterior probability of adding word ‫ݓ‬ ௗ in document d to cluster-specific background topic ܿ is defined as:
Posterior probability of adding word ‫ݓ‬ ௗ in document d to topic ݇ is defined as: Among these variables, we have particular interest in Ω ,௨ which denotes a cluster-user distribution. In other words, Ω ,௨ can be used to represent user u's interest to cluster c. For each cluster c, we can rank all users based on Ω ,௨ , the higher the rank is, the larger the chance that a user will be interested in documents of cluster c.
IV. EXPERIMENT
A. Dataset
In this experiment, we employ a public dataset of ISI-KDD 2012 Challenge as test bed. This dataset consists of messages from a Dark Web Portal which offers access to several multi-year extremist forums. In total, there are 27,968 threads, 129,425 comments and 2,803 unique users. Users who contributed very few messages are removed along with their messages. After filtering, there are 1,360 unique users, 27,063 threads and 123,754 comments left in the dataset. Our proposed UTD model treats each thread as a document. Each document is preprocessed by discarding non-alphabetic content, removing general stop words, stemming and removing low-frequency words.
We randomly split the dataset into training set and test set, which contains 24,416 and 2,647 threads respectively. To guarantee that threads in the test set have enough users to evaluate the user ranking method, all threads in the test set have at least five users. We used the training set to train our UTD model. A trained UTD model can assign each thread in the test set to an existing cluster. In addition, user-thread relationships inside of the training set were extracted to construct a bipartite graph and compute graph-based user similarity. The test set was used to evaluate the ranking algorithms. For each thread d in the test set, we randomly removed some users for prediction. Let P ୢ ഥ be the set of users that are retained for thread d. Let P ୢ ന be the set of users that are removed from thread d. The major objective of a recommender system is to predict P ୢ ന based on P ୢ ഥ . Let P = |P ୢ ഥ |/(|P ୢ ഥ | + |P ୢ ന |) and we generated two test sets with P=10% and P=20%, respectively.
B. Evaluation Measurement
Recall@K is used to evaluate the results in our experiment. Specifically, by using Recall@K, we consider the top-K list returned by a ranking method. Let m denotes the number of users that coexist in the top-K list and the ground truth participant list of a thread, let N denotes the number of users in the ground truth, Recall@k equals to m divided by N. For each test set and experiment setting, the experiment was repeated five times and only the average Recall@K was reported. We first conducted an experiment on the test set with P=10% to measure the performance of two baseline approaches, our proposed user interest boosted ranking and neighbor interest boosted ranking. For all boosted methods, the parameter ‫ݓ‬ is set to 0.5. Paremeter ߣ is set to 0.9. Fig. 1 shows the experiment results measured by Recall@K measurement. As shwon in Fig. 1 , neighbor interest boosted ranking technique consistently outperformed the other 3 approaches with K from 20 to 100. Similarly, by leveraging users' interests, user interest boosted ranking method also achieved better performance than two baseline approaches in all values of K. Furthermore, Fig. 1 shows that contentbased naïve ranking performed the worst which did not improve but decrease the prediction accuracy of naïve ranking. With a smaller K, both neighbor interest boosted ranking and user interest boosted ranking outperformed naïve ranking by more than 10%, which indicate that information of user interest is valuable to facilitate user prediction in online forum. However, content-based naïve ranking performed much worse than naïve ranking. One possible explanation is that user profile cannot represent users' preference well. It is even harder to match a user profile to a target thread due to data sparsity. On the contrary, our proposed model can effectively capture user interest and overcome the sparsity challenge.
C. Experiment Results
Similarly, we conducted experiments on the test set with P=20%. ‫ݓ‬ is set to 0.5 and ߣ is set to 0.9. Fig. 2 shows the experiment results measured by Recall@K. As shown in Fig. 2 , neighbor interest boosted ranking still performed the best across all value of K and user interest boosted ranking consistently outperformed two baseline methods. In addition, content-based naïve ranking still performed the worst.
V. CONCLUSION
In this work we proposed a User Interest and Topic detection model to assign web contents to clusters and discover user interests on each cluster. The detected user interests were then used to boost a bipartite graph based method. Experiment results demonstrated that both user interest boosted ranking and neighbor interest boosted ranking can substantially improve the performance of the naïve ranking method. In addition, we noticed that simply utilizing content information cannot boost naïve ranking method but makes it worse. 
