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Abstract
Let n and n′ be positive integers such that n − n′ ∈ {0, 1}. Let F
be either R or C. Let Kn and Kn′ be maximal compact subgroups of
GL(n, F ) and GL(n′, F ), respectively. We give the explicit descriptions of
archimedean Rankin–Selberg integrals at the minimal Kn- and Kn′ -types
for pairs of principal series representations of GL(n, F ) and GL(n′, F ),
using their recurrence relations. Our results for F = C can be applied to
the arithmetic study of critical values of automorphic L-functions.
1 Introduction
The theory of automorphic L-functions via integral representations has its origin
in the work of Hecke [7] for GL(2), and the works of Rankin [22], Selberg [23]
for GL(2)×GL(2). As a direct outgrowth of their works, the theory of Rankin–
Selberg integrals for GL(n) × GL(n′) were developed by Jacquet, Piatetski-
Shapiro, and Shalika [12]. Our interest here is the archimedean local theory of
their Rankin–Selberg integrals.
Let F be either R or C. We fix a maximal compact subgroup Kn of
GL(n, F ). Let Π and Π′ be irreducible generic Casselman–Wallach represen-
tations of GL(n, F ) and GL(n′, F ), respectively. We denote by L(s,Π×Π′) the
archimedean L-factor for Π × Π′. The theory of archimedean Rankin–Selberg
integrals for Π×Π′ was developed by Jacquet and Shalika. In [15], they showed
that any archimedean Rankin–Selberg integral for Π × Π′ is extended to C as
a holomorphic multiple of L(s,Π×Π′), is bounded at infinity in vertical strips,
and satisfies the local functional equation. Furthermore, in [14], Jacquet refined
the proofs of the above results, and showed further that L(s,Π × Π′) can be
expressed as a linear combination of archimedean Rankin–Selberg integrals for
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Π×Π′ if n−n′ ∈ {0, 1}. Their results are sufficient for the proofs of important
analytic properties of automorphic L-functions such as the analytic continu-
ations, the functional equations and the converse theorems. However, in the
studies of arithmetic properties of automorphic L-functions, the precise knowl-
edges of archimedean Rankin–Selberg integrals at the specialKn- andKn′-types
are required. For example, Sun’s non-vanishing result [27] at the minimal Kn-
and Kn−1-types is vital to the arithmetic study of critical values of automorphic
L-functions for GL(n)×GL(n−1) by the cohomological method. The goal of this
paper is to give explicit descriptions of archimedean Rankin–Selberg integrals
at the minimal Kn- and Kn′ -types for pairs of principal series representations
of GL(n, F ) and GL(n′, F ) with n− n′ ∈ {0, 1}. We generalize Stade’s results
[25], [26] (see [10] for a simplified proof) for the spherical case to general case.
Let us explain our main result for the GL(n) × GL(n − 1)-case. Assume
that Π and Π′ are irreducible principal series representations of GL(n, F ) and
GL(n− 1, F ), respectively. Let ψ be the standard additive character of F . We
regard GL(n− 1, F ) as a subgroup of GL(n, F ) via the embedding
ιn : GL(n− 1, F ) ∋ g 7→
(
g
1
)
∈ GL(n, F ).
For W ∈ W(Π, ψ) and W ′ ∈ W(Π′, ψ−1), we define the archimedean Rankin–
Selberg integral Z(s,W,W ′) by
Z(s,W,W ′) =
∫
Nn−1\GL(n−1,F )
W (ιn(g))W
′(g)| det g|s−1/2F dg (Re(s)≫ 0),
where W(Π, ψ), W(Π′, ψ−1) are the Whittaker models of Π, Π′, respectively,
Nn−1 is the upper triangular unipotent subgroup of GL(n − 1, F ), and | · |F
is the usual norm on F . Let (τmin, Vmin) be the minimal Kn-type of Π, and
we fix a Kn-embedding W : Vmin → W(Π, ψ). Let (τ ′min, V ′min) be the minimal
Kn−1-type of Π
′, and we fix a Kn−1-embeddingW
′ : V ′min →W(Π′, ψ−1). Here
we give W and W′ concretely by the Jacquet integrals. We note that
Vmin ⊗C V ′min ∋ v ⊗ v′ 7→ Z(s,W(v),W′(v′)) ∈ Ctriv
defines an element of HomKn−1(Vmin ⊗C V ′min,Ctriv), where Ctriv = C is the
trivial Kn−1-module. In the first main theorem (Theorem 2.5), we give the
explicit description of this Kn−1-homomorphism. More precisely, under the
assumption HomKn−1(Vmin ⊗C V ′min,Ctriv) 6= {0}, we show the equality
Z(s,W(v),W′(v′)) = L(s,Π× Π′)Ψ(v ⊗ v′) (v ∈ Vmin, v′ ∈ V ′min) (1.1)
with some nonzero Ψ ∈ HomKn−1(Vmin ⊗C V ′min,Ctriv) independent of s, and
describe Ψ explicitly in terms of Gelfand–Tsetlin type bases of Vmin and V
′
min.
In the second main theorem (Theorem 2.9), we give a similar description for the
GL(n)×GL(n)-case. Since the statement of Theorem 2.9 is slightly complicated,
we leave it to Section 2.
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We introduce some applications of our results (Theorems 2.5 and 2.9) for
F = C. In the arithmetic study of critical values of automorphic L-functions
for GL(n) × GL(n′) with n − n′ ∈ {0, 1} by the cohomological method, the
archimedean Rankin–Selberg integrals at the minimal Kn- and Kn′-types play
important roles, and the hypothesis of the non-vanishing of them at critical
points is called the non-vanishing hypothesis for GL(n, F ) × GL(n′, F ). It is
known that a local component at the complex place of irreducible regular alge-
braic cuspidal automorphic representation of GL(n) is a cohomological principal
series representation (cf. [21, Proposition 2.14]). Hence, Theorem 2.5 gives an-
other proof of the non-vanishing hypothesis for GL(n,C) × GL(n − 1,C) at
all critical points, which were originally proved by Sun [27] and were used in
Grobner–Harris [6] and Raghuram [21]. In [2], Dong and Xue proved the non-
vanishing hypothesis for GL(n,C)×GL(n,C) at the central critical point, and
they indicate that it is hard to generalize their result to all critical points by the
technique of the translation functor. Theorem 2.9 proves the non-vanishing hy-
pothesis for GL(n,C)×GL(n,C) at all critical points, and allows us to improve
the archimedean part of Grenie´’s theorem [5, Theorem 2] into more explicit form
(cf. Remark 2.12). We expect that our explicit results will be applied to deeper
study of special values of automorphic L-functions.
There are some related results to be mentioned here. In the cases of GL(n)×
GL(n−1) and GL(n)×GL(n), we expect that the archimedean Rankin–Selberg
integrals for appropriate Whittaker functions are equal to the associated L-
factors. This expectation was proved by Jacquet–Langlands [11] and Popa [20]
for the GL(2) × GL(1)-case; by Jacquet [13], Zhang [31] and the second au-
thor [19] for the GL(2) × GL(2)-case; by Hirano and the authors [8] for the
GL(3) × GL(2)-case. The results of this paper, that is, the formula (1.1) and
the analogous formula for GL(n) × GL(n) in Theorem 2.9 can be regarded as
additional evidences of this expectation for the higher rank cases.
Let us briefly explain the idea of the proofs of our main theorems. The key
ingredients are two kinds of the Godement sections for a principal series repre-
sentation Π of GL(n, F ). One is defined by Jacquet [14] as an integral transform
of the standard section for some principal series representation of GL(n− 1, F ),
and gives a recursive integral representation of a Whittaker function for Π. The
other seems to be new, and is defined as an integral transform of the standard
section for the same representation Π of GL(n, F ). It gives an integral rep-
resentation of a Whittaker function for Π, which is related to the local theta
correspondence in Watanabe [30, §2]. Using two kinds of the Godement sec-
tions, we construct the recurrence relations of the archimedean Rankin–Selberg
integrals for pairs of principal series representations of GL(n, F ) and GL(n′, F )
with n− n′ ∈ {0, 1}. Based on the representation theory of Kn, we write down
these recurrence relations at the minimal Kn- and Kn′ -types, explicitly, and
prove the main theorems by induction. Here we remark that the explicit recur-
rence relations for the spherical case coincide with those in [10], which follow
from explicit formulas of the radial parts of spherical Whittaker functions in [9].
This paper consists of five sections together with an appendix. In Section
2, we introduce basic notation and state the main theorems. In Section 3, we
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define two kinds of the Godement sections and give the recurrence relations
of the archimedean Rankin–Selberg integrals. Section 4 is devoted to some
preliminary results on the theory of finite dimensional representations of Kn
and GL(n,C). In Section 5, we prove the main theorems using the results in
Sections 3 and 4. As an appendix, we generalize the explicit formulas of the
radial parts of Whittaker functions in [9] using the Godement section.
This work was supported by JSPS KAKENHI Grant Numbers JP19K03452,
JP18K03252.
2 Main results
In this section, we introduce basic notation and our main results. We describe
each objects explicitly as possible, although not all of them are necessary to
state our main theorems. The authors believe that they are of interest and
useful for further studies.
2.1 Notation
We denote by Z, Q, R and C the ring of rational integers, the rational number
field, the real number field and the complex number field, respectively. Let R×+
be the multiplicative group of positive real numbers. Let N0 be the set of non-
negative integers. The real part, the imaginary part and the complex conjugate
of a complex number z are denoted by Re(z), Im(z) and z, respectively.
Throughout this paper, F denotes the archimedean local field, that is, F is
either R or C. It is convenient to define the constant cF by cR = 1 and cC = 2.
We define additive characters ψt : F → C× (t ∈ F ) and a norm | · |F on F by
ψt(z) = exp
(
πcF
√−1(tz + tz)) = { exp(2π√−1tz) if F = R,
exp(2π
√−1(tz + tz)) if F = C,
and |z|F = |z|cF for z ∈ F , where | · | is the ordinary absolute value. When
t = ε ∈ {±1}, we call ψε the standard character of F . We identify the additive
group F with its dual group via the isomorphism t 7→ ψt, and denote by dF z
the self-dual additive Haar measure on F , that is, dRz = dz is the ordinary
Lebesgue measure on R and dCz = 2dx dy (z = x+
√−1y) is twice the ordinary
Lebesgue measure on C ≃ R2. For m ∈ Z, we define a meromorphic function
ΓF (s;m) of s in C by
ΓF (s;m) = cF (πcF )
−(scF+m)/2Γ
(
scF +m
2
)
=
{
ΓR(s+m) if F = R,
ΓC(s+m/2) if F = C,
where ΓR(s) = π
−s/2Γ(s/2), ΓC(s) = 2(2π)
−sΓ(s) and Γ(s) is the usual Gamma
function.
Throughout this paper, n and n′ are positive integers. The space of n× n′
matrices over F is denoted by Mn,n′(F ). When n
′ = n, we denote Mn,n(F )
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simply by Mn(F ). We denote by dF z the measure on Mn,n′(F ) defined by
dF z =
n∏
i=1
n′∏
j=1
dF zi,j (z = (zi,j) ∈ Mn,n′(F )).
Let On,n′ be the zero matrix in Mn,n′(F ). Let 1n be the unit matrix in Mn(F ).
Let en = (O1,n−1, 1) ∈ M1,n(F ). When n = 1, we understand e1 = 1.
2.2 Groups and the invariant measures
Let Gn be the general linear group GL(n, F ) of degree n over F . We fix a
maximal compact subgroup Kn of Gn by
Kn =
{
O(n) if F = R,
U(n) if F = C,
where O(n) and U(n) are the orthogonal group and the unitary group of degree
n, respectively. Let Nn and Un be the groups of upper and lower triangular
unipotent matrices in Gn, respectively, that is,
Nn = {x = (xi,j) ∈ Gn | xi,j = 0 (1 ≤ j < i ≤ n), xk,k = 1 (1 ≤ k ≤ n)},
Un = {u = (ui,j) ∈ Gn | ui,j = 0 (1 ≤ i < j ≤ n), uk,k = 1 (1 ≤ k ≤ n)}.
We define subgroups Mn and An of Gn by
Mn = {m = diag(m1,m2, · · · ,mn) | mi ∈ G1 = F× (1 ≤ i ≤ n)},
An = {a = diag(a1, a2, · · · , an) | ai ∈ R×+ (1 ≤ i ≤ n)}.
Let Zn be the center of Gn. Then we have Zn = {t1n | t ∈ G1 = F×}. We
denote by C∞(Gn) the space of (C-valued) smooth functions on Gn. We regard
C∞(Gn) as a Gn-module via the right translation
(R(g)f)(h) = f(hg) (g, h ∈ Gn, f ∈ C∞(Gn)).
Let dk, dx, du and da be the Haar measures on Kn, Nn, Un and An, respec-
tively. In this paper, we normalize these Haar measures by∫
Kn
dk = 1, dx =
∏
1≤i<j≤n
dFxi,j , du =
∏
1≤j<i≤n
dFui,j , da =
n∏
i=1
2cF dai
ai
with x = (xi,j) ∈ Nn, u = (ui,j) ∈ Un and a = diag(a1, a2, · · · , an) ∈ An. When
n = 1, we understand N1 = U1 = {1} and∫
N1
f(x) dx =
∫
U1
f(u) du = f(1)
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for a function f on {1}. We normalize the Haar measure dg on Gn so that∫
Gn
f(g) dg =
∫
Kn
∫
Un
∫
An
f(auk) da du dk =
∫
An
∫
Un
∫
Kn
f(kua) dk du da
for any integrable function f on Gn. We normalize the right Gn-invariant mea-
sure dg on Nn\Gn so that∫
Gn
f(g) dg =
∫
Nn\Gn
(∫
Nn
f(xg) dx
)
dg (2.1)
for any integrable function f on Gn. We normalize the right Gn-invariant mea-
sure dg on ZnNn\Gn so that∫
Nn\Gn
f(g) dg =
∫
ZnNn\Gn
(∫
G1
f(hg) dh
)
dg (2.2)
for any integrable function f on Nn\Gn.
2.3 Principal series representations of G
n
Following Jacquet [14], we will define principal series representations of Gn as
representations induced from characters of the lower triangular Borel subgroup
UnMn of Gn in this paper.
Let d = (d1, d2, · · · , dn) ∈ Zn and ν = (ν1, ν2, · · · , νn) ∈ Cn. For l ∈ Z and
t ∈ F×, we set χl(t) = (t/|t|)l. We define characters χd and ην of Mn by
χd(m) =
n∏
i=1
χdi(mi) =
n∏
i=1
(
mi
|mi|
)di
, ην(m) =
n∏
i=1
|mi|νiF =
n∏
i=1
|mi|νicF
for m = diag(m1,m2, · · · ,mn) ∈Mn. Let ρn = (ρn,1, ρn,2, · · · , ρn,n) ∈ Qn with
ρn,i =
n+1
2 − i (1 ≤ i ≤ n).
Let I(d, ν) be the subspace of C∞(Gn) consisting of all functions f such that
f(umg) = χd(m)ην−ρn(m)f(g) (u ∈ Un, m ∈Mn, g ∈ Gn), (2.3)
on which Gn acts by the right translation Πd,ν = R. We equip I(d, ν) with
the usual Fre´chet topology. We call (Πd,ν , I(d, ν)) a (smooth) principal series
representation of Gn. We denote by I(d, ν)Kn the subspace of I(d, ν) consisting
of all Kn-finite vectors. When F = R, we note that
χd+l = χd I(d+ l, ν) = I(d, ν) (l ∈ 2Zn). (2.4)
When I(d, ν) is irreducible, for any element σ of the symmetric group Sn of
degree n, we have
I(d, ν) ≃ I((dσ(1), dσ(2), · · · , dσ(n)), (νσ(1), νσ(2), · · · , νσ(n))) (2.5)
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as representations of Gn (cf. [24, Corollary 2.8]).
Let I(d) be the space of smooth functions f on Kn satisfying
f(mk) = χd(m)f(k) (m ∈Mn ∩Kn, k ∈ Kn),
and we equip this space with the usual Fre´chet topology. Because of the de-
composition Gn = UnAnKn and (2.3), we can identify the space I(d, ν) with
I(d) via the restriction map I(d, ν) ∋ f 7→ f |Kn ∈ I(d) to Kn. The inverse map
I(d) ∋ f 7→ fν ∈ I(d, ν) of the restriction map is given by
fν(uak) = ην−ρn(a)f(k) (u ∈ Un, a ∈ An, k ∈ Kn). (2.6)
We regard I(d) as a Gn-module via this identification, and we denote the action
of Gn on I(d) corresponding to Πd,ν by Πν , that is,
(Πν(g)f)(k) = fν(kg) (g ∈ Gn, k ∈ Kn, f ∈ I(d)).
Here we note that Πν |Kn is the right translation and does not depend on ν. We
denote by I(d)Kn the subspace of I(d) consisting of all Kn-finite vectors. For
f ∈ I(d), we call a map Cn ∋ ν 7→ fν ∈ C∞(Gn) defined by (2.6) the standard
section corresponding to f .
Remark 2.1. For the study of automorphic forms such as the Eisenstein series,
it is convenient to realize principal series representations of Gn as representa-
tions (ΠBn,d,ν, IBn(d, ν)) induced from characters of the upper triangular Borel
subgroup Bn = NnMn, that is, IBn(d, ν) is the subspace of C
∞(Gn) consisting
of all functions f such that
f(xmg) = χd(m)ην+ρn(m)f(g) (x ∈ Nn, m ∈Mn, g ∈ Gn),
and the action ΠBn,d,ν of Gn is the right translation R. The results in this paper
can be translated into this realization via the Gn-isomorphism
IBn(d, ν) ∋ f 7→ fwn ∈ I((dn, dn−1, · · · , d1), (νn, νn−1, · · · , ν1))
with fwn(g) = f(wng) (g ∈ Gn). Here wn is the anti-diagonal matrix of size n
with 1 at all anti-diagonal entries.
2.4 Whittaker functions
Let ε ∈ {±1}, and let ψε be the standard character of F defined in §2.1. Let
ψε,n be a character of Nn defined by
ψε,n(x) = ψε(x1,2 + x2,3 + · · ·+ xn−1,n) (x = (xi,j) ∈ Nn).
When n = 1, we understand that ψε,1 is the trivial character of N1 = {1}.
Let d ∈ Zn and ν = (ν1, ν2, · · · , νn) ∈ Cn. A ψε-form on I(d, ν) is a
continuous C-linear form T : I(d, ν)→ C satisfying
T (Πd,ν(x)f) = ψε,n(x)T (f) (x ∈ Nn, f ∈ I(d, ν)).
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Kostant [18] shows that the space of ψε-forms on I(d, ν) is one dimensional. Let
us recall the construction of nonzero ψε-forms on principal series representations
of Gn, which are called the Jacquet integrals. If ν satisfies
Re(νi+1 − νi) > 0 (1 ≤ i ≤ n− 1), (2.7)
we define the Jacquet integral Jε : I(d, ν)→ C by the convergent integral
Jε(f) =
∫
Nn
f(x)ψ−ε,n(x) dx (f ∈ I(d, ν)).
When n = 1, we understand Jε(f) = f(1) (f ∈ I(d, ν)). For ν ∈ C satisfying
(2.7), we set J (d,ν)ε (f) = Jε(fν) (f ∈ I(d)), where fν is the standard section
corresponding to f . By [29, Theorem 15.4.1], we know that J (d,ν)ε (f) has the
holomorphic continuation to whole ν ∈ Cn for every f ∈ I(d), and Cn × I(d) ∋
(ν, f) 7→ J (d,ν)ε (f) ∈ C is continuous. Furthermore, this extends J (d,ν)ε to all
ν ∈ Cn as a nonzero continuous C-linear form on I(d) satisfying
J (d,ν)ε (Πν(x)f) = ψε,n(x)J (d,ν)ε (f) (x ∈ Nn, f ∈ I(d)).
We extends the Jacquet integral Jε : I(d, ν)→ C to whole ν ∈ Cn by
Jε(f) = J (d,ν)ε (f |Kn) (f ∈ I(d, ν))
which is a nonzero ψε-form on I(d, ν). We set
Wε(f)(g) = Jε(Πd,ν(g)f) (f ∈ I(d, ν), g ∈ Gn). (2.8)
For f ∈ I(d, ν), Wε(f) is called a Whittaker function for (Πd,ν , ψε), and satisfies
Wε(f)(xg) = ψε,n(x)Wε(f)(g) (x ∈ Nn, g ∈ Gn). (2.9)
We note that Wε(fν)(g) = J (d,ν)ε (Πν(g)f) is an entire function of ν for g ∈ Gn
and the standard section fν corresponding to f ∈ I(d)Kn . Let
W(Πd,ν , ψε) = {Wε(f) | f ∈ I(d, ν)}.
When Πd,ν is irreducible, this is a Whittaker model of Πd,ν .
2.5 The Gelfand–Tsetlin type basis
In this subsection, we introduce a Gelfand–Tsetlin type basis of an irreducible
holomorphic finite dimensional representation of GL(n,C). Let gl(n,C) =
Mn(C) be the associated Lie algebra of GL(n,C). For 1 ≤ i < j ≤ n, we
denote by Ei,j the matrix unit in gl(n,C) with 1 at the (i, j)-th entry and 0 at
other entries. We define the set Λn of dominant weights by
Λn = {λ = (λ1, λ2, · · · , λn) ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn}.
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Let (τλ, Vλ) be an irreducible holomorphic finite dimensional representation of
GL(n,C) with highest weight λ = (λ1, λ2, · · · , λn) ∈ Λn, and we fix a U(n)-
invariant hermitian inner product 〈·, ·〉 on Vλ. Then we have
dimVλ =
∏
1≤i<j≤n
λi − λj + j − i
j − i
by Weyl’s dimension formula [17, Theorem 4.48].
Let us recall the orthonormal basis on Vλ, which is constructed by Gelfand
and Tsetlin [3] (see Zhelobenko [32] for a detailed proof). We call
M = (mi,j)1≤i≤j≤n =

m1,n m2,n · · · mn,n
m1,n−1 · · · mn−1,n−1
· · · · · · · · ·
m1,2 m2,2
m1,1
 (mi,j ∈ Z)
a integral triangular array of size n, and call mi,j the (i, j)-th entry of M . We
denote by G(λ) the set of integral triangular arrays M = (mi,j)1≤i≤j≤n of size
n such that
mi,n = λi (1 ≤ i ≤ n), mj,k ≥ mj,k−1 ≥ mj+1,k (1 ≤ j < k ≤ n).
For M = (mi,j)1≤i≤j≤n ∈ G(λ), we define γM = (γM1 , γM2 , · · · , γMn ) by
γMj =
j∑
i=1
mi,j −
j−1∑
i=1
mi,j−1 (1 ≤ j ≤ n). (2.10)
We call γM the weight of M . Gelfand and Tsetlin construct an orthonormal
basis {ζM}M∈G(λ) of Vλ with the following formulas of gl(n,C)-actions:
τλ(Ek,k)ζM = γ
M
k ζM , (2.11)
τλ(Ej,j+1)ζM =
∑
1≤i≤j
M+∆i,j∈G(λ)
a˜+i,j(M)ζM+∆i,j , (2.12)
τλ(Ej+1,j)ζM =
∑
1≤i≤j
M−∆i,j∈G(λ)
a˜−i,j(M)ζM−∆i,j (2.13)
for 1 ≤ k ≤ n, 1 ≤ j ≤ n− 1 and M = (mi,j)1≤i<j≤n ∈ G(λ), where ∆i,j is the
integral triangular array of size n with 1 at the (i, j)-th entry and 0 at other
entries, and
a˜+i,j(M) =
∣∣∣∣∣
(∏j+1
h=1(mh,j+1 −mi,j − h+ i)
)∏j−1
h=1(mh,j−1 −mi,j − h+ i− 1)∏
1≤h≤j, h 6=i(mh,j −mi,j − h+ i)(mh,j −mi,j − h+ i− 1)
∣∣∣∣∣
1
2
,
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a˜−i,j(M) =
∣∣∣∣∣
(∏j+1
h=1(mh,j+1 −mi,j − h+ i+ 1)
)∏j−1
h=1(mh,j−1 −mi,j − h+ i)∏
1≤h≤j, h 6=i(mh,j −mi,j − h+ i)(mh,j −mi,j − h+ i+ 1)
∣∣∣∣∣
1
2
.
We denote by H(λ) a unique element of G(λ) whose weight is λ, that is,
H(λ) = (hi,j)1≤i≤j≤n ∈ G(λ) with hi,j = λi. (2.14)
Then ζH(λ) is a highest vector in Vλ, that is,
τλ(Ei,i)ζH(λ) = λiζH(λ) (1 ≤ i ≤ n), τλ(Ej,k)ζH(λ) = 0 (1 ≤ j < k ≤ n).
There is a Q-rational structure of Vλ associated to the highest weight vector
ζH(λ). It comes from the natural Q-rational structure of a tensor power of the
standard representation of GL(n,C). We fix an embedding of Vλ into a tensor
power of the standard representation of GL(n,C) so that the image of ζH(λ) is
Q-rational, and give a Q-rational structure of Vλ via this embedding.
Let us construct a Gelfand–Tsetlin type Q-rational basis of Vλ. We set
ξM =
√
r(M)ζM (M = (mi,j)1≤i<j≤n ∈ G(λ)) (2.15)
with the rational constant
r(M) =
∏
1≤i≤j<k≤n
(mi,k −mj,k−1 − i+ j)!(mi,k−1 −mj+1,k − i+ j)!
(mi,k−1 −mj,k−1 − i+ j)!(mi,k −mj+1,k − i+ j)! . (2.16)
Then {ξM}M∈G(λ) is an orthogonal basis of Vλ such that 〈ξM , ξM 〉 = r(M)
(M ∈ G(λ)). For a integral triangular array M = (mi,j)1≤i≤j≤n, we define the
dual triangular array M∨ = (m∨i,j)1≤i≤j≤n of M by m
∨
i,j = −mj+1−i,j . The
formulas corresponding to (2.11), (2.12) and (2.13) are given respectively by
τλ(Ek,k)ξM = γ
M
k ξM , (2.17)
τλ(Ej,j+1)ξM =
∑
1≤i≤j
M+∆i,j∈G(λ)
ai,j(M)ξM+∆i,j , (2.18)
τλ(Ej+1,j)ξM =
∑
1≤i≤j
M+∆∨
i,j
∈G(λ)
ai,j(M
∨)ξM+∆∨
i,j
(2.19)
for 1 ≤ k ≤ n, 1 ≤ j ≤ n− 1 and M = (mi,j)1≤i<j≤n ∈ G(λ), where ai,j(M) is
a rational number given by
ai,j(M) =
∏i
h=1(mh,j+1 −mi,j − h+ i)∏i−1
h=1(mh,j −mi,j − h+ i)
(
i∏
h=2
mh−1,j−1 −mi,j − h+ i
mh−1,j −mi,j − h+ i
)
.
By these formulas and the equality ξH(λ) = ζH(λ), we know that {ξM}M∈G(λ)
is a Q-rational basis of Vλ.
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Until the end of this subsection, we assume n > 1. Let
Ξ+(λ) = {µ = (µ1, µ2, · · · , µn−1) ∈ Λn−1 | λi ≥ µi ≥ λi+1 (1 ≤ i ≤ n− 1)}.
We regard GLn−1(C) as a subgroup of GLn(C) via the embedding
ιn : GL(n− 1,C) ∋ g 7→
(
g On−1,1
O1,n−1 1
)
∈ GL(n,C). (2.20)
We set M̂ = (mi,j)1≤i≤j≤n−1 for M = (mi,j)1≤i≤j≤n ∈ G(λ). By the construc-
tion of {ξM}M∈G(λ), we know that Vλ has the irreducible decomposition
Vλ =
⊕
µ∈Ξ+(λ)
Vλ,µ, Vλ,µ =
⊕
M∈G(λ;µ)
CξM ≃ Vµ, (2.21)
as a GL(n− 1,C)-module, where
G(λ;µ) = {M ∈ G(λ) | M̂ ∈ G(µ)}.
Let µ ∈ Ξ+(λ). We define a C-linear map Rλµ : Vλ → Vµ by
Rλµ(ξM ) =
{
ξ
M̂
if M ∈ G(λ;µ),
0 otherwise
(M ∈ G(λ)). (2.22)
By the formulas (2.17), (2.18) and (2.19), we know that Rλµ is a surjective
GL(n − 1,C)-homomorphism. For M ∈ G(µ), we denote by M [λ] the element
of G(λ;µ) characterized by M̂ [λ] =M , that is,
M [λ] =
(
λ
M
)
∈ G(λ;µ). (2.23)
Then we have H(µ)[λ] =
(
λ
H(µ)
)
, and ξH(µ)[λ] is the highest weight vector in
the GL(n− 1,C)-module Vλ,µ. For later use, we prepare the following lemma.
Lemma 2.2. Retain the notation. A C-linear map
Vµ ∋ ζM 7→ ζM [λ] ∈ Vλ,µ (M ∈ G(µ))
is a GL(n− 1,C)-isomorphism which preserves the fixed inner products 〈·, ·〉.
Proof. The assertion follows from (2.11), (2.12) and (2.13).
2.6 Complex conjugate representations
For a finite dimensional representation (τ, Vτ ) of GL(n,C), we define the com-
plex conjugate representation (τ , Vτ ) of τ as follows:
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• Let Vτ be a set with a fixed bijective map Vτ ∋ v 7→ v ∈ Vτ . We regard Vτ
as a C-vector space via the following addition and scalar multiplication:
v1 + v2 = v1 + v2 (v1, v2 ∈ Vτ ), cv = cv (c ∈ C, v ∈ Vτ ),
where c is the complex conjugate of c.
• The action τ is defined by τ (g)v = τ(g)v (g ∈ GL(n,C), v ∈ Vτ ).
By definition, the following assertions hold for finite dimensional representations
(τ, Vτ ) and (τ
′, Vτ ′) of GL(n,C):
• The complex conjugate representation (τ , Vτ ) of τ is naturally identified
with (τ, Vτ ) via the correspondence v ↔ v (v ∈ Vτ ).
• If 〈·, ·〉 is a U(n)-invariant hermitian inner product on Vτ , then
Vτ ⊗C Vτ ∋ v1 ⊗ v2 7→ 〈v1, v2〉 ∈ C
is a non-degenerate C-bilinear U(n)-invariant pairing.
• The complex conjugate representation (τ ⊗ τ ′, Vτ ⊗C Vτ ′) of τ ⊗ τ ′ is nat-
urally identified with (τ ⊗ τ ′, Vτ ⊗C Vτ ′) via the correspondence
v1 ⊗ v2 ↔ v1 ⊗ v2 (v1 ∈ Vτ , v2 ∈ Vτ ′).
• For any subgroup S of GL(n,C), there is a bijective C-antilinear map
HomS(Vτ , Vτ ′) ∋ Ψ 7→ Ψ ∈ HomS(Vτ , Vτ ′)
defined by Ψ(v) = Ψ(v) ∈ Vτ ′ (v ∈ Vτ ).
Let λ = (λ1, λ2, · · · , λn) ∈ Λn. We consider the complex conjugate repre-
sentation (τλ, Vλ) of τλ. We denote by u(n) the associated Lie algebra of U(n).
The complexification u(n)C = u(n) ⊗R C of u(n) is isomorphic to gl(n,C) via
the correspondence E
u(n)
i,j ↔ Ei,j (1 ≤ i, j ≤ n) with
E
u(n)
i,j =
1
2
{(Ei,j − Ej,i)⊗ 1−
√−1(Ei,j + Ej,i)⊗
√−1} ∈ u(n)C.
For 1 ≤ i, j ≤ n and v ∈ Vλ, we have
τλ(E
u(n)
i,j )v = τλ(Ei,j)v, τλ(E
u(n)
i,j )v = −τλ(Ej,i)v. (2.24)
By the pairing Vλ ⊗C Vλ ∋ v1 ⊗ v2 7→ 〈v1, v2〉 ∈ C, we can identified (τλ, Vλ)
with the contragredient representation (τ∨λ , V
∨
λ ) of τλ as a U(n)-module. Let
λ∨ = (−λn,−λn−1, · · · ,−λ1) ∈ Λn. Since V ∨λ ≃ Vλ∨ as GL(n,C)-modules, we
have Vλ ≃ Vλ∨ as U(n)-modules. In fact, by (2.17), (2.18), (2.19) and (2.24),
we can confirm that the C-linear map
Vλ ∋ ξM 7→ (−1)
∑
1≤i≤j≤n mi,j ξM∨ ∈ Vλ∨ (M = (mi,j)1≤i≤j≤n ∈ G(λ))
is a U(n)-isomorphism. Via this isomorphism, we derive theQ-rational structure
of Vλ from that of Vλ∨ . Then {ξM}M∈G(λ) is a Q-rational basis of Vλ.
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Remark 2.3. We note that {Ei,j−Ej,i}1≤i<j≤n forms a basis of the associated
Lie algebra o(n) of O(n). By (2.18), (2.19) and (2.24), we know that
Vλ ∋ ξM 7→ ξM ∈ Vλ (M ∈ G(λ))
defines a Q-rational O(n)-isomorphism.
2.7 The minimal K
n
- and K
n
′-types
We define a subset Λn,F of Λn by Λn,R = Λn ∩ {0, 1}n and Λn,C = Λn. In §4.2,
we study the O(n)-module structure of Vλ for λ ∈ Λn,R, and prove the following
lemma.
Lemma 2.4. Let λ ∈ Λn,F . Then Vλ is an irreducible Kn-module. Moreover,
for any λ′ ∈ Λn,F such that λ′ 6= λ, we have Vλ 6≃ Vλ′ as Kn-modules.
Let (Πd,ν , I(d, ν)) be a principal series representations of Gn with
d = (d1, d2, · · · , dn) ∈ Zn, ν = (ν1, ν2, · · · , νn) ∈ Cn
such that d ∈ Λn,F . By the formula (2.17) and the Frobenius reciprocity
law [17, Theorem 1.14], we know that τd|Kn is the minimal Kn-type of Πd,ν ,
and HomKn(Vd, I(d, ν)) is 1 dimensional. Let fd,ν : Vd → I(d, ν) be the Kn-
homomorphism normalized by fd,ν(ξH(d))(1n) = 1, that is,
fd,ν(v)(uak) = ην−ρn(a)〈τd(k)v, ξH(d)〉 (2.25)
for u ∈ Un, a ∈ An, k ∈ Kn and v ∈ Vd. Here H(λ) (λ ∈ Λn) are defined by
(2.14). For v ∈ Vd, we note that fd,ν(v) is the standard section corresponding
to fd(v) ∈ I(d) defined by fd(v)(k) = 〈τd(k)v, ξH(d)〉 (k ∈ Kn).
Let (Πd′,ν′ , I(d
′, ν′)) be a principal series representations of Gn′ with
d′ = (d′1, d
′
2, · · · , d′n′) ∈ Zn
′
, ν′ = (ν′1, ν
′
2, · · · , ν′n′) ∈ Cn
′
such that −d′ ∈ Λn′,F . By the formula (2.17) and the Frobenius reciprocity law
[17, Theorem 1.14], we know that τ−d′ |Kn′ is the minimal Kn′-type of Πd′,ν′
and HomKn′ (V−d′ , I(d
′, ν′)) is 1 dimensional. Let f¯d′,ν′ : V−d′ → I(d′, ν′) be the
Kn′-homomorphism normalized by f¯d′,ν′(ξH(−d′))(1n′) = 1, that is,
f¯d′,ν′(v)(uak) = ην′−ρn′ (a)〈τ−d′(k)v, ξH(−d′)〉 (2.26)
for u ∈ Un′ , a ∈ An′ , k ∈ Kn′ and v ∈ V−d′ . For v ∈ V−d′ , we note that f¯d′,ν′(v)
is the standard section corresponding to f¯d′(v) ∈ I(d′) defined by f¯d′(v)(k) =
〈τ−d′(k)v, ξH(−d′)〉 (k ∈ Kn′).
We define the archimedean L-factor for Πd,ν ×Πd′,ν′ by
L(s,Πd,ν ×Πd′,ν′) =
n∏
i=1
n′∏
j=1
ΓF (s+ νi + νj ; |di + d′j |),
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where the functions ΓF (s;m) (m ∈ Z) are defined in §2.1. Moreover, we set
ΓF (ν; d) =
∏
1≤i<j≤n
ΓF (νj − νi + 1; |di − dj |),
ΓF (ν
′; d′) =
∏
1≤i<j≤n′
ΓF (ν
′
j − ν′i + 1; |d′i − d′j |).
Here 1/ΓF (ν; d) and 1/ΓF (ν
′; d′) are both nonzero if Πd,ν and Πd′,ν′ are irre-
ducible. This fact follows from Corollary 5.4 in §5.1.
2.8 Archimedean Rankin–Selberg integrals for G
n
×G
n−1
In this subsection, we assume n > 1. Let (Πd,ν , I(d, ν)) and (Πd′,ν′ , I(d
′, ν′)) be
principal series representations of Gn and Gn−1, respectively, with parameters
d = (d1, d2, · · · , dn) ∈ Zn, ν = (ν1, ν2, · · · , νn) ∈ Cn,
d′ = (d′1, d
′
2, · · · , d′n−1) ∈ Zn−1, ν′ = (ν′1, ν′2, · · · , ν′n−1) ∈ Cn−1.
We assume d ∈ Λn,F and −d′ ∈ Λn−1,F . If Πd,ν and Πd′,ν′ are irreducible,
these are not serious assumptions because of (2.4) and (2.5). We take fd,ν , f¯d′,ν′ ,
ΓF (ν; d), ΓF (ν
′; d′) and L(s,Πd,ν ×Πd′,ν′) as in §2.7 with n′ = n− 1.
Let ε ∈ {±1}, W ∈ W(Πd,ν , ψε) and W ′ ∈ W(Πd′,ν′ , ψ−ε). Let s ∈ C such
that Re(s) is sufficiently large. We define the archimedean Rankin–Selberg
integral Z(s,W,W ′) for Πd,ν ×Πd′,ν′ by
Z(s,W,W ′) =
∫
Nn−1\Gn−1
W (ιn(g))W
′(g)| det g|s−1/2F dg, (2.27)
where ιn is defined by (2.20). Here we note
Z(s,R(ιn(k))W,R(k)W
′) = Z(s,W,W ′) (k ∈ Kn−1). (2.28)
By (2.28), we know that
v1 ⊗ v2 7→ Z(s,Wε(fd,ν(v1)),W−ε (¯fd′,ν′(v2))) (2.29)
defines an element of HomKn−1(Vd ⊗C V−d′ ,Ctriv). Here Wε is defined by (2.8),
and Ctriv = C is the trivial Kn−1-module. The following theorem is the first
main result of this paper, which gives the explicit expression of the Kn−1-
homomorphism (2.29).
Theorem 2.5. Retain the notation. For v1 ∈ Vd and v2 ∈ V−d′ , we have
Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)))
=
(−ε√−1)
∑n−1
i=1 (n−i)(di+d
′
i)
(dim V−d′)ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′)〈Rd−d′(v1), v2〉
14
if −d′ ∈ Ξ+(d), and Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2))) = 0 otherwise. Here
Rd−d′ is given explicitly by (2.22). In particular, we have
Z(s,Wε(fd,ν(ξH(−d′)[d])),W−ε(¯fd′,ν′(ξH(−d′))))
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)
(dimV−d′)ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′)
(2.30)
if −d′ ∈ Ξ+(d). Here H(−d′) and H(−d′)[d] are defined by (2.14) and (2.23).
Remark 2.6. Retain the notation. The space HomKn−1(Vd ⊗C V−d′ ,Ctriv) is
1 dimensional if −d′ ∈ Ξ+(d), and is equal to {0} otherwise. This fact follows
from Lemma 4.2 in §4.2.
Remark 2.7. We set F = C. By [21, Proposition 2.14 and Theorem 2.21],
we note that the compatible pairs of cohomological representations of Gn and
Gn−1 in Sun [27, §6] can be regarded as pairs of some irreducible principal
series representations Πd,ν and Πd′,ν′ with d ∈ Λn,C and −d′ ∈ Ξ+(d). Hence,
Theorem 2.5 gives another proof of the non-vanishing hypothesis for Gn×Gn−1,
which were originally proved by Sun [27, Theorem C].
Corollary 2.8. Retain the notation, and assume −d′ ∈ Ξ+(d). Then∑
M∈G(−d′)
r(M)−1 ξM [d] ⊗ ξM
is a unique Q-rational Kn−1-invariant vector in Vd⊗CV−d′ up to scalar multiple,
and its image under the Kn−1-homomorphism (2.29) is
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)
ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′).
Here r(M) and M [d] are defined by (2.16) and (2.23), respectively.
This corollary follows from Theorem 2.5 with Lemma 4.2, and is similar to
Corollary 2.11 which gives the explicit description of the archimedean part of
Grenie´’s theorem [5, Theorem 2].
2.9 Schwartz functions
Let S(Mn,n′(F )) be the space of Schwartz functions on Mn,n′(F ). We define
e(n,n′) ∈ S(Mn,n′ (F )) by
e(n,n′)(z) = exp
(−πcFTr(tzz)) = { exp(−πTr(tzz)) if F = R,
exp(−2πTr(tzz)) if F = C (2.31)
for z ∈ Mn,n′(F ). We denote e(n,n) simply by e(n). Let S0(Mn,n′(F )) be the
subspace of S(Mn,n′(F )) consisting of all functions φ of the form
φ(z) = p(z, z)e(n,n′)(z) (z ∈ Mn,n′(F )),
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where p is a polynomial function. We call elements of S0(Mn,n′(F )) standard
Schwartz functions on Mn,n′(F ).
Let C(Mn,n′(F )) be the space of continuous functions on Mn,n′(F ). We
define actions of Gn and Gn′ on C(Mn,n′(F )) by
(L(g)f)(z) = f(g−1z), (R(h)f)(z) = f(zh)
for g ∈ Gn, h ∈ Gn′ , f ∈ C(Mn,n′(F )) and z ∈ Mn,n′(F ). Since e(n,n′) is
Kn×Kn′-invariant, we note that S0(Mn,n′(F )) is closed under the action L⊠R
of Kn ×Kn′ , and all elements of S0(Mn,n′(F )) are Kn ×Kn′-finite.
Let l ∈ N0, and we consider the representation (τ(l,0n−1), V(l,0n−1)). Here we
put 0n−1 = (0, 0, · · · , 0) ∈ Λn−1 if n > 1, and erase 0n−1 if n = 1. We set
ℓ(γ) = γ1 + γ2 + · · ·+ γn (γ = (γ1, γ2, · · · , γn) ∈ Zn). (2.32)
For γ = (γ1, γ2, · · · , γn) ∈ Nn0 such that ℓ(γ) = l, we denote by Q(γ) a unique
element of G((l,0n−1)) whose weight is γ, that is,
Q(γ) = (qi,j)1≤i≤j≤n with qi,j =
{ ∑j
k=1 γk if i = 1,
0 otherwise.
(2.33)
Then we have G((l,0n−1)) = {Q(γ) | γ ∈ Nn0 , ℓ(γ) = l}. We define C-linear
maps ϕ
(l)
1,n : V(l,0n−1) → S0(M1,n(F )) and ϕ(l)1,n : V(l,0n−1) → S0(M1,n(F )) by
ϕ
(l)
1,n(ξQ(γ))(z) = z
γ1
1 z
γ2
2 · · · zγnn e(1,n)(z), (2.34)
ϕ
(l)
1,n(ξQ(γ))(z) = z
γ1
1 z
γ2
2 · · · zγnn e(1,n)(z) (2.35)
for z = (z1, z2, · · · , zn) ∈ M1,n(F ) and γ = (γ1, γ2, · · · , γn) ∈ Nn0 such that
ℓ(γ) = l. In §4.4, we show that ϕ(l)1,n and ϕ(l)1,n are Kn-homomorphisms, where
S0(M1,n(F )) is regarded as a Kn-module via the action R.
2.10 Injector
Let λ = (λ1, λ2, · · · , λn) ∈ Λn and l ∈ N0. In this subsection, we specify each
irreducible components of the tensor product Vλ ⊗C V(l,0n−1). Let
Ξ◦(λ) = {λ′ = (λ′1, λ′2, · · · , λ′n) ∈ Λn | λ′1 ≥ λ1 ≥ λ′2 ≥ λ2 ≥ · · · ≥ λ′n ≥ λn},
and Ξ◦(λ; l) = {λ′ ∈ Ξ◦(λ) | ℓ(λ′−λ) = l}. Then Pieri’s rule [4, Corollary 9.2.4]
asserts that Vλ ⊗C V(l,0n−1) has the irreducible decomposition
Vλ ⊗C V(l,0n−1) ≃
⊕
λ′∈Ξ◦(λ;l)
Vλ′ (2.36)
as GL(n,C)-modules.
For λ′ = (λ′1, λ
′
2, · · · , λ′n) ∈ Ξ◦(λ), we set
S◦(λ′, λ) =
∏
1≤i≤j≤n(λ
′
i − λj − i+ j)!∏
1≤i≤j<n(λi − λ′j+1 − i+ j)!
. (2.37)
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When n > 1, for µ = (µ1, µ2, · · · , µn−1) ∈ Ξ+(λ), we set
S+(λ, µ) =
∏
1≤i≤j<n
(λi − µj − i+ j)!
(µi − λj+1 − i+ j)! . (2.38)
Let λ′ = (λ′1, λ
′
2, · · · , λ′n) ∈ Ξ◦(λ; l). Based on the result of Jucys [16], we will
construct a Q-rational GL(n,C)-homomorphism Iλ,lλ′ : Vλ′ → Vλ ⊗C V(l,0n−1) in
§4.1. The explicit expression of Iλ,lλ′ is given by
Iλ,lλ′ (ξM ′ ) =
∑
M∈G(λ)
∑
P∈G((l,0n−1))
cM,PM ′ ξM ⊗ ξP (M ′ ∈ G(λ′)), (2.39)
where cM,PM ′ (M
′ ∈ G(λ′), M ∈ G(λ), P ∈ G((l,0n−1))) are rational numbers
determined by the following conditions, recursively:
• When n = 1, we have cλ1,lλ1+l = 1 for λ1, l ∈ Z.
• When n > 1, for µ′ ∈ Ξ+(λ′), M ′ ∈ G(λ′;µ′), µ ∈ Ξ+(λ), M ∈ G(λ;µ),
0 ≤ q ≤ l and P ∈ G((l,0n−1); (q,0n−2)), we have
cM,PM ′ =c
M̂,P̂
M̂ ′
S◦(λ′, λ′)S◦(µ, µ)
l!
q!
∏
1≤i≤j<n(λi − λj+1 − i+ j)!∏
1≤i≤j≤n(λ
′
i − λj − i+ j)!
×
 ∏
1≤i≤j<n
(µ′i − µj − i+ j)!(µ′i − λ′j+1 − i+ j)!
(µ′i − µ′j − i+ j)!(µi − λj+1 − i+ j)!

×
∑
α∈Ξ+(λ)∩Ξ+(λ′)
µ′∈Ξ◦(α), α∈Ξ◦(µ)
(−1)ℓ(α−µ)S◦(α, α)
S◦(µ′, α)S◦(α, µ)
S+(λ′, α)
S+(λ, α)
if µ′ ∈ Ξ◦(µ; q), and cM,PM ′ = 0 otherwise.
We define a U(n)-invariant hermitian inner product on Vλ ⊗C V(l,0n−1) by
〈v1 ⊗ v′1, v2 ⊗ v′2〉 = 〈v1, v2〉 〈v′1, v′2〉 (v1, v2 ∈ Vλ, v′1, v′2 ∈ V(l,0n−1)).
Then we have〈
Iλ,lλ′ (ξH(λ′)), ξH(λ) ⊗ ξQ(λ′−λ)
〉
= C◦(λ′;λ), (2.40)〈
Iλ,lλ′ (v), I
λ,l
λ′ (v
′)
〉
= b(λ′ − λ)C◦(λ′;λ)〈v, v′〉 (v, v′ ∈ Vλ′), (2.41)
where
C◦(λ′;λ) =
∏
1≤i<j≤n
(λ′i − λ′j − i+ j)!(λi − λj − i+ j − 1)!
(λ′i − λj − i+ j)!(λi − λ′j − i+ j − 1)!
, (2.42)
b(γ) =
(γ1 + γ2 + · · ·+ γn)!
γ1!γ2! · · · γn! (γ = (γ1, γ2, · · · , γn) ∈ N
n
0 ). (2.43)
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2.11 Archimedean Rankin–Selberg integrals for G
n
×G
n
Let (Πd,ν , I(d, ν)) and (Πd′,ν′ , I(d
′, ν′)) be principal series representations of Gn
with parameters
d = (d1, d2, · · · , dn) ∈ Zn, ν = (ν1, ν2, · · · , νn) ∈ Cn,
d′ = (d′1, d
′
2, · · · , d′n) ∈ Zn, ν′ = (ν′1, ν′2, · · · , ν′n) ∈ Cn.
We assume d ∈ Λn,F and −d′ ∈ Λn,F . If Πd,ν and Πd′,ν′ are irreducible, these
are not serious assumptions because of (2.4) and (2.5). We take fd,ν , f¯d′,ν′ ,
ΓF (ν; d), ΓF (ν
′; d′) and L(s,Πd,ν ×Πd′,ν′) as in §2.7 with n′ = n.
Let ε ∈ {±1}, W ∈ W(Πd,ν , ψε), W ′ ∈ W(Πd′,ν′ , ψ−ε) and φ ∈ S(M1,n(F )).
Let s ∈ C such that Re(s) is sufficiently large. We define the archimedean
Rankin–Selberg integral Z(s,W,W ′, φ) for Πd,ν ×Πd′,ν′ by
Z(s,W,W ′, φ) =
∫
Nn\Gn
W (g)W ′(g)φ(eng)| det g|sF dg, (2.44)
where we put en = (O1,n−1, 1) ∈ M1,n(F ) as in §2.1. Here we note
Z(s,W,W ′, φ) = Z(s,W ′,W, φ), (2.45)
Z(s,R(k)W,R(k)W ′, R(k)φ) = Z(s,W,W ′, φ) (k ∈ Kn). (2.46)
Let l be a integer determined by
l ∈ {0, 1} and l ≡ −ℓ(d+ d′) mod 2 if F = R and ℓ(d+ d′) ≤ 0,
l ∈ {0,−1} and l ≡ −ℓ(d+ d′) mod 2 if F = R and ℓ(d+ d′) ≥ 0,
l = −ℓ(d+ d′) if F = C,
where ℓ(γ) (γ ∈ Zn) are defined by (2.32). By (2.46), we know that
v1 ⊗ v2 ⊗ v3 7→ Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), ϕ(l)1,n(v3)) (2.47)
defines an element of HomKn(Vd ⊗C V−d′ ⊗C V(l,0n−1),Ctriv) if l ≥ 0, and
v1 ⊗ v2 ⊗ v3 7→ Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), ϕ(−l)1,n (v3)) (2.48)
defines an element of HomKn(Vd⊗C V−d′ ⊗C V(−l,0n−1),Ctriv) if l ≤ 0. Here Wε,
ϕ
(l)
1,n, ϕ
(−l)
1,n are defined by (2.8), (2.34), (2.35), respectively, and Ctriv = C is
the trivial Kn-module. The following theorem is the second main result of this
paper, which gives the explicit expressions of the Kn-homomorphisms (2.47)
and (2.48).
Theorem 2.9. Retain the notation.
(1) Assume l ≥ 0. For v1 ∈ Vd, v2 ∈ V−d′ and v3 ∈ V(l,0n−1), we have
Z
(
s,Wε(fd,ν(v1)),W−ε (¯fd′,ν′(v2)), ϕ
(l)
1,n(v3)
)
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)
(dimV−d′)ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′) 〈v1 ⊗ v3, Id,l−d′(v2)〉.
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if −d′ ∈ Ξ◦(d), and Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), ϕ(l)1,n(v3)) = 0 otherwise.
Here Id,l−d′ is given explicitly by (2.39). In particular, if −d′ ∈ Ξ◦(d), we have
Z
(
s,Wε(fd,ν(ξH(d))),W−ε (¯fd′,ν′(ξH(−d′))), ϕ
(l)
1,n(ξQ(−d−d′))
)
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)C◦(−d′; d)
(dim V−d′)ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′).
(2.49)
(2) Assume l ≤ 0. For v1 ∈ Vd, v2 ∈ V−d′ and v3 ∈ V(−l,0n−1), we have
Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), ϕ
(−l)
1,n (v3))
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)
(dim Vd)ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′) 〈I−d
′,−l
d (v1), v2 ⊗ v3〉
if d ∈ Ξ◦(−d′), and Z(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), ϕ(−l)1,n (v3)) = 0 otherwise.
Here I−d
′,−l
d is given explicitly by (2.39). In particular, if d ∈ Ξ◦(−d′), we have
Z(s,Wε(fd,ν(ξH(d))),W−ε (¯fd′,ν′(ξH(−d′))), ϕ
(−l)
1,n (ξQ(d+d′)))
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)C◦(d;−d′)
(dim Vd)ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′).
(2.50)
Remark 2.10. Retain the notation. Under the assumption l ≥ 0, the space
HomKn(Vd ⊗C V−d′ ⊗C V(l,0n−1),Ctriv)
is 1 dimensional if −d′ ∈ Ξ◦(d), and is equal to {0} otherwise. Under the
assumption l ≤ 0, the space
HomKn(Vd ⊗C V−d′ ⊗C V(−l,0n−1),Ctriv)
is 1 dimensional if d ∈ Ξ◦(−d′), and is equal to {0} otherwise. These facts
follow from Lemma 4.3 in §4.2.
Let Pn be a maximal parabolic subgroup of Gn defined by
Pn = {p = (pi,j) ∈ Gn | pn,j = 0 (1 ≤ i ≤ n− 1)},
which contains the upper triangular Borel subgroup Bn = NnMn. We put
χl(t) = (t/|t|)l (t ∈ F×) as in §2.3, and set ν′′ = −
∑n
i=1(νi + ν
′
i). We define a
subspace IPn(l, ν
′′, s) of C∞(Gn) consisting of all functions f such that
f(pg) = χl(pn,n)|pn,n|ν
′′−ns
F | det p|sF f(g) (p = (pi,j) ∈ Pn, g ∈ Gn),
on which Gn acts by the right translation ΠPn,l,ν′′,s = R. The representation
(ΠPn,l,ν′′,s, IPn(l, ν
′′, s)) is called a degenerate principal series representation of
Gn. Similar to the proof of [5, Proposition 7], we can specify the minimal Kn-
type of ΠPn,l,ν′′,s, which occur in ΠPn,l,ν′′,s|Kn with multiplicity 1. If l ≥ 0,
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we know that τ(l,0n−1)|Kn is the minimal Kn-type of ΠPn,l,ν′′,s, and there is a
Kn-homomorphism fPn,l,ν′′,s : V(l,0n−1) → IPn(l, ν′′, s) characterized by
fPn,l,ν′′,s(ξQ(γ))(g) =
| det g|sF
∏n
i=1 g
γi
n,i
(
∑n
i=1 |gn,i|2)(nscF−ν′′cF+l)/2
for g = (gi,j) ∈ Gn and γ = (γ1, γ2, · · · , γn) ∈ Nn0 such that ℓ(γ) = l. If l ≤ 0,
we know that τ(−l,0n−1)|Kn is the minimal Kn-type of ΠPn,l,ν′′,s, and there is a
Kn-homomorphism f¯Pn,l,ν′′,s : V(−l,0n−1) → IPn(l, ν′′, s) characterized by
f¯Pn,l,ν′′,s(ξQ(γ))(g) =
| det g|sF
∏n
i=1 gn,i
γi
(
∑n
i=1 |gn,i|2)(nscF−ν′′cF−l)/2
for g = (gi,j) ∈ Gn and γ = (γ1, γ2, · · · , γn) ∈ Nn0 such that ℓ(γ) = −l.
For f ∈ IPn(l, ν′′, s), we define an integral
ZPn(W,W
′, f) =
∫
ZnNn\Gn
W (g)W ′(g)f(g) dg. (2.51)
This integral is equivalent to (2.44) via the correspondence
Z(s,W,W ′, φ) = ZPn(W,W
′, gPn,l,ν′′,s(φ)) (2.52)
with gPn,l,ν′′,s(φ) ∈ IPn(l, ν′′, s) defined by
gPn,l,ν′′,s(φ)(g) = | det g|sF
∫
G1
χ−l(h)φ(heng)|h|ns−ν
′′
F dh (g ∈ Gn).
For g ∈ Gn and γ = (γ1, γ2, · · · , γn) ∈ Nn0 such that ℓ(γ) = |l|, we have
gPn,l,ν,s(ϕ
(l)
1,n(ξQ(γ)))(g) = ΓF (ns− ν; l)fPn,l,ν,s(ξQ(γ))(g) if l ≥ 0,
gPn,l,ν,s(ϕ
(−l)
1,n (ξQ(γ)))(g) = ΓF (ns− ν;−l)¯fPn,l,ν,s(ξQ(γ))(g) if l ≤ 0
using ∫ ∞
0
exp(−πcF rt2)tscF+m 2cF dt
t
=
ΓF (s;m)
r(scF+m)/2
(r ∈ R×+, m ∈ Z, Re(scF +m) > 0).
(2.53)
Hence, Theorem 2.9 gives the explicit descriptions of the integral (2.51) at the
minimal Kn ×Kn ×Kn-type of Πd,ν ⊠Πd′,ν′ ⊠ΠPn,l,ν′′,s. We note that
v1 ⊗ v2 ⊗ v3 7→ ZPn(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), fPn,l,ν′′,s(v3)) (2.54)
defines an element of HomKn(Vd ⊗C V−d′ ⊗C V(l,0n−1),Ctriv) if l ≥ 0, and
v1 ⊗ v2 ⊗ v3 7→ ZPn(s,Wε(fd,ν(v1)),W−ε(¯fd′,ν′(v2)), f¯Pn,l,ν′′,s(v3)) (2.55)
defines an element of HomKn(Vd ⊗C V−d′ ⊗C V(−l,0n−1),Ctriv) if l ≤ 0. By
Theorem 2.9 with Lemma 4.3, we obtain the following corollary.
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Corollary 2.11. Retain the notation.
(1) Assume −d′ ∈ Ξ◦(d). Then∑
M∈G(d)
∑
M ′∈G(−d′)
∑
P∈G((l,0n−1))
cM,PM ′
r(M ′)
ξM ⊗ ξM ′ ⊗ ξP ,
is a unique Q-rational Kn-invariant vector in Vd⊗CV−d′⊗CV(l,0n−1) up to scalar
multiple, and its image under the Kn-homomorphism (2.54) is
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)b(−d− d′)C◦(−d′; d)
ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′)
ΓF (ns− ν′′; l) .
Here b(−d − d′) and C◦(−d′; d) are the nonzero rational constants, which are
given by (2.43) and (2.42), respectively.
(2) Assume d ∈ Ξ◦(−d′). Then
∑
M∈G(d)
∑
M ′∈G(−d′)
∑
P∈G((−l,0n−1))
cM
′,P
M
r(M)
ξM ⊗ ξM ′ ⊗ ξP ,
is a unique Q-rational Kn-invariant vector in Vd ⊗C V−d′ ⊗C V(−l,0n−1) up to
scalar multiple, and its image under the Kn-homomorphism (2.55) is
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)b(d+ d′)C◦(d;−d′)
ΓF (ν; d)ΓF (ν′; d′)
L(s,Πd,ν ×Πd′,ν′)
ΓF (ns− ν′′;−l) .
Here b(d + d′) and C◦(d;−d′) are the nonzero rational constants, which are
given by (2.43) and (2.42), respectively.
Remark 2.12. We set F = C. By [2, Proposition 3.3], we note that the
compatible pairs of cohomological representations of Gn in Grenie´ [5] can be
regarded as pairs of some irreducible principal series representations Πd,ν and
Πd′,ν′ with d,−d′ ∈ Λn,F such that either −d′ ∈ Ξ◦(d) or d ∈ Ξ◦(−d′) holds.
Hence, Theorem 2.9 gives a proof of Grenie´’s conjecture [5, Conjecture 1] at
all critical points (Dong and Xue [2] proved this conjecture only at the central
critical point by another method). Corollary 2.11 gives the explicit descriptions
of the archimedean part of Grenie´’s theorem [5, Theorem 2].
Remark 2.13. Although we use the orthonormal basis {ζM}M∈G(λ) rather than
{ξM}M∈G(λ) in the proofs, we state the main theorems in terms of the Q-rational
basis {ξM}M∈G(λ) because of the applications in the above remark.
3 Recurrence relations
3.1 The Godement section (G
n−1 → Gn)
Let us recall the Godement section, which is defined by Jacquet in [14, §7.1].
Assume n > 1. Let d = (d1, d2, · · · , dn) ∈ Zn and ν = (ν1, ν2, · · · , νn) ∈ Cn.
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We set d̂ = (d1, d2, · · · , dn−1) ∈ Zn−1 and ν̂ = (ν1, ν2, · · · , νn−1) ∈ Cn−1. Let
f ∈ I(d̂)Kn−1 , and we denote by fν̂ the standard section corresponding to f .
Let φ ∈ S0(Mn−1,n(F )). When Re(νn− νi) > −1 (1 ≤ i ≤ n− 1), we define the
Godement section g+dn,νn(fν̂ , φ) by the convergent integral
g+dn,νn(fν̂ , φ)(g) = χdn(det g)| det g|
νn+(n−1)/2
F
×
∫
Gn−1
φ((h,On−1,1)g)fν̂(h
−1)χdn(det h)| deth|νn+n/2F dh
for g ∈ Gn. Here we set χl(t) = (t/|t|)l (l ∈ Z, t ∈ F×) as in §2.3. Jacquet
shows that g+dn,νn(fν̂ , φ)(g) extends to a meromorphic function of νn in C, which
is a holomorphic multiple of∏
1≤i≤n−1
ΓF (νn − νi + 1; |dn − di|).
Moreover, g+dn,νn(fν̂ , φ) is an element of I(d, ν)Kn if it is defined. For later use,
we prepare the following lemma.
Lemma 3.1. Retain the notation. Then we have
Πd,ν(k)g
+
dn,νn
(fν̂ , φ) = (det k)
dng+dn,νn(fν̂ , R(k)φ) (k ∈ Kn), (3.1)
(det k′)−dng+dn,νn
(
Πd̂,ν̂(k
′)fν̂ , L(k
′)φ
)
= g+dn,νn(fν̂ , φ) (k
′ ∈ Kn−1). (3.2)
Proof. When Re(νn − νi) > −1 (1 ≤ i ≤ n − 1), the equalities (3.1) and (3.2)
follow immediately from the definition. Hence, by the uniqueness of the analytic
continuations, we obtain the assertion.
Let ε ∈ {±1}. In [14, §7.2], Jacquet gives convenient integral representations
of Whittaker functions. If ν satisfies (2.7), then for g ∈ Gn, we have
Wε
(
g+dn,νn(fν̂ , φ)
)
(g) = χdn(det g)| det g|νn+(n−1)/2F
×
∫
Gn−1
(∫
Mn−1,1(F )
φ ((h, hz) g)ψ−ε(en−1z) dz
)
×Wε(fν̂)(h−1)χdn(det h)| deth|νn+n/2F dh,
(3.3)
where en−1 = (O1,n−2, 1) ∈ M1,n−1(F ). The right hand side of (3.3) converges
absolutely for all ν ∈ Cn, and defines an entire function of ν. Thus the equality
holds for all ν. In the appendix of this paper, we show that the integral repre-
sentation (3.3) can be regarded as a generalization of the recursive formula [9,
Theorem 14] of spherical Whittaker functions.
3.2 The Godement section (G
n
→ G
n
)
In this subsection, we define a new kind of the Godement section. Let d ∈ Zn
and ν ∈ Cn. Let f ∈ I(d)Kn and φ ∈ S0(Mn(F )). We denote by fν the standard
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section corresponding to f . For s ∈ C, l ∈ Z and g ∈ Gn, we set
g◦l,s(fν , φ)(g) =
∫
Gn
fν(gh)φ(h)χl(deth)| deth|s+(n−1)/2F dh. (3.4)
Proposition 3.2. Let d ∈ Zn, l ∈ Z and ε ∈ {±1}. Let Ω be an open, relatively
compact subset of Cn. Then there is a constant c0 such that, for any f ∈ I(d)Kn
and φ ∈ S0(Mn(F )), the following assertions (i) and (ii) hold:
(i) The integral (3.4) converges absolutely and uniformly on any compact subset
of {(s, ν, g) ∈ C× Ω×Gn | Re(s) > c0}.
(ii) Let ν ∈ Ω and s ∈ C such that Re(s) > c0. Then g◦l,s(fν , φ) is an element
of I(d, ν)Kn satisfying
Πd,ν(k)g
◦
l,s(fν , φ) = (det k)
−lg◦l,s(fν , L(k)φ) (k ∈ Kn), (3.5)
(det k′)l g◦l,s
(
Πd,ν(k
′)fν , R(k
′)φ
)
= g◦l,s(fν , φ) (k
′ ∈ Kn). (3.6)
Moreover, for g ∈ Gn, we have
Wε(g
◦
l,s(fν , φ))(g) =
∫
Gn
Wε(fν)(gh)φ(h)χl(det h)| deth|s+(n−1)/2F dh. (3.7)
Here fν is the standard section corresponding to f .
Proof. For g ∈ Gn, we set ‖g‖ = Tr(gtg) + Tr((g−1)t(g−1)) and denote by
g = u(g)a(g)k(g) (u(g) ∈ Un, a(g) ∈ An, k(g) ∈ Kn)
the decomposition of g according to Gn = UnAnKn. It is easy to see that
‖a(g)‖ ≤ ‖g‖ = ‖kgk′‖, ‖gh‖ ≤ ‖g‖ ‖h‖, a(gh) = a(g)a(k(g)h) (3.8)
for g, h ∈ Gn and k, k′ ∈ Kn. Since Gn ∋ g 7→ ην−ρn(a(g)) ∈ C is an element of
I(0n, ν), we have∫
Nn
|ην−ρn(a(x))| dx <∞ (ν ∈ Cn satisfying (2.7)). (3.9)
by the absolute convergence of the Jacquet integral [29, Theorem 15.4.1].
We take d, l, ε and Ω as in the statement. Replacing Ω with its superset
if necessary, we may assume that Ω contains an element ν satisfying (2.7). By
(3.8) and [14, Proposition 3.2], there are a constant c1 and a continuous semi-
norm Q on I(d) such that, for any ν ∈ Ω, g ∈ Gn and f ∈ I(d), the following
inequalities hold:
|ην−ρn(a(g))| ≤ ‖g‖c1, |Wε(fν)(g)| ≤ ‖g‖c1Q(f). (3.10)
By [14, Lemma 3.3 (ii)], there is a positive constant c0 such that, for any t > c0
and φ ∈ S(Mn(F )), the integral∫
Gn
‖h‖c1φ(h)| det h|t+(n−1)/2F dh (3.11)
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converges absolutely.
Let f ∈ I(d)Kn and φ ∈ S0(Mn(F )). By (3.8), (3.10) and the definition of
I(d, ν), for ν ∈ Ω, x ∈ Nn and g, h ∈ Gn, we have an estimate
|fν(xgh)| ≤ |ην−ρn(a(x))| ‖g‖c1‖h‖c1 sup
k∈Kn
|f(k)|. (3.12)
By the absolute convergence of (3.11) and the estimate (3.12) with x = 1n, we
obtain the assertion (i).
Let ν ∈ Ω and s ∈ C such that Re(s) > c0. By definition, we have the
equalities (3.5), (3.6) and
g◦l,s(fν , φ)(umg) = χd(m)ην−ρn (m)g
◦
l,s(fν , φ)(g) (3.13)
for u ∈ Un, m ∈ Mn and g ∈ Gn. Since Πd,ν is admissible and g◦l,s(fν , φ) is a
continuous Kn-finite function on Gn satisfying (3.13), we know that g
◦
l,s(fν , φ)
is smooth and an element of I(d, ν)Kn by [17, Propositions 8.4 and 8.5].
Let g ∈ Gn. If ν ∈ Ω satisfies (2.7), we obtain the equality (3.7) as follows:
Wε(g
◦
l,s(fν , φ))(g) =
∫
Nn
g◦l,s(fν , φ)(xg)ψ−ε,n(x) dx
=
∫
Nn
(∫
Gn
f(xgh)φ(h)χl(det h)| deth|s+(n−1)/2F dh
)
ψ−ε,n(x) dx
=
∫
Gn
(∫
Nn
f(xgh)ψ−ε,n(x) dx
)
φ(h)χl(deth)| deth|s+(n−1)/2F dh
=
∫
Gn
Wε(fν)(gh)φ(h)χl(deth)| det h|s+(n−1)/2F dh.
Here the third equality is justified by Fubini’s theorem, since the double integral
converges absolutely by (3.9), (3.12) and the absolute convergence of (3.11).
In order to complete the proof, it suffices to show that the both sides of (3.7)
are holomorphic functions of (s, ν) on a domain
{(s, ν) ∈ C× Ω | Re(s) > c0}. (3.14)
By (3.8), (3.10) and the absolute convergence of (3.11), the integral in the right
hand side of (3.7) converges absolutely and uniformly on any compact subset of
the domain (3.14), and defines a holomorphic function on the domain (3.14).
Let Sφ,l be a subspace of S0(Mn(F )) spanned by L(k)φ (k ∈ Kn), and we
regard Sφ,l as a Kn-module via the action det−l⊗L. Let Iφ,l be a subspace of
I(d)Kn spanned by {T (φ′) | φ′ ∈ Sφ,l, T ∈ HomKn(Sφ,l, I(d)Kn)}. Then we
have g◦l,s(fν , φ)|Kn ∈ Iφ,l by (3.5). Since φ is Kn-finite and Πd,ν is admissible,
the space Iφ,l is finite dimensional. Let {fφ,i}mi=1 be an orthonormal basis of
Iφ,l with respect to the L
2-inner product
〈f1, f2〉L2 =
∫
Kn
f1(k)f2(k) dk (f1, f2 ∈ I(d)).
24
Since g◦l,s(fν , φ)|Kn =
∑m
i=1〈g◦l,s(fν , φ)|Kn , fφ,i〉L2 fφ,i, we have
Wε(g
◦
l,s(fν , φ))(g) =
m∑
i=1
〈g◦l,s(fν , φ)|Kn , fφ,i〉L2 Wε(fφ,i,ν)(g),
where fφ,i,ν is the standard section corresponding to fφ,i. By this expression
and the statement (i), we know that the right hand side of (3.7) is holomorphic
on the domain (3.14).
Remark 3.3. The equality (3.7) with l = 0 can be regarded as the local theta
correspondence for a principal series representation Πd,ν in [30, §2].
3.3 Recurrence relations with the Godement sections
Let ε ∈ {±1}. For φ ∈ S(Mn,1(F )), we define Fε(φ) ∈ S(M1,n(F )) by
Fε(φ)(t) =
∫
Mn,1(F )
φ(z)ψ−ε(tz) dF z (t ∈ M1,n(F )). (3.15)
Let
d = (d1, d2, · · · , dn) ∈ Zn, ν = (ν1, ν2, · · · , νn) ∈ Cn,
d′ = (d′1, d
′
2, · · · , d′n′) ∈ Zn
′
, ν′ = (ν′1, ν
′
2, · · · , ν′n′) ∈ Cn
′
.
If n > 1, we set d̂ = (d1, d2, · · · , dn−1) and ν̂ = (ν1, ν2, · · · , νn−1). If n′ > 1, we
set d̂′ = (d′1, d
′
2, · · · , d′n′−1) and ν̂′ = (ν′1, ν′2, · · · , ν′n′−1).
Proposition 3.4 (Gn ×Gn → Gn ×Gn−1). Retain the notation, and assume
n′ = n > 1. Let f ∈ I(d)Kn and f ′ ∈ I(d̂′)Kn−1 . We denote by fν and
f ′
ν̂′
the standard sections corresponding to f and f ′, respectively. Let φ1 ∈
S0(Mn−1,n(F )) and φ2 ∈ S0(M1,n(F )). For s ∈ C such that Re(s) is sufficiently
large, we have
Z
(
s, Wε(fν), W−ε
(
g+d′n,ν′n(f
′
ν̂′
, φ1)
)
, φ2
)
= Z
(
s, Wε
(
g◦d′n,s+ν′n(fν , φ0)
)
, W−ε(f
′
ν̂′
)
)
,
where φ0 ∈ S0(Mn(F )) is defined by
φ0(z) = φ1((1n−1, On−1,1)z)φ2(enz) (z ∈Mn(F )).
Proof. Using (3.3), Jacquet shows the following equality [14, (8.1)]:
Z
(
s, Wε(fν), W−ε
(
g+d′n,ν′n
(f ′
ν̂′
, φ1)
)
, φ2
)
=
∫
Nn−1\Gn−1
(∫
Gn
Wε(fν)(ιn(h)g)φ0(g)χd′n(det g)| det g|
s+ν′n+(n−1)/2
F dg
)
×W−ε(f ′ν̂′)(h)| det h|
s−1/2
F dh.
Hence, we obtain the assertion by Proposition 3.2.
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Proposition 3.5 (Gn × Gn−1 → Gn−1 × Gn−1). Retain the notation, and
assume n′ = n − 1. Let f ∈ I(d̂)Kn−1 and f ′ ∈ I(d′)Kn−1 . We denote by
fν̂ and f
′
ν′ the standard sections corresponding to f and f
′, respectively. Let
φ1 ∈ S0(Mn−1(F )) and φ2 ∈ S0(Mn−1,1(F )). For s ∈ C such that Re(s) is
sufficiently large, we have
Z
(
s, Wε
(
g+dn,νn(fν̂ , φ0)
)
, W−ε(f
′
ν′)
)
= Z
(
s, Wε(fν̂), W−ε(g
◦
dn,s+νn(f
′
ν′ , φ1)), Fε(φ2)
)
,
where φ0 ∈ S0(Mn−1,n(F )) is defined by
φ0(z) = φ1(z
t(1n−1, On−1,1))φ2(z
ten) (z ∈ Mn−1,n(F )).
Proof. Using (3.3), Jacquet shows the following equality [14, (8.3)]:
Z
(
s, Wε
(
g+dn,νn(fν̂ , φ0)
)
, W−ε(f
′
ν′)
)
=
∫
Nn−1\Gn−1
(∫
Gn−1
W−ε(f
′
ν′)(gh)φ1(h)χdn(deth)| det h|s+νn+(n−2)/2F dh
)
×Wε(fν̂)(g)Fε(φ2)(en−1g)| det g|sF dg.
Hence, we obtain the assertion by Proposition 3.2.
4 Finite dimensional representations
4.1 The Clebsch–Gordan coefficients
Let λ = (λ1, λ2, · · · , λn) ∈ Λn, l ∈ N0 and λ′ = (λ′1, λ′2, · · · , λ′n) ∈ Ξ◦(λ; l). By
Pieri’s rule (2.36), we can take a GL(n,C)-homomorphism I˜λ,lλ′ : Vλ′ → Vλ ⊗C
V(l,0n−1) satisfying 〈
I˜λ,lλ′ (v), I˜
λ,l
λ′ (v
′)
〉
= 〈v, v′〉 (v, v′ ∈ Vλ′). (4.1)
Such I˜λ,lλ′ is unique up to multiplication by scalars in U(1). We set
I˜λ,lλ′ (ζM ′ ) =
∑
M∈G(λ)
∑
P∈G((l,0n−1))
CM,PM ′ ζM ⊗ ζP (M ′ ∈ G(λ′)).
Then we call CM,PM ′ (M ∈ G(λ), P ∈ G((l,0n−1)), M ′ ∈ G(λ′)) the Clebsch–
Gordan coefficients. When n = 1, we may normalize Cλ1,lλ1+l = 1, since
Ξ◦(λ1; l) = {λ1 + l}, G(λ1) = {λ1}, G(l) = {l}, G(λ1 + l) = {λ1 + l}.
We consider the case n > 1. Let µ ∈ Ξ+(λ) and 0 ≤ q ≤ l. By Lemma 2.2,
there are some constants(
λ, l λ′
µ, q µ′
)
(µ′ ∈ Ξ+(λ′) ∩ Ξ◦(µ; q)) (4.2)
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such that, for any M ′ ∈ G(λ′;µ′), M ∈ G(λ;µ), P ∈ G((l,0n−1); (q,0n−2)) and
µ′ ∈ Ξ+(λ′), the following equality hold:
CM,PM ′ =

(
λ, l λ′
µ, q µ′
)
CM̂,P̂
M̂ ′
if µ′ ∈ Ξ◦(µ; q),
0 otherwise.
(4.3)
The constants (4.2) are called the isoscalar factors. In [16] (see also [1] and
[28, Chapter 18]), Jucys gives the following expressions of them under some
normalization of I˜λ,lλ′ :(
λ, l λ′
µ, q µ′
)
=
√
(l − q)! S◦(λ′, λ′)S+(λ, µ)S◦(µ′, µ)S◦(µ, µ)
S◦(λ′, λ)S+(λ′, µ′)
×
∑
α∈Ξ+(λ)∩Ξ+(λ′)
µ′∈Ξ◦(α), α∈Ξ◦(µ)
(−1)ℓ(α−µ)S◦(α, α)
S◦(µ′, α)S◦(α, µ)
S+(λ′, α)
S+(λ, α)
(4.4)
for µ′ ∈ Ξ+(λ′)∩Ξ◦(µ; q), where the symbols S◦(λ′, λ) and S+(λ, µ) are defined
by (2.37) and (2.38), respectively. Hereafter, we assume that I˜λ,lλ′ is normalized
so that (4.4) holds. Then we have
C
M,Q((0n−1,l))
M ′ =
√
l! S◦(λ′, λ′)S+(λ′, µ)
S◦(λ′, λ)S+(λ, µ)
, C
H(λ),Q(λ′−λ)
H(λ′) =
√
C◦(λ′;λ) (4.5)
for M ∈ G(λ) and M ′ ∈ G(λ′) such that M̂ = M̂ ′ ∈ G(µ). Here H(λ), Q(γ)
(γ ∈ Nn0 ) and C◦(λ′;λ) are defined by (2.14), (2.33) and (2.42), respectively. All
the Clebsch–Gordan coefficients CM,PM ′ are real numbers, and we have
ζM ⊗ ζP =
∑
λ′∈Ξ◦(λ;l)
∑
M ′∈G(λ′)
〈
ζM ⊗ ζP , I˜λ,lλ′ (ζM ′ )
〉
I˜λ,lλ′ (ζM ′ )
=
∑
λ′∈Ξ◦(λ;l)
∑
M ′∈G(λ′)
CM,PM ′ I˜
λ,l
λ′ (ζM ′ )
(4.6)
for M ∈ G(λ) and P ∈ G((l,0n−1)). We set
Iλ,lλ′ =
√
b(λ′ − λ)C◦(λ′;λ) I˜λ,lλ′ ,
where b(λ′ − λ) is defined by (2.43). Then the explicit expression (2.39) of Iλ,lλ′
follows from (2.16) and (4.4), since
cM,PM ′ =
√
b(λ′ − λ)C◦(λ′;λ)r(M ′)
r(M)r(P )
CM,PM ′
for M ∈ G(λ), P ∈ G((l,0n−1)) and M ′ ∈ G(λ′). Here r(M) is defined by
(2.16). The equalities (2.41) and (2.40) follow from (4.1) and (4.5), respectively.
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4.2 Some lemmas for representations of K
n
Let Ctriv = C be the trivial GL(n,C)-module. The purpose of this subsection
is to give proofs of Lemma 2.4 and the following three lemmas.
Lemma 4.1. Let λ ∈ Λn,F .
(1) The space HomKn(Vλ ⊗C Vλ,Ctriv) is a 1 dimensional space spanned by the
C-linear map
Vλ ⊗C Vλ ∋ v1 ⊗ v2 7→ 〈v1, v2〉 ∈ C.
(2) Let λ′ ∈ Λn,F ∩ Ξ◦(λ), and set l = ℓ(λ′ − λ). For λ′′ ∈ Ξ◦(λ; l) such that
λ′′ 6= λ′, we have HomKn(Vλ′ ⊗C Vλ′′ ,Ctriv) = {0}.
Lemma 4.2. Assume n > 1, and we regard Kn−1 as a subgroup of Kn via
(2.20). Let λ ∈ Λn,F and µ ∈ Λn−1,F . Then HomKn−1(Vλ ⊗C Vµ,Ctriv) is a 1
dimensional space spanned by the C-linear map
Vλ ⊗C Vµ ∋ v1 ⊗ v2 7→ 〈Rλµ(v1), v2〉 ∈ Ctriv
if µ ∈ Ξ+(λ), and is equal to {0} otherwise. Here Rλµ is defined by (2.22).
Moreover, if µ ∈ Ξ+(λ), then∑
M∈G(µ)
r(M)−1 ξM [λ] ⊗ ξM
is a unique Q-rational Kn−1-invariant vector in Vλ⊗C Vµ up to scalar multiple.
Lemma 4.3. Let λ, λ′ ∈ Λn,F such that ℓ(λ′−λ) ≥ 0. Let l ∈ N0. If F = R, we
assume l ∈ {0, 1}. Then HomKn(Vλ′⊗CVλ⊗CV(l,0n−1),Ctriv) is a 1 dimensional
space spanned by the C-linear map
Vλ′ ⊗C Vλ ⊗C V(l,0n−1) ∋ v1 ⊗ v2 ⊗ v3 7→ 〈Iλ,lλ′ (v1), v2 ⊗ v3〉 ∈ Ctriv
if λ′ ∈ Ξ◦(λ; l), and is equal to {0} otherwise. Moreover, if λ′ ∈ Ξ◦(λ; l), then
∑
M ′∈G(λ′)
∑
M∈G(λ)
∑
P∈G((l,0n−1))
cM,PM ′
r(M ′)
ξM ′ ⊗ ξM ⊗ ξP , (4.7)
is a unique Q-rational Kn-invariant vector in Vλ′⊗CVλ⊗CV(l,0n−1) up to scalar
multiple.
Since proofs of Lemmas 2.4, 4.1, 4.2 and 4.3 are easy for F = C, the main
concern is the case of F = R. We have Λn,R = {(1j ,0n−j) | 0 ≤ j ≤ n}
with 1j = (1, 1, · · · , 1) ∈ Zj and 0n−j = (0, 0, · · · , 0) ∈ Zn−j . Here we erase
the symbol 1j if j = 0, and erase the symbol 0n−j if j = n. Let 0 ≤ l ≤ n,
and we regard the l-th exterior power
∧l
(Mn,1(C)) of Mn,1(C) as a GL(n,C)-
module via the action derived from the matrix multiplication. Then we have
V(1l,0n−l) ≃
∧l(Mn,1(C)) as GL(n,C)-modules via the correspondence
ζM ↔ ei1 ∧ ei2 ∧ · · · ∧ eil (M ∈ G((1l,0n−l)))
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with 1 ≤ i1 < i2 < · · · < il ≤ n such that γMi = 1 (i ∈ {i1, i2, · · · , il}). Here ej
is the matrix unit in Mn,1(C) with 1 at the (j, 1)-th entry (1 ≤ j ≤ n) and 0 at
other entries. We identify V(1l,0n−l) with
∧l
(Mn,1(C)) via this isomorphism.
We have O(n) = SO(n) ⊔ SO(n)k0 with k0 = diag(1, 1, · · · , 1,−1) ∈ O(n)
and SO(n) = {k ∈ O(n) | det k = 1}. The complexification so(n)C of the
associated Lie algebra so(n) of SO(n) is given by so(n)C =
⊕
1≤i<j≤n CE
so(n)
i,j
with E
so(n)
i,j = Ei,j − Ej,i. Here we understand k0 = −1 and so(1)C = {0} if
n = 1. Let us recall some facts in the highest weight theory [17, Theorem 4.28]
for SO(n). Let m be the largest integer such that 2m ≤ n. When n ≥ 2, for an
irreducible representation (τ, Vτ ) of SO(n), there is a nonzero vector v0 in Vτ
such that, for 1 ≤ i ≤ m and 2i+ 1 ≤ j ≤ n,
τ
(
E
so(n)
2i−1,2i
)
v0 =
√−1λiv0, τ
(
E
so(n)
2i−1,j +
√−1Eso(n)2i,j
)
v0 = 0
with some λ = (λ1, λ2, · · · , λm) ∈ Zm. Such vector v0 is unique up to nonzero
scalar multiple, and we call v0 an SO(n)-highest weight vector of weight λ. The
weight λτ = λ is called the highest weight of τ , and τ 7→ λτ gives the bijection
from the set of equivalence classes of irreducible representations of SO(n) to the
set of λ = (λ1, λ2, · · · , λm−1, λm) ∈ Λm satisfying{
(λ1, λ2, · · · , λm−1,−λm) ∈ Λm if n is even,
λm ≥ 0 if n is odd.
For λ = (λ1, λ2, · · · , λm−1, λm) ∈ Λm such that λm ≥ 0, we take a representa-
tion (τ
so(n),λ, Vso(n),λ) of SO(n) so that τso(n),λ is a direct sum of two irreducible
representations with highest weights λ and (λ1, λ2, · · · , λm−1,−λm) if n = 2m
and λm > 0, and τso(n),λ is an irreducible representation with highest weight λ
otherwise. By Weyl’s dimension formula [17, Theorem 4.48], we have
dimV
so(n),(i+1,1h−1,0m−h) =
(2i+ n)
(i + l)(i+ n− l)
(i+ n− 1)!
i!(n− 1− l)!(l − 1)! (4.8)
for 1 ≤ h ≤ m and i ∈ N0.
Lemma 4.4. Retain the notation. Let 0 ≤ l ≤ n. As an O(n)-module, V(1l,0n−l)
is irreducible and V(1l,0n−l) 6≃ V(1l′ ,0n−l′) for any 0 ≤ l′ ≤ n such that l′ 6= l.
We set h = min{l, n− l}. When n ≥ 2, we have
V(1l,0n−l) ≃ Vso(n),(1h,0m−h) as SO(n)-modules. (4.9)
Proof. For 1 ≤ i1 < i2 < · · · < il ≤ n and ε1, ε2, · · · , εn ∈ {±1}, we have
τ(1l,0n−l)(diag(ε1, ε2, · · · , εn)) ei1 ∧ ei2 ∧ · · · ∧ eil
= εi1εi2 · · · εil ei1 ∧ ei2 ∧ · · · ∧ eil .
By this equality, we know that HomO(n)(V(1l,0n−l), V(1l′ ,0n−l′)) = {0} for any
0 ≤ l′ ≤ n such that l′ 6= l. Hence, our task is to show (4.9) and the irreducibility
of V(1l,0n−l) as an O(n)-module.
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In the case of n ≥ 2 and n 6= 2l, the isomorphism (4.9) follows from [17,
Examples in Chapter IV, §7], and we note that V(1l,0n−l) is an irreducible O(n)-
module. In the case of n = 1, the irreducibility of an O(1)-module V(1l,01−l) is
trivial. Let us consider the case of n = 2l. By direct computation, for ε ∈ {±1},
we can confirm that
vε =(e1 +
√−1e2) ∧ (e3 +
√−1e4) ∧ · · ·
· · · ∧ (en−3 +
√−1en−2) ∧ (en−1 + ε
√−1en)
is an SO(n)-highest weight vector of weight (1l−1, ε) in V(1l,0l) and satisfies
τ(1l,0n−l)(k0)vε = v−ε. Since dimV(1l,0l) = dimVso(n),1l by (4.8), we know that
(4.9) holds and V(1l,0l) is an irreducible O(n)-module.
Proof of Lemma 2.4. The assertion for F = R follows immediately from Lemma
4.4. The assertion for F = C follows immediately from the highest weight theory
[17, Theorem 4.28] for U(n).
Lemma 4.5. Assume n ≥ 2. Let 1 ≤ l ≤ n− 1. We set h = min{l, n− l}. Let
Il : V(1l−1,0n−l+1) → V(1l,0n−l) ⊗C V(1,0n−1) be a C-linear map defined by
Il(ei1 ∧ ei2 ∧ · · · ∧ eil−1) =
n∑
j=1
(ei1 ∧ ei2 ∧ · · · ∧ eil−1 ∧ ej)⊗ ej
for i1, i2, · · · , il−1 ∈ {1, 2, · · · , n}. Here we understand I1(1) =
∑n
j=1 ej ⊗ ej
if l = 1. Then Il is an O(n)-homomorphism. Moreover, there is an SO(n)-
submodule V ′ of V(1l,0n−l) ⊗C V(1,0n−1) such that V ′ ≃ Vso(n),(2,1h−1,0m−h) and
V(1l,0n−l) ⊗C V(1,0n−1)
= I
(1l,0n−l),1
(1l+1,0n−l−1)
(V(1l+1,0n−l−1))⊕ Il(V(1l−1,0n−l+1))⊕ V ′,
(4.10)
where I
(1l,0n−l),1
(1l+1,0n−l−1)
is the U(n)-homomorphism given by (2.39).
Proof. For v ∈ V(1l−1,0n−l+1) and 1 ≤ i < j ≤ n, we have
Il(τ(1l−1,0n−l+1)(E
so(n)
i,j )v) = (τ(1l,0n−l) ⊗ τ(1,0n−1))(Eso(n)i,j )Il(v),
Il(τ(1l−1,0n−l+1)(k0)v) = (τ(1l,0n−l) ⊗ τ(1,0n−1))(k0)Il(v)
by direct computation. Hence, Il is an O(n)-homomorphism.
For an SO(n)-highest weight vector v of weight λ in V(1l,0n−l), we note that
v ⊗ (e1 +
√−1e2) is an SO(n)-highest weight vector of weight λ+ (1,0m−1) in
V(1l,0n−l) ⊗C V(1,0n−1). Hence, by Lemma 4.4, there is an SO(n)-submodule V ′
of V(1l,0n−l) ⊗C V(1,0n−1) such that V ′ ≃ Vso(n),(2,1h−1,0m−h) and(
I
(1l,0n−l),1
(1l+1,0n−l−1)
(V(1l+1,0n−l−1))⊕ Il(V(1l−1,0n−l+1))
)
∩ V ′ = {0}
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By (4.8), we know that dim V(1l,0n−l) ⊗C V(1,0n−1) is equal to
dimV(1l+1,0n−l−1) + dimV(1l−1,0n−l+1) + dimVso(n),(2,1h−1,0m−h).
This implies that (4.10) holds.
Lemma 4.6. Let (τ, Vτ ) and (τ
′, Vτ ′) be finite dimensional representations of
GL(n,C). Let 〈·, ·〉 be a U(n)-invariant hermitian inner product on Vτ . Let
{vi}di=1 be an orthonormal basis of Vτ .
(1) A C-linear map Ψ1 : HomC(Vτ ′ , Vτ )→ HomC(Vτ ′ ⊗C Vτ ,Ctriv) defined by
Ψ1(f)(v
′ ⊗ v) = 〈f(v′), v〉 (f ∈ HomC(Vτ ′ , Vτ ), v′ ∈ Vτ ′ , v ∈ Vτ )
is bijective, and its inverse map is given by
Ψ−11 (f)(v
′) =
d∑
i=1
f(v′ ⊗ vi) vi (f ∈ HomC(Vτ ′ ⊗C Vτ ,Ctriv), v′ ∈ Vτ ′).
Moreover, we have Ψ1(HomKn(Vτ ′ , Vτ )) = HomKn(Vτ ′ ⊗C Vτ ,Ctriv).
(2) A C-linear map Ψ2 : Vτ ′ ⊗C Vτ → HomC(Vτ , Vτ ′) defined by
Ψ2(v
′ ⊗ v1)(v2) = 〈v2, v1〉v′ (v1, v2 ∈ Vτ , v′ ∈ Vτ ′)
is bijective, and its inverse map is given by
Ψ−12 (f) =
d∑
i=1
f(vi)⊗ vi (f ∈ HomC(Vτ , Vτ ′)).
Moreover, we have Φ2((Vτ ′ ⊗C Vτ )Kn) = HomKn(Vτ , Vτ ′), where (Vτ ′ ⊗C Vτ )Kn
is the subspace of Vτ ′ ⊗C Vτ consisting of all Kn-invariant vectors.
Proof. The former part of the statement (1) follows from definition. The latter
part of the statement (1) follows from
Ψ1(f)((τ
′ ⊗ τ )(k)v′ ⊗ v) = 〈f(τ ′(k)v′), τ(k)v〉 = 〈τ(k−1)f(τ ′(k)v′), v〉
= Ψ1(τ(k
−1) ◦ f ◦ τ ′(k))(v′ ⊗ v)
for f ∈ HomC(Vτ ′ , Vτ ), v′ ∈ Vτ ′ , v ∈ Vτ and k ∈ Kn.
The former part of the statement (2) follows from definition. The latter part
of the statement (2) follows from
Ψ2((τ
′ ⊗ τ )(k)v′ ⊗ v1)(v2) = 〈v2, τ(k)v1〉τ ′(k)v′ = 〈τ(k−1)v2, v1〉τ ′(k)v′
= τ ′(k)Ψ2(v
′ ⊗ v1)(τ(k−1)v2)
for v1, v2 ∈ Vτ , v′ ∈ Vτ ′ and k ∈ Kn.
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Proof of Lemma 4.1. Let λ ∈ Λn,F . By Lemma 2.4, we note that the space
HomKn(Vλ, Vλ) is a 1 dimensional space spanned by the identity map. Hence,
we obtain the statement (1) by Lemma 4.6 (1).
Let λ′ ∈ Λn,F∩Ξ◦(λ), and we set l = ℓ(λ′−λ). By the decompositions (2.36),
(4.10) and Lemma 4.4, we have HomKn(Vλ′ , Vλ′′) = {0} for λ′′ ∈ Ξ◦(λ; l) such
that λ′′ 6= λ′. Hence, we obtain the statement (2) by Lemma 4.6 (1).
Proof of Lemma 4.2. By (2.21) and Lemma 2.4, we know that HomKn−1(Vλ, Vµ)
is equal to CRλµ if µ ∈ Ξ+(λ), and is equal to {0} otherwise. By Lemma 4.6,
we obtain the former part of the assertion, and know that, if µ ∈ Ξ+(λ),∑
M∈G(µ)
Rλµ(ζM [λ])⊗ ζM [λ]
is a unique Kn−1-invariant vector in Vµ ⊗C Vλ up to scalar multiple. Hence,
by (2.15) and the properties of complex conjugate representations in §2.6, we
obtain the latter part of the assertion.
Proof of Lemma 4.3. By the decompositions (2.36), (4.10) and Lemma 4.4, we
know that HomKn(Vλ′ , Vλ ⊗C V(l,0n−1)) is equal to C Iλ,lλ′ if λ′ ∈ Ξ◦(λ; l), and
is equal to {0} otherwise. By Lemma 4.6, we obtain the former part of the
assertion, and know that, if λ′ ∈ Ξ◦(λ; l),∑
M ′∈G(λ′)
Iλ,lλ′ (ζM ′ )⊗ ζM ′
is a unique Kn-invariant vector in Vλ ⊗C V(l,0n−1) ⊗C Vλ′ up to scalar multiple.
Hence, by (2.15) and the properties of complex conjugate representations in
§2.6, we obtain the latter part of the assertion.
4.3 Polynomial functions
We set
Λpolyn = {λ = (λ1, λ2, · · · , λn) ∈ Λn | λn ≥ 0}.
We denote by P(Mn,n′(C)) the subspace of C(Mn,n′(C)) consisting of all poly-
nomial functions. Let l ∈ N0. We denote by Pl(Mn,n′(C)) the subspace of
P(Mn,n′(C)) consisting of all degree l homogeneous polynomial functions. We
regard Pl(Mn,n′(C)) as a GL(n,C) × GL(n′,C)-module via the action L ⊠ R
which is defined in §2.9. Let q = min{n, n′}. Then the GL(n)-GL(n′) duality
[4, Theorem 5.6.7] asserts that
Pl(Mn,n′(C)) ≃
⊕
λ∈Λpolyq , ℓ(λ)=l
V ∨(λ,0n−q) ⊠C V(λ,0n′−q)
as GL(n,C)×GL(n′,C)-modules. Since V ∨(λ,0n−q) ≃ V(λ,0n−q) as U(n)-modules,
we also have
Pl(Mn,n′(C)) ≃
⊕
λ∈Λpolyq , ℓ(λ)=l
V(λ,0n−q) ⊠C V(λ,0n′−q) (4.11)
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as U(n)×GL(n′,C)-modules.
The purpose of this subsection is to construct polynomial functions, explic-
itly. We define U(n) × GL(n,C)-homomorphisms P◦λ : Vλ ⊠C Vλ → P(Mn(C))
(λ ∈ Λpolyn ) by the following lemma.
Lemma 4.7. Let λ ∈ Λpolyn . Then there is a U(n) ×GL(n,C)-homomorphism
P◦λ : Vλ ⊠C Vλ → P(Mn(C)) characterized by
P◦λ(v1 ⊠ v2)(g) = 〈τλ(g)v2, v1〉 (v1, v2 ∈ Vλ, g ∈ GL(n,C)). (4.12)
Proof. Because of (4.11), there is a nonzero U(n) × GL(n,C)-homomorphism
P: Vλ ⊠C Vλ → P(Mn(C)). Since GL(n,C) is dense in Mn(C) and
P(v1 ⊠ v2)(g) = P(v1 ⊠ τλ(g)v2)(1n) (v1, v2 ∈ Vλ, g ∈ GL(n,C)), (4.13)
we note that
Vλ ⊠C Vλ ∋ v1 ⊠ v2 7→ P(v1 ⊠ v2)(1n) ∈ C
is a nonzero C-bilinear pairing. Because of
P(τλ(k)v1 ⊠ τλ(k)v2)(1n) = P(v1 ⊠ v2)(1n) (k ∈ U(n))
and Lemma 4.1 (1) for F = C, there is a nonzero constant c such that
P(v1 ⊠ v2)(1n) = c 〈v2, v1〉 (v1, v2 ∈ Vλ). (4.14)
By (4.13) and (4.14), we know that P◦λ = c
−1P satisfies (4.12). Since GL(n,C)
is dense in Mn(C), we note that (4.12) characterizes P◦λ.
When n > 1, we define U(n − 1) × GL(n,C)-homomorphisms P+µ : Vµ ⊠C
V(µ,0) → P(Mn−1,n(C)) (µ ∈ Λpolyn−1) by the following lemma.
Lemma 4.8. Assume n > 1 and let µ ∈ Λpolyn−1. There is a U(n−1)×GL(n,C)-
homomorphism P+µ : Vµ ⊠C V(µ,0) → P(Mn−1,n(C)) characterized by
P+µ (ζM ⊠ v)((1n−1, On−1,1)z) = P
◦
(µ,0)(ζM [(µ,0)] ⊠ v)(z) (4.15)
for M ∈ G(µ), v ∈ V(µ,0) and z ∈ Mn(C). Here M [(µ, 0)] is defined by (2.23).
Furthermore, we have
P+µ (v ⊠ ζM [(µ,0)])(z) = P
◦
µ(v ⊠ ζM )(z
t(1n−1, On−1,1)) (4.16)
for v ∈ Vµ, M ∈ G(µ) and z ∈ Mn−1,n(C).
Proof. We regard GL(n − 1,C) as a subgroup of GL(n,C) via the embedding
ιn defined by (2.20). By the irreducible decomposition (4.11) and Lemma 2.2,
the image of a U(n− 1)×GL(n,C)-homomorphism
Vµ ⊠C V(µ,0) ∋ ζM ⊠ v 7→ P◦(µ,0)
(
ζM [(µ,0)] ⊠ v
) ∈ P(Mn(C))
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is contained in the image of an injective U(n− 1)×GL(n,C)-homomorphism
P(Mn−1,n(C)) ∋ p 7→
(
z 7→ p((1n−1, On−1,1)z)
) ∈ P(Mn(C)).
Hence, there is a U(n − 1) × GL(n,C)-homomorphism P+µ : Vµ ⊠C V(µ,0) →
P(Mn−1,n(C)) characterized by (4.15). By the irreducible decompositions (4.11)
and Lemma 2.2, two injective U(n− 1)×GL(n− 1,C)-homomorphisms
Vµ ⊠C Vµ ∋ v ⊠ ζM 7→ P+µ
(
v ⊠ ζM [(µ,0)]
) ∈ P(Mn−1,n(C)),
Vµ ⊠C Vµ ∋ v1 ⊠ v2 7→
(
z 7→ P◦µ(v1 ⊠ v2)(z t(1n−1, On−1,1))
) ∈ P(Mn−1,n(C))
coincide up to scalar multiple. Hence, (4.16) follows from the equalities
P+µ
(
ζM ⊠ ζM [(µ,0)]
)
((1n−1, On−1,1)) = 〈ζM [(µ,0)], ζM [(µ,0)]〉 = 1
and P◦µ(ζM ⊠ ζM )(1n−1) = 〈ζM , ζM 〉 = 1 for M ∈ G(µ).
Let l ∈ N0. We define C-linear maps p(l)1,n : V(l,0n−1) → P(M1,n(C)) and
p
(l)
n,1 : V(l,0n−1) → P(Mn,1(C)) by
p
(l)
1,n(ζQ(γ))(z) = p
(l)
n,1(ζQ(γ))(
tz) =
√
b(γ) zγ11 z
γ2
2 · · · zγnn .
for z = (z1, z2, · · · , zn) ∈ M1,n(C) and γ = (γ1, γ2, · · · , γn) ∈ Nn0 such that
ℓ(γ) = l. Here Q(γ) and b(γ) are defined by (2.33) and (2.43), respectively.
Lemma 4.9. Let l ∈ N0.
(1) The group GL(n,C) acts on P(M1,n(C)) by the action R. Then p(l)1,n is a
GL(n,C)-homomorphism such that, for z ∈Mn(C) and v ∈ V(l,0n−1),
p
(l)
1,n(v)(enz) = P
◦
(l,0n−1)
(ζQ((0n−1,l)) ⊠ v)(z). (4.17)
(2) The group U(n) acts on P(Mn,1(C)) by the action L. Then p(l)n,1 is a U(n)-
homomorphism such that, for z ∈Mn(C) and v ∈ V(l,0n−1),
p
(l)
n,1(v)(z
ten) = P
◦
(l,0n−1)
(v ⊠ ζQ((0n−1,l)))(z). (4.18)
Proof. Let γ = (γ1, γ2, · · · , γn) ∈ Nn0 . By direct computation, we have
R(Ei,i)p
(l)
1,n(ζQ(γ)) = γip
(l)
1,n(ζQ(γ)),
R(Ej,j+1)p
(l)
1,n(ζQ(γ)) =
√
γj+1(γj + 1) p
(l)
1,n(ζQ(γ+δj−δj+1)),
R(Ej+1,j)p
(l)
1,n(ζQ(γ)) =
√
γj(γj+1 + 1)p
(l)
1,n(ζQ(γ−δj+δj+1)),
L(Ei,i)p
(l)
n,1(ζQ(γ)) = −γip(l)n,1(ζQ(γ)),
L(Ej,j+1)p
(l)
n,1(ζQ(γ)) = −
√
γj(γj+1 + 1)p
(l)
n,1(ζQ(γ−δj+δj+1)),
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L(Ej+1,j)p
(l)
n,1(ζQ(γ)) = −
√
γj+1(γj + 1) p
(l)
n,1(ζQ(γ+δj−δj+1))
for 1 ≤ i ≤ n and 1 ≤ j ≤ n− 1. Here we put p(l)1,n(ζQ(γ′)) = p(l)n,1(ζQ(γ′)) = 0 if
γ′ 6∈ Nn0 , and denote by δi the element of Zn with 1 at i-th entry (1 ≤ i ≤ n)
and 0 at other entries. Comparing these formulas with (2.11), (2.12) and (2.13),
we know that p
(l)
1,n is a GL(n,C)-homomorphism. Using (2.24) and
L(E
u(n)
i,j ) = L(Ei,j) (1 ≤ i, j ≤ n) on P(Mn,1(C)),
we further know that p
(l)
n,1 is a U(n)-homomorphism.
Next, we will prove the equality (4.17). When n = 1, this equality follows
from G(l) = {l} and
p
(l)
1,1(ζQ(γ))(g) = 〈τl(g)ζl, ζl〉 = gl (g ∈ GL(1,C)).
Assume n > 1. We regard GL(n − 1,C) as a subgroup of GL(n,C) via the
embedding ιn defined by (2.20). Because of the irreducible decompositions
(4.11) and Lemma 2.2, two injective U(n− 1)×GL(n,C)-homomorphisms
V0n−1 ⊠C V(l,0n−1) ∋ ζQ(0n−1) ⊠ v 7→ (z 7→ p(l)1,n(v)(enz)) ∈ P(Mn(C)),
V0n−1 ⊠C V(l,0n−1) ∋ ζQ(0n−1) ⊠ v 7→ P◦(l,0n−1)(ζQ((0n−1,l)) ⊠ v) ∈ P(Mn(C))
coincide up to scalar multiple. Hence, (4.17) follows from the equalities
p
(l)
1,n(ζQ((0n−1,l)))(en) = 1, P
◦
(l,0n−1)
(ζQ((0n−1,l)) ⊠ ζQ((0n−1,l)))(1n) = 1.
The proof of the equality (4.18) is similar.
For later use, we prepare the following lemmas.
Lemma 4.10. Assume n > 1. Let µ ∈ Λpolyn−1 and γ ∈ Nn0 . We set l = ℓ(γ) and
p0(z) = P
+
µ
(
ζH(µ) ⊠ ζH((µ,0))
)
((1n−1, On−1,1)z)p
(l)
1,n(ζQ(γ))(enz)
for z ∈Mn(C). Then we have
p0 =
∑
λ′∈Ξ◦((µ,0);l)
∑
N,N ′∈G(λ′)
C
H((µ,0)),Q((0n−1,l))
N C
H((µ,0)),Q(γ)
N ′ P
◦
λ′(ζN ⊠ ζN ′),
where CM,PM ′ is the Clebsch–Gordan coefficient in §4.1.
Proof. We set Q0 = Q((0n−1, l)) and Q1 = Q(γ). Let g ∈ GL(n,C). By
Lemmas 4.7, 4.8 and 4.9, we have
p0(g) =P
◦
µ
(
ζH((µ,0)) ⊠ ζH((µ,0))
)
(g)P◦(l,0n−1)(ζQ0 ⊠ ζQ1 )(g)
=
〈
τ(µ,0)(g)ζH((µ,0)), ζH((µ,0))
〉 〈
τ(l,0n−1)(g)ζQ1 , ζQ0
〉
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=
〈
(τ(µ,0) ⊗ τ(l,0n−1))(g)ζH((µ,0)) ⊗ ζQ1 , ζH((µ,0)) ⊗ ζQ0
〉
.
By (4.1), (4.6) and Lemma 4.7, we have
p0(g) =
∑
λ′∈Ξ◦((µ,0);l)
∑
N,N ′∈G(λ′)
C
H((µ,0)),Q0
N C
H((µ,0)),Q1
N ′
〈
τλ′(g)ζN ′ , ζN
〉
=
∑
λ′∈Ξ◦((µ,0);l)
∑
N,N ′∈G(λ′)
C
H((µ,0)),Q0
N C
H((µ,0)),Q1
N ′ P
◦
λ′(ζN ⊠ ζN ′)(g).
Since GL(n,C) is dense in Mn(C), we obtain the assertion.
Lemma 4.11. Assume n > 1. Let µ ∈ Λpolyn−1 and γ ∈ Nn−10 . We set l = ℓ(γ)
and
p0(z) = P
◦
µ
(
ζH(µ) ⊠ ζH(µ)
)
(z t(1n−1, On−1,1))p
(l)
n−1,1(ζQ(γ))(z
ten)
for z ∈Mn−1,n(C). Then we have
p0 =
∑
µ′∈Ξ◦(µ;l)
∑
N∈G((µ′,0);µ′)
N ′∈G((µ′,0))
C
H((µ,0)),Q((γ,0))
N C
H((µ,0)),Q((0n−1,l))
N ′ P
+
µ′
(
ζN̂ ⊠ ζN ′),
where CM,PM ′ is the Clebsch–Gordan coefficient in §4.1.
Proof. We set Q0 = Q((0n−1, l)) and Q1 = Q((γ, 0)). Let z = (1n−1, On−1,1)g
with g ∈ Gn. Then we have p(l)n−1,1(ζQ(γ))(z ten) = p(l)n,1(ζQ1)(g ten) by definition.
Hence, by Lemmas 4.7, 4.8 and 4.9, we have
p0(z) =P
◦
(µ,0)
(
ζH((µ,0)) ⊠ ζH((µ,0))
)
(g)P◦(l,0n−1)(ζQ1 ⊠ ζQ0)(g)
=
〈
τ(µ,0)(g)ζH((µ,0)), ζH((µ,0))
〉 〈
τ(l,0n−1)(g)ζQ0 , ζQ1
〉
=
〈
(τ(µ,0) ⊗ τ(l,0n−1))(g)ζH((µ,0)) ⊗ ζQ0 , ζH((µ,0)) ⊗ ζQ1
〉
.
By (4.1) and (4.6), we have
p0(z) =
∑
λ′∈Ξ◦((µ,0);l)
∑
N,N ′∈G(λ′)
C
H((µ,0)),Q1
N C
H((µ,0)),Q0
N ′
〈
τλ′ (g)ζN ′ , ζN
〉
.
Because of H((µ, 0)) ∈ G((µ, 0);µ), Q1 ∈ G((l,0n−1); (l,0n−2)) and (4.3), for
λ′ ∈ Ξ◦((µ, 0); l) and N ∈ G(λ′), we have CH((µ,0)),Q1N = 0 unless λ′ = (µ′, 0)
and N ∈ G((µ′, 0);µ′) with some µ′ ∈ Ξ◦(µ; l). Hence, we have
p0(z) =
∑
µ′∈Ξ◦(µ;l)
∑
N∈G((µ′,0);µ′)
N ′∈G((µ′,0))
C
H((µ,0)),Q1
N C
H((µ,0)),Q0
N ′
〈
τ(µ′,0)(g)ζN ′ , ζN
〉
=
∑
µ′∈Ξ◦(µ;l)
∑
N∈G((µ′,0);µ′)
N ′∈G((µ′,0))
C
H((µ,0)),Q1
N C
H((µ,0)),Q0
N ′ P
+
µ′
(
ζN̂ ⊠ ζN ′)(z)
by Lemmas 4.7 and 4.8. Since {(1n−1, On−1,1)g | g ∈ GL(n,C)} is dense in
Mn−1,n(C), we obtain the assertion.
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4.4 Standard Schwartz functions
For λ ∈ Λpolyn , we define two C-linear maps
Φ◦λ : Vλ ⊠C Vλ ∋ v1 ⊠ v2 7→ P◦λ(v1 ⊠ v2)(z)e(n)(z) ∈ S0(Mn(F )),
Φ◦λ : Vλ ⊠C Vλ ∋ v1 ⊠ v2 7→ P◦λ(v1 ⊠ v2)(z)e(n)(z) ∈ S0(Mn(F ))
with z ∈ Mn(F ). By the Kn ×Kn-invariance of e(n) and Lemma 4.7, we know
that these are Kn ×Kn-homomorphisms.
When n > 1, for µ ∈ Λpolyn−1, we define two C-linear maps
Φ+µ : Vµ ⊠C V(µ,0) ∋ v1 ⊠ v2 7→ P+µ (v1 ⊠ v2)(z)e(n−1,n)(z) ∈ S0(Mn−1,n(F )),
Φ+µ : Vµ ⊠C V(µ,0) ∋ v1 ⊠ v2 7→ P+µ (v1 ⊠ v2)(z)e(n−1,n)(z) ∈ S0(Mn−1,n(F ))
with z ∈Mn−1,n(F ). By the Kn−1×Kn-invariance of e(n−1,n) and Lemma 4.8,
we know that these are Kn−1 ×Kn-homomorphisms.
We regard S0(M1,n(F )) and S0(Mn,1(F )) as Kn-modules via the actions R
and L, respectively. Let l ∈ N0. Since b(γ) = r(Q(γ))−1 for γ ∈ Nn0 , the C-linear
maps ϕ
(l)
1,n and ϕ
(l)
1,n in §2.9 satisfy
ϕ
(l)
1,n(v)(z) = p
(l)
1,n(v)(z)e(1,n)(z), ϕ
(l)
1,n(v)(z) = p
(l)
1,n(v)(z)e(1,n)(z)
for v ∈ V(l,0n−1) and z ∈ M1,n(F ). By the Kn-invariance of e(1,n) and Lemma
4.9, we know that these are Kn-homomorphisms. We define two C-linear maps
ϕ
(l)
n,1 : V(l,0n−1) → S0(M1,n(F )) and ϕ(l)n,1 : V(l,0n−1) → S0(M1,n(F )) by
ϕ
(l)
n,1 : V(l,0n−1) ∋ v 7→ p(l)n,1(v)(z)e(n,1)(z) ∈ S0(M1,n(F )),
ϕ
(l)
n,1 : V(l,0n−1) ∋ v 7→ p(l)n,1(v)(z)e(n,1)(z) ∈ S0(M1,n(F ))
with z ∈ Mn,1(F ). By the Kn-invariance of e(n,1) and Lemma 4.9, we know
that these are Kn-homomorphisms.
Lemma 4.12. Let ε ∈ {±1} and l ∈ N0. Assume l ∈ {0, 1} if F = R. Then,
for v ∈ V(l,0n−1), we have
Fε(ϕ(l)n,1(v)) = (−ε
√−1)lϕ(l)1,n(v), Fε(ϕ(l)n,1(v)) = (−ε
√−1)lϕ(l)1,n(v),
where the Fourier transform Fε is defined in (3.15).
Proof. It suffices to show the assertion for v = ζQ(γ) with γ ∈ Nn0 such that
ℓ(γ) = l. For t = (t1, t2, · · · , tn) ∈M1,n(F ), we have
Fε(ϕ(l)n,1(ζQ(γ)))(t) =
∫
Mn,1(F )
ϕ
(l)
n,1(ζQ(γ))(z)ψ−ε(tz) dF z
=
√
b(γ)
n∏
i=1
∫
F
zγii exp
(−πcF zizi − πεcF√−1(tizi + tizi)) dF zi
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=
√
b(γ)(−ε√−1 ti)γi exp(−πcF titi) = (−ε
√−1)lϕ(l)1,n(ζQ(γ))(t).
Here the third equality follows from the elementary formula∫
F
zm exp
(−πcF zz + πcF√−1(zt+ zt))dF z = (√−1 t)m exp(−πcF t t) (4.19)
for (t ∈ R, m ∈ {0, 1}) or (t ∈ C, m ∈ N0) according as F = R or F = C.
Moreover, we have
Fε(ϕ(l)n,1(ζQ(γ)))(t) = F−ε(ϕ(l)n,1(ζQ(γ)))(t)
= (ε
√−1)lϕ(l)1,n(ζQ(γ))(t) = (−ε
√−1)lϕ(l)1,n(ζQ(γ))(t),
and completes the proof.
5 The proofs of the Main theorems
5.1 Explicit calculations for the Godement sections
In this subsection, we calculate the Godement sections in §3, explicitly, at the
minimal Kn-types of principal series representations.
Lemma 5.1. Let a = diag(a1, a2, · · · , an) ∈ An, u ∈ Un, λ ∈ Λn and M ∈
G(λ). Then we have the following equalities
〈
τλ(ua)ζM , ζM
〉
=
〈
τλ(au)ζM , ζM
〉
=
n∏
i=1
a
γMi
i , (5.1)
ηρn(a)
∫
Un
e(n)(ua) du = η−ρn(a)
∫
Un
e(n)(au) du =
e(n)(a)
| det a|(n−1)/2F
, (5.2)
where γM = (γM1 , γ
M
2 , · · · , γMn ) is the weight of M defined by (2.10).
Proof. By (2.11) and (2.13), we have
τλ(a)ζM =
(
n∏
i=1
a
γMi
i
)
ζM , τλ(u)ζM = ζM +
∑
N∈G(λ), γM>lexγN
pM,N (u)ζN ,
where pM,N is a polynomial function on Un and >lex is the lexicographical
order. The equality (5.1) follows from these equalities and the orthonormality
of {ζM}M∈G(λ). The equality (5.2) follows from direct computation
ηρn(a)
∫
Un
e(n)(ua) du = η−ρn(a)
∫
Un
e(n)(au) du
=
n∏
i=1
a
−(n+1−2i)cF /2
i exp(−πcF a2i )
i−1∏
j=1
∫
F
exp(−πcFa2iui,jui,j) dFui,j
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=n∏
i=1
a
−(n−1)cF /2
i exp(−πcFa2i ) =
e(n)(a)
| det a|(n−1)/2F
.
Here the first equality follows from the substitution u → aua−1, and the third
equality follows from the substitution ui,j → a−1i ui,j and the elementary formula
(4.19) with t = m = 0.
For λ = (λ1, λ2, · · · , λn) ∈ Λn, M = (mi,j)1≤i≤j≤n ∈ G(λ) and l ∈ Z, we
define λ+ l ∈ Λn and M + l ∈ G(λ + l) by
λ+ l = (λ1 + l, λ2 + l, · · · , λn + l), M + l = (mi,j + l)1≤i≤j≤n,
and denote λ+ (−l) and M +(−l) simply by λ− l and M − l, respectively. For
λ ∈ Λn, l ∈ Z, g ∈ GL(n,C) and M,N ∈ G(λ), we have
(det g)l〈τλ(g)ζM , ζN 〉 = 〈τλ+l(g)ζM+l, ζN+l〉.
Lemma 5.2. Let d = (d1, d2, · · · , dn) ∈ Zn and ν = (ν1, ν2, · · · , νn) ∈ Cn.
(1) Assume n > 1. We take d̂ and ν̂ as in §3.1. If d ∈ Λn,F , we have
g+dn,νn
(
fd̂,ν̂(ζH(d̂)),Φ
+
d̂−dn
(ζH(d̂)−dn ⊠ ζM−dn)
)
=
1
dimVd̂
(
n−1∏
i=1
ΓF (νn − νi + 1; di − dn)
)
fd,ν(ζM )
(5.3)
for M ∈ G(d). If −d ∈ Λn,F , we have
g+dn,νn
(
f¯d̂,ν̂(ζH(−d̂)),Φ
+
−d̂+dn
(ζH(−d̂)+dn ⊠ ζM+dn)
)
=
1
dimV−d̂
(
n−1∏
i=1
ΓF (νn − νi + 1; dn − di)
)
f¯d,ν(ζM )
(5.4)
for M ∈ G(−d). Here fd,ν and f¯d,ν are defined by (2.25) and (2.26), respectively.
(2) Let l ∈ Z and s ∈ C such that Re(s) is sufficiently large. If d ∈ Λn,F and
d+ l ∈ Λpolyn , we have
g◦l,s
(
fd,ν(ζH(d)), Φd+l(ζM+l ⊠ ζH(d)+l)
)
=
1
dimVd
(
n∏
i=1
ΓF (s+ νi; di + l)
)
fd,ν(ζM ) (M ∈ G(d)).
(5.5)
If −d ∈ Λn,F and −d− l ∈ Λpolyn , we have
g◦l,s
(
f¯d,ν(ζH(−d)), Φ
◦
−d−l(ζM−l ⊠ ζH(−d)−l)
)
=
1
dimV−d
(
n∏
i=1
ΓF (s+ νi; −di − l)
)
f¯d,ν(ζM ) (M ∈ G(−d)).
(5.6)
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Proof. First, we consider the proof of the statement (1). Since the proofs of
(5.3) and (5.4) are similar, here we will prove only (5.3). Assume n > 1 and
d ∈ Λn,F . We define a C-linear map g+ : Vd → I(d, ν) by
g+(ζM ) = g
+
dn,νn
(
fd̂,ν̂(ζH(d̂)),Φ
+
d̂−dn
(ζH(d̂)−dn ⊠ ζM−dn)
)
(M ∈ G(d)).
Then g+ is a Kn-homomorphism because of (3.1). Since HomKn(Vd, I(d, ν)) is
1 dimensional, there is a constant c+ such that g+ = c+fd,ν . Let us calculate
c+. Since (4.12) and (4.16) imply
Φ+
d̂−dn
(ζH(d̂)−dn ⊠ ζH(d)−dn)((h,On−1,1))
=
〈
τd̂−dn(h)ζH(d̂)−dn , ζH(d̂)−dn
〉
e(n−1)(h) (h ∈ Gn−1),
we have
c+ = c+fd,ν(H(d))(1n) = g+(ζH(d))(1n)
=
∫
Gn−1
〈
τd̂−dn(h)ζH(d̂)−dn , ζH(d̂)−dn
〉
e(n−1)(h)
× fd̂,ν̂(ζH(d̂))(h−1)χdn(det h)| deth|
νn+n/2
F dh.
Decomposing h = kua (k ∈ Kn−1, u ∈ Un−1, a ∈ An−1) and applying Schur’s
orthogonality [17, Corollary 1.10] for the integration onKn−1 with the equalities
χdn(deth)fd̂,ν̂(ζH(d̂))(h
−1) = ην̂−ρn−1(a
−1)
〈
τd̂−dn(k)ζH(d̂)−dn , ζH(d̂)−dn
〉
and dimVd̂−dn = dim Vd̂, we have
c+ =
1
dimVd̂
∫
An−1
(∫
Un−1
〈
τd̂−dn(ua)ζH(d̂)−dn , ζH(d̂)−dn
〉
e(n−1)(ua) du
)
× ην̂−ρn−1(a−1)| det a|νn+n/2F da.
By Lemma 5.1 and (2.53), we have
c+ =
1
dimVd̂
n−1∏
i=1
∫ ∞
0
exp(−πcFa2i )a(νn−νi+1)cF+di−dni
2cF dai
ai
=
1
dimVd̂
n−1∏
i=1
ΓF
(
νn − νi + 1; di − dn
)
.
Hence, the equality (5.3) follows from g+ = c+fd,ν .
Next, we consider the proof of the statement (2). Since the proofs of (5.5)
and (5.6) are similar, here we will prove only (5.5). Assume d ∈ Λn,F and
d+ l ∈ Λpolyn . We define a C-linear map g◦ : Vd → I(d, ν) by
g◦(ζM ) = g
◦
l,s
(
fd,ν(ζH(d)), Φd+l(ζM+l ⊠ ζH(d)+l)
)
(M ∈ G(d)).
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Then g◦ is a Kn-homomorphism because of (3.5). Since HomKn(Vd, I(d, ν)) is
1 dimensional, there is a constant c◦ such that g◦ = c◦fd,ν . Let us calculate c◦.
By (4.12), we have
c◦ = c◦fd,ν(H(d))(1n) = g◦(ζH(d))(1n)
=
∫
Gn
fd,ν(ζH(d))(h)
〈
τd+l(h)ζH(d)+l, ζH(d)+l
〉
e(n)(h)
× χl(deth)| deth|s+(n−1)/2F dh.
Decomposing h = auk (a ∈ An, u ∈ Un, k ∈ Kn) and applying Schur’s orthog-
onality [17, Corollary 1.10] for the integration on Kn with the equalities
χl(deth)fd,ν(ζH(d))(h) = ην−ρn(a)
〈
τd+l(k)ζH(d)+l, ζH(d)+l
〉
,
τd+l(h)ζH(d)+l =
∑
M∈G(d)
〈
τd+l(k)ζH(d)+l, ζM+l
〉
τd+l(au)ζM+l
and dimVd+l = dimVd, we have
c◦ =
1
dimVd
∫
An
(∫
Un
〈
τd+l(au)ζH(d)+l, ζH(d)+l
〉
e(n)(au) du
)
× ην−ρn(a)| det a|s+(n−1)/2F da.
By Lemma 5.1 and (2.53), we have
c◦ =
1
dimVd
n∏
i=1
∫ ∞
0
exp(−πcF a2i )a(s+νi)cF+di+li
2cF dai
ai
=
1
dimVd
n∏
i=1
ΓF (s+ νi; di + l).
Hence, the equality (5.5) follows from g◦ = c◦fd,ν .
Corollary 5.3. We use the notation in Lemma 5.2 (1). If d ∈ Λn,F , we have
Wε(fd,ν(ζM ))(g) =
(
dimVd̂
)
χdn(det g)| det g|νn+(n−1)/2F∏n−1
i=1 ΓF (νn − νi + 1; di − dn)
×
∫
Gn−1
(∫
Mn−1,1(F )
Φ+
d̂−dn
(ζH(d̂)−dn ⊠ ζM−dn) ((h, hz) g)ψ−ε(en−1z) dz
)
×Wε(fd̂,ν̂(ζH(d̂)))(h−1)χdn(deth)| det h|
νn+n/2
F dh
for M ∈ G(d) and g ∈ Gn. If −d ∈ Λn,F , we have
Wε(¯fd,ν(ζM ))(g) =
(
dimV−d̂
)
χdn(det g)| det g|νn+(n−1)/2F∏n−1
i=1 ΓF (νn − νi + 1; dn − di)
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×
∫
Gn−1
(∫
Mn−1,1(F )
Φ+
−d̂+dn
(ζH(−d̂)+dn ⊠ ζM+dn) ((h, hz) g)ψ−ε(en−1z) dz
)
×Wε(¯fd̂,ν̂(ζH(−d̂)))(h−1)χdn(det h)| deth|
νn+n/2
F dh,
for M ∈ G(−d) and g ∈ Gn.
Proof. The assertion follows immediately from (3.3) and Lemma 5.2 (1).
Corollary 5.4. Let ν = (ν1, ν2, · · · , νn) ∈ Cn and d = (d1, d2, · · · , dn) ∈ Zn
such that either d ∈ Λn,F or −d ∈ Λn,F holds. We take ΓF (ν; d) as in §2.7.
Then 1/ΓF (ν; d) is nonzero if Πd,ν is irreducible.
Proof. Let us give the proof for the case of d ∈ Λn,F . Let g ∈ Gn. By Corollary
5.3 and the entireness of the right hand side of (3.3), it is easy to show that
Wε(fd,ν(ζH(d)))(g) is the product of 1/ΓF (ν; d) and some entire function of ν
by induction. The irreducibility of Πd,ν implies that there is some g ∈ Gn such
that Wε(fd,ν(ζH(d)))(g) 6= 0. Hence, we have 1/ΓF (ν; d) 6= 0. The proof for the
case of −d ∈ Λn,F is similar.
5.2 Explicit recurrence relations
Let ε ∈ {±1}. Let (Πd,ν , I(d, ν)) and (Πd′,ν′ , I(d′, ν′)) be principal series repre-
sentations of Gn and Gn′ , respectively, with parameters
d = (d1, d2, · · · , dn) ∈ Zn, ν = (ν1, ν2, · · · , νn) ∈ Cn,
d′ = (d′1, d
′
2, · · · , d′n′) ∈ Zn
′
, ν′ = (ν′1, ν
′
2, · · · , ν′n′) ∈ Cn
′
.
Proposition 5.5. Retain the notation. Assume n′ = n > 1, −d′ ∈ Λn,F and
d ∈ Ξ◦(−d′) ∩ Λn,F . Let l = ℓ(d + d′). s ∈ C such that Re(s) is sufficiently
large. Then we have
Z
(
s,Wε(fd,ν(ζH(d))),W−ε(¯fd′,ν′(ζH(−d′))), ϕ
(l)
1,n(ζQ(d+d′))
)
= C
H(−d′)+d′n,Q((0n−1,l))
H(−d̂′)[d]+d′n
C
H(−d′)+d′n,Q(d+d
′)
H(d)+d′n
× dim V−d̂′
dimVd
∏n
i=1 ΓF (s+ νi + ν
′
n; di + d
′
n)∏n−1
i=1 ΓF (ν
′
n − ν′i + 1; d′n − d′i)
× Z(s,Wε(fd,ν(ζH(−d̂′)[d])),W−ε(¯fd̂′,ν̂′(ζH(−d̂′)))).
Proof. Let φ1 = Φ
+
−d̂′+d′n
(ζH(−d̂′)+d′n
⊠ζH(−d′)+d′n) and φ2 = ϕ
(l)
1,n(ζQ(d+d′)). By
Proposition 3.4, we have
Z
(
s, Wε(fd,ν(ζH(d))), W−ε
(
g+d′n,ν′n
(¯fd̂′,ν̂′(ζH(−d̂′)), φ1)
)
, φ2
)
= Z
(
s, Wε
(
g◦d′n,s+ν′n(fd,ν(ζH(d)), φ0)
)
, W−ε(¯fd̂′,ν̂′(ζH(−d̂′)))
)
,
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where φ0(z) = φ1((1n−1, On−1,1)z)φ2(enz) (z ∈ Mn(F )). Since we have
g+d′n,ν′n (¯fd̂′,ν̂′(ζH(−d̂′)), φ1) =
∏n−1
i=1 ΓF (ν
′
n − ν′i + 1; d′n − d′i)
dimV−d̂′
f¯d′,ν′(ζH(−d′))
by (5.4), it suffices to prove the equality
Z
(
s, Wε
(
g◦d′n,s+ν′n(fd,ν(ζH(d)), φ0)
)
, W−ε(¯fd̂′,ν̂′(ζH(−d̂′)))
)
= C
H(−d′)+d′n,Q((0n−1,l))
H(−d̂′)[d]+d′n
C
H(−d′)+d′n,Q(d+d
′)
H(d)+d′n
×
∏n
i=1 ΓF (s+ νi + ν
′
n; di + d
′
n)
dim Vd
× Z(s,Wε(fd,ν(ζH(−d̂′)[d])),W−ε(¯fd̂′,ν̂′(ζH(−d̂′)))).
(5.7)
By Lemma 4.10, we have
g◦d′n,s+ν′n(fd,ν(ζH(d)), φ0)
=
∑
λ′∈Ξ◦(−d′+d′n;l)
∑
N,N ′∈G(λ′)
C
H(−d′)+d′n,Q((0n−1,l))
N C
H(−d′)+d′n,Q(d+d
′)
N ′
× g◦d′n,s+ν′n(fd,ν(ζH(d)),Φ◦λ′(ζN ⊠ ζN ′)).
(5.8)
By (3.6), we note that
v ⊗ ζM 7→ g◦d′n,s+ν′n
(
fd,ν(v), Φ◦λ′(v1 ⊠ ζM+d′n)
)
(g)
defines an element of HomKn(Vd ⊗C Vλ′−d′n ,Ctriv) for λ′ ∈ Ξ◦(−d′ + d′n; l),
v1 ∈ Vλ′ and g ∈ Gn. Hence, by Lemma 4.1, for λ′ ∈ Ξ◦(−d′ + d′n; l) and
N,N ′ ∈ G(λ′), we have
g◦d′n,s+ν′n
(
fd,ν(ζH(d)), Φ
◦
λ′(ζN ⊠ ζN ′)
)
(g) = 0
unless λ′ = d+ d′n and N
′ = H(d) + d′n. By (5.8) and this equality, we have
g◦d′n,s+ν′n(fd,ν(ζH(d)), φ0)
=
∑
N∈G(d+d′n)
C
H(−d′)+d′n,Q((0n−1,l))
N C
H(−d′)+d′n,Q(d+d
′)
H(d)+d′n
× g◦d′n,s+ν′n(fd,ν(ζH(d)),Φ◦d+d′n(ζN ⊠ ζH(d)+d′n)).
(5.9)
By (2.28) and (3.5), we note that
ζM ⊗ v 7→ Z
(
s,Wε
(
g◦d′n,s+ν′n(fd,ν(v1),Φ
◦
d+d′n
(ζM+d′n ⊠ v2))
)
,W−ε(¯fd̂′,ν̂′(v))
)
defines an element of HomKn−1(Vd ⊗C V−d̂′ ,Ctriv) for v1 ∈ Vd and v2 ∈ Vd+d′n .
Hence, by Lemma 4.2, for N ∈ G(d+ d′n), we have
Z
(
s,Wε
(
g◦d′n,s+ν′n(fd,ν(ζH(d)),Φ
◦
d+d′n
(ζN⊠ζH(d)+d′n))
)
,W−ε(¯fd̂′,ν̂′(ζH(−d̂′)))
)
= 0
unless N̂ = H(−d̂′) + d′n. By (5.5), (5.9) and this equality, we obtain (5.7).
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Proposition 5.6. Retain the notation. Assume n′ = n − 1, d ∈ Λn,F and
−d′ ∈ Ξ+(d) ∩ Λn−1,F . Let l = ℓ(d̂+ d′). Then we have
Z
(
s,Wε(fd,ν(ζH(−d′)[d])),W−ε(¯fd′,ν′(ζH(−d′)))
)
= (−ε√−1)l
(
C
H((−d′−dn,0)), Q((d̂+d
′,0))
H(d)−dn
C
H((−d′−dn,0)), Q((0n−1,l))
H(−d′)[d]−dn
)−1
× dim Vd̂
dimV−d′
∏n−1
i=1 ΓF (s+ νn + ν
′
i; −dn − d′i)∏n−1
i=1 ΓF (νn − νi + 1; −dn + di)
× Z(s,Wε(fd̂,ν̂(ζH(d̂))),W−ε(¯fd′,ν′(ζH(−d′))), ϕ(l)1,n−1(ζQ(d̂+d′))).
Proof. Let φ1 = Φ
◦
−d′−dn
(
ζH(−d′)−dn ⊠ ζH(−d′)−dn
)
and φ2 = ϕ
(l)
n−1,1(ζQ(d̂+d′)).
By Proposition 3.5, we have
Z
(
s, Wε
(
g+dn,νn(fd̂,ν̂(ζH(d̂)), φ0)
)
, W−ε(¯fd′,ν′(ζH(−d′)))
)
= Z
(
s, Wε(fd̂,ν̂(ζH(d̂))), W−ε(g
◦
dn,s+νn (¯fd′,ν′(ζH(−d′)), φ1)), Fε(φ2)
)
,
where φ0(z) = φ1(z
t(1n−1, On−1,1))φ2(z
ten) (z ∈Mn−1,n(F )). We have
g◦dn,s+νn (¯fd′,ν′(ζH(−d′)), φ1) =
∏n
i=1 ΓF (s+ νn + ν
′
i; −dn − d′i)
dimV−d′
f¯d′,ν′(ζH(−d′))
by (5.6). Because of these equalities and Lemma 4.12, it suffices to prove
Z
(
s, Wε
(
g+dn,νn(fd̂,ν̂(ζH(d̂)), φ0)
)
, W−ε(¯fd′,ν′(ζH(−d′)))
)
= C
H((−d′−dn,0)), Q((d̂+d
′,0))
H(d)−dn
C
H((−d′−dn,0)), Q((0n−1,l))
H(−d′)[d]−dn
×
∏n−1
i=1 ΓF (νn − νi + 1; −dn + di)
dimVd̂
× Z(s,Wε(fd,ν(ζH(−d′)[d])),W−ε (¯fd′,ν′(ζH(−d′)))).
(5.10)
By Lemma 4.11, we have
g+dn,νn(fd̂,ν̂(ζH(d̂)), φ0)
=
∑
λ′∈Ξ◦(−d′−dn;l)
∑
N∈G((λ′,0);λ′)
N ′∈G((λ′,0))
C
H((−d′−dn,0)),Q((d̂+d
′,0))
N
× CH((−d′−dn,0)),Q((0n−1,l))N ′ g+dn,νn
(
fd̂,ν̂(ζH(d̂)),Φ
+
λ′
(
ζN̂ ⊠ ζN ′)
)
.
(5.11)
By (3.2), we note that
v ⊗ ζM 7→ g+dn,νn
(
fd̂,ν̂(v),Φ
+
λ′
(
ζM−dn ⊠ v1)
)
(g)
defines an element of HomKn−1(Vd̂ ⊗C Vλ′+dn ,Ctriv) for λ′ ∈ Ξ◦(−d′ − dn; l),
v1 ∈ V(λ′,0) and g ∈ Gn. Hence, by Lemma 4.1, for N ∈ G((λ′, 0);λ′), N ′ ∈
G((λ′, 0)) and λ′ ∈ Ξ◦(−d′ − dn; l), we have
g+dn,νn
(
fd̂,ν̂(ζH(d̂)),Φ
+
λ′
(
ζN̂ ⊠ ζN ′)
)
= 0
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unless λ′ = d̂− dn and N̂ = H(d̂)− dn. By (5.11) and this equality, we have
g+dn,νn(fd̂,ν̂(ζH(d̂)), φ0)
=
∑
N ′∈G(d−dn)
C
H((−d′−dn,0)),Q((d̂+d
′,0))
H(d)−dn
C
H((−d′−dn,0)),Q((0n−1,l))
N ′
× g+dn,νn
(
fd̂,ν̂(ζH(d̂)),Φ
+
d̂−dn
(
ζH(d̂)−dn ⊠ ζN ′)
)
.
(5.12)
By (2.28) and (3.1), we note that
ζM ⊗ v 7→ Z
(
s, Wε
(
g+dn,νn(fd̂,ν̂(v1),Φ
+
d̂−dn
(
v2 ⊠ ζM−dn))
)
, W−ε(¯fd′,ν′(v))
)
defines an element of HomKn−1(Vd ⊗C V−d′ ,Ctriv) for v1 ∈ Vd̂ and v2 ∈ Vd̂−dn .
Hence, by Lemma 4.2, for N ′ ∈ G(d− dn), we have
Z
(
s, Wε
(
g+dn,νn(fd̂,ν̂(ζH(d̂)),Φ
+
d̂−dn
(
ζH(d̂)−dn ⊠ ζN ′))
)
, W−ε(¯fd′,ν′(ζH(−d′)))
)
= 0
unless N̂ ′ = H(−d̂′) − dn. By (5.3), (5.12) and this equality, we obtain (5.10).
Theorem 5.7. Retain the notation. Assume d ∈ Λn,F and −d′ ∈ Λn′,F . We
take ΓF (ν; d) and ΓF (ν
′; d′) as in §2.7.
(1) Assume n′ = n and d ∈ Ξ◦(−d′). Let l = ℓ(d+ d′). Then we have
Z
(
s,Wε(fd,ν(ζH(d))),W−ε(¯fd′,ν′(ζH(−d′))), ϕ
(l)
1,n(ζQ(d+d′))
)
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)
√
b(d+ d′)C◦(d;−d′)L(s,Πd,ν ×Πd′,ν′)
(dimVd)ΓF (ν; d)ΓF (ν′; d′)
.
(2) Assume n′ = n− 1 and −d′ ∈ Ξ+(d). Then we have
Z
(
s,Wε(fd,ν(ζH(−d′)[d])),W−ε(¯fd′,ν′(ζH(−d′)))
)
=
(−ε√−1)
∑n−1
i=1
(n−i)(di+d
′
i)L(s,Πd,ν ×Πd′,ν′)
(dim V−d′)
√
r(H(−d′)[d])ΓF (ν; d)ΓF (ν′; d′)
.
Here r(H(−d′)[d]) is defined by (2.16).
Proof. Let us prove the statement (1) by induction with respect to n. First, we
consider the case of n = 1. Since
Wε
(
fd1,ν1(ζd1)
)
(ak) = aν1cF kd1 , W−ε
(
f¯d′1,ν′1(ζ−d′1)
)
(ak) = aν
′
1cF kd
′
1 ,
ϕ
(d1+d
′
1)
1,1 (ζd1+d′1)(ak) = (ak)
d1+d
′
1 exp(−πcFa2)
for a ∈ A1 = R×+ and k ∈ K1, we have
Z
(
s,Wε
(
fd1,ν1(ζd1)
)
,W−ε
(
f¯d′
1
,ν′
1
(ζ−d′
1
)
)
, ϕ
(d1+d
′
1)
1,1 (ζd1+d′1)
)
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=(∫ ∞
0
exp(−πcF a2)a(s+ν1+ν
′
1)cF+d1+d
′
1
2cF da
a
)(∫
K1
dk
)
= ΓF (s+ ν1 + ν
′
1; d1 + d
′
1) = L(s,Πd1,ν1 ×Πd′1,ν′1).
Here the second equality follows from (2.53). Next, we consider the case of
n ≥ 2. Let q = ℓ(d̂+ d̂′). By Propositions 5.5 and 5.6, we have
Z
(
s,Wε(fd,ν(ζH(d))),W−ε(¯fd′,ν′(ζH(−d′))), ϕ
(l)
1,n(ζQ(d+d′))
)
= (−ε√−1)q
C
H(−d′)+d′n,Q(d+d
′)
H(d)+d′n
C
H((−d̂′−dn,0)), Q((d̂+d̂′,0))
H(d)−dn
C
H(−d′)+d′n,Q((0n−1,l))
H(−d̂′)[d]+d′n
C
H((−d̂′−dn,0)), Q((0n−1,q))
H(−d̂′)[d]−dn
× dimVd̂
dimVd
∏n
i=1 ΓF (s+ νi + ν
′
n; di + d
′
n)∏n−1
i=1 ΓF (ν
′
n − ν′i + 1; d′n − d′i)
∏n−1
i=1 ΓF (s+ νn + ν
′
i; −dn − d′i)∏n−1
i=1 ΓF (νn − νi + 1; −dn + di)
× Z(s,Wε(fd̂,ν̂)(ζH(d̂))),W−ε(¯fd̂′,ν̂′(ζH(−d̂′))), ϕ(q)1,n−1(ζQ(d̂+d̂′))).
Moreover, by (4.5), we have
C
H(−d′)+d′n,Q(d+d
′)
H(d)+d′n
C
H((−d̂′−dn,0)), Q((d̂+d̂′,0))
H(d)−dn
C
H(−d′)+d′n,Q((0n−1,l))
H(−d̂′)[d]+d′n
C
H((−d̂′−dn,0)),Q((0n−1,q))
H(−d̂′)[d]−dn
=
√
l!
q!(dn + d′n)!
n−1∏
h=1
(dh − dn − h+ n)!(−d′h + d′n − h+ n− 1)!
(dh + d′n − h+ n)!(−d′h − dn − h+ n− 1)!
.
By the above equalities and the induction hypothesis, we obtain the formula in
the statement (1).
The statement (2) follows from (4.5), Proposition 5.6, the statement (1) and
1√
r(H(µ)[λ])
=
√√√√ ∏
1≤i≤j≤n−1
(µi − µj − i+ j)!(λi − λj+1 − i+ j)!
(λi − µj − i+ j)!(µi − λj+1 − i+ j)!
for λ = (λ1, λ2, · · · , λn) ∈ Λn and µ = (µ1, µ2, · · · , µn−1) ∈ Ξ+(λ).
Proof of Theorem 2.5. The equality (2.30) follows from Theorem 5.7 (2). Since
(2.29) is an element of HomKn−1(Vd ⊗C V−d′ ,Ctriv), we completes the proof by
Lemma 4.2.
Proof of Theorem 2.9 (2). The equality (2.50) follows from Theorem 5.7 (1).
Since (2.48) is an element of HomKn(Vd ⊗C V−d′ ⊗C V(−l,0n−1),Ctriv), we com-
pletes the proof by Lemma 4.3.
Similar to Propositions 5.5 and 5.6, we obtain the following propositions.
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Proposition 5.8. Retain the notation. Assume n′ = n > 1, d′ ∈ Λn,F and
−d ∈ Ξ◦(d′) ∩ Λn,F . Let l = ℓ(−d− d′). Then we have
Z
(
s,Wε(¯fd,ν(ζH(−d))),W−ε(fd′,ν′(ζH(d′))), ϕ
(l)
1,n(ζQ(−d−d′))
)
= C
H(d′)−d′n,Q((0n−1,l))
H(d̂′)[−d]−d′n
C
H(d′)−d′n,Q(d+d
′)
H(−d)−d′n
× dimVd̂′
dimV−d
∏n
i=1 ΓF (s+ νi + ν
′
n; −di − d′n)∏n−1
i=1 ΓF (ν
′
n − ν′i + 1; −d′n + d′i)
× Z(s,Wε(¯fd,ν(ζH(d̂′)[−d])),W−ε(fd̂′,ν̂′(ζH(d̂′)))).
Proposition 5.9. Retain the notation. Assume n′ = n − 1, −d ∈ Λn,F and
d′ ∈ Ξ+(−d) ∩ Λn−1,F . Let l = ℓ(−d̂− d′). Then we have
Z
(
s,Wε(¯fd,ν(ζH(d′)[−d])),W−ε(fd′,ν′(ζH(d′)))
)
= (−ε√−1)l
(
C
H((d′+dn,0)),Q((−d̂−d
′,0))
H(−d)+dn
C
H((d′+dn,0)),Q((0n−1,l))
H(d′)[−d]+dn
)−1
× dim V−d̂
dimVd′
∏n−1
i=1 ΓF (s+ νn + ν
′
i; dn + d
′
i)∏n−1
i=1 ΓF (νn − νi + 1; dn − di)
× Z(s,Wε(¯fd̂,ν̂(ζH(−d̂))),W−ε(fd′,ν′(ζH(d′))), ϕ(l)1,n−1(ζQ(−d̂−d′))).
Similar to Theorem 5.7, we obtain the following theorem using Propositions
5.8 and 5.9.
Theorem 5.10. Retain the notation. Assume −d ∈ Λn,F and d′ ∈ Λn′,F . We
take ΓF (ν; d) and ΓF (ν
′; d′) as in §2.7.
(1) Assume n′ = n and −d ∈ Ξ◦(d′). Let l = ℓ(−d− d′). Then we have
Z
(
s,Wε(¯fd,ν(ζH(−d))),W−ε(fd′,ν′(ζH(d′))), ϕ
(l)
1,n(ζQ(−d−d′))
)
=
(ε
√−1)
∑n−1
i=1
(n−i)(di+d
′
i)
√
b(−d− d′)C◦(−d; d′)L(s,Πd,ν ×Πd′,ν′)
(dimV−d)ΓF (ν; d)ΓF (ν′; d′)
.
(2) Assume n′ = n− 1 and d′ ∈ Ξ+(−d). Then we have
Z
(
s,Wε(¯fd,ν(ζH(d′)[−d])),W−ε(fd′,ν′(ζH(d′)))
)
=
(ε
√−1)
∑n−1
i=1
(n−i)(di+d
′
i)L(s,Πd,ν ×Πd′,ν′)
(dim Vd′)
√
r(H(d′)[−d])ΓF (ν; d)ΓF (ν′; d′)
.
Proof of Theorem 2.9 (1). The equality (2.49) follows from Theorem 5.10 (1)
and (2.45). Since (2.47) is an element of HomKn(Vd⊗C V−d′ ⊗C V(l,0n−1),Ctriv),
we completes the proof by Lemma 4.3 and the properties of complex conjugate
representations in §2.6.
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A Explicit formulas of Whittaker functions
In this appendix, we consider the explicit formulas of the radial parts of Whit-
taker functions on Gn. Let ε ∈ {±1}, d = (d1, d2, · · · , dn) ∈ Zn, and ν =
(ν1, ν2, · · · , νn) ∈ Cn. Assume that either d ∈ Λn,F or −d ∈ Λn,F holds. We set
W˜
(ε)
d,ν (a) =
{
η−ρn(a)Wε(fd,ν(ξH(d)))(a) if d ∈ Λn,F ,
η−ρn(a)Wε(¯fd,ν(ξH(−d)))(a) if −d ∈ Λn,F
(a ∈ An).
Then we have the following theorem, which is the generalization of the explicit
formulas [9, Theorem 14] of spherical Whittaker functions on GL(n,R).
Theorem A.1. Retain the notation, and we assume n > 1. We take d̂ and ν̂
as in §3.1. Let a = diag(a1, a2, · · · , an) ∈ An. Then we have
W˜
(ε)
d,ν (a) =
∏n
i=1 a
νncF+|di−dn|
i∏n−1
i=1 ΓF (νn − νi + 1; |di − dn|)
×
∫
(R×
+
)n−1
W˜
(ε)
d̂,ν̂
(t)
n−1∏
i=1
exp
(
−πcF
(
t2i
a2i+1
+
a2i
t2i
))
t
−νncF−|di−dn|
i
2cF dti
ti
with t = diag(t1, t2, · · · , tn−1) ∈ An−1.
Proof. We will prove here only the case of d ∈ Λn,F , since the proof for the case
of −d ∈ Λn,F is similar. By Lemmas 4.7 and 4.8, we have
Φ+
d̂−dn
(ζH(d̂)−dn ⊠ ζH(d)−dn)((h, hz)a)
=
(
n−1∏
i=1
adi−dni
)〈
τd̂−dn(h)ζH(d̂)−dn , ζH(d̂)−dn
〉
e(n−1,n)((h, hz)a)
for h ∈ Gn−1 and z ∈Mn−1,1(F ). Hence, by Corollary 5.3, we have
W˜
(ε)
d,ν (a) = η−ρn(a)Wε(fd,ν(ζH(d)))(a)
=
(
dim Vd̂
)∏n
i=1 a
(νn+i−1)cF+di−dn
i∏n−1
i=1 ΓF (νn − νi + 1; di − dn)
×
∫
Gn−1
(∫
Mn−1,1(F )
e(n−1,n)((h, hz)a)ψ−ε(en−1z) dz
)
Wε(fd̂,ν̂(ζH(d̂)))(h
−1)
× 〈τd̂−dn(h)ζH(d̂)−dn , ζH(d̂)−dn〉χdn(deth)| deth|νn+n/2F dh.
Decomposing h−1 = xtk (x ∈ Nn−1, t = diag(t1, t2, · · · , tn−1) ∈ An−1, k ∈
Kn−1) and applying Schur’s orthogonality [17, Corollary 1.10] for the integration
on Kn−1 together with the equalities〈
τd̂−dn(h)ζH(d̂)−dn , ζH(d̂)−dn
〉
χdn(det h)
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=(
n−1∏
i=1
t−di+dni
)〈
τd̂(k)ζH(d̂), ζH(d̂)
〉
(by Lemma 5.1)
and
Wε(fd̂,ν̂(ζH(d̂)))(h
−1) = ψε,n−1(x)Wε(fd̂,ν̂(τd̂(k)ζH(d̂)))(t)
=
∑
M∈G(d̂)
〈τd̂(k)ζH(d̂), ζM 〉 ψε,n−1(x)Wε(fd̂,ν̂(ζM ))(t),
we have
W˜
(ε)
d,ν (a) =
∏n
i=1 a
(νn+i−1)cF+di−dn
i∏n−1
i=1 ΓF (νn − νi + 1; di − dn)
×
∫
(R×
+
)n−1
(∫
Nn−1
∫
Mn−1,1(F )
e(n−1,n)((t
−1x−1, t−1x−1z)a)ψε,n−1(x)
× ψ−ε(en−1z) dz dx
)
W˜
(ε)
d̂,ν̂
(t)
n−1∏
i=1
t
−(νn+n−i)cF−di+dn
i
2cF dti
ti
.
Let us consider the integral∫
Nn−1
∫
Mn−1,1(F )
e(n−1,n)((t
−1x−1, t−1x−1z)a)ψε,n−1(x)ψ−ε(en−1z) dz dx.
Substituting
(
x−1 x−1z
O1,n−1 1
)
→ x, this integral becomes
∫
Nn
e(n−1,n)((1n−1, On−1,1)ιn(t
−1)xa)ψ−ε,n(x) dx. (A.1)
By the elementary formula (4.19) and the equality
e(n−1,n)((1n−1, On−1,1) ιn(t
−1)xa)
=
n−1∏
i=1
exp(−πcF t−2i a2i )
n∏
j=i+1
exp(−πcF t−2i a2jxi,jxi,j),
we know that (A.1) is equal to
n−1∏
i=1
exp
(
−πcF
(
t2i
a2i+1
+
a2i
t2i
))
t
(n−i)cF
i a
−icF
i+1 .
Therefore, we obtain the assertion.
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