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Abstract
Digital filter plays a vital part in digital signal processing field. It has been used in control
systems, aerospace, telecommunications, medical applications, speech processing and so
on. Digital filters can be divided into infinite impulse response filter (IIF) and finite impulse
response filter (FIR). The advantage of FIR is that it can be linear phase using symmetric
or anti-symmetry coefficients. Besides traditional methods like windowing function and
frequency sampling, optimization methods can be used to design FIR filters. A common
method for FIR filter design is to use the Parks-McClellan algorithm. Meanwhile,
evolutional algorithm such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO)
[2], and Differential Evolution (DE) have shown successes in solving multi-parameters
optimization problems.
This thesis reports a comparison work on the use of PSO, DE, and two modified DE
algorithms from [18] and [19] for designing six types of linear phase FIR filters, consisting
of type1 lowpass, highpass, bandpass, and bandstop filters, and type2 lowpass and bandpass
filters. Although PSO has been applied in this field for some years, the results of some of
the designs, especially for high-dimensional filters, are not good enough when comparing
with those of the Parks-McClellan algorithm. DE algorithms use parallel search techniques
to explore optimal solutions in a global range. What’s more, when facing higher
dimensional filter design problems, through combining the knowledge acquired during the
searching process, the DE algorithm shows obvious advantage in both frequency response
and computational time.
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Chapter 1 Introduction to Linear Phase Digital FIR
Filter Design
1.1 Introduction
A digital filter is a system that alters an incoming signal in the desired way to extract useful
information and discard undesirable components. Digital filters are used pervasively in
wide ranging products. Digital filter plays a vital part in digital signal processing field. It is
used in control systems, aerospace, telecommunications, medical applications, speech
processing and so on. Comparing with analog filters, digital filters have various advantages
like:


Digital filters do not suffer from components tolerances, and their response is invariant
to temperature and time.



Digital filters can be programmed easily on digital hardware



Digital filters are insensitive to electrical noise to a great extent



Digital filters are very versatile in the desired responses they can produce

Normally, it is divided into infinite impulse response filter (IIF) and finite impulse response
filter (FIR). The advantage of FIR is that it can complete linear phase while satisfying the
condition of symmetric coefficients. Except for tradition ways like windowing function and
frequency sampling, researchers have supplied many optimization methods to design FIR
filters.
This section will introduce the digital FIR filter design problem and the concepts associated.
The specification of the digital filter design based on DE optimization problem and the
solution techniques will also be discussed. Lastly, the implementation of digital FIR filters
will be presented.

1.2 FIR digital filter
FIR is short for finite impulse response and is also called feedforward or non-recursive, or
transversal filter. This kind of digital filter exhibits a finite duration impulse response. For
a FIR filter whose impulse response of length 𝑁=𝑅+1, R being the order, is given by 𝐡=
[ℎ0 ℎ1 ℎ2 …ℎ𝑁−1 ]𝑇 .
Consider a FIR filter of length M (M=R-1). Its efficient can obtain the impulse response,
with 𝑥(𝑛) = 𝛿(𝑛).
𝑀−1

ℎ(𝑛) = ∑ 𝑏𝑘 𝛿(𝑛 − 𝑘) = 𝑏𝑛

(1.1)

𝑘=0

1

Note that FIR filters only have zeros (no poles), so that it is also known as all-zero filters.
[4]
The transfer function or the z-transform can be written as equation (1.2).
𝑁

(1.2)

𝑐(𝑛)𝑧 −𝑛

𝐻(z) = 𝐶(𝑧) = ∑

𝑛=0

Where 𝐶(𝑧) denotes a polynomial written in ascending powers of𝑧 −1 . The coefficients
𝑐(𝑛) for 𝑛 ≥ 0 represent the impulse response values of the FIR digital filter. By
substituting 𝑧 = 𝑒 𝑗𝑤𝑇 into equation (1.1), the frequency response of a FIR digital filter can
be transferred as
𝑁

𝐻(𝑤) = ∑

𝑁

𝑐(𝑛)cos𝑛𝑤𝑇 − 𝑗 ∑

𝑛=0

𝑐(𝑛)sin𝑛𝑤𝑇 = |𝐻(𝑤)|𝑒 𝜃(𝑤)

(1.3)

𝑛=0

|𝐻(𝑤)| is the magnitude response and 𝜃(𝑤) is the filter’s phase response.
2

𝑁

|𝐻(𝑤)| = {[∑

𝑐(𝑛)cos𝑛𝑤𝑇] + [∑

𝑛=0

2 1/2

𝑁

𝑐(𝑛)sin𝑛𝑤𝑇] }

(1.4)

𝑛=0

𝜃(𝑤) = −tan

−1

∑𝑁
𝑛=0 𝑐(𝑛)sin𝑛𝑤𝑇
[ 𝑁
]
∑𝑛=0 𝑐(𝑛)cos𝑛𝑤𝑇

(1.5)

The group delay 𝜏(𝑤) of filter is defined as is defined in equation (1.6)
𝜏(𝑤) = −

𝜕𝜃(𝑤)
𝜕𝑤𝑇

(1.6)

1.3 Symmetric Filters
Due to the symmetric characteristic of the linear phase filters, the first and last coefficients,
the second and next to last can be rearranged to calculate the frequency response of the
direct form FIR filter in this way:
𝑀

𝐻(exp(𝑗Ω)) = ∑ 𝑏𝑘 exp(−𝑗𝑘Ω)
𝑘=0

(1.7)

= 𝑏0 exp(−𝑗0) + 𝑏𝑀 exp(−𝑗𝑀Ω) + 𝑏1 exp(−𝑗Ω)
+ 𝑏𝑀−1 exp(−𝑗(𝑀 − 1)Ω)
And then taking out a common factor exp(−𝑗𝑀Ω/2)

2

𝐻(exp(𝑗Ω)) = exp(−𝑗𝑀Ω/2)
× {𝑏0 exp(𝑗𝑀Ω/2) + 𝑏𝑀 exp(−𝑗𝑀Ω/2)
+ 𝑏1 exp(−𝑗(𝑀 − 2)Ω/2) + 𝑏𝑀−1 exp(−𝑗(𝑀 − 1)Ω/2) + ⋯ }

(1.8)

If the filter length 𝑀 + 1 is odd, then the final term in the brackets is the only term of the
middle one𝑏𝑀/2 , which is the center coefficient of the designed filter.
Symmetric impulse response
Assuming the coefficients𝑏0 = 𝑏𝑀 , 𝑏1 = 𝑏𝑀−1 , etc. And exp(𝑗𝜃) + exp(−𝑗𝜃) = 2cos(𝜃),
then the frequency response should be
𝐻(exp(𝑗Ω)) = exp(−𝑗𝑀Ω/2)
× {𝑏0 cos(𝑀Ω/2) + 𝑏1 cos((𝑀 − 2)Ω/2) + ⋯ }

(1.9)

We could notice the equation above is a purely real function multiplied by a linear phase
term. Therefore the response has linear phase, and the delay is 𝑀/2, which is the half of
the filter length.

1.4 Linear phrase filters
The ability to have an exactly linear phase is one of the most important duties of FIR filter
design.
Generally, a filter is not a linear phase, unless it satisfies the following condition.
ℎ(𝑛) = ±ℎ(𝑀 − 1 − 𝑛),𝑛 = 0,1, … , 𝑀 − 1

(1.10)

The following are four types of linear phase filters
Type 1 - M odd and even symmetry: the impulse response is ℎ(𝑛),
ℎ(𝑛) = ℎ(𝑀 − 1 − 𝑛)
The transfer function can be represented as

𝐻(𝑤) =

𝑗𝑤(𝑀−1)
𝑀
𝑒− 2
(ℎ (

(𝑀−3)/2

−1
𝑀−1
− 𝑛)𝑤𝑇)
) + 2 ∑ ℎ(𝑛)cos(
2
2

(1.11)

𝑛=0

Type 2 - M even and even symmetry: the impulse response is ℎ(𝑛),
ℎ(𝑛) = ℎ(𝑀 − 1 − 𝑛)
The transfer function can be represented as
3

𝑗𝑤(𝑀−1)𝑇
2
2

𝐻(𝑤) = 𝑒 −

𝑀
2 −1

∑ ℎ(𝑛)cos (
𝑛=0

𝑀−1
− 𝑛) 𝑤𝑇
2

(1.12)

Type 3- M odd and odd symmetry: the impulse response is ℎ(𝑛),
ℎ(𝑛) = −ℎ(𝑀 − 1 − 𝑛)
The transfer function can be represented as
(𝑀−3)/2

𝐻(𝑤) = 𝑗𝑒

−𝑗[

𝑤(𝑀−1)
]
2
(2

𝑀−1
− 𝑛) 𝑤𝑇)
2

∑ ℎ(𝑛)sin(
𝑛=0

(1.13)

Type 4 – M odd and even symmetry: the impulse response is ℎ(𝑛)
ℎ(𝑛) = −ℎ(𝑀 − 1 − 𝑛)
The transfer function can be represented as
(𝑀−1)/2

𝐻(𝑤) = 𝑗𝑒

−𝑗[

𝑤𝑇(𝑀−1)
]
2
2

∑ ℎ(𝑛)sin (
𝑛=0

𝑀−1
− 𝑛) 𝑤𝑇
2

(1.14)

This paper concentrates mainly on Types 1 and 2. These filter types are used for
conventional filtering applications. In both of the two types, the group delay is 𝜏(𝜔) =
𝑀−1

𝜕[−( 2 )𝑤𝑇]
𝜕𝑤𝑇

= 𝑁/2, which is only decided by the frequency 𝜔. Types of the remaining two

filters have an additional 90-degree phase shift so that they are more suitable for designing
filters like differentiators and Hilbert transformers.

1.5 Digital FIR filter design
Digital filter design usually involves the following basic steps:
1. Determine the desired response or a set of desired responses (In this paper we only design
a FIR filter with desired magnitude response, the phase is only connected with the type of
the designed filter).
2. Use a type of filter for approximating the desired response (e.g., linear phase FIR filter).
3. Establish a criterion of “satisfying” for the desired result of a filter in the selected solution
compared to the desired response.
4. Propose and improve a method to find the ideal filter.
5. Synthesize the algorithm with suitable computing equipment.
4

6. Compare and analyze the filter performance.
All the four types of linear FIR filters can be achieved by using the properties of their
coefficients symmetry. Usually, digital filters design involves the four main steps:
approximation, realization, quantisation consideration and implementation. By using
software simulating, the proper specifications such as amplitude response and phase
properties can be completed [4].

H(w)

wp

w

Fig. 1.1 Ideal lowpass digital FIR filter

Fig. 1.2 Actual lowpass FIR filter
To design a digital FIR filter, we need to formulate the filter coefficient vector 𝒄 from the
transfer functions a filter. Besides, cost function like weighted least-squares (WLS) and
minimax (MM) are also used to optimize the question.
General FIR digital filters
The transfer function of a general Nth-order FIR digital filter can be expressed as

5

𝑁

ℎ𝑛 𝑧 −𝑛 = 𝒄𝑇 𝒛(𝑧)

𝐻(𝑧) = ∑

(1.15)

𝑛=0

𝒄 = [ℎ0 , ℎ1 , ℎ2 , … , ℎ𝑁 ]𝑇

(1.16)

𝒛(𝑧) = [1, 𝑧 −1 , 𝑧 −2 , … , 𝑧 −𝑁 ]𝑇

(1.17)

The vector 𝒄 in equation (1.16) denotes a filter coefficient vector of dimension (N+1)×1.
Using 𝑒 𝑗𝑤 to replace 𝑧 in (1.15), the frequency response of the general Nth-order FIR
digital filter can be expressed as
𝑁

𝐻(𝑤) = ∑

ℎ𝑛 𝑒 −𝑗𝑤𝑛  = 𝒄𝑇 𝒛(𝑤)

(1.18)

𝑛=0

𝑧(𝑤) = [1, 𝑒,−𝑗𝑤 , 𝑒,−𝑗2𝑤 , … , 𝑒,−𝑗𝑁𝑤 ]𝑇

(1.19)

A FIR digital filter can be specified by the following parameters: the order of the filter,
passband cutoff frequency, stopband cutoff frequency, passband and stopband ripple error.
Like the Parks-Macllenan method, it uses freqz.m [5] to optimize the digital filter
coefficients.
The optimization is aiming to reduce the ripple error of the passband and stopband while
keeping a sharp transition band, which can be expressed as
minimize:δ

(1.20)

subjectto𝑒(𝒄) ≤ 𝛿

(1.21)

An ideal lowpass FIR digital owing an ideal response specification.
10 ≤ 𝑤 ≤ 𝑤𝑝
𝐻(𝑤) = {
0𝑤𝑠 ≤ 𝑤 ≤ 1

(1.22)

To achieve a minimum value ofδ, which is defined as
𝛿 = 𝑊(𝑤)|(𝐻(𝑤) − 𝐷(𝑤))|

(1.23)

Where 𝑊(𝑤), the weighting function can be expressed as
10 ≤ 𝑤 ≤ 𝑤𝑝
𝑊(𝑤) = {0𝑤𝑝 ≤ 𝑤 ≤ 𝑤𝑠
1𝑤𝑠 ≤ 𝑤 ≤ 1

(1.24)
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1.6 Problem Formulation
An Nth-order non-recursive digital FIR filter can be represented by the transfer function
𝑁

𝐻(𝑧) = ∑

ℎ𝑛 𝑧 −𝑛 = 𝒄𝑇 𝒛(𝑧)

(1.25)

𝑛=0

Where 𝒄𝑇 is real coefficients vector. N is the total number of filter coefficients. N-1 is its
order. For optimization problem, the coefficients vector is
𝒄𝑇 = [𝑐1 𝑐2 … 𝑐𝑁 ]

(1.26)

The frequency response can be gained by substituting 𝑧 = 𝑒 𝑗𝑇𝑤 , where 𝑇 is the sampling
period in seconds and 𝑤 is the frequency.
For the design of a linear-phase FIR digital filter, assume 𝛺 = 𝑤𝑖 , 1 ≤ 𝑖 ≤ 𝑀, be the group
of frequencies to evaluate the frequency response. Therefore, the error at each sample point
in 𝑤𝑖 is represented as
𝑒𝑖 = 𝐻𝑑 (𝑤𝑖 ) − 𝐻(𝑤𝑖 )

(1.27)

Where 𝐻𝑑 (𝑤𝑖 ) is the ideal digital filter frequency response and 𝐻(𝑤𝑖 ) represents the
actual frequency response of the designed filter. Because we only design symmetric FIR
filter, the group delay is constant as defined as
𝜏=

𝑁
2

(1.28)

1.7 Coefficients initializing method
As for the coefficients of digital FIR filter have a specific property as shown in Fig. 1.3, an
exponential function to approximate them could improve the optimizing efficiency. In this
experiment, use an exponential function to initialize the coefficients. As we can find the
coefficients of a FIR filter is symmetric, normally it is like the following trend.

7

Fig. 1.3 Linear phase FIR filter coefficients initializing method
Experiment results show this can improve the convergence of optimizing progress.
(1.29)

𝑦 = exp(𝑥)
In this way, the convergence velocity becomes much faster than regular method.

1.8 Approximation Criteria
Minimax error designs
Minimax error function is defined as equation (1.30). It searches for the maximum peak
ripple throughout a discrete frequency domain by subtracting the magnitude response of
the ideal FIR filter to designed filter.
error = max{|𝐻𝑑 (𝑒 𝑗𝜔 )| − |𝐷(𝜔)|}

(1.30)

Where 𝐷(𝜔) is the magnitude of the ideal filter, and 𝐻(𝑒 𝑗𝑤𝑖 ) is the magnitude of the
designed filter. M is the number of frequency interval.
Least-Squared Error Designs.
Here, this error is defined as
𝑝

𝐸𝑝 = ∫ [𝑊(𝜔)[|𝐻𝑑 (𝑒 𝑗𝜔 )| − 𝐷(𝜔)]] 𝑑𝜔

(1.31)

𝑋

Where 𝑝 is a positive even integer. For FIR filter, due to there are direct efficient algorithms
which can approach the error in the minimax sense, the error design is of little practical
except for in the case of 𝑝 = 2, 𝐸2 is found very effective. In this case, the error to be
minimized is
8

2

𝐸2 = ∫ [𝑊(𝜔)[|𝐻𝑑 (𝑒 𝑗𝜔 )| − 𝐷(𝜔)]] 𝑑𝜔

(1.32)

𝑋

1.9 Fitness function
As mentioned before, the error norm is used as the fitness function in our experiment.
Therefore, the problem is transferred to optimize the coefficients by minimizing the error
norms, i.e. error function.
Passband/stopband ripples
Passband/ stopband ripples are often expressed in dB,
Passband ripple = 20𝑙𝑜𝑔10 (1 + 𝛿𝑝 ) dB,
Minimum stopband attenuation=-20𝑙𝑜𝑔10 (𝛿𝑝 ) Db

1.10 Conclusion
This section introduces the basic knowledge on digital FIR filter design and concepts
associated. The four types of symmetric digital filters are most commonly applied in this
field, and some relevant methods are also explored. Coefficients optimization is the main
and high-effective aspect by which specifications can be satisfied. Also, the cost function
is introduced here. Minimax design technique is easy to complete, and the results obtained
is superior as compared to other methods.
There are many ways to design Digital FIR filters, such as windowing functions, frequency
sampling method, and non-linear optimization algorithm method. Evolving algorithms
have been proved to be meaning in the application of digital FIR filter design. And the
following part will introduce the two of them PSO and DE to design some filters and give
analysis.
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Chapter 2 Linear Phase Digital FIR Filter Design Using
PSO Algorithm
2.1. Particle Swarm Optimization
Currently, there are many approaches to FIR filter design, such as window functions,
frequency sampling method and best uniform approximation. These methods are all based
on the approximation to frequency characteristics of ideal FIR filters. Researchers recently
have proposed Simulated Annealing Approach (SA) [6] and Genetic Algorithms (GA) [7].
As we know, GA is difficult to realize due to the complexity of coding and SA costs too
much computation. PSO is a random search algorithm and has been successfully applied to
many real-world problems.
PSO algorithm is one of the population-based stochastic algorithms for searching optimal
solutions which is based on social-psychological principles. Unlike DE algorithm, it does
not use selection strategy, typically, all population individuals survive from the beginning
and update until the end. During that process, the quality of individuals can be improved
by their interactions over time [8].
PSO was first presented in 1995 by James Kennedy and Russell C. Eberhart. PSO simulates
a kind of social optimization in the animal swarm like ant group or fish schooling. Such a
problem is given, and respondent methods to evaluate a proposed solution to it are in the
form of a fitness function. Like the behavior in the group such as communication structure
or social network are also defined, and neighbors can interact with the other particles. Then
a population of individuals defined randomly at the problem solutions is initialized. These
are candidate solutions exit in the objective space. These candidate solutions will be
updated during the iterative process. The fitness of the candidate solutions and their
positions are also remembered, and they are all available to their neighbors. It is convenient
to choose a better candidate in each population.
Usually, a vector of D dimensions is randomly initialized in a specified space, is
conceptualized as a point in a high-dimensional Cartesian coordinate system [8]. These
points which are called particles can move around in the space. They often operate
simultaneously and have the ability to convergence towards one direction within the
searching space like animals behaviors, so that they are referred to as particle swarm.
Comparing to Jehad I. Ababneh [23], we designed some more complex and higher
dimensional linear phase digital FIR filters in this chapter.
PSO has proved itself very useful in multivariable problems where all variables are
numerical values. It links to Artificial Intelligence generally and with bird flocks, fish
schools and swarm theory particularly are effective. On the other hand, PSO also combines
with Evolutionary Computation which is evolved from Genetic Algorithm. Normally,
particles move in a Euclidean problem space. Each particle follows its neighbors for
10

searching a better way to find the food. [9]
PSO learns the knowledge itself from the iteration progress and solves the optimization
problem. All the particles have fitness values which are calculated by the fitness function
for optimization and have velocities to direct their step towards the objective solutions.

Define the solution
space, fitness function,
and population size

Initialize positoin x,
velocity v, local best and
global best
For every pariticle do

Next
iteration

No

Update velocity v

Next particle

Update position x

If fitness(x)<fitness(gbest),
gbest=current x

Recalculate fitness
values

If fitness(x)<fitness(pbest),
Pbest=current x

Iteration condition
meet?
Yes
Optimal solution
Fig. 2.1 Flow chart of the PSO algorithm

The initial populations as a vector are generated as some random values in the specified
domain and then change for improvement by iterations. In each iteration, the particle
updates itself by following two ‘best’ values. The first one is the optimal solution that the
particle with the best fitness in this generation. This solution is called the local best. The
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other optimal solution is called the global optima which is the particle achieved the best
fitness of all the population until now.
Normally, there are two characteristics which are used to represent the particle in the swarm:
1. The current position
2. The current velocity
The populations updated themselves according to the change of their position and velocity.
These two vectors can be calculated by the following equations:
𝑣𝑖𝑘+1 = 𝑤𝑣𝑖𝑘 + 𝑐1 𝑟1 (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑠𝑖𝑘 ) + 𝑐2 𝑟2 (𝑔𝑏𝑒𝑠𝑡 − 𝑠𝑖𝑘 )

(2.1)

𝑠𝑖𝑘+1 = 𝑠𝑖𝑘 + 𝑣𝑖𝑘+1

(2.2)

𝑣𝑖𝑘 is the current velocity of 𝑖 at iteration 𝑘, 𝑠𝑖𝑘 is the current position of 𝑖 at iteration 𝑘. 𝑐1
and 𝑐2 are two positive constants and 𝑟1 and 𝑟2 are random numbers between [0, 1].
The velocity value is limited to the range of [-𝑉𝑚𝑎𝑥,𝑉𝑚𝑎𝑥].
The velocities of particles on each generation are constrained to a maximum. If a random
acceleration makes the velocity on that iteration go beyond the maximum velocity, then the
velocity on that generation is set to 𝑉𝑚𝑎𝑥. On the other side, if the reduction is less than 𝑉𝑚𝑎𝑥, then it will be set to −𝑉𝑚𝑎𝑥. In this way, an unacceptable information lost will be
forbidden during the mutation process.
The algorithm evaluates the particles vector in each generation in the fitness value 𝑓(𝑥)
and compares the result to the best vector which is called 𝑝𝑏𝑒𝑠𝑡𝑖 attained until now. If the
current result is better than 𝑝𝑏𝑒𝑠𝑡𝑖 so far, the vector 𝑝𝑖 is updated with the current position
𝑠𝑖 , and the previous best function result 𝑝𝑏𝑒𝑠𝑡𝑖 is updated with the current result.
The particles are always updated along with iterations within the region centered on the
centroid of the current best 𝑝𝑏𝑒𝑠𝑡𝑖 and 𝑔𝑏𝑒𝑠𝑡𝑖 . While it also gives an opportunity for the
individuals to explore new space around the best values. After a lot of calculations, the
particles will converge to optimal solutions, and the optimal fitness is obtained as well.
To implement PSO to solve the filter design, the filter coefficients {ℎ(0), ℎ(1), … , ℎ(𝑁 −
1)} represent the position of the particle.
The pseudo code of the procedure for designing a linear phase digital FIR filter is as follows:
𝐹𝑜𝑟𝑒𝑎𝑐ℎ𝑔𝑟𝑜𝑢𝑝𝑜𝑓𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠
𝐷𝑂{𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
}
𝐷𝑜{
𝐹𝑜𝑟𝑒𝑎𝑐ℎ𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛{
𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑢𝑠𝑖𝑛𝑔𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛(1.11), (1.12), (1.13), (1.14)𝑎𝑛𝑑(1.30)
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𝐼𝑓𝑡ℎ𝑒𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑠𝑏𝑒𝑡𝑡𝑒𝑟𝑡ℎ𝑎𝑛𝑡ℎ𝑒𝑏𝑒𝑠𝑡𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑣𝑎𝑙𝑢𝑒(𝑝𝐵𝑒𝑠𝑡)𝑖𝑛ℎ𝑖𝑠𝑡𝑜𝑟𝑦
𝑠𝑒𝑡𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑣𝑎𝑙𝑢𝑒𝑎𝑠𝑡ℎ𝑒𝑛𝑒𝑤𝑝𝐵𝑒𝑠𝑡
 }
𝐶ℎ𝑜𝑜𝑠𝑒𝑡ℎ𝑒𝑖𝑛𝑑𝑖𝑣𝑖𝑢𝑎𝑙𝑤𝑖𝑡ℎ𝑡ℎ𝑒𝑏𝑒𝑠𝑡𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑜𝑓𝑎𝑙𝑙𝑡ℎ𝑒𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠𝑎𝑠𝑡ℎ𝑒𝑔𝐵𝑒𝑠𝑡
𝐹𝑜𝑟𝑒𝑎𝑐ℎ𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙{
𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑡𝑜𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛(𝑎)
𝑈𝑝𝑑𝑎𝑡𝑒𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑡𝑜𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛(𝑏)
 }
}While maximum iterations or minimum error criteria is not attained, repeat.
After finishing the optimizing process, an individual which has the best fitness value should
be obtained in the form of {ℎ(0), ℎ(1), … , ℎ(𝑁 − 1)}

2.2 Fitness function
In PSO, the value of fitness function can judge the particle’s position whether it is ‘better.’
As mention above, we use the minimax error as the fitness function of FIR digital filter,
that is
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐸 = max{𝐻(𝜔) − 𝐷(𝜔)}

(2.3)

Where 𝐻(𝜔) is the frequency response of designed filter, and 𝐷(𝜔) represents the
frequency response of the ideal lowpass and highpass filters.
𝐻(𝑒 𝑗𝑤 ) = {

1,0 ≤ 𝑤 ≤ 𝑤𝑐
0, 𝑤𝑐 ≤ 𝑤 ≤ 𝜋

(2.4)

𝐻(𝑒 𝑗𝑤 ) = {

0,0 ≤ 𝑤 ≤ 𝑤𝑐
1, 𝑤𝑐 ≤ 𝑤 ≤ 𝜋

(2.5)

And for bandpass filter, the frequency response is
𝐻(𝑒 𝑗𝑤 ) = {

1,𝑤𝑐1 ≤ 𝑤 ≤ 𝑤𝑐2
0,𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

(2.6)

And for bandstop filter, the frequency response is
𝐻(𝑒 𝑗𝑤 ) = {

0,𝑤𝑐1 ≤ 𝑤 ≤ 𝑤𝑐2
1,𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

(2.7)

The search scope of the coefficient of the filter is set as [−1, 1]. The number of frequency
interval is 𝑁 = 201, with population size 𝑃 = 200. In each running of PSO, the maximum
iteration varies from 200, 300, 500, and 1000 for order 12, 24, 36 and 48, respectively.
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2.3. Experiments and results
This section presents the simulations performed for the design of all four types, i.e., FIR
LP, HP, BP and BS filters. Each filter order (N) is taken as 12, 24, 36, and 48 respectively.
For the LP filter, passband (normalized) edge frequency 𝑤𝑝 =0.45; stopband (normalized)
edge frequency 𝑤𝑠 =0.55; For the HP filter, stopband (normalized) edge frequency 𝑤𝑝 =0.45;
passband (normalized) edge frequency 𝑤𝑝 =0.55; For the BP filter, lower stop band
(normalized) edge frequency 𝑤𝑠1 =0.25; lower passband (normalized) edge frequency
𝑤𝑝1 =0.35; upper passband (normalized) edge frequency 𝑤𝑝2 =0.6; upper stopband
(normalized) edge frequency 𝑤𝑠2 =0.7. For the BS filter, lower passband (normalized) edge
frequency 𝑤𝑝1 =0.3; lower stop band (normalized) edge frequency 𝑤𝑠1 =0.4; upper stopband
(normalized) edge frequency 𝑤𝑠2 =0.55; upper passband (normalized) edge frequency
𝑤𝑝2 = 0.65.
The original population of each of filter examples are generated using the way which is
introduced in the first chapter. We randomly select 7, 13, 19, 25 figures from [0, 1] and sort
these figures as one side of the initial population of the odd-symmetric filters of 12th-order,
24th-order, 36th-order, and 48th-order, respectively. The opposite side of the filter
coefficients is copied from these coefficients which are already produced using the above
way. The size of the population is determined by the repeats of the above process.
The experiment works on Intel (R) Core i5-3210M, 2.50GHz, 8G RAM, Windows 10 and
Matlab R2014a.
The example are divided to two part: one is simulated for type1, and the other part is for
type2. Lowpass, highpass, bandpass, and bandstop filters are designed. Their frequency
response is as follows:
Maximum velocity=1, 𝑤𝑚𝑎𝑥 = 1, 𝑤𝑚𝑖𝑛 = 0.5, 𝑐1 = 2, 𝑐2 = 2, 𝑟𝑓 = 1, 𝑟𝑔 = 1
2.3.1 Type1 lowpass linear phase digital FIR filter
Type1 lowpass FIR filter with order 12
Table 2.1 Coefficients of 12th-order type1 LP-FIR filter by PSO
h(n)
h(1) = h(13)
h(2) = h(12)
h(3) = h(11)
h(7)

coefficients
0.005534994356476
0.204903829885383
-0.002359268425988
0.979474555157335

h(n)
h(4) = h(10)
h(5) = h(9)
h(6) = h(8)

coefficients
-0.210273228457961
0.002978951624785
0.633865285274643

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with PSS algorithm is showed in Table 2.2, respectively.
Table 2.2 Design result of 12th-order LP-FIR filter by PSO
Time/s

Stopband error

Passband error
14

144.075300

0.151279546816109

0.150398090335351

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.2.
The figure on the right shows the magnitude response in dB, the local details of the
passband, its group delay, and phase features.

Fig. 2.2 Magnitude, ripple errors of 12th-order LP-FIR filter by PSO
Type1 lowpass FIR filter with order 24
Table 2.3 Coefficients of 24th-order type1 LP-FIR filter by PSO
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
-0.00205313558952449
-0.030068149381552
-0.00147132225764667
0.0260337333074784
0.00206282005990487
-0.0399928058440625
0.00261279638810157

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
0.0562946888009923
-0.000581504493755191
-0.10145624481207
-0.00176296327102027
0.31798107800902
0.498109088452561

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.4, respectively.
Table 2.4 Design result of 24th-order LP-FIR filter by PSO
Time/s

Stopband error

Passband error

172.832061

0.046248431572409

0.053365558441687

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.3.
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Fig. 2.3 Magnitude, ripple errors of 24th-order LP-FIR filter by PSO
Type1 lowpass order 36
Table 2.5 Coefficients of 36th-order type1 LP-FIR filter by PSO
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
-0.000848687622753
-0.014373261726844
0.003532976138188
0.020972225219487
0.000261333849933
-0.024552465492260
0.003499169897124
0.036518218751672
-0.004067059332583
-0.052709642218845

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
0.005178935904278
0.070252878147661
-0.004009188000524
-0.113059749018623
0.000922838929777
0.196319899422876
-0.005800980449815
-0.608830155468197
-0.949698223596581

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.6, respectively.
Table 2.6 Design result of 36th-order LP-FIR filter by PSO
Time/s

Stopband error

Passband error

406.050082

0.016303333542335

0.016968828284386

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.4.
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Fig. 2.4 Magnitude, ripple errors of 36th-order LP-FIR filter by PSO
Type1 lowpass FIR filter with order 48
Table 2.7 Coefficients of 48th-order type1 LP-FIR filter by PSO
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.001047264802628
-0.004659896562826
0.003306790794211
0.00581997949029
-0.002073757257038
-0.009249000318886
0.003448015255106
0.013281408303607
-0.004504414159347
-0.016130603174843
0.002097831633416
0.022569671716071
-0.005590606138566

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
-0.034660689509657
0.004719266242802
0.046425707658136
-0.006608506408141
-0.062984244647794
0.006155543726317
0.095378325180374
-0.007321790729720
-0.166505155145664
0.007741285042549
0.510589821652021
0.793783575156937

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.8, respectively.
Table 2.8 Design result of 48th-order LP-FIR filter by PSO
Time/s

Stopband error

Passband error

2617.883373

0.0073759340395515

0.0073776557844607

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.5.
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Fig. 2.5 Magnitude, ripple errors of 48th-order LP-FIR filter by PSO

Fig. 2.6 Convergence behaviors of PSO in design LP-FIR with orders of 12th, 24th, 36th,
and 48th
2.3.2. Type1 Highpass linear phase digital FIR filter
Type1 Highpass linear phase digital FIR filter with order 12
Table 2. 9 Coefficients of 12th-order type1 HP-FIR filter by PSO
h(n)
h(1) = h(13)
h(2) = h(12)

coefficients
0.000699867644626
0.203362039300643

h(n)
h(4) = h(10)
h(5) = h(9)

coefficients
-0.208747738841508
0.010380376631198
18

h(3) = h(11)
h(7)

h(6) = h(8)

-0.000955508310356
-0.975158774797411

0.624370820348988

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.10, respectively.
Table 2. 10 Design result of 12th-order HP-FIR filter by PSO
Time/s

Stopband error

Passband error

34.558574

0.149579872844649

0.152893741918110

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.7.

Fig. 2.7 Magnitude, ripple errors of 12th HP-FIR lowpass filter by PSO
Type 1 highpass linear phase digital FIR filter with order 24
Table 2.11 Coefficients of 24th-order type1 HP-FIR filter by PSO
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
-0.001907719929447
-0.055324456754076
0.002978848699407
0.054053250962448
-0.005152605134815
-0.072714988789047
0.003124128814972

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
0.107553738673346
-0.002029337109109
-0.197381510034050
0.006846698762999
0.611147624673500
-0.963200080999353

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.12, respectively
Table 2.12 Design result of 24th-order HP-FIR filter by PSO
Time/s

Stopband error

Passband error

19

431.147374

0.045813959055968

0.045990750663258

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.8.

Fig. 2.8 Magnitude, ripple errors of 24th-order HP-FIR filter by PSO
Type 1 highpass linear phase digital FIR filter with order 36
Table 2.13 Coefficients of 36th-order type1 HP-FIR filter by PSO
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
0.000257940835591
0.015851822991697
-0.000491936905874
-0.020685296757903
0.003804097208211
0.027935193987771
0.000218954155286
-0.036723866724770
0.003909211381214
0.053262003380551

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
-0.004614175665226
-0.076993982614866
-0.000225186192316
0.116684493870300
-0.004807348118044
-0.203959876121314
0.002424322968095
0.631109560654634
-0.999636331503199

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.14, respectively.
Table 2.14 Design result of 36th-order HP-FIR filter by PSO
Time/s

Stopband error

Passband error

395.028087

0.015911927701090

0.016021904562858

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.9.
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Fig. 2.9 Magnitude, ripple errors of 36th-order HP-FIR filter by PSO
Type 1 highpass linear phase digital FIR filter with order 48
Table 2.15 Coefficients of 48th-order type1 HP-FIR filter by PSO
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.000603441469539
-0.006267240220903
0.000882865918032
0.008148050131759
-0.001839497968108
-0.010526362466545
0.001265204169247
0.016199629333704
-0.002210154896543
-0.021937089750019
0.002346245169983
0.029893743977659
-0.003288283096666

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
-0.040673064911518
0.002990087861222
0.055846976629837
-0.003693795258497
-0.078841933621902
0.004421671842661
0.117417322608263
-0.003699979773455
-0.204014489335479
0.004587720204273
0.625918538674400
-0.990087899311546

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.16, respectively.
Table 2.16 Design result of 48th-order HP-FIR filter by PSO
Time/s

Stopband error

Passband error

4438.526250

0.005342504707092

0.005322669623213

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.10.
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Fig. 2.10 Magnitude, ripple errors of 48th-order HP-FIR filter by PSO

Fig. 2.11 Convergence behaviors of PSO in design HP-FIR with orders of 12th, 24th,
36th, and 48th
2.3.3. Type1 Bandpass linear phase digital FIR filter
Type1 Bandpass linear phase digital FIR filter with order 12
Table 2.17 Coefficients of 12th-order type1 BP-FIR filter by PSO
h(n)
h(1) = h(13)
h(2) = h(12)

coefficients
0.0312026489838628
0.00539934806848757

h(n)
h(4) = h(10)
h(5) = h(9)

coefficients
-0.0570630050733439
-0.277312559770176
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h(3) = h(11)
h(7)

0.149374001755597
0.378345935579198

h(6) = h(8)

0.0476680091323586

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.18, respectively.
Table 2.18 Design result of 12th-order BP-FIR filter by PSO
Time/s

Stopband error

Passband error

147.013430

0.186476983648942

0.208422639560898

The magnitude responses of the linear phase digital FIR filters designed using the PSO
algorithms for the filter of are given in Fig 2.12.

Fig. 2.12 Magnitude, passband and stopband errors of 12th-order BP-FIR lowpass filter
Type 1 bandpass linear phase digital FIR filter with order 24
Table 2.19 Coefficients of 24th-order type1 BP-FIR filter by PSO
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
-0.022831234638210
-0.013210758361870
-0.079511782200070
0.104970109564400
0.136964193758678
-0.089474043268753
-0.033363721334422

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
-0.051825209777017
-0.328946451064623
0.155022612546842
0.826929849162887
-0.059169805097528
-0.996832368860821

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.20, respectively.
Table 2.20 Design result of 24th-order BP-FIR filter by PSO
Time/s

Stopband error

Passband error
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215.402234

0.061758283413739

0.063718444449077

The magnitude responses of the linear phase digital FIR filters designed using the PSO,
PSO algorithms for the filter of are given in Fig 2.13.

Fig. 2.13 Magnitude, ripple errors of 24th-order BP-FIR filter by PSO
Type 1 bandpass linear phase digital FIR filter with order 36
Table 2.21 Coefficients of 36th-order type1 BP-FIR filter by PSO
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
-0.000505428202119794
-0.00281619589815389
0.000610846544854953
-0.0191331357877065
-0.00717224237784085
0.020567172970441
0.00743666122569187
0.0034297177512027
0.0191099865744274
-0.0379904435590879

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
-0.0464646850831868
0.0322793100346188
0.0154005739825305
0.0184805956704867
0.110752571969189
-0.05511145997133
-0.277403463772834
0.0292053587486496
0.356195418739576

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.22, respectively.
Table 2.22 Design result of 36th-order BP-FIR filter by PSO
Time/s

Stopband error

Passband error

431.318895

0.0228430634111649

0.0370987264169751

The magnitude responses of the linear phase digital FIR filters designed using the PSO,
PSO algorithms for the filter of are given in Fig 2.14
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Fig. 2.14 Magnitude, ripple errors of 36th-order BP-FIR filter by PSO
Type 1 bandpass linear phase digital FIR filter with order 48
Table 2.23 Coefficients of 48th-order type1 BP-FIR filter by PSO
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.001618373921611
-0.001950510667381
-0.002558648107667
-0.017722790997972
0.002079850886173
0.026636485822660
0.000792983850795
0.004335209850867
0.007503070213622
-0.054146624068345
-0.027369381119378
0.056553279439342
0.016730690361832

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
0.022259478588033
0.065611290125299
-0.106846864275660
-0.141188237958171
0.080731455266420
0.036321081289342
0.053380247329694
0.332597512079348
-0.145446727933191
-0.790748394588430
0.079765300554222
0.997926201265134

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.24, respectively.
Table 2.24 Design result of 48th-order BP-FIR filter by PSO
Time/s

Stopband error

Passband error

3738.516128

0.006662125873949

0.006669725210366

The magnitude responses of the linear phase digital FIR filters designed using the PSO,
PSO algorithms for the filter of are given in Fig 2.15.
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Fig. 2.15 Magnitude, ripple errors of 24th-order BP-FIR filter by PSO

Fig. 2.16 Convergence behaviors of PSO in design BP-FIR with orders of 12th, 24th,
36th, and 48th
2.3.4. Type1 Bandstop linear phase digital FIR filter
Type 1 Bandstop linear phase digital FIR filter with order 12
Table 2.25 Coefficients of 12th-order type1 BS-FIR filter by PSO
h(n)
h(1) = h(13)
h(2) = h(12)

coefficients
0.0678683524944843
-0.0694555402705273

h(n)
h(4) = h(10)
h(5) = h(9)

coefficients
0.0437816942939301
0.212412742613462
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h(3) = h(11)
h(7)

-0.155838698632166
0.75125472351821

-0.0242971361994448

h(6) = h(8)

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.26, respectively.
Table 2.26 Design result of 12th-order BS-FIR filter by PSO
Time/s

Stopband error

Passband error

842.874272

0.107590998821996

0.163215646048442

The magnitude responses of the linear phase digital FIR filters designed using the PSO,
PSO algorithms for the filter of are given in Fig 2.17.

Fig. 2.17 Magnitude, ripple errors of 12th-order BS-FIR filter by PSO
Type 1 bandstop linear phase digital FIR filter with order 24
Table 2.27 Coefficients of 24th-order type1 BS-FIR filter by PSO
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
-0.010041643905328
0.008752099017537
-0.046154207062890
-0.054018306619055
0.055800717510152
0.098450746325749
-0.052583358491048

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
-0.073108749021779
0.003874843950236
-0.128901644993284
0.055099357284101
0.948686432340606
-0.098563580368962

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.28, respectively.
Table 2.28 Design result of 24th-order BS-FIR filter by PSO
Time/s

Stopband error

Passband error
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619.408664

0.060703136028247

0.059849388853956

The magnitude responses of the linear phase digital FIR filters designed using the PSO,
PSO algorithms for the filter of are given in Fig 2.18.

Fig. 2.18 Magnitude, ripple errors of 24th-order BS-FIR filter by PSO
Type 1 bandstop linear phase digital FIR filter with order 36
Table 2.29 Coefficients of 36th-order type1 BS-FIR filter by PSO
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
0.017773874586921
0.001358913804423
-0.031103805366174
-0.011038198368998
0.019636917755613
0.005196694103630
0.006304187674171
0.025301612786365
-0.045480389649695
-0.064897559056597

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
0.071488794603505
0.099192906544670
-0.055278314979214
-0.056801273948647
-0.007673251726469
-0.141106459476036
0.070004788584924
0.991911540626346
-0.093920328972359

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.30, respectively.
Table 2.30 Design result of 36th-order BS-FIR filter by PSO
Time/s

Stopband error

Passband error

738.516128

0.020408839055092

0.023572479676884

The magnitude responses of the linear phase digital FIR filters designed using the PSO,
PSO algorithms for the filter of are given in Fig 2.19.
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Fig. 2.19 Magnitude, ripple errors of 36th-order BS-FIR filter by PSO
Type 1 bandstop linear phase digital FIR filter with order 48
Table 2.31 Coefficients of 48th-order type1 BS-FIR filter by PSO
h(n)
h(1)= h(49)
h(2)= h(48)
h(3)= h(47)
h(4)= h(46)
h(5)= h(45)
h(6)= h(44)
h(7)= h(43)
h(8)= h(42)
h(9)= h(41)
h(10)= h(40)
h(11)= h(39)
h(12)= h(38)
h(13)= h(37)

coefficients
-0.000169704101268
-0.002204526890458
0.001145023600625
0.008965859010271
-0.001773679137716
-0.013633565384252
-0.000562151020954
0.005274843402903
-0.001095910503299
0.012215261004327
0.008397866441987
-0.033560659786482
-0.022828339160021

h(n)
h(14)= h(36)
h(15)= h(35)
h(16)= h(34)
h(17)= h(33)
h(18)= h(32)
h(19)= h(31)
h(20)= h(30)
h(21)= h(29)
h(22)= h(28)
h(23)= h(27)
h(24)= h(26)
h(25)

coefficients
0.040923016277587
0.028142078783271
-0.019351053472599
0.002463417125072
-0.024925849525594
-0.080217909596378
0.061815100463508
0.189943507899946
-0.064809608668370
-0.290064707351143
0.028674685088707
-0.999614460016997

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.32, respectively.
Table 2.32 Design result of 48th-order BS-FIR filter by PSO
Time/s

Stopband error

Passband error

1118.671875

0.007381528454473

0.007252200677178

The magnitude responses of this linear phase digital FIR filters designed using the PSO
algorithms are given in Fig 2.20.
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Fig. 2.20 Magnitude, ripple errors of 48th-order LP-FIR filter by PSO

Fig. 2.21 Convergence behaviors of PSO in design BS-FIR with orders of 12th, 24th,
36th, and 48th
Figures above show the amplitude response, magnitude response and convergence behavior
of type 1 linear phase digital FIR filters designed by PSO. From the results, we could know
that PSO works well in designing lower order filters. While in the application of higher
order filters, it is difficult to find the optimum. Actually, in the accrual experiments, we
spend too many iterations to get the ideal solutions. All these illustrate that PSO has its
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limit to apply in the designing of linear phase digital FIR filters.
In the next part, we designed two types of linear phase digital FIR filters which are lowpass
and bandpass filters all with order 25 and 49. The parameters are same with before.
2.3.5 Type 2 lowpass linear phase digital FIR filter
This section presents the simulations performed for the design of two type 2 linear phase
digital filters of LP and BP. Each filter order (N) is taken as 25 and 49 respectively. For the
LP filter, passband (normalized) edge frequency 𝑤𝑝 =0.45; stopband (normalized) edge
frequency 𝑤𝑠 =0.55; For the BP filter, lower stop band (normalized) edge frequency
𝑤𝑠1 =0.25; lower passband (normalized) edge frequency 𝑤𝑝1 =0.35; upper passband
(normalized) edge frequency 𝑤𝑝2 =0.6; upper stopband (normalized) edge frequency
𝑤𝑠2 =0.7.
The original populations of each filter example are generated using the way which is similar
to the type1 filter design. We randomly select 13, 25 figures from [0, 1] and sort these
figures as one side of the initial population of the even symmetric filter of 25th-order and
49th-order, respectively. During the optimization process, the other side of the coefficients
will be copied from the existing part.
Type 2 lowpass linear phase digital FIR filter of order 25
Table 2.33 Coefficients of 25th-order type2 LP-FIR filter by PSO
h(n)
h(1) = h(26)
h(2) = h(25)
h(3) = h(24)
h(4) = h(23)
h(5) = h(22)
h(6) = h(21)
h(7) = h(20)

coefficients
0.021970049995995
-0.042272763743529
-0.032531084894305
0.037341010410492
0.042498398732192
-0.057245976097162
-0.061658345456958

h(n)
h(8) = h(19)
h(9) = h(18)
h(10) = h(17)
h(11) = h(16)
h(12) = h(15)
h(13) = h(14)

coefficients
0.082335959350398
0.103866164049824
-0.128142059153321
-0.180423644142344
0.321345127863449
0.963366910397667

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.34, respectively.
Table 2.34 Design result of 25th-order type 2 LP-FIR filter by PSO
Time/s

Stopband error

Passband error

2337.243058

0.041201848758123

0.041827017886749

The magnitude responses of this kind of linear phase digital FIR filter designed using the
PSO algorithms are given in Fig 2.22.
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Fig. 2.22 Magnitude, ripple errors of 25th-order type2 LP-FIR filter by PSO
Type 2 lowpass linear phase digital FIR filter of order 49
Table 2.35 Coefficients of 49th-order type2 LP-FIR filter by PSO
h(n)
h(1) = h(50)
h(2) = h(49)
h(3) = h(48)
h(4) = h(47)
h(5) = h(46)
h(6) = h(45)
h(7) = h(44)
h(8) = h(43)
h(9) = h(42)
h(10) = h(41)
h(11) = h(40)
h(12) = h(39)
h(13) = h(38)

coefficients
0.006133118233681
-0.003915934995176
-0.006571712845000
0.003328196544599
0.006043747413523
-0.007475530660646
-0.011715760628665
0.010091974525746
0.014564232870161
-0.016197555729881
-0.021298473430499
0.021332519373483
0.026643157781947

h(n)
h(14) = h(37)
h(15) = h(36)
h(16) = h(35)
h(17) = h(34)
h(18) = h(33)
h(19) = h(32)
h(20) = h(31)
h(21) = h(30)
h(22) = h(29)
h(23) = h(28)
h(24) = h(27)
h(25) = h(26)

coefficients
-0.028993261817678
-0.036547454718272
0.040315607310961
0.048766636234117
-0.056466921677217
-0.070307616619783
0.083980461774395
0.108472348438981
-0.137012274576683
-0.199552203474627
0.328834975057105
0.999999995619789

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.36, respectively.
Table 2.36 Design result of 49th-order type 2 LP-FIR filter by PSO
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Time/s

Stopband error

Passband error

3917.663918

0.006352918489874

0.006352918120974

The magnitude responses of this kind of linear phase digital FIR filter designed using the
PSO algorithms are given in Fig 2.23

Fig. 2.23 Magnitude, ripple errors of 49th-order type2 LP-FIR filter by PSO
2.3.6 Type 2 bandpass linear phase digital FIR filter
Type 2 bandpass linear phase digital FIR filter of order 25
Table 2.37 Coefficients of 25th-order type2 BP-FIR filter by PSO
h(n)
h(1) = h(26)
h(2) = h(25)
h(3) = h(24)
h(4) = h(23)
h(5) = h(22)
h(6) = h(21)
h(7) = h(20)

coefficients
0.064277809109691
-0.009032475608441
0.093347612440077
-0.003111707306286
-0.231606894349378
-0.037423639547491
0.135608559903375

h(n)
h(8) = h(19)
h(9) = h(18)
h(10) = h(17)
h(11) = h(16)
h(12) = h(15)
h(13) = h(14)

coefficients
-0.013984716456613
0.284788418048947
0.302167142362405
-0.789744282114093
-0.740982679869700
0.986400264232522

The computational time, passband and stopband ripple error of the linear phase digital FIR
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filter design with POS algorithm is showed in Table 2.38, respectively.
Table 2.38 Design result of 25th-order type 2 BP-FIR filter by PSO
Time/s

Stopband error

Passband error

3362.091974

0.048768630452890

0.048847523383255

The magnitude responses of this kind of linear phase digital FIR filter designed using the
PSO algorithms are given in Figure 2.24

Fig. 2.24 Magnitude, ripple errors of 25th-order type2 BP-FIR filter by PSO
Type 2 bandpass linear phase digital FIR filter of order 49
Table 2.39 Coefficients of 49th-order type2 BP-FIR filter by PSO
h(n)
h(1) = h(50)
h(2) = h(49)
h(3) = h(48)
h(4) = h(47)
h(5) = h(46)
h(6) = h(45)
h(7) = h(44)
h(8) = h(43)

coefficients
0.002599894980289
-0.006812698384992
-0.000433581046170
-0.013716402812096
-0.018271813196385
0.028851092443477
0.023829775222506
-0.008467114675016

h(n)
h(14) = h(37)
h(15) = h(36)
h(16) = h(35)
h(17) = h(34)
h(18) = h(33)
h(19) = h(32)
h(20) = h(31)
h(21) = h(30)

coefficients
-0.002287724405297
0.079383761190836
-0.000618259132574
-0.238148623867656
-0.040482977001151
0.141975039958735
-0.013421656659549
0.292287685218639
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h(9) = h(42)
h(10) = h(41)
h(11) = h(40)
h(12) = h(39)
h(13) = h(38)

0.015798397948258
-0.027163291325662
-0.084239102191063
0.031173172208782
0.070060370982379

h(22) = h(29)
h(23) = h(28)
h(24) = h(27)
h(25) = h(26)

0.307972940193189
-0.804789027283914
-0.744729617416242
0.998030911267727

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with POS algorithm is showed in Table 2.40, respectively.
Table 2.40 Design result of 49th-order type 2 BP-FIR filter by PSO
Time/s

Stopband error

Passband error

3325.421875

0.007445696141175

0.006589674897734

The magnitude responses of this kind of linear phase digital FIR filter designed using the
PSO algorithms are given in Fig 2.25

Fig. 2.25 Magnitude, ripple errors of 49th-order type2 BP-FIR filter by PSO
Fig 2.24, Fig 2.25 show the amplitude response, magnitude response and convergence
behaviour of type2 FIR filters with 25 and 49 orders designed by PSO. From the results
generated for these filters, it is clear that PSO also works very well in searching optimal
solutions for such kind of linear phase digital FIR filters.
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2.4 Conclusion
PSO was first applied in the field of neural network training. Since then, many more fields
of application have been explored, including telecommunications, data mining, computer
science, control system, power systems, signal processing, image processing, and many
others. Hundreds of publications have been published reporting all these applications of
PSO. PSO algorithm has been developed from solving unstrained, single-objective
optimization problems to constrained, multi-objective optimization problems, which are
dynamically changing landscapes and with multiple solutions.
It is very difficult to realize FIR filter design of high order with normal optimization. PSO
performs well in achieving flat passband and stopband frequency response. Experiments
show the results of using PSO to find the optimum filter coefficients and the results
obtained are approximate to that of Parks-Macllenan algorithm. We have designed order
12, 24, 36, and 48 of FIR filter type1 and 25, 49 of type 2 using PSO. PSO using minimax
strategy presents satisfying filter performance and acceptable convergence speed. But it
costs too much time to search global optimum in high-dimensional optimization problems.
It also can be noticed in the design of digital filters. Although it achieves satisfying
performance in designing lower order linear phase digital FIR filters, it costs so many
iterations to find an acceptable solution of higher order filters. That is the disadvantage of
PSO and the reason for it cannot be applied to the strictly practical engineering programs.
Improvement progress in FIR filter design is explored via changing population size and
iterations in PSO algorithm. Larger population size in PSO could lead to better filter
performance while it will stop till a threshold sometimes. It means PSO is not always stable
for high dimensional filters design problem. On the other hand, the convergence speed will
become lower because the computing amount increases. In fact, PSO is a mature algorithm
in applying in the constrained optimization field. Here we use it as a comparison for
generally designing linear phase digital FIR filters. In the next two chapters, we will
introduce a more effective and efficient algorithm for designing linear phase linear phase
digital FIR filters.
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Chapter 3 Linear Phase Digital FIR Filter Design Based
on DE Algorithm
3.1 Introduction
In the optimization process of a difficult task, the first choice will usually be a problemspecific heuristics. The common approach to solving an optimization problem is to design
an objective function which can replace the problem’s objectives while limited to its
constraints. In most cases, the objective function describes this kind of optimization
problem as a minimization or maximization question [14]. In such cases, the objective
function is more accurately defines as a cost function. Many direct search methods use a
greedy principle to search the optimal solution. Usually, the greedy method process
converges quite fast, but it sometimes takes the risk of being trapped in local optima. So
that a method called inherently parallel search techniques appear and get improvement by
researchers. It has the capability to overcome this deficiency by running several vectors
simultaneously. Such techniques like Differential Evolutionary (DE) algorithm use expert
knowledge to achieve a superior performance. DE has the advantages of the four aspects:
1) Ability to handle non-differentiable, nonlinear and multimodal cost functions
2) Parallelizability to cope with computation intensive cost functions.
3) Few control variables to steer the minimization. The parameters are easy to control.
4) Good convergence properties.

3.2 Differential Evolution
The DE algorithm is heuristics algorithm based on the population like genetic algorithms
(GAs) using the three same operators; mutation, crossover, and selection to optimize an
objective function or cost function over the course of successive generations (Holland,
1975). Of the three operators, mutation operation is used as a search mechanism and
selection operates to lead the search toward the direction in the search space. Besides,
crossover operation is used to increase the diversity of the perturbed parameter values,
which can take children individuals from one parent more frequent than it does from others.
If the new vector produces a child with better objective value than before, then the new
individual replaces the target vector in the next generation. [12]
The main steps of the DE algorithm is given below:
𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛
𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛
𝐑𝐞𝐩𝐞𝐚𝐭
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𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛
𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟
𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛
𝐔𝐧𝐭𝐢𝐥(𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎𝑎𝑟𝑒𝑚𝑒𝑡)
𝑁𝑃 is the number of parameter vectors and 𝐱 ∈ 𝑹𝑑 is the parameter vectors in the
population, where 𝑑 is the dimension of each individual. Usually, the initial population is
generated randomly within the search space or using specific values by the designer. In the
next generation, new population will be created from the current population {𝑥𝑖 |𝑖 = 1, 𝑁𝑃},
where 𝑖 indexes the vectors that make up the population. More information will be provided
by the mutation and crossover operations and inherited by the selection operation.
Start

Generate initial population

Calculate fitness values for
each individual

mutation
crossover
Selection
Calculate fitness values for
each individual

Terminal criteria
are met?

No

Yes
Optimal
sulution

Fig. 3.1 The flow chart of DE algorithm
As for the linear phase digital FIR filter design, the input of the algorithm are a group of
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coefficients {ℎ(0), ℎ(1), … , ℎ(𝑁 − 1)} which initializing using the way in Chapter 1.7.
And at the end of the optimization, only one group with optimum fitness value will be
obtained. In every generation, each parent parameter vector is targeted for the crossover
with a vector to produce a trial vector. As a result, the trial vector is called a child of the
two parent vectors, and it will compete with the target vector in the following steps. 𝐶𝑅 is
the probability of crossover which controls the fraction of the parameter values that are
succeeded from the mutant. While it is possible some children values can exceed the search
space. If it is found to violate the bounds after mutation and crossover operations, it is
limited in such a way that the bounds are regulated. Then, the objective function values are
calculated with the children vectors.
A. Mutation operation
There are several version of mutation operation. All of them aim to produce new values
from the original ones. An initial mutation individual vector 𝑦𝑖 is generated by randomly
selecting three members of the population, 𝑥𝑖1 , 𝑥𝑖2 and 𝑥𝑖3 . Then 𝑦𝑖 is produced as
𝑦𝑖 = 𝑥𝑖1 + 𝐹(𝑥𝑖2 − 𝑥𝑖3 )

(3.1)

Where 𝐹 is a positive scale factor, effective values for which are typically less than one
[21]. All the individuals will experience the mutation until D mutations have been made.
Researchers also proposed some other mutation strategies. Except for (3.1), the most useful
strategies are:
“Best/1.”
𝑦𝑖 = 𝑥𝑏𝑒𝑠𝑡 + 𝐹(𝑥𝑖1 − 𝑥𝑖2 )

(3.2)

𝑦𝑖 = 𝑥𝑖 + 𝐹(𝑥𝑖1 − 𝑥𝑖2 ) + 𝐹(𝑥𝑏𝑒𝑠𝑡 − 𝑥𝑖 )

(3.3)

𝑦𝑖 = 𝑥𝑏𝑒𝑠𝑡 + 𝐹(𝑥𝑖1 − 𝑥𝑖2 ) + 𝐹(𝑥𝑖3 − 𝑥𝑖4 )

(3.4)

𝑦𝑖 = 𝑥𝑖1 + 𝐹(𝑥𝑖2 − 𝑥𝑖3 ) + 𝐹(𝑥𝑖4 − 𝑥𝑖5 )

(3.5)

“Current to best/1.”

“Best/2.”

“Rand/2.”

Where the index 𝑖1, 𝑖2, 𝑖3, 𝑖4, 𝑖5 are different with the current population 𝑖 which represent
the random different integers generated within range [1,𝑁𝑃].
B. Crossover Operation
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After the mutation operation, a value 𝑣𝑗𝑖𝐺 is produced which is in the position of 𝑥𝑗𝑖𝐺 .
Crossover operation is then applied to each pair of the target value 𝑥𝑗𝑖𝐺 and its corresponding
mutant value 𝑣𝑗𝑖𝐺 to decide a new value: 𝑢𝑗𝑖𝐺 . DE employs the crossover as the basic version:

𝑢𝑗𝑖𝐺 = {

𝑥𝑗𝑖𝐺 𝑖𝑓𝑟𝑎𝑛𝑑 < 𝐶𝑅𝑜𝑟𝑗 = 𝑗𝑟𝑎𝑛𝑑
𝑣𝑗𝑖𝐺 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.6)

In (3.6), 𝐶𝑅 is defined within the range (0.7, 1]. 𝑗𝑟𝑎𝑛𝑑 is a randomly chosen integer in the
range [1, D].
C. Selection Operation
After the mutation and crossover operations, some new parameters values are added to the
current population. Meanwhile, we will remove some of the members which exceed the
search space. Then, the cost function values of all the vectors are calculated. After that, a
𝐺
selection operation is performed. The objective function value of each member 𝑓(𝑢𝑗𝑖
) is
𝐺
compared to that of its corresponding target vector 𝑓(𝑥𝑗𝑖
) one by one in the current

population. If the target vector has better objective function value than the corresponding
trial vector, the target vector will maintain and the trial vector will not enter the population
of the next generation. Otherwise, the trial vector will replace the target vector in the
population for the next generation. The selection operation can be expressed as follows:
𝑥𝑗𝑖𝐺+1

𝑢𝑗𝑖𝐺 𝑖𝑓𝑓(𝑢𝑗𝑖𝐺 ) > 𝑓(𝑥𝑗𝑖𝐺 )
={ 𝐺
𝑥𝑗𝑖 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.7)

3.3 Control parameters
Many researchers have been working on finding best control parameters for DE algorithm.
Suitable control parameters are important for DE algorithm to increase the speed of
searching. Recently, some researchers provided new effective ways to optimize the control
parameters. Normally, the implemented strategies by Storn in [13] and [14] are:
1) 𝐹 ∈ [0.5, 1]
2) 𝐶𝑅 ∈ [0.8, 1]
1) 𝑁𝑝 = 10𝐷
Liu and LAmpinen in [14] set control parameters to 𝐹 = 0.9, 𝐶𝑅 = 0.9. The values were
chosen based on discussions in [25]. Ali and Törn in [15] empirically obtained an optimal
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value for 𝐶𝑅. They chose to use 𝐶𝑅 = 0.5.
In this chapter, we use the constant control parameter mechanism during the iteration and
the control parameter 𝑁𝑝 keeps no change as well. Both 𝐹 and 𝐶𝑅 are applied at the
individual level.
The original DE algorithm has three control parameters that need to be adjusted by the user.
Different parameters could have influence in different function problems. Is there a set of
universal control parameters which we could use for all functions? Janez Brest [26] has
done research on this question. When we implement a self-adaptive parameters mechanism
in this design, there is no apparent effectiveness in the result. So we still adapt the constant
values for this design.

3.4 Experimental results
In this section, we present the performance of DE algorithm. All the four kinds of filters
including lowpass, highpass, bandpass and bandstop linear phase digital filters are designed
in which the passband and stopband edges are the same with the experiments with PSO,
while in the higher order filters design experiments, the amplitude response obtained by
DE algorithm are better than that of PSO.
As introduced above, the population is produced using the same way with PSO algorithm.
The original populations of each of filter examples are generated using the way which is
introduced in the first chapter. We randomly select 7, 13, 19, 25 figures from [0, 1] and sort
these figures as one side of the initial population of the odd-symmetric filters of 12th-order,
24th-order, 36th-order, and 48th-order, respectively. The opposite side of the filter
coefficients are copied from these coefficients which are already produced using the above
way. The size of the population is determined by the repeats of the above process.
This section presents the simulations performed for the design of all four types, i.e., FIR
LP, HP, BP and BS filters. Each filter order (N) is taken as 12, 24, 36, and 48 respectively.
For the LP filter, passband (normalized) edge frequency 𝑤𝑝 =0.45; stopband (normalized)
edge frequency 𝑤𝑠 =0.55; For the HP filter, stopband (normalized) edge frequency 𝑤𝑝 =0.45;
passband (normalized) edge frequency 𝑤𝑝 =0.55; For the BP filter, lower stop band
(normalized) edge frequency 𝑤𝑠1 =0.25; lower passband (normalized) edge frequency
𝑤𝑝1 =0.35; upper passband (normalized) edge frequency 𝑤𝑝2 =0.6; upper stopband
(normalized) edge frequency 𝑤𝑠2 =0.7. For the BS filter, lower passband (normalized) edge
frequency 𝑤𝑝1 =0.3; lower stop band (normalized) edge frequency 𝑤𝑠1 =0.4; upper stopband
(normalized) edge frequency 𝑤𝑠2 =0.55; upper passband (normalized) edge frequency
𝑤𝑝2 = 0.65.
The control parameters of differential evolution are assumed to be:
𝐹 = 0.5; 𝐶𝑟 = 0.9; 𝑁𝑝 = 300
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3.4.1 Type1 Lowpass linear phase digital FIR filter
Low pass linear phase digital FIR of order 12
Table 3.1 Coefficients of 12th-order type1 LP-FIR filter by DE
h(n)
h(1) = h(13)
h(2) = h(12)
h(3) = h(11)
h(7)

coefficients
0.003356933066366
0.216195677190416
-0.005268830864304
0.982860987543980

h(n)
h(4) = h(10)
h(5) = h(9)
h(6) = h(8)

coefficients
-0.203222025163861
0.003823813584292
0.625958064716752

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.2, respectively.
Table 3.2 Design result of 12th-order type 1 LP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

109.343750

0.147463170638424

0.147463170638891

Fig. 3.2 Magnitude, passband and stopband errors of 12th-order LP-FIR filter
Low pass linear phase digital FIR of order 24
Table 3.3 Coefficients of 24th-order type1 LP-FIR filter by DE
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
-0.002091888156658
-0.061278144668594
0.003445958039656
0.048037343614139
-0.002887768176983
-0.071127573483767
0.003268881154211

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
0.110235029367616
-0.003532231879551
-0.196330390317633
0.003729433812886
0.608500093874971
0.955947677485284

The computational time, passband and stopband ripple error of the linear phase digital FIR
42

filter design with DE algorithm is showed in Table 3.4, respectively.
Table 3.4 Design result of 24th-order type 1 LP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

83.781250

0.043536322158584

0.043536385497003

Fig. 3.3 Magnitude, passband and stopband errors of 24th-order LP-FIR filter
Low pass linear phase digital FIR of order 36
Table 3.5 Coefficients of 36th-order type1 LP-FIR filter by DE
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
0.001060554707919
0.020023154546873
-0.001876040941070
-0.017316159121495
0.001818266650366
0.025049835021479
-0.002229542293749
-0.035446337600527
0.002605849845932
0.049986655362062

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
-0.002966600818705
-0.071737687959856
0.003249514161013
0.108844666805916
-0.003476021473003
-0.191187294115230
0.003609069036859
0.588674285336614
0.924020195958094

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.6, respectively.
Table 3.6 Design result of 36th-order type 1 LP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

140.765625

0.014029908627723

0.014029882185380
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Fig. 3.4 Magnitude, passband and stopband errors of 36th-order LP-FIR filter by DE
Low pass linear phase digital FIR of order 48
Table 3.7 Coefficients of 48th-order type1 LP-FIR filter by DE
h(n)
h(1)= h(49)
h(2)= h(48)
h(3)= h(47)
h(4)= h(46)
h(5)= h(45)
h(6)= h(44)
h(7)= h(43)
h(8)= h(42)
h(9)= h(41)
h(10)= h(40)
h(11)= h(39)
h(12)= h(38)
h(13)= h(37)

coefficients
0.000577169249311
0.007353919084185
-0.001002034314323
-0.007506410051835
0.001136231927526
0.010967193999411
-0.001493993501392
-0.015702148386770
0.001890291664999
0.021825632319143
-0.002221066792568
-0.029689938876034
0.002603329897494

h(n)
h(14)= h(36)
h(15)= h(35)
h(16)= h(34)
h(17)= h(33)
h(18)= h(32)
h(19)= h(31)
h(20)= h(30)
h(21)= h(29)
h(22)= h(28)
h(23)= h(27)
h(24)= h(26)
h(25)

coefficients
0.040548440095227
-0.002954800764217
-0.055321144026549
0.003235439121256
0.077846653364401
-0.003565478784235
-0.116101572188713
0.003633813679254
0.202067710350229
-0.003838131095333
-0.619266925497313
-0.971301468465874

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.8, respectively.
Table 3.8 Design result of 48th-order type 1 LP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

837.750000

0.004770844291314

0.004778773524617
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Fig. 3.5 Magnitude, passband and stopband errors of 48th-order LP-FIR filter by DE

Fig. 3.6 Convergence behaviors of DE in design LP-FIR with orders of 12th, 24th, 36th,
and 48th
As shown from Fig 3.6, we can see that the convergence speed performs better in lower
order linear phase digital filters. Overall, the convergence speed of DE is obviously better
than PSO when designing both the low and high order lowpass linear phase digital FIR
filters.
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3.4.2 Type1 Highpass linear phase digital FIR filter
High pass linear phase digital FIR of order 12
Table 3.9 Coefficients of 12th-order type1 HP-FIR filter by DE
h(n)
h(1) = h(13)
h(2) = h(12)
h(3) = h(11)
h(7)

coefficients
-0.003282329548479
-0.211393618296447
0.005151844163382
0.968661795291265

h(n)
h(4) = h(10)
h(5) = h(9)
h(6) = h(8)

coefficients
0.198708620104767
-0.003738757560840
-0.612055021377365

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.10, respectively.
Table 3.10 Design result of 12th-order type 1 HP-FIR filter by DE
Time/s
97.109375

Passband ripple
0.147463199395232

Stopband ripple
0.147463252897533

Fig. 3.7 Magnitude, passband and stopband errors of 12th-order HP-FIR filter by DE
High pass linear phase digital FIR of order 24
Table 3.11 Coefficients of 24th-order type1 HP-FIR filter by DE
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
0.002279099244290
0.059529617333640
-0.002266548430024
-0.051443373793945
0.004469497147086
0.073423566352991
-0.002718626431955

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
-0.112476127589328
0.002951602672274
0.202357818012432
-0.005448481993456
-0.622956367851575
0.986200454308054

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.12, respectively.
Table 3.12 Design result of 24th-order type 1 HP-FIR filter by DE
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Time/s

Passband ripple

Stopband ripple

141.546875

0.044509573845163

0.044615847837733

Fig. 3.8 Magnitude, passband and stopband errors of 24th-order HP-FIR filter by DE
High pass linear phase digital FIR of order 36
Table 3.13 Coefficients of 36th-order type1 HP-FIR filter by DE
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
0.001192189306089
0.019996949749088
-0.001523998292533
-0.018336366691731
0.001978238219003
0.025701691334988
-0.002244430364865
-0.036800022830453
0.002472337730191
0.051668478858324

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
-0.003148273739399
-0.074476657227930
0.003261693013235
0.112246108021640
-0.003500286431115
-0.198115503798683
0.004023787542263
0.608735631937650
-0.963191610880132

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.14, respectively.
Table 3.14 Design result of 36th-order type 1 HP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

145.156250

0.014281709927772

0.014345989865743
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Fig. 3.9 Magnitude, passband and stopband errors of 36th-order HP-FIR filter by DE
High pass linear phase digital FIR of order 48
Table 3.15 Coefficients of 48th-order type1 HP-FIR filter by DE
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.000550819122188
-0.007681886627144
0.001047964508741
0.007558591008403
-0.001160351433942
-0.011230932630377
0.001519427887386
0.016014582785383
-0.001882676466337
-0.022249170696177
0.002273872228019
0.030399852998353
-0.002641936861787

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
-0.041313273255694
0.002997424791901
0.056513342974403
-0.003302335232598
-0.079343945940823
0.003571977222632
0.118519777367760
-0.003758752503881
-0.206145632378415
0.003887524960827
0.631683723741535
-0.998787365048833

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.16, respectively.
Table 3.16 Design result of 48th-order type 1 HP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

983.703125

0.004729648325497

0.004729204159407
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Fig. 3.10 Magnitude, passband and stopband errors of 48th-order HP-FIR filter by DE

Fig. 3.11 Convergence behaviors of DE in design HP-FIR with orders of 12th, 24th, 36th,
and 48th
The convergence behaviors in Fig 3.11 show that the DE algorithm always converges very
quickly in lower order filters in this problems. It is because a small number of coefficients
are more effective to be optimized, while high dimensional coefficients with an initial need
some generations to search the parameters to suitable values. DE algorithm shows a great
advantage in this problem.
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3.4.3 Type1 Bandpass linear phase digital FIR filter
Bandpass linear phase digital FIR of order 12
Table 3.17 Coefficients of 12th-order type1 BP-FIR filter by DE
h(n)
h(1) = h(13)
h(2) = h(12)
h(3) = h(11)
h(7)

coefficients
0.054071137797601
-0.011886587593314
0.310924608494477
0.777542571918165

h(n)
h(4) = h(10)
h(5) = h(9)
h(6) = h(8)

coefficients
-0.191821738371749
-0.723813190544350
0.014434159531836

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.18, respectively.
Table 3.18 Design result of 12th-order type 1 BP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

85.250000

0.186688041227229

0.186687974413917

Fig. 3.12 Magnitude, passband and stopband errors of 12th-order BP-FIR filter by DE
Band pass linear phase digital FIR of order 24
Table 3.19 Coefficients of 24th-order type1 BP-FIR filter by DE
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
0.014629469184218
-0.006572874927834
0.061561258674009
-0.121851001404879
-0.142004117647309
0.069166246446750
0.032619762185506

h(n)
h(8) = h(18)
h(9) = h(17)
h(10) = h(16)
h(11) = h(15)
h(12) = h(14)
h(13)

coefficients
0.048245901038093
0.317889014913214
-0.137062701146521
-0.762559025724374
0.076898374291133
0.973630189552257

The computational time, passband and stopband ripple error of the linear phase digital FIR
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filter design with DE algorithm is showed in Table 3.20, respectively.
Table 3.20 Design result of 24th-order type 1 BP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

84.656250

0.058327396074577

0.058332583584781

Fig. 3.13 Magnitude, passband and stopband errors of 24th-order BP-FIR filter by DE
Band pass linear phase digital FIR of order 36
Table 3.21Coefficients of 36th-order type1 BP-FIR filter by DE
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
0.002136343060196
-0.003169467188803
0.006969444969399
-0.049642999721532
-0.025791036167287
0.050301172772330
0.013975876793220
0.021625749500595
0.058968679200407
-0.094141461639211

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
-0.131040719249228
0.075258496372844
0.033039514050233
0.050942526522823
0.316412452529280
-0.137148398220764
-0.758114544742329
0.075714068129521
0.958836301056490

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.22, respectively.
Table 3.22 Design result of 36th-order type 1 BP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

172.343750

0.019501477342182

0.019499285954434
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Fig. 3.14 Magnitude, passband and stopband errors of 36th-order BP-FIR filter by DE
Band pass linear phase digital FIR of order 48
Table 3.23 Coefficients of 48th-order type1 BP-FIR filter by DE
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
0.001258571785522
0.003071500705862
0.001239485191595
0.017422828990808
-0.002258504229024
-0.023492695201383
-0.001000879296741
-0.003148490333456
-0.006383716073370
0.048214991995511
0.025507127694839
-0.051258773260191
-0.014700451993516

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
-0.019624443178171
-0.058289693365850
0.094987407695314
0.127121469457387
-0.072255157699577
-0.033375743454839
-0.047040524741474
-0.297758273750171
0.130045437506002
0.706863870453515
-0.070398696608198
-0.893971618648453

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.24, respectively.
Table 3.24 Design result of 48th-order type 1 BP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

419.500000

0.006254411520480

0.006255115566308
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Fig. 3.15 Magnitude, passband and stopband errors of 48th-order BP-FIR filter by DE

Fig. 3.16 Convergence behaviors of DE in design BP-FIR with orders of 12th, 24th, 36th,
and 48th
For the bandpass filters designing problems, PSO has a little difficulty in finding the global
optimum which can be seen in a large number of iterations. Meanwhile, DE does very well
in this problem and has almost the same computational time on the designing of lowpass
and highpass linear phase digital filters.
3.4.4 Type1 Bandstop linear phase digital FIR filter
Band stop linear phase digital FIR of order 12
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Table 3.25 Coefficients of 12th-order type1 BS-FIR filter by DE
h(n)
h(1) = h(13)
h(2) = h(12)
h(3) = h(11)
h(7)

coefficients
0.057886848104863
-0.080245785385358
-0.202302481639780
0.983019402386199

h(n)
h(4) = h(10)
h(5) = h(9)
h(6) = h(8)

coefficients
0.043270195700670
0.292548727338990
-0.049288666324459

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.26, respectively.
Table 3.26 Design result of 12th-order type 1 BS-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

87.406250

0.134842534921531

0.134842532491527

Fig. 3.17 Magnitude, passband and stopband errors of 12th-order BS-FIR filter by DE
Band stop linear phase digital FIR of order 24
Table 3.27 Coefficients of 24th-order type1 BS-FIR filter by DE
h(n)
h(1) = h(25)
h(2) = h(24)
h(3) = h(23)
h(4) = h(22)
h(5) = h(21)
h(6) = h(20)
h(7) = h(19)

coefficients
-0.009248364925037
-0.003168908781731
-0.033675255884003
-0.070684958946190
0.071208749996012
0.084618822600080
-0.047210723058361

h(n)
ℎ(8) = ℎ(18)
ℎ(9) = ℎ(17)
ℎ(10) = ℎ(16)
ℎ(11) = ℎ(15)
ℎ(12) = ℎ(14)
ℎ(13)

coefficients
-0.064907633736886
0.001111465831486
-0.120516163475313
0.060530633563979
0.922898099174558
-0.086475572273550

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.28, respectively.
Table 3.28 Design result of 24th-order type 1 BS-FIR filter by DE
Time/s

Passband ripple

Stopband ripple
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146.015625

0.054747732174394

0.054747770363342

Fig. 3.18 Magnitude, passband and stopband errors of 24th-order BS-FIR filter by DE
Band stop linear phase digital FIR of order 36
Table 3.29 Coefficients of 36th-order type1 BS-FIR filter by DE
h(n)
h(1) = h(37)
h(2) = h(36)
h(3) = h(35)
h(4) = h(34)
h(5) = h(33)
h(6) = h(32)
h(7) = h(31)
h(8) = h(30)
h(9) = h(29)
h(10) = h(28)

coefficients
-0.011780172018308
-0.002350433140128
0.029410812671224
0.008762034053417
-0.025350852111311
-0.006997839784328
-0.001772171355354
-0.014902483686254
0.041780062305684
0.061997893290103

h(n)
h(11) = h(27)
h(12) = h(26)
h(13) = h(25)
h(14) = h(24)
h(15) = h(23)
h(16) = h(22)
h(17) = h(21)
h(18) = h(20)
h(19)

coefficients
-0.070647806177290
-0.100737601174706
0.054800561557716
0.066263011724357
0.000654336598772
0.128636054539624
-0.063704215932024
-0.995092021611334
0.094312650809566

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.30, respectively.
Table 3.30 Design result of 36th-order type 1 BS-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

146.843750

0.012053682650155

0.012078800209884
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Fig. 3.19 Magnitude, passband and stopband errors of 36th-order BS-FIR filter by DE
Band stop linear phase digital FIR of order 48
Table 3.31 Coefficients of 48th-order type1 BS-FIR filter by DE
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.005449714257318
0.003322540352091
0.007410904256812
-0.000474214325123
-0.000614330804565
-0.000516776861493
-0.014977089406272
-0.003206947756957
0.029550508464411
0.010168585240612
-0.028302747928701
-0.009089664857397
0.001955250437040

h(n)
ℎ(14) = ℎ(36)
ℎ(15) = ℎ(35)
ℎ(16) = ℎ(34)
ℎ(17) = ℎ(33)
ℎ(18) = ℎ(32)
ℎ(19) = ℎ(31)
ℎ(20) = ℎ(30)
ℎ(21) = ℎ(29)
ℎ(22) = ℎ(28)
ℎ(23) = ℎ(27)
ℎ(24) = ℎ(26)
ℎ(25)

coefficients
-0.013641760040768
0.039473309257911
0.059331249814252
-0.065561634598286
-0.096996970187136
0.052472797483714
0.066914356479095
-0.001079207700432
0.117799855309430
-0.059231529150074
-0.916602722962553
0.083662805555308

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.32, respectively.
Table 3.32 Design result of 48th-order type 1 BS-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

430.515625

0.005163127949613

0.005174041464594
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Fig. 3.20 Magnitude, passband and stopband errors of 48th-order BS-FIR filter by DE

Fig. 3.21 Convergence behaviors of DE in design BS-FIR with orders of 12th, 24th, 36th,
and 48th
The figures show that DE has better performance in designing bandstop filters with smaller
population size, while the convergence speeds decrease with the increasing of the order of
the filters.
In this part, we have presented linear phase digital FIR filter design using DE algorithm.
The ripple error is much smaller than that of PSO, which indicates that DE algorithm takes
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an advantage in the global searching optimal ability when comparing their behavior in the
higher order filters.
3.4.5 Type 2 Bandstop linear phase digital FIR filter
This section presents the simulations performed for the design of two kinds linear phase
digital filters of type 2 FIR LP and BP filters.
The original population of each filter example is generated using the way which is same
with PSO design. We randomly select 13, 25 figures from [0, 1] and sort these figures as
one side of the initial population of the even symmetric filter of 25th-order and 49th-order,
respectively. During the optimization process, the other side of the coefficients will be
copied from the existing part.
Each filter order (N) is taken as 25 and 49 respectively. For the LP filter, passband
(normalized) edge frequency 𝑤𝑝 =0.45; stopband (normalized) edge frequency 𝑤𝑠 =0.55;
For the BP filter, lower stop band (normalized) edge frequency 𝑤𝑠1 =0.25; lower passband
(normalized) edge frequency 𝑤𝑝1 =0.35; upper passband (normalized) edge frequency
𝑤𝑝2 =0.6; upper stopband (normalized) edge frequency 𝑤𝑠2 =0.7.
Lowpass linear phase digital FIR of order 25
Table 3.33 Coefficients of 25th-order type2 LP-FIR filter by DE
h(n)
h(1) = h(26)
h(2) = h(25)
h(3) = h(24)
h(4) = h(23)
h(5) = h(22)
h(6) = h(21)
h(7) = h(20)

coefficients
0.023033356250670
-0.053450263829228
-0.038263441099850
0.034480236966874
0.040317948956492
-0.055976073572788
-0.062831910150983

h(n)
ℎ(8) = ℎ(19)
ℎ(9) = ℎ(18)
ℎ(10) = ℎ(17)
ℎ(11) = ℎ(16)
ℎ(12) = ℎ(15)
ℎ(13) = ℎ(14)

coefficients
0.083292460688744
0.100176591983382
-0.139346949506319
-0.193029464401514
0.334506944438699
0.999934759415984

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.34, respectively.
Table 3.34 Design result of 25th-order type 2 LP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

63.593750

0.037769141721847

0.037769141721847
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Fig. 3.22 Magnitude, ripple errors of 25th-order type2 LP-FIR filter by DE
Low pass linear phase digital FIR of order 49
Table 3.35 Coefficients of 49th-order type2 LP-FIR filter by DE
h(n)
h(1) = h(50)
h(2) = h(49)
h(3) = h(48)
h(4) = h(47)
h(5) = h(46)
h(6) = h(45)
h(7) = h(44)
h(8) = h(43)
h(9) = h(42)
h(10) = h(41)
h(11) = h(40)
h(12) = h(39)
h(13) = h(38)

coefficients
0.001988522032624
-0.004601587405793
-0.003785858365796
0.005740073239494
0.005684438146939
-0.008099943822724
-0.007458366274536
0.011217473009429
0.012199673083538
-0.015066808798298
-0.015748000441024
0.021224167574810
0.021628782233848

h(n)
h(14) = h(37)
h(15) = h(36)
h(16) = h(35)
h(17) = h(34)
h(18) = h(33)
h(19) = h(32)
h(20) = h(31)
h(21) = h(30)
h(22) = h(29)
h(23) = h(28)
h(24) = h(27)
h(25) = h(26)

coefficients
-0.029891732375301
-0.030664226189001
0.039212234862564
0.041188796371963
-0.053623391996254
-0.059803202930340
0.078280556010685
0.092149805338929
-0.126567713252885
-0.175621276774517
0.301104551651995
0.899146443483012

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.36, respectively.
Table 3.36 Design result of 49th-order type 2 LP-FIR filter by DE
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Time/s

Passband ripple

Stopband ripple

463.312500

0.005303839450343

0.005202975378994

Fig. 3.23 Magnitude, ripple errors of 49th-order type2 LP-FIR filter by DE
3.4.6 Type 2 Bandpass linear phase digital FIR filter
Bandpass linear phase digital FIR of order 25
Table 3.37 Coefficients of 25th-order type2 BP-FIR filter by DE
h(n)
h(1) = h(26)
h(2) = h(25)
h(3) = h(24)
h(4) = h(23)
h(5) = h(22)
h(6) = h(21)
h(7) = h(20)

coefficients
-0.062639418590278
0.018529295898912
-0.086418369853777
0.016838698812495
0.243924732505448
0.051436938252572
-0.126359068280142

h(n)
h(8) = h(19)
h(9) = h(18)
h(10) = h(17)
h(11) = h(16)
h(12) = h(15)
h(13) = h(14)

coefficients
0.024567707572210
-0.273089954532336
-0.291934463714947
0.805048712327691
0.751910494681648
-0.986665334039993

The computational time, passband and stopband ripple error of the linear phase digital FIR
filter design with DE algorithm is showed in Table 3.38, respectively.
Table 3.38 Design result of 25th-order type 2 BP-FIR filter by DE
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Time/s

Passband ripple

Stopband ripple

435.125000

0.047106598726385

0.047106598726385

Fig. 3.24 Magnitude, ripple errors of 25th-order type2 BP-FIR filter by DE
Band pass linear phase digital FIR of order 49
Table 3.39 Coefficients of 49th-order type2 BP-FIR filter by DE
h(n)
h(1) = h(50)
h(2) = h(49)
h(3) = h(48)
h(4) = h(47)
h(5) = h(46)
h(6) = h(45)
h(7) = h(44)
h(8) = h(43)
h(9) = h(42)
h(10) = h(41)
h(11) = h(40)
h(12) = h(39)
h(13) = h(38)

coefficients
-0.002937252291331
0.007061619925994
-0.001658923803247
0.016000045694439
0.020430954897314
-0.027741624072272
-0.023425918632631
0.006845362521121
-0.018332896722350
0.028582125796559
0.084660102977613
-0.031927199752879
-0.069163836444190

h(n)
h(14) = h(37)
h(15) = h(36)
h(16) = h(35)
h(17) = h(34)
h(18) = h(33)
h(19) = h(32)
h(20) = h(31)
h(21) = h(30)
h(22) = h(29)
h(23) = h(28)
h(24) = h(27)
h(25) = h(26)

coefficients
0.000660188037631
-0.084715343792808
-0.000961135944451
0.238408628796848
0.039859880371919
-0.139139475300554
0.015927912482715
-0.296591019285210
-0.308198888978923
0.804466503630114
0.745570636805291
-0.995414379498280

The computational time, passband and stopband ripple error of the linear phase digital FIR
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filter design with DE algorithm is showed in Table 3.20, respectively.
Table 3.20 Design result of 49th-order type 2 BP-FIR filter by DE
Time/s

Passband ripple

Stopband ripple

962.765625

0.005934783442553

0.005939168568020

Fig. 3.25 Magnitude, ripple errors of 49th-order type2 BP-FIR filter by DE

3.5. Comparing with PSO
By comparing the results above and the results in chapter 3, we could know the stopband
and passband of ripple error of both algorithms are approximately equal for both type1 and
type2. The difference is in the transition band. From the results generated by the two
algorithms in Fig 2.6, Fig2.11, Fig 2.16, Fig2.21 and Fig 3.6, Fig3.11, Fig 3.16, Fig3.21, it
can be concluded that DE works better than PSO with more rapid convergence speed.
As shown in the above figures, it is noticed that for the same level of transition width, the
DE results in the lowest stopband ripples for all types of filters, especially in the region
near to the transition band. Besides, for the passband attenuation error, they have a similar
level. The experimental results show that the DE algorithm achieves the best performance
in the ripple error. Also, the algorithm is more stable, and the iterative algorithm can
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converge to the same solution. The performance of PSO algorithm is also acceptable, but
the algorithm is a little unstable. PSO performs better in the design of lower order filters,
but it works hard to design high dimensional filters which cost too much time. The final
convergence result is easily affected by the parameter size and initial population influences.
While along with the stopband frequency goes away, the stopband attenuation decreases
using PSO comparing with that of DE. In fact, if we sacrifice the requirement in passband
error a little, the stopband attenuation could perform much better than now. Due to PSO
algorithm uses a global solution in its iterations to help direct its optimum, which is useful
for optimizing low dimension optimization, while filter design is a comples optimization
problem and concerned non-linear transformation so that the global solution may lead to
pre-mature convergence.

3.6 Conclusion
The DE algorithm is a simple but powerful heuristic approach mainly having several
advantages; finding the true global minimum regardless of the initial parameter values, fast
convergence, and using a few control parameters. From the simulation studies, it was
observed that the convergence speed of the DE is relatively fast and find satisfying solutions
for all the questions. Results indicate that DE algorithm is a promising approach for
designing these types of linear phase digital FIR filters which are mentioned in this chapter.
Meanwhile, the ability to search optimum in such a limited domain shows its potential to
apply in the other types of filters regarding the actual need.
The DE algorithm has been applied to the design of linear phase digital FIR filter design
with different orders. Meanwhile, due to DE has a more simple structure than GA, works
in the continuous domain while GA needs to transfer to the binary domain, it converges
much faster than GA. Although the convergence speed decreased when designing high
order bandstop filters, the results are still acceptable within 4000 iterations. Experiment
results show the DE algorithm has successfully designed FIR filter with desired magnitude
response and also can avoid local optimal solution, also, it solution is comparable with PSO.
Therefore, the DE algorithm can be successfully used in linear phase digital FIR filter
design.

63

Chapter 4 Linear Phase Digital FIR Filter Design Using
Improved DE Algorithms
4.1 Abstract
The cost of time is the most important challenge isuue in the optimization problem, and
the convergence speed and mutation progress have a vital effect on the optimization process.
Some researchers have tried many ways to increase the speed of the convergence so as to
decrease the computational time without changing the platform of the computing hardware
and software, such like to increase the probability of selection of evolved individuals and
consequently can improve the performance of the DE algorithm. Results show that the
modified DE algorithm really can decrease the time of computing and does not hurt the
optimization solution in designing linear phase digital FIR filters with lower orders.

4.2 Modified DE algorithm
In recent years, some researchers proposed several new improved DE algorithm, such as
Gang Liu (2010) [28], Vasundhara (2013) [29], Shekhar Sharma (2014) [30], while the
discussion is all limit to lower order lowpass or highpass linear phase digital filter design.
Recently, considering its computational time, Shamekhi [18] provides a new method to
improve the algorithm’s efficiency. In fact, the DE algorithm costs time to iterate each time.
For DE/rand/bin, each evolves regarding three other random selected particles; one is the
current individual and the other two for generating the difference, then compare their fitness
values. If the fitness value of the evolved individual is better than that of the original one,
then using the new individual to replace the original, otherwise keep the primary one. In all
of the types of DE algorithms, they use this mechanism to produce new generations by
calculating too many times. In fact, some of the mutations are not useful. In many practices,
the evolved individuals for optimizing the average fitness are time- consuming. If there is
a way to decrease the number of meaningless iterations in DE algorithms while keeping the
efficiency of the mutation process, the time of computation will be decreased, and the
performance will be improved. Meanwhile, the selection process also compares the evolved
individual with the original one. In this process, the one which has a better fitness value
will be selected to be parents in the following iterations. Based on this interpretation,
Shamekhi [18] proposed a new job to modify the evolution process.
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Iinitializing the
population
Calculate the
fitness
Select the half part of
the pupulation with
bigger fitness values

Mutation

Crossover

Selection

Combinine with the
remaining population

Termination
is met?

No

Yes
Obtain optimum
solution

Fig. 4.1 The flow chart of modified DE algorithm
In the new version of DE algorithm, all the particles will be sorted according to their fitness
values. This new method does not change the DE algorithm on the stage of mutation which
uses three random selected individuals. Then, to increase the number of successful tries in
the selection process, Shamekhi [18] only chooses half of the population which have worse
fitness values in every generation. This modification can increase the probability of the
selection of evolved individuals and consequently can improve the performance of the DE
algorithm. Also, in this chapter, we can see that Shamekhi’s DE [18] algorithm converges
faster than the single strategy DE algorithm.
Table modified DE algorithm (Modified DE/BEST/1/BIN)
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Step 1: Select 𝑁𝑝 individuals 𝑝𝑜𝑝𝑖,𝑔 in the constrained domain.
Step2: Calculate fitness values for all the individuals. 𝑓𝑖,𝑔 = 𝑓(𝑝𝑜𝑝𝑖,𝑔 ), 𝑖 = 1: 𝑁𝑝
Step3: Divide the total population into two parts. If 𝑁𝑝 is even then let 𝑛 = 𝑁𝑝/2, else
𝑛 = (𝑁𝑝 + 1)/2
Step 4: Do steps 5 to 14 until convergence criteria satisfied
Rearrange the population based on their fitness values
Step 5: For 𝑖 = 1: 𝑁𝑝, do step 6
Step 6: For 𝑗 = 𝑖 + 1: 𝑁𝑝,
If 𝑓𝑗 > 𝑓𝑖 then swap the position of 𝑝𝑜𝑝𝑖,𝑔 and 𝑝𝑜𝑝𝑗,𝑔 , and their fitness, respectively.
Step 8: for 𝑖 = 1: 𝑚 do
Select two different random indexes 𝑝1 and 𝑝2 among the population
Let 𝑛𝑒𝑤𝑝𝑜𝑝𝑖,𝑔 =𝑝𝑜𝑝𝑖,𝑔 + 𝐹 ∙ (𝑝𝑜𝑝𝑝1 − 𝑝𝑜𝑝𝑝2 ) + 𝐹 ∙ (𝑔𝑏𝑒𝑠𝑡𝑝𝑜𝑝 − 𝑝𝑜𝑝𝑖,𝑔 )
For 𝑖 = 1: 𝑛 do
Step 9: Select random 𝑟𝑎𝑛𝑑, (𝑟𝑎𝑛𝑑 belong to [0,1]),
If 𝑟𝑎𝑛𝑑 < 𝐶𝑅, then 𝑛𝑒𝑥𝑡𝑝𝑜𝑝𝑗,𝑖,𝑔 = 𝑛𝑒𝑤𝑝𝑜𝑝𝑗,𝑖,𝑔 else 𝑛𝑒𝑥𝑡𝑝𝑜𝑝𝑗,𝑖,𝑔 = 𝑝𝑜𝑝𝑗,𝑖,𝑔
If 𝑓(𝑛𝑒𝑥𝑡𝑝𝑜𝑝𝑖,𝑔 ) < 𝑓𝑖,𝑔 , then 𝑛𝑒𝑥𝑡𝑝𝑜𝑝𝑖,𝑔 = 𝑛𝑒𝑥𝑡𝑝𝑜𝑝𝑖,𝑔 else 𝑛𝑒𝑥𝑡𝑝𝑜𝑝𝑖,𝑔 = 𝑝𝑜𝑝𝑖,𝑔
Step 10: For 𝑖 = 𝑚 + 1: 𝑁𝑝, 𝑝𝑜𝑝𝑖,𝑔 = 𝑝𝑜𝑝𝑖,𝑔
Here 𝑝𝑜𝑝𝑖,𝑔 represents a group of coefficients with specific length at position 𝑖 in the
generation of 𝑔. As we can see clearly, only part of the individuals which have worse fitness
values are evolved in each generation. The others owing better fitness values survive and
also do contribution to the mutations. The computational complexity can be decreased by
doing this. Based on this, the linear phase digital FIR filter design is also modified, and the
corresponding results are shown bellows.

4.3 Experiments and result
We applied Shamekhi’s DE and original DE into the linear phase digital FIR filter design.
The initial population is generated by the method which is introduced above.
All the control parameters are the same with those were used in chapter 4. We set the other
parameters same values for both the algorithms for fair performance comparison. The
following parameters are used in our experiments：
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1) Population size 200;
2) The maximum number of generations: 200 for filters of order 12, 500 for filters of order
24, 800 for filters of order 36.
Therefore, Shamekhi’s DE algorithm [18] and original DE algorithm used the same
population size and the same stopping criteria in our experiment.
The average results of 20 independent runs are summarized in Table 4.1 to Table 4.4
Condition: due to the time of each simulation is not steady so that we choose to the average
value of 100 times results.
Table 4.1 Computational time of the type1 LP linear FIR filter
Algorithm

12 order

24 order

36 order

Standard DE time/s

57.500000

92.8125

120.250000

Shamekhi’s DE
algorithm time/s

50.078125

87.046875

117.625000

Table 4.2 Computational time of the type1 HP linear FIR filter
Algorithm

12 order

24 order

36 order

Standard DE time/s

54.406250

43.578125

117.218750

Shamekhi’s DE algorithm
time/s

50.062500

41.781250

116.281250

Table 4.3 Computational time of the type1 BP linear FIR filter
Algorithm

12 order

24 order

36 order

Standard DE time/s

88.718750/100

95.265625

137.359375

Shamekhi’s DE algorithm
time/s

82.015625/80

90.578125

137.203125

Table 4.4 Computational time of the type1 BS linear FIR filter
Algorithm

12 order

24 order

36 order

Standard DE time/s

107.015625

182.796875

362.781250

Shamekhi’s DE algorithm
time/s

103.656250

180.546875

370.859375
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All these results are obtained under the same stop criteria condition. In this way, the
computational time can reflect the efficiency of these two algorithms under the same
condition.
The comparison shows that Shamekhi’s DE algorithm [18] spent less time on calculation
than original DE algorithm. Meanwhile, its amplitude response behaves as well as the
standard one. As for the increase of the filter’s order, the computational time of improved
algorithm is much less than that of the original algorithm, which is relevant with the
complexity of the coefficients.
Fig 4.2 to Fig 4.5 show the convergence speed comparison of Shamekhi’s DE algorithm
and the original DE algorithm. The red lines represent the new DE algorithm, and the blue
ones are the original DE algorithm.

Fig. 4.2 Convergence speed using Shamekhi’s DE algorithm and original DE algorithm
when designing type 1 Lowpass FIR filter of order 12, 24, and 36.
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Fig. 4.3 Convergence speed using Shamekhi’s DE algorithm and original DE algorithm
when designing type 1 Highpass FIR filter of order 12, 24, and 36.
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Fig. 4.4 Convergence speed using Shamekhi’s DE algorithm and original DE algorithm
when designing type 1 Bandpass FIR filter of order 12, 24, and 36.

Fig. 4.5 Convergence speed using Shamekhi’s DE algorithm and original DE algorithm
when designing type 1 Bandstop FIR filter of order 12, 24, and 36.
As can be seen from above, for the four kinds of linear phase digital filters, the Shamekhi’s
DE algorithm [18] algorithm converges much faster than the original DE algorithm. But
their passband and stopband ripple error have no obvious difference. So the new DE
algorithm takes on the better convergence ability and keeps searching precision ability in
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solving linear phase digital FIR filter design problems. A second finding is that it converges
much faster when applying in designing lower order digital FIR filter. When the order of
digital FIR filter grows, the calculation complexity increases at the same time in an
exponential way. In that condition, the decrease in the population counts for a weak part.
Besides, when using this method to design filters of order 48, we cannot get an ideal result
because it loses too much information when cutting the population into two equal part,
that’s why we did not design digital FRI filters of order 48. How to decrease the
computation amount and also keep abundant information is the direction for researchers to
work in future.
DE algorithm has proved to get a wonderful result in digital FIR filter design for both type
1 and type 2 while costing less time. It depends on the mutation strategy and crossover
strategy, and the values of associated control parameters. For complex optimization
problems like digital FIR filter design, the different mutation strategy, and crossover
strategy are more effective than single mutation strategy and crossover strategy. Chunfeng
Song [19] has proved the multi- population and multi-strategy (MPMSIDE) are more
effective in solving high dimension optimization problem.

4.4 Multi-Population and Multi-Strategy Differential Evolution Algorithm
Several improved DE algorithms like unmanned aerial vehicles (UVAs) [19], aims to
overcome the premature convergence and falling into local optimum problems. While there
is still some space to improve in the local search ability, convergence speed and
optimization accuracy of the algorithm.
The second modification of DE algorithm is proposed by Song [19] which aims to improve
the stability and computational time in solving the high dimensional optimization problem,
which is called MPMSIDE [19]. The new DE algorithm is based on the standard version
of DE, while divides the total population into three groups according to their fitness values.
These sub-populations carry out the basic mutation, crossover and selection processes
simultaneously. Meanwhile, they communicate with each other to compare the
optimization effectiveness. Due to there are several different mutation strategies for
searching better solutions with special advantages in different situations, they are used to
raise and balance the global searching ability and improve the optimization efficiency.

4.5 The idea of MPMSIDE algorithm
The new algorithm uses real coding and adopts the same mutation, crossover, and selection
operations with the standard DE algorithm. To improve the stability and computational time
of the DE algorithm, MPMSIDE [19] performs well in optimizing in high dimensional
problems like digital FIR filter design. The coefficients of the filter often appear more than
20, so that there is potential in applying MPMSIDE [19] in the filter designing. In the
proposed MPMSIDE [19] algorithm, the total population is divided into three different
subpopulations according to their fitness values, the standard deviation of fitness and
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distance between each of them. They are subpopulation with better fitness values, these
with worse fitness values and the rest. Firstly, the better ones are used for local search and
improve the convergence speed and precision. Secondly, the worse group are used for
global search, avoid falling in a local optimum, last but not least, the general ones are used
to balance the global optimum and local optimum. Through all these three operations, the
coefficients can search in a larger space and find the global optimum. Obviously, the
mutation operation is the vital part. It specified mutation strategy determines the evolved
direction. The modified DE algorithm improves the global search ability and workable in
the filter design.
Initilization

Calculate the
fitness values

Initialize subpopulation with
better fitness values

Initialize subpopulation with
general fitness values

Initialize subpopulation with
worse fitness values

Mutation with (DE/best/1/bin)
strategy

Mutation with (DE/currentbest/1/bin) strategy

Mutation with (DE/rand/1/bin)
strategy

General crossover

General crossover

General crossover

General selection

General selection

General selection

Terminal condition
satisfied?

No

Terminal condition
satisfied?

No

Terminal condition
satisfied?

No

Yes
Yes

Yes
Compare all the individuals

Obtain the optimum solution

Fig. 4.6 The flow chart of MPMSIDE algorithm

4.6 Experiments and result
To compare the performance of the improved DE algorithm and the original one, the linear
phase digital filters of type 1 with order 12, 24, 36, 48 and type 2 49th-order of LP, and BP
filters are designed for comparison. The parameters are 𝐹 = 0.8, 𝐶𝑟 = 0.8, 𝑁𝑝 = 800 for
both of them.
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The coefficients are listed following.
Table 4.5 Coefficients of 48th-order type1 LP-FIR filter by MPMSIDE
h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.000554487341138
-0.007717880370785
0.001053663147148
0.007584047105795
-0.001164269548297
-0.011272700451836
0.001522210893218
0.016077072149867
-0.001895074334936
-0.022331992066483
0.002281520547823
0.030517108842555
-0.002651945744104

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
-0.041469769553842
0.003008654128674
0.056724803201836
-0.003318073049108
-0.079642790304331
0.003584842504143
0.118966927875694
-0.003775693522217
-0.206924730896512
0.003900552618121
0.634056485549151
0.994674724851117

Table 4.6Coefficients of 48th-order type1 HP-FIR filter by MPMSIDE
h(n)
h(1)= h(49)
h(2)= h(48)
h(3)= h(47)
h(4)= h(46)
h(5)= h(45)
h(6)= h(44)
h(7)= h(43)
h(8)= h(42)
h(9)= h(41)
h(10)= h(40)
h(11)= h(39)
h(12)= h(38)
h(13)= h(37)

coefficients
0.004942275010615
-0.006282654970427
-0.003927505529981
0.009280383975010
-0.001684662288334
-0.012778891499422
0.010712235097072
0.009173041240655
-0.022265665760166
0.003160233832021
0.028791155433956
-0.024255486494168
-0.022391042949996

h(n)
h(14)= h(36)
h(15)= h(35)
h(16)= h(34)
h(17)= h(33)
h(18)= h(32)
h(19)= h(31)
h(20)= h(30)
h(21)= h(29)
h(22)= h(28)
h(23)= h(27)
h(24)= h(26)
h(25)

coefficients
0.047493390335214
-0.004010922957928
-0.061672012472897
0.051507835019222
0.052988341627539
-0.108393537064484
0.005594382000799
0.169356413567068
-0.147783461927907
-0.213652368323309
0.712763313025740
-0.946692506438855

Table 4.7Coefficients of 48th-order type1 BP-FIR filter by MPMSIDE
h(n)
h(1)= h(49)
h(2)= h(48)
h(3)= h(47)
h(4)= h(46)
h(5)= h(45)
h(6)= h(44)
h(7)= h(43)
h(8)= h(42)
h(9)= h(41)
h(10)= h(40)
h(11)= h(39)

h(12)= h(38)
h(13)= h(37)

coefficients
-0.001362346011734
-0.003457266292470
-0.001311452530341
-0.019477973498044
0.002694041074544
0.026038566537587
0.001246079757931
0.003316211648157
0.007253396695542
-0.053918057746781
-0.028249898819973
0.056911945217988
0.016550475887058

h(n)
h(14)= h(36)
h(15)= h(35)
h(16)= h(34)
h(17)= h(33)
h(18)= h(32)
h(19)= h(31)
h(20)= h(30)
h(21)= h(29)
h(22)= h(28)
h(23)= h(27)
h(24)= h(26)

h(25)

coefficients
0.021641754240610
0.065010944017883
-0.105883470698279
-0.141481375467537
0.080445784872123
0.037209257626606
0.052376344430584
0.331524014345587
-0.144890741239610
-0.787115713206999
0.078350845654467
0.995620861602009

Table 4.8 Coefficients of 48th-order type1 BS-FIR filter by MPMSIDE
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h(n)
h(1) = h(49)
h(2) = h(48)
h(3) = h(47)
h(4) = h(46)
h(5) = h(45)
h(6) = h(44)
h(7) = h(43)
h(8) = h(42)
h(9) = h(41)
h(10) = h(40)
h(11) = h(39)
h(12) = h(38)
h(13) = h(37)

coefficients
-0.004969599128776
0.003661358181085
0.007140066990518
-0.000378010912006
-0.000173114810690
-0.000074089810956
-0.013968297538685
-0.002811146063786
0.028421912868399
0.009266686468945
-0.027263599404913
-0.008638928675379
0.001620370134812

h(n)
h(14) = h(36)
h(15) = h(35)
h(16) = h(34)
h(17) = h(33)
h(18) = h(32)
h(19) = h(31)
h(20) = h(30)
h(21) = h(29)
h(22) = h(28)
h(23) = h(27)
h(24) = h(26)
h(25)

coefficients
-0.013292416597940
0.037714511012242
0.056535729975730
-0.063428498744105
-0.092537411237229
0.050880172269761
0.064372327233688
-0.000642004733149
0.113699878374423
-0.056517323069444
-0.879422069250240
0.081687581910393

Table 4.9 Coefficients of 49th-order type2 LP-FIR filter by MPMSIDE
h(n)
h(1) = h(50)
h(2) = h(49)
h(3) = h(48)
h(4) = h(47)
h(5) = h(46)
h(6) = h(45)
h(7) = h(44)
h(8) = h(43)
h(9) = h(42)
h(10) = h(41)
h(11) = h(40)
h(12) = h(39)
h(13) = h(38)

coefficients
0.002343292269048
-0.006188829028344
-0.004416546423011
0.005614222668444
0.005523286571543
-0.008571268333834
-0.008207296696706
0.012025910077941
0.011674191465767
-0.016555427181454
-0.016196531458307
0.022339249711289
0.022335488776816

h(n)
h(14) = h(37)
h(15) = h(36)
h(16) = h(35)
h(17) = h(34)
h(18) = h(33)
h(19) = h(32)
h(20) = h(31)
h(21) = h(30)
h(22) = h(29)
h(23) = h(28)
h(24) = h(27)
h(25) = h(26)

coefficients
-0.029940381098606
-0.030618340052104
0.040234993650728
0.042451671050342
-0.055231526612771
-0.060939129696917
0.079840788048588
0.094380353931919
-0.129957035677705
-0.178420229406395
0.307542838416897
0.916605548688944

Table 4.10 Coefficients of 49th-order type2 BP-FIR filter by MPMSIDE
h(n)
h(1) = h(50)
h(2) = h(49)
h(3) = h(48)
h(4) = h(47)
h(5) = h(46)
h(6) = h(45)
h(7) = h(44)
h(8) = h(43)
h(9) = h(42)
h(10) = h(41)
h(11) = h(40)
h(12) = h(39)
h(13) = h(38)

coefficients
-0.002867399871520
0.007482011621904
-0.001774011656782
0.015891573360854
0.018777257660204
-0.025876202468773
-0.022607242157077
0.006855255827529
-0.017487860498877
0.026958014160008
0.079104063416477
-0.029655803487066
-0.064863858334269

h(n)
h(14) = h(37)
h(15) = h(36)
h(16) = h(35)
h(17) = h(34)
h(18) = h(33)
h(19) = h(32)
h(20) = h(31)
h(21) = h(30)
h(22) = h(29)
h(23) = h(28)
h(24) = h(27)
h(25) = h(26)

coefficients
0.000996391032227
-0.078570919941793
-0.000529974652108
0.223309567379082
0.036988546327860
-0.130154229785927
0.014695468042168
-0.276998934626188
-0.287896753337353
0.752028459617320
0.696966308466942
-0.930302725953316

This part will show the amplitude characteristics of these new designs for a direct
understanding the performance of MPMSIDE [19].
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Fig. 4.7 Lowpass linear phase digital filter design of 48 order using MPMSIDE

Fig. 4.8 Highpass Linear phase digital filter design of 48 order using MPMSIDE

Fig. 4.9 Bandpass Linear phase digital filter design of 48 order using MPMSIDE
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Fig. 4.10 Bandstop linear phase digital filter design of 48 order using MPMSIDE

Fig. 4.11 Type 2 Lowpass linear phase digital filter design of 48 order using MPMSIDE

Fig. 4.12 Type 2 Bandpass linear phase digital filter design of 48 order using MPMSIDE
As seen from the following figures, MPMSIDE [19] costs more iterations to get the optima
which on the other side show it searches more deeply the original algorithm.
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Fig. 4.13 Iterations of FIR filters with 48th-order of LP, HP, BP and BS of MPMSIDE

Fig. 4.14 Iterations of FIR filters with 48th-order of LP, HP, BP and BS of MPMSIDE
The tables following are the comparison between original DE algorithm and the improved
DE algorithm.
Table 4.11 The comparison of MPMSIDE and the original DE algorithm

48th-order LP-FIR of
MPMSIDE

Passband Ripple Error

Stopband Ripple Error

0.004727419639804

0.004727412417021

77

48th-order LP-FIR of original
DE

0.004770844291314

0.004778773524617

48th-order HP-FIR of
MPMSIDE

0.004282558482891

0.004282559414818

48th-order HP-FIR of original
DE

0.004729204159408

0.004729648325497

48th-order BP-FIR of
MPMSIDE

0.006232409361277

0.006232674958691

48th-order BP-FIR of original
DE

0.006254411520480

0.006255115566308

48th-order BS-FIR of
MPMSIDE

0.004986279048719

0.004987331167942

48th-order BS-FIR of original
DE

0.005163127949613

0.005174041464594

49th-order LP-FIR of
MPMSIDE

0.004190352585071

0.004190070750841

49th-order LP-FIR of original
DE

0.005303839450343

0.005202975378994

49th-order BP-FIR of
MPMSIDE

0.005720617120792

0.005720614776317

49th-order BP-FIR of original
DE

0.005934783442553

0.005939168568020

4.7 Conclusion
The first improved DE algorithm achieved superior performance in the convergence speed,
which is due to the decreasing of the computing complexity. To increase the number of
successful tries in the selection process of the DE algorithm, half of the population which
has worse fitness are evolved for global optimal searching. This improvement can increase
the probability of selection of evolved individuals and consequently can increase the
performance of the DE algorithm. On the other hand, in the new version of DE algorithm,
the individuals with better fitness can remain and survive while the worse ones have less
chance to survive. The performance characteristics of the improved DE algorithm have
been compared with the original one. Results obtained show that the modified algorithm
converges much faster than the original algorithm and need fewer iterations to obtain
optimal solution.
Many researchers have tried to improve the performance of the original DE algorithm since
the invention of the algorithm. One of the most important problems is that the ability of
global optimal searching. Many researchers started to develop several methods to
adaptively adopt optimal set of control parameters of the algorithm to decrease the
computational time and larger searching space. While DE algorithm finds the optimal point
through an organized parallel interacting try and error process, the performance of DE
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would be improved if the number of unsuccessful tries could be decreased. That was the
point in this chapter which is introduced in details. In the improved algorithm, in each
generation, all individuals of the population are sorted based on their fitness values.
The improved mutation is introduced to improve the global optimization ability of the DE
algorithm, avoid possible trap in a local minimum for dealing with complex problems with
high dimension multimodal optimization issues. The local optimization strategy aims to
avoid the local extreme point and enhance the local hill-climbing ability in the local search.
The performance of MPMSIDE [19] algorithm is compared with the original DE algorithm
for designing linear phase digital FIR filter in this chapter. The results show that the
improved MPMSIDE [19] algorithm is overall more effective and takes on better searching
precision and global optimization ability. The modified algorithm can get better magnitude
response in 48 order FIR filter design. According to the results obtained, these
modifications can improve the performance of the linear phase digital FIR filter design.
What’s more, the new algorithm costs much more time to converge which we need to
consider in the following job.
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Chapter 5 Conclusion and Further Research
5.1 Conclusion
In this thesis, we mainly use PSO and DE algorithms to design different kinds of linear
phase digital FIR filters and the implementation of them are discussed. Direct search
methods are widely used in applied science and engineering. They are a class of
optimization methods which are easy to program, do not require any properties of the
function, being optimized and are often claimed to be robust for problems with noisy
function values. Hence, when the optimizing function is nonlinear, direct search methods
are the methods of choice.
In Chapter 2, we introduced PSO as a method for optimization of continuous nonlinear
functions. The method was discovered through simulation of a simplified social model.
This paper describes the PSO concept regarding its precursors, briefly reviewing the stages
of its development from social simulation to an optimizer. Its ties to artificial life in general,
and to fish schooling, and swarming theory in particular. PSO is also related to evolutionary
computation and has a connection with both GA and evolutionary programming. These
relationships are briefly reviewed in the paper.
PSO is a very simple concept, and paradigms can be implemented in a few lines of
computer code. It requires only primitive mathematical operators and is computationally
inexpensive regarding both memory requirements and speed. Early testing has found the
implementation to be effective with several kinds of problems. The application of the
algorithm to the high dimensional question of linear phase digital also proves effective.
DE is an efficient and powerful population-based stochastic search technique for solving
optimization problems over continuous space, which has been widely applied in many
scientific and engineering fields. And its application is presented in chapter 4. Inspired by
the natural evolution of species, DE has been successfully applied to solve numerous
optimization problems in diverse fields. DE is an algorithm designed for minimizing a
function of real variables. It is extremely robust in locating the global minimum. The overall
structure of DE resembles that of PSO. Like the other population set-based direct search
methods DE also attempts to guide an initial set S of points to the vicinity of the global
minimum through repeated cycles of selection, mutation and crossover and acceptance.
The error analysis technique used in this thesis is called the weighted sum of the maximum
deviation (SMD), which is a (For the p = 2) method to calculate minimax value of the all
the strategies in this paper. Since the objective function is fixed and the maximum number
iterations rely on the speed of the algorithm to locate the optimal solution, the performance
of these algorithms can be evaluated based on their ability to meet the filter design
Specifications.
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Table 5.1 Simulation Results for PSO, PM, and DE

12th-order LP-FIR

24th-order LP-FIR

36th-order LP-FIR

48th-order LP-FIR

12th-order HP-FIR

24th-order HP-FIR

36th-order HP-FIR

48th-order HP-FIR

12th-order BP-FIR

24th-order BP-FIR

36th-order BP-FIR

Stopband peak error

Passband peak error

PSO

0.151279546816109

0.150398090335351

PM

0.150109047269449

0.150564579975670

DE

0.147463170638424

0.147463170638891

PSO

0.046248431572409

0.053365558441687

PM

0.045264759603219

0.045062625148867

DE

0.043536322158584

0.043536385497003

PSO

0.016303333542335

0.016968828284386

PM

0.014770025669699

0.014841449760834

DE

0.014029908627723

0.014029882185380

PSO

0.0073759340395515

0.0073776557844607

PM

0.005052454212868

0.005052454212868

DE

0.004729204159408

0.004729648325497

PSO

0.149579872844649

0.152893741918110

PM

0.150109047269449

0.150564579975670

DE

0.147463199395232

0.147463252897533

PSO

0.045813959055968

0.045990750663258

PM

0.045264759603219

0.045062625148867

DE

0.044509573845163

0.044615847837733

PSO

0.015911927701090

0.016021904562858

PM

0.014770025669699

0.014841449760834

DE

0.014281709927772

0.014345989865743

PSO

0.005342504707092

0.005322669623213

PM

0.005052454212868

0.005052454212868

DE

0.004729204159408

0.004729648325497

PSO

0.208422639560898

0.186476983648942

PM

0.193736337871682

0.191302184150198

DE

0.186688041227229

0.186687974413917

PSO

0.061758283413739

0.063718444449077

PM

0.064326791198981

0.061879888338857

DE

0.058327396074577

0.058332583584781

PSO

0.037339573407747

0.022652997836862
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48th-order BP-FIR

12th-order BS-FIR

24th-order BS-FIR

36th-order BS-FIR

48th-order BS-FIR

25th-order LP-FIR

49th-order LP-FIR

25th-order BP-FIR

49th-order BP-FIR

PM

0.023149119527607

0.021455863219901

DE

0.019501477342182

0.019499285954434

PSO

0.006662125873949

0.006669725210366

PM

0.008614167159237

0.007612756825124

DE

0.006254411520480

0.006255115566308

PSO

0.107590998821996

0.163215646048442

PM

0.146721699974909

0.148091298956491

DE

0.134842534921531

0.134842532491527

PSO

0.060703136028247

0.059849388853956

PM

0.063103005793731

0.061522516533729

DE

0.054747732174394

0.054747770363342

PSO

0.020408839055092

0.023572479676884

PM

0.028512470309936

0.027929164489408

DE

0.012053682650155

0.012078800209884

PSO

0.007381528454473

0.007252200677178

PM

0.009547790487259

0.009683806950184

DE

0.005163127949613

0.005174041464594

PSO

0.041201848758123

0.041827017886749

DE

0.037769141721847

0.037769141721847

PSO

0.006352918120974

0.006352918489874

DE

0.005303839450343

0.005202975378994

PSO

0.048768630452890

0.048847523383255

DE

0.047106598726385

0.047106598726385

PSO

0.007445696141175

0.006589674897734

DE

0.005934783442553

0.005939168568020

Experiments indicate PSO can converge to the global optima with less time consumption.
And in almost all the designs, the ripple errors achieved are similar to Parks-McClellan
algorithm. In details, PM performs much better in designing LP and HP filters, but PSO
outperforms PM in the other two kinds of BP and BS filters. PSO only outperforms the
others in the design of 12th-order BP-FIR.In summary, all algorithms tested for the
continuous problem was able to minimize the objective function to a reasonable point, PSO
and PM can meet the specification in the continuous domain with the negligible discrepancy.
DE performs best regarding execution speed and accuracy than ACO. DE shows a great
advantage in these designs.
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The optimization of such a high-dimensional non-linear FIR filter design function is a
difficult problem occurring in engineering applications. We also have tried several versions
of DE methods to solve this problem. From the comparison in the previous section, it is
quite clear that the new algorithms outperform the original DE in the convergence speed
and ripple performance. What makes the improved DE algorithms more robust than the
original one is the feature that not all points in the set S are randomly updated for each
generation. In this way, DE has the potential to explore widely with the help of the existing
points of the current generation.
Table 5.2 The comparison of MPMSIDE [19] and the standard DE algorithm
Passband Ripple Error

Stopband Ripple Error

48th-order LP-FIR of
MPMSIDE

0.004727419639804

0.004727412417021

48th-order LP-FIR of original
DE

0.004770844291314

0.004778773524617

48th-order HP-FIR of
MPMSIDE

0.004282558482891

0.004282559414818

48th-order HP-FIR of original
DE

0.004729204159408

0.004729648325497

48th-order BP-FIR of
MPMSIDE

0.006232409361277

0.006232674958691

48th-order BP-FIR of original
DE

0.006254411520480

0.006255115566308

48th-order BS-FIR of
MPMSIDE

0.004986279048719

0.004987331167942

48th-order BS-FIR of original
DE

0.005163127949613

0.005174041464594

49th-order LP-FIR of
MPMSIDE

0.004190352585071

0.004190070750841

49th-order LP-FIR of original
DE

0.005303839450343

0.005202975378994

49th-order BP-FIR of
MPMSIDE

0.005720617120792

0.005720614776317

49th-order BP-FIR of original
DE

0.005934783442553

0.005939168568020

Table 5.2 shows the simulation results of the original DE algorithm and MPMSIDE. Almost
in all of the experiments, MPMSIDE shows a better performance in the stopband and
passband ripple error. In the MPMSIDE algorithm, the total population is divided into three
part according to their fitness values: best population, worst population and general
population according the fitness value. Linear phase FIR design is a kind of high dimension
multimodal optimization problems. The combination of the knowledge from different
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mutation strategies not only enhances the global optimization ability of the DE algorithm
and increases the possibility to explore more deeply in the search space for better solution
but also helps avoid the local extreme point and improve ability in the local search. The
results show that the MPMSIDE algorithm is overall more effective and takes on better
searching precision.

5.2 Further research
Genetic algorithm, particle swarm algorithm, differential evolution algorithm are all
branches of the evolutionary algorithm which has been proved relatively efficient in highdimensional non-linear problems. Many scholars have studied these algorithms through
continuous improvement in improving the performance of the algorithm and expanding the
application areas. It is necessary to discuss these algorithms characteristics, for specific
applications and adapt to the ability to different problems for use will be very meaningful
work.
Through experiments and literature analysis, PSO and DE algorithms for some of the
indicators are summarized as follows:
(1) Parameter setting problem.
DE algorithm has two main parameters to adjust, and the parameter settings on the results
of the impact are not obvious, it is easier to use. Considering the PSO algorithm parameters,
different parameter settings on the final result is relatively large. So in actual use, constantly
adjust sometimes increases the difficulty of the algorithm. Self-adaptive method is
discussed in this paper, and further research in this aspect should be focused in the
following work
(2) Computational complexity:
Computational complexity has a clear influence on the computational time of this problem
regardigng the results achieved above. It would be of theoretical and practical importance
to reduce the computational complexity of the proposed algorithm.
(3) Coding standard
PSO and DE are both using real coding while GA uses binary coding. In recent years, many
scholars have applied the integer encoding in PSO and DE algorithms, especially 0-1
nonlinear optimization problem. It is a potential direction for improving the performance
of the linear phase digital FIR filter design.
(4) High-dimensional issue.
PSO and DE can solve this problem very well, especially the DE algorithm, the
convergence speed is very fast, and the result is very accurate. But the actual order of digital
FIR filters could be much larger than those in this paper. Through experiments, we could
find the result will be decreased along with the increasing of the order. In the practical
problem, because of the very high dimensionality of the vector, it is very important to deal
84

with the higher dimensional problem.
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