This paper deals with selection of variables in multivariate linear regression models with fewer observations than the dimension by using Akaike's information criterion (AIC).
Introduction
the sample KL discrepancy with the ridge-type estimator of Σ instead of the ordinary estimator, we propose a new AIC for selecting variables of multivariate linear regression models even when p is larger than n. Through the above framework, Srivastava and Kubokawa (2008) proposed their new AIC for selecting the degree of polynomials of growth curves. Our new AIC can be regarded as an extended versions of their AIC. This paper is organized in the following ways: In Section 2, we propose the new AIC when p > n. In Section 3, we verify performances of proposed criteria by conducting numerical studies. In Section 4, we give discussions and conclusions.
AIC for Multivariate Linear Regression Model

Common Setting n > p
In order to consider the case of p > n, we first describe for the case n > p in this Let U be an n × p matrix of random variables which is independent of Y and whose distribution is the same as that of Y . Then, U is regarded as a future observation or imaginary new observation. As a criterion for the goodness of fit of the candidate model, we consider the following risk function based on the prediction: 
By adding an estimated bias to the rough estimator, the AIC-type criteria can be defined
Thus, AIC-type criteria is specified by the individualB KL .
From an original idea of Akaike (1973; 1974) 
Main Result
In order to guarantee the nonsingularity of an estimator of Σ, we use the following ridge-type estimator instead ofΣ as in Srivastava and Kubokawa (2008) .
Let α i = tr(Σ i * )/p (i = 1, 2) and V be a p × p matrix given by
Then an unbiased and consistent estimator of α 1 is given bŷ
From Srivastava and Kubokawa (2007) and Kubokawa and Srivastava (2008) , the following λ is chosen by the empirical Bayes method:
Note thatΣ λ are independent ofΘ. By usingΣ λ , R KL in (2.2) is redefined as
From the simple calculation, we have
Therefore, the bias of
From (2.10), we can see that it is necessary to calculate only E * [tr(Σ * V
−1
λ )] for evaluating the bias of AIC.
For calculating the expectation, there is an useful result in Srivastava and Kubokawa (2008) . We shall assume the following conditions:
Then, the following lemma holds (the proof was shown in 
where
By applying lemma 1 to (2.10), we obtain the following expansion.
In order to define a new information criterion, we have to estimate the bias, because the bias in (2.12) includes unknown parameters α 1 and α 2 . From Srivastava (2005) , an unbiased estimator and consistent estimator of α 2 is given bŷ
. Then, we can estimate the bias aŝ
This leads us to the following criterion:
On the other hand, we note that an estimator which has a smaller bias evaluates B KL,λ more correctly. However, if the candidate model is not overspecified,α could have a large bias because an expectation of V becomes (n − k)Σ * + Γ * (I n − P )Γ * . In order to make such a bias as small as possible, we use the full model to estimate α. Let
Then we define other estimator of α asα = (α 1 ,α 2 ) , whereα 1 andα 2 are given bỹ
By replacingα in (2.13) withα, we can define the following AIC:
It is noted that the bias correction terms of AIC (1) λ and AIC (2) λ depend on the data, it may be affected by random fluctuation. Another choice is to use the rough approximations such that α 1 = α 2 = 1, and the resulting information criterion is given as follows:
where 1 2 = (1, 1) .
Numerical Studies
Other Criteria
In previous section, we proposed three AICs based on the asymptotics p → ∞ and n → ∞ simultaneously. However, even ifΣ λ is used as the estimator of Σ, we can formally define the following AIC which is corresponding to the formula of the crude AIC:
In order to propose four criteria AIC = np(log 2π + 1) + np log{tr(Σ)/p} + 2(pk + 1),
The effect of correlations between y i to model selection can be studied by comparing with AIC (j) λ , AIC (s) and AIC (d) . It is noted that AIC (0) λ , AIC (s) and AIC (d) are the motivated from the conventional AIC but no justification can be guaranteed in the asymptotics of p → ∞.
Simulation
We evaluate the proposed criteria applied numerically to the polynomial regression model, Y ∼ N n×p (Γ * , Σ * ⊗ I p ) with n = 20, K = 8 and p = 20 or 100, where
In this numerical study, we chose the following X ω , Θ * , Ψ and Φ as the true model We compared four criteria AIC we can see that AIC (2) λ and AIC (3) λ selected the true model as the best models with higher probabilities than other criteria. Especially, probabilities to select the true model were over 95 % in any cases. A performance of AIC (0) λ was good when p is large. On the contrary, it became quite bad when p is small. Then, the probability to select the full model became high. It is well known that this is an impermissible character for a variable selector. Moreover, we found that AIC (1) λ tends to choose the model having the smallest number of explanatory variables as the best model. Therefore, when M 3 was the true model, AIC (1) λ worked abnormally. Furthermore, we can see that performances of AIC (s) and AIC (d) are not too bad when ρ is low. However, when ρ is high, the performances became worse than that of AIC (0) 0 . This result means that we should consider correlations to evaluate the goodness of fit of a statistical model correctly if response variables are not independent. We have studied several other settings for simulation, and have obtained similar results.
Please insert Tables 1 and 2 around here 
An Example
Next, by using a real data in Wille et al. (2004) , we show an example of model selection. This data is a microarray experiment. There are 795 genes which may show some association to 39 genes from two biosynthesis pathway in Arabidopsis thaliana. We apply 795 genes to response variables (p = 795) and 39 genes to explanatory variables.
All variables are logarithmic transformed. Since the sample size is n = 118, the dimension p is greater than n in this data. In our analysis, the number of explanatory variables in the full model is K = 40, because we always add a constant term to a regression model. log |Σ λ | = p log(λ/n) + log |I n + λ −1 RR |,
where R = (I n − P )Y . The table 3 shows selected subsets of explanatory variables by each criterion. Names of explanatory variables are corresponding to gene's names described in Lange and Ghassemian (2003) . From table 3, we can see that the number of explanatory variables in the best model chosen by AIC (2) λ is the smallest among all criteria. Criteria AIC (s) and AIC (d) chose too many explanatory variables as the best subset.
Please insert Table 3 around here
Conclusion and Discussion
In this paper, we proposed new three AICs, AIC (1) λ , AIC (2) λ and AIC (3) λ , for selecting variables in the multivariate linear model with p > n. These are constructed by adding renewal bias correction terms evaluated from a remarkable asymptotic theory, which is based on p → ∞ and n → ∞ simultaneously, to the sample KL discrepancy withΣ λ instead ofΣ. The proposed AICs are specified by how to estimate α, i.e.,α,α and 1 2 are used in AIC (1) λ , AIC (2) λ and AIC (3) λ , respectively. A simulation shows that performances of AIC (2) λ and AIC (3) λ were better than AIC (1) λ , AIC (0) λ , AIC (s) and AIC (d) . Especially, in all cases, AIC (2) λ and AIC (3) λ selected the true model as the best models with high probabilities. Moreover, in AIC (1) λ , the probability to select the model having the smallest number of explanatory variables as the best model became the highest in all cases. The reason why AIC (1) λ does not work well is that α is used as an estimator of α. As stated in Section 2,α has a constant bias when the candidate model is not overspecified. Such a bias becomes larger as the number of explanatory variables is decreasing. A large bias causesα to increase. An increasedα leads to a negative b p (n − k,α) which is an essential bias correction term. This implies that AIC (1) λ chooses the model having the smallest number of explanatory variables as the best model. The bias existing inα does not appear inα. Therefore, AIC (2) λ works better than AIC (1) λ . On the other hand, AIC (3) λ tends to have smaller variance than AIC (1) λ , because the b p (n − k, 1 2 ) is not random although b p (n − k,α) is random. This property may lead to the good performance of AIC (3) λ . In addition, we can see that the higher correlations between y i were, the worse performances of AIC (s) and AIC (d) became. This tendency shows that when there are correlations between y i , the correlation should be evaluated in the discrepancy function for the model selection.
An example of model selection using the real data shows that AIC (2) λ and AIC (3) λ chose the smaller number of explanatory variables than AIC (1) λ , AIC (0) λ , AIC (s) and AIC (d) . This indicates that AIC (2) λ and AIC (3) λ work well. On the other hands, AIC (s) and AIC (d) chose too many explanatory variables as the best subset. This indicates that these two criteria do not work well. One reason for this is because correlations between response variables were omitted to calculate the criteria although response variables have clear correlations.
From the viewpoint mentioned above, we recommend the use of AIC (2) λ or AIC (3) λ for selecting variables in multivariate linear regression model with p > n.
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