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Abstract
This thesis presents a topology optimization methodology for the systematic design of op-timal multifunctional silicon anode structures in lithium-ion batteries. In order to developnext generation high performance lithium-ion batteries, key design challenges relating to thesilicon anode structure must be addressed, namely the lithiation-induced mechanical degra-dation and the low intrinsic electrical conductivity of silicon. As such, this work considerstwo design objectives of minimum compliance under design dependent volume expansion, andmaximum electrical conduction through the structure, both of which are subject to a constrainton material volume. Density-based topology optimization methods are employed in conjunc-tion with regularization techniques, a continuation scheme, and mathematical programmingmethods. The objectives are first considered individually, during which the iteration history,mesh independence, and influence of prescribed volume fraction and minimum length scale areinvestigated. The methodology is subsequently extended to a bi-objective formulation to si-multaneously address both the compliance and conduction design criteria. A weighting methodis used to derive the Pareto fronts, which demonstrate a clear trade-off between the competingdesign objectives. Furthermore, a systematic parameter study is undertaken to determine theinfluence of the prescribed volume fraction and minimum length scale on the optimal combinedtopologies. The developments presented in this work provide a foundation for the informeddesign and development of silicon anode structures for high performance lithium-ion batteries.
viii
ix
Contents
Acknowledgments v
Abstract vii
List of Figures xiii
List of Tables xix
Nomenclature xxi
1 Introduction 11.1 The lithium-ion battery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.2 Improving Li-ion battery performance using silicon anodes . . . . . . . . . . . . . 31.3 Experimental efforts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51.3.1 Nanoscale structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51.3.2 Porous structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51.3.3 Multiphase composites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61.3.4 Thin-film anodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61.3.5 Nanowire anodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81.3.6 Improving electrical conductivity . . . . . . . . . . . . . . . . . . . . . . . . 81.4 Numerical modeling and simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 91.5 Topology optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101.6 Research objective and thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Literature Review of Topology Optimization Methods 152.1 Origins and prevailing methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152.2 Thermoelastic topology optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 17
x CONTENTS
2.3 Heat conduction and electromagnetics . . . . . . . . . . . . . . . . . . . . . . . . 192.4 Material optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212.5 Multiobjective topology optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 232.5.1 Compliance and heat conduction . . . . . . . . . . . . . . . . . . . . . . . 242.5.2 Compliance and thermal expansion . . . . . . . . . . . . . . . . . . . . . . 242.5.3 Heat conduction and electric conduction . . . . . . . . . . . . . . . . . . . 252.5.4 Electrical permittivity and magnetic permeability . . . . . . . . . . . . . . 262.6 Solid oxide fuel cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Methodology 293.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293.2 Density methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323.2.1 SIMP interpolation scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 333.2.2 RAMP interpolation scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 333.3 Algorithm structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353.4 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363.5 Finite element analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363.6 Objective function and sensitivities . . . . . . . . . . . . . . . . . . . . . . . . . . 373.7 Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383.7.1 Sensitivity filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403.7.2 Density filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413.8 Continuation schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413.9 Mathematical programming methods . . . . . . . . . . . . . . . . . . . . . . . . . . 423.9.1 Optimality criteria method . . . . . . . . . . . . . . . . . . . . . . . . . . . 423.9.2 Method of moving asymptotes . . . . . . . . . . . . . . . . . . . . . . . . . 433.9.3 Globally convergent method of moving asymptotes . . . . . . . . . . . . . 463.10 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473.11 Hardware and computational time . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Minimum Compliance with Design Dependent Volume Expansion 494.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 494.1.1 Sensitivity analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524.2 Difficulties of design dependent loading . . . . . . . . . . . . . . . . . . . . . . . 54
Contents xi
4.3 Thermoelastic test case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 564.3.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 574.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 584.4 Topology optimization of the anode structure . . . . . . . . . . . . . . . . . . . . . 614.4.1 Loading and boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 614.4.2 Problem parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 624.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 634.4.3.1 Influence of minimum length scale . . . . . . . . . . . . . . . . . 664.4.3.2 Comparison of average von Mises stress values . . . . . . . . . 684.4.3.3 Comparison to minimum elastic strain energy formulation . . . 704.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5 Maximizing Electrical Conduction 755.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 755.1.1 Sensitivity Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 785.2 Heat conduction test case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 795.2.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 795.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 805.3 Topology optimization of the anode structure . . . . . . . . . . . . . . . . . . . . . 815.3.1 Loading and boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 825.3.2 Problem parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 835.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 835.3.3.1 Influence of minimum length scale and aspect ratio . . . . . . . 865.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6 Combining Objectives 916.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 916.2 Multi-objective topology optimization test case . . . . . . . . . . . . . . . . . . . 936.2.1 Problem formulation and implementation . . . . . . . . . . . . . . . . . . . 936.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 956.3 Multi-objective topology optimization of the anode structure . . . . . . . . . . . 976.3.1 Problem formulation and implementation . . . . . . . . . . . . . . . . . . . 986.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
xii CONTENTS
6.3.2.1 Influence of minimum length scale . . . . . . . . . . . . . . . . . 1016.3.2.2 Influence of volume fraction . . . . . . . . . . . . . . . . . . . . . 1056.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7 Concluding Remarks and Future Work 1117.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1117.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A Finite Element Formulation for Linear Elasticity 115A.1 Strong form of the linear elasticity equations . . . . . . . . . . . . . . . . . . . . 115A.2 Weak form of the linear elasticity equations . . . . . . . . . . . . . . . . . . . . . 116A.3 Finite element approximation by the Galerkin method . . . . . . . . . . . . . . . 117A.3.1 The constitutive matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121A.3.2 The element stiffness matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 122A.3.3 The element nodal force vector . . . . . . . . . . . . . . . . . . . . . . . . 122
B Finite Element Formulation for Steady State Heat Conduction 123B.1 Strong form of the steady-state electric conduction equation . . . . . . . . . . . 123B.2 Weak form of the steady-state heat equation . . . . . . . . . . . . . . . . . . . . . 124B.3 Finite element approximation by the Galerkin method . . . . . . . . . . . . . . . 125B.3.1 Element conductivity matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 127B.3.2 Element conductance matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 128B.3.3 Element nodal thermal load vector . . . . . . . . . . . . . . . . . . . . . . 128
Bibliography 129
xiii
List of Figures
1.1 A Li-ion cell during discharging. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21.2 Porous silicon structures produced by Shin et al. (2005). Reprinted from Shinet al. (2005), Copyright (2004), with permission from Elsevier. . . . . . . . . . . . 61.3 Patterned thin films produced by He et al. (2012). Reprinted from He et al.(2012), Copyright (2012), with permission from Elsevier. . . . . . . . . . . . . . . 71.4 Honeycomb structured films produced by Baggetto et al. (2011). Reprinted fromBaggetto et al. (2011), Copyright (2011), with permission from John Wiley andSons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71.5 Silicon nanowires produced by Huang et al. (2009). Reprinted with permissionfrom Huang et al. (2009). Copyright (2009), AIP Publishing LLC. . . . . . . . . . 81.6 The three categories of structural optimization. The initial design problems areshown on the left, while the optimal solutions are shown on the right. Repub-lished with permission of Springer, from Bendsøe & Sigmund (2003); permissionconveyed through Copyright Clearance Center, Inc. . . . . . . . . . . . . . . . . . . 11
2.1 Unit cell of the triply-periodic Schwarz P minimal surface. . . . . . . . . . . . . . 212.2 Schwarz P-type structure showing the highly conductive material phase for theobjective of maximum thermal conductivity. Reprinted with permission from Zhou& Li (2008a). Copyright (2008), Taylor & Francis. . . . . . . . . . . . . . . . . . . 222.3 Results for a maximum bulk modulus objective function subject to a constraint onvolume. Reprinted from Huang et al. (2011), Copyright (2011), with permissionfrom Elsevier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
xiv LIST OF FIGURES
2.4 Optimized microstructure for simultaneous transport of heat and electricity. Thered material phase is a good thermal conductor but poor electrical conductorwhile the green phase is a poor thermal conductor but a good electrical conductor.Reprinted figure with permission from Torquato et al. (2002), Copyright (2002) bythe American Physical Society, http://dx.doi.org/10.1103/PhysRevLett.89.266601. 252.5 Optimal microstructure of a composite with anisotropic permittivity. The optimalbase cell (left), and 4 x 4 x 4 base cells with the high permittivity material only(right) for a Vf = 0.5120. Reprinted with permission from Zhou et al. (2010a),Copyright (2010), IEEE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1 The reference domain with prescribed displacement, tractions, and body forces. . 303.2 SIMP and RAMP interpolation schemes (left) and density ratios (right) for dif-ferent penalization values p. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343.3 Topology optimization algorithm flow chart. . . . . . . . . . . . . . . . . . . . . . . 353.4 The checkerboard problem for a cantilever beam subject to an end load. Repub-lished with permission of Springer, from Bendsøe & Sigmund (2003); permissionconveyed through Copyright Clearance Center, Inc. . . . . . . . . . . . . . . . . . . 383.5 MBB example showing mesh dependence. Republished with permission of Springer,from Bendsøe & Sigmund (2003); permission conveyed through Copyright Clear-ance Center, Inc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393.6 Schematic depicting the filter parameters . . . . . . . . . . . . . . . . . . . . . . . 40
4.1 The bi-clamped beam thermoelastic problem. Reprinted from Rodrigues & Fer-nandes (1995), Copyright (1995), with permission from John Wiley and Sons. . . 564.2 Thermoelastic benchmark problem schematic . . . . . . . . . . . . . . . . . . . . . . 574.3 Optimized designs and iteration history plots for applied mechanical loadingusing a volume fraction of Vf = 0.25−0.30, a temperature of ∆T = 0◦C, and twooptimization algorithms: (a) and (b) utilize the MMA optimizer, while (c) and (d)show results for the GCMMA optimizer. . . . . . . . . . . . . . . . . . . . . . . . . 594.4 Optimized designs and iteration history plots for combined thermal and mechan-ical loading utilizing the MMA algorithm, ∆T = 1◦C, and Vf = 0.25− 0.30. . . . 59
List of Figures xv
4.5 Optimized designs and iteration history plots for combined thermal and mechan-ical loading, using the GCMMA algorithm, a volume fraction of Vf = 0.25−0.30,and two temperature cases: (a) and (b) consider ∆T = 1◦C, while (c) and (d)consider a temperature change of ∆T = 3◦C. . . . . . . . . . . . . . . . . . . . . . 604.6 Schematic of design domain and boundary conditions. . . . . . . . . . . . . . . . . 624.7 Optimized anode structure for Vf = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . 644.8 Compliance and volume fraction as a function of iterations. . . . . . . . . . . . . . 644.9 Optimized structure for varying numbers of elements. . . . . . . . . . . . . . . . . . 654.10 Deformed structure, blue horizontal line represents the top of the undeformedbase cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 654.11 Optimized base cell structures for varying volume fractions. The top row depictsthe original base cell, while the bottom row shows the shifted base cells. . . . . . 664.12 Compliance as a function of prescribed volume fraction. . . . . . . . . . . . . . . . 674.13 Optimized base cells for different filter radii, (a) r = 2 µm, (b) r = 1 µm, (c) r =0.5 µm. The top row depicts the original base cell, while the bottom row showsthe shifted base cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 674.14 The von Mises stress distribution plotted on the undeformed base cell, Vf = 0.30. 694.15 Optimal solution for a minimum strain energy objective. . . . . . . . . . . . . . . . 73
5.1 The reference domain with a prescribed temperature and heat flux on the bound-ary, and an internal heat source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 765.2 Boundary conditions for the heat conduction test case. . . . . . . . . . . . . . . . . 795.3 Optimal structure obtained by (a) Dede (2009), and (b) Chen et al. (2010).Reprinted from Chen et al. (2010), Copyright (2010), with permission from Elsevier. 805.4 Optimal structure obtained using our topology optimization code. . . . . . . . . . 815.5 Plot showing thermal compliance and volume fraction vs iterations. . . . . . . . . 815.6 Schematic of boundary conditions applied to the periodic base cell. . . . . . . . . 825.7 Anode structure optimized for maximum electrical conduction with a volume frac-tion of Vf = 0.3: (a) 1 base cell, (b) 2 x 2 base cells. . . . . . . . . . . . . . . . . . 845.8 Electrical compliance and volume fraction as a function of iterations. . . . . . . . 845.9 Optimized structure for varying numbers of elements. . . . . . . . . . . . . . . . . . 855.10 Optimized base cell structures for varying volume fractions. . . . . . . . . . . . . . 85
xvi LIST OF FIGURES
5.11 Compliance as a function of prescribed volume fraction. . . . . . . . . . . . . . . . 865.12 Optimized base cell for various filter radii, a 5 µm x 5 µm x 5 µm domain and avolume fraction of Vf = 0.3. The top row depicts the base cell designs directlyfrom the simulation, while the bottom row shows the designs shifted by half abase cell in the x and z-directions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 875.13 Electrical compliance as a function of prescribed volume fraction. . . . . . . . . . 885.14 Optimized base cell for various filter radii, 5 µm x 5 µm x 15 µm domain and avolume fraction of Vf = 0.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.1 Pareto front for two objective functions, f1 and f2. . . . . . . . . . . . . . . . . . . . 926.2 Loading and boundary conditions for the multi-objective test case. . . . . . . . . . 946.3 Topology optimization results produced by Chen et al. (2010). Reprinted fromChen et al. (2010), Copyright (2010), with permission from Elsevier. . . . . . . . . 966.4 Topology optimization results produced using our algorithm. . . . . . . . . . . . . 976.5 Pareto front and corresponding optimal topologies for Vf = 0.30 and a filterradius of r = 2 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1006.6 Volume fraction as a function of Pareto weight for Vf = 0.30 and a filter radiusof r = 2 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1016.7 Pareto front and optimal topologies for Vf = 0.30 and a filter radius of r = 1 µm:(a) base cell (left) and shifted base cell (right) for the full conduction objective,ws = 0, (b) base cell (left) and shifted base cell (right) for the full structuralobjective, ws = 1, (c) Pareto front for both r = 1 µm (black ) and r = 2 µm (grey),and the corresponding optimal structures for r = 1 µm. . . . . . . . . . . . . . . . 1026.8 Pareto front and optimal topologies for Vf = 0.30 and a filter radius of r =0.5 µm: (a) base cell (left) and shifted base cell (right) for the full conductionobjective, ws = 0, (b) base cell (left) and shifted base cell (right) for the fullstructural objective, ws = 1, (c) Pareto fronts for r = 2 µm, r = 1 µm and r = 0.5µm, and the corresponding optimal structures for r = 0.5 µm for various Paretoweights. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1046.9 The intermediate frame structure that provides the best design compromise interms of the combined minimum structural compliance and maximum electricalconduction objectives for Vf = 0.30. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
List of Figures xvii
6.10 Pareto front and corresponding optimal topologies for Vf = 0.45 and a filterradius of r = 1 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1076.11 Pareto front and corresponding optimal topologies for Vf = 0.60 and a filterradius of r = 1 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1086.12 The intermediate structure which provides the best design compromise in terms ofthe combined minimum structural compliance and maximum electrical conductionobjectives for Vf = 0.60 and r = 1 µm. . . . . . . . . . . . . . . . . . . . . . . . . . 1086.13 Pareto curves for r = 1 µm and Vf = 0.30, Vf = 0.45 and Vf = 0.60. . . . . . . . 109
A.1 The reference domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116A.2 Eight-node brick element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
B.1 The reference domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
xviii LIST OF FIGURES
xix
List of Tables
4.1 Table comparing compliance and strain energy values . . . . . . . . . . . . . . . . 73
5.1 Physical interpretation of equation parameters . . . . . . . . . . . . . . . . . . . . 76
xx LIST OF TABLES
xxi
Nomenclature
Acronyms
BESO Bi-directional Evolutionary Structural Optimization
CMC Constant mean curvature
CONLIN Convex linearization method
ESO Evolutionary Structural Optimization
GCMMA Globally convergent method of moving asymptotes
Li-ion Lithium-ion
MBB Messerschmidt-Bölkow-Blohm
MEMS Microelectromechanical systems
MMA Method of moving asymptotes
OC Optimality criteria
RAMP Rational Approximation of Material Properties
SEI Solid-electrolyte interface
SIMP Solid Isotropic Material with Penalization
SiNW Silicon nanowire
SOFC Solid oxide fuel cell
TSC Thermal stress coefficient
xxii NOMENCLATURE
Commonly Used Symbols
α(x˜e) Thermal expansion coefficient
Be Element strain-displacement matrix
Ce(x˜e) Constitutive matrix
C¯e Constitutive matrix for a unit Young’s modulus
c(x˜) Compliance
De(x˜e) Element conductivity matrix
ε∗e(x˜e) Element volumetric strain vector
e Element
Ee(x˜e) Element Young’s modulus
F Global design independent force vector
F(x˜) Global design dependent force vector
Fm Global mechanical force vector
Fv (x˜) Global volumetric expansion load vector
fe(x˜e) Element force vector
fve (x˜e) Element volumetric expansion load vector
f¯ve Density independent integral term of fve (x˜e)
Γ(x˜e) Interpolation function
γ(x˜e) Volume expansion load coefficient
K(x˜) Global stiffness or conductance matrix
ke(x˜e) Element stiffness or conductance matrix
ν Poisson’s ratio
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φ The vector [1 1 1 0 0 0] for a three-dimensional analysis
Φ(x˜) Global voltage vector
p Penalization parameter
r Filter radius
∆T (x˜e) Element temperature change
T(x˜) Global temperature vector
te(x˜e) Element temperature vector
U(x˜) Global displacement vector
ue(x˜e) Element displacement vector
V (x˜) Material volume
V0 Design domain volume
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Vminf Lower limit on volume fraction
wc Conduction objective weighting factor
ws Structural objective weighting factor
x˜ Vector of physical densities
x Vector of design variables, the element densities
x˜e Physical element density
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1Chapter 1Introduction
This chapter provides an overview of lithium-ion battery technology and summarizes the keybenefits and current limitations of improving battery performance using silicon anode structures.Approaches to overcoming these challenges are subsequently reviewed in order to motivatethe use of topology optimization methods for the design of multifunctional high performancesilicon anode structures.
1.1 The lithium-ion battery
A battery is a collection of electrochemical cells that store electrical energy in the form ofchemical energy. There are two types of batteries: primary and secondary batteries. Inprimary batteries the stored chemical energy can be converted to electricity only once, whilstsecondary batteries are rechargeable. A dominant high energy storage device is the lithium-ion (Li-ion) battery, which is a secondary battery used to power electric cars, phones, laptopsand other portable devices. A schematic of a Li-ion cell during discharge is depicted in Figure1.1. The Li-ion battery typically consists of a graphite anode and a lithium metal oxidecathode, i.e., lithium cobalt oxide (LiCoO2). The electrodes have different chemical potentials,with reactions at the anode taking place at lower electrode potentials than at the cathode. Assuch, the anode and cathode are commonly referred to as the negative and positive electrodes,respectively. The electrodes are separated by an ion-conducting electrolyte that is electricallyinsulating and may be in the form of an aqueous, gel or solid solution of lithium salt in a mixedorganic solvent. Within the electrolyte is a semi-permeable membrane that separates the twoelectrodes and allows ions but not electrons to pass.
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Figure 1.1: A Li-ion cell during discharging.
Electrochemical reactions occur spontaneously when the two electrodes are connected byan electronic load, allowing chemical energy to be converted to electrical energy by electrontransfer through the circuit from the more negative to the more positive potential. During bat-tery discharge (Figure 1.1), lithium atoms at the anode-electrolyte interface become oxidized.The atoms each loose an electron which travels from the anode material to the current collectorand through the external circuit where the electrons perform work, such as lighting a bulb orpowering a mobile phone, and through to the cathode. At the same time, the remaining Lications leave the anode, enter into the electrolyte and diffuse through the separator to thecathode where a reduction reaction takes place. To recharge the battery, an external electri-cal power source applies an opposite sense voltage at least as large at that measured duringdischarge. The lithium atoms leave the cathode and ionize into Li-ions with the release of anelectron for each atom. These Li-ions migrate through the electrolyte and are intercalated intothe molecular structure of the anode while the electrons travel through the external circuit.This process of intercalation is also referred to as an insertion reaction or lithiation.A battery is typically enclosed in packaging that provides structural and chemical protec-tion, preventing any parasitic reactions with air and moisture. Li-ion batteries are manufac-tured in a range of shapes and sizes specific to their application. For example, coin cells areused in small devices such as hearing aids (Oudenhoven et al., 2011), while microelectronicsmay require a footprint area of less than several square millimetres.Battery performance may be quantified by several characteristics. The specific capacity
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is the quantity of electricity involved in the electrochemical reaction, expressed in terms ofmass (units of Ah/kg). The specific capacity relates to the amount of lithium ions that canbe reversibly inserted and extracted during charge and discharge, and is determined by thecell’s chemistry (Ceder et al., 2011). In practice the full capacity cannot be achieved due tomass calculations involving non-reactive components such as binders, conducting particles,separators, electrolytes, current collectors, substrates and packaging. Furthermore, batteriesundergo incomplete chemical reactions due to poor reactivity at the electrode/electrolyte in-terface or active materials being unavailable to the reaction (Aifantis et al., 2010). The specificenergy density is the energy that can be derived per unit weight of the cell and is a functionof the cell’s voltage and specific capacity (units of Wh/kg). Efficient battery design requiresmaximum energy density, or in other words the highest energy level for the minimum mass.This theoretical value does not account for losses incurred in the ionic conductor, current col-lectors or packaging, therefore practical values are typically significantly lower. For example,the maximum theoretical specific energy density for a 4.2 V Li-ion cell with a graphite anoderanges between 380-460 Wh/kg, while an actual specific energy density of 160 Wh/kg may bepractically achieved (Aifantis et al., 2010). Specific power density indicates the rate at whichthe energy can be delivered (units of W/kg). The cell design and kinetics determine the powerdensity. Capacity, energy density and power density may also be expressed in volumetric form,which places constraints on the size rather than the weight of the battery. A trade-off existsbetween achieving high energy density and high power density. For example, thicker and lessporous layers of active material in an electrode will maximize the volumetric energy density,while thinner and more porous layers will maximize power density by allowing faster chargetransport. The cycle life is defined as the number of charge/discharge cycles the battery canundergo before capacity falls to 80%. Current commercial Li-ion batteries can undergo over1000 cycles and have a shelf life of 10 years (Aifantis et al., 2010).
1.2 Improving Li-ion battery performance using silicon anodes
The energy demand for portable electronic devices is ever increasing with the introductionof multifunctional high performance devices, such as mobile phones and tablets. Graphiteis the traditional choice of anode material owing to its long cycle life, abundant materialsupply and relatively low cost. However, the graphite anode also exhibits a low theoretical
4 INTRODUCTION
specific capacity of 372 mAh/g and is prone to catching fire when operated under the wrongconditions (Shukla & Prem Kumar, 2008). As such, investigation has been undertaken todevelop new anode materials with significantly improved performance in terms of capacity,energy density and rate capability. An ideal material under consideration is silicon, whichcan accept over four times more Li-ions than graphite during lithiation, forming Li22Si4 at hightemperature. This behaviour corresponds to the highest known theoretical specific capacityfor Li-ion intercalation of 4200 mAh/g, over ten times higher than that of graphite (Szczech &Jin, 2011; Teki et al., 2009). Furthermore, silicon is an abundant, inexpensive, and sustainablematerial.Clearly, the use of silicon as an anode material has huge potential to significantly improvebattery capacity. However, this excellent capacity comes at the expense of a 310% volume ex-pansion and contraction of the silicon anode during lithium insertion and extraction, comparedto the 6-10% volume expansion observed for a graphite anode (Beaulieu et al., 2001, 2003;Benedek & Thackeray, 2002; Kasavajjula et al., 2007; Zhang, 2011). This change in volumeresults in significant detrimental effects that render the battery impractical for commercializa-tion unless significant anode design changes are made. In terms of adverse affects, the anodeexperiences extremely high compressive stresses upon lithiation due to the restrained volumeexpansion, while large tensile stresses are induced due to the volume contraction upon delitha-tion (Zhang, 2011). These stresses cause cracking and pulverization of the active particles,leading to disconnected charge transport paths which in turn cause incomplete intercalation,and as a result high irreversible capacity loss (Kim et al., 2005; Wachtler et al., 2002). Electro-chemical aggregation of the active particles has also been observed due to the induced stress,which results in an increase in diffusion length and therefore a decrease in rate capability.This agglomeration of active particles can also trap the passivating solid-electrolyte interface(SEI) film within the anode structure and cause a loss of electronic contact and further irre-versible capacity loss (Li et al., 2001). Furthermore, silicon is considered a semiconductor andas such has a low intrinsic conductivity. Therefore silicon anode structures typically exhibitpoor rate performance due to slow electron transport within the anode material (Kim et al.,2005), which in turn reduces the energy capacity of the battery (Klankowski et al., 2013).Therefore, in order to utilize silicon as a new anode material several important designrequirements must be met. The anode structure must adequately accommodate the volumeexpansion upon lithiation, and reduce the associated induced mechanical stress. The design
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must exhibit efficient charge transport paths and small Li-ion diffusion lengths to attain goodrate capability. Experimental and numerical efforts have been undertaken by various authorsto address this anode design problem. These works are reviewed in the following two sections,and motivate the structural optimization approach presented in this thesis.
1.3 Experimental efforts
Several methods have been adopted by experimentalists to improve the performance of Li-ionbatteries using silicon anode structures. These techniques include reducing the active particlesize to the nanometer range, and using porous structures, multiphase composites, thin filmalloys, and nanowire anodes.
1.3.1 Nanoscale structures
Nanostructured anode configurations reduce the irreversible capacity loss because the activeparticles can accommodate the large stress and strain without cracking (Chan et al., 2008;Yang et al., 1996). This is a result of size-induced ductility where decreasing the grain size tothe nanometer scale will dramatically increase the yield and fracture strengths (Meyers et al.,2006; Yip, 1998). The nanostructures can therefore sustain considerably greater stresses beforepulverization. Furthermore, structures on the nanoscale have a significantly greater surfacearea to volume ratio compared to bulk active material. This results in improved Li-ion diffusivitydue to smaller charge transport distances and therefore enhanced power capabilities (Aifantiset al., 2010; Scrosati & Garche, 2010). However, the enhanced surface area also increasesthe risk of secondary reactions involving electrolyte decomposition, such as the formation of alarger SEI film (Arico et al., 2005).
1.3.2 Porous structures
The large volume expansion upon lithiation may be accommodated by the voids in porouselectrode structures, as shown by Shin et al. (2005) in Figure 1.2. Porous structures canshow improved power density over microbattery structures that have thin film electrode layers.This is because the active material is exposed to the electrolyte in all three dimensions whilstmaintaining small diffusion lengths. However, the large volume of pores will decrease the totalvolumetric energy density of the cell (Zhang, 2011).
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(a) Top view (b) Side view
Figure 1.2: Porous silicon structures produced by Shin et al. (2005). Reprinted from Shinet al. (2005), Copyright (2004), with permission from Elsevier.
1.3.3 Multiphase composites
In multiphase composites the active material is dispersed within a composite matrix, whichallows the efficient transport of both electrons and Li-ions. The host matrix buffers the largevolume change upon lithiation to maintain the structural integrity of the anode (Yang et al.,1996). Typically a thick SEI layer does not form as the matrix protects the surface of theactive material (Aifantis et al., 2010). Furthermore, the host matrix has the added effect ofreducing active particle aggregation during cycling (Yang et al., 1999). The matrix may beelectrochemically inert such as Cu, Fe or TiN, or may react with Li at a different onset potentialthan the active material, such as SbSn (Zhang, 2011).
1.3.4 Thin-film anodes
Thin-film silicon anodes are of great interest for high performance Li-ion batteries. Siliconthin films have an amorphous structure which can better accommodate Li-ions than crystallinesilicon due to the homogeneous expansion and contraction of the structure, thus achieving alarge capacity (Aifantis et al., 2010; Ohara et al., 2004). The performance of thin-film anodesis highly dependent on the thickness of the film, deposition rate, deposition temperature,substrate-surface roughness and post annealing treatment (Liang et al., 2014; Takamura et al.,2006). Thinner films (≤ 1 µm) exhibit superior performance due to decreased lithium diffusionlength, resulting in fast charging and discharging rates, decreased electrical resistance and alower state of stress upon lithiation (Liang et al., 2014; Notten et al., 2007). However, if thefilm is extremely thin the storage capacity will be too low to be commercially viable due toinsufficient active material (Chan et al., 2008). Thin-film silicon anodes exhibit good cycling
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performance, which may be attributed to the strong adhesion of the active material to theconductive substrate (Liang et al., 2014). Unfortunately a thick SEI layer may form on thesurface of thin films during initial cycling which causes irreversible capacity loss (Baggettoet al., 2011).Figure 1.3 depicts patterned thin-films produced by He et al. (2012). The gaps betweenthe patterns allows stress relaxation, reduces cracking, and improves cycling stability in com-parison to a continuous thin film.
(a) Top view (b) Side view
Figure 1.3: Patterned thin films produced by He et al. (2012). Reprinted from He et al. (2012),Copyright (2012), with permission from Elsevier.
Figure 1.4 shows novel honeycomb-structured silicon films developed by Baggetto et al.(2011). These structures accommodate the volume change upon lithitaion by the lengtheningand subsequent buckling of the honeycomb struts. Upon delithiation, the curved structuresreturned to their original shape with only slight permanent deformation.
(a) Unlithiated structure (b) Lithiated structure
Figure 1.4: Honeycomb structured films produced by Baggetto et al. (2011). Reprinted fromBaggetto et al. (2011), Copyright (2011), with permission from John Wiley and Sons.
Thin film anode structures have given promising results to date; however the depositionprocess is expensive and the current methods used are not yet suitable for large scale manu-facture.
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1.3.5 Nanowire anodes
Silicon nanowire (SiNW) anodes, depicted in Figure 1.5, show excellent promise as a highperformance anode structure in a Li-ion battery. The SiNW structure can accommodate thelarge volume change upon lithiation without fracture or fragmentation. The large surface areato volume ratio results in short Li-ion diffusion distances and therefore high rate capability.The SiNWs also allow rapid charge transport through one-dimensional electronic pathways.Furthermore, these structures can be directly connected to a current collector without theneed for binders or conducting additives, which eliminates redundant weight and allows eachnanowire to contribute to the capacity (Chan et al., 2008; Liang et al., 2014). However, SiNWsare generally insulating and therefore require doping to make the wires conductive (Peng et al.,2008).
(a) Top view (b) Side view
Figure 1.5: Silicon nanowires produced by Huang et al. (2009). Reprinted with permissionfrom Huang et al. (2009). Copyright (2009), AIP Publishing LLC.
1.3.6 Improving electrical conductivity
Improving the electrical conductivity of silicon anodes results in improved capacity retentionand cycleability of the battery. One approach to improving the electrical conductivity is to coatthe anode surface with conductive materials, such as carbon or copper, to provide an effectiveelectronic pathway (Kim et al., 2005; Liu et al., 2005). The carbon shell also cushions andconstrains the expansion of the silicon, minimizing pulverization and fracture. Furthermore,the thin-film layer of carbon can suppress the decomposition of the electrolytes modifyingthe SEI formation, which in turn results in a reduction of irreversible capacity (Yoshio et al.,2002). Doping is another method commonly used to improve the electrical conductivity of thesilicon anode through the intentional introduction of impurities to vary the carrier concentration(Szczech & Jin, 2011).
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1.4 Numerical modeling and simulation
In addition to experimental efforts, another area of investigation relating to the improvementof silicon anode structures is the numerical modelling and simulation of electrodes and thecorresponding Li-ion battery system. These methods offer a crucial insight into battery behav-ior and performance, such as lithiation and diffusion processes, stress analysis, degradationphenomena, and cycling performance.The vast majority of numerical models used to simulate electrochemical performance in Li-ion batteries are based on the porous electrode and concentrated solution theories proposed byNewman & Tiedemann (1975) and Doyle et al. (1993). Porous electrode models consider theelectrodes to be a combination of solid and electrolyte phases characterised by the electrolytevolume fraction, also known as the porosity of the electrode. The model solves lithium diffusiondynamics and charge transfer kinetics to predict the electrical response of a cell in a pairedintercalation electrode system. Porous electrode models have since been enhanced to accountfor various other phenomena and configurations, for example, capacity fade (Spotnitz, 2003),regular and random arrays of cathode particles (Wang & Sastry, 2007), and thermal effects(Kumaresan et al., 2008).Several studies have focussed on particle scale numerical models in order to better under-stand the lithium insertion and extraction process within an electrode. Christensen & Newman(2006) presented a mathematical model that calculated the volume expansion, volume contrac-tion, concentration, and stress profiles during lithium insertion and extraction from a sphericalparticle. Zhang et al. (2008) simulated intercalation induced stress and heat generation in-side Li-ion battery cathode particles under potentiodynamic control, while Cheng & Verbrugge(2008) examined the effects of surface mechanics on diffusion induced stresses within sphericalnanoparticles.Lithiation processes have also been modelled for other electrode configurations. Deshpandeet al. (2010) developed a mathematical model relating surface energy with diffusion-inducedstresses in SiNW electrodes. The authors found that the electrode is less prone to mechanicaldegradation with decreasing nanowire radius. Bucci et al. (2014) conducted both numericalsimulations and experimental measurements to characterize the mechanical and electrochem-ical response of thin film amorphous silicon anodes during lithiation.Other studies have considered fracture mechanics and crack nucleation under diffusion
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induced stresses for different electrode geometries, such as a bilayer plate (Huggins & Nix,2000), a single particle electrode (Woodford et al., 2010), a strip electrode (Bhandakkar &Gao, 2010), and a cylindrical electrode (Bhandakkar & Gao, 2011).Multi-scale battery cell models have been used to model the transport processes, electricpotentials, and mechanical deformations across the battery cell. The micro-scale typicallyanalyses a representative particle of the electrode, and homogenization methods are used torelate the macro- and micro-scales (Salvadori et al., 2014). Kim et al. (2011) developed a multi-scale multi-dimensional model framework to evaluate the design of stacked prismatic Li-ionbattery cells. The authors investigated the impact of different cell stack aspect ratios as wellas tab configurations and sizes. Golmon et al. (2012, 2014) presented a multi-scale numericalmodel in conjunction with a mathematical optimization scheme to maximize the battery capacityand limit electrode stress levels through the modification of the local porosities and particleradii of the electrodes.
1.5 Topology optimization
An alternative approach to addressing the silicon anode design problem is to utilize topologyoptimization methods. Topology optimization may be considered a fundamental design phasethat typically precedes both experimental techniques and numerical modelling methods. How-ever, topology optimization is underutilized in the field of silicon anode structures, where anodedesigns are typically crafted by experimentalists based on historical testing results, simulationperformance, and design intuition. As such, the anode structures are not necessarily optimalfrom the outset, and there is huge potential to use this structural optimization method to pro-duce silicon anodes with significantly enhanced performance. These optimal designs couldsubsequently be used in both experimental testing and battery simulation phases.Structural optimization methods may be classified into three broad categories, namelysizing, shape, and topology optimization, depicted schematically in Figure 1.6. Both sizingand shape optimization methods are used to optimize design variables of predefined structuralconfigurations. Sizing optimization involves optimizing specific dimensions of the structure,such as thickness, length, or cross-sectional area, whilst the geometry (shape) and topologyof the design remain constant. The work presented by Golmon et al. (2012, 2014) in Section1.4 is an example of sizing optimization. Shape optimization methods optimize the geometric
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(a) Sizing optimization
(b) Shape optimization
(c) Topology optimization
Figure 1.6: The three categories of structural optimization. The initial design problems areshown on the left, while the optimal solutions are shown on the right. Republished with per-mission of Springer, from Bendsøe & Sigmund (2003); permission conveyed through CopyrightClearance Center, Inc.
features of the design, such as the shape of void spaces within a structure, yet the underlyingtopology of the design remains unchanged.Topology optimization is the most generalized structural optimization method. Topologyoptimization is used to determine the optimal material distribution within a design domain fora given set of loading and boundary conditions. This method determines the boundary andconnectivity of a structure, and the location and shape of voids for a given design problem.Because the optimum design is not based on a predefined structural configuration, the solutionobtained by topology optimization is regarded as the true optimum in a design space for aspecific problem. This method is an extremely useful tool for conceptual design stages, or forproblems where there is limited physical intuition of the optimal structural design. Topologyoptimization methods are implemented through the use of finite element and optimizationtechniques, and typical design objectives include minimizing compliance, displacement, stress,resonant frequencies, and eigenvalues.
1.6 Research objective and thesis outline
To summarize, the Li-ion battery is a highly successful rechargeable battery that requires sig-nificant performance enhancement to meet the energy demands of today’s portable electronicdevices. One method to improve battery performance is to replace the traditional graphiteanode with silicon, which has the highest known theoretical specific capacity for Li-ion in-
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tercalation. However, upon lithiation the silicon anode structures undergo a 310% volumeexpansion, which causes severe damage, such as pulverization of the active particles and dis-connected charge transport paths. These detrimental effects, in addition to the low intrinsicelectric conductivity of silicon, renders these silicon anode Li-ion batteries impractical for com-mercialization unless significant design changes are made. The design requirements are thatthe silicon anode structure must adequately accommodate the volume expansion upon litihia-tion, and reduce the associated mechanical stress. The design must also maximize electricalconduction through the structure to compensate for the low conductivity of silicon and ensuregood rate capability of the battery.Experimentalists have endeavoured to address these design requirements by investigatinga range of silicon structures, such as nanoscale structures, porous structures, composites, thin-films, and nanowire structures. Their methods involve manufacturing, testing, and iterativelyrefining designs chosen by intuition, and therefore from the outset these structures are notnecessarily optimal. Additionally, numerical methods have been used to simulate the electro-chemical performance of Li-ion battery systems. However, these models primarily use porouselectrode theory and focus on particle scale analysis, with little interest in novel architecturesor silicon anodes. Furthermore, numerical methods focus on analysing the performance of achosen battery configuration; therefore, these structures are also not necessarily optimal fromthe outset.Our research objective is to use topology optimization methods to determine optimal mul-tifunctional silicon anode structures for Li-ion battery applications. Topology optimization isthe most general form of structural optimization, which is used to determine the optimal distri-bution of material within a design domain for a given set of loading and boundary conditions.The designs obtained by topology optimization methods are regarded as the true optimum ina design space for a specific problem, and therefore unlike the experimental and numericalefforts, this novel approach to the silicon anode design problem will produce structures that areoptimal from inception. We aim to develop optimal anode designs that address the structuralproblems associated with the large volume expansion upon lithiation, and also the low intrinsicelectronic conductivity of the anode material. The design requirements are first consideredindividually, then subsequently addressed simultaneously to produce multifunctional siliconanode designs. These designs will provide a solid foundation for the informed design anddevelopment of silicon anode structures, and may subsequently be used by experimentalists
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for testing, and may also be incorporated into numerical models of Li-ion battery systems.This thesis is structured as follows. In Chapter 2 we present a literature review that surveysthe previous topology optimization work relevant to this thesis. Chapter 3 details the topologyoptimization methodology and algorithm structure. We then present topology optimizationanalysis and results for the design objective of minimum compliance under design dependentvolume expansion in Chapter 4, and subsequently for the design objective of maximum electricalconduction in Chapter 5. In Chapter 6 we analyse a multi-objective topology optimizationproblem that simultaneously addresses both compliance and conduction criteria. Finally, inChapter 7 we present a summary and outline avenues for future investigation.
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Chapter 2Literature Review of TopologyOptimization Methods
This chapter provides a literature review of the current topology optimization methods andapplications that are relevant to this body of work. A brief introduction outlining the originsand prevailing methods of topology optimization is followed by specific areas of interest,including thermoelastic topology optimization, heat and electric conduction, material design,multi-objective problem formulations, and work relating to fuel cell applications.
2.1 Origins and prevailing methods
Topology optimization was first introduced in the seminal work by Bendsøe & Kikuchi (1988).The authors presented a microstructure or homogenization based structural optimization methodthat models porous structures, where the material in each element is composed of both solidmaterial and voids. Homogenization theory is then used to determine the effective macro-scaleproperties of the periodic microstructure. The aim of the topology optimization problem is todetermine the microstructure layout that corresponds to the optimal macro-scale distribution ofmaterial properties, such that an objective function is minimized or maximized. This method iscapable of providing bounds on the theoretical performance of composite structures. However,a disadvantage of the homogenization method is that the evaluation of the optimal microstruc-tures is cumbersome due to the large number of design variables. Furthermore, no definitelength scale is associated with the microstructures, resulting in complications for practicalapplications.Since the introduction of the homogenization method, topology optimization has been a
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very active area of research with the development of a range of robust and efficient methods.Density-based methods are the most widely used topology optimization methodology. As withthe homogenization method, the domain is discretized into finite elements. However, withdensity methods each element is assigned a design variable that is the density of material,rather than a set of microstructure properties. The aim is to obtain an optimized structure thatconsists of a macroscopic variation of a solid material and void such that the density may beexpressed by a 1-0 integer parametrization. To avoid numerical difficulties, density methodsutilize continuous design variables. The intermediate densities are then penalized through aninterpolation scheme, such as the Solid Isotropic Material with Penalization (SIMP) (Bendsøe,1989; Zhou & Rozvany, 1991), which steers the solution to the desired solid-void design. Anobjective function such as compliance is minimized, in conjunction with imposed constraintssuch as a limit on the volume of material in the final design.Alternate topology optimization approaches include the Evolutionary Structural Optimiza-tion (ESO) method and the level set approach. Originally developed by Xie & Steven (1993),the ESO method identifies unnecessary or inefficient portions of a structure and subsequentlyeliminates them from the finite element model. Querin et al. (2000) later introduced an addi-tive algorithm named the Bi-directional Evolutionary Structural Optimization (BESO) whichis capable of both the removal and reintroduction of material in the structure. Unlike den-sity methods, ESO and BESO do not relax the discrete density variables to a continuousformulation. As such, these methods produce optimal structures with well-defined structuralboundaries without the need for post processing. However, the addition or removal of materialis based on heuristic criteria, which may not be based on sensitivities. Therefore there existsno rigorous proof that this methods yields an optimal solution (Rozvany, 2009).The level set method is a boundary variation method that was first applied to topologyoptimization by Sethian & Wiegmann (2000). The level set method is based on an implicitfunction that defines the structural boundaries, as opposed to an explicit parameterization ofthe design domain using element densities. This method produces structures with distinctboundaries; however, the optimal designs are highly dependent on the initial design. Fur-thermore, reinitialization is required when the level set functions become too flat or too steep,thereby reducing computational efficiency (Deaton & Grandhi, 2014).
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2.2 Thermoelastic topology optimization
Thermoelastic topology optimization problems involve both mechanical and thermal loading,where the thermal load is inherently design dependent. Design dependent loading relates toloads that are a function of element density, and as such vary with each iteration as the designevolves towards the optimum solution. The design dependent variable for thermal loading isthe coefficient of thermal expansion. The change in temperature of the structure may be uniform(design independent), or as an added complication the temperature change may also be designdependent.Early thermoelastic topology optimization work by Rodrigues & Fernandes (1995) utilizedthe homogenization method to minimize the compliance of thermally loaded structures subjectto an isoperimetric constraint on volume. The authors considered a bi-clamped beam subject toboth mechanical loading and a uniform temperature change. This problem has been extensivelystudied by numerous authors and is now considered a thermoelastic benchmark problem, muchlike the Messerschmidt-Bölkow-Blohm (MBB) beam for minimum compliance problems underpure mechanical loading (Olhoff et al., 1991).The minimum compliance objective has frequently been adopted for thermoelastic structuraltopology optimization. This objective minimizes a global measure of displacement and there-fore generates a structure resistant to expansion, or maximizes the stiffness of the structure.Xia & Wang (2008) performed minimum compliance topology optimization of thermoelasticstructures using a level set method. Gao & Zhang (2010) studied the effects of different ma-terial interpolation schemes using the minimum compliance benchmark problem by Rodrigues& Fernandes (1995). Additionally, Gao & Zhang (2010) introduced the concept of penaliz-ing a thermal stress coefficient (TSC) to effectively interpolate the design dependent thermalloading. Pedersen & Pedersen (2012) also investigated the influence of interpolation on ther-moelastic topology optimization problems. Yan et al. (2008) proposed concurrent optimizationof both the macro and microstructure to minimize the structural compliance under combinedmechanical and thermal loads. The optimizations at the two scales are integrated into onesystem using homogenization theory. Jog (1996) explored non-linear thermoelastic topologyoptimization problems using the perimeter method and a compliance objective. Furthermore,Li et al. (1999b) used the ESO method to minimize the displacement of several thermoelas-tic structures, including the bi-clamped beam problem introduced by Rodrigues & Fernandes
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(1995).Most of the above work considers combined mechanical and thermal loading. Typically,the thermal loads are relatively low such that the mechanical loads dominate throughoutthe optimization process. However, when there are no mechanical loads or if thermal loadsdominate, numerical difficulties may arise. Deaton & Grandhi (2013a) investigated stiffeningand stress reduction in thermal structures subject to restrained thermal expansion. The authorsconsidered multiple formulations, including minimum compliance using a thermal load and anupper limit on volume fraction. This problem formulation failed to yield suitable results, withthe structure achieving zero density throughout the domain. In structural design, a reductionin stress and deformation of mechanically loaded structures may be achieved by the strategicaddition of material to increase the stiffness of the structure. However, when the structure issubjected to a positive temperature change, the addition of material will increase the thermalloads, which may lead to greater deformation and stresses. Therefore, for problems wherethermal loads dominate, the minimum compliance objective will drive the solution to the lowerlimit of material volume. If no lower limit is set, the solution becomes singular (zero densitythroughout the domain). One solution is to prescribe both an upper and lower bound onvolume, or an equality constraint (Bruyneel & Duysinx, 2005).For design independent or pure mechanical loading, the optimal design for minimum com-pliance is the same as the optimal design for maximum strength (Kohn & Wirth, 2014; Pedersen& Pedersen, 2012). However, for strength optimized thermoelastic problems, Pedersen & Ped-ersen (2010a, 2012) questioned the validity of the minimum compliance formulation with onlyan upper bound on material volume. This is due to the inactive volume constraint and thecompeting nature of compliance and strength objectives which drive the design to oppositematerial volumes. In order to ensure the upper volume constraint remains active and avoidthe need to treat the volume as a further design parameter, the authors suggest performingstrength optimization using a uniform energy density objective.Optimizing for strength directly poses a significant challenge compared with other objec-tives that use measures on the global level, such as compliance or uniform energy density.The three primary difficulties are the singularity phenomenon, the local nature of stress con-straints, and the highly non-linear stress behaviour (Bendsøe & Sigmund, 2003). Deaton &Grandhi (2013b) expanded on their previous work by investigating stress-based design criteriafor structures subject to thermoelastic loading. Specifically, they considered objective of mass
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minimization subject to a constraint on stress. In practical terms, this relates to finding thelightest structure that does not fail. For the case of an anode in a battery where a particularvolume of material is specified in order to achieve the required energy density, the objectiveof mass minimization with stress constraints becomes less relevant. Furthermore, for a specificvolume, compliance minimization is deemed to reflect the minimum stress objective adequately.As such, this research focuses on objectives that are global in nature only, and the authorrefers the reader to Le et al. (2010) and Lee et al. (2012) for further details on stress-basedtopology optimization.
2.3 Heat conduction and electromagnetics
Topology optimization with the objective of maximizing heat conduction produces structuresthat effectively dissipate or transmit heat generated by a source. This design problem hasbeen explored for a range of applications by various authors. Haslinger et al. (2002) usedthe homogenization method to optimize isotropic bi-material conducting structures. Gersborg-Hansen et al. (2006) compared heat conduction topology optimization results modelled bythe finite element method and the finite volume method. Dede (2009) utilized COMSOLMultiphysics software and a method of moving asymptotes optimizer to investigate a benchmarkheat conduction problem involving internal heat generation and a heat sink, resulting in anoptimal ‘branching’ structure. The author then extended the analysis to a three-terminalheat transfer and fluid flow device. Takezawa et al. (2014) considered topology optimizationof a mechanical structure that minimized material volume under both strength and thermalconductivity constraints.One particular area of interest has been that of multiple heat load cases, where a num-ber of heat sources act on the structure at different times, locations, and with different heatboundary conditions. Li et al. (1999) investigated shape and topology design for steady-stateheat conduction problems using the ESO method for both single and multiple heat load cases.Zhuang et al. (2007) used a level set method to explore steady-state heat conduction prob-lems subject to multiple heat load cases with the design objective of constructing an effectivetransport path for heat dissipation under a given volume constraint.Design dependent heat loads, or heat loads that depend on the material distribution, havebeen a recent topic of investigation. Gao et al. (2008) used BESO method to explore steady-
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state heat conduction under both design independent and design dependent heat loads. Igaet al. (2009) considered a total potential energy objective to determine optimally conductingstructures subject to design dependent boundary conditions of heat convection and internalheat generation.Heat conduction and electricity play a role in compliant mechanism topology optimization,where the mechanism relies on the device’s own elastic deformation to transfer a motion orforce. Sigmund (2001a,b) used topology optimization to design thermally and electrothermallydriven micro actuators for use in microelectromechanical systems (MEMS). In these systems anelectrical current is converted to heat, which causes thermal strain, which then causes structuraldeformation. The author considered the design objective of maximizing the deformation of aworkpiece subject to the electrical, thermal and elastic equilibrium equations, and constraintson material volume, electrical current, and out of plane displacement . Yin & Ananthasuresh(2002) presented a design parameterization scheme for topology optimization of MEMS madeof multiple materials, and also explored design dependent boundary conditions, namely heatconvection from the device surfaces. Li et al. (2004) designed thermally actuated compliantmechanisms that consider the time-transient effect of heat transfer to produce the localizedthermal actuation.Topology optimization has also been utilized for electromagnetic applications. de Limaet al. (2007) and Mello et al. (2008) performed topology optimization to obtain conductiv-ity image distributions in electrical impedance tomography (EIT), where EIT is an imagingmethod that estimates the conductivity distribution within a body given measured voltages onelectrodes attached to the body. Petrova (2010) performed topology optimization of electro-magnetic media described by the eddy current equations to determine the optimal design ofconductive devices that minimized the energy dissipation. Zhou et al. (2010b) presented alevel-set framework that optimized the structure of a dipole antenna, with the design objectiveof more effectively receiving and reflecting electromagnetic signals formulated in terms of thesurface current and incident electric field. Nomura et al. (2007) investigated the optimizationof dielectric resonator antennas to achieve enhanced bandwidths using topology optimizationmethods in conjunction with the finite difference time domain method.
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2.4 Material optimization
Material optimization methods such as the inverse homogenization method are used to de-sign material structures with improved properties. Recall that homogenization methods involvedetermining the effective macroscale properties of a composite porous material from the ho-mogenized, or averaged, properties of a periodic microstructure defined within a unit cell(Hassani & Hinton, 1998a,b,c). In contrast, the inverse homogenization method proposed bySigmund (1994) aims to find the microstructure of a material with desired macroscale physicalproperties. The design problem is formulated as a minimization of the difference between thehomogenized material properties and the target material properties within a representativevolume element. The inverse homogenization method has been used for various applications,including achieving tailored thermal conductivity (Patil et al., 2008; Zhou & Li, 2008a,b),maximum fluid permeability (Guest & Prévost, 2007), generalized transport properties (Zhouet al., 2012), phononic/photonic bandgap materials (Halkjær et al., 2006; Sigmund & Jensen,2003), negative Poisson’s ratios (Andreassen et al., 2014; Chen et al., 2001; Sigmund, 1994),and functionally graded materials whose material properties vary gradually in one or morespecified directions (Paulino et al., 2009; Zhou & Li, 2008c).When performing material design using the inverse homogenization method, the two ma-terial phases of the optimal structure are sometimes separated by a constant mean curvature(CMC) surface. A CMC surface is one that has a mean curvature equal to an arbitrary con-stant at every point (Zhou & Li, 2007). A minimal surface is a special case of the CMC surfacewhere the mean curvature is equal to zero, such as a soap bubble or the triply-periodic Schwarzprimitive (P) minimal surface (Schwarz, 1890) depicted in Figure 2.1.
Figure 2.1: Unit cell of the triply-periodic Schwarz P minimal surface.
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A Schwarz P-type structure is commonly obtained if the volume fractions of both materialphases are equal, while a CMC surface separates phases of unequal volumes. Zhou & Li(2008a) obtained a Schwarz P-type structure for the objective of maximizing thermal conduc-tivity, as shown in Figure 2.2. The plotted elements depict the highly conductive materialphase, while the void space represents the poorly conductive material phase. Guest & Prévost(2007) produced the same design for a maximum fluid permeability objective, where the solidphase is represented by the structure depicted in Figure 2.2, and the fluid phase representedby the internal void space.
Figure 2.2: Schwarz P-type structure showing the highly conductive material phase for theobjective of maximum thermal conductivity. Reprinted with permission from Zhou & Li (2008a).Copyright (2008), Taylor & Francis.
There has been significant interest in using the inverse homogenization method to obtainstructures with maximum stiffness or minimum compliance. The first instance of designing 2Dperiodic microstructures for minimum compliance using this method was by Sigmund (1994),who minimized the weight of the base cell subject to a target constitutive elasticity tensor.Neves et al. (2000) considered a maximum bulk modulus objective, and attained structuressimilar to those designed by Sigmund (1994). The bulk modulus measures the elastic resis-tance of a material to hydrostatic compression or expansion, thus maximizing the bulk moduluseffectively maximizes the stiffness of the structure. Sigmund (2000) studied two-phase ex-tremal composites that incorporated layered sub-microstructures while Gibiansky & Sigmund(2000) maximized the bulk modulus of isotropic elastic composites composed of three or moreconstituent phases. Zhang et al. (2007) proposed an alternative strain energy method for the
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prediction of effective elastic properties of cellular periodic materials. Their results are inagreement with those obtained by the above authors for the objective of maximum bulk mod-ulus. Huang et al. (2011) designed 2D and 3D periodic microstructures with maximum bulkor shear modulus under a prescribed volume constraint using the BESO method. Their 3Dresults for a two-phase material consisting of solid and void for prescribed volume fractions of30% and 50% are given in Figure 2.3. These structures also show some resemblance to CMCsurfaces.
(a) Vf = 0.30 (b) Vf = 0.50Figure 2.3: Results for a maximum bulk modulus objective function subject to a constraint onvolume. Reprinted from Huang et al. (2011), Copyright (2011), with permission from Elsevier.
Sigmund & Torquato (1996, 1997, 1998) investigated the design of three phase isotropiccomposites with extreme coefficients of thermal expansion using the inverse homogenizationmethod. The composites were comprised of two material phases and a void phase. The authorsconsidered objectives such as maximum directional thermal expansion for the application ofthermal actuators, zero isotropic thermal expansion, and negative isotropic thermal expansion,subject to constraints such as elastic symmetry or volume fractions of the constituent phases.
2.5 Multiobjective topology optimization
Engineering design problems typically involve simultaneously optimizing several conflictingand possibly non-commensurable (measured in different units) design criteria by which the per-formance of the system is measured, such as compliance, heat conduction, electrical conduction,displacement, or stress. This section reviews the recent multiobjective topology optimizationefforts that are relevant to this thesis.
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2.5.1 Compliance and heat conduction
The bi-objective formulation of minimizing compliance and maximizing heat conduction is ofparticular relevance to this body of work. Chen et al. (2010) developed a topology optimizationalgorithm for multifunctional 3D finite periodic structures, simultaneously addressing the max-imum stiffness and maximum heat conductivity criteria using a weighted average method. Thisoptimization problem is further investigated in Chapter 6.2 for algorithm validation purposes.In other works, Liang et al. (2010) presented a multi-objective topology optimization of 2Dsteady-state diffusion flow problems based on finite volume analysis with specific emphasis onheat conduction. Suresh (2010) developed an algorithm to trace the Pareto frontier of multi-objective topology optimization problems involving a minimum compliance objective, based onthe concept of topological sensitivity.de Kruijf et al. (2007) performed topology optimization with design objectives of maxi-mum stiffness and minimum resistance to heat dissipation for the structural design of a two-dimensional plate. The authors also performed two-dimensional material design using inversehomogenization methods to tailor ill-ordered two-phase composites with effective thermal con-ductivity and bulk modulus attaining their upper theoretical bounds.Challis et al. (2008) utilized the level set topology optimization method to design three-dimensional isotropic periodic multifunctional composites. The objective was to maximize alinear combination of the effective bulk modulus and conductivity of a composite structure. Theauthors considered a two-phase ill-ordered composite, where one phase is stiff and insulatingwhile the other is mechanically compliant and conductive, resulting in optimal structures similarto Schwarz surfaces.In related work, Guest & Prévost (2006) investigated the optimization problem of maxi-mum stiffness and maximum fluid permeability. They also obtained Schwarz P-type optimalstructures. Chen et al. (2009) and Torquato & Donev (2004) claim that Schwarz-type mi-crostructures are obtained when combining objectives of maximum stiffness and any transportproperty using material optimization methods such as inverse homogenization.
2.5.2 Compliance and thermal expansion
Minimum compliance has also been combined with the objective of minimizing the expansion ofthermally loaded structures. Wang et al. (2011) performed three-phase topology optimization
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of a space camera supporting structure that is subject to a large thermal gradient. The authorsused a bi-objective formulation to determine the optimum structure for maximum stiffness undera given mechanical load and minimum thermal expansion in a predefined direction. Denget al. (2013) performed concurrent topology optimization of both the macro and microstructureof lightweight thermoelastic structures. In this work the authors considered the objectivesof minimizing structural compliance under mechanical loading, and minimizing the thermalexpansion of specific surfaces under thermal loading.
2.5.3 Heat conduction and electric conduction
Torquato et al. (2002) obtained Schwarz P-type structures when optimizing multifunctional ill-ordered two-phase composite microstructures for simultaneous transport of heat and electricity.Figure 2.4 shows the design produced by Torquato et al. (2002) for combined maximum heatand maximum electricity objectives. The authors considered two material phases in equalproportions where one phase (shown in red) is a good thermal conductor but poor electricalconductor while the other phase (shown in green) is a poor thermal conductor but a goodelectrical conductor. Torquato et al. (2003) showed the optimality of the Schwarz structuresfor this bi-objective formulation using finite element calculations and rigorous cross-propertybounds.
Figure 2.4: Optimized microstructure for simultaneous transport of heat and electricity. Thered material phase is a good thermal conductor but poor electrical conductor while the greenphase is a poor thermal conductor but a good electrical conductor. Reprinted figure withpermission from Torquato et al. (2002), Copyright (2002) by the American Physical Society,http://dx.doi.org/10.1103/PhysRevLett.89.266601.
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2.5.4 Electrical permittivity and magnetic permeability
Huang et al. (2012) utilized the BESO method to design ill-ordered two-phase periodic mi-crostructures with extremal electrical permittivity and magnetic permeability. The effectivepermittivity and permeability were homogenized within the periodic base cell, and these elec-tromagnetic properties maximized subject to a constraint on volume fraction. The optimalstructures resemble Schwarz P surfaces similar to Figure 2.4. For this particular problem, thered phase of Figure 2.4 would represent the low permeability, high permittivity material.Zhou et al. (2010a) obtained similar results using the inverse homogenization procedure tosimultaneously maximize the permittivity and permeability of 3D metamaterial microstructures.Zhou et al. (2010a) also designed anisotropic composites with high permittivity in one direction,as shown in Figure 2.5. The optimal structures were cylindrical in shape, spanning the lengthof the domain parallel to the direction of maximal permittivity. The cylindrical cross-sectionswere not necessarily square-symmetric, depending on the permittivity of the other two principaldirections.
Figure 2.5: Optimal microstructure of a composite with anisotropic permittivity. The optimalbase cell (left), and 4 x 4 x 4 base cells with the high permittivity material only (right) for aVf = 0.5120. Reprinted with permission from Zhou et al. (2010a), Copyright (2010), IEEE.
2.6 Solid oxide fuel cells
There have been no instances of topology optimization methods being applied to the siliconanode design problem. In fact, topology optimization methods have been completely under-utilized for battery systems in general. Several authors have applied structural optimizationmethods to solid oxide fuel cells (SOFCs), an entirely different electrochemical energy storagesystem. These works focused on the shape optimization, rather than topology optimization, of
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cathodes or gas channels in SOFCs, typically performing only two-dimensional analysis.Iwai et al. (2011) performed two-dimensional shape optimization using the level set methodto determine the optimal cathode-electrolyte interface shape in SOFCs. The authors consid-ered the objective function of maximum current density for a given terminal voltage. This levelset method was coupled with a SOFC simulation to examine how interface modification af-fected the cell’s power density. It was found that a larger interface area improved the currentdensity of the cell.Song et al. (2013) also performed shape optimization using topology optimization methodsin order to identify the optimal shape of a nano-composite cathode in a SOFC that minimizedthe cathode’s resistance to current. The authors considered a periodic, two-dimensional con-duction problem with design dependent ionic transfer boundary conditions and isoperimetricconstraints on the material volume and perimeter. Song et al. (2013) subsequently used topol-ogy optimization methods to design the shape of an air supply channel in an SOFC in orderto maximize the current generation by the cathode.Kim & Sun (2012) presented a two-dimensional density-based topology optimization for-mulation for fluid flow to determine the optimum route for gas flow channels in the bipolarplate of a fuel cell. An objective of the maximum mean reaction rate between the gas and anoxidant flowing through the channel was considered, with constraints of a specified pressuredrop between the inlet and outlet in the design domain.Zadin et al. (2013) utilized the level set method to design power-optimized microbatterygeometries. The optimization problem considered a LiCoO2 cathode and a LiC6 anode sep-arated by a polymer electrolyte, with the objective of maximizing the uniform electrochemicalactivity over the electrode surface area.
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Chapter 3Methodology
This chapter details the methodology and techniques implemented in our custom three-dimensionaltopology optimization code that was developed using the programming language MATLAB.First, the problem formulation of minimum compliance is presented as an illustrative exam-ple. Density methods and interpolation schemes are discussed, and a detailed review of thealgorithm structure is provided, including the initialization and finite element stages, regular-ization and continuation schemes, mathematical programming methods, and post processingtechniques.
3.1 Problem formulation
A general inequality-constrained nonlinear programming problem may be written in the fol-lowing form
minimize : f0(x) (3.1)subject to : fi(x) ≤ 0, i = 1, . . . , mxminj ≤ xj ≤ xmaxj , j = 1, . . . , n,
where f0 is the given objective function and fi are the constraint functions, all of which aretypically twice continuously differentiable, real-valued function. x = (x1, . . . , xn)T ∈ Rn isthe vector of design variables, and xminj and xmaxj are lower and upper bounds on the designvariable, respectively.An illustrative example used throughout this chapter is the topology optimization prob-lem of minimum compliance for an isotropic linearly elastic structure subject to a constraint
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on material volume. This problem formulation is a common choice for topology optimizationapplications due to its stability and ease of implementation, and builds the foundation for allanalyses presented in future chapters. Let us consider a reference domain Ω, where displace-ments u are applied on a part of the boundary Γu, boundary tractions t are prescribed on Γt ,and body forces b are also considered, as shown in Figure 3.1.
Ω
Γt
Γu
●
b
Γ = Γt ∪ Γu
Figure 3.1: The reference domain with prescribed displacement, tractions, and body forces.
The minimum compliance objective may be defined as a minimization of force multipliedby displacement, over admissible designs and displacement fields satisfying equilibrium. Theenergy bilinear form is given by
a(u, v ) = ∫Ω Cijkl(x)εij (u)εkl(v ) dΩ, (3.2)
which represents the internal virtual work of an elastic body at the equilibrium u and for anarbitrary virtual displacement v (Bendsøe & Sigmund, 2003). With linearized strains
εij (u) = 12
(∂ui∂xj + ∂uj∂xi
) . (3.3)
Introducing the load linear form,
l(u) = ∫Ω bu dΩ +
∫
Γt tu ds, (3.4)
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the minimum compliance problem is given by (Bendsøe, 1995; Bendsøe & Sigmund, 1999)
minu∈U,ρ : l(u) (3.5)subject to : aρ(u, v ) = l(v ), for all v ∈ U,∫
Ω ρ(x) dΩ ≤ V ,ρ(x) ∈ {0, 1}.
The equilibrium equation is written in its weak, variational form. U denotes the space ofkinematically admissible displacement fields, x is a point within the domain Ω, ρ(x) is thepointwise volume fraction, and V is the material volume. Using a finite element discretizationfor linear elasticity, the minimum compliance objective may be expressed as
minx : c(x) = U(x)TK(x)U(x) = FTU(x) (3.6)subject to : K(x)U(x) = F,V (x)V0 ≤ Vmaxf ,0 ≤ x ≤ 1,
where x is the vector of element densities, c(x) is the compliance, U(x) is the global displace-ment vector, K(x) is the global stiffness matrix, F is the global force vector, V (x) =∑Ne=1 xeveis the material volume, V0 is the design domain volume, and Vmaxf is the prescribed volumefraction. This objective minimizes a global measure of displacement and therefore generatesa structure resistant to expansion, or maximizes the stiffness of the structure (Penzler et al.,2012). For design independent loads, the compliance is equal to the total elastic energy (twicethe elastic strain energy), which is the potential energy stored in a structure by elastic defor-mation, and also is equal to work that must be done to produce this deformation (Bendsøe &Sigmund, 2003). Furthermore, strain energy measures the stress state of the structure, to someextent (Zhang et al., 2014). If the structure deforms in a stress free state, the strain energytends to be zero. With design independent loads and a constrained volume, the optimal designfor minimum compliance is the same as that for maximum strength (Kohn & Wirth, 2014; Liet al., 1999a; Pedersen & Pedersen, 2012).
32 METHODOLOGY
3.2 Density methods
Density-based methods are used to the solve optimization problems detailed in this thesis. Inthis approach, each finite element is assigned a continuous design variable xe, representing thematerial density where 0 ≤ xe ≤ 1. Here, the values 1 and 0 represent an element that consistsentirely of material phase a or b, respectively. Despite requiring a discrete valued or “a− b”final design, discrete optimization problems are often ill-posed and often cannot be solved forlarge scale problems. Therefore, in order to utilize derivative based mathematical programmingalgorithms, this continuous design variable is employed, and interpolation schemes are thenused to penalize intermediate densities and steer the design to the desired discrete solution.Material properties such as the Young’s modulus and diffusivity are functions of the continuouselement density. For example, for the minimum compliance formulation the element materialstiffness Ee may be interpolated as follows for the case of two material phases
Ee(xe) = E (b) + Γ(xe)(E (a) − E (b)), xe ∈ [0, 1], (3.7)
where E (a) and E (b) are the Young’s Moduli of the two material phases, and Γ(xe) is theinterpolation function. Γ(xe) satisfies the following relations
Γ(1) = 1, (3.8)
Γ(0) = 0,
such that
Ee(1) = E (a), (3.9)Ee(0) = E (b).
In classical topology optimization problems, materials a and b are solid and void, respectively.This is a special case of the above formulation where the void material has zero stiffness,but is implemented as a very small number to prevent singularities in the finite elementformulation, i.e., E (b) ≈ 0. Common interpolation schemes include the Solid Isotropic Materialwith Penalization (SIMP), and the Rational Approximation of Material Properties (RAMP)scheme, each of which will be detailed below.
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3.2.1 SIMP interpolation scheme
The SIMP interpolation scheme (Bendsøe, 1989; Zhou & Rozvany, 1991), also called thepower-law approach, is a simple yet efficient interpolation method where
Γ(xe) = xpe . (3.10)
p is the penalization parameter, typically set to a value of p ≥ 3. Figure 3.2a shows theSIMP interpolation function as a function of density for element e. For p = 1 there is alinear relationship, while a further increase in the penalty parameter causes elements withintermediate densities to have a disproportionally low interpolation function value relativeto the volume of material in that element. With the objective of maximizing stiffness of thestructure, it is therefore inefficient for the optimization algorithm to choose intermediate densityvalues.Despite the non-physical nature of continuous formulations, Bendsøe & Sigmund (1999)have shown that this approach falls within the framework of microstructure models. The authorsintroduced bounds on the penalty parameter based on the Hashin-Shtrikman bounds for two-phase materials (solid and void), which allowed the material stiffness of an element to beinterpreted as the stiffness of a composite structure consisting of the two material phases.Bendsøe & Sigmund (1999) also claimed that a better computational scheme may be obtainedif the penalization parameter was increased beyond these allowable bounds. The authorsjustified that the physical meaning of solutions from iterations prior to the final solution, whichmay include intermediate densities, can be ignored providing a discrete solution is obtained.Other authors, such as Bruns (2005), Le et al. (2010), and Yin & Ananthasuresh (2001) are inagreement with this statement.
3.2.2 RAMP interpolation scheme
An alternate interpolation scheme is the RAMP scheme introduced by Stolpe & Svanberg(2001a) Γ(xe) = xe1 + p(1− xe) , (3.11)where p is the penalty factor, which typically takes a value of p = 1 − 8. This scheme isdepicted in Figure 3.2. Unlike the SIMP method, the RAMP interpolation scheme ensures a
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Figure 3.2: SIMP and RAMP interpolation schemes (left) and density ratios (right) for differentpenalization values p.
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finite mass-to-stiffness ratio as the density vanishes (Figure 3.2d), and a non-zero first orderderivative with respect to element density at xe = 0. This non-zero sensitivity may help avoidnumerical difficulties for certain optimization problems, such as the difficultly of void elementsto regain material under the SIMP scheme under design dependent loading.
3.3 Algorithm structure
The topology optimization algorithm structure is depicted in the flowchart in Figure 3.3.
Initialization
Finite element analysis
Compute objective function and sensitivities
Regularization
Optimization
Update design variables
Converged?
Post-processing
No
Yes
Figure 3.3: Topology optimization algorithm flow chart.
The first step is to initialize all parameters, prescribe boundary conditions, and designindependent loads. Within the iterative loop, finite element analysis is undertaken and theobjective function and sensitivities are computed. Regularization techniques are subsequentlyimplemented, and optimization methods are used to update the design variables. Once thesolution has converged to an optimal design, the algorithm exits the loop and performs post-processing, which includes design visualization and data output. The remainder of this chapterexplores these phases of the topology optimization algorithm in further detail.
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3.4 Initialization
In the initialization phase, the design domain is first discretized into N eight node hexahedralfinite elements. Each element is assigned a design variable xe that ranges from 0 ≤ xe ≤ 1,with the corresponding vector of design variables x = [x1, x2, . . . , xN ]T . The design variables areinitialized, typically to the prescribed volume fraction so there exists a uniform distribution ofmaterial throughout the domain. Any non-designable elements are set, the material propertiesand optimization parameters are initialized, and boundary conditions and design independentloads are prescribed.
3.5 Finite element analysis
The first step within the iterative loop is to perform finite element analysis. Within this loopthe design dependent loads are applied, because the loads are a function of the materiallayout which changes with each iteration. The global stiffness matrix K(x) and force vector Fare assembled from their corresponding element contributions
ke(xe) = ∫Ωe BTeCe(xe)Be dΩ, (3.12)
where Be is the element strain-displacement matrix and Ce(xe) is the constitutive matrix. Ce(xe)is a function of element density by way of the interpolated material stiffness given in Equation3.7. The general element force vector including design dependent body loads is given by
fe = fbe + f te (3.13)= ∫Ωe NeTb dΩ +
∫
Γt,e NeT t∗ dΓ,
where fbe and f te are the contribution from body forces and surface tractions, respectively. Theglobal displacement vector is evaluated using either a direct or iterative solver from the relation
K(x)U(x) = F. (3.14)
A full derivation of the finite element formulation for linear elasticity is provided in AppendixA.
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3.6 Objective function and sensitivities
In this step the objective function and sensitivities are computed. Recall for the exampleminimum compliance formulation with design independent loading that the objective functionmay be expressed as c(x) = U(x)TK(x)U(x) = FTU(x). (3.15)
Sensitivity analysis involves taking derivatives of the objective and constraint functions withrespect to the design variable of element xe. The sensitivities are required by the optimizationalgorithm to determine whether the element density should be increased or decreased in orderto move closer to an optimal solution.Taking the derivative of Equation 3.15 with respect to the density of element e,
∂c(x)∂xe = FT ∂U(x)∂xe . (3.16)
Now, recall the equilibrium equation
K(x)U(x) = F. (3.17)
Taking derivatives of both sides with respect to xe and rearranging for the displacement deriva-tive yields ∂U(x)∂xe = −K(x)−1∂K(x)∂xe U(x). (3.18)Substituting Equation 3.18 into Equation 3.16
∂c(x)∂xe = −FTK(x)−1∂K(x)∂xe U(x) (3.19)= −U(x)T ∂K(x)∂xe U(x).
The derivative is localized, meaning that it may be expressed in terms of element e only;however, the effect from other element densities is hidden in the element displacement vector(Bendsøe & Sigmund, 2003),
∂c(x)∂xe = −ue(xe)T ∂ke(xe)∂xe ue(xe). (3.20)
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The sensitivity of the volume constraint is given by
∂∂xe (V (x)− Vmaxf V0) = ∂∂xe
( N∑
i=1 xive
) (3.21)
= ∂xeve∂xe= ve,
where the element volume ve is the same for each element in a uniform mesh.
3.7 Regularization
Regularization techniques such as filtering and perimeter control methods are used to preventnumerical instabilities, ensure the existence of solutions and the manufacturability of optimaldesigns. Numerical instabilities include checkerboarding and mesh dependence.Checkerboarding refers to the formation of alternating solid-void elements, resulting in acheckerboard-like pattern, depicted in Figure 3.4. This phenomenon occurs because topologyoptimization problems are typically ill-posed (Kohn & Strang, 1986a,b,c). Improved structuresmay be found by considering an increasingly smaller microstructure and, as such, the problemin general has no solution. For example, the objective function for the minimum complianceformulation will decrease with the introduction of more holes in a structure for a constantmaterial volume (Sigmund & Petersson, 1998). In other words, checkerboard structures havean artificially high stiffness (Díaz & Sigmund, 1995).
Figure 3.4: The checkerboard problem for a cantilever beam subject to an end load. Repub-lished with permission of Springer, from Bendsøe & Sigmund (2003); permission conveyedthrough Copyright Clearance Center, Inc.
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(a) 2,700 elements
(b) 4,800 elements
(c) 17,200 elements
Figure 3.5: MBB example showing mesh dependence. Republished with permission ofSpringer, from Bendsøe & Sigmund (2003); permission conveyed through Copyright Clear-ance Center, Inc.
Mesh dependence refers to the generation of different topologies for different domain dis-cretizations of the same design problem, illustrated in Figure 3.5. Without regularizationmethods, an increase in the number of elements will typically result in a structure with agreater number of void spaces. Conversely, an increase in the number of elements of a meshindependent design results in a smoother representation of the same optimal structure.Filtering is a common regularization method, and has been implemented in our code.This technique essentially sets the minimum length scale of the solution, thereby restrictingthe design space and ensuring the existence of solutions to the original continuum problem.The requirement of achieving a minimum length scale not only prevents the occurrence ofcheckerboards and mesh dependence but can also ensure the manufacturability of a designby controlling the minimum size of structural features. Two filtering methods are considered,namely sensitivity filtering (Sigmund & Petersson, 1998) and density filtering (Bourdin, 2001;Bruns & Tortorelli, 2001).
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3.7.1 Sensitivity filtering
The sensitivity filter modifies the sensitivity of an element to be a weighted average of thesensitivities within a fixed neighbourhood. The filtered sensitivity may be expressed as follows,
∂̂c∂xe = 1max(ξ, xe)∑i∈Ne Hei ∑i∈NeHeixi ∂c∂xi , (3.22)
where Ne is the set of elements i for which the center-to-center distance ∆(e, i) from elemente to element i is smaller than the filter radius r, and Hei is a weight factor defined as
Hei = max(0, r − ∆(e, i)). (3.23)
Hei decays linearly with distance from element e, and is equal to zero beyond the filterradius. The term ξ is a small positive number introduced to avoid division by zero. Figure3.6 provides an illustrative two-dimensional schematic. The filter radius extends from the greycenter element e to form the dark blue ‘circle of influence’. The sensitivity of element e will bea weighted average of all elements whose centre lies within this circle, colored light blue forclarity. This concept is easily extended to three dimensions by instead considering a ‘sphereof influence’.
r
Δ(e, i)
e
i
Figure 3.6: Schematic depicting the filter parameters
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3.7.2 Density filtering
An alternate regularization approach is the use of a density filter which transforms the originaldensities xe to be the weighted average of the densities within a fixed neighbourhood,
x˜e = 1∑i∈Ne Hei ∑i∈NeHeixi. (3.24)
The filtered densities x˜e are referred to as the physical densities. When a density filteris applied, the sensitivities of the objective function are first calculated using the physicaldensities x˜e rather than the design variables xe. The sensitivities with respect to the designvariables xj are then obtained by means of the chain rule,
∂Ψ∂xj = ∑e∈Nj ∂Ψ∂x˜e ∂x˜e∂xe =
∑
e∈Nj
1∑i∈Ne HeiHje ∂Ψ∂x˜e , (3.25)
where the function Ψ represents either the objective function c or the material volume V .
3.8 Continuation schemes
Another common issue associated with topology optimization methods is obtaining locallyoptimal solutions rather than globally optimal solutions. This is a result of the optimizationformulation being inherently nonconvex, and often having a large number of local minima.Conversely, for convex optimization problems every locally optimal solution is globally optimaland, as such, convex problems can be solved reliably and efficiently. A continuation method istherefore used to gradually change the optimization problem from an artificial convex problemto the original nonconvex design problem with each iteration (Bendsøe & Sigmund, 2003;Sigmund & Petersson, 1998). This is achieved by progressively increasing the penalizationfactor p in Equations 3.10 and 3.11.In our analyses, the following continuation scheme is applied: for the first 10 iterationsthe penalty parameter is assigned a minimum value of
p = pmin =
1, for SIMP interpolation,0, for RAMP interpolation. (3.26)
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Then, from the eleventh iteration onwards, the value of p is increased by ∆p every 5 iterationsuntil the maximum penalty value is attained. This jump in penalty value on the 11th, 16th, 21th,etc., iterations is given by
∆p =
0.5, for SIMP interpolation,2, for RAMP interpolation, (3.27)
while the maximum penalty value is typically
pmax =
3, for SIMP interpolation,8, for RAMP interpolation. (3.28)
Continuation methods are not guaranteed to result in discrete final designs, and the trajec-tory followed by the global optimal solutions to the penalized problem may be discontinuous(Stolpe & Svanberg, 2001b). However, the continuation approach combined with penalizationmethods performs well in practice.
3.9 Mathematical programming methods
Performance of a topology optimization code in terms of convergence and efficiency is highlydependent on the choice of optimization algorithm, or mathematical programming method. Theoptimality criteria (OC), method of moving asymptotes (MMA), and the globally convergentmethod of moving asymptotes (GCMMA) are used in this project. The applicability of eachmethod is highly dependent on the optimization problem and, as such, the methods’ charac-teristics and formulations are detailed below.
3.9.1 Optimality criteria method
The OC method is a classical approach commonly used for minimum compliance problems withone constraint, typically a limit on volume or mass. The foundations of the OC method wereintroduced by Michell (1904). The OC method is an indirect method of optimization, where itdoes not optimize the objective function directly but attempts to satisfy a set of criteria relatedto the behaviour of the structure (Hassani & Hinton, 1998a). The method is formulated using aLagrange function composed of objective and constraint functions according to the Kuhn-Tucker
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condition, ∂c(x)∂xe + λ∂V (x)∂xe = 0, (3.29)where c(x) is the compliance objective and λ is the Lagrange multiplier associated with aconstraint on volume V (x). Bendsøe (1995) constructed a heuristic updating scheme for thedesign variables
xnewe =

max(0, xe −m), if xeBηe ≤ max(0, xe −m),
min(1, xe +m), if xeBηe ≥ min(1, xe −m),
xeBηe, otherwise,
(3.30)
where m is a positive move-limit, η is a numerical damping coefficient, and Be is found fromthe optimality condition Be = − ∂c∂xe
(λ ∂v∂xe
)−1 , (3.31)
where λ, the only unknown, is found by a bi-sectioning algorithm. The design variables areupdated on each iteration until the optimal design is obtained. The OC method exhibitssuperior computational efficiency in comparison to the MMA and GCMMA, and typicallyconverges in tens rather than hundreds of iterations. However, it has limited applicability dueto the single constraint condition.
3.9.2 Method of moving asymptotes
The MMA is an efficient and robust method for general non-linear programming problems.It was introduced by Svanberg (1987) as a further generalization of the convex linearizationmethod (CONLIN) presented by Fleury & Braibant (1986) . Unlike the OC method, thereis no explicit updating scheme for the design variables. The MMA generates and solves anapproximate subproblem in each iteration. The subproblem is computed using the functionvalue and gradient information at the current iteration point, and so called moving asymptoteswhich are automatically updated on each iteration based on the information from previousiteration points. These subproblems are strictly convex and separable. Convexity allowsthe subproblems to be solved using dual or primal-dual methods, while separability means thenecessary optimality conditions of the subproblem do not couple the design variables, resultingin solving n one-dimensional problems rather than one n-dimensional problem, which greatly
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improves computational efficiency. The solution of the subproblem becomes the next iterationpoint, and the process continues until convergence is achieved.The general formulation of nonlinear optimization problems given by Equation 3.1 is nowexpressed in the extended form, which includes “artificial” optimization variables
minimize : f0(x) + a0z + m∑i=1 (ciyi + 12diy2i ) (3.32)subject to : fi(x)− aiz − yi ≤ 0, i = 1, . . . , mx ∈ X, y ≥ 0, z ≥ 0,
where
• x = (x1, . . . , xn)T ∈ Rn is the vector of design variables, the “natural” optimizationvariables,
• y = (y1, . . . , ym)T ∈ Rm and z ∈ R are the “artificial” optimization variables,
• X = {x ∈ Rn xminj ≤ xj ≤ xmaxj , j = 1, . . . , n}, where xminj and xmaxj are given realnumbers which satisfy xminj < xmaxj ∀ j ,
• f0, f1, . . . , fm are given, continuously differentiable, real-valued functions on X. f0 is theobjective function, while f1, . . . , fm are the constraint functions,
• a0, ai, ci, and di are given real numbers which satisfy a0 > 0, ai ≥ 0, ci ≥ 0, di ≥ 0,and ci + di > 0 ∀ i, and also aici > a0 ∀ i with ai > 0.
Typically in any optimal solution (xˆ, yˆ) of Equation 3.32, yˆ = 0 and the corresponding xˆ is anoptimal solution of Equation 3.1, providing the constants ci are chosen to be very large. It isadvantageous to work with Equation 3.32 as opposed to Equation 3.1 because there alwaysexists feasible solutions and at least one optimal solution of Equation 3.32, and each optimalsolution will always satisfy the Karush-Kuhn-Tucker conditions.Recalling the problem formulation of Equation 3.32, and given the current iteration point(x(k), y(k), z(k)), the approximate subproblem is generated, where the functions fi(x) are re-placed by convex functions f˜i(x). The subproblem is solved to obtain the next iteration point
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(x(k+1), y(k+1), z(k+1)),
minimize : f˜ (k)0 (x) + a0z + m∑i=1 (ciyi + 12diy2i ) (3.33)subject to : f˜ (k)i (x)− aiz − yi ≤ 0, i = 1, . . . , mα (k)j ≤ xj ≤ β(k)j , j = 1, . . . , nyi ≥ 0, i = 1, . . . , mz ≥ 0.
The approximating functions f˜ (k)i (x) are chosen as
f˜ (k)i (x) = n∑j=1
( p(k)iju(k)j − xj +
q(k)ijxj − l(k)j
)+ r(k)i , i = 1, . . . , m. (3.34)
For one design variable, either p(k)ij or q(k)ij must equal zero, and therefore the MMA approx-imation is monotonous. The author refers the reader to Svanberg (1987) for further details.The bounds α (k)j and β(k)j are chosen as
α (k)j = max{xminj , l(k)j + 0.1(x (k)j − l(k)j ), x (k)j − 0.5(xmaxj − xminj )} , (3.35)
β(k)j = min{xmaxj , u(k)j − 0.1(u(k)j − x (k)j ), x (k)j + 0.5(xmaxj − xminj )} . (3.36)
The lower asymptotes l(k)j and upper asymptotes u(k)j are given by the following rules. For thefirst two iterations, k = 1 and k = 2,
l(k)j = x (k)j − 0.5(xmaxj − xminj ), (3.37)u(k)j = x (k)j + 0.5(xmaxj − xminj ). (3.38)
For subsequent iterations (k ≥ 3),
l(k)j = x (k)j − γ(k)j (x (k−1)j − l(k−1)j ), (3.39)u(k)j = x (k)j + γ(k)j (u(k−1)j − x (k−1)j ),
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where
γ(k)j =

0.7 if (x (k)j − x (k−1)j )(x (k−1)j − x (k−2)j ) < 0,1.2 if (x (k)j − x (k−1)j )(x (k−1)j − x (k−2)j ) > 0,1.0 if (x (k)j − x (k−1)j )(x (k−1)j − x (k−2)j ) = 0.
(3.40)
Taking lj = 0 and uj = +∞ reduces the MMA to the CONLIN approach.The moving asymptotes adjust the degree of convexity of the approximation, thereby af-fecting the speed of convergence. It can be seen from Equations 3.39 and 3.40 that if thesigns of the last three iterations oscillate, then the two asymptotes are moved closer to thecurrent iteration point x (k)j to yield a more conservative approximation of the original problem.Alternately, if the signs are equal, then the two asymptotes are moved further away from x (k)jto relax the process and improve the rate of convergence.
3.9.3 Globally convergent method of moving asymptotes
A disadvantage of the MMA is that it may not converge to a solution for certain problems.Svanberg (2002) therefore proposed the GCMMA, which relies on strictly convex conservativeapproximations to solve problems in the form of Equation 3.32 . This method is globallyconvergent in the sense that from any starting point, the sequence of generated iterationpoints converges to a stationary point, or in other words to the set of Karush-Kuhn-Tuckerpoints. However, there is no guarantee that the stationary point will be the global optimum ofthe problem, therefore continuation schemes as detailed in section 3.8 must be implemented.The GCMMA consists of “outer" and “inner" iterations. The outer iteration starts from thecurrent iterate x (k) and results in a new iterate x (k+1). Gradients of the original functions fi arecalculated only once in each outer iteration, thus computational efficiency is acceptable yetslower than the MMA. A convex subproblem is generated and solved in each inner iteration.This solution may be accepted as the new iterate x (k+1) or it may be rejected, in whichcase another inner iteration takes place with a modified subproblem. Solution acceptancerequires the approximating functions to be conservative, that is the approximating objectiveand constraint functions become greater than or equal to the original functions at the optimalsolution of the subproblem. This implies that the optimal solution of the subproblem is afeasible solution of the original problem with a lower objective value than the previous iterate.The formulation is very similar to that for the MMA; however, in the case of the GCMMA the
Post-processing 47
coefficients p(k)ij or q(k)ij in Equation 3.34 are simultaneously non-zero which leads to a non-monotonous approximation of the initial problem. The bounds α (k)j and β(k)j and the asymptotesl(k)j and u(k)j are updated between each outer iteration as in the original MMA.An important difference between the MMA and GCMMA is that the former uses monotonousapproximation methods, while the latter uses non-monotonous approximation methods. Thechoice of best optimization algorithm is therefore highly dependent on the nature of the opti-mization problem, where the convexity and conservativeness must be accurately represented.The rate of convergence is typically high when using the MMA for a monotonous structuralresponse function, or when using the GCMMA for a non-monotonous function. If the MMAis used for a non-monotonous function, or likewise the GCMMA for a monotonous function,convergence is slow or the method may fail to produce an optimal solution (Zuo et al., 2007).In problems where both methods converge, the MMA typically converges in fewer iterationsthan the GCMMA. This is due to the conservative nature of the GCMMA approximations.
3.10 Post-processing
Post-processing occurs once the solution has converged to an optimal design and the algorithmhas quit the iterative loop. This stage includes design visualization and data output. Imageprocessing techniques, such as thresholding, are typically applied to the optimal design toensure a discrete solution with no intermediate densities. As is customary in topology opti-mization methods, the final design is subsequently represented using a smoothed iso-densitysurface rather than the original mesh discretization. This iso-density surface is generatedusing the MATLAB function isosurface and the optimal volumetric densities obtained from theanalysis. Furthermore, output data such as the iteration history may also be plotted.
3.11 Hardware and computational time
This topology optimization code was run using a desktop computer with Microsoft Windows 7,an Intel Core i7-3770 @ 3.4 GHz processor, 16 GB memory, and MATLAB R2015b. In termsof computational time, the code was deemed to be efficient. For example, the computationaltime was calculated for the most complex analysis presented in this thesis: the multi-objectiveproblem detailed in Section 6.3. For the particular instance of a domain discretization of 30 x
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30 x 30 elements, a structural Pareto weight of ws = 0.5, a volume fraction of Vf = 0.30, anda filter radius of r = 1 µm, the computational time for the pre-optimization loop calculationswas 5.3 seconds, while a single optimization loop iteration, computed as an average overten iterations, was calculated to be 4.4 seconds. Convergence to an optimal solution by 80iterations was on the order of 6 minutes.
49
Chapter 4Minimum Compliance with DesignDependent Volume Expansion
This chapter explores a minimum compliance problem formulation with design dependent vol-ume expansion to simulate lithiation of the anode structure. The problem formulation, includingboth the objective function and sensitivity analysis, is first presented. The key numerical dif-ficulties associated with design dependent topology optimization problems are subsequentlydiscussed. A benchmark thermoelastic problem is then investigated, followed by the detailedoptimization and analysis of the silicon anode structure.
4.1 Problem formulation
The design objective is to determine a silicon anode structure that can better withstand thelarge volume expansion upon lithiation, and reduce the lithiation-induced stress. We formulatethe problem in terms of linear elasticity, and assume uniform lithiation of the structure. Weconsider an extension of the classical problem formulation of minimum compliance presentedin Chapter 3.1, where the problem formulation is modified to include design dependent volumeexpansion. The volume expansion of the structure due to lithiation is conveniently modelledusing the equations for volume expansion due to thermal loading. While thermal loading doesnot physically occur within the battery, the application of a volumetric strain equivalent to thelithiation-induced strain is an efficient approach to modelling lithiation behaviour. The designdependent nature of the problem relates to the fact that the volume expansion is applied onlyto the silicon anode, and not the electrolyte.The compliance may be defined as the virtual work of the loads on the displacements they
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generate Prager (1968). Therefore, this design objective minimizes the product of resultingdisplacements and their corresponding total loads (Pedersen & Pedersen, 2010a), and effec-tively minimizes a global measure of deformation and an average measure of stress. Unlikethe design independent loading case, the compliance is not equal to the total elastic energyfor thermoelastic structures or structures with design dependent loads (Pedersen & Pedersen,2012). For a detailed comparison between compliance and elastic strain energy for mechanicaland thermal loads, the author refers the reader to Zhang et al. (2014).The general variational problem formulation for a minimum compliance objective with designdependent volume expansion is given by
minu∈U,ρ :
∫
Ω bu dΩ +
∫
Ω Cijkl(x)εij (u)ε∗kl(x) dΩ +
∫
Γt tu dssubject to : ∫Ω Cijkl(x)εij (u)εkl(v ) dΩ =∫
Ω bv dΩ +
∫
ΩCijkl(x)εij (v )ε∗kl(x) dΩ +
∫
Γt tv ds, for all v ∈ U,∫
Ω ρ(x) dΩ ≤ V ,ρ(x) ∈ {0, 1}.
Here, b denotes the body forces, u the equilibrium displacement, C(x) the constitutive matrix, xa point within the domain Ω, ε(u) the linearized strains, ε∗(x) the design dependent volumetricstrain, t the surface tractions, and U the space of kinematically admissible displacement fields.The minimum compliance objective is subject to the equilibrium equation and a constraint onmaterial volume, where ρ(x) is the pointwise volume fraction and V the total volume of material.ε∗(x) typically represents the strain due to thermal loading,
ε∗kl(x) = αkl(x)∆T , (4.1)
where α(x) is the coefficient of thermal expansion, and ∆T is the change in temperature. Thisproblem formulation assumes the constitutive law for linear thermoelasticity,
σij (u) = Cijkl(x)εkl(u)− Cijkl(x)ε∗kl(x). (4.2)
In our research, ε∗(x) is used to model the volumetric expansion of the silicon anode due to
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lithiation.Using a finite element discretization, the discrete formulation of this minimum complianceproblem is given by
minx : c(x˜) = F(x˜)TU(x˜) (4.3)subject to : K(x˜)U(x˜) = F(x˜) = Fm + Fv (x˜),V (x˜)V0 ≤ Vmaxf ,0 ≤ x ≤ 1.
The use of a density filter is assumed from the outset, and therefore the problem formulationis expressed in terms of physical densities x˜. Here, c(x˜) is the compliance, F(x˜) is the globalforce vector, U(x˜) is the global displacement vector, and K(x˜) is the global stiffness matrix.Neglecting body forces, F(x˜) is composed of two terms: the design independent mechanicalload vector Fm, and the design dependent volume expansion load vector Fv (x˜). Furthermore,V (x˜) = ∑Ne=1 x˜eve is the material volume, V0 is the design domain volume, and Vmaxf is themaximum allowable volume fraction.The global stiffness matrix is assembled from the element contributions,
ke(x˜e) = ∫Ωe BTeCe(x˜e)Be dΩ, (4.4)
where Be is the element strain-displacement matrix and Ce(xe) is the constitutive matrix, whichis a function of element density. The element stiffness matrix may be equivalently expressedas the product of the design dependent and design independent terms,
ke(x˜e) = Ee(x˜e)∫Ωe BTe C¯eBe dΩ, (4.5)= Ee(x˜e)k¯e, (4.6)
where Ee(x˜e) is the design dependent Young’s Modulus, C¯e is the constitutive matrix for a unitYoung’s Modulus given in Appendix A, and k¯e is the design independent integral term thatmay be computed just once outside the iterative loop of the topology optimization algorithm.The global force vector is assembled from the element contributions of the mechanical load
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vector and the volume expansion load vector,
fme = ∫Γt,e NeT t dΓ, (4.7)
where Ne is the element shape function matrix, and
fve (x˜e) = ∫Ωe BTeCe(x˜e)ε∗e(x˜e)dΩ. (4.8)
Assuming isotropic expansion, Equation 4.8 may be expressed as
fve (x˜e) = ∫Ωe BTeCe(x˜e)ε∗(x˜e)φTdΩ, (4.9)
where φ = [1 1 1 0 0 0] (4.10)
for three-dimensional analysis. Shifting the design dependent terms outside of the integralyields
fve (x˜e) = Ee(x˜e)ε∗(x˜e) ∫Ωe BTe C¯eφTdΩ, (4.11)= γ(x˜e) f¯ve ,
where γ(x˜e) is termed the volume expansion load coefficient, which is equivalent to the TSCintroduced by Gao and Zhang Gao & Zhang (2010) for the case of thermal loading. γ(x˜e) allowsfor just one material interpolation for the volume expansion load vector, ensuring compatibilitywith the linear design dependence of the stiffness matrix. For a uniform mesh, the integralterm f¯ve is the same for each element and independent of density, and therefore f¯ve is computedjust once outside the optimization loop.
4.1.1 Sensitivity analysis.
Some changes must be made to the sensitivities presented in Section 3.6, as the force vectoris now dependent on density. Furthermore, the sensitivities presented in this section areexpressed in terms of physical densities. As such they require subsequent modification usingEquation 3.25 to transform the sensitivities to a derivative with respect to the design variables.
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Recall the compliance may be expressed as
c(x˜) = F(x˜)TU(x˜). (4.12)
Taking the derivative with respect to physical density of element e using the chain rule,
∂c(x˜)∂x˜e =
(∂F(x˜)∂x˜e
)T U(x˜) + F(x˜)T ∂U(x˜)∂x˜e . (4.13)
Now, recall the equilibrium equation
K(x˜)U(x˜) = F(x˜) = Fm + Fv (x˜). (4.14)
Taking derivatives of both sides with respect to x˜e,
∂K(x˜)∂x˜e U(x˜) + K(x˜)∂U(x˜)∂x˜e = ∂F(x˜)∂x˜e , (4.15)
and rearranging for the displacement derivative,
∂U(x˜)∂x˜e = K(x˜)−1
(∂F(x˜)∂x˜e − ∂K(x˜)∂x˜e U(x˜)
) . (4.16)
Substitution of Equation 4.16 into Equation 4.13 yields
∂c(x˜)∂x˜e =
(∂F(x˜)∂x˜e
)T U(x˜) + F(x˜)TK(x˜)−1(∂F(x˜)∂x˜e − ∂K(x˜)∂x˜e U(x˜)
) . (4.17)
Using the relation F(x˜)TK(x˜)−1 = U(x˜)T and rearranging the above expression yields the finalcompliance sensitivity expression in terms of the physical element density
∂c(x˜)∂x˜e = 2UT (x˜)∂F(x˜)∂x˜e − U(x˜)T ∂K(x˜)∂x˜e U(x˜) (4.18)= 2uTe (x˜e)∂fe(x˜e)∂x˜e − ue(x˜e)T ∂ke(x˜e)∂x˜e ue(x˜e).
The RAMP interpolation presented in Chapter 3.2.2 is used to interpolate the Young’s modulus
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Ee(x˜e) and the design dependent force term γ(x˜e). For example,
γ(x˜e) = γ(b) + x˜e1 + p(1− x˜e) (γ(a) − γ(b)) (4.19)= E (b)ε∗(b) + x˜e1 + p(1− x˜e) (E (a)ε∗(a) − E (b)ε∗(b)).
Therefore, the derivative of force in Equation 4.18 is given by
∂fe(x˜e)∂x˜e = ∂∂x˜e (fme + fve (x˜e)) (4.20)= ∂γ(x˜e)∂x˜e f¯ve= 1 + p(1 + (1− x˜e))2 (γ(a) − γ(b)) f¯ve ,
while the derivative of the element stiffness matrix is
∂ke(x˜e)∂x˜e = ∂E(x˜e)∂x˜e k¯e (4.21)= 1 + p(1 + p(1− x˜e))2 (E (a) − E (b)) k¯e.
The sensitivity of the volume constraint is the same as for the design independent loadingcase (Equation 3.21), only now it is written in terms of the physical densities,
∂∂x˜e (V (x˜)− Vmaxf V0) = v.
4.2 Difficulties of design dependent loading
There are some difficulties associated with design dependent loading problems that mustbe resolved in order for topology optimization methods to yield successful results. Theseproblems include the fact that the objective function may oscillate and fail to converge to anoptimum, the optimal solution may have an inactive volume constraint, or the optimal solutionmay be singular (the entire domain has zero density) when an upper inequality bound onvolume is imposed (Gao et al., 2008; Turteltaub & Washabaugh, 1999). This behaviour may beattributed to the non-monotonous nature of the objective function and the formulation of thevolume constraint. Furthermore, design dependent loads may cause an undesirable parasiticeffect for low density regions, manifesting as light grey elements in regions that should be
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void (Bruyneel & Duysinx, 2005). This issue may be remedied by careful selection of theinterpolation scheme.Due to the addition of design dependent loading, Equation 4.18 shows that the derivativeof the objective function gains an extra term, which may result in a non-monotonous objectivefunction with respect to some design variables. This has the effect of possibly increasing thecompliance with the addition of material, unlike the case of pure mechanical loading whereadditional material always decreases the value of the compliance. Recall from Chapter 3.9 thatthe MMA is best suited to monotonous functions such as design independent loading problems.If this method were to be used for a design dependent loading case, one can expect the valueof the objective to oscillate and that it may fail to converge, or that the volume constraint maybecome inactive (Bruyneel & Duysinx, 2005). Therefore, to avoid convergence difficulties fordesign dependent problems, the non-monotonous nature of the objective function necessitatesthe use of the GCMMA optimization algorithm.Singular behaviour and parasitic effects may be attributed to an inactive volume constraintat the optimal topology. This unconstrained nature is characteristic of problems with designdependent loads. Classical minimum compliance topology optimization problems prescribe aninequality volume constraint, which is an upper limit on the allowable design material. Onemethod to help prevent these undesirable effects is to impose both an upper and a lower boundon volume fraction (Bruyneel & Duysinx, 2005; Gao et al., 2008). This theoretically preventsthe optimizer from attaining zero density throughout the domain. However, it must be notedthat this method must be used in conjunction with the appropriate optimizer for a successfuloutcome. The updated problem formulation may be expressed as
minx : c(x˜) = U(x˜)TK(x˜)U(x˜) (4.22)subject to : Vminf ≤ V (x˜)V0 ≤ Vmaxf ,K(x˜)U(x˜) = Fm + Fv (x˜),
0 ≤ x ≤ 1.
Another cause of parasitic effects for design dependent loading problems is the SIMPinterpolation scheme, which exhibits zero sensitivity at zero density. This causes the compli-ance to be insensitive to element density near values of zero density and makes it difficult
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for elements that become void to regain material. Gao & Zhang (2010) has shown that aneffective solution to stabilize convergence and produce discrete optimal structures is to utilizethe RAMP interpolation model instead of the SIMP model for problems with design dependentloading.
4.3 Thermoelastic test case
This section explores a benchmark thermoelastic problem first studied by Rodrigues & Fernan-des (1995) using a homogenization method, then subsequently by other authors such as Gao& Zhang (2010), Pedersen & Pedersen (2010b) and Deaton & Grandhi (2013b). The problemdetermines the material distribution of a 2D linear-elastic solid for a bi-clamped beam thatminimizes compliance subject to a uniform temperature difference in terms of a design depen-dent load, in addition to a design independent mechanical load and a constraint on volume.A schematic of the problem setup and a selection of results as implemented by Rodrigues &Fernandes (1995) are shown in Figure 4.1.
(a) Initial design (b) ∆T = 0◦C (c) ∆T = 1◦C (d) ∆T = 4◦C
Figure 4.1: The bi-clamped beam thermoelastic problem. Reprinted from Rodrigues & Fer-nandes (1995), Copyright (1995), with permission from John Wiley and Sons.
This problem is explored in detail for several reasons. Firstly, it is directly relevant tothe design dependent problem of minimizing the volume expansion of a Li-ion battery uponlithiation, which will be discussed later in this chapter. Secondly, this test case providesan opportunity to explore of the difficulties associated with design dependent loading casesand experiment with potential solutions to overcome these issues whilst working on a knownproblem.
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4.3.1 Implementation
The thermoelastic test case is implemented in our topology optimization code with everyattempt made to replicate the problem accurately. Notable differences include a three dimen-sional implementation rather than the 2D implementation in the various literature, the choiceof optimizer, and the use of both a lower and upper bound on volume fraction. Where noparameter values were given, the author chose the most suitable values based on experienceand experimentation.
0.72 m, 60 elements
0.48 m, 
40 elements
Depth = 0.012 m, 
1 element
F = 10 kN
Figure 4.2: Thermoelastic benchmark problem schematic
Figure 4.2 depicts a schematic of the optimization problem. The size of the domain is0.72 m x 0.48 m x 0.012 m, and is discretized into 60 x 40 x 1 elements such that each ele-ment is cubic in shape. The left and right faces are rigidly constrained while all other facesare free. As in Rodrigues & Fernandes (1995), one column of non-design elements is placedat both the left and right ends of the beam. Additionally a non-design region consisting of 8elements is located at the site of the applied mechanical load to prevent a stress singularity(Deaton & Grandhi, 2013b). The domain is initialized with a homogeneous distribution ofmaterial, i.e., each element is initially assigned a density equal to the upper volume fractionbound. The material properties and important parameters are listed below
• Elastic modulus, E = 210 GPa,• Poisson’s ratio, ν = 0.3,• Mechanical load, Fm = 10 kN applied along the center of the bottom face,• Coefficient of thermal expansion, α = 1.1 x 10−5/◦C,• Uniform change in temperature, ∆T = 1◦C or ∆T = 3◦C
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• Volume fraction, Vf = 0.25− 0.30,• RAMP interpolation scheme, p = 8 for Ee(x˜e), p = 0 for β(x˜e),• Density filter, r = 0.024 m (= 2 element lengths).
4.3.2 Results
Figure 4.3 shows results for the case of mechanical loading only (∆T = 0◦C), using bothMMA and GCMMA optimizers. The MMA algorithm converges quickly to the solution shownin Figure 4.3a, which is consistent with the results given in Pedersen & Pedersen (2010b). Thevolume fraction is very slightly greater than the upper bound of 0.3, which is acceptable for thismethod. Figure 4.3c shows that the GCMMA has difficulty obtaining a physical solution, withthe two struts not reaching the side supports. This is despite the iteration history indicatingconvergence to an optimal solution, as shown in Figure 4.3d. This behaviour is due to theobjective function being monotonous for the pure mechanical loading case. Thus, as previouslymentioned in Section 3.9, the MMA is best suited to a problem with design independent loadsrather than the GCMMA method which is better suited for design dependent loading. Asa side note, the jumps in values on the plots at 10, 15, 20, 25, and 30 iterations are dueto the continuation scheme progressively increasing the RAMP penalization in the hopes ofconverging to a global rather than local optimum. For further details see Section 3.8.A temperature change is now applied, in addition to the mechanical loading. Firstly,we explore the effect of choosing the MMA method. Results are shown in Figure 4.4 fora temperature change of ∆T = 1◦C. The volume constraint is severely violated, reachingalmost 90%, leading to an unsuitable solution. This is likely due to the MMA monotonousapproximations being incompatible with the non-monotonous behavior of design dependentproblems. This result once again confirms the importance of selecting an appropriate optimizerbased on the behavior of the problem to be optimized.Figure 4.5 shows results using the GCMMA for two temperature cases. The optimalsolutions appear in agreement with the literature, such as the results shown in Figure 4.1by Rodrigues & Fernandes (1995). Both results of Figure 4.5 exhibit good convergence, andthe volume fractions remain within allowable bounds. One interesting difference between theresults shown in Figure 4.1 and Figure 4.5, is that our results feature gaps between the sidewalls and the internal structure. These slits result in less coupling and potentially improvedthermoelastic performance in comparison to the designs presented by Rodrigues. Possible
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(b) Iteration history: MMA
(c) Density distribution: GCMMA
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(d) Iteration history: GCMMA
Figure 4.3: Optimized designs and iteration history plots for applied mechanical loadingusing a volume fraction of Vf = 0.25−0.30, a temperature of ∆T = 0◦C, and two optimizationalgorithms: (a) and (b) utilize the MMA optimizer, while (c) and (d) show results for theGCMMA optimizer.
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(b) Iteration history
Figure 4.4: Optimized designs and iteration history plots for combined thermal and mechanicalloading utilizing the MMA algorithm, ∆T = 1◦C, and Vf = 0.25− 0.30.
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(a) Density distribution: ∆T = 1◦C
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(b) Iteration history: ∆T = 1◦C
(c) Density distribution: ∆T = 3◦C
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(d) Iteration history: ∆T = 3◦C
Figure 4.5: Optimized designs and iteration history plots for combined thermal and mechan-ical loading, using the GCMMA algorithm, a volume fraction of Vf = 0.25 − 0.30, and twotemperature cases: (a) and (b) consider ∆T = 1◦C, while (c) and (d) consider a temperaturechange of ∆T = 3◦C.
reasons for other discrepancies in the results could be due to 3D rather than 2D analysis, thechoice of filter, filter radius, and internal parameters. We also note that Deaton & Grandhi(2013b) and Bruyneel & Duysinx (2005) reported success using the MMA for this thermoelasticproblem by employing robust move limits.
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4.4 Topology optimization of the anode structure
We now apply this minimum compliance formulation to the design problem of a lithiated siliconanode in a Li-ion battery. The loading, boundary conditions and problem parameters are firstpresented, followed by the results of the optimization problem. The iteration history, meshindependence, influence of volume fraction, and minimum length scale are all investigated. Theaverage von Mises stress values are compared for different designs, and as a final validationthe problem is also solved using a minimum elastic strain energy formulation.
4.4.1 Loading and boundary conditions
The volume expansion of the structure due to lithiation is modelled in the same way as volumeexpansion due to thermal loading. Therefore, the volumetric strain variable ε∗(x˜e) is assignedvalues to represent a 300% change in volume in the anode due to lithiation, while no volumechange is applied to the electrolyte,
ε∗(x˜e) =
 1 when x˜e = 1 (anode),0 when x˜e = 0 (electrolyte). (4.23)
The above equation clearly illustrates the design dependent nature of this problem. The volumeexpansion will therefore be a function of element density, which is interpolated between thevalues for the anode and the electrolyte.The design domain representing the anode structure is depicted in Figure 4.6a. The bottomface of the anode is rigidly fixed to the substrate, while the sides are constrained by batterypackaging and reinforcement. This is a common choice of boundary conditions when modellingelectrodes and is typically called the “manufacturing condition” as it represents the entirebattery system being constrained by the outer casing (Aifantis et al., 2010).We consider a 5 µm x 5 µm x 5 µm cubic base cell which is periodic in the x-z plane anddiscretized into finite elements (Figure 4.6b). The base cell size was chosen such that it wasconsistent with dimensions used by experimentalists who work with silicon anode structures(Baggetto et al., 2011, 2008; He et al., 2012). With respect to the base cell, the boundaryconditions are a fixed bottom face, sliding conditions on the side faces, and a free top face.Symmetry is a characteristic feature of the solution, therefore sliding boundary conditions aredeemed to be an acceptable alternative to implementing periodic boundary conditions.
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Anode design domain
Anode rigidly fixed to substrate
Cubic base cell
Mechanically 
restrained on sides
(a) Anode design domain
300% expansion
Bottom face fixed
Top face free
Sliding conditions 
on side faces
Si5µm
x
y
z
5µm(b) Periodic base cell
Figure 4.6: Schematic of design domain and boundary conditions.
4.4.2 Problem parameters
In these analyses we consider two material phases: the anode and the electrolyte. For theanode, the material properties of a-Li15Si4 are used. The Young’s modulus and Poisson’sratios are set to values of Eanode = 35 GPa and ν = 0.23, respectively (Shenoy et al.,2010). During the first discharge of Li-Si at room temperature, crystalline silicon becomesamorphous LixSi (Li & Dahn, 2007; Obrovac & Christensen, 2004). As lithiation progresses,various amorphous phases of increasing lithium concentration are formed until the anode is fullylithiated. The material properties, such as Young’s modulus and Poisson’s ratio are thereforefunctions of lithium concentration. If the electrode is exposed to voltages less than 50 mV thecrystalline Li15Si4 phase forms upon full lithiation, while if the cycling is limited to above 50mV the structure will remain amorphous (Li & Dahn, 2007; Obrovac & Christensen, 2004). Thegreatest change in volume is associated with the final phase transition (Kang et al., 2009),
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and therefore in our analyses we use the material properties of a-Li15Si4. The other phaserepresenting the electrolyte is modelled as void, which is a common practice in many topologyoptimization problems. As such, the Young’s modulus of the electrolyte is set to a very smallnumber not equal to zero in order to prevent singularities, i.e., Eelectrolyte = 1x10−3 GPa.The desired volume fraction of the silicon anode material is Vf = 0.3, or 30% of thetotal design domain volume. This volume fraction was chosen to ensure there was adequateporosity of the structure, whilst also maintaining sufficient active material to achieve therequired electrochemical performance of the battery. The desired volume fraction is set to bethe lower bound on volume, while the upper bound is set to be 0.1 or 10% greater than thelower bound. This is because the minimum compliance objective will drive the solution to thelowest allowable volume. The initial density distribution is therefore set to the upper boundin each element.The RAMP interpolation is used for both the Young’s modulus E(x˜e) and the volume expan-sion coefficient γ(x˜e), with maximum penalty values of p = 8. To prevent numerical difficultiessuch as mesh dependence, and to impose a minimum length scale, density filtering is employedwith a filter radius of r = 2 µm. We utilize the GCMMA method to determine the updateddensities on each iteration.
4.4.3 Results
Figure 4.7 depicts the optimized anode structure. The structure may be considered a periodicarray of base cells, and resembles a series of solid cubes that have been hollowed out byspherical shapes. Two different base cells are depicted in Figures 4.7b and 4.7c which resultin the same final structure. It is interesting to note that the optimal structure shows someresemblance to the Schwarz P surface, which has been reported as an optimal solution forother topology optimization problems as detailed in Chapters 2.4 and 2.5, such as maximumconductivity, permeability, and bulk modulus objectives.The iteration history for the compliance and volume fraction are shown in Figure 4.8.It can be seen that the volume fraction quickly drops to the lower bound of 30%, while thecompliance steps down with increasing interpolation penalty and converges to the final solutionof c = 4.8726 x 10−6 Nm within 60 iterations.Mesh independence was tested to ensure that the design remained consistent for differentnumbers of elements. Figure 4.9 shows the element density distribution for different domain
64 MINIMUM COMPLIANCE WITH DESIGN DEPENDENT VOLUME EXPANSION
(a) 2 x 2 base cells
(b) Red base cell (c) Blue base cell
Figure 4.7: Optimized anode structure for Vf = 0.3.
0 10 20 30 40 50 60 70
Iteration
0
1
2
3
4
5
Co
m
pl
ia
nc
e 
(N
-m
)
#10-5
0.28
0.3
0.32
0.34
0.36
0.38
Vo
lu
m
e 
fra
ct
io
n
Compliance
Volume fraction
Figure 4.8: Compliance and volume fraction as a function of iterations.
Topology optimization of the anode structure 65
(a) 15 x 15 x 15 elements (b) 25 x 25 x 25 elements (c) 35 x 35 x 35 elements
Figure 4.9: Optimized structure for varying numbers of elements.
discretizations. The optimized structure is consistent for each discretization, and thereforethe results are considered mesh independent. As such, unless otherwise stated, the resultspresented in this chapter are for a design domain discretized into 30 x 30 x 30 elements. Thiswas deemed to be a fair compromise between design detail and computational efficiency.Figure 4.10 depicts the deformed structure for a volume fraction of Vf = 0.3, where the bluehorizontal line represents the top of the undeformed base cell. Recall the boundary conditionsof Figure 4.6, where the periodic base cell is rigidly fixed to the substrate, restrained on thesides with sliding conditions, and has free expansion on the top face. Therefore, the strutsswell to fill the central void while the entire structure expands in the vertical direction.
Figure 4.10: Deformed structure, blue horizontal line represents the top of the undeformedbase cell.
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A selection of volume fractions were tested to ensure the solution remained well behaved,and to assess the effect of changing the limit of allowable material. Figure 4.11 shows thatincreasing the volume fraction simply results in the thickening of the struts, thereby reducingthe size of the center spherical hollow. A plot of the associated compliance values depictedin Figure 4.12 shows that the compliance decreases with decreasing volume fraction. This isbecause less material in the structure means more voids to accommodate the volume expansionof the silicon and therefore results in lower stresses and hence a lower compliance. However,a trade-off is required as the anode must have sufficient active material to achieve the desiredelectrochemical performance, and therefore a volume fraction of vf = 0.3 is recommended.
(a) Vf = 0.15 (b) Vf = 0.30 (c) Vf = 0.45 (d) Vf = 0.60Figure 4.11: Optimized base cell structures for varying volume fractions. The top row depictsthe original base cell, while the bottom row shows the shifted base cells.
4.4.3.1 Influence of minimum length scale
During the parameter investigation stage, the effect of reducing the minimum length scale wasalso considered. The minimum length scale of the design is dependent on the comparativevalues of the filter radius, domain size, and the number of elements. Keeping the domainsize and number of elements constant, the filter radius r becomes the dominant length scaleparameter. As detailed in Chapter 3.7.2, the density filter modifies each element’s density tobe a weighted average of the neighboring elements’ densities within r. Up to this point, results
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Figure 4.12: Compliance as a function of prescribed volume fraction.
(a) r = 2µm (b) r = 1µm (c) r = 0.5µm
Figure 4.13: Optimized base cells for different filter radii, (a) r = 2 µm, (b) r = 1 µm, (c) r =0.5 µm. The top row depicts the original base cell, while the bottom row shows the shiftedbase cells.
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are shown for a radius of r = 2 µm. The designs for r = 2 µm, r = 1 µm and r = 0.5 µm aredepicted in Figure 4.13. Both the original base cells (top row), and the displaced base cells(bottom row) are shown for clarity.When comparing the r = 1 µm structure to the original r = 2 µm design, the majorchanges include four small corner holes on each face rather than one large central hole, whichresults in the vertical struts spanning the entire face of the base cells, and the appearanceof an internal floating structure that resembles a wire-frame cube. In terms of the objectivefunction we calculate a small 1.2% reduction in compliance relative to the r = 2 µm designwhich indicates a slightly better performance, possibly due to the internal structure beingfree to expand in all directions within the central void space, thereby reducing the averagestress. However the free-floating nature of the internal structure introduces manufacturabilitychallenges, particularly when considering a liquid electrolyte. A further reduction of the filterradius to r = 0.5 µm results in a very fragmented structure. The side faces have now becomedisconnected vertical plates, and the internal structure has become a series of floating platesand rods. This design has severe manufacturing limitations, and also exhibits a compliancevalue 2.9% greater than the r = 2 µm structure which is likely due to the fragmented natureof the design. The design requirement of a connected structure necessitates the choice of ther = 2 µm design to be the best solution for this application.
4.4.3.2 Comparison of average von Mises stress values
We now investigate whether the minimum compliance objective does indeed minimize an aver-age measure of stress by computing the average von Mises stress in the structure. The stressvector for a solid element e may be expressed as
σe = [σxx , σyy, σzz , τxy, τyz , τxz] (4.24)= Ce εm= Ce(ε − ε∗)= EanodeC¯eBede − EanodeC¯eε∗ φT ,
where εm, εv , and ε are the mechanical, thermal, and total strains, respectively. Eanode isthe Young’s modulus of the anode material, C¯e is the constitutive matrix for a unit Young’smodulus, Be is the element strain-displacement matrix, de is the element displacement vector,
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α the coefficient of thermal expansion of the silicon anode, and ∆T the temperature changeapplied to the anode. The element stress is calculated as the average of the values at thequadrature points. The von Mises failure criterion combines the principal stresses into anequivalent applied stress, and may be computed from the element stress vector
σVMe =√12[(σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx )2]+ 3(τ2xy + τ2yz + τ2zx ). (4.25)
The von Mises stress distribution is plotted in Figure 4.14. As expected, there is high stressin the thinnest section of the struts in the constrained directions, and stress concentrationsmay be observed at the edges of the holes. These stress concentrations could be reduced withlocalized mesh refinement and a further shape optimization step (Pedersen & Pedersen, 2008).
Figure 4.14: The von Mises stress distribution plotted on the undeformed base cell, Vf = 0.30.
If we compare the values to a yield stress in nano silicon of 11.06 GPa (Yang et al.,2009), it is clear that the plotted values are reasonably high and that some of the structurehas undergone plastic deformation, which has been observed experimentally with other siliconanode structures (Liang et al., 2014; Sethuraman et al., 2010). The large stress values areto be expected as our analysis assumed linear elasticity, and therefore in reality any stressabove the yield stress would be significantly lower than is reported here. Furthermore, we areapplying a large thermal strain simulating full lithiation of the anode. Reaching a fully lithiatedstate is highly dependent on battery operating conditions, such as the voltage range within
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which the batteries are cycled. Reducing the voltage range prevents full lithiation/delithiationbut will greatly improve cycling stability (Zhang, 2011). As such, full lithiation may not takeplace for practical electrochemical cells, resulting in lower stress values.Despite the small-strain and full lithiation assumptions and the resulting large stressvalues, this analysis can adequately capture the lithiation behaviour and produce optimaldesigns. For example, when analyzing the average von Mises stress of the optimal structuresfor different volume fractions, depicted in Figure 4.11, it has been observed that a larger volumefraction results in a larger average von Mises stress. When compared to the Vf = 0.30 design,there is a 6.4% and a 16.2% increase in average von Mises stress for a prescribed volumefraction of Vf = 0.45 and Vf = 0.60, respectively. Figure 4.12 shows that the complianceincreases for the larger volume fractions, and therefore it may be inferred that the designobjective of minimizing the compliance will result in a structure that minimizes the averagestress. This is further illustrated by computing the average von Mises stress for a 5 µm x 5 µmx 1.5 µm base cell composed of homogeneous material, where the material volume is equalto 30% of the original design domain. It was found that the average von Mises stress in theblock of material upon lithiation was 42.7% greater than the average von Mises stress for theoptimized design with a Vf = 0.30.
4.4.3.3 Comparison to minimum elastic strain energy formulation
For design independent loads and a constraint on volume, minimum compliance and maxi-mum strength objectives lead to the same optimal design (Kohn & Wirth, 2014; Pedersen &Pedersen, 2012). However, Pedersen & Pedersen (2010a, 2012) questioned validity of us-ing the minimum compliance formulation to obtain a strength optimized design when usingthermoelastic loading, and recommended performing strength optimization using a minimumelastic strain energy or uniform energy density objective. As an extra validation of our results,and to confirm that minimizing the compliance leads to maximum strength for the particularloading and boundary conditions of this problem, the minimum elastic strain energy objectivewas implemented and results are compared to those presented above.
Problem Formulation. The elastic strain energy Φ may be defined as the potential mechan-ical energy stored in an elastic body as work is performed to distort the structure’s volume or
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shape (Zhang et al., 2014). Recall the constitutive law for linear thermoelasticity
σij (u) = Cijkl(x)(εkl(u)− ε∗kl(x)), (4.26)= Cijkl(x)(εkl(u)− αkl(x)∆T ).
In indicial notation, the elastic strain energy is given by
Φ(u) = 12
∫
Ω Cijkl(x)(εij (u)− ε∗kl(x))(εij (u)− ε∗kl(x)) dΩ,
or equivalently,
Φ = 12
∫
Ω(ε − ε∗)TC(ε − ε∗) dΩ (4.27)= 12
∫
Ω εTCε dΩ−
∫
Ω εTCε∗ dΩ + 12
∫
Ω(ε∗)TCε∗ dΩ= 12
∫
Ω εTCε dΩ−
∫
Ω εTCε∗ dΩ + Φ∗,
where ε, and ε∗ represent the total and volumetric strains, respectively. The third term Φ∗represents the energy generated by the initial thermal or volumetric strain. Equation 4.27may be expressed in a discrete form
Φ(x˜) = 12U(x˜)TK(x˜)U(x˜)− U(x˜)TFv (x˜) + Φ∗(x˜) (4.28)= 12c(x˜)− U(x˜)TFv (x˜) + Φ∗(x˜),
where c(x˜) is the compliance from Equation 4.3, and Fv is the global volumetric load vector isassembled from the element contributions given by Equation 4.11, while Φ∗(x˜) is given by
Φ∗(x˜) = 12(α(x˜e))2(∆T (x˜e))2
∫
Ωe φ Ce(x˜e) φT dΩ (4.29)= 12Ee(x˜e)(α(x˜e))2(∆T (x˜e))2
∫
Ωe φ C¯e φT dΩ
= 12
(γ(x˜e))2Ee(x˜e)
∫
Ωe φ C¯e φT dΩ
=
(γ(x˜e))2Ee(x˜e) Φ¯∗,
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where Φ¯∗ = 12
∫
Ωe φ C¯e φT dΩ. (4.30)The optimization problem formulation with a minimum strain energy objective is
minx : Φ(x˜) = 12c(x˜)− U(x˜)TFv (x˜) + Φ∗(x˜) (4.31)subject to : Vminf ≤ V (x˜)V0 ≤ Vmaxf ,K(x˜)U(x˜) = Fm + Fv (x˜),
0 ≤ x ≤ 1.
Sensitivity Analysis. For the particular case of the anode structure, there is zero mechanicalloading thus the equilibrium equation may be expressed as
K(x˜)U(x˜) = Fv (x˜), (4.32)
leading to a simplified expression for Φ(x˜)
Φ(x˜) = −12c(x˜) + Φ∗(x˜).
Given the derivative of compliance in Equation 4.18 and the expression for the initial strainenergy (Equation 4.29), the derivative of the strain energy with respect to element density is
∂Φ(x˜)∂x˜e = −12 ∂c(x˜)∂x˜e + ∂Φ∗(x˜)∂x˜e (4.33)
= −UT (x˜)∂Fv (x˜)∂x˜e + 12U(x˜)T ∂K(x˜)∂x˜e U(x˜) + ∂∂x˜e

(γ(x˜e))2Ee(x˜e)
 Φ¯∗.
Relation to Stress. Substituting the stress-strain relation σ = C(ε− ε∗) into Equation 4.27,the strain energy may be expressed in terms of stress,
Φ = 12
∫
Ω(ε − ε∗)TC(ε − ε∗) dΩ (4.34)= 12
∫
Ω σTCσ dΩ.
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It is clear that minimizing the strain energy will effectively minimize a measure of stress in thestructure and therefore produce a strength optimized design.
Results. The results are almost identical to that obtained by minimum compliance. The op-timized structure for a volume fraction of Vf = 0.3 is given in Figure 4.15, while Table 4.1compares the compliance and strain energy values for both objectives. As expected, the min-imum compliance objective provides the lowest compliance value, while the minimum strainenergy objective provides the lowest value of strain energy, but ultimately the difference isalmost negligible. It may be concluded that for this problem a minimum compliance objectivesuccessfully minimizes both a global measure of deformation and stress.
Figure 4.15: Optimal solution for a minimum strain energy objective.
Table 4.1: Table comparing compliance and strain energy values
Min compliance Min strain % Differenceobjective energy objective
Compliance 4.873 x 10−6 Nm 4.836 x 10−6 Nm -0.76 %Strain energy 1.278 x 10−6 Nm 1.248 x 10−6 Nm 2.3 %
4.5 Summary
This chapter aimed to produce a topology optimized silicon anode structure that would bet-ter withstand the detrimental effects of lithiation processes. The anode design problem wasformulated using a minimum compliance objective function, with design dependent volume ex-
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pansion due to lithiation. The volume expansion was modelled using the same equations asexpansion due to thermal loading. The problem formulation was first presented, followed bya discussion of the key numerical difficulties associated with design dependent topology op-timization problems, namely convergence failure, singular behaviour, and an inactive volumeconstraint. Remedies to overcome these issues were introduced and further illustrated usinga benchmark thermoelastic problem involving a bi-clamped beam subject to both mechanicaland thermal loading. The detailed optimization and analysis of the silicon anode structurewas subsequently presented. The optimal silicon anode structure featured a cube of anodematerial with a hollowed sphere-like core representing the electrolyte. This structure resem-bled the Schwarz P-type structures that have also been obtained for topology optimizationproblems in other fields. The iteration history, mesh independence, influence of volume frac-tion and minimum length scale were all investigated. It was found that smaller length scalesintroduced manufacturing difficulties due to the optimal designs lacking connectivity. The vonMises stress distribution was presented, and average values compared for different anode de-signs. These results indicated a significantly improved mechanical performance for the optimaldesign relative to a homogeneous anode structure of equivalent volume. Finally, equivalence ofresults was shown for the minimum compliance and minimum elastic strain energy formulationsfor this particular design problem.
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Chapter 5Maximizing Electrical Conduction
In this chapter we explore the design objective of maximizing the electrical conduction ofthe silicon anode. It is crucial to optimize the anode structure for this objective in orderfor the design to exhibit efficient electronic pathways, particularly when considering the lowelectrical conductivity of silicon. An anode structure that maximizes electrical conduction willgenerate improved battery capacity and rate capability. The governing equations for heat andelectric conduction are analogous, and therefore the problem formulation for maximizing heatconduction and a benchmark test case involving a heat sink are first presented. Subsequently,the anode structure is optimized for maximum electrical conduction.
5.1 Problem Formulation
First, let us consider the problem of steady-state heat conduction with no convective heattransfer. Figure 5.1 depicts a body defined by the volume Ω and outer surface Γ, which issubjected to a prescribed temperature distribution T ∗ on part of the boundary ΓT , and thenormal heat flux q∗ is prescribed on the boundary Γq,
T = T ∗ on ΓT , (5.1)q · n = q∗ on Γq. (5.2)
The governing partial differential equation for steady-state heat conduction is
∇T (D∇T ) + S = 0, (5.3)
76 MAXIMIZING ELECTRICAL CONDUCTION
Ω
Γ = ΓT ∪ Γq
● S
q·n = q* on Γq T = T* on ΓT
Figure 5.1: The reference domain with a prescribed temperature and heat flux on the boundary,and an internal heat source.
or equivalently in its variational form∫
Ω∇W · (D∇T ) dΩ +
∫
Γq Wq∗ dΓ−
∫
ΩWS dΩ = 0, (5.4)
where D is the conductivity tensor, S is the internal heat generation, and W is a weightfunction. Further details, including the derivation of the strong form, weak form, and the finiteelement approximation may be found in Appendix B. This governing equation, also known asPoisson’s equation, may be used to describe various physics problems by making appropriateparameter substitutions, as shown in Table 5.1 (Donoso & Sigmund, 2004; Huebner et al.,2001; Kohn & Strang, 1986b).
Table 5.1: Physical interpretation of equation parameters
Problem T D S q
Heat Temperature Thermal Internal heat Boundaryconduction conductivity generation heat fluxElectric Voltage Electric Internal Boundaryconduction conductivity current source currentDiffusion Hydraulic Permeability Internal Boundaryflow head source flow flowElectro- Electrostatic Permittivity Internal Electricstatics potential charge density fieldMagneto- Magnetic Medium’s Internal Magneticstatics vector response current density field
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The objective of maximizing heat conduction or electricity may be considered the scalar versionof the minimum compliance problem formulation (Kohn & Wirth, 2014). As such, the objectivefunction is often referred to as the thermal or electrical compliance. This objective may beexpressed in variational form as
minT∈T,ρ : l(T ) (5.5)subject to : a(T ,W ) = l(W ), for all W ∈ T, (5.6)∫
Ω ρ(x) dΩ ≤ Vf ,ρ(x) ∈ {0, 1},
where a(T ,W ) = ∫Ω∇W · (D∇T ) dΩ, (5.7)
l(W ) = ∫ΩWS dΩ−
∫
Γq Wq∗ dΓ, (5.8)and T denotes the space of kinematically admissible temperature fields, x is a point withinthe domain Ω, ρ(x) is the pointwise volume fraction, and Vf is the upper bound on materialvolume fraction. Using a finite element discretization, the maximum heat conduction objectivemay be expressed as
minx : c(x˜) = T(x˜)TK(x˜)T(x˜) (5.9)subject to : K(x˜)T(x˜) = F = Fq + FS ,V (x˜)V0 ≤ Vmaxf ,0 ≤ x ≤ 1,
where c(x˜) is the thermal compliance, which may be considered as an average measure oftemperature within the design domain. Minimizing this objective corresponds to maximizingthe heat conduction. T(x˜) is the global temperature vector, K(x˜) is the global conductancematrix, F is the design independent global thermal load vector comprised of both flux andsource terms, V (x˜) = ∑Ne=1 x˜eve is the material volume, V0 is the design domain volume, andVf is the prescribed volume fraction. The conductance matrix and thermal load vector are
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assembled from their element contributions as follows:
ke(x˜e) = ∫Ωe BTeDe(x˜e)Be dΩ, (5.10)
where Be contains the shape function derivatives and De(x˜e) is the element conductivity matrixcomprised of the thermal conductivity values as a function of material density. For an isotropicmaterial, this is given by
De(x˜e) = de(x˜e)I, (5.11)
where de(x˜e) is the element’s conductivity as a function of element density, and I is a 3x3identity matrix. Therefore, the element conductance matrix may be written as
ke(x˜e) = de(x˜e)∫Ωe BTe IBe dΩ (5.12)= de(x˜e)k¯e,
where k¯e is the element conductance for a unit thermal conductivity. The element thermal loadvector is given by
fe = fqe + fse (5.13)= −∫Γqe NeTq∗ dΓ +
∫
Ωe NeTS dΩ.
5.1.1 Sensitivity Analysis.
The sensitivity of the conduction objective is analogous to that provided in Equation 3.20 forthe design independent linear elastic problem. The derivative of the thermal compliance withrespect to physical element densities x˜e is
∂c(x˜)∂x˜e = −te(x˜e)T ∂ke(x˜e)∂x˜e te(x˜e). (5.14)
This sensitivity implies that adding conductive material to the design by increasing the ele-ment density will decrease the compliance and therefore improve heat conduction through thestructure. This is why an upper limit on volume must be prescribed, and this constraint willremain active throughout the optimization process. As with the previous problem formulations,
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the chain rule is used to convert the above derivative with respect to physical element densityto a derivative with respect to the element design variable xe.
5.2 Heat conduction test case
This section explores a classical heat conduction problem studied by numerous authors includ-ing Dede (2009), Chen et al. (2010), and Bendsøe & Sigmund (2003) . The problem involvesdetermining the optimal material distribution of a 3D structure consisting of a highly conduc-tive material and an insulator, such that heat conduction is maximized. The design domainundergoes internal heat generation, with a heat sink at the base of the domain, adiabaticboundaries, and a constraint on the maximum allowable volume of the conductive material. Aschematic of the problem setup is depicted in Figure 5.2.
Adiabatic boundaries
on remaining faces
Internal heat 
generation
Heat sink, T = 0
z
x
y
Figure 5.2: Boundary conditions for the heat conduction test case.
Results obtained by both Dede (2009) and Chen et al. (2010) are shown in Figure 5.3.The optimal topology exhibits a ’branched’ structure which fans out towards the boundaries ofthe domain so that heat is drawn from the domain down to the heat sink.
5.2.1 Implementation
This 3D heat conduction test case is implemented in our topology optimization code usingdesign options and parameter values that would best replicate the problem setup used by pre-vious authors. A cubic design domain with side lengths of 0.2 m is discretized into 50 x 50 x 50cubic elements. We only analyze one quarter of the domain due to the double symmetry ofthe structure. The desired volume fraction is set to Vf = 0.30, and an initial homogeneousdistribution of material is prescribed where the element density is set to the given volumefraction. Internal heat generation is applied to all nodes throughout the domain, using an
80 MAXIMIZING ELECTRICAL CONDUCTION
(a) (b)
Figure 5.3: Optimal structure obtained by (a) Dede (2009), and (b) Chen et al. (2010).Reprinted from Chen et al. (2010), Copyright (2010), with permission from Elsevier.
element thermal load vector of fes = 0.01∗ [1, 1, 1, 1, 1, 1, 1, 1]T W. There is a heat sink in arectangular patch on the bottom face of the domain where the temperature is set to T = 0◦C.For this problem we consider two materials, both of which exhibit isotropic thermal conduc-tivity. The highly conductive material has a thermal conductivity of k = 1 Wm−1◦C−1, whilethe less conductive material has a thermal conductivity of k = 0.001 Wm−1◦C−1. A SIMPinterpolation scheme is used in conjunction with a continuation scheme. The maximum penaltyfactor is set to p = 3. The algorithm uses a density filter with a filter radius of r = 0.01 m or2.5 element lengths. The MMA is the chosen optimizer for this problem, because the loadingis design independent and therefore the sensitivity is unconditionally negative. The GCMMAmethod will yield virtually identical results for this particular application, albeit with a greatercomputational time.
5.2.2 Results
Figure 5.4 shows the optimized structure obtained using our topology optimization code. Itappears that these results are in good agreement with those presented in Figure 5.3. Iterationhistory of both the thermal compliance and volume fraction are shown in Figure 5.5. Thecompliance converges by approximately 50 iterations while the upper volume fraction limit ofvf = 0.30 is attained. Possible reasons for slight discrepancies between the three optimizedstructures include use of different material properties values, thermal load, filter, filter radius,
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plotting threshold, continuation scheme, solver, and optimization algorithm.
Figure 5.4: Optimal structure obtained using our topology optimization code.
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Figure 5.5: Plot showing thermal compliance and volume fraction vs iterations.
5.3 Topology optimization of the anode structure
Let us modify the heat conduction problem formulation for the objective of finding the materialdistribution in a silicon anode structure that maximizes electrical conduction during cycling,and therefore generates optimal charge transport pathways through the anode. As previouslystated, the strong form may be expressed using Equation 5.3 and appropriate variable substi-
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Φ = 0 V on top face
No boundary 
current on side faces
I = 0 A 
I = 7.33 x 10−11 A 
on bottom face
5µm
x
y
z
5µm
Figure 5.6: Schematic of boundary conditions applied to the periodic base cell.
tutions given in Table 5.1. As such, the governing Poisson’s equation for electric conductionis given by ∇T (D∇Φ) + S = 0, (5.15)
where D is the electrical conductivity tensor, typically assigned the variable σ but in this casewe wish to avoid any confusion with stress. Φ is the voltage and S is a current source.
5.3.1 Loading and boundary conditions
We study a 5 µm x 5 µm x 5 µm cubic base cell which is periodic in the x-z plane and dis-cretized into finite elements, depicted in Figures 4.6a and 5.6. We model an anode undergoinggalvanostatic charging, where the current remains at a constant value. This is implementedas a prescribed voltage of Φ = 0.0 V on the top surface of the domain, and a current into theelectrode from the bottom surface of the domain. We consider a maximum battery capacity of4200 mAh/g, and a charging or C rate of C /5, which indicates that for the given current itwill take 5 hours to fully lithiate or delithiate under ideal conditions (Quiroga-González et al.,2013). Assuming 30% of the domain is occupied by active silicon material with a density of2328 kg m−3, we obtain a current of 7.33 x 10−11 A. For this problem we assume no internalcurrent source, and no flux on the remaining boundary faces. The discrete problem formulation
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is given by
minx : c(x˜) = Φ(x˜)TK(x˜)Φ(x˜) (5.16)subject to : K(x˜)Φ(x˜) = F,V (x˜)V0 ≤ Vmaxf ,0 ≤ x ≤ 1,
where c(x˜) may be considered as the electrical compliance, Φ(x˜) is the global voltage vector,K(x˜) is the global electrical conductance matrix, and F is the design independent globalelectrical load vector, which has non-zero terms due to the boundary current.
5.3.2 Problem parameters
As in Chapter 4.4, we consider two material phases: the anode and the electrolyte. The siliconanode is a semiconductor and is assigned an isotropic conductivity of danode = 0.067 Sm−1(Ryu et al., 2004). The electrolyte is an electrical insulator, and is prescribed a very smallconductivity to avoid singularities, delectrolyte = 1 x 10−5 Sm−1. Unless otherwise stated,the required volume fraction is Vf = 0.3 and is set to be the upper bound on anode materialvolume. The initial element density is set to Vf = 0.25, or 0.05 below the material limit. TheSIMP interpolation is used for the electrical conductivity d(x˜e) with a maximum penalty valueof p = 3. To prevent numerical difficulties such as mesh dependence, and to impose a minimumlength scale, density filtering is employed with a filter radius of r = 2µm. We utilize the MMAmethod to determine the updated densities on each iteration.
5.3.3 Results
Figure 5.7 depicts the optimized anode structure using the above material parameters. In orderto maximize electrical conduction, it appears that the structure must have direct electronicpathways through the thickness of the electrode. These structures show some resemblance tothe silicon nanowires discussed in Section 1.3.5.
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(a)
(b)
Figure 5.7: Anode structure optimized for maximum electrical conduction with a volume fractionof Vf = 0.3: (a) 1 base cell, (b) 2 x 2 base cells.
The iteration history for electrical compliance and volume fraction are shown in Figure 5.8.The compliance converges to an optimum value of 3.9318 x 10−7 A-V by 160 iterations. Thevolume fraction attains the upper bound of 30% material for the conductive silicon phase.
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Figure 5.8: Electrical compliance and volume fraction as a function of iterations.
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Figure 5.9 depicts the optimal structures for various numbers of elements. The design isconsistent for the different discretizations, confirming mesh independence.
(a) 15 x 15 x 15 elements (b) 25 x 25 x 25 elements (c) 35 x 35 x 35 elements
Figure 5.9: Optimized structure for varying numbers of elements.
As with the minimum compliance objective, a selection of volume fractions were tested todetermine how changing the limit on the allowable material influenced the final design. Figure5.10 shows that increasing the volume fraction results in a larger radius of the cylindricalstructure. For larger volume fractions the structure becomes increasingly tapered, allowingmore current to be transported through the silicon structure from the base of the cell. Figure5.11 depicts the electrical compliance vs volume fraction. For this problem the electricalcompliance decreases with increasing volume fraction. Therefore, a structure with a greatermaterial volume will be a better conductor of electricity.
(a) Vf = 0.15 (b) Vf = 0.30 (c) Vf = 0.45 (d) Vf = 0.60Figure 5.10: Optimized base cell structures for varying volume fractions.
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Figure 5.11: Compliance as a function of prescribed volume fraction.
5.3.3.1 Influence of minimum length scale and aspect ratio
The length scale associated with the solution of this optimization problem is dependent onthe comparative values of the filter radius, domain size, and the number of elements. Theremainder of this chapter explores the effect of changing these values on the topology of thestructure.The filtering radius directly impacts the minimum length scale of the solution, as an el-ement’s density is taken to be a weighted average of the neighbouring elements within thisradius. This conduction problem was originally run with a filter radius of r = 2 µm, the samesize used to obtain the optimal anode structures presented in Chapter 4. For this design thematerial is lumped together in a single cylindrical structure, as shown in Figure 5.7. Thesimulation was subsequently run with various filter radii to determine whether this lengthscale will have an impact on the topolgogy of the optimized structure. The following radiiwere tested: r = 1 µm, r = 0.5 µm, r = 0.25 µm, and r = 0.17 µm. The optimized structuresare shown in Figure 5.12. The top depicts the base cell produced as output from the analysis,while an offset base cell is depicted in the bottom row for additional clarity.
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(a) r = 1 µm (b) r = 0.5 µm (c) r = 0.25 µm (d) r = 0.17 µm
Figure 5.12: Optimized base cell for various filter radii, a 5 µm x 5 µm x 5 µm domain anda volume fraction of Vf = 0.3. The top row depicts the base cell designs directly from thesimulation, while the bottom row shows the designs shifted by half a base cell in the x andz-directions.
The most noticeable change between the r = 2 µm design and the structures shown inFigure 5.12 is that the material has accumulated in the corners rather than the center ofthe base cell. However, plotting the shifted base cell shows that we still obtain similarcylindrical structures to the r = 2 µm design. This change in material location is related tothe magnitude of the filter radius. For this problem formulation, the filter radius will causematerial to progressively accumulate together throughout the iterations, where the degree ofaccumulation is dependent on the size of the filter radius. A larger filter radius means a greaternumber of neighboring elements’ densities are used to determine the weighted average densityof each element. If the filter radius is large enough, such as r = 2 µm, the material will typicallyaccumulate in the center of the cell, while smaller radii allow the material to accumulate inthe four corners. This is because the influence of the small radii does not exceed the width ofthe void area between the quarter cylinders, and as such material is free to accumulate in thecorners.Another observation is that a larger filter radius will typically produce structures withgreater surface curvature and therefore lower silicon/electrolyte interface area. Furthermore,decreasing the filter radius results in a more tapered base of the cylindrical structure, where
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the current enters the domain from the current collector. This change in base shape increasesthe amount of current flowing through the structure. This is because a set value of current isprescribed at each node on the bottom face of the domain. As such, the greater the bottom facearea covered by the silicon, the greater the current flowing through the anode structure. Thestructure for r = 0.25 µm resembles the base of a tree trunk, where the ‘roots’ fan out to drawin the current from the base of the cell. When the filter radius is reduced even further to r =0.17 µm, which is equivalent to one element length, non-physical checkerboarding behaviourcan be observed.A plot of electrical compliance vs filter radius presented in Figure 5.13 shows that thecompliance decreases with decreasing filter radius. As might be expected, the smallest filterradius of r = 0.17 µm shows an artificially low electrical compliance value due to the checker-boarding behaviour. Further details on this matter may be found in Chapter 3.7. Therefore, atrade-off exists between obtaining the optimum structure and a structure that is non-physical.As such, caution must be exercised when choosing an appropriate length scale to ensure thedesign is well-posed and manufacturable.
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Figure 5.13: Electrical compliance as a function of prescribed volume fraction.
We now investigate the effect of changing the base cell aspect ratio. Until this point, wehave considered a base cell with equal side lengths of 5 µm. A modified base cell with thesame footprint area as the original base cell but a height three times greater is analysed. The
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(a) r = 2 µm (b) r = 1 µm (c) r = 0.5 µm (d) r = 0.25 µm
Figure 5.14: Optimized base cell for various filter radii, 5 µm x 5 µm x 15 µm domain and avolume fraction of Vf = 0.3
overall dimensions are 5 µm x 5 µm x 15 µm with an element discretization of 20 x 20 x 60elements. A volume fraction of 0.3 is prescribed, and filter radii of r = 2 µm, r = 1 µm, r = 0.5µm, r = 0.25 µm, and r = 0.17 µm are considered. Figure 5.14 depicts the optimal structures.When a filter radius of 2 µm is used, we obtain a structure very similar to that presented inFigure 5.14a, only elongated in the vertical direction. Decreasing the filter radius has a verysimilar effect to the results shown above, where the base of the cylinder becomes increasinglytapered and a reduction in the value of compliance is observed. Furthermore, the cross-sectionappears to transition from a circular shape to a square. For this aspect ratio, we observecheckerboarding starting at a larger radius of r = 0.25 µm. The results for r = 0.17 µm appearalmost identical to Figure 5.14d and are therefore not shown. These results further illustratethe importance of using regularization methods to ensure well-posed solutions.
5.4 Summary
This chapter aimed to determine silicon anode designs that maximized the electrical conduc-tion through the structure. Due to the analogous nature of heat and electric conduction, theproblem formulation for heat conduction and a benchmark heat conduction problem involving aheat sink and internal heat generation were first presented. The anode structure was subse-quently optimized for maximum electrical conduction, producing rod-like designs that providedan efficient conduction pathway through the thickness of the anode structure. The iterationhistory, mesh independence, and influence of volume fraction were studied, and subsequently
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a parameter investigation involving the minimum length scale and base cell aspect ratio wasconducted. It was found that a reduction in length scale progressively decreased the valueof electrical compliance; however, checkerboarding behaviour was observed once the lengthscale became very small. Increasing the base cell aspect ratio resulted in elongated siliconstructures, with similar observed trends as the original aspect ratio for a reduction in lengthscale.
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Chapter 6Combining Objectives
In this chapter we perform multi-objective topology optimization to produce anode structuresthat simultaneously address the structural and conduction design requirements. First, theconcepts of Pareto optimal solutions and the weighted sum method are presented. A verificationproblem originally analysed by Chen et al. (2010) is subsequently explored. Multi-objectivetopology optimization is then applied to the silicon anode problem, and a parameter studyis conducted to determine the influence of the minimum length scale and prescribed volumefraction on the optimal solutions.
6.1 Problem formulation
Multi-objective optimization methods aim to determine a solution that best satisfies a numberof objectives which are typically conflicting and non-commensurable. Following the conventionof Koski & Silvennoinen (1987), the multi-objective optimization problem may be defined as
minx∈Ω : [f1(x), f2(x), . . . , fi(x), . . . , fm(x)]T (6.1)subject to : g(x) ≤ 0,
h(x) = 0,
where fi are the different objective functions for i = 1, 2, . . . , m, to be minimized simultaneouslysubject to inequality and equality constraints. The vector of design variables is given byx = [x1, x2, . . . , xn]T , and Ω is the feasible set in the design space Rn. Due to the competingnature of the objective functions, there usually exists no single global solution that would
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simultaneously give an optimum for all m objectives. As such a trade-off is required, and theconcept of Pareto optimality (Pareto, 1906) is used to determine the series of solutions thatmake up the optimum. The Pareto optimum is defined by Koski & Silvennoinen (1987) asfollows:Definition: A vector x∗ ∈ Ω is Pareto optimal for the optimization problem given byEquation 6.1 if and only if there exists no x ∈ Ω such that fi(x) ≤ fi(x∗) for i = 1, 2, . . . , mwith fj (x) < fj (x∗) for at least one j .In other words, x∗ is Pareto-optimal if there exists no feasible solution x that would decreaseat least one objective function without causing a simultaneous increase in at least one otherobjective The set of Pareto-optimal points forms a Pareto front, also called a Pareto curve fora two-objective problem. A schematic of a Pareto curve and Pareto-optimal points is depictedin Figure 6.1.
f1
f2
Pareto front
Pareto-optimal point
Non-Pareto-optimal point
x
x
Figure 6.1: Pareto front for two objective functions, f1 and f2.
One method to obtain Pareto optimal solutions is the weighted sum, or weighting method(Zadeh, 1963). The multi-objective problem is reformulated as a single objective problem usingweight factors, where the summation of the weights is unity, and the objectives are normalized.Using the weighting method, the following problem is solved:
minx∈Ω : F = m∑i=1 wi fif∗i (6.2)= w1 f1f∗1 + w2 f2f∗2 + . . .+ wm fmf∗m ,
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where F is the multi-objective function, and wi is the ith objective weighting function withthe requirements of 0 ≤ wi ≤ 1 and ∑mi=1 wi = 1. The ith objective function is given by fiwhile f∗i is the maximum objective function value, which is used for normalization. This methodinvolves a priori articulation of preferences, where the user indicates the relative importanceof the objective functions by assigning values to the weights before running the optimizationalgorithm (Marler & Arora, 2004). Equation 6.2 determines one particular optimal solutionon the Pareto front. The weights may be continuously altered to form the complete set ofPareto-optimal designs.
6.2 Multi-objective topology optimization test case
A validation step was first undertaken by reproducing the results presented by Chen et al.(2010). Chen et al. (2010) developed a topology optimization algorithm for multifunctional3D finite periodic structures, simultaneously addressing the maximum stiffness and maximumheat conductivity criteria using a weighted average method. This test case was used to verifythat our underlying computational methodology and implementation of the multiple objectivetopology optimization problem formulation was correct.
6.2.1 Problem formulation and implementation
The problem formulation presented by Chen et al. (2010) may be written as:
minx : c(x˜) = wsCs(x˜) + wcCc(x˜) (6.3)= wsU(x˜)TKs(x˜)U(x˜)C ∗s + wcT(x˜)TKc(x˜)T(x˜)C ∗c (6.4)subject to : V (x˜)V0 = Vmaxf ,0 ≤ x ≤ 1,
where Cs(x˜) and Cc(x˜) are the stiffness and conduction objective functions, respectively. Theweighting factors for the mechanical and thermal compliance objectives are ws and wc , respec-tively. U(x˜) is the displacement field due to both the mechanical and thermal loadings, Ks(x˜)is the global stiffness matrix, T(x˜) is the temperature field, and Kc(x˜) is the global conductivitymatrix. The individual objectives are normalized by their maximum values, C ∗s and C ∗c .
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Figure 6.2: Loading and boundary conditions for the multi-objective test case.
Figure 6.2 depicts the loading and boundary conditions for the problem. Vertical displace-ment is restrained at the bottom four corners of the domain, while a unit force is applied in anupwards direction on the center of the top surface. This design problem is commonly referredto as the ‘stool’ problem, and has been explored by other authors such as Borrvall & Petersson(2001) and Suresh (2013). The heat conduction problem is the same as presented in Chapter5.2. The design domain is heated evenly at all nodes and a heat sink is located in a squaresection at the center of the bottom surface, where the temperature is kept to be zero degrees.Like Chapter 5.2, a cubic design domain with side lengths of 0.2 m is discretized into 50 x50 x 50 cubic elements. The desired volume fraction is set to Vf = 0.25− 0.30, and an initialhomogeneous distribution of material is prescribed where the element density is set to thelower bound on volume fraction. We consider two materials, a solid and void. The solid phaseis stiff and conductive with a Young’s modulus of E = 1 GPa, a Poisson’s ratio of ν = 0.3, andan isotropic thermal conductivity of d = 1 Wm−1◦C−1. The void phase is assigned very smallmaterial parameter values to prevent singular behaviour. We consider a SIMP interpolationscheme for the Young’s modulus and thermal conductivity with a maximum penalty parameterof p = 3, while a RAMP interpolation scheme is used for the thermal load, with a maximumvalue of p = 8. A density filter is implemented with a filter radius of r = 0.01 m or 2.5 elementlengths.
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6.2.2 Results
The results of Chen et al. (2010) are provided in Figure 6.3, while the structural topologiesobtained using our code are shown in Figure 6.4. The Pareto front shows how the competingdesign objectives influence the resulting topologies as the weights are varied from the fullstiffness design, ws = 1, to the full conduction design, ws = 0. When the stiffness objectivedominates we obtain a structure with struts, or legs of the stool, connecting the corners to thelocation of applied loading. The four legs of the stool are connected by thin bars at the base ofdomain. When the conduction objective dominates, the optimal design is a doubly-symmetrictree-like configuration with numerous fine twigs to draw heat from the domain down to theheat sink. Intermediate weights show a progression of structures that have both strut andtwig-like features. The Pareto front clearly illustrates the design trade-off, where a reductionin the value of one objective will be accompanied by an increase in the value of the competingobjective.It is clear that the two sets of results depict a similar progression of structures. Slightdiscrepancies may be attributed to the use of a different filter, filter radius, plotting threshold,continuation scheme, and solver, none of which were specified in the paper. Overall, ourresults appear in agreement with those presented in Chen et al. (2010), thereby verifying ourcomputational methodology and implementation.
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(a) ws = 0 (b) ws = 1
(c) Pareto front and corresponding structural topologies
Figure 6.3: Topology optimization results produced by Chen et al. (2010). Reprinted fromChen et al. (2010), Copyright (2010), with permission from Elsevier.
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(a) ws = 0 (b) ws = 1
ws = 0.100
ws = 0.001
ws = 0.500
ws = 0.800 ws = 0.980 ws = 0.999
(c) Pareto front and corresponding structural topologies
Figure 6.4: Topology optimization results produced using our algorithm.
6.3 Multi-objective topology optimization of the anode structure
Multi-objective topology optimization is now applied to the silicon anode structure undergoinglithiation. The design objectives of minimum compliance for design-dependent volume expan-sion presented in Chapter 4, and maximum electrical conduction presented in Chapter 5, arecombined into a single objective function using the weighted sum method. The Pareto curvesand optimal designs for different combinations of filter radius and prescribed volume fractionare presented and discussed.
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6.3.1 Problem formulation and implementation
The multi-objective problem formulation is the weighted sum of the individual minimum com-pliance and maximum conduction objectives.
minx : c(x˜) = wsU(x˜)TKs(x˜)U(x˜)C ∗s + wcΦ(x˜)TKc(x˜)Φ(x˜)C ∗c (6.5)subject to : Vminf ≤ V (x˜)V0 ≤ Vmaxf ,Ks(x˜)U(x˜) = Fs(x˜) = Fms + Fvs(x˜),Kc(x˜)Φ(x˜) = Fc,0 ≤ x ≤ 1.
For clarity, the same subscripts of s and c from Equation 6.4 are used to represent the structuraland conduction objectives, respectively. U(x˜) is the displacement field due to the designdependent thermoelastic loading, Ks(x˜) is the global stiffness matrix, Φ(x˜) is the global voltagevector, and Kc(x˜) is the global electrical conductance matrix. The objectives are normalizedby their maximum values C ∗s and C ∗c , which are calculated by running the algorithm for zeroweights, i.e, ws = 0 and wc = 0, respectively. We prescribe both an upper and lower boundon the volume fraction. The structural objective will push the solution to the lower bound onvolume fraction, while the conduction objective will push the solution towards the upper bound.As such, the design domain is initialized with densities equal to the median value betweenthese two bounds. All other parameters remain the same as presented in Chapters 4 and 5.
6.3.2 Results
Figure 6.5 depicts the Pareto curve for a volume fraction Vf = 0.30 and a filter radius r =2 µm. The Pareto weight of the structural objective is varied between ws = 0 and ws = 1.When the weight is ws = 1, only the structural objective is considered and the resulting optimalstructure is the same as that presented in Chapter 4.4.3. The value of the normalized structuralobjective is at a minimum, while the normalized conduction objective takes its maximum valueof 1. As the Pareto weight decreases, the conduction objective begins to have an effect onthe optimized structure. The circular hollows on the vertical faces become elliptical in shape,allowing for more material to be aligned in the direction of current flow. By ws = 0.68 the
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connection between the vertical struts at the top of the structure is severed. Repeating thisperiodic structure in the x-z plane results in columnar structures with square cross-sections.A further reduction in Pareto weight causes the structure to collapse down to half the basecell height, with material lining the vertical face and a cylindrical hollow in the center of thedomain. The material then accumulates in the center of the domain before it finally stretchesout to form the cylindrical structures for the full conduction objective at the Pareto weight ofws = 0.It is interesting to note that the optimized structures for ws = 0 and ws = 0.68 bear aclose resemblance, only with differing cross-sections and tapering at the base of the structures.We would therefore expect both structures to have similar conduction objective values. Thedifference between these objective values may be attributed to the effect of the large filter radiusof r = 2 µm and the influence of the conduction objective. As discussed in Section 5.3.3.1,when conduction dominates and the filter radius is set to r = 2 µm, material will accumulate inthe center of the domain producing structures with a circular cross-section. However, when thestructural objective dominates, material tends to accumulate near the edges of the domain. Thecircular cross-section structures of ws = 0 will have a lower silicon/electrolyte interface areathan the square cross-section structures of ws = 0.68. This low interface area is implicitlyfavored for the conduction objective and therefore results in a lower conduction objective value.The transition structures between ws = 0.00− 0.68 may also be attributed to the conductionobjective favoring low interface area structures.Further evidence that conduction is the dominant objective for this range of Pareto weightsis given in Figure 6.6, where the final volume fraction is plotted as a function of the Paretoweight. It is known that the conduction objective will drive the solution towards the uppervolume fraction bound of Vf = 0.30, while the structural objective will drive the solution to-wards the lower volume fraction bound of Vf = 0.25. Therefore, this figure clearly shows whichobjective is dominant for each Pareto weight. There is a distinct transition from conductionto structural objective dominance just below ws = 0.7, which corresponds well with the ob-servation that the low interface area transitional structures are related to the influence of theconduction objective.
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wS = 0.65
wS = 0.80
wS = 0.68
wS = 1.00
Figure 6.5: Pareto front and corresponding optimal topologies for Vf = 0.30 and a filter radiusof r = 2 µm.
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Figure 6.6: Volume fraction as a function of Pareto weight for Vf = 0.30 and a filter radius ofr = 2 µm.
6.3.2.1 Influence of minimum length scale
For the previous Pareto curve shown in Figure 6.5, a large filter radius of r = 2 µm was chosento ensure manufacturability of the full structural objective design. In this section, smaller filterradii of r = 1 µm and r = 0.5 µm are used to determine their influence on the multi-objectivesolutions. The same normalization values are used as for r = 2 µm so that the Pareto curvesmay be easily compared. It is expected that not all solutions are manufacturable, particularlywhen the structural objective dominates.Figure 6.7 depicts the Pareto curve and associated optimal solutions for a volume fractionof Vf = 0.30 and a filter radius of r = 1 µm, and also the previous Pareto curve for r = 2 µm isshown in grey. Comparing these curves confirms some observations made in previous chapters.Firstly, for a full structural objective the value of the normalized structural compliance isslightly lower for the smaller filter radius (see Chapter 4.4.3.1). Similarly for the full conductionobjective, the value of the normalized electrical compliance is significantly less for the r = 1µm filter radius (see Chapter 5.3.3.1). Interestingly, the r = 1 µm curve almost overlaps withthe majority of the r = 2 µm Pareto curve. This indicates that data points on these curves that
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(a) ws = 0 (b) ws = 1
(c) Pareto front
Figure 6.7: Pareto front and optimal topologies for Vf = 0.30 and a filter radius of r = 1 µm:(a) base cell (left) and shifted base cell (right) for the full conduction objective, ws = 0, (b)base cell (left) and shifted base cell (right) for the full structural objective, ws = 1, (c) Paretofront for both r = 1 µm (black ) and r = 2 µm (grey), and the corresponding optimal structuresfor r = 1 µm.
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coincide with each other will have almost the same values and proportions of the objectivefunctions, and therefore would be expected to exhibit similar performance.The optimal structures show a clear progression from the full structural objective, ws = 1,to the full conduction objective, ws = 0. The full structural objective, depicted in Figure 6.7b,may be considered as a hollow cube with an internal floating structure and holes on the facesnear the corners. As the structural Pareto weight decreases, the increasing influence of theconduction objective causes the top and bottom faces to loose material, the side faces to gainmaterial, and the internal floating structure to disappear. This results in a intermediate rigidframe structure that exhibits direct conduction pathways. When conduction begins to dominate,material begins to accumulate at the corners of the structure, while the central sections of theside faces loose material until the full conduction structure is obtained (Figure 6.7a).A further reduction in filter radius to r = 0.5 µm results in subtle changes, as shown inFigure 6.8. As in Chapter 4.4.3.1, for ws = 1 a small increase in the value of the structuralobjective is observed relative to the value for r = 2 µm. For the full conduction objective,the value of the normalized electrical compliance is lower than the two larger filter radii,which is in agreement with the observations detailed in Chapter 5.3.3.1. The progression ofoptimal structures is very similar to that depicted in Figure 6.7. From the full stiffness solutionshown in Figure 6.8b, the vertical sides gain material promoting conduction pathways whilethe top and bottom faces become open. The floating internal structures decrease in size as thePareto weight decreases, until they disappear altogether. The intermediate frame structure isproduced which is almost identical to the structure shown in Figure 6.7c, except with a smallerradius of curvature in the corners due to the smaller filter radius. As conduction prevails,the walls of the intermediate structure recede, while the corners gain material to become thecylindrical structures of the full conduction objection (Figure 6.8a).The intermediate frame structure is the stable solution for the central section of both ther = 1 µm and r = 0.5 µm Pareto curves. This structure offers a clear compromise betweenthe structural and conduction objectives. The base cell, shifted base cell, and 2 x 2 base cellrepresentations of this frame structure are depicted in Figure 6.9. This design provides thestructural rigidity required by the minimum structural compliance objective. Furthermore, byvirtue of the volume fraction, there are distinct spaces for the anode structure to expand intoduring lithiation. The electrical conduction objective is achieved by using direct conductionpathways from the top to the bottom of the anode structure. For a volume fraction of Vf = 0.30,
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(a) ws = 0 (b) ws = 1
(c) Pareto front
Figure 6.8: Pareto front and optimal topologies for Vf = 0.30 and a filter radius of r = 0.5 µm:(a) base cell (left) and shifted base cell (right) for the full conduction objective, ws = 0, (b)base cell (left) and shifted base cell (right) for the full structural objective, ws = 1, (c) Paretofronts for r = 2 µm, r = 1 µm and r = 0.5 µm, and the corresponding optimal structures for r= 0.5 µm for various Pareto weights.
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(a) One base cell (b) One shifted base cell
(c) 2 x 2 base cells (d) 2 x 2 shifted base cells
Figure 6.9: The intermediate frame structure that provides the best design compromise in termsof the combined minimum structural compliance and maximum electrical conduction objectivesfor Vf = 0.30.
this frame structure is recommended as the best silicon anode design in terms of combinedminimum structural compliance and maximum electrical conduction.
6.3.2.2 Influence of volume fraction
The final stage of the parameter investigation was to perform the multi-objective analysiswith different prescribed volume fractions in order to assess the effect of this parameter onthe Pareto curve and its associated solutions. Two additional volume fraction windows areconsidered, namely Vf = 0.40 − 0.45 and Vf = 0.55 − 0.60. Following previous convention,both volume fractions will be subsequently referred to by their upper limit of Vf = 0.45 andVf = 0.60, respectively. A filter radius of r = 1 µm was used for these analyses.The Pareto fronts for volume fractions Vf = 0.45 and Vf = 0.60 are given in Figures 6.10and 6.11. In addition to the original base cell (denoted A.), the shifted base cell (denotedB.) is provided for the higher Pareto weights to assist with visualization. The progression ofstructures along the Pareto fronts appear very similar for both volume fractions, and present
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some resemblance to the structures associated with the Pareto curve for a Vf = 0.30. Startingat the full structural objective, ws = 1, a cubic structure with holes on the side faces isobserved. For the Vf = 0.45 the internal structure is floating, while for Vf = 0.60 the internalstructure is connected to the side walls. A slight decrease in the Pareto weight results in theconduction objective beginning to influence the solution and create a more vertically-orientedstructure. The holes on the side faces close, while holes on the top face appear. Theseholes are smaller for the larger volume fraction. The internal structure becomes a connectedconduction pathway between the top and bottom faces. A further reduction in Pareto weightcauses the internal structure to begin to disappear, as shown by base cell B., and materialbegins to accumulate near the sides of the domain. In the center section of the Pareto curve,an intermediate structure is produced which is similar to the frame structure obtained for aVf = 0.30. However, a notable difference is that this intermediate structure does not line theside faces of the base cell. For clarity, Figure 6.12 shows 2 x 2 base cells and 2 x 2 shiftedbase cells of this intermediate structure for a volume fraction of Vf = 0.60. This structureexhibits direct conduction pathways, and also has the interesting feature of the material withinthe original base cell being able to expand in both inward and outward directions. A smallamount of expansion would result in the structure resembling a high volume fraction frame-likestructure, similar to that depicted in Figure 6.9. As the weight is further decreased and theconduction objective begins to dominate, the sides of the intermediate structure recede andmaterial gathers at the corners to eventually produce the tapered cylindrical structures forws = 0.Figure 6.13 shows the Pareto curves for the volume fractions Vf = 0.30, Vf = 0.45and Vf = 0.60 and a filter radius of r = 1 µm on the same plot. These individual Paretocurves appear to be constituents of the full Pareto front. This Pareto front clearly depicts thecompeting nature of the objective function, and illustrates the range of attainable objectivefunction values for the different volume fractions. As expected, the lowest structural objectivevalue is obtained at the lowest volume fraction, while the lowest conduction objective value isobtained by the highest volume fraction. Therefore, in order to best resolve the primary designconcern of lithiation-induced mechanical degradation, it is recommended that the silicon anodestructures be designed using the rigid frame structure with the lowest practicable volumefraction.
Multi-objective topology optimization of the anode structure 107
A.
A.
A.
A.
A.
A.
A.
B.
B.
B.
A.
A.
B.
B.
Figure 6.10: Pareto front and corresponding optimal topologies for Vf = 0.45 and a filterradius of r = 1 µm.
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Figure 6.11: Pareto front and corresponding optimal topologies for Vf = 0.60 and a filterradius of r = 1 µm.
(a) 2 x 2 base cells (b) 2 x 2 shifted base cells
Figure 6.12: The intermediate structure which provides the best design compromise in termsof the combined minimum structural compliance and maximum electrical conduction objectivesfor Vf = 0.60 and r = 1 µm.
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Figure 6.13: Pareto curves for r = 1 µm and Vf = 0.30, Vf = 0.45 and Vf = 0.60.
6.4 Summary
This chapter considered a bi-objective problem formulation that simultaneously optimized boththe structural and conduction design criteria that were presented individually in previouschapters. The weighted sum method was used to determine the set of Pareto-optimal pointsthat form the Pareto front. First, a multi-objective test case was implemented in order to verifythe underlying computational methodology and implementation. Following this, a selectionof anode configurations of varying minimum length scale and volume fraction were optimizedusing the bi-objective formulation. For a volume fraction of Vf = 0.30, it was found thata smaller length scale resulted in a more stable progression of structures, with a distinctintermediate phase that resembled a frame-like structure. This frame structure provided thestructural rigidity and direct conduction pathways required by the design objectives. However,due to the smaller length scale not every transition structure was manufacturable, particularlyfor designs dominated by the structural objective. Larger volume fractions of Vf = 0.45 andVf = 0.60 were subsequently optimized, which produced a similar transition of structures asfor Vf = 0.30. The three tested volume fractions formed an overall Pareto front, which provideda further insight into the competing nature of the structural and conduction design criteria.
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Chapter 7Concluding Remarks and Future Work
7.1 Summary
This thesis presented a topology optimization methodology for the systematic design of opti-mal multifunctional silicon anode structures in lithium-ion batteries. The methodology utilizeddensity methods, regularization techniques, continuation schemes, and mathematical program-ming methods such as the globally convergent method of moving asymptotes.The first stage of this research aimed to address the mechanical degradation of siliconanode structures due to the lithiation-induced expansion. The design objective of minimumcompliance was considered, subject to a constraint on volume and design dependent volumeexpansion that simulated lithiation of the anode structure. The optimal design resembled thetriply-periodic Schwarz P minimal surface, which has also been obtained for other design ob-jectives as detailed in the Chapter 2. The results were studied through the investigation of theiteration history, mesh independence, influence of volume fraction, and minimum length scale.A smaller volume fraction was found to yield an improved performance as a result of less vol-ume expansion due to less material, and also larger void spaces that better accommodated theexpansion. On the other hand, decreasing the minimum length scale below r = 2 µm producedstructures unsuitable for manufacture due to their finer features and an internal floating struc-ture that lacked connectivity. Stress analysis indicated that the optimized structures wouldexhibit significantly improved mechanical performance in comparison to a solid structure ofequivalent volume. Furthermore, the results were found to be almost identical for minimumcompliance and minimum elastic strain energy formulations and, as such, it may be concludedthat these design objectives were equally effective for this particular optimization problem.
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The second phase aimed to determine topology optimized anode designs that maximizedelectrical conduction through the silicon structure. The analysis produced rod-like structuresthat provided efficient conduction pathways through the thickness of the anode structure,similar to the silicon nanowire structures used by experimentalists. As with the mechanicalcompliance problem, the iteration history, mesh independence, and influence of volume fractionwere studied. A greater volume fraction, by means of a larger cross-sectional area of the rodstructure, was found to yield a lower value of electrical compliance and therefore improvedconduction performance. A parameter investigation involving the minimum length scale andbase cell aspect ratio was also conducted. A reduction in length scale was found to beadvantageous by way of a significant decrease in the value of electrical compliance. Thesmaller length scales of r = 0.25 − 1.0 µm resulted in an increased tapering out from thebase of the structure, allowing more current to enter the anode. Furthermore, a decreasein length scale resulted in a smaller radius of curvature of the structural features, therebyincreasing the electrode-electrolyte interface area. However, once the length scale becamevery small, checkerboarding behaviour was observed. As such there was a clear trade-offbetween obtaining the minimum compliance structure, and a structure that was non-physical.Furthermore, increasing the base cell aspect ratio resulted in elongated silicon structures, withsimilar observed trends as the original aspect ratio for a reduction in length scale.The final stage of this thesis was to simultaneously address the structural and conductiondesign criteria using a bi-objective topology optimization formulation. The weighted summethod was used to derive the Pareto fronts for a selection of silicon anode configurations ofvarying minimum length scales and volume fractions. For a volume fraction of Vf = 0.30, it wasfound to be beneficial to perform the analysis using smaller minimum length scales of r = 0.5−1.0 µm. This was due to a considerably more stable progression of structures along the Paretocurve, yet almost coincident Pareto fronts. Furthermore, the smaller length scales produced aconsistent frame-like structure for a broad range of intermediate Pareto weights. This framestructure was deemed to be an excellent compromise between the competing design criteria,as it provided both the structural rigidity and direct conduction pathways required by thesedesign objectives. A similar transition of structures was observed for larger volume fractionsof Vf = 0.45 and Vf = 0.60. Interestingly, for these larger volume fractions the intermediateframe structure had slanted sides, allowing expansion in both internal and external directions.Finally, the Pareto fronts of the three volume fractions were combined to form an overall Pareto
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front, which provided a key insight into the competing nature of the objective functions, andalso the attainable range of objective function values for the different volume fractions. Asthe mechanical degradation associated with the lithiation-induced expansion was the primarydesign concern for this thesis, the recommended multifunctional silicon anode design was therigid frame structure using the lowest practicable volume fraction whilst ensuring sufficientactive material to yield the required electrochemical performance of the battery.The developments and results presented in this thesis provide a solid foundation for theinformed design and development of optimal multifunctional silicon anode structures for use inlithium-ion batteries.
7.2 Future work
There are many potential avenues of future work in terms of the computational methodology,the silicon anode design problem, and also application to other design problems. Firstly, thestructures presented in this work could be manufactured and tested by experimentalists, orcould be incorporated into numerical models of battery systems to simulate the electrochemicalperformance of the battery as a whole.With regard to the computational methodology, future developments include incorporatingnon-linear elasticity to better model the lithiation behaviour of the anode structure. Thereare some challenges associated with non-linear elasticity topology optimization due to thenumerical instabilities that occur as a result of the low density elements in the incremental anditerative non-linear finite element analysis. Despite these difficulties, it may prove fruitful toconsider non-linear elasticity for the anode design problem due to the large volume expansionof the silicon structure.Furthermore, periodic boundary conditions could be implemented as opposed to the slidingboundary conditions used in this work. The periodicity of the structure impacts the solutionthrough the calculation of the sensitivity values, therefore, improved structures may be found byconsidering periodic boundary conditions, or by maintaining the symmetric boundary conditionsand incorporating periodicity into the sensitivity calculations.Rather than optimizing for stress on a global level using the minimum compliance designobjective, another possible area of future work would be to perform stress-based topologyoptimization. Applying stress-based topology optimization to the silicon anode problem could
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produce structures that minimize the local stresses, and would therefore reduce the peakstresses in the structure. Stress-based topology optimization is is an additional challengedue to three key problems, namely the singularity phenomenon, the local nature of stressconstraints, and the highly non-linear stress behaviour (Bendsøe & Sigmund, 2003). As such,in recent years there has been significant interest by the topology optimization communityin developing techniques to overcome these problems; however, most methods are still in adevelopmental phase.In terms of the anode design problem an additional objective function could be implemented,such as considering buckling or maximizing the diffusion of lithium-ions into the anode struc-ture. Diffusion processes greatly influence the performance metrics of the battery, such as thecharge and discharge rate and cycling stability. Therefore this design objective would be anexcellent addition to the analysis. A large surface area is likely to be characteristic of a maxi-mum diffusion anode structure, which is somewhat at odds with the structures presented in thisthesis. It would therefore be interesting to incorporate this objective into the multi-objectiveanalysis to determine its influence on the multifunctional anode structure.Finally, the methodology developed in this thesis could be directly applied to other designproblems with only minor changes to the problem set-up. Possible applications include thermalinsulators, which are required to be stiff, lightweight, and inhibit heat transfer through thestructure, or exhaust washed structures in aerospace applications which must be mechanicallyrobust and provide efficient conduction pathways to reduce thermal expansion.
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Appendix AFinite Element Formulation for LinearElasticity
This appendix details the finite element formulation for linear elasticity in order to solve forthe nodal displacements throughout the design domain. The strong and weak formulationsare given, in addition to the finite element approximation using the Galerkin method, andaccompanying computational implementation details. The author recommends standard finiteelement texts for complete derivations and further reading, for example, Fish & Belytschko(2007); Gosz (2006); Huebner et al. (2001); Kattan (2007); Khennane (2013); Logan (2012);Ross (1998); Zienkiewicz et al. (2013).
A.1 Strong form of the linear elasticity equations
Let us consider a body defined by the volume Ω and outer surface Γ, as shown in Figure A.1.The body is subjected to prescribed displacements u∗ applied on a part of the boundary Γu,prescribed boundary tractions t∗ on the boundary Γt , and body forces b such as self-weightare also considered,
u = u∗ on Γu, (A.1)σn = t∗ on Γt . (A.2)
The equilibrium equation for (quasistatic) linear elasticity may be expressed in matrix Voigtform as ∇Tσ + b = 0, (A.3)
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Ω
Γ = Γt ∪ Γu
●
σn = t* on Γt u = u* on Γu
b
Figure A.1: The reference domain
where ∇ is the symmetric gradient operator
∇ =

∂∂x 0 00 ∂∂y 00 0 ∂∂z∂∂y ∂∂x 00 ∂∂z ∂∂y∂∂z 0 ∂∂x

, (A.4)
σ is the vector of stress components and b is the vector of body forces. The equilibriumequation may be expressed in long form as:

∂∂x 0 0 ∂∂y 0 ∂∂z0 ∂∂y 0 ∂∂x ∂∂z 00 0 ∂∂z 0 ∂∂y ∂∂x


σxxσyyσzzσxyσyzσxz

+

bxbybz
 =

000
 . (A.5)
A.2 Weak form of the linear elasticity equations
The governing differential equation may be recast into an integral weak form, from which wemay obtain accurate approximate solutions. In order to construct the weak form, the equilibriumequation (Equation A.3) is multiplied by an appropriate weight function W = [Wx ,Wy,Wz ]T .
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This weight function must be admissible, meaning W and its derivatives must vanish whereverconditions are imposed on u(x) or its derivatives. This product is then integrated over thedomain Ω, ∫
Ω WT (∇Tσ + b) dΩ = 0. (A.6)Integration by parts is used to reduce the order of derivatives to a minimum, yielding the weakform of the equilibrium equations for linear elasticity,∫
Ω (∇W)T σ dΩ−
∫
Ω WTb dΩ−
∫
Γt WT t∗ dΓ = 0. (A.7)
Or equivalently in irreducible form, written completely in terms of displacements using thestress-strain relation σ = Cε, and the strain-displacement relation ε = ∇u, where C is theconstitutive matrix ∫
Ω (∇W)T C∇u dΩ−
∫
Ω WTb dΩ−
∫
Γt WT t∗ dΓ = 0. (A.8)
A.3 Finite element approximation by the Galerkin method
The design domain is discretized into isoparametric hexahedral or eight-node brick elements,chosen for their good accuracy and ease of mesh creation (Figure A.2).
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Figure A.2: Eight-node brick element
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The associated shape functions are
N1(ξ, η, µ) = 1/8(1− ξ)(1− η)(1− µ), (A.9)N2(ξ, η, µ) = 1/8(1 + ξ)(1− η)(1− µ),N3(ξ, η, µ) = 1/8(1 + ξ)(1 + η)(1− µ),N4(ξ, η, µ) = 1/8(1− ξ)(1 + η)(1− µ),N5(ξ, η, µ) = 1/8(1− ξ)(1− η)(1 + µ),N6(ξ, η, µ) = 1/8(1 + ξ)(1− η)(1 + µ),N7(ξ, η, µ) = 1/8(1 + ξ)(1 + η)(1 + µ),N8(ξ, η, µ) = 1/8(1− ξ)(1 + η)(1 + µ).
These shape functions, often called tri-linear shape functions as they vary linearly in the ξ ,η, and µ directions, are used to map the tri-unit cube in the parent domain into an arbitraryhexahedron in the physical domain. The resulting hexahedron has straight edges but its facesare in general not planar surfaces.Approximate solutions may be obtained from Equation A.8 by replacing the integrals witha sum of integrals over each element, and inserting appropriate trial solutions and weightsbased on interpolation functions,
∑
e
(∫
Ωe (∇We)T Ce∇ue dΩ−
∫
Ωe WeTb dΩ−
∫
Γt,e WeT t∗ dΓ
) = 0. (A.10)
The element displacement vector ue is given by interpolated nodal values
ue = Nede, (A.11)
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
uxuyuz
 =

N1 0 0 N2 0 0 · · · N8 0 00 N1 0 0 N2 0 · · · 0 N8 00 0 N1 0 0 N2 · · · 0 0 N8


d1xd1yd1zd2xd2yd2z...d8xd8yd8z

, (A.12)
where Ne is the element shape function matrix, and de is the vector of nodal displacementsfor element e. And similarly for the weights we have
We = Newe. (A.13)
The approximate strain field within an element εe may be expressed in terms of nodaldisplacements using the strain-displacement matrix Be, often referred to as the B-matrix,
εe =

ux,xuy,yuz,zux,y + uy,xuy,z + uz,yux,z + uz,x

=∇ue = Bede. (A.14)
The B-matrix is a 6 x 24 matrix and can be expressed as
Be = [B1 B2 B3 B4 B5 B6 B7 B8] , (A.15)
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where
Bi =

Ni,x 0 00 Ni,y 00 0 Ni,zNi,y Ni,x 00 Ni,z Ni,yNi,z 0 Ni,x

. (A.16)
Because the shape functions are defined in terms of the natural coordinates, ξ , η, and µ,derivatives of the shape functions with respect to physical coordinates in the B-matrix requirethe chain rule,
∂Ni∂ξ = ∂Ni∂x ∂x∂ξ + ∂Ni∂y ∂y∂ξ + ∂Ni∂z ∂z∂ξ , (A.17)∂Ni∂η = ∂Ni∂x ∂x∂η + ∂Ni∂y ∂y∂η + ∂Ni∂z ∂z∂η , (A.18)∂Ni∂µ = ∂Ni∂x ∂x∂µ + ∂Ni∂y ∂y∂µ + ∂Ni∂z ∂z∂µ , (A.19)
which can be expressed in matrix form
Ni,ξNi,ηNi,µ
 = J

Ni,xNi,yNi,z
 , (A.20)
or in terms of derivatives with respect to physical coordinates
Ni,xNi,yNi,z
 = J−1

Ni,ξNi,ηNi,µ
 , (A.21)
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where J is the Jacobian matrix defined by
J =∂(x, y, z)∂(ξ, η, µ) =

∂x∂ξ ∂y∂ξ ∂z∂ξ∂x∂η ∂y∂η ∂z∂η∂x∂µ ∂y∂µ ∂z∂µ
 (A.22)
=

N1,ξ N2,ξ · · · N8,ξN1,η N2,η · · · N8,ηN1,µ N2,µ · · · N8,µ


x1 y1 z1x2 y2 z2... ... ...x8 y8 z8
 ,
with xi, yi, and zi being the coordinates of the ith node. Equation A.10 becomes
∑
e
(∫
Ωe WeTBeTCeBede dΩ−
∫
Ωe WeTNeTb dΩ−
∫
Γt,e WeTNeT t∗ dΓ
) = 0. (A.23)
Upon assembly of each element’s contribution, the weak form may be expressed as
WT (KU− F) = 0, (A.24)
where K is the global stiffness matrix, U is the global nodal displacement vector and F is theglobal force vector, which may be assembled from the associated elemental expressions, ke, deand fe, respectively. Due to the arbitrary nature of W, the governing equation reduces to
KU = F. (A.25)
A.3.1 The constitutive matrix
The three-dimensional constitutive matrix for an isotropic element e is
Ce(x˜e) = Ee(x˜e)C¯e, (A.26)
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where Ee(x˜e) is the element’s Young’s modulus which is a function of element density, and C¯eis the constitutive matrix for a unit Young’s modulus, given by
C¯e = 1(1 + ν)(1− 2ν)

1− ν ν ν 0 0 0ν 1− ν ν 0 0 0ν ν 1− ν 0 0 00 0 0 (1−2ν)2 0 00 0 0 0 (1−2ν)2 00 0 0 0 0 (1−2ν)2

. (A.27)
A.3.2 The element stiffness matrix
The element stiffness matrix is given by
ke(x˜e) = ∫Ωe BTeCe(x˜e)Be dΩ (A.28)= ∫ +1−1
∫ +1
−1
∫ +1
−1 BTeCe(x˜e)Be |J| dξ dη dµ= Ee(x˜e)∫ +1−1
∫ +1
−1
∫ +1
−1 BTe C¯eBe |J| dξ dη dµ= Ee(x˜e)k¯e,
where k¯e is the element stiffness matrix for a unit Young’s modulus. Moving the densitydependent variable outside the integral allows for a single element stiffness calculation that isvalid for all elements due to the regularity of the mesh. This integration, typically performedusing numerical Gauss quadrature, was carried out using symbolic manipulation software.
A.3.3 The element nodal force vector
The element force vector is comprised of two terms relating to the contributions from bodyforces and surface tractions
fe = fbe + f te (A.29)= ∫Ωe NeTb dΩ +
∫
Γt,e NeT t∗ dΓ.
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Appendix BFinite Element Formulation for SteadyState Heat Conduction
This appendix details the finite element formulation for steady state heat conduction withno convective heat transfer. The author recommends the following texts for further readingon the heat conduction formulation: Fish & Belytschko (2007); Gosz (2006); Huebner et al.(2001); Lewis et al. (2008); Ross (1998). By using appropriate variable substitutions, thisfinite element formulation is also valid for steady state electric conduction. More details onthe governing equations for electric conduction may be found in texts such as Huebner et al.(2001); Ida (2007); Jin (2002); van Rienen (2012).
B.1 Strong form of the steady-state electric conduction equation
Let us consider a body defined by the volume Ω and outer surface Γ, as shown in Figure B.1.The body is subjected to a prescribed temperature distribution T ∗ on part of the boundary ΓTand the normal heat flux q∗ is prescribed on the boundary Γq,
T = T ∗ on ΓT , (B.1)q · n = q∗ on Γq. (B.2)
In order to derive the strong form of the steady state heat equation we apply the principleof conservation of energy, which requires the heat flux q flowing through the boundaries of acontrol volume must be equal to the heat generated within the boundary S. Both heat fluxand internal heat generation have units of energy per unit area and time. The energy balance
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Ω
Γ = ΓT ∪ Γq
● S
q·n = q* on Γq T = T* on ΓT
Figure B.1: The reference domain
statement may be written as ∇ · q− S = 0. (B.3)
Fourier’s law relates the flux and temperature gradient vectors and is given by
q = −D∇T , (B.4)
where D is the is the conductivity tensor. The negative sign reflects the fact that heat flowsin the opposite direction to the gradient. Substituting Fourier’s law into the energy balancestatement yields the governing partial differential equation for steady-state heat conduction,
∇T (D∇T ) + S = 0. (B.5)
B.2 Weak form of the steady-state heat equation
The governing differential equation may be recast into an integral weak form, from which wemay obtain accurate approximate solutions. In order to construct the weak form, the balanceequation (Equation B.3) is multiplied by an appropriate scalar-valued test function W (x, y, z).This weight function must be admissible, meaning W (x, y, z) and its derivatives must vanishwherever conditions are imposed on T or its derivatives. This product is then integrated overthe domain Ω, ∫
ΩW (∇·q− S) dΩ = 0. (B.6)
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Integration by parts is used on the flux term of Equation B.6∫
ΩW∇·q dΩ =
∫
Ω∇ · (Wq) dΩ−
∫
Ω∇W ·q dΩ. (B.7)
Applying the divergence theorem to the first term of the right hand side of Equation B.7, andsubsequently splitting this integral into the prescribed temperature and flux boundaries yields∫
Ω∇ · (Wq) dΩ =
∫
ΓWq · n dΓ (B.8)= ∫Γq Wq∗ dΓ +
∫
ΓT Wq · n dΓ.
Substituting Equations B.7 and B.8 into Equation B.6 yields
− ∫Ω∇W ·q dΩ +
∫
Γq Wq∗ dΓ +
∫
ΓT Wq · n dΓ−
∫
ΩWS dΩ = 0. (B.9)
The test functions are set to zero on the prescribed temperature boundaries, causing theintegral on ΓT to vanish. The weak form is therefore given by
− ∫Ω∇W ·q dΩ +
∫
Γq Wq∗ dΓ−
∫
ΩWS dΩ = 0, (B.10)
or equivalently, the weak form may be written in terms of temperature using Fourier’s law(Equation B.4) ∫
Ω∇W · (D∇T ) dΩ +
∫
Γq Wq∗ dΓ−
∫
ΩWS dΩ = 0. (B.11)
B.3 Finite element approximation by the Galerkin method
As for the finite element formulation for linear elasticity detailed in Appendix A, the designdomain is discretized using eight-node brick finite elements with shape functions given inEquation A.9. Approximate solutions may be obtained from Equation B.11 by replacing theintegrals with a sum of integrals over each element, and inserting appropriate trial solutionsand weights based on interpolation functions,
∑
e
(∫
Ωe∇We · (De∇Te) dΩ +
∫
Γq,e Weq∗ dΓ−
∫
Ωe WeS dΩ
) = 0. (B.12)
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The element temperature Te is given by interpolated nodal values
Te = Nete, (B.13)
where Ne is the shape function matrix. For this problem Ne is a vector as we only have onedegree of freedom for each node in the element,
Ne = [N1 N2 N3 N4 N5 N6 N7 N8] , (B.14)
and the nodal temperature vector is given by
te = [t1 t2 t3 t4 t5 t6 t7 t8]T . (B.15)
And similarly for the weights we have
We = Newe. (B.16)
The gradient of the element temperature is given by
∇Te =

∂Te∂x∂Te∂y∂Te∂z

= Bete. (B.17)
For this problem, the B-matrix is a 3 x 8 matrix
Be =

∂Ne1∂x ∂Ne2∂x · · · ∂Ne8∂x∂Ne1∂y ∂Ne2∂y · · · ∂Ne8∂y∂Ne1∂z ∂Ne2∂z · · · ∂Ne8∂z
 . (B.18)
The derivatives of the shape functions with respect to the physical coordinates are found usingEquation A.21 of Appendix A. Similarly, the gradient of the weight function is given by
∇We = Bewe. (B.19)
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The above relations are substituted into Equation B.12
∑
e
(∫
Ωe weTBeTDeBete dΩ +
∫
Γq,e Neweq∗ dΓ−
∫
Ωe NeweS dΩ
) = 0. (B.20)
Upon assembly of each element’s contribution, the weak form may be expressed as
WT (KT− F) = 0, (B.21)
where K is the global conductance matrix, T is the global nodal temperature vector and F is theglobal thermal load vector, which may be assembled from the associated elemental expressions,ke, te, and fe, respectively. Due to the arbitrary nature of W, the governing equation reducesto KT = F. (B.22)
B.3.1 Element conductivity matrix
The three-dimensional conductivity matrix for an isotropic element e is
De(x˜e) =

de(x˜e) 00 de(x˜e) 00 0 de(x˜e)
 (B.23)
= de(x˜e)

1 0 00 1 00 0 1

= de(x˜e)I,
where de(x˜e) is the element’s conductivity as a function of element density, and I is the identitymatrix.
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B.3.2 Element conductance matrix
The element conductance matrix is given by
ke(x˜e) = ∫Ωe BTeDe(x˜e)Be dΩ (B.24)= ∫ +1−1
∫ +1
−1
∫ +1
−1 BTeDe(x˜e)Be |J| dξ dη dµ= de(x˜e) ∫ +1−1
∫ +1
−1
∫ +1
−1 BTe IBe |J| dξ dη dµ= de(x˜e)k¯e,
where k¯e is the element conductance for a unit thermal conductivity. Moving the densitydependant variable from the integral allows for a single element conductance calculation thatis valid for all elements due to the regularity of the mesh. This integration, typically performedusing numerical Gauss quadrature, was carried out using symbolic manipulation software.
B.3.3 Element nodal thermal load vector
The element nodal thermal load vector is given by two terms, the element boundary flux vectorand the element source flux vector
fe = fqe + fse (B.25)= −∫Γq,e NeTq∗ dΓ +
∫
Ωe NeTS dΩ.
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