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Abstract— Body movements are an important communication
medium through which affective states can be discerned.
Movements that convey affect can also give machines life-like
attributes and help to create a more engaging human-machine
interaction. This paper presents an approach for automatic
affective movement generation that makes use of two movement
abstractions: 1) Laban movement analysis (LMA), and 2)
hidden Markov modeling. The LMA provides a systematic tool
for an abstract representation of the kinematic and expressive
characteristics of movements. Given a desired motion path
on which a target emotion is to be overlaid, the proposed
approach searches a labeled dataset in the LMA Effort and
Shape space for similar movements to the desired motion path
that convey the target emotion. An HMM abstraction of the
identified movements is obtained and used with the desired
motion path to generate a novel movement that is a modulated
version of the desired motion path that conveys the target
emotion. The extent of modulation can be varied, trading-off
between kinematic and affective constraints in the generated
movement. The proposed approach is tested using a full-body
movement dataset. The efficacy of the proposed approach in
generating movements with recognizable target emotions is
assessed using a validated automatic recognition model and a
user study. The target emotions were correctly recognized from
the generated movements at a rate of 72% using the recognition
model. Furthermore, participants in the user study were able
to correctly perceive the target emotions from a sample of
generated movements, although some cases of confusion were
also observed.
Index Terms— Affective movement generation, Hidden
Markov modeling, Laban Movement Analysis, Effort and
Shape.
I. INTRODUCTION
The ability to express affect via movements has the
potential to improve the perceived intelligence and empathic
attributes of autonomous agents (e.g., [1], [2], [3]) and
create a more engaging human-machine interaction. Affec-
tive movements are commonly generated by designers and
animators using techniques such as keyframing [4]. These
techniques, however, are time consuming and require trained
animators and designers. Computational models that can
automatically generate affective movements would enable
the generation of automatic affective responses and allow
machines to engage in a long-term empathic interaction with
their users.
Automated generation techniques must be able to handle
the large variability in affective movement. On the one hand,
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an emotion can be communicated through a number of
kinematically different movements, and on the other hand,
there exist kinematically similar movements that convey
distinct emotions. Furthermore, there are interpersonal and
stochastic differences in affective movement expressions. An
automatic generation model should suppress the irrelevant
sources of variation and exploit movement features salient
to affective expression in adapting a desired motion path
to convey a target emotion. In addition, the model should
be capable of generating affective movements in a com-
putationally efficient manner. This paper presents a new
affective movement generation approach that aims to fulfil
these requirements. The proposed approach derives two low-
dimensional movement representations using the Effort and
Shape components of Laban movement analysis (LMA) [5],
[6] and hidden Markov modeling, to isolate salient kinematic
and affective characteristics of the movements based on
which a desired affective movement is generated.
The LMA is a prominent movement analysis and notation
system that was developed for writing and analyzing dance
choreography [5]. In a previous work, an approach for
quantifying LMA Effort and Shape components for hand and
arm movements was presented and validated in comparison
with annotations provided by a certified motion analyst [7].
In this paper, the LMA quantification from [7] is adapted
for annotating full-body movements and extended to include
additional LMA Shape descriptors. The LMA quantification
is computationally efficient and allows for an efficient search
for movements kinematically and/or affectively similar to a
desired motion path. The efficacy of Effort and Shape com-
ponents for motion indexing and retrieval in large and high-
dimensional movement datasets has also been previously
demonstrated in [8].
The second movement abstraction used in this work is
based on hidden Markov models (HMM)s. An HMM is
robust to temporal variations (length and phase variations
in movements), can handle the noise inherent in human
movements, provides a stochastic model for the dynamics
of motion trajectories, and is efficient to learn.
Given a labeled movement dataset, to adapt a desired mo-
tion path to convey a target emotion, the proposed approach
proceeds as follows: 1) using the LMA Effort and Shape
abstraction1, nearest neighbours to the desired motion path
1A preliminary version of the LMA Effort and Shape quantification
approach has been reported in [7]. This paper uses an adapted version of
the quantification approach reported in [7] to formulate a motion generation
approach. The novel motion generation approach and its experimental
validation are reported for the first time in this paper.
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that belong to the target emotion class are identified, 2)
an HMM for the identified nearest neighbours along with
the desired motion path is learned, 3) the most likely state
sequence of the learned HMM for the desired motion path
is obtained using the Viterbi algorithm, 4) a deterministic
generation approach [9] is used to generate a modulated
version of the desired motion path that encodes the target
emotion.
The proposed approach is tested with a full-body affective
movement dataset. The expressivity of the generated move-
ments is assessed objectively using an automatic recognition
model [10] and subjectively, in a user study where partici-
pants report their perception of the generated movements.
This paper is organized as follows: Section II reviews the
related work on the automatic generation of affective move-
ments followed by the description of the proposed approach
in Section III. Section IV describes the experimental setup.
Experimental results are reported in Section V. The results
and future directions for the present study are discussed
in Section VI followed by Section VII that discusses the
limitations of the proposed approach. We close the paper
with conclusions in Section VIII.
II. RELATED WORK
In general, there are two main approaches for automatic af-
fective movement generation: 1) rule-based, and 2) example-
based. Rule-based approaches propose a set of motion gener-
ation/modification rules that are mainly driven by an intuitive
mapping between movement features and different affective
expressions (or motion styles). On the other hand, example-
based approaches generate a desired affective movement
by concatenating or blending movement exemplars from a
labeled dataset of movements.
The success of rule-based approaches depends on a-priori
knowledge of postural and motion cues salient to different
affective expressions and how these cues are incorporated
into the rules in terms of quantitative variables that can be
tuned to generate a desired affective movement. A drawback
of the rule-based approaches is that they are designed for
a specific kinematic structure and a set of movements,
and often are not readily adaptable to other structures and
movements. While this limitation also exists for the example-
based approaches, they do not rely on any deterministic rules
and are capable of generating novel movement trajectories
provided that adequate movement exemplars are available.
Therefore, the success of the example-based approaches
depends on the richness of the labeled dataset.
Several examples of rule-based approaches can be found
in the literature. A mapping from LMA Effort and Shape
to upper-body movement kinematics is proposed in [11].
Correlations between Laban components and discrete emo-
tions are used to devise a mapping from discrete emotions
to joint angles of a humanoid robot [12]. In another study,
a set of motion modification rules adjust the velocity, the
range of motion, and the basic posture for a given movement
based on specified levels of the arousal and valence affective
dimensions [13]. A set of expressivity parameters derived
from the psychology literature (overall activation, spatial
extent, temporal extent, fluidity, power, repetition) are used to
develop rules that select a gesture type and modify it to adopt
a desired style (e.g., abrupt) for an embodied conversational
agent [3].
Example-based approaches range from concatenation of
labeled motion segments (e.g., [14]) to sophisticated gen-
erative models learned from exemplar movements (e.g.,
[15]). Human movements vary in length and are intrinsically
high-dimensional, and learning in high-dimensional motion
space suffers from the limitations associated with the “curse
of dimensionality”. Different approaches are reported that
make use of a low-dimensional representation of affective
movements along with an inverse mapping to generate new
human movements. For instance, movements can be repre-
sented as a weighted linear combination of a set of basis
functions (functional representation) [16], [17]. The human
gait is generated by interpolating or extrapolating Fourier
expansions of actual human movements corresponding to dif-
ferent locomotion types (walk and run) subject to kinematic
constraints (step size, speed, and hip position) [16]. Then,
a gait is imbued with a target emotion via superposition of
the Fourier expansion of the gait with a Fourier characteristic
function for the target affective gait. In another study, a func-
tional representation of a set of affective hand movements is
obtained by transforming the movements into B-spline basis
space [17]. Then, functional principal component analysis
is used to obtain a lower-dimensional subspace that serves
as the basis space for affective movement generation. The
independent component analysis is used to extract styles
from one motion and subsequently infuse an extracted style
to another motion sequences to generate desired stylistic
walking patterns [18]. A limitation of the basis function
expansion approaches is that they require movements to be
of equal length with aligned landmarks, which is a difficult
constraint to attain under natural conditions. Furthermore, a
user’s input is required to select the appropriate components
representing the desired style [17], [18].
Other example-based approaches learn a mapping between
interpolation parameters and the human joint space to gener-
ate different motion trajectories. Mukai and Kuriyama [19]
employ a Gaussian process regression approach to learn such
a mapping. For each action (e.g., arm reaching), a set of
control parameters are manually selected (e.g., turning angle
and height of the target for the reaching movement) and a
mapping between the parameter space and high-dimensional
joint space is learnt for that action. The resulting action-
specific mapping is used to generate different styles of the
action (e.g., reaching to different target positions). Movement
styles were annotated in terms of Laban Weight, Time, and
Flow Effort for the movements available in a labeled dataset
[20], and for each pair of kinematically similar movements,
a new movement is generated via space-time interpolation.
Subsequently, a mapping between resulting motion styles and
the interpolation parameters is learnt. For a test movement
and a target style, a pair of movements in the labeled dataset
are selected, whose blend is kinematically similar to the test
movement and provides the best approximation of the target
style [20]. Stylistic gait patterns were automatically gener-
ated using a hidden semi-Markov model whose state output
and duration distributions are tuned based on a desired pair
of speed and stride length using a multiple regression [21].
In another study, stylistic walking patterns are generated
via interpolation and extrapolation between between style-
specific HMM parameters [22]. In [23], stylistic motions
are generated using spatiotemporal warping of joint-specific
motion styles extracted from pairs of stylistically-different
motions represented by linear dynamical models. The studies
[19], [20], [21], [22], [23] do not explicitly address affective
movement generation and are specifically designed for a
single movement type (e.g., gait).
Another class of example-based approaches derives a
stochastic generative modeling of the movements. Among
stochastic generative approaches, those that derive a mapping
from a lower-dimensional hidden space to the movement
space are popular in human motion analysis. Style machines,
a parametric hidden Markov modeling approach, provide
a stochastic modeling of movements parametrized by a
style variable to be used to generate movements with a
desired style [24]. Style machines were tested with a set
of similar movements performed in different styles (biped
locomotion, and choreographed ballet dance), and were not
explicitly tested to generate affective movements [24]. A
Gaussian process (GP) dynamical model was used to learn
motion styles as low-dimensional continuous latent variables
and their mapping to movement observations. Using the
learned model, a new movement is generated by adjusting
the latent variable to adopt a desired style [25]. GP-based
models are often limited to a small number of aligned and
similar movements, and are computationally expensive to
learn, which hinders their application for large scale motion
learning and generation. Taylor et al. [15] propose a paramet-
ric hierarchical modeling of human movements using con-
ditional restricted Boltzmann machines (CRBM) for exact
inference and generating stylistic human movements. Higher
level layers representing high-level latent factors can be
sequentially added to the model as needed, to capture high-
level structure in the movements, resulting in a deep belief
network. In an extension to [15], the factored CRBM was
introduced that incorporate a set of context/style variables
(discrete or continuous) to generate different motion styles,
synthesize transitions between stylized motions as well as
interpolating and extrapolating the training data [26]. In
another study, a hierarchical factored CRBM along with a
multi-path style interpolation algorithm are used to generate
stylistic motions [27]. in another study to generate stylistic
gestures accompanying speech. However, learning CRBMs
is challenging due the large number of parameters and
metaparameters that need to be set [28].
In this paper, a new example-based affective movement
generation approach is presented that aims to modulate a
desired motion path to convey a target emotion. The proposed
approach exploits movements from the target emotion class
that are kinematically similar to the desired motion path
(nearest neighbours (NN)) to generate a modulated version
of the desired motion path that conveys the target emotion.
The Laban Effort and Shape abstraction is used to identify
the nearest neighbours. The nearest neighbours along with
the desired motion path are then encoded in an HMM and
the most likely state sequence of the resulting HMM for the
desired motion path is used to generate a modulated version
of the desired motion path.
III. METHODOLOGY
The proposed approach makes use of two movement
abstractions: 1) LMA Effort and Shape components, and 2)
hidden Markov modeling. Using these abstractions, a new
movement is generated that is affectively constrained by a
target emotion and kinematically constrained by a desired
motion path.
In this section, the LMA and HMM movement abstractions
along with the proposed affective movement generation
approach are described.
A. LMA Effort and Shape components
The work on affect and its bodily manifestation in psy-
chology and the dance community provides valuable insights
that can advance the research in affective computing. In par-
ticular, movement notation systems provide a rich tool for a
more compact and informative representation of movements,
compared to high-dimensional joint time-series trajectories.
The Laban movement analysis (LMA) is a notation system
that provides a set of semantic components based on which
both kinematic and expressive characteristics of the move-
ments can be described. Among LMA components, Effort
and Shape are the most relevant for the study of affective
movements. Effort describes the inner attitude toward the use
of energy and Shape characterizes the bodily form, and its
changes in space. Bartenieff presents Effort and Shape as a
complete system for the objective study of movements, from
behavioural and expressive perspectives [29]. Effort has four
bipolar semantic components: Weight, Time, Space, Flow
(see Table I), and Shape has three components: Shape Flow,
Directional, and Shaping/Carving2 (see Table II).
In order to enable the application of the LMA Effort and
Shape components for computational analysis of affective
movements, first, these components need to be quantified.
In previous work, we presented an Effort and Shape quan-
tification method and verified its reliability in comparison
with annotations from a certified motion analyst [7]. In the
following, the Effort (Weight, Time, and Flow) and Shape
Directional quantifications originally presented in [7] and
[31] are adapted for full-body movements and extended to
include quantifications for Shape Flow and Shaping. The
Effort Space is not considered in the present study as the
Space describes the focus of attention of the mover (single-
focused vs multi-focused) [32] and other visual cues (eye and
head movements) might be needed to characterize Space. For
2The Shape components (Shape Flow, Directional, and Shaping/Carving)
are referred to as the components of the ”Modes of Shape change” by Peggy
Hackney in [30]
TABLE I
LMA EFFORT COMPONENTS ADAPTED FROM [29]
Extremes Example
Space: Attention to
surroundings
Direct Pointing to a particular spot
Indirect Waving away bugs
Weight: Sense of the
impact of one’s
movement
Light Dabbing paint on a canvas
Strong Punching
Time: Sense of
urgency
Sustained Stroking a pet
Sudden Swatting a fly
Flow: Attitude toward
bodily tension and
control
Free Waving wildly
Bound Carefully carrying a cup of
hot liquid
instance, an expansive hand and arm movement can be used
to greet several arriving parties (multi-focused, Indirect) or a
single arriving person (single-focused, Direct), which would
be difficult to annotate without additional contextual infor-
mation. The Space quantification approaches tested in [7]
were not in agreement with annotations by a certified motion
analyst. The Space Effort was also excluded in a study using
LMA components for motion indexing and retrieval [8].
1) Weight Effort: The maximum of the sum of the kinetic
energy of the torso and distal body limbs (end-effectors:
head, hands, feet) is used to estimate the Weight Effort of the
whole body. The higher the peak kinetic energy, the Stronger
the Weight. The sum of the kinetic energy at time ti is:
E(ti) = E
Torso(ti) + E
End-effectors(ti). (1)
For instance, the kinetic energy of the right hand (Rhand) at
time ti is computed as:
ERhand(ti) = αRhandv
Rhand(ti)
2
, (2)
where αRhand is the mass coefficient for the right hand and
vRhand(ti)
2 is the square of the speed of the right hand at time
ti. The Weight Effort for a sampled movement of length
T (the movement is defined by T sequential observations,
where each observation represents Cartesian positions of
body joints at a particular ti, i ∈ [1, T ]) is then determined
as:
Weight = max
i∈[1,T ]
(E(ti)). (3)
In [33], the mass coefficients for different body parts of
a dancing pet robot were set based on “their visual mass
and conspicuousness” in the range of 1 to 4 (e.g., αTrunk
= 4 and αArm = 2). We have set the mass coefficients to
the values proposed in [33] and observed that the resulting
Effort Weight values for different body parts are highly
correlated (> 70%, p<0.05) with those obtained using the
mass coefficients of 1. This observation indicates that the
Effort Weight of a body part is mainly influenced by its
speed. Therefore, in the present work, mass coefficients are
set to 1 for all the body parts as in [31], [7].
2) Time Effort: The weighted sum of the accelerations
of the torso and end-effectors is used to estimate the Time
Effort for full-body movements. The weights are the mass
coefficients similar to the quantified Weight Effort. The
acceleration3 for the kth body part at time ti is:
ak(ti) =
vk(ti)− vk(ti−1)
∆t
. (4)
Eq. 4 is the discrete form of the differential definition
of acceleration, a = dv/dt. In this equation, acceleration
is defined as the the change in velocity over a unit time
(∆t = ti− ti−1 = 1, where t ∈ [1, T ]). Sudden movements
are characterized by larger values in the weighted accelera-
tion time-series as compared to Sustained movements. The
maximum of the weighted acceleration time-series is used to
describe the Time Effort of the whole body in the full-body
movements.
3) Flow Effort: The Flow Effort for a full-body movement
is computed as the aggregated jerk over time for the torso
and end-effectors. Jerk is the third order derivative of the
position.
Flow =
∑
k: End-effectors
T∑
i=2
|ak(ti)− ak(ti−1)|
ti − ti−1 , (5)
where ak(ti) is the Cartesian acceleration of the kth body
part at time ti.
4) Shape Shaping: Lamb introduces “Shaping” as a com-
ponent used to primarily describe concavity and convexity of
the torso in the vertical, horizontal, and sagittal planes [34].
As a result, Shape Shaping defines the processes of Ris-
ing/Sinking (vertical plane), Widening/Narrowing (Horizon-
tal plane), and Advancing/Retreating (Sagittal plane) [34].
Shaping in the vertical plane is due to torso’s upward-
downward displacement [32]; hence, it is quantified as the
maximum vertical displacement of the torso. In the sagittal
plane, Shaping is due to the torso’s forward-backward dis-
placement [32] and it is quantified as the maximum sagittal
displacement of the torso.
In the horizontal plane (widening/narrowing), Shaping is
mainly sideward across or out away from the body [32] and
captures the extent of molding of the whole body in the
horizontal plane. In this work, the area of the convex hull
encompassing the body projected onto the horizontal plane is
used to capture Shaping in the horizontal plane. This measure
captures how far the body traverses sideward across and out
away from the body.
5) Shape Flow: Cecily Dell suggests the use of the “reach
space” for observing Shape Flow [32]. Three areas of reach
are: 1) near (knitting), 2) intermediate (gesturing), and 3) far
(the space reached by the whole arm extended out of the
body without locomotion). Therefore, the limits of far reach
are the limits of what Laban called the personal kinesphere,
the space around the body which can be reached without
taking a step [32]. Given the Shape Flow’s relation to the
reach space and the limits of personal kinesphere, in this
work, the Shape Flow is measured as the maximum of the
3In the quantifications, the derivatives of motion trajectories used to
compute velocity, acceleration, and jerk, are low-pass filtered to remove
the high-frequency noise.
TABLE II
LMA SHAPE COMPONENTS [30].
Elements Example
Shape Flow: is self-referential and defines readjust-
ments of the whole body for internal physical comfort.
Growing Self-to-self communication, stretching to yawn
Shrinking Exhaling with a sigh
Directional: is goal-oriented and defines the pathway
to connect or bridge to a person, object, or location in
space.
Arc-like Swinging the arm forward to shake hands
Spoke-like Pressing a button
Shaping/Carving: is process-oriented and is the three
dimensional “sculpting” of body oriented to creating
or experiencing volume in interaction with the
environment.
Molding,
Contouring, or
Accommodating
Cradling a baby
volume of the convex hull (bounding box) containing the
body.
6) Shape Directional: Since the Shape Directional de-
scribes the transverse behaviour of the hand movements
(‘Spoke-like’ or ‘Arc-like’) [32], it is captured as the average
curvature of the hand movements in a 2 dimensional (2D)
plane within which the largest displacement occurs. There
is a separate Shape Directional component for each hand.
To capture the 2D plane with maximum displacement, we
apply multivariate principal component analysis (PCA) on
the 3D Cartesian trajectories of the hands and extract the top
two dimensions. The extracted dimensions span the 2D plane
where the maximum displacement occurs. Next, the average
2D curvature within the PCA-extracted 2D plane (xy plane)
for a sampled movement of length T is computed as follows
κ =
1
T
T∑
i=1
√
(y¨(ti)x˙(ti)− x¨(ti)y˙(ti))2
(x˙2(ti) + y˙2(ti))3/2
, (6)
where x˙(ti) and x¨(ti) indicate the first and second derivatives
of the x trajectory at time ti, respectively.
B. Regularized multinomial logistic regression
In the proposed approach, a regularized multinomial lo-
gistic regression (RMLR) is used to identify affectively non-
discriminative LMA components. The multinomial logistic
regression uses the inverse logit function to model the
posterior of occurrence of different classes in a multi-class
problem (K classes) given a set of explanatory variables.
Given a dataset Dp = {(xj , yj)|xj ∈ Rp, yj ∈ Y, j =
1, . . . , N}, where xj is the jth datapoint of dimensionality p
and Y is the label set for the K classes, the posterior of the
kth class is approximated using the symmetric multi-class
inverse logit function.
Pr(yi = k|xi) = exp(β
>
k xi)
1 +
∑K
l=1 exp(β
>
l xi)
, k = 1, . . . ,K.
(7)
The posterior model parameters for all the classes are de-
noted by θ
θ = {β>1 , β>2 . . . , β>K}, where θ ∈ RK×(p+1). (8)
θ includes an intercept along with posterior coefficients for
all the classes (posterior coefficient of kth class: βk ∈
Rp). The optimal parameters, θ, are found by solving the
maximum log-likelihood problem
argmax
θ
N∑
i=1
log(Pyi(xi; θ)), (9)
where Pk(xi; θ) = Pr(y = k|xi; θ).
To identify dimensions of xi most salient to discriminating
between the K classes, the regularized multinomial logistic
regression is proposed (RMLR) [35]. In this work, the
multinomial logistic regression with elastic net regularization
is used, which maximizes the following cost function to find
the RMLR model parameters
argmax
θ
N∑
i=1
log(Pyi(xi; θ))− . . .
λ
K∑
k=1
p∑
j=1
(α‖βkj‖1 + (1− α)‖βkj‖22).
(10)
‖.‖n denotes the ln norm. The tuning variable λ controls
the strength of regularization; the larger the λ, the larger the
number of class-specific model parameters βk that will be
driven to zero (i.e., fewer LMA components are selected).
The variable α is the mixing variable, which controls the
contribution of l1 and l2 norms of the model parameters in
the regularization (α = 1 results in Least Absolute Shrinkage
and Selection Operator (LASSO) and α = 0 results in
ridge regression). The l1 norm imposes sparsity over the
model parameters, and the l2 norm encourages the correlated
features to be averaged. A detailed derivation and solution
for multinomial logistic regression can be found in [36].
C. HMM-based movement modeling
Hidden Markov modeling is a generative technique that
models a sequential observation as a stochastic process
whose dynamics are described by a discrete hidden state
variable. The hidden state varies between Nh hidden state
values based on a state transition matrix A of size Nh×Nh.
The observation variables (outputs) are described by a vector
of size nD. The distribution of the observations for each
hidden state can be modeled as a mixture of M multivariate
Gaussians and is denoted as B. Furthermore, there is an
initial state probability pii|Nhi=1 for each hidden state value.
Therefore, an HMM λ consists of λ(A,B, pi).
In the proposed approach, fully-connected hidden Markov
models (HMM)s are used. The fully-connected models en-
able identifying an optimal set of states that best represent
a desired motion path without the need to pass through all
the states and being restricted with the left-to-right order of
the states as is the case in the left-to-right models.
Efficient algorithms exist for estimating the model pa-
rameters A,B, and pi (e.g., the Baum-Welch algorithm, an
expectation-maximization algorithm), evaluating the likeli-
hood that a new observation sequence was generated from
the model (e.g., the forward algorithm), and estimating the
most likely state sequence (the Viterbi algorithm). A detailed
review of HMMs can be found in [37]. In this work, the
Baum-Welch algorithm is used to train HMMs and the
Viterbi algorithm is used to generate the most likely state
sequence for a desired motion path given an HMM of its
LMA Effort and Shape nearest neighbours.
D. The proposed generation approach
Figure 1 shows a schematic of the proposed generation
approach. Consider a sample dataset of N time-series move-
ments X , each labelled with one of M affective labels from a
set E , D = {(Xj , ej)|Xj ∈ RnD×Tj , ej ∈ E , j = 1, . . . , N},
where Xj and ej denote the jth sampled movement of
length Tj and its affective label, respectively. For a desired
motion path Xd ∈ RnD×Td and a target emotion et ∈ E ,
the proposed generation approach uses movements from the
target emotion class et that are kinematically similar to
the desired motion path (viz., kinematic neighbours). The
identification of kinematic neighbours of the desired motion
path is necessary to preserve kinematic characteristics of the
motion as much as possible in the process of modulating it to
convey the target emotion. Xd may be taken from the dataset
D (e.g., if we wish to take a movement from the existing set
and alter the emotion), or may be specified independently of
D.
A naive approach for identifying kinematic neighbours
would be to perform a nearest neighbour search in the high-
dimensional joint trajectory space. However, there are two
shortcomings associated with the naive approach: 1) since
the movements are time-series observations of different
lengths, a direct nearest neighbour search in the space of
the Cartesian joint trajectory is not possible, and 2) in high-
dimensional spaces, datapoint pairs are equidistant for a wide
range of data distributions and distance metrics [38]. The
second shortcoming is especially problematic as it adversely
affects the meaningfulness of the nearest neighbour search
in high-dimensional spaces. To address these shortcomings,
in this study, the search for kinematic neighbours is per-
formed in a low-dimensional space spanned by the LMA
Effort and Shape components. However, LMA Effort and
Shape components encode emotions and their intensities
in addition to kinematic characteristics of movements [29].
As a result, kinematically-similar movements from different
emotion classes might occupy distinct regions of the LMA
space due to their affective differences and finding kinematic
neighbours of a movement in such a space might be impossi-
ble. To overcome this limitation, for a target emotion class,
we restrict our nearest neighbour search to kinematically-
relevant, affectively non-discriminative LMA components.
To identify affectively non-discriminative LMA compo-
nents, the multinomial logistic regression with elastic net
regularization is used [35], as summarized in Section III-
B. The regularized multinomial logistic regression (RMLR)
uses the movements’ Effort and Shape components and
affective labels as the explanatory variables and class labels,
respectively, and weights the Effort and Shape components
according to their saliency for each affective class (RMLR
assigns zero weights to affectively non-discriminative LMA
components for each emotion class).
Given the identified affectively non-discriminative LMA
components, the nearest neighbours (NN) of the desired
motion path belonging to the target emotion class are next
identified. The number of nearest neighbours is set to the
number of movements from the target emotion class in
the -neighbourhood of the desired motion path. The -
neighbourhood is defined as a circle centered at the desired
motion path with a radius equal to 10% of the distance from
the desired motion path to the furthest movement from the
target emotion class in a space spanned by the affectively
non-discriminative LMA components.
In cases where the desired motion path (the motion path
to be modulated in order to convey a target emotion) is
affective, its encoded emotion (original emotion) can be
recognized using a verified automatic affective movement
recognition model (e.g., [10]). Then, for a target emotion,
LMA components discriminating between the pair of original
and target emotions are identified using RMLR and excluded
from the nearest neighbour search as these components
contribute to maximum separability between the original and
target emotion classes.
After identifying the NN of the desired motion path, they
are encoded in an HMM (HMMNN ). To further preserve
the kinematic specificities of a desired motion path in the
generated movement, the HMMNN can be augmented with
nd copies of the desired motion path (shown as dashed line in
Figure 1). Encoding more copies of the desired motion path
in the HMMNN imposes extra constraints on the generated
movement favouring stronger adoption of the kinematics of
the desired motion path, at the expense of the affective
modulation. Thus, nd becomes a process parameter which
controls the trade-off between strict adherence to either the
affective constraint or the kinematic constraint. After training
the HMMNN , the Viterbi algorithm is used to estimate the
most likely state sequence for the desired motion path given
HMMNN . A new motion path is generated by concatenating
the means of the Gaussian outputs of the HMMNN states,
following the estimated Viterbi state sequence. The resulting
sequence is low-pass filtered to remove discontinuities that
might occur when transitioning to new states [9].
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Fig. 1. Schematic of the proposed approach. The rectangles represent input data or an outcome of a process and the processes are shown by rounded
rectangles. XLet and x
Let
d : the representation of X and Xd in terms of affectively non-discriminative LMA components Let | NN: indices of nearest
neighbours of Xd | NN(Xd): nearest neighbours of Xd from X | HMMNN : HMM of NN(Xd) | S: the most likely HMMNN ’s state sequence for
Xd | µi is the mean of the Gaussian output of the ith state of HMMNN | LPF : low-pass filter | O: the modulated Xd conveying et.
The output of the filtering stage is a novel movement kine-
matically close to the desired motion path and imbued with
the target emotion (O in Figure 1). Kinematic characteristics
of the desired motion path are preserved in two stages of
the proposed approach: 1) by using an HMM abstraction
of the nearest neighbours in a space spanned by affectively
non-discriminative LMA components (HMMNN ), and 2) by
using the most likely state sequence of HMMNN for the
desired motion path. Furthermore, in the case where nd > 0,
the resulting HMMNN state sequence is further tailored
toward kinematic specificities of the desired motion path;
hence, the generated movement more closely mimics the
kinematics of the desired motion path. The target emotion
is overlaid as the movement is generated using an HMM of
the nearest neighbours conveying the target emotion. Figure
2 shows the pseudo-code for the proposed approach.
IV. EXPERIMENTAL SETUP
A publicly available full-body movement dataset [39]
is used to demonstrate the performance of the proposed
approach. A 10-fold division is used to divide the dataset
into testing and training movements. In each fold, a testing
movement is considered the desired motion path and the
proposed method is applied to produce a new movement
conveying the target emotion. Note that in these experiments,
the testing movement already contains affective content. The
target emotion is selected to be different than the original
emotion encoded in the testing movement. The training
movements in each fold establish the labeled dataset required
for the proposed approach. The affective quality of the
generated movements is objectively evaluated using a state-
of-the-art recognition model [10]. Furthermore, a subjective
evaluation is conducted via a user study in which participants
rate the affective qualities of the generated movements.
A. Full-body affective movement dataset
The full-body dataset [39] was collected using a Vicon
612 motion capture system and contains 183 acted full-
body affective movements obtained from thirteen demon-
strators who freely expressed movements conveying anger,
happiness, fear, and sadness with no kinematic constraints.
Given: A dataset D with N movements X each
labeled with one of M affective classes from a set E .
LMA Effort and Shape representation
• Define L, a set of all LMA Effort and Shape
components (a total of nL components),
• Compute xLj ∈ RnL : LMA Effort and Shape
representation, ∀ movements Xj ∈ D,
DL = {xL1 , . . . ,xLN},
Regularized multinomial logistic regression:
• Input: {(xLj , ej)|xLj ∈ DL, ej ∈ E},
• Output: the set of affectively discriminative
LMA components for each class k (L′k).
• Lk = L \ L′k, affectively non-discriminative
LMA components for kth class.
Affective movement generation
• Given
{
Xd, a desired motion path of length Td,
et, a target emotion,
• Let Let : a set of affectively non-discriminative
LMA components for et,
• Find nearest neighbours of Xd in the space
spanned by Let → NNLet (Xd),
– Retain those that belong to et:
NN(Xd) = {(X, e) ∈ D|X ∈ NNLet (Xd), e = et},
• HMM Training
– Train HMMNN of Nh states to model NN(Xd)
along with nd copies of Xd; nd ≥ 0.
• Viterbi algorithm using HMMNN and Xd
S← most likely state sequence for Xd
S = [S1, . . . , Si, . . . , STd ], Si ∈ {1, . . . , Nh},
• Motion generation
O = [µS1 , µS2 , . . . , µSTd ]
∗
O ← Low-pass Filter(O)
Return:
O: A modulated version of Xd conveying et.
∗µi is the mean of the Gaussian output of the ith state of HMMNN .
Fig. 2. Pseudo-code for the proposed generation approach.
There are 32 markers attached to bodily landmarks4 and their
3 dimensional Cartesian coordinates are collected using 8
motion capture cameras at a rate of 120Hz5. There are 46
sad, 47 happy, 49 fearful, and 41 angry movements in the
full-body dataset. Each movement starts from a known pose,
the T-pose (arms raised to shoulder level and extended to the
sides). The full-body movements range from 1.39 seconds
(167 frames) to 9.17 seconds (1100 frames) in duration. In
a user study where participants rated the most expressive
postures of the movements [39], the intended emotions were
rated the highest among other emotions. Due to interpersonal
(and possibly idiosyncratic) differences as well as the lack
of kinematic constraints on the movements, there is a wide
range of within-class variabilities (Figure 3a and 3b). There
are also between-class kinematic similarities (Figure 3b
and 3c). The kinematically-unconstrained movements of the
UCLIC are a favourable property of this dataset as it allows
us to examine the performance of the proposed approach in
the presence of interpersonal, between- and within-emotion
kinematic differences in the bodily expression of affect.
The expressivity of the UCLIC dataset has been evaluated
in previous a user study in which participants rated intended
emotions among other emotions for all the movements in the
dataset [39]. In that user study, an average recognition rate
of 54.7% was reported with the least recognized emotion
being fear ones (49.4% average recognition rate), and the
most recognized being sadness (63.4% average recognition
rate).
B. RMLR parameter selection
In order to identify affectively non-discriminative LMA
components for each target emotion, multinomial logistic
regression with elastic net regularization RMLR is used. To
set the tuning parameters of RMLR, α and λ in Equation 10,
a two-dimensional cross-validation is used. α values in the
range of 0.05 : 0.05 : 1 and 100 values of λ are tested and the
pair of α and λ with the minimum 10-fold cross-validation
error (misclassification rate) is selected6.
C. HMM Initialization and model selection
In order to reduce variability due to differences in demon-
strators’ physical builds (e.g., height), each movement in the
dataset is normalized by the length of its demonstrator’s hand
and arm measured from his/her right shoulder to the right
wrist.
4The markers are placed on the following bodily landmarks: left front
head, right frond head, left back head, right back head, top chest, center
chest, left front waist, right front waist, left back waist, right back waist, top
of spine, middle of back, left outer metatarsal, right outer metatarsal, left toe,
right toe, left shoulder, right shoulder, left outer elbow, right outer elbow,
left hand, right hand, left wrist inner near thumb, right wrist inner near
thumb, left wrist outer opposite thumb, right wrist outer opposite thumb,
left knee, right knee, left ankle, right ankle, left heel, right heel.
5Some movements in the full-body dataset are recorded at 250Hz, which
were down-sampled to 120Hz in our study to keep the sampling rate
consistent for all the movements
6The generalized linear models toolbox from [40] was used to perform
RMLR
Since all the movements in the full-body dataset start from
a known T-pose, the hidden state sequence for the HMMs
always starts at state 1; hence, the hidden state priors are:
pii = 1 for i = 1, and pii = 0, otherwise. The full-body
movements are generally very short and progress from the
start toward the end with instances of cyclic movements.
In this work, all transitions between states were allowed to
capture the cyclic behaviours. Using fully-connected HMMs,
the Viterbi algorithm identifies a sequence of HMM states
that best represents a desired motion path without the need
to pass through all the HMM states, sequentially.
As described in Section III, movements that are kinemati-
cally similar to a desired motion path along with nd copies of
the desired motion path are encoded in an HMM (HMMNN ).
In the experimental evaluation of the proposed approach,
no copies of the desired motion path are included in the
HMMNN abstractions (nd = 0), favouring the affective
constraint over the kinematic constraint. In the HMMNN ab-
stractions, the distribution of the movements for each hidden
state is modeled as a single Gaussian output. Generally, for
generation purposes, an HMM with a large number of hidden
states is favoured to capture fine details of the motion path.
We tested different numbers of states ranging between 10-
14 states and chose 12 states by a visual inspection for the
quality of the generated trajectories.
To initialize the HMM training process, the identified
nearest neighbour movements for a desired motion path are
divided into Nh (number of hidden states) equal segments
and their means and covariances are used as the initial means
and covariances of the output Gaussians associated with
the hidden states. Full covariances are used to account for
potential correlations between body joint trajectories.
D. Affective movement validation
To evaluate the performance of the proposed approach, the
expressivity of the generated movements is assessed objec-
tively using an automatic recognition model, and subjectively
via a user study.
1) Objective validation: The automatic recognition ap-
proach [10] is based on a hybrid generative-discriminative
modeling of movements and is shown to achieve high inter-
personal recognition rates7. The recognition model derives
a Fisher score representation of the generated movements
based on class-specific HMMs and performs nearest neigh-
bour classification in a space spanned by features maximally
dependant on the affective categories and encompassing the
main modes of variations in the affective movements [10].
Note that none of the generated movements in this study
were used to train the recognition model.
2) Subjective validation: Since affective movement per-
ception is subjective, we have also evaluated the expressivity
of the generated movements with a questionnaire-based user
study. The user study aims to determine whether the target
emotion is perceived from a generated movement, the gen-
erated movement is confused as conveying other emotions,
7In an interpersonal recognition model, testing and training movements
come from different individuals
a)
b)
c)
Time
Fig. 3. Movement exemplars from the full-body dataset: (a) and (b) are two kinematically different happy movements, whereas the happy movement in
(b) is similar to the fear movement in (c).
or no emotion is perceived from the generated movement.
A questionnaire similar to the one in a previous study [17]
is designed in which participants are asked to evaluate the
expressivity of the generated affective movements in terms
of the six basic Ekman emotions (anger, sadness, happiness,
fear, disgust, and surprise) on a 5-point Likert scale ranging
between “0: not conveyed at all” to “4: strongly conveyed”.
Using the 10-fold division of the full-body dataset into
testing and training movements, a large number of move-
ments (549 movements) are generated and evaluating the
subjective perception of all these movements is not feasible.
To reduce the number of movements for evaluation, we
identify and remove movements which are similar to others,
keeping only exemplars for evaluation. To identify similar
movements in a conversion class, the generated movements
from the conversion class are represented in terms of LMA
Effort and Shape components and k-means clustered. Dif-
ferent numbers of clusters (2 to 5) are tested and the best
number of clusters is selected to maximize the goodness of
clustering metric [41] defined as
GOC =
∑k
i=1 ni
∑
j 6=i
ni
n−ni dij
2
∑k
i=1 nidii
, (11)
where dij and dii are the average distances between cluster
i and j and within cluster i, respectively.
Next, the popularity of the identified clusters for each
conversion class is inspected and the closest movement to
the center of the most populous cluster is selected as the
exemplar of that conversion class for evaluation in the user
study. Therefore, there are 12 generated movements used in
the user study, each representing a conversion class. For the
conversion class of ‘sadness to happiness’, there are two
populous clusters with an equal number of members. In
this case, the cluster whose representative displays a more
kinematically distinct movement than the other generated
movements was selected. This is done solely to include a
wider range of kinematic movements in the user study. For
each movement, participants were asked to rate the six basic
Ekman emotions, each on a 5 point Likert scale. To test
whether the target emotion is unambiguously recognized,
the participants in the user study were asked to rate each
basic emotion separately, and were not forced to chose
between emotions; they could indicate that they observed
more than one emotion, or that they observed no emotional
content. The movements were presented to the participants
in a randomized order.
A pilot user study was first conducted with 6 participants
to obtain an estimate of effects of the original and target
emotions on the participants’ perception. The estimated
effects vary in size and range from very small effects (e.g.,
η2 = 0.001) to large ones (e.g., η2 = 0.745). Using the
G∗Power software [42], the sample size required to detect a
potential significance of the estimated effects of medium size
(η2 = 0.06; as recommended by Jacob Cohen [43]) or larger
at the statistical power of 90% is found to be 16 participants.
17 participants (11 male and 6 female) completed the ques-
tionnaire. Participants were healthy adults and recruited from
among the students at the University of Waterloo via email.
They were provided with the detailed information about the
study and the procedure to complete the questionnaire. The
study received ethics approval from the Office of Research
Ethics, University of Waterloo, and a consent form was
signed electronically by each participant prior to the start
of the questionnaire.
Participants’ responses are then analyzed to assess whether
the generated movements communicate the target emotions
and if there exists any confusion between the basic emotions.
V. RESULTS
As described in Section IV-A, the dataset used for the
experimental evaluation of the proposed approach contains
affective full-body movements for 4 emotion classes: sad-
ness, happiness, fear, and anger. Following the proposed
approach, each testing movement is converted to convey
three emotions other than its own, resulting in 12 conversion
classes. The following naming convention is used hereafter
to refer to the conversion classes: ‘original to target’ (e.g.,
‘sadness to happiness’ indicate the conversion from the
original emotion ‘sadness’ to the target emotion ‘happiness’).
As described in Section IV, a 10-fold division is used to
divide the affective full-body movement dataset into testing
and training movements. In the experimental evaluations, the
testing movements are the desired motion paths, and the
training movements form the labeled dataset D used in the
proposed approach as described in Section III-D.
Using the quantification described in Section III-A, move-
ments are annotated in terms of Effort components (Weight,
Time, and Flow) and Shape components (Shaping, Direc-
tional, and Flow). For the Effort components, in addition
to the whole-body annotation, these components are also
computed for individual body parts: head, right hand, left
hand, right foot, and left foot. Since, all the movements
(testing and training) used in the experimental evaluation
are affective (intended to convey a specific affect), the LMA
components that discriminate between emotions encoded in
the training movements and those encoded in the testing
movement are first identified using RMLR, and excluded
from the search for the nearest training movements. This will
allow finding movements that are kinematically most similar
to a desired motion path from within the target emotion
class (training movements in the -neighbourhood of the
desired motion path that belong to the target emotion class).
Furthermore, this will result in a computationally efficient
nearest neighbour search based on a few LMA components.
We denote the set of all LMA Effort and Shape com-
ponents as L, then the set of affectively non-discriminative
LMA components for a pair of emotions (e1, e2), Lt, is
defined as
Lt = L \ (L1 ∩ L2), (12)
where L1, and L2 are the LMA Effort and Shape components
salient to e1 and e2, respectively. Table III shows the discrim-
inative LMA components between each pair of emotions in
the full-body dataset.
Among the emotion classes in the full-body dataset,
sadness and happiness have the largest number of LMA
components discriminating between them (see Table III),
which could be due to the distinct natures of these two
emotions. For instance, in the circumplex space [44], sadness
and happiness are located at opposing extrema of the arousal
and valence dimensions. Shape Horizontal and Time for the
left foot are the most frequent discriminative LMA compo-
nents presented in 5 out of 6 cases in Table III. There are
components that are found discriminative only for one pair
of emotions: 1) TimeAll measures the Effort Time for the
whole body and is found to be discriminative for the sadness-
happiness pair. 2) Weight Effort for torso (WeightTorso) is
found to be discriminative for the happiness-fear pair. 3)
TABLE III
DISCRIMINATIVE LMA EFFORT AND SHAPE COMPONENTS FOR EACH
PAIR OF EMOTIONS IDENTIFIED USING REGULARIZED MULTINOMIAL
LOGISTIC REGRESSION.
LMA Effort and Shape components
Sadness-Happiness WeightRFoot, TimeAll, TimeTorso, TimeR-
Hand, TimeLFoot, FlowRFoot, FlowLFoot,
ShapeHor, ShapeFlow, ShapeDirRHand
Sadness-Fear TimeTorso, TimeRHand, TimeLFoot,
TimeHead, FlowRFoot, ShapeZ, ShapeHor,
ShapeFlow
Sadness-Anger WeightRFoot, TimeTorso, TimeRHand,
TimeRFoot, TimeLFoot, ShapeHor,
ShapeDirRHand
Happiness-Fear WeightTorso, TimeRHand, TimeLFoot, Flow-
Head, ShapeZ, ShapeDirRHand
Happiness-Anger TimeLHand, FlowLFoot, FlowHead, Shape-
Hor, ShapeFlow
Fear-Anger WeightHead, TimeTorso, TimeLFoot, Time-
Head, ShapeZ, ShapeHor
R:right, L:left, Hor: Horizontal, Dir: Directional.
Time for the left hand (TimeLHand) is discriminative for the
happiness-anger pair, and 4) Weight for the head (Weight-
Head) discriminates between fear and anger. It should be
emphasized that the identified LMA components in Table III
collectively contribute to maximum separability between the
pairs of emotions and when considered individually may not
result in maximum separation.
Next, the proposed approach is used to generate move-
ments that convey target emotions. In the experimental
evaluation presented in this section, no copies of the desired
motion path are included in the HMMNN abstractions (nd =
0). Videos of movement exemplars generated by alternative
implementations of the proposed approach (nd = 0 and
nd = 1) are included as supplementary materials.
A. Objective validation
Table IV shows the confusion matrix for the automatic
recognition of generated full-body movements.
TABLE IV
CONFUSION MATRIX (%) FOR THE AUTOMATIC RECOGNITION OF THE
GENERATED MOVEMENTS
Recognized Emotion
Sadness Happiness Fear Anger
Ta
rg
et
E
m
ot
io
ns
Sadness 83 1 15 1
Happiness 1 61 22 15
Fear 3 8 77 13
Anger 1 15 16 67
The generated affective movements are recognized above
chance with a 72% recognition rate, which is comparable
with the 72% interpersonal recognition rate reported in [10].
Similar confusions between emotion classes as those in [10]
are observed here. Nevertheless, the automatic recognition
rate of the generated movements is high and demonstrates
the congruence of the generated emotions with the target
ones.
B. Subjective validation
The performance of the proposed approach is also eval-
uated subjectively via a questionnaire-based user study as
described in Section IV-D.2. Using a one-way ANOVA, the
effect of the order in which the videos were presented to a
participant was not found significant at p < 0.05, indicating
no habituation was observed as a result of the presentation
order.
To inspect the effects of the original and target emotions
on the participants’ perception of the generated movements,
a mixed-model ANOVA with repeated measures was per-
formed for each emotion rating. In the ANOVA tests, the
original and target emotions were the independent variables
and participant ratings of the basic emotions were the de-
pendant variables. Initially, the participant’s gender was also
included as a between-subject variable, however, its effect
was not found significant at p < 0.05, thus, the ANOVA
tests were repeated without the gender variable. The SPSS
statistical software package was used for the analysis.
It was found that the target emotion has a significant main
effect in all cases (p < 0.005), and original emotion has a
main effect on participants’ rating of anger, sadness, fear,
surprise (p < 0.05). There are also significant interaction
effects between the original and target emotions in all cases
except for the rating of disgust. Furthermore, participants’
ratings of an emotion were found to be significantly higher
(at a Bonferroni corrected significance level of p < 0.0125
with an effect size Cohen’s d > 0.67) when the emotion is
the target emotion (e.g., sadness rating for anger to sadness
conversion) as compared with cases when the emotion is
not the target emotion (e.g., sadness rating in anger to
happiness conversion). This observation can also be seen in
the average participants’ ratings of target anger, sadness, fear,
and happiness emotions shown in Figure 4.
The detected main effects of the target emotion indi-
cate that the proposed approach successfully encoded the
target emotion in the generated movements. The detected
significant effects of the original emotion might indicate the
presence of residues of the original emotion in the generated
movements or may be an indicator of deficiencies in the
perception of emotion from body movements.
A closer look at the participants’ perception of individual
movements reveals a few cases of confusion between the
emotions, some of which are between the original and target
emotions. Figure 5 is a heat map showing the average
recognition of different basic emotions for each conversion
class (confusion matrix). To explore significant pair-wise
differences, for each movement, paired t-tests between par-
ticipants’ ratings of its target emotion and those of other
emotions were performed. Figure 6 highlights the results of
the paired t-tests. The green boxes are the target emotions,
grey boxes are the emotions whose ratings are significantly
different than the corresponding target emotion at p < 0.05,
and red boxes are those emotions whose ratings are not
significantly different than the target emotion at p < 0.05.
The Cohen’s d effect size was also computed to evaluate the
size of pair-wise differences between participants’ ratings of
target emotions and those of other emotions for each move-
ment. Cohen’s recommendation for effect size evaluation is
used here (small: d < 0.2, medium: d = 0.5, and large:
d > 0.8).
As can be seen in Figures 5 and 6, the target emotion is
clearly perceived in the conversions from anger and sadness
to happiness at a rate >71% (significant pair-wise differences
are detected between ratings of happiness and other emotions
at p < 0.001 with effect sizes d > 1.22), whereas in the fear
to happiness conversion, there is no significant difference
between ratings of happiness and surprise (p = 0.13 and
small to medium effect size of d = 0.41) and both happiness
and surprise are rated high.
When the target emotion is sadness, it is correctly per-
ceived for the conversions of happiness and anger to sadness
at a rate >94%, p < 0.001, and d > 2.76 (2nd column of
Figures 5 and 6). For the fear to sadness conversion, the
target emotion is only recognized at a 12% rate and no other
emotion is rated high.
Anger is correctly perceived for the movement converted
from happiness at a rate of 71% with significant pair-wise
differences between ratings of the anger and other emotions
at p < 0.028 with effect sizes d > 0.93 (3rd column of
Figures 5 and 6). For the sadness to anger conversion, anger
and sadness are rated the highest with a small non-significant
pairwise difference (p = 0.47, d = 0.035) between the
ratings of anger (recognition rate of 53%) and those of
sadness (recognition rate of 59%). This could have been
caused by residues of sadness remaining in the converted
movement (main effect of the original emotion on anger
ratings observed in the ANOVA test). For the fear to anger
conversion, the generated movement is confused as a sad
movement with a recognition rate of 65% (Figure 5).
When the target emotion is fear, it is correctly recognized
when converted from sadness at a rate of 71% with sig-
nificant pair-wise differences between ratings of fear and
those of other emotions at p < 0.01, d > 1.07. For
happiness to fear conversion, despite the highest rating for
fear among other emotions (recognition rate of 47%), it
is not significantly different than the ratings of sadness
(p = 0.46, d = 0.04) and anger (p = 0.17, d = 0.34) (Figure
6). The fearful movement converted from anger is confused
as sad (recognition rate of 59%) and surprise (recognition
rate of 53%) (Figure 5).
VI. DISCUSSION
The performance of the proposed approach in generating
movements with recognizable target emotions was evaluated
objectively using an automatic recognition model from [10],
and subjectively via a user study.
The encoded emotions were correctly recognized by the
automatic recognition model from [10] for 72% of the gen-
erated movements, which is comparable with the recognition
rate achieved by the model for the affective movements from
13 demonstrators [10]. The observed confusions reported in
Table IV are mainly between fear, happiness, and anger.
Considering the circumplex model of emotion [44], the
observed confusions seem to be related to the similarities
between the affective expressions along the arousal and
valence dimensions. For instance, anger and fear are both
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Fig. 4. Average participants’ ratings (mean±SE) for the target emotions. Each bar shows an average rating across all the movements with the same target
emotion (x-axis is the target emotion).
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Fig. 5. A heatmap showing the average recognition rates of different emotions for the conversion classes. An emotion is considered recognized if it is
rated 2 or above on the Likert scale spanning between 0 to 4. Note that this recognition cut-off is applied for illustrative purposes in this figure only and
all the subjective evaluation reported in this section is performed on the full scale of rating.
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Fig. 6. A heatmap showing significance of pair-wise differences between participants’ ratings of target emotions and other emotions (paired t-tests). The
green boxes highlight the target emotion, the grey boxes indicate significant differences to the ratings of the target emotion at p < 0.05, and a red box
indicates that there is no significant difference to ratings of the target emotion at p < 0.05.
high arousal and negative valence expressions, and they were
frequently confused in the objective validation experiment.
In the subjective validation, the effect of the target emo-
tion on the participants’ perception was found significant.
However, there are cases where the target emotion was
confused with other emotions. In all of these cases, either
the original or target emotion is fear with the exception
of the sadness to anger conversion. One hypothesis is that
the observed confusions could have resulted from inaccurate
training movements. The movements in the full-body dataset
are labeled by their demonstrators, and therefore, they might
not fully communicate the demonstrator-intended emotions.
Inclusion of these movements would degrade the perfor-
mance of the proposed approach as the training movements
used to modulate a desired motion path to convey a target
emotion might not be sufficiently (or accurately) affective.
Therefore, the performance of the proposed approach de-
pends on the availability of a dataset containing a diverse
range of training movements whose expressivity is verified
by different observers. In addition, the observed deficiencies
in the perception of fear are congruent with reports from the
literature [45], [46], [47], which indicate that other modalities
in addition to body movements might be required for the
perception of fear. After excluding the cases with original
or target fear emotion, the participants recognized the target
emotions in the generated movements at a rate of 71% in
the user study.
A direct comparison between the recognition rates from
the objective and subjective evaluation experiments is not
possible as the objective evaluation was performed for all
the generated movements, whereas the subjective evaluation
was done for twelve movement exemplars only (one for each
conversion class). Nevertheless, the higher objective recog-
nition rates (especially for generated fearful movements) are
likely because the automatic recognition model was trained
using the affective movements in the full-body dataset to
discriminate between four emotions (anger, happiness, fear,
and sadness), while in the user study, participants rated all the
six basic Ekman emotions for each movement, which might
have rendered the rating of target emotions more difficult.
We have excluded the cases in which the original emotion
is fear and rerun the ANOVA tests. A significant main effect
of the target emotion was found for all cases at p < 0.01. The
original emotion only has a significant main effect on anger
and fear ratings after excluding movements whose original
emotion is fear. For fear ratings, there is a large variation
between ratings of fear across different original emotions
(e.g., last column of Figure 5). For the sadness to anger
conversion, both anger and sadness are rated high (p =
0.47, d = 0.035; sadness to anger movement in Figures 5 and
6), which shows the main effect of the original emotion on
the participants’ rating of anger. Figure 7 shows the velocity
changes for the sadness to anger movement used in the user
study. It shows an overall drooped body posture, which is
characteristic of sadness. Combined with the fast and sudden
forward and inward movement of the hands and feet (see
Figure 7), we hypothesize that the mixture of typically-
angry extremity movements and the drooped posture of
sadness may communicate frustration, which could explain
the confusion between sadness and anger for the sadness to
anger movement (see the supplementary video for sadness
to anger conversion).
Nevertheless, after excluding the cases in which the origi-
nal emotion is fear, in 6 out of 9 remaining cases, the target
emotion is rated the highest by the participants with signif-
icant pairwise differences (at p < 0.05) between the ratings
of the target emotion and those of other emotions. These
significant pairwise differences are of medium to large size
(Cohen’s d > 0.7), which indicate that the target emotion
was unambiguously recognized in these cases. Therefore, the
proposed approach is capable of generating movements with
recognizable target emotions.
In the proposed approach, the nearest neighbours to a
desired motion path from a target emotion class in an
available training dataset might not closely resemble the
kinematic specificities of the desired motion path. In such
cases, when nd = 0, the kinematic trajectory of the generated
movement might exhibit deviations from that of the desired
motion path. To overcome this limitation, the nd parameter
of the proposed approach can be tuned to force the generated
movement adopt the kinematic specificities of its correspond-
ing desired motion path. To illustrate the effect of encoding
copies of a desired motion path in the HMMNN (nd > 0) on
the kinematic trajectory of the generated movement, we have
generated exemplar movements by setting nd = 1 and ani-
mated them side-by-side with their counterparts generated by
setting nd = 0 and corresponding desired motion paths (see
supplementary videos). As can be seen in the supplementary
videos, the generated movements more closely mimic the
kinematic trajectory of their corresponding desired motion
paths when nd > 0 as compared with the case where nd = 0,
as the HMMNN explicitly encode the kinematics of the
desired motion path when nd > 0. A document describing
the supplementary videos is also provided as a supplementary
material.
The computational complexity of the nearest neighbour
search in the LMA space is compared to that in the
high-dimensional joint space. A direct nearest neighbour
search in the joint trajectory space is not possible due
to the variable-length movement observations. To this end,
the nearest neighbour search in the joint trajectory space
is tested based on: 1) the KullbackLeibler (KL) distance
between movement-specific HMMs (HMM + KL), 2) Eu-
clidean distance in the space spanned by the affectively non-
discriminative HMM parameters identified using the RMLR
approach (HMM + RMLR). For the HMM + KL search:
1) an HMM abstraction of the test movement is obtained:
HMM test, 2) a separate HMM abstraction is obtained for
each one of the training movements: HMM traini , i =
1, . . . , n, where n is the number of available training
movements, 3) the KL distance between the test HMM
(HMM test) and each of the training HMMs is computed,
4) the nearest neighbour of the test movement is selected
to be the training movement with the smallest KL dis-
Fig. 7. An illustration of the velocity changes (magnitude and direction)
when converting from sadness to anger. The direction of the arrows shows
the direction of the velocity and the length of the arrows is proportional to
the increase in the velocity of their corresponding joints in the generated
movement.
tance. For the HMM + RMLR search: 1) movement-specific
HMMs are obtained for the entire dataset, 2) affectively non-
discriminative HMM parameters are identified using RMLR
with the elastic-net penalty, and 3) the nearest neighbour
search is performed in the space spanned by the affectively
non-discriminative HMM parameters. The elapsed time for
searching the nearest neighbours based on the LMA ab-
straction, HMM + KL, HMM + RMRL are 0.8±0.2 sec,
83.6±13.4 sec, and 87.7±13.6 sec, respectively. As can be
seen, the proposed nearest neighbour search in the LMA
space is the most computationally-efficient one. The efficacy
of the LMA encoding for motion retrieval has been previ-
ously shown in [8].
Using only the nearest neighbours of a desired motion
path reduces the dimensionality of the generation problem
(HMM modeling), which in turn results in reduced compu-
tational complexity of the proposed approach. In comparison
with other stochastic generative approaches that are non-
parametric and assume continuous latent variables (e.g.,
Gaussian process dynamical model [25]), or multiple lay-
ers of interactive hidden states (e.g., conditional restricted
Boltzmann machines [26]), HMMs are less expensive to
learn and their complexity can be tuned (number of hidden
states, transition between the states, training samples, and
observation distributions) to accurately model movements.
The Viterbi algorithm subsequent to the HMM modeling in
the proposed generation pipeline enables identifying kine-
matic postures and transitions most relevant to the target
emotion class and the desired motion path; hence rendering
the proposed approach flexible to a wide range of kinematic
and affective constraints.
Another favourable property of the proposed approach is
that the HMM-based abstraction highlights specificities of
the generated movements captured in hidden states (key pos-
tures) and the dynamics of transition between the states. This
allows exploring how a movement is modified when convert-
ing from one emotion class to another. A further advantage
of the proposed approach is that generated movements can
also serve as training movement exemplars to generate
movements with an even larger variety of styles and encoded
affective expressions. Furthermore, additional movements
can be generated by a random walk in the proposed LMA
space representation, and interpolating/extrapolating between
the LMA representations of the movements in a labeled
dataset.
In cases where copies of a desired motion path are also
encoded in the HMM NN , tighter joint variances can be
used to limit kinematic variabilities modeled by the HMM
and as a result, the generated movement will more closely
mimic the spatial trajectory of the desired motion path. In
the present work the joint variances were not controlled.
Moreover, encoding additional copies of a desired motion
path in HMM NN (nd > 0) enables a greater control on the
spatial trajectory of the generated movement to mimic the
desired motion path. This utility of the proposed approach
is especially beneficial when there are no close kinematic
neighbours from the target emotion class to the desired
motion path in available training datasets. The possibility
to augment the HMM NN with the desired motion path,
along with the possibility to control joint variances are
further favourable properties of the proposed approach and
demonstrate its flexibility. A systematic approach for setting
the nd parameter of the proposed approach based on motion
designer objectives is warranted and it is a direction to be
explored in the future.
The main contribution of this study is an approach for
affective movement generation and while we use the UCLIC
dataset that contains movement exemplars for discrete af-
fective categories to test the proposed approach, the pro-
posed approach can be readily applied to other types of
representation of emotion. For instance, having a dataset
with movement exemplars from varying levels of pleasure,
arousal, and dominance dimensions, the proposed approach
can be used to generate a movement with a target pleasure,
arousal, and dominance level (e.g., high arousal, positive
pleasure, and high dominance).
VII. LIMITATIONS
The LMA Effort and Shape encoding and the subsequent
RMLR identify LMA components salient to affective expres-
sions and those salient to movement kinematics. The nearest
neighbour search is performed in a space spanned only
by kinematically-relevant attributes. The proposed approach
also offers the parameter nd that can be tuned to restrict
kinematic deviation of a modulated movement from its
original kinematics. However, the present generation process
lacks an approach for a systematic preservation of specific
kinematic attributes of the motion. To address this issue,
the current approach can be extended to restrict the motion
modulation process to a joint space that does not distort
the kinematic characteristics of the movements that need to
be preserved. This is particularly important for functional
movements where the primary task is irrelevant to the ex-
pression of affect (e.g., walking and knocking). To this end,
an approach similar to the one proposed by Khatib et al., [48]
can be adapted to limit the motion modulation to the null-
space of a primary action (e.g., knocking) in the movement.
The null-space implementation of the proposed approach is
particularly pertinent for application-specific robots where
the primary action is irrelevant to the expression of affect and
it must not be distorted in the process of converting the robot
action to display a target emotion. The proposed approach
in its current implementation is best suited for purely social
robots, where there is no functional task that needs to be
fulfilled by the robot.
The present quantifications of the Effort components are
adapted from [31], [7], in which they were shown to corrob-
orate with annotations provided by certified motion analysts.
However, the approach used to quantify the Effort Weight of
a movement based on its kinetic energy can not accurately
capture the Weight in some actions, particularly those where
internal muscle activation is changing independently of
movement, for example Effort actions of “Press” and “Dab”.
The Press action has Strong Weight, Direct Space, and
Sustained Time, and the Dab action has Light Weight, Direct
Space, and Sudden Time. The kinetic energies of the Press
and Dab actions are low and high, respectively, which will
lead to inaccurate Weight quantifications for these actions.
Other modalities such as facial expression and myographic
activities (electromyography or mechanomyography) might
be needed to measure and use the force exerted in performing
a movement in order to accurately quantify the Effort Weight.
Therefore, an investigation for more generic quantification
methods for Effort components is warranted in the future.
To this end, a quantification approach that accommodates
different combinations of Effort components (i.e., Effort
actions: Float, Wring, Press, Glide, Dab, Flick, Slash, Punch,
and Effort drives: Vision, Spell, Passion [6]) is needed.
The proposed approach requires the user to specify an
HMM configuration (i.e., number of hidden state) and the
LMA neighbourhood. Presently, an -neighbourhood is de-
fined as a circle centered at the desired motion path with a
radius equal to 10% of the distance from the desired motion
path to the furthest movement from the target emotion class
in a space spanned by the affectively non-discriminative
LMA components. More hidden states enable modeling
fine details of movements, which is essential for movement
generation with desired expressive details. In this study, the
number of hidden states were tuned by visual inspection
of the quality of the generated movements. In the future,
an automatic approach for tuning the number of states will
be investigated. Furthermore, a systematic definition of -
neighbourhood is a direction for future investigation.
VIII. CONCLUSIONS
An approach for automatic affective movement genera-
tion is proposed that makes use of two movement abstrac-
tions: the LMA Effort and Shape components and hidden
Markov modeling. The proposed approach uses LMA nearest
neighbours of a desired motion path in a labeled affective
movement dataset to generate a new movement that conveys
a target emotion and is kinematically close to the desired
motion path. For a desired motion path and a target emo-
tion, a systematic approach is used (regularized multinomial
logistic regression) to select a subset of affectively non-
discriminative LMA Effort and Shape components for the
target emotion based on which the nearest neighbours for
the desired motion path are found. Therefore, the proposed
approach does not require manual selection or definition
of motion descriptors. Furthermore, the abstract semantic
representation in terms of LMA components allows for an
efficient search for nearest neighbours of a desired motion
path as compared with the search in high-dimensional joint
space. After identifying the nearest neighbours, the proposed
approach encodes them in an HMM (HMMNN ) and uses
the Viterbi algorithm to estimate the optimal state sequence
for the desired motion path given the HMM of its nearest
neighbours. The resulting state sequence is then used to
generate a modulation of the motion path that conveys the
target emotion.
The performance of the proposed approach is evaluated
using a full-body affective movement dataset with move-
ments conveying anger, sadness, happiness, and fear, and
the expressivity of the generated movements are evaluated
objectively using a state-of-the-art affective movement recog-
nition model and subjectively using a perceptual user study.
The generated movements were recognized at a rate of 72%
by the automatic recognition model. There are cases in the
user study where the target emotions were confused with
other emotions all of which either their original or target
emotions is fear. Excluding these confusions, participants in
the user study were able to recognize target emotions at a
rate of 71%. Therefore, the proposed approach is capable of
generating movements with recognizable target emotions.
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