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STATISTICAL PROPERTIES OF PERIODIC POINTS FOR
INFINITELY RENORMALIZABLE UNIMODAL MAPS
HIROKI TAKAHASI
Abstract. For an infinitely renormalizable negative Schwarzian unimodal map
f with non-flat critical point, we analyze statistical properties of periodic points
as the periods tend to infinity. Introducing a weight function ϕ which is a con-
tinuous or a geometric potential ϕ = −β log |f ′| (β ∈ R), we establish the level-2
Large Deviation Principle for weighted periodic points. From this, we deduce
that all weighted periodic points equidistribute with respect to equilibrium states
for the potential ϕ. In particular, it follows that all periodic points are equidis-
tributed with respect to measures of maximal entropy, and all periodic points
weighted with their Lyapunov exponents are equidistributed with respect to the
post-critical measure supported on the attracting Cantor set.
1. Introduction
Hyperbolic periodic points are skeletons of smooth dynamical systems. Naively,
one attempts to structure the dynamics using these points as a spine. This strat-
egy is supported by Bowen [3, 4] who proved that periodic points of topologically
mixing Axiom A systems equidistribute with respect to the measures of maximal
entropy. One can even consider periodic points weighted with continuous poten-
tials. For Axiom A flows, strong analogies with general results of number theory
were pursued by Parry and Pollicott [23, 24] which yield ‘prime orbit theorem’ as
well as an equidistribution of closed orbits of the flows.
Two key properties in Bowen’s proof are expansivity and specification. It is
therefore natural to consider equidistributions of periodic points of dynamical sys-
tems lacking these two properties. For C∞ surface diffeomorphisms or interval
maps with positive topological entropy, Burguet [8] proved that periodic points
whose Lyapunov exponents are uniformly bounded away from zero equidistribute
with respect to measures of maximal entropy. In this paper we show an equidistri-
bution of all weighted periodic points for infinitely renormalizable unimodal maps.
Such maps lack both expansivity and specification, and have periodic points with
arbitrarily small Lyapunov exponents. We develop a large deviations approach
that takes all periodic points into consideration.
The equidistribution of preimages and periodic points with respect to measures
of maximal entropy has been shown in a variety of settings in complex dynam-
ical systems (see e.g., [1, 6, 18]), although weighted periodic points were rarely
considered. For arbitrary rational maps of the Riemannian sphere, Pollicott and
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Sharp [25, Corollary 2] used a large deviations approach to the equidistribution
of preimages weighted with Ho¨lder continuous potentials, thereby generalizing the
result of Lyubich [18]. In our setting, we treat geometric potentials which are not
Ho¨lder continuous and even unbounded due to the presence of a critical point.
Let X be a compact interval and M be the space of Borel probability measures
on X endowed with the usual weak*-topology. A C1 map f : X → X is unimodal
if there exists a unique critical point c ∈ int(X) that is an extremum and f(∂X) ⊂
∂X . An S-unimodal map f is a unimodal map of class C3 on X \{c} with negative
Schwarzian derivative f ′′′/f ′ − (3/2)(f ′′/f ′)2 < 0 such that if x ∈ ∂X is a fixed
point of f then |f ′x| > 1. We say the critical point c of f is non-flat if there exist
a continuous function M : X → (0,∞) and ℓ > 1 such that for all x ∈ X ,
(1.1) |f ′x| = M(x)|x− c|ℓ−1.
A periodic point of period n ≥ 1 is a fixed point of fn. Let Pern(f) denote the set
of periodic points of period n. Since f has negative Schwarzian derivative, Pern(f)
is a finite set [29]. The Lyapunov exponent of a periodic point x ∈ Pern(f) is the
number (1/n) log |(fn)′x|.
The empirical measure at time n with initial condition x ∈ X is the equidistri-
bution on {x, fx, . . . , fn−1x}, namely the measure
δnx =
1
n
n−1∑
k=0
δfkx ∈M,
where δfkx denotes the unit point mass at f
kx. For a function ϕ : X → R and an
integer n ≥ 1, we put Snϕ =
∑n−1
k=0 ϕ ◦ f
k and introduce a measure
(1.2)
∑
x∈Pern(f)
eSnϕ(x)δnx∑
x∈Pern(f)
eSnϕ(x)
∈M.
Let δδnx denote the unit point mass at the point δ
n
x ∈ M, and define a Borel
probability measure on M by
(1.3)
∑
x∈Pern(f)
eSnϕ(x)δδnx∑
x∈Pern(f)
eSnϕ(x)
.
It turns out that the measures in (1.3) are useful in the analysis of the asymptotic
behavior of the measures in (1.2) as n→∞.
A proper closed subinterval J ofX is restrictive with period p ≥ 1 if the following
holds (c.f. [12, p.139]):
1. the interiors of J, . . . , f p−1J are pairwise disjoint;
2. f pJ ⊂ J and f p∂J ⊂ ∂J ;
3. one of the intervals J, . . . , f p−1J contains the critical point c in its interior;
4. J is maximal with respect to these properties: if J ′ ⊃ J is a closed interval
which is strictly contained in X and satisfies the previous three properties
with the same integer p, then J ′ = J .
An S-unimodal map f : X → X with non-flat critical point is called infinitely
renormalizable if it has restrictive intervals of arbitrarily high periods. Let C(X)
denote the set of real-valued continuous functions on X . By a geometric potential
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we mean any function of the form −β log |f ′|, β ∈ R. We refer to the constant β
as an inverse temperature. Our first result is stated as follows.
Theorem A (Level-2 LDP for weighted periodic points). Let f : X → X
be an infinitely renormalizable S-unimodal map with non-flat critical point and
let ϕ ∈ C(X) ∪ {−β log |f ′|}β∈R. Then, there exists a non-convex lower semi-
continuous function Iϕ : M→ [0,∞] such that the following holds:
(1.4) lim inf
n→∞
1
n
log

∑
x∈Pern(f)
δnx∈G
eSnϕ(x)∑
x∈Pern(f)
eSnϕ(x)
 ≥ − inf
G
Iϕ
for every weak*-open set G, and
(1.5) lim sup
n→∞
1
n
log

∑
x∈Pern(f)
δnx∈F
eSnϕ(x)∑
x∈Pern(f)
eSnϕ(x)
 ≤ − inf
F
Iϕ
for every weak*-closed set F .
Hereafter we follow the convention sup ∅ = −∞, inf ∅ = ∞, log 0 = −∞.
The function Iϕ is called the rate function. Since M is a metric space, the LDP
determines the rate function uniquely [27, Theorem 2.13]. In rough terms, Theorem
A implies that the measures in (1.3) are concentrated on the set of elements ofM
at which the rate function vanishes.
The level-2 LDP for weighted periodic points was first proved by Kifer [16] for
Axiom A systems with Ho¨lder continuous weight functions. For arbitrary rational
maps of the Riemannian sphere, Pollicott and Sharp [25] obtained upper bounds for
closed sets, for Ho¨lder continuous weight functions whose supremum is strictly less
than the topological pressure. For rational maps or interval maps which are non-
renormalizable and satisfy certain weak hyperbolicity assumptions, Comman and
Rivera-Letelier [10], Li [17] established the level-2 LDP for periodic points weighted
with Ho¨lder continuous potentials. The weight functions treated in [10, 17] are
required to be Ho¨lder continuous, which is essential in using Kifer’s functional-
analytic method [15, Theorem 3.4].
Let f be as in Theorem A. For a description of the rate function Iϕ, we need a
few ingredients in the renormalization and thermodynamic formalism. First of all,
we define a strictly decreasing sequence of closed intervals
X = J0 ) J1 ) J2 ) · · ·
which contain the critical point c, and a strictly increasing sequence of integers
1 = p0 < p1 < p2 < · · ·
so that Jm is restrictive with period pm for m ≥ 1, inductively as follows. Given
Jm for some m ≥ 1 with period pm, then the restriction f
pm|Jm : Jm → Jm is an
S-unimodal map. If f pm|Jm has a restrictive interval, then define Jm+1 to be the
restrictive interval of f pm|Jm with the smallest period qm and containing c. We
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define pm+1 = qmpm. The m-th renormalization cycle is defined by
Km =
pm−1⋃
k=0
fkJm.
The omega-limit set of Lebesgue almost every initial point in X coincides with the
attracting Cantor set
Λ =
∞⋂
m=0
Km.
Moreover, f |Λ is uniquely ergodic.
Let M(f) denote the set of elements of M which are f -invariant. For each
µ ∈ M(f), let h(µ) denote the Kolmogorov-Sina˘ı entropy of µ with respect to f ,
and define its Lyapunov exponent χ(µ) by
χ(µ) =
∫
log |f ′(x)|dµ(x).
Define a (minus of the) free energy Fϕ : M(f)→ R by
Fϕ(µ) = h(µ) +
∫
ϕdµ,
and introduce a pressure
P (ϕ) = sup{Fϕ(µ) : µ ∈M(f)}.
Measures which attain this supremum are called equilibrium states for the potential
ϕ, and in the particular case ϕ ≡ 0 measures of maximal entropy. Let µ∞ denote
the unique element of M(f) whose support is contained in Λ, and call it a post-
critical measure. It satisfies h(µ∞) = χ(µ∞) = 0 [7, Theorem 3.4(b)].
The rate function Iϕ in Theorem A is given by
Iϕ(µ) =

P (ϕ)− Fϕ(µ) if µ ∈M(f) and supp(µ) ⊂ cl(Km \Km+1) for some m ≥ 0;
0 if µ = µ∞;
∞ otherwise.
Here supp(µ) denotes the support of µ, the smallest closed set with full µ-measure.
The rate function is different from the one for the LDP for empirical distributions
[30, Theorem A], since the latter takes non-recurrent points into consideration.
A measure µ ∈ M is called a minimizer if Iϕ(µ) = 0. The set of minimizers
contains the set of equilibrium states, and these two sets are equal if and only if
P (ϕ) = Fϕ(µ∞). Let I
−1
ϕ (0) denote the set of minimizers. The upper bound (1.5)
yields an exponential decay on weighted proportions of empirical measures along
periodic orbits.
Corollary 1.1. For any weak*-open set G which contains I−1ϕ (0), one has
lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx /∈G
eSnϕ(x)∑
x∈Pern(f)
eSnϕ(x)
≤ − inf
M\G
Iϕ < 0.
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We now proceed to our second result on equdistributions of weighted periodic
points for maps in Theorem A.
Theorem B (Equidistribution of weighted periodic points). Let f : X → X
be an infinitely renormalizable S-unimodal map with non-flat critical point and let
ϕ ∈ C(X)∪{−β log |f ′|}β∈R. Then, any weak*-accumulation point of the sequence
of the measures in (1.2) is an equilibrium state for the potential ϕ.
Let htop(f) denote the topological entropy of f . If htop(f) > 0, then the number
of measures of maximal entropy is finite [13]. Note however that such measures
may not be unique as f is not transitive. Taking ϕ ≡ 0 yields the following.
Corollary 1.2. Let f : X → X be as in Theorem B. Then, any weak*-accumulation
point of the sequence {(1/#Pern(f))
∑
x∈Pern(f)
δx}
∞
n=1 is a measure of maximal en-
tropy.
For the geometric potentials, qualitative changes in equilibrium states occur at
the freezing point β = 1. If β < 1, then P (−β log |f ′|) > 0 [7, Example 3.13], and
each ergodic equilibrium state has positive entropy, is supported on a maximal
invariant set associated with the renormalization (Γm in our notation, see Section
2.1). There are only finitely many ergodic equilibrium states, and they need not
be unique [11]. If β ≥ 1 then P (−β log |f ′|) = 0, and µ∞ is the unique equilibrium
state for the potential −β log |f ′| [7, Theorem 3.4(b)].
Corollary 1.3. Let f : X → X be as in Theorem B. If β ≥ 1, then the sequence
of the measures in (1.2) with ϕ = −β log |f ′| converges in the weak*-topology to
the post-critical measure as n→∞.
Particularly interesting is the case β = 1. All periodic points weighted with their
Lyapunov exponents are equidistributed with respect to the post-critical measure.
The rest of this paper consists of three sections and one appendix. Unless
otherwise stated, let f : X → X be an infinitely renormalizable S-unimodal map
with non-flat critical point. In Section 2, we introduce a few basic definitions
and results on such maps. In Section 3, we prove key lower and upper bounds
(Proposition 3.1 and Proposition 3.10) which lead to (1.4) and (1.5) respectively.
Section 4 contains proofs of the theorems, including corollaries to Theorem A. In
the appendix, we treat equidistributions of periodic points of interval maps of class
C∞.
The key lower bound in Proposition 3.1 asserts that, for a given relevant f -
invariant measure, one can find “sufficiently many” periodic points. To show this,
we use the result in [30] which asserts that such a measure is approximated with
orbit segments from a finite collection of subintervals ofX . Then, sufficiently many
periodic points can be found with a topological argument.
Let us refer to Km as a shallow or deep cycle, according to whether m is small
or large. To prove the key upper bound in Proposition 1.5, we decompose periodic
points into two groups, one contained in shallow cycles and the other contained
in deep cycles, and treat contributions from the two groups separately. The first
group intersects only finitely many renormalization cycles, and can be treated with
the theromodynamic formalism for finite topological Markov chains [5, 28]. The
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same argument does not work for the second group, since it intersects infinitely
many renormalization cycles. We take advantage of the fact that periodic points in
the second group have small Lyapunov exponents (See Lemma 2.2), and estimate
the contribution from these periodic points simply by bounding the total number
of them (See Proposition 3.4).
A proof of Theorem B amounts to connecting the measures in (1.2) and (1.3)
with the LDP in Theorem A. We show that any weak*-accumulation point of the
sequence of the measures in (1.2) is a minimizer. We then show that this minimizer
is an equilibrium state for the potential ϕ.
2. Preliminaries
We begin by introducing a few definitions and results on the dynamics of infin-
itely renormalizable S-unimodal maps with non-flat critical points.
2.1. Renormalization of S-unimodal maps. We follow [30, Section 2] with the
same notation. For each integer m ≥ 0, let Lm denote the closed subinterval of
the restrictive interval Jm bordered by f
pmc and f 2pmc. Note that f pmLm = Lm.
Let P˜m denote the collection of connected components of cl(Km \Km+1). It has
the Markov property: if P0, P1 ∈ P˜m and fP0 ∩P1 6= ∅ then fP0 ⊃ P1). We write
P˜m|Lm for the set of elements of P˜m which are contained in Lm. Put Γ0 = ∂X ,
and for m ≥ 1,
Γm =
∞⋂
n=0
f−n(intKm \ intKm+1).
These are closed forward invariant subsets in
⋃pm−1
k=0 f
kLm. Clearly Γm are mutually
disjoint. Since Γm does not contain c, it is uniformly expanding by Man˜e´’s theorem
[12, Theorem III.5.1]. If pm+1/pm 6= 2, then the restriction f |Γm : Γm → Γm is
topologically conjugate to a topological Markov chain σA : ΣA → ΣA whose set of
alphabets is P˜m|Lm and whose transition matrix is given by
A = (AP,Q), AP,Q =
{
1 if fP ⊃ Q;
0 otherwise.
Moreover, σpmA is topologically mixing (see [30, Lemma B.1]).
The case pm+1/pm = 2 is exceptional where P˜m|Lm = ∅, Λm = ∂Jm and Γm
consists of a single periodic orbit. In order to manipulate this exceptional case in a
consistent manner, we introduce the following definition. If pm+1/pm 6= 2, we define
Pm = P˜m|Lm . If pm+1/pm = 2, then take a closed subinterval J of int(Jm) that
contains the point in Γm so that J ∩ f
pmJ = ∅ and f 2pm is a diffeomorphism onto
f 2pmJ ⊃ J . Put Pm = {J, f
pmJ}. Then f |Γm is always topologically conjugate
to the topological Markov chain σA : ΣA → ΣA defined as above via the Markov
partition Pm.
The following term is useful in what follows. Let Y be a closed subinterval of
X and g : Y → Y a continuous map. Let W be a subinterval of Y and n ≥ 1 an
integer. Any connected component of g−nW is called a pull-back of W by gn. If J
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is a pull-back of W by gn and gn|J is a diffeomorphism, J is called a diffeomorphic
pull-back of W by gn. We will be concerned with diffeomorphic pull-backs only.
2.2. Approximation by post-critical measure. For an integer l ≥ 1 define
C(X)l = {~φ = (φ1, . . . , φl) : φ1, . . . , φl ∈ C(X)}.
For ~φ = (φ1, . . . , φl) ∈ C(X)
l, ~α = (α1, . . . , αl) ∈ R
l and a measure µ ∈ M, the
expression
∫
~φdµ > ~α indicates that
∫
φjdµ > αj holds for j = 1, . . . , l. For an
integer n ≥ 1, define
(2.1) An(~φ; ~α) =
{
x ∈ X :
∫
~φdδnx > ~α
}
and
Sn~φ = (Snφ1, . . . , Snφl).
For a ∈ R and v = (v1, . . . , vl) ∈ R
l, write
~a = (a, . . . , a) ∈ Rl and ‖~v‖ = max
1≤j≤l
|vj|.
The next lemma implies that empirical measures along periodic orbits which are
contained in sufficiently deep cycles are weak*-approximated by the post-critical
measure.
Lemma 2.1. ([30, Lemma 3.3]) Let l ≥ 1, ~φ ∈ C(X)l, ~α ∈ Rl. For any ǫ > 0
there exist integers m∗ ≥ 1 and N∗ ≥ 1 such that the following holds:
(a) if n ≥ 1 and An(~φ; ~α) ∩Km∗ 6= ∅ then∫
~φdµ∞ > ~α−~ǫ;
(b) if n ≥ N∗ then
sup
Km∗
∥∥∥∥ 1nSn~φ−
∫
~φdµ∞
∥∥∥∥ < ǫ.
2.3. Smaller Lyapunov exponents in deeper cycles. Each measure in M(f)
has non-negative Lyapunov exponent [7]. Hence, the next lemma implies that
measures whose supports are contained in deeper cycles have smaller Lyapunov
exponents.
Lemma 2.2. One has
lim
m→∞
sup{χ(µ) : supp(µ) ⊂ cl(Km \Km+1)} = 0.
Proof. Suppose the statement is false. Then, there exist a strictly increasing se-
quence {mn}
∞
n=1 of positive integers and a sequence {µn}
∞
n=1 in M(f) such that
supp(µn) ⊂ cl(Kmn \ Kmn+1) and lim infn→∞χ(µn) > 0. Fom Lemma 2.1(b),
{µn}
∞
n=1 converges in the weak*-topology to µ∞ as n → ∞. Since the Lyapunov
exponent is upper semi-continuous (in fact, continuous [30, Proposition 2.2]) as
a function of measures, we obtain lim supn→∞χ(µn) ≤ χ(µ∞) = 0, a contradic-
tion. 
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3. Key lower and upper bounds
Main results of this section are Proposition 3.1 and Proposition 3.10, which lead
to the LDP in Theorem A. In Section 3.1 we prove Proposition 3.1. In Section 3.2
we obtain an upper bound on the number of periodic points with small Lyapunov
exponents. Using this, in Section 3.3 we prove Proposition 3.10.
3.1. Key lower bound. The following proposition gives a key lower bound which
leads to (1.4) for weak*-open sets.
Proposition 3.1. Let ϕ ∈ C(X), or let ϕ be a geometric potential. Let l ≥ 1, ~φ ∈
C(X)l, ~α ∈ Rl. Let m ≥ 0 and let µ ∈M(f) be such that supp(µ) ⊂ cl(Km\Km+1)
and
∫
~φdµ > ~α. Then
lim inf
n→∞
1
n
log
∑
x∈Pern(f)∩An(~φ;~α)
eSnϕ(x) ≥ Fϕ(µ).
Proof. If µ(W ) = 0 holds for every W ∈ Pm, then µ is the equidistribution on the
orbit of the periodic point contained in ∂W , and the desired inequality is obvious.
In what follows we assume this is not the case. We use a couple of lemmas in [30].
The first one is a particular case of [30, Lemma 3.4].
Lemma 3.2. Let W ∈ Pm be such that µ(W ) > 0. For any ǫ > 0 there exists
N ≥ 1 such that for each integer k ≥ N there exists a finite collection Bk of
pull-backs of W by f pmk which are contained in W and the following holds:
(a)
∣∣∣∣ 1pmk log#Bk − h(µ)
∣∣∣∣ < ǫ;
(b) sup
B∈Bk
sup
B
∥∥∥∥ 1pmkSpmk~φ−
∫
~φdµ
∥∥∥∥ < ǫ;
(c) sup
B∈Bk
sup
B
∣∣∣∣ 1pmkSpmkϕ−
∫
ϕdµ
∣∣∣∣ < ǫ.
The next lemma relies on the fact that f |Γm is topologically conjugate to a
topologically mixing Markov chain via the Markov partition Pm, see Section 2.1.
Lemma 3.3. ([30, Lemma 4.3]) For each m ≥ 0 there exist an integer Mm ≥ 1
such that for any W ∈ Pm, any integer n ≥ Mm and any pull-back Wn of an
element of Pm by f
n−Mm which is contained in W , there exists a pull-back of W
by fn which is contained in Wn.
Returning to the proof of Proposition 3.1, let W ∈ Pm be such that µ(W ) > 0.
Let ǫ > 0 and δ > 0 be such that∫
~φdµ > ~α + 2~ǫ+ (1 + sup
X
‖~φ‖) · ~δ.
Let N ≥ 1 and for each integer k ≥ N let Bk be the collection of pull-backs of W
by f pmk which are contained inW for which the conclusion of Lemma 3.2 holds. By
Lemma 3.2(b), each element of Bk is contained in Apmk(
~φ; ~α+~ǫ+(1+supX ‖~φ‖)·~δ).
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If k ≥ max{N, 1/δ, ‖~α + ~ǫ‖/δ}, then for any n −Mm ∈ {pmk, . . . , pm(k + 1)− 1}
we have
An(~φ; ~α) ⊃ An−Mm(~φ; ~α+ ~ǫ)
⊃ Apmk
(
~φ;
n−Mm
pmk
(~α+ ~ǫ) +
1
k
sup
X
‖~φ‖ ·~1
)
⊃ Apmk
(
~φ; ~α + ~ǫ+ (1 + sup
X
‖~φ‖) · ~δ
)
,
where the first inclusion holds for sufficiently large k and n. Hence, each element
of Bk is contained in An(~φ; ~α).
In view of Lemma 3.3, from each B ∈ Bk take an element of Pern(f) which is
contained in B and denote it by xB. Then xB ∈ An(~φ; ~α) holds. Lemma 3.2 gives∑
x∈Pern(f)∩An(~φ;~α)
eSpmkϕ(x) ≥
∑
B∈Bk
eSpmkϕ(xB)
> epmk(h(µ)−ǫ)epmk(
∫
ϕdµ−ǫ)
= epmk(Fϕ(µ)−2ǫ).
Since the orbit of xB is contained in cl(Km \Km+1), we have∑
x∈Pern(f)∩An(~φ;~α)
eSnϕ(x) ≥e(n−pmk) infcl(Km\Km+1) ϕ
∑
x∈Pern(f)∩An(~φ;~α)
eSpmkϕ(x)
≥ e(n−pmk) infcl(Km\Km+1) ϕepmk(Fϕ(µ)−2ǫ).
Since Mm ≤ n − pmk ≤ pm +Mm, taking logarithms of both sides, dividing by n
and letting n→∞ and then ǫ→ 0 yields the desired inequality. 
3.2. Upper bound on the number of periodic points. As a preliminary step
to proving Proposition 1.5, we provide an upper bound on the number of periodic
points with small Lyapunov exponents. For an integer n ≥ 1 and ǫ > 0 define
Pern,ǫ(f) =
{
x ∈ Pern(f) :
1
n
log |(fn)′x| ≤ ǫ
}
.
Proposition 3.4. For any ǫ > 0, one has
lim sup
n→∞
1
n
log#Pern,ǫ(f) ≤ 2ǫ.
An idea for a proof of Proposition 3.4 is to show that periodic points with small
Lyapunov exponents have large isolating neighborhoods. In other words, we give a
precise estimate of sizes of isolating neighborhoods in terms of Lyapunov exponents
of periodic points. Our estimate in Lemma 3.5 below is modeled after Tsujii’s proof
of the Benedicks-Carleson-Jacobson Theorem [31].
Proof of Proposition 3.4. For a subinterval J of X , its Euclidean length is denoted
by |J |. Since the statement of the proposition is invariant under changes of scales,
10 HIROKI TAKAHASI
we may assume |X| = 1. Let n ≥ 2 be an integer and let x ∈ X be such that
fkx 6= c holds for every k ∈ {0, . . . , n− 1}. We introduce a number
Dn(x) = min
{
2ℓ−1minX M log 2
4 supX |f
′′|
,
1
8
}(n−1∑
k=0
d−1k (x)
)−1
,
where
dk(x) =
|fkx− c|max{ℓ−1,1}
|(fk)′x|
,
and M is the positive continuous function and ℓ > 1 is the number in (1.1). Define
In(x) = [x−Dn(x), x+Dn(x)] ∩X.
Lemma 3.5. The interval In(x) contains at most one point from Pern(f).
Proof. By induction we show that for i = 0, . . . , n− 1,
(3.1) c /∈ f iIn(x) and |f
iIn(x)| sup
f iIn(x)
|f ′′|
|f ′|
≤ log 2 · d−1i (x)
(
n−1∑
k=0
d−1k (x)
)−1
.
Summing the inequality in (3.1) over all 0 ≤ i ≤ n− 1 yields
log
(fn)′y
(fn)′z
=
n−1∑
i=0
log
f ′(f iy)
f ′(f iz)
≤
n−1∑
i=0
|f iIn(x)| sup
f iIn(x)
|f ′′|
|f ′|
≤ log 2
for all y, z ∈ In(x). It follows that f
n maps In(x) diffeomorphically onto its image.
Since all periodic points of f are hyperbolic repelling, the assertion of Lemma 3.5
follows.
To prove (3.1) for i = 0, note that
|In(x)| ≤ 2Dn(x) ≤
1
2
d0(x)
=
1
2
|x− c|max{ℓ−1,1} ≤
1
2
|x− c|.
The last inequality is because |x− c| ≤ |X| ≤ 1. Then
|x− c| − |In(x)| ≥
1
2
|x− c|.
This yields c /∈ In(x), and moreover
inf
In(x)
|f ′| ≥ min
X
M2−ℓ+1|x− c|ℓ−1 ≥ min
X
M2−ℓ+1|x− c|max{ℓ−1,1}.
Therefore
|In(x)| sup
In(x)
|f ′′|
|f ′|
≤ 2Dn(x)
supX |f
′′|
infIn(x) |f
′|
≤ log 2 · d−10 (x)
(
n−1∑
k=0
d−1k (x)
)−1
,
which establishes (3.1) for i = 0.
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Proceeding to the general step of induction, let 1 ≤ j ≤ n− 1. Summing (3.1)
over all 0 ≤ i ≤ j − 1 implies (f j)′y/(f j)′z ≤ 2 for all y, z ∈ In(x). Arguing
similarly to the initial step, we have
|f jIn(x)| ≤ 4|(f
j)′x|Dn(x) ≤
1
2
|(f j)′x|dj(x)
=
1
2
|f jx− c|max{ℓ−1,1} ≤
1
2
|f jx− c|.
Hence
|f jx− c| − |f jIn(x)| ≥
1
2
|f jx− c|.
This yields c /∈ f jIn(x), and moreover
inf
fjIn(x)
|f ′| ≥ min
X
M2−ℓ+1|f jx− c|ℓ−1 ≥ min
X
M2−ℓ+1|x− c|max{ℓ−1,1}.
Therefore
|f jIn(x)| sup
fjIn(x)
|f ′′|
|f ′|
≤ 4|(f j)′x|Dn(x)
supX |f
′′|
inffjIn(x) |f
′|
≤ log 2 · d−1j (x)
(
n−1∑
k=0
d−1k (x)
)−1
,
which establishes (3.1) for i = j. 
Lemma 3.5, together with the three lemmas consecutively developed below will
allow us to obtain lower bounds on the sizes of isolating neighborhoods for periodic
points with small Lyapunov exponents, see Lemma 3.9. Put c1 = fc.
Lemma 3.6. One has
lim
n→∞
1
n
log |(fn)′c1| = 0.
Proof. Nowicki and Sands [22, Proposition 4.9] proved lim infn→∞(1/n) log |(f
n)′c1| ≥
0. We show lim supn→∞(1/n) log |(f
n)′c1| ≤ 0. Since the critical point c is recur-
rent, it follows from Lemma 2.1(b) that the sequence {δnc1}
∞
n=1 of empirical measures
converges in the weak*-topology to the post-critical measure µ∞. Let l > 0. Since
the function max{log |f ′|,−l} is continuous, the weak*-convergence gives
lim sup
n→∞
1
n
log |(fn)′c1| = lim sup
n→∞
∫
log |f ′|dδnc1
≤ lim sup
n→∞
∫
max{log |f ′|,−l}dδnc1
= lim
n→∞
∫
max{log |f ′|,−l}dδnc1
=
∫
max{log |f ′|,−l}dµ∞.
By the monotone convergence theorem, the last integral converges to the Lyapunov
exponent of µ∞ as l →∞, which is equal to 0. 
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The following notation will be useful along the way to simplify presentations.
For two sequences {sn}
∞
n=1 and {tn}
∞
n=1 of positive real numbers, the expression
sn ≻ tn indicates that infn≥1 sn/tn > 0.
Put
an =
(
ℓ
supX M
Dn(c1)
) 1
ℓ
.
Lemma 3.7. For each n ≥ 1, the interval (c − an, c + an) contains at most one
point from Pern(f). Moreover,
lim
n→∞
1
n
log an = 0.
Proof. For all x ∈ X we have
|fx− fc| =
∫ c
x
M(y)|y − c|ℓ−1|dy| ≤
supX M
ℓ
|x− c|ℓ ≤ Dn(c1).
Hence, the interval f((c − an, c + an) ∩X) is contained in In(c1), and it contains
at most one point from Pern(f) by Lemma 3.5. This implies the first assertion.
We show limn→∞(1/n) logDn(c1) = 0. The upper bound is straightforward:
lim sup
n→∞
1
n
logDn(c1) ≤ lim sup
n→∞
1
n
log d0(c1) ≤ 0.
For the lower bound, by Lemma 3.6, for any ǫ > 0 there exists kǫ ≥ 1 such that
e−ǫk ≤ |(fk)′c1| ≤ e
ǫk holds for any integer k ≥ kǫ. Then
|f ′(fkc1)| =
|(fk+1)′c1|
|(fk)′c1|
≻ e−2ǫk.
Using this and the non-flatness of the critical point c gives
dk(c1) =
|fkc1 − c|
max{ℓ−1,1}
|(fk)′c1|
≻
|(fk+1)′c1|
max{ℓ−1,1}
ℓ−1
|(fk)′c1|
1+max{ℓ−1,1}
ℓ−1
≥ e−ǫk(1+2
max{ℓ−1,1}
ℓ−1 ).
It follows that
lim inf
n→∞
1
n
logDn(c1) ≥ lim inf
n→∞
1
n
log
[
n
(
min
0≤k≤n−1
dk(c1)
)−1]−1
≥ −ǫ
(
1 + 2
max{ℓ− 1, 1}
ℓ− 1
)
.
Letting ǫ→ 0 gives lim infn→∞(1/n) logDn(c1) ≥ 0, which completes the proof of
the second assertion of Lemma 3.7. 
A periodic point x ∈ Pern(f) is in favorable position if
|(fn)′x| ≥ |(f j)′x| for every 1 ≤ j ≤ n.
Lemma 3.8. For each x ∈ Pern(f) there exists k ∈ {0, . . . , n− 1} such that f
kx
is in favorable position.
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Proof. Pick k ∈ {0, . . . , n−1} such that |(fk)′x| ≥ |(f j)′x| holds for every 1 ≤ j ≤
n. Then the function j ∈ {1, . . . , n} 7→ |(f j)′(fkx)| attains its maximum at j = n.
In other words, fkx is in favorable position. 
Lemma 3.9. For any ǫ > 0 there exists Nǫ ≥ 1 such that if n ≥ Nǫ and x ∈
Pern,ǫ(f) is in favorable position and satisfies x /∈ (c− an, c+ an), then
|In(x)| ≥ e
− 3ǫ
2
n.
Proof. For every k ∈ {0, . . . , n− 1} we have
dk(x) ≥
|fkx− c|ℓ−1
|(fk)′x|
≥
|fkx− c|ℓ−1
|(fn)′x|
≥ aℓ−1n e
−ǫn.
Therefore
Dn(x) ≻
[
n
(
min
0≤k≤n−1
dk(x)
)−1]−1
≻ aℓ−1n n
−1e−ǫn ≥ e−
3ǫ
2
n,
where the last inequality holds for sufficiently large n by virtue of the second
assertion of Lemma 3.7. 
We are in position to complete the proof of Proposition 3.4. Let ǫ > 0. Let
Per′n,ǫ(f) denote the set of points in Pern,ǫ(f) which are in favorable position and
not contained in (c− an, c+ an). For sufficiently large n we have
#Pern,ǫ(f) ≤ n
(
#Per′n,ǫ(f) + 1
)
≤ n
(
|X|
e−
3ǫ
2
n
+ 1
)
≤ e2ǫn.
The first inequality is a consequence of the first assertion of Lemma 3.7 and Lemma
3.8. The second one follows from Lemma 3.5 and Lemma 3.9. 
3.3. Key upper bound. Let l ≥ 1, ~φ ∈ C(X)l, ~α ∈ Rl. Define
An(~φ; ~α) =
{
x ∈ X :
∫
~φdδnx ≥ ~α
}
.
The following proposition gives a key upper bound which leads to (1.5) for weak*-
closed sets.
Proposition 3.10. Let ϕ ∈ C(X), or let ϕ be a geometric potential. Let l ≥ 1,
~φ ∈ C(X)l, ~α ∈ Rl. For any ǫ > 0 there exists n# ≥ 1 such that for each integer
n ≥ n# with Pern(f) ∩ An(~φ; ~α)) 6= ∅, there exists a measure µ ∈M(f) such that∑
x∈Pern(f)∩An(~φ;~α)
eSnϕ(x) ≤ e(Fϕ(µ)+5ǫ)n,
and ∫
~φdµ > ~α−~ǫ.
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A proof of Proposition 3.10 is briefly outlined as follows. We will choose a large
integer m∗ ≥ 1 after ǫ, and decompose Pern(f) into two groups, one contained in
shallow cycles and the other contained in the deep cycle Km∗ :
Pern(f) =
(
m∗−1⋃
m=0
Pern(f) ∩ cl(Km \Km+1)
)
∪ (Pern(f) ∩Km∗) .
For each m ∈ {0, 1, . . . , m∗ − 1}, we use the thermodynamic formalism for finite
topological Markov chains [5, 28] to evaluate a contribution from all suitable peri-
odic points in cl(Km \Km+1) as in the following lemma.
Lemma 3.11. For any ǫ > 0 and m ≥ 0, there exists Nǫ,m ≥ 1 such that for each
W ∈ P˜m and an integer n ≥ Nǫ,m such that Pern(f) ∩ An(~φ; ~α) ∩W 6= ∅, there
exists a measure µ ∈M(f) such that supp(µ) ⊂ cl(Km \Km+1) and∑
x∈Pern(f)∩An(~φ;~α)∩W
eSnϕ(x) ≤ e(Fϕ(µ)+ǫ)n,
and ∫
~φdµ > ~α−~ǫ.
Periodic points contained in the deep cycle Km∗ have small Lyapunov exponents
by Lemma 2.2. Since their periods are sufficiently large, then the correspond-
ing empirical measures are weak*-approximated with the post-critical measure by
Lemma 2.1. Therefore, we may use Proposition 3.4 to estimate a contribution from
all these periodic points.
Proof of Lemma 3.11. If W ∈ P˜m \Pm, then the statement holds with the mea-
sure µ to be the uniform distribution on the orbit of the periodic point contained
in ∂W . In what follows we assume W ∈ Pm.
Since ~φ is a finite string of elements of C(X) and cl(Km\Km+1) does not contain
the critical point, for all sufficiently large integer n and all y, z ∈
⋂n−1
k=0 f
−kcl(Km \
Km+1) we have
(3.2) ‖Sn~φ(y)− Sn~φ(z)‖ < ǫn
and
(3.3) |Snϕ(y)− Snϕ(z)| < ǫn.
Let Bn denote the set of pull-backs of W by f
n which are contained in W . Put
∆ =
∞⋂
k=0
(fn)−k
( ⋃
V ∈Bn
V
)
.
The induced map f̂ : ∆ → ∆ defined by f̂x = fnx is topologically conjugate to
the full topological Markov chain σ : Σ → Σ with alphabet Bn. The conjugacy is
denoted by π : Σ→ ∆, so that f̂ ◦π = π◦σ. The induced potential Snϕ◦π : Σ→ R
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is continuous with respect to the symbolic metric on Σ. Let ω′ ∈ Σ. The variational
principle [5] gives
sup
ν̂∈M(σ)
(
h(σ, ν̂) +
∫
Φdν̂
)
= lim
k→∞
1
k
log
 ∑
ω∈σ−k(ω′)
exp
k−1∑
i=0
Snϕ ◦ π(σ
iω)
 ,
where M(σ) denotes the space of σ-invariant Borel probability measures endowed
with the weak*-topology and h(σ, ν̂) the Kolmogorov-Sina˘ı entropy of ν̂ with re-
spect to σ. Hence
∑
ω∈σ−k(ω′)
exp
(
k−1∑
i=0
Snϕ ◦ π(σ
iω)
)
≥
 inf
ω′∈Σ
∑
ω∈σ−1(ω′)
eSnϕ◦π(ω)
k
≥
e−ǫn ∑
x∈Pern(f)∩An(~φ;~α)∩
⋃
V ∈Bn
V
eSnϕ(x)

k
=
e−ǫn ∑
x∈Pern(f)∩An(~φ;~α)∩W
eSnϕ(x)
k .
The equality is because for any x ∈ Pern(f) ∩ An(~φ; ~α) ∩W there exists a unique
element of Bn which contains x. Taking logarithms of both sides, dividing by k
and plugging the result into the previous equality gives
lim
k→∞
1
k
log
 ∑
ω∈σ−k(ω′)
exp
k−1∑
i=0
Snϕ ◦ π(σ
iω)
 ≥ log ∑
x∈Pern(f)∩An(~φ;~α)∩W
eSnϕ(x) − ǫn.
Plugging this into the previous inequality yields
(3.4) sup
ν̂∈M(σ)
(
hσ(ν̂) +
∫
Snϕ ◦ πdν̂
)
≥ log
∑
x∈Pern(f)∩An(~φ;~α)∩W
eSnϕ(x) − ǫn.
Since M(σ) is weak*-compact on which the entropy is upper semi-continuous,
there exists a measure µ̂ ∈ M(σ) which attains the supremum in (3.4). The
push-forward π∗µ̂ is a f̂ -invariant measure, whose spread
µ =
1
n
∑
V ∈Bn
n−1∑
k=0
fk∗ (π∗µ̂|V )
is in M(f) and satisfies supp(µ) ⊂ cl(Km \ Km+1). The inequality (3.3) implies⋃
V ∈Bn
V ⊂ An(~φ; ~α − ~ǫ), and therefore
∫
~φdµ > ~α − ~ǫ. Although f̂ may not be
the first return map to ∆, Abramov’s formula, connecting the entropies of f and
f̂ , and Kac’s formula, connecting the integrals of ϕ and ϕ̂, still hold to yield
(3.5) h(σ, µ̂) +
∫
Snϕ ◦ πdµ̂ = Fϕ(µ)n.
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From (3.4) and (3.5) we obtain∑
x∈Pern(f)∩An(~φ;~α)∩W
eSnϕ(x) ≤ e(Fϕ(µ)+ǫ)n,
as required. This completes the proof of Lemma 3.11. 
Proof of Proposition 3.10. Let ǫ > 0. Let m∗ ≥ 1 and N∗ ≥ 1 be the integers for
which the conclusion of Lemma 2.1 holds. Enlarging m∗ if necessary we can make
sure that all periodic points in Km∗ have Lyapunov exponents less than or equal
to ǫ. For every n ≥ 1 we have
#(Pern(f) ∩Km∗) ≤ #Pern,ǫ(f).
We apply Lemma 3.11 to each m = 0, . . . , m∗ − 1 and W ∈ P˜m. Assume n
is large enough, and let µm,W be the measure for which the conclusion of Lemma
3.11 holds. Pick a measure µ in {µm,W}m∈{0,...,m∗−1},W∈P˜m∪{µ∞} which maximizes
Fϕ(·). Lemma 2.1 and Lemma 3.11 give
∫
~φdµ > ~α−~ǫ. We have∑
x∈Pern(f)∩An(~φ;~α)∩cl(Km\Km+1)
eSnϕ(x) ≤
∑
W∈P˜m
∑
x∈Pern(f)∩An(~φ;~α)∩W
eSnϕ(x)
≤
∑
W∈P˜m
e(Fϕ(µm,W )+ǫ)n
≤ #P˜me
(Fϕ(µ)+ǫ)n.
On the contribution from periodic points contained in Km∗ , we have∑
x∈Pern(f)∩An(~φ;~α)∩Km∗
eSnϕ(x) ≤ #Pern,ǫ(f)e
(Fϕ(µ∞)+ǫ)n ≤ e(Fϕ(µ∞)+4ǫ)n ≤ e(Fϕ(µ)+4ǫ)n.
The first inequality follows from Lemma 2.1 and Lemma 2.2 which together imply
Snϕ(x) ≤ (Fϕ(µ∞) + ǫ)n for every x ∈ Pern(f) ∩ Km∗ . Te second inequality is
from Proposition 3.4. Putting together the two estimates yields∑
x∈Pern(f)∩An(~φ;~α)
eSnϕ(x) ≤
m∗−1∑
m=0
∑
x∈Pern(f)∩An(~φ;~α)∩cl(Km\Km+1)
eSnϕ(x)
+
∑
x∈Pern(f)∩An(~φ;~α)∩Km∗
eSnϕ(x)
≤e(Fϕ(µ)+ǫ)n
(
m∗−1∑
m=0
#P˜m + e
3ǫn
)
≤e(Fϕ(µ)+5ǫ)n,
as required. The last inequality holds for sufficiently large n. 
4. Proofs of the theorems
In this section we put together the results in the previous sections to complete
the proofs of the three theorems. We state two corollaries to Theorem A.
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4.1. Proof of Theorem A. The lower semi-continuity of the rate function Iϕ
is a consequence of the upper semi-continuity of entropy, and the continuity of
Lyapunov exponent [30, Proposition 2.2]. The lack of convexity of Iϕ is seen as
follows: let m, m′ be non-negative integers and let µ, µ′ ∈ M(f) be such that
m−m′ ≥ 2, supp(µ) ⊂ cl(Km \Km+1) and supp(µ
′) ⊂ cl(Km′ \Km′+1). Then
∞ = Iϕ((1/2)µ+ (1/2)µ
′) >
1
2
(Iϕ(µ) + Iϕ(µ
′)) .
It is left to show (1.4) and (1.5). We first show that
(4.1) lim inf
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈G
eSnϕ(x) ≥ P (ϕ)− inf
G
Iϕ
for any weak*-open set G, and
(4.2) lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈F
eSnϕ(x) ≤ P (ϕ)− inf
F
Iϕ
for any weak*-closed set F . We then show that
(4.3) lim
n→∞
1
n
log
∑
x∈Pern(f)
eSnϕ(x) = P (ϕ).
This yields (1.4) and (1.5).
Subsets of M of the form as in (2.1) constitute a base of the weak*-topology
of M. Hence, it is possible to write G =
⋃
λ Gλ with each Gλ having such a form.
Proposition 3.1 gives
lim inf
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈Gλ
eSnϕ(x) ≥ P (ϕ)− inf
Gλ
Iϕ.
Therefore
lim inf
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈G
eSnϕ(x) ≥ P (ϕ) + sup
λ
(− inf
Gλ
Iϕ)
= P (ϕ)− inf
G
Iϕ,
as required in (4.1).
To prove (4.2), let G be an arbitrary open set containing F . Since M is metriz-
able and F is compact, one can choose ǫ > 0 and a finite collection F1, . . . ,Fs of
closed sets of the form Fa =
{
µ ∈M :
∫
~φadµ ≥ ~αa
}
with la ≥ 1, ~φa ∈ C(X)
la ,
~αa ∈ R
la such that
(4.4) F ⊂
s⋃
a=1
Fa ⊂
s⋃
a=1
Fa(ǫ) ⊂ G,
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where Fa(ǫ) =
{
µ ∈M :
∫
~φadµ > ~αa −~ǫ
}
. For each a ∈ {1, . . . , s}, Proposition
3.10 gives
lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈Fa
eSnϕ(x) ≤ P (ϕ)− inf
Fa(ǫ)
Iϕ + 5ǫ.
Using this and (4.4) we have
lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈
⋃s
a=1 Fa
eSnϕ(x) ≤ max
1≤a≤s
lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈Fa
eSnϕ(x)
≤ P (ϕ) + max
1≤a≤s
(
− inf
Fa(ǫ)
Iϕ
)
+ 5ǫ
≤ P (ϕ)− inf
G
Iϕ + 5ǫ.
Letting ǫ→ 0 gives
lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈F
eSnϕ(x) ≤ P (ϕ)− inf
G
Iϕ.
Since G is an arbitrary open set containing F , it follows that
lim sup
n→∞
1
n
log
∑
x∈Pern(f)
δnx∈F
eSnϕ(x) ≤ inf
G⊃F
(− inf
G
Iϕ) = − inf
F
Iϕ,
as required. The last equality is due to the lower semi-continuity of Iϕ.
It is left to prove (4.3). We need the following lemma.
Lemma 4.1. There exist constants C0, C1 ∈ R such that for every n ≥ 1,
C0 ≤
1
n
log
∑
x∈Pern(f)
eSnϕ(x) ≤ C1.
Proof. By [21, Theorem B’], there exist n0 ≥ 1 and ̺ > 0 such that for ev-
ery periodic point x of period n ≥ n0 we have |(f
n)′x| ≥ 1 + ̺. This im-
plies that there exists K > 1 such that if n ≥ n0 then every subinterval of
X of length K−n contains a unique periodic point of period n. It follows that
lim supn→∞(1/n) log#Pern(f) ≤ logK <∞, which implies the upper bound. The
lower bound follows from considering the fixed point of f in ∂X . 
By Lemma 4.1, {(1/n) log
∑
x∈Pern(f)
eSnϕ(x)}∞n=1 is a bounded sequence. Take
its arbitrary convergent subsequence with limit γ:
(4.5) lim
k→∞
1
nk
log
∑
x∈Pernk (f)
eSnkϕ(x) = γ.
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Using (4.1) with G =M and (4.5), we have
0 ≥ − lim
k→∞
1
nk
log
∑
x∈Pernk (f)
eSnkϕ(x) + lim inf
k→∞
1
nk
log
∑
x∈Pernk (f)
eSnkϕ(x)
≥ −γ + P (ϕ)− inf
M
Iϕ
= −γ + P (ϕ).
In the same way, using (4.2) with F =M and (4.5) we have
0 ≤ − lim
k→∞
1
nk
log
∑
x∈Pernk (f)
eSnkϕ(x) + lim sup
k→∞
1
nk
log
∑
x∈Pernk (f)
eSnkϕ(x)
≤ −γ + P (ϕ)− inf
M
Iϕ
= −γ + P (ϕ).
Therefore γ = P (ϕ), and so (4.3). The proof of Theorem A is complete. 
4.2. Level-1 LDP. Let us state two corollaries to Theorem A. Given a measurable
function φ : X → R, define a level-1 rate function Iϕ,φ : R→ [0,∞] by
Iϕ,φ(α) = inf
{
Iϕ(µ) : µ ∈M,
∫
φdµ = α
}
.
This is a lower semi-continuous, non-convex function. In the case φ ∈ C(X), an
application of the contraction principle to the continuous map µ ∈ M 7→
∫
φdµ
yields the LDP for Birkhoff averages of φ along periodic orbits.
Corollary 4.2. Let f and ϕ be as in Theorem A. Let φ ∈ C(X). Then the
following holds:
lim inf
n→∞
1
n
log

∑
x∈Pern(f)
(1/n)Snφ(x)∈G
eSnϕ(x)∑
x∈Pern(f)
eSnϕ(x)
 ≥ − inf
G
Iϕ,φ;
for any open set G ⊂ R, and
lim sup
n→∞
1
n
log

∑
x∈Pern(f)
(1/n)Snφ(x)∈F
eSnϕ(x)∑
x∈Pern(f)
eSnϕ(x)
 ≤ − inf
F
Iϕ,φ.
for any closed set F ⊂ R.
Corollary 4.2 does not cover the unbounded function φ = log |f ′|. Nevertheless,
the Lyapunov exponent map µ ∈ M(f) 7→
∫
log |f ′|dµ is continuous [30, Propo-
sition 2.2], and can be extended to a continuous map on M by Hahn-Banach’s
theorem, see the proof of [30, Theorem B]. Hence, one can still use the contraction
principle to obtain the following.
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Corollary 4.3. Let f be as in Theorem A. For any Borel set B ⊂ R such that
inf int(B) I− log |f ′|,log |f ′| = infcl(B) I− log |f ′|,log |f ′| =: cB ∈ [0,∞], one has
lim
n→∞
1
n
log
 1∑
x∈Pern(f)
|(fn)′x|−1
∑
x∈Pern(f)∩{(1/n) log |(fn)′x|∈B}
|(fn)′x|−1

= −cB.
This rate is strictly negative if and only if 0 /∈ cl(B).
Remark 4.4. For S-unimodal maps with non-flat critical points satisfying the
Collet-Eckmann condition [9], Keller and Nowicki [14] proved a level-1 large devi-
ations result for periodic points weighted with their Lyapunov exponents. Their
method relies on perturbations of transfer operators, and so their result is neces-
sarily a local one, on small fluctuations around the mean.
4.3. Proof of Theorem B. Denote by N the set of Borel probability measures on
M whose supports are contained in I−1ϕ (0). Approximating integrals of continuous
real-valued functions onM by integrals of simple functions, one can show that any
measure in N is weak*-approximated by a finite convex combination of unit point
masses at points in I−1ϕ (0). Define a map Π: N → I
−1
ϕ (0) as follows. First, assume
τ ∈ N is a finite convex combination of unit point masses at points in I−1ϕ (0),
namely
(4.6)
τ =
k∑
i=1
ρiδµi , 0 < ρi < 1, 1 ≤ k <∞,
k∑
i=1
ρi = 1, µi ∈ I
−1
ϕ (0) for i = 1, . . . , k.
Then, define Π(τ) =
∑k
i=1 ρiµi. Otherwise, choose a sequence {τm}
∞
m=1 of finite
convex combinations of unit point masses at points in I−1ϕ (0) which converges in
the weak*-topology to τ as m→ ∞, and define Π(τ) to be the weak*-limit point
of {Π(τm)}
∞
m=1.
We claim that the weak*-limit point of {Π(τm)}
∞
m=1 exists. To show this, write
τm =
∑km
i=1 ρi,mδµi,m as in (4.6). By definition, we have Π(τm) =
∑km
i=1 ρi,mµi,m.
Since I−1ϕ (0) is weak*-closed, {Π(τm)}
∞
m=1 has a convergent subsequence. If there
were two such sequences {
∑kp(j)
i=1 ρi,p(j)µi,p(j)}
∞
j=1 and {
∑kq(j)
i=1 ρi,q(j)µi,q(j)}
∞
j=1 con-
verging to different limits as j →∞, then there would exist φ ∈ C(X) satisfying
lim
j→∞
kp(j)∑
i=1
ρi,p(j)
∫
φdµi,p(j) 6= lim
j→∞
kq(j)∑
i=1
ρi,q(j)
∫
φdµi,q(j).
This would imply
lim
j→∞
∫
I−1ϕ (0)
(∫
φdµ
)
dτp(j)(µ) 6= lim
j→∞
∫
I−1ϕ (0)
(∫
φdµ
)
dτq(j)(µ),
in contradiction to the choice of the sequence {τm}
∞
m=1. Hence the claim holds.
Moreover, the limit does not depend on the choice of the sequence and it belongs
to I−1ϕ (0). Therefore, Π(τ) is well-defined.
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Lemma 4.5. If τ ∈ N , then for every φ ∈ C(X),∫
I−1ϕ (0)
(∫
φdµ
)
dτ(µ) =
∫
φdΠ(τ).
Proof. The equality in the assertion holds for every element of N which is a finite
convex combination of unit point masses at points in I−1ϕ (0). Hence, it holds for
any element of N . 
Let {nj}
∞
j=1 be an arbitrary strictly increasing sequence of positive integers such
that the corresponding sequence of the measures in (1.2) converges in the weak*-
topology as j → ∞. Let {nj(k)}
∞
k=1 be a subsequence of {nj}
∞
j=1 such that the
corresponding sequence of the measures in (1.3) converges in the weak*-topology
to a measure τ on M as k →∞. By Theorem A, the LDP holds for the measures
in (1.3) whose rate function is Iϕ. Hence we obtain supp(τ) ⊂ I
−1
ϕ (0), namely
τ ∈ N . Let φ ∈ C(X). We have∫
φd
∑x∈Pernj(k) (f) eSnj(k)ϕ(x)δnj(k)x∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)

=
1
nj(k)
nj(k)−1∑
i=0
∫
φd
∑x∈Pernj(k) (f) eSnj(k)ϕ(x)δnj(k)x∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
◦ f−i

=
1
nj(k)
nj(k)−1∑
i=0
1∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
∑
x∈Pernj(k) (f)
e
Snj (k)ϕ(x)φ(f ix)
=
1∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
1
nj(k)
nj(k)−1∑
i=0
φ(f ix)
=
1∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
∫
φdδ
nj(k)
x
=
∫
M
(∫
φdµ
)
d
∑x∈Pernj(k) (f) eSnj(k)ϕ(x)δδnj(k)x∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)
 (µ).
Then
lim
k→∞
∫
φd
∑x∈Pernj(k) (f) eSnj(k)ϕ(x)δnj(k)x∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)

= lim
k→∞
∫
M
(∫
φdµ
)
d
∑x∈Pernj(k) (f) eSnj(k)ϕ(x)δδnj(k)x∑
x∈Pernj(k) (f)
e
Snj(k)ϕ(x)

=
∫
M
(∫
φdµ
)
dτ(µ) =
∫
φdΠ(τ).
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The second equality is from the weak*-convergence and that the map µ ∈ M 7→∫
φdµ is continuous. The last equality is from Lemma 4.5. Since φ ∈ C(X)
is arbitrary, it follows that the corresponding sequence of the measures in (1.3)
chosen above converges in the weak*-topology to Π(τ) as k → ∞. Since this
choice is arbitrary, it then follows that the corresponding sequence of the measures
in (1.2) chosen above converges in the weak*-topology to Π(τ) as j → ∞. Since
Π(τ) ∈ I−1ϕ (0), we can write
Π(τ) = (1− ρ)µϕ + ρµ∞,
where 0 ≤ ρ ≤ 1 and µϕ is an equilibrium state for the potential ϕ. If P (ϕ) =
Fϕ(µ∞), then Π(τ) is an equilibrium state for the potential ϕ. Assume P (ϕ) >
Fϕ(µ∞). It suffices to show ρ = 0. Let 0 < ǫ < (1/5)(P (ϕ)−Fϕ(µ∞)). By Lemma
2.1 and Lemma 2.2, there exists m ≥ 0 such that if x ∈ int(Km) ∩ Pern(f) for
some n ≥ pm then Snϕ(x) ≤ (Fϕ(µ∞) + ǫ)n. From this and Proposition 3.4,∑
x∈int(Km)∩Pern(f)
eSnϕ(x) ≤ #Pern,ǫ(f)e
(Fϕ(µ∞)+ǫ)n ≤ e(Fϕ(µ∞)+4ǫ)n.
By (4.3), for sufficiently large n we have∑
x∈Pern(f)
eSnϕ(x) ≥ e(P (ϕ)−ǫ)n.
For sufficiently large j we have∑
x∈int(Km)∩Pernj (f)
eSnjϕ(x)∑
x∈Pernj (f)
eSnjϕ(x)
≤
e(Fϕ(µ∞)+4ǫ)nj
e(P (ϕ)−ǫ)nj
.
Since int(Km) contains the attracting Cantor set, µ∞(int(Km)) = 1 holds. Then
0 = lim inf
j→∞
∑
x∈int(Km)∩Pernj (f)
eSnjϕ(x)∑
x∈Pernj (f)
eSnjϕ(x)
≥ (1− ρ)µϕ(int(Km)) + ρµ∞(int(Km))
≥ ρµ∞(int(Km)) = ρ.
The first inequality is by Portmanteau’s theorem. Therefore ρ = 0 and this com-
pletes the proof of Theorem B. 
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