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SIMULTANEOUS CONSTRUCTION OF HYPERBOLIC
ISOMETRIES
MATT CLAY AND CAGLAR UYANIK
Abstract. Given isometric actions by a group G on finitely many
δ–hyperbolic metric spaces, we provide a sufficient condition that
guarantees the existence of a single element in G that is hyperbolic
for each action. As an application we prove a conjecture of Handel
and Mosher regarding relatively fully irreducible subgroups and
elements in the outer automorphism group of a free group [12].
1. Introduction
A δ–hyperbolic space is a geodesic metric space where geodesic tri-
angles are δ–slim: the δ–neighborhood of any two sides of a geodesic
triangle contains the third side. Such spaces were introduced by Gro-
mov in [8] as a coarse notion of negative curvature for geodesic metric
spaces and since then have evolved into an indispensable tool in geo-
metric group theory.
There is a classification of isometries of δ–hyperbolic metric spaces
analogous to the classification of isometries of hyperbolic space Hn into
elliptic, hyperbolic and parabolic. Of these, hyperbolic isometries have
the best dynamical properties and are often the most desired. For
example, typically they can be used to produce free subgroups in a
group acting on a δ–hyperbolic space [8, 5.3B], see also [3, III.Γ.3.20].
Another application is to show that a certain element does not have
fixed points in its action on some set. Indeed, if the set naturally sits
inside of a δ–hyperbolic metric space and the given element acts as
a hyperbolic isometry then it has no fixed points (in a strong sense).
This strategy has been successfully employed for the curve complex of
a surface and for the free factor complex of a free group by several
authors [4, 5, 6, 7, 10, 19, 23, 24].
We consider the situation of a group acting on finitely many δ–
hyperbolic spaces and produce a sufficient condition that guarantees
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the existence of a single element in the group that is a hyperbolic
isometry for each of the spaces. Of course, a necessary condition is
that for each of the spaces there is some element of the group that is a
hyperbolic isometry. Thus we are concerned with when we may reverse
the quantifiers: ∀∃ ∃∀. Our main result is the following theorem.
Theorem 5.1. Suppose that {Xi}i=1,...,n is a collection of δ–hyperbolic
spaces, G is a group and for each i = 1, . . . , n there is a homomorphism
ρi : G→ Isom(Xi) such that:
(1) there is an element fi ∈ G such that ρi(fi) is hyperbolic; and
(2) for each g ∈ G, either ρi(g) has a periodic orbit or is hyperbolic.
Then there is an f ∈ G such that ρi(f) is hyperbolic for all i = 1, . . . , n.
Remark 1.1. After the completion of this paper we have been alerted
that Theorem 5.1 should follow from random walk techniques developed
in [2] and [22]. Here we provide an elementary and constructive proof.
Essentially, we assume that there are no parabolic isometries and
that elliptic isometries are relatively tame.
As an application of our main theorem we prove a conjecture of
Handel and Mosher which exactly involves the same type of quantifier
reversing: ∀∃  ∃∀. Consider a finitely generated subgroup H <
IAN(Z/3) < Out(FN ) and a maximal H–invariant filtration of FN , the
free group of rank N , by free factor systems
∅ = F0 ⊏ F1 ⊏ · · · ⊏ Fm = {[FN ]}
(see Section 6). Handel and Mosher prove that for each multi-edge
extension Fi−1 ⊏ Fi there exists some ϕi ∈ H that is irreducible with
respect to Fi−1 ⊏ Fi [12, Theorem D]. They conjecture that there
exists a single ϕ ∈ H that is irreducible with respect to each multi-
edge extension Fi−1 ⊏ Fi. We show that this is indeed the case.
Theorem 6.6. For each finitely generated subgroup H < IAN(Z/3) <
Out(FN) and each maximal H–invariant filtration by free factor sys-
tems ∅ = F0 ⊏ F1 ⊏ · · · ⊏ Fm = {[FN ]}, there is an element ϕ ∈ H
such that for each i = 1, . . . , m such that Fi−1 ⊏ Fi is a multi-edge
extension, ϕ is irreducible with respect to Fi−1 ⊏ Fi.
Our paper is organized as follows. Section 2 contains background on
δ–hyperbolic spaces and their isometries. In Section 3 we generalize
a construction of the first author and Pettet from [5] that is useful
to constructing hyperbolic isometries. This result is Theorem 3.1. We
examine certain cases that will arise in the proof of the main theorem to
see how to apply Theorem 3.1 in Section 4. The proof of Theorem 5.1
constitutes Section 5. The application to Out(FN) appears in Section 6.
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2. Background on δ–hyperbolic spaces
In this section we recall basic notions and facts about δ–hyperbolic
spaces, their isometries and their boundaries. The reader familiar with
these topics can safely skip this section with the exception of Defini-
tion 2.8. References for this section are [1], [3] and [21].
2.1. δ–hyperbolic spaces. We recall the definition of a δ–hyperbolic
space given in the Introduction.
Definition 2.1. Let (X, d) be a geodesic metric space. A geodesic
triangle with sides α, β and γ is δ–slim if for each x ∈ α, there is some
y ∈ β ∪γ such that d(x, y) ≤ δ. The space X is said to be δ–hyperbolic
if every geodesic triangle is δ–slim.
There are several equivalent definitions that we will use in the sequel.
The first of these is insize. Let ∆ be the geodesic triangle with vertices
x, y and z and sides α from y to z, β from z to x and γ from x to y.
There exist unique points αˆ ∈ α, βˆ ∈ β and γˆ ∈ γ, called the internal
points of ∆, such that:
d(x, βˆ) = d(x, γˆ), d(y, γˆ) = d(y, αˆ) and d(z, αˆ) = d(z, βˆ).
The insize of ∆ is the diameter of the set {αˆ, βˆ, γˆ}.
Another notion makes use of the so-called Gromov product :
(x . y)w =
1
2
(d(x, w) + d(w, y)− d(x, y)). (2.1)
The Gromov product is said to be δ–hyperbolic (with respect to w ∈ X)
if for all x, y, z ∈ X :
(x . z)w ≥ min {(x . y)w , (y . z)w} − δ.
Proposition 2.2 ([1, Proposition 2.1], [3, III.H.1.17 and III.H.1.22]).
The following are equivalent for a geodesic metric space X:
(1) There is a δ1 ≥ 0 such that every geodesic triangle in X is
δ1–slim, i.e., X is δ1–hyperbolic.
(2) There is a δ2 ≥ 0 such that every geodesic triangle in X has
insize at most δ2.
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(3) There is a δ3 ≥ 0 such that for some (equivalently any) w ∈ X,
the Gromov product is δ3–hyperbolic.
Henceforth, when we say X is a δ–hyperbolic space we assume that
δ is large enough to satisfy each of the above conditions.
2.2. Boundaries. There is a useful notion of a boundary for a δ–
hyperbolic space that plays the role of the “sphere at infinity” for Hn.
This space is defined using equivalence classes of certain sequences of
points in X and the Gromov product. Fix a basepoint w ∈ X .
Definition 2.3. We say a sequence (xn) ⊆ X converges to infinity if
(xi . xj)w → ∞ as i, j →∞. Two such sequences (xn), (yn) are equiv-
alent if (xi . yj)w →∞ as i, j →∞. The boundary of X , denoted ∂X ,
is the set of equivalence classes of sequences (xn) ⊆ X that converge
to infinity.
One can show that the notion of “converges to infinity” and the sub-
sequent equivalence relation do not depend on the choice of basepoint
w ∈ X [21]. The definition of the Gromov product in (2.1) extends to
boundary points xˆ, yˆ ∈ ∂X by:
(xˆ . yˆ)w = inf{lim inf
n
(xn . yn)w}
where the infimum is over sequences (xn) ∈ xˆ, (yn) ∈ yˆ. If y ∈ X then
we set:
(xˆ . y)w = inf{lim inf
n
(xn . y)w}
where the infimum is over sequences (xn) ∈ xˆ. For x ∈ X , the Gromov
product (x . yˆ)w is defined analogously. Let X = X ∪ ∂X .
We will make use of the following properties of the Gromov product
on X .
Proposition 2.4 ([1, Lemma 4.6], [3, III.H.3.17]). Let X be a δ–
hyperbolic space.
(1) If x, y ∈ X then (x . y)w =∞ ⇐⇒ x = y ∈ ∂X.
(2) If xˆ ∈ ∂X and (xn) ⊆ X then (xˆ . xn)w → ∞ as n → ∞ ⇐⇒
(xn) ∈ xˆ.
(3) If xˆ, yˆ ∈ ∂X and (xn) ∈ xˆ, (yn) ∈ yˆ then:
(xˆ . yˆ)w ≤ lim inf
n
(xn . yn)w ≤ (xˆ . yˆ)w − 2δ.
(4) If x, y, z ∈ X then:
(x . z)w ≥ min {(x . y)w , (y . z)w} − δ.
Proposition 2.5 ([1, Proposition 4.8]). The following collection of
subsets of X forms a basis for a topology:
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(1) B(x, r) = {y ∈ X | d(x, y) < r}, for each x ∈ X and r > 0;
and
(2) N(xˆ, k) = {y ∈ X | (xˆ . y)w > k} for each xˆ ∈ ∂X and k > 0.
2.3. Isometries. As mentioned in the Introduction, there is a classi-
fication of isometries of a δ–hyperbolic space X into elliptic, parabolic
and hyperbolic [8, 8.1.B]. We will not make use of parabolic isometries
and so do not give the definition here.
Definition 2.6. An isometry f ∈ Isom(X) is elliptic if for any x ∈ X ,
the set {fnx | n ∈ Z} has bounded diameter.
An isometry f ∈ Isom(X) is hyperbolic if for any x ∈ X there is
a t > 0 such that t |m− n| ≤ d(fmx, fnx) for all m,n ∈ Z. In this
case, one can show, the sequence (fnx) ⊆ X converges to infinity and
the equivalence class it defines in ∂X is independent of x ∈ X . This
point in ∂X is called the attracting fixed point of f . The repelling fixed
point of f is the attracting fixed point of f−1 and is represented by the
sequence (f−nx) ⊆ X .
The action of a hyperbolic isometry f ∈ Isom(X) on X has “North-
South dynamics.”
Proposition 2.7 ([8, 8.1.G]). Suppose that f ∈ Isom(X) is a hyper-
bolic isometry and that U+, U− ⊂ X are disjoint neighborhoods of the
attracting and repelling fixed points of f respectively. There exists an
N ≥ 1 such that for n ≥ N :
fn(X − U−) ⊆ U+ and f
−n(X − U+) ⊆ U−.
We will make use of the following definition.
Definition 2.8. SupposeX is a δ–hyperbolic space and f, g ∈ Isom(X)
are hyperbolic isometries. Let A+, A− be the attracting and repelling
fixed points of f in ∂X and let B+, B− be the attracting and repelling
fixed points of g in ∂X . We say f and g are independent if:
{A+, A−} ∩ {B+, B−} = ∅.
Hyperbolic isometries that are not independent are said to be depen-
dent.
3. A recipe for hyperbolic isometries
In this section we prove the principal tool used in the proof of the
main result of this article, producing a single element in the given group
that is hyperbolic for each action. The idea is to start with elements
f and g that are hyperbolic for different actions and then combine
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them into a single element fagb that is hyperbolic for both actions. A
theorem of the first author and Pettet shows that if g does not send
the attracting fixed point of f to the repelling fixed point, then fag is
hyperbolic in the first action for large enough a. We can reverse the
roles to get that fgb is hyperbolic in the second action for large enough
b. In order to simultaneously work with powers for both f and g, we
need a uniform version of this result. That is the content of the next
theorem, which generalizes Theorem 4.1 in [5].
Theorem 3.1. Suppose X is a δ–hyperbolic space and f ∈ Isom(X) is
a hyperbolic isometry with attracting and repelling fixed points A+ and
A− respectively. Fix disjoint neighborhoods U+ and U− in X for A+
and A− respectively. Then there is an M ≥ 1 such that if m ≥M and
g ∈ Isom(X) then fmg is a hyperbolic isometry whenever gU+∩U− = ∅.
The proof follows along the lines of Theorem 4.1 in [5]. In the follow-
ing two lemmas we assume the hypotheses of Theorem 3.1. The first
lemma is obvious in the hypothesis of Theorem 4.1 in [5] but requires
a proof in this setting.
Lemma 3.2. Given a point x ∈ U+ ∩ X there are constants t > 0
and C ≥ 0 such that if g ∈ Isom(X) is such that gU+ ∩ U− = ∅ then
d(x, fmgx) ≥ mt− C for all m ≥ 0.
Proof. Let A = {fnx|n ∈ Z} and for z ∈ X let
dz = inf{d(x
′, z) | x′ ∈ A}.
As f is a hyperbolic isometry, there is a constant τ ≥ 1 such that:
1
τ
|m− n| ≤ d(fmx, fnx) ≤ τ |m− n| .
This shows that for any z ∈ X the set πz = {x
′ ∈ A | d(x′, z) = dz} is
nonempty and finite.
Claim 1: There is a constant D ≥ 0 such that for any z ∈ X and
xz ∈ πz:
d(x, z) ≥ d(x, xz) + d(xz, z)−D.
Proof of Claim 1. Fix a point xz ∈ πz and geodesics α from xz to x, β
from z to xz and γ from z to x. Let ∆ be the geodesic triangle formed
with these segments and αˆ ∈ α, βˆ ∈ β and γˆ ∈ γ be the internal points
of ∆. These points satisfy the equalities:
d(z, βˆ) = d(z, γˆ) = a
d(x, γˆ) = d(x, αˆ) = b
d(xz, αˆ) = d(xz, βˆ) = c
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As insize of geodesic triangles is bounded by δ in a δ–hyperbolic space,
we have that d(αˆ, βˆ), d(βˆ, γˆ), d(γˆ, αˆ) ≤ δ. By the Morse lemma [3,
III.H.1.7], there is a constant R, only depending on τ and δ, and a
point y ∈ A such that d(αˆ, y) ≤ R. Thus we have that:
d(z, y) ≤ d(z, βˆ) + d(βˆ, αˆ) + d(αˆ, y) ≤ a + δ +R.
As xz ∈ πz we have:
a+ c = d(xz, z) ≤ d(z, y) ≤ a+ δ +R
and so c ≤ δ +R. Letting D = 2δ + 2R we compute:
d(x, z) = a+ b
= (b+ c) + (a+ c)− 2c
≥ d(x, xz) + d(xz, z)−D. 
Claim 2: There is a constant M0 ∈ Z such that if z /∈ U− and f
mx ∈
πz then m ≥M0.
Proof of Claim 2. Let xz = f
mx ∈ πz and without loss of generality
assume that m ≤ 0. Using the constant D from Claim 1 we have:
(xz . z)x =
1
2
(d(x, xz) + d(x, z)− d(xz, z))
≥ d(x, xz)−D/2.
Suppose that i ≤ m and let α be a geodesic from f ix to x. The Morse
lemma implies that there is an y ∈ α such that d(xz, y) ≤ R. Therefore:
d(x, xz) + d(xz, f
ix) ≤ d(x, y) + d(y, f ix) + 2R
= d(x, f ix) + 2R.
Hence for such i we have:
(
xz . f
ix
)
x
=
1
2
(
d(x, xz) + d(x, f
ix)− d(xz, f
ix)
)
≥ d(x, xz)− R.
This shows that (xz . A−)x ≥ d(x, xz)−R−2δ and so forK = max{D/2, R+
2δ} we have:
(z . A−)x ≥ min {(xz . z)x , (xz . A−)x} − δ ≥ d(x, xz)−K − δ
As z /∈ U−, the Gromov product (z . A−)x is bounded independently of
z and hence d(x, xz) is also bounded. 
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Now we will finish the proof of the lemma. Fix a point xg ∈ πgx.
Clearly we have fmxg ∈ πfmgx for m ≥ 0. As gx /∈ U−, by Claim 2 we
have xg = f
M0+nx for some n ≥ 0 and therefore:
d(x, fmxg) = d(x, f
M0+n+mx) ≥ d(x, fm+nx)− d(x, fM0x)
≥
1
τ
m− τ |M0| .
As fmxg ∈ πfmgx, Claim 1 implies:
d(x, fmgx) ≥ d(x, fmxg) + d(f
mxg, f
mgx)−D
≥
1
τ
m− (τ |M0|+D).
Since the constants τ , D and M0 only depend on f , x and the open
neighborhoods U+ and U−, the lemma is proven. 
The next lemma replaces Lemma 4.3 in [5] and its proof is a small
modification of the proof there.
Lemma 3.3. Fix x ∈ X ∩ U+ and for m ≥ 0 let αm be a geodesic
connecting x to fmgx. Then there is an ǫ ≥ 0 and M1 ≥ 0 such
that for m ≥ M1 the concatenation of the geodesics αm · f
mgαm is a
(1, ǫ)-quasi-geodesic.
Proof. Let dm = d(x, f
mgx).
As gU+ ∩ U− = ∅ we have U+ ∩ g
−1U− = ∅ and so the Gromov
product (g−1f−mx . fmx)x is bounded independent of g and m ≥ M1
for some constant M1. Indeed, by Proposition 2.5 there is a k ≥ 0
such that N(A+, k) ⊆ U+ and M1 ≥ 0 such that f
−mx ∈ U− and
fmx ∈ N(A+, k + 2δ) for m ≥M1. Hence (A+ . g
−1f−mx)x ≤ k and so
(g−1f−mx . fmx)x ≤ k + δ as:
min{(A+ . f
mx)x ,
(
g−1f−mx . fmx
)
x
} − δ ≤
(
A+ . g
−1f−mx
)
x
≤ k
for m ≥M1.
By making M1 larger, we can assume that for m ≥ M1 we have
fm(X−U−) ⊆ N(A+, k+4δ) by Proposition 2.7. Since gx, x /∈ U−, we
have that fmgx, fmx ∈ N(A+, k + 4δ) and so (f
mxg . fmx)x ≥ k + 3δ.
Hence (g−1f−mx . fmgx)x ≤ k + 2δ as:
min
{(
g−1f−mx . fmgx
)
x
, (fmgx . fmx)x
}
−δ ≤
(
g−1f−mx . fmx
)
x
≤ k+δ.
Therefore for C = k + 2δ and m ≥M1 we have:
d(x, fmgfmgx) = d(g−1f−mx, gfmx)
≥ d(g−1f−mx, x) + d(x, fmgx)− 2C
= 2dm − 2C.
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The proof now proceeds exactly as that of Lemma 4.3 in [5]. 
Proof of Theorem 3.1. Using lemmas 3.2 and 3.3 the proof of Theo-
rem 3.1 proceeds exactly like that of Theorem 4.1 in [5]. We repeat the
argument here.
Fix x ∈ U+ ∩ X , and let t > 0 and C ≥ 0 be the constants from
Lemma 3.2 ,and ǫ > 0 and M1 ≥ 0 be the constants from Lemma 3.3.
For m ≥ M1 we set Lm = d(x, f
mgx) ≥ mt − C. As in Lemma 3.3,
let αm : [0, Lm] → X be a geodesic connecting x to f
mgx, and let
βm = αm · f
mgαm. Then define a path γ : R→ X by:
γ = · · · (fmg)−1βm
⋃
αm
βm
⋃
fmgαm
fmgβm
⋃
(fmg)2αm
(fmg)2βm · · ·
See Figure 1.
(fmg)−1βm
βm
(fmg)−1x fmgx (fmg)3x (fmg)5x
x (f
mg)2x (fmg)4x
Figure 1. The path γ in the proof of Theorem 3.1.
By Lemma 3.3, γ is an Lm–local (1, ǫ)–quasi-geodesic and hence for
m large enough, γ is a (λ′, ǫ′)–quasi-geodesic from some λ′ ≥ 1 and
ǫ′ ≥ 0 (see [3, III.H.1.7 and III.H.1.13] or [5, Theorem 4.4]).
Let N be such that t = 1
λ′
LmN − ǫ
′ > 0. Then for any k 6= ℓ ∈ Z we
have
d((fmg)Nkx, (fmg)Nℓx) ≥
1
λ′
LmN |k − ℓ| − ǫ
′ ≥ t |k − ℓ| .
Thus (fmg)N is hyperbolic and therefore so is fmg. 
We conclude this section with an application of Theorem 3.1 to de-
pendent hyperbolic isometries (Theorem [5, Theorem 4.1] would suffice
as well).
Proposition 3.4. SupposeX is a δ–hyperbolic space and f, g ∈ Isom(X)
are dependent hyperbolic isometries. There is an N ≥ 0 such that if
n ≥ N then fgn is hyperbolic.
Proof. Let A+, A−, B+, B− ∈ ∂X be the attracting and repelling fixed
points for f and g respectively. Then fB+ 6= B− as one of these points
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is fixed by f . Thus there are neighborhoods V+ and V− for B+ and
B− respectively in X such that fV+ ∩ V− = ∅. Let N be the constant
from Theorem 3.1 applied to this set-up after interchanging the roles
of f and g. Hence gnf , and therefore the conjugate fgn as well, is
hyperbolic when n ≥ N . 
4. Finding neighborhoods
We now need to understand when we can find neighborhoods satis-
fying the hypotheses of Theorem 3.1 for all powers (or at least lots of
powers) of a given g. There are two cases that we examine: first when
g has a fixed point and second when g is hyperbolic.
Proposition 4.1. Suppose X is a δ–hyperbolic space and f ∈ Isom(X)
is a hyperbolic isometry with attracting and repelling fixed points A+
and A− in ∂X. Suppose g ∈ Isom(X) has a fixed point and consider a
sequence of elements (gk)k∈N ⊆ 〈g〉. Then either:
(1) there are disjoint neighborhoods U+ and U− of A+ and A− re-
spectively and a constant M ≥ 1 such that if k ≥ M then
gkU+ ∩ U− = ∅; or
(2) there is a subsequence (gkn) so that gknA+ → A−.
Further, if gA− = A− then (1) holds.
Proof. Let p ∈ X be such that gp = p. Thus gkp = p for all k ∈ N.
Fix a system of decreasing disjoint neighborhoods Uk
−
of A− and U
k
+
of A+ indexed by the natural numbers so that:
(x .A+)p ≥ k + δ for x ∈ U
k
+, and
(x .A−)p ≥ k + δ for x ∈ U
k
−.
This implies that for any two points x, x′ ∈ Uk+ we have that
(x . x′)p ≥ min{(x .A+)p , (x
′ . A+)p} − δ ≥ k.
Likewise for any two points y, y′ ∈ Uk
−
we have that (y . y′)p ≥ k.
For each n ∈ N, define In = {k ∈ N | gkU
n
+ ∩ U
n
−
6= ∅}. If In is a
finite set for some n, then (1) holds for the neighborhoods U− = U
n
−
and U+ = U
n
+ where M = max In + 1.
Otherwise, there is a strictly increasing sequence (kn)n∈N such that
kn ∈ In. Hence, for each n ∈ N, there is an element xn ∈ U
n
+ such that
gknxn ∈ U
n
−
. In particular,
(gknxn . A−)p ≥ n + δ. (4.1)
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On the other hand, since xn ∈ U
n
+ and gkn fixes the point p, we have
(gknxn . gknA+)p = (gknxn . gknA+)gknp
= (xn . A+)p ≥ n+ δ. (4.2)
Combining (4.1) and (4.2), we get (gknA+ . A−)p ≥ n for any n ∈ N.
Hence (2) holds.
Now suppose that gA− = A−. As A+ 6= A−, there is a constant
D ≥ 0 such that
(
f−kp . fkp
)
p
≤ D for all k ∈ N. For any n ∈ Z, we
have that
(
f−kp . gnf−kp
)
p
→ ∞ as k → ∞. In particular, for each
n ∈ Z, there is a constant Kn ≥ 0 such that
(
f−kp . gnf−kp
)
p
≥ D + δ
for k ≥ Kn. Therefore
(
gnf−kp . fkp
)
p
≤ D + δ for k ≥ Kn as:(
f−kp . fkp
)
p
≥ min
{(
f−kp . gnf−kp
)
p
,
(
gnf−kp . fkp
)
p
}
− δ.
As gp = p, we have
(
f−kp . gnfkp
)
p
=
(
g−nf−kp . fkp
)
p
and so we see
that
(
f−kp . gnfkp
)
p
≤ D+ δ for k ≥ K−n. This shows that (2) cannot
hold if gA− = A−. 
Proposition 4.2. SupposeX is a δ–hyperbolic space and f, g ∈ Isom(X)
are independent hyperbolic isometries. There are disjoint neighborhoods
U+ and U− of A+ and A− and an N ≥ 1 such that if k ≥ N then
gkU+ ∩ U− = ∅.
Proof. Let A+, A−, B+, B− ∈ ∂X be the attracting and repelling
fixed points for f and g respectively. As f and g are independent,
the set {A−, A+, B−, B+} consists of 4 distinct points. Take mutually
disjoint open neighborhoods U−, U+, V−, V+ of A−, A+, B−, B+ respec-
tively. North-South dynamics of the action of g onX implies that there
exist a N ≥ 1 such that gk(X −V−) ⊂ V+ for all k ≥ N . In particular,
gkU+ ⊆ V+ and since V+ ∩ U− = ∅ we see that g
kU+ ∩ U− = ∅ for
k ≥ N . 
5. Simultaneously producing hyperbolic isometries
We can now apply the above propositions via a careful induction to
prove the main result.
Theorem 5.1. Suppose that {Xi}i=1,...,n is a collection of δ–hyperbolic
spaces, G is a group and for each i = 1, . . . , n there is a homomorphism
ρi : G→ Isom(Xi) such that:
(1) there is an element fi ∈ G such that ρi(fi) is hyperbolic; and
(2) for each g ∈ G, either ρi(g) has a periodic orbit or is hyperbolic.
Then there is an f ∈ G such that ρi(f) is hyperbolic for all i = 1, . . . , n.
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Proof. We will prove this by induction. The case n = 1 obviously holds
by hypothesis.
For n ≥ 2, by induction there is an f ∈ G such that for i = 1, . . . , n−
1 the isometry ρi(f) ∈ Isom(Xi) is hyperbolic. For i = 1, . . . , n − 1,
let Ai+, A
i
−
∈ ∂Xi be the attracting and repelling fixed points of the
hyperbolic isometry ρi(f). By hypothesis, there is a g ∈ G so that
ρn(g) ∈ Isom(Xn) is hyperbolic. Let B+, B− ∈ ∂Xn be the attracting
and repelling fixed points of the hyperbolic isometry ρn(g). Our goal
is to find a, b ∈ N so that ρi(f
agb) is hyperbolic for each i = 1, . . . , n.
We begin with some simplifications. If ρn(f) ∈ Isom(Xn) is hyper-
bolic then there is nothing to prove, so assume that ρn(f) has a periodic
orbit, and so after replacing f by a power we have that f has a fixed
point. By replacing g with a power if necessary, we can assume that for
i = 1, . . . , n−1 the isometry ρi(g) is either the identity or has infinite or-
der. In fact, we can assume that ρi(g) has infinite order. Indeed, if ρi(g)
is the identity, then for all a, b ∈ N we have ρi(f
agb) = ρi(f
a), which is
hyperbolic by the inductive hypothesis. Hence any powers for f and g
that work for all other indices between 1 and n−1 necessarily work for
this index i as well. Again, by replacing g with a power if necessary,
we can assume that for each i = 1, . . . , n − 1 either ρi(g)A
i
−
= Ai
−
or
ρi(g
b)Ai− 6= A
i
− for each b ∈ Z−{0}. Finally, replacing g with a further
power necessary, we can assume that for each i = 1, . . . , n − 1 if ρi(g)
is not hyperbolic, then it has a fixed point. Analogously, by replacing
f with a power if necessary, we can assume that the isometry ρn(f)
has infinite order and that either ρn(f)B− = B− or ρn(f
a)B− 6= B−
for a ∈ Z− {0}.
There are various scenarios depending on the dynamics of the isome-
tries ρi(g) and ρn(f).
Let E ⊆ {1, . . . , n − 1} be the subset where the isometries ρi(g)
has a fixed point. Let H = {1, . . . , n − 1} − E; this is of course the
subset where ρi(g) is hyperbolic. For i ∈ H , let B
i
+, B
i
−
∈ ∂Xi be
the attracting and repelling fixed points of the hyperbolic isometry
ρi(g). We further identify the subset H
′ ⊆ H where ρi(f) and ρi(g)
are independent.
We first deal with the spaces where ρi(g) is hyperbolic. To this end,
fix i ∈ H .
If i ∈ H ′, then by Proposition 4.2 there are disjoint neighborhoods
U i+, U
i
− ⊂ Xi of A
i
+ and A
i
− respectively and anNi so that for k ≥ Ni we
have ρi(g
k)U i+∩U
i
− = ∅. Applying Theorem 3.1 with the neighborhoods
U+ and U−, there is a Mi so that for a ≥ Mi and b ≥ Ni the element
ρi(f
agb) is hyperbolic.
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If i ∈ H − H ′ then, by Proposition 3.4, for each a ∈ N there is
a constant Ci(a) ≥ 0 such that the isometry ρi(f
agb) is hyperbolic if
b ≥ Ci(a).
To create a uniform statements in the sequel, for i /∈ H ′ (including
i ∈ E), set Ci(a) = 0 for all a ∈ N. Also, set Mi = Ni = 0 for
i ∈ H −H ′.
Summarizing the situation for far, we let M0 = max{Mi | i ∈ H}
and N0 = max{Ni | i ∈ H}. Then, at this point, we know that if
i ∈ H , a ≥ M0 and b ≥ N0 then the element ρi(f
agb) is hyperbolic so
long as b ≥ Ci(a).
Next we deal with the spaces where ρi(g) has a fixed point. To this
end, fix i ∈ E.
Let E ′ ⊆ E be the subset where condition (1) of Proposition 4.1
holds using ρi(gk) = ρi(g
N0+k). The analysis here is similar to the
the case when i ∈ H ′. By assumption, for i ∈ E ′, there are disjoint
neighborhoods U i+, U
i
− ⊂ Xi of A
i
+ and A
i
− respectively and an Ni so
that for k ≥ Ni we have ρi(gk)U
i
+ ∩ U
i
−
= ∅. Applying Theorem 3.1
with the neighborhoods U i+ and U
i
−
, there is a Mi so that for a ≥ Mi
the element ρi(f
agb) is hyperbolic if b ≥ Ni.
To summarize again, let M1 = max{Mi | i ∈ H ∪ E
′} and N1 =
max{Ni | i ∈ H ∪ E
′}. Then at this point, if i ∈ H ∪ E ′, a ≥ M1 and
b ≥ N1 then the element ρi(f
agb) if hyperbolic so long as b ≥ Ci(a).
It remains to deal with E−E ′; enumerate this set by {i1, . . . , iℓ}. As
condition (1) of Proposition 4.1 does not hold for ρi1(gk) = ρi1(g
N0+k)
acting onXi1 , there is a subsequence (g
kn) ⊆ (gN0+k) such that ρi1(g
kn)Ai1+ →
Ai1− . By iteratively passing to subsequences of (g
kn), we can assume that
for all i ∈ E−E ′, either the sequence of points (ρi(g
kn)Ai+) ⊆ ∂Xi con-
verges or is discrete.
Notice that for i ∈ E−E ′, the the final statement of Proposition 4.1
implies that ρi(g)A
i
− 6= A
i
−. Coupling this with one of our earlier
simplifications, we have that ρi(g
b)Ai− 6= A
i
− for all b ∈ Z−{0}. Hence,
there is a K ∈ N such that for any i ∈ E − E ′ the sequence (gK+kn)
satisfies either: ρi(g
K+kn)Ai+ → pi 6= A
i
−
or (ρi(g
K+kn)Ai+) ⊂ ∂Xi
is discrete. Indeed, suppose ρi(g
kn)Ai+ → pi (nothing new is being
claimed in the discrete case). If pi /∈ {ρi(g
k)Ai
−
}k∈Z, then neither is
ρi(g
K)pi for any K ∈ N so ρi(g
K+kn)Ai+ → ρi(g
K)pi 6= A
i
−. Else, if pi =
ρi(g
Ki)Ai−, then for K 6= −Ki we have ρi(g
K+kn)Ai+ → ρi(g
K+Ki)Ai− 6=
Ai−. So by taking K ∈ N to avoid the finitely many such −Ki we see
that the claim holds. Without loss of generality, we can assume that
K ≥ N1.
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Hence for each i ∈ E − E ′, by Proposition 4.1, there are disjoint
neighborhoods U i+, U
i
−
⊂ X of Ai+ and A
i
−
respectively and an Ni so
that for n ≥ Ni we have ρi(g
K+kn)U i+∩U
i
−
= ∅. Applying Theorem 3.1
with the neighborhoods U i+ and U
i
−
, there is a Mi so that for a ≥ Mi
the element ρi(f
agK+kn) is hyperbolic if n ≥ Ni.
Putting all of this together, let M2 = max{Mi | 1 ≤ i ≤ n− 1} and
let N2 = max{Ni | i ∈ E−E
′}. Thus for all i = 1, . . . , n−1, if a ≥ M2,
and n ≥ N2 then ρi(f
agK+kn) is hyperbolic so long as K + kn ≥ Ci(a).
(Notice that K + kn ≥ K ≥ N1 by assumption.)
We now work with the action on the space Xn. Interchanging the
roles of f and g and arguing as above using Proposition 4.1 to the
sequence of isometries (ρn(f
ℓ)) we either obtain a subsequence (f ℓm) ⊆
(f ℓ) and constants M3 and N3 so that ρn(f
ℓmgb) is hyperbolic ifm ≥ M3
and b ≥ N3.
Fix some m ≥ M3 large enough so that a = ℓm ≥ M2 and let
C = max{Ci(a) | 1 ≤ i ≤ n − 1}. Now for n ≥ N2 large enough so
that b = K + kn ≥ max{C,N3} we have that ρi(f
agb) is hyperbolic for
i = 1, . . . , n as desired. 
6. Application to Out(FN)
Let FN be a free group of rank N ≥ 2. A free factor system of FN
is a finite collection A = {[A1], [A2], . . . , [AK ]} of conjugacy classes of
subgroups of FN , such that there exist a free factorization
FN = A1 ∗ · · · ∗ AK ∗B
where B is a (possibly trivial) subgroup, called a cofactor. There is a
natural partial ordering among the free factor systems: A ⊑ B if for
each [A] ∈ A there is a [B] ∈ B such that gAg−1 < B for some g ∈ FN .
In this case, we say that A is contained in B or B is an extension of A.
Recall, the reduced rank of a subgroup A < FN is defined as
rk(A) = min{0, rk(A)− 1}.
We extend this to a free factor systems by addition:
rk(A) =
K∑
k=1
rk(Ak)
where A = {[A1], [A2], . . . , [AK ]}. An extension A ⊑ B is called a
multi-edge extension if rk(B) ≥ rk(A) + 2.
The group Out(FN) naturally acts on the set of free factor systems as
follows. Given A = {[A1], [A2], . . . , [AK ]}, and ϕ ∈ Out(FN ) choose a
representative Φ ∈ Aut(FN) of ϕ, a realization FN = A1∗· · ·∗AK ∗B of
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A and define ϕ(A) to be the free factor system {[Φ(A1)], . . . , [Φ(AK)]}.
Given a free factor system A consider the subgroup Out(FN ;A) of
Out(FN) that stabilizes the free factor systemA. The group Out(FN ;A)
is called the outer automorphism group of FN relative to A, or the rela-
tive outer automorphism group if the free factor system A is clear from
context. If A = {[A]}, there is a well-defined restriction homomor-
phism Out(FN ;A)→ Out(A) we denote by ϕ 7→ ϕ |A [13, Fact 1.4].
For a subgroup H < Out(FN) and H–invariant free factor systems
F1 ⊑ F2, we say that H is irreducible with respect to the extension
F1 ⊑ F2 if for any H–invariant free factor system F such that F1 ⊑
F ⊑ F2 it follows that either F = F1 or F = F2. We sometimes
say that H is relatively irreducible if the extension is clear from the
context. The subgroup H is relatively fully irreducible if each finite
index subgroup H′ < H is relatively irreducible. For an individual
element ϕ ∈ Out(FN), we say that ϕ is relatively (fully) irreducible if
the cyclic subgroup 〈ϕ〉 is relatively (fully) irreducible.
In close analogy with Ivanov’s classification of subgroups of mapping
class groups [20], in a series of papers Handel and Mosher gave a classi-
fication of finitely generated subgroups of Out(FN) [12, 13, 14, 15, 16].
Theorem 6.1 ([12, Theorem D]). For each finitely generated subgroup
H < IAN(Z/3) < Out(FN), each maximal H–invariant filtration by
free factor systems ∅ = F0 ⊏ F1 ⊏ · · · ⊏ Fm = {[FN ]}, and each
i = 1, ..., m such that Fi−1 ⊏ Fi is a multi-edge extension, there exists
ϕ ∈ H which is irreducible with respect to Fi−1 ⊏ Fi.
Here, IAN (Z/3) is the finite index subgroup of Out(FN ) which is the
kernel of the natural surjection
p : Out(FN)→ H
1(FN ,Z/3) ∼= GL(N,Z/3).
For elements in IAN(Z/3), irreducibility is equivalent to full irreducibil-
ity hence in the above statement we can also conclude that ϕ is fully
irreducible [12, Theorem B].
Handel and Mosher conjecture that there is a single ϕ ∈ H which is
(fully) irreducible for each multi-edge extension Fi−1 ⊏ Fi [12, Remark
following Theorem D]. The goal of this section is to prove this conjec-
ture. Invoking theorems of Handel–Mosher and Horbez–Guirardel, this
is (essentially) an immediate application of Theorem 5.1. We state the
set-up and their theorems now.
Definition 6.2. Let A be a free factor system of FN . The complex
of free factor systems of FN relative to A, denoted FF(FN ;A), is the
geometric realization of the partial ordering ⊑ restricted to proper free
factor systems that properly contain A.
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If A = {[A1], [A2], . . . , [AK ]} is a free factor system for FN , its depth
is defined as:
DFF(A) = (2N − 1)−
K∑
k=1
(
2 rk(Ak)− 1
)
The free factor system A is nonexceptional if DFF(A) ≥ 3.
Theorem 6.3 ([17, Theorem 1.2]). For any nonexceptional free fac-
tor system A of FN , the complex FF(FN ;A) is positive dimensional,
connected and δ–hyperbolic.
Although the group Out(FN) does not act on FF(FN ;A), the nat-
ural subgroup Out(FN ;A) associated to the free factor system A acts
on FF(FN ;A) by simplicial isometries. In a companion paper Han-
del and Mosher characterize the elements of Out(FN ;A) that act as a
hyperbolic isometry of FF(FN ;A):
Theorem 6.4 ([18]). For any nonexceptional free factor system A of
FN , ϕ ∈ Out(FN ;A) acts as a hyperbolic isometry on FF(FN ;A) if
and only if ϕ is fully irreducible with respect to A ⊏ {[FN ]}.
Remark 6.5. An alternative proof of Theorem 6.4 is given by Guirardel
and Horbez in [9] using the description of the boundary of the relative
free factor complex. Further, with a slight modification of the def-
inition of the relative free factor complex, both Handel and Mosher
and Guirardel and Horbez can additionally prove that the theorem
holds for the only remaining multi-edge configuration which is when
A = {[A1], [A2], [A3]} and FN = A1 ∗ A2 ∗ A3. Yet another proof of
Theorem 6.4 when the cofactor is non-trivial is given by Radhika Gupta
in [11] using dynamics on relative outer space and relative currents.
We are now ready to prove our application:
Theorem 6.6. For each finitely generated subgroup H < IAN(Z/3) <
Out(FN) and each maximal H–invariant filtration by free factor sys-
tems ∅ = F0 ⊏ F1 ⊏ · · · ⊏ Fm = {[FN ]}, there is an element ϕ ∈ H
such that for each i = 1, . . . , m such that Fi−1 ⊏ Fi is a multi-edge
extension, ϕ is irreducible with respect to Fi−1 ⊏ Fi.
Proof. Let I be the subset of indices i such that Fi−1 ⊏ Fi is a multi-
edge extension.
Given i ∈ I, since H < IAN(Z/3), each component of Fi−1 and Fi
is H–invariant [14, Lemma 4.2]. Moreover, by the argument at the
beginning of Section 2.1 in [16], since H is irreducible with respect
to Fi−1 ⊏ Fi (this follows from maximality of the filtration) there is
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precisely one component [Bi] ∈ Fi that is not a component of Fi−1. Let
Âi be the maximal subset of Fi−1 such that Âi ⊏ {[Bi]}. Notice that
this extension is again multi-edge, indeed rk(Bi) − rk(Âi) = rk(Fi) −
rk(Fi−1). The system Âi can be represented by {[Ai,1], . . . , [Ai,Ki]}
where Ai,k < Bi for each k. Let Ai be the free factor system in the
subgroup Bi consisting of the conjugacy classes in Bi of the subgroups
Ai,k. Then a given ϕ ∈ H is irreducible with respect to Âi ⊏ {[Bi]},
equivalently Fi−1 ⊏ Fi as the remaining components are the same, if
and only if the restriction ϕ |Bi∈ Out(Bi;Ai) is irreducible relative to
Ai.
For i ∈ I, let Xi = FF(Bi;Ai) and consider the action homomor-
phism ρi : H → Isom(Xi) defined by ρi(ϕ) = ϕ |Bi . These spaces are
δ–hyperbolic for some δ by Theorem 6.3 and by the above discussion
and Theorem 6.4, ρi(ϕ) is a hyperbolic isometry if ϕ ∈ H is irreducible
with respect to Fi−1 ⊏ Fi. If ρi(ϕ) is not irreducible with respect to
Fi−1 ⊏ Fi, then ρi(ϕ) fixes a point in Xi. By Theorem 6.1, for each
i ∈ I, there exist some ϕi ∈ H that is irreducible with respect to
Fi−1 ⊏ Fi and hence ρi(ϕi) is a hyperbolic isometry.
We are now in the model situation of Theorem 5.1. We conclude
that there is a ϕ ∈ H such that ρi(ϕ) is a hyperbolic isometry for all
i ∈ I. By the above discussion, this means that ϕ is (fully) irreducible
with respect to Fi−1 ⊏ Fi for each i ∈ I as desired. 
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