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From Individual Human Agents to Crowds
 
Daniel Thalmann, Soraia Raupp Musse, Marcelo Kallmann 
 
In this paper, we first try to identify which mechanisms are to be simulated in order to implement truly virtual
humans or actors. Starting from a structure linking perception, emotion, behaviour, and action, we empha-
size the central concept of autonomy and introduce the concept of Levels of Autonomy. Finally, we propose
a new abstraction for the specification of behaviours in complex virtual environment simulations involving
human agents, groups of agents, and interactive objects endowed with different levels of autonomy.
 
Introduction
 
Virtual human agents
 
 (also referred to as 
 
virtual humans
 
,
 
agents
 
, or 
 
virtual actors
 
) are humanoids whose behaviour is in-
spired by that of humans [Meyer/Guillot 94]. They are
equipped with sensors, memory, perception, and behavioural
motor that enable them to act and react to events. They can also
be much simpler, like guided by users in real time or interpret-
ing predefined commands. We will use the term 
 
group
 
 to refer
to a group of agents, and the term 
 
object
 
 for an interactive ob-
ject of the environment. Agents, groups, and objects constitute
the entities of the simulation.
Agents inhabit a dynamic and unpredictable world. To be au-
tonomous, they must be able to perceive their environment and
decide what to do to achieve the goal defined by their behav-
iour. The actions are then transformed into motor control ac-
tions. Hence, the design of a behavioural animation system
raises questions about creating autonomous actors, endowing
them with perception, selecting their actions, their motor con-
trol, and making their behaviour credible. They should seem
spontaneous and unpredictable and give an illusion of life,
making the audience believe that the actor is really alive and
has its own will. Credibility of an actor is accomplished by
emotions clearly expressed at the right moment [Bates 94]. It is
the observable emotions of an actor and the way it reacts that
makes it appear like a living being with needs and desires. Oth-
erwise, an actor would look like an automaton. Moreover, emo-
tions make actors, placed in the same context, react differently.
By defining different emergence conditions on different actors
for their emotions, the resulting emotions are ensured to be dif-
ferent and leading to different behaviours.
 
Modelling the Properties of Virtual Humans
 
The ultimate objective of modelling actor behaviours is
to build intelligent autonomous virtual humans with adapta-
tion, perception and memory, capable to act freely and emo-
tionally, and to be conscious and unpredictable. 
 
2.1 Perception
 
Perception is defined as the awareness of the elements in the
environment through physical sensation. This is achieved by
equipping the agents with visual, tactile and auditory sensors so
that they simulate everyday human behaviour such as visually
directed locomotion, handling of objects, and responding to
sounds and utterances. The most important perceptual subsys-
tem is the visual system. A vision-based approach [Renault et
al. 90] is ideal for modelling a behavioural animation, and of-
fers a universal approach to passing information from the envi-
ronment to the actor in the context of path searching, obstacle
avoidance, and internal knowledge representation with learn-
ing and forgetting characteristics.
At a higher level, we may decompose perception as suggest-
ed by [Becheiraz/Thalmann 98]. An actor’s perception may be
restricted to the objects and other actors in the neighbourhood.
But this limits the number of possible behaviours because only
the presence and the characteristics of an object or an actor are
implied in selecting a behaviour; the actions of the other actors
are not taken into account. The perception module produces
three types of perception: the perception of the presence of ob-
jects and actors, the perception of actions of actors, and the per-
ception of actors performing actions on objects.
 
2.2 Emotion
 
Emotion may be defined as the affective aspect of conscious-
ness: a state of feeling, a psychic and physical reaction (like an-
ger or fear), subjectively experienced as a strong feeling, and
physiologically involving changes that prepare the body for im-
mediate vigorous action. Actors must be capable of responding
1
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emotionally to their situation and acting physically within it.
Apart from making the actors more realistic, visible actors’
emotions provide designers with a direct means for affecting
the user’s own emotional state. Actors are therefore equipped
with a simple computational model of emotional behaviour, to
which emotionally related behaviour such as facial expressions
and posture can be coupled, and which can be used to influence
their actions.
An emotion is a person’s reaction to a perception. It leads
him or her to respond by a facial expression, a gesture, or to se-
lect a specific behaviour. An emotion happens between a per-
ception and a subsequent reaction. Two different persons can
have different reactions to the same perception, depending on
how they are affected by this perception.
[Ortony et al. 90] describe an emotional model. Emotions are
caused in reaction to objects, agents’ actions, and events. The
class of emotions caused by events can be classed in three
groups of emotion types:
• the emotions caused by potential events. 
• events affecting the fate of others, and 
• events affecting the well-being of the actor. 
Each class is characterized by emergence conditions for each
of its emotions and variables affecting its intensity. The emo-
tions felt by an actor are caused by its perception. Although
some perceived objects, actors or actions are necessary for the
emergence of an emotion, they may not possess the required
qualities with sufficient intensity to produce an emotion effec-
tively pewrceived by the actor.
 
2.3 Behaviour
 
Behaviour is often defined as the way in which animals and
humans act, and is usually described in natural language terms
which have social, psychological or physiological meaning, but
which are not necessarily easily reducible to the movement of
one or two muscles, joints or end effectors. Behaviour is also
the response of an individual, group, or species to its environ-
ment. Behaviour is not only reacting to the environment but
also includes the flow of information by which the environment
acts on the living creature as well as how the creature codes and
uses this information.
Behaviour may be described in a hierarchical way. The
behavioural model decomposes a behaviour into simpler
behaviours which may themselves be decomposed further.
Each level of this hierarchical decomposition contains one or
more behaviours performed either sequentially, or concurrent-
ly. A level of the hierarchy containing several behaviours to be
performed sequentially is called a 
 
behaviour
 
. Each behaviour
of a behaviour sequence is called a 
 
behavioural cell
 
. A behav-
ioural cell contains behaviours which are performed either con-
currently, or exclusively when inhibition rules are specified.
The behaviours contained in a behavioural cell are either be-
haviours or elementary behaviours. A behaviour allows recur-
sive decomposition in the hierarchy. An elementary behaviour
is situated at the bottom of the hierarchical decomposition and
encapsulates a specialized behaviour which directly controls
one or more actions. A behaviour is executed by recursively
performing each of the behaviour, behavioural cell and elemen-
tary behaviour entities at
each level of the hierarchical
structure of the behaviour.
A high level behaviour re-
acts to sensorial input and
uses special knowledge. A
means of modelling behav-
iours is the use of an automa-
ton. Each actor has an inter-
nal state which changes with
each time step according to
the currently active automaton and its sensorial input. To con-
trol the global behaviour of an actor we use a stack of behav-
iours. At the beginning of the animation the user pushes a se-
quence of behaviours (the script) into the actor’s stack. At the
end of the current behaviour the animation system pops the
next behaviour from the stack and executes it. This process is
repeated until the actor’s behaviour stack is empty. Some of the
behaviours use this stack too, to achieve subgoals by pushing
itself with the current state on the stack and switching to the
new behaviour. When this new behaviour has finished, the au-
tomaton pops the old interrupted behaviour and proceeds. With
this behaviour control using a stack, an actor becomes more au-
tonomous and creates its own subgoals while executing the
original script.
 
2.4 Action
 
Based on perceptual information, an actor’s behavioural
mechanism determines the actions to perform. Actions may
have several degrees of complexity. An actor may evolve in its
environment, or it may interact with the environment, or com-
municate with other actors.
Actions are performed using a common motion architecture.
The action module manages the execution of the actions used
by a behaviour by animating a generic human model based on
a node hierarchy. It allows the concurrent or sequential execu-
tion of actions by managing smooth transitions between termi-
nating and initiating actions [Boulic et al. 97].
The animation is driven by a behavioural loop. The role of
the behavioural loop is to update the state of the virtual world.
At each iteration, the time is incremented by a discrete time
step. To update the state of the virtual world, the loop updates
the state of each object and actor. In the case of an actor, the
perception is first carried through, then its emotions are gener-
ated, before its behaviour and its actions are performed:
repeat
for each object and actor perception
for each actor emotions generation
for each object and actor behaviour execution
for each object and actor actions execution
 
2.5 Memory
 
Memory is usually defined as the power or process of
reproducing or recalling what has been learned and retained,
especially through associative mechanisms. Memory is also the
store for things learned and retained from an organism’s activ-
ity or experience, as evidenced by modification of structure or
Perception Emotion
Behaviour
Action
Fig. 1: Structure of the 
behavioral model
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behaviour, or by recall and recognition.The implementation of
memory in an actor is not very complex, as the memory is al-
ready a key concept in computer science. For example, [Noser
et al. 95] propose a global 3D visual memory that allows an ac-
tor to memorize the environment he sees, and to adapt it to a
changing environment. 
 
Autonomy and Levels of Autonomy
3.1. Autonomy
 
Autonomy is generally defined as the quality or state of self-
control. [Bourgine 94] defines an autonomous system as a sys-
tem which has the capacity to guess viable actions. In cybernet-
ics and in cognitive psychology, autonomy has always been
strongly connected with self-organization [Courant et al. 94].
Hence, computer scientists sometimes prefer the following
definition of autonomy: “the capacity of a system to maintain
its viability in various and changing environments”.
 The need for autonomous behaviour of actors arises from
several considerations:
• in 
 
virtual environments
 
 where users are aided by actors for
learning, equipment training etc.
• in 
 
computer-generated films
 
, more autonomous behaviour
built into the 
 
virtual humans 
 
saves work for the designer in
creating complete scenarios
• in 
 
simulation of real-life events
 
, like building evacuation in
case of fire etc.
• in 
 
interactive games
 
, autonomous behaviour creates the illu-
sion that the actors are real humans.
Different parameters of agents’ simulation can be defined to
achieve a compromise between different requirements: interac-
tivity, complex behaviours, intelligent abilities and frame exe-
cution rate are directly related to the 
 
level of autonomy
 
 of each
simulation entity. We distiguish three kinds of behavioural
autonomy: 
•
 
Guided autonomy 
 
denotes the lower level of autonomy
where the behaviours have to be informed by an external
process (user, other system, etc.). 
•
 
Programmed
 
 
 
control
 
 implies the use of a notation to define
possible behaviours; the entity translates this information
into internal behaviours. 
•
 
Autonomous behaviour
 
 is the capability of contacting inde-
pendantly, exhibiting control over the internal state.
When less compromise with complex behaviours is neces-
sary in the simulation, “less autonomous” agents can perform
best in terms of frame execution rate and interactivity. The clas-
sification presented in Table 1 shows the main difference be-
tween the three levels of agent control. Different systems can
be developed, blending the control in one single simulation.
For instance, an agent can have a programmed or guided mo-
tion, but also memory with learning processes in order to
achieve new behaviours, which can have more priority than the
programmed or guided behaviours. Table 2 exemplifies the
three level of actor autonomy, using two different agent tasks.
 
3.2. Levels of Autonomy Related to Groups of Agents
 
For the simulation of crowds of virtual actors we aim to avoid
dealing with individual behaviours. Our goal is to describe
methods to provide intelligence focused in a common group
entity that controls its individuals. Figure 2 shows the correla-
tion between these two parameters.
We call the crowd a 
 
groups-based application, 
 
and say 
 
group
applications 
 
when individual complexity is less required. In
this latter case, the intelligence abstraction is included in the
groups. Although some crowd simulations seem to be com-
posed of autonomous agents, the individuals are controlled by
complex groups’ behaviours. However, some rule-based be-
havioural animation can be used in simulations formed by
small groups.
3
guided programmed autonomous
Memory Generally not 
provided
Generally not 
provided
Connected with others 
parameters internally to agents
Learning Not provided Not provided Can be present
Autonomy Low Medium High
Self-control Not provided Not provided Result of a behavioural complex 
process using other internal 
parameters
Perception Generally not 
provided
Should be 
provided
Can be vision, structure-oriented 
and connected to other 
parameters, e.g. action.
Behaviour Driven-oriented Program-oriented Agent-oriented. Result of 
behavioural process using other 
parameters, e.g. perception.
Action Driven-oriented Program-oriented Agent-oriented decision.
Motion Driven-oriented Program-oriented Motion planning based.
Table 1: Comparison between different levels of autonomy
Agent level of 
automomy
Agent goes to a specific 
location
Agent applies a specific action
Guided Agent needs to receive during 
the simulation a list of collision-
free positions
Agent needs to receive 
information about the action to 
be applied
Programmed Agent is programmed to 
manage the information of a 
path to follow while avoiding 
collision with other agents and 
programmed obstacles
Agent is programmed to 
manage where and how the 
action can occur 
Autonomous Agent is able to perceive 
information in the environment 
and decide a path to follow to 
reach the goal, using the 
environment perception or the 
memory (past experiences)
Agent can decide about an 
action to be applied. This action 
can be programmed, imitated 
or existent in the memory (past 
experiences)
Table 2: Levels of autonomy present in different agent-
oriented tasks.
Groups-based application
Agents-based application
High
Low
Low
High
Groups
LoA
Agents
LoA
Fig. 2: Correlation between groups and agents level of 
autonomy (LoA).
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With respect to levels of autonomy, we classify the crowd be-
haviours:
i)
 
Guided crowds
 
, with behaviours defined explicitly by the
users;
ii)
 
Programmed crowds
 
, with behaviours programmed in a
scripting language;
iii)
 
Autonomous crowds
 
, with behaviours specified by rules or
other complex methods.
Table 3 exemplifies this classification of crowd autonomy
using two different crowd tasks.
In the hierarchy found in crowds systems (crowds, groups
and agents), complex structures like memory, decision etc. can
be defined in the group level: the agents do not need this infor-
mation.
 
3.3. Level of Autonomy related to Objects
 
When the simulation has to handle complex agent-object in-
teractions, many difficult issues arise, because each object has
its own movements, functionality and purposes. There is a
range of growing complexity for possible agent-object interac-
tions in a virtual environment. Examples are actions like grasp-
ing a fruit, automatic doors that open when agents are nearby,
and also complex ones like entering a lift.
One could imagine that agents’ perceptions can solve all the
reasoning and planning processes necessary to achieve a sim-
ple task like, for instance, a single-hand automatic grasping of
a small object. But this is no more possible for interactions with
objects that have an intricate proper functionality like the lift
example (Figure 4). Moreover, even for simpler interactions as
our grasping example, we did not consider semantic aspects,
e.g. recognising through sensors if a given fruit can be eaten or
not.
A first approach to overcome these difficulties is to maintain
a table with some semantic and grasping information for all
graspable objects. Another approach models all possible object
interaction features like its functionality and semantic informa-
tion, containing also a complete description of all possible
interactions it can offer to the agent. In fact, more information
related to the object increases its level of autonomy. In the
scope of simulations in virtual environments, increasing an ob-
ject’s level of autonomy moves it from a guided state to a
programmed state, and a complete autonomous state. In the
lowest level of autonomy, the object only knows possible
movements it can apply to its parts. In the highest level, the ob-
ject has all interaction information necessary, in a form of pre-
defined plans, to take control over the agent and make it per-
form the interaction. In a mid-term, the programmed object
controls its moveable parts, based on the agent decisions taken
during the interaction.
Table 4 illustrates how an agent proceeds according to the
different levels of autonomy for three different interactive ob-
jects in the environment: a door that opens with a simple lateral
translation movement, a direction sign, and a two-stage lift. De-
pending on the level of autonomy of each object, different sen-
sors (table 4) are required in the agent to perform an interac-
tion. Such sensors can be difficult to control and expensive in
terms of both computer memory and computer process time. To
minimise such costs, and depending on the application, it can
be interesting to use highly autonomous interactive objects.
That means adopting the strategy of leaving inside each inter-
active object a list of available pre-defined plans that are auto-
matically updated depending on objects’ internal states.
 
3.4. A new Abstraction for Specification of Behaviours
 
With the abstraction levels guided, programmed and autono-
mous behaviours in mind, we present a schema that includes
the entities group and object, as showed in Figure 3. We can so
classify a simulation in terms of the autonomy distribution
among its entities, i.e., a simulation 
 
S
 
i
 
 can be expressed as a
function of three components: agents, groups and objects:
 
S
 
i
 
 = f (LOA(Agents), LOA(Groups), LOA(Objects))
 
.
Crowd LOA Group goes to a specific location Group reacts to matched event
Guided During the simulation, the group needs to receive a list of positions "in-
betweens" in order to reach the goal.
The group needs to receive information about the matched event and the 
reaction to be applied.
Programmed The group is programmed to manage the information of a path to follow, 
avoiding collision with other agents and programmed obstacles.
The group can manage programmed events and reactions.
Autonomous The group is able to perceive information in the environment, and decide a path 
to follow to reach the goal, using the environment perception or the memory 
(past experiences).
The group can perceive a matched event and decide about the reaction to 
be applied. This reaction can be also programmed or existent in the group 
memory (past experiences).
Table 3: Levels of autonomy present in different group-oriented tasks
Object LOA Door sign Lift
Guided The agent has to move its arm to an reachable and 
meaningful location of the door, and control its 
movement, and open the door.
The agent recognises that the sign has an arrow 
and recognises the direction.
The agent recognises where the call button is, how 
and when the door opens, how and where to enter 
inside the lift, when and how to get off, etc.
Programmed The agent has to move its arm to the right place, but 
the door opens by itself.
The agent recognises the sign, but the direction is 
given with no recognition.
The agent accesses the current lift state and 
decides its moves accordingly.
Autonomous The door takes control of the agent, telling exactly 
the place where to put its hand and the complete 
movement of the door
The sign gives a new direction to go for each agent 
that passes nearby.
The lift takes control of the movements of the agent 
and gives him a complete plan, based on primitive 
actions, to perform the interaction.
Table 4: LOA present in different objects-oriented tasks
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This way, depending on the application, we can choose the
best distribution of autonomy to adopt. In general, if the
simulation focusses in the behaviour of a given entity, this en-
tity might have a maximum level of autonomy.
Interesting cases arise when we choose to have different lev-
els of autonomy among the individuals of a same entity type.
Consider, for example, the case of a simulation of autonomous
agents, with a limited set of sensors, interacting with objects.
The objects of the environment which are simple enough to be
guided by such agents can be initialised as guided; while other
more complex objects can be initialised with more autonomy.
We must adopt a consistent strategy of priorities and negotia-
tion in simulations where two entities with high LOA need to
achieve a common task. One example is when an autonomous
agent receives a complete plan from an autonomous object to
achieve some interaction task. In this case, the agent will use its
sensors to validate, or even improve, the plan. For this to hap-
pen, both entities must be capable of negotiating, with a com-
mon notion of priorities. A similar negotiation is needed when
an autonomous agent is required to follow a behaviour that
comes from its current autonomous group control.
We exemplify these simulations with the description of three
simulations:
i)
 
Simulation of autonomous agents in a train station, with
interaction between chairs, counters and a lift
 
 (figure 4).
Most are guided objects. The lift, which has a complex
functionality, is autonomous. Thus, we regard the overall
object autonomy as medium (programmed): the agent per-
ceives and interacts with the different objects, sits on
chairs, buys a ticket in a counter, and takes the lift. Because
of the limited set of agent perceptions, the agent just ac-
cepts the autonomous behaviour of the lift, no negotiation
is done .
ii)
 
Simulation of groups of agents involved in a political
demonstration 
 
(figure 5)
 
.
 
 The groups have their motion
programmed, but are autonomous in their perception of
other agents and their ability to react to the proximity of
others. As in the example i), we chose to represent this
mixed control as medium level of autonomy. The agents
are programmed according to the groups’ behaviours. 
iii)
 
Simulation of a party populated by autonomous groups
 
(figure 6). The groups have two possible emotional states:
 
social
 
 (representing groups that prefer to walk and meet
others than eating) or 
 
hungry
 
 (the opposite idea). Through
the meeting of groups, the emotional state can be dynami-
cally changed as a function of sociological rules. If a group
decides to eat something, the autonomous object table
controls the interaction with the table of food.
 
Conclusions
 
In this paper, we propose a new abstraction to be consid-
ered in order to distribute the autonomy among the entities of
the simulation. The idea we dealt herewith shows the possibil-
ity to improve the frame execution rate as well as to optimise
the complexity required, by distributing some knowledge and
4
Level of
Autonomous Programmed Guided
Intelligent entity
Agents
Groups
Objects
Autonomy
Fig 3: Level of autonomy vs. intelligent entity.
Fig. 4: Agents interacting with a lift. We used a lift 
programmed as a smart object to generate the 
Image.
Fig. 5: Political demonstration where autonomous and programmed 
groups are able to interact with others and react as a function of it. We 
used a crowd simulation framework to generate the image.
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autonomy to other entities of the simulation: groups and
objects. We tested this paradigm in the context of a 
 
Virtual City
 
project [Farenc et al. 99] because we have to simulate several
virtual human agents that can act in differently ways and apply
different actions. 
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