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A general method for determining the exact null density and distribution 
of VP’, a constant times Hotelling’s generalized To2 statistic, for integral values 
of m (= (nI - p - 1)/2) is provided by inversion of Laplace transforms. The 
density of U(p) has been given explicitly for p = 3 and 4, and small values of m. 
Three approximations to the distribution of U’Y’ are also discussed and com- 
parisons made with the exact distribution. 
1. INTRODUCTION 
Let SJn, and S&z, be two symmetric matrices of order p estimating the 
same covariance matrix, where S, is positive definite having a Wishart distribu- 
tion with n2 degrees of freedom, and S1 is at least positive semidefinite having 
a noncentral Wishart distribution with n, degrees of freedom. Then Hotelling’s 
generalized TO2 statistic is defined by [5] 
T,” = n2 tr S,S,” = n,U(‘), 
where s( = min(n, , p)) is the number of nonzero characteristic roots of S,S;l. 
When n, > p, U fs) = U(P). When n, < p, the density function of the charac- 
Received July 16, 1970; revised September 21, 1970. 
AMS 1970 subject classifications: Primary 62HlO; Secondary 62H15. 
Key words and phrases: Hotelling’s generalized T,,=; exact distribution; Laplace 
transform and inversion; reduction formula; density; percentage points; approximations. 
* This research was supported by the National Science Foundation Grant No. GP- 
11473 at Purdue University. 
90 
DISTRIBUTION OF HOTELLING’S GENERALIZED T,,’ 91 
teristic roots of S,!YS;~ can be obtained from that for n, > p if in the latter case 
the following changes are made: 
hv%,P) -(P,n,+%-P,%). 
Hence the density of IYS) can be easily derived from that of U(P) and therefore 
only the case of U(P) is considered here. 
The exact null distribution of To2 (i.e., when the noncentrality matrix is null) 
was obtained by Hotelling [5] for p = 2. Davis [2] has shown that the null 
density of Toa satisfies an ordinary linear homogeneous differential equation of 
order p. The nonnull distribution has been attempted by Constantine [l] using 
zonal polynomials and hypergeometric functions of matrix arguments. However, 
his results hold only for 1 U(p) 1 < 1. Pillai and Jayachandran [13] have obtained 
the nonnull distribution of U@) using zonal polynomials up to the sixth degree. 
An approximation to the null distribution of U(P) has been suggested by 
Pillai [8,9] and studied by Pillai and Samson [15]. Ito [6] has obtained an asymp- 
totic expansion for the null distribution of T,,2 which he later extended to the 
nonnull case [7]. Davis [3] has further studied the asymptotic null distribution. 
Grubbs [4] has provided some exact percentage points for iY2) for n, and n2 
less than 50. Using the exact moment quotients of u(P), Pillai [l l] has provided 
extensive tables of approximate percentage points for U(P). Further, Pillai and 
Jayachandran [13] have obtained some exact percentage points of U@) in 
connection with power function studies. Recently, Davis [3] has tabulated exact 
percentage points of To2/n, for p = 3 and 4 using the differential equation 
approach [2]. He also provides comparisons of the accuracy of several approxima- 
tions. 
It may be pointed out that the null distribution of the characteristic roots of 
S,S;’ (see Eq. (2.1)) is of the same form as those of the characteristic roots of 
matrices arising in each of the following tests of hypotheses except that the two 
parameters m and n involved there (see below) have to be defined differently in 
each case [9, 1 I]: (i) Independence between a p-set and a p-set in a ( p + Q)- 
variate normal population, and (ii) Equality of covariance matrices in two 
p-variate normal populations. In view of this, the null distribution of U(P) for 
the three tests is also of the same form. Pillai [9] considered the use of U(P) for 
tests of (i) and (ii) as well, and Pillai and Jayachandran [13, 141 have shown that 
the power functions of the U (p) test against appropriate alternatives for tests 
of (i) and (ii) and the general linear hypothesis behave more or less in the same 
manner. 
Still, however, there are no explicit expressions available for the exact null 
distribution of U(P) (or To2) for p > 2,0 < U(p) < co, except the one obtained 
for W) as an infinite series by Pillai and Chang through transformation of 
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variables [12]. In the present paper, there is presented a method for deriving 
the exact null distribution of U(P) f or integral values of m (see below) employing 
inverse Laplace transforms. Density functions are given for p = 3, m = 0, 1, 2, 
3, 4 and 5, andp = 4, m = 0, 1 and 2, where m = (n, - p - 1)/2. In addition, 
exact upper percentage points are tabulated for p = 2, 3 and 4, various signi- 
ficance levels, and selected values of m and n (= (na - p - 1)/2). Also, two 
approximations similar to Pillai’s [S, 93 are presented. 
The exact densities and the approximations derived in the paper are further 
being used to develop the distributions of some test criteria involving the 
maximum of ratios of independent n,W)/nj for the tests of equality of several 
covariance matrices [16]. The results of this study will be reported later. 
2, THE LAPLACE TRANSFORM OF U(p) 
The joint density function of h, , X, ,..., h, , the characteristic roots of SiS;l, 
has the form [18] 
f (Al ,a*-, A,) = C(p, m, n) fi him/(1 + Xi)m+n+P+l 
i=l 
iG (4 - 417 
o<x,< *.. < x, < 03, (2.1) 
where 
C(p, m, n) = 7r “’ fl W@m + 2n + p + i + 2)) 
irl V(H2m + i + 1)) W(2n + i + 1)) P(+i)}’ 
and m and n are defined in Section 1. Then UP = CL, hi = tr S,S;l, and 
the Laplace transform of U(p) with respect to (2.1) is 
L(t; P, m, 4 
(2.2) 
= C J ; / exp (--t $J Xi) fi him/(1 + ;\i)m+n+*+i n (Xi - Xj) fi &t, , 
i=l i=l i>i i=l 
where 
d = {(A, )..., &J I 0 -=c 4 -=c ... < AZ, < co}, 
C = C(p,m,n) and t 2 0. 
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Upon making the transformation 
xi = l/(1 + &+i+1), i = I,..., p, 
we may write (2.2) as 
L(C p, m, 4 
where 
.9 = {(x1 )...) x,) j 0 < x1 < x2 < ... < x9 < l}. 
Next we note that ni,j (xi - xj) may be written as the Vandermonde 
determinant 
9-l 
X9 
9-2 
X9 
. . . 
X9 1 
X:1: 
9-2 
x9-1 ‘-* %-I 1 f 
9-l 
Xl 
9-2 
Xl 
. . . * 
Xl 1 
and that the elementary properties of determinants allows (2.3) to be written as 
L(t; p, m, n) = eW pg+P(-f~x?j 
(1 - X,)“x;+“-’ 0.. (1 - x,)mx,” D 
X 
(1 - xljmx;+P-l 
n dxi . (2.4) 
. . . (1 -x,,mxln i=l 
If we take m to be a nonnegative integer and expand (1 - xJm as a binomial 
series, the determinant in (2.4) is 
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where qi = j - 1. (2.5) can be further reduced to the form 
The expansion (2.6) allows to throw (2.4) into the form [lo] 
1 
s 
X;+@,e-tl", dxp 
s 
1 
. . . 
’ 
x~+"le-t12p &, 
0 
R(n; a, , a,-, ,..., a, ; t) = i . (2.8) 
22 
X;+%e-tlxl &, 
s 
x2 
. . . X;+ale-tl~l dxl 
0 0 
Now permuting the columns of the determinants so that the indices form a 
decreasing sequence, dropping all determinants which are zero, and combining 
like terms in (2.7) gives 
L(t; p, m, n) = eptC c k,pi,-,...i,R(n; i, , i,-, ,..., il ; t), 
9 
(2.9) 
where 
9 = {(il ,..., i,) / 0 < i1 < iz < . . . < i, < m + p - 1 }, 
and the ki . ..i depend on p and m. The constants kip...il have been tabulated in 
Table 1 fir pl= 3, m = 0 (1) 5 and p = 4, m = 0, 1,2. 
Thus we have expressed the Laplace transform of U(P) as a linear combination 
of the determinants R(n; i, ,..., il; t). 
3. A REDUCTION FORMULA FOR R(n; a,,...,a, ;t) 
With the expression (2.9) for the Laplace transform of u(P) we need to 
evaluate the determinants R(n; a, ,..., a 1 ; t). This will be done by means of a 
reduction formula similar to the one developed by Pillai [lo] and Roy [17]. 
We will state here the notation and lemmas that are needed and give only an 
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outline of the approach as the results are analogous to those of Pillai [8, lo] and 
Roy [17]. 
s 
5 
XTe-tlQ dxk . . . ’ ,;,+% dxk 
0 0 
v(x; qk , qk-1 ,***, 41 ; t, = i . (3.1) 
s 
$2 
Xye-th dx, 
s 
% 
. . . xFemtixl dx, 
0 0 
(Note that R(n; a, ,..., a,; t) = V(1; n + a, ,..., n + a,; t).) 
Now (3.1) will involve integrals of the type 
I(x’; q,F; t) = 1:’ y*F(y)e-“” dy, (3.2) 
where F(y) is a function of y such that the integral exists and in our context 
could be of the form 
s 
Y 
$..++k-1 dx,-, . . . 
z, 
xFeetta dx, . (3.3) 
WhenF(y) has the form (3.3), we will denote (3.2) by 
I@‘; 4, qk-1 ,***, 91; 9 
The following lemma involving (3.2) is obtained by integration by parts. 
LEMMA 1. The integral 
I@‘; SF; t) = P/(9 + lllV&‘; 4 + LF; q 
- I(x’; q + 1, F’; t) 7 tI(x’; q - 1, F; t)}, 
where 
(3.4) 
and 
I,(x’; q + 1, F; t) = yq+lF(y)e-t” 1: 
F’(Y) = $Fo. 
LEMMA 2. If a is any permutation of (1, 2,..., k) then 
c &G 90(k) ,*a*, 90(l) ; t) = fi&; e ; t>, 
0 j=l 
where the summation is over all possible permutations. 
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Let V(x; qk’,..., ql’; t’)u) denote the determinant (3.1) when the indices of 
the i-th row alone are different from those of the other rows, where the indices 
of the i-th row are qrf,..., ql’, t’. Then we have the following lemma. 
LEMMA 3. 
2 (-l)i-‘V(x; qk’,..., ql’; t’)(i) 
= il (-l)“‘iQ; qj’; t’) J+; qk ,***, !75+1 , %-I 9..~? Ql ; 4. 
We now state the reduction formula for the determinant (3.1). 
THEOREM 1. 
w; qk ,qk-1 >--*, 41; t) = [l/(qk + l)](fP + I?‘“’ - tcy (3.5) 
where 
A(“) = Xq~+le-t’v(X; q&.-l ,..., q1 ; t), 
k-l 
Btk’ = 2 c (--l)k+jl(x; q j  + qk + 1; zt) v(x; qk-1 ,***, %‘+I , qj-1 ,***, 41 ; t>, 
j=l 
c”“’ = v(x; qk - 1, q&l ,..., ql; t). 
Proof. Expand the determinant by the first column. (Recall that the order of 
integrations must not be changed.) Now using Lemma 1 we integrate by parts 
the term involving the element from the i-th row and first column with respect 
to x&-i+1 . Next add the expressions obtained corresponding to each of the three 
terms on the right side of (3.4) and apply the above lemmas. The result follows. 
The formula we require to evaluate the Laplace transform (2.9) follows as a 
corollary. 
COROLLARY 1. 
R(n; a4, ,..., a,; t) = [l/(n + a, + l)](D@) + E(p) - C(p)), (3.6) 
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where 
Dp) = emtR(n; a,, ,..., a, ; t), 
11-l 
JY”’ = e-2t g t--l)“+j&; uj + up + 3,2; t) R(n; a,-, )...) aj+l ) ajel ,...) a1 ; t), 
where 
and 
g(n; a, b; t) = SI e+/( 1 + ~/b)~~+’ da 
F(p) = R(n; a2, - 1, uPbl ,..., a,; t). 
P~oqf. In (3.9, let x = 1, qi = n + a, and make the change of variable 
x = 2(1 - y)/y in I( 1; 2n + Uj + a, + 1; 2t) t0 get 
I(1 ; 2n + uj + up + 1; 2t) = &e-““g(n; uj + a, + 3,2; t). 
4. USE OF THE REDUCTION FORMULA 
Now let us illustrate the use of (3.6) in deriving the expression for the deter- 
minant R(n; 3, 1,O; t). (3.6) yields 
R(n; 3,1,0; t) = [l/(n + 4)](emtR(n; l,O; t) + eSztg(n; 6,2; t) R(n; 1; t) 
- e-2tg(n; 7,2; t) R(n; 0; t) - tR(n; 2, l,O; t)}. (4.1) 
But R(n; i; t) = I(1 ; n + i; t) = e-tg(n; i + 2, 1; t) and a second use of the 
reduction formula yields 
R(n; 2, 1,O; t) = [l/(n + 3)]{emtR(n; 1,O; t) 
+ e-2tg(n; $2; t) R(n; 1; t) - e-2tg(n; 6,2; t) R(n; 0; t)} 
(4.2) 
and 
R(n; l,O; t) = [e”“/(n + 2)](g(n; 2, 1; t) - g(n; 4,2; t)}. (4.3) 
There are no terms corresponding to t F (P) of the corollary in (4.2) and (4.3) 
since any determinant having two columns (indices) the same is zero. 
683/1/r-7 
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We now integrate by parts R(n; 2, 1,O; t), integrating one factor in each of 
the terms in (4.2), and in this connection we use the following result: 
g(n; a, 6; t> = (l/t>{1 - ((bn + @)g(n; a + l,b; t)}. 
This is done in order to bring the terms to a more suitable form for inversion as 
shown in the next section. 
We thus obtain 
Rh 3, LO; t) = k+/(n + 4)]{(&; 2, 1; t) -g(v 4, 2; t)>/(n + 2) 
+gh 6, 2; t>g(n; 3, 1; t) - g(n; 7, 2; t)g(n; 2, 1; t) 
- [t/b + 3)1[((M - ((a + 2)/r)&; 3, 1; t) - ((V) 
- ((n + 2)/t)&; 592; t)))/(n + 2) 
+ ((lit) - ((2n + 5)/(2t)m; 6, 2; t)k(n; 3, 1; 0 
- (U/t) - 0 + 3)/t)&; 7, 2; t>)&; 2, 1; 011. 
All terms involving t as a factor and the constant terms not involving integrals 
can be seen to vanish. This holds true in the general case. Upon simplification 
we get 
R(n; 3, 1,O;t) = [e-““/(n + 4)]{[(2n + 5)l(n + 2)(n + 3)1&; 2, 1; t) 
- El/(n + 2)l g(a; 492; r) - [ll(n + 3)l g(n; 592; t) 
+ [(4n + 11)/2(n + 3)1&;6, 2; t>g@; 3, 1; t) 
- 2g(n; 7, 2; t)g(n; 2, 1; t)}. 
5. THE DENSITY FUNCTION OF U(p) 
The uniqueness property of the Laplace transform will allow us now to obtain 
the density of U(e) using (2.9). The density may be written 
where R*(n; & ,..., il; u) is the inverse Laplace transform of eDtR(n; & ,..., il; t). 
We will illustrate the method of obtaining the R* functions with the help of 
R(n; 3, 1,O; t) in (4.4). 
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If we denote the inverse Laplace transform of g(n; a, 6; t) by g*(n; a, b; t) 
we see that 
g*@z; a, b; 21) = l/(1 + u/b)bn+Q. 
Also the function whose transform is g(n; a, b; t) g(n’; a’, 6’, t) is given by the 
convolution 
g*(n; a, b; U) * g*(n’; a’, b’; u), 
where * denotes the convolution operator. We may write (5.2) as 
(5.2) 
&h %‘; => u’; 6 6’; u> =j; (1 + @)&+a(1 ;tu _ X),b’)b’“‘+“’ - (5.3) 
Then from (4.4) we find 
R*(v 3, 1,O; 0 = [l/(n + 4)1{[(2n + 5)/(n + 2)(n + 3)l g*(n; 2, 1; u) 
- [ll(n + 2)l g*(? 4, 2; u) - [I/@ + 3)l g*(v 5,2; 24 
+ [(4n + 11)/2(n + 311 h(n, n; 6,3; 2, 1; u> 
- 2&z, n; 7,2; 2, 1; 24)). 
(5.4) may be further simplified by using the expression below which is obtained 
by integration by parts. 
h(n, n’; a, a’; b, b’; u) = [b/(bn + u)](g*(n’; a’, b’; u) - g*(n; a, b; u)) 
+ [b(b’n’ + u’)/b’(bn + a)]& n’; a - 1, a’ + 1; b, 6’; u). 
Finally, upon simplification we have 
R*(n; 3, 1,o; q = [l/(n + 4)]{[l/(n + 2)(n + 3)]g*(n; 2, 1; 24) 
- [ll(n + 2)l g*cn; 4,2; u) - [l/(n + 3)] g*(n; 5, 2; u) 
+ [(2/(n+3)lg*(n; 6,2; u> + [3/2(n+3)]h(n, n; 6,3; 2,1; u)}. 
In calculating the R* functions it should be noted that 
R*(n; up , a,-, ,..., a,; u) = R*(n + a,; a, - a, ,..., 0; u), 
where we may take 0 < a, < u2 < *.* <u,<m+p-1,sothattheonly 
R*‘s which need be determined are those with a, = 0. 
683/I/I-7* 
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R* for p = 3 can be written in the form: 
R*(n; i,j, 0; u) = [l/(n + z’ + 1)] )‘f c+&)g*(n; I + 2, 1; u) 
l=l 
i- gLz(.)x*(.; z +j + 29% 4 
+ yij(?Z) h(?2, ?i; i + j + 2, 3; 2, 1; U)/ for i > 2. (5.5) 
If i = 2, the last two terms are obtained by substituting 2 for i, but the first term 
becomes %ii(n)g*(n; 2, 1; u). The coefficients I, &,(n) and yii for 
1 < j < i < 7 are available in an unpublished report. These provide the density 
function of U3) for m = 0(1)5. The density function of Uf3) for m = 0 is of the 
form 
f (4 = CC(3,0,4/(~ + 3Mg*h 2, 1; u)/[(n + 2)P + 5)l 
- g” (n; 4, 2; u)/(n + 2) + 2g*h 512; q/c2n + 5) 
+ Q, n; 5, 3; 2, 1; u)/(2n + 5)). 
R* for p = 4 can be expressed as 
R*(n; i,j, K, 0; u) = [l/(n + i + l)] /o+r(n)g*(n; 2, 1; U) 
i+j-2 
+ /y j%j!&)g*(n; h + z + z2 4 
Z=l 
+C~imz(n)h(n,n;Z+4,3;2,1;u) 
251 
+ &,(n) h(n, n; i + 3,j + k + 3; 2,2; u) . 
! 
(5.6) 
The coefficients involved in (5.6) are given in the above-mentioned report for 
1 < k < j < i < 5. These terms provide the density function of U(*) for 
m = 0, 1 and 2. 
6. THE DISTRIBUTION OF Us) AND U(*) 
The distribution function of U(P), say, G(z; p, m, n) = P( U(p) < z), may be 
obtained from the density function (5.1) upon integration. 
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We have 
G(z; p, m, n) = C C ki,...d, s 
’ R*(n; i, ,..., i1 ; U) du. (6.1) 
23 0 
The distribution functions of U’Y) for p = 3 and 4 are thus seen to be obtained 
by the integration of g*(n; a, b; U) and h(n, n’; a, a’; b, B’; U) with respect to U. 
Now, 
‘g*(n; a, b; u) du = [b/(bn + a - I)](1 - g*(n; a - 1, b; x)) (6.2) 
0 
and 
s 
Zh(n, 72’; a, a’; 6, b’; 21) du 
0 
= [b’/(b’n’ + a’ - l)]{[b/(bn + a - I)](1 - g*(n; a - 1, b; s)) 
- h(n, n’; a, a’ - 1; b, b’; z)}. (6.3) 
(6.3) is obtained by interchange of the order of integration. Finally, evaluation 
of h(n, n’; a, a’; b, b’; z) makes use of the following method. If 
where p and q are nonnegative integers, c > 0 and d > z, then 
P(z; P, q, c, d) = A,{ln(l + 44 - Wn(l - z/d)) 
(6.4) 
where 
and 
A D-4 = [i (a + I- I)]/[+ + d)*+i] 
B,-, = [b (P + I- l)]/[j!(c + d)“‘]. 
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(6.4) is obtained by using partial fraction expansions. We can then write 
h(n, n’; a, a’; b, b’; x) = b bn+W’n’+a’P(z; bn + a, b’n’ + a’, b, b’ + z), 
where we take bn + a and b’n’ + a’ to be nonnegative integers. 
7. COMPUTATION OF PERCENTAGE POINTS OF V2), U@) AND lJf4) 
Tables of percentage points have been prepared for U(P) forp = 3, m = 0 (1) 5 
andp = 4, m = 0, 1 and 2, for 01 = .lO, .025 and .005, and n = 5 (5) 80 (10) 100 
using the exact expressions discussed in the previous sections. Further, the 
percentage points of U@), using the formula for the distribution found in [5] 
or [15], are computed for m = -.5 (.5) 5 (5) 50 (10) 100, 130, 160, 200, for 
01 = .lO, .05, .025, .Ol and .005, and for n = 5 (5) 50 (10) 100, 130, 160, 2OO.l 
TABLE Ib 
kiataizsl Coefficients for m = 0, 1, 2 
m=O m=l m=2 
(ia , i, , iz) $1 0 0 1 0 1 2 
(3, 2, 1) 1 1 1 
(492, 1) -1 -2 
(4, 3, 1) 1 3 
14, 3, 2) --I 1 -4 5 
(5,Z 1) 1 
(5, 3, 1) -2 
(5, 3, 2) 3 -4 
(5,4, 1) 1 
(5, 4, 2) -2 3 
(5,4,3) 1 -2 1 
8. APPROXIMATION TO THE DISTRIBUTION OF U(p) 
Pillai [8,9] has suggested an approximation to the distribution of U(P) which 
involves an F-type (Type II Beta) distribution with the first moment of the 
approximate distribution being the same as that of U(p). Here we propose two 
similar approximations by fitting the first two moments and the first three mo- 
ments of U(P), respectively, to an F-type distribution. 
1 These percentage points are available in an unpublished report of the Department 
of Statistics, Purdue University. 
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The density function to be used in the approximation has the form 
f(x) = xa/@qa + 1, b - a - 1) P+‘( 1 + X/K)b), 0 < x < Kl. (8.1) 
The distribution can be expressed as the incomplete beta integral &,(a -+ 1, 
b - a - l), where w = X/(X + K). (8.1) has the first three central moments: 
PFl = K(u + I)/@ - a - q, 
pjq, = [K”(u + l)(b -- 1)]/[(.6 - a - 2)2(b - a - 3)], 
and 
pp3 = [2K3(a + I)@ - l)(u + b)]/[(b - a - 2)3(6 - a - 3)(b - a - 4)]. 
TABLE II 
Comparison of Three Approximations 
to the Upper Percentage Points of W”, p = 3 and 4 
p=3, n=O 
n A, 
5 0/0 Points 1 0/O Points 
4 A3 Exact A, 4 4 Exact 
5 2.3284 2.5311 2.5064 2.4959 3.1473 3.5804 3.6951 3.6581 
10 1.1102 1.1564 1.1562 1.1540 1.4432 1.5321 1.5623 1.5581 
15 0.72741 0.74723 0.74777 0.74702 0.93288 0.96959 0.98252 0.98145 
20 0.54069 0.55162 0.55207 0.55174 0.68865 0.70852 0.71559 0.71518 
30 0.35717 0.36192 0.36218 0.36208 0.45174 0.46023 0.46326 0.46316 
40 0.26663 0.26927 0.26943 0.26939 0.33604 0.34072 0.34239 0.34235 
50 0.21270 0.21438 0.21449 0.21447 0.26750 0.27046 0.27151 0.27150 
60 0.17691 0.17808 0.17815 0.17814 0.22218 0.22421 0.22494 0.22493 
80 0.13237 0.13302 0.13306 0.13306 0.16594 0.16707 0.16748 0.16747 
100 0.10574 0.10616 0.10619 0.10618 0.13242 0.13314 0.13340 0.13340 
5 5.1093 5.4901 5.4723 5.4373 6.5800 7.3703 7.6114 
10 2.3850 2.4651 2.4700 2.4640 2.9285 3.0762 3.1258 
15 1.5488 1.5818 1.5845 1.5827 1.8691 1.9275 1.9465 
20 1.1455 1.1633 1.1649 1.1642 1.3701 1.4009 1.4107 
30 0.75264 0.76019 0.76090 0.76070 0.89200 0.90477 0.90866 
40 0.56025 0.56440 0.56480 0.56471 0.66088 0.66781 0.66987 
50 0.44615 0.44876 0.44901 0.44897 0.52479 0.52912 0.53039 
60 0.37064 0.37244 0.37261 0.37259 0.43514 0.43810 0.43896 
80 0.27689 0.27789 0.27799 0.27798 0.32430 0.32593 0.32640 
100 0.22099 0.22162 0.22168 0.22168 0.25845 0.25948 0.25977 
p=3, m zz 3 
__- 
7.5217 
3.1187 
1.9452 
1.4103 
0.90860 
0.66986 
0.53039 
0.43896 
0.32640 
0.25977 
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TABLE II (Continued) 
p=4, m=O 
5% Points 1 y0 Points 
7l Al 4 A3 Exact Al A2 AS Exact 
5 3.4776 3.8348 3.8146 3.7913 4.4646 5.1839 5.3980 5.3339 
10 1.6584 1.7383 1.7419 1.7377 2.0579 2.2039 2.2532 2.2474 
15 1.0867 1.1207 1.1230 1.1217 1.3324 1.3925 1.4127 1.4114 
20 0.80777 0.82644 0.82786 0.82732 0.98442 1 .0169 1.0277 1.0272 
30 0.53359 0.54169 0.54237 0.54221 0.64628 0.66012 0.66464 0.66455 
40 0.39833 0.40282 0.40321 0.40315 0.48094 0.48857 0.49103 0.49100 
50 0.31776 0.32062 0.32087 0.32083 0.38294 0.38776 0.38930 0.38929 
60 0.26430 0.26627 0.26645 0.26643 0.31811 0.32143 0.32248 0.32248 
80 0.19775 0.19885 0.19895 0.19894 0.23764 0.23948 0.24007 0.24006 
100 0.15797 0.15867 0.15874 0.15873 0.18965 0.19083 0.19120 0.19120 
5 5.8164 6.3526 6.3433 6.2964 7.2646 8.3276 8.6636 8.5540 
10 2.7410 2.8548 2.8631 2.8558 3.2927 3.4960 3.5626 3.5550 
15 1.7870 1.8342 1.8384 1.8363 2.1168 2.1982 2.2236 2.2222 
20 1.3246 1.3501 1.3525 1.3517 1.5577 1.6010 1.6140 1.6136 
30 0.87232 0.88323 0.88428 0.88405 1.0183 1.0364 1.0416 1.0416 
40 0.65014 0.65615 0.65673 0.65663 0.75606 0.76593 0.76869 0.76869 
50 0.51812 0.52192 0.52228 0.52224 0.60115 0.60735 0.60905 0.60905 
60 0.43066 0.43327 0.43352 0.43349 0.49890 0.50315 0.50430 0.50430 
80 0.32194 0.32339 0.32353 0.32352 0.37223 0.37459 0.37521 0.37521 
100 0.25704 0.25797 0.25806 0.25805 0.29685 0.29834 0.29874 0.29874 
p=4, m zz 2 
The first three central moments of U(P) given in [ll, 1.51 are 
(*1 = P&f + P + 1MW, 
CL2 = [PW +P + l>W + 2n +P + 1)(2n + P>1/[4n2(fl - l)& + 11, 
and 
~3=P(2~+~+P+l)(2~+P+1)(2nr+2n+p+l)(n+p)(2n+p)~ 
2n3(n - l)(n - 2)(n + 1>@ + 1) 
Pillai’s approximation (A,) with one moment fitted yields 
a=&(2m+p+l)-1, b==4p(2m+2n+p+l)+l, and K=p. 
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By setting PFr = pL1 and PFa = ,ua and taking K = p, we find the parameters for 
approximation A, 
and 
a = [P2(PI - P) + tL12(h + PM Pp2>, 
!J = bI(P1 + P)” + CLIP2 + 2PcL2IIC Pp2). 
Finally, equating the first three moments yields the parameters for approximation 
A, : 
a = (2t%3~2 + 3k2iu.3 - 6~2~ - tL2p3)/b2p3 + +w22 + P12c13), 
b = [(a + l>(a + 3) - cL12/p21/[(a + 1) - h2/cL21p 
and 
K = pl(b - a - 2)/(a + 1). 
Table II indicates the accuracy of the three approximations A, , A, and A, . 
The percentage points for p = 3, m = 0 and 3, and p = 4, m = 0 and 2, and for 
01= .05 and .01 were calculated for various values of n using the exact and approx- 
imate distributions. It can be seen that the approximations A, and A, are consid- 
erable improvements over Pillai’s original approximation A, , as is to be expected, 
with A, generally better than A, . A, provides about three significant digits 
accuracy in the percentage points for n 2 10. In some cases, n > 5 is sufficient 
for this accuracy. A, provides the same accuracy for 71 slightly larger, usually 
around 10 to 15. A, does not provide this degree of accuracy until n is at least 40, 
and often n needs to be much larger. It has also been observed that the distribu- 
tions associated with A, , ,4, and A, closely approximate the distribution of U(P) 
not only in the upper tail but throughout the entire range of U(P) to the same 
degree of accuracy mentioned above for the percentage points. This inference 
has been based both on the study of percentiles as well as probability comparisons 
with the agreement in both cases being about three places or more. Thus the 
distribution function for A, provides a good approximation to the exact distribu- 
tion of U(P) for n 3 10 and for the whole range of U(P). 
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