Long non-coding RNA (lncRNA), microRNA (miRNA), and messenger RNA (mRNA) enable key regulations of various biological processes through a variety of diverse interaction mechanisms. Identifying the interactions and cross-talk between these heterogeneous RNA classes is essential in order to uncover the functional role of individual RNA transcripts, especially for unannotated and newly-discovered RNA sequences with no known interactions. Recently, sequence-based deep learning and network embedding methods are gaining traction as high-performing and flexible approaches that can either predict RNA-RNA interactions from a sequence or infer likely/missing interactions from patterns that may exist in the network topology. However, the majority of these current methods have several limitations, such as the inability to perform inductive predictions, to distinguish the directionality of interactions, or to integrate various sequence, interaction and annotation biological datasets. We proposed a novel deep learning-based framework, rna2rna, which learns from RNA sequences to produce a low-dimensional embedding that preserves the proximities in both the interactions topology and the functional affinity topology. In this proposed embedding space, we have designated a two-part "source and target contexts" to capture the targeting and receptive fields of each RNA transcript, while encapsulating the heterogenous cross-talk interactions between lncRNAs and miRNAs. The proximity between RNAs in this embedding space also uncovers the second-order relationships that allow to accurately infer a novel directed interaction or functional similarity between any two RNA sequences. From experimental results, our method exhibits superior performance in measured AUPR rates compared to state-of-art approaches at predicting missing interactions in different RNA-RNA interaction databases. The model can process variable-length RNA sequences and was shown to accurately perform link predictions to novel RNA sequences not seen at training time, even without any prior information. Additional results suggest that our proposed framework may have successfully captured a manifold for heterogeneous RNA sequences to be used to discover novel functional annotations.
INTRODUCTION
Regulatory long non-coding RNAs (lncRNAs) and mi-croRNAs (miRNAs) that influences gene expression posttranscriptionally by interacting to target messenger RNAs (mRNA) form a complex network of transcriptomic interactions. These heterogeneous families of noncoding RNAs are associated with nearly all cellular processes, including cell division, senescence, differentiation, stress response, immune activation, and apoptosis [1, 2, 3] . Recently, lncRNAs are gaining considerable attention as the largest and most diverse class of non-coding RNA, encompassing nearly 30,000 discovered transcripts in human. They are classified as transcribed RNA molecules with a length of more than 200 nt which has a diverse influence upon the function of other non-coding RNAs as well as regulation of protein-coding RNAs. Among many of their known functional interaction mechanisms, lncRNAs are known to act as miRNA decoys, derepress gene expression by competing with miRNAs for shared mRNA targets, or directly regulate gene expression [4] . Additional studies have also indicated that miRNAs can regulate lncRNAs by triggering decay [5] , and moreover, some processed lncRNAs can even generate miRNAs [6] . These types of cross-talk functional interactions between lncRNAs and miRNAs to co-regulate gene expressions highlight the complexity of the non-coding RNA regulatory network. Despite that miRNA's repression to target mRNAs has been well studied, the discovery of functional interactions for a large number of lncRNAs in the human transcriptome is still at a rather preliminary stage.
Determining the function of the individual lncRNAs remains a challenge as most of these RNA transcripts are currently unannotated, and their known interactions are sparse. Recent advances in RNA sequencing (RNA-Seq), deep sequencing (CLIP-seq, LIGR-Seq), and computational methods allow for an unprecedented analysis of such transcripts and have enabled researchers to generate largescale interaction and annotation databases. However, the interaction networks generated from such data are often scant and incomplete in the number of lncRNAs covered. Although a large number of lncRNAs have been identified, only a few hundreds have had functional and molecular mechanisms determined to date, as observed in annotation databases such as lncRNAdb [7] . Thus, in silico prediction of RNA-RNA interactions have been widely applied in the task of predicting or inferring missing functional interactions, where experimental studies are in short supply due to time and cost.
To address this challenge, this paper explores the ap-arXiv:1906.07289v1 [q-bio.MN] 17 Jun 2019 plication of a recent advancement in machine learning called "network embedding". The methodology enables learning from the interaction topology and attributes of transcriptome-wide RNAs to accurately predict RNA-RNA functional interactions. Mathematically, our ground truth knowledge about RNA interactions can be represented by a directed adjacency matrix, whose rows and columns correspond to individual lncRNAs, miRNAs, and mRNAs. In this matrix, its binary (1 or 0) entries can indicate whether or not an RNA was observed to have a functional interaction to another RNA, supported from experimentallyvalidated interaction databases. The matrix is exceptionally sparse, especially among lncRNAs, i.e., out of millions of possible interactions, only a few thousands have been identified. Currently, a signification fraction of newly discovered lncRNAs lack any identified interactions or functional annotations besides its basic genomic information such as locus biotype and primary transcript sequence [8] . These genes might support important biological cell functions and could potentially serve as targets for genomic, diagnostic, or therapeutic studies. Thus, in the effort to functionally characterize these "hypothetical" lncRNAs, an essential task is to accurately predict their RNA-RNA interactions from sequence. Many graph-theoretic methods have been applied to biological networks with the intuition that RNAs close together in the interaction topology are more likely to be involved in many of the same functions [9] . Typically, the approach is mining the neighborhood structure of nodes in the network topology, in order to suggest that two nodes are likely to be functionally similar if they share many of the same co-interacting neighbors. The positive results utilizing this approach [10] often give the motivation that perhaps if ground-truth functional annotation information can be incorporated, it can facilitate the process of suggesting the interactions of the presently unknown RNAs.
We propose an algorithm for simultaneously integrating various existing biological annotation data while identifying the complex patterns in the RNA transcript sequences that would allow for accurate prediction of these missing interactions. In this work, we present rna2rna, a novel framework that combines the network-based and deep learningbased approaches to extract a latent representation from nucleotide sequence in order to accurately predict RNA-RNA interaction and identify functional similarity. Our framework processes human lncRNA, miRNA, and mRNA on a transcriptome-wide scale, and was shown to be effective at predicting interactions for RNA with presently unknown interactions. In summary, the main contributions of our method include:
• Learning a low-dimensional representation from heterogeneous RNA transcript sequences by leveraging existing biological annotation databases, using a strategy to learn an affinity between embeddings which preserves functional similarity between RNAs.
•
The model can make inductive predictions to novel RNA sequences of any length, for various tasks such as inferring missing interactions, clustering of RNA transcripts, and classification of functional families.
• Proposing a two-part embedding space to represent the "source context" and "target context" of an individual RNA. The learned embeddings can simultaneously preserve directed cross-talk functional interactions and undirected functional affinities in the lncRNA-miRNA-mRNA topology.
• Repurposing the Siamese Network architecture to new applications in networking embedding and link prediction.
To our knowledge, no other tool exists to predict heterogeneous lncRNA-miRNA, miRNA-lncRNA, lncRNA-mRNA, miRNA-mRNA, and mRNA-RNA interactions from sequence, while simultaneously integrating various biological annotation data to characterize RNA-RNA functional similarity.
RELATED WORK
Several network embedding methods have been proposed to predict unobserved links in a network by learning the high-order proximity in its topology. The state-of-the-art network embedding methods, e.g., LINE [11] and node2vec [12] utilizes the second-order proximity, which assume that nodes sharing many of the same second-order neighbors have a high affinity to each other. By learning the neighborhood structure similarity between nodes, their semantic similarity can be identified and is used to predict novel connections. Although such techniques have demonstrated competitive link prediction performance in networks of various domains [13] , their performance in predicting biological network interactions is rather subpar. The reasons for this include: 1) the gene-gene interaction network can be extremely sparse; 2) there is lack of consideration for directionality of gene-gene interaction; 3) a lack of an integrative approach to utilize sequence and annotation data; and/or 4) the predictions are transductive in nature, i.e., constrained to only connected nodes whose connections to other nodes existing in the training set is known. The method proposed in this paper tackles these limitations and aim to accurately estimate the association strength between every possible RNA-RNA pair.
A number of network embedding methods have been applied to biological networks to either predict gene-gene interactions or to infer biological functions. Due to the extreme sparsity of the known interaction network among lncRNAs to miRNAs and mRNAs, it is pertinent to unravel the functional association between lncRNAs by considering its gene/transcript annotation, functional family annotations, gene-disease association, and sequence similarity [14] . Several efforts in recent studies have already been made to meet the urgent need in this area. For example, Kishan et al. [15] uncovered the second-order proximity relationship between interacting genes by integration of the gene regulatory network and gene expression as side information. Additionally, Cho et al. [16] proposed a diffusion-based method to predict a protein's function by propagating information through direct and indirect associations in the interaction network. It is important to note that our method differs from these techniques in that it incorporate heterogeneous directed RNA-RNA interaction types, as well as RNA sequence data and annotation attributes as side information.
On the other hand, several structure-free sequence-based methods [17, 18, 19, 20] have also been proposed for prediction of protein binding sites, family classification, structure prediction, or RNA-RNA interaction prediction from RNA sequence. These methods utilize machine learning models to learn a latent feature representation of target sequences. Motivated by these works, our method aims to unravel the complex hidden features from the RNA sequence that plays a factor in characterizing its functional similarity and interaction to other RNAs.
METHODS

Defining the Heterogeneous lncRNA-miRNA-mRNA Interaction Network
We formally define the heterogeneous network of lncRNA, miRNA, and mRNA interactions and functional similarity as two networks of directed and undirected edges. We denote the two networks, G 1 (V, E d ) and G 2 (V, E u ), having the same set of nodes V (also called vertices) and two set of edges E d and E u . The set of nodes V = {v 1 , . . . , v n } can also be expressed as V = {L, M, N } s.t. |L|+|M |+|N | = n, where L, M, N are the sets containing the lncRNA, mi-croRNA, and mRNA heterogeneous nodes, respectively. The set of directed edges E d = {e d ij } n i,j=1 represent directed regulatory interactions that each specify a source and a target. The undirected edges E u = {e u ij } n i,j=1 s.t. e u ji = e u ji represents the undirected functional affinity associated with the heterogeneous RNA nodes. Each edge e ij is associated with a weight such that 0 ≤ e ij ≤ 1, indicating the strength of the connection between RNA i and RNA j. If e ij > 0, we consider the edge a positive interaction/affinity, and if e ij = 0, we consider the edge a negative (non)interaction/affinity. In this paper, we consider weights e ij to be binary, indicating whether RNA i and RNA j has an interaction/affinity or not.
Furthermore, every node also has an associated RNA sequence in a condensed word embedding representation. An RNA sequence is denoted as x i ∈ {1, 2, 3, 4} li , where l i is the sequence length of RNA v i , and the integer number at each entry indexes the four RNA nucleotides.
Directed lncRNA-miRNA-mRNA Interaction Edges by Integrating Various Data Sources
The directed edges represent the directed regulatory interactions between lncRNAs, miRNAs, and mRNAs. Some interactions can be considered as bi-directional, however, in this study, we interpret the directionality as the regulatory effect of one RNA transcript's abundance causing a direct inhibition/repression/promotion to another RNA transcript's abundance. For instance, we can effectively encode miRNA-lncRNA interactions (e.g., miRNA inducing lncRNA decay) to be separate from lncRNA-miRNA interactions (e.g., lncR-NAs acting as miRNA decoys) by using directed edges to represent different types of functional interaction. In this study, the different types of interaction collected from various experimentally-verified interaction databases in the lncRNA-miRNA-mRNA interactome considered are:
• lncRNA-miRNA interaction via miRNA-sponging decoy function of lncRNAs as competing endogenous RNA.
Embedding space Fig. 1 . An illustration of the heterogeneous lncRNA-miRNA-mRNA trimodule network.
• lncRNA-mRNA post-transcriptional gene regulation.
• miRNA-lncRNA interaction by where a binding miRNA causes decay of a lncRNA transcript.
• miRNA-mRNA post-transcriptional interactions causing degradation of target mRNAs.
• mRNA-mRNA interaction in the gene regulatory network.
These heterogeneous interactions are combined into an integrated network, and the associated set of edges is E d , where the binary edge weight e d ij ∈ {0, 1} indicates whether a regulatory interaction from RNA node v i to RNA node v j has been observed in the literature.
Undirected RNA-RNA Functional Affinity Edges
Although the directed interaction edges E d are given, the set of undirected functional affinity edges E u must be derived from various biological annotation data associated with the RNA nodes. Each node can have up to K annotation data associated with it. For an annotation k ∈ K i that is associated with a node v i , we denote a feature vector a k i of binary entries representing the presence/absence of a particular attribute in this annotation field.
We aim to capture the functional similarity between two RNA nodes by calculating an affinity score as a similarity measure of characteristics, suggesting a resemblance in RNA function or structure. The approach we take to calculate an affinity between pairs of same-class RNA nodes is by examining the matching annotation attributes that both shares. For any categorical text annotation (e.g., disease association, transcript biotype, RNA structure family, or GO terms) that two RNA nodes v i and v j both have been annotated, the attributes in this annotation are first transformed to binary feature representation. For a categorical annotation denoted as k, the binary 1-D feature vector associated with RNA node v i is denoted as a k i . In this vector contains m binary entries that indicate whether or not the RNA node v i has been associated with each of the m total possible attributes of this annotation. Using the Sørensen-Dice coefficient score [21] , a similarity score between two binary vectors for node v i and node v j for feature k can be obtained by:
This similarity measure ranges [0, 1] and gives higher weight to the common attributes present in both RNAs than by the attributes present in only one RNA. Since most RNAs have null annotations, we computed the Dice coefficient score only between pairs of RNA nodes that have both been annotated.
To obtain an aggregate affinity score between a pair of RNA nodes across all K similarity values, we utilized a modified version of the Gower's Similarity score [22] . For each RNA-RNA pair, Gower's similarity aggregates similarity scores across all the annotation features and perform a weighted average. Typically, a similarity score for a pair of RNA nodes that do not have any associated annotation would be considered a 0, but in this study, we remove these null pairwise similarity from consideration. Thus, Gower's similarity will only aggregate the available pairwise similarity scores from annotation that exists between both nodes to compute the average. Among the RNA node pairs that have only one associated annotation pairwise similarity, we further compute the global pairwise sequence alignment [23] score between these pairs of sparsely annotated RNAs. The Needleman-Wunsch algorithm is used to computes the highest score for matching sequence alignment, normalized by the sequence length, to approximately measure the homology between transcript sequences. The RNA node pairs that do not have any matching annotations were not included in the pairwise calculation. This Gower's similarity score is computed between all pairs of same-class RNA nodes, and the resulting pairwise
being the set of annotations present in both nodes v i and v j . The entries A ij will then be selected as edge weights e u ij that represent the functional similarity edges between node. Since our model currently only considers unweighted binary edges, we selected undirected edges with affinity score close to 1.0 or higher than a chosen hard-threshold to be considered as a positive edge. In our experiments, the hard-threshold was arbitrarily chosen where the number of positive affinity edges covers no more than 0.1% sparsity of the entire affinity matrix. Then, we also uniformly sampled a set of undirected affinity edges with a weight close to 0, indicating a negative edge that suggests functional dissimilarity between a pair of RNA nodes. The number of negative edges chosen such that the ratio of negative edges to positive edges is between 2.0 and 5.0.
NETWORK EMBEDDING WITH SOURCE-TARGET CONTEXTS
A network embedding is mapping from each RNA node to a low-dimensional representation, denoted as a mapping
is the dimensionality of the embedding such that d n. The embedding y i associated with each node v i is learned such that, in this embedding space, nodes preserve some meaningful proximities to other nodes according to the given topology in the networks G d and G u . Given the learned embeddings for all of the nodes, Y ∈ R n×d , various downstream prediction tasks can be applied, such as graph reconstruction, visualization, clustering, link prediction, and node classification [13] .
We aim to obtain a biologically meaningful embedding representation that simultaneously captures both the regu-latory interactions and functional affinities between RNAs. In other words, we train the embeddings to fit both sets of edges from the networks G d and G u . To accomplish this, we propose the embedding space to have two components: source context and target context. That is, each embedding vector y i = [s i , t i ] is represented as a concatenation of the "source context", s i ∈ d/2 , and "target context", t i ∈ d/2 . This embedding representation can simultaneously capture directed and undirected edges by the following definition of proximities:
First-order directed proximity to represent the directed regulatory interaction between node i's source context and node j's target context, with:
Second-order undirected proximity to represent the functional affinity between node i and node j, with:
The value of these proximities is the Euclidean distance, where the embeddings are selected such that if two nodes have a positive (directed or undirected) edge, its respective embeddings will be more similar, i.e. having a smaller distance. Otherwise, if two nodes have a negative or noninteractions, their embeddings should be more dissimilar, incurring a greater distance. Note,
Conceptually, the desired effects of applying both directed and undirected proximities using the source-context and target-context in the embedding space are two-fold. First, the embeddings can automatically possess the secondorder directed proximity, where nodes having similar functional annotations (i.e., a high second-order undirected proximity) will also have a similar set of interacting partners (i.e., first-order directed proximities to other nodes). Likewise, the second-order undirected proximity between a pair of nodes having a similar set of directed interactions will also have a high functional affinity. These two desired effects are in line with the primary intuition that RNAs sharing the same interacting partners are more likely to be involved in many of the same functions. Furthermore, as each of two networks, G d and G u , are highly sparse and incomplete, training the complementary sets of edges E d and E u can help to connect the functional affinities between known RNA's to novel RNA sequences. In the following sections, we demonstrate a methodology to simultaneously apply the two proximity definitions to characterize both the interactions and functional affinity to each RNA transcripts.
Representation Learning for RNA Sequences to Reconstruct the Interactions and Functional Topology
Aside from the interaction topology data, each RNA v i also has an associated transcript sequence, extracted into a onehot vector representation denoted by x i ∈ {1, 2, 3, 4} li , where l i is the length of the sequence. We propose the network embedding function f : x i → y i ∈ d to be a deep neural network that maps RNA sequence input x i to an embedding y i of dimension d that preserves the proximities defined in Eq. 1, 2. Motivated by its recent successes in facial
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Bi-directional LSTM Fig. 2 . The rna2na network embedding method utilizing Siamese architecture. Note, the convolutional recurrent network has only one sequence input, and one embedding output, while the siamese network takes in two sequence inputs and outputs one number for the (directed or undirected) proximity.
recognition [24] and speech modeling [25] , we repurposed the Siamese network architecture as an interaction network embedding framework in our method rna2rna.
Originally proposed for signature verification [26] , Siamese network is an architecture containing an identical pair of the same neural network which shares the same configuration and parameters. A pair of objects can be fed into the two subnetworks to be encoded, where its resulting embeddings can determine if the two objects are similar or dissimilar. Our goal is to decide the relationship between two RNA sequences by using a convolutional recurrent network to output a real-valued multi-dimensional vector that captures the hidden representation of RNA sequences. More specifically, the network learns to output the embeddings for a pair of RNA sequences, guided by edge e u ij as the label that indicates whether the pair is functionally similar or dissimilar. For similar pairs of inputs, their embedding is expected to be closer in proximity, and with dissimilar pairs of inputs, their embeddings are to be farther in proximity. Additionally, for an interacting pair of RNAs, the directed edge e d ij would indicate whether RNA i interacts with RNA j using the corresponding directed proximity. In order for the output embeddings to preserve the proximities across all edges in both G d and G u network topologies, we utilize the binary cross-entropy loss function [27] , defined as,
The network weights in f (x) are trained with Stochastic Gradient Descent (SGD) with the standard backpropagation algorithm. Since the subnetworks yield two outputs and their weights are shared, the gradient is summed over the network processing input x i and network processing input x j . We utilized the RMSprop [28] optimizer to train recurrent network model until convergence. At each SGD iteration, a batch of RNA nodes are sampled along with its associated sets of positive and negative, directed and undirected edges, described further in section 4.3.
Convolutional Recurrent Network to Obtain Embeddings from Variable-length RNA Sequences
The network inside the Siamese architecture (illustrated in Fig. 2 ) encodes the variable-length RNA sequence inputs through a series of non-linear transformations. Each RNA sequence is transformed to a condensed word vector where each integer element indexes a A,C,T,G nucleotide. The lncRNA, miRNA, mRNA transcript sequences can vary widely in length, between 20 nt to a few thousand nt long. For the network to accept such input, the first layer is a 1-D convolutional and pooling layer that yields feature tensors with a timestep dimension that is proportional to the input sequence length. Then, these tensors are passed to the Bidirectional LSTM layer [29] , which outputs the fixed-size hidden states value after processing last timestep features, and is passed to the next fully-connected layers. With this architecture design, the network is not constrained to only RNA samples with a fixed sequence length that is specified at training time.
Model Optimization with Batch Sampling Strategy
At each training iteration, the model samples a set of training edges and train the neural network on the RNA sequences associated with these edges. The choice of sampling strategy is hugely important, as the computational complexity is a factor when determining the sampling method that gives the best estimation of the degree distribution in the ground-truth network. It is well-established that most biological interaction networks exhibit the scale-free topology property, apparent in the nodes' degree distribution to follow a power-law degree distribution [30] . In other words, it was frequently observed that a few nodes may have a lot of interactions, and a lot of nodes may have very few interactions. If a set of edges were sampled uniformly, the sub-network would be biased toward nodes with a higher number of connections and nodes with a lower number of connections will be poorly represented. This problem is further exacerbated by the size imbalance between the interaction sets of well-studied RNA classes and newlyemerged RNA classes. Furthermore, as the size of the network grows, the training approach that iterates through all possible pairs of nodes may become quickly intractable. We instead implement a random node sampling strategy where we first randomly select a set of nodes, then train on the set of edges induced by this sub-graph. However, it was shown that sampling nodes uniformly at random does not retain the power-law distribution [31] . Thus, we employed a biased sampling, where the probability of picking a node v i is a function of its degree, r i . The probability function proposed by Riad et al. [32] is:
The sampling compression function is chosen to be the square-root function, where φ(n) = √ n, to retain the powerlaw degree distribution while keeping the linear weighting as a ranking for the frequency of each node, .
When a batch of nodes S is sampled without replacement from this distribution, each node and its set of positive edges is (v i , P i ) such that v i ∈ S and P i ⊂ S. Also, its set of negative edges is
In the case of undirected edges, both P i and N i are given, however, for directed edges, only P i are given. To obtain the negative directed edges, we then sample N i by adopting the approach of negative sampling as proposed in [33] , where the ratio of negative edges to that of positive edges incident to each node is between 2.0 and 5.0. To sample the set of nodes N i , we use from the distribution given in Eq. (4), normalized over nodes in S. We allow the negative sampling ratio to be a free parameter to be tuned in our experiments.
Given S, the sampled batch of nodes, and E d S , E u S , the set of directed and undirected edges containing both positive and negative interactions incident to S, we train the loss function with batch optimization with
where λ is the coefficient parameter to control the effect of the second-order undirected proximity.
Predicting Interaction or Functional Similarity Between Two RNAs
After training is complete, given two RNA sequence inputs x i and x j , the learned model can output the embeddings y i and y j , which is used to predict whether a relationship exists between them by computing the respective proximity. Either to predict the existence of an interaction or functional similarity, we use the proximity score
, respectively, and then compute a pairwise affinity using a Gaussian kernel:
In our experiments, we calculated all pairwise Euclidean distances and solved for γ given E u , E d , and Y . By fitting γ given the ground-truth edges and the predicted pairwise affinity matrix, this method can accurately approximate the distribution of interactions over the whole network.
RESULTS
Large-scale Data Integration of lncRNA-miRNA-mRNA Interactions, Annotations, and Sequences
We integrated various experimentally verified interaction databases to build a large-scale lncRNA-miRNA-mRNA interaction network. Additionally, various functional annotation, sequence, disease association, were also integrated to enable extraction of the undirected attribute affinity edges. To maximize the number of genes matched between the different databases, miRNA and mRNA transcripts are indexed by standard gene symbols specified by the MirBase [43] and HUGO Gene Nomenclature Community (HGNC) [44] . LncRNA transcripts are indexed by its Ensembl gene name provided by GENCODE Release 29 [45] . In total, there are 12725 lncRNAs, 1870 microRNAs, and 20284 mRNAs considered in this study, comprised of a comprehensive integration of the various databases illustrated in Table 1 .
To accomplish the primary task of predicting novel interactions not seen at training time, we propose an experimental setup using prospective evaluation. All models were trained exclusively using the prior version of each interactions databases. Then, we validate the link prediction model by using the set of new interactions from the latest database version update. This type of evaluation, rarely done in the literature, is extremely important as it allows us to mimic a realistic scenario where the task is to discover novel RNA-RNA interactions, based on our current knowledge.
Integration of multiple interaction databases.
In this section, we list the databases utilized for both training and prospective evaluation. In all databases, we selected only the human-specific regulatory RNA-RNA interactions and harmonized all miRNA, mRNA, and lncRNA gene names to standardized MirBase, HGNC, and GENCODE gene names.
• microRNA-target interactions obtained from miR-TarBase [35] database. For training, miRTarBase version 6.0 has a total of 377,318 interactions matched between 1618 microRNAs and 14,666 target mRNAs. For testing, version 7.0 has a total of 64,749 new interactions, of which includes interactions data for 12 novel miRNAs.
• microRNA-lncRNA interactions obtained from experimentally verified databases DIANA-lncBase Experimental v2 [36] . There are a total of 53,926 matched interactions between 631 miRNAs and 2530 lncRNAs. Since this database does not have an updated version since the v2 release, we use the DIANA-lncBase Predicted module for evaluation and selected 337,031 interactions with a confidence score greater than 0.9.
• ncRNA-RNA interactions from NPInter v2.0 [38] , where we filtered only lncRNA-miRNA, lncRNA-mRNA, and miRNA-lncRNA interactions, which resulted in 85,355 interactions between 170 matching lncRNAs and 5023 mRNAs. NPInter v3.0 sharply increased in data and contained 123,486 new interactions between 499 novel lncRNAs and 2346 mRNAs.
• lncRNA-mRNA interactions containing lncRNA-mRNA functional regulatory interaction from lncRNA2Target [40] , where its latest version v2.0 contained a total of 65,655 interactions between 1037 lncRNAs and 28,866 genes, and its previous version v1.0 contains 1277 interactions between 79 lncR-NAs and 471 mRNAs. Note that in this instance, TABLE 1 Overview of interaction databases used for data selection, harmonization, and integration for prospective evaluations. The training sets are comprised from the interaction network of database versions released before 2015, while the validation sets are comprised of updates from the most recently released database versions. Note, the number source and target RNA nodes listed for validation set are from novel interactions only, which are disjoint from the training set. After integration of the training databases, self-interactions and redundant interactions edges are removed, and only interactions between RNAs with an associated transcript sequence will be considered. In the validation databases, we selected only interactions that do not overlap with interactions from the training set.
Interaction Training Sets Validation Sets database Version # interactions # sources # targets Version
Integration of annotation databases to extract undirected attribute affinity edges.
In this section, we outline the annotation databases utilized to provide functional attributes to individual RNAs. After all RNA-RNA pairwise functional affinities were computed, a number of undirected affinity edges were then added to the undirected interactions training set.
• lncRNA annotations obtained from the GENCODE Release 28 [45] which contains the transcript biotype annotation. In addition, GO terms for 162 matched lncRNAs were obtained from RNAcentral [46] which aggregated data from NONCODE [47] and lncipedia [48] . Also, disease associations for 150 lncRNAs were obtained from the LncRNADisease database [49] . After computing the affinities A for all lncRNA pairs and filtering second-order undirected affinities at a 0.8 threshold, 65,864 undirected edges were added. With the negative sampling ratio set at 5.0 per positive edge, a total of 329,320 negative edges were added to the undirected edges training set.
• microRNA annotations containing miRNA family classified from its seed regions were obtained from the TargetScan Release 7.2 (March 2018) [50] . RNA structure family annotation obtained from Rfam 13.0 [51] and GO terms from RNAcentral were also included. In addition, disease associations for 553 miR-NAs were obtained from HMDD miRNA-disease database [52] . After computing the affinities A for all miRNA pairs and filtering at a 0.8 threshold, 405 positive edges were added. With the negative sampling ratio set at 5.0 per positive edge, 2025 negative edges were included.
• mRNA annotations were obtained from the GEN-CODE Release 28 [45] , and gene annotations were obtained from the HUGO Gene Names database [53] .In addition, disease associations for 7577 mRNA genes were obtained from DisGeNet [54] . After computing the affinities A for all mRNA pairs and filtering at a 0.8 threshold, 362,362 edges were added. At the negative sampling ratio of 2.0 per positive edge, 724,724 negative edges were included.
Preprocessing of RNA Transcript Sequences.
We collected genome-wide human reference lncRNA and mRNA primary sequences from GENCODE Release 29 [45] and miRNA hairpin sequences from miRBase [43] . A transcript is indexed by their gene name, however, many lncRNAs can encode multiple transcript isoform variants.
Since some interaction databases do not identify the specific transcript when referring to the interacting lncRNA, at every training iteration, we uniformly sample from the set of different RNA isoforms for each RNA gene. In order to speed up the training of the interactions between RNA sequence pairs in the convolutional network, we use batch optimization across multiple GPUs. Due to memory limitations, at training time, we must pad all sequences within the same training batch to one maximum length. The max length was chosen to be 8000 nt long, which would fully represent more than 95% of the longest RNA transcript variants without needing to truncate. For the RNA transcripts exceeding 8000 nt in length, it is important for the network to learn motifs from all regions of the sequence in order to generalize to very long RNA sequences. For this purpose, at each SGD iteration where sequences are sampled, we implement a strategy where a long RNA sequence is truncated either from the first portion or the last portion at random. After training, our model can then process variable-length sequences of any arbitrary length at prediction time. From empirical results, we found this technique does not diminish prediction performance but allows the model to generalize to any RNA sequence length at test time.
Comparison Methods
Our experiments include comparative analysis in different evaluation tasks with existing state-of-the-art methods in both varieties of network-based and sequence-based embedding methods. A brief description of the different methods considered are:
• node2vec [12] : A random walk-based method which preserves higher-order proximity as well as the community structure and structural equivalence between nodes.
• LINE [11] : A method which jointly optimizes two functions for first-and second-order proximities by minimizing the Kullback-Leibler divergence between predicted joint probability distribution for each pair of vertices and the given distribution of training edges.
• HOPE [55] : A method which uses a two-part embedding to reconstruct a directed adjacency matrix, while preserving asymmetric transitive proximity.
• SDNE [56] : An autoencoder-based method that preserves neighborhood proximity between nodes given the network topology. In the following experiments, each method were assessed by learning a 128-dimensional embedding representation from the training network. All other free parameters are set according to the default value mentioned in the method's respective papers.
Graph Reconstruction.
To assess whether the given methods can efficiently embed nodes from the network to a low-dimensional space while preserving all interactions, we evaluate whether each method can accurately reconstruct the original adjacency matrix of the network from the training set. After training each method on the training set of interaction databases, all pairwise proximities between the node's embeddings were computed to reconstruct an estimated adjacency matrix. Then, we compute the Precision-Recall Curve of predicted (positive) interactions by validation with the ground-truth positive interactions from the training set. In addition to measuring the recall of the positive interactions, we also sample for non-positive interactions to measure the precision rate, which penalizes for false-positives. Candidate sampling was utilized, where for each node, a number of non-positive interactions are sampled in proportion to the number of positive interactions, where the ratio is 1 : 1. Random edges were sampled according to the non-uniform distribution given by Eq. (4) to generate non-interactions for each node, while preventing accidental hits of existing positive interactions. Fig. 3 shows a precision-recall curve comparison analysis for the training set across different interaction databases. Additionally, Fig. 6 shows the powerlaw degree distribution of the reconstructed network for each method. Since it is also important for the predicted network to preserve the scale-free topology property from the original interaction network, this result shows rna2rna can reconstruct an interaction network with a power-law degree fit score approximately matching that of the groundtruth training network.
Novel Link Predictions.
To evaluate the predictive performance of our model at inferring novel RNA-RNA interactions not seen at training time, we perform a prospective evaluation on the validation set containing future version databases. We compose our training set for this prediction task by a union of all ground-truth interactions set from the miRTarBase 6.0, lncBase v2, NPInter v2.0, lncRNA2Target v1.0, and BioGRID v3.4 databases. All methods then train its model on this combined network. The undirected functional affinity edges were not included in the training data for any methods besides rna2rna. After the models have been trained, its estimated adjacency matrix is computed and evaluated on the novel interactions from miRTarBase v7.0, lncBase predicted module, NPInter v3.0, lncRNA2Target v2.0, and BioGRID v3.5 databases separately. The set of interactions from the validation set is entirely disjoint from the training set. For a test to differentiate between positive interactions and random noise interactions, we also uniformly sample a number of interactions from the set of all possible pairwise interactions to consider as negative interaction. To do this, we sample from the distribution defined by P (x, y) = P (x) * P (y), x ∈ A, y ∈ B, where P (x) is from Eq. (4), A and B are the set of source and target RNA nodes respective of the database. This set is denoted as E n , and the number of negative interactions is sampled such that the ratio of negative to positive interactions is 1.0. At evaluation time, the set of ground truth validation edges E d and random noise E n edges is used to calculate the precision and recall rates. The true positives are the correctly predicted true interactions, and the false positives are the predicted interactions that are present in the random noise E n interactions set. Since most network embedding algorithms can yield a predicted probability of the connection, we show the precision-recall curve to evaluate the precision rate at different thresholds of the probability prediction. An area under the precision-recall curve (AUPR) is used to give a single number indicating the performance of the classifier, which is a good criterion considering it punishes for false-positive predictions. Fig. 4 highlights the comparison analysis across five different interaction databases.
In the comparison analysis, all methods were evaluated on the same set of positive and sampled negative interactions. It can be observed that LINE and SDNE do not tend to perform well in this heterogeneous lncRNA-miRNA-mRNA interactions network. For the performance evaluation of predicting the BioGRID mRNA-mRNA gene regulatory interaction set, the interactions between lncRNA and miRNA to mRNA are removed from consideration. It was observed that rna2rna also achieved a superior result in this subnetwork.
Inductive Link Prediction to Novel RNA Sequences
In addition to evaluation of predicting missing edges between connected nodes present in the training set, it is also important for our model to infer interactions for novel lncRNAs from sequence. We evaluated the link prediction performance for novel RNA sequences not present in the training set. In this experiment, there are 47 novel lncRNAs with interactions in the validation set that is not present in the training set. We attempt to recall these true interactions only from processing its RNA sequence input and computing their associated interaction to all existing miRNAs and mRNAs. We follow the same procedure proposed above to sample for random negative interactions. Since our method is the only method that can yield an embedding given a novel RNA sequence, the methods node2vec, LINE, HOPE, and SDNE cannot predict from this evaluation as their link prediction is transductive and constrained to only nodes in the largest connected component. After holding out 47 lncRNAs and attempting to recall 3086 its associated true interactions, our method has achieved an average precision score of 0.85, shown in Fig 5. Note that among the 3086 true interactions, which includes lncRNA-miRNA and lncRNA-mRNA interactions, they are comprised of interaction set from the LncRNA2Target v2.0 and NPInter v3.0 updates.
Inferring Functional Similarity From Embeddings
The source-target embedding is not only effective at encoding directed RNA-RNA interactions, but it can also capture the undirected functional affinity of RNAs. Since a pair of functionally similar RNAs would have a small Euclidean distance in the embedding space, we can expect a cluster of RNAs to have the same biological functions. To evaluate whether a network embedding method can effectively identify functional similarity, we performed K-means clustering on the learned embeddings and compared the predicted node's clusters to the ground-truth RNA annotations. The ground-truth annotations used for evaluation are RNA functional family [51] , and RNA locus type annotations (e.g., sense intronic lncRNAs, lincRNAs, miRNAs, proteincoding, etc.). If an RNA is known to belong in more than one functional family, we select only the first annotation and discard the rest.
In comparison analysis, we first obtained the embeddings from each of the methods and performed K-Means clustering only on the nodes that have an associated functional annotation. The number of clusters in K-Means is the same as the total number of unique labels in a particular annotation. The evaluation measures used are Homogeneity (higher if nodes are of the same type in each cluster), Completeness (higher if all nodes of the same type are only in one cluster), and Normalized Mutual Information (a mean of the two previous scores). The clustering result of different methods are compared over the RNA family and RNA type annotations in Table 2 and Table 3 . The result shows that although there is a greater number of RNA nodes to assign to clusters, rna2rna embeddings can achieve the highest NMI score over the RNA functional family annotations. In Table 3 , other methods besides BioVec achieved a lower score, because the local structure of the interaction topology typically contains a mixture of RNA biotypes.
Training on Interactions Alone Can Reveal RNA Functional Similarity
Here, we test our hypothesis about whether two RNAs are functionally similar if they share the same interacting targets and interacting sources. Since two nodes would have similar embeddings if they have the same set of interacting partners, we can investigate whether training the embeddings from directed interactions alone can produce an embedding that effectively preserves the undirected functional affinity between RNAs. In this evaluation, we trained a rna2rna model on the directed RNA-RNA interaction edges only, while excluding the functional affinities edges. Results in Table 3 shows that despite holding out functional annotation information, the resulting RNA embeddings can still approximately preserve cluster structures when compared to ground-truth RNA type annotations.
Clustering of RNA Embeddings Reveal Highly Enriched Gene Sets
Since rna2rna embeddings have demonstrated functionally similarity in the experiments above, an important next step is to assign putative biological functions to novel lncRNAs. To do this, we perform gene set enrichment analysis on clusters of RNAs, select the cluster with the highest enriched functional term, then associate the lncRNAs belonging in this cluster with this term. In this experiment, the embeddings are trained from both training set and validation set, which includes all known functional interactions and Gene Ontology annotation terms associated with the lncRNAs, miRNAs, and mRNAs. We performed k-means clustering over the embeddings of 32,741 different RNAs, where the number of clusters is 2000. We then performed enrichment analysis on these 2000 clusters using Enrichr [57] over the KEGG Human 2019 [58] terms, which includes both functional and disease pathways. Some of the highest enriched clusters are shown in Table 4 . Among the 2000 clusters, 559 have an adjusted P-value of less than 0.01, and 139 have an adjusted P-value of less than 0.001. Interestingly, the highest scoring gene sets often contain some lncRNAs not previously associated with these functional terms. It warrants additional experimental studies to verify the functional associations of these lncRNAs.
Learned Projection of RNA Embeddings Demonstrates an Organized Distribution
We further visualize the learned 128-dimensional embedding to 2-dimensional space using t-SNE [59] . It can be expected that the RNA nodes in this manifold can preserve the local structure of the interactions and functional annotations, as well as exhibit good separation based on their transcript biotype classification. In Fig. 8 , nodes are colored based on RNA biotype, and only the 5000 topscoring interaction edges are shown to increase visibility. It is observed that the microRNAs are well separated from the rest of the nodes, but the mRNAs and lncRNAs may have some overlap, which is expected since the sequence structure of these two RNA classes is similar. In comparison to other methods, rna2rna can map a much higher number of lncRNAs and a more extensive variety of different RNA classes to the embedding representation. 
Subnetwork of LncRNAs Shows Promising Novel Function Interactions
We visualize sub-networks of some well-studied lncRNAs including HOTAIR, GAS5, H19, CASC15, SNHG1, SNHG5, PINK1-AS, UCA1, XIST, and ZFAS1. Each of these subnetworks contains ground-truth interactions between the lncRNA and its miRNA and mRNA interacting neighbors, while predicted interactions are highlighted in red. An illustration of the HOTAIR subnetwork is shown in Fig. 7 , while others are in the Supplementary Materials. For other well-studied lncRNAs such as H19, GAS5, and SNHG1, the number of interacting partners reached to nearly one thousand, so we selected only interactions supported by two or more databases for better visibility. In each visualization, the placement of the nodes is determined from the forcedirected layout of the subnetwork, with the exception of the HOTAIR subgraph, which obtained node placements from the t-SNE transform. In SNHG5, CASC15, and HOTAIR, it was interesting that they are accompanied by another lncRNA partner. This partner has an interaction to/from the main lncRNA, and also shares some of the same neighbors that the lncRNA is connected to.
DISCUSSIONS
In this study, we have proposed a method to encode the heterogeneous lncRNA-miRNA-mRNA interaction network, being the union of lncRNA-miRNA, miRNA-lncRNA, lncRNA-mRNA, miRNA-mRNA, and mRNA-mRNA interactions databases. With the framework we have developed, this method of integrating different functional annotation sources is simple, its purpose is to allow for characterizing the functional affinities for an extensive number of RNAs, even among sparsely annotated ones. While very few lncR-NAs have been annotated for all of its attributes, especially functional annotation or disease association attributes, most have already been annotated with the basic transcript biotype and a transcript sequence. Since we did not constrain the calculations to only RNAs that have all non-empty annotations, we can utilize a less stringent affinity scoring method where a similarity measure between sparsely annotated RNAs can be calculated.
To the best of our knowledge, the first-order proximities we proposed involving source-target embeddings is novel compared to the first-order proximity proposed in any other network embedding methods. It has a direct purpose at the task of modeling the regulatory interactions between biological entities. Considering the node2vec, LINE, and SDNE methods that model the first-order proximity without considering the direction of the edge, the directed regulatory interactions may produce the embeddings to represent functional similarity incorrectly. For instance, suppose there exists a directed edge to represent microRNA i targeting mRNA j. If we model undirected first-order proximity, the resulting embedding representation y i and y j would be selected to be similar. This would be misleading because although we know microRNA i targets mRNA j, mRNA j does not target microRNA i, they belong to different classes of RNA transcripts, and is unlikely to be involved in the same biological functions. By modeling each node's embedding representation with both s i and t i separately, we can conceptualize a representation for a biological entity by modeling its functional targeting information and receptive field information.
In the prospective evaluations of recalling the interactions from a future version of various databases, it was shown our method could achieve comparable, and in some cases, superior performance, with other state-ofthe-art methods. It is important to note that rna2rna was able to achieve this accuracy even when predicting more interactions over a more extensive range of RNA nodes since it can obtain embeddings for 32530 unique interacting lncRNA, miRNA, and mRNA nodes. In other methods, only the interactions among a subset of 17905 RNA nodes were considered for link prediction analysis. This is because most other network embedding methods typically only consider the nodes within the largest connected component of the network, while rna2rna can provide a functionally consistent embedding for all nodes in the network that's associated with an RNA sequence. Since it can also handle sequences of various length, rna2rna can provide this mapping for a wide range of RNA transcripts of different structures.
Additionally, since our method was able to map the functional affinity between RNA nodes belonging in disconnected components in the interaction topology, we hypothesize rna2rna could effectively map individual RNA's to a functional manifold in the embedding representation. It is observed in the t-SNE visualization of the embeddings in Fig. 8(f) that there is a clear separation between miRNAs, lncRNAs, and mRNAs, albeit overlaps between lncRNAs and mRNAs. It needs to be noted that although no negative undirected edges between RNAs of different locus types (e.g., lncRNAs v.s. miRNAs) were sampled to explicitly indicate different RNA types to have dissimilar embeddings, the network can still make a distinction between their functional roles. This shows that rna2rna's source-target embedding is an effective representation that can encode an RNA's biological function only by its given directed interactions.
CONCLUSIONS AND FUTURE WORK
Our main contribution proposes a highly versatile architecture aimed at predicting interactions between heterogeneous RNA transcripts while characterizing the functional landscape of non-coding RNAs. Although rna2rna have demonstrated promising performance at various interaction prediction and clustering tasks in experimental results, we believe further improvements to the framework can help it achieve even better performance and usability. Firstly, it cannot be easy to identify the specific binding motif from the learned convolutional filters for a given RNA-RNA functional interaction. We can consider further implementation of an attention-based network architecture [60] for future works. Additionally, rna2rna's calculation of the RNA-RNA functional affinity using the Dice distance can be improved, as it simply counts the number of matching functional terms a pair of RNA shares. In this aspect, we plan to apply a method that can calculate a semantic functional similarity, even between non-matching terms. Moreover, while rna2rna was designed to tackle the task of broadening the general knowledge in the human non-coding transcriptome, we also look forward to a modification of the model to allow analysis of the interactome within a specific biological context such as a tissue type or disease condition. Toward this end, we can integrate RNA expression data to identify specific RNA-RNA interacting pairs within a sample cohort.
In conclusion, we intend this method to be the groundwork for further down-stream analysis tasks, where various other downstream genomic prediction tasks such as prediction of gene annotation, gene-disease association, and discovery of unknown gene cluster families can be readily applicable by directly processing the learned embeddings. Further works to this framework can provide an invaluable tool to support significant discoveries in systems biology, especially for newly identified lncRNAs.
