In this study we present a novel approach on a color image refocusing and defocusing. In detail, the proposed method can accomplish the tasks of color image refocusing and defocusing. Our proposed method is thus a process of recovering the original color image from the degraded color image observations. This approach has the advantage of canny edge detection process for preserving the sharp Edges and lines of color images for restoring the blurred color image. Blind deconvolution algorithm is used to blurred images where image recovery process has been performed with little or no prior knowledge of the degrading point spread function.
INTRODUCTION
Color image refocusing and defocusing process such as color image tend to get blurry, the blurred impression of the color images is due to the fact that image pixels are averaged with their neighbors. Blurred images don't have sharp boundaries. In color images, noise detection and removal is an important process as the images are corrupted by those noises because of transmission and acquisition. The main aim of the noise removal is to suppress the noise when preserving the edge information. However, the color images are likely to be corrupted by noise due to bad acquisition, transmission or recording. Such degradation negatively influences the performance of many image processing techniques and a preprocessing module to filter the images is often required, so in this way we often required the image refocusing and defocusing techniques. An image is a rectangular grid of pixels. It has a definite height and a definite width counted in pixels. Each pixel is square and has a fixed size on a given display [1] . However different computer monitors may use different sized pixels. Each pixel has a color. The color is a 32-bit integer. The first eight bits determine the redness of the pixel, the next eight bits the greenness, the next eight bits the blueness, and the remaining eight bits the transparency of the pixel. The other is defocusing, which is to blur an image and to create defocus effects. In some photography such as portrait, shallow depth of field is preferred so as to highlight the foreground subject with a defocused blurry background. However, due to the limitations of the lens and sensors, some cameras such as point-and-shoot cameras cannot produce enough defocus effects.
A different approach to refocusing is to measure the light field associated with an image. In this case, the measured rays can be combined to simulate new depth of field settings without explicitly computing depth. Levoy and Hanrahan [1996] compute a light field from a large number of images (between 256 and 4096) and use it to simulate synthetic camera apertures. This idea was further extended in [Isaksen et al. 2000 ] [33] and [Levoy et al. 2004 ] [34] . The deduction of this approach is that it either requires the sequential capture of a large number of images. In this paper, we have also developed a refocusing algorithm which considers partial occlusions at object boundaries. In particular, our algorithm defocuses image points by respecting visibility changes for different points on a large aperture lens, and by more accurately mixing foreground and background pixels in the defocus computation. The algorithm is used with the computed depth map to refocus either the original color image, or an image taken immediately before or after under different lighting. The rest of the paper is structured as follows-In section 2, we review of the previous work. Section 3, gives a brief overview of our approach and problem formulation.
RELATED WORK
We review the relevant prior work on color image refocusing and prior work on blurriness of the color image.There is some causes of blurring a color image:  Scattered light distortion in confocal microscopy.
 Movement during the image captures process.
The performance of the Canny edge algorithm depends heavily on the adjustable parameters, σ(1.4), which is the standard deviation for the Gaussian filter, and the threshold values, "T1" and "T2". σ also controls the size of the Gaussian filter. The bigger the value for σ, the larger the size of the Gaussian filter becomes. This implies more blurring, necessary for noisy images, as well as detecting larger edges. The standard median filter (MF) [10] has been prevalently used in for noise reduction of image preprocessing. However, there are two inherent limitations of the MF. The first is high computation load. The second is that it removes the thin lines and small objects of interest and blurs the details even at low noise densities, while the size of the filter window increasing [11] . The defocusing there is handled with the aid of the lens blur tool in Photoshop. In this paper, a simple and wellparameterized multipoint scheme is adopted to measure the edge blurriness. In addition to defocusing, we also address the more challenging refocusing problem with a blind deconvolution framework. The edge information is exploited not only in focus detection but also in image refocusing in this paper.The method proposed by Bando and Nishita [8] can tackle the single-image refocusing task, but it requires a lot of user intervention to determine the blur kernel from a number of predefined candidates. While in this paper, the optimal blur kernel as well as the target refocused image is obtained automatically using a well-regularized blind deconvolution method.
A priori blur identification methods are the class of methods that perform the blind deconvolution by identifying the PSF prior to the restoration. Typically these methods assume the PSF to be of a known parametric form. The associated parameters are unknown and to be determined before restoration. This method is relatively simple but have some major drawbacks like they require the knowledge of the form of PSF, some PSFs simply don"t have frequency zeros. Finally additive noise can mask the frequency domain nulls and thus degrade the performance [14] . Edge detection is the process of identifying and locating sharp discontinuities in an image. The discontinuities are abrupt changes in pixel intensity which characterizes boundaries of objects in a scene [36] . Classical methods of edge detection involve convolving the image with an operator (a 2-D filter), which is constructed to be sensitive to large gradients in the image while returning values of zero in uniform regions.
There is an extremely large number of edge detection operators available, each designed to be sensitive to certain types of edges. Image deblurring is an inverse problem whose aspire is to recover an image which has suffered from linear degradation. The blurring degradation can be space invariant or space in variant. Inverse problems are often ill-posed [8] . Existing blind deconvolution methods are a priori blur identification method, zero sheet separation method, ARMA parameter estimation methods and nonparametric methods [2] .
OUR APPROACH
The canny edge detector first smoothes the color image to eliminate noise. It then finds the color image gradient to highlight regions. The algorithm then tracks along these regions and suppresses any pixel that is not at the maximum (non-maximum suppression). The gradient array is now further reduced by hysteresis. Hysteresis is used to track along the remaining pixels that have not been suppressed. Hysteresis uses two thresholds and if the magnitude is below the first threshold, it is set to zero (made a nonedge). If the magnitude is above the high threshold, it is made an edge. And if the magnitude is between the 2 thresholds, then it is set to zero unless there is a path from this pixel to a pixel with a gradient above T2. As, shown in the fig. 1 , the rays starting from the scene point p 1 on the focal plane can converges to a point on the color image plane. However, when the scene point moves away(p 2 ) from the focal plane, the rays will give rise to a blur circle on the image plane, and the color image is regarded as defocused. When the point(p 3 )moves farther, a blurrier defocused image is produced. Such blurring process is often modeled as the convolution of the focused image F with PSF, i.e. I=F*h+n Fig 1: Geometry of the imagining model. P 1 , P 2 and P 3 represent the scene points at the different depth.
Where, I denote the defocused image and n is the noise term. Due to the diffraction and aberration of the camera lens, the PSF is approximated normally by a 2-D Gaussian filter [12] [13], The spread parameter , which is related to the distance of the object to the focal plane, determines the blurriness of the captured color image. In this paper, the above given formula is used to model the deblurringss process. Canny edge detection method finds edges by looking for local maxima of the gradient of f(x, y). The gradient is calculated using the derivative of a Gaussian Filter [Gaussian filter is used to blur an image using Gaussian function. It requires two parameters such as mean and variance. It is weighted blurring. Gaussian function is of the following form where σ is variance and x and y are the distance from the origin in the horizontal axis and vertical axis respectively. Gaussian Filter has an efficient implementation of that allows it to create a very blurry blur image in a relatively short time.]. The method uses two thresholds to detect strong and weak edges, and includes the weak edges in the output only if they are connected to strong edges. Therefore, this method is more likely to detect true weak edges.
Steps by step canny method approach --The color image is smoothed using Gaussian Filter with a specified standard deviation, σ, to reduce noise.
-The local gradient, g(x, y) and edge direction are computed at each point.
-The edge point determined give rise to ridges in the gradient magnitude image. This ridge pixels are then thresholds, T1& T2, with T1<T2. Ridge pixels with values greater than T2 are said to be "strong" edge pixels. Ridge pixels with values between T1 & T2 are said to be "weak" edge pixels.
Deblurring Color Image Using The Blind Deconvolution Algorithm
Compared with defocusing, refocusing is more challenging. Image deblurring can be done by the different blurring technique like Gaussian blur. For blurring an color image some parameters are required blur length, PSF(point spread function),blur angle. Blur length is the number of pixels by which the image is degraded. PSF is when the intensity of the observed point image is spread over several pixels. Blur Angle is that angle at which the image is degraded. The Blind Deconvolution Algorithm can be used effectively restoring a color image when no information about the distortion (blurring and noise) is available. In this, restores the color image and the point-spread function (PSF) simultaneously.
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Algorithm for DeblurringInput: Load an input color image "f" Initialize blur length "bl" Initialize blur angle "theta θ Assign the type of noise "n PSF (Point Spread Function), "h" h=create(f, bl, theta θ) %Creation of PSF Blurred image (g) = f*h + n Initialize number of iterations "i" Weight of an color image "w" %pixels considered for restoration a=0 (default) %Array corresponding to additive noise Procedure -i If PSF is not known then, Guess initial value of PSF Else Specify the PSF of degraded color image Restored Image "f"= Deconvolution (g, h, i, w, a) End Procedure -i The PSF is a delta kernel, and the latent color image is the same with the observed blurry one.In addition, proper user intervention is often required at the initialization stage, and poor initialization may result in undesired local convergence. Although some efforts were made to seek the PSFs from the edges, the edge sharpness cue is not utilized adequately.
In this paper, we present a refocusing method that takes full advantage of the canny edge sharpness cue. First, it is utilized for PSF estimation. Then, edge sharpness prior is developed to constrain the PSF not to blur the edges and enforce the refocusing color image to agree with the precalculated sharpened color image in the vicinity of edges.
Architecture Of Deblurring Algorithm Fig 2: Overall Architecture Of Deblurring Algorithm
The following fig. 2 .represents, the overall architecture of this paper. The original color image is degraded using degradation model to produce the blurred color image. The blurred image should be an input to the Deblurring model [A blurred or degraded color image can be approximately describe by this equation: g= h f + n where, "g" is blurred color image, "h" is point spread function (PSF), "f" is original color image and "n" is additive noise in color image]. In this paper, we are going to use Blind Deconvolution Algorithm for deblurring a color image. The result of this algorithm produces the deblurring image which can be compared with our original image.
Refocusing
The color image may be refocused with different focal panel and aperture settings, by convolving each pixel. Realistic depth of field rendering is achieved by taking into account partial occlusion at object boundaries.
In particular, let us say we wish to refocus a color image with three types of regions: -a region F (foreground) with depth d F , -a region B(background) with depth d B and , -a region C (boundary) with a depth that smoothly changes
Partial occlusions: Consider the scenario illustrated in Fig.3 ; we want to compute the irradiance of an color image pixel p which receives light from a lens with a large aperture, focused behind the scene. Two objects A and B are in the field of view of p, where Ais locatedin front of B. The total light energy received by p is the sum of the contributions of all the light rays from the lens. The contributions of these rays can be determined by tracing the rays from the lens to points on the surfaces of A and B. In our case, however, we are given a single, narrow-aperture view ofthe scene and the corresponding depth map. There could be regions of the objects A and B that contribute to the irradiance of pixel pin the refocused color image, that are not captured in the acquired color image.This is illustrated in Fig.3 where the acquired color image is assumed tobe an orthographic view of the scene (dotted horizontal lines). In this case, although we need the radiances of the points on object B that lie between b2 and b3, they are not included in the acquired color image. We recreate such missing regions by detecting discontinuitiesin our depth map and extending the occluded surface using texture synthesis. First we compute R C2F where we have assigned a depth d F to all the points in C. Thesecond refocused image, R C2B , is computed by assigning a depth d B to the pixels in C. The final refocused image is computed as R = R C2F *A+R C2B * (1-A) Where,1 is a matrix of ones of the same size as A, and * denotes element-wise multiplication. 
EXPERIMENTAL RESULTS

Fig 4: Original Color Image
The above color images represent the result of degradation model using Gaussian blur. First image represents the original image and its edge can be estimated by Canny Edgedetection method.
Fig 5: Edges of Original Color Image
The edge detection can be applicable to Gray Image. Therefore, the original RGB image can be converted to gray image. After that Canny Edge Detection is applied for getting the Edges of the original image.
Fig 6: Blurred Color Image
The original color image can be blurred using Gaussian low pass filter by specifying the blur parameters. The following image is depicted as blurred color image.
Image after applying the proposed algorithm will be as follows. 
CONCLUSIONS
This paper, we have presented a system to handle the tasks of color image refocusing and defocusing. First, by means of a parametric edge model, we propose an efficient and effective canny edge detection method. Second, the challenging refocusing problem is tackled in partial occlusion. A wide variety of color images has been tested to validate the proposed algorithm. The main limitations of the method arise from the sparsity of the depth estimation and errors in the initial segmentation of the color image. Despite these limitations, the method is applicable to a wide variety of scenes as evidence by our experimental results.
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