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This paper presents a general algorithm that performs basic mathematical morphology
operations, like erosions and openings, with any arbitrary shaped structuring element in
an efficient way. It is shown that our algorithm has a lower or equal complexity but better
computing time than all comparable known methods.
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1 Introduction
Mathematical morphology, denoted MM hereafter, is a theory devised for the shape analysis of
objects and functions (Serra, 1982). Usual morphological operators are made of two parts: (i)
a reference shape, called a structuring element or function, that is translated and compared to
the original function all over the plane, and (ii) a mechanism that details how to carry out the
comparison. Structuring element will be abbreviated as SE hereafter.
MM has become increasingly popular over the last few years. Part of this success is due to the
remarkable increase in efficiency of many of the MM algorithms. Many MM operations which
used to require expensive dedicated hardware to run in reasonable times can now be performed
on standard workstation or even personal computers. In this paper, we present such an algorithm
well-suited for basic morphological operations with large arbitrary shaped structuring elements.
Definitions and notations. We briefly recall the definitions and notations used in this paper.
We use the Minkowsky addition definitions as used in (Haralick et al., 1987). Let  be a
function defined on the Euclidean space  ﬁﬀ ( ﬃﬂ  ﬀ    ),     ﬀ a flat structuring element
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where
/F1G2
and
/BADC
denote respectively the minimum and the maximum operations.
These past years, considerable effort has been put into the development of fast and efficient
algorithms for complex MM operations on simple desktop workstations. Algorithms for basic
operations like the erosion and dilation with a large SE are also under discussion in literature,
mainly because these operations belong to most industrial procedures based on MM. The aim
is to reduce the number of steps that would be required in a direct implementation of defini-
tions 1 and 2. The simplest implementation, called the trivial method in this article, consists in
searching for each point  the minimum value (in the case of an erosion) among all the values
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where * 	  . This method is acceptable for small SEs, but leads to very long execution
times for big SEs. A simple example illustrates the inherent redundancy of the trivial method.
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appears in both expressions but should, in an
ideal situation, only be referred to once. Larger SEs lead to even more duplications. Until very
recently, no other solution than the trivial method was available for operations with SEs other
than squares or hexagons.
Commercial softwares provide the possibility to erode with a square of size T
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that is obtained by repeating
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erosions with a T`_
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square. This method is referred to as the
linear decomposition method. Originated by Pecht (1985) and enhanced by van den Boom-
gaard (1992), the logarithmic decomposition improves the linear decomposition by removing
some redundant computations. However, the principle can not be extended to arbitrary shaped
structuring element.
In the restricted case of binary MM, Vincent (1991) proposed an efficient solution that considers
only the pixels of the edge of the binary objects, and then moves along this contour pixel by
pixel, writing on the output image only those pixels of the SE which could not be reached at the
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precedent move (the non-overlapping pixels), or the entire SE at the beginning. This allows the
coding of an efficient dilation. The erosion was obtained by dilating the complementary image.
Still in the binary case, Liang et al. (1993) proposed an equivalent solution to the problem using
a hierarchical pyramid data structure.
The problem is more difficult when dealing with gray-level functions. Meyer proposed a bet-
ter solution than the trivial approach in (Meyer, 1990), based on hierarchical queues, which
also took advantage of the overlapping parts of SEs when considering neighboring points.
Gratin et al. (1993) proved that the Meyer method indeed could be used with flat SEs of any
shape. They proposed to replace Meyer’s hierarchical queues with a simple sorting of all the
pixels of the image, which proved significantly faster. It was shown in the same paper that
the complexity of the Gratin/Meyer algorithm was the same as the complexity of the trivial
method (i.e. linear with the area of the structuring element), but that it was up to 50 times faster
depending on the structuring element and the content of the image.
The key idea in these approaches is that, in most cases, it is redundant to completely re-compute
a minimum for all possible translations vectors * 	  when the erosion of two neighboring
points of the image is to be determined. Indeed, for two such points, the sets on which the
minimum must be computed differ only by a contour which is one pixel wide, regardless the
need for a hierarchical or sorting approach to the problem, as with Meyer’s method. Many
authors have applied this idea of a “sliding window” in order to compute rank-order filters
(see Chaudhuri (1990), Gil et al. (1993) and Huang et al. (1979)). However, they have only
proposed methods for rank filters on rectangular windows. In the field of MM, the shape of the
SE is extremely important.
In the next section, we extend the sliding window principle to SEs of any shape, and show that
this method leads to a more efficient and faster algorithm than the Gratin-Meyer algorithm.
2 Algorithm description
2.1 Basic principle
In the following, for the sake of simplicity, we will only present the case of erosion with flat
structuring elements. The case of the dilation is obtained by duality, and the case of non-flat
structuring elements is discussed in section 3. It is also assumed that  contains the origin for
simplicity.
In order to determine
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, the minimum of

inside the “window” ba has to be known.
This computation must take place for all the pixels of

, and can be done using a regular scan-
ning from pixel to pixel. For example on a random line of

, the scanning can be done from left
to right and corresponds to a small translation of  in the same direction. This is the situation
depicted in figure 1, where ca is a given position of the SE and ed is the next translated SE.
The neighboring value
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inside fd after the translation P(g .
From
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, the values of

inside Ra 
 hd are already known. To obtain the minimum
inside bd , we therefore only need to consider the values of

which locations are filled with ‘-’
and ‘+’ symbols in figure 1. If i(B is small compared to the size of  , the parts to be removed
from or to be added to 9d are also small. In the digital case, where j(k is one pixel long,
these parts are only one pixel thick and correspond to a subset of the contour of  . From the
computer’s point of view, these parts can be efficiently accessed, and the cost to compute the
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minimum inside Ld is only a fraction of what it would have been if we had not taken advantage
of our knowledge of

inside Ra . A similar local adaptation is done after each translation.
To be able to compute the minimum of

inside ld , it is sufficient to memorize only the gray-
level histogram of all the points of

inside ma , then to count the points which appear and those
which disappear in the histogram during the translation towards fd . The minimum value can
be obtained from the new gray-level histogram, which is indeed the histogram of the values of

inside bd . It is a lot more efficient to work with the histogram than to search the minimum
value after each translation.
2.2 Algorithm complexity
As the time needed to compute the minimum value in a histogram does not depend upon the
number of points which form this histogram, but depends only on the number of possible grey-
levels in the image, we can derive the theoretical complexity of the proposed algorithm.
2.2.1 Worst case scenario
The worst-case scenario happens when the SE being used is such that there is no intersection
between the SE at a given position and its subsequent position on the grid after only one trans-
lation. In this case, the algorithm will examine all the points in the SE for every move. In other
words, the complexity of the algorithm in this case is the same as for the trivial method, which
is proportional to the area n of the SE.
Examples of such structuring elements are lines segments not oriented in the translation direc-
tion, or one pixel thick SE (thin rings).
2.2.2 Best case scenario
The best-case scenario happens when the number of pixels which are modified during a trans-
lation step is very small compared with the total number of pixel of the SE. In this case, for
a granulometry made of such SE (Matheron, 1975), the complexity of the proposed method is
constant or almost constant.
This is in particular the case for line segments orientated in the propagation direction: the
complexity of the proposed algorithm and the computing time are independent of the length of
the segment.
2.2.3 Typical scenario
Typically, SE have a perimeter much smaller than their area. This is in general increasingly true
with the size of the SE. For such a typical SE, the set of pixels modified during one translation
step of the SE is included in the perimeter of the SE, which is asymptotically proportional to
the square root of the Ferret diameter of the SE.
For example, if we consider a square SE, the pixels modified during one translation step are
those along the edge of the SE perpendicular to the translation direction, as in figure 2. If n is
the area of the SE, then the complexity of the method is in
Bo
n

.
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2.3p Implementation issues
In the digital case, we need to be able to deal with one pixel long translations of the considered
SE along a subset of the principal directions of the underlying grid; examples of subsets are
given in figure 3.
We also need to start the process by calculating once (and, if possible, only once) the complete
histogram under one position of the SE (for example the topmost, leftmost position of the SE),
and then proceed with size 1 translations of the SE following the methods described in the
previous section, in order to cover the entire image.
We know it is sufficient to deal with the points which are included in the parts to be added
or removed during size 1 translations of the SE. We can call these points critical points. The
critical points depend on the shape of the SE and on the direction of translation. There are 3
translation directions in the case of the square grid (0, ()qsr U and q ) and 4 in the case of the
hexagonal grid (0, (tqsr _ , q and ( U qsr _ ). These points are included in the contour of the SE and
are therefore few in number for most SEs.
During scanning, and in the case of pure MM operators (other rank order filters excluded) we
shall keep a variable which holds the position in the histogram we are interested in: minimum
in the case of an erosion, maximum in the case of the dilation. This value is read once per
translation (that is the “output” value) and is in practice seldom modified. Although this notion
is difficult to demonstrate, the argument goes thus: this relevant histogram value changes only
when a pixel with a lower (erosion) or higher (dilation) value is introduced in the histogram,
in which case the modification is immediate, or when the corresponding frequency in the his-
togram comes to 0, indicating that there is no longer a pixel under the SE which holds this
value, in which case a scanning of the histogram is necessary. This approach eliminates the
necessity to actually look into the histogram after each translation. Finally, even in the case of a
very noisy image where the extremal value would change often, the scanning of the histogram
occurs in constant time and this operation does not affect the complexity of the algorithm.
Before starting the operation, an analysis of the SE is necessary to find the critical points on the
contour of the SE. In practice we can hold these points in arrays of 2D vectors, these vectors
being the position of the critical points relative to the origin of the SE. One array will contain the
position of the points to be removed, another the position of the points to be added. These easily
accessed arrays are filled only once at the beginning of the algorithm, and are only consulted
afterwards. The analysis of the SE can be done by effectively making the relevant translations
and finding the points that change with logical operations. This allows to process easily the
complex cases (SEs with holes, non-connected SEs, etc).
It is also critical to process correctly the edges of the image. The best practice is to add edges
of sufficient size to the original image. The size of the edges are easy to determine: they are
equivalent to those of the bounding box of the SE, as in figure 4.
2.4 Algorithm implementation
Here is now the complete pseudo-code of the algorithm in the case of an erosion by a flat SE on
a square grid.
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Algorithm: Erosion by a structuring element u
v Declaration of data
- imIn, the original image w .
- imOut, the output image.
- u , the binary image containing the SE.
- histo, the histogram
v Initialization
Finding of the border points of u in each direction using translations
Filling of the histogram for the first position of u
v Main loop
For each even line x of imIn
For each point y of line x
Translate u one pixel to the right and adapt the histogram ;
z|{+}i~
y.x3
{jz|sŁz-5D
;
EndFor
Translate u one pixel to the bottom and adapt the histogram ;
For each point y of line xŁk
Translate u one pixel to the left and adapt the histogram ;
z|{+}i~
y.x<k
{jz|sz-
;
EndFor
EndFor
To implement a dilation, it is sufficient to replace the E
V'5
operator by a  I 
5
. Figure 5
represents the result of a numerical opening, that is an erosion followed by a dilation, by a
structuring element resembling a face, of the famous “Mona Lisa” painting. This allows to find
the location of the face of Mona Lisa on the painting.
2.5 Results and discussion
Let us now consider the computing time on a sample image. We have considered a  W
U[Y

W
U
square grid image on which a series of erosions have been performed. The structuring element
was a standard square so that the methods can be compared with the linear decomposition
method.
The following methods were compared :
1. The trivial method, consisting in a comparison of all the pixels of the input image under
the SE for all the positions of the SE.
2. The Gratin-Meyer method which consists in a hierarchical approach.
3. The proposed method presented above and mentioned as Talbot-Van Droogenbroeck on
the graph.
4. And a reference technique: the linear decomposition method that erodes an image by a
T`
Y

] (  must be odd) square by repeating   (W  r U erosions by a T`_ Y _ ] square.
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Figure 6 presents the results in a log-log scale graph. Computing times were obtained on a
NeXT 68040 25 MHz workstation (equivalent to a Sun SparcStation I) with the gcc compiler
and the gprof profiler.
We can see with this result that the trivial method yields extremely long computing times. For
an erosion with a T` W
Y

W
]
square, the computing time is close to 45 minutes.
The linear decomposition method yields the best result, albeit closely followed by the proposed
method. The key point here is that the decomposition method can be used only with a lim-
ited number of SEs, like squares in this case, whereas the proposed method can be used with
arbitrary SE.
By construction, the decomposition method has a complexity in
o
n , n being the number of
pixels in the SE. Indeed, the number of loops with the unit square SE needed to compute an
erosion with a square SE containing n pixel is proportional to the length of the edge of such a
square, which is equal to
o
n . The fact that our method follows so closely the decomposition
method in terms of computing time shows that the complexity estimate in
o
n for our method
was correct.
The Gratin-Meyer method gives much better computing times than the trivial method, but this
method is inferior to the proposed method. The Gratin-Meyer method is always slower than the
proposed method, and because of the lower complexity of the proposed method, the difference
in computing time increases quickly with the size of the SE.
It must be noted that the comparison between the Gratin-Meyer method and the proposed
method extends to shapes more complex than simple squares. For example, nearly identical
results are obtained when using a series of scaled SEs similar to the one used in Fig. 5.
3 Extensions
It is possible to extend the presented algorithm in at least four different ways:
3.1 Non-flat structuring elements
Suppose that function 
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and dilation of

by a non-flat structuring element  are respectively defined by
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A non-flat SE (so-called 3D SE for 2D images) is like a structuring function non necessarily
constant on its definition interval. It should not be mistaken with 3D SEs for 3D images. On
digital images, computing a basic MM operation with such a SE is equivalent to computing a
weighted extremum.
The method presented in this paper applies equally well to non-flat SEs. The same principle
applies: points in the SE that do not change during a one-pixel translation do not need to be
re-examined during this very translation. However, in the general case, the set of points which
do change during one-pixel translations is not a subset of the contour of the SE: depending on
the geometry of the SE, some points within the SE might need to be considered as well.
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In
¢
a more specific manner, if during the translation of the SE from a position to an adjacent one,
the weight of a given pixel on the image

remains the same, then it is not necessary to update
the gray-level histogram under the SE for that position. If, on the other hand, the weight does
vary, then we must consider this position much in the same way contour pixels were considered
in the flat case.
3.1.1 Algorithm complexity
Flat structuring elements are actually a subset of non-flat structuring elements. The same dis-
cussion presented in section 2.2 also applies to non-flat structuring elements.
In the common case of real non-flat SEs, a large proportion of the SE needs to be updated for
each translation. This proportion is usually independent of the size of the SE. This means that
the complexity of the method in that case will be the same as of the trivial method. However,
since not all points need to be updated, contrary to the trivial method, a substantial gain in
computing time can be expected, as shown in table 1. In this table, computing time are shown
for both the proposed method and the trivial method in the case of the erosion of the image
of Mona Lisa (figure 5) by the very common spherical “rolling ball” structuring element (ie: a
circular SE with weights arranged as to describe a hemisphere in grey-level). In this case, which
is quite typical, a computing time gain of nearly 50% can be obtained by using the proposed
method.
3.1.2 Implementation
The implementation of the algorithm for 3D SE is almost the same as for flat SE. The only
part which changes is the necessity to apply the corresponding weights to the points that enter
and leave the histogram calculation. In practice, this management takes a negligible amount of
computing time.
It is possible to actually implement the case of the flat SE as a subset of the general case. As a
result, the total computing time is directly proportional to the number of points which need to
be updated with each translation of the SE, regardless of whether the SE is flat or not, as shown
in figure 7.
3.2 3D images
The same method described above applies to 3D images. One needs to consider a larger number
of scanning directions (in the case of the cubic lattice, for example, we need to consider 5
scanning directions).
The set of critical positions in the SE will have the dimension of a unit thick surface.
3.3 Rank order filters
It is also possible to realize rank filters on non-rectangular windows with this method. Instead
of looking for a minimum or a maximum in a window, we just need to look for the median value
(for example) of the gray-level histogram of the points of the image  under the SE  . Since
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this£ histogram is readily available for all the positions of  , this extension comes at no extra
cost.
3.4 Optimization of the direction of translation
The direction in which the translation of the SE is made makes no difference to the final result.
However, the directions in which the SE are translated can make a difference in terms of com-
puting speed, depending on the SE’s shape. It is better to choose a translation direction such
that the width of the SE in the perpendicular direction is minimal, if such a direction exists.
This makes a dramatic difference for line SE for example.
The actual translation can be achieved either by a prior rotation of the image (which is exact
only in a limited number of directions), or by using actual translation of the SE, along either
Bresenham or periodic lines, as defined by (Soille et al. 1996) .
4 Conclusions
A new method allowing the computation of basic morphological operations with arbitrary flat
structuring elements on 2D gray-level images has been presented.
It was shown that this method is less complex, more efficient and faster than all existing methods
for the computation of such operations.
Extensions of this method to non-flat structuring elements, 3D images and rank-order filters are
also possible.
Besides traditional application of morphological operators like pattern matching with arbitrary
shapes or filtering with isotropic structuring elements, this method has also been used to com-
pute isotropic gray-level granulometries in reasonable computing times.
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List of Figure and Table Captions
Table 1: Comparing computing time (in seconds) for the proposed method vs. the trivial method
in the case of an erosion by a rolling ball SE.
Fig. 1: Effects of a small translation of the structuring element during an image scan. The gray
area of the right hand figure represents locations of values both considered for
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and
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

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.
Fig. 2: A different local histogram is associated to each location of the window. The one pixel
to the right translation of the square will affect the minimum given in the right hand histogram.
Fig. 3: Proposed translations on a digital grid.
Fig. 4: Additional edge to be added to the original image during the operation.
Fig. 5: Pattern recognition using an opening with a face-like structuring element.
Fig. 6: Computing time. Erosion by squares on a T¥ W
UbY

W
U"]
square grid image (log-log scale).
Fig. 7: Computing times for erosions by various SE on a given image. Both flat and non-flat
SE are handled in the same way. The computing time is proportional to the number of points
which need to be updated at each translation.
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Radius of the SE (pixel) Proposed method (s) Trivial Method (s)
5 11 13
10 28 50
15 70 128
20 140 230
30 330 557
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(a) Scanning a square grid (b) Scanning an hexagonal grid
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Figure 4:
(a) Original image (b) structuring element (c) Final result
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