First we describe the Skjelbred-Sund method for classifying nilpotent Lie algebras. Then we use it to classify 6-dimensional nilpotent Lie algebras over any field of characteristic not 2. The proof of this classification is essentially constructive: for a given 6-dimensional nilpotent Lie algebra L, following the steps of the proof, it is possible to find a Lie algebra M that occurs in the list, and an isomorphism L → M .
Introduction
Several classifications of nilpotent Lie algebras of dimension 6 are available in the literature. We mention the ones by V. Morozov ([8] , over a field of characteristic 0), by R. Beck and B. Kolman ( [1] , over R), by O. Nielsen ([9] , over R), by M.-P. Gong ([6] , over algebraically closed fields). Recently C. Schneider has obtained lists of nilpotent Lie algebras over various finite fields ( [10] ).
One of the main problems with these classifications is that they are not easy to compare. One of the aims of this paper is to amend this situation by describing a classification that is essentially algorithmic. Starting from any nilpotent Lie algebra L, it is possible to follow the steps in the proof of the classification to obtain an isomorphism between L and an element of the list. We call this the recognition procedure. It is slightly tedious to perform this procedure by hand (see Section 11) , but a computer can perform it very efficiently. The recognition procedure has been implemented in the computer algebra systems Magma ( [2] ) and GAP4 ( [5] ), the latter in the context of the liealgdb package [3] . It is expected that these implementations will be released in the near future.
The method that we use for classifying nilpotent Lie algebras of dimension n essentially consists of two steps. In the first step a maybe redundant list of Lie algebras is constructed that contains all n-dimensional nilpotent Lie algebras. Then we erase isomorphic copies from the list. For the first step we follow the method of T. Skjelbred and T. Sund ( [11] ). The n-dimensional nilpotent Lie algebras are constructed as central extensions of nilpotent Lie algebras of smaller dimension. Subsequently the action of the automorphism group is used to considerably reduce the number of isomorphic Lie algebras occurring in the list. To get rid of the last isomorphic copies, we use a technique for isomorphism testing based on Gröbner bases (cf. [4] ), which are computed in Magma. This enables us to decide isomorphism, and also to construct explicit isomorphisms. These are then used in the recognition procedure. We remark that in many cases this method works very well. But in some cases (e.g., if the Gröbner basis is very complicated) we have not been able to use it. This is the reason why the paper does not contain the classification over fields of characteristic 2.
The results presented in this paper prove the following theorem.
Theorem 1 Let N 6 (F ) denote the number of 6-dimensional nilpotent Lie algebras over the field F . Suppose that the characteristic of F is not 2, and let s be the cardinality of F * /(F * ) 2 . Then N 6 (F ) = 26 + 4s. In particular, N 6 (C) = 30, N 6 (R) = 34, N 6 (Q) = ∞, N 6 (F q ) = 34 for q odd.
This paper is organised as follows. In Sections 2 to 6 the Skjelbred-Sund method for classifying nilpotent Lie algebras is described. We provide proofs of all results (absent from [11] ) because some steps are needed in the recognition procedure. Section 7 contains a sketch of this procedure, and Section 11 has an example. Then Section 9 contains the classification of 5-dimensional nilpotent Lie algebras. And Section 10 has the classification of 6-dimensional nilpotent Lie algebras. Finally, in Section 12 we briefly comment on some of the classifications of 6-dimensional nilpotent Lie algebras that are found in the literature.
As mentioned, this paper does not contain a classification over fields of characteristic 2. However, on some occasions we do comment on what happens in that case.
Constructing nilpotent Lie algebras
Here and in the sequel we denote the centre of a Lie algebra L by C(L). The ground field of the vector spaces and Lie algebras will be denoted F .
Let L be a Lie algebra, V a vector space, and θ : L × L → V a bilinear map. If θ(x, x) = 0 for all x ∈ L, then θ is said to be skew-symmetric.
Let θ : L×L → V be a skew-symmetric bilinear map, and set L θ = L⊕V . For x, y ∈ L, v, w ∈ V we define [x + v, y + w] = [x, y] L + θ(x, y). Then L θ is a Lie algebra if and only if θ([x 1 , x 2 ], x 3 ) + θ([x 3 , x 1 ], x 2 ) + θ([x 2 , x 3 ], x 1 ) = 0 for all x 1 , x 2 , x 3 ∈ L.
The skew-symmetric θ satisfying this are called cocycles. The set of all cocycles is denoted Z 2 (L, V ). The Lie algebra L θ is called a central extension of L by V (note that V is central in L θ ).
Let ν : L → V be a linear map, and define η(x, y) = ν([x, y]). Then η is a cocycle, called a coboundary. The set of all coboundaries is denoted
. Now let K be a Lie algebra, and supppose that its centre, C(K), is nonzero. Then we set V = C(K), and L = K/C(K). Let π : K → L be the projection map. Choose an injective linear map σ :
. Then θ is a cocycle. Note that θ depends on the choice of σ. But the θ's corresponding to two different σ's differ by a coboundary. Therefore, θ is a well-
We conclude that any Lie algebra with a nontrivial centre can be obtained as a central extension of a Lie algebra of smaller dimension. So in particular, all nilpotent Lie algebras can be constructed this way.
The centre
When constructing nilpotent Lie algebras as L θ = L ⊕ V , we want to restrict to θ such that C(L θ ) = V . If the centre of L θ is bigger, then it can be constructed as a central extension of a different Lie algebra. (This way we avoid constructing the same Lie algebra as central extension of different Lie algebras.) There is a straightforward criterion on θ to decide this.
which is called the radical of θ. Then C(L θ ) = (θ ⊥ ∩ C(L)) + V , which immediately shows the following lemma.
Isomorphism
Let e 1 , . . . , e s be a basis of V , and θ ∈ Z 2 (L, V ). Then
where
and only if there is a φ ∈ Aut(L) such that the φη i span the same subspace of H 2 (L, F ) as the θ i .
Proof. As vector spaces
Since V is the centre of both Lie algebras, we have
, an automorphim of L. Denote this automorphism by φ. Let L be spanned by x 1 , . . . , x n . Then we write σ(x i ) = φ(x i ) + v i , where v i ∈ V , and σ(e i ) = s j=1 a ji e j . Also write [
Now define the linear function
, the φη i and the θ i span the same space. Suppose that the φη i and θ i span the same space in
Avoiding central components
Let L = I 1 ⊕ I 2 be the direct sum of two ideals. Suppose that I 2 is contained in the centre of L. Then I 2 is called a central component of L.
The nilpotent Lie algebras with central components are simply obtained by taking direct sums of nilpotent Lie algebras of smaller dimension with abelian Lie algebras. Therefore, when constructing nilpotent Lie algebras as central extensions we want to avoid constructing those with central components. For that we use the following criterion.
Proof. Suppose that L θ has a central component,
Hence θ : L×L → W , and we can write θ(x, y) = t i=1θ i (x, y)w i , where t = dim(W ). By Lemma 3, theθ i span the same space as the θ i . It follows that the θ i are not linearly independent.
If the θ i are linearly dependent, then by Lemma 3 we may assume that some of them are zero. This implies that L θ has a central component. 
The classification procedure
Now we have a procedure that takes as input a nilpotent Lie algebra L of dimension n − s. It outputs all nilpotent Lie algebras K of dimension n such that K/C(K) ∼ = L, and K has no central components. It runs as follows.
3. Find a (maybe redundant) list of representatives of the orbits of Aut(L) acting on the θ from 2.
4. For each θ found, construct L θ . Get rid of the isomorphic ones.
Comments: For step 2. note that
For step 3. there is no general method; this has to be done by hand, on a case by case basis.
For step 4. we use Gröbner bases to decide isomorphism, and to construct isomorphisms (if they exist). This is described in detail in [4] . There it is also mentioned that by writing some elements of a Gröbner basis of an ideal of a polynomial ring in terms of the polynomials that generate the ideal, we can decide isomorphism over fields of all characteristics, apart from (maybe) a few exceptions. These will then have to be considered separately. For nilpotent Lie algebras also a different approach is possible, based on Lemma 3. Suppose that we have the Lie algebras L θ , L η , and we want to decide whether they are isomorphic. Then we write a general element φ of Aut(L) by using indeterminates as its coordinates. Secondly, we introduce the indeterminates α ij and we write the equations φθ i = j α ij η j . This leads to polynomial equations in the coordinates of φ and the α ij . Finally, we decide solvability by computing a Gröbner basis of the ideal generated by these polynomials. (This last part is completely analogous to the procedure described in [4] .) Examples of this approach are given in Sections 10.7, 10.8.
The recognition procedure
Let K be a given nilpotent Lie algebra of dimension ≤ 6. The proof of the classification given in this paper, yields an algorithm for finding the Lie algebra M occurring in the classification that is isomorphic to K, as well as an isomorphism K → M.
First we set C = C(K) and
. Then as seen in Section 2, we can explicitly construct an isomorphism ϕ : K → L θ .
Next we compute an isomorphism τ : L → N, where N is a nilpotent Lie algebra occurring in the classification. Let η : N ×N → C be defined by η(x, y) = θ(τ −1 (x), τ −1 (y)). Then η is a cocycle. Furthermore, τ extends to an isomorphism τ :
where the e i form a basis of C. The proof of the classification provides an explicit method for finding a φ ∈ Aut(N) and a ij and a coclycle η ′ and a coboundary η ′′ such that N η ′ +η ′′ occurs in the classification, and
. Now the construction in the proof of Lemma 3 provides an isomorphism ν : N η → N η ′ . Furthermore, in Section 2 it is shown how to constuct an isomorphism ε :
The final step consists of composing the isomorphisms:
Notation and useful facts
Throughout the paper we use some notational conventions (which partly follow [6] ). If L is a Lie algebra with basis x 1 , . . . , x n , then by ∆ ij we denote the skew-symmetric bilinear
On some occasions we also denote the characteristic of the ground field by χ. We use the following convention to describe the action of Aut(L) on H 2 (L, F ). If the latter consists of e.g., θ a,b = a∆ 13 + b∆ 24 , and φ ∈ Aut(L), then φθ a,b = θ a ′ ,b ′ . Here a ′ , b ′ are expressed in terms of a, b and the coefficients of φ. Then we write a → a ′ and b → b ′ . We describe the automorphism group of a Lie algebra by giving the matrix of a general element. For this we use the column convention: the action of a φ ∈ Aut(K) on the i-th basis element of K is given by the i-th column of the matrix of φ. The proof of the classification consists of a number of subsections. The names of the Lie algebras (such as K, or K 1 ) are local to the subsection in which they occur, except when the name is of the form L d,k . The latter means that the correponding Lie algebra occurs with the same name in the final list.
Lemma 5 Let x, y ∈ F not both zero. Let δ = 0 be given. Then we can choose a, b, c, d such that ad − bc = δ and a b c d
Then there is a basis of L with respect to which θ = ∆ 12 + ∆ 34 + · · · + ∆ r,r+1 .
A proof can for instance be found in [7] (Theorem 7 of Chapter V). We remark that the proof gives an explicit method for finding a basis as in the theorem (or, equivalently, a linear transformation φ such that φθ has the described form).
Lemma 7 Let a, b ∈ F . Suppose that there are x, y, s, t ∈ F such that x 2 a − y 2 b = 0 and s 2 ab − t 2 = 0 and xy − st = 0. Then there is an α ∈ F * such that b = α 2 a. If y = 0 then we proceed in a similar way. 2 There are the following nilpotent Lie algebras of dimensions 3, 4 (cf. e.g., [4] ):
Nilpotent Lie algebras of dimension 5
Here we use the method to classify nilpotent Lie algebras of dimension 5. We have a number of subsections; in each subsection the central extensions of one particular Lie algebra are considered.
L
This means that the matrix of θ is nonsingular. By Theorem 6, there is a basis of L 4,1 with respect to which θ = ∆ 1,2 + ∆ 3,4 . We get the Lie algebra
Here Here we determine all orbits of H 2 (L 4,2 , F ) under the action of Aut(L 4,2 ), because we need that later.
First suppose that a = 0. Then we set a 11 = 1/a, a 22 = a, and a 21 = 0. Then a → 1. To conserve this situation we set a 21 = 0 and a 11 = a If a = 0, but c = 0, then we choose a 21 = 0 and get that a is mapped to something nonzero. Hence we are in the previous case.
Suppose
So by Lemma 5, we see that we can choose tha a ij in such a way that b is mapped to 1, and d is mapped to 0. Hence we get θ = ∆ 14 .
We have obtained three cocycles. Any two of them are not in the same orbit, as ∆ 13 is the only one in the subspace spanned by ∆ 13 and ∆ 23 , which is stable under Aut(L). And the other two have a radical of a different dimension.
The centre of L 4,2 is spanned by x 3 , x 4 . So only one of the cocycles obtained has a radical which has zero intersection with C(L 4,2 ), namely ∆ 13 + ∆ 24 . Hence we get one Lie algebra: 
, and we see that this Lie algebra is isomorphic to the one with b = 1. Hence we get two Lie algebras: L 5,6 (b = 1) and L 5,7 (b = 0). A Gröbner basis computation shows that they are not isomorphic.
L 3,1
Here H 2 (L 3,1 , F ) consists of a∆ 12 + b∆ 13 + c∆ 23 . If θ is of this form, then θ ⊥ is spanned by cx 1 − bx 2 + ax 3 . Hence if we take two linearly independent elements of H 2 (L 3,1 , F ) then the intersection of the radicals is zero.
An Here we classify 2-dimensional subspaces of H 2 (L 3,1 , F ). Let such a subspace by spanned by θ 1 , θ 2 . By Theorem 6 we may assume that θ 1 = ∆ 12 . In the sequel we consider automorphisms φ with a 23 = a 13 = 0. This means that φθ 1 is a scalar multiple of θ 1 . After subtracting a suitable multiple of θ 1 we may assume that θ 2 = b∆ 13 + c∆ 13 . We can choose φ such that b → b ′ = 0, hence we may assume that b = 0. Then we divide and get b = 1. Now under φ, b → a 11 a 33 b + a 21 a 33 c, c → a 12 a 33 b + a 22 a 33 c. So if we set a 11 = a 22 = a 33 = 1, a 21 = 0 and a 12 = −c, then c → 0. Hence we get θ 2 = ∆ 13 and the Lie algebra:
is two dimensional, and spanned by ∆ 13 , ∆ 23 . So there is only one subspace of dimension 2. This leads to the Lie algebra
The list
We get nine nilpotent Lie algebras of dimension 5. First we have L 5,k for k = 1, 2, 3 that are the direct sum of L 4,k with a 1-dimensional abelian ideal. The 5-dimensional nilpotent Lie algebras without central component are:
Nilpotent Lie algebras of dimension 6
We list central extensions of the nilpotent Lie algebras of dimension ≤ 5.
Here we do not need to consider central extensions of L 5,1 , as there are no nondegenerate skew-symmetric bilinear forms on an odd-dimensional space (Theorem 6).
L 5,2
The automorphism group of L 5,2 consists of We map θ to a "normal form" in stages. Since not both a and d are zero, we can choose Now we assume that a = 1, b = c = d = 0. To conserve this we set a 11 = a 22 = 1 and a 12 = a 21 = a 34 = a 35 = a 41 = a 51 = a 42 = 0. Now with a 44 = a 55 = 1 and a 54 = a 45 = 0 we get Then e → e − a 52 g, f → f + a 42 g. So since g = 0, we can choose a 42 , a 52 such that e, f are maped to 0.
Hence we may assume that a = 1 and b = c = d = e = f = 0. We put a 44 = 1/g, a ii = 1 for i = 4 and a ij = 0 otherwise. Then g → 1 and we get the Lie algebra
The automorphism group of L 5,3 consists of 
If c = 0 then we multiply x 1 , . . . , x 6 respectively by c, c, c 2 , c 3 , c 3 , c 4 , and get that K c ∼ = K 1 . A Gröbner basis computation shows that K 1 and K 0 are not isomorphic. So we get two algebras: L 6,11 (= K 1 ) and L 6,12 (= K 0 ).
L 5,4
In this case H 2 (L 5,4 , F ) contains the elements θ = a∆ 13 + b∆ 14 + c∆ 23 + d∆ 24 + e∆ 34 . However, each such θ has x 5 in its radical. Hence there are no central extensions of L 5,4 with a 1-dimensional centre.
L 5,5
The automorphism group of L 5,5 consists of Since b = 0 after dividing we may assume that b = 1. Then we set a 11 = a 22 = 1, a 54 = a 21 = 0, a 31 = −a, a 42 = c. This leads to a = c = 0. This yields the Lie algebras
If
If the characteristic is 2, then a Gröbner basis computation shows that K 0 and K 1 are not isomorphic. So in that case we get two algebras.
L 5,6
The automorphism group consists of (a 2 + b). This yields a = b = 0. We get the Lie algebra
If χ = 2, then we choose a 32 so that a 2 32 = a 2 + b. If the field is perfect this can be done. This leads to the same result.
If c = 0 then a = 0 and we divide and get a = 1. If χ = 2 then with a 11 = 1 and a 21 = b/2 we get b = 0. The corresponding Lie algebra is
A Gröbner basis computation shows that these two Lie algebras are not isomorphic. If χ = 2 then we get a parametrized series of Lie algebras.
L 5,7
The automorphism group consists of b and a 32 = 0, and we get b = 0. (We remark that, if F is a perfect field of characteristic 2, then we can choose a 32 = β with β 2 = b, leading to the same result.) The corresponding Lie algebra is
If c = 0 then a = 0, and after dividing, a = 1. We get the Lie algebras
If b = 0 then we multiply x i by b i and we see that K b ∼ = K 1 . A Gröbner basis computation shows that K 0 ∼ = K 1 , and these two algebras are also not isomorphic to L 6,16 . So we get two more algebras: L 6,17 (= K 1 ), and L 6,18 (= K 0 ).
L 5,8
The automorphism group consists of First suppose e = 0. Note that e → a 23 (a 11 a 22 d + a 11 a 32 e) + a 11 a 33 (a 22 e + a 32 f ). We claim that we can map e to 0 unless d = f = 0 and the characteristic of the ground field is 2. If f = 0, then choose a 23 = 0 and a 32 = −a 22 e/f . If f = 0, but d = 0 then choose a 32 = 0 and a 23 = −a 33 e/d. If d = 0 as well, then e → a 11 (a 33 a 22 + a 23 a 32 )e. If the characteristic of the ground field is not 2, then choose a 23 and a 32 in such a way that a 22 a 33 − a 23 a 32 = 0 but a 23 a 32 + a 22 a 33 = 0. So if not d = f = 0 and χ = 2, then we may assume that e = 0. To preserve this situation we set a 23 = a 32 = 0. We distinguish two cases.
1. d = 0. Then we divide to get d = 1. To preserve this we choose a 11 = a 22 = 1. Then choose a 21 and a 43 so that a → 0 and c → 0. Again we consider two cases.
(a) b = 0. Then we get the Lie algebras
(Here we write ǫ in place of f . We have ǫ = 0, as otherwise the matrix (3) does not have rank 2, or in other words, the centre has dimension > 1.) Setting y i = x i for i = 1, 2, 4, 6 and y i = αx i otherwise, we see that
. These algebras are defined relative to the cocycles θ ǫ = ∆ 24 + ǫ∆ 35 and θ δ = ∆ 24 + δ∆ 35 . So, according to Lemma 3,  there is a φ ∈ Aut(L 5,8 ) such that φθ ǫ = αθ δ . Now with φ as in (2) 
However, for f = 0, this algebra is isomorphic to L 6,19 (f ) by x 1 → y 1 + (1/f )y 3 , and x i → y i for i > 1 (where the x i are the basis elements of K 
2. d = 0. Then f = 0 as otherwise the matrix (3) has rank < 2. We divide to get f = 1.
And to preserve this we set a 11 = a 33 = 1. Choose a 52 so that c → 0. Choose a 11 = 1 and a 22 = 1/a so that a → 1. We get
If we multiply x 1 , . . . , x 6 by 1, b 2 , b, b 2 , b, b 2 respectively, then b disappears if it is nonzero. So we have two cases: b = 0, 1. However
Now suppose that the characteristic is 2 and d = f = 0. Then e = 0, otherwise the matrix (3) has rank < 2. We divide to get e = 1, Choose a 32 = a 23 = 0 and a 53 so that c → 0. Furthermore, choose a 31 so that a → 0 and a 21 so that b → 0. We get the Lie algebra
(which for characteristic not 2 is isomorphic to L 6,19 (−1)).
L 5,9
The automorphism group consists of We claim that, unless a = c = 0 and the characteristic is 2, the a ij can be chosen so that b is mapped to 0. Note that b → δ (a 12 (a 11 a + a 21 b) + a 22 (a 11 b + a 21 c) ). If c = 0 then choose a 12 = 0 and a 21 = −a 11 b/c. If c = 0, but a = 0, then choose a 21 = 0 and a 12 = −a 22 b/a. If a = c = 0, then choose the a ij so that a 11 a 22 − a 21 a 12 = 0 and a 11 a 22 + a 12 a 21 = 0. This can be done if the characteristic is not 2.
So if χ = 2 or one of a, c is nonzero, then we may assume that b = 0. Since ac − b 2 = 0 we have that a, c = 0. Divide to get a = 1, yielding
(Here we write ǫ in place of c. We have ǫ = 0, to have a 1-dimensional centre.) By multiplying x 1 , . . . , x 6 by 1, α, α, α, α 2 , α we see that ǫδ. By Lemma 7, it follows that ǫ = β 2 δ for some β ∈ F * . We conclude that L 6,21 (ǫ) ∼ = L 6,21 (δ) if and only if there is a β ∈ F * such that ǫ = β 2 δ. If the characteristic is 2, and a = c = 0, then we divide by b and get the Lie algebra
L 4,1
Here we find the 2-dimensional central extensions of the abelian Lie algebra L 4,1 of dimension 4. In this case
The automorphism group of L 4,1 is GL 4 (F ). We need to classify the orbits of this group on 2-dimensional subspaces of H 2 (L 4,1 , F ). We denote the basis elements of such a subspace by θ 1 and θ 2 . By Theorem 6 we may assume that θ 1 = ∆ 12 + ∆ 34 , or θ 1 = ∆ 12 .
We start with the first case, θ 1 = ∆ 12 + ∆ 34 . Set
so that we only have to consider the action of H on θ 2 . After, if necessary, subtracting a multiple of θ 1 , we may assume that θ 2 = a∆ 13 + b∆ 14 + c∆ 23 + d∆ 24 + e∆ 34 . Note that φ · θ 2 (x 1 , x 2 ) = uθ 2 (x 1 , x 2 ) = 0, and hence also φ · θ 2 has this form. Let φ ∈ H. Then φ acts as follows on θ 2 : Suppose that a = 0, then after dividing we have a = 1. In order to preserve this we set a 21 = a 43 = 0, and a 11 a 33 = 1. Then we choose a 34 and a 12 such that b, c are mapped to 0. By choosing u we can get e = 0, 1. This leads to two Lie algebras
(corresponding to e = 0, where we write ǫ in place of d),
(corresponding to e = 1). If the characteristic is not 2, then for all ǫ there is a δ such that K then we set δ = ǫ + 1 4 , and define ψ by ψ(x 1 ) = ( 1 4ǫ 
, then we set δ = 0 and ψ(x 1 ) = −2y 1 − 4y 4 , ψ(x 2 ) = 1 2 6 . We conclude that if the characteristic is not 2, then we can discard K 1 ǫ . (However, if the characteristic is 2, then a Gröbner basis computation shows that they are not isomorphic.)
Now we consider the question whether L 6,22 (ǫ) ∼ = L 6,22 (δ). With γ = 1/β ∈ F * and y 1 = γx 1 , y 2 = x 2 , y 3 = γy 3 , y 4 = x 4 , y 5 = γy 5 , y 6 = γ 2 x 6 we see that L 6,22 (ǫ) ∼ = L 6,22 (β 2 ǫ). However by a Gröbner basis computation (which works if χ = 2), we have that isomorphism implies that x 2 δ −y 2 ǫ = 0, u 2 −v 2 ǫδ = 0 has a solution with xy −uv = 0. Hence by Lemma 7 there is a β ∈ F * with δ = β 2 ǫ. (If χ = 2 and the field is perfect, then δ/ǫ is always a square, and hence L 6,22 (ǫ) ∼ = L 6,22 (δ).) Conclusion: L 6,22 (ǫ) ∼ = L 6,22 (δ) if and only if there is a β ∈ F * such that δ = β 2 ǫ. Now suppose that a = 0. Then if not all three of b, c, d are 0, we can make a nonzero, and are back in the previous case. If a = b = c = d = 0, then θ 2 = ∆ 34 . After subtracting it from θ 1 we get that θ 1 = ∆ 12 . This yields
However,
Now suppose that θ 1 = ∆ 12 . As before we may assume that θ 2 = a∆ 13 + b∆ 14 + c∆ 23 + d∆ 24 + e∆ 34 .
The space θ 
has rank 2. Set θ = xθ 1 + θ 2 . Then θ ⊥ = 0 if and only if xe − ad + bc = 0. If ad − bc = 0 then we choose x = 0. If ad − bc = 0, then since the matrix (4) has rank 2, e = 0. In this case we choose x = 1. The conclusion is that x can be chosen such that θ ⊥ = 0. By Theorem 6 there is a basis of L 4,1 such that θ = ∆ 12 + ∆ 34 . We set θ 1 = θ, and we are back in the previous case.
L 4,2
In this section we classify 2-dimensional central extensions of the 4-dimensional Lie algebra L 4,2 . In Section 9.2 it was shown that there are three orbits of Aut(L 4,2 ) on H 2 (L 4,2 , F ). Here we have to classify 2-dimensional subspaces of H 2 (L 4,2 , F ), and we may assume that the first basis element, θ 1 is one of the three computed in Section 9.2.
Suppose that θ 1 = ∆ 13 +∆ 24 . Let φ be an automorphism of L 4,2 as considered in section 9.2. A small calculation shows that φθ 1 is a scalar multiple of θ 1 if and only if a 12 = 0, a 34 = −a 11 a 21 , a 44 = a 2 11 . After maybe adding a scalar multiple of θ 1 , we may assume that θ 2 = b∆ 14 + c∆ 23 + d∆ 24 . With φ satisfying a 12 = 0, a 34 = −a 11 a 21 , a 44 = a 2 11 we have After subtracting it from θ 1 we get θ 1 = ∆ 13 . This gives the Lie algebra
However, this Lie algebra is isomorphic to L 6,19 (0) by
2. c = d = 0. Then we divide and get b = 1 and θ 2 = ∆ 14 . This leads to the Lie algebra
A Gröbner basis computation shows that this Lie algebra is not isomorphic to K 1 (over any field). 
Because of different lower central series dimensions, this Lie algebra is not isomorphic to K 1 or L 6,23 above.
By setting y 1 = αx 1 , y 2 = x 2 , y 3 = αx 3 , y 4 = α 2 x 4 , y 5 = α 2 x 5 , y 6 = αx 6 we get that L 6,24 (ǫ) ∼ = L ,24 (α 2 ǫ) for any α ∈ F * . By a Gröbner basis computation (which works for all fields of characteristic not 2), we get that L 6,24 (ǫ) ∼ = L 6,24 (δ) implies that x 2 − y 2 ǫδ = 0 and s 2 δ − t 2 ǫ = 0 have a solution in F with st − xy = 0. By Lemma 7, there is an α ∈ F * such that δ = α 2 ǫ.
Suppose that θ 1 = ∆ 13 . Let φ ∈ Aut(L 4,2 ) be such that a 34 = a 12 = 0. Then φθ 1 = a 2 11 a 22 θ 1 . We may assume that θ 2 = b∆ 14 + c∆ 23 + d∆ 24 . A small calculation shows that θ 
However, if χ = 2 then K ∼ = L 6,24 (1) by x 1 → y 1 −y 2 , x 2 → y 1 + y 2 , x 3 → 2y 3 , x 4 → y 3 + y 4 , x 5 → 2y 5 − 2y 6 , x 6 → 2y 5 + 2y 6 . If * = 0 then we have θ 1 = ∆ 13 , θ 2 = ∆ 24 , which are also the cocycles defining K 1 . If d = 0 then b = 0; divide to get b = 1. By choosing a 11 we get c → 0, 1. If c = 1 then we get
By lower central series dimensions, this Lie algebra could by isomorphic to K 1 or L 6,23 . However, Gröbner basis computations show that it is not (over any field). Now suppose that θ 1 = ∆ 14 . Let φ ∈ Aut(L 4,2 ) be such that a 12 = 0. Then φθ 1 = a 11 a 44 θ 1 . We may assume that θ 2 = a∆ 13 + c∆ 23 + d∆ 24 . We have that θ If c = 0 then we divide to make it 1. Then by choosing a 34 and a 21 we can ensure that d → 0, a → 0 respectively. So we get θ 2 = ∆ 23 and
However, 
L 4,3
In this case H 2 (L 4,3 , F ) is 2-dimensional, and spanned by ∆ 14 , ∆ 23 . This leads to the Lie algebra
By interchanging x 5 and x 6 we see that this algebra is isomorphic to L 6,21 (0).
L 3,1
Here H 2 (L 3,1 , F ) is 3-dimensional. We get the Lie algebra
The list
First we get nine algebras denoted L 6,k for k = 1, . . . , 9 that are the direct sum of L 5,k and a 1-dimensional abelian ideal. Subsequently we get the following Lie algebras. 
Example
In this section we show in an example how the recognition procedure works. Let L be the Lie algebra with basis x 1 , . . . , Then C(L) is spanned by x 5 , x 6 and L/C(L) is isomorphic to L 4,2 . The cocycles that define L as a central extension of L 4,2 are θ 1 = ∆ 13 + ∆ 14 + 2∆ 24 , and θ 2 = ∆ 12 + ∆ 13 + ∆ 23 + ∆ 24 . We denote the basis elements of L 4,2 by y 1 , . . . , y 4 . We combine the operations of changing the basis of L 4,2 , and taking linear combinations of θ 1 , θ 2 .
First we change the basis of L 4,2 such that θ 1 has one of the three forms described in Section 9.2. For that note that a = b = 1 and d = 2 (notation as in Section 9.2). Hence we choose a 44 = procedure outlined in Section 10.10 we now have to divide by the coefficient of ∆ 23 , i.e, we set θ w 5 + w 6 and x 6 → −2w 6 . Finally, in order to construct an isomorphism with a Lie algebra from the list we have to subtract a coboundary (the ∆ 12 occurring in θ ′′′ 2 ). Then we get an isomorphism L → L 6,24 (−4) by w 3 → z 3 + 2z 6 , and w i → z i for i = 3 (where the z i are the basis elements of L 6,24 (−4)).
Comments
With the help of the implementation of recognition procedure it is now straightforward to compare other classifications of 6-dimensional nilpotent Lie algebras. Because the programs will be available in GAP and Magma, we do not include a table linking the Lie algebras given here to the ones in various other papers. Instead we briefly give the conclusions that we obtained using the programs.
In [8] V. Morozov has obtained a classification of 6-dimensional nilpotent Lie algebras over a field of characteristic 0. His classification is essentially the same as ours. However, for two of the parametric classes it seems to lack the conditions for isomorphism given here. The classes with numbers 14 and 18 in [8] depend on a parameter γ, without restrictions on γ. They are isomorphic to L 6,19 (γ) and L 6,21 (γ) respectively.
The classifications by R. Beck and B. Kolman ( [1] ) and O. Nielsen ([9]) of 6-dimensional nilpotent Lie algebras over R are the same as the one given here. The classification by M.-P. Gong (over algebraically closed fields) lacks a Lie algebra isomorphic to L 6,22 (ǫ) with ǫ = 0.
C. Schneider ([10] ) obtains 34 nilpotent Lie algebras of dimension 6, over the fields F 3 and F 5 . This corresponds to our results. Furthermore, in the context of the liealgdb package ( [3] ) for GAP he has obtained a list of 34 nilpotent Lie algebras that is valid over any finite field of characteristic not 2. With the recogonition procedure we have checked that his classification agrees with the one given here.
