Let UT n (q) denote the group of unipotent n × n upper triangular matrices over a field with q elements. The degrees of the complex irreducible characters of UT n (q) are precisely the integers q e with 0 ≤ e ≤ ⌊ n 2 ⌋⌊ n−1 2 ⌋, and it has been conjectured that the number of irreducible characters of UT n (q) with degree q e is a polynomial in q−1 with nonnegative integer coefficients (depending on n and e). We confirm this conjecture when e ≤ 8 and n is arbitrary by a computer calculation. In particular, we describe an algorithm which allows us to derive explicit bivariate polynomials in n and q giving the number of irreducible characters of UT n (q) with degree q e when n > 2e and e ≤ 8. When divided by q n−e−2 and written in terms of the variables n − 2e − 1 and q − 1, these functions are actually bivariate polynomials with nonnegative integer coefficients, suggesting an even stronger conjecture concerning such character counts. As an application of these calculations, we are able to show that all irreducible characters of UT n (q) with degree ≤ q 8 are Kirillov functions. We also discuss some related results concerning the problem of counting the irreducible constituents of individual supercharacters of UT n (q).
Introduction
Let F q be a finite field with q elements and write UT n (q) to denote the unitriangular group of n × n upper triangular matrices over F q with all diagonal entries equal to 1. This is a Sylow p-subgroup of the general linear group GL(n, F q ), where p > 0 is the characteristic of F q . This work concerns the problem of counting the irreducible characters of UT n (q).
By a result of Isaacs [20] , the degrees of all (complex) irreducible characters of UT n (q) are powers of q. In fact, Huppert [19] has shown that the set of integers occurring as degrees of irreducible characters of UT n (q) is {q e : 0 ≤ e ≤ M n }, where One may therefore define N n (q) and N n,e (q) for each positive integer n, prime power q > 1, and integer e, as the numbers N n (q) = the number of irreducible characters (also, of conjugacy classes) of UT n (q), N n,e (q) = the number of irreducible characters of UT n (q) of degree q e .
There is significant interest in the nature of these functions, in particular concerning whether or not they are polynomials in q. Higman [18] conjectured in 1960 that for each fixed n, the function N n (q) is a polynomial in q, and fourteen years later, Lehrer [26] conjectured similarly that each function N n,e (q) is a polynomial in q. Lehrer's conjecture certainly implies Higman's. More recently, Isaacs [21] in 2007 put forth the even stronger conjecture that N n,e (q) is a polynomial function in q − 1 with nonnegative integer coefficients.
In the past fifteen years, a number of researchers have made significant progress in studying these conjectures. Vera-Lopez and Arregi [38] developed an algorithm to enumerate the conjugacy classes of UT n (q) and used this to verify Higman's conjecture for n ≤ 13 in 2003. A few years later, Isaacs [21] gave conjectural polynomials for N n,e (q) with n ≤ 9. Evseev [14] has recently calculated polynomials in q giving N n,e (q) for n ≤ 13; his methods confirm Isaacs's formulas. The polynomials N n,e (q) with n ≤ 13 have nonnegative integer coefficients when written as functions of q − 1 [14, Proposition 1.6], confirming Isaacs's conjecture for these values of n.
The results just mentioned derive essentially from the development of increasingly robust algorithms for enumerating the irreducible characters of UT n (q) and related groups. By contrast, investigations of the functions N n,e (q) when e is fixed and n is arbitrary have depended to a much greater extent on ad hoc, manual calculations. In the late 1990s, Marjoram [28, 29] computed bivariate polynomials in n and q giving the number of irreducible characters of UT n (q) of the three lowest and highest degrees. In his paper [21] , Isaacs contributes some additional formulas. More recently, Loukaki [27] has computed N n,e (q) when 0 ≤ e ≤ 3, and Le [25] has rederived Marjoram's formulas for N n,e (q) when M n − 2 ≤ e ≤ M n (this part of Marjoram's work was never published and required n to be even; Le removes this condition).
This paper began as an application of some recent observations concerning the constituents of supercharacters of algebra groups. These results, combined with the methods developed by Evseev in [14] , lead us to an algorithm for computing N n,e (q) for small values of e (and n, q arbitrary). Using this algorithm, we are able to verify Isaacs's conjecture−that N n,e (q) is a polynomial in q − 1 with nonnegative integer coefficients−for e ≤ 8. The formulas we obtain for N n,e (q) display a striking pattern not at all apparent in the antecedent calculations undertaken in [21, 27, 29] . The following theorem summarizes our observations. Theorem 1.1. If e ∈ {1, . . . , 8}, then for all integers n > 2e and prime powers q > 1, Remark. The case e = 0 is notably excluded here; one can show without difficulty that N n,0 (q) = q n−1 . Note that the values of c e,i for i = 1, . . . , 2e are just the integers e, e − 1, . . . , 1, 1, . . . , e − 1, e.
We tabulate the polynomials f e,i (x) for e ∈ {1, . . . , 8} in an appendix. The limiting factor in our calculations was simply their duration, and so it may be possible to push our methods further with some optimization. Fascinatingly, the polynomials f e,i (x) for e ∈ {1, . . . , 8} have degrees e + 1 − c e,i = 1, 2, . . . , e, e, . . . , 2, 1 and their leading coefficients are N (e, 1), N (e, 2), . . . , N (e, e), N (e, e), . . . , N (e, 2), N (e, 1) where N (m, k) = 1 k m−1 k−1 m k−1 denotes the Narayana numbers (sequence A00126 in [36] ). The theorem and these observations evince a startling degree of order in the functions N n,e (q), suggesting the following conjecture. Conjecture 1.1. Theorem 1.1 holds if e is any positive integer.
Write p for the characteristic of F q . An important reason for caution in considering this conjecture is the existence of "exotic" irreducible characters of UT n (q) when n ≫ p. By "exotic," we mean characters taking values outside the cyclotomic field Q(ζ p ) where ζ p = e 2πi/p is a primitive pth root of unity; our paper [32] describes an explicit construction giving examples of such characters for all primes p. This phenomenon is an artifact of small characteristic, for when n < 2p, the irreducible characters of UT n (q) all have values in Q(ζ p ) [35, Corollary 12] . All irreducible characters counted by our methods have values in Q(ζ p ), and there is no evidence to suggest that the numbers of "exotic" irreducible characters should have nice polynomial properties. Thus, at the very least, it may be more plausible to consider Conjecture 1.1 with the additional condition that the characteristic of F q be sufficiently large.
Not only do all the characters counted by our methods have values in Q(ζ p ); in fact, we can prove that they are all Kirillov functions. By this we mean functions on UT n (q) given by the following construction. Let u n (q) denote the algebra of n × n upper triangular matrices over F q with all diagonal entries equal to 0. There is a coadjoint action of UT n (q) on the irreducible characters of the additive abelian group u n (q), given by g : ϑ → ϑ • Ad(g) −1 where Ad(g)(X) = gXg −1 for g ∈ UT n (q) and X ∈ u n (q). If Ω is a coadjoint orbit, then the corresponding Kirillov function ψ : UT n (q) → Q(ζ p ) is the complex-valued function
for g ∈ UT n (q).
Kirillov [23] conjectured that these functions comprise all the irreducible characters of UT n (q), and we observed in [31] that a recent calculation of Evseev [14] shows that this conjecture holds if and only if n ≤ 12. Here we prove an analogous but less precise result: Theorem 1.2. Every irreducible character of UT n (q) of degree ≤ q 8 is a Kirillov function.
The upper bound of q 8 is likely not optimal, as the smallest known degree of an irreducible character of UT n (q) not given by a Kirillov function is q 16 (see [32] ).
We derive these results by considering the more general problem of enumerating the irreducible constituents of the supercharacters of UT n (q). Discovered by André [2, 3] , the supercharacters of UT n (q) are a family of often reducible characters whose irreducible constituents partition the set of all irreducible characters of the group. Analogous to the way that each irreducible character of the symmetric group S n has a shape given by a partition of n, each supercharacter of UT n (q) has a shape given by a set partition of [n] def = {1, 2, . . . , n}. The number of supercharacters of UT n (q) with a given shape is a power of q − 1, and the group of automorphisms of UT n (q) induced by the diagonal subgroup of GL(n, F q ) acts transitively on the set of such supercharacters [32, Observation 3.1] . For each positive integer n, prime power q, integer e, and set partition Λ of [n], we may thus define N Λ (q) and N Λ,e (q) as the nonnegative numbers N Λ (q) = the number of irreducible constituents of any supercharacter of UT n (q) with shape Λ, N Λ,e (q) = the number of irreducible constituents of degree q e of any supercharacter of UT n (q) with shape Λ.
Within this framework, our main results are as follows:
(a) We describe a simple construction which attaches to each set partition Λ a nilpotent F qalgebra C Λ (q) generated as a vector space by Λ and its crossings.
(b) We show that N Λ,e (q) counts the number of irreducible representations of the corresponding algebra group 1 + C Λ (q) with a certain degree and central character. Evseev's Magma implementation [15] of the algorithm he describes in [14] may be used to compute these counts as functions in q.
(c) We define a decomposition of a set partition into "connected components" and prove using (b) that N Λ,e (q) factorizes according to this decomposition. (There exists already a notion of a connected set partition; we define something slightly more restrictive which we call crossing-connected.) (d) It follows from (c) that the functions N Λ,e (q) are completely determined by the cases where Λ is crossing-connected. We show more strongly that for small values of e, only a finite number of crossing-connected set partitions Λ have N Λ,e (q) = 0. This allows us to compute N n,e (q) with e fixed and n, q arbitrary using (b) and (c).
These items will allow us to prove Theorems 1.1 and 1.2. Our calculations suggest as well the following analogue of Lehrer's conjecture:
and integer e ≥ 0, the function N Λ,e (q) is a polynomial in q with integer coefficients.
As before, we lack much evidence that this statement should be true in general, given the existence of irreducible characters of UT n (q) with values in arbitrarily large cyclotomic fields. However, using (a)-(d), we will verify this conjecture for n ≤ 6 by inspection and for n ≤ 13 via a computer calculation. In so doing, we will discover that the analog of Isaacs's conjecture for N Λ,e (q) does not hold: there are integers e and set partitions Λ of [n] when n ≥ 13 for which N Λ,e (q) is a polynomial in q − 1 with both positive and negative integer coefficients.
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Preliminaries
Here we briefly establish our notational conventions and discuss in slightly greater detail the constructions mentioned in the introduction.
Given a finite group G, we let ·, · G denote the standard inner product on the complex vector space of functions G → C, defined by f, g G =
. If the context is clear, we usually omit the subscript. Write Irr(G) for the set of complex irreducible characters of G, or equivalently the set of characters χ of G with χ, χ G = 1. A function G → C is then a character if and only if it is a nonzero sum of irreducible characters with nonnegative integer coefficients. A character ψ is a constituent of another character χ if χ − ψ is a character or zero; in this case, the largest integer m such that χ − mψ is a character or zero is the multiplicity of ψ in χ.
Given integers 1 ≤ i < j ≤ n, we let e ij = the matrix in u n (q) with 1 in position (i, j) and zeros elsewhere, e * ij = the F q -linear map u n (q) → F q given by e * ij (X) = X ij . These matrices and maps are then dual bases of u n (q) and its dual space u n (q) * .
Algebra groups
While we are mostly concerned with UT n (q), it is helpful to present a few preliminary definitions in the greater generality of algebra groups.
Let n be a (finite-dimensional, associative) nilpotent F q -algebra, and n * its dual space of F qlinear maps n → F q . Write G = 1 + n to denote the corresponding algebra group; this is the set of formal sums 1 + X with X ∈ n, made into a group via the multiplication
The algebra u n (q) of strictly upper triangular n × n matrices over F q and the unitriangular group UT n (q) = 1 + u n (q) serve as prototypical examples of n and G.
We call a subgroup of G = 1 + n of the form H = 1 + h where h ⊂ n is a subalgebra an algebra subgroup. By theorems of Isaacs [21] and Halasi [16] , every irreducible representation of an algebra group over F q has q-power degree and is obtained by inducing a linear representation of an algebra subgroup. If h ⊂ n is a two-sided ideal then H is a normal algebra subgroup of G, and the map gH → 1 + (X + h) for g = 1 + X ∈ G gives an isomorphism G/H ∼ = 1 + n/h. In practice we usually identify the quotient G/H with the algebra group 1 + n/h by way of this canonical map.
Kirillov functions and supercharacters
Fix a nontrivial homomorphism θ : F + q → C × from the additive group of F q to the multiplicative group of nonzero complex numbers. Observe that θ takes values in the cyclotomic field Q(ζ p ), where p > 0 is the characteristic of F q . For each λ ∈ n * , we define θ λ : G → Q(ζ p ) as the function
The maps θ • λ : n → C are the distinct irreducible characters of the abelian group n, and from this it follows that the functions θ λ : G → C are an orthonormal basis (with respect to ·, · G ) for all functions G → C.
The most generic methods we have at our disposal for constructing characters of algebra groups involve summing the functions θ λ over orbits in n * under an appropriate action of G. Kirillov functions provide perhaps the most natural example of such a construction. Their definition relies on the coadjoint action of G on n * , by which we mean the left action (g, λ) → gλg −1 where we define (gλg
Denote the coadjoint orbit of λ ∈ n * by λ G . The Kirillov function ψ λ indexed by λ ∈ n * is then the map G → Q(ζ p ) defined by
2)
The size of λ G is a power of q to an even integer [12, Lemma 4.4] and so ψ λ (1) = |λ G | is a nonnegative integer power of q. We have ψ λ = ψ µ if and only if µ ∈ λ G , and the distinct Kirillov functions on G form an orthonormal basis (with respect to ·, · G ) for the class functions on the group. Kirillov functions are sometimes but not always (irreducible) characters; for example, Irr(UT n (q)) = {ψ λ : λ ∈ u n (q) * } if and only if n ≤ 12 [31, Theorem 4.1].
While Kirillov functions provide an accessible orthonormal basis for the class functions of an algebra group, supercharacters alternatively provide an accessible family of orthogonal characters. André [2, 3] first defined these characters in the special case G = UT n (q) as a practical substitute for the group's unknown irreducible characters. Several years later, Yan [39] showed how one could replace André's definition with a more elementary construction, which Diaconis and Isaacs [12] subsequently generalized to algebra groups.
We define the supercharacters of G = 1 + n in a way analogous to Kirillov functions, but using left and right actions of G on n * in place of the coadjoint action. In detail, the group G acts on the left and right on n by multiplication, and on n * by (g, λ) → gλ and (λ, g) → λg where we define
These actions commute, in the sense that (gλ)h = g(λh) for g, h ∈ G, so there is no ambiguity in removing all parentheses and writing expressions like gλh. We denote the left, right, and twosided orbits of λ ∈ n * by Gλ, λG, and GλG . Notably, Gλ and λG have the same cardinality and |GλG| = |Gλ||λG| |Gλ∩λG| [12, Lemmas 3.1 and 4.2]. The supercharacter χ λ indexed by λ ∈ n * is the function G → Q(ζ p ) defined by
Supercharacters are always characters but often reducible. We have χ λ = χ µ if and only if µ ∈ GλG, and every irreducible character of G appears as a constituent of a unique supercharacter. The orthogonality of the functions θ µ implies that
If χ λ is irreducible, then χ λ = ψ λ is a Kirillov function. Furthermore, |Gλ| |Gλ∩λG| χ λ is the character of a two-sided ideal in CG, so all irreducible constituents of |Gλ| |Gλ∩λG| χ λ have multiplicity equal to their degree. For proofs of these facts, see [12] .
Constituents of supercharacters
The supercharacter χ λ is a positive integral linear combination of the Kirillov functions indexed by functionals in the two-sided orbit GλG [5, Theorem 5.7] . Let Kir(G, χ λ ) denote the set of such constituent Kirillov functions:
Likewise, let Irr(G, χ λ ) denote the set of irreducible characters which are constituents of χ λ . By [34, Theorem 2.1], Irr(G, χ λ ) and Kir(G, χ λ ) have the same cardinality, and one naturally asks when these two sets are equal. Then following lemma is useful in answering this question.
Lemma 2.1. If α, β, χ are supercharacters of an algebra group G such that χ = α ⊗ β and χ, χ = α, α β, β , then the maps
are both bijections. Consequently, if in this setup Irr(G, α) = Kir(G, α) and Irr(G, β) = Kir(G, β), then Irr(G, χ) = Kir(G, χ).
Proof. Suppose α and β decompose into positive integral linear combinations of distinct irreducible characters as α = a 1 φ 1 + · · · + a r φ r and β = b 1 ψ 1 + · · · + b s ψ s for positive integers a i , b i and φ i , ψ i ∈ Irr(G). Since inner products of characters are nonnegative integers, one computes
By hypothesis we have equality throughout, which implies that
is in turn equivalent to the first map being a bijection. Products of Kirillov functions decompose as nonnegative integral linear combinations of Kirillov functions: [5, Theorem 5.5] asserts that this is true of restrictions of Kirillov functions to algebra subgroups, and the result for products follows by considering the restriction from G × G to its diagonal subgroup, as in the proof of [12, Theorem 6.6] . Since, as noted above, a supercharacter is also a positive integral linear combination of its constituent Kirillov functions, the same argument shows that our second map is bijection.
Helpfully, the problem of enumerating the irreducible constituents of a supercharacter reduces to that of counting the irreducible representations with a certain central character of a quotient of a typically much smaller algebra subgroup. We shall find in Section 3.1 that for G = UT n (q), the structure of this quotient is closely related to combinatorial features of the set partition of [n] giving the shape of the supercharacter under examination. To describe this reduction precisely, for each λ ∈ n * , define three subspaces k λ , l λ , s λ ⊂ n by
Alternatively, one constructs l λ as the left kernel of the bilinear form B λ : n × n → F q given by (X, Y ) → λ(XY ); s λ as the left kernel of the restriction of B λ to the domain n × l λ ; and k λ as the intersection l λ ∩ ker λ. The subspace s λ is a subalgebra of n; the subspace l λ is a right ideal of n and a two-sided ideal of s λ ; and the subspace k λ is a two-sided ideal in s λ (see Section 3.1 in [31] ). We therefore may define K λ , L λ , S λ ⊂ G as the corresponding algebra subgroups
Both K λ and L λ are the normal in S λ . Our groups L λ and S λ are the same as the ones defined in Section 4.1 in [5] ; see [31, Lemma 3 .1] for a proof of this fact.
These algebra groups relate to the irreducible constituents of χ λ in the following way. Since k λ and l λ are two-sided ideals in s λ , we may identify S λ /K λ and L λ /K λ with the algebra groups 1 + s λ /k λ and 1 + l λ /k λ . Let
denote the quotient homomorphism S λ → S λ /K λ . The following result combines Theorem 3.2 and Corollary 4.1 in [31] .
Theorem 2.1. Let n be a finite-dimensional associative nilpotent F q -algebra, write G = 1 + n, and let λ ∈ n * . Then the number of irreducible constituents of degree q e of the supercharacter χ λ is equal to the number of irreducible characters ψ of S λ /K λ such that
Furthermore, every irreducible constituent with degree q e of the supercharacter χ λ is a Kirillov function if and only if every irreducible character satisfying (2.4) of the algebra group S λ /K λ ∼ = 1 + s λ /k λ is a Kirillov function.
Supercharacters of UT n (q)
Fix a positive integer n and a prime power q > 1, and let u n (q) * denote the set of F q -linear maps u n (q) → F q . Recall that a matrix is said to be monomial if it has exactly one nonzero entry in each row and column. Following [35] , we say that a matrix is quasi-monomial if it has at most one nonzero entry in each row and column. Given λ ∈ u n (q) * and integers i, j, let
We define λ ∈ u n (q) * to be quasi-monomial if the matrix i,j∈ [n] λ ij e ij ∈ u n (q) is quasi-monomial.
The following important fact is due originally to André [2, 3] and Yan [39] : the quasi-monomial maps λ ∈ u n (q) * index the distinct supercharacters of UT n (q); i.e., these elements represent the distinct two-sided UT n (q)-orbits in u n (q) * and
is a bijection. There is an especially simple product formula for the supercharacters of this group; see, for example, Section 2.3 in [37] . For our purposes, only the following consequence of this formula will be needed:
Proof. Given integers 1 ≤ i < j ≤ n and t ∈ F × q , let χ i t ⌢j be the supercharacter of UT n (q) indexed by te * ij ∈ u n (q) * . Let A(µ) for µ ∈ u n (q) * be the set of triples (i, j, t) ∈ Z × Z × F × q with µ ij = t = 0. Thiem notes just after [37, Eq. (2.2)] that the product formula for χ λ shows that
This identity is enough to conclude χ λ = χ α ⊗ χ β , since our hypotheses imply that α and β are both quasi-monomial and that A(λ) = A(α) ∪ A(β) is a disjoint union.
Each quasi-monomial λ ∈ u n (q) * naturally corresponds to a set partition of [n], which we call its shape. Recall that a set partition is just a set of pairwise disjoint, nonempty sets, and that the elements of a set partition are its parts. We write Λ ⊢ S to indicate that Λ is a set partition, the union of whose parts is S. The number of set partitions of a set with n elements is the Bell number B n , which one can compute by the recurrence B n+1 = n k=0 n k B k with B 0 = 1.
Formally, we define the shape of a quasi-monomial λ ∈ u n (q) * as the finest set partition of [n] in which i, j belong to the same part whenever λ ij = 0. Alternatively, the shape of λ is the set partition whose parts are the vertex sets of the weakly connected components of the (weighted, directed) graph whose adjacency matrix is (λ ij ). For example, if a i ∈ F × q then
The shape of a supercharacter of UT n (q) is by definition the shape of its unique quasi-monomial index λ ∈ u n (q) * . The map which associates to each supercharacter of UT n (q) its shape defines a surjection
This is a bijection if and only if q = 2, and the inverse image of any Λ ⊢ [n] has cardinality (q − 1) n−ℓ(Λ) where ℓ(Λ) is the number of parts of Λ. Define the functions N Λ (q) and N Λ,e (q) as in the introduction. The total number N n (q) of irreducible characters of UT n (q) and the total number N n,e (q) of irreducible characters of degree q e are then given by
where ℓ(Λ) is the number of parts of Λ ⊢ [n]. Thus, Higman's conjecture (that N n (q) is a polynomial in q) would follow if each N Λ (q) were a polynomial function in q, and similarly Lehrer's conjecture (that N n,e (q) is a polynomial in q) would hold if each N Λ,e (q) were a polynomial in q.
If λ ∈ u n (q) * is quasi-monomial with shape Λ then N Λ (q) is the number of coadjoint orbits in the two-sided UT n (q)-orbit of λ by [34, Theorem 2.5]. In fact, it follows by [35, Corollary 12] that if the characteristic of F q is sufficiently large, then N Λ,e (q) is the number of Kirillov functions ψ with ψ(1) = q e and ψ, χ λ = 0. Observations like this make it easy to believe that Conjecture 1.2 might fail if n is sufficiently large and the characteristic of F q is sufficiently small. We know from the results in [32] , for example, that there exist irreducible characters of UT n (q) which are not Kirillov functions for large enough n, and nothing indicates that one should expect the numbers of Kirillov functions and irreducible characters of a certain degree to be equal. Indeed, this does not hold for an algebra group in general: Jaikin-Zapirain constructs in [22] an algebra group whose linear characters exceed in number its linear Kirillov functions. Nevertheless, at present we have no data contradicting Conjecture 1.2 for n ≤ 13.
Notations for set partitions
To describe methods of efficiently computing N Λ,e (q), it is useful to include a few more definitions pertaining to set partitions; for the most part we adopt our conventions from [11] and [37] . Throughout, S denotes a finite subset of the natural numbers.
The standard representation of a set partition Λ ⊢ S is the graph with vertex set S which has an edge connecting i, j ∈ S if j is the least integer greater than i in the part of Λ containing i.
We denote by Arc(Λ) the set of pairs (i, j) ∈ S 2 with i < j which are connected by an edge in the standard representation; we call this the arc set of Λ. For example,
and Arc(Λ) = {(1, 3), (2, 5) , (3, 4)}. Observe that Arc(Λ) uniquely determines Λ if the set S which Λ partitions is given. Also, if λ ∈ u n (q) * is quasi-monomial with shape Λ, then (i, j) ∈ Arc(Λ) if and only if λ ij = 0. We define a crossing of Λ ⊢ S to be a 4-tuple (i, j, k, l) ∈ S 4 such that i < j < k < l and (i, k), (j, l) ∈ Arc(Λ). Intuitively, if one draws the standard representation of a set partition with all vertices collinear and all edges on the same side of the determined line, then each crossing corresponds to the intersection of two edges. We denote by Cr(Λ) and d(Λ) the following set and nonnegative integer:
In the example (2.6), we have Cr(Λ) = {(1, 2)} and d(Λ) = 3. The sets Arc(Λ) for Λ ⊢ [n] are the "basic sets" defined in [4] ; in André's notation, the set Cr(Λ) is precisely the set S ′ [4, Page 990] attached to the basic set Arc(Λ). Of particular importance is the following standard fact [37, Eqs. (2.2)-(2.
3)]: if χ is a supercharacter of UT n (q) with shape Λ, then
Thus the number of irreducible supercharacters of UT n (q) is the number of noncrossing set partitions of [n], which is well-known to be the Catalan number C n = 1 n+1 2n n . Another noteworthy fact is the following result due to André [4] . Call a sequence i 0 < i 1 < i 2 < · · · < i k < i k+1 < i k+2 with every (i r , i r+2 ) ∈ Arc(Λ) a k-crossing of Λ ⊢ S; a crossing is then a 1-crossing. A maximal crossing of Λ with length k is a k-crossing which cannot be extended to a (k + 1)-crossing. The following is presented as both [ 
Results
In the following sections we establish items (a)-(d) in the introduction.
Crossing algebras and character counts
Theorem 2.1 shows that the numbers N Λ,e (q) count the irreducible representations with a certain central character of some quotient of algebra groups. In this section we describe how this quotient corresponds to a natural algebra group structure on the crossing set Cr(Λ) of the set partition Λ. This elementary construction is the following. For each set partition Λ and prime power q > 1, define the crossing algebra C Λ (q) as the vector space C Λ (q) = F q -span{e ij : (i, j) ∈ Cr(Λ)} generated by the crossings of Λ, made into a nilpotent algebra via the multiplication
Note that this product does not in general coincide with the usual matrix product e ij e kl = δ jk e il . Likewise, we define C Λ (q) to be the nilpotent F q -algebra given as the central extension
When Arc(Λ) = ∅ we have C Λ (q) = 0 and C Λ (q) ∼ = F q . To see that these algebras are always well-defined and associative, assume Arc(Λ) = ∅ and let λ be a nonzero multiple of (i,j)∈Arc(Λ) e * ij ∈ u n (q) * , so that λ is quasi-monomial with shape Λ. In the notation of Section 2.3, we claim that
By definition k λ is a codimension one subspace and hence an ideal of l λ ; we noted in Section 2.3 that both k λ and l λ are ideals in s λ ; and Lemma 3.1 in [32] asserts that s λ = l λ ⊕ F q -span{e ij : (i, j) ∈ Cr(Λ)} as a vector space. These observations have the following consequences, which prove our claim:
(1) First, the cosets e ij +l λ for (i, j) ∈ Cr(Λ) form a basis for the quotient s λ /l λ , and it follows that the linear map defined by e ij + l λ → e ij ∈ C Λ (q) gives an algebra isomorphism s λ /l λ ∼ = C Λ (q).
(2) Choose some (k, ℓ) ∈ Arc(Λ) and let z λ = e kℓ ∈ l λ . The coset z λ + k λ is independent of the choice of (k, ℓ) and spans the quotient l λ /k λ . It follows that z λ + k λ and the cosets e ij + k λ for (i, j) ∈ Cr(Λ) provide a basis for s λ /k λ , and that the linear map defined by
On a technical note, the reader should observe that the isomorphism s λ /k λ ∼ = C Λ (q) fails when Arc(Λ) = ∅ and λ = 0, since then
Applying Theorem 2.1 to these constructions gives us a computable formula for N Λ,e (q). Here, we write Irr(G; k) to denote the set of irreducible characters with degree k of a group G.
Theorem 3.1. Fix a positive integer n, a prime power q > 1, a nonnegative integer e, and a set partition Λ ⊢ [n]. Then
Furthermore, if all irreducible characters with degree q f of the algebra group 1 + C Λ (q) are Kirillov functions, then all irreducible constituents with degree q e of supercharacters of UT n (q) with shape Λ are Kirillov functions.
Proof. When Cr(Λ) = ∅ we have C Λ (q) = 0 and C Λ (q) ∼ = F q so the given formula holds trivially, and all supercharacters with shape Λ are Kirillov functions. Therefore assume Arc(Λ) and Cr(Λ) are nonempty. Choose a ∈ F × q and let λ = a · (i,j)∈Arc(Λ) e * ij ∈ u n (q) * so that we may view C Λ (q) = s λ /l λ and C Λ (q) = s λ /k λ . If we identify S λ /K λ with 1 + C Λ (q), then the quotient map π : S λ → S λ /K λ in Theorem 2.1 may be defined by
q e by (2.8), it follows by Theorem 2.1 that N Λ,e (q) is the number of irreducible characters ψ of 1 + C Λ (q) for which ψ(1
Every irreducible character ψ of 1 + C Λ (q), however, has ψ(1 + tz Λ ) = ψ(1) · θ(bt) for all t ∈ F q for some (possibly zero) b ∈ F q . This is clear from the fact that 1 + F q -span{z Λ } is a central algebra subgroup of 1 + C Λ (q) isomorphic to the additive group of F q . Since a ∈ F × q was arbitrary in the preceding paragraph, it follows that (q − 1) · N Λ,e (q) is the number of irreducible characters of 1 + C Λ (q) whose kernels do not contain 1 + F q -span{z Λ }.
is the number of irreducible characters of degree q f of the quotient of 1 + C Λ (q) by 1 + F q -span{z Λ }. This quotient is precisely 1 + C Λ (q), which completes the proof of the first part of the theorem. The second part is a slightly weaker special case of the last part of Theorem 2.1.
Remark. Let N be a finite-dimensional associative nilpotent Z-algebra. Evseev describes in [14] an algorithm which attempts to compute polynomials in q giving the number of irreducible characters of degree q e of the algebra group attached to the nilpotent F q -algebra N⊗ Z F q . The crossing algebras C Λ (q) and C Λ (q) are certainly of this form. Thus, on a purely theoretical level, the preceding result combined with Evseev's work gives an algorithm for computing N Λ,e (q) as a function in q. More practically, Evseev has implemented his algorithm in the computer algebra system Magma [10] , and this implementation [15, 33] succeeds in computing polynomials in q giving #Irr 1 + C Λ (q); q f and #Irr(1 + C Λ (q)) in a large number of cases. In this way, the preceding theorem allows us to undertake some of the more substantial computations promised in the introduction.
Besides counting, we also intend to show that all irreducible characters of UT n (q) with a certain degree are Kirillov functions. Evseev's methods translate this problem into a tractable calculation in the following way. As in [14] , define an irreducible character of an algebra group to be wellinduced if it is induced from a linear character τ of an algebra subgroup 1 + h with ker τ ⊃ 1 + h 2 . It is almost immediate from [5, Theorem 5.5] that any well-induced irreducible character of an algebra group is a Kirillov function; we stated this fact as Proposition 4.1 in [31] . Now, the algorithm in [14] enumerates only well-induced characters, and thus when it is successful in computing generic q-polynomials which count the irreducible characters of the algebra groups 1 + N ⊗ Z F q , it follows that all irreducible characters of these groups are Kirillov functions.
Example 3.1. Suppose Λ ⊢ [13] is the set partition In detail, Evseev's algorithm proceeds by recursively counting the characters of certain subgroups and quotients of the input, and it fails when the input is nontrivial yet cannot be reduced to an allowable subgroup or quotient. For the crossing algebras C Λ (q) and C Λ (q) with Λ as above, this failure occurs when the algorithm is called recursively with an abelian algebra group as input. The irreducible characters of such a group are easily counted even when they are not all well-induced (their number is the group's cardinality and their degrees are all one) and so after adding an appropriate if-then statement to Evseev's Magma code [15] , as described in the comments in [33] , we are able to compute via Theorem 3.1 that
Notably, N Λ,e (q) is a polynomial in q − 1 with nonnegative integer coefficients for all values of e. We mention that Example 3.1 in [31] discusses how one can carry out a much less involved calculation to show that N Λ (2) = e N Λ,e (2) = 98, which is at least consistent with the more general formulas given here. Of course, once we have modified Evseev's code in this way, it no longer holds that if we can successfully compute N Λ,e (q) then the irreducible constituents of a supercharacter with shape Λ ⊢ [n] are all well-induced. Thus, it is important to stress that unless otherwise indicated, we do not use this modified code in any of the subsequent calculations described in this work.
The following corollary describes a common special case of Theorem 3.1. Say that a set P of positions above the diagonal in an n×n matrix is closed if (i, k) ∈ P whenever both (i, j), (j, k) ∈ P. This is equivalent to the subspace
being a subalgebra. We call a subalgebra of the form u n,P (q) a pattern algebra and the corresponding algebra group UT n,P (q) def = 1 + u n,P (q) a pattern group. Furthermore, if this holds and all irreducible characters of the algebra group 1 + C Λ (q) are Kirillov functions, then all irreducible constituents of supercharacters of UT n (q) with shape Λ are Kirillov functions. The given condition holds in particular when Cr(Λ) is closed, in which case 1 + C Λ (q) is isomorphic to the pattern group UT n,Cr(Λ) (q).
Proof. By construction Arc(Λ) ∩ Cr(Λ) = ∅, and if our condition obtains, then (i, j), (j, k) ∈ Cr(Λ) implies (i, k) / ∈ Arc(Λ). It follows in this case that 1 + C Λ (q) is the internal direct product of 1+F q -span{z Λ } ∼ = F + q and a subgroup isomorphic to 1+C Λ (q), so in particular #Irr(1+ C Λ (q); q f ) = q · #Irr(1 + C Λ (q); q f ). All irreducible characters of the abelian algebra group 1 + F q -span{z Λ } are Kirillov functions, whence it follows that the same is true of all irreducible characters of 1 + C Λ (q) if and only if every irreducible character of 1 + C Λ (q) is a Kirillov function. The first half of the corollary now follows from the preceding theorem. The last part is a consequence of the fact that C Λ (q) is indeed equal to the pattern algebra u n,Cr(Λ) (q) if Cr(Λ) is closed.
In view of this corollary, it is worth noting that the natural analogue of Lehrer's conjecture fails for certain pattern groups. Indeed, Halasi [17] has recently shown (non-constructively) that for some sufficiently large n there exists a closed set of upper triangular positions P such that (a) X 3 = 0 for all X ∈ u n,P (q); (b) The number of irreducible characters of the pattern group UT n,P (q) is not a polynomial function in q, and in fact cannot be described by any finite set of polynomials in q [17, Theorem 4.9].
Remark. In this situation, part (b) is true not only for the number of conjugacy classes / irreducible characters of UT n,P (q), but also for the number of its superclasses / supercharacters, since (a) implies that P has no 4-chains whence every supercharacter is irreducible by [13, Proposition 5.1].
Thus, if one could find Λ ⊢ [n] so that Cr(Λ) is an arbitrary closed set of positions, or at least a pattern P for which (b) holds, then the preceding corollary with Halasi's result would immediately disprove Conjecture 1.2. One cannot immediately apply this direct method of disproof, as the patterns which occur as Cr(Λ) for Λ ⊢ [n] are not arbitrary. One can show, for example, that if Cr(Λ) is closed then UT n,Cr(Λ) (q) is never isomorphic to the commutator subgroup of UT k (q) for k ≥ 5. In the next proposition we describe how to construct one obvious family of pattern groups whose conjugacy classes are counted by N Λ (q). In general, however, the question of precisely which closed sets of positions may occur as Cr(Λ) for Λ ⊢ [n]−and whether Halasi's methods can be adapted to disprove Conjecture 1.2−remains open. Proposition 3.1. Fix a positive integer n and let J = {(i, j) : 1 ≤ i < j ≤ n}. If P ⊂ J has the property that both P and J \ P are closed, then there exists Λ ⊢ [2n] such that Cr(Λ) = P.
Proof. P ⊂ J satisfies our hypothesis if and only if the relation ≺ on [n], given by setting i ≺ j whenever (i, j) ∈ P or (j, i) ∈ J \ P, is a total order. Let h P : [n] → N be the height function of this total order, and let Λ ⊢ [2n] be the set partition with arc set (j, n + h P (j)) for j ∈ [n]. This is well-defined since h P : [n] → [n] is a permutation, and one obtains Cr(Λ) = {(i, j) : 1 ≤ i < j ≤ n and h P (i) < h P (j)} by definition. This set is precisely P, since h P (i) < h P (j) if and only if i ≺ j, and when i < j then this is equivalent to (i, j) ∈ P. Example 3.2. If Λ = {{1, n + 1}, {2, n + 2}, . . . , {n, 2n}} ⊢ [2n] then N Λ,e (q) is the number of irreducible characters of UT n (q) of degree q f where f = e − n(n − 1)/2.
We mention also that the supercharacters of the normal pattern subgroups UT n,P (q) ⊳ UT n (q) have been classified and possess a relatively explicit indexing set analogous to the set of quasimonomial maps in u n (q) * ; see [30] . It may be possible to define a "shape" for these supercharacters, given by some mild generalization of a set partition, which is similarly invariant under the action of an appropriate subgroup of Aut (UT n,P (q)). This would presumably allow one to define and compute analogues of N Λ,e (q) for UT n,P (q) using Evseev's algorithm with Theorem 2.1. By extending the techniques described in the next sections, one might discover a version of Theorem 1.1 for, say, the commutator subgroups of UT n (q) or some other family of normal pattern subgroups.
Connectedness for set partitions
While in principle we can use the results of the previous section and [14] to compute N Λ,e (q) for all set partitions Λ ⊢ [n], this quickly grows to an enormous calculation. The complexity of this undertaking is significantly diminished by a useful factorization of N Λ,e (q), which we describe here. The factors will correspond to the components of Λ which are connected in a certain strong sense. Leading up to our precise statement, we first describe three increasingly restrictive notions of connectedness for set partitions.
The first notion is that of an atomic set partition, the definition of which we take from [8] . [8] that atomic set partitions index a free generating set of the Hopf algebra N CSym of symmetric functions in noncommuting variables. In fact, there is a natural way of identifying N CSym with the space of superclass functions on UT n (2), a fascinating connection explored in [1] . Our second notion is that of a connected set partition. We say that a set partition Λ ⊢ [n] is disconnected if the union of a subset of its parts is a proper, nonempty subinterval of [n]. Equivalently and more generally (as a consequence of [24, Lemma 2.5], for example), a set partition Λ ⊢ S ⊂ N is disconnected if and only if there exists a nonempty, proper subset Γ ⊂ Λ such that
Note that this is well-defined as any subset of Λ is a set partition of a subset of S. Naturally, Λ is connected if not disconnected. If Γ ⊂ Λ is nonempty and connected and equation (3.2) holds, then we say that Γ is a connected component of Λ. A set partition Λ then has a well-defined set of connected components, which we denote by Comp(Λ). Bender, Odlyzko, and Richmond study the asymptotic number of connected set partitions in [6, 7] , where they are called irreducible. More recently, Klazar describes a generating function and a recurrence for their enumeration in [24] . Our final notion is apparently the least standard. We say that a set partition Λ of a set S ⊂ N is crossing-connected if Λ is connected and Arc(Λ) has at most one equivalence class with respect to the equivalence relation ∼ generated by setting (i, k) ∼ (j, l) whenever (i, j, k, l) is a crossing of Λ.
We note that Arc(Λ) has zero equivalence classes with respect to ∼ if and only if Arc(Λ) = ∅, and in this case Λ is crossing-connected if and only if Λ partitions a set with one element. The crossing-connected components of a set partition Λ ⊢ S are the crossing-connected set partitions Γ such that either (1) Γ = {{i}} where {i} is a singleton part of Λ.
(2) Arc(Γ) is an equivalence class of Arc(Λ) with respect to ∼.
We denote the set of crossing-connected components of Λ by CrComp(Λ). Unlike connected components, a crossing-connected component Γ of Λ may not have Γ ⊂ Λ; however, one always has Arc(Λ) = Γ∈CrComp(Λ) Arc(Γ) and Cr(Λ) = Γ∈CrComp(Λ) Cr(Γ) where the unions are disjoint, since two crossing arcs belong to same equivalence class.
A connected set partition is atomic, and a crossing-connected set partition is connected. Intuitively, consider the standard representation of Λ drawn in the plane with all vertices collinear and all edges on the same side of the determined line. Then Λ is connected if and only if one can travel between any two vertices by moving along arcs, where one can switch from one arc to another at a crossing or at a vertex. In the same setup, Λ is crossing-connected if and only if the same feat is possible with the added condition that one can switch between arcs only at crossings. For example, consider the following set partitions A, B, C ⊢ [5]:
Crossing-Connected
The first set partition A is atomic but not connected: its two connected components are {{1, 5}}, {{2, 3, 4}} and its three crossing-connected components are {{1, 5}}, {{2, 3}}, {{3, 4}}. Similarly, B is connected but not crossing-connected: its two crossing-connected components are {{1, 3}, {2, 4}} and {{4, 5}}. The third set partition C is crossing-connected (in fact, C is the only crossingconnected set partition of [5] ), and therefore connected and atomic. We list the numbers of these various types of set partitions in Table 1 . Here we let B n denote the Bell numbers counting giving the number of set partitions of [n] . The modified numbers B type n are self-explanatory; recurrence and asymptotic formulas for B crossing-connected n are desired.
Factorizations of N Λ (q) and N Λ,e (q)
The various components of Λ ⊢ [n] just defined are not necessarily partitions of sets of consecutive integers, and so to write down a decomposition of N Λ,e (q) we must explain what this notation means for an arbitrary set partition. To this end, we observe that if Λ ⊢ S ⊂ N and k = |S| then there is a unique ordering-preserving bijection S → [k]. Following the convention of [9] , we call the set partition of [k] given by applying this bijection to the parts of Λ the standardization of Λ and denote it st(Λ). For example, Λ = {{4, 9}, {6, 14}, {10}} has st(Λ) = {{1, 3}, {2, 5}, {4}} ⊢ [5] .
Observe that the crossing sets of Λ and st(Λ) have the same cardinality but For a set partition Λ ⊢ S of an arbitrary finite subset S ⊂ N, we now define
We may now state this section's main theorem. Here we recall that a weak composition of a nonnegative integer k is a sequence of nonnegative integers whose sum is k. 
where the sum is over all weak compositions w = (w Γ ) of e with |CrComp(Λ)| parts. Furthermore
Immediately, we have this corollary: Our proof of the theorem will follow from two short lemmas, which we state below in rapid succession. The first of these is an immediate consequence of [25, Lemma 3 .4]; we provide a short proof using Lemmas 2.1 and 2.2 for completeness. Proof. Let α, β ∈ u n (q) * be quasi-monomial with shapes A, B, respectively. As Arc(A) and Arc(B) are disjoint and their union is Arc(Λ), it follows that λ = α + β is quasi-monomial with shape Λ and χ λ = χ α ⊗ χ β by Lemma 2.2. Noting (2.8), our claim follows by Lemma 2.1.
Lemma 3.2. Suppose A ⊢ [n] and let Γ be the set partition formed by removing from A all of its singleton parts. Then N A,e (q) = N Γ,e (q).
Note that in this statement Γ is not necessarily a set partition of [n] , and so the normalization in (3.3) becomes important. We see from Table 1 that Theorem 3.2 reduces the amount of work required to compute N Λ,e (q) for all Λ ⊢ [n] quite significantly: the fraction of set partitions of [15] which are crossing-connected is a little less than 1/100. Moreover, we can verify Conjecture 1.2 for small values of n by inspection. Aiding us in this is the following proposition. In cases (1) and (2), all irreducible constituents of supercharacters with shape Λ are Kirillov functions.
Proof. If |Cr(Λ)| = 0 then any supercharacter with shape Λ is irreducible by (2.8) and therefore a Kirillov function. If |Cr(Λ)| = 1 then Cr(Λ) is a closed set of positions corresponding to a pattern group isomorphic to the additive group of F q , all of whose irreducible characters are Kirillov functions. Our formula in (1) thus follows from Corollary 3.1. If t = 2 in (2) then the condition in Corollary 3.1 holds. In this case the algebra group 1 + C Λ (q) is isomorphic to the direct product of two copies of the additive group F + q , and one sees that all of its irreducible characters are Kirillov functions. Therefore any supercharacter with shape Λ is equal to the multiplicity-free sum of q 2 irreducible characters of the same degree, which are all Kirillov functions. On the other hand, the case t = 1 in (2) follows by Theorem 2.2.
If X is an n × n matrix then let X † denote its backwards transpose: this is the n × n matrix with (X † ) i,j = X n+1−j,n+1−i . Any supercharacter with shape Λ † is then given by composing a supercharacter with shape Λ with the automorphism ϕ : g → (g −1 ) † of UT n (q). Composition with an automorphism permutes the set of all irreducible characters of a given degree, proving the first statement in part (3). To prove the second statement, observe that if a Kirillov function ψ λ for λ ∈ u n (q) * is a character of UT n (q), then ψ λ • ϕ is also a character, and so we have ψ λ • ϕ(g) = ψ λ (g † ) for g ∈ UT n (q), which implies that ψ λ • ϕ is the Kirillov function indexed by the functional X → λ(−X † ) in u n (q) * . Since ϕ is an involution, we see by symmetry that an irreducible character ψ of UT n (q) is a Kirillov function if and only if the irreducible character ψ •ϕ is a Kirillov function. This suffices to prove our last assertion in (3) since composition with ϕ exchanges the sets of irreducible constituents of supercharacters with shapes Λ and Λ † .
Every crossing-connected set partition Λ ⊢ [n] for n ≤ 6 has |Cr(Λ)| ≤ 2 except two which have |Cr(Λ)| = 3. The exceptions are
and
and so Conjecture 1.2 holds for n ≤ 5. If Λ = {{1, 4}, {2, 5}, {3, 6}} ⊢ [6] then Cr(Λ) is closed and UT 6,Cr(Λ) (q) ∼ = UT 3 (q), so N Λ,e (q) is a polynomial in q for all e by Corollary 3.1. To treat the second case, we note that Λ = {{1, 3, 5}, {2, 4, 6}} ⊢ [6] is the shape of the supercharacter χ λ indexed by λ = e * 13 + e * 24 + e * 35 + e * 46 ∈ u 6 (q) * .
Example 2.1 in [32] computes the irreducible constituents of this supercharacter: χ λ is a sum of q distinct irreducible characters of degree q 2 , each appearing with multiplicity q. Hence N Λ,e (q) = q if e = 2 and zero otherwise. By the corollary to Theorem 3.2 we conclude:
Observation 3.1. Conjecture 1.2 holds for n ≤ 6.
To check Conjecture 1.2 for higher values of n, we must apply Evseev's algorithm to the crossing algebra groups 1+C Λ (q) and 1+ C Λ (q) as outlined in the remark following Theorem 3.1. For n ≤ 11, Evseev's Magma implementation (without the modification described in Example 3.1) succeeds in computing polynomial formulas for N Λ,e (q) for every crossing-connected set partition Λ ⊢ [n]. Evseev's algorithm fails to compute N Λ,e (q) for exactly one set partition Λ ⊢ [12] , but the algorithm does succeed for the transposed set partition Λ † . In light of Proposition 3.2 and [31, Proposition 4.1], this suffices to prove the first half of Theorem 1.4 in [14] , which states that all irreducible characters of UT n (q) are well-induced for n ≤ 12.
Evseev's algorithm similarly fails to compute N Λ,e (q) for exactly 34 crossing-connected set partitions Λ ⊢ [13] . In 32 of these problem cases, the algorithm succeeds for the transposed partition Λ † , so we can again invoke Proposition 3.2. The two remaining set partitions Λ both have Λ † = Λ, but one of these is the set partition discussed in Example 3.1. The other remaining case is Λ = {{1, 5, 9, 13}, {2, 8}, {3, 7, 11}, {4, 10}, {6, 12}}, and we can determine N Λ,e (q) for this set partition by computing the sum (2.5) over all successful cases and then subtracting this from Evseev's formulas for N 13,e (q).
The Magma code we used to carry out these computations is available online [15, 33] . The following theorem summarizes our results. (2) If Λ = {{1, 6, 8, 13}, {2, 7, 12}, {3, 9}, {4, 10}, {5, 11}} ⊢ [13] then N Λ,20 (q) is a polynomial in q − 1 with both positive and negative integer coefficients. In detail,
For all other set partitions Λ ⊢ [13] , N Λ,e (q) is a polynomial in q − 1 with nonnegative integer coefficients for all values of e.
Remarks.
(i) The formulas we get for N n,e (q) = Λ⊢[n] (q − 1) n−ℓ(Λ) N Λ,e (q) using our calculations coincide with those given by Evseev in [14] , which gives at least some indication that our methods yield correct results.
(ii) The set partition in the second part of the theorem is not one of the problem cases mentioned above; the formulas given for N Λ,e (q) come directly from Evseev's unmodified algorithm.
When n = 14 the number of problem cases increases by an order of magnitude, so verifying Conjecture 1.2 computationally requires more powerful algorithms. Theorem 3.2 and Table 1 suggest that the computation of the functions N Λ,e (q) for all Λ ⊢ [n] should be tractable, however, for at least the first few values of n > 13.
3.4 Polynomial formulas for N n,e (q) with e ≤ 8
Recall that N n,e (q) denotes the number of irreducible characters of UT n (q) with degree q e . Here we show how the computations described in the last section allow us to derive bivariate polynomials in n, q giving N n,e (q) for small values of e.
In this direction, we first describe a useful intermediate formula for N n,e (q). For n ≥ 2 and e ∈ Z, define In other words, N n,e (q) for n ≥ 2 is the sum
over all set partitions Λ ⊢ [n + 1] which have a sequence of arcs (i t , j t ) ∈ Arc(Λ), t = 1, . . . , k, such that i 1 = 1 and j k = n + 1 and i t < i t+1 < j t < j t+1 for all t.
In the following statement, we recall that a composition c of an integer x is a sequence of positive integers with i c i = x, while a weak composition w of x is a sequence of nonnegative integers with i w i = x. We denote the number of elements in the sequences giving c and w by ℓ(c) and ℓ(w), respectively. Theorem 3.4. Fix a prime power q > 1. Then for all integers n ≥ 2 and e ≥ 0, the number N n,e (q) of irreducible characters of UT n (q) of degree q e is equal to
where the sum is over all pairs (c, w) with c a composition of n − 1 and w a weak composition of e such that ℓ(c) = ℓ(w).
Proof. In the standard representation of a set partition Λ ⊢ [n], draw vertical lines through each vertex, and let the sequence of integers 1 = a 0 < a 1 < · · · < a ℓ = n index the vertices at which these lines do not intersect any arcs of Λ. For example, if Λ ⊢ [13] is given by 0 , a 1 , . . . , a 7 ) = (1, 5, 6, 7, 8, 9, 10, 13) . Call the sequence a = (a 0 , a 1 , . . . , a ℓ ) 
Let S k for k ≥ 2 be the set of all set partitions of [k + 1] with a crossing-connected component involving both 1 and k + 1, and let S 1 be the set whose two elements are the distinct set partitions of {1, 2}. Fix a sequence 1 = a 0 < a 1 < · · · < a ℓ = n and write n i = a i − a i−1 . It is apparent that the map Set partitions of [n] with outline (a 0 , a 1 , . . . , a ℓ )
is a bijection. Combining this with the observations in the previous paragraph, one deduces that the sum of (q − 1) n−ℓ(Λ) N Λ,e (q) over all Λ ⊢ [n] with outline (a 0 , a 1 , . . . , a ℓ ) is
where the outer sum is over all weak compositions w of e with ℓ parts. If Γ ⊢ [2] then N Γ,e (q) = δ e0 , and noting this, one sees that the parenthesized sum is precisely N n i ,w i (q). By summing the preceding equation over all possible outlines (a 0 , a 1 , . . . , a ℓ ), we obtain N n,e (q) = (a,w)
i=1 N a i −a i−1 ,w (q) where the sum is over all pairs (a, w) where a = (a 0 , a 1 , . . . , a ℓ ) is a sequence of integers with 1 = a 0 < a 1 < · · · < a ℓ = n and w is a weak composition of e with ℓ = ℓ(w) parts. The theorem now follows by noting that the map a → (a 1 − a 0 , a 2 − a 1 , . . . , a ℓ − a ℓ−1 ) defines a bijection from possible outlines of Λ ⊢ [n] to compositions of n − 1 with ℓ parts.
When e ≤ 8, we can show that N n,e (q) = 0 for all but finitely many values of n; we suspect but cannot prove that the same is true for all values of e. Since Evseev's algorithm with Theorem 3.1 allows us to compute the nonzero functions N n,e (q), the preceding result will thus determine a formula in n and q for N n,e (q). In this direction, we first make the following elementary observation. Because Λ is crossing-connected, every j ∈ [n] must be involved in some arc of Λ, yet no arcs have the form (j, j + 1), since such arcs cannot be involved in crossings. This implies that (a, n) ∈ Arc(Λ) for some a ∈ [n − 2]. Let Γ ⊢ [n − 1] be the set partition formed by deleting the vertex n and the arc (a, n) from the standard representation of Λ, and define λ, κ, γ ∈ u n (q) * as the maps given by λ = 
Recall that (a, n) ∈ Arc(Λ) for some a ∈ [n − 2]. Necessarily a ∈ S i for exactly one i ∈ [k]; we may assume i = 1. Then the arc (a, n) must cross at least one arc in every remaining crossing-connected component Γ 2 , . . . , Γ k of Γ. Each Γ i for i > 1 therefore has an arc of the form (x, y) with x < a < y,
Let t be the number of ℓ i 's which are odd. Then
We must have
As t determines the parity of k i=1 ℓ i , one checks that the right hand side of (3.6) is ≥ f + 1, as required.
We apply this lemma to the result of the following explicit computation. It is a time-consuming but tractable problem for a computer to enumerate the crossing-connected set partitions Λ ⊢ [n] satisfying d(Λ) − |Cr(Λ)| ≤ 8 for n ≤ 19. Evseev's algorithm [15, 33] fortunately succeeds in computing polynomial formulas N Λ,e (q) for all such set partitions Λ, and by inspecting these formulas we are able to deduce that N Λ,e (q) = 0 whenever Λ ⊢ [n] is crossing-connected and e ≤ n−3 2 ≤ 8. Taking f = 8 in the preceding lemma gives the following: Proposition 3.3. Let e ≤ 8 be a nonnegative integer.
(1) If n > 2e + 2, then N Λ,e (q) = 0 for all crossing-connected set partitions Λ ⊢ [n].
(2) If n > 2e + 1 then N n,e (q) = 0.
Remark. One can presumably extend this result by repeating our calculations with a larger integer in place of eight. It seems reasonable, in fact, to conjecture that the proposition holds for all nonnegative integers e. Similarly, it is a feasible computer calculation to enumerate all set partitions Λ ⊢ [n + 1] for n ≤ 17 which satisfy d(Λ) − |Cr(Λ)| ≤ 8 and have a crossing-connected component involving both 1 and n + 1. Evseev's algorithm [15, 33] succeeds in computing polynomial formulas N Λ,e (q) for all such Λ, and establishes in addition that all irreducible characters of the crossing algebra groups 1 + C Λ (q) are Kirillov functions. This computation determines the nonzero polynomials N n,e (q) with e ≤ 8; we list these in Appendix A. When written as functions of q − 1, these polynomials turn out to have nonnegative integer coefficients, and so by Theorem 3.4 we may conclude that the same is true of N n,e (q) for all integers n ≥ 1 and e ≤ 8.
We use this data to prove Theorem 1.1 in the following way. Suppose d is a composition of a positive integer e with ℓ parts. There are exactly k+ℓ ℓ ways of adding k zeros to d to form a weak composition of e with k + ℓ parts, since these extensions are in bijection with the weak compositions of k with ℓ + 1 parts. Given a composition c, write |c| to denote the sum of its parts. Since N n,0 (q) = 0 if n > 1 and N 1,0 (q) = q, it follows that for integers e, n ≥ 1, we may rewrite the formula for N n,e (q) in Theorem 3.4 as
where the sum is over all pairs of compositions (c, d) such that |c| ≤ n and |d| = e and ℓ(c) = ℓ(d). Suppose e ∈ {1, . . . , 8}. Since N n,e (q) = 0 when n is sufficiently large, there are only finitely many pairs (c, d) indexing nonzero terms in the sum (3.7). Since we have polynomial formulas for the functions N c i ,d i (q), we can thus determine bivariate polynomials in n, q giving each nonzero summand in (3.7). Summing these functions then gives a formula for N n,e (q) that is valid when n is large enough, and which happens to have the form described in Theorem 1.1. This discussion affords a proof of the following theorem, whose statement combines Theorems 1.1 and 1.2 from the introduction.
Theorem 3.5. Fix a prime power q > 1, a positive integer n, and an integer e ∈ {1, . . . , 8}.
(1) N n,e (q) is a polynomial in q − 1 with nonnegative integer coefficients.
(2) There are polynomials f e,i (x) with nonnegative integer coefficients such that if n > 2e then
(3) Every irreducible character of UT n (q) with degree ≤ q 8 is a Kirillov function.
We list the polynomials f e,i (x) in Appendix B. The only thing not yet proved here is part (3), and this will follow from a short lemma. Define S n for n ≥ 2 as in the proof of Theorem 3.4: S 1 = the set of set partitions of {1, 2}, S n = the set of set partitions of [n + 1] which have a crossing-connected component which involves both 1 and n + 1.
Of course, N n,e (q) is by definition the number of irreducible characters with degree q e which appear as constituents of supercharacters with shapes in S n . Proposition 3.3 shows that for e ≤ 8 there are only a finite number of set partitions Λ ∈ n S n with N Λ,e (q) = 0, and as remarked above, Evseev's algorithm establishes that for all such Λ, the irreducible characters of the algebra group 1 + C Λ (q) are Kirillov functions. Thus, the following result proves (3) in our theorem.
Lemma 3.4. Fix a prime power q > 1 and an integer e ≥ 0. Suppose whenever f ≤ e and Λ ∈ n S n has N Λ,f (q) = 0, all irreducible characters of the algebra group 1 + C Λ (q) are Kirillov functions. Then the irreducible characters of UT n (q) with degree ≤ q e are Kirillov functions for all positive integers n.
Proof. Assume our hypothesis and recall the notation used in the proof of Theorem 3.4. Fix a set partition Λ ⊢ [n] with outline (a 0 , a 1 , . . . , a ℓ ). Suppose λ ∈ u n (q) * is quasi-monomial with shape Λ. To prove the lemma, it suffices to show that all irreducible constituents with degree ≤ q e of χ λ are Kirillov functions. For each i = 1, . . . , ℓ, define Γ i as the set partition of [n] formed by adding singleton parts to the set partition (a i−1 − 1) + Λ(i) of [a i−1 , a i ]. Likewise, let γ i ∈ u n (q) * for i = 1, . . . , ℓ be the quasi-monomial map with shape Γ i given by
λ jk e * jk ∈ u n (q) * .
Then λ = ℓ i=1 γ i , and it follows from Lemmas 2.1 and 2.2 that every irreducible constituent ψ of the supercharacter χ λ has a unique factorization as ψ = ψ 1 ⊗ ψ 2 ⊗ · · · ⊗ ψ ℓ where ψ i is an irreducible constituent of χ γ i . Suppose ψ(1) ≤ q e , so that each ψ i (1) ≤ q e . The crossing algebra of each Γ i is certainly isomorphic to that of Λ(i), and so by assumption the irreducible characters 1 + C Γ i (q) are Kirillov functions. Therefore by Theorem 3.1 each ψ i is a Kirillov function, and it follows by Lemma 2.1 that ψ is a Kirillov function, as required.
A The polynomials N n,e (q) in Theorem 3.4
The nonzero polynomials N n,e (q) for e ≤ 8 are listed below in Tables 2 and 3 . These polynomials have at least one curious property worth taking the trouble to point out. Let A(n, k) and B(n, k) define the following triangular arrays, given as sequences A026374 and A026386 in [36] : More tangibly, A(n, k) is the number of integer sequences (s 0 , s 1 , . . . , s n ) with s i − s i−1 ∈ {−1, 0, 1} such that s 0 = 0, s n = n − 2k, and s i is even if i is even. Likewise, B(n, k) is the number of integer sequences (s 0 , s 1 , . . . , s n ) with s i − s i−1 ∈ {−1, 0, 1} such that s 0 = 0, s n = n − 2k, and s i is odd if i is odd. One checks from our tables that the following happens to hold.
Observation A.1. Let e ∈ {1, . . . , 8} and let q > 1 be a prime power.
(1) If n = 2e + 1 then N n,e (q) = n−2 k=0 A(n − 2, k)(q − 1) n−e+k .
(2) If n = 2e then N n,e (q) = n−2 k=0 (A(n − 2, k) + (e − 1)B(n − 2, k)) (q − 1) n−e+k .
B The polynomials f e,i (x) in Theorem 1.1
The polynomials f e,i (x) appearing in Theorems 1.1 and 3.5 are listed below in Tables 4 and 5 .
As described in those results, these polynomials determine N n,e (q) but only when n > 2e. One can compute N n,e (q) when n ≤ 2e ≤ 16, however, by invoking Theorem 3.4 with the data in the previous section. Polynomials in q giving N n,e (q) already appear in [21] for n ≤ 9 and in [14] for n ≤ 13. For completeness, we give the remaining computable cases here: When written as polynomials in q − 1, these have nonnegative integer coefficients (but take up significantly more space).
As mentioned in the introduction, for each e ∈ {1, . . . , 8} the polynomials f e,i (x) for i = 1, . . . , 2e have degrees 1, 2, . . . , e, e, . . . , 2, 1 and leading coefficients N (e, 1), N (e, 2), . . . , N (e, e), N (e, e), . . . , N (e, 2), N (e, 1) where N (m, k) = 1 k m−1 k−1 m k−1 denotes the Narayana numbers. Another interesting feature of these polynomials is that f e,1 (x) = x + e for e = 1, . . . , 8. The formula for N n,e (q) in Theorem 1.1 thus shows that if n > 2e and e ≤ 8 then the value of the derivative d dq N n,e (q) at q = 1 is max(n−e−1, 0). Isaacs [21] made the same observation in the cases when n ≤ 9 and e ≥ 0 is arbitrary, and in fact, if Lehrer's conjecture holds then this phenomenon always occurs as a result of the following: Proposition B.1. If n > 0 and e ≥ 0 are integers such that N n,e (q) is a polynomial in q, then differentiating N n,e (q) with respect to q and setting q = 1 gives d dq N n,e (q) q=1 = n − e − 1, if 0 ≤ e < n, 0, otherwise.
As noted by an anonymous referee, this statement is a consequence of the following fact. Here δ e,0 is the Kronecker delta, equal to 1 if e = 0 and 0 otherwise. Proposition B.2. N n,e (q) ≡ δ e,0 + max(0, n − e − 1)(q − 1) mod (q − 1) 2 for all n > 0 and e ≥ 0.
Proof. This is true for e = 0 since N n,e (q) = q n−1 . If e > 0, then (2.5) and Proposition 3.2, show that N n,e (q) ≡ f (n, e)(q − 1) mod (q − 1) 2 where f (n, e) is the number of Λ ⊢ [n] with n − 1 parts and d(Λ) = e. To compute f (n, e), observe that Λ ⊢ [n] has n − 1 parts if and only if Λ has exactly one arc (i, j), in which case d(Λ) = j − i − 1.
