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Given current and continued investment in irrigation scheduling technologies, a
need exists to better estimate the longevity and magnitude of water savings at watershed
level to avoid the paradox of irrigation efficiency. This paradox occurs within a
watershed as not all irrigation inefficiencies lead to the system losing water. For example,
irrigation pumping rates in excess of crop water demand may lead to enhanced
groundwater recharge or surface runoff that migrates to a stream. Thus, increases in
efficiency may not lead to similar magnitudes of water savings. I hypothesize that water
savings longevities are short given previous work demonstrating rapid responses of
groundwater recharge rates to changing surface conditions. To test this hypothesis, I used
numerical modeling and hydrogeological field techniques. This work provides localized
ranges of: weather, management, soil variability, depth to groundwater, and water fluxes.
In chapter two, utilizing a crop modeling and numerical modeling of soil moisture
redistribution, I found that irrigation practices within the study area could be reduced by
120 mm yr-1 with impact on yield less than 3% when compared to a long-term dataset of
irrigation pumping rates for ~50 fields within the study area. From work in chapter three,
I found that sampling locations informed via repeat hydrogeophysical surveys, required

only five cores to reduce the cross-validation root mean squared error by an average of
64% as compared to soil parameters predicted by a commonly used benchmark,
SSURGO and ROSETTA. This work then informed an intermediate core sampling
framework in chapter four to constrain how soil hydraulic fluxes vary on subfield scale.
In chapter four, I compared deep drainage outputs of a numerical model parameterized
with localized measurements to a chemical tracer analysis and find agreement within
80% despite a wide range of fluxes observed (135-515mm yr-1). Scenario testing
informed using the parameterized numerical model and the irrigation reduction potential
from chapter two indicated that a 120mm yr-1 reduction of pumping leads to modest water
savings (1-3 years; 50-200mm over 10 years). However, when applied over a number of
fields, similar irrigation efficiency programs may be competitive with other water
resource management programs.
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CHAPTER 1
INTRODUCTION

By 2050 the world will need to feed nearly 10 billion people. Current food
production systems are already strained from demand to produce food for the present
global population (Scanlon et al., 2012; Vörösmarty et al., 2000; Hanjra and Qureshi,
2010). In irrigated systems, invaluable supplies of groundwater are being depleted in
order to buffer weather variability, which is predicted to become more volatile with
climate change. Compounding these issues is societal pressure for water resource
management to be “sustainable”, defined by FAO as "the management and conservation
of the natural resource base…in such a manner as to ensure the attainment and continued
satisfaction of human needs for present and future generations” (FAO, 1989).
A key challenge in water resource management is understanding how variables
such as weather, soil, and land management vary across different spatial scales.
Unfortunately, measurement of these variables can often be inaccurate (relative to project
needs), sparse, or missing entirely, obfuscating decision-making processes. However,
when lacking complete information, decision makers may be suited by simply
constraining reasonable ranges of these values. These ranges can then be useful to help
inform analyses (e.g. modeling or economic) to assess whether potential project
outcomes align with the needs of decision makers and/or water managers.
Within the western U.S., policy makers overseeing irrigated systems are
challenged with sustaining farm productivity/profitability while managing water
resources (Knox et al., 2012). One option for water managers in these areas to ensure
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producers are able to achieve similar yields while using less water is to focus on
increasing irrigation efficiencies. It is often assumed by decision makers that increases in
irrigation efficiencies will lead to similar ecosystem water returns, despite a growing
number of these projects being met with marginal outcomes (Lauer, 2018).
Understanding the link between increasing irrigation efficiency and resulting water
savings is critical in order to assess the potential for water returns.
Figure 1 is a conceptual diagram presented in chapter four but included here to
give more concrete theoretical background to the reader. In areas where is applied such
that irrigation plus precipitation exceeds evapotranspiration (ET), irrigation water may
return back to the system as enhanced groundwater recharge (defined as flux at the water
table). In this case, it would follow that if pumping is reduced, groundwater recharge will
also be reduced. However, changes at the soil surface take some amount of time to
propagate through the vadose zone (the area between the soil surface and the top of the
water table) (Rasmussen et al., 2000; Rossman et al., 2014; Turkeltaub et al., 2015). Over
this period of time, pumping is reduced, but groundwater recharge has not responded to
the changes at the surface (defined as lag time). During this lag time, the aquifer does not
“feel” the changes at the surface but “feels” the reduction of pumping as pumping
withdrawals are in direct contact with the water table. The lag time is a function of the
localized thickness of the vadose zone, soil hydraulic parameters, weather, and
management. Determining lag times are of key concern when assessing the potential to
save water in programs similar to this example. Water savings within this work is defined
with the following equation:

∑WS = ∑ P

reduction

− ∑ Rreduction − ∑ ET reduction

(1)
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where WS is water savings (mm), Preduction is reduction in pumping (mm), Rreduction is
reduction in groundwater recharge (mm), and ETreduction is the reduction of ET (mm).
Reductions of ET in this calculation are excluded from water savings given the linear
correlation between ET and yield (Passioura, 1977). For this reason, any reduction of ET
is excluded from water savings.

Figure 1. Conceptual diagram of water savings and hypothetical case study. In this
example, irrigation application is in excess of crop evapotranspiration and thus, irrigation
reductions lead to reductions in groundwater recharge. The lag time is defined by the
amount of time that occurs following a reduction in pumping but before recharge rates
begin to decrease.
The primary objective of this work is to assess the water savings potential of
reducing irrigation pumping focused within a western Nebraska study area. Water
savings and lag times are a function of vadose zone soil hydraulic parameters, depth to
groundwater, and management. To constrain the range of water savings and lag times,
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multiple cores were extracted that encompassed a range of these variables across 3 study
sites. The work is supported using a range of hydrogeological techniques that include
hydrogeophysical mapping, intermediate depth soil core extraction, and numerical
modeling.
The second chapter of this work begins by understanding how seasonal totals of
irrigation pumping depth within the study area vary in both space and time. How these
pumping depths compare to crop water demands defined by localized weather and soil
information is established. The work then compares a range of irrigation scheduling
algorithms that vary in complexity and are each assessed on a daily timescale. Based on
our most water-conservative irrigation algorithm, it is determined that irrigation pumping
rates could be reduced by 120 mm yr-1 while still achieving yields similar to the historical
average (as determined by a crop model). Lastly, a framework is provided for other
studies lacking irrigation pumping information to constrain irrigation scheduling behavior
for their study area, a need that was identified within the hyper-resolution land surface
modeling community. Chapter two has been published in Gibson et al., 2017.
The third chapter focuses on the subfield variability of soil within agricultural
fields. Within the study area, significant soil variability is observed on a field-to-field
scale, as well as on the subfield scale. An overarching goal of this work is to constrain
water fluxes within the study area. Soil hydraulic parameters are key drivers of soil water
content, and soil water content is well known to govern key hydrological processes/fluxes
(runoff, infiltration, drainage, etc.). Considering this, chapter three focuses on smart
sampling of soil hydraulic parameters based on a combination of hydrogeophysical
mapping and a statistical analysis known as an empirical orthogonal function (EOF) that
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extracts temporally stable spatial patterns of persistent geophysical states. The correlation
structure between the EOF analysis and soil hydraulic parameters determined from
localized sampling is then explored at three, 65 ha study sites in western Nebraska. Using
an internalized bootstrapping analysis, it is found that when correlated with geophysical
mapping, only 5-7 soil samples extracted at key locations are required to reduce soil
parameter error by 64% when compared to a common benchmark: a pedotransfer
function (ROSETTA, Schaap et al., 2001) informed by soil texture data from the NRCS
Soil Survey Geographic database (SSURGO) (USDA-NRCS, 2018). Here a framework
for other studies in order to provide guidance on number of geophysical surveys and soil
samples needed if carried out in a novel environment is provided. Chapter three has been
published in Gibson and Franz, 2018.
The primary objective of chapter four is to constrain water savings estimates that
are the result of reduced irrigation pumping based on realistic ranges of: vadose zone
thickness and soil hydraulic parameters, reduction in irrigation pumping, and localized
weather conditions. This analysis is carried out at the same three, 65 ha study sites as in
chapter three as they have substantial ranges of soil hydraulic parameters, variable depths
to groundwater (6-16 m), and are well characterized by numerous geophysical analyses.
Within chapter three it was found that time repeat near surface geophysical surveys
processed through an EOF analysis were strong spatial predictors of shallow soil
hydraulic parameters (0-30 cm). Viewing soil water fluxes through the lens of a processbased approach, it is expected that soil hydraulic properties will be strong drivers of
water fluxes at depth. In order to test this hypothesis, 3 cores (each 6 m in depth) from
each study site were extracted at strategic locations informed by a similar EOF analyses

6
as in chapter three. This approach allows us to extract a wide range of soil in each field,
which is then subsampled and soil hydraulic parameters, chemical concentrations,
gravimetric water content, and bulk density is measured. This data is then used to 1)
parameterize a numerical model (HYDRUS 1D) (Šimůnek et al., 2013) and 2) validate
outputs of the numerical model using a chemical tracer analysis known as chloride mass
balance (CMB). It is found that outputs of deep drainage from the numerical model are
on average within 80% of CMB, and that soil moisture profiles in both analyses are
similar. Following this validation exercise, the numerical is used model for scenario
testing to assess the amount and longevity of water savings resulting for a reduction of
pumping. Work from chapter two is used to inform the pumping reduction amount and
irrigation logic used within the scenario testing. Lag times and water savings amounts are
modest (1-3 years; 50-200 mm occurring over 10 years), and thus water managers should
be cautious when allocating these savings to long-term uses. Water savings may in fact
be short lived as they are highly dependent on continued responsible water stewardship of
landowners and subject to natural and prolonged dry periods. Chapter four is currently in
preparation to be submitted to Water Resources Research.
The dissertation concludes with chapter five, which is focused on conclusions and
recommendations for future research. Key considerations if similar work is to be carried
out in other study areas are highlighted. Potential improvements to current methods are
also provided.
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Abstract
In many agricultural regions the human use of water from irrigation is often
ignored or poorly represented in land surface models and operational forecasts. Because
irrigation increases soil moisture, the feedbacks to surface energy balance, rainfall
recycling, and atmospheric dynamics are not represented and may lead to reduced model
skill. In this work, we describe four plausible and relatively simple irrigation routines that
can be coupled to the next generation of hyper-resolution LSMs operating at scales of 1
km or less. The irrigation output from the four routines (crop model, precipitation
delayed, evapotranspiration replacement, and vadose zone model irrigation based) are
compared against a historical field scale irrigation database (2008-2014) from a 35 km2
study area under maize production and center pivot irrigation in western Nebraska
(USA). Here we find the most yield-conservative irrigation routine (crop model)
produces seasonal totals of irrigation that compare well against the observed irrigation
amounts across a range of wet and dry years but with a low bias of 80 mm yr-1. The most
aggressive irrigation savings irrigation routine (vadose zone model) indicates a potential
irrigation savings of 120 mm yr-1 and yield losses of less than 3% against the crop model
benchmark and historical averages. The results from the various irrigation routines and
associated yield penalties will be valuable for future consideration by local water
managers to be informed by the potential value of irrigation savings technologies and
irrigation practices. Moreover, the routines offer the hyper-resolution LSM community a
range of irrigation routines to better constrain irrigation decision making at critical
temporal (daily) and spatial scales (<1 km).
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1. Introduction
Regional land surface models (LSM) often ignore or do a poor job of representing
irrigation physics (Kumar et al., 2015). This is in part due to the difficulty of validating
irrigation amount estimates as irrigation datasets are rare, in formats that are difficult to
work with on a regional scale (e.g., different reporting formats from one agency to
another or in paper records), and have a latency period of months to years making them
impractical to use in operational forecasts. The USDA produced Farm and Ranch
Irrigation Survey (USDA, 2014) contains survey data on the county level, however data
are only reported every five years and irrigation data are given on a pumping volume
basis instead of depth per irrigated area as needed by LSMs (Siebert et al., 2010).
Another well-known irrigation database, AQUASTAT (FAO, 2008), contains irrigation
data at a spatial scale too coarse for investigating important feedbacks like landatmospheric coupling and lacks information for Europe and North America. There are
only a few studies that have used field-level irrigation databases (c.f. Grassini et al. 2011,
2014, 2015), mostly focusing on benchmarking on-farm irrigation in relation to crop
production.
With the continual refinement in the spatial resolution of LSMs down to <1 km
(Wood et al., 2011) and the coupling to crop models (Kucharik, 2003), reliable irrigation
data needs to be incorporated in the calibration and validation of LSMs. Although the
presence of irrigation doesn’t necessarily impact soil moisture contribution to the
atmosphere, the soil moisture-flux relationship is critical to surface energy balance and
atmospheric dynamics. One area of particular importance is the impact of soil moisture
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on atmospheric processes, such as rainfall recycling (Findell and Eltahir, 1997), the
strength of atmospheric coupling (Koster et al., 2004), and planetary boundary layer
dynamics (Santanello et al., 2011), all of which impact the skill in operational forecast
models. For example, the USDA found 24% of producers relied on crop calendars, 16%
on crop consultants, and 23% on in-situ probe technology (USDA, 2014). Because
irrigation decisions are dependent on both processes, reliable historical irrigation data are
critical to understand why and how decisions were made in order to accurately represent
the physics in hyper-resolution LSMs and operational forecast models. In the absence of
irrigation data, LSMs have typically relied on mass balance approaches (Döll and Siebert,
2002; Wada et al., 2012) where irrigation amounts close the water balance. While a
reasonable first approach, this methodology may introduce additional uncertainty into
LSMs due to the complexity of representing the human decision making process on water
use. The uncertain irrigation schemes affect the time history of soil moisture and thus our
ability to properly assess the impacts of human water use on coupled land-atmospheric
model physics.
The focus of this study was to investigate historical irrigation use at the critical
field scale (~0.8 by 0.8 km) in a study area of 3500 ha in western Nebraska, which
resides on the edge of the USA Corn Belt. This critical scale is defined as where humanwater decisions are made due to the history of land partitioning and the inherent geometry
dictated by this landscape. While a relatively small area, the study site is an ideal location
for assessing the sustainability of groundwater pumping for irrigation of crops. The study
area is a microcosm of many areas across the globe, where humans rely on groundwater
withdrawals for their livelihoods (Mekonnen and Hoekstra, 2011). The study area is at a
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critical location as it is on the boundary where irrigation supply volumes can no longer
economically compensate for the deficit between potential evapotranspiration (ETp) and
precipitation (P). Of particular concern to impacts on both human and natural ecosystems
are the resultant declines in the local water table due to irrigation (Young et al., 2014).
For example, the southern portion of the High Plains Aquifer (HPA) has had significant
groundwater depletion over the last 80 years, with up to 50% losses of saturated thickness
(Scanlon et al., 2012). In the Northern HPA (Butler et al., 2016), where this study area is
located, intense irrigation pumping has led to localized water table declines (specifically
in Box Butte County, and widespread throughout the neighboring Upper Republican
Natural Resources District) but has yet to be widespread across the region (Young et al.,
2013). Given low recharge (Szilagyi and Jozsa, 2013; Gibson, 2015; Wang et al. 2016)
relative to irrigation pumping, rising global food and water demands (FAO, 2009), and
concomitant effects of climate change (Kumar, 2012), the sustainability of this study area
and the overall HPA system in support of long-term irrigation agriculture is uncertain
(Butler et al., 2016). The study presented here is an important first step in assessing water
saving technologies to continue to make irrigation agriculture sustainable for its critical
need in meeting rising global food demands.
Here, we benchmark relatively long-term (2008-2014) and field-specific flowmeter measured irrigation amounts within the study area against a range of irrigation
strategies. The data includes information on 55 fields (~65 ha) producing maize under
center pivot irrigation. Datasets at this critical LSM scale are rare due to privacy concerns
and as a result are often aggregated to county and seasonal totals (USDA, 2014; USDANASS, 2014) making assessment of the irrigation depths over a given area difficult to
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ascertain. This study therefore fills a critical data need in the development and testing of
the next generation of hyper-resolution LSMs and operational weather forecast models
(Kumar et al., 2015). The next generation of LSMs will be essential for better assessing
the impacts of irrigation on the surface energy balance as well as evaluating the long-term
sustainability of groundwater resources in agricultural areas. We note that irrigation is a
key component of global food security, accounting for ~40% of global food production
and ~20% of all arable land (Molden, 2007; Schultz et al., 2005). No doubt irrigation will
continue to expand in the future.
The primary objective of this study is to benchmark historical irrigation amounts
in the study area using different plausible physically based irrigation triggering routines.
In the methods sections we will summarize the four identified irrigation triggering
routines- 1. crop model (CM), 2. Precipitation delayed (PD), 3. Evapotranspiration
replacement (ET), and 4. Vadose zone model where irrigation is triggered by simulated
pressure head (H). In the results section we will assess the impacts of annual variations in
precipitation on irrigation, and soil texture differences in the study area. In the discussion,
we will provide a general framework for including plausible irrigation schemes in LSMs,
as well as discuss any expected changes in irrigation behaviors as producers adopt
various technologies into practice. The framework and irrigation schemes provide LSMs
a practical guideline for estimating irrigation depths and timing as well as a strategy for
investigating technology adoption scenarios.

2. Methods
2.1

Description of study area and historical data
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The study area is located in western Nebraska where the South Platte River enters
the state (Figure 1). The site encompasses 55 fields with an average area of 65 ha under
irrigated maize production (3500 ha total area). Overhead sprinkler irrigation from
center-pivots using water from the underlying HPA is the most common form of
irrigation in this area as well as throughout Nebraska, and the USA, as it is a cost
effective and more efficient option than flood irrigation. The study area is semi-arid
where annual crop referenced (maize) evapotranspiration (ETc) is significantly higher
than precipitation (P) (HPRCC, 2016). The 7-year (2008-2014) average annual P is 440
mm/yr and average annual ETc is 820 (mm/yr), as measured by the High Plains Regional
Climate Center weather station (HPRCC, 2016) located within 10 km of the study area
near Brule, NE.

Figure 1. Study area located in western Nebraska with a 1 km grid overlain on the study
site.
Data obtained from SSURGO (Soil Survey Staff, 2016) indicates that soil texture
in the area falls within 2 USDA textural classes: sandy loam and loam (Figure 2).

17
Historical land management data for the area are available from the South Platte Natural
Resource District (SPNRD, 2015). The SPNRD dataset includes field-specific
information from the period of 2008-2014 on crop type, irrigation pumping volumes, and
irrigated area. Detailed descriptions and quality control of NRD databases can be found
in Grassini et al. (2014) and Farmaha et al. (2016). The above datasets provide the needed
meteorological forcing, model parameters, and calibration datasets for running and
evaluating the suite of irrigation modeling routines described below.

Figure 2. Area-weighted soil texture of all fields plotted on the USDA soil texture
triangle, falling primarly in the sandy loam and loam textures. Data downloaded from
NRCS Web Soil Survey.
2.2

Irrigation modeling routines
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In the following sections we will describe four identified irrigation triggering
routines, including crop model (CM), precipitation delayed (PD), evapotranspiration
replacement (ET), and Hydrus 1-D (H). The four irrigation triggering routines represent
the upper limit of irrigation requirements in which no plant water stress occurs (CM), and
the lower irrigation limit needed to ensure minimal yield loss against a crop model
benchmark (H). Moreover, the four routines can be easily coupled or implemented into
LSMs where PD is the simplest routine, and H the most complex. We also note the
difference between the historical irrigation practices and lower bound of simulated
irrigation provides a potential irrigation savings value in the study area. This irrigation
savings value will be important for evaluating the economics of new irrigation
technologies as well as providing critical information to policy makers and local
stakeholders on the sustainable management of the HPA (Butler et al., 2016). Table 1
provides of summary of key needed inputs and list of tunable parameters for each routine.
Table 1. Summary of needed inputs and tunable parameters for each irrigation routine.
Routine

Needed Inputs

Tunable Parameters

CM

P, ETr, soils

I intensity (mm/day, growing season
ETa/growing season length)

PD

P

I intensity

ET

P, ETr, kc

I intensity

P, ETr, kc, soils, zr

I intensity, pressure-irrigation trigger
point, root depth irrigation-trigger
point(s)

H

2.2.1

Crop model irrigation (CM)
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A crop model, Hybrid Maize (HM) (Yang et al., 2013) was utilized to estimate
irrigation requirements and yield potential under an idealized scenario of crop growth
with no water stress. Model performance has been extensively validated against measured
yield in crops that received near-optimal management across the Corn Belt (Grassini et
al, 2009, 2011). However, it has not been rigorously tested for seasonal irrigation totals,
which is one key outcome of this study. Details on the model can be found in Yang et al.
(2013) and a brief description of the model is given here. Inputs to this model include
meteorological data, soil texture, crop biophysical parameters, sowing date, and plant
density. The datasets are described above in section 2.1. Soil water dynamics over the
root zone are simulated through a bucket model approach with 10 cm thick layers.
Drainage between soil layers occurs when soil moisture exceeds field capacity. Irrigation
application is triggered when actual ET (ETa) is less than crop referenced potential
evapotranspiration (ETc), ensuring no water stress occurs throughout the entire growing
season. Irrigation depth is determined by the deficit of soil moisture defined by the
current moisture level subtracted from 95% of field capacity within the managed root
zone. Maximum water application per irrigation event was set to 19.5 mm. When the
depth-weighted unsaturated hydraulic conductivity (Kr) of the root zone is greater than or
equal to ETc, ETa is equal to ETc. Otherwise ETa is equal to depth-weighted Kr of the root
zone.

2.2.2

Precipitation delayed irrigation (PD)

Water application in an idealized land management operation would consider all
components of the water balance within the decision making process. However, in
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practice, precipitation is often the only component considered due to 1) the difficulty of
accurately measuring the other water balance components and 2) the relative economic
return is minimal when considering the perceived potential of crop yield loss versus
savings due to reduced pumping/irrigation. With this in mind, producers often develop
“rules of thumb” to irrigate up to a target total amount water equal to irrigation plus inseason rainfall (in the study area, 1 May to 30 September). Using these basic rules of
thumb and local crop calendar requirements, we suggest the following routine based off
of precipitation data alone. However, we note that this is not a recommendation for
producer adoption, but instead represents a simplified method of irrigation management
for modeling purposes. In addition, the applicability of this method to other regions
should be possible with complimentarily datasets (i.e. P and ETc). Recommendations
obtained from the SPNRD indicate that maize requires approximately 650 mm of total
water (precipitation plus irrigation, P+I) per growing season
(http://www.spnrd.org/index.html). Field observations indicate that irrigation often starts
around mid-June and concludes around mid-September, leading to a 100-day irrigation
season. Average irrigation application in the absence of precipitation would be 6.5
mm/day or 19.5 mm per 3 day period. This irrigation depth is consistent with producer
interviews and local expert knowledge. Three day periods are critical to consider as this
is often the time required to perform a single 360o rotation of a center-pivot (i.e. dictated
by soil infiltration rates and well pumping capacity). In this routine, if rainfall is greater
than 6.5 mm/day, then irrigation for one day is met, and thus a 1 day delay is set.
Likewise, for a rainfall event of 13 mm/day, then two days of irrigation are met and
irrigation is delayed 2 days, and so on for larger rain events. For simplicity, rain events
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and irrigation delays are rounded to the nearest day and up to a maximum of 7 days’
delay. For rainfall events greater than 45.5 mm/day, we assume a maximum delay of 7
days due to deep drainage and runoff losses incurring during the event.

2.2.3

ET replacement irrigation (ET)

The primary purpose of irrigation is to ensure ETa is able to adequately keep up
with ETc over the growing season as ETa is linearly correlated with yield (Passioura,
1977). Proper management allows a deficit between applied water and ETa in order to
allow for adequate infiltration after rainfall. This deficit was assumed to be 6.5 mm for
this routine based on the average daily crop water requirement discussed above. In this
algorithm whenever the deficit was greater than 6.5 mm during the irrigation season (15
June to 30 September) an irrigation event of 19.5 mm was triggered for the next day.
Again, an irrigation event of 19.5 mm was used as it represents a 3 day period, over
which the center-pivot operates.
Estimating ETc is necessary in order to track the deficit between applied water and
ETa. While estimating ETc is complex given the variability of micrometeorological
variables from one field to another, in practical applications, crop coefficients are often
used to surmise the differences in crop biophysical relationships and the effect of soil
(Shuttleworth, 1993). These coefficients are often published from local services like the
state climate office or HPRCC in Nebraska.
Here, ETc (mm/day) was estimated following the single crop coefficient method
outlined in Allen et al. (1998):

ETc = ETr K c

(1)
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where ETr (mm/day) is reference crop ETp calculated from micro-meteorological
variables, and Kc is a dimensionless empirical constant that encompasses crop
development as well as the average effect of soil on evaporation rates. Daily ETr data
were determined from the HPRCC weather station data. Kc values were calculated as a
function of growing degree day accumulation (GDD) from the HPRCC data (HPRCC,
2016). A single day calculation of growing degrees (GDDdaily) is defined as:
=
GDD
daily

Tmax + Tmin
− Tbase
2

(2)

where Tmax is the daily maximum temperature (oC) (with a maximum of 30oC), Tmin is the
daily minimum temperature (oC), and Tbase is 10oC. The GDD method is preferred as it
more accurately represents a proxy for crop development, as opposed to a fixed number
of days after sowing.

2.2.4

Hydrus-1D irrigation (H)

A physically based vadose zone model, HYDRUS-1D (H1D) (Šimůnek et al.,
2013) was used to simulate irrigation requirements based on predefined soil pressure
head trigger points in the root zone. In order to carry out necessary seasonal dynamics for
annual crops (i.e. dynamic root growth, root distribution), we coupled the HM and H1D
models using MATLAB. We note that soil pressure triggered irrigation events based on
more than one soil pressure value, flexible irrigation timeframes, and dynamic root
growth with a specified distribution are unavailable in the standard H1D code. Here we
use MATLAB to link together a series of one day simulations (totaling 7 years), where
model outputs (pressure head at depth, flux rates, actual evapotranspiration, etc.) at the
end of the day were used to make a decision about irrigation for the following day.
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H1D simulates soil water dynamics and water flow by a numerical approximation
to the 1D Richards equation:

∂θ  ∂  
 ∂h  
=    K (θ )  + 1  − S
∂t  ∂z  
 ∂z  

(3)

where 𝜃𝜃 is volumetric water content (cm3/cm3), t is time (day), z is the spatial

location (cm), K(h) is unsaturated hydraulic conductivity (cm/day), h is pressure
head (cm), and S is a sink term describing evapotranspiration (1/day). The soil
profile simulated is 6 m deep with 1 cm node discretization. Free drainage is set
for the lower boundary condition, as local depth to groundwater is on average 15
m (Korus et al., 2013)
The H1D model requires ETc be partitioned into potential evaporation and
potential transpiration. This is accomplished using Beer’s law:

=
Tp ETc (1 − e− k *LAI )                       
=
Ep ETc − Tp                                   

(4)
(5)

where Tp is potential transpiration (cm/day), Ep is potential evaporation (cm/day), k is the
light extinction coefficient (set here to 0.55 (Yang et al., 2013)), and LAI (m2/m2) is the
leaf area index. For each year’s growing season we simulated a daily LAI time series
using HM. This same seasonal dynamic was used for all simulations. In addition, HM
was used to estimate date of silking for each simulated year. Water stress is minimized
during silking periods as this is the most critical grain filling period for yield. Most
producers will heavily water in this period to ensure yield. In order to accurately
represent the irrigation behavior, we forced irrigation events every three days, one week
before and after the silking date. In the case where a simulated day occurred during the
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growing season, root depth (Zr, cm) and root distribution (ZrRD, dimensionless)
parameters were calculated on a daily basis based off of a pre-determined GDD
accumulation after planting date for each growing season. This process was carried out
following the equations outlined in the HM user manual (Yang et al., 2013):

Zr =

GDD
Zrmax
GDDSilking

ZrRD = exp(−VDC Z L / Zr )

(6)
(7)

where GDDsilking is growing degree days at silking, ZRmax is a biophysical parameter
representing the maximum depth the root zone can reach (cm) and set to 150 cm here
(Yang et al., 2013), VDC is a vertical distribution coefficient set to 3 here, and ZL is the
current depth in the root zone (cm).
Irrigation events and depths for the following day were calculated by
investigating the average soil pressure heads at 30, 60, and 90 cm during the historical
irrigation period from June 15 through September 30. Prior to the silking date, the
average soil pressure head at 30 and 60 cm is computed and compared against a preset
irrigation trigger value set to -500 cm based off of the dominant soil types in the area
(Figure 2). Following the silking date, the average soil pressure is computed at 30, 60,
and 90 cm with the same trigger point of -500 cm of pressure. This algorithm is based on
best practice irrigation recommendations summarized in Irmak et al. (2014). In practice,
producers vary the irrigation pressure trigger point based upon farmer risk aversion and
soil type. Given that yield is the primary economic driver over energy costs for pumping
water, this trigger point is often set at conservative values. When the pressure head at the
considered depths exceeds the trigger point, an irrigation event of 19.5 mm is set for the
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following day. The irrigation event is added to any precipitation that may arrive randomly
on that day as well.
In order to numerically advance the models through time, we set up a series of 1
day simulations and logical statements. If the model date occurred outside of the growing
season (October 1 to April 30), no changes were made to precipitation and bare surface
was simulated. If the model day was after planting (1 May) and before the start of the
historical irrigation season (15 June), only the root zone depth and root distribution
parameters were updated. For model dates during the irrigation season (15 June to 30
September), the root zone depth, root distribution, and irrigation amounts were changed
for the following day. Using this routine, the model was run continuously at 1 day
intervals for the entire study period (1 January 2008 to 31 December 2014).

2.3

Rainfall variability across the study site
Daily precipitation data for the years 2008-2014 were available from 7 gauges

within a radius of 35 km of the study site. In order to help assess the effect of
precipitation variability on irrigation application, all 7 time series along with the average
precipitation time series were used within the four irrigation routines described above. In
addition, all irrigation routines that considered soil type were repeated for the two
dominant soil types in the study area, i.e., sandy-loam and loam.

3. Results
3.1

Precipitation variability and ETc
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As expected, significant gauge-to-gauge variability was observed within the 7 rain
gauge time series within each growing season with a mean of 320 mm and a CV of 35%
(Figure 3). In general, as precipitation totals increased, the range of seasonal
precipitation totals observed by the 7 gauges increased as well (slope = 0.246 mm yr-1, R2
= 0.38). There was no consistent year-to-year spatial precipitation gradient, and no gauge
consistently reported high or low totals. We hypothesize that this natural variability in
rainfall is a large contributor of the irrigation variability we see at the field level. This
hypothesis was beyond the scope of the current paper but suggest future research in this
area (c.f. Gibson 2016). In terms of growing season ETc, the HPRCC reported an average
of 815 mm, and was within 10% of county-level values estimated by Sharma and Irmak
(2012).
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Figure 3. Cumulative in-season precipitation depths measured at 7 rain gauges and crop referenced evapotranspiration (ETc)
calculated from a weatherstation <10 km away. Precipitation variability tends to increase with incresing seasonal totals.
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3.2

Historical field scale irrigation
Average seasonal irrigation over the 2008-2014 period was 380 mm with a CV of

23%. Distributions of irrigation amounts are provided in the box and whisker plots given
in Figure 4. Normal distributions and non-normal distributions with both negative and
positive skewing were observed (D'Agostino-Pearson test, p<0.05). Growing season
precipitation plus irrigation averaged 700 mm (Figure 5) with a CV of 5%. The highest
seasonal irrigation average occurred during the growing season of 2012 (580 mm) due to
an extremely dry growing season with only 80 mm of rainfall. We found that soil texture
was not a significant factor affecting irrigation application at the field scale in this region.
This finding was consistent with results from central Nebraska (Gibson 2016). After
grouping the fields by soil type (loam and sandy-loam), we found that the mean irrigation
for all years were not statistically different from each other (Student’s t-test, p = 0.73).
This indicates that soil type did not factor into the irrigation decision making process.

Figure 4. Box and whisker plots of historical irrigation depths for all sites. Upper and
lower boundaries of boxes indicated 75th and 25th percentile, respectively. Horizontal
line within boxes is the median value. Whiskers are maximum and minimum values.
Asterisks indicate that irrigation distribution deviates from a normal distribution
(D'Agostino-Pearson test, p<0.01).
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Figure 5. Observed growing season totals for precipiptation (P), irrigation (I), and P+I.
The dashed line represents the historical average for P+I.
3.3

Comparison of historical seasonal irrigation amounts with four irrigation
routines
Results of the comparison between the historical irrigation (2008-2014) and the

four irrigation routines are summarized in Figure 6. Both the CM and PD routines
reproduce the trend of the historical irrigation amounts but with a low offset (similar
slopes). CM irrigation water requirements were on average, 80 mm lower (20% of total)
relative to historical irrigation. For PD, the average seasonal difference was 40 mm lower
(10% of total). For ET and H, simulated irrigation amounts were 80 mm (20% of total)
and 120 mm (30% of total) lower than the historical average, respectively. We also note
the slopes of the observed irrigations and the CM and PD for the given years were in
general similar. However, it is obvious from Figure 6 that the slopes of ET and H were
different from the observations, which results in larger deviations in drier years and thus
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a potential for greater irrigation savings. The implications to water management will
discussed in the next section.

Figure 6. Historical irrigation vs. the four simulated irrigation routines, for sandy loam
(left) and loam (right). Verticle error bars are standard error of the mean from the
precipitation sensitivity ananlysis and horizontal error bars are standard error of the mean
from observed irrigation.
3.4

Irrigation sensitivity to rainfall
All irrigation routines responded to differences in the eight rainfall time series,

and this response is represented as vertical error bars in Figure 6. The difference between
the highest and lowest irrigation amount for each growing season was on average 75 mm,
or 20% of average irrigation totals. The largest difference in irrigation totals occurred in
2008 for all irrigation routines with an average of 130 mm between all 4 routines, and the
smallest difference occurred in 2012 at an average of 27 mm due to uniformly low
precipitation. The analysis illustrates the variation in irrigation amounts depends on
which rainfall gauge is used to make a decision. Given that producers often have fields
distributed across a region the uncertainty in local rainfall directly propagates into
variations in irrigation amounts (Gibson 2016). Future research efforts should investigate
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the effect of spatial rainfall variability on producer decision making but this was beyond
the scope of the current study.

3.5

Soil texture impact on irrigation routines
We found that the two dominant soil textures in the study area did not have a

significant impact on irrigation amounts under CM and H. Both ET and PD do not have a
soil component considered in their routine and as such are not impacted by soil texture. In
the case of CM, average irrigation was within 1% for all years. For H, the irrigation
average of the sandy loam soil was 10% less than the average of the loam soil. Soil
hydraulic parameters used for both soil textures were determined using ROSETTA
(Schaap et al., 2001) and are presented in Table 2.
Table 2. Van Genuchten parameters used in Hydrus-1D simulations.

3.6

Simulated yield under irrigation routines
Following the simulated irrigation for the routines of PD, ET, and H, the (P+I)

time series were reinserted back into the crop model for all years to estimate yield
impacts (Figure 7). The crop model yielded an average 14.6 Mg/ha over the study
period. The yield gap (i.e., difference between yield potential and actual yield) of US
irrigated maize represents approximately 15% of the potential (Grassini et al., 2013,
http://www.yieldgap.org/), suggesting an average actual yield of 12.4 Mg/ha for the study
area, which is within 5% of historical reported yield. For the three routines and for all
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years, simulated yields were on average within 97% of the simulated yield based on the
CM. The results indicate that the various irrigation scheduling strategies did not have a
large impact on yield while reducing irrigation amounts substantially; hence, they may be
a sound economic decision for producers.

Figure 7. Potenital yield simulated by Hybrid-Maize using the 4 irrigation routines: crop
model (CM), precipitation delayed (PD), evapotranspiration replacement (ET), and
Hydrus-1D (H). The dashed line represents the historical average yield.
3.7

Simulated growing season irrigation application
Daily time series of simulated irrigation application can be seen in Figure 8. Data

for observed sub-growing season irrigation application is unavailable. Irrigation
application tends to begin later in the growing season for the two routines that consider
soil (CM and H). This is likely due to the routines first allowing soil moisture to be
depleted before irrigation is triggered, thus creating the reduced pumping and irrigation
savings. The amount of soil moisture storage is typically near field capacity but in
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exceptionally dry years (2012) this storage is reduced and thus will lead to less of a delay
at the start of the growing season.

Figure 8. Example of simulated growing season cumulative P and P+I with daily P
values plotted on secondary y-axis for the 4 irrigation routines in a wet (2010) and dry
year (2012). Irrigation starts later for routines that track soil moisture thus leading to
reduced pumping.
4. Discussion
4.1

Temporal variability of applied irrigation
Historically, the study area has had a consistent amount of total seasonal water

(P+I) from year to year. The percent of irrigation to applied water (I/(P+I)) was on
average 55%, and notably in 2012 this was as high as 88%. The relative weight of
irrigation to precipitation highlights the importance for constraining irrigation amounts
for proper water balance closure within the study area, as well as in other areas with
intense irrigation application. Given the high seasonal rates of irrigation to precipitation,
no doubt the soil moisture will be adversely affected when compared to a rainfed area.
More importantly, the impacts to the local surface energy balance (Santanello et. al,
2011), rainfall recycling, and skill in observational forecasts may be diminished without
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proper accounting for irrigation. For example, regional mesoscale modeling illustrated
that up to 40% of East African annual rainfall can be attributed to irrigation across India
(de Vrese et al., 2016). With the suggested findings here on reduced irrigation needs (up
to 115 mm or 30%), the potential changes to precipitation patterns across the HPA due to
adoption of irrigation scheduling technology should be further investigated.
The study area is currently under ground water appropriation, with a historical
increase in depth to groundwater of 1.2 m over the period of 1971 to 2013 (SPNRD,
2013; Young, 2013). Precipitation pattern changes in the area induced by global warming
are believed to lead to less frequent but more intense storms with an increase in total
precipitation (Dai et al., 2011). However, the timing of precipitation is of equal concern
to totals, as more infrequent rain events may still lead to increased pumping with the
same seasonal totals. The scenario of changing precipitation amounts and timing is not
unique to the study area but a more general pattern of the region, highlighting the need
for explicit treatment of irrigation depths and timing to fully understand the complex
feedbacks that exist beneath the land surface and atmosphere. The irrigation routines
suggested in this work can be used as a first assessment of the likely irrigation amounts
due to different observed scheduling practices (USDA 2014).

4.2

Spatial variability of applied irrigation
The rainfall sensitivity analysis demonstrated the affects and uncertainty for each

of the four irrigation routines investigated. Lower rainfall years had lower spatial
variability and as a result simulated irrigation for each routine led to similar values.
However, this behavior was not consistent with the observed irrigation data, in which the
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lowest rainfall year (2012) had the largest standard deviation (168 mm) for applied
irrigation. The results are likely due to two reasons: 1) producers give up irrigation at
some point during the growing season as their crop parishes in the extreme heat and
drought conditions and 2) differences in well-to-well pumping capacity become more
apparent with increased pumping demand. Although no direct work has been done to
confirm differences in pumping capacity or inefficiencies in the study area, the general
effect has been explored through modeling in other areas (Foster et al., 2014). With
respect to LSMs, these two factors represent significant deviations away from water
balance closure approaches, making it challenging to include realistic irrigation values in
dry years. Therefore, additional studies and datasets similar to what is presented here are
critical for the calibration and validation of the next generation of hyper-resolution
LSMs.
With regard to soil texture differences in the study area, observed irrigation data
indicated no difference between fields in these two texture classes. Similar behavior was
seen from the irrigation routine simulations that showed 10% difference for H and 1%
difference for CM. We note that given the similar soil texture classes (and thus soil
hydraulic parameters) this result is not unexpected. In practice, we are finding that
producers are being to adopt precision irrigation techniques (Hedley and Yule, 2009;
Hedley et al., 2013). Here, small scale features within a field (e.g. sandy or gravelly
areas, underperforming parts of the field, water ways, pivot roads, etc.) can be better
managed with the new technology. Therefore, managing fields following 1 dominant soil
type (i.e. irrigation-pressure trigger point) may be highly inefficient (Kranz et al., 2014).
More refined and consistent soil texture data across arbitrary political boundaries
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(Chaney et al., 2016) are needed to better account for differences in irrigation water
application on the sub-field scale, especially in areas with increasing adoption of
precision agriculture technology.

4.3

Potential for reduced pumping
The four irrigation routines presented represent different levels of allowable water

stress to develop in the maize. The CM routine is the lowest risk approach with respect to
yield and represents the modeled upper limit of required irrigation to maintain a stress
free management scenario. It is hypothesized that any irrigation application above this
represents irrigation application due to risk aversion, and will not appreciably increase
yield. Comparisons between 2008-2014 indicate that the slope of the applied irrigation
from observed irrigation are indistinguishable, but with a bias of ~80 mm yr-1 more
observed irrigation. This indicates that producers are averaging an additional 3-4
irrigation cycles beyond what the CM indicates. The differences in irrigation totals from
the other three irrigation routines are the result of increasing allowable water deficit in the
routines. A reduction of 115 mm or 30% of irrigation was observed for H when compared
to the historical average. We note this hypothetical scenario requires perfect
management, with full trust of the technology, and may not be achievable in practical
applications. However, we anticipate that a 50-75 mm reduction over a short technology
adoption period (2-4 years) is feasible, particularly in areas with strong university
extension programs and/or producer to producer knowledge exchange (Irmak et al. 2012).
In addition, these hypothetical reduced pumping numbers may be useful to local, state,
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and federal policy makers about future water management decisions and investment in
cost-sharing technology programs.

4.4

Assessment of center-pivot irrigation routines in hyper-resolution land surface
models
The four irrigation routines although biased, capture year-to-year variation in

irrigation in Western Nebraska. Given the widespread use of center-pivots we expect the
irrigation routines to be appropriate for the HPA and into parts of the eastern USA.
Gibson (2016) provides a fuller assessment of irrigation behavior throughout central
Nebraska. We note that it is unclear how these routines would behave in areas with
center-pivot outside the USA (i.e. Brazil, South Africa, Australia), where energy costs for
pumping may be more restricting and drive human-decisions on irrigation. Assessment of
these routines in those areas would require further validation.
We believe the routines combined with a reasonable bias correction could be
easily incorporated into future hyper-resolution LSMs with the above routine descriptions
and readily available LSM model output or datasets (see Table 1). Clearly accurate and
local precipitation is critical in driving these irrigation routines and capturing producer
behavior. This topic deserves more research, particularly and the opportunity to combine
low cost in-situ gages with radar and remote sensing products. Additionally, we note the
four routines could be run offline in order to provide reasonable guesses of applied
irrigation for a given irrigation season. This may be beneficial in representing processes
not explicitly considered in LSMs (Kumar et al. 2015), or making future assessments and
recommendations about water availability for managers. Finally, the four routines
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provide reasonable irrigation bounds and more importantly predictions about decreases in
irrigation as technology is introduced and adopted in novel areas.

5. Conclusions
In this work we describe four plausible and relatively simple irrigation routines
that could be coupled to the next generation of hyper-resolution LSMs operating at scales
of 1 km or less. The crop model irrigation outputs reproduce the year-to-year variability
of the observed irrigation amounts with a low bias of 80 mm yr-1. Predictions from the
vadose zone model indicate potential irrigation savings of up to 120 mm yr-1 for maize. In
addition, daily precipitation variability across the study area was found to introduce
significant variability in daily irrigation decision making depending on which value was
considered. Future work could focus on providing accurate real-time 1 km daily
precipitation products through a combination of in-situ low cost gages, radar, and satellite
remote sensing. Accurate and real-time precipitation remains a critical weakness in these
rural and vast landscapes. Given the clustering of irrigation fields in Western Nebraska,
the number of in-situ gages needed could be significantly reduced to provide high density
networks in key areas. Findings from the work may be useful to local water managers and
stakeholders in evaluating potential water saving technologies. In addition, the simple
routines could be coupled to future hyper-resolution land surface models that seek to
understand the degree of land surface atmospheric coupling and consequences to
operational forecasts. This understanding is essential as society continually recognizes
the importance of human activities on the global water cycle and invests more resources
to understand the water-food-energy nexus.

39
6. Data availability
Meteorological data used in this paper was provided by HPRCC (2016,
http://www.hprcc.unl.edu/). Irrigation flow meter data was obtained from the SPRND and
is not widely available for public use. Yearly summary reports are available from SPNRD
(http://www.spnrd.org/) . Soil data was obtained from SSURGO (Soil survey staff, 2016,
http://websoilsurvey.sc.egov.usda.gov/App/HomePage.htm). Data and model subroutines
can also be requested from the corresponding author.
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Abstract
The hydrological community often turns to widely available spatial datasets such
as the NRCS the Soil Survey Geographic database (SSURGO) to characterize the spatial
variability of soil properties. When used to spatially characterize and parameterize
watershed models, this has served as a reasonable first approximation when lacking
localized or incomplete soil data. Within agriculture, soil data has been left relatively
coarse when compared to numerous other data sources measured. This is because
localized soil sampling is both expensive and time intense, thus a need exists in better
connecting spatial datasets with ground observations. Given that hydrogeophysics is datadense, rapid, non-invasive, and relatively easy to adopt, it is a promising technique to
help dovetail localized soil sampling with spatially exhaustive datasets. In this work, we
utilize two common near surface geophysical methods, cosmic-ray neutron probe and
electromagnetic induction, to identify temporally stable spatial patterns of measured
geophysical properties in three 65 ha agricultural fields in western Nebraska. This is
achieved by repeat geophysical observations of the same study area across a range of wet
to dry field conditions in order to evaluate with an empirical orthogonal function.
Shallow cores were then extracted within each identified zone and water retention
functions were generated in the laboratory. Using EOF patterns as a covariate, we
quantify the predictive skill of estimating soil hydraulic properties in areas without
measurement using a bootstrap validation analysis. Results indicate that sampling
locations informed via repeat hydrogeophysical surveys, required only five cores to
reduce the cross-validation root mean squared error by an average of 64% as compared to
soil parameters predicted by a commonly used benchmark, SSURGO and ROSETTA.
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The reduction to five strategically located samples within the 65 ha fields reduces
sampling efforts by up to ~90% as compared to the common practice of soil grid
sampling every 1 ha.
Keywords: Hydrogeophysics · Cosmic ray neutron probe · Soil water content ·
Soil hydraulic properties · van Genuchten parameters
1. Introduction
Soil spatial datasets are important in different contexts. For instance, the
hydrological community often turns to widely available datasets such as the NRCS Soil
Survey Geographic database (SSURGO) (Soil Survey Staff, 2016) to characterize the
spatial variability of soil across a field, watershed, or landscape of interest. When used to
spatially characterize and parameterize watershed models (e.g. Soil and Water
Assessment Tool, Neitsch et al., 2002), this approach has served as a reasonable first
approximation when lacking localized soil data. Within agriculture, soil information
plays a key role in the effort to increase efficiency in water and nutrient use, and in this
effort an ever-increasing amount of information is being collected by farming implements
(e.g. seed planters, weed sprayers, and yield monitors). However, in both use cases
(watershed modeling and farming operations) soil information is often either left
qualitative or informed from SSURGO as localized soil sampling is both expensive and
time intense, particularly as average farm size continues to increase in the USA. Given
that hydrogeophysical methods are data-dense, rapid, non-invasive, and relatively easy to
adopt, they are valuable approaches to help dovetail localized soil sampling with spatially
exhaustive datasets (Binley et al., 2015).Indeed, much work has been done to refine large
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scale surveys (i.e. SSURGO) as well as to identify and delineate smaller scale soil units
(Doolittle and Brevik, 2014; Parsekian et al., 2015).
In order to parameterize watershed models one common practice is to combine
SSURGO data (e.g. texture and bulk density) with a pedotransfer function (PTF) like
ROSETTA (Schaap et al., 2001) to generate the required soil hydraulic parameters.
While serving as a reasonable first approximation, this can be problematic for several
reasons. First, soil properties provided by SSURGO (e.g. texture and bulk density) often
are sourced from a limited number of soil cores extracted within a county. Land use and
other local factors are well known to impact soil properties on the field to subfield level
(Blanco-Canqui and Lal, 2007; Cambardella et al., 1994). Second, SSURGO zones are
often delineated with covariates that are not necessarily causally linked with soil
hydraulic properties. For instance, vegetation differences observed from aerial
photographs are not necessarily the result of soil hydraulic properties driving differences
in soil water content (SWC) but rather differences may be due to soil chemical properties
(cation exchange capacity, pH, etc.). Lastly, soil properties may be gradational within a
SSURGO zone due to topography-driven soil formational processes (Moore et al., 1993)
as opposed to steep transitions.
Soil water content is well-known to govern key hydrological processes (runoff,
infiltration, irrigation, drainage, etc.). Within agriculture, SWC is being aggressively
monitored and managed (Irmak et al., 2010) across large areas and on a spatial scale finer
than most current watershed models (Neitsch et al., 2002). This is in part due to water
conservation regulation motivating farm management operations to reduce irrigation
pumping volumes (Butler et al., 2016).
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In need of finer scale information, additional information such as apparent
electrical conductivity (ECa) and topography are commercially produced and/or utilized
to create irrigation management zones for producers. In areas with similar ECa or
elevation, soil properties are assumed to be reasonably similar and efforts are focused on
sampling areas with variations. However, these covariates often produce noisy
relationships with SWC patterns in part due to ECa being a function of not just SWC but
also soil physical properties, solute concentration, and temperature (Haghverdi et al.,
2015; Rodríguez-Pérez et al., 2011; Samouelian et al., 2005; Zhu et al., 2010). Mapping
ECa over a range of temperature and SWC can lead to different maps due to these
confounding factors (McCutcheon et al., 2006; Zhu et al., 2010). Despite this, the
industry standard remains to produce one map per field. Here, we survey over a range of
conditions, and then statistically contextualize the observed relative differences in the
measured geophysical property throughout the field.
Based on our knowledge that soil migration/formation processes and soil water
content redistribution often follow the same topographic gradients (albeit on different
timescales) (Minasny and McBratney, 2016), we hypothesize that the time series of highresolution geophysical measurements will provide the opportunity to derive highresolution spatial maps of soil hydraulic properties which may later be used in more
accurate quantitative modeling of soil water fluxes. Previous work has shown SWC
patterns to be good predictors of soil physical properties (Korres et. al, 2009; PedreraParrilla et. al, 2016), and while these soil physical properties are often correlated with soil
hydraulic parameters (Patil and Singh, 2016; Vereecken et al., 2010; Wosten et al., 2001)
a gap exists in explicitly linking spatial SWC patterns and soil hydraulic parameters.
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Addressing this gap will likely better constrain flux estimates as a wide range of fluxes
can occur within a single soil textural class (Groenendyk et al., 2015).
In order to approximate and quantify the spatial pattern of the time history of
SWC, we utilize two common hydrogeophysical methods; SWC measured via a cosmic
ray neutron probe (CRNP), and apparent bulk electrical conductivity (ECa) measured by
electromagnetic induction (EMI). These measurements were taken over a wide range of
SWC conditions in order to utilize an empirical orthogonal function (EOF) with the
purpose of identifying temporally stable sub-field (less than 1 km2) spatial patterns. Our
study site consisted of three 65 ha agricultural fields located on the western fringe of the
United States Corn Belt in the state of Nebraska. This selected study area is an ideal
location for testing our hypothesis in a real world setting for three reasons. 1) The fields
are located in a river valley where soil units are often heterogeneous and create complex
patterns due to fluvial formational processes. 2) The proximity to the river valley makes
the fields highly utilized for commercial agriculture via sprinkler irrigation. 3) Given the
aridity of the region and demand for water resources precision agriculture techniques are
actively being tested and adopted for optimizing irrigation management. This natural
resource dependent socio-economic environment is a critical location for demonstrating
the validity and utility of these approaches.
The primary objectives of this study are to: 1) identify temporally stable spatial
patterns using hydrogeophysical methods and statistical techniques, 2) measure and
compare water retention functions of soil cores extracted from the range of identified
SWC regions that are relatively wet, average, and dry, and 3) quantify and benchmark the
skill of using identified SWC patterns as a covariate to predict soil hydraulic parameters.
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The objectives were carried out on three fields with varying soil types and topography in
the study region of western Nebraska. Results of this analysis are then compared to water
retention functions determined from a standard and widely used benchmark, SSURGO
and ROSETTA. Lastly, a framework for carrying out these objectives in novel
environments is presented, specifying the likely number of hydrogeophysical maps and
soil cores needed.

2. Materials and methods
2.1

Description of study sites
The study area is located in western Nebraska where the South Platte River enters

the state (Figure 1) (N 41.007°, W 102.192°). The three study sites are each
approximately 65 ha and 10 km apart primarily under irrigated maize production. The
study area is semi-arid where annual crop referenced (maize) evapotranspiration (ETc) is
significantly higher than precipitation (P) (HPRCC, 2016). The 10-year average annual P
is 440 mm/yr and average annual ETc is 820 (mm/yr), as measured by the High Plains
Regional Climate Center weather station (HPRCC, 2016) located within the study area
near Brule, Nebraska. Data obtained from SSURGO (Soil Survey Staff, 2016) indicates
that soil texture in the area falls within two USDA textural classes: sandy loam and loam.
LIDAR elevation rasters at 1 m resolution for each field were obtained from the USGS.
Using the elevation data, relative elevation was calculated by subtracting the lowest
elevation in the field from all elevations in order to investigate the influence of local
topography.
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Figure 1. Location of the three study fields in Nebraska (state border in black) and
SSURGO boundaries (white lines). T1S1 is the field furthest west, T1S3 is in center and
T1S4 is furthest to the east.
2.2

Near surface hydrogeophysics
2.2.1

Electromagnetic induction

Between March 2016 and May 2017, a minimum of three hydrogeophysical
surveys were collected at each of the three study sites using an all-terrain vehicle (ATV).
See Table 1 for exact dates of data collection. Bulk electrical conductivity (ECa) maps
were collected using a Dualem-21S electrical magnetic induction (EMI) sensor
(DUALEM, Milton, Canada). The EMI sensor has dual-geometry receivers at separations
of 1 and 2.1 m from the transmitter, which provided four simultaneous depth estimates of
ECa (mSm-1) every second (Dualem Inc., 2013). Here we use the sensor with an
exploration depth of ~1 m. The EMI boom was towed behind an ATV on a plastic sled at
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speeds of 8-15 kmhr-1 with 8-10 row spacing (~7-9 m) taking about 90 minutes to
complete each survey. A Hemisphere GPS XF101 DGPS (Juniper Systems, Inc., Logan,
UT) unit recorded the location of each measurement. Following basic quality assurance
and quality control of the raw ECa data (Franz et al. 2011), a spatial map with 5 by 5 m
resolution was created using an inverse-distance weighting procedure. We note here that
temporal differences in ECa mapping stem from soil temperature, SWC, and soil solute
concentration (Franz et al., 2015; Robinson et al., 2009). SWC has been shown to
account for approximately 50% of this variability (Brevik et al., 2006). We take
advantage of this fact here to use changes in ECa as an indicator of relative change in
SWC spatial patterns.

Table 1. Summary of geophysical survey dates and explained variance of the 1st EOF.

2.2.2

Cosmic-ray neutron probe

The mobile CRNP has been used to quantify spatial patterns of SWC across a
range of spatial scales, from transects across the state of Hawaii to mesoscale maps
around Tucson Arizona and central Nebraska (Chrisman and Zreda, 2013; Desilets et al.,
2010; Franz et al., 2015). Here we use the mobile CRNP to map the spatial variability of
SWC within each 65 ha field over relatively short time periods (~ 1.5 hours) using the
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same ATV and collection pattern as described above. We also note that minimal
vegetation present at the time of sampling (<0.5 kg/m2) due to crop planting and harvest
schedules on site. The mobile CRNP records epithermal neutron intensity integrated over
one-minute counting intervals. The change in epithermal neutron intensity is inversely
correlated to the mass of hydrogen in the measurement volume (Zreda et al., 2012). The
authors note that SWC changes are by far the largest change in hydrogen mass
(McJannet et al., 2014). Numerous validation studies across the globe (Bogena et al.,
2013; Franz et al., 2016, 2011; Hawdon et al., 2014) have shown the CRNP to have areaaverage measurement accuracies of root mean square errors (RMSE) less than 0.03
cm3cm-3 against a variety of industry standard SWC point scale probes. The measurement
volume is roughly a disk, with a ~130-250 m radius and a penetration depth of 0.15 to
0.40 m (Köhli et al., 2015) depending on local conditions (e.g. elevation, water vapor,
soil water content etc.). For simplicity, a constant penetration depth of 0.3 m was
assumed for all surveys. In order to provide a SWC map, first a spatial map of neutron
intensity was estimated, then a calibration function was applied following details in Franz
et al. (2015) for use in agricultural fields. We note that if spatial patters are of only of
interest, then the spatial neutron field could be used directly. However, the quantitative
difference in SWC patterns may provide insight to the investigator to decide if
differences between surveys are meaningful, whereas differences in neutron counts may
be opaque. The neutron intensity map is created in two steps. First, a drop-in-the-bucket
preprocessing step is applied (Chan et al., 2014), where a dense grid is generated (here 20
by 20 m) and all raw data points are found within a certain radius (here 50 m). Then, the
average of all raw data found within the search radius is assigned to the grid center. This
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oversampling approach is necessary for sharpening the image quality and is a common
strategy used in remote sensing analyses (Chan et al., 2014) when overlapping area
average observations are collected, as is the case with the CRNP in this study. Next, an
inverse-distance-weighted approach is used on the resampled 20-m grid to provide the 5m neutron intensity estimate. Finally, the neutron intensity gridded estimate is converted
to SWC following Franz et al. (2015). The authors refer the reader to the rapidly growing
CRNP literature (see Andreasen et al., 2017; Zreda et al., 2012) in lieu of providing full
details of the methodology here.

2.3

Soil hydraulic property measurement
In each field, up to 18 soil cores were extracted at locations that encompassed the

range of variability determined by the geophysical surveys and elevation (see
supplementary data (DS02) for core locations). The sampling strategy was informed
based of visual inspection of the maps (EOF and elevation), and sample locations were
prioritized based on: 1) ensuring that the numerical scale of each data source had at least
three locations sampled in the high, low, and mid values, 2) areas were avoided near
known disturbances in soil (e.g. irrigation recirculation pits, center pivot roads) and 3)
large areas with similar EOF values were prioritized over small areas with significant
variability. These cores were undisturbed and extracted at a depth of 20 cm, inside a steel
cylinder of volume 250 cm3 with a height of 5 cm (UMS, GmbH, Munich, Germany).
Cores were placed in cold storage (4°C) until they were sampled in the laboratory. Water
retention data was determined using two Decagon devices: a HYPROP and a WP4C to
cover a wide range of soil tension values. The combination of both devices has been
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shown to produce reasonably continuous water retention data for a range of soil textures
(Schelle et al., 2013). The HYPROP is a benchtop evaporation system that produces
continuous measurement of both SWC and soil tension from saturation (pF ~ 0) to a pF
of 3, where pF is the log10 of the absolute value of soil tension in units of cm. The WP4C
utilizes the chilled mirror technique (Gee et al., 1992; Scanlon et al., 2002) and has a
measurement range from pF 3 to pF 6, which was used to measure two points near a pF
of 4.2 (typically one below and one above). Water retention data was fit using the
constrained van Genuchten-Mualem model (Mualem, 1976; van Genuchten, 1980).
Saturated hydraulic conductivity (Ksat) measurements were taken on the same core using
a Decagon KSAT device under falling head. Soil bulk densities were taken after soil
hydraulic parameters were measured, by dividing the dried mass (dried at 105°C for 24
hrs) by the known volume of the core. Saturated water contents (θs, cm3 cm-3) were
calculated by:

θs = 1 − (

ρs
)
ρg

(1)

where ρs was measured soil dry bulk density (g cm-3) and ρg is mineral grain density,
assumed here as 2.65 g cm-3. Because θs is a direct conversion of bulk density, only bulk
density will be correlated with environmental covariates hereafter. Although bulk density
can be a dynamic parameter (e.g. land management changes, compaction by traffic,
erosion) we note here that conditions were fairly consistent over the approximately 1 year
the surveys were conducted over. This combined with the extracted depth of 20 cm we do
not expect significant changes to have occurred.
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The remainder of the van Genuchten-Mualem model (Mualem, 1976; van
Genuchten, 1980) soil hydraulic model is:

θ s −θ r

,h < 0
θ r +
(1+ | α h |n ) m
θ ( h) = 

θ s, h ≥ 0

m
=
K ( Se ) K sat × Sel × 1 – (1 – Se1/ m ) 



(2)

2

(3)

where θ is SWC (cm3 cm-3); θr (cm3 cm-3) and θs (cm3 cm-3) are residual and saturated
SWC, respectively; h (cm) is pressure head; K (cm day-1) and Ksat (cm day-1) are
unsaturated and saturated hydraulic conductivity, respectively; and Se is saturation degree
(-) calculated as:
Se =

(θ – θ r )
(θ s – θ r )

(4)

With respect to the fitting factors, α (1/cm) is inversely related to air entry pressure, n (-)
measures the pore size distribution of a soil with m=1–1/n, and l (-) is a parameter
accounting for pore space tortuosity and connectivity, assumed to be equal to 0.5 here.

2.4

Statistical methods
2.4.1

Empirical orthogonal function (EOF)

To identify the spatial variability of ECa from EMI measurements and SWC from
CRNP measurements, an EOF analysis was used on both the EMI ECa and CRNP SWC
geophysical property maps. Full details on the multivariate statistical EOF analysis are
provided in previous literature (Korres et al., 2010; Perry and Niemann, 2007) and only a

62
summary is provided here. The EOF analysis decomposes the observed SWC and ECa
variability measured by the hydrogeophysical surveys into a set of orthogonal spatial
patterns (EOFs), which are invariant in time, and a set of time series called expansion
coefficients (ECs), which are invariant in space (Perry and Niemann, 2007).
Multiplication of the EOFs and ECs will exactly reconstruct the original data. Often the
number of necessary coefficients (i.e. eigenvectors) to reconstruct most of the data is less
than the original dataset (i.e. determined by the ranked eigenvalues), thus the procedure
can be used to reduce the dimensionality of the dataset while preserving the key
information, here dominant geophysical property spatial patterns. The authors note that
EOF is nearly identical to Principal Component Analysis (PCA) save the splitting of axes
of variation into spatial and temporal coefficients instead of arbitrary linear combinations.
Using this approach, the EOF analysis is able to contextualize the behavior of
geophysical property at any given point in the field relative to the mean geophysical
property of the field as a whole. For example, points that are persistently dry relative to
the mean will be represented with a negative reprojected coefficient. Similarly, points
that are persistently wet relative to the mean will be represented with a positive
coefficient. The magnitude of each coefficient is assigned based on the difference
between the mean behavior of the field and the mean behavior of each respective point.
Each point is then spatially reprojected and a continuous surface is created. EOF surfaces
from the ECa and CRNP mapping along with the LIDAR elevation data will serve as the
three environmental covariates utilized in this study following (Franz et al., 2017).
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2.4.2

Regression of environmental covariates and soil hydraulic parameters

Following the EOF analysis, measured soil hydraulic parameters were regressed
with the environmental covariates using a simple linear model to determine correlation.
This provides the ability to spatially estimate soil hydraulic parameters using the
exhaustive spatial datasets. Similar approaches have been carried out in other studies
(Pedrera-Parrilla et al., 2016) referring to this as PCA instead of EOF. We note here that
because the EOF analysis provides results that are both invariant and incommensurate,
regressions from one study field will not be comparable to another.

2.4.3

Bootstrap validation

In order to determine 1) the accuracy of the regressed parameter relative to
measured parameter and 2) how many samples are necessary for a RMSE to converge,
we utilized a bootstrap validation analysis using the statistical package R (Version 3.3.3
2017). This was carried out by randomly selecting n-1 samples (where n is the number of
samples extracted at each study site), building a simple linear model, and then
determining the RMSE of the remaining validation samples relative to the model
predicted value. This process was repeated 1000 times, and then repeated again with n-2
for the training set and so on until only 3 samples were used as a training set, with the rest
used as a validation set. Results are also contextualized with a comparison of using
SSURGO soil texture (sand, silt, and clay percentages) and bulk density data as inputs to
the ROSETTA pedotransfer function model to estimate soil hydraulic parameters. We
assumed this framework is a reasonable benchmark given the widespread use of
ROSETTA (Schaap et al., 2001) with the hydrological and agricultural communities.
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2. Results and Discussion
3.1

Near surface hydrogeophysical surveys
Figure 2 illustrates seven CRNP rover surveys along with the accompanying

calculated 1st EOF within field T1S4, serving as an example case to present the EOF
result along with the underlying spatial data. Table 1 presents geophysical survey
summary data collected in each field, along with the associated statistical information
from the EOF analyses. In the case of T1S4, the southwest edge of the field tends to be
relatively dry (SWC 0.15-0.20 cm3 cm-3). The north central part of the field tends to be
relatively wet (SWC 0.35-0.40 cm3 cm-3) when compared to the southwest edge of the
field. Both of these patterns are highlighted in the 1st EOF result demonstrating the
efficacy of the method. We note that similar results were found in the other two field sites
so only the EOFs of the geophysical properties will be presented. A supplemental table
(DS01) is provided with the 5 m processed data for all surveys and study sites (see
Gibson and Franz, 2018 online version).
While there are similarities amongst all the CRNP surveys, the location of the
wettest areas varies from survey to survey. This observation underscores the need for
repeat geophysical mapping. To highlight this further, Figure 3 illustrates how the EOF
analysis evolves as more maps are added into the analysis. Of particular note we find that
between the two and three survey analysis, new wet features emerge. As more surveys
are added in, the boundaries of EOF features tend to converge with the five and seven
survey EOF analyses being fairly similar. This underscores the need for multiple surveys
in the attempt to link hydrogeophysical techniques with soil properties, particularly where
fine scale information is desired for agricultural management decisions.
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Figure 2. Repeat CRNP surveys taken at T1S4 (approximately 65 ha in size). Black lines
indicate SSURGO soil unit boundaries. Black circles indicate locations where soil
samples were extracted in the field.
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Figure 3. The underlying spatial patterns identified by the 1st EOF (T1S4 approximately 65 ha in size). Initially, as more surveys are included into the EOF
analysis, new features emerge in the spatial pattern. This is followed by the spatial pattern
converging with only minor changes in the spatial boundaries. Black lines are SSURGO
soil unit boundaries and black circles are locations where soil cores were extracted.
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3.2

Soil hydraulic parameter measurements
Raw observations from the soil water retention function (WRF) measurements are

presented in Figure 4. While data obtained from SSURGO indicated 2 textural classes for
each field, we note the wide range of water retention functions. The nature of an
evaporation experiment provides significantly denser data in the relatively wet portion of
the WRF which is critical for constraining its shape. A wide range of soils were collected
during the sampling effort as reflected by the spread of WRFs and sample hydraulic
property results can be found in the supplementary data. Measurement of saturated
hydraulic conductivity produced a wide range of values. This is consistent with similar
studies often finding a range of at least one order of magnitude (Gwenzi et al., 2011;
Papanicolaou et al., 2015). Residual water content only ranged from 0 to 0.05 cm3 cm-3
with most samples set to 0 in the fitting process. Due to the lack of variability in residual
water content, this variable was not regressed against the environmental covariates.

Figure 4. Data cloud of all laboratory measurements from both the HYPROP (hollow
circles) and the WP4C (solid squares) for 53 samples collected within the three field
sites. Water retention functions are then fitted to each set of observations to estimate the
van Genuchten parameters: θs, θr, n and α.
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3.3

Separation of WRFs using hydrogeophysics
Figure 5 presents the fitted WRFs of cores extracted from each field. In both

T1S1 and T1S4, both hydrogeophysical methods were able to separate the range of
WRFs. For example, in the upper right plot, the WRFs with a low CRNP EOF value
(represented with a red color) group together and those with a high CRNP EOF value
(represented with a blue color) group together. The coarser textured samples have WRFs
that group lower and finer samples group higher, which was consistent with the EOF
values. T1S3 had little spatial variability in the WRFs sampled across the field (except
for ϴs), and as a result proved difficult for any method to describe the variability. This
speaks to the limitation of the method – in fields with no to minimal soil property
variability, the hydrogeophysical methods may not provide a robust correlation to predict
small variations. We also note that in this same field, WRFs of coarse textured soil
samples were observed in higher relative elevations and vice versa for finer textured
soils. However, this is contrasted with the opposite trend observed in the other two fields
and this highlights the challenge of predicting small variation in soil properties from
elevation alone. We also note that the performance of relative elevation was likely
enhanced by the hydrogeophysical surveys informing ideal sampling locations. If relative
elevation was used as the only covariate, performance may have been reduced.
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Figure 5. Water retention functions of extracted cores from 3 study sites. Color of each
line is a function of each environmental covariate (CRNP EOF, ECa EOF, and relative
elevation) at each sampled location.
Given that the environmental covariates were able to separate fitted WRFs, we
further investigated the correlation between the environmental covariates, the laboratory
estimated WRF parameters, and bulk density. However, we note that correlations may be
somewhat limited or weak due to equifinality associated with the fitting process and
nature of soil water flow (Beven and Freer, 2001; Binley et al., 1989) as well as the scale
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mismatch between the geophysics measurement volumes (5 by 5 m) and the extracted
soil cores. Correlations between all three covariates are presented in Table 2. The three
environmental covariates were all correlated amongst themselves (Pearson’s r ranging
from 0.63 to 0.95). Given the tendency for topographically low areas to typically be
relatively wet and often the most clay rich in the field, the results were not unexpected.

Table 2. Correlation matrices of environmental covariates and soil hydraulic parameters.
Correlations greater than 0.6 are marked in bold.

Correlations between the environmental covariates and both α and Ksat were low
ranging from 0.1 to 0.45. Both of these parameters (α and Ksat) are defined in the wet
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range of SWC and previous work has shown that both parameters drive fluxes under wet
conditions (Jiménez-Martínez et al., 2009; Wang et al., 2015; Wang and Franz, 2015).
Because high SWC within a field limits the practical feasibility of mapping (too wet for a
vehicle to travel), we are unable to capture geophysical patterns on the very wet end of
the curve. The lack of our ability to map in wet conditions may limit our ability to predict
these parameters (α and Ksat ) spatially and deserves more attention in future studies. We
speculate the spatial pattern for the very wet end is likely different (follows topography
more closely) and persists for a much shorter period of time. Future work should focus on
collecting spatial datasets during these wet short time periods using unmanned aerial
systems and multi-spectral data as summarized by (Minasny and McBratney, 2016).

3.4

Bootstrapping validation
Results of the bootstrapping validation are illustrated in Figure 6. In general, most

cross validation RMSE reduction values converged after 5 samples selected within the
training set of up to 18 samples per site. This is a significant finding considering each site
was approximately 65 ha. In most agricultural soil sampling, ~1 ha grid sampling is
recommended (http://cropwatch.unl.edu/ssm/soilsampling), requiring 65 samples to cover
this area. This highlights the potential savings in cost, time, and labor of a-priori
hydrogeophysical mapping being able to reduce the sampling effort by up to 90%. Often,
densely gridded strategies are carried out in order to ensure the variability in a field is
captured, given that the underlying spatial variability is unknown. However, by using the
proposed environmental covariates, the range of the variability can be rapidly identified
within a field, and then sampled strategically. We note that additional research is needed
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to validate this finding of 5 sample locations per 65 ha, particularly where underlying soil
heterogeneities and correlation length scales of soil texture vary.
Additional summary statistics are presented in Table 3. To serve as a reference
benchmark to compare RMSE values, average parameters were calculated from all
samples in each field. RMSE reduction relative to SSURGO was calculated as:
RMSEcov ariate
RMSE Reduction =
(1 −
) × 100
RMSESSURGO

(5)

Where RMSEcovariate is the RMSE using the covariate prediction obtained by
bootstrapping (with a training set of 17 samples) , and RMSESSURGO using the SSURGO
based PTF prediction. Across all parameters, RMSE values were reduced on average by
64% relative to predictions from SSURGO (and ROSETTA where applicable). Even in
fields with low correlations between the parameters and environmental covariates, low
RMSEs were also obtained. In these cases, while the environmental covariates may not
have served as a better estimate relative to using the mean value of measured parameters,
they likely reduced the number of samples necessary to obtain a representative mean
value compared to a gridded sampling strategy. Therefore, even in fields with relatively
little soil variability, these methods are still useful to ensure the range of soil variability is
sampled.
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Figure 6. Bootstrap validation results where the 3 environmental covariates (CRNP EOF,
ECa EOF, and elevation) were regressed against 1000 randomly selected training sets of
sizes 3 to n-1.
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Table 3. Summary statistics for the cross-validation analysis.
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3.5

Prediction of Ksat and α parameters
Given the practical restrictions of driving a vehicle over very wet soil, the

geophysical methods were unable to capture the extreme wet end of the range of SWC.
We speculate that capturing the very wet spatial pattern may be key to spatial prediction
of both Ksat and α as these parameters control the magnitude of fluxes at the wet end of
soils. With this in mind, future work may test this hypothesis by placing a CRNP on a
rotating center pivot lateral that is able to more efficiently move through the field under
wet conditions. In non-irrigated areas, a dense SWC sensor grid may be able to capture
spatial patterns. Using the combination of these environmental covariates to inform
placement of sensors shows some promise to aid in experimental design (Barker et al.,
2017).

3.6

Informing management decisions in agriculture
Current agricultural practices are shifting to finer and finer scale management

given the advent of Real Time Kinematic GPS. Soil hydrology is often a key underlying
factor in yield differences within a field. However, most producers lack soil data that is of
the same resolution that their planters, sprayers, and yield monitors provide. While
commercial products such as VERIS (Tualatin, OR) exist to help bridge this gap, such
technologies currently only map each field once, and are therefore more susceptible to
temperature and soil solute differences impacting ECa and soil property correlation.
Numerous commercial modeling efforts (The Climate Corporation, Encirca,
ClearAg etc.) are currently attempting to inform both SWC and nitrogen management. As
these models move toward subfield simulation, it is critical that they are able to spatially
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map soil hydraulic parameters. At a minimum, the methods presented here could help
inform field calibration sites aiding in model development, calibration, validation, and
evaluation. Hydrogeophysics may provide a critical link to inform the number and
location of SWC sensors in the effort to connect point sensors with the information
spatially discretized models need. Here we illustrate its utility to bound the variability of
WRFs, and even considering equifinality we demonstrate reasonable statistical skill when
predicting parameters. Previous work has connected time-lapse EMI observations with
predicting soil properties and states in variably saturated landscapes (Franz et al., 2017).
This paper serves as a next step connecting spatial observations of state variables with
parameters that control water flux.

3.7

Framework for use at novel sites
As best practice for use in novel settings we recommend the following procedure.

Conduct a minimum of four hydrogeophysical surveys over a range of wet and dry field
conditions. Franz et. al, 2017 found that 4-5 maps at varying water contents established
1st EOF coefficients within 5%. Figure 3 also illustrated minimal changes in EOF values
and zone locations following 3-4 SWC maps. Following completion of these surveys, we
recommend extracting 5-7 cores (i.e. ~1 core per 10 ha) spanning the range of observed
1st EOF values and elevation data. Here we found that this number of local samples
reduces RMSE by approximately 50%. We note that greater number of samples did not
significantly reduce the cross validation RMSE and illustrate a diminishing return on
information gained. We note that additional research is needed to validate these
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recommendations, particularly in study sites where the underlying soil heterogeneities
and correlation length scales of soil texture may vary.

3.8

Environmental covariate selection
Within this work three environmental covariates were correlated with soil

hydraulic parameters. The two geophysical methods have uncertainties inherent to
measurement with changing state variables (e.g. temperature, SWC, etc.). While the EOF
analysis helps reduce the impact of these time varying factors, a portion of the spatial
variance remains unexplained. With regards to the error in the geophysical data, we
believe that the first EOF axis of explained variance serves as a proxy (Table 1). While
relative elevation is often correlated with soil textures, in areas with lower relief this
correlation may not be as dependable (as was the case in T1S3). For these reasons
selecting one data source to predict soil hydraulic parameters can be challenging, and
best-case use will likely incorporate a portfolio of environmental covariates.

4. Conclusions
In this work, we tested different environmental covariates to help constrain the
spatial variability of WRFs and to predict soil hydraulic parameters where no
measurement information was used in a cross-validation experiment. We note that using
hydrogeophysics to inform a more strategic sampling approach would drastically reduce
the number of extracted samples, cutting the number by up to ~90% compared to current
soil sampling strategies presented by agricultural extension. Using these approaches, we
were able to reduce the RMSE of soil hydraulic parameters described in SSURGO (and

78

using ROSETTA where applicable) by 64% on average. We anticipate that such datasets
will provide a key missing piece of information to better evaluate the next generation of
watershed and crop models to aid in real-time management decisions. Future work will
focus on collecting geophysical data over very wet SWC in order to help better predict α
and Ksat. Furthermore, future modeling work will evaluate the impact of these different
soil hydraulic parameters on both water fluxes and the fate of fertilizers.
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Abstract
Given current and continued investment in irrigation scheduling technologies, a
need exists to better estimate the longevity and magnitude of water savings at watershed
level to avoid the paradox of irrigation efficiency. This paradox occurs because in areas
where irrigation pumping exceeds crop water demand, excess water is often recovered by
the watershed (e.g. enhanced groundwater recharge, surface runoff returning to the
stream, etc.) and isn’t truly “lost”, and thus increases in efficiency may not necessarily
lead to “saving” (or generating) water within the watershed. Comprehensive and
verifiable water accounting from farm-level to watershed scale can be challenging given
the spatial variability and/or lack of key socio-hydrological factors measured (soil
hydraulic parameters, management, and depth to groundwater). However, we hypothesize
that longevities are relatively short given previous work demonstrating rapid responses of
recharge rates to changing surface conditions. Constraining the longevity and amounts of
water savings resulting from irrigation technology adoption at farm-scale may be
sufficient to enable water managers to make more informed decisions depending on
expectations of the magnitude and range of project outcomes. Here we investigated a
range of soil textures, management, and depths to groundwater at three 65 ha study sites
in Nebraska, USA, to constrain the range of water savings longevity and amount.
Heterogeneity of soil within each field allows exploration of the impact of soil texture on
water savings within the same management and depth to groundwater. We find that the
use of time repeat surface geophysics can distinguish in-field variability of both
volumetric water content and water flux estimates at depth when compared to direct
observations. Thus, geophysical surveys are useful in selecting key site locations for
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water flux estimates that bracket the range of deep drainage within a field. Comparisons
between chloride mass balance of deep drainage and a 1-D numerical model agree to
within 80% on average despite a wide range of observations (135-515 mm yr-1). Using
the model, we find that groundwater recharge response lag times are short and water
savings are modest (1-3 years; 50-200 mm over 10 years) following the reduction of
pumping by 120 mm yr-1. However, if applied over a number of fields, irrigation
efficiency programs may be competitive with other resource management and corporate
social responsibility programs. Based on our findings, we determine that locations with
sandy soil textures and shallow depths to groundwater have minimal water savings
potential. Thus, irrigated systems with these characteristics should be avoided if water
savings are a key project outcome.
Keywords: Irrigation · Irrigation technology · Water savings · Water resources
management

90

1. Introduction
Within the western U.S., policy makers overseeing irrigated systems are
challenged with sustaining farm productivity and profitability while managing water
resources (Knox et al., 2012). It is not uncommon for water managers to develop
programs to help producers sustain profitability following new water policy imposed on
them (Environmental Defense Fund, 2017). Gaps of knowledge about watershed-scale
responses to new programs limit the choices for water managers to select from (Hess &
Knox, 2013); uncertainty in program outcomes naturally steers the decision making. In
cases where ecosystem water needs are in deficit, one choice for water managers is to
encourage increased irrigation efficiency within a watershed with the hope that 1) this
will lead to a reduction of pumping, and 2) the reduction of pumping will generate new
ecosystem water. It is often assumed by decision makers that this newly generated
ecosystem water will be equal in magnitude to a reduction in pumping — and will last in
perpetuity. To the contrary of this assumption, a number of projects focusing on
increasing irrigation efficiency have been met with marginal water returns (Lauer et al.,
2018), further kindling the need to understand the paradox between increasing irrigation
efficiency and a lack of resulting water savings (Grafton et al., 2018; Ward & PulidoVelazquez, 2008). Within the umbrella of irrigation efficiency, irrigation scheduling
technology solutions (e.g. digital soil mapping, remote sensing of crop stress, crop
consultants, and soil moisture sensors etc.) are receiving increased attention from
resource managers and corporate social responsibility (CSR) programs despite their
unknown water saving potential. Therefore, a need exists to estimate the magnitude and
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longevity of water savings resulting from adoption of irrigation scheduling technology at
farm scale.
In areas where growing season totals of precipitation and irrigation are in excess
of evapotranspiration (ET), a reduction in irrigation pumping may lead to an equal in
magnitude reduction of groundwater recharge (enhanced by irrigation return flow)
occurring below the irrigated land (C. Perry, 2007). However, changes at the soil surface
will take some amount of time to propagate through the vadose zone and reach the water
table (Rossman et al., 2014), defined here as the lag time. We hypothesize that the lag
time will be relatively short given previous work relating changing surface conditions and
responses in groundwater recharge (Grismer, 2013; Turkeltaub et al., 2015). However, it
is over the lag time that changes occurring at the surface are not “felt” at the water table,
and water is consequently “saved”. To better illustrate the concept, Figure 1 presents a
hypothetical case study where there is a 100 mm yr-1 reduction of pumping, a
corresponding 100 mm yr-1 reduction in recharge, and a 3-year lag time. Water savings is
then calculated as the difference between cumulative reduction of pumping and the sum
of cumulative reduction in recharge and ET, which in this example is 300 mm. In an ideal
case, reductions in pumping would be equal in magnitude to excess in water supply
thereby having no detrimental impact on crop yield. We therefore define water savings as
follows:

∑WS = ∑ P

reduction

− ∑ Rreduction − ∑ ET reduction

(1)

where WS is water savings (mm), Preduction is reduction in pumping (mm), Rreduction is
reduction in groundwater recharge (mm), and ETreduction is the reduction of ET (mm). We
include reductions of ET in this calculation given the correlation between ET and yield
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(Passioura, 1977). For this reason, we do not “count” any reduction of ET towards water
savings.

Figure 1. Conceptual diagram of water savings and hypothetical case study. The lag time
is defined by the amount of time that elapses following a reduction in pumping but before
recharge rates begin to decrease. Lag times are a function of the depth to groundwater,
soil water states and fluxes, and soil hydraulic parameters. Also note the water savings
are flat after 3 years, meaning no additional benefit, and that future management
decisions can reduce water savings if pumping rates return to their initial rates or if field
experiences prolonged periods of dry conditions.
As outlined in Figure 1, water savings are a function of the change in pumping,
the resulting change in recharge and ET, and the corresponding time the vadose zone
takes to respond. Given the transient nature of this problem, it is not easily resolved with
simple mass balance approaches – particularly in environments with heterogeneous soil,
land management, and varying depths to groundwater (Grismer, 2013). While outputs
from physically-based numerical modeling efforts often have high degrees of uncertainty
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(Xie et al., 2018), they can be a useful tool in exploring the impact of changing boundary
conditions on water balance components, provided that model fluxes, states, and
parameters can be reasonably constrained. With this in mind, localized study can be
helpful to inform how key socio-hydrological factors vary within a given study area
(Noel & Cai, 2017) and then potentially separate the relative individual weights of
importance of those factors (e.g. soil, land management, and depth to groundwater) on
water savings.
The focus of this work centers on a well-sampled study area located on the
western fringe of the U.S. Corn Belt which is underlain by the High Plains Aquifer
(HPA). Here we have characterized vadose zone parameters and fluxes, land
management practices, and depths to groundwater across three field calibration sites (~65
ha each) in order to constrain realistic ranges of water savings in irrigated systems
following technology adoption programs. This is an ideal place to study as: 1) numerous
agricultural producers in the area have been participating in a cost-share program
facilitated by The Nature Conservancy to help producers reduce irrigation pumping
through the use of on-farm technology and training, 2) the study site is located within a
braided river valley and as such, significant soil variability is observed — we take
advantage of this fact to explore differences in lag times due to different vadose zone
hydraulic properties/thicknesses, and 3) approximately half the production fields in the
study area are under water allocations, making this relevant work to inform future
strategies to conserve water across the HPA and beyond.
As noted previously, water savings will in part be a function of the response of the
vadose zone to reduced irrigation pumping. The response of the vadose zone will further
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be a function of soil moisture states, incoming and outgoing fluxes, soil hydraulic
parameters, and thickness (Grismer, 2013; Rasmussen et al., 2000). The significant
spatial variability of soil within the study sites makes it challenging to locate a
representative location to extract a soil core to represent the field average soil hydraulic
properties or more importantly deep drainage rate. Previous work at the study sites by
Gibson and Franz (2018), found that time repeat near surface geophysical surveys
processed through an empirical orthogonal function (EOF) statistical analysis were strong
spatial predictors of shallow soil hydraulic parameters (0-30 cm). Viewing soil water
fluxes through the lens of a process-based approach, we expect soil hydraulic properties
to be strong drivers of water fluxes at depth. Therefore, and as a secondary hypothesis
within this work, we suspect that time repeat surface geophysical mapping would provide
relative spatial patterns of water flux at depth. In order to test this hypothesis, we
extracted three soil cores down to 6 m in each field at key locations informed by the
geophysical mapping in order to bracket the range of deep drainage rates (defined as
water flux below the root zone). Deep drainage rates were determined using a chloride
mass balance (CMB) approach. Undisturbed cores were also analyzed in the laboratory to
determine soil hydraulic parameters. Results from the CMB analysis were used to
compare with outputs from a process-based numerical model (HYDRUS 1D, Simunek et
al., 2006) parameterized from the extracted soil cores. Following this validation exercise,
we used the numerical model to explore the impact of reduced irrigation pumping on
recharge (defined as flux at the top of the water table) as well as to calculate the
magnitude and timing of ecosystem water savings.
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The primary objectives of this work are to constrain water savings estimates that
are the result of reduced irrigation pumping based on realistic ranges of: vadose zone
thicknesses and soil hydraulic parameters, reduction in irrigation pumping, and localized
weather conditions. Additionally, we propose a method to bracket the variability of
subfield water fluxes by smart sampling key locations within a field using the aid of a
priori hydrogeophysical data. Using this approach, we are able to reduce time, cost, and
effort associated with standard hydrogeological field techniques. Moreover, the
hydrogeophysical maps provide more context and confidence that our deep drainage
estimates constrain the range of sub-field variability.

2. Materials and methods
2.1

Description of study sites
The study area is located in western Nebraska within the river valley where the

South Platte River enters the state (Figure 2) (N 41.007°, W 102.192°). The three study
sites are each approximately 65 ha and 10 km apart primarily under irrigated maize
production with overhead sprinkler irrigation. Soil texture in the area primarily falls
within two USDA textural classes: sandy loam and loam. However, the landscape has
been shaped by a braided river channel leading to significant soil variability on the
subfield scale (<1km2) ranging from coarse sands to heavy clays. The study area is semiarid where annual crop (maize) evapotranspiration (ETc) is significantly higher than
precipitation (P) (HPRCC, 2018). The 10-year average annual P is 440 mm and ETc is
775 mm yr-1 (from 2008-2017) as referenced by a HPRCC weather station located within
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10 km of the study sites. Depth to groundwater at each study site varies from 6 m to 16 m
as measured by locally installed observation wells.

Figure 2. Location of the three study sites near Brule, NE (red dot on USA). Each site is
~65 ha in area and primarily under irrigated maize production. White outlines are
SSURGO soil boundaries. Field sites are S1, S3 and S4 from west to east.
2.2

Electromagnetic induction geophysical mapping
Three hydrogeophysical surveys were collected at each of the three study sites

using an all-terrain vehicle (ATV) as summarized by Gibson and Franz (2018). Surveys
were carried out from spring of 2016 to spring of 2017 (exact dates can be seen in Table
1). Bulk electrical conductivity (ECa) maps were collected using a Dualem-21S electrical
magnetic induction (EMI) sensor (DUALEM, Milton, Canada). Four simultaneous depths
of ECa (mS m-1) can be measured with the sensor given the dual-geometry receivers at
separations of 1 and 2.1 m from the transmitter (for this analysis only a depth of 3.2 m is
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considered). Measurements of ECa were taken every second (Dualem Inc., 2013) while
towed behind an ATV on a plastic sled at speeds of 8-15 km hr-1 with 8-10 row spacing
(~7-9 m) taking ~ 75 minutes to conduct a survey. A Hemisphere GPS XF101 DGPS
(Juniper Systems, Inc., Logan, UT) unit recorded the location of each measurement.
Following basic QA/QC of the ECa data (Franz et al. 2011), a spatial map with 5 by 5 m
resolution was created using an inverse-distance weighting procedure with the ~5000
observations. We note here that temporal differences in ECa mapping stem from soil
temperature, volumetric water content (VWC), and soil solute concentration (Robinson et
al., 2009). VWC has been shown to account for approximately 50% of this variability
(Brevik et al., 2006). Here, we take advantage of this fact to use changes in ECa as an
indicator of relative change in both VWC states and subsurface water flux spatial
patterns.
Table 1. Geophysical survey dates with explained variance of 1st EOF.
Field Site

ECa
Survey Dates

Explained Variance
of 1st EOF (%)

S1

2016: 03/11
2017: 05/02, 05/03
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S3

2016: 03/11
2017: 05/02, 05/03

91

S4

2016: 03/11
2017: 05/02, 05/03

69
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Following the completion of the ECa surveys, an empirical orthogonal function
(EOF) statistical analysis was carried out to highlight consistent relative patterns of ECa.
Full details regarding the theory and motivation of this analysis can be found in previous
literature (Finkenbiner et al., 2018; Gibson & Franz, 2018; Korres et al., 2010; M. A.
Perry & Niemann, 2007) however an overview is provided here. The EOF analysis is
essentially a more well-known multivariate analysis: principal component analysis
(PCA). EOF primarily differs from PCA in that instead of multiple covariates, the
analysis considers the same covariate but at different points in time. The
eigendecomposition therefore collapses the data into numerous orthogonal spatial
patterns (EOF) that are invariant in time, and a set of time series referred to as expansion
coefficients (ECs) that are invariant in space (M. A. Perry & Niemann, 2007). Using this
approach, we can collapse the dataset into spatial patterns that each describe a given
amount of variability throughout all geophysical surveys. By selecting the most important
spatial pattern (assuming the variability explained is sufficiently high), we are able to
highlight areas of the field that will tend to have a relatively low ECa value (implying
consistently dry) and a relatively high ECa value (implying consistently wet).

2.3

Sampling strategy and soil core extraction
On 20 November 2017 three 80 mm diameter soil cores were extracted from each

field to a depth of 6 m with a direct-push soil sampler with a MC7 attachment (Geoprobe,
Salina, KS). The cores were collected in four successive 1.5 m plastic liners. The location
of each core extracted was determined by visual inspection of the 1st EOF ECa maps such
that the numerical scale of each EOF ECa map was sampled in the high, low, and mid
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values. We emphasize here that this sampling strategy will not lead to an area-average
estimate of soil texture, VWC, or soil water fluxes given the low number of sampled
locations per field. Instead we argue that it will bracket the range of soil texture and
VWC—which we hypothesize will bracket soil water fluxes given our knowledge of
process-based soil physics. This sampling strategy was selected in order to take
advantage of soil texture variability to maximize our ability to quantify water savings
over a range of soil textures. Following extraction, cores were immediately cut to 30 cm,
capped with edges wrapped with electrical tape, and stored in coolers until placement in
cold storage in the laboratory at 4°C.

2.4

Laboratory analysis
In order to determine Cl- concentration from extracted soil cores for later analysis

in the CMB method, samples were first prepared following standard laboratory methods
(Adane & Gates, 2015) briefly outlined here. Each 30 cm soil core was cut in half and
sampled in the middle of the core leading to 30 cm sampling intervals. Gravimetric water
content was measured by weighing samples on a precision balance before and after
drying in an oven at 105°C for 24 hours. Anion (Cl- and NO3-) concentrations were
determined by first extracting pore water following the elutriation method of adding
deionized water and shaking for 4 hrs. After shaking, the samples were spun in a
centrifuge for 30 minutes to settle suspended particles. Diluted pore water was then
filtered by pushing through a 1 µm filter. Filtered water samples were run through an ion
chromatography system (Dionex, Waltham, MA, USA) and diluted anion concentrations
(Cl- and NO3-) were determined. Because deionized water was added to samples as part
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of the elutriation process, pore water prior to dilution was back-calculated to determine
in-situ concentration. This back-calculation was carried out using a simple dilution
equation:
M1 =

M 2 ×V 2
V1

(2)

where, M1 is in situ pore water concentration (prior to laboratory dilution) (mg L-1), V1 is
the volume of pore water in the soil sample (mL), M2 is measured concentration of
diluted pore water (mg L-1), and V2 is the sum of added deionized water used in the
analysis and V1 (mL).

2.5

Soil hydraulic property measurement
In addition to the chemical and moisture sampling described in the previous

section, each extracted core (6 m) was subsampled (6-8 times) following major changes
in either lithology and/or gravimetric water content. The undisturbed soil cores were
collected by pounding a 5 cm diameter (100 cm3) stainless steel cylinder into the
corresponding segmented 30 cm long core, discarding the plastic extraction liner, and
then removing the steel cylinder. Water retention data along with unsaturated hydraulic
conductivity data were determined using a benchtop evaporative HYPROP (METER,
Pullman, WA, USA). Additionally, a WP4C (METER, Pullman, WA, USA) was used to
supplement HYPROP data with higher soil tension values. This combination of devices
allows for a wide sampling range of soil tension (pF ~1 - 4.2, where pF is the log10 of the
absolute value of soil tension in units of cm) and corresponding VWC. Bulk density
values were determined by 1) drying in an oven at 105˚C for 24 hours and weighed on a
precision balance to determine dry soil mass, and then 2) dividing the mass of soil by the
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corresponding volume (100 cm3). Following this, saturated water contents were
calculated using the follow equation:

θs = 1 − (

ρs
)
ρg

(3)

where ρs is soil dry bulk density (determined from above; g cm-3) and ρg is mineral grain
density, assumed here as 2.65 g cm-3. Water retention functions were then determined
using the van Genuchten-Mualem model (van Genuchten, 1980; Mualem, 1976) as
defined by:

θ s −θ r

,h < 0
θ r +
(1+ | α × h |n ) m
θ ( h) = 

θ s, h ≥ 0


(4)

where α (cm-1) is the inverse of air entry pressure, n (-) reflects the pore size distribution
of a soil with m=1–1/n, and l (-) is a parameter representing pore space tortuosity and
connectivity, assumed to be equal to 0.5 here. Unsaturated hydraulic conductivity is then
fit following:
m
K ( Se ) K sat × Se l × 1 – (1 – Se1/ m ) 
=



2

(5)

where θ is VWC (cm3 cm-3); θr (cm3 cm-3) and θs (cm3 cm-3) are residual and saturated
VWC, respectively; h (cm) is pressure head; K (cm day-1) and Ksat (cm day-1) are
unsaturated and saturated hydraulic conductivity, respectively; and Se is saturation degree
(-) calculated as:
Se =

(θ – θ r )
(θ s – θ r )

(6)
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2.6

Chloride mass balance
Chloride is often used as an environmental tracer within semiarid environments

for many deep drainage and recharge estimation studies (Allison & Hughes, 1983; Gates
et al., 2008; Scanlon et al., 2005) and also specifically in irrigated cropping systems (Katz
et al., 2016; Liao et al., 2012; Lin et al., 2013). It is an attractive tracer as it is naturally
occurring in precipitation and irrigation water and is inexpensive to analyze. Chloride in
infiltrated water moves through the subsurface in a conservative manner (Allison &
Hughes, 1983; Scanlon & Goldsmith, 1997), and because of this, the age of moisture in
the vadose zone can be bracketed by comparing cumulative mass inputs at the surface
with cumulative Cl- masses at depth.
To determine Cl- mass inputs at the surface, both precipitation and irrigation
depths along with corresponding Cl- concentrations must be determined. Annual wet
deposition of Cl- was determined from interpolated National Atmospheric Deposition
Program stations (NADP, 2018). Recent records of annual irrigation depths were
available from the center pivot irrigation systems and supplemented with land owner
knowledge where available. Cl- concentrations were determined from several
measurements of pivot water over two growing seasons (see Table 2 for water depths and
Cl- concentrations). Using Equation 7, individual contributions are added together to
calculate annual Cl- mass input:
Cl − applied = I × Cl − i + P × Cl − p

(7)

where, I is average irrigation application over the study period (mm yr-1), Cl-i is the
concentration of Cl- in irrigation water (mg L-1), P is average precipitation over the study
period (mm), and Cl-p is the concentration of Cl- in rainwater (mg L-1). We note here that
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the above only holds if it can be assumed that infiltrated water is vertical, and that other
sources/sinks of Cl- are negligible (e.g. runoff/run-on).
Next, cumulative Cl- mass at depth (Cl-VZ) from an extracted core can be
determined following equation 8:
n

∑ ∆z ×θ × Cl

Cl −VZ
=

i

i

−

i

(8)

i =1

where i begins at the surface sample, n is the number of subsamples in the core, Δz
indicates the length of the sample interval (mm), θ is volumetric water content defined
above, and Cl-i is chloride concentration in pore water (mg L-1) at that sample.
The time passed since infiltration for any point in the extracted core can then be
determined by dividing the total Cl- mass in the core by the annual Cl- input.

t=

Cl − vz
Cl − applied

(9)

Finally, deep drainage rate (mm yr-1) is calculated from equation 10:
n

∑ ∆z ×θ
i

DD =

i =1

tSUBRZ

i

(10)

where i begins at the base of the root zone, Δz indicates the sample interval length (mm),
θ is VWC, and tSUBRZ is the difference in time elapsed since infiltration for water between
the base of root zone and the base of the core (calculated from eq. 9 assessed at the base
of the root zone and the base of the core).
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2.7

Numerical modeling
A physically based vadose zone model, HYDRUS-1D (H1D) (Simunek et al.,

2006) was used to simulate the response of recharge rates (defined as flux occurring at
the top of the water table) to a change in irrigation practice for each extracted core at the
three study sites. H1D approximates the 1D Richards equation which represents the
vertical redistribution of water and is calculated as:

∂θ  ∂  
 ∂h  
=    K (θ )  + 1  − S
∂t  ∂z  
 ∂z  

(11)

where 𝜃𝜃 is VWC, t is time (day), z is the distance between two measurement nodes (cm),

K(h) is unsaturated hydraulic conductivity (cm day-1), h is pressure head (cm), and S is a
sink term describing evapotranspiration (day-1). The soil profile simulated was 6-16 m
deep depending on depth to groundwater determined from a local observation well. A
constant head lower boundary condition (equal to 1 cm) is set for the lower boundary

condition representing the top of the water table. Crop ET (ETc) was calculated using the
single crop coefficient (Kc) method outlined in Allen et al. (1998) as follows:

ETc = ETr K c

(12)

where Kc is a function of growing degree day accumulation (GDD) and ETr is ET for a
reference crop. Regional Kc data was determined from HPRCC (HPRCC, 2018) and daily
GDD values were calculated from daily minimum and maximum temperatures following
Yang et al., 2004.
The H1D model requires crop referenced ET (ETc) to be separated into potential
evaporation (Ep) and potential transpiration (Tp). This is carried out using Beer’s law:
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=
Tp

ETc (1 − e − k *LAI )                        

=
Ep ETc − Tp                                   

(13)
(14)

where Tp is potential transpiration (cm day-1), Ep is potential evaporation (cm day-1), k is
the light extinction coefficient (specified as 0.55 following Yang et al., 2004) and LAI
(m2 m-2) is the leaf area index. We simulated a LAI timeseries using Hybrid Maize (Yang
et al., 2004) for each year’s growing season in order to inform equations (13-14).
Additionally, we follow the same processes described in Yang et al., 2004 in order to
represent the shape and development of a maize root zone. These crop development
changes and triggered irrigation decision making algorithms were assessed within a daily
timestep — made possible by linking together a series of 1-day long simulations (totaling
10 years) by passing 1-day long model outputs as inputs for the next day (full details on
this process are outlined in Gibson et al., 2017). These modifications were necessary to
better represent how irrigation decisions are made, as the current H1D code is unable to
consider a dynamically growing root zone with a specified shape, as well as VWC
triggered irrigation that is informed by more than one depth. Within the modeling
exercise, the change in irrigation practice is consistent with observed changes in
irrigation in the study area, and we assume here that this serves as a reasonable change in
behavior given the soil, weather, and cropping practices in the study area.
In this work, we initialize each simulation by first running a 10-year long
simulation to remove any impact of an initial condition on model states or fluxes.
Following this spin-up period, two simulations are then carried out that are identical save
for irrigation practice: one that represents pumping in excess of crop water demand
following a simplified checkbook approach (excess is approximately 120 mm yr-1) and is
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similar to historical long term pumping rates in the study area (referred to henceforth as
precipitation delayed, PD and used in the spin-up period), and one that represents nearperfect management that tracks VWC states and triggers after VWC is depleted to a
critical level (referred to henceforth as H) (see Gibson et al., 2017 for full details on both
irrigation scheduling routines and how they were implemented in the H1D model). We
note that only one core site per field was used to decide when to trigger irrigation in the H
case scenarios. The core selected for this purpose was the one nearest to where each land
owner indicated they typically check for VWC conditions, or in the soil unit with the
largest area in the field. This step was taken to ensure that each field had the same
amount of irrigation applied to each of the 3 cores as uniform irrigation systems are used
in each field in practice.
After each simulation pair for each core was completed (1 simulation set per core,
3 cores per field, 3 fields, 18 total simulations) the recharge rates were then compared to
the observations. When the time series of recharge for each simulation sets diverge,
changes at the surface have propagated down to the water table. This period of time then
defines the lag time for that core.

3.

Results

3.1

Electromagnetic induction
Results from the time repeat geophysical surveys are shown in Figure 3. The 1st

EOF explained 96%, 91%, 69% in S1, S3 and S4 respectively of the spatial variability. In
general, there is some reasonable consistency between the EOF patterns/shapes and the
SSURGO (Soil Survey Staff, 2017) soil boundaries. However, there is significant
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variability within a SSURGO boundary. If subfield management is of interest to land
owners, this underscores the need for better digital soil mapping.

Figure 3. Results of time repeat ECa mapping from the Dualem 21S instrument (deep
signal ~0-3.2 m) and the corresponding 1st EOF reprojected spatially for each of the three
65 ha study sites (see Table 1 for sample dates). Warm EOF colors indicate drier
zones/coarser soil texture and cooler colors indicate wetter zones/finer soil texture
compared to the field average. White lines are SSURGO soil boundaries. White dots are
locations of core extraction (20 November 2017). Red dots are the location of the
groundwater observation well (closest well to S1 was ~0.4 km away and not pictured
here).
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3.2

Laboratory chemical analysis
VWC and Cl- concentrations are summarized in Figure 4. Comparisons between

soil cores indicate VWC had a considerable range; 0.05-0.4 cm3cm-3. Cl- concentrations
also varied considerably; <10-500 mg L-1. Both core-to-core variability and vertical
variability within a core for values of VWC and Cl- followed major changes in soil
textures (e.g. sandy soils tended to have lower VWC values). In the case of one core
(S1A), vertical peaks in Cl- concentration had corresponding Cl- masses that were similar
to annual mass input from irrigation water. Potentially this could serve as an additional
tracer method, but we note that applications here are limited as it was only observed in 1
of 9 extracted soil cores. Concentrations of Cl- in collected irrigation water samples were
around 120 mg L-1 and varied less than ~10% from field to field and across the two
growing seasons sampled (2016 and 2017; see Table 2). Compared to wet deposition of
Cl- from precipitation, wet deposition from the irrigation source was three orders of
magnitude higher (<0.2 g m-2 vs ~50 g m-2).
Table 2. Irrigation application depths and Cl- concentration of samples collected from
irrigation water (standard errors in parentheses). Depth to groundwater was determined
from nearby observation wells.
Irrigation Depth Summary
Flow Meter
Data
Pivot Telemetry
Source
Farmer Record
Number of Years with Data
Average Depth (mm)
Depth to groundwater (m)
Irrigation Water Summary
Number of Dates Sampled over 2
growing seasons (2016 and 2017)
Average Cl- (mg L-1)

Field Site
S1
S3
9
2
3
9
5
390
310
6-8
6

S4
3
3
6
460
16

S1

S3

S4

5

3

5

115(2) 121(3) 122(3)
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Figure 4. Volumetric water content (VWC) and chloride (Cl-) concentration profiles of
soil cores extracted from the three field sites. Line colors correspond to EOF values
determined at the core location (e.g. warm colors correspond to negative EOF values,
green colors correspond to near-zero EOF values, and cool colors correspond to positive
EOF values, see Figure 3). Sawtooth patterns observed in VWC and Cl- profiles align
with changes in soil textures. Cl- age vs cumulative moisture plots can be seen in Figure
S1 for reference.
3.3

Laboratory soil physics
Results of the fitted van Genuchten soil hydraulic parameters are summarized in

Table S01. Bulk density ranged from 1.1 (g cm-3) to 1.9 (g cm-3) with an average of 1.5 (g
cm-3) across the 59 samples measured. Residual water content ranged from 0 to 0.081
with numerous values set to zero in the fitting process. Each water retention function took
approximately 4-5 days to to complete the evaporative experiment.
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3.4

CMB analysis
Deep drainage rates and the number of years represented within the core

(determined by dividing total Cl- mass storage by annual Cl- mass input) can be found in
Table 3. The mean deep drainage rate observed was 272 mm yr-1 with a median value of
215 mm yr-1. While the ranges of fluxes are considerable, we note here that they do not
correspond to an area-average value due to the sampling strategy of targeting likely lower
and upper boundaries of fluxes, along with the small number of samples per field (3).
Regardless, the average deep drainage rates compare well to a multi-year and multilocation lysimertry study carried out in the region where average deep drainage was
determined to be 220 mm yr-1 (Klocke et al., 1999) under similar cropping and irrigation
systems. This observed rate is within 20% of our mean and within 2% of our median
deep drainage rate. Additionally, Barker et al., 2018, reported total growing season ETa
rates for 2016 to be 410 mm as estimated by a coupled remote sensing and soil
measurement updated model for a field within 10 km of the study sites. These estimates
combined with the findings of Gibson et al., 2017, describing historical long-term
seasonal water supply of 700 mm across 50 fields in the area, would lead to a difference
of 290 mm, which is within 6% of our mean and within 25% of our median deep drainage
rate.
We note that one core, S3A, had a heavy clay lens at ~3 m as seen by visual
inspection of the soil core. We speculate here that the existence of this clay lens may
have led to non-1D flow of soil water which would impact the CMB calculation as this is
an underlying assumption of the method. Given the relatively high flux calculated for this
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core and its contrasting heavy soil texture, we suspect that the CMB estimates are likely
not reliable at this location.
3.5

Numerical modeling
3.5.1

Validation of numerical model water balance components

Across the nine simulated cores, modeled ET rates were on average 650 mm yr-1
(range of 500-750 mm yr-1) over the 10 years simulated. This is consistent with average
ET reported for the study area of 600-700mm yr-1 as reported by Szilagyi & Jozsa, 2013.
While the average rates compare well, the range in our simulations is wider – likely due
to difference in scale (i.e. point scale for a core vs 1km2) addressed by the two methods.
Irrigation rates simulated across the three fields were within 10% of the historical
averages for each field (Table 3).
Annual deep drainage rates determined by the numerical modeling are illustrated
in Figure 5. Simulated deep drainage rates were low over the years 2012-2014, likely due
to the extreme drought in 2012 (annual rainfall was 36% of the 10-year average). Given
the year-to-year variability in simulated annual deep drainage rates, we report deep
drainage numbers over the same time history of each individual core determined by the
CMB analysis. For example, T1S1A had a 3-year time history (see Table 3). Therefore,
in order to keep the time histories between the CMB analysis and numerical modeling
consistent, we compare numerical modeling results for that core over 2015, 2016, and
2017 (the 3 most recent years). The average simulated deep drainage flux across all cores
is 235 mm yr-1, which is within 84% of the average from the CMB analysis.
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Table 3. CMB analysis and numerical modeling results. Irrigation routine used for the numerical modeling in order to represent fieldspecific historical irrigation application is noted (soil moisture triggered (H)). S3A* had a heavy clay lens at ~3m – flux calculated at
this location may be unreliable as water flow may not have been 1D.

Core
S1A
S1D
S1E
S3A*
S3C
S3E
S4A
S4C
S4D
Mean
Median

Deep Drainage
(mm yr-1)
CMB

Model

435
135
187
321
166
271
515
205
215
272
215

336
148
163
117
131
216
384
180
181
206
180

% of
CMB
77
110
87
36
79
80
75
88
84
80
-

Pumping Depths (mm yr-1)
Observed

Modeled

% of
Observed

390

427 (H)

110

310

304 (H)

98

460

420 (H)

91

-

-

100
-

Total
Stored
Years of Cl-

NO3-N
Leaching
(kg ha-1 yr-1)

3
7
7
5
9
5
2
3
5
5
-

39
8
18
12
3
10
21
18
13
16
13
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Figure 5. Numerical modeling results of annual deep drainage. 2012 was an
exceptionally dry year with 36% of average precipitation falling for that year. Bar colors
correspond to EOF values determined at the core location (e.g. warm colors correspond
to negative EOF values, green colors correspond to near-zero EOF values, and cool
colors correspond to positive EOF values).
Figure 6 summarizes the VWC profiles over 6 m. In general, the shapes of
simulated VWC profiles align with the major changes in lithology observed in the
laboratory analysis. Some simulated cores show less variability than the corresponding
measured core in vertical VWC profiles, likely due to only having 6-8 water retention
functions measured per core. Root zone depth integrated VWC has a strong correlation
with observed VWC from the core extraction (r2 = 0.81) (Figure 7). Here we note that the
EOF analysis was able to separate the depth integrated VWC for both the measured root
zone and modeled root zone values. This may be useful in future studies trying to connect
spatial geophysical maps collected from the surface with root zone soil states and fluxes.
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Figure 6. Volumetric water content profiles from the core analysis overlain onto
numerical modeling outputs. Bands are minimum and maximum of ranges of simulated
VWC profiles and dashed lines are the corresponding simulated mean over the 10-year
simulation period. Lines with circles are from the extracted volumetric analysis from
core. Line and band colors correspond to EOF values determined at the core location (e.g.
warm colors correspond to negative EOF values, green colors correspond to near-zero
EOF values, and cool colors correspond to positive EOF values).
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Figure 7. Correlation between root zone depth integrated VWC for extracted cores and
the corresponding simulated root zone depth integrated VWC (10-year average). EOF
values at each core location from the repeat geophysical analysis separate relative ranges
of depth integrated VWC for both the extracted cores and simulated soil profiles.
3.5.2

Lag times and water savings

Figure 8 presents modeling results similar to the conceptual diagram and
hypothetical case study presented in the introduction (Figure 1). A notable difference
between the two figures is that Figure 8 shows that reduction of pumping does not follow
a straight line but instead one that is fairly episodic. Given that irrigation pumping rates
do not occur consistently throughout a year, but instead over summer months, reductions
to pumping will also occur discretely over each year.
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Figure 8. Timeseries of model output determined at one core (S4C) from two paired
simulations that vary only in irrigation scheduling routines. In this case the lag time is
approximately 2.5 years long (determined visually when recharge reductions begin to
increase). Water savings are calculated as cumulative reduction of pumping minus the
sum of the cumulative reduction of recharge and ET.
As indicated by Figure 9 it can be seen that lag times range within 1-3 years
across all field sites and cores (noted by the first decrease in water savings for each
timeseries). Typically, water savings are observed immediately following the reduction in
pumping, and although increases and decreases from year to year are often observed,
there is a general tendency to converge over time. The impact of weather on lag times is
demonstrated in Figure 10. While we see a reasonable sensitivity to weather (lag times
ranging within +/- 20% depending on the weather year), given the short lag times we note
that this uncertainty is unlikely to change conclusions about the longevity of water
savings.
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Figure 9. Time series of simulated water savings calculated from the paired simulations
for each core. Here we see that coarse textured cores with shallow depths to groundwater
(S1A and S3E) have lag times that are relatively short and water savings that are
relatively low.

Figure 10. Sensitivity analysis of weather year on estimated lag times and water savings.
In both panels, simulations were carried out where a continuously repeated dry year are
in red, a continuously repeated wet year in blue, and the 10-year observed weather in
green. The 10th and 90th percentile weather years were selected for this analysis.
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4. Discussion
4.1

Agronomic reasonableness of fluxes
Considerable differences are observed in VWC and deep drainage within each

field site. In order to contextualize the reasonableness of the range of these fluxes, we
compare yield differences between different core locations (only two fields had yield data
available). In locations with low VWC, and high deep drainage, there may be a higher
potential for water stress leading to lower yield. Indeed, this is the case, as can be seen in
Table 4. Typically, we see similar patterns in the tabular data of yields and deep drainage.
For example, core locations with low yields (relative to the other core locations) tend to
have correspondingly high deep drainage rates and vice versa.
Table 4. Yield data for two fields (S1 and S4) at location of extracted soil cores. Yield
maps were unavailable for the S3 field. Yield data representing each core location was
from an approximate 10 m2 area.
Yield at core location (Mg ha-1)

Field
Site

Year

Crop

S1A

S1D

S1E

S1

2015
2016
2017

Soybean
Maize
Maize

S4

2016
2017

Soybean
Maize

2.1
9.7
7.4
S4A
3.9
10.0

4.0
12.9
10.8
S4C
5.9
14.0

4.3
13.2
S4D
5.9
14.6

Additionally, we compare mass fluxes of NO3- within each core. If observed
water fluxes (determined from Cl- mass fluxes) are within reason, we should expect
calculated NO3- mass fluxes to also be within reason — at least with respect to producer
nitrogen fertilizer application rates and reasonable leaching rates. While we measured
NO3- in the laboratory, we convert to equivalent units of nitrogen (N) in order to compare
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with other agricultural studies. Within the region N leaching rates have been found to be
near 50 kg ha-1 yr-1 for continuous maize rotations with corresponding deep drainage
rates of 220 mm yr-1 as determined by multi-year and multi-location installed lysimeters
(Klocke et al., 1999). Given our calculated water velocities from the CMB analysis, and
the corresponding measured N masses, we find an average rate of 14 kg ha-1 yr-1 of N
leaching. While perhaps on the low side given the sandy soil textures in the area, we
show here that our deep drainage estimates fall within a reasonable rate relative to N
losses. This serves as a sensible upper boundary check on our flux rates. For example, if
deep drainage fluxes are considered too high, then we would expect corresponding N
leaching rates to also be too high.

4.2 Applications to subfield soil hydrology
Figure 7 shows the correlation between root zone depth integrated VWC for
extracted cores and the corresponding simulated root zone depth integrated VWC. For
both simulated and observed depth integrated VWC, the time repeat geophysical analysis
was able to separate relative differences from core-to-core across all three fields. This
suggests that observed differences in VWC on the subfield scale are predictable with
surface geophysics, and resolvable through 1D numerical modeling. It currently remains
unexplained why the geophysical analysis was able to indicate locations with high deep
drainage as well as low deep drainage, but intermediate values of EOF did not correspond
to intermediate values of deep drainage fluxes. We speculate that intermediate EOF zones
may be the result of layering between two dominant soil types and that the layering effect
may have a non-linear impact on flux. However, future work is needed to fully
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understand this effect. Regardless, being able to separate low and high deep drainage
extends the findings of Gibson and Franz, 2018, who found that near surface soil
hydraulic parameters were key drivers of subfield soil moisture patterns (0-30 cm). Using
geophysical layers as a covariate to inform soil hydraulic parameters, as well as VWC
states and fluxes may lead to better predictions of subfield yield variability driven by
physical processes. Time repeat geophysical mapping may also be a critical piece of
additional information for improving estimates of the spatial variability of deep drainage
across a field (Weaver et al., 2013; Woodforth et al., 2012). These data combined with
input and output costs for production are useful in determining “profitability zones” future work could focus on using hydrogeophysics to refine management of such zones.

4.3

Impact on water savings
Given the results in section 3.3.3, we see modest returns of water savings (range

of 50-200 mm over the 10-year simulated period). We note here that given the short lag
times (1-3 years), a correspondingly short period of mis-management or extreme drought
may be able to reverse any water savings from good stewardship. For example, in Figure
8, water savings return to near zero following the extreme drought in 2012 (year 5 after
reduction of pumping). In this situation, the drought occurred after recharge rates had
equilibrated to the new reduction of pumping. However, reduction of pumping for this
year was near zero as both irrigation routines applied similar irrigation amounts due to a
lack of rainfall leading to irrigation being triggered continuously (application only
occurred every 3 days; consistent with center pivot systems). For this reason, water
savings that are the result of a 1-2 year lag time may be challenging to maintain with
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changes in management, and especially when combined with the high variability of inseason convective rainfall patterns prevalent on the western edge of the U.S. Corn Belt.
Efficiency in center pivot irrigation can range between 85-98% (Yonts et al.,
2007) due to evaporative losses of water (water evaporating before infiltrating the soil)
depending on the sprinkler system utilized. Using the 120 mm yr-1 reduction in pumping
used in this study, a corresponding reduction in evaporation of 3-19 mm yr-1 could be
possible. However, we note here that this reduction in evaporation alone may not be large
enough to justify a CSR program.

4.4

Optimizing water savings
Based on the various combinations of investigated factors, (differences in soil

texture, historical pumping rates, thickness of vadose zone) area with sandy soil textures
and shallow depths to groundwater lead to the lowest water savings. In order to avoid low
returns of water savings, these fields should be minimized or avoided in future incentive
programs. In an ideal case, selecting fields with thick vadose zones and loamy soils
would likely return the maximum water savings. However, the finding that good
management needs to be maintained as water savings can be easily reversed underscores
the need for strong partnerships between producers and corporate social responsibility
(CSR) programs. In addition, natural cycles of dry periods or prolonged drought due to
climate change will further exacerbate low returns based on water savings CSR criteria.

4.5

Water savings within corporate social responsibility programs
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While water savings of 50-200 mm are relatively small in comparison to total
pumping over 10 years (approximately 3-5%), if these savings are observed over
numerous fields the total volume saved will compare well to water savings efforts within
other corporate social responsibility (CSR) programs. For example, if a CSR program
were to work with 50 fields (~65 ha each) the total volume of water saved could
potentially be 8.3 million L (using the average of 150 mm saved per field) under similar
soil, weather, and management conditions. General Mills reports a similar water savings
estimate following installation of drip irrigation in Irappuato, Mexico under horticultural
crops (General Mills, 2012). These programs could potentially apply what we’ve learned
within this work to target fields with loamy soil textures and thick vadose zones if
possible, thereby increasing the water savings of their programs.

4.6

Benefits other than water savings
While not explored explicitly here, additional benefits of reduction of pumping

should also be considered when assessing the total value of such programs. Numerous
studies have focused on the benefits of proper irrigation scheduling and reduction of N
losses. Locations to target for this type of water quality program may be opposite to than
locations to avoid for a water quantity program (shallow depths to groundwater and
sandy soils). Considering this, further work could try to optimize locations with
hydrogeological factors that overlap in order to optimize both water quantity and quality
benefits. At the very least, this type of work could inform the rank order of ideal locations
to target in order to maximize project outcomes. Additionally, energy costs associated
with pumping of groundwater are not negligible in areas with moderate depths to
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groundwater. In contrast to water savings, both of these benefits (N and energy savings)
will see returns year-to-year. However, all benefits must be compared to the potential for
yield loss and the impacts to on-farm profitability.

5. Summary and conclusions
A need exists in better evaluating the longevity and magnitude of water savings
resulting from adoption of irrigation scheduling technology at the farm scale.
Nevertheless, it is becoming increasingly common for local, state, federal, and/or
corporate social responsibility programs to cost-share irrigation scheduling technology.
However, work focused on the so-named paradox of irrigation efficiency has documented
that technology is not a panacea and such programs can lead to increases in overall water
use within the watershed. Thus, there remains a need for more realistic water savings
calculations given known physics occurring within the vadose zone. Here we use a
variety of field, laboratory, and numerical modeling techniques to constrain the water
savings estimates at three study sites in western Nebraska that overlay the High Plains
Aquifer system and have been recent benefactors of a CSR program. Results show that
while lag times are short and water savings are modest (1-3 years; 50-200 mm over 10
years), if applied over a nominal number of production fields, water savings programs
can be competitive with other environmental CSR programs. In order to fully assess the
value of this type of program, additional impacts such as reduction in nitrogen fertilizer
leaching, energy savings, and yield impact must be considered within the scope of onfarm profitability. Our findings suggest that future CSR programs should target fields
with thicker vadose zones and finer textured soils to maximize the water saving benefits.
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However, we caution if water managers aim to save substantial water from reduced
pumping and allocate these water savings for other long-term uses, water savings may in
fact be short lived as they are highly dependent on continued responsible water
stewardship of landowners and subject to natural and prolonged dry periods.
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Supplementary information

Figure S1. Age of infiltrated chloride (CMB age) vs cumulative moisture profiles. The
slope of this relationship is equal to deep drainage rate over that time interval. Notably,
sawtooth patterns observed in soil moisture and Cl- concentration are not contributing to
irregular deep drainage rates (Figure 4).
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Table S01. Fitted van Genuchten water retention parameters. An * indicates the
parameter was set to max in the fitting process.
Core
S1A
S1A
S1A
S1A
S1A
S1A
S1D
S1D
S1D
S1D
S1D
S1D
S1D
S1E
S1E
S1E
S1E
S1E
S1E
S3A
S3A
S3A
S3A
S3A
S3A
S3C
S3C
S3C
S3C
S3C
S3C
S3E
S3E
S3E
S3E
S3E
S3E
S3E
S3E
S4A
S4A
S4A

Depth (m) θr (-) θs (-) α (cm-1)
n (-)
Ksat (cm day-1)
0.3 0.039 0.328
0.018 2.176
30.6
1.8 0.000 0.367
0.0158 1.644
391.0
3.4 0.054 0.399
0.0241 1.599
317.0
4.0 0.030
0.45
0.0132 1.486
110.0
5.2 0.044 0.547
0.0176 1.262
415.0
6.1 0.000 0.527
0.0517 1.182
7516.0
0.3 0.038
0.45
0.0087 1.433
5.8
1.2 0.037 0.438
0.0357 1.322
2191.0
2.1 0.000 0.452
0.0226 1.316
109.9
2.7 0.036 0.438
0.0235 1.608
102.0
3.4 0.038 0.495
0.0168 1.263
15.6
4.3 0.040 0.475
0.0035 1.399
0.5
5.8 0.000
0.36
0.0123 1.205
0.6
0.3 0.000
0.56
0.3303 1.135
10000.0*
1.2 0.036 0.321
0.0136 1.491
36.1
1.8 0.059 0.398
0.0575 1.119
10.8
3.0 0.073 0.481
0.0232 1.213
15.6
4.6 0.061 0.432
0.0041 1.308
0.3
5.5 0.048 0.417
0.0046 1.378
1.5
0.3 0.000 0.499
0.0574 1.075
187.6
1.2 0.000 0.475
0.0127
1.42
333.3
1.5 0.048 0.593
0.0826
1.15
89.3
4.0 0.066 0.534
0.0518 1.079
207.8
4.3 0.042 0.469
0.0044
1.15
0.6
5.2 0.063 0.435
0.0372 1.847
40.1
0.3 0.063
0.41
0.0653 1.133
68.0
1.2 0.041 0.446
0.0999 1.203
1806.6
1.5 0.000
0.55
0.0389 1.379
177.2
2.7 0.043 0.356
0.0566
2.54
492.0
3.4 0.064 0.583
0.011 1.118
1.8
5.2 0.027 0.473
0.0525 3.564
464.0
0.3 0.000 0.306
0.0621 1.588
401.2
0.9 0.048
0.31
0.1201 1.535
1294.0
1.5 0.029
0.38
0.1034
1.86
10.4
2.4 0.027 0.436
0.0152 2.784
22.5
3.7 0.000 0.376
0.0197
1.19
0.9
4.3 0.036 0.432
0.0622 2.201
7.0
5.2 0.033 0.368
0.1029 1.556
39.8
6.1 0.032 0.387
0.0808 2.577
259.0
0.3 0.036 0.325
0.0131 2.561
592.0
1.2 0.054 0.422
0.0375 1.313
3478.0
2.4 0.000 0.499
0.0365 1.261
54.0
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S4A
S4A
S4A
S4C
S4C
S4C
S4C
S4C
S4C
S4C
S4D
S4D
S4D
S4D
S4D
S4D
S4D

3.7
4.6
5.8
0.3
1.2
1.8
3.4
4.3
5.5
6.1
0.3
1.2
2.1
3.7
4.0
5.2
5.8

0.034
0.000
0.038
0.081
0.028
0.027
0.033
0.000
0.000
0.000
0.033
0.016
0.028
0.030
0.047
0.000
0.000

0.467
0.297
0.512
0.545
0.533
0.459
0.319
0.345
0.407
0.402
0.522
0.462
0.372
0.399
0.344
0.333
0.422

0.0336
0.3742
0.0116
0.0564
0.2994
0.0216
0.0228
0.2216
0.0475
0.0378
0.1255
0.0198
0.0157
0.0191
0.0249
0.063
0.017

1.391
1.203
1.316
1.176
1.175
1.502
1.736
1.485
1.375
1.562
1.162
1.279
2.012
2.105
3.217
1.954
2.646

521.0
311.0
52.5
5025.0
10000.0*
33.6
21.7
6436.0
7.8
29.5
7635.8
5.7
59.5
353.4
1261.0
36.7
321.0
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CHAPTER 5
CONCLUSIONS AND FUTURE RECOMMENDATIONS

A need exists to better evaluate the longevity and magnitude of water savings
resulting from adoption of irrigation scheduling technology at the farm scale.
Comprehensive and verifiable water accounting from farm level to watershed scale can
be challenging given the spatial variability and/or lack of key socio-hydrological factors
measured; numerous considerations are necessary in order to constrain reasonable ranges
of potential project outcomes. Within this analysis a variety of field, laboratory, and
numerical modeling techniques were used to constrain the localized range of weather,
management, soil hydraulic parameters, depth to groundwater, and water fluxes.
Assessment of water savings within the study area shows that the lag time and the
potential for water savings following a reduction of pumping is modest (1-3 years; 50200 mm). Locations with sandy soils and shallow depths to groundwater were found to
have minimal water savings returns. If long-term redistribution of water from reduced
irrigation pumping is to be allocated to other uses, returns will likely be marginal.
Within a given study area, it can often be convenient to assume that there is
limited spatial variability of soil moisture, soil hydraulic parameters, and soil water
fluxes. However, current demands from multiple disciplines (e.g. hyper resolution LSM,
precision agriculture) are requiring finer scale information for numerous variables
including soil hydrology (Kumar et al., 2015). Within this work, it is demonstrated that
EOF statistical analysis of repeat geophysical mapping is a dependable spatial
information source to help constrain the range of soil moisture, soil hydraulic parameters,
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and soil water fluxes. The future of real time water management will likely take
advantage of similar spatially continuous datasets.
Recommendations for future work:
1. Work within chapter two could be refined with irrigation pumping data on the
daily scale. While the irrigation algorithms in chapter two were shown to produce
reasonable seasonal irrigation pumping depths, the daily, weekly, and monthly
performance of these algorithms remains unknown as only seasonal irrigation data
were available in the study area. Capturing data on a shorter time scale may allow
for a better explanation of the substantial spatial variability observed in the
seasonal irrigation dataset as well as better guidance for irrigation information
considered within LSMs (Siebert et al., 2010).
2. An economic analysis exploring the energy savings resulting from a reduction of
pumping could be a useful tool to help encourage producers to consider a
reduction of pumping. Recent work has been carried out to estimate the value of
irrigation within the HPA (García Suárez et al., 2018), however this did not
consider pumping depths and thus the value of irrigation on a per depth basis
remains unclear. Constraining the value of irrigation on a per depth basis can be
challenging as within a given study area, producers may have different sources of
energy powering their irrigation systems (e.g. electric, propane, diesel). This
coupled with energy costs varying on a daily or weekly schedule can make for
challenging comprehensive analysis. Demonstrating the cost of energy and the
potential to lose yield due to water stress may help inform decision making for
individual producers who often can be risk adverse.
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3. Work within chapter three demonstrated the correlation structure between key soil
hydraulic parameters and spatial patterns determined from repeat geophysical
mapping and EOF analysis. Applying this work to develop spatially continuous
surfaces of soil hydraulic parameters could prove to be a useful technique for
modeling of subfield soil hydrology (Binley et al., 2015). Furthermore, this work
would be further supported by our findings in chapter four where I connect spatial
observations of state variables with localized water flux measurement. The next
generation of subfield crop modeling could potentially take advantage of
approaches outlined in both chapter three and chapter four in order to better
constrain fluxes of water and nutrients with the aim to understand subfield yield
variability.
4. Good agreement was found between deep drainage estimates determined through
CMB and numerical modeling. This agreement may have been aided by the
collection of undisturbed soil cores which was made possible by using a larger
core extraction barrel. In areas with strong soil structure and macropores, this may
be a useful approach to measure soil hydraulic parameters.
5. Environmental benefits other than water savings can be observed following a
reduction of irrigation pumping. For instance, reducing irrigation pumping can
lead to a reduction in nitrate and other agrichemical leaching beneath a field
(Klocke et al., 1999). If this work was carried out in a novel environment,
extracting soil cores and measuring leaching rates before and after a reduction of
pumping could help inform potential groundwater quality benefits. Combining
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this with water and energy savings would more comprehensively assess the value
of this type of program.
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