Knowledge of the properties of water is essential for correctly describing the physics of shock waves in water as well as the behavior of giant planets. By using finite temperature density functional theory (DFT), we have investigated the structure and electronic conductivity of water across three phase transitions (molecular liquid/ ionic liquid/ super-ionic/ electronic liquid). There is a rapid transition to ionic conduction at 2000 K and 2 g/cm 3 while electronic conduction dominates at temperatures above 6000 K. We predict that the fluid bordering the super-ionic phase is conducting above 4000 K and 100 GPa. Earlier work instead has the super-ionic phase bordering an insulating fluid, with a transition to metallic fluid not until 7000 K and 250 GPa. The tools and expertise developed during the project can be applied to other molecular systems, for example, methane, ammonia, and CH foam. We are now well positioned to treat also complex molecular systems in the HEDP regime of phase-space.
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INTRODUCTION
Water is everywhere, from the highest mountain to the deepest abyss of the ocean, from the pulse shaping water switches in the Z-machine to the prodigious interior of Neptune. The properties of water are thus of great scientific interest as well as of direct interest to the Pulsed Power research program at Sandia National Laboratories. The objective of this LDRD project was to investigate the properties of water in the high energy-density physics (HEDP) regime. We set out to determine the structure as well as develop a quantitative understanding of electrical conductivity in water. The main findings were recently published [1] and different parts of the work have been presented at several international conferences and workshops.
Water switches and domains of interest
Simulations of HEDP systems are routinely done using complex radiation-hydrodynamics codes like ALEGRA, HYDRA, LASNEX, or MACH. Common to all simulations is an extensive use of material models, the quality of which directly determines the fidelity of the simulations.
Developing high-quality models is thus very important in order to perform macroscopic simulations with confidence. Water switches are used in the pulse-shaping stage of the Z accelerator [2] . As such, they shorten the pulse by accumulating charge, followed by a rapid release of current after break down. During break down water is taken from normal conditions (300 K, 1 g/cm 3 ) to high energy-density conditions in fractions of ns. The phase-space traversed as a spark penetrates the water is shown in Figure 2 . The ALEGRA simulations reveals a shock wave moving outwards, compressing the water to 2.5 times normal density and 4000 K. Interior to the shock wave, a channel is formed where the density is low and the temperature rises quickly due to ohmic heating in the plasma. To improve the materials models we have done QMD simulations at selected points in phase-space, the QMD simulations cover a wide range of the phase-space of interest to break down in water. Interestingly, the conditions in the water switch overlap with conditions in the interior of Neptune [3, 4] , also shown in Figure 2 . Neptune isentrope (dark blue) [3] and conditions for a spark in water: temperature and densities occurring at different radii away from the center of the channel in an ALEGRA simulation. The three traces are for different times 0.1 ns (red), 1 ns (purple), and 10 ns (light blue). Within 10 ns water exists in conditions between 2.5 times compressed and 10 times expanded density as well between 1000 K and several 100 000 K. Blue dots represents QMD points calculated.
METHOD
The range of temperature, density, and pressure of interest to this problem is significant. With increasing pressure, water goes from an insulating molecular liquid at normal conditions (300K, 1 g/cm 3 ), to a dissociated ionic fluid, and finally to a dense plasma. We must employ a method that works across several phase transitions; include dissociation of molecules, bound electrons as well as free electrons. The theory must be a quantum theory while at the same time efficient enough to allow for long-time simulations of the dynamics. Density Functional Theory (DFT) has for a long time been successfully been applied to problems in condensed matter physics and chemistry, much more recently DFT has been used in the HEDP regime. DFT combines Quantum level calculations with a speed that enables Molecular Dynamics simulations, a combination that is often denoted QMD.
Density Functional Theory
DFT is a formally exact reformulation of the Schrödinger equation, the original papers of Hohenberg and Kohn [5] and Kohn and Sham [6] are well worth reading, and so is Kohn's Nobel Lecture [7] . Later reviews are also available, including a recent review by us [8] on the more practical aspects of performing high-quality calculations. The main approximation of the theory is the choice of the so-called exchange-correlation functional. For molecular systems, it is well known that the PBE [9] functional is a better working functional than the Local Density Approximation (LDA) is. For example, the binding energy of a water dimer (the energy of a hydrogen bond, important for liquid structure and diffusion in water) is very accurately reproduced by PBE, with LDA [6] yielding a significantly too high binding energy [10] .
Convergence of DFT calculations is of utmost importance. Appendix B describes, in detail, how the water calculations were analyzed in terms of convergence. We have also published an earlier review article dealing with the many aspects of performing well-converged DFT calculations [8] .
Kubo-Greenwood response
Michael Desjarlais recently pioneered the use of linear response in the HEDP regime, with the first application being Al [11] . The conductivity of Al in the warm-dense matter regime was successfully investigated using the Kubo-Greenwood (KG) formula for conductivity [11] . The KG formulation gives the conductivity directly from the wave-functions of the system, without assumptions of, for example, relaxation times or cross-sections.
Eq. 1 Kubo-Greenwood conductivity.
. Here,   ε i is the energy of state i, F(ε i ) is the Fermi occupation, while Ψ j,k ∇ α Ψ i,k is the matrix element for optical transition between states j and i. We have used this approach for studying the electronic properties of water. We find that for water, the electronic contribution to the conductivity begins to be important at 4000 K while above 8000 K, it dominates the conduction for all densities [1] .
Ionic conduction/ diffusion
The classical Kubo response formulation is valid for uniform systems where the charged ions are well defined, in that case, the conductivity is given by
Eq. 2 Classical Kubo conductivity.
In water, however, the situation is more complex. The initial stage of conduction is dissociation of H 2 O into H and OH. After dissociation, protons will move in the water, enabling conduction. A main question is how to calculate the conductivity in this transition phase, where only a few protons contribute to conduction. An additional complication is the diffusive motion itself; protons are not free for a long period of time, but hop between water molecules, it is thus impossible to identify "free" protons and study their diffusion in the long-time limit. To be able to model the transition of water from a molecular fluid to dense plasma, it is necessary to also model partial dissociation.
We instead take the partial dissociation into account by analyzing the emerging difference in diffusion between H atoms and O atoms with increased dissociation. In water, H and O are bound, resulting in identical diffusion coefficients for both species. 
Eq. 3 Subtraction of the neutral, H2O, transport of hydrogen.
Following standard procedures [12] , the diffusion coefficients are calculated using the velocityvelocity correlation function according to . Integration of the correlation gives the diffusion. Note that there is no correlation after 1 ps.
RESULTS
The three main areas of investigation were structure/phase diagram, equation of state (P(ρ,T)), and DC electrical conductivity (σ(ρ,T)). We have studied water between 300 K and 70 000 K, between 0.1 g/cm 3 and 5 g/cm 3 .
Phase diagram in the HEPD region
Water has a fascinating phase-diagram, in addition to the on earth naturally occurring hexagonal ice (I h ), liquid, and vapor, water has a number of solid phases: cubic ice I c , Ice II, III, IV, V, VI, VII, VIII, X, and ice XI. The solid high-pressure phases of water persists until approximately 1000 K. In this work, we have studied water above 1000 K; we will thus not discuss the highpressure phases of ice. Although not as intricate as the solid ices, the HEDP region has it's own complexity, as evident from the phase diagram of Figure 5 . For each QMD simulation, the phase was determined according to the criteria in Table 1 . In comparison with earlier work, we propose a revision of the phase-diagram above 3000 K and 500 kBar. The revision is not without consequences since the Neptune isentrope traverses the revised area region of the phase-diagram [3, 4] . The full implications of the revision will have to be determined by planetary scientists. However, the existence of interior water with an electrical conductivity of 10 4 1/(Ωm) is likely to affect modeling of, for example, the magnetic fields and electromagnetic energy density of the planet. Figure 5 . Calculated phase diagram of water in the HEDP region. Our work revises the diagram above 3000 K and 500 kBar, a revision that is not without consequences since the Neptune isentrope [3] traverses that region. 
Equation of state: P(ρ,T)
The equation of state for water (as superheated steam) above the critical point (647K) is very well known due to the importance of steam in power cycles. The current state-of the art EOS, based on experimental data, is the one by Wagner and Pruss [13] . The highest tabulated temperature in the article is 1273 K. The SESAME table 7150 [14] is in excellent agreement with WP for 1000K and 1273K, with the 1000 K isotherm, as shown in Figure 1 . Figure 6 . Pressure/density isotherm at 1000K: Wagner-Pruss [13] , SESAME 7150 (full black line), and QMD simulations (black points, corresponding to results for different system sizes).
The QMD calculations agree very well with SESAME, and hence the WP EOS at 1000 K. The SESAME table predates WP by 25 years stressing that the properties of the superheated vapor phase of water has been well known for a long time. Through the benchmarking of QMD EOS results at 1000 K, we find that the exchange-correlation functional we currently use (GGA/PBE) is adequate for HEDP systems. This is an important conclusion for H 2 O as molecular vapor.
We have performed a large number of calculations to build a QMD database of equation of state for water, calculations ranging from 300 K to 70 000 K, from 0.2 g/cm 3 to 5 g/cm 3 . Most points are shown in Figure 7 . The calculations are demanding, each EOS point in itself takes of the order 5000 CPU hours. Calculation of electrical conductivity will add 2000-3000 CPU hours, while the most costly calculations are those of diffusion, requiring 20 000 -40 000 CPU hours. With the approach benchmarked with the state of the art EOS (WP), where available, we are confident in the method and will proceed to the regions of phase space of most interest to electrical break down in water switches. For increasingly higher temperatures, at first QMD and SESAME pressures deviate more strongly, as shown in Figure 2 . The SESAME pressure is too high due to overestimation of dissociation in the regime around 10 000 K. In our simulations at 10 000 K, water is not fully dissociated whereas the SESAME limiting pressure at low density goes towards a fully dissociated ideal gas. Figure 9 . Pressure/density isotherms for SESAME 7150 (dashed), our modified table (full line), and QMD results (points). Left: 10000 K (light blue), 22 0000 K (gold), and 44 000 K (magenta). The SESAME EOS overestimates the pressure at intermediate temperatures, at temperatures where water is fully dissociated the agreement is again very good between the QMD and SESAME pressures.
At higher temperatures, where water is fully dissociated in the QMD simulations, the agreement is again very good. From this behavior, we conclude that modifications of the SESAME EOS are necessary in the region around 10 000 K, while it is sufficiently accurate in the remaining regions investigated. Pressure isotherms between 2000 K and 30 000 K were scaled to agree with the QMD results, the internal energy was subsequently integrated using the thermodynamic identity, and offset using the calculated internal energy from the QMD calculations. The resulting table is a thermodynamically consistent equation of state for water in the difficult regime where dissociation plays an important role.
DC conductivity
The arguably least know property of water in the HEDP regime is the electrical conductivity. Although there exists a qualitative picture, obtained from experiments and some simulations, quantitative data has been scarce over a large region of the phase-diagram. Qualitatively, water, when compressed, will dissociate and transition into a proton conducting ionic fluid. Upon further compression and increased temperature, water becomes an electronic conductor. A main goal of this project was to develop a quantitative picture of the conductivity of water. Figure 10 shows the calculated conductivity over a wide range, both electronic and ionic. At 2000 K, ionic conductivity dominates over electronic for all densities while the opposite is true above 8000 K. The transition occurs between 4000 K and 6000 K, where the ionic and electronic conductivities are comparable, outside the super-ionic phase. The combined behavior becomes particularly complex at the transition into the super-ionic phase; there, the ionic conductivity continues to increase while the electronic conductivity drops sharply. 
Electrical conductivity
The electrical conductivity calculated from the Kubo-Greenwood formalism, Eq. 2, is shown in Figure 11 . We can identify five different regions of behavior: A) At 2000 K, and below there is no appreciable electrical conductivity. B) Beginning at 4000 K, there is significant electronic conductivity over a large range of densities, outside the super-ionic phase. C) The super-ionic phase of water has a decidedly suppressed conductivity. D) At 10 000 K, and below, the conductivity falls rapidly with lower density due to localization. E) Beginning at 22 000 K there is conductivity also at low density, due to ionization and the increased density of states (DOS) for lower density. At 44 000 K the ionization and DOS dominate the conduction, resulting in a weakly varying conductivity with density.
Figure 11
Electrical conductivity for water at different temperatures, ranging from 4000 K to 70 000 K, as color coded in the picture. The sharp drop in conductivity at 4000 K and 6000 K is due to the phase-transition from conducting fluid to super-ionic.
Ionic conductivity
As the density increases, water molecules begin to dissociate, and water turns into an ionic conductor. This transition is rather rapid. As shown in Figure 12 , we predict that the ionic conductivity increases more than an order of magnitude when the density is increased from 1.2 to 2.2 g/cm 3 . The reduction due to Eq. 1 is important, also shown in Figure 12 is the conductivity if the diffusion coefficient for all hydrogen atoms is included. This is in particular the case for 2000 K, the mobility of water molecules is large enough that interpreting the resulting hydrogen mass transport as conducting will yield a high conductivity also for lower densities, where there is no appreciable dissociation. 
CONCLUSIONS
During the project, we have developed a significantly improved understanding of the complex behavior of water. We have revised the phase-diagram in the HEDP region as well as established a quantitative knowledge of the electrical conductivity of water. The tools and expertise advanced during the project can be applied to other molecular systems, for example, methane, ammonia, and CH foam. We are now well positioned to treat also complex molecular systems in the HEDP regime of phase-space. The electrical conductivity and structure of water between 2000-70 000 K and 0:1-3:7 g=cm 3 is studied by finite temperature density functional theory (DFT). Proton conduction is investigated quantitatively by analyzing diffusion, the pair-correlation function, and Wannier center locations, while the electronic conduction is calculated in the Kubo-Greenwood formalism. The conductivity formulation is valid across three phase transitions (molecular liquid, ionic liquid, superionic, electronic liquid). Above 100 GPa the superionic phase directly borders an electronically conducting fluid, not an insulating ionic fluid, as previously concluded. For simulations of high energy-density systems to be quantitative, we conclude that finite temperature DFT should be employed. Knowledge of the electronic properties of water is essential for correctly describing the physics of, e.g., giant planets and shock waves in water. The behavior of water is complex due to the dual nature of conduction (ionic and electronic) and an intricate phase diagram. A predicted high-energy-density phase of water [1] was recently confirmed [2, 3] , adding superionic to the already rich variety of water phases: solid ice (h) to ice XI, liquid, and vapor. Here, we present calculations from first principles of both the ionic and electronic conductivity of water for a wide range of phase space in temperature and pressure, providing quantitative knowledge where little or no previous data are available. The calculations employ a finite temperature Fermi occupation of the electronic states [4] , leading to a change in the predicted phase diagram.
Although a qualitative picture of water electrical conductivity has emerged, founded on experiments [5] [6] [7] and simulations [1] [2] [3] 8] , much needed quantitative information is scarce. Since experiments can only access certain areas of the phase diagram, and require modeling as a part of the analysis, calculations from first principles arise as a main approach. Density functional theory (DFT) calculations were done with VASP [9] , where the Kohn-Sham equations [10] are solved in a plane-wave basis set. Projector augmented wave potentials [11] are used with PBE [12] for exchange or correlation. A Wannier center projection is made for each time step [13] . Most simulations were done using the deuterium mass, reducing computational cost. Both H 2 O and D 2 O were, however, examined for 2000 K at 2.3 and 3 g=cm 3 , yielding a diffusion isotope effect of 1.3, close to the classical 2 p [14] . A 900 eV plane-wave cutoff energy was chosen to give pressures converged to within 2%. The occupation of bands is set by a Fermi distribution [4] . Our calculations hence differ from the method used in previous studies [1] [2] [3] 8] , where the computationally efficient scheme by Car and Parrinello [15] , propagating the electronic degrees of freedom close to the zerotemperature Born-Oppenheimer surface, was used [16, 17] . The simulations are in the NVT ensemble using a Nosé thermostat. Pressures, energy, and other properties are calculated as averages after equilibration. The electronic conductivity is calculated using the KuboGreenwood formula [18] on 15-20 snapshots from the molecular-dynamics (MD) simulation. About 8 empty bands per water molecule are included in these calculations. Convergence of DFT simulations is of utmost importance [19] . Depending on density and temperature, simulation cells and times vary [20, 21] . The gamma point is used for most MD simulations [22] while the mean value point (1=4, 1=4, 1=4) is used for conductivity calculations [21, 22] . By a partition of the hydrogen diffusion and a robust method of defining bonds in dense systems, we calculate ionic conduction through the transition from insulating molecular liquid to fully dissociated ionic liquid. The equation of state, ionic conductivities, and electronic conductivities are thus calculated employing a common theoretical platform.
The calculated phase diagram is presented in Fig. 1 . With increasing pressure, molecular water dissociates into an ionic liquid, followed by oxygen atoms freezing into the superionic phase. At higher temperature, the fluid is electronically conducting. We find that above 4000 K and 100 GPa, the fluid bordering the superionic phase is conducting. Earlier works instead have the superionic phase bordering an insulating fluid, with a transition to metallic fluid at 7000 K and 250 GPa [1] . This is not a revision without consequences, since the Neptune isentrope [1] is located in this region. The reason for our different result is the finite temperature treatment of the electronic degrees of freedom. By changing the temperature of the Fermi distribution, the electronic structure switches from a metal to an insulator. The effect is documented in Table I and illustrated in Fig. 2 . At normal conditions, PBE underestimates the band gap for water (4.4 vs 6.8 eV). The band closure observed in the simulations, however, is caused by a combination of density, pressure, molecular dissociation, and electronic temperature. It is hence impossible to estimate the true band gap by comparisons to normal conditions. Quantum Monte Carlo (QMC) simulations would provide valuable information, however, QMC is still computationally well beyond reach for this system. The importance of considering the thermal population of electronic states when performing DFT simulations in the high energy-density physics (HEDP) region is a general finding, independent of the outcome of future calculations, or experiments, for this particular system.
The transition shown in Fig. 2 does not occur instantaneously with a different electronic temperature, it takes of the order 20 -100 fs for the new electronic structure to develop, suggesting that reorientation of atoms is required. The transition is seen in the projected local orbital character of the highest occupied state; it changes character from S to P, as seen in Fig. 2 . From a computational point of view, the transition time implies that postprocessing snapshots from zero K electronic temperature simulations is not equivalent to a full simulation using finite electronic temperature.
We propose that fast optical diagnostics could be used to investigate this transition, providing information on the electron-ion coupling in H 2 O. Shock heating yields hot ions with cold electrons, a state we predict is an insulator. As the system equilibrates through ion/electron scattering, we anticipate a transition to electronic conduction.
Understanding the phase transition from a molecular fluid to a fully dissociated ionic fluid is important for modeling electrical breakdown and other phenomena in shocked water. In this region, a fraction of the hydrogen atoms are dissociated (conducting) while others remain bound as H 2 O (nonconducting). Proton diffusion in normal state water occurs via a structural diffusion mechanism involving H , OH ÿ , and H 3 O [14,23]. We use Wannier centers (WC) [13, 21] to characterize the charge transport. In water at 1000 K=1 g=cm 3 , all H atoms are located 0.5 A from a WC; they are bound as H 2 O. An excess proton, under the same conditions, moves on a path taking it at a distance of 0.75-1.15 A from two or three WCs, simultaneously, before reattaching as a H 3 O . We find a striking similarity to this behavior in the WC dynamics of the denser systems: H atoms are either bound (r WCÿH 0:5) or they are mobile (0:75 r WCÿH 1:15 . Superimposed is a constant-electron-density surface (gold) projected from the HO state. Using the true temperature induces a shift from S to P character, changing the structure from being localized to spanning the cell, enabling conduction. The shift takes 20 -100 fs to appear after changing the electronic temperature from T e 1000 K to T e 4000 K. The left snapshot is taken from this transition period, the right snapshot after the system is in equilibrium at T e 4000 K. 
Although, by construction, D H is insensitive to [25], we must define ''bound''. To distinguish scattering from bonds, we consider two atoms bound if they are within a cutoff distance during a time interval. We use the paircorrelation function, with gr 1; beyond this point, the concept of bond weakens rapidly. Using the minimum of gr has been proposed [3] but the minimum is often flat and leads to very large bonded complexes [26] . Results should not be sensitive to the specific choice of cutoff. Table II shows that it is meaningful to extract the H 2 O fraction, , in the transition regime between molecular and ionic liquid. Although the ions H , OH ÿ , and H 3 O can be considered stable over several fs, the absolute fractions of them depend sensitively on both cutoff criteria, underscoring the difficulty to quantify composition in warm dense systems. Figure 3 shows calculated conductivity (ionic and electronic) with available experimental data. At 2000 K there is only proton conduction. At 4000 K, the ionic and electronic contributions in the fluid are comparable, while the superionic phase, as expected [1] , exhibits a surpressed electronic conductivity. At 6000 K, electronic conduction begins to dominate, and at 8000 K it is an order of magnitude larger than the contribution from protons. Above 22 000 K, water is dissociated and ionization is significant; the increase in density of states for larger specific volume maintains conductivity at low density. Figure 3 displays how Eq. (1) yields a rapid onset of conductivity with increased density due to pressure induced dissociation. Ignoring the nonconducting hydrogen motion results in overestimation of the conductivity. We predict that experiments at 1:5 g=cm 3 will show a very low conductivity. Finally, we note that in the fully dissociated regime there is no difference between the new formulation and the standard relationship between diffusion and conduction. 
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Recent optical measurements [7] demonstrate a gradual onset of reflectivity along the principal Hugoniot, followed by saturation at R 0:4. We find the following reflectivities: 0.1 (4000 K, 2:5 g=cm 3 ), 0.2 (8000 K, 2:7 g=cm 3 ), 0.3 (10 000 K, 2:7 g=cm 3 ), 0.4 (22 000 K, 2:5 g=cm 3 ), and 0.3 (44 000 K, 1:8 g=cm 3 ), well in line with the experimental data [7] . Our calculations thus agree with experiments for total conductivity and reflectivity.
In summary, our comprehensive analysis of conduction in water reveals a rapid transition to ionic conduction at 2000 K and 2 g=cm 3 , while electronic conduction dominates at temperatures at and above 6000 K. The phase diagram of water is further delineated in the HEDP region, with the superionic phase bordering a conducting fluid above 4000 K and 100 GPa. The resulting increase in electrical conductivity will affect calculations of thermophysical conditions in giant planets as well as how conduction is analyzed in shocked water (electrical breakdown). For first-principles simulations of HEDP systems to be of high fidelity, we show that it is important to include a thermal distribution of the electronic degrees of freedom. We anticipate this work will influence future DFT simulations in the HEDP regime.
We 
APPENDIX B: EPAPS MATERIAL FOR PHYSICAL REVIEW LETTERS 97, 017801 (2006)
) ( 
) r E 9 g t 
