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Abstract
Complex powers of a class of hypoelliptic pseudodifferential operators in Rn, as well as their heat kernels
are studied. An application to the Schatten–von Neumann property of pseudodifferential operators is given.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Pseudodifferential operators; Weyl–Hörmander calculus; Complex powers; Non-negative operators; Global
hypoellipticity
1. Introduction
Complex powers of pseudodifferential operators have been studied by several authors, starting
from the works of Seeley [29–31], where the ζ -function ζ(z) = TrAz for boundary value prob-
lems was introduced. Generalizations have been then considered, among others, by Kumano-go
and Tsutsumi [17], Kumano-go [16], Richard Beals [2,3], Robert [25], Helffer [12]. Indeed, the
study of poles of the zeta function has important applications to index theory, as showed in the
celebrated paper by Atiyah, Bott and Patodi [1], and Weyl asymptotics, for which we refer to
Duistermaat and Guillemin [9] and also to Shubin [32]. Among other applications, we point out
that the study of bounded imaginary powers of pseudodifferential operators also gives informa-
tions on the maximal regularity for evolution equations, in view of the theorem of Dore and
Venni [8]; see for example Coriasco, Schrohe and Seiler [7] and the references therein.
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manifolds with boundary with a given boundary fibration structure; the operators considered are
then elliptic in a calculus which is not, in general, temperate (such as, e.g., the b-calculus [22]).
In this context one is interested in the relationships with the geometric properties of the under-
lying manifold; we refer, for example, to the recent contributions by Schrohe [26,27], Loya [19,
20], Melrose and Nistor [24], and Lauter and Moroianu [18]. In the last two papers the com-
plex powers are used to define various Wodzicki-type residues as generators of the Hochschild
cohomology in dimension 0.
In this paper we consider pseudodifferential operators in Rn, whose Weyl symbol belongs to
Hörmander’s classes S(m,g) associated with a weight function m and a Riemannian metric g,
which are temperate and slowly varying; see Hörmander [15, Chapter XVIII]. In this context
complex powers have been already considered by Robert [25] for (globally) elliptic symbols
diverging at infinity, and consequently with compact resolvent.
Here we treat very general (globally) hypoelliptic operators (see Definition 2.2) whose spec-
trum may have zero as an accumulation point and whose Weyl symbol is allowed to tend both to
zero and to infinity in different directions. For example, the reader may consider the operator
−+ 〈x〉−2α with 0 < α < 1
(where 〈x〉 = (1 + |x|2)1/2) as a model case. This operator can be regarded as a second or-
der operator in the so-called scattering calculus, which corresponds to the choice m = 〈ξ 〉2 and
gx,ξ = 〈x〉−2|dx|2 +〈ξ 〉−2|dξ |2 (see Melrose [23], and also Schrohe [27] for complex powers of
scattering-type operators). However it is not hypoelliptic in that class, in the sense that the deriv-
atives of the symbol weighted according to that metric are not controlled by the symbol itself. In-
stead, the symbol is hypoelliptic (for 0 < α < 1) as an element of the class S(m,g) for m = 〈ξ 〉2
and gx,ξ = 〈x〉−2|dx|2 + 〈x〉2α〈ξ 〉−2|dξ |2. Moreover its spectrum is the real semi-axis [0,∞).
Our analysis will be based on the definition of complex powers of a non-negative operator due
to Balakrishnan. As an application we will also study the semigroup generated by a non-negative
pseudodifferential operator, that is its heat kernel.
Finally we briefly mention another application of our results to the so-called Schatten–
von Neumann property for pseudodifferential operators (see, e.g., [11]). More precisely, we ob-
tain the following necessary and sufficient conditions (see also [5]):
Ψ (m,g) ⊂ Sp
(
L2
) ⇐⇒ m ∈ Lp(R2n), 1 p < ∞,
where Ψ (m,g) is the space of the closures in L2 of the operators with Weyl symbol in S(m,g).
As usual, Sp(L2) denotes the class of compact operators in L2 whose sequence of singular values
is in p .
2. Hypoelliptic symbols
We work in the context of Weyl–Hörmander calculus: refer to [15, Chapter XVIII] and [14]
for further details.
We will employ the following notation. Given two functions f,g :X → R,
f (x) ≺ g(x) ∀x ∈ S ⊂ X,
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An admissible metric is a measurable function g : (x, ξ) → gx,ξ , of Rn × Rn into the set of
positive definite quadratic forms on Rn ×Rn, which is slowly varying, σ -temperate, and satisfies
the uncertainty principle h 1, where
h(x, ξ) =
(
sup
(t,τ )
gx,ξ (t, τ )
gσx,ξ (t, τ )
)1/2
,
and gσ is the dual quadratic form:
gσx,ξ (t, τ ) = sup
gx,ξ (y,η)=1
σ
(
(t, τ ); (y, η))2,
with respect to the standard symplectic form σ =∑ni=1 dξi ∧ dxi in Rn × Rn.
A g-weight is a positive measurable function m :Rn × Rn → R+, which is g-continuous and
(σ, g)-temperate.
A smooth function a :Rn × Rn → C is a symbol if there exists a g-weight m such that
sup
(x,ξ)
|a|gk (x, ξ)
m(x, ξ)
< ∞ for all k ∈ N,
where |a|g0(x, ξ) = |a(x, ξ)| and
|a|gk (x, ξ) = sup
(tj ,τj )
|a(k)((x, ξ); (t1, τ1), . . . , (tk, τk))|
gx,ξ (t1, τ1)1/2 · · ·gx,ξ (tk, τk)1/2 for k  1.
We denote by S(m,g) the class of all symbols of weight m and metric g.
S(m,g) is a Fréchet space with respect to the seminorms:
|a|k;S(m,g) = sup
(x,ξ)
|a|gk (x, ξ)
m(x, ξ)
(k ∈ N).
We set also ‖a‖k;S(m,g) = supjk |a|j ;S(m,g) (k ∈ N).
When a ∈ S(m,g), we define the pseudodifferential operator of Weyl symbol a as
Wau(x) = (2π)−n
∫
ei(x−y)·ξ a
(
1
2
(x + y), ξ
)
u(y)dy dξ.
Wa is a continuous operator on the Schwartz class S, with a continuous extension to the tempered
distributions S′.
The following theorem is proved (see [15, Theorem 18.5.4]).
Theorem 2.1. Given two symbols a ∈ S(m,g) and b ∈ S(p,g), we have that WaWb is a
pseudodifferential operator with symbol a # b ∈ S(mp,g) such that
RN(a, b) = a # b −
N∑ {a, b}j
(2i)j j ! ∈ S
(
mphN+1, g
) (2.1)
j=0
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{a, b}j =
[(
n∑
i=1
(
∂
∂ξi
∂
∂yi
− ∂
∂xi
∂
∂ηi
))j
a(x, ξ)b(y, η)
]
y=x
η=ξ
for j > 0.
More precisely, for each N,k ∈ N there exists an integer lN,k such that
∥∥RN(a, b)∥∥k;S(mphN+1,g) ≺ ‖a‖lN,k;S(m,g)‖b‖lN,k;S(p,g)
for all a ∈ S(m,g) and all b ∈ S(p,g).
The following is a generalization of the definition of hypoelliptic symbol given by Tulovskiıˇ
and Shubin, see [33] and [32, §25].
Definition 2.2. A symbol a ∈ S(m,g) is g-hypoelliptic if there exists a positive constant R such
that:
(i) for all k ∈ N we have1
|a|gk (x, ξ) ≺
∣∣a(x, ξ)∣∣ for ∣∣(x, ξ)∣∣R; (2.2)
(ii) there exists a g-weight m0 such that∣∣a(x, ξ)∣∣ m0(x, ξ) for ∣∣(x, ξ)∣∣R. (2.3)
When m0 = m we say that the symbol a is g-elliptic.
We denote by HS(m,m0;g) the class of g-hypoelliptic symbols belonging to S(m,g) and
satisfying (2.3).
Remark. We do not require a to be slowly varying or temperate.
Now we prove a lemma we shall need later on.
Lemma 2.3. Given two smooth functions a, b :Rn × Rn → C, we have
∣∣{a, b}j ∣∣gk  (2n)j k∑
l=0
(
k
l
)
|a|gj+l |b|gj+k−lhj
for all k ∈ N, and all j ∈ Z+.
1 |(x, ξ)|2 = |x|2 + |ξ |2 =∑ni=1 x2i +∑ni=1 ξ2i .
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linear transformation χ and n positive real numbers λ1, . . . , λn such that
gx,ξ ◦ χ(t, τ ) =
n∑
i=1
λi
(
t2i + τ 2i
) ∀(t, τ ).
In particular, by symplectic invariance of gσ , we have h(x, ξ) = supλi .
Now one shows by induction that
{a ◦ χ,b ◦ χ}j = {a, b}j ◦ χ,
and
{a, b}j =
∑
|α+β|=j
(−1)βj !
α!β! ∂
α
ξ ∂
β
x a∂
β
ξ ∂
α
x b
for all j ∈ Z+.
Let (x, ξ) = χ(y,η); then we have∣∣{a, b}∣∣(k)
j
(
(x, ξ);χ(t1, τ1), . . . , χ(tn, τn)
)
=
∑
|α+β|=j
(−1)βj !
α!β!
(
∂αη ∂
β
y (a ◦ χ)∂βη ∂αy (b ◦ χ)
)(k)(
(y, η); (t1, τ1), . . . , (tn, τn)
)
.
Now we let (x, ξ) = X, (y, η) = Y , (ti , τi) = Ti , and we denote by E1, . . . ,En,F1, . . . ,Fn
the standard basis of Rn × Rn. Then, thanks to Leibnitz formula for differentials, we have∣∣{a, b}∣∣(k)
j
(
X;χ(T1), . . . , χ(Tk)
)
=
∑
|α+β|=j
(−1)βj !
α!β!
k∑
i=0
∑
1p1<···<pk−ik
1q1<···<qik
pr =qs , ∀r,s
(
∂
(α,β)
Y (a ◦ χ)
)(k−i)
(Y ;Tp1 , . . . , Tpk−i )
× (∂(β,α)Y (b ◦ χ))(i)(Y ;Tq1 , . . . , Tqi )
=
∑
|α+β|=j
(−1)βj !
α!β!
k∑
i=0
∑
1p1<···<pk−ik
1q1<···<qik
pr =qs , ∀r,s
a(j+k−i)
(
X;χ(E1), . . .︸ ︷︷ ︸
β1
, . . . , χ(En), . . .︸ ︷︷ ︸
βn
, . . . ,
χ(F1), . . .︸ ︷︷ ︸
α1
, . . . , χ(Fn), . . .︸ ︷︷ ︸
αn
,χ(Tp1), . . . , χ(Tpk−i )
)
× b(j+i)(X;χ(E1), . . .︸ ︷︷ ︸
α1
, . . . , χ(En), . . .︸ ︷︷ ︸
αn
, . . . , χ(F1), . . .︸ ︷︷ ︸
β1
, . . . , χ(Fn), . . .︸ ︷︷ ︸
βn
,
χ(Tq1), . . . , χ(Tqi )
)
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k∑
i=0
(
k
i
)
|a|gj+k−i (X)|b|gj+i (X)
∑
|α+β|=j
j !
α!β!λ
αλβgX
(
χ(T1)
)1/2 · · ·gX(χ(Tk))1/2
 (2n)j
k∑
i=0
(
k
i
)
|a|gj+k−i (X)|b|gj+i (X)h(X)jgX
(
χ(T1)
)1/2 · · ·gX(χ(Tk))1/2. 
Every pseudodifferential operator Wa is closable in L2. We denote by Wa its closure. When
h is small enough, one can show that hypoelliptic operators have essentially only one closed
extension.
Theorem 2.4. Consider a g-hypoelliptic symbol a ∈ HS(m,m0;g) and assume there exists N0 ∈
N such that
hN0 ≺ inf{1,m0}
m
. (2.4)
Then the minimal and the maximal extension of Wa to L2 coincide.
Proof. See [5, Theorem 2.5]. 
3. Complex powers
We want to study complex powers of hypoelliptic pseudodifferential operators. So we begin
by recalling some results on complex powers of a non-negative operator. Refer to [21] for proofs
and more details.
Definition 3.1 (Komatsu). A closed operator A on a Banach space X is non-negative if:
(i) (−∞,0) is contained in the resolvent set of A;
(ii) supλ∈R+ λ‖(A+ λI)−1‖B(X) < ∞.
Set C+ = {z ∈ C: Re z > 0} and
γk(z) = Γ (k)
Γ (z)Γ (k − z) =
(k − 1)! sinπz
(k − 1 − z) · · · (1 − z)π (3.1)
for k ∈ Z+ and z ∈ C \ Z.
Proposition 3.2. Consider a non-negative operator A on a Banach space X.
Given z ∈ C+, and u ∈D(A[Re z]+1) we have that the integral
I zA,ku = γk(z)
∞∫
0
λz−1
[
A(A+ λI)−1]kudλ
is convergent for all integers k > Re z.
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I zA,k+1u = I zA,ku ∀k > Re z.
Proof. See [21, Proposition 3.1.3]. 
Definition 3.3 (Balakhrishnan). Given a non-negative operator A on a Banach space X and a
complex number z ∈ C+, define a new operator J zA on X as{
D(J zA) =D(A[Re z]+1),
J zAu = I zA,ku for any k > Re z.
Theorem 3.4. Assume that A is a non-negative, densely defined operator on a Banach space X,
then
Az = J zA, z ∈ C+,
is the unique family of operators which enjoys the following set of properties:
(i) D(J zA) ⊂D(Az);
(ii) Az is closed;
(iii) Ak = AA · · ·A︸ ︷︷ ︸
k-times
, with k ∈ Z+;
(iv) AzAw = Az+w ;
(v) (Spectral Mapping Theorem) The spectrum of Az is given by2
σ
(
Az
)= {λz: λ ∈ σ(A)};
(vi) For all u ∈D(An), with n ∈ Z+, the mapping
z → Azu
is analytic in the strip {z ∈ C: 0 < Re z < n}.
Proof. See [21, Theorems 3.1.5 and 3.1.8, Corollary 5.1.12 and Section 6.2]. 
Assume now that A is the closure in L2 of a non-negative pseudodifferential operator Wa . In
next Theorem 3.6 we show that under suitable hypotheses Wza is pseudodifferential.
Definition 3.5. We say that an admissible metric g satisfies the strong uncertainty principle, if
there exists a positive constant δ such that
h(x, ξ) ≺ 〈x, ξ 〉−δ ∀(x, ξ), (3.2)
2 The complex power λz is the principal branch λz = exp(z(log |λ| + i argλ)), with −π < argλ π .
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Theorem 3.6. Consider an admissible metric g satisfying the strong uncertainty principle and a
g-hypoelliptic symbol a ∈ HS(m,m0;g) such that
Rea(x, ξ)−R∣∣Ima(x, ξ)∣∣ (3.3)
for |(x, ξ)|R, where R is a positive constant such that estimates (2.2) and (2.3) are satisfied.
Assume that Wa is non-negative. Let
a0 =
(|a|χ + 1 − χ)ei(arga)χ , (3.4)
where χ :Rn × Rn → [0,1] is a smooth function such that
χ(x, ξ) =
{
0, if |(x, ξ)|R,
1, if |(x, ξ)| 2R.
Then for all z ∈ C+ there exists a g-hypoelliptic symbol
a#z ∈ S(mRe z,mRe z0 ;g)
such that:
(i) for all k ∈ N and z ∈ C+ we have∣∣a#z − az0∣∣gk (x, ξ) ≺ ∣∣a0(x, ξ)∣∣Re zh(x, ξ) ∀(x, ξ) (3.5)
(az0 is the principal branch);
(ii) for all z ∈ C+ we have
Wza =Wa#z .
Proof. We shall prove this theorem in Section 5. 
Remark. From Theorems 3.4 and 3.6 it follows that a#k = a # · · · # a︸ ︷︷ ︸
k-times
, when k ∈ Z+.
We are also able to give a simple description of the domain of Wza :
Corollary 3.7. Under the hypotheses of Theorem 3.6, we have that
D
(
Wza
)= {u ∈ L2: W˜a#zu ∈ L2} for all z ∈ C+,
where W˜a#z denotes the extension of Wa#z to the tempered distributions S′.
Proof. Because a#z is hypoelliptic, the result follows from Theorems 3.6 and 2.4. 
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We need several lemmas. The proof of the first lemma is elementary and is left to the reader.
Lemma 4.1. Consider a smooth function a0 :Rn × Rn → C. Assume there exists a positive con-
stant R such that
Rea0(x, ξ)−R
∣∣Ima0(x, ξ)∣∣ for all (x, ξ). (4.1)
Then we have ∣∣a0(x, ξ)∣∣√1 +R2∣∣a0(x, ξ)+ λ∣∣,
λ
√
1 +R2∣∣a0(x, ξ)+ λ∣∣ (4.2)
for all (x, ξ) and λ 0.
Lemma 4.2. Consider an admissible metric g and a smooth function a0 :Rn×Rn → C satisfying
(4.1) and such that for all k ∈ Z+
|a0|gk (x, ξ) ≺
∣∣a0(x, ξ)∣∣ for all (x, ξ).
Then, for all k ∈ Z+ we have∣∣(a0 + λ)−1∣∣gk (x, ξ) ≺ 1|a0(x, ξ)+ λ| for all (x, ξ) and λ > 0.
Proof. From (4.2) we have |a0 + λ| > 0 for all (x, ξ) and λ > 0. Then from estimate [15,
(18.4.4)], for all k ∈ Z+ we have
∣∣(a0 + λ)−1∣∣gk (x, ξ) ≺ 1|a0(x, ξ)+ λ|
(
k∑
j=1
( |a0 + λ|gj (x, ξ)
|a0(x, ξ)+ λ|
)1/j)k
≺ 1|a0(x, ξ)+ λ|
(
k∑
j=1
( |a0(x, ξ)|
|a0(x, ξ)+ λ|
)1/j)k
≺ 1|a0(x, ξ)+ λ| for all (x, ξ) and λ > 0,
thanks to Lemma 4.1. 
From the strong uncertainty principle and Lemma 4.1 one easily obtains the following lemma.
Lemma 4.3. Consider an admissible metric g satisfying the strong uncertainty principle and a
continuous function a0 :Rn × Rn → C satisfying (4.1). Assume there exist three positive con-
stants ν, ν0,R such that
〈x, ξ 〉−ν0 ≺ ∣∣a0(x, ξ)∣∣≺ 〈x, ξ 〉ν. (4.3)
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h(x, ξ)ν0/δ(1 + λ) ≺ ∣∣a0(x, ξ)+ λ∣∣≺ h(x, ξ)−ν/δ(1 + λ) (4.4)
for all (x, ξ) and λ 0.
Lemma 4.4. Consider an admissible metric g satisfying the strong uncertainty principle, two
g-weights μ and θ , and a smooth function a0 satisfying the hypotheses of Lemma 4.3. Assume
that for all λ ∈ R+ two symbols φλ and ψλ are given, such that for all k ∈ N we have
|φλ|gk ≺ |a0|L
′ |a0 + λ|M ′hN ′ , |ψλ|gk ≺ |a0|L
′′ |a0 + λ|M ′′hN ′′ (4.5)
for all (x, ξ) and λ > 0, with L′,L′′,M ′,M ′′,N ′,N ′′ ∈ R.
Then for all N,k ∈ N we have
|φλ # ψλ|gk ≺ |a0|L
′+L′′ |a0 + λ|M ′+M ′′hN ′+N ′′, (4.6)
and ∣∣RN(φλ,ψλ)∣∣gk ≺ |a0|L′+L′′ |a0 + λ|M ′+M ′′hN ′+N ′′+N+1 (4.7)
for all (x, ξ) and λ > 0. In (4.7) RN(φλ,ψλ) is defined in (2.1).
Proof. From (4.5) and (4.4), for all k ∈ N we obtain
‖φλ‖k;S(hγ ′ ,g) ≺ (1 + λ)M
′ ∀λ > 0,
‖ψλ‖k;S(hγ ′′ ,g) ≺ (1 + λ)M
′′ ∀λ > 0,
with3
γ ′ = (L′− +M ′−)ν0/δ − (L′+ +M ′+)ν/δ +N ′,
γ ′′ = (L′′− +M ′′−)ν0/δ − (L′′+ +M ′′+)ν/δ +N ′′.
From Lemma 2.3 and Theorem 2.1 for all N0, k ∈ N there exists an integer lN0,k N0 + k such
that
|φλ # ψλ|gk ≺ ‖φλ‖glN0,k‖ψλ‖
g
lN0,k
+ ∣∣RN0(φλ,ψλ)∣∣gk
≺ ‖φλ‖glN0,k‖ψλ‖
g
lN0,k
+ ∥∥RN0(φλ,ψλ)∥∥k;S(hγ ′+γ ′′+N0+1,g)hγ ′+γ ′′+N0+1
≺ ‖φλ‖glN0,k‖ψλ‖
g
lN0,k
+ ‖φλ‖lN0,k;S(hγ ′ ,g)‖ψλ‖lN0,k;S(hγ ′′ ,g)h
γ ′+γ ′′+N0+1
≺ |a0|L′+L′′ |a0 + λ|M ′+M ′′hN ′+N ′′ + (1 + λ)M ′+M ′′hγ ′+γ ′′+N0+1
for all (x, ξ) and λ > 0.
3 As usual we set x− = min{x,0} and x+ = max{x,0}.
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N0 
(
L′+ +L′′+
)
ν0/δ −
(
L′− +L′′−
)
ν/δ
+ (M ′+ +M ′′+)ν0/δ − (M ′− +M ′′−)ν/δ +N ′ +N ′′ − γ ′ − γ ′′ − 1
= (|L′| + |L′′| + |M ′| + |M ′′|)(ν0 + ν)/δ − 1.
The proof of (4.7) is similar. 
Theorem 4.5. Consider an admissible metric g satisfying the strong uncertainty principle and a
g-hypoelliptic symbol a ∈ HS(m,m0;g) satisfying (3.3).
Then for each λ ∈ R+ there exists a g-hypoelliptic symbol
qλ ∈ HS
(
m−10 , (m+ λ)−1;g
)
,
such that:
(i) for all k ∈ N we have∣∣∣∣qλ − 1a0 + λ
∣∣∣∣g
k
≺ h|a0 + λ| ∀(x, ξ, λ) ∈ R
n × Rn × R+, (4.8)
where a0 is defined in (3.4);
(ii) for all k,N ∈ N we have {
|1 − qλ # (a + λ)|gk ≺ hN,
|1 − (a + λ) # qλ|gk ≺ hN
(4.9)
for all (x, ξ) and for λ > 0.
Proof. Thanks to temperance there exist two positive constant ν0 and ν such that
m0  〈x, ξ 〉−ν0 and m ≺ 〈x, ξ 〉ν ∀(x, ξ). (4.10)
Then one checks that a0 satisfies the hypotheses of Lemmas 4.1–4.3. Indeed, thanks to (3.3),
arga0 = (arga)χ is well defined and smooth. Moreover a0 never vanishes and coincides with a
when |(x, ξ)| 2R. Finally, (4.1) is equivalent to
| arga0| π − arctan 1
R
,
which follows from (3.3) and the inequality 0 χ  1.
Define
r1,λ = 1 − (a0 + λ)−1 # (a + λ),
a1 = a − a0. (4.11)
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|a1|gk ≺ 〈x, ξ 〉−νh ≺ |a0|h ≺ |a0 + λ|h,
|a + λ|gk ≺ |a0 + λ| (4.12)
for all (x, ξ) and λ > 0. Then from Lemma 4.4 we may conclude that for all k ∈ N we have
|r1,λ|gk ≺
∣∣∣∣ a1a0 + λ
∣∣∣∣+ ∣∣R0((a0 + λ)−1, a + λ)∣∣gk ≺ h (4.13)
for all (x, ξ) and λ > 0 (R0 is defined in (2.1)).
Define r0,λ = 1 and rj,λ = r1,λ # · · · # r1,λ (j -times), when j  1. Then from Lemma 4.4, for
all j, k ∈ N we have
|rj,λ|gk ≺ hj , (4.14)∣∣rj,λ # (a0 + λ)−1∣∣gk ≺ hj|a0 + λ| (4.15)
for all (x, ξ) and λ > 0.
Now we want to carry out an asymptotic sum of the symbols rj,λ # (a0 + λ)−1. We make use
of the following general result which is a simplified version of [28, Proposition 1.1.17].
Lemma 4.6. Consider a decreasing sequence X0 ⊃ X1 ⊃ · · · ⊃ Xn ⊃ Xn+1 ⊃ · · · , of Fréchet
spaces such that for all j ∈ N the inclusion Xj+1 ⊂ Xj is continuous, and set X =⋂∞n=0 Xn.
Assume that for all j ∈ N and all s ∈ R+ there exists a linear operator Lj,s :Xj → Xj which
enjoys the following properties:
(i) for all j ∈ N and all c ∈ R+ we have
y −Lj,sy ∈ X for all y ∈ Xj ;
(ii) if (pj,k)k∈N is a sequence of seminorms defining the topology of Xj , then for all j, k ∈ N
there exists (j, k) j, k such that
lim
s→∞pj,k(Lm,sy) = 0
for all m (j, k) and all y ∈ Xm.
Then, for every sequence xj ∈ Xj there exists a sequence of real numbers sj ∈ R+ such that
the series
∑∞
j=k Lj,sj xj converges in Xk for all k ∈ N. If we set x =
∑∞
j=0 Lj,sj xj ∈ X0, we
have that
x −
n∑
j=0
xj ∈ Xn+1 for all n ∈ N. (4.16)
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x is uniquely determined by the sequence (xj ), up to an element in X.
Now we go back to the proof of our theorem. For each j ∈ N, let Xj be the space of families
of smooth functions fλ :Rn × Rn → C, λ ∈ R+, such that
pj,k(fλ) = sup
(x,ξ)∈Rn×Rn
λ∈R+
|a0(x, ξ)+ λ||fλ|gk (x, ξ)
h(x, ξ)j
< ∞
for all k ∈ N.
Then define Lsfλ = χsfλ, for s ∈ R+ where χs(x, ξ) = χ(x/s, ξ/s). It is clear that fλ −
Lsfλ = (1 − χs)fλ ∈ S⊂ X, for all fλ ∈ X0 and all s ∈ R+.
Now it is not difficult to see that lims→∞ pj,k(χsfλ) = 0 for all j, k ∈ N and f ∈ Xl , with
l > j . Therefore, by Lemma 4.6 there exists qλ ∈ X0 such that
qλ −
N∑
j=0
rj,λ # (a0 + λ)−1 ∈ XN+1 ∀N ∈ N. (4.17)
Estimate (4.8) follows from (4.17) with N = 0. Moreover, for all k ∈ N we have
|qλ|gk (x, ξ) ≺
1
|a0(x, ξ)+ λ| for all (x, ξ) and λ > 0, (4.18)
because qλ ∈ X0.
Because h(x, ξ) → 0 as |(x, ξ)| → ∞, (4.8) and (4.18) imply that qλ ∈ HS(m−10 ,
(m+ λ)−1;g).
It remains to prove estimates (4.9). We have
1 − qλ # (a + λ)
= 1 −
N∑
j=0
rj,λ # (a0 + λ)−1 # (a + λ)−RN(qλ, a + λ) # (a + λ)
= 1 −
N∑
j=1
r1,λ # · · · # r1,λ # (1 − r1,λ)−RN(qλ, a + λ) # (a + λ)
= rN+1,λ −RN(qλ, a + λ) # (a + λ) ∈ XN+1,
which by Lemma 4.4 implies the first one of the estimates (4.9).
In order to prove the second one of the estimates (4.9), we observe that starting from
r˜1,λ = 1 − (a + λ) # (a0 + λ)−1
and
r˜j,λ = r˜1,λ # · · · # r˜1,λ︸ ︷︷ ︸ (j  1),
j-times
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q˜λ ∼
∞∑
j=0
(a0 + λ)−1 # r˜j,λ ∈ X0,
such that for all k,N ∈ N we have∣∣1 − (a + λ) # q˜λ∣∣gk ≺ hN for all (x, ξ) and λ > 0.
Thus, from Lemma 4.4, for all k,N ∈ N we have
|qλ − q˜λ|gk ≺
hN
|a + λ|
and therefore∣∣1 − (a + λ) # qλ∣∣gk  ∣∣1 − (a + λ) # q˜λ∣∣gk + ∣∣(a + λ) # (qλ − q˜λ)∣∣gk ≺ hN
for all (x, ξ) and λ > 0. 
Theorem 4.7. Under the hypotheses of Theorem 3.6, we have that for all λ > 0 the operator
Wa +λI :S→ S is invertible and Wa(Wa +λI)−1 :S→ S is a g-hypoelliptic pseudodifferential
operator with Weyl symbol
bλ ∈ HS
(
m/m0,m0/(m+ λ);g
)
such that for all k ∈ N we have the estimates∣∣∣∣bλ − a0a0 + λ
∣∣∣∣g
k
≺
∣∣∣∣ a0ha0 + λ
∣∣∣∣ (4.19)
for |(x, ξ)| 2R and λ > 0.
Proof. We begin by observing that from Theorem 4.5 we have the following global hypoellip-
ticity property: for all λ > 0 we have
u ∈ S′ & (W˜a + λI)u ∈ S ⇒ u ∈ S,
where W˜a is the extension of Wa to S′. Now we show that Wa + λI :S → S, and its extension
W˜a + λI :S′ → S′ to S′ are invertible for all λ > 0.
In fact Wa + λI is one-to-one because, by hypothesis, Wa + λI is. On the other hand we
know that4 R(Wa + λI) = L2. Therefore, given any f ∈ S ⊂ L2 there exists u ∈ L2 such that
(Wa + λI)u = f . But u ∈ S by hypoellipticity and therefore (Wa + λI)u = f , that is Wa + λI
is onto.
4 We denote by N(A) and R(A) respectively the null space and the range of a linear operator A.
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hypoelliptic also a¯ is g-hypoelliptic. It follows easily that Wa¯ + λI is one-to-one and onto and
therefore also W˜a + λI is, by transposition.
Then for all λ > 0 we may consider Wa(Wa + λI)−1 :S → S, as well as its extension
W˜a(W˜a + λI)−1 :S′ → S′. We want to show that this operator is pseudodifferential. We have
Wa(Wa + λI)−1 =WaWqλ +WqλWaW1−(a+λ)#qλ
+W1−qλ#(a+λ)Wa(Wa + λI)−1W1−(a+λ)#qλ . (4.20)
For all r, s ∈ R, consider the weighted Sobolev spaces:
Hr,s = {u ∈ S′: 〈x〉r 〈D〉su ∈ L2}= {u ∈ S′: 〈D〉r 〈ξ 〉s uˆ ∈ L2}.
Between Hr,s and H−r,−s there is a natural duality:
(u, v)L2  ‖u‖Hr,s‖v‖H−r,−s ∀u,v ∈ S. (4.21)
Moreover we have
S=
⋂
r,s
H r,s, S′ =
⋃
r,s
H r,s,
with the topologies of S and S′ equal to the initial and final topology of intersection and union.
In particular it follows that an operator is continuous from S′ into S if and only if it is continuous
from Hr,s into Hp,q for all r, s,p, q ∈ R.
From (4.9) and the strong uncertainty principle we obtain easily that for all r, s,p, q ∈ R we
have
‖W1−qλ#(a+λ)u‖Hr,s ≺ ‖u‖Hp,q , ‖W1−(a+λ)#qλu‖Hr,s ≺ ‖u‖Hp,q ,
‖W1−qλ#(a+λ)Wau‖Hr,s = ‖W(1−qλ#(a+λ))#au‖Hr,s ≺ ‖u‖Hp,q
for all u ∈ S and λ > 0. Let
Sλ = W˜1−qλ#(a+λ)W˜a(W˜a + λI)−1W˜1−(a+λ)#qλ . (4.22)
By hypothesis Wa + λI is non-negative, so we have
sup
λ>0
∥∥Wa(Wa + λI)−1∥∥B(L2)  1 + sup
λ>0
∥∥λ(Wa + λI)−1∥∥B(L2) < ∞.
It follows that for all r, s,p, q ∈ R we have
‖Sλu‖Hr,s ≺ ‖u‖Hp,q and ‖Sλu‖Hr,s ≺ 1
λ
‖u‖Hp,q ,
and therefore
‖Sλu‖Hr,s ≺ min
{
1,
1
λ
}
‖u‖Hp,q ≺ (1 + λ)−1‖u‖Hp,q (4.23)
for all u ∈ S and λ > 0.
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for all α,β ∈ Nn and M ∈ N the estimate
∣∣Dαξ Dβx σλ(x, ξ)∣∣≺ 〈x, ξ 〉−M1 + λ for all (x, ξ) and λ > 0,
that is
|σλ|gk (x, ξ) ≺
h(x, ξ)N
1 + λ for all (x, ξ) and λ > 0, (4.24)
by the strong uncertainty principle.
From (4.20) and (4.22) we obtain that Wa(Wa + λ)−1 is a pseudodifferential operator with
Weyl symbol
bλ = a # qλ + qλ # a − qλ # (a + λ) # qλ + σλ.
Then the result follows from Theorem 4.5, (4.11), (4.12), (4.24), and Lemmas 4.3 and 4.4. 
Corollary 4.8. For all λ > 0 we have that (Wa + λI)−1 is a g-hypoelliptic pseudodifferential
operator with Weyl symbol
a˜λ = 1
λ
(1 − bλ).
Proof. We have
(Wa + λI)−1 = 1
λ
(
I −Wa(Wa + λI)−1
)= 1
λ
(I −Wbλ). 
Remark. Because a # a˜λ = bλ, for all k ∈ N we have the estimate:∣∣∣∣a # a˜λ − a0a0 + λ
∣∣∣∣g
k
≺
∣∣∣∣ a0ha0 + λ
∣∣∣∣ (4.25)
for all (x, ξ) and λ > 0.
5. Proof of Theorem 3.6
In all of this section we assume that the hypotheses of Theorem 3.6 are satisfied. We set
a˜#0λ = 1 and a˜#kλ = a˜λ # · · · # a˜λ︸ ︷︷ ︸
k-times
(k ∈ Z+).
Lemma 5.1. Given any symbol q ∈ S(p,g), for all (x, ξ) and all k ∈ N, the function
R+  λ →
(
q # a˜#kλ
)
(x, ξ) (5.1)
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∂
∂λ
(
q # a˜#kλ
)
(x, ξ) = −k(q # a˜#(k+1)λ )(x, ξ). (5.2)
Proof. Because a˜λ is the symbol of the resolvent (Wa + λI)−1, it must satisfy the resolvent
identity
a˜λ − a˜λ0 = −(λ− λ0)a˜λ # a˜λ0,
from which, thanks to Theorem 4.7, Corollary 4.8 and Theorem 2.1, we obtain the estimate
∣∣a˜λ(x, ξ)− a˜λ0(x, ξ)∣∣≺ |(λ− λ0)|λλ0 ∀λ > 0,
which implies that λ → (q # a˜λ)(x, ξ) is continuous.
It follows that
(q # a˜λ)(x, ξ)− (q # a˜λ0)(x, ξ)
λ− λ0
= −(q # a˜λ # a˜λ0)(x, ξ) → −(q # a˜λ0 # a˜λ0)(x, ξ)
as λ → λ0. This proves (5.2) for k = 1. The case corresponding to k > 1 follows by induction.
Identity (5.2) implies also that (5.1) is C∞. 
Lemma 5.2. Given z ∈ C+, and (x, ξ) ∈ Rn × Rn, we have that the integral
pa,z,k(x, ξ) = γk(z)
∞∫
0
λz−1(a # a˜λ)#k(x, ξ) dλ
is convergent for all integers k > Re z.
Moreover, for all integers k > Re z we have
pa,z,k(x, ξ) = pa,z,k+1(x, ξ). (5.3)
Proof. From (4.25) and Lemma 4.4 for all k, l ∈ N we obtain the estimate:
∣∣(a # a˜λ)#k∣∣gl (x, ξ) ≺ ∣∣∣∣ a0(x, ξ)a0(x, ξ)+ λ
∣∣∣∣k
for all (x, ξ) and λ > 0. This implies (pointwise) integrability. So we have only to prove (5.3).
Because a˜λ is the symbol of the resolvent (Wa + λI)−1, a and a˜λ commute: a # a˜λ = a˜λ # a.
Therefore, thanks to Lemma 5.1, an integration by parts gives
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0
λz−1(a # a˜λ)#k dλ =
∞∫
0
λz−1
(
a#k # a˜#kλ
)
dλ
= 1
z
[
λz
(
a#k # a˜#kλ
)]λ=∞
λ=0 +
k
z
∞∫
0
λz
(
a#k # a˜#(k+1)λ
)
dλ
= k
z
∞∫
0
λz−1(a # a˜λ)#k dλ− k
z
∞∫
0
λz−1(a # a˜λ)#(k+1) dλ,
because
λ
(
a#k # a˜#(k+1)λ
)+ (a#(k+1) # a˜#(k+1)λ )= (λ+ a) # a˜λ # (a#k # a˜#kλ )
= (a # a˜λ)#k.
It follows that
∞∫
0
λz−1(a # a˜λ)#k dλ = k
k − z
∞∫
0
λz−1(a # a˜λ)#(k+1) dλ
which implies (5.3) because from (3.1) we have γk(z)k/(k − z) = γk+1(z). 
Thanks to Lemma 5.2, for all (x, ξ) ∈ Rn × Rn and z ∈ C+, we may define
a#z(x, ξ) = pa,z,k(x, ξ),
where k is any integer greater than Re z.
Now we show that for all l ∈ N and z ∈ C+ we have∣∣a#z − az0∣∣gl (x, ξ) ≺ ∣∣a0(x, ξ)∣∣Re zh(x, ξ) ∀(x, ξ). (5.4)
Because h(x, ξ) → 0 as |(x, ξ)| → ∞, (5.4) implies in particular that
a#z ∈ S(mRe z,mRe z0 ;g).
From (4.25), Lemmas 4.4 and 4.1 for all k, l ∈ N we obtain the estimate∣∣∣∣(a # a˜λ)#k −( a0a0 + λ
)k∣∣∣∣g
l
(x, ξ) ≺
( |a0(x, ξ)|
|a0(x, ξ)| + λ
)k
h(x, ξ) (5.5)
for all (x, ξ) and λ > 0 .
On the other side, by using the identity (see e.g. [10, 3.194.3, p. 285])
∞∫
λz−1wk
(w + λ)k dλ =
wz
γk(z)
,0
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a#z − az0 = γk(z)
∞∫
0
λz−1
[
(a # a˜λ)#k −
(
a0
a0 + λ
)k]
dλ.
So from estimate (5.5) we have
∣∣a#z − az0∣∣gl ≺ ∣∣γk(z)∣∣
∞∫
0
λRe z−1
( |a0|
|a0| + λ
)k
hdλ = |γk(z)|
γk(Re z)
|a0|Re zh,
which is (5.4).
In order to finish the proof of Theorem 3.6 we have show that
(Wa)
z =Wa#z ∀z ∈ C+.
It suffices to prove this identity on S. But when u ∈ S we have
(Wa)
zu = J z
Wa
u = γk(z)
∞∫
0
λz−1
(
Wa(Wa + λI)−1
)k
udλ
for k > Re z > 0. On the other hand,(
Wa(Wa + λI)−1
)k =W(a#a˜λ)#k ,
so we have only to show that
Wa#zu = γk(z)
∞∫
0
λz−1W(a#a˜λ)#ku dλ (5.6)
for all k > Re z > 0 and all u ∈ S.
We need the following lemma.
Lemma 5.3. For all λ ∈ R+, consider a symbol φλ ∈ S(μ,g). Assume that
(i) R+  λ → φλ(x, ξ) is continuous for all (x, ξ);
(ii) R+  λ → |φλ|k;S(μ,g) is integrable on R+ for all k ∈ N.
Then
ψ(x, ξ) =
∞∫
φλ(x, ξ) dλ0
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Wψu =
∞∫
0
Wφλudλ (5.7)
for all u ∈ S.
Proof. If we let k = 0 in hypothesis (ii), we have that R  λ → φλ(x, ξ) is integrable. By hy-
pothesis (i), ψ(x, ξ) is the limit of a sequence of Riemann sums ∑Jj=1 φλj (x, ξ)λj .
By hypothesis (ii), these Riemann sums are bounded in the symbol space S(μ,g). It follows
that ψ ∈ S(μ,g) and that Wψu(x) is the limit of the Riemann sums∑Jj=1 Wφλj u(x)λj , thanks
to [15, Theorem 18.6.2]. Because these Riemann sums converge also to ∫∞0 Wφλu(x) dλ, we
obtain (5.7). 
Turning back to the proof of Theorem 3.6, we remark that
λ → λz−1(a # a˜λ)#k(x, ξ)
is continuous with respect to λ, so it remains to show that there exists a symbol μ such that the
seminorms ∣∣λz−1(a # a˜λ)#k∣∣l;S(μ,g)
are integrable with respect to λ over (0,∞), for k > Re z and l ∈ N.
Now for all k, l ∈ N we have the estimates
∣∣(a # a˜λ)#k∣∣gl (x, ξ) ≺ ∣∣∣∣ a0(x, ξ)a0(x, ξ)+ λ
∣∣∣∣k
for all (x, ξ) and λ > 0. So from Lemma 4.3 we obtain
sup
λ>0
sup
(x,ξ)
|(1 + λ)k(a # a˜λ)#k|gl (x, ξ)
h(x, ξ)−(ν+ν0)/δ
< ∞ ∀k, l ∈ N,
that is, for all k, l ∈ N we have
∣∣λz−1(a # a˜λ)#k∣∣l;S(h−(ν+ν0)/δ,g) ≺ λRe z−1(1 + λ)k ∀λ > 0,
which is integrable for k > Re z. 
6. Semigroup of the square-root of a non-negative operator
Square-roots of non-negative operators are the generators of analytic semigroups, as stated by
the following theorem.
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Then −A1/2 is the infinitesimal generator of an analytic semigroup e−tA1/2 of amplitude less
than π/2 and such that
e−tA1/2 = 2
π
lim
Λ→∞
Λ∫
0
λ sin(tλ)
(
A+ λ2)−1 dλ for t > 0 (6.1)
where the limit is taken in B(X).
Proof. See [21, Theorems 5.5.2, 5.4.1, and A.7.6]. 
If A is the closure in L2 of a pseudodifferential operator with symbol a ∈ HS(m,m0;g) sat-
isfying the hypotheses of Theorem 3.6, then we know that the infinitesimal generator of e−tA1/2
is the closure of the pseudodifferential operator with symbol a#1/2 ∈ S(m1/2,m1/20 ;g) satisfying
(3.5) with z = 1/2. In the next theorem we show that also e−tA1/2 is pseudodifferential.
Theorem 6.2. Consider a symbol a ∈ H(m,m0;g) satisfying the hypotheses of Theorem 3.6.
Then there exists a semigroup of symbols
σt = e#(−ta#1/2) ∈ S(1;g),
such that
e−tA1/2 =Wσt for all t  0.
Moreover the symbol σt is smooth with respect to t, x and ξ and for all k,N ∈ N and T > 0
satisfies the estimates
tN
∣∣∂lt σt ∣∣gk ≺ |a0|l/2−N/2 for all t ∈ [0, T ] and (x, ξ) ∈ R2n, (6.2)
where a0 is given by (3.4).
Proof. Let B = ρ(x,D) = A1/2. From Theorem 3.3 we know that ρ ∈ S(m1/2,m1/20 , g). More-
over we can assume that the estimates satisfied by ρ as a g-hypoelliptic symbol hold for every
(x, ξ) ∈ Rn×Rn. Similarly we can suppose that for some constant R > 0, ρ satisfies the estimate
Reρ(x, ξ)R
∣∣Imρ(x, ξ)∣∣ ∀(x, ξ) ∈ Rn × Rn. (6.3)
We start by constructing the so-called heat parametrix, namely an operator U(t) = u(t, x,Dx),
with a smooth symbol u(t, ·) ∈ S(1, g), satisfying{
(∂t + ρ(x,D))U(t) = K(t),
U(0) = I (6.4)
for some operator K having kernel in C∞([0,∞),S(R2n)); by using (6.1) we show that the
operator e−tB is pseudodifferential for all t  0. Finally we compare U(t) and e−tB .
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(6.4) we obtain the following transport equations in S(mhj , g):⎧⎪⎨⎪⎩
∂tuj +∑k+l=j {ρ,uk}l(2i)l l! = 0,
u0(0, x, ξ) = 1,
uj (0, x, ξ) = 0,
if j > 0. (6.5)
For j = 0 we obtain u0 = e−tρ . For j > 0, we have to solve the equations
{
∂tuj + ρuj +∑ k+l=j
k<j
{ρ,uk}l
(2i)l l! = 0,
uj (0, x, ξ) = 0,
(6.6)
from which one easily verifies by induction that uj can be written as uj = e−tρpj where
pj (t, x, ξ) satisfies the estimates
∣∣∂lt pj ∣∣gq  C q+2j∑
s=1
t s |ρ|s+lhj . (6.7)
From these estimates and (6.3) it follows that
tN
∣∣∂lt uj ∣∣gk ≺ |ρ|l−Nhj for all (x, ξ) and t  0.
Then from Lemma 4.6 there exists u ∈ S(1, g) satisfying (6.4) such that for all l, k,N ∈ N
tN
∣∣∂lt u∣∣gk ≺ |a0|l/2−N/2 for all (x, ξ) and t  0.
Since the operator e−tB solves (6.4) with K = 0 we know that
U(t)− e−tB =
t∫
0
e−(t−s)BK(s) ds. (6.8)
Therefore, in order to obtain the estimates (6.2), we need to show that the right-hand side of (6.8)
is an operator with a kernel in C∞([0,∞),S(R2n)). This will be accomplished once we verify
that e−tB ∈ C∞([0,∞),L(S(Rn),S(Rn))).
To this end, we start by showing that the operator e−tB is a pseudodifferential operator with a
symbol
σ ∈ C0([0,∞), S(1, g)). (6.9)
This follows from the representation formula (6.1) and Theorem 4.7. Indeed, we have
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Λ→∞
2
π
Λ∫
0
sin(tλ)
λ
I dλ− lim
Λ→∞
2
π
Λ∫
0
sin(tλ)
λ
A
(
A+ λ2)−1 dλ
= I − lim
Λ→∞
2
π
Λ∫
0
sin(tλ)
λ
A
(
A+ λ2)−1 dλ.
From Theorem 4.7 we have that A(A + λ2)−1 is a pseudodifferential operator with symbol bλ2
satisfying (4.19). Choose 0 <  < min{1, δ/ν}, with the constant δ and ν given in (3.2) and
(4.10), respectively. Then we have
|bλ2 |gk ≺
∣∣∣∣ a0a0 + λ2
∣∣∣∣1−h1−ν/δ∣∣∣∣ 1a0 + λ2
∣∣∣∣ ≺ 1λ2 .
It follows that ∣∣∣∣ sin(tλ)λ bλ2
∣∣∣∣g
k;S(h1−ν/δ,g)
≺ min{t, λ−1−2},
which gives (6.9) in view of Lemma 5.3.
Now we know that d
dt
e−tBφ = −Be−tBφ for every t  0 and every φ ∈ S. Hence σt = −ρ #∫ t
0 σs ds + 1, from which it follows by induction that σ ∈ Ck([0,∞), S(mk/2 + 1, g)) for every
k  0. Therefore e−tB ∈ C∞([0,∞),L(S,S)) and the proof is complete. 
Eventually we mention a possible application of this result. Precisely, consider the following
boundary value problem: {
u′′(t)−Au(t) = 0,
u(0) = φ (6.10)
in [0,∞) × Rn, where A is the closure in L2 of a pseudodifferential operator Wa satisfying the
hypotheses of Theorem 3.6 and φ ∈ L2. It is well known (see for example [21, Theorem 6.3.2])
that under these assumptions the unique bounded solution of (6.10) is given by u(t) = S(t)φ,
with S(t) = e−tA1/2 , t  0.
By resorting to the Sobolev-type spaces introduced by Bony and Chemin in [4], and wave
front sets like those considered by Melrose [23] or Coriasco and Maniccia [6], Theorem 6.2
could then be used to obtain regularity results of global nature for the solution u(t). However we
do not do this here.
7. Schatten–von Neumann classes
Another interesting application of Theorem 3.6 is a very simple characterization of pseudodif-
ferential operators which belong to Schatten–von Neumann classes. We briefly present a result
of ours in this connection, referring to [5] for complete proofs.
A compact operator A in a Hilbert space X is in the Schatten–von Neumann class Sp(X),
with 1 p < ∞, if the sequence of its singular values sj (A) is in p . (The singular values of A
are the eigenvalues of |A| = (A∗A)1/2.)
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‖A‖Sp =
{ ∞∑
j=1
sj (A)
p
}1/p
.
The elements of S2(X) are the Hilbert–Schmidt operators, while S1(X) is the algebra of trace
class operators.
Theorem 7.1. Consider an admissible metric g satisfying the strong uncertainty principle. For
any g-weight m and all 1 p < ∞, we have
m ∈ Lp(R2n) ⇐⇒ Ψ (m,g) ⊂ Sp(L2), (7.1)
where
Ψ (m,g) = {Wa : a ∈ S(m,g)}.
Remark. When p = 1 the implication “⇒” in (7.1) follows from a result of Hörmander [13,
Theorem 3.9]. For general p, it should be also possible to prove the equivalence (7.1) under
rather general hypotheses by non-trivial interpolation arguments, as pointed out to us by Toft.
Proof. We need the following lemma.
Lemma 7.2. Consider an admissible metric g satisfying the strong uncertainty principle. Then
for all g-hypoelliptic symbols a we have
Wa ∈ Sp
(
L2
) ⇐⇒ a ∈ Lp(R2n).
Proof. (See [5, Proposition 3.1] for details.) The operator with symbol a # a is non-negative,
hence we have
Wa ∈ Sp
(
L2
) ⇐⇒ |Wa|p/2 ∈ S2(L2)
⇐⇒ (a # a)#p/4 ∈ L2(R2n) ⇐⇒ a ∈ Lp(R2n). 
Suppose that Ψ (m,g) ⊂ Sp(L2). Without loss of generality we may assume that the weight
m is a symbol in its own class (see [15, p. 143]). Then m belongs to Lp , by Lemma 7.2.
Assume now that m ∈ Lp and let a ∈ S(m,g). By linearity we may assume that a is real and
non-negative. Thus m+ a is g-elliptic and therefore by Lemma 7.2
Wa =Wm+a −Wa ∈ Sp
(
L2
)
. 
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