Abstract. This paper was written to accompany the author's keynote talk for the Workshop on Computational Science in Software Engineering held in conjunction with International Conference in Computational Science 2006 in Reading, UK. The paper explains how software engineering activities can be viewed as a search for solutions that balance many competing constraints to achieve an optimal or near optimal result. The aim of Search Based Software Engineering (SBSE) research is to move software engineering problems from human-based search to machinebased search, using a variety of techniques from the metaheuristic search, operations research and evolutionary computation paradigms. As a result, human effort moves up the abstraction chain to focus on guiding the automated search, rather than performing it. The paper briefly describes the search based approach, providing pointers to the literature.
Introduction
Software engineers often face problems associated with the balancing of competing constraints, trade-offs between concerns and requirement imprecision. Perfect solutions are often either impossible or impractical and the nature of the problems often makes the definition of analytical algorithms problematic.
Like other engineering disciplines, Software Engineering is typically concerned with near optimal solutions or those which fall within a specified acceptable tolerance. It is precisely these factors that make robust metaheuristic search-based optimization techniques readily applicable [33] .
The growing international Search Based Software Engineering community has shown that search-based solutions using metaheuristic search techniques can be applied to software engineering problems right through the development lifecycle. For example, work has shown the applicability of search-based approaches to the 'next release' problem (requirements engineering) [5] , project cost estimation [2, 10, 13, 14, 45] , testing [7, 9, 16, 23, 24, 25, 58, 59] , automated remodularisation (software maintenance) [29, 51] , transformation [17, 18, 19, 6, 31] and studies of software evolution [8] .
In exploring these applications, a range of search-based techniques have been deployed, from local search (for example [45, 51] ) to genetic algorithms (for example [7, 29, 58, 59] ) and genetic programming (for example [8, 14, 13, 16] ). Techniques are also being developed to support search-based software testing by transforming software to assess [24] and improve [30] its evolutionary testability.
Search Based Software Engineering, as its name implies, treats software engineering problems as search problems, and seeks to use search techniques in order to solve the problems. Key to the approach is the re-formulation of a software engineering problem as a search problem [11, 27] . The term Search Based Software Engineering was coined in 2001 [33] , since which time there has been a rapidly developing community working on this area with its own conferences and journal special issues. However, there was significant work on the application of search techniques to problems in software testing [20, 41, 42, 52, 55, 56, 60] and restructuring [15, 48] before the term 'Search Based Software Engineering' was coined to encompass the wider application of search to software engineering as a whole.
The search techniques used are a set of generic algorithms taken from the fields of metaheuristic search, operations research and evolutionary computation. These algorithms are concerned with searching for optimal or near optimal solutions to a problem within a large (possibly) multi-modal search space [21, 22, 40, 57] .
For such problems, it is often infeasible to apply a precise analytic algorithm that produces the 'best' solution to the problem, yet it is possible to determine which is the better of two candidate solutions. Search techniques have been applied successfully to a number of engineering problems ranging from load balancing in the process industries (pressing of sugar pulp), through electromagnetic system design, to aircraft control and aerodynamics [61] . Search Based Software Engineering simply represents the application of these search algorithms to software engineering problems and the investigation of the implications of this novel application area.
Harman and Clark [27] identify four important properties in order for the Search Based Software Engineering approach to be successful:
Large search space
If the fitness function is only used to distinguish a few individuals from one another, then the value of the fitness function for each individual can be computed and the search space explored exhaustively. There would be no need to use a search-based technique to sample the search space. Of course, most search spaces are very large. That is, most fitness functions apply to large (conceptually infinite) search spaces, such as the space of all expressible programs in some language or the space of all expressible designs in some design notation.
Low computational complexity
Search based algorithms sample a portion of a very large search space. The portion sampled is typically non-trivial, requiring many thousands (possibly hundreds of thousands) of fitness evaluations. Therefore the computational complexity of the fitness function has a critical impact on the overall complexity of the search process. Fortunately, most fitness functions are relatively cheap to compute, since they can be constructed in terms of the structural or syntactic properties of the programs, designs and systems which they assess and computed in time linear in the size of the program design or system.
Approximate continuity
It is not necessary for a function to be continuous to be useful as a fitness function, but too much discontinuity can mislead a search, because all search-based optimisation approaches rely upon the guidance given by the fitness function. Continuity ensures that this guidance is perfect; the less continuous is the fitness function, the less guidance it gives.
Absence of known optimal solutions
If there is a known optimal solution to a problem, then clearly there is no need to use a search-based approach to seek optimal (or near optimal) solutions.
Fortunately, these four problem characteristics are very prevalent in software engineering, where problems typically do involve a large search space (such as the number of possible designs, test cases or system configurations that may exist). Also, in many situations, there is no known optimal solution to the problem. The properties of 'low computational complexity' and 'approximate continuity' may not be present in all cases. However, even in cases where they are absent, it may be possible to transform the problem into one that is more amenable to Search Based Software Engineering [6, 31] .
Interest in Search Based Software Engineering has grown rapidly in the past five years. For example, the work on search based testing is now sufficiently developed to merit its own survey paper [50] , while there has been a healthy and growing Search Based Software Engineering track of the Genetic and Evolutionary Computation Conference GECCO, since 2002 and special issues and workshops on Search Based Software Engineering [26, 34] .
Search Based Software Engineering Can Yield Fresh Insight
It has been widely observed that search techniques are good at producing unexpected answers. This happens because the techniques are not hindered by implicit human assumptions. One example is the discovery of a patented digital filter using a novel evolutionary approach [54] . Another example is the discovery of patented antenna designs [46] which are available commercially. The human formalises their (explicit) assumptions as a fitness function. Many of these are already available in the form of software metrics [27] . The machine uses this fitness function to guide the search. Should the search produce unexpected results then this reveals some implicit assumptions and/or challenges the human's intuition about the problem.
Unlike human-based search, automated search techniques carry with them no bias. They automatically scour the search space for the solutions that best fit the (stated) human assumptions in the fitness function. This is one of the central strengths of the approach. Software engineering is often hampered by poor human intuition and the presence of unstated and implicit assumptions. Automated search techniques will effectively work in tandem with the human, in an iterative process of refinement, leading to better fitness functions and, thereby, to better encapsulation of human assumptions and intuition.
Insight can also come from visualization of the landscape [39, 43, 44, 53] . That is, to use the fitness function values as a measure of height (or vertical coordinate), in a landscape where each individual in the search space potentially occupies some location within the horizontal co-ordinates.
Harman and Clark [27] describe other ways in which the SBSE approach can provide insight in the field of software metrics research, by providing a way to understand software metrics as fitness functions and to consider the effect of the metrics in terms of the optimizations that they produce when used as fitness functions.
Conclusion
Software engineering is essentially a search for a solution that balances many competing constraints to achieve an optimal or near optimal result. Currently, this search process is a highly labour-intensive human activity. It cannot scale to meet the demands of the new and emerging software engineering paradigms. Search Based Software Engineering addresses this problem head on, moving software engineering problems from human-based search to machine-based search. As a result, human effort will move up the abstraction chain, to focus on guiding the automated search, rather than performing the search itself.
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