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1
Introduction
Let X = SpecA be a smooth affine algebraic variety, defined over the field C of complex numbers. The
holomorphic cotangent bundle T ∗X has the structure of an algebraic vector bundle over X , associated to a
projective A-module ΩA/C of finite rank. The A-module ΩA/C is called the module of Ka¨hler differentials
of A (relative to C). In order to describe it, we first recall a bit of terminology. Let M be an arbitrary
A-module. A C-linear derivation from A into M is a map of complex vector spaces d : A → M which
satisfies the Leibniz rule d(ab) = a(db) + b(da). Let DerC(A,M) denote the set of all C-linear derivations
of A into M . The module ΩA/C is the receptacle for the universal derivation; in other words, there exists a
derivation d : A→ ΩA/C such that, for every A-module M , composition with d induces an isomorphism
HomA(ΩA/C,M)→ DerC(A,M).
More concretely, ΩA/C is generated (as an A-module) by symbols {df}f∈A, which are subject to the usual
rules of calculus:
d(f + g) = df + dg
d(fg) = f(dg) + g(df)
dλ = 0, λ ∈ C.
The module of Ka¨hler differentials ΩA/C is a fundamental invariant of the algebraic variety X , and plays an
important role in the study of deformations of X . The goal of this paper is to describe the analogue of ΩA/C
in the case where the C-algebra A is replaced by an E∞-ring.
The first step is to reformulate the theory of derivations. Let A be a C-algebra and let M be an A-
module. Complex-linear derivations of A into M can be identified with C-algebra maps A→ A⊕M , which
are sections of the canonical projection A⊕M → A. Here A⊕M is endowed with the “trivial square-zero”
algebra structure, described by the formula
(a,m)(a′,m′) = (aa′, am′ + a′m).
The advantage of the above formulation is that it generalizes easily to other contexts. For example,
suppose now that A is an E∞-ring, and that M is an A-module. The direct sum A ⊕M (formed in the
∞-category of spectra) admits a canonical E∞-ring structure, generalizing the trivial square-zero structure
described above. Moreover, there is a canonical projection p : A⊕M → A. We will refer to sections of p (in
the∞-category of E∞-rings) as derivations of A intoM . As in the classical case, there is a universal example
of an A-moduleM equipped with a derivation from A; this A-module is called the absolute cotangent complex
of A (or the topological Andre´-Quillen homology of A), and will be denoted by LA.
The theory of the cotangent complex plays a fundamental role in the foundations of derived algebraic
geometry. Let A be a connective E∞-ring, and let π0A denote the underlying ordinary commutative ring of
connected components of A. The canonical map φ : A→ π0A should be viewed as an infinitesimal extension,
whose kernel consists of “nilpotents” in A. Consequently, the difference between the theory of (connective)
E∞-rings and that of ordinary commutative rings can be reduced to problems in deformation theory, which
are often conveniently phrased in terms of the cotangent complex. As a simple illustration of this principle,
we offer the following example (Corollary 2.1.7): if f : A→ B is a morphism of connective E∞-rings which
induces an isomorphism of ordinary commutative rings π0A→ π0B, then f is an equivalence if and only if
the relative cotangent complex LB/A vanishes.
Our goal in this paper is to define the cotangent complex LA of an E∞-ring A, and to study the associated
deformation theory. We have divided this paper into four parts, whose contents we will now sketch; a more
detailed summary can be found at the beginning of each part.
We will begin in §1 with a very general formalism. To every presentable ∞-category C, we will define a
tangent bundle TC. Roughly speaking, TC is an ∞-category whose objects can be viewed as pairs (A,M),
where A ∈ C and M is an infinite loop object in the ∞-category C/A of objects of C lying over A. In this
case, we can take the “0th space” ofM , to obtain an object of C which we will denote by A⊕M . The functor
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(A,M) 7→ A⊕M admits a left adjoint, given by A 7→ (A,LA). We will refer to L as the absolute cotangent
complex functor of C. Many of the basic formal properties of the cotangent complex can be established in
the general setting. For example, to every morphism A→ B in C, we can define a relative cotangent complex
LB/A. Moreover, to every commutative triangle
B
f
@
@@
@@
@@
A
??~~~~~~~
// C
in C, we can associate a distinguished triangle
f!LB/A → LC/A → LC/B → f!LB/A[1]
in the homotopy category of Stab(C/C) (Corollary 1.4.6). Here f! : Stab(C
/B)→ Stab(C/C) denotes the base
change functor associated to f .
Of course, we are primarily interested in the situation where C is the ∞-category of E∞-rings. In §1.5,
we will identify the ∞-category TC in this case. The main result, Theorem 1.5.19, asserts that TC can be
identified with the ∞-category of pairs (A,M), where A is an E∞-ring and M is an A-module. In this case,
the functor (A,M) 7→ A⊕M implements the idea sketched above: as a spectrum, A⊕M can be identified
with the coproduct of A with M , and the multiplication on A⊕M is trivial on M (Remark 1.5.17).
In §2, we will study the cotangent complex functor A 7→ LA in the setting of E∞-rings. Here our
objectives are more quantitative. Our main result, Theorem 2.1.4, asserts that the connectivity properties
of a map f : A→ B of connective E∞-rings are closely related to the connectivity properties of the relative
cotangent complex LB/A. This result has many consequences; for example, it implies that the cotangent
complex LB/A can be used to test whether or not f has good finiteness properties (Theorem 2.2.1). Our
other objective in §2 is to introduce the theory of e´tale maps between E∞-rings, and to show that the relative
cotangent complex of an e´tale map vanishes (Proposition 2.3.7).
Our goal in the final section of this paper (§3) is to study square-zero extensions of E∞-rings. The idea
is very general: given an E∞-ring A and a map of A-modules η : LA → M [1], we can build an associated
“square-zero” extension
M → Aη → A.
The main results in this context are existence theorems, which assert that a large class of maps A˜→ A arise
via this construction (Theorems 3.3.6 and 3.2.7). We will apply these results to prove a crucial comparison
result: for every E∞-ring A, the ∞-category of e´tale A-algebras is equivalent to the ordinary category of
e´tale π0A-algebras (Theorem 3.4.1). This result will play an essential role in developing the foundations of
derived algebraic geometry; see [41].
Remark 0.0.1. The theory of the cotangent complex presented here is not new. For expositions in a similar
spirit, we refer the reader to [53] and [3].
Warning 0.0.2. In this paper, we will generally be concerned with the topological version of Andre´-Quillen
homology. This theory is closely related to the classical Andre´-Quillen theory, but generally yields different
answers even for discrete commutative rings. More precisely, suppose that R is a discrete commutative ring.
In this case, the relative topological Andre´-Quillen homology LR/Z admits the structure of an (R ⊗S Z)-
module, where the tensor product is taken over the sphere spectrum S. The relative tensor product
LR/Z ⊗R⊗SZ R
can be identified (as an R-module spectrum) with the classical cotangent complex LoR constructed by Quillen
as the nonabelian left derived functor of the Ka¨hler differentials. In particular, for each i ≥ 0 we obtain an
induced map
φi : πiLR → πiL
o
R.
This map is an isomorphism for i ≤ 1 and a surjection when i = 2. Moreover, if R is a Q-algebra, then φi
is an isomorphism for all i ∈ Z.
3
Notation and Terminology
Throughout this paper, we will freely use the theory of ∞-categories developed in [36]. We will also use [37]
as a reference for the theory of stable∞-categories, [38] as reference for the theory of monoidal∞-categories,
and [39] as a reference for the theory of symmetric monoidal ∞-categories and E∞-rings. We will also use
[43] as a reference for some rudiments of the Goodwille calculus.
References to [36] will be indicated by use of the letter T, references to [37] will be indicated by use of
the letter S, references to [38] will be indicated by use of the letter M, references to [39] will be indicated
by use of the letter C, and references to [43] will be indicated by use of the letter B. For example, Theorem
T.6.1.0.6 refers to Theorem 6.1.0.6 of [36].
If p : X → S is a map of simplicial sets and s is a vertex of S, we will typically write Xs to denote the
fiber X ×S {s}.
Let n be an integer. We say that a spectrum X is n-connective if πiX vanishes for i < n. We say that X
is connective if it is 0-connective. We will say that a map f : X → Y of spectra is n-connective if the fiber
ker(f) is n-connective.
We let Sp denote the ∞-category of spectra. The ∞-category CAlg(Sp) of E∞-rings will be denoted by
E∞. We let E
conn
∞ denote the full subcategory of E∞ spanned by the connective E∞-rings.
Let C → D be an inner fibration of ∞-categories. For each object D ∈ D, we let CD denote the fiber
C×D{D}. We will apply a similar notation for functors: given a commutative diagram
C
F //
p
?
??
??
??
? C
′
q
~~
~~
~~
~
D
in which p and q are inner fibrations, we let FD denote the induced map of fibers CD → C
′
D. In this situation,
we also let FunD(C,C
′) denote the fiber product Fun(C,C′)×Fun(C,D) {p}.
1 The Cotangent Complex: General Theory
Our goal in this section is to introduce the basic formalism underlying the theory of cotangent complex.
Let us begin by reviewing the classical theory of Ka¨hler differentials. Given a commutative ring A and an
A-module M , we define a derivation of A into M to be a section of the projection map A⊕M → A. This
definition depends on our ability to endow the direct sum A⊕M with the structure of a commutative ring.
To describe the situation a little bit more systematically, let Ring denote the category of commutative rings,
and Ring+ the category of pairs (A,M), where A is a commutative ring andM is an A-module. A morphism
in the category Ring+ is a pair of maps (f, f ′) : (A,M)→ (B,N), where f : A→ B is a ring homomorphism
and f ′ :M → N is a map of A-modules, (here we regard N as an A-module via transport of structure along
f). Let G : Ring+ → Ring be the square-zero extension functor given by the formula (A,M) 7→ A ⊕M .
Then the functor G admits a left adjoint F , which is described by the formula F (A) = (A,ΩA). Here ΩA is
the A-module of absolute Ka¨hler differentials: it is generated by symbols {da}a∈A, subject to the relations
d(a+ a′) = da+ da′
d(aa′) = ada′ + a′da.
For every commutative ring A, the unit map uA : A → (G ◦ F )(A) = A ⊕ ΩA is given by the formula
a 7→ a+ da.
We now make two fundamental observations concerning the above situation:
(1) In addition to the functor G, there is a forgetful functor G′ : Ring+ → Ring, given by (A,M) 7→ A.
Moreover, there is a natural transformation of functors from G to G′, which can itself be viewed as a
functor from Ring+ into the category Fun([1],Ring) of arrows in Ring.
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(2) For every commutative ring A, the fiber G′
−1
{A} is an abelian category (namely, the category of
A-modules).
We wish to produce an analogous theory of derivations in the case where the category Ring is replaced by
an arbitrary presentable ∞-category C. What is the proper analogue of Ring+ in this general situation?
Observation (1) suggests that we should choose another ∞-category C+ equipped with a functor C+ →
Fun(∆1,C). Observation (2) suggests that the fibers of composite map
φ : C+ → Fun(∆1,C)→ Fun({1},C) ≃ C
should be “abelian” in some sense. There is a good∞-categorical analogue of the theory of abelian categories:
the theory of stable∞-categories, as presented in [37]. It is therefore natural to require that the the fibers of
φ be stable. It turns out that there is a canonical choice for the∞-category C+ with these properties. We will
refer to this canonical choice as the tangent bundle to C and denote by TC. Roughly speaking, an object of TC
consists of a pair (A,M), where A ∈ C and M ∈ Stab(C/A); here Stab denotes the stabilization construction
introduced in §S.8. In §1.5, we will see that this really is a good analogue of the algebraic situation considered
above: if C is the ∞-category of E∞-rings, then TC can be identified with the ∞-category of pairs (A,M)
where A is an E∞-ring and M is an A-module.
Once we have established the theory of tangent bundles, we can proceed to define the analogue of the
Ka¨hler differentials functor. Namely, for any presentable∞-category C, we will define the cotangent complex
functor L : C → TC to be a left adjoint to the forgetful functor
TC → Fun(∆
1,C)→ Fun({0},C) ≃ C .
However, it is important to exercise some care here: in the algebraic situation, we want to make sure that
the cotangent complex LA of an E∞-ring produces an A-module. In other words, we want to ensure that
the composition
C
L
→ TC → Fun(∆
1,C)→ Fun({1},C) ≃ C
is the identity functor. We will construct a functor L with this property using the theory of relative adjunc-
tions, which we present in §1.2.
Given an object A ∈ C and M ∈ TC ×C {A}, we can define the notion of a derivation of A into M . This
can be described either as map from LA intoM in the∞-category TC×C{A}, or as a section of the canonical
map G(M)→ A in C. For many purposes, it is convenient to work in an ∞-category containing both C and
TC, in which the morphisms are given by derivations. Such an ∞-category is readily available: namely, the
correspondence associated to the pair of adjoint functors C
L //TC
G
oo , where G and L are defined as above.
We will call this ∞-category the tangent correspondence to C; an explicit construction will be given in §1.3.
In the classical theory of Ka¨hler differentials, it is convenient to consider the absolute Ka¨hler differentials
ΩA of a commutative ring A, but also the module of relative Ka¨hler differentials ΩB/A associated to a ring
homomorphism A→ B. In §1.4 we will introduce an analogous relative version of the cotangent complex L.
We will then establish some of the basic formal properties of the relative cotangent complex. For example,
given a sequence of commutative ring homomorphisms A → B → C, there is an associated short exact
sequence
ΩB/A ⊗B C → ΩC/A → ΩC/B → 0.
Corollary 1.4.6 provides an ∞-categorical analogue of this statement: for every commutative diagram
B
f
@
@@
@@
@@
A
??~~~~~~~
// C
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in a presentable ∞-category C, there is an associated distinguished triangle
f!LB/A → LC/A → LC/B → f!LB/A[1]
in the triangulated category hStab(C/C).
1.1 Stable Envelopes and Tangent Bundles
In the last section, we introduced the definition of an extension structure on an∞-category C. In this section,
we will show that every presentable category C admits a natural extension structure, which we will call the
tangent bundle to C. We begin with some generalities on the stable envelope of ∞-categories.
Definition 1.1.1. Let C be a presentable ∞-category. A stable envelope (pointed envelope) of C is a cate-
gorical fibration u : C′ → C with the following properties:
(i) The ∞-category C′ is stable (pointed) and presentable.
(ii) The functor u admits a left adjoint.
(iii) For every presentable stable (pointed) ∞-category E, composition with u induces an equivalence of
∞-categories FunR(E,C′) → FunR(E,C). Here FunR(E,C′) denotes the full subcategory of Fun(E,C′)
spanned by those functors which admit left adjoints, and FunR(E,C) is defined similarly.
More generally, suppose that p : D → C is a presentable fibration. A stable envelope (pointed envelope)
of p is a categorical fibration u : C′ → C with the following properties:
(1) The composition p ◦ u is a presentable fibration.
(2) The functor u carries (p ◦ u)-Cartesian morphisms of C′ to p-Cartesian morphisms of C.
(3) For every object D ∈ D, the induced map C′D → CD is a stable envelope (pointed envelope) of C
′
D.
Remark 1.1.2. Let C be a presentable ∞-category, so that the projection p : C → ∆0 is a presentable
fibration. It follows immediately from the definitions that a map u : C′ → C is a stable envelope (pointed
envelope) of C if and only if u is a stable envelope (pointed envelope) of p.
Let p : C → D be a presentable fibration, and let u : C′ → C be a stable envelope (pointed envelope) of
u. We will often abuse terminology by saying that C′ is a a stable envelope (pointed envelope) of p, or that u
exhibits C′ as a stable envelope (pointed envelope) of p. In the case where D ≃ ∆0, we will say instead that
C
′ is a stable envelope (pointed envelope) of C, or that u exhibits C′ as a stable envelope (pointed envelope)
of C.
Remark 1.1.3. Suppose given a pullback diagram of simplicial sets
C0
//
p0

C
p

D0
// D
where p (and therefore also p0) is a presentable fibration. If u : C
′ → C is a stable envelope (pointed envelope)
of the presentable fibration p, then the induced map C′×C C0 → C0 is a stable envelope (pointed envelope)
of the presentable fibration p0.
Example 1.1.4. Let C be a presentable∞-category and Stab(C) its stabilization. Then the composite map
Stab(C)
Ω∞
C∗→ C∗ → C exhibits Stab(C) as a stable envelope of C. This follows immediately from Corollary
S.15.5.
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Example 1.1.5. Let p : C → D be a presentable fibration, and suppose that each fiber CD of p is pointed.
Then the ∞-category Sp(p) of Definition B.?? is a stable envelope of C; this can be deduced easily from
Proposition B.??.
Example 1.1.6. Let p : C → D be a presentable fibration. We can explicitly construct a stable envelope of
C as follows. Let Sfin∗ denote the ∞-category of finite pointed spaces (Notation S.9.3). We let C
′ denote the
full subcategory of the fiber product
Fun(Sfin∗ ,C)×Fun(Sfin∗ ,D) D
spanned by those maps which correspond to excisive functors Sfin∗ → CD for some object D ∈ D. Evaluation
on the zero sphere S0 ∈ Sfin∗ induces a forgetful functor u : C
′ → C. The functor u identifies C′ with a stable
envelope of the presentable fibration p. The proof is easily reduced to the case where D consists of a single
point, in which case the result follows from Corollary S.10.16.
Example 1.1.7. Let C be a presentable ∞-category. Let C∗ ⊆ Fun(∆
1,C) denote the full subcategory of
C spanned by those morphisms f : X → Y such that X is a final object of C. Let u : C∗ → C be given by
evaluation at the vertex {1} ⊆ ∆1. We claim that u is a pointed envelope of C.
It is clear that C∗ is pointed (Lemma T.7.2.2.9) and that u is a categorical fibration. Using Lemma
T.7.2.2.8, we can identify C∗ with C
1/, where 1 ∈ C is a final object. It follows that the forgetful functor u :
C∗ → C preserves limits (Proposition T.1.2.13.8) and filtered colimits (Proposition T.4.4.2.9), and therefore
admits a left adjoint (Corollary T.5.5.2.9). To complete the proof, it will suffice to show that if D is a pointed
presentable category, then composition with u induces an equivalence
ψ : FunR(D,C∗)→ Fun
R(D,C).
We now observe that FunR(D,C∗) is isomorphic to the ∞-category of pointed objects Fun
R(D,C)∗. In view
of Lemma T.7.2.2.8, the functor ψ is an equivalence if and only if the ∞-category FunR(D,C) is pointed.
We now observe that FunR(D,C)op is canonically equivalent to the full subcategory FunL(C,D) ⊆ Fun(C,D)
spanned by the colimit-preserving functors. Since D has a zero object 0 ∈ D, the ∞-category Fun(C,D) also
has a zero object, given by the constant functor taking the value 0. This functor preserves colimits, and is
therefore a zero object of FunL(C,D) as well.
Remark 1.1.8. Let C be a presentable ∞-category. A stable envelope of C is determined uniquely up to
equivalence by the universal property given in Definition 1.1.1, and is therefore equivalent to Stab(C). More
precisely, suppose we are given a commutative diagram
C
′ w //
u
?
??
??
??
C
′′
v
~~
~~
~~
~~
C
in which u and v are stable envelopes of C. Then the functor w is an equivalence of ∞-categories (observe
that in this situation, the functor w automatically admits a left adjoint by virtue of Proposition S.15.4).
Similar reasoning shows that pointed envelopes of C are unique up to equivalence.
Our next goal is to establish a relative version of Remark 1.1.8. First, we need to introduce a bit of
notation. Suppose we are given a diagram
C
p
>
>>
>>
>>
D
q
 



E
of ∞-categories, where p and q are presentable fibrations. We let FunRE (C,D) denote the full subcategory of
FunE(C,D) spanned by those functors G : C → D with the following properties:
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(i) The functor G carries p-Cartesian edges of C to q-Cartesian edges of D.
(ii) For each object E ∈ E, the induced functor GE : CE → DE admits a left adjoint.
We let FunR,∼
E
(C,D) denote the largest Kan complex contained in FunRE (C,D).
Proposition 1.1.9. Let p : C → D be a presentable fibration of ∞-categories. Then there exists a functor
u : C′ → C with the following properties:
(1) The functor u is a stable envelope (pointed envelope) of the presentable fibration p.
(2) Let q : E → D be a presentable fibration, and assume that each fiber of q is a stable (pointed)∞-category.
Then composition with u induces a trivial Kan fibration
FunR,∼
D
(E,C′)→ FunR,∼
D
(E,C).
(3) Let v : E → C be any stable envelope (pointed envelope) of p. Then v factors as a composition
E
v
→ C′
u
→ C,
where v is an equivalence of ∞-categories.
Remark 1.1.10. Assertion (2) of Proposition 1.1.9 implies the stronger property that the map
FunRD(E,C
′)→ FunRD(E,C)
is a trivial Kan fibration, but we will not need this fact.
Proof. We will give the proof in the case of stable envelopes; the case of pointed envelopes can be handled
using similar arguments. Let Ĉat
RPr
∞ denote the ∞-category whose objects are presentable ∞-categories
and whose morphisms are functors which admit left adjoints (see §T.5.5.3), and let Ĉat
RPr,σ
∞ be the full
subcategory of Ĉat
RPr
∞ spanned by those presentable∞-categories which are stable. It follows from Corollary
S.15.5 that the inclusion Ĉat
RPr,σ
∞ ⊆ Ĉat
RPr
∞ admits a right adjoint, given by the construction X 7→ Stab(X).
Let us denote this right adjoint by G.
The presentable fibration p is classified by a functor χ : Dop → Ĉat
RPr
∞ . Let α denote the counit
transformation G◦χ→ χ. Then α is classified by a map u : C′ → C of presentable fibrations over D. Making
a fibrant replacement if necessary, we may suppose that u is a categorical fibration (see Proposition M.2.6.4).
Assertion (1) now follows immediately from the construction.
To prove (2), let us suppose that the presentable fibration q is classified by a functor χ′ : Dop → Ĉat
RPr
∞ .
Using Theorem T.3.2.0.1 and Proposition T.4.2.4.4, we deduce the existence of a commutative diagram
Map
Fun(Dop,dCat
RPr
∞ )
(χ′, G ◦ χ) //

Map
Fun(Dop,dCat
RPr
∞ )
(χ′, χ)

FunR,∼
D
(E,C′) // FunR,∼
D
(E,C)
in the homotopy category of spaces, where the vertical arrows are homotopy equivalences. Since the fibers of
q are stable, χ′ factors through Ĉat
RPr,σ
∞ ⊆ Ĉat
RPr
∞ , so the upper horizontal arrow is a homotopy equivalence.
It follows that the lower horizontal arrow is a homotopy equivalence as well. Since u is a categorical fibration,
the lower horizontal arrow is also a Kan fibration, and therefore a trivial Kan fibration.
We now prove assertion (3). The existence of v (and its uniqueness up to homotopy) follows immediately
from (2). To prove that v is an equivalence, we first invoke Corollary T.2.4.4.4 to reduce to the case where
D consists of a single vertex. In this case, the result follows from Remark 1.1.8.
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Remark 1.1.11. Let p : C → D be a presentable fibration. Let u : C′ → C be a stable envelope of u, and let
v : C′′ → C be a pointed envelope of u. Since every stable ∞-category is pointed, Proposition 1.1.9 implies
the existence of a commutative diagram
C
′
u
?
??
??
??
w //
C
′′
v
~~
~~
~~
~
C,
where w admits a left adjoint relative to D. Moreover, w is uniquely determined up to homotopy. In the case
where D consists of a single vertex, we can identify w with the usual infinite loop functor Ω∞∗ : Stab(C)→ C∗.
Definition 1.1.12. Let C be a presentable∞-category. A tangent bundle to C is a functor TC → Fun(∆
1,C)
which exhibits TC as the stable envelope of the presentable fibration Fun(∆
1,C)→ Fun({1},C) ≃ C.
In the situation of Definition 1.1.12, we will often abuse terminology by referring to TC as the tangent
bundle to C. We note that TC is determined up equivalence by C. Roughly speaking, we may think of an
object of TC as a pair (A,M), where A is an object of C and M is an infinite loop object of C/A. In the case
where C is the∞-category of E∞-rings, we can identifyM with an A-module (Theorem 1.5.14). In this case,
the functor TC → Fun(∆
1,C) associates to (A,M) the projection morphism A ⊕M → A. Our terminology
is justified as follows: we think of this morphism as a “tangent vector” in the ∞-category C, relating the
object A to the “infinitesimally near” object A⊕M .
We conclude this section with a few remarks about limits and colimits in the tangent bundle to a
presentable ∞-category C.
Proposition 1.1.13. Let C be a presentable ∞-category. Then the tangent bundle TC is also presentable.
Proof. We will give an explicit construction of a tangent bundle to C. Let Sfin∗ denote the ∞-category of
finite pointed spaces (see Notation S.9.3). Let E = Fun(Sfin∗ ,Fun(∆
1,C)) ≃ Fun(Sfin∗ ×∆
1,C). Since Sfin∗ is
essentially small, Proposition T.5.5.3.6 implies that E is presentable. We let E0 denote the full subcategory
of E spanned by those functors F : Sfin∗ → Fun(∆
1,C) with the following properties:
(i) The value F (∗) is an equivalence in C.
(ii) For every pushout diagram
X //

Y

X ′ // Y ′
in Sfin∗ , the induced diagram
F (X) //

F (Y )

F (X ′) // F (Y ′)
is a pullback diagram in Fun(∆1,C).
Using Lemmas T.5.5.4.19, T.5.5.4.17, and T.5.5.4.18, we conclude that E0 is a strongly reflective subcategory
of E, and therefore presentable. Form a pullback diagram
TC //
p

E0

C // Fun(Sfin∗ ×{1},C).
9
It follows from Example 1.1.6 that we can identify TC with a tangent bundle to C. Theorem T.5.5.3.18
implies that TC is presentable.
It follows from Proposition 1.1.13 that if C is a presentable ∞-category, then the tangent bundle TC
admits small limits and colimits. The following result describes these limits and colimits in more detail:
Proposition 1.1.14. Let C be a presentable ∞-category, let TC be a tangent bundle to C, and let p denote
the composition
TC → Fun(∆
1,C)→ Fun({1},C) ≃ C .
Then:
(1) A small diagram q : K⊲ → TC is a colimit diagram if and only if q is a p-colimit diagram and p ◦ q is
a colimit diagram in C.
(2) A small diagram q : K⊳ → TC is a limit diagram if and only if q is a p-limit diagram and p ◦ q is a
limit diagram in C.
Proof. We will prove (1); assertion (2) will follow from the same argument. The “if” direction follows from
Proposition T.4.3.1.5. The converse then follows from the uniqueness of colimit diagrams and the following
assertion:
(∗) Let K be a small simplicial set, and let q : K → TC be a diagram. Then q admits an extension
q : K⊲ → TC such that q is a p-colimit diagram, and p ◦ q is a colimit diagram in C.
To prove (∗), we first invoke the assumption that C is presentable to deduce the existence of a colimit diagram
q0 : K
⊲ → C extending p ◦ q. It then suffices to show that we can lift q0 to a p-colimit diagram in TC; this
follows from that fact that p is a presentable fibration.
1.2 Relative Adjunctions
Let C be a presentable ∞-category. Our goal in this section is to produce a left adjoint to the composite
functor
TC → Fun(∆
1,C)→ Fun({0},C) ≃ C .
The existence of the desired left adjoint can be deduced easily from the adjoint functor theorem (Corollary
T.5.5.2.9). However, we will later need more detailed information about L, which can be deduced from the
following relative version of the adjoint functor theorem:
Proposition 1.2.1. Suppose given a commutative diagram
C
q
>
>>
>>
>>
D
p
 


G
oo
E
of ∞-categories with the following properties:
(i) The maps p and q are Cartesian fibrations.
(ii) The functor G carries p-Cartesian morphisms of D to q-Cartesian morphisms of C.
(iii) For each object E ∈ E, the induced map GE : DE → CE admits a left adjoint.
Then there exists a functor F : C → D such that pF = q and a natural transformation u : idC → G ◦ F with
the following properties:
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(1) The image of u under the map q is the identity transformation from q to itself.
(2) For each object E ∈ E, the induced transformation uE : idCE → GE ◦ FE is the unit of an adjunction
between FE and GE .
(3) The map u is the unit of an adjunction between G and F .
In the situation of Proposition 1.2.1, we will say that F is a left adjoint to G relative to E.
Proof. We first construct a correspondence associated to the functor G. Let X = C
∐
D×{0}(D×∆
1). Using
the small object argument, we can construct a factorization
X
i
→ M
r
→ E×∆1
where i is inner anodyne and r is an inner fibration. Moreover, we may assume that the maps
C → M×∆1{0}
D → M×∆1{1}
are isomorphisms of simplicial sets. We will henceforth identify C and D with full subcategories of M via
these isomorphisms.
We first claim the following:
(a) Let g : D → D′ be a p-Cartesian morphism in D. Then g is an r-Cartesian morphism in M.
Fix an object M ∈ M. According to Proposition T.2.4.4.3, we get a diagram of spaces
MapM(M,D)
◦g //

MapM(M,D
′)

MapE(M,E)
// MapE(M,E
′)
which commutes up to specified homotopy, and we need to show that this diagram is homotopy Cartesian.
If M ∈ D, then this follows from our assumption that g is p-Cartesian. Otherwise, M ∈ C, and we have a
homotopy commutative diagram
MapC(M,G(D))
◦G(g) //

MapC(M,G(D
′))

MapM(M,D) // MapM(M,D
′)
where the vertical arrows are homotopy equivalences. Splicing these diagrams, we deduce the desired result
from Proposition T.2.4.4.3, since assumption (ii) guarantees that G(g) is a q-Cartesian morphism in C. This
completes the proof of (a).
Note that any r-Cartesian morphism in M is also r′-Cartesian, where r′ denotes the composite map
M
r
→ E×∆1 → E .
We next claim:
(b) Let C ∈ C and D0 ∈ D be objects having the same image E ∈ E, and let f : C → D0 be a morphism
in M which projects to idE in E. Suppose that f is an rE-coCartesian morphism of M×E{E}. Then
f is an r-coCartesian morphism of M.
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To prove (b), we must show that for every object D′ ∈ D, composition with f induces a homotopy
equivalence MapD(D0, D
′) → MapM(C,D
′). Let E′ denote the image of D′ in E, so that we have a
commutative diagram
MapD(D0, D
′) //
ψ′

MapM(C,D
′)
ψ

MapE(E,E
′)
∼ // MapE(E,E
′).
To show that the upper horizontal map is a homotopy equivalence, it will suffice to show that it induces
a homotopy equivalence after passing to the homotopy fiber over any point g ∈ MapE(E,E
′). Since p is a
Cartesian fibration, we can lift g to a p-Cartesian morphism g : D → D′ in D. Using Proposition T.2.4.4.2,
we can identify the homotopy fiber of ψ′ over the point g with the mapping space MapDE (D0, D). Similarly,
since assertion (a) implies that g is r-Cartesian (and therefore r′-Cartesian), Proposition T.2.4.4.2 allows us
to identify the homotopy fiber of ψ with the mapping space MapME (C,D). We are therefore reduced to
showing that composition with f induces a homotopy equivalence MapDE (D0, D) → MapME (C,D), which
is simply a reformulation of the condition that f is rE-coCartesian. This completes the proof of (b).
By construction, there is a natural transformation α : G→ idD of functors from D to M. We next claim:
(c) For every object D ∈ D, the map αD : G(D)→ D is an r-Cartesian morphism in M.
To prove (c), we let E denote the image of D ∈ E. Unwinding the definitions, we must show that the
canonical map
ψ : M/αD → E/ idE ×E/E M/D ×M C .
is a trivial Kan fibration. Since ψ is automatically a right fibration, it suffices to show that ψ is a
categorical equivalence. Since the projection E/ idE → E/E is a trivial Kan fibration, the induced map
E/ idE ×E/E M/D ×M C → M/D ×M C is also a trivial Kan fibration. By the two-out-of-three property, we
are reduced to proving that the map M/αD → M/D ×M C is a categorical equivalence. This follows from the
fact that αD is r-Cartesian, where r denotes the composition
M
r
→ E×∆1 → ∆1.
We are now ready to proceed with the main step. We will construct a commutative diagram
C×{0} 
 //
 _

M
r

C×∆1 //
β
99t
t
t
t
t
E×∆1.
with the following property: for every object C ∈ C, the functor β carries {C} × ∆1 to an r-coCartesian
morphism of M. To construct β, we work simplex-by-simplex on C. Let us first consider the case of zero-
dimensional simplices. Fix an object C ∈ C, having image E ∈ M. Invoking assumption (iii), we see that
the correspondence ME is an adjunction, so there exists an rE-coCartesian morphism βC : C → D in ME .
Assertion (b) above now implies that βC is r-Cartesian as desired.
To handle simplices of larger dimension, we need to solve mapping problems of the form
(∆n × {0})
∐
∂∆n×{0}(∂∆
n ×∆1)
j //
 _

M
r

∆n ×∆1
55jjjjjjjjjj
// E×∆1,
where n > 0 and the map j carries {0} × ∆1 to an r-coCartesian morphism in M. The existence of the
required extension follows from Proposition T.2.4.1.8.
12
We now define F : C → D to be the restriction of β to C×{1}. The maps α and β together define a
diagram
GF
α
!!B
BB
BB
BB
B
idC
u
<<z
z
z
z β // F
in the ∞-category FunE(C,M). Using (c), we can construct the dotted arrow u indicated in the diagram. It
is easy to see that u has the required properties.
Definition 1.2.2. Let C be a presentable ∞-category, and consider the associated diagram
TC
G //
p
?
??
??
??
?
Fun(∆1,C)
q
zzuu
uu
uu
uu
uu
C
where q is given by evaluation at {1} ⊆ ∆1. The functor G carries p-Cartesian morphisms to q-Cartesian
morphisms, and for each object A ∈ C the induced map GA : Stab(C
/A) → C/A admits a left adjoint Σ∞.
Applying Proposition 1.2.1, we conclude that G admits a left adjoint relative to C, which we will denote by
F . The absolute cotangent complex functor L : C → TC is defined to be the composition
C → Fun(∆1,C)
F
→ TC,
where the first map is given by the diagonal embedding. We will denote the value of L on an object A ∈ C
by LA ∈ Stab(C
/A), and will refer to LA as the cotangent complex of A.
Remark 1.2.3. Let C be a presentable ∞-category. Since the diagonal embedding C → Fun(∆1,C) is a
left adjoint to the evaluation map Fun(∆1,C) → Fun({0},C) ≃ C, we deduce that the absolute cotangent
complex functor L : C → TC is left adjoint to the composition
TC → Fun(∆
1,C)→ Fun({0},C) ≃ C .
Remark 1.2.4. The terminology of Definition 1.2.2 is slightly abusive, since the tangent bundle TC and the
functor L are only well-defined up to equivalence. It would perhaps be more accurate to refer to L : C → TC
as an absolute cotangent functor. However, L and TC are well-defined up to a contractible space of choices,
so we will tolerate the ambiguity.
Remark 1.2.5. Let C be a presentable∞-category containing an object A. We observe that the fiber of the
tangent bundle TC over A ∈ C can be identified with the stable envelope Stab(C/A). Under this identification,
the object LA ∈ Stab(C/A) corresponds to the image of idA ∈ C/A under the suspension spectrum functor
Σ∞ : C/A → Stab(C/A).
Remark 1.2.6. Let C be a presentable∞-category. Since the cotangent complex functor L is a left adjoint,
it carries colimit diagrams in C to colimit diagrams in TC. In view of Proposition 1.1.14, we see that L also
carries small colimit diagrams in C to p-colimit diagrams in TC, where p denotes the composition
TC → Fun(∆
1,C)→ Fun({1},C) ≃ C .
Remark 1.2.7. Let C be a presentable∞-category, and let A be an initial object of C. Using Remark 1.2.6,
we deduce that LA is an initial object of the tangent bundle TC. Equivalently, LA is a zero object of the
stable ∞-category Stab(C/A).
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1.3 The Tangent Correspondence
Let C be an∞-category, TC a tangent bundle to C, and L : C → TC the associated cotangent complex functor.
Then there exists a coCartesian fibration p : M → ∆1 with M×∆1{0} ≃ C, M×∆1{1} ≃ TC, such that the
associated functor C → TC can be identified with L (see §T.5.2.1). The ∞-category M is called a tangent
correspondence to C. Our goal in this section is to give an explicit construction of a tangent correspondence
to C, which we will refer to as the tangent correspondence to C and denote by MT (C).
Remark 1.3.1. Since the cotangent complex functor L admits a right adjoint, the coCartesian fibration
p : M → ∆1 considered above is also a Cartesian fibration, associated to the composite functor
TC → Fun(∆
1,C)→ Fun({0},C) ≃ C .
Recall that a correspondence between a pair of∞-categories C and D is an∞-category M equipped with
a functor p : M → ∆1 and isomorphisms C ≃ M×∆1{0} and D ≃ M×∆1{1}. If p is a Cartesian fibration,
then a correspondence determines a functor D → C, which is well-defined up to homotopy. It is therefore
reasonable to think of a correspondence as a “generalized functor”. Our first result describes how to compose
these “generalized functors” with ordinary functors.
Lemma 1.3.2. Suppose given sequence of maps A
f
→ B → ∆1 in the category of simplicial sets. Let A1
denote the fiber product A×∆1 {1}, and define B1 similarly. If f is a categorical equivalence, then the induced
map A1 → B1 is a categorical equivalence.
Proof. This follows immediately from the definition, since C(A1) and C(B1) can be identified with the full
simplicial subcategories of C(A) and C(B) lying over the object {1} ∈ C(∆1).
Proposition 1.3.3. Let C and D be ∞-categories, and let p : M → ∆1 be a correspondence from C to D.
Let G : D′ → D be a categorical fibration of simplicial sets. We define a new simplicial set M′ equipped with
a map p′ : M′ → M, so that the following universal property is satisfied: for every map of simplicial sets
A→ ∆1, we have a pullback diagram of sets
Hom∆1(A,M
′)

// Hom(A×∆1 {1},D
′)

Hom∆1(A,M) // Hom(A×∆1 {1},D).
Then:
(1) The map M′ → M is an inner fibration of simplicial sets.
(2) The simplicial set M′ is an ∞-category.
(3) Let f : C → D′ be a morphism in M′ from an object of C to an object of D′. Then f is a (p ◦ p′)-
Cartesian morphism of M′ if and only if p′(f) is a p-Cartesian morphism of M.
(4) Assume that the map M → ∆1 is a Cartesian fibration, associated to a functor G′ : D → C. Then the
composite map M′ → M → ∆1 is a Cartesian fibration, associated to the functor G′ ◦G.
Proof. We first prove (1). We wish to show that the projection M′ → M has the right lifting property with
respect to every inclusion A→ B which is a categorical equivalence of simplicial sets. Fix a map α : B → ∆1;
we must show that it is possible to solve any mapping problem of the form
A×∆1 {1} // _
i

D
′
G

B ×∆1 {1} // D .
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Since G is assumed to be a categorical fibration, it will suffice to show that i is a categorical equivalence,
which follows from Lemma 1.3.2. This completes the proof of (1). Assertion (2) follows immediately.
We now prove (3). Let f denote the image of f in M. We have a commutative diagram of simplicial sets
M/f
ψ
""D
DD
DD
DD
D
M
′
/f
φ
=={{{{{{{{
// C/C .
We observe that f is (p◦p′)-Cartesian if and only if (ψ◦φ) is a trivial Kan fibration, and that f is p-Cartesian
if and only if ψ is a trivial Kan fibration. The desired equivalence now follows from the observation that φ
is an isomorphism.
To prove (4), let us suppose that we are given a map h : D×∆1 → M which is a p-Cartesian natural
transformation from G′ to idD. Using the definition of M
′, we see that the composition
D
′×∆1 → D×∆1
h
→ M
can be lifted uniquely to a map h′ : D′×∆1 → M′ which is a natural transformation from G′ ◦ G to idD′ .
It follows from (3) that h′ is a (p ◦ p′)-Cartesian transformation, so that (p ◦ p′) is a Cartesian fibration
associated to the functor G′ ◦G.
We now describe an important example of a correspondence.
Notation 1.3.4. Let K ⊆ ∆1×∆1 denote the full subcategory spanned by the vertices {i}×{j} where i ≤ j
(so that K is isomorphic to a 2-simplex ∆2). For every simplicial set A equipped with a map f : A → ∆1,
we let A denote the inverse image of K under the induced map
∆1 ×A→ ∆1 ×∆1.
Note that the map A
(f,id)
→ ∆1 ×A factors through A; we will denote the resulting inclusion by ψA : A→ A.
Let C be an ∞-category. The fundamental correspondence of C is a simplicial set M0(C) equipped with
a map p : M0(C) → ∆1, characterized by the following universal property: for every map of simplicial sets
A→ ∆1, we have a canonical bijection of sets
Hom∆1(A,M
0(C)) ≃ Hom(A,C).
The inclusions ψA : A → A determine a map q : M
0(C) → C. Together p and q determine a map M0(C) →
C×∆1, which we will call the fundamental projection.
Remark 1.3.5. Let C be an∞-category, and let M0(C) be its fundamental correspondence. Then the fiber
M
0(C) ×∆1 {0} is canonically isomorphic to C, and the fiber M
0(C) ×∆1 {1} is canonically isomorphic to
Fun(∆1,C). We will generally abuse terminology, and use these isomorphisms identify C and Fun(∆1,C)
with subsets of M0(C). The map q : M0(C)→ C is given by the identity on C, and by evaluation at {1} ⊆ ∆1
on Fun(∆1,C).
Proposition 1.3.6. Let C be an ∞-category, let M0(C) be the fundamental correspondence of C, and let
π : M0(C) → C×∆1 denote the fundamental projection, and p : M0(C) → ∆1 the composition of π with
projection onto the second factor. Then:
(1) The fundamental projection π is a categorical fibration. In particular, M0(C) is an ∞-category.
(2) The map p is a Cartesian fibration.
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(3) Let A ∈ C ⊆ M0(C), and let (f : B → C) ∈ Fun(∆1,C) ⊆ M0(C). Let α : A → f be a morphism in
M
0(C), corresponding to a commutative diagram
A
α //
@
@@
@@
@@
B
f

C
in C. Then α is p-Cartesian if and only if α is an equivalence in C.
(4) The Cartesian fibration p is associated to the functor Fun(∆1,C)→ C given by evaluation at the vertex
{0} ∈ ∆1.
(5) The map p is also a coCartesian fibration, associated to the diagonal inclusion C → Fun(∆1,C).
The proof will require a few lemmas. In what follows, we will employ the conventions of Notation 1.3.4.
Lemma 1.3.7. Let A be a simplicial set equipped with a map A→ ∆1, and let
A˜ = (A× {0})
∐
A1×{0}
(A1 ×∆
1) ⊆ A.
Then the inclusion A˜ ⊆ A is a categorical equivalence.
Proof. The functors A 7→ A˜ and A 7→ A both commute with colimits. Since the class of categorical equiva-
lences is stable under filtered colimits, we may reduce to the case where A has only finitely many simplices.
We now work by induction on the dimension n of A, and the number of nondegenerate simplices of dimension
n. If A is empty there is nothing to prove; otherwise there exists a pushout diagram
∂∆n //

∆n

A′ // A.
This induces homotopy pushout diagrams
∂∆n //

∆n

∂˜∆n
//

∆˜n

A
′ // A A˜′ // A˜.
It will therefore suffice to prove the lemma after replacing A by A′, ∂∆n, or ∆n. In the first two cases
this follows from the inductive hypothesis. We may therefore assume that A = ∆n. In particular, A is an
∞-category. The composite map
A ⊆ A×∆1 → ∆1
is a Cartesian fibration associated to the inclusion i : A1 → A, and A˜ can be identified with the mapping
cylinder of i. The desired result now follows from Proposition T.3.2.2.10.
Lemma 1.3.8. Suppose given maps of simplicial sets A
f
→ B → ∆1. If f is a categorical equivalence, then
the induced map A→ B is a categorical equivalence.
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Proof. Let A˜ and B˜ be defined as in Lemma 1.3.7. We have a commutative diagram
A˜ _

ef // B˜ _

A
f // B,
where the vertical maps are categorical equivalences by Lemma 1.3.7. It will therefore suffice to show that
f˜ is a categorical equivalence. The map f˜ determines a map of homotopy pushout diagrams
A1 × {0} //

A× {0}

B1 × {0} //

B × {0}

A1 ×∆
1 // A˜ B1 ×∆1 // B˜.
It therefore suffices to show that the map A1 → B1 is a categorical equivalence, which follows from Lemma
1.3.2.
Proof of Proposition 1.3.6. We first prove (1). Consider a lifting problem
A _
i

// M0(C)
π

B
<<y
y
y
y
y
// C×∆1,
where i is a monomorphism of simplicial sets. We must show that this lifting problem has a solution if i is
a categorical equivalence. Unwinding the definitions (and using the conventions of Notation 1.3.4, we are
reduced to showing that C has the extension property with respect to the inclusion j : A
∐
AB → B. For
this, it suffices to show that j is a categorical equivalence. Since the Joyal model structure is left proper, it
will suffice to show that the inclusion A→ B is a categorical equivalence, which follows from Lemma 1.3.8.
We next prove (3). Let us identify α with a 2-simplex in C. Unwinding the definitions, we see that α is
p-Cartesian if and only if the map φ : C/α → C/f is a trivial Kan fibration. In view of Proposition T.1.2.4.3,
this is equivalent to the requirement that the map A→ B be an equivalence in C/C , which is equivalent to
the requirement that α be an equivalence in C (Proposition T.1.2.13.8).
We now prove (2). Since p is the composition of π with the projection map C×∆1 → ∆1, we deduce
immediately that p is an inner fibration. To show that p is a Cartesian fibration, it will suffice to show that
for every object X ∈ M0(C) and every morphism α : y → p(x) in ∆1, there exists a p-Cartesian morphism
α : Y → X lifting α. If α is degenerate, we can choose α to be degenerate. We may therefore assume that
X ∈ Fun(∆1,C) classifies a map B → C in C. We can then choose α to classify the diagram
B
id //
  A
AA
AA
AA
B

C.
It follows from (3) that α is p-Cartesian.
Let G : Fun(∆1,C)→ C denote the functor given by evaluation at the vertex {0}. To prove (4), we must
exhibit a p-Cartesian natural transformation h : ∆1 × Fun(∆1,C)→ M0(C) from G to idFun(∆1,C). We now
choose h to classify the composite map
K × Fun(∆1,C)
(h0,id)
→ ∆1 × Fun(∆1,C)→ C
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where K is defined as in Notation 1.3.4, and h0 : K ≃ ∆
2 → ∆1 is the map which collapses the edge
∆{0,1} ⊆ ∆2. It follows from (3) that h is a Cartesian transformation with the desired properties.
We now prove (5). Let F : C → Fun(∆1,C) denote the diagonal embedding. The G ◦ F = idC. The
identity map idC → G ◦ F is the unit for an adjunction between G and F . Thus p is also a coCartesian
fibration, associated to the functor F , as desired.
Definition 1.3.9. Let C be a presentable ∞-category and let G : TC → Fun(∆
1,C) be a tangent bundle to
C. We define the tangent correspondence MT (C) to be the result of applying the construction of Proposition
1.3.3 using the fundamental correspondence M0(C) and the functor G. By construction, MT (C) is equipped
with a projection map π : MT (C)→ ∆1 × C.
Remark 1.3.10. The terminology of Definition 1.3.9 is slightly abusive: the tangent correspondence MT (C)
depends on a choice of tangent bundle TC → Fun(∆
1,C). However, it is easy to eliminate this ambiguity: for
example, we can use an explicit construction of TC such as the one which appears in the proof of Proposition
1.1.13.
The following result is an immediate consequence of Propositions 1.3.6, Proposition 1.3.3, and the defi-
nition of the cotangent complex functor L:
Proposition 1.3.11. Let C be a presentable ∞-category. Then:
(1) The projection MT (C)→ ∆1 × C is a categorical fibration.
(2) The composite map p : MT (C)→ ∆1 × C → ∆1 is a Cartesian fibration, associated to the functor
TC → Fun(∆
1,C)→ Fun({0},C) ≃ C .
(3) The map p is also a coCartesian fibration, associated to the cotangent complex functor L : C → TC.
1.4 The Relative Cotangent Complex
In applications, it will be convenient to have also a relative cotangent complex defined for a morphism
f : A → B in a presentable ∞-category C. In this section, we will define the relative cotangent complex
LB/A and establish some of its basic properties.
Definition 1.4.1. Let C be a presentable ∞-category and let p : TC → C be a tangent bundle to C. A
relative cofiber sequence in TC is a diagram σ:
X //

Y

0 // Z
in TC with the following properties:
(1) The map p◦σ factors through the projection ∆1×∆1 → ∆1, so that the vertical arrows above become
degenerate in C.
(2) The diagram σ is a pushout square. (Since condition (1) implies that p ◦ σ is a pushout square, this is
equivalent to the requirement that σ be a p-colimit diagram; see Proposition 1.1.14).
Let E denote the full subcategory of
Fun(∆1 ×∆1, TC)×Fun(∆1×∆1,C) Fun(∆
1,C)
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spanned by the relative cofiber sequences. There is an evident forgetful functor ψ : E → Fun(∆1, TC), given
by restriction to the upper half of the diagram. Invoking Proposition T.4.3.2.15 twice, we deduce that ψ is
a trivial Kan fibration.
The relative cotangent complex functor is defined to be the composition
Fun(∆1,C)
L
→ Fun(∆1, TC)
s
→ E
s′
→ TC,
where s is a section of ψ and s′ is given by evaluation at the vertex {1} × {1} ⊆ ∆1 ×∆1.
We will denote the image a morphism f : A → B under the relative cotangent complex functor by
LB/A ∈ TC ×C {B} ≃ Stab(C
B/).
Remark 1.4.2. Let C and p : TC → C be as in Notation 1.4.1. By definition, the relative cotangent complex
of a morphism f : A→ B fits into a relative cofiber sequence
LA //

LB

0 // LB/A
in the ∞-category TC. Using Proposition T.4.3.1.9, we deduce the existence of a distinguished triangle
f!LA → LB → LB/A → f!LA[1]
in the stable ∞-category Stab(C/B) ≃ TC ×C {B}; here f! : Stab(C
/A) → Stab(C/B) denotes the functor
induced by the coCartesian fibration p.
Remark 1.4.3. Let C be a presentable ∞-category containing a morphism f : A → B. If A is an initial
object of C, then the canonical map LB → LB/A is an equivalence. This follows immediately from Remark
1.4.2, since the absolute cotangent complex LA vanishes (Remark 1.2.7). We will sometimes invoke this
equivalence implicitly, and ignore the distinction between the relative cotangent complex LB/A and the
absolute cotangent complex LB.
Remark 1.4.4. Let C be a presentable∞-category containing a morphism f : A→ B. If f is an equivalence,
then the relative cotangent complex LB/A is a zero object of Stab(C
/B). This follows immediately from
Remark 1.4.2.
We next study the distinguished triangle of cotangent complexes associated to a triple of morphisms
A→ B → C.
Proposition 1.4.5. Let C be a presentable ∞-category, let TC be a tangent bundle to C. Suppose given a
commutative diagram
B
@
@@
@@
@@
A
??~~~~~~~
// C
in C. The resulting square
LB/A
f //

LC/A

LB/B // LC/B
is a pushout diagram in TC (and therefore a relative cofiber sequence, in view of Remark 1.4.4).
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Proof. We have a commutative diagram
LA //

LB //

LC

LA/A // LB/A //

LC/A

LB/B // LC/B
in the ∞-category TC. Here LA/A and LB/B are zero objects in the fibers Stab(C
/A) and Stab(C/B),
respectively (Remark 1.4.4). By construction, the upper left square and both large rectangles in this diagram
are coCartesian. It follows first that the upper right square is coCartesian, and then that the lower right
square is coCartesian as desired.
Corollary 1.4.6. Let C be a presentable ∞-category containing a commutative triangle
B
f
  @
@@
@@
@@
A
??
// C,
and let f! : Stab(C
/B)→ Stab(C/C) denote the induced map. Then we have a canonical distinguished triangle
f!LB/A → LC/A → LC/B → f!LB/A[1]
in the homotopy category hStab(C/C).
Our next result records the behavior of the relative cotangent complex under base change.
Proposition 1.4.7. Let C be a presentable ∞-category, TC a tangent bundle to C, and p the composite map
TC → Fun(∆
1,C)→ Fun({1},C) ≃ C .
Suppose given a pushout diagram
A //

B
f

A′ // B′
in C. Then the induced map β : LB/A → LB′/A′ is a p-coCartesian morphism in TC.
Proof. Using Definition 1.4.1, we deduce the existence of a map between relative cofiber sequences in TC,
which we can depict as a cubical diagram τ :
LA //

!!C
CC
CC
CC
C
LB

##H
HH
HH
HH
HH
0A

// LB/A

LA′ //
!!C
CC
CC
CC
C
LB′
##H
HH
HH
HH
HH
0A′ // LB′/A′ .
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Let K ⊆ ∆1 ×∆1 ×∆1 denote the full simplicial subset obtained by omitting the final vertex. Let K0 ⊆ K
be obtained by omitting the vertex v = {1} × {1} × {0} such that τ(v) = LB′ , and let K1 ⊆ K be obtained
by omitting the vertex w = {1} × {0} × {1} such that τ(w) = LB/A. By construction, τ is a p-left Kan
extension of τ |K1. Using Proposition T.4.3.2.8, we conclude that τ is a p-colimit diagram.
Remark 1.2.6 implies that the square
LA //

LB

LA′ // LB′
is a p-colimit diagram, so that τ |K is a p-left Kan extension of τ |K0. Invoking Proposition T.4.3.2.8 again,
we deduce that τ is a p-left Kan extension of τ |K0. It follows that τ restricts to a p-colimit square:
0A //

LB/A

0A′ // LB′/A′ .
Proposition T.4.3.1.9 implies that the induced square
0 //

f!LB/A
α

0 // LB′/A′
is a pushout square in Stab(C/B
′
); in other words, the map α is an equivalence. This is simply a reformulation
of the assertion that β is p-coCartesian.
There is another way to view the relative cotangent complex: if we fix an object A ∈ C, then the functor
B 7→ LB/A can be identified with the absolute cotangent complex for the ∞-category CA/. The rest of this
section will be devoted to justifying this assertion. These results will not be needed elsewhere in this paper,
and may be safely omitted by the reader. We begin by describing the tangent bundle to an ∞-category of
the form CA/.
Proposition 1.4.8. Let C be a presentable ∞-category containing an object A, and let D = CA/. Let TC
and TD denote tangent bundles to C and D, respectively. Then there is a canonical equivalence
TD ≃ TC ×C D
of presentable fibrations over D.
Proposition 1.4.8 a relative version of the following more elementary observation:
Lemma 1.4.9. Let C be an ∞-category which admits finite limits and let A be an object of C. The forgetful
functor CA/ → C induces equivalences of ∞-categories
f : (CA/)∗ → C∗ g : Stab(CA/)→ Stab(C).
Proof. We will prove that f is an equivalence; the assertion that g is an equivalence is an obvious consequence.
Let 1 denote a final object of C. Using Proposition T.1.2.13.8, we deduce that CA/ admits a final object,
given by a morphism u : A→ 1. Using Lemma T.7.2.2.8, we deduce the existence of a commutative diagram
Cu/
f ′ //

C1/

(CA/)∗
f // C∗,
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where the vertical arrows are equivalences. It follows that f is an equivalence if and only if f ′ is an equivalence.
But f is a trivial Kan fibration, since the inclusion {1} ⊆ ∆1 is right anodyne.
Proof of Proposition 1.4.8. Let E = Fun(∆1,C)×Fun({1},C) D, so that we have a commutative diagram
Fun(∆1,D)
q
%%J
JJ
JJ
JJ
JJ
J
f // E
q′  
  
  
  
D,
where q and q′ are presentable fibrations. We first claim that f carries q-limit diagrams to q′-limit diagrams.
In view of Propositions T.4.3.1.9 and T.4.3.1.10, it will suffice to verify the following pair of assertions:
(i) For each object B ∈ D, corresponding to a morphism A→ B in C, the induced map of fibers
fB : D
/B → C/B
preserves limits.
(ii) The map f carries q-Cartesian morphisms to q′-Cartesian morphisms.
To prove (i), we observe that fB is equivalent to the forgetful functor (C/B)A/ → C/B, which preserves
limits by Proposition T.1.2.13.8. Assertion (ii) is equivalent to the requirement that the forgetful functor
D → C preserves pullback diagrams, which follows again from Proposition T.1.2.13.8.
Using Remark 1.1.3, we can identify TC ×C D with the stable envelope of the presentable fibration q
′. It
follows from the universal property of Proposition 1.1.9 that the map f fits into a commutative diagram
TD
f //

TC ×C D

Fun(∆1,D)
f // E .
To complete the proof, we will show that f is an equivalence. In view of Corollary T.2.4.4.4, it will suffice
to show that for each B ∈ D classifying a map A→ B in C, the induced map Stab(D/B)→ Stab(C/B) is an
equivalence of ∞-categories. This follows immediately from Lemma 1.4.9.
We now wish to study the relationship between the cotangent complex functors of C and CA/, where A
is an object of C. For this, it is convenient to introduce a bit of terminology.
Definition 1.4.10. Let F, F ′ : C → D be a functors from an ∞-category C to an ∞-category D, and let
α : F → F ′ be a natural transformation. We will say that α is coCartesian if, for every morphism C → C′
in C, the induced diagram
F (C) //
αC

F (C′)
αC′

F ′(C) // F ′(C′)
is a pushout square in D.
The basic properties of the class of coCartesian natural transformations are summarized in the following
lemma:
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Lemma 1.4.11. (1) Let F, F ′, F ′′ : C → D be functors between ∞-categories, and let α : F → F ′ and
β : F ′ → F ′′ be natural transformations. If α is coCartesian, then β is coCartesian if and only if β ◦α
is coCartesian.
(2) Let F : C → D be a functor between ∞-categories, let G,G′ : D → E be a pair of functors, and let
α : G → G′ be a natural transformation. If α is coCartesian, then so is the induced transformation
GF → G′F .
(3) Let F, F ′ : C → D be a pair of functors between ∞-categories, let G : D → E another functor, and
let α : F → F ′ be a natural transformation. If α is coCartesian and G preserves all pushout squares
which exist in D, then the induced transformation GF → GF ′ is coCartesian.
Definition 1.4.12. We will say that a commutative diagram of ∞-categories
D
H //
G

C
G′

D
′ H
′
//
C
′
is rectilinear if the following conditions are satisfied:
(1) The functors G and G′ admit left adjoints, which we will denote by F and F ′ respectively.
(2) The identity map H ′G ≃ G′H induces a coCartesian natural transformation F ′H ′ → HF .
Remark 1.4.13. The condition of being rectilinear is closely related to the condition of being left adjointable,
as defined in §T.7.3.1.
Proposition 1.4.14. Let C be a presentable ∞-category containing an object A and let D = CA/. Let
G : TC → C denote the composite map
TC → Fun(∆
1,C)→ Fun({0},C) ≃ C,
and let G′ : TD → D be defined similarly, so that we have a commutative diagram
TD //

TC

D // C
(see the proof of Proposition 1.4.8). Then the above diagram is rectilinear.
Corollary 1.4.15. Let C and D = CA/ be as in Proposition 1.4.14, and let L
C : C → TC and L
D : D → TD
be cotangent complex functors for C and D, respectively. Then:
(1) Let p : D → C be the projection, and let q : TD → TC be the induced map. Then there is a coCartesian
natural transformation LC ◦ p→ q ◦ LD.
(2) There is a pushout diagram of functors
LCA
//

LC ◦ p

0 // q ◦ LD.
Here the terms in the left hand column indicate the constant functors taking the values LCA, 0 ∈
Stab(C/A) ⊆ TC.
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(3) The functor q ◦ LD : D → TC can be identified with the functor B 7→ LB/A.
Proof. Assertion (1) is merely a reformulation of Proposition 1.4.14. To prove (2), we let e : D → D denote
the constant functor taking the value idA ∈ D, so that we have a natural transformation α : e → idD.
Applying the coCartesian transformation of (1) to α yields the desired diagram, since LD ◦ e vanishes
by Remark 1.2.7. Assertion (3) follows immediately from (2) and the definition of the relative cotangent
complex.
To prove Proposition 1.4.14, we observe that the square in question fits into a commutative diagram
TD //

TC

Fun(∆1,D) //

Fun(∆1,C)

Fun({0},D) // Fun({0},C).
It will therefore suffice to prove the following three results:
Lemma 1.4.16. Suppose given a commutative diagram of ∞-categories
D
H //
G0

C
G′0

D
′ H
′
//
G′0

C
′
G′1

D
′′ H
′′
//
C
′′
If the upper and lower squares are rectilinear, then the outer square is rectilinear.
Lemma 1.4.17. Let p : D → C be a functor between ∞-categories. Then the commutative diagram
Fun(∆1,D) //
G

Fun(∆1,C)
G′

Fun({0},D) // Fun({0},C)
is rectilinear.
Lemma 1.4.18. Let C be a presentable ∞-category containing an object A, and let D = CA/. Then the
diagram
TD //

TC

Fun(∆1,D) // Fun(∆1,C)
(see the proof of Proposition 1.4.8) is rectilinear.
Proof of Lemma 1.4.16. We observe that G1G0 admits a left adjoint L0L1, where L0 and L1 are left adjoints
to G0 and G1, respectively. Similarly, G
′
1G
′
0 admits a left adjoint L
′
0L
′
1. It remains only to show that the
composite transformation
L0L1H
′′ → L0H
′L′1 → HL
′
0L
′
1
is coCartesian, which follows from Lemma 1.4.11.
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Proof of Lemma 1.4.17. For any ∞-category C, the evaluation functor Fun(∆1,C) → Fun({0},C) ≃ C has
a left adjoint given by the diagonal embedding δC : C → Fun(∆
1,C). In the situation of Lemma 1.4.17, we
obtain a strictly commutative diagram of adjoint functors
Fun(∆1,D) // Fun(∆1,C)
D //
δD
OO
C .
δC
OO
It now suffices to observe that that any invertible natural transformation is automatically coCartesian.
To prove Lemma 1.4.18, we once again break the work down into two steps. First, we need a bit of
terminology:
Notation 1.4.19. For every∞-category C, we let P∗(C) denote the full subcategory of Fun(∆
2,C) spanned
by those diagrams
B
@
@@
@@
@@
A
f //
??~~~~~~~
C
such that f is an equivalence. If C is presentable, then the evaluation map
P∗(C)→ Fun(∆
{1,2},C) ≃ Fun(∆1,C)
exhibits P∗(C) as a pointed envelope of the presentable fibration Fun(∆
1,C)→ Fun({1},C) ≃ C.
Now let p : D → C be as in Lemma 1.4.18. The proof of Proposition 1.4.8 gives a commutative diagram
TD //

TC

P∗(D) //

P∗(C)

Fun(∆1,D) // Fun(∆1,C).
We wish to prove that the outer square is rectilinear. In view of Lemma 1.4.16, it will suffice to prove the
upper and bottom squares are rectilinear. For the upper square, we observe that Proposition 1.4.8 gives a
homotopy pullback diagram
TD //

TC

P∗(D)

// P∗(C)

C // D .
Lemma 1.4.18 is therefore a consequence of the following pair of results:
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Lemma 1.4.20. Suppose given a commutative diagram
D //

C
G

D
′ //

C
′

D
′′ //
C
′′
of ∞-categories, where each square is homotopy Cartesian. If G admits a left adjoint relative to C′′, then
the upper square is rectilinear.
Lemma 1.4.21. Let C be a presentable ∞-category containing an object A, let D = CA/. Then the diagram
P∗(D) //
G′

P∗(C)
G

Fun(∆1,D) // Fun(∆1,C)
is rectilinear.
Proof of Lemma 1.4.20. Without loss of generality, we may assume that every map in the diagram
D //
G′

C
G

D
′ //

C
′

D
′′ //
C
′′
is a categorical fibration, and that each square is a pullback in the category of simplicial sets. Let F be a left
adjoint to G relative to C′′, and choose a counit map v : F ◦G→ idC which is compatible with the projection
to C′′ (so that v can be identified with a morphism in the ∞-category MapC′′(C,C) ). Let F
′ : D′ → D be
the map induced by F , so that v induces a natural transformation F ′ ◦G′ → idD, which is easily verified to
be the counit of an adjunction. It follows that we have a strictly commutative diagram
D // C
D
′
F ′
OO
//
C
′ .
F
OO
To complete the proof it suffices to observe that any invertible natural transformation is automatically
coCartesian.
Proof of Lemma 1.4.21. The forgetful functor G : P∗(C)→ Fun(∆
1,C) has a left adjoint F . We can identify
F with the functor which carries a diagram B → C in C to the induced diagram
B
∐
C
""F
FF
FF
FF
F
C
<<yyyyyyyyy id // C,
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regarded as an object of P∗(C). Similarly, G
′ has a left adjoint F ′, which carries a diagram A→ B → C to
the induced diagram
B
∐
AC
##H
HH
HH
HH
HH
A // C
id //
;;wwwwwwwww
C.
We observe that a diagram in P∗(C) is a pushout square if and only if it determines a pushout square in C
after evaluating at each vertex in ∆2. Unwinding the definition, we see that the Lemma 1.4.21 is equivalent
to the following elementary assertion: for every commutative diagram
A
  A
AA
AA
AA
// B //

C

B′ // C′
in C, the induced diagram
B
∐
C

// B
∐
A C

B′
∐
C′ // B′
∐
A C
′
is a pushout square.
1.5 The Tangent Bundle of the ∞-Category of E
∞
-Rings
Let A be a commutative ring, and letM be an A-module. Then the direct sum A⊕M inherits the structure
of a commutative ring, with multiplication described by the formula
(a,m)(a′,m′) = (aa′, am′ + a′m).
We wish to describe an analogous construction in the case where A is an E∞-ring and M is a module
spectrum over A. Of course, in this context we cannot define a ring structure on A ⊕M simply by writing
formulas: we must obtain A⊕M in some other way. We begin by listing some features which we expect of
this construction:
(a) The square-zero extension A⊕M admits a projection map A⊕M → A.
(b) The square-zero extension A⊕M depends functorially on M . In other words, it is given by a functor
G : ModA → (E∞)/A.
(c) The underlying spectrum of A⊕M can be identified (functorially) with the usual coproduct of A and
M in the ∞-category of Sp.
Condition (c) automatically implies that the functor G preserves limits. Since the ∞-category ModA is
stable, the functor G would then be equivalent to a composition
ModA
G′
→ Stab((E∞)/A)
Ω∞
→ (E∞)/A.
In fact, we can say more: the functor G′ is an equivalence of ∞-categories. Let us describe a functor F ′
which is homotopy inverse to G′. Let X be an object of Stab((E∞)/A. Then the 0th space of X is a pointed
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object of (E∞)/A, which we can identify with an augmented A-algebra: that is, an E∞-ring B which fits into
a commutative diagram
B
f
  A
AA
AA
AA
A
A
??~~~~~~~ id // A.
We now observe that in this situation, the kernel ker(f) inherits the structure of an A-module. We can
therefore define a functor F ′ : Stab((E∞)/A)→ ModA by setting F
′(X) = ker(f).
We now have an approach to defining the desired functor G. Namely, we first construct the functor
F ′ : Stab((E∞)/A) → ModA described above. If we can prove that F
′ is an equivalence of ∞-categories,
then we can define G′ to be a homotopy inverse to F ′, and G to be the composition of G′ with the 0th space
functor Ω∞ : Stab((E∞)/A)→ (E∞)/A.
Our goal in this section is to flesh out the ideas sketched above. It will be convenient to work in a bit
more generality: rather than only considering commutative algebras, we consider algebras over an arbitrary
coherent ∞-operad. We begin with some generalities.
Definition 1.5.1. Let O⊗ be an ∞-operad. We will say that a map q : C⊗ → O⊗ is a stable O-monoidal
∞-category if the following conditions are satisfied:
(1) The map q is a coCartesian fibration of ∞-operads.
(2) For each object X ∈ O, the fiber CX is a stable ∞-category.
(3) For every morphism α ∈ MulO({Xi}, Y ), the associated functor α! :
∏
i CXi → CY is exact separately
in each variable.
Remark 1.5.2. Let O⊗ be an ∞-operad and let q : C⊗ → O⊗ be a stable O-monoidal ∞-category. Then
the ∞-category FunO(O,C) of sections of the restricted map q0 : C → O is stable: this follows immediately
from Proposition T.5.4.7.11.
Definition 1.5.3. Let O⊗ be a unital ∞-operad, and let q : C⊗ → O⊗ be a coCartesian fibration of ∞-
operads. An augmented O-algebra object of C is a morphism f : A→ A0 in AlgO(C) such that A0 is an initial
object of AlgO(C). (In view of Proposition C.2.3.9, this is equivalent to the requirement that A0(0)→ A0(X)
is q-coCartesian whenever 0 → X is a morphism in O⊗ with 0 ∈ O⊗〈0〉.) We let Alg
aug
O
(C) denote the full
subcategory of Fun(∆1,AlgO(C)) spanned by the augmented O-algebra objects in C.
Suppose further that C⊗ is a stable O-monoidal∞-category, so that FunO(O,C) is stable (Remark 1.5.2).
Let θ : AlgO(C)→ FunO(O,C) denote the restriction functor. Given an augmented O-algebra object A→ A0
of C, we define the augmentation ideal to the the fiber of the induced morphism θ(A)→ θ(A0). The formation
of augmentation ideals determines a functor
Algaug
O
(C)→ FunO(O,C).
Remark 1.5.4. Let O⊗ be a small∞-operad and let q : C⊗ → O⊗ be a presentable O-monoidal∞-category.
It follows from Proposition T.5.4.7.11 that the∞-category FunO(O,C) is presentable, and that for each object
X ∈ O the evaluation functor eX : FunO(O,C) preserves small limits and small colimits. It follows from
Corollary T.5.5.2.9 that eX admits both a left and a right adjoint, which we will denote by (eX)! and (eX)∗.
The following result characterizes the augmentation ideal functor by a universal property:
Proposition 1.5.5. Let O⊗ be a small unital∞-operad and let C⊗ → O⊗ be a presentable stable O-monoidal
∞-category. Let 0C denote a zero object of the stable ∞-category FunO(O,C), and let 1C denote an initial
object of AlgO(C). Then there exists a pair of adjoint functors FunO(O,C)
f // Algaug
O
(C)
g
oo with the following
properties:
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(1) The functor f is given by composition
FunO(O,C) ≃ FunO(O,C)
/0C → AlgO(C)
/1C ≃ Algaug
O
(C),
where the middle map is induced by a left adjoint F to the forgetful functor G : AlgO(C)→ FunO(O,C).
Here we implicitly invoke the identification 1C ≃ F (0C); note that the existence of F follows from
Corollary C.2.6.10.
(2) The functor g : Algaug
O
(C)→ FunO(O,C) is the augmentation ideal functor.
(3) Let X and Y be objects of O⊗, and let (eX)! : CX → FunO(O,C) and eY : FunO(O,C) be as in Remark
1.5.4. Then the composition
CX
(eX )!
→ FunO(O,C)
f
→ Algaug
O
(C)
g
→ FunO(O,C)
eY→ CY
is equivalent to the functor C 7→
∐
n>0 Sym
n
O,Y (C) (see Construction C.2.6.12).
Proof. The existence of the functor g and assertion (2) follow from Proposition T.5.2.5.1, together with the
definition of the augmentation ideal functor. Invoking (2), we deduce that there is a distinguished triangle
g ◦ f → G ◦ F
h
→ G(1C)→ (g ◦ f)[1]
in the stable ∞-category of functors from FunO(O,C) to itself, where G(1C) denotes the constant functor
taking the value G(1C). Theorem The results of §C.2.6 guarantee that eY ◦G◦F ◦(eX)! can be idenitifed with
the functor
∐
n≥0 Sym
n
O,Y . We observe that the map h is split by the inclusion Sym
0
O,Y →
∐
n≥0 Sym
n
O,Y ,
so that we obtain an identification of g ◦ f with the complementary summand
∐
n>0 Sym
n
O,Y .
Remark 1.5.6. Let FunO(O,C)
f // Algaug
O
(C)
g
oo be as in Proposition 1.5.5, and let X,Y ∈ O. Unwinding
the definitions, we see that the unit map id→ g ◦ f induces a functor eY ◦ (eX)! → eY ◦ g ◦ f ◦ (eX)!. This
can be identified with the inclusion of the summand Sym1O,Y →
∐
n>0 Sym
n
O,Y .
The main result of this section is the following:
Theorem 1.5.7. Let O⊗ be a unital ∞-operad and let C⊗ → O⊗ be a stable O-monoidal ∞-category.
Then the augmentation ideal functor G : Algaug
O
(C) → FunO(O,C) induces an equivalence of ∞-categories
Stab(Algaug
O
(C))→ Stab(FunO(O,C)) ≃ FunO(O,C).
The proof of Theorem 1.5.7 will use some basic ideas from Goodwillie’s calculus of functors. We refer the
reader to [43] for a review of this theory (including explanations for some of the terminology which appears
below).
Lemma 1.5.8. Let K be a simplicial set. Let C be a pointed ∞-category which admits finite colimits, and
let D be stable ∞-category which admits sequential colimits and K-indexed colimits. Then the derivative
functor D : Fun∗(C,D)→ Exc(C,D) preserves K-indexed colimits.
Proof. Since D is stable, the loop functor ΩD is an equivalence of∞-categories. It follows that ΩD preserves
K-indexed colimits. We observe that Exc(C,D) is the full subcategory of Fun(C,D) spanned by those functors
which are right exact; it follows that Exc(C,D) is stable under K-indexed colimits in Fun(C,D). Similarly,
Fun∗(C,D) is stable under K-indexed colimits in Fun(C,D); we therefore conclude that K-indexed colimits
in Fun∗(C,D) and Exc(C,D) are computed pointwise. The desired result now follows from the formula for
computing the derivative given in Remark B.??.
Lemma 1.5.9. Let n ≥ 2 be an integer, let C1, . . . ,Cn and D be pointed ∞-categories which admit finite
colimits, and let F : C1× . . .×Cn → D be a functor which preserves finite colimits separately in each variable.
Then:
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(1) For every object C = (C1, . . . , Cn) ∈ C1× . . .×Cn, the canonical map α : ΣDF (C)→ F (ΣC1 ×...×CnC)
is nullhomotopic.
(2) Suppose that D admits finite limits and sequential colimits and that the loop functor ΩD preserves
sequential colimits. Then the derivative DF : C1× . . .× Cn → D is nullhomotopic.
Proof. We first prove (1). Enlarging the universe if necessary, we may assume that C1, . . . ,Cn and D are small.
Passing to ∞-categories of Ind-objects, we can reduce to the case where C1, . . . ,Cn and D are presentable,
and the functor F preserves small colimits separately in each variable (since the construction E 7→ Ind(E) is a
symmetric monoidal functor; see §C.4.1). Since the ∞-categories Ci are pointed, evaluation on the (pointed)
zero sphere S0 induces an equivalence of∞-categories Fun′(S∗,Ci)→ Ci; here S∗ denotes the ∞-category of
pointed spaces and Fun′(S∗,Ci) denotes the full subcategory of Fun(S∗,Ci) spanned by those functors which
preserve small colimits. In particular, there exist functors fi : S∗ → Ci such that fi(S
0) ≃ Ci. We may
therefore replace Ci by S∗, and reduce to the case where each of the objects Ci can be identified with the
zero sphere S0 ∈ S∗.
The functor F : S∗× . . .× S∗ → D preserves colimits separately in each factor, and therefore factors as
a composition
S∗× . . .× S∗
F ′
→ S∗⊗ . . .⊗ S∗
F ′′
→ D
where F ′′ preserves small colimits. Here the tensor product is taken in the monoidal ∞-category Ĉat
LPr
∞ of
presentable ∞-categories (see §M.4.1) and is equivalent to S∗, while the functor F
′ : S∗× . . .× S∗ → S∗ can
be identified with the classical smash product (X1, . . . , Xn) 7→ X1 ∧ . . . ∧ Xn of pointed spaces. We may
therefore replace D by S∗, and thereby reduce to the case where F is given by the iterated smash product. In
this case, α can be identified with a map of pointed spaces S1 → S1 ∧ . . .∧S1 ≃ Sn, which is nullhomotopic
since the n-sphere Sn is simply connected for n > 1.
We now prove (2). According to Remark B.??, the derivative DF (C1, . . . , Cn) can be computed as the
colimit of the sequence of maps
F (C1, . . . , Cn)→ ΩD(ΣC1C1, . . . ,ΣCnCn)→ . . .
Assertion (1) implies that every map in this sequence is nullhomotopic, so the colimit of the sequence
is equivalent to the zero object ∗ ∈ D. It follows that DF can be identified with the zero object of
Fun(C,D).
Remark 1.5.10. Let C → O be a presentable fibration of ∞-categories, where O is small. For each X ∈ O,
let (eX)! denote a left adjoint to the evaluation functor eX : FunO(O,C) → CX . Then the essential images
of the functors (eX)! generate the ∞-category D = FunO(O,C) under small colimits. To prove this, let D0
denote the smallest full subcategory of D containing the essential image of each (eX)! and closed under small
colimits in D. Since the essential image of each (eX)! is generated under small colimits by a small collection
of objects, we deduce that D0 ⊆ D is presentable. Let D be an object of D; we wish to prove that D ∈ D0.
Let χ : Dop → S be the functor represented by D. The composite functor
χ|D0 : D
op
0 → D
op → S
preserves small limits, and is therefore representable by an object D0 ∈ D0 (Proposition T.5.5.2.2). We
therefore obtain a map f : D0 → D which exhibits D0 as a D0-colocalization of D. In particular, for each
X ∈ O and each C ∈ CX , composition with f induces a homotopy equivalence
MapCX (C,D0(X)) ≃MapD((eX)!(C), D0)→ MapD((eX)!(C), D) ≃MapCX (C,D(X)).
This proves that eX(f) is an equivalence for each X ∈ O, so that f is an equivalence and D ∈ D0 as required.
Proposition 1.5.11. Let O⊗ be a unital ∞-operad, and let C⊗ be a presentable stable O-monoidal ∞-
category. Let G : Algaug
O
(C) → FunO(O,C) be the augmentation ideal functor, and let F be a left adjoint to
G. Then the unit map id→ GF induces an equivalence of derivatives α : D(id)→ D(GF ).
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Proof. We wish to show that for every object M ∈ FunO(O,C), the natural transformation α induces an
equivalence
αM :M ≃ D(id)(M)→ D(GF )(M).
Since both sides are compatible with the formation of colimits in M , it will suffice to prove this in the case
where M = (eX)!(C) for some X ∈ O and some C ∈ CX (Remark 1.5.10). Moreover, to prove that αM is
an equivalence, it suffices to show that eY (αM ) is an equivalence in CY , for each Y ∈ O. In other words, it
suffices to show that α induces an equivalence
β : eY ◦ (eX)! → eY ◦D(GF ) ◦ (eX)!.
Since the functors (eX)! and eY are exact, we can identify the latter composition with D(eY ◦G ◦F ◦ (eX))!
(Proposition B.??).
According to Proposition 1.5.5, the functor eY ◦G ◦F ◦ (eX)! can be identified with the total symmetric
power functor C 7→
∐
n>0 Sym
n
O,Y (C). According to Remark 1.5.6, we can express this as the coproduct
of eY ◦ (eX)! with the functor T given by the formula T (C) ≃
∐
n≥2 Sym
n
O,Y (C). In view of Lemma 1.5.8,
it will suffice to show that each of the derivatives D SymnO,Y is nullhomotopic for n ≥ 2. We observe that
SymnO,Y can be expressed as a colimit of functors of the form
CX
δ
→ CnX
γ!
→ CY
where γ! denotes the functor associated to an operation γ ∈ MulO({X}1≤i≤n. In view of Lemma 1.5.8, it
suffices to show that each constituent D(δ ◦ γ!) is nullhomotopic, which follows from Lemma 1.5.9.
Lemma 1.5.12. Let C be a stable ∞-category, let f : C → D be a morphism in C, and let f∗ : C/D → C/C
be the functor given by pullback along f . Then:
(1) The functor f∗ is conservative.
(2) Let K be a weakly contractible simplicial set, and assume that C admits K-indexed colimits. Then the
functor f∗ preserves K-indexed colimits.
Proof. Let E denote the full subcategory of Fun(∆1 × ∆1,C) ×Fun({1}×∆1,C) {f} spanned by the pullback
diagrams
C′

// D′

C
f // D.
Since C admits pullbacks, Proposition T.4.3.2.15 implies that evaluation along ∆1 × {1} induces a trivial
Kan fibration E → C/D. Let g denote a section of this trivial fibration. Then the functor f∗ can be identified
with the composition
C
/D g→ E
g′
→ C/C ,
where g′ is given by evaluation along ∆1 × {0}.
Let u be a morphism in C/D. Let σ denote the kernel of the morphism g(u), formed in the stable
∞-category Fun(∆1 ×∆1,C). Then σ is a pullback diagram
W //

X

Y // Z
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in the ∞-category C. The objects Y and Z are both zero, so the bottom horizontal map is an equivalence.
It follows that the upper horizontal map is an equivalence. If f∗(u) is an equivalence, then W ≃ 0. It follows
that X ≃ 0, so that u is an equivalence in C/D. This completes the proof of (1).
To prove (2), let us choose a colimit diagram p : K⊲ → C/D. Let q = g ◦ p. We wish to prove that g′ ◦ q
is a colimit diagram in C/C . In view of Proposition T.1.2.13.8, it will suffice to show that q defines a colimit
diagram in Fun(∆1×∆1,C). Let q = q|K, and let σ ∈ Fun(∆1×∆1,C) be a colimit of q in Fun(∆1×∆1,C).
Since the class of pushout diagrams in C is stable under colimits, we conclude that σ is a pushout diagram.
Let σ′ be the image under q of the cone point of K⊲, let α : σ → σ′ be the map determined by q, and let
τ ∈ Fun(∆1 ×∆1,C) be the cokernel of α. We wish to prove that α is an equivalence, which is equivalent to
the assertion that τ ≃ 0. We may view τ as a pushout diagram
W //

X

Y // Z
in C. Since C is stable, this diagram is also a pullback. Consequently, it will suffice to show that the objects
X,Y, Z ∈ C are equivalent to zero. For the object X , this follows from our assumption that p is a colimit
diagram (and Proposition T.1.2.13.8). To show that Y and Z are zero, it suffices to observe that every
constant map K⊲ → C is a colimit diagram, because K is weakly contractible (Corollary T.4.4.4.10).
Lemma 1.5.13. Suppose given an adjunction of ∞-categories
C
F //
D
G
oo
where C is stable. Let C be an object of C, and consider the induced adjunction
C/C
f //
D/FC
g
oo
(see Proposition T.5.2.5.1). Then:
(1) If the functor G is conservative, then g is conservative.
(2) Let K be a weakly contractible simplicial set. Assume that C and D admit K-indexed colimits, that the
functor G preserves K-indexed colimits, and that C is stable. Then the ∞-categories D/FC and C/C
admit K-indexed colimits, and the functor g preserves K-indexed colimits.
Proof. We first prove (1). Proposition T.5.2.5.1 shows that g can be written as a composition
D/FC
g′
→ C/GFC
g′′
→ C/C ,
where g′ is induced by G and g′′ is given by pullback along the unit map C → GFC. It will therefore suffice
to show that g′ and g′′ are conservative. We have a commutative diagram of ∞-categories
D
/FC

g′ //
C
/GFC

D
G // C .
Since the vertical functors detect equivalences and G is conservative, we deduce that g′ is conservative. It
follows from Lemma T.5.2.8.22 that g′′ is conservative as well.
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We now prove (2). Proposition T.1.2.13.8 implies that the ∞-categories C/C , C/GFC , and D/FC admit
K-indexed colimits. Consequently, it will suffice to show that g′ and g′′ preserveK-indexed colimits. For the
functor g′, this follows from Proposition T.1.2.13.8 and our assumption that G preserves K-indexed colimits.
For the functor g′′, we invoke Lemma 1.5.12.
Proof of Theorem 1.5.7. Enlarging the universe if necessary, we may suppose that O⊗ and C⊗ are small.
The coCartesian fibration C⊗ → O⊗ is classified by a map of ∞-operads χ : O⊗ → Cat×∞. Let χ
′ denote the
composition of χ with the∞-operad map Ind⊗ : Cat∞ → Ĉat∞ of ***, and let C
′⊗ → O⊗ be the O-monoidal
∞-category classified by χ′. Then we have a fully faithful functor C⊗ → C′
⊗
which induces a homotopy
pullback diagram
Algaug
O
(C)

// Algaug
O
(C′)

FunO(O,C) // FunO(O,C
′)
where the horizontal maps are fully faithful inclusions. Passing to stable envelopes, we get a homotopy
pullback diagram
Stab(Algaug
O
(C))

// Stab(Algaug
O
(C′)

Stab(FunO(O,C)) // Stab(FunO(O,C
′)).
It will therefore suffice to show that the right vertical map is an equivalence. In other words, we may replace
C
⊗ by C′
⊗
and thereby reduce to the case where C⊗ → O⊗ is a presentable stable O-monoidal ∞-category.
The forgetful functor AlgO(C) → FunO(C) is conservative (Corollary C.2.1.6) and preserves geometric
realizations of simplicial objects (PropositionC.2.7.1). It follows from Lemma 1.5.13 that G has the same
properties. Using Theorem M.3.4.5, we deduce that G exhibits Algaug
O
(C) as monadic over FunO(O,C) (see
§B.??). The desired result now follows by combining Proposition 1.5.11 with Corollary B.??.
In the special case where the∞-operad O⊗ is coherent, we can use Theorem 1.5.7 to describe other fibers
of the tangent bundle of AlgO(C):
Theorem 1.5.14. Let O⊗ be a coherent ∞-operad, let C⊗ → O⊗ be a stable O-monoidal ∞-category, and
let A ∈ AlgO(C) be a O-algebra object of C. Then the stabilization Stab(AlgO(C)/A) is canonically equivalent
to the ∞-category FunO(O,Mod
O
A(C)).
Corollary 1.5.15. Let E∞ denote the ∞-category of E∞-rings, and let A ∈ E∞. Then the ∞-category
Stab((E∞)/A) is equivalent to the ∞-category of A-module spectra.
Remark 1.5.16. In the situation of Theorem 1.5.14, we have an evident functor
Ω∞ : FunO(O,Mod
O
A(C)) ≃ Stab(AlgO(C)/A)→ AlgO(C)/A.
This functor associates to each M ∈ FunO(O,Mod
O
A(C)) a commutative algebra object which we will denote
by A⊕M . The proof of Theorem 1.5.14 will justify this notation; that is, we will see that when regarded as
an object of FunO(O,C), A⊕M can be canonically identified with the coproduct of A and M .
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Proof. The desired equivalence is given by the composition
Stab(AlgO(C)/A) ≃ Stab((AlgO(C)/A)A/)
≃ Stab((AlgO(C)A/)/A)
φ
≃ Stab(AlgO(Mod
O
A(C))/A
≃ Stab(Algaug
O
(ModOA(C)))
φ′
≃ FunO(O,Mod
O
A(C)).
Here φ is the equivalence of Corollary C.3.2.7, φ′ is given by Proposition 1.5.7.
Remark 1.5.17. Let C⊗ be a stable symmetric monoidal ∞-category (such that the tensor product on C is
exact in each variable) let A be a commutative algebra object of C, let M be an A-module, and let A ⊕M
denote the image of M under the composition
ModA(C) ≃ Stab(CAlg(C)/A)
Ω∞
→ CAlg(C)/A.
We claim that the algebra structure on A⊕M is “square-zero” in the homotopy category hC. In other words:
(1) The unit map 1C → A⊕M is homotopic to the composition of 1C → A with the inclusion A→ A⊕M .
(2) The multiplication
m : (A⊗A)⊕ (A⊗M)⊕ (M ⊗A)⊕ (M ⊗M) ≃ (A⊕M)⊗ (A⊕M)→ A⊕M
is given as follows:
(i) On the summand A⊗ A, the map m is homotopic to the composition of the multiplication map
A⊗A→ A with the inclusion A→ A⊕M .
(ii) On the summands A ⊗M and M ⊗ A, the map m is given by composing the action of A on M
with the inclusion M → A⊕M .
(iii) On the summand M ⊗M , the map m is nullhomotopic.
Only assertion (iii) requires proof. For this, we will invoke the fact that the commutative algebra structure on
A⊕M depends functorially onM . Consequently, for every A-module N we obtain a map ψN : N ⊗N → N ,
which we must show to be nullhomotopic. Let M ′ and M ′′ be copies of the A-module M , which we will
distinguish notationally for clarity, and let f : M ′ ⊕M ′′ → M denote the “fold” map which is the identity
on each factor. Invoking the functoriality of ψ, we deduce that the map ψM : M ⊗M → M factors as a
composition
M ⊗M =M ′ ⊗M ′′ → (M ′ ⊕M ′′)⊗ (M ′ ⊕M ′′)
ψM′⊕M′′
→ M ′ ⊕M ′′
f
→M.
Consequently, to prove that ψM is nullhomotopic, it will suffice to show that φ = ψM ′⊕M ′′ |(M
′ ⊗M ′′) is
nullhomotopic. Let πM ′ : M
′ ⊕M ′′ → M ′ and πM ′′ : M ⊕M
′′ → M ′′ denote the projections onto the first
and second factor, respectively. To prove that ψM ′⊕M ′′ is nullhomotopic, it suffices to show that πM ′ ◦φ and
πM ′′ ◦ φ are nullhomotopic. We now invoke functoriality once more to deduce that πM ′ ◦ φ is homotopic to
the composition
M ′ ⊗M ′′
(id,0)
→ M ′ ⊗M ′
ψM′→ M ′.
This composition is nullhomotopic, since the first map factors through M ′ ⊗ 0 ≃ 0. The same argument
shows that πM ′′ ◦ φ is nullhomotopic, as desired.
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Remark 1.5.18. Let A be an E∞-ring, let M be an A-module, and let A ⊕M denote the corresponding
square-zero extension. As a graded abelian group, we may identify π∗(A⊕M) with the direct sum (π∗A)⊕
(π∗M). It follows from Remark 1.5.17 that the multiplication on π∗(A ⊕ M) is given on homogeneous
elements by the formula
(a,m)(a′,m′) = (aa′, am′ + (−1)deg(a
′) deg(m)a′m).
In particular, if A is an ordinary commutative ring (viewed as a discrete E∞-ring) and M is an ordinary
A-module, then we can identify the discrete E∞-ring A⊕M with the classical square-zero extension discussed
in the introduction to this section.
We now prove a “global” version of Theorem 1.5.14:
Theorem 1.5.19. Let O⊗ be a coherent ∞-operad, and let C⊗ → O⊗ be a presentable stable O-monoidal
∞-category. Then there is a canonical equivalence
φ : TAlgO(C) → AlgO(C)×Fun(O,AlgO(C) FunO(O,Mod
O(C))
of presentable fibrations over AlgO(C).
In other words, we may view TAlgO(C) as the ∞-category whose objects are pairs (A,M), where A is
a O-algebra object of C and M is an A-module. The idea of the proof is simple: we will define φ using
a relative version of the augmentation ideal functor defined above. We will then show that φ is a map of
Cartesian fibrations, so that the condition that φ be an equivalence can be checked fibrewise. We are then
reduced to the situation of Theorem 1.5.14.
Proof. We will denote objects of M = AlgO(C) ×Fun(O,AlgO(C) FunO(O,Mod
O(C)) by pairs (A,M), where
A ∈ AlgO(C) and M ∈ FunO(O,Mod
O(C) is a module over A.
Let E = Fun(∆1×∆1,AlgO(C))×Fun(∆2,AlgO(C))AlgO(C) denote the ∞-category of diagrams of the form
A
id

//
id
@
@@
@@
@@
B

A
id // A,
of O-algebra objects of C. The canonical map AlgO(C) → AlgO(Mod
O(C)) determines a section s of the
projection
p : X → AlgO(C),
which we can think of informally as assigning to an algebra A the pair (A,A) where we regard A as a module
over itself.
Let D denote the fiber product
Fun(∆1 ×∆1,M)×Fun(∆1×{1},M) Fun(∆
1 × {1},AlgO(C)),
so that we can identify objects of D with commutative squares
(A,M)

// (B,B)

(A′,M ′) // (B′, B′)
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in the∞-category M. Let E denote the full subcategory of E×Fun(∆1×∆1,Alg
O
(C) D spanned by those squares
(A,M)

// (B,B)

(A,M ′) // (A,A)
which are p-limit diagrams, and such that M ′ is a zero object of FunO(O,Mod
O
A(C)). Invoking Proposition
T.4.3.2.15 twice (and Theorem C.3.3.1), we deduce that the projection map E → E is a trivial Kan fibration.
Let r : E → E be a section of this projection, and let r′ : E → X be given by evaluation in the upper left
hand corner. Let ψ denote the composition
ψ : E
r
→ E
r′
→ M,
so that ψ carries a diagram
A
id

//
id
@
@@
@@
@@
B
f

A
id // A,
to the augmentation ideal ker(f), regarded as an A-module.
We observe that the restriction map E → Fun(∆1×{1},AlgO(C)) can be regarded as a pointed envelope
of the presentable fibration
Fun(∆1 × {1},AlgO(C))→ Fun({1} × {1},AlgO(C)) ≃ AlgO(C).
Let Ω∞∗ : TAlgO(C) → E exhibit TAlgO(C) as a tangent bundle to AlgO(C). Let φ denote the composition
TAlg
O
(C)
Ω∞
→ E
ψ
→ M .
To complete the proof, it will suffice to show that φ is an equivalence of ∞-categories.
By construction, we have a commutative diagram
TAlg
O
(C)
q
%%LL
LL
LL
LL
LL
Ω∞∗ // E
q′

φ0 // M
q′′{{ww
ww
ww
ww
w
AlgO(C),
with φ = φ0 ◦ Ω
∞
∗ , where q, q
′, and q′′ are presentable fibrations. Since Ω∞∗ is a right adjoint relative to
AlgO(C), it carries q-Cartesianmorphisms to q
′-Cartesianmorphisms. We observe that φ0 carries q
′-Cartesian
morphisms to q′′-Cartesian morphisms; in concrete terms, this merely translates into the observation that
every pullback diagram
A //
f

B
f ′

A′ // B′
in AlgO(C) is also a pullback diagram in FunO(O,C) (Corollary C.2.1.5), and therefore induces an equivalence
ker(f) ≃ ker(f ′) in M. It follows that φ carries q-Cartesian morphisms to q′′-Cartesian morphisms.
We now invoke Corollary T.2.4.4.4: the map φ is an equivalence of ∞-categories if and only if, for every
commutative algebra object A ∈ AlgO(C), the induced map
φA : Stab(AlgO(C)/A)→ FunO(O,Mod
O
A(C))
is an equivalence of ∞-categories. We now observe that φA can be identified with the augmentation ideal
functor which appears in the proof of Theorem 1.5.14, and therefore an equivalence as required.
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2 Cotangent Complexes of E∞-Rings
In §1, we studied the general theory of cotangent complexes. For every presentable∞-category C, we defined
the tangent bundle TC and a relative cotangent complex functor
Fun(∆1,C)→ TC
(f : A→ B) 7→ LB/A ∈ Stab(C
/B).
We now wish to specialize to the situation where C is the∞-category E∞ of E∞-rings. In this case, Theorem
1.5.19 allows us to identify the tangent bundle TC with the ∞-category of pairs (A,M), where A is an E∞-
ring andM is an A-module. We will henceforth use this identification to view the relative cotangent complex
LB/A as taking its value in the ∞-category ModB of B-module spectra.
Our goal in this section is to prove some results about the cotangent complexes of E∞-rings which are
more quantitative in nature. We will begin in §2.1 by studying the connectivity properties of the relative
cotangent complex functor L. For example, we will show that if f : A → B is an n-connective morphism
between connective E∞-rings, then the induced map LA → LB is n-connective (Corollary 2.1.8). This is a
simple consequence of our main result, Theorem 2.1.4, which is considerably more precise.
In §2.2, we will study finiteness properties of the relative cotangent complex LB/A associated to a mor-
phism f : A → B between connective E∞-rings. It is not difficult to show that finiteness properties of f
are inherited by the relative cotangent complex LB/A. For example, if f is of finite presentation, then the
relative cotangent complex LB/A is a perfect B-module. Somewhat surprisingly, the converse holds under
some mild additional assumptions (Theorem 2.2.1).
The final goal of this section is to introduce the definition of an e´tale map between E∞-rings. A morphism
f : A → B is said to be e´tale if f is flat, and the induced map π0A → π0B is an e´tale map of ordinary
commutative rings. Our main result concerning e´tale morphisms is Proposition 2.3.7, which asserts that the
relative cotangent complex LB/A vanishes whenever f : A→ B is e´tale .
2.1 Connectivity Estimates
Let f : A → B be a morphism of E∞-rings. According to Remark 1.4.4, the relative cotangent complex
LB/A vanishes whenever f is an equivalence. We may therefore regard LB/A as a measure of a failure of f
to be an equivalence. A more direct measure is the cokernel coker(f) of the map f . Our goal in this section
is to prove Theorem 2.1.4, which asserts that these invariants are related: namely, there is a canonical map
α : coker(f)→ LB/A.
Moreover, this map has good connectivity properties if f does (we will formulate this statement more precisely
below).
In order to prove Theorem 2.1.4, we need a mechanism for computing the cotangent complex LB/A in
certain examples. We therefore begin with a simple calculation.
Proposition 2.1.1. Let M be a spectrum, and let A = Sym∗M denote the free E∞-ring generated by M .
Then there is a canonical equivalence LA ≃M ⊗A in the ∞-category of A-modules.
Proof. For every A-module N , we have a chain of homotopy equivalences
MapModA(M ⊗A,N) ≃ MapSp(M,N) ≃ MapSp/A(M,A⊕N) ≃Map(E∞)/A(A,A⊕N) ≃MapModA(LA, N).
It follows that M ⊗ A and LA corepresent the same functor in the homotopy category hModA, and are
therefore equivalent.
According to Corollary C.2.6.10 and Remark C.2.6.16, for every spectrum M we have a canonical equiv-
alence Sym∗M ≃ ⊕i≥0 Sym
iM , where SymiM is obtained from the ith tensor power of M by extracting
the (homotopy-theoretic) coinvariants of the action of the symmetric group Σi. Our connectivity estimates
for the cotangent complex all hinge on the following basic observation:
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Remark 2.1.2. Let M and N be spectra. Assume that M is m-connective and N is n-connective. Then
the tensor product M ⊗ N is (m + n)-connective. Iterating this observation, we deduce that every tensor
power M⊗k is (mk)-connective. Using the stability of connective spectra under colimits, we conclude that
any symmetric power Symk(M) is (km)-connective.
Lemma 2.1.3. Let Sym∗ : Sp → E∞ denote a left adjoint to the forgetful functor E∞ → Sp (see §C.2.6).
Let f : A→ B be a map of connective E∞-rings, and assume that f is n-connective for some n ≥ −1. Then
there exists an n-connective spectrum M and a commutative diagram of E∞-rings
Sym∗M
ǫ //

S

A //
f
$$H
HH
HH
HH
HH
H A′
f ′

B,
where the upper square is a pushout, the E∞-ring A
′ is connective, the map f ′ is (n+ 1)-connective, and ǫ
is adjoint to the zero map M → S in the ∞-category of spectra. Here S denotes the sphere spectrum.
Proof. We will abuse notation by not distinguishing between the E∞-rings A and B and their underlying
spectra. Let M = ker(f), so that we have a pushout diagram of spectra
M

// 0

A
f // B.
Invoking the universal property of Sym∗, we obtain a commutative diagram
Sym∗M //

Sym∗ 0

Sym∗A //

Sym∗B

A // B
in the ∞-category of E∞-rings, where the upper square is a pushout. We observe that Sym
∗ 0 is equivalent
to the sphere spectrum S. Let A′ denote the tensor product A⊗Sym∗M S so that we obtain a commutative
diagram
Sym∗M
ǫ //

S

A //
f
$$I
II
II
II
II
I A′
f ′

B
as above. Since A′ can also be identified with the tensor product
A⊗Sym∗ A Sym
∗B,
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we conclude that A′ is connective. The only nontrivial point is to verify that ker(f ′) is (n + 1)-connective.
Suppose first that n = −1; in this case, we wish to show that f ′ induces an epimorphism π0A
′ → π0B. To
prove this, we observe that the counit map
f ′′ : Sym∗B → B
factors through f ′. The map f ′′ induces an epimorphism on all homotopy groups, because the underlying
map of spectra admits a section.
We now treat the generic case n ≥ 0. Let us define I denote the kernel of the projection map Sym∗M → S,
so that we have a map of distinguished triangles
A⊗Sym∗M I
g

// A
=

// A′
f ′

// A⊗Sym∗M I[1]

M // A // B // M [1]
in the homotopy category of spectra. Consequently, we obtain an equivalence of spectra ker(f ′) ≃ ker(g)[1],
so it will suffice to show that g is n-connective. Using Remark C.2.6.16, we can identify I with the coproduct
⊕i>0 Sym
i(M). The map g admits a section, given by the composition
M ≃ Sym1(M)→ I → A⊗Sym∗M I.
We may therefore identify ker(g) with a summand of the tensor product A⊗Sym∗M I. It will now suffice to
show that this tensor product is n-connective. Since A and Sym∗M are connective, it will suffice to show
that I is n-connective. This follows immediately from Remark 2.1.2.
Theorem 2.1.4. Let f : A→ B be a morphism between E∞-rings, and consider the associated diagram
LA
η0 //

0

LB
η // LB/A.
This diagram induces a map of derivations
(d0 : A→ 0)→ (d : B → LB/A).
Applying the functor Φ of Notation 3.1.5, we obtain a commutative diagram
A

f
  B
BB
BB
BB
B A

Bη
g // B
of E∞-rings (here we implicitly identify A
η0 with A; see Example 3.1.8). This commutative diagram induces
a map αf : ker(f)→ ker g ≃ LB/A[−1] in the ∞-category of A-modules. Let α
′
f : ker(f)⊗A B → LB/A[−1]
be the adjoint morphism. Suppose that A and B are connective and that f is n-connective, for some n ≥ −1.
Then α′f is (2n+ 1)-connective.
Proof. Let us say that a morphism f : A→ B of E∞-rings is n-good if the kernel α
′
f is (2n+ 1)-connective.
We make the following observations:
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(a) Suppose given a commutative triangle
B
g
@
@@
@@
@@
A
f
??~~~~~~~ h // C
of connective E∞-rings. If f and g are n-good, then h is n-good. This follows from the existence of a
commutative diagram of exact triangles
ker(f)⊗A C
α′f

// ker(h)⊗A C
α′h

// ker(g)⊗B C
α′g

LB/A[−1]⊗B C // LC/A[−1] // LC/B[−1]
of C-modules.
(b) Suppose given a pushout diagram
A
f //

B

A′
f ′ // B′
of E∞-rings, where B and B
′ are connective. If f is n-good, then so is f ′. This follows immediately
from the equivalence ker(α′f ′) ≃ B
′ ⊗B ker(α
′
f ).
(c) The collection of n-good morphisms is closed under the formation of filtered colimits. This follows from
the fact that the functor f 7→ ker(α′f ) preserves filtered colimits, and the observation that a filtered
colimit of (2n+ 1)-connective spectra is again (2n+ 1)-connective.
(d) Let f : A→ B be an arbitrary morphism of E∞-rings. Then the source ker(f)⊗A B of the morphism
α′f can be identified with the kernel of the induced map B → B ⊗A B, which identifies B with one of
the tensor factors.
(e) Assume that M is an n-connective spectrum, and let f : Sym∗M → S be a map of E∞-rings which is
adjoint to the zero map M → S in the ∞-category of spectra. Then f is n-good. To prove this, we
will explicitly compute both the source and target of α′f .
Using Corollary 1.4.6 we obtain a distinguished triangle
LSym∗M ⊗Sym∗M S → LS → LS/Sym∗M → LSym∗M ⊗Sym∗M S[1]
in the homotopy category of spectra. In view of Proposition 2.1.1, we may rewrite this distinguished
triangle as
M → 0→ LS/Sym∗M →M [1],
so that the target LS/Sym∗M [−1] of the morphism α
′
f is canonically equivalent to M .
We next observe that the pushout diagram of spectra
M //

0

0 //M [1]
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induces an equivalence of E∞-rings S ⊗Sym∗M S ≃ Sym
∗M [1]. Invoking (d), we deduce that the
source of the map α′f can be identified with the kernel of the unit map S → Sym
∗M [1]. Using Remark
C.2.6.16, we can identify this kernel with the direct sum ⊕i>0 Sym
i(M [1])[−1].
We now observe that the composition
M ≃ Sym1(M [1])[−1]→ ⊕i>0 Sym
i(M [1])[−1]
α′f
→M
is homotopic to the identity. Consequently, the kernel of α′f can be identified with the direct sum
⊕i>1 Sym
i(M [1])[−1]. To complete the proof that α′f is (2n+1)-connective, it will suffice to show that
each symmetric power Symi(M [1]) is (2n + 2)-connective, which follows immediately from Remark
2.1.2.
We are now ready to proceed with the proof of Theorem 2.1.4. Let f : A→ B be an n-connective map
of connective E∞-rings; we wish to show that f is n-good. Applying Lemma 2.1.3 repeatedly, we deduce the
existence of a sequence of objects
An → An+1 → An+2 → . . .
in (E∞)/B, with the following properties:
(i) The object An can be identified with the original morphism f : A→ B.
(ii) For all m ≥ n, let us identify Am with a morphsim of E∞-rings fm : A(m) → B. Then fm is
m-connective, and A(m) is connective.
(iii) For each m ≥ n, there exists an m-connective spectrum M and a pushout diagram
Sym∗M
ǫm //

S

A(m)
gm,m+1// A(m+ 1),
where gj,k denotes the morphism of E∞-rings underlying the map from Aj to Ak in our direct system
and ǫ is adjoint to the zero map M → S in the ∞-category of spectra.
This direct system induces a map of E∞-rings f∞ : colim{A(n)} → B. We observe that ker(f∞) ≃
colim{ker(fm)}. It follows that f∞ is (k + 1)-connective for every integer k, so that f∞ is an equivalence.
This implies that f can be identified with the direct limit of the sequence of morphisms {gn,m}m≥n. In
view of (c), it will suffice to show that each gn,m is n-good. Applying (a) repeatedly, we can reduce to
showing that each of the morphisms gm,m+1 is n-good. Using (b), we are reduced to showing that each of
the morphisms ǫm is n-good, which follows immediately from (e).
Corollary 2.1.5. Let f : A → B be a map of connective E∞-rings. Assume that f is n-connective, for
n ≥ −1. Then the relative cotangent complex LB/A is (n+ 1)-connective. The converse holds provided that
f induces an isomorphism π0A→ π0B.
Proof. Let α′f : ker(f) ⊗A B → LB/A[−1] be the map described in Theorem 2.1.4, so that we have a
distinguished triangle of B-modules:
ker(f)⊗A B → LB/A[−1]→ coker(α
′
f )→ ker(f)[1]⊗A B.
To prove that LB/A is (n+1)-connective, it suffices to show that ker(f)⊗AB and coker(α
′
f ) are n-connective.
The first assertion is obvious, and the second follows from Theorem 2.1.4 since 2n+ 1 ≥ n.
To prove the converse, let us suppose that f is not n-connective. We wish to show that LB/A is not
(n + 1)-connective. By assumption, f induces an isomorphism π0A → π0B, so that ker(f) is connective;
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thus n ≥ 0. Without loss of generality, we may suppose that n is chosen as small as possible, so that f is
(n − 1)-connective. Applying Theorem 2.1.4, we conclude that α′f is (2n − 1)-connective. Our assumption
that f induces an isomorphism π0A → π0B guarantees that n > 0, so that α
′
f is n-connective. Using the
long exact sequence
πn coker(α
′
f )→ πn−1(ker(f)⊗A B)→ πn−1(LB/A[−1])→ πn−1 coker(α
′
f ),
we deduce that πnLB/A is isomorphic to
πn−1(ker(f)⊗A B) ≃ πn−1 ker(f)⊗π0A π0B ≃ πn−1 ker(f),
so that LB/A is not (n+ 1)-connective.
Corollary 2.1.6. Let A be a connective E∞-ring. Then the absolute cotangent complex LA is connective.
Proof. Apply Corollary 2.1.5 to the unit map S → A in the case n = −1.
Corollary 2.1.7. Let f : A→ B be a map of connective E∞-rings. Then f is an equivalence if and only if
the following conditions are satisfied:
(1) The map f induces an isomorphism π0A→ π0B.
(2) The relative cotangent complex LB/A vanishes.
Corollary 2.1.8. Let f : A→ B be a map of connective E∞-rings. Assume that f is n-connective for n ≥
−1. Then the induced map Lf : LA → LB is n-connective. In particular, the canonical map π0LA → π0Lπ0A
is an isomorphism.
Proof. The map Lf factors as a composition
LA
g
→ B ⊗A LA
g′
→ LB.
We observe that ker(g) ≃ ker(f)⊗ALA. Since the cotangent complex LA is connective (Corollary 2.1.6) and
f is n-connective, we conclude that g is n-connective. It will therefore suffice to show that g′ is n-connective.
The kernel of g′ can be identified with LB/A[−1]. Let α : B ⊗A ker(f)→ LB/A[−1] be as in Theorem 2.1.4,
so we have a distinguished triangle
B ⊗A ker(f)→ LB/A[−1]→ coker(α)→ B ⊗A ker(f)[1].
It therefore suffices to show that B ⊗A ker(f) and coker(α) are n-connective. The first assertion follows
immediately from the n-connectivity of ker(f), and the second from Theorem 2.1.4 since 2n+ 2 ≥ n.
We conclude this section by discussing the connection between the classical theory of Ka¨hler differentials
and the cotangent complexes of E∞-rings. If R is a commutative ring, then the module of (absolute)
Ka¨hler differentials is the free R-module generated by the symbols {dr}r∈R, subject to the relations
d(rr′) = rdr′ + r′dr
d(r + r′) = dr + dr′.
We denote this R-module by ΩR. Given a map of commutative rings η : R
′ → R, we let ΩR/R′ denote the
quotient of ΩR by the submodule generated by the elements {dη(r
′)}r′∈R′ .
Remark 2.1.9. Let η : R′ → R be a homomorphism of commutative rings. Then we have a canonical short
exact sequence
ΩR′ ⊗R′ R→ ΩR → ΩR/R′ → 0
in the category of R-modules.
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Lemma 2.1.10. Let A be a discrete E∞-ring. Then there is a canonical isomorphism
π0LA ≃ Ωπ0A
in the category of π0A-modules.
Proof. It will suffice to show that π0LA and Ωπ0A corepresent the same functor on the ordinary category
of modules over the commutative ring π0A. Let M be a π0A-module, which we will identify with the
corresponding discrete A-module (see Proposition M.4.4.6). We have homotopy equivalences
MapModA(π0LA,M) ≃ MapModA(LA,M) ≃ Map/A(A,A ⊕M).
Since A and M are both discrete, the space on the right is homotopy equivalent to the discrete set of ring
homomorphisms from π0A to π0(A⊕M) which reduce to the identity on π0A. These are simply derivations
from π0A into M in the classical sense, which are classified by maps from Ωπ0A into M .
Proposition 2.1.11. Let f : A→ B be a morphism of connective E∞-rings. Then:
(1) The relative cotangent LB/A is connective.
(2) As a π0B-module, π0LB/A is canonically isomorphic to the module of relative Ka¨hler differentials
Ωπ0B/π0A.
Proof. Assertion (1) follows from Corollary 2.1.6 and the existence of a distinguished triangle
LA ⊗A B → LB → LB/A → (LA ⊗A B)[1].
Associated to this triangle we have an exact sequence
π0(LA ⊗A B)
g
→ π0LB → π0LB/A → π−1(LA ⊗A B) ≃ 0
of discrete π0B-modules. Consequently, we may identify π0LB/A with the cokernel of the map g.
Using Corollary 2.1.8 and Lemma 2.1.10, we can identify π0LA and π0LB with the modules Ωπ0A and
Ωπ0B, respectively. Using Corollary M.4.6.17, we can identify π0(LA ⊗A B) with the discrete π0B-module
Ωπ0A ⊗π0A π0B. The desired result now follows from the short exact sequence of Remark 2.1.9.
2.2 Finiteness Properties of the Cotangent Complex
Our goal in this section is to prove the following result:
Theorem 2.2.1. Let A be a connective E∞-ring, and let B be a connective commutative A-algebra. Then:
(1) If B is of finite presentation as a commutative A-algebra, then LB/A is perfect as a B-module. The
converse holds provided that π0B is finitely presented as a π0A-algebra.
(2) If B is almost of finite presentation as a commutative A-algebra, then LB/A is almost perfect as a
B-module. The converse holds provided that π0B is finitely presented as a π0A-algebra.
As an immediate consequence, we deduce the following analogue of Remark C.4.2.20:
Corollary 2.2.2. Suppose given a commutative diagram
B
@
@@
@@
@@
A
??~~~~~~~
// C
of connective E∞-rings. Assume furthermore that B is of almost of finite presentation over A. Then C is
almost of finite presentation over A if and only if C is almost of finite presentation over B.
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To prove Theorem 2.2.1, we will need an easy lemma about the structure of projective modules over
A∞-rings. First, let us introduce a bit of notation. For every connective A∞-ring R, we let Proj(R) denote
the full subcategory of ModR spanned by the projective (left) R-modules.
Lemma 2.2.3. Let f : R → R′ be a map of connective A∞-rings. Suppose that f induces an isomorphism
π0R→ π0R
′. Then the base change functor M 7→ R′ ⊗RM induces an equivalence of homotopy categories
φ : hProj(R)→ hProj(R′).
Proof. We first show that the functor φ is fully faithful. For this, we must show that if P and Q are projective
left R-modules, then the canonical map
Ext0R(P,Q)→ Ext
0
R′(R
′ ⊗R P,R
′ ⊗R Q)
is bijective. Without loss of generality, we may suppose that P is free. In this case, the left hand side can
be identified with a product of copies of π0Q, while the right hand side can be identified with a product of
copies of π0(R
′ ⊗R Q). Since Q is connective, the latter module can be identified with Tor
π0R
0 (π0R
′, π0Q)
(Corollary M.4.6.17), which is isomorphic to π0Q in view of our assumption that f induces an isomorphism
π0R→ π0R
′.
We now prove that φ is essentially surjective. Let P be a projective R′-module. Then there exists a free
R′-module F and an idempotent map e : F → F , so that P can be identified with the colimit of the sequence
F
e
→ F
e
→ . . . .
Choose a free left R-module F and an equivalence φ(F ) ≃ F . Using the first part of the proof, we deduce
the existence of a map e : F → F (not necessarily idempotent) such that the diagram
φ(F )
φ(e) //

φ(F )

F
e // F
commutes up to homotopy. Since the functor M 7→ R′ ⊗R M preserves colimits, we deduce that P is
equivalent to φ(P ), where P denotes the colimit of the sequence
F
e
→ F
e
→ . . . .
To complete the proof, it will suffice to show that P is projective. In view of Proposition M.4.6.22, it will
suffice to show that π0P is a projective module over the ordinary associative ring π0R, and that P is a flat
R-module. The first assertion follows from the isomorphism
π0P ≃ π0(R
′ ⊗R P ) ≃ π0P ,
and the second from the observation that the collection of flat left R-modules is stable under filtered colimits
(Lemma M.4.6.18).
Remark 2.2.4. Let A be an A∞-ring, and let P be a projective left A-module. Then P is a finitely
generated projective A-module if and only if π0P is finitely generated as a (discrete) left module over π0A.
The “only if” direction is obvious. For the converse, suppose that π0P is generated by a finite set of elements
{xi}i∈I . Let M be the (finitely generated) free module on a set of generators {Xi}i∈I , so that we have a
canonical map φ : M → P . Since P is projective and φ induces a surjection π0M → π0P , the map φ splits
(Proposition S.6.16), so that P is a direct summand of M .
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Proof of Theorem 2.2.1. We first prove the forward implications. It will be convenient to phrase these results
in a slightly more general form. Suppose given a commutative diagram σ:
B
@
@@
@@
@@
A
??~~~~~~~
// C
of connective E∞-rings, and let F (σ) = LB/A ⊗B C. We will show:
(1′) If B is of finite presentation as a commutative A-algebra, then F (σ) is perfect as a C-module.
(2′) if B is almost of finite presentation as a commutative A-algebra, then F (σ) is almost perfect as a
C-module.
We will obtain the forward implications of (1) and (2) by applying these results in the case B = C.
We first observe that the construction σ 7→ F (σ) defines a functor from (E∞)A//C into ModC . Using
Remark 1.2.6 and Proposition T.4.3.1.10, we deduce that this functor preserves colimits. Since the collection
of finitely presented C-modules is closed under finite colimits and retracts, it will suffice to prove (1′) in
the case where B is finitely generated and free. In this case, B = Sym∗AM for some finitely generated free
A-moduleM . Using Proposition 2.1.1, we deduce that F (σ) ≃M⊗AC is a finitely generated free C-module,
as desired.
We now prove (2′). It will suffice to show that for each n ≥ 0, there exists a commutative diagram
B′
f // B
@
@@
@@
@@
A
>>}}}}}}}
// C
such that LB′/A ⊗B′ C is perfect, and the induced map
τ≤n(LB′/A ⊗B′ C)→ τ≤n(LB/A ⊗B C)
is an equivalence. To guarantee the latter condition, it suffices to choose B′ so that the relative cotangent
complex LB/B′ is n-connective. Using Corollary 2.1.5, it suffices to guarantee that f is (n+ 1)-connective.
Moreover, assertion (1′) implies that LB′/A⊗B′ C will be finitely generated so long as B
′ is finitely presented
as an A-algebra. The existence of a commutative A-algebra with the desired properties now follows from
Proposition C.4.2.18.
We now prove the reverse implication of (2). Assume that LB/A is almost perfect, and that π0B is a
finitely presented as a (discrete) π0A-algebra. To prove (2), it will suffice to construct a sequence of maps
A→ B(−1)→ B(0)→ B(1)→ . . .→ B
such that each B(n) is of finite presentation as an A-algebra, and each map fn : B(n) → B is (n + 1)-
connective. We begin by constructing B(−1) with an even stronger property: the map f−1 induces an
isomorphism π0B(−1)→ π0B. Choose a finite presentation
π0B ≃ (π0A)[x1, . . . , xk]/(g1, . . . , gm)
for the ordinary commutative ring π0B. Let M denote the free A-module generated by symbols {Xi}1≤i≤k,
so that the elements {xi} ⊆ π0B determine a map of A-modules M → B. Let h : Sym
∗
A(M) → B be
the adjoint map. We observe that there is a canonical isomorphism π0(Sym
∗
A(M)) ≃ (π0A)[x1, . . . , xk]. It
follows that the image of the induced map
π0 ker(h)→ π0 Sym
∗
A(M)
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can be identified with the ideal in (π0A)[x1, . . . , xk] generated by the elements {gj}1≤j≤m. Choose elements
{gj}1≤j≤m in π0 ker(h) lifting {gj}1≤j≤m. Let N be the free A-module generated by symbols {Gj}1≤j≤m, so
that the elements {gj}1≤j≤m determine a map of A-modules N → ker(h). This map classifies a commutative
diagram of A-modules
N

// 0

Sym∗A(M)
h // B.
Adjoint to this, we obtain a commutative diagram of commutative A-algebras
Sym∗AN

// A

Sym∗A(M)
// B.
Let B(−1) denote the tensor product
A⊗Sym∗A N Sym
∗
AM.
Then the above diagram classifies a map of commutative A-algebras f−1 : B(−1) → B. By construction,
B(−1) is of finite presentation as a commutative A-algebra, and f−1 induces an isomorphism
π0B(−1) ≃ (π0A)[x1, . . . , xk]/(g1, . . . , gm) ≃ π0B.
We now proceed in an inductive fashion. Assume that we have already constructed a connective A-
algebra B(n) which is of finite presentation over A, and an (n + 1)-connective morphism fn : B(n) → B
of commutative A-algebras. Moreover, we assume that the induced map π0B(n)→ π0B is an isomorphism
(if n ≥ 0 this is automatic; for n = −1 it follows from the specific construction given above). We have a
distinguished triangle of B-modules
LB(n)/A ⊗B(n) B → LB/A → LB/B(n) → (LB(n)/A ⊗B(n) B)[1].
By assumption, LB/A is almost perfect. Assertion (2
′) implies that LB(n)/A ⊗B(n) B is perfect. Using
Proposition M.4.7.13, we deduce that the relative cotangent complex LB/B(n) is almost perfect. Moreover,
Corollary 2.1.5 ensures that LB/B(n) is (n+2)-connective. It follows that πn+2LB/B(n) is a finitely generated
as a (discrete) module over π0B. Using Theorem 2.1.4 and the bijectivity of the map π0B(n) → π0B, we
deduce that the canonical map
πn+1 ker(fn)→ πn+2LB/B(n)
is bijective. Choose a finitely generated projective B(n)-module M and a mapM [n+1]→ ker(fn) such that
the composition
π0M ≃ πn+1M [n+ 1]→ πn+1 ker(f) ≃ πn+2LB/B(n)
is surjective (for example, we can take M to be a free B(n)-module indexed by a set of generators for the
π0B-module LB/B(n)). By construction, we have a commutative diagram of B(n)-modules
M [n+ 1] //

0

B(n) // B.
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Adjoint to this, we obtain a diagram
Sym∗B(n)(M [n+ 1]) //

B(n)

B(n) // B.
in the ∞-category of commutative A-algebras. We now define B(n+ 1) to be the pushout
A⊗Sym∗AM [n+1] B(n),
and fn+1 : B(n+1)→ B to be the induced map. It is clear that B(n+1) is of finite presentation over B(n),
and therefore of finite presentation over A (Remark C.4.2.20). To complete the proof of (3), it will suffice to
show that ker(fn+1) is (n+ 2)-connective.
By construction, we have a commutative diagram
π0B(n+ 1)
e′′
%%KK
KK
KK
KK
KK
π0B(n)
e′
88qqqqqqqqqq
e // π0B
where the map e′ is surjective and e is bijective. It follows that e′ and e′′ are also bijective. In view of
Corollary 2.1.5, it will now suffice to show LB/B(n+1) is (n+3)-connective. We have a distinguished triangle
of B-modules
LB(n+1)/B(n) ⊗B(n+1) B → LB/B(n) → LB/B(n+1) → LB(n+1)/B(n)[1]⊗B(n+1) B.
Using Proposition 2.1.1 and Proposition 1.4.7, we conclude that LB(n+1)/B(n) is canonically equivalent to
M [n+ 2]⊗B(n) B(n+ 1). We may therefore rewrite our distinguished triangle as
M [n+ 2]⊗B(n) B → LB/B(n) → LB/B(n+1) →M [n+ 3]⊗B(n) B.
Our inductive hypothesis and Corollary 2.1.5 guarantee that LB/B(n) is (n + 2)-connective. The (n + 3)-
connectiveness of LB/B(n+1) is therefore equivalent to the surjectivity of the map
π0M ≃ πn+2(M [n+ 2]⊗B(n) B)→ πn+2LB/B(n),
which is evident from our construction. This completes the proof of (3).
To complete the proof of (1), we use the same strategy but make a more careful choice of M . Let us
assume that LB/A is perfect. It follows from the above construction that each cotangent complex LB/B(n)
is likewise perfect. Using Proposition M.4.7.25, we may assume LB/B(−1) is of Tor-amplitude ≤ k + 2 for
some k ≥ 0. Moreover, for each n ≥ 0 we have a distinguished triangle of B-modules
LB/B(n−1) → LB/B(n) → P [n+ 2]⊗B(n) B → LB/B(n−1)[−n− 1],
where P is finitely generated and projective, and therefore of Tor-amplitude ≤ 0. Using Proposition M.4.7.25
and induction on n, we deduce that the Tor-amplitude of LB/B(n) is ≤ k + 2 for n ≤ k. In particular, the
B-module M = LB/B(k)[−k− 2] is connective and has Tor-amplitude ≤ 0. It follows from Remark M.4.7.24
that M is a flat B-module. Invoking Proposition M.4.7.22, we conclude that M is a finitely generated
projective B-module. Using Lemma 2.2.3, we can choose a finitely generated projective B(k)-module M
and an equivalance M [n + 2] ⊗B(k) B ≃ LB/B(k). Using this map in the construction outlined above, we
guarantee that the relative cotangent complex LB/B(k+1) vanishes. It follows from Corollary 2.1.7 that the
map fk+1 : B(k + 1)→ B is an equivalence, so that B is of finite presentation as a commutative A-algebra
as desired.
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2.3 E´taleAlgebras
In this section, we will introduce and study the class of e´tale morphisms between E∞-rings.
Definition 2.3.1. Let f : A → B be a morphism of E∞-rings. We will say that f is e´tale if the following
conditions are satisfied:
(1) The induced map π0A→ π0B is an e´tale homomorphism of commutative rings.
(2) For every integer n ∈ Z, the associated map πnA ⊗π0A π0B → πnB is an isomorphism of abelian
groups.
In other words, a map of E∞-rings f : A → B is e´tale if and only if it is flat and the underlying map
π0A→ π0B is e´tale.
Remark 2.3.2. Let A be an ordinary commutative ring, regarded as a discrete E∞-ring. A morphism of
E∞-rings f : A → B is e´tale (in the sense of Definition 2.3.1) if and only if B is discrete, and e´tale over A
when regarded as an ordinary commutative ring.
Remark 2.3.3. Suppose given a commutative diagram
B
g
  A
AA
AA
AA
A
f
??~~~~~~~ h // C.
If f is e´tale, then g is e´tale if and only if h is e´tale (in other words, any map between e´tale commutative
A-algebras is automatically e´tale ). The “only if” direction is obvious. For the converse, let us suppose that
f and h are both e´tale. The induced maps π0A → π0B and π0A → π0C are both e´tale map of ordinary
commutative rings, so that g also induces an e´tale map π0B → π0C. We now observe that for n ∈ Z, we
have a commutative diagram
(πnA⊗π0A π0B)⊗π0B π0C //

πnA⊗π0A π0C

πnB ⊗π0B π0C // πnC.
Since f and h are flat, the vertical maps are isomorphisms. The upper horizontal map is obviously an
isomorphism, so the lower horizontal map is an isomorphism as well.
Remark 2.3.4. Suppose given a pushout diagram of E∞-rings
A //
f

A′
f ′

B // B′.
If f is e´tale, then so is f ′. The flatness of f follows from Proposition M.4.6.20. Moreover, Corollary M.4.6.16
ensures that the induced diagram
π0A //

π0A
′

π0B // π0B′
is a pushout in the category of ordinary commutative rings. Since the left vertical map is e´tale, it follows
that the right vertical map is e´tale, so that f ′ is likewise e´tale.
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Remark 2.3.5. Let f : A → A′ be a morphism of E∞-rings which induces an isomorphism πiA → πiA
′
for i ≥ 0. According to Proposition C.4.2.16, the tensor product ⊗AA
′ induces an equivalence from the
∞-category of flat commutative A-algebras to the ∞-category of flat commutative A′-algebras. Moreover, if
B is a flat commutative A-algebra, then the canonical map π0B → π0(B⊗AA
′) is an isomorphism (Corollary
M.4.6.16), so that B is e´tale over A if and only if (B⊗AA
′ is e´tale over A′. It follows that ⊗AA
′ induces an
equivalence from the ∞-category of e´tale commutative A-algebras to the ∞-category of e´tale commutative
A′-algebras.
The main result of section asserts that if f : A → B is an e´tale map of E∞-rings, then the relative
cotangent complex LB/A vanishes. We first treat the case where A and B are discrete.
Lemma 2.3.6. Let f : A→ B be an e´tale homomorphism of commutative rings (which we regard as discrete
E∞-rings). Then the relative cotangent complex LB/A vanishes.
Proof. For every residue field k of A, the tensor product k⊗AB is a k-algebra of some finite dimension d(k).
Let n be the maximum of all these dimensions (in other words, the maximal cardinality of any geometric
fiber of the associated map SpecB → SpecA). We will prove our result by induction on n. If n = 0, then
B is the zero ring and there is nothing to prove.
Let B′ = B⊗AB. We observe that, since B is flat over A, this tensor product is again discrete (and may
therefore be identified with the classical tensor product in the setting of commuttive algebra). According to
Proposition 1.4.7, we have a canonical equivalence LB/A ⊗B B
′ ≃ LB′/B. Since B
′ is faithfully flat over B,
we deduce that LB/A vanishes if and only if LB′/B vanishes.
If n = 1, then B′ ≃ B so that LB′/B vanishes as desired. Let us assume therefore that n > 2. Since f is
e´tale, the commutative ring B′ factors as a product B′0 × B
′
1, where B
′
0 is the kernel of the multiplication
map B ⊗A B → B, and B
′
1 ≃ B. To complete the proof, we will show that LB′/B ⊗B′ B
′
i vanishes for
0 ≤ i ≤ 1. We have a distinguished triangle
LB′/B ⊗B′ B
′
i → LB′i/B → LB′i/B′ → (LB′/B ⊗B′ B
′
i)[1].
It therefore suffices to show that the relative cotangent complexes LB′i/B and LB′i/B′ vanish. Both of these
results follow from our inductive hypothesis.
Proposition 2.3.7. Let f : A → B be an e´tale homomorphism of E∞-rings. Then the relative cotangent
complex LB/A vanishes.
Proof. Choose a connective cover A′ → A. It follows from Remark 2.3.5 that there exists an e´tale A′-
algebra B′ and an equivalence B ≃ B′ ⊗A′ A. According to Proposition 1.4.7, we have an equivalence
LB′/A′ ⊗B′ B ≃ LB/A. It will therefore suffice to show that the relative cotangent complex LB′/A′ vanishes.
In other words, we may reduce to the case where A is connective. Since B is flat over A, B is also connective.
According to Proposition 2.1.11, the relative cotangent complex LB/A is connective. If LB/A does not vanish,
then there exists a smallest integer n (automatically nonnegative) such that πnLB/A 6= 0.
Let us regard the ordinary commutative ring π0A as a discrete E∞-ring, so that we have a morphism of
E∞-rings A → π0A. Since B is flat over A, we have an equivalence of discrete E∞-rings π0B ≃ π0A ⊗A B
(Corollary M.4.6.16). Using Corollary M.4.6.15 and Proposition 1.4.7, we deduce the existence of isomor-
phisms
πnLπ0B/π0A ≃ πn(LB/A ⊗B π0B) ≃ πnLB/A.
This leads to a contradiction, since πnLπ0B/π0A vanishes by Lemma 2.3.6.
Remark 2.3.8. In view of the distinguished triangle
LA ⊗A B → LB → LB/A → (LA ⊗A B)[1]
associated to a morphism f : A → B of E∞-rings, Proposition 2.3.7 is equivalent to the assertion that if f
is e´tale, then f induces an equivalence LA ⊗A B → LB. In other words, if we regard the cotangent complex
functor L as a section of the projection map p : TE∞ → E∞, then L carries e´tale morphisms of E∞-rings to
p-coCartesian morphisms in cMod(Sp).
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3 Deformation Theory
Let R be a commutative ring. A square-zero extension of R is a commutative ring R˜ equipped with a
surjection φ : R˜→ R, with the property that the product of any two elements in ker(φ) is zero. In this case,
the kernel M = ker(φ) inherits the structure on R-module.
Let R˜ be a square-zero extension of a commutative ring R by an R-module M . There exists a ring
homomorphism
(R⊕M)×R R˜→ R˜,
given by the formula
(r,m, r˜) 7→ r˜ +m.
This map exhibits R˜ as endowed with an action of R⊕M in the category of commutative rings with a map
to R (we observe that R⊕M has the structure of an abelian group object in this category). Consequently, in
some sense square-zero extensions of R by M can be viewed as torsors for the trivial square-zero extension
R⊕M .
In general, if φ : R˜ → R is a square-zero extension of R by M ≃ ker(φ), we say that R˜ is trivial if
there exists an isomorphism of commutative rings R˜ ≃ R ⊕ M . Equivalently, R˜ is a trivial square-zero
extension of R if and only if the surjection φ : R˜ → R admits a section. In fact, more is true: giving a
section of φ is equivalent to giving an isomorphism R˜ ≃ R⊕M , which is the identity on M and compatible
with the projection to R. Such an isomorphism need not exist (for example, we could take R = Z/pZ and
R˜ = Z/p2Z), and need not be unique. However, any two sections of φ differ by some map d : R→M . In this
case, it is easy to see that d is a derivation of R into M , and therefore classified by a map from the module
of Ka¨hler differentials ΩR into M . Conversely, any derivation of R into M determines an automorphism
of R˜ (whether R˜ is trivial or not), which permutes the set of sections of φ. Consequently, we deduce that
the automorphism group of the trivial square zero extension of R by M can be identified with the group of
R-module homomorphisms Ext0R(ΩR,M).
It is tempting to try to pursue this analogy further, and to try identify the isomorphism classes of
square-zero extensions of R by M with the higher Ext-group Ext1R(ΩR,M). Given an extension class
η ∈ Ext1R(ΩR,M), we can indeed construct a square-zero extension R˜ of R by M . Indeed, let us view η as
defining an exact sequence
0→M → M˜
f
→ ΩR → 0
in the category of R-modules. We now form a pullback diagram
R˜ //

R
d

M˜ // ΩR
in the category of abelian groups. We can identify elements of R˜ with pairs (r, m˜), where r ∈ R and m˜ ∈ M˜
satisfy the equation f(m˜) = dr. The abelian group R˜ admits a ring structure, given by the formula
(r, m˜)(r′, m˜′) = (rr′, r′m˜+ rm˜′).
It is easy to check that R˜ is a square-zero extension of R by M . However, not every square-zero extension
of R by M can be obtained from this construction. In order to obtain all square-zero extensions of R, it
is necessary to replace the module of Ka¨hler differentials ΩR by a more refined invariant, such as the E∞
cotangent complex LR.
Our goal in this section is to study analogues of all of the ideas sketched above in the setting of E∞-
rings. In §3.1 we will introduce the class of square-zero extensions in the ∞-category of E∞-rings. Roughly
speaking, we will mimic the above construction to produce a functor Φ : Der ⇒ Fun(∆1,E∞). Here Der
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denotes an ∞-category of triples (A,M, η), where A is an E∞-ring, M is an A-module, and η : A→M is a
derivation (which we can identify with an A-linear map from LA into M). The functor Φ carries (A,M, η)
to a map Aη → A; here we will refer to Aη as the square-zero extension of A classified by η.
Using this definition, it follows more or less tautologically that square-zero extensions of an E∞-ring A
are “controlled” by the absolute cotangent complex of LA. For example, if LA vanishes, then every square-
zero extension of A by an A-module M is equivalent to the trivial extension A ⊕M constructed in §1.5.
The trouble with this approach is that it is not obvious how to give an intrinsic characterization of the
class of square-zero extensions. For example, suppose that f : A˜ → A is a square-zero extension of A by
an A-module M . We then have a canonical identification M ≃ ker(f) in the ∞-category of A˜-modules.
However, in general there is no way to recover the A-module structure on ker(f) from the morphism f alone.
In other words, the functor Φ described above fails to be fully faithful. In §3.2, we will attempt to remedy
the situation by studying a restricted class of square-zero extensions, which we will call n-small extensions.
This class of morphisms has two important features:
(i) Given a map f : A˜ → A, it is easy to decide whether or not f is an n-small extension. Namely,
one must check that ker(f) has certain connectivity properties, and that a certain multiplication map
πn ker(f)⊗ πn ker(f)→ π2n ker(f) vanishes.
(ii) On the class of n-small extensions of E∞-rings, one can construct an inverse to the functor Φ (Theorem
3.2.7). In particular, every n-small extension is a square-zero extension.
In conjunction, (i) and (ii) imply that square-zero extensions exist in abundance. For example, if A is a
connective E∞-ring, then the Postnikov tower
. . .→ τ≤2A→ τ≤1A→ τ≤0A
is a sequence of square-zero extensions.
In §3.3, we will study the deformation theory of E∞-rings. A typical problem is the following: let
f : A → B be a map of connective E∞-rings, and suppose that A˜ is a square-zero extension of A by a
connective A-module M . Under what circumstances can we “lift” f to obtain a map f˜ : A˜→ B˜, such that
the diagram
A˜ //
ef

A
f

B˜ // B
is a pushout square? Our main result, Theorem 3.3.6, asserts that in this case B˜ can automatically be
identified with a square-zero extension of B byM ⊗AB. The problem of constructing B˜ is therefore “linear”
in nature: if A˜ is classified by a map η : LA → M in the ∞-category of A-modules, then B˜ exists if and
only if the induced map LA⊗AB →M ⊗AB factors through the cotangent complex LB. This foundational
result will play an important role in our study of moduli problems in derived algebraic geometry.
In §3.4, we will apply the ideas sketched above to a more concrete problem: the classification of commu-
tative algebras which are e´tale over a given E∞-ring A. Our main result, Theorem 3.4.1, asserts that the
∞-category of e´tale A-algebras is equivalent to the ordinary category of e´tale π0A-algebras. This result will
play an important role in the foundations of derived algebraic geometry.
3.1 Square-Zero Extensions
In this section, we will introduce the theory of square-zero extensions. Although we are ultimately interested
in applying these ideas in the setting of E∞-rings, we will begin by working in an arbitrary presentable ∞-
category C. The theory of square-zero extensions presented here has many applications even in “nonalgebraic”
situations. For example, when C is the ∞-category of spaces, it is closely related to classical obstruction
theory.
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Definition 3.1.1. Let C be a presentable ∞-category, and let p : MT (C) → ∆1 × C denote a tangent
correspondence to C (see Definition 1.3.9). A derivation in C is a map f : ∆1 → MT (C) such that p ◦ f
coincides with the inclusion ∆1 × {A} ⊆ ∆1 × C, for some A ∈ C. In this case, we will identify f with a
morphism η : A→M in MT (C), where M ∈ TC ×C {A} ≃ Stab(C
/A). We will also say that η : A→M is a
derivation of A into M .
We let Der(C) denote the fiber product Fun(∆1,MT (C))×Fun(∆1,∆1×C) C. We will refer to Der(C) as the
∞-category of derivations in C.
Remark 3.1.2. In the situation of Definition 3.1.1, let L : C → TC be a cotangent complex functor. A
derivation η : A → M can be identified with a map d : LA → M in the fiber TC ×C {A} ≃ Stab(C
/A). We
will often abuse terminology by identifying η with d, and referring to d as a derivation of A into M .
Definition 3.1.3. Let C be a presentable ∞-category, and let p : MT (C)→ ∆1× C be a tangent correspon-
dence for C. An extended derivation is a diagram σ
A˜
f //

A
η

0 // M
in MT (C) with the following properties:
(1) The diagram σ is a pullback square.
(2) The objects A˜ and A belong to C ⊆ MT (C), while 0 and M belong to TC ⊆ M
T (C).
(3) Let f : ∆1 → C be the map which classifies the morphism f appearing in the diagram above, and let
e : ∆1 ×∆1 → ∆1 be the unique map such that e−1{0} = {0} × {0}. Then the diagram
∆1 ×∆1
σ //
e

M
T (C)
p // ∆1 × C

∆1
f // C
is commutative.
(4) The object 0 ∈ TC is a zero object of Stab(C
/A). Equivalently, 0 is a p-initial vertex of MT (C).
We let D˜er(C) denote the full subcategory of
Fun(∆1 ×∆1,MT (C))×Fun(∆1×∆1,∆1×C) Fun(∆
1,C)
spanned by the extended derivations.
If σ is an extended derivation in C, then η is a derivation in C. We therefore obtain a restriction functor
D˜er(C)→ Der(C).
Let C and MT (C) be above, and let
σ ∈ Fun(∆1 ×∆1,MT (C))×Fun(∆1×∆1,∆1×C) Fun(∆
1,C).
Then σ automatically satisfies conditions (2) and (3) of Definition 3.1.3. Moreover, σ satisfies condition
(4) if and only if σ is a p-left Kan extension of σ|{1} ×∆1 at the object {0} × {1}. Invoking Proposition
T.4.3.2.15 twice, we deduce the following:
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Lemma 3.1.4. Let C be a presentable ∞-category. Then the forgetful ψ : D˜er(C)→ Der(C) is a trivial Kan
fibration.
Notation 3.1.5. Let C be a presentable ∞-category. We let Φ : Der(C)→ Fun(∆1,C) denote the composi-
tion
Der(C)→ D˜er(C)→ Fun(∆1,C),
where the first map is a section of the trivial fibration D˜er(C) → Der(C), and the second map is induced
by the inclusion ∆1 × {0} ⊆ ∆1 ×∆1. In other words, Φ associates to every derivation η : A → M a map
f : A˜→ A which fits into a pullback diagram
Aη
f //

A
η

0 // M
in the ∞-category MT (C).
Definition 3.1.6. Let C be a presentable ∞-category, and let Φ : Der(C) → Fun(∆1,C) be the functor
described in Notation 3.1.5. We will denote the image of a derivation (η : A → M) ∈ Der(C) under the
functor Φ by (Aη → A).
Let f : A˜ → A be a morphism in C. We will say that f is a square-zero extension if there exists a
derivation η : A→M in C and an equivalence B ≃ Aη in the ∞-category C/A. In this case, we will also say
that A˜ is a square-zero extension of A by M [−1].
Remark 3.1.7. Let η : A → M be a derivation in a presentable ∞-category C, and let A ⊕M denote the
image of M under the functor Ω∞ : Stab(C/A)→ C. Using Proposition T.4.3.1.9, we conclude that there is
a pullback diagram
Aη //

A
dη

A
d0 // A⊕M
in the ∞-category C. Here we identify d0 with the map associated to the zero derivation LA →M .
Example 3.1.8. Let C be a presentable ∞-category containing an object A. Let M ∈ Stab(C/A), and
let η : A → M be the derivation classified by the zero map LA → M in Stab(C
/A). Since the functor
Ω∞ : Stab(C/A)→ C/A preserves small limits, we conclude from Remark 3.1.7 that the square-zero extension
Aη can be identified with Ω∞M [−1]. In particular, if M = 0, then the canonical map Aη → A is an
equivalence, so we can identify Aη with A.
Warning 3.1.9. Let C be a presentable ∞-category, and let f : A˜→ A be a morphism in C. Suppose f is
a square-zero extension, so that there exists a map η : LA → M in Stab(C/A) and an equivalence A˜ ≃ A
η.
In this situation, the object M and the map η need not be uniquely determined, even up to equivalence.
However, this is true in some favorable situations; see Theorem 3.2.7.
Example 3.1.10. Suppose we are given a fibration of simply connected spaces
F → E
f
→ B,
such that πkF ≃ ∗ for all k 6= n. In this case, the fibration f is classified by a map η from B into an
Eilenberg-MacLane space K(A, n + 1), where A = πnF . It follows that we have a homotopy pullback
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diagram
E
f //

B
(id,η)

B
(id,0) // B ×K(A, n+ 1).
The space B ×K(A, n+ 1) is an infinite loop object of the ∞-category of spaces over B: it has deloopings
given by K(A, n+m) for m ≥ 1. Consequently, the above diagram exhibits E as a square-zero extension of
B in the ∞-category of spaces.
In fact, using a slightly more sophisticated version of the same construction, one can show that the same
result holds without any assumptions of simple-connectedness; moreover it is sufficient that the homotopy
groups of F be confined to a small range, rather than a single degree. We will prove an algebraic analogue
of this statement in the next section.
3.2 Small Extensions
In §3.1 we introduced the notion of a square-zero extension in an arbitrary presentable ∞-category C.
However, it is not so easy to recognize square-zero extensions directly from the definition. Our goal in this
section is to produce a large class of easily recognized examples in the case where C is the ∞-category of
E∞-rings.
Notation 3.2.1. Throughout this section, we will be exclusively concerned with square-zero extensions in
the setting of E∞-rings. To simplify the exposition, we will employ the following conventions:
(a) We let MT denote a tangent correspondence to the∞-category E∞ of E∞-rings, and p : M
T → ∆1×E∞
the corresponding projection map (see Definition 1.3.9).
(b) We let Der denote the ∞-category Der(E∞) of derivations in E∞.
(c) We let D˜er denote the ∞-category D˜er(E∞) of extended derivations in E∞.
Ideally, we would like to assert that a map f : A˜ → A is a square-zero extension if and only if the
multiplication on A˜ is trivial on ker(f). Our goal in this section is to prove Theorem 3.2.7, which asserts
that this description is correct provided that A is connective and the homotopy groups of ker(f) are confined
to a narrow range. To make a more precise statement, we need to introduce a bit of terminology.
Definition 3.2.2. Let f : A˜ → A be a map of E∞-rings, and let n be a nonnegative integer. We will say
that f is an n-small extension if the following conditions are satisfied:
(1) The E∞-ring A is connective.
(2) The homotopy groups πi ker(f) vanish unless n ≤ i ≤ 2n.
(3) The multiplication map
ker(f)⊗ eA ker(f)→ A˜⊗ eA ker(f) ≃ ker(f)
is nullhomotopic.
We let Fun(n)(∆1,E∞) denote the full subcategory of Fun(∆
1,E∞) spanned by the n-small extensions.
Remark 3.2.3. In the situation of Definition 3.2.2, we will also say that A˜ is an n-small extension of A.
Note that in this case A˜ is automatically connective.
Remark 3.2.4. Let f : A˜→ A be as in Definition 3.2.2. The map ker(f)⊗ eA ker(f)→ ker(f) appearing in
condition (3) is defined assymetrically, and is not evidently invariant under interchange of the two factors in
the source.
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Remark 3.2.5. Let f : A˜ → A be a map of E∞-rings, and suppose that f satisfies conditions (1) and (2)
of Definition 3.2.2. It follows that ker(f) ⊗ eA ker(f) is (2n)-connective, and that ker(f) is (2n)-truncated.
Consequently, the multiplication map ker(f)⊗ eA ker(f) is determined by the induced map of abelian groups
πn ker(f)⊗π0 eA πn ker(f) ≃ π2n(ker(f)⊗ eA ker(f))→ π2n ker(f).
We can identify this map with a bilinear multiplication
φ : πn ker(f)× πn ker(f)→ π2n ker(f),
and condition (3) is equivalent to the vanishing of φ.
Remark 3.2.6. Let A be a commutative ring, which we regard as a discrete E∞-ring. A map f : A˜→ A is
a 0-small extension if and only if the following conditions are satisfied:
(a) The E∞-ring A˜ is also discrete, so we can identify f with a map of ordinary commutative rings.
(b) As a homomorphism of commutative rings, f is surjective.
(c) The kernel of f is square-zero, in the sense of classical commutative algebra.
In other words, the theory of 0-small extensions of discrete E∞-rings is equivalent to the classical theory of
square-zero extensions between ordinary commutative rings.
We now come to our main result:
Theorem 3.2.7. Fix an integer n ≥ 0. Let Der(n) denote the full subcategory of Der spanned by those
derivations (η : A→M) such that A is connective, and πiM vanishes unless n+ 1 ≤ i ≤ 2n+ 1. Then the
functor Φ : Der(E∞)→ Fun(∆
1,E∞) of Notation 3.1.5 induces an equivalence of ∞-categories
Φ(n) : Der(n) → Fun(n)(∆1,E∞).
Corollary 3.2.8. Every n-small extension of E∞-rings is a square-zero extension.
Corollary 3.2.9. Let A be a connective E∞-ring. Then every map in the Postnikov tower
. . .→ τ≤3A→ τ≤2A→ τ≤1A→ τ≤0A
is a square-zero extension.
Corollary 3.2.9 underlines the importance of the cotangent complex in the theory of E∞-rings. For
example, suppose we wish to understand the space of maps MapE∞(A,B) between two connective E∞-rings
A and B. This space can be realized as the homotopy inverse limit of the mapping spaces MapE∞(A, τ≤nB).
In the case n = 0, this is simply the discrete set of ring homomorphisms from π0A to π0B. For n > 0,
Corollary 3.2.9 implies the existence of a pullback diagram
τ≤nB //

τ≤n−1B

τ≤n−1B // τ≤n−1B ⊕ (πnB)[n+ 1].
This reduces us to the study of MapE∞(A, τ≤n−1B) and the “linear” problem of understanding derivations
from A into (πnB)[n + 1]. This linear problem is controlled by the cotangent complex of A. We will apply
this observation in §3.4.
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Proof of Theorem 3.2.7. We let Der′ ⊆ Der be the full subcategory of Der spanned by those derivations
η : A → M where A is connective, Der′′ ⊆ Der′ the full subcategory spanned by those derivations where
A is connective and M is (2n + 1)-truncated, and Fun′(∆1,E∞) the the full subcategory of Fun(∆
1,E∞)
spanned by those morphisms A˜→ A such that A is connective.
Let G : Der′′ → Fun′(∆1,E∞) denote the restriction of Φ to Der
′′ ⊆ Der. The functor G factors as a
composition
Der′′
G0→ Der′
G1→ E1
G2→ E
G3→ E0
G4→ Fun′(∆1,E∞),
where the functors Gi and their targets can be described as follows:
(G0) The functor G0 is simply the inclusion of Der
′′ into Der′. This functor admits a left adjoint F0, which
carries a derivation η : A→M to the induced derivation η′ : A→ τ≤2n+1M .
(G1) Let E1 denote the full subcategory of
Fun(Λ22,M
T )×Fun(Λ22,∆1×E∞) E∞
spanned by those diagrams
A

0 // M
with the following properties:
(i) The E∞-ring A is connective.
(ii) The object 0 belongs TE∞ ⊆ M
T , and is a zero object of the fiber TE∞ ×E∞ {A} ≃ ModA.
(iii) The object M belongs to TE∞ ×E∞ {A} ≃ ModA.
An object
σ ∈ Fun(Λ22,M
T )×Fun(Λ2
2
,∆1×E∞) E∞
belongs to E1 if and only if the restriction σ|∆
1 belongs to Der′, and σ is a p-left Kan extension of
σ|∆1. It follows from Proposition T.4.3.2.15 that the restriction map F1 : E → Der
′ is a trivial Kan
fibration. We let G1 denote any section to F1.
(G2) We let E denote the full subcategory of
Fun(∆1 ×∆1,MT )×Fun(∆1×∆1),∆1×E∞ Fun(∆
1 × E∞)
spanned by those diagrams
A˜
f //

A
η

0 //M
which satisfy conditions (i), (ii), and (iii) above (so that f : A˜ → A is a map of E∞-rings). Let
F2 : E → E1 denote the restriction map. Then F2 admits a section G2 which is right adjoint to F2,
given by the formation of pullback diagrams.
(G3) Let E0 denote the full subcategory of
Fun(Λ20,M
T )×Fun(Λ20,∆1×E∞) Fun(∆
1,E∞)
56
spanned by those diagrams
A˜ //

A
0
satisfying conditions (i) and (ii). We let G3 denote the evident restriction map E → E0. This functor
has a left adjoint F3, which carries the above diagram to
A˜ //

A

0 // LA/ eA.
(G4) Using Proposition T.4.3.2.15, we deduce that the forgetful functor G4 : E1 → Fun
′(∆1,E∞) is a trivial
Kan fibration. Let F4 denote any section to G4.
The functor G admits a left adjoint F , given by composing the functors {Fi}0≤i≤4. Using the descriptions
above, we can describe F as follows: it carries a morphism A˜ → A to the derivation d : A → τ≤2n+1LA/ eA
classified by the composite map
LA → LA/ eA → τ≤2n+1LA/ eA.
We wish to show that the adjunction between F and G restricts to an equivalence between Der(n) and
Fun(n)(∆1,E∞). For this, we must show four things:
(a) The functor G carries Der(n) into Fun(n)(∆1,E∞).
(b) The functor F carries Fun(n)(∆1,E∞) into Der
(n).
(c) For every object f ∈ Fun(n)(∆1,E∞), the unit map
uf : f → (G ◦ F )(f)
is an equivalence.
(d) For every object η ∈ Der(n), the counit map vη : (F ◦G)(η)→ η is an equivalence.
We first prove (a). Let η : A→M be an object of Der(n), and f : Aη → A the corresponding square-zero
extension. The kernel ker(f) can be identified with M [−1] as an A˜-module. Invoking (ii), we deduce that
πi ker(f) vanishes unless n ≤ i ≤ 2n. Moreover, the multiplication map
A˜⊗ ker(f)→ ker(f)
factors through A⊗ ker(f), and is therefore nullhomotopic when restricted to ker(f)⊗ ker(f). This implies
the vanishing of the multiplication map πn ker(f) × πn ker(f) → π2n ker(f), which guarantees that f is an
n-small extension (see Remark 3.2.5).
We now prove (b) and (c). Let f : A˜→ A be an n-small extension, η : A→ τ≤2n+1LA/ eA the image of f
under the functor F . The unit map u determines a commutative diagram
ker(f) //
g

A˜
f //
uf

A
id

τ≤2n(LA/ eA[−1]) // Aη // A
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in the ∞-category of spectra. To prove (c), we must show that uf is an equivalence. To prove (b), we must
show that τ≤2n(LA/ eA[−1]) is n-connective and (2n)-truncated. In either case, it will suffice to show that g
is an equivalence. Since f is an n-small extension, πi ker(f) vanishes for i > 2n. It will therefore suffice to
show that the map g induces an isomorphism
πi ker(f)→ πiτ≤2n(LA/ eA[−1])
for i ≤ 2n.
We observe that the map g factors as a composition
ker(f)
g′
→ ker(f)⊗ eA A
g′′
→ LA/ eA[−1]
g′′′
→ τ≤2n(LA/ eA[−1]),
where g′′ is the map described in Theorem 2.1.4. It will therefore suffice to show that each of the induced
maps
πi ker(f)
g′i→ πi(ker(f)⊗ eA A)
g′′i→ πi(LA/ eA[−1])
g′′′i→ πiτ≤2n(LA/ eA[−1])
is an isomorphism for i ≤ 2n. For g′′′i , this is clear, and for g
′′
i it follows from Theorem 2.1.4. To analyze the
map g′i we use the long exact sequence
πi(ker(f)⊗ eA ker(f))→ πi ker(f)
g′i→ πi(ker(f)⊗ eA A)→ πi−1(ker(f)⊗ eA ker(f))
Since ker(f) is n-connective, the spectrum ker(f)⊗ eAker(f) is (2n)-connective, so that the outer terms vanish
for i < 2n. If i = 2n, we conclude that g′i is surjective, and that the kernel of g
′
i is generated by the image
of the multiplication map
πn ker(f)× πn ker(f)→ π2n ker(f).
Since f is an n-small extension, this multiplication map is trivial so that g′i is an isomorphism as desired.
This completes the proof of (b) and (c).
We now prove (d). The map G(vη) admits a right homotopy inverse, given by the unit map uG(η).
Assertion (a) shows that G(η) is an n-small extension, so that uG(η) is an equivalence by (c). It follows that
G(vη) is an equivalence. To complete the proof, it will suffice to show that G is conservative. Suppose given
a morphism α : (η : A → M) → (η′ : B → N) in Der′ such that G(α) is an equivalence in Fun′(∆1,E∞).
We obtain a map of distinguished triangles
M [−1] //

Aη //
h

A
h′

// Mh
′′

N [−1] // Bη
′ // B // N
in the homotopy category of spectra. Since G(α) is an equivalence, the maps h and h′ are equivalences. It
follows that h′′ is an equivalence as well, so that α is an equivalence as desired.
3.3 Deformation Theory of E
∞
-Rings
Let f : A˜→ A be a square-zero extension between connective E∞-rings. Our goal in this section is to show
that we can use deformation theory to recover the∞-category of connective A˜-algebras from the∞-category
of connective A-algebras. To be more precise, we need to introduce a bit of terminology.
Notation 3.3.1. In this section, we continue to follow the conventions of Notation 3.2.1: we let p : MT →
∆1×E∞ denote a tangent correspondence to the∞-category of E∞-rings, Der the∞-category of derivations
in E∞, and D˜er the ∞-category of extended derivations in E∞.
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Notation 3.3.2. We define a subcategory Der+ ⊆ Der as follows:
(i) An object η : A→M of Der belongs to Der+ if and only if A and M [−1] are connective.
(ii) Let f : (η : A → M) → (η′ : B → N) be a morphism in Der between objects which belong to Der+.
Then f belongs to Der+ if and only if the induced map M ⊗AB → N is an equivalence of B-modules.
Proposition 3.3.3. Let η : A→M be an object of Der+. Then the functor Φ of Notation 3.1.5 induces an
equivalence of ∞-categories
Der+η/ → (E∞)
conn
Aη/ .
Remark 3.3.4. Let η : A → M be an object of Der+. According to Proposition 3.3.3, every connective
Aη-algebras has the form Bη
′
, where B is an A-algebra and η′ is a derivation which fits into a commutative
diagram
A
η //

M

B
η′ //M ⊗A B.
We interpret this result as follows: suppose we are given a connective A-algebra B, and we wish to lift B to
a commutative algebra defined over the square-zero extension Aη. In this case, it is necessary and sufficient
to produce a commutative diagram as indicated:
LA
η //

M

LB
η′ // B ⊗A M.
Here we encounter an obstruction to the existence of η′ lying in the abelian group Ext2(LB/A, B ⊗A M).
Provided that this obstruction vanishes, the collection of equivalence classes of extensions is naturally a
torsor for the abelian group Ext1(LB/A, B ⊗A M). This is a precise analogue (and, as we will see later,
a generalization) of the situation in the classical deformation theory of algebraic varieties. Suppose given
a smooth morphism of smooth, projective varieties X → Y . Given a first-order deformation Y˜ of Y , we
encounter an obstruction in H2(X ;TX/Y ) to extending Y˜ to a first-order deformation ofX . If this obstruction
vanishes, then the set of isomorphism classes of extensions is naturally a torsor for the cohomology group
H1(X ;TX/Y ).
Proposition 3.3.3 is an immediate consequence of a more general result which we will formulate below
(Theorem 3.3.6). First, we need a bit more notation.
Notation 3.3.5. We define a subcategory Fun+(∆1,E∞) as follows:
(i) An object f : A˜ → A of Fun(∆1,E∞) belongs to Fun
+(∆1,E∞) if and only if both A and A˜ are
connective, and f induces a surjection π0A˜→ π0A.
(ii) Let f, g ∈ Fun+(∆1,E∞), and let α : f → g be a morphism in Fun(∆
1,E∞). Then α belongs to
Fun+(∆1,E∞) if and only if it classifies a pushout square in the ∞-category E∞.
Theorem 3.3.6. Let Φ : Der(E∞)→ Fun(∆
1,E∞) be the functor defined in Notation 3.1.5. Then Φ induces
a functor Φ+ : Der+ → Fun+(∆1,E∞). Moreover, the functor Φ
+ factors as a composition
Der+
Φ+0→ Der
+ Φ
+
1→ Fun+(∆1,E∞),
where Φ+0 is an equivalence of ∞-categories and Φ
+
1 is a left fibration.
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Proof of Proposition 3.3.3. Let η : A → M be an object of Der+, and let f : Aη → A be the image of η
under the functor Φ. Theorem 3.3.6 implies that Φ induces an equivalence Der+η/ → Fun
+(∆1,E∞)f/. It
now suffices to observe that the evaluation map Fun+(∆1,E∞)f/ → (E∞)
conn
eA/
is a trivial Kan fibration.
The proof of Theorem 3.3.6 will require a few lemmas.
Lemma 3.3.7. Let
Y
f ′′
@
@@
@@
@@
X
f ′
>>~~~~~~~ f // Z
be a commutative diagram in the ∞-category Der. If f and f ′ belong to Der+, then so does f ′′.
Proof. This follows immediately from Proposition T.2.4.1.7.
Lemma 3.3.8. Let f : (η : A→M)→ (η′ : B → N) be a morphism in Der+. If the induced map Aη → Bη
is an equivalence of E∞-rings, then f is an equivalence.
Proof. The morphism f determines a map of distinguished triangles
Aη //

A //
f0

M
f1

// Aη[1]

Bη
′ // B // N // Bη
′
[1]
in the homotopy category of spectra. Since the outer vertical maps are equivalences, we obtain an equivalence
α : coker(f0) ≃ coker(f1). To complete the proof, it will suffice to show that coker(f0) vanishes. Suppose
otherwise. Since coker(f0) is connective, there exists some smallest integer n such that πn coker(f0) 6= 0. In
particular, coker(f0) is n-connective.
Since f induces an equivalence B⊗AM → N , the cokernel coker(f1) can be identified with coker(f0)⊗AM .
SinceM is 1-connective, we deduce that coker(f1) is (n+1)-connective. Using the equivalence α, we conclude
that coker(f0) is (n+ 1)-connective, which contradicts our assumption that πn coker(f0) 6= 0.
Lemma 3.3.9. Let D0 ⊆ D be small ∞-categories, and let p : M → C be a presentable fibration. Then:
Then:
(1) The induced map
q : Fun(D,M)→ Fun(D,C)×Fun(D0,C) Fun(D0,M)
is a coCartesian fibration.
(2) A morphism in Fun(D,M) is q-coCartesian if and only if the induced functor f : D×∆1 → M is a
p-left Kan extension of its restriction to (D×{0})
∐
D0 ×{0}
(D×∆1).
Proof. The “if” direction of (2) follows immediately from Lemma T.4.3.2.12. Since every diagram
(D×{0})
∐
D0 ×{0}
(D×∆1) //
 _

M
p

D×∆1 //
66m
m
m
m
m
m
m
m
C
admits an extension as indicated, which is a p-left Kan extension, assertion (1) follows immediately. The
“only if” direction of (2) then follows from the uniqueness properties of q-coCartesian morphisms.
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Proof of Theorem 3.3.6. Form a pullback diagram
D˜er
+ //
u+

D˜er
u

Der+ // Der(E∞).
Since the map u is a trivial Kan fibration, u+ is also a trivial Kan fibration.
Let X denote the full subcategory of Fun(∆1 ×∆1,E∞) spanned by those diagrams
A˜ //

A
α

A′
β // A′′.
such that α and β are equivalences. The diagonal inclusion ∆1 ⊆ ∆1 × ∆1 induces a map ǫ : X →
Fun(∆1,E∞). Using Proposition T.4.3.2.15, we deduce that this map is a trivial Kan fibration. The map ǫ
has a section υ, which carries a morphism A˜→ A to the commutative diagram
A˜ //

A
id

A
id // A.
It follows that υ is also an equivalence.
Let Der denote the full subcategory of Fun(∆1 ×∆1,MT ) spanned by those pullback diagrams
A˜ //

A
η

0
γ // M
such that the objects A˜ and A belong to E∞ ⊆ M
T , the objects 0 and M belong to TE∞ , the maps η and γ
induce equivalences in E∞, and 0 is a p-initial object of TE∞ . We have a homotopy pullback diagram
D˜er
υ′ //

Der

Fun(∆1,E∞)
υ // X .
Since υ is a categorical equivalence, we conclude that υ′ is also a categorical equivalence.
The functor Φ is defined to be a composition
Der(E∞)
s
→ D˜er
υ′
→ Der
s′
→ X
s′′
→ Fun(∆1,E∞),
where s is a section to u and s′′ is the map which carries a diagram
A˜ //
α

A

A′ // A′′
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to the map α. We define Φ+0 and Φ
+
1 to be the restrictions of υ
′ ◦ s and s′′ ◦ s′, respectively. To complete
the proof, it will suffice to show that s′ induces a left fibration of simplicial sets Der
+
→ Fun+(∆1,E∞). To
prove this, we will describe the ∞-category Der
+
in another way.
Let D denote the full subcategory of Fun(∆1,MT ) spanned by morphisms of the form η0 : A˜ → 0,
satisfying the following conditions:
(i) The object A˜ belongs to E∞ ⊆ M
T .
(ii) Let f : A˜ → A′ be the image of η0 under the map M
T → E∞. Then A˜ and A
′ are connective, and f
induces a surjection π0A˜→ π0A
′.
(iii) The object 0 belongs to TE∞ ⊆ M
T . Moreover, 0 is a zero object of TE∞ ×E∞ {A
′} ≃ ModA′ .
Using Proposition T.4.3.2.15, we deduce that projection map ψ0 : D → Fun
′(∆1,E∞) is a trivial Kan
fibration, where Fun′(∆1,E∞) denotes the full subcategory of Fun(∆
1,E∞) spanned by those morphisms
A˜→ A which satisfy condition (ii).
Let D denote the full subcategory of Fun(∆1 ×∆1,M) spanned by those diagrams
A˜
e //
η0

A
η

0
γ // M
satisfying properties (i), (ii), and (iii) above, where A ∈ E∞ ⊆ M
T and M ∈ TE∞ ⊆ M
T . Restriction to
the left half of the diagram yields a forgetful functor ψ1 : D → D, which fits into a pullback square
D
ψ1

// Fun(∆1 ×∆1,M)
ψ′1

D
// Fun(∆1,MT )×Fun(∆1,∆1) Fun(∆
1 ×∆1,∆1).
Applying Lemma 3.3.9 to the presentable fibration MT → ∆1, we conclude that ψ′1 is a coCartesian fibration.
It follows that ψ1 is also a coCartesian fibration, and that a morphism in D is ψ1-coCartesian if and only if
it satisfies criterion (2) in the statement of Lemma 3.3.9.
We define subcategories D0 ⊆ D1 ⊆ D as follows:
• Every object of D belongs to D1.
• A morphism f in D belongs to D1 if and only if (ψ0 ◦ ψ1)(f) belongs to Fun
+(∆1,E∞), and f is
ψ1-coCartesian. Since ψ0 is a trivial Kan fibration, this is equivalent to the requirement that f is
ψ1 ◦ ψ0-coCartesian.
• We define D0 to be the full subcategory of is the full subcategory of D1 spanned by those diagrams
A˜ //

A
η

0
γ //M
which are pullback diagrams in MT , such that η and γ induce equivalences in E∞.
Using Corollary T.2.4.2.5, we deduce immediately that ψ0 ◦ ψ1 induces a left fibration ψ : D1 →
Fun+(∆1,C). To complete the proof, it will suffice to verify the following:
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(1) The subcategory D0 ⊆ D1 is a cosieve in D1. That is, if f : X → Y is a morphism in D1 and X
belongs to D0, then Y also belongs to D0. It follows immediately that ψ restricts to a left fibration
D0 → Fun
+(∆1,C).
(2) We have an equality D0 = Der
+
of subcategories of Der.
In order to prove these results, we will need to analyze the structure of a morphism f : X → Y in the
∞-category D in more detail. Let us suppose that X,Y ∈ D classify diagrams
A˜ //

A

B˜ //

B

0 // M 0′ // N
in MT , lying over diagrams
A˜ //

A

B˜ //

B

A′ // A′′ B′ // B′′
in E∞. Unwinding the definitions, we see that the morphism f belongs to D1 if and only if the following
conditions are satisfied:
(a) The morphism ψ(f) belongs to Fun+(∆1,E∞). In other words, the diagram
A˜

// B˜

A′ // B′
is a pushout square of E∞-rings.
(b) The diagram
A˜

// B˜

A // B
is a pushout square of E∞-rings.
(c) The diagram
0 //

M
j

0′ // N
is a pushout square in TE∞ . Unwinding the definitions, this is equivalent to the requirement that the
diagram
A //

B

A′′ // B′′
is a pushout square of E∞-rings, and that the induced map M ⊗A′′ B
′′ → N is an equivalence of
B′′-modules.
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We observe that (b) and (c) are simply a translation of the requirement that f satisfies criterion (2) of Lemma
3.3.9.
We now prove (1). Suppose that X ∈ D0; we wish to prove that Y ∈ D0. It follows from (c) that the map
B → B′′ is an equivalence. To prove that the map B′ → B′′ is an equivalence, we consider the commutative
diagram
A˜ //

A′ //

A′′

B˜ // B′ // B′′.
From (a) we deduce that the left square is a pushout, and from (b) and (c) together we deduce that the
large rectangle is a pushout. It follows that the right square is a pushout as well. Since the map A′ → A′′ is
an equivalence (in virtue of our assumption that X ∈ D0), we conclude that B
′ → B′′ is an equivalence as
desired.
To complete the proof that Y ∈ D0, it will suffice to show that Y is a pullback diagram. This is equivalent
to the assertion that the induced diagram Y ′:
B˜ //

B′

B // B′′ ⊕N
is a pullback diagram of commutative B˜-algebras. Since the forgetful functor CAlg(Mod eB) → Mod eB pre-
serves limits, it will suffice to show that Y ′ is a pullback diagram in the ∞-category of B˜-modules.
Let X ′ denote the diagram
A˜ //

A′

A // A′′ ⊕M
determined by X . Since X ∈ D0, X
′ is a pullback diagram of E∞-rings, and therefore a pullback diagram
of A˜-modules. Since the relative tensor product functor ⊗ eAB˜ is exact, it will suffice to show that the map
f : X → Y induces an equivalence X ′ ⊗ eA B˜ → Y
′. In other words, it suffices to show that each of the
induced diagrams
A˜ //

A

A˜ //

A′

A˜

// A′′ ⊕M

B˜ // B B˜ // B′ B˜ // B′′ ⊕N
is a pushout square of E∞-rings. For the left and middle squares, this follows from (a) and (b). The rightmost
square fits into a commutative diagram
A˜ //

A //

A′′ ⊕M

B˜ // B // B′′ ⊕N
where the left part of the diagram is a pushout square by (b) and the right square is a pushout by (c). This
completes the proof that Y ∈ D0, so that D0 ⊆ D1 is a cosieve as desired.
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We now prove (2). We first show that the subcategories
D0,Der
+
⊆ Der
consist of the same objects. Let X ∈ Der be given by a diagram
A˜ //

A′

0 // M,
projecting to a diagram
A˜ //

A′

A // A′′
in the ∞-category E∞. Then X belongs to D0 if and only if the both A and A˜ are connective, and the map
π0A˜ → π0A is surjective. On the other hand, X belongs to D˜er
+
if and only if both A′ and M [−1] are
connective. The equivalence of these conditions follows immediately from the observation that A and A′ are
equivalent, and the long exact sequence of homotopy groups associated to the exact triangle of spectra
M [−1]→ A˜→ A→M.
Now let us suppose that f : X → Y is a morphism in Der, where both X and Y belong to D0. We wish
to show that f belongs to D0 if and only if f belongs to Der
+
. We observe that f belongs to D0 if and only
if f satisfies the conditions (a), (b), and (c) described above. On the other hand, f belongs to Der
+
if and
only if the induced map M ⊗A′′ B
′′ → N is an equivalence. Since this follows immediately from condition
(c), we conclude that we have inclusions
D0 ⊆ D˜er
+
⊆ D˜er(E∞).
To prove the reverse inclusion, let f : X → Y be a morphism in Der
+
. We wish to show that f belongs
to D0. In other words, we must show that f satisfies conditions (a), (b), and (c). Since the maps
A→ A′′ ← A′
B → B′′ ← B′
are equivalences, condition (c) is automatic and conditions (a) and (b) are equivalent to one another. We
are therefore reduced to the problem of showing that the diagram
A˜ //

B˜

A // B
is a pushout square.
The image Φ(f) can be factored as a composition g′ ◦ g′′, corresponding to a diagram
A˜

// B˜
id //

B˜

A // C // B,
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where the left square is a pushout. Let f ′ : X → Z be a ψ-coCartesian lift of g′, so that f is homotopic to
some composition X
f ′
→ Z
f ′′
→ Y. We observe that f ′ belongs to D0. It will therefore suffice to show that f
′′
belongs to D0 as well. Lemma 3.3.7 implies that f
′′ belongs to Der
+
. We may therefore replace f by f ′′
and thereby reduce to the situation where f induces an equivalence A˜ → B˜. In this case, condition (a) is
equivalent to the assertion that f induces an equivalence A→ B, which follows from Lemma 3.3.8.
3.4 Classification of E´taleAlgebras
Our goal in this section is to prove the following result:
Theorem 3.4.1. Let A be an E∞-ring, and let (E∞)
e´t
A/ denote the full subcategory of (E∞)A/ spanned by
the e´tale morphisms A→ B. Then the functor B 7→ π0B induces an equivalence of (E∞)
e´t
A/ with (the nerve
of) the ordinary category of e´tale π0A-algebras.
The proof will occupy the remainder of this section. Recall that if C is a presentable ∞-category, then
we say that Postnikov towers in C are convergent if the canonical functor
C → lim
←−
{τ≤n C}n≥0
is an equivalence of ∞-categories (we refer the reader to §T.5.5.6 for a more detailed discussion of this
condition).
Example 3.4.2. Let C be a presentable∞-category equipped with an accessible t-structure, and let C≥0 be
the full subcategory of C spanned by the connective objects. Then Postnikov towers in C≥0 are convergent
if and only if C is left complete (see §S.7).
Lemma 3.4.3. Let C be a symmetric monoidal∞-category. Assume that C is presentable, and that the tensor
product ⊗ : C×C → C preserves small colimits in each variable. If Postnikov towers in C are convergent,
then Postnikov towers in CAlg(C) are convergent.
Proof. Using Remark C.1.3.5 and Proposition C.1.7.6, we see that Post+(C) and Post(C) inherit a symmetric
monoidal structures. Moreover, we have a commutative diagram
Post+(CAlg(C))

CAlg(Post+(C))

Post(CAlg(C)) CAlg(Post(C))
where the horizontal equivalences result from the observation that a map f : A→ B in CAlg(C) exhibits B
as an n-truncation of A in CAlg(C) if and only if it exhibits B as an n-truncation of A in C (see Proposition
C.4.2.9). Because Postnikov towers in C are convergent, the right vertical map is an equivalence of ∞-
categories. It follows that the left vertical map is an equivalence of ∞-categories as well.
Proposition 3.4.4. Postnikov towers are convergent in the ∞-category of connective E∞-rings.
Proof. Combine Lemma 3.4.3, Example 3.4.2, and Proposition S.9.2.
Remark 3.4.5. Let f : A→ B be a map of connective E∞-rings. Then f is e´tale if and only if each of the
induced maps τ≤nA→ τ≤nB is e´tale.
We now sketch the proof of Theorem 3.4.1. First, using Remark 2.3.5, we may reduce to the case where
A is connective. For each 0 ≤ n ≤ ∞, let Cn denote the full subcategory of Fun(∆
1,E∞) spanned by those
morphisms f : B → B′ such that B and B′ are connective and n-truncated, and let Ce´tn denote the full
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subcategory of Cn spanned by those morphisms which are also e´tale. Using Proposition 3.4.4 and Remark
T.5.5.6.24, we deduce that C∞ is the homotopy inverse limit of the tower
. . .→ C2
τ≤1
→ C1
τ≤0
→ C0 .
Using Remark 3.4.5, we deduce that Ce´t∞ is the homotopy inverse limit of the restricted tower
. . .→ Ce´t2 → C
e´t
1 → C
e´t
0 .
Choose a Postnikov tower
A→ . . .→ τ≤2A→ τ≤1A→ τ≤0A.
For 0 ≤ n ≤ ∞, let Dn denote the fiber product C
e´t
n ×E∞{τ≤nA}, so that we can identify Dn with the full
subcategory of E
τ≤nA/
∞ spanned by the e´tale morphisms f : τ≤nA → B. It follows from the above analysis
that D∞ is the homotopy inverse limit of the tower
. . .→ D2
g1
→ D1
g0
→ D0 .
We wish to prove that the truncation functor induces an equivalence D∞ → D0. For this, it will suffice to
show that each of the functors gi is an equivalence. Consequently, Theorem 3.4.1 follows from the following
slightly weaker result:
Proposition 3.4.6. Let A be a connective E∞-ring. Suppose that A is (n + 1)-truncated for some n ≥ 0.
Then the truncation functor τ≤n : E
A/
∞ → E
τ≤nA/
∞ restricts to an equivalence from the ∞-category of e´tale A-
algebras to the ∞-category of e´tale τ≤nA-algebras.
Let A be as in the statement of Proposition 3.4.6. The natural transformation id → τ≤n induces, for
every A-algebra B, a commutative diagram
A //

τ≤nA

B // τ≤nB,
which determines a map B⊗A τ≤nA→ τ≤nB. If B is flat over A, then this map is an equivalence (Corollary
M.4.6.16). Consequently, when restricted to flat commutative A-algebras, the truncation functor τ≤n :
E
A/
∞ → E
τ≤nA/
∞ can be identified with the base change functor M 7→ M ⊗A (τ≤nA). We observe that, since
A is assumed to be (n + 1)-truncated, the map A → τ≤nA is a square-zero extension (Corollary 3.2.9).
Proposition 3.4.6 is therefore an immediate consequence of the following result:
Proposition 3.4.7. Let f : A˜ → A be a square-zero extension of connective E∞-rings. Then the relative
tensor product functor
• ⊗ eA A : E
eA/
∞ → E
A/
∞
induces an equivalence from the ∞-category of e´tale A˜-algebras to the ∞-category of e´tale A-algebras.
To prove Proposition 3.4.7, we first need to establish some facts about the ∞-category Der introduced
in Notation 3.3.5.
Lemma 3.4.8. Suppose given a morphism φ : (η : A → M) → (η′ : B → N) between derivations in E∞.
Assume that A, B, and M [−1] are connective, and that φ induces an equivalence M ⊗A B → N (so that
N [−1] is also connective). The following conditions are equivalent:
(1) The map φ induces a flat map f : A→ B.
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(2) The map φ induces a flat map f ′ : Aη → Bη
′
.
Proof. Theorem 3.3.6 implies that the diagram
Aη
f ′

// A
f

Bη
′ // B,
is a pushout square, so the implication (2) ⇒ (1) follows from Proposition M.4.6.20. Conversely, suppose
that f is flat. We wish to prove that f ′ is flat. According to Theorem M.4.6.19, it will suffice to show that for
every discrete Aη-module X , the tensor product X ⊗Aη B
η′ is discrete. We can identify X with a (discrete)
module over the ordinary commutative ring π0A
η. Since π0A
η is a square-zero extension of π0A, we deduce
that X admits a filtration
0→ X ′ → X → X ′′ → 0
where the kernel of the map π0A
η → π0A acts trivially on X
′ and X ′′. It will therefore suffice to prove that
X ′ ⊗Aη B
η′ and X ′′ ⊗Aη B
η′ are discrete. In other words, we can reduce to the case where X admits the
structure of an A-module. But in this case, we have a canonical equivalence
X ⊗Aη B
η ≃ (X ⊗A A)⊗Aη B
η′ ≃ X ⊗A B,
and X ⊗A B is discrete in virtue of our assumption that f is flat (Theorem M.4.6.19).
Lemma 3.4.9. Let φ : (η : A → M) → (η′ : B → N) be as in Lemma 3.4.8. The following conditions are
equivalent:
(1) The map φ induces an e´tale map f : A→ B.
(2) The map φ induces an e´tale map f ′ : Aη → Bη
′
.
Proof. In view of Lemma 3.4.8, either hypothesis guarantees that the map f ′ is flat. It follows that we have
a pushout diagram
π0A
η
f ′0

// π0A
f0

π0B
η′ // π0B
in the category of ordinary commutative rings, where f ′0 is flat. Since the upper horizontal map exhibits
π0A
η as a square-zero extension of π0A, the map f
′
0 is e´tale if and only if f0 is e´tale.
Notation 3.4.10. We define a subcategory Dere´t ⊆ Der(E∞) as follows:
(1) A derivation η : A→M belongs to Dere´t if and only if A and M [−1] are connective.
(2) Let φ : (η : A→M)→ (η′ : B → N) be a morphism between derivations belonging to Dere´t. Then φ
belongs to Dere´t if and only the map A→ B is e´tale, and φ induces an equivalence M ⊗A B → N .
We define a full subcategory Ee´t∞ ⊆ E∞ as follows:
(1) An object A ∈ E∞ belongs to E
e´t
∞ if and only if A is connective.
(2) A morphism f : A→ B of connective E∞-rings belongs to E
e´t
∞ if and only if f is e´tale.
Lemma 3.4.11. Let f : Der(E∞)→ E∞ denote the forgetful functor (η : A→M) 7→ A. Then f induces a
left fibration Dere´t → Ee´t∞.
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Proof. Fix 0 < i ≤ n; we must show that every lifting problem of the form
Λni _

//
Dere´t

∆n
<<y
y
y
y
y
// Ee´t∞
admits a solution. Unwinding the definitions, we can identify this with a mapping problem
((Λni )
♯ × (∆1)♭)
∐
(Λni )
♯×{0}♭((∆
n)♯ × {0}♭)
g //
 _
i

M(E∞)
p

(∆n)♯ × (∆1)♭ //
44hhhhhhhhhhh
(E∞ ×∆
2)♯
in the category of marked simplicial sets (see §T.3.1); here M(E∞)
♮ denotes the marked simplicial set
(M(E∞),E), where M(E∞) is a tangent correspondence to E∞ and E is the class of p-coCartesian morphisms
in cMod(Sp). Here the fact that g preserves marked edges follows from Remark 2.3.8. Using the dual of
Proposition T.3.1.1.6, we are reduced to showing that iop is a marked anodyne map. In view of Proposition
T.3.1.2.3, it will suffice to show that the inclusion (Λnn−i)
♯ ⊆ (∆n)♯ is marked anodyne, which follows easily
from Definition T.3.1.1.1.
Lemma 3.4.12. Let f : Der(E∞)→ E∞ be as in Lemma 3.4.11, and let η : A→M be an object of Der
e´t.
Then f induces a trivial Kan fibration from Dere´tη/ to the ∞-category of e´tale commutative A-algebras.
Proof. Combine Lemma 3.4.11 with Remark 2.3.3.
Proof of Proposition 3.4.7. Any square-zero extension A˜ → A is associated to some derivation (η : A →
M) ∈ Dere´t. Let Φ : Der(E∞) → Fun(∆
1,E∞) be the functor defined in Notation 3.1.5. Let Φ0,Φ1 :
Der(E∞) → E∞ denote the composition of Φ with evaluation at the vertices {0}, {1} ∈ ∆
1. The functors
Φ0 and Φ1 induce maps
(E∞) eA/
Φ′0← Dere´tη/
Φ′1→ (E∞)A/.
Moreover, the functor Φ exhibits Φ′1 as equivalent to the composition of Φ
′
0 with the relative tensor product
⊗ eAA. Consequently, it will suffice to prove the following:
(1) The functor Φ′0 is fully faithful, and its essential image consists precisely of the e´tale commutative
A˜-algebras.
(2) The functor Φ′1 is fully faithful, and its essential image consists precisely of the e´tale commutative
A-algebras.
Assertion (2) follows from Lemma 3.4.12, and assertion (1) follows by combining Proposition 3.3.3, Lemma
3.4.9, and Remark 2.3.3.
Let A be an E∞-ring, let B and C be commutative A-algebras, and let φ denote the canonical map
Map(E∞)A/(B,C)→ Map(E∞)π0A/
(π0B, π0C). Theorem 3.4.1 implies that φ is a homotopy equivalence if B
and C are e´tale over A. In fact, the assumption that C is e´tale over A is superfluous:
Proposition 3.4.13. Let f : A → B be an e´tale map of E∞-rings, and let C be an e´tale commutative
A-algebra. Then the canonical map
Map(E∞)A/(B,C)→ Map(E∞)π0A/
(π0B, π0C)
is a homotopy equivalence. In particular, Map(E∞)A/(B,C) is homotopy equivalent to a discrete space.
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Remark 3.4.14. Let A be an E∞-ring, and suppose we are given a map f : π0A → B
′ in the category of
ordinary commutative rings. We can then consider the problem of trying to find a commutative A-algebra
B such that π0B is isomorphic to B
′ (as a π0A-algebra). In general, there exist many choices for B. There
are (at least) two different ways to narrow our selection:
(i) If f is a flat map, then we can demand that B be flat over A. In this case, the homotopy groups of B
are determined by the homotopy groups of A. Consequently, we have good understanding of mapping
spaces Map(E∞)A/(C,B) with codomain B, at least when C is a free A-algebra.
(ii) We can demand that the canonical map
Map(E∞)A/(B,C)→ Map(E∞)π0A/
(B′, π0C)
be a homotopy equivalence for every commutative A-algebra C. In this case, we have a good under-
standing of the mapping spaces Map(E∞)A/(B,C) with domain B.
It is clear that property (ii) characterized B up to equivalence. If f is e´tale , then Proposition 3.4.13
asserts that (i)⇒ (ii). Moreover, Theorem 3.4.1 implies the existence of an A-algebra B satisfying (i). We
therefore have an example satisfying both (i) and (ii); since property (ii) characterizes B up to equivalence,
we conclude that (i) ⇒ (ii) (at least when f is e´tale). The equivalence of (i) and (ii) makes the theory of
e´tale extensions of E∞-rings extremely well-behaved.
Proof of Proposition 3.4.13. Let A0, B0, and C0 be connective covers of A, B, and C, respectively. We have
a pushout diagram
A0 //
f0

A
f

B0 // B
where f0 is e´tale (see Remark 2.3.5). It follows that the induced maps
Map(E∞)A/(B,C)→ Map(E∞)A0/
(B0, C)← Map(E∞)A0/
(B0, C0)
are homotopy equivalences. We may therefore replace A, B and C by their connective covers, and thereby
reduce to the case where A, B, and C are connective.
We have a commutative diagram
Map(E∞)A/(B, π0C)
ψ
**TTT
TTT
TTT
TTT
TTT
T
Map(E∞)A/(B,C)
φ
55kkkkkkkkkkkkkk
// Map(E∞)π0A/(π0B, π0C)
where the map ψ is a homotopy equivalence. It will therefore suffice to show that φ is a homotopy equivalence.
Let us say that a map g : D → D′ of commutative A-algebras is good if the induced map φg :
Map(E∞)A/(B,D) → Map(E∞)A/(B,D
′) is a homotopy equivalence. Equivalently, g is good if eB(g) is
an equivalence, where eB : (E∞)A/ → S is the functor corepresented by B. We wish to show that the
truncation map C → π0C is good. We will employ the following chain of reasoning:
(a) Let D be a commutative A-algebra, let M be a D-module, and let g : D ⊕M → D be the projection.
For every map of commutative A-algebras h : B → D, the homotopy fiber of φg over the point h can
be identified with MapModB (LB/A,M) ≃ MapModD (LB/A ⊗B D,M). Since f is e´tale , the relative
cotangent complex LB/A vanishes (Proposition 2.3.7), so the homotopy fibers of φg are contractible.
It follows that φg is a homotopy equivalence, so that g is good.
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(b) The collection of good morphisms is stable under pullback. This follows immediately from the obser-
vation that eB preserves limits.
(c) Any square-zero extension is good. This follows from (a) and (b).
(d) Suppose given a sequence of good morphisms
. . .D2 → D1 → D0.
Then the induced map lim{Di} → D0 is good. This follows again from the observation that eB
preserves limits.
(e) For every connective A-algebra C, the truncation map C → π0C is good. This follows by applying (d)
to the Postnikov tower
. . .→ τ≤2C → τ≤1C → τ≤0C ≃ π0C,
which is a sequence of square-zero extensions by Corollary 3.2.9 (it follows from Proposition 3.4.4 that
the limit of this tower is indeed equivalent to C).
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