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SYMBOLIC CALCULUS
AND CONVOLUTION SEMIGROUPS OF MEASURES
ON THE HEISENBERG GROUP
KRYSTIAN BEKAŁA
Abstract. Let P be a generalized laplacian on R2n+1. It is known that P is the generating
functional of semigroups of measures µt on the Heisenberg group H
n and νt on the Abelian group
R
2n+1. Under some smoothness and growth conditions on the functional P expressed in terms of
its Abelian Fourier transform P̂ we show that the semigroup µt is a kind of perturbation of the
semigroup νt. More precisely, we give pointwise estimates for the difference of the densities of the
measures µt and νt.
As a consequence we get a description of the asymptotic behavior at the origin or pointwise
estimates for the densities of the semigroup of measures on the Heisenberg group which is an
analogue (via generating functional) of the symmetrized gamma (gamma-variance) semigroup on
R
2n+1.
The main tool is a symbolic calculus for convolution operators on the Heisenberg group.
1. Statement of the result
We work on the Heisenberg group Hn that is the manifold Rn × Rn × R with the Campbell-
Hausdorff multiplication
xy = (x1, x2, x3)(y1, y2, y3) = (x1 + y1, x2 + y2, x3 + y3 +
1
2
(x1 · y2 − x2 · y1)).
The Heisenberg group is a noncommutative two step nilpotent Lie group. The convolution of func-
tions (e.g. Schwartz functions)
(1.1) f ∗ g(x) =
∫
R2n+1
f(xy−1)g(y)dy =
∫
R2n+1
f(y)g(y−1x)dy,
or Borel measures on Hn is also noncommutative.
A family (µt)t>0 of probabilistic measures on R2n+1 is a convolution semigroup of measures on
the Heisenberg group if it satisfies
(i) µt ∗ µs = µt+s, t, s > 0,
(ii) limt→0〈µt, f〉 = f(e), f ∈ Cb(R2n+1).
In the similar way one can define a convolution semigroup of measures on the Abelian groups Rd
with respect to the ordinary convolution which we denote by ∗0 or, more generally, on Lie groups
with the induced convolution. For such groups there is a rich theory of convolution semigroups of
measures which essentially started in the article of Hunt [38].
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If µt is a convolution semigroup of measures, then
〈P, f〉 = lim
t→0
〈µt, f〉 − f(e)
t
, f ∈ C∞c (G),
defines a functional which is called the generating functional. Semigroups of measures are char-
acterized by their generating functionals. It is also known that generating functionals are exactly
generalized laplacians. A distribution P is called a generalized laplacian, if it is real and satisfies the
following maximum property
(1.2) 〈P, f〉 ≤ 0,
for real functions f ∈ C∞c (G) such that f(e) = supx∈G |f(x)|. The Hunt theory also gives better
continuity properties of generating functionals. In particular they are tempered distributions.
Let us notice that the definition of a generalized laplacian does not depend on the group structure
for a given underlying manifold. Consequently, generalized laplacians on the Heisenberg Hn are the
same as on the Abelian group R2n+1.
In our work we consider semigroups whose generating functionals satisfy some conditions of
"admissibility". Such conditions are expressed in terms of their Fourier transforms, i.e. associated
continuous negative definite functions. An example of an admissible generalized laplacian is
〈Γ, f〉 = cn
∫
R2n+1\{0}
f(x)− f(0)
‖x‖ 2n+12
K 2n+1
2
(‖x‖)dx, f ∈ C∞c (R2n+1),
where K is the modified Bessel function of the second kind. The constant cn is given by −Γ̂ =
log(1+‖ξ‖2). In the setting of the Abelian groupR2n+1 the distribution Γ is the generating functional
of the so-called symmetrized gamma semigroup. In this work we also present a quite large class of
admissible generalized laplacians by using Bernstein functions.
Let P be the generating functional of a semigroup of measures µt on the Heisenberg group and
also the generating functional of a semigroup of measures νt on the Abelian group R2n+1. We prove
estimates of the difference of the transforms µ̂t − ν̂t (and their derivatives) and show that they are
small with respect to the space variable ξ ∈ R2n+1 and the time variable t > 0. This leads to our
main theorem which says that the difference of the measures µt and νt agrees with a function kt
which is smooth outside the origin and for all t < 1, all N ∈ N and all α ∈ N2n+1 satisfies
|∂αx kt(x)| ≤
{
cn,αt
2‖x‖−(2n+1)+2−|α| for ‖x‖ ≤ 1,
cn,α,N t
2‖x‖−N for ‖x‖ ≥ 1.
As an application we get some conditions for the measures µt to have densities in L1 or in Lp.
We also apply the above estimates obtaining pointwise estimates for the densities of semigroups
of measures on the Heisenberg group. In particular, for the generalized laplacian Γ we deduce the
following estimates
vt(x) ≤ cnt‖x‖−(2n+1)+2t, ‖x‖ ≤ 1, t < 1,
or the asymptotic behavior for t < 1,
vt(x) ≍ t‖x‖−(2n+1)+2t, ‖x‖ → 0.
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One of the most important tool using in the work is a symbolic calculus for convolution operators
on the Heisenberg group which is similar to the Weyl-Hörmander symbolic calculus of pseudodif-
ferential operators. The idea of the calculus consists in describing the product a#b = (a∨ ∗ b∨)∧ for
some classes of symbols.
Symbolic calculi for convolution operators and their application to investigate L2− boundedness
of such operators were describe in Howe [34] and Melin [41]. A development of a symbolic calculus
for invariant operators on homogeneous Lie groups and subtilizing conditions for L2-boundedness
in terms of symbols one can find in Głowacki [25], [29]. In the revised version of Taylor [44] there
are some operator calculi and the respond symbolic calculi as well as their applications. Recently,
symbolic calculi for (not necesserily invariant) pseudodifferential operators on the Heisenberg group
appeared in Bahouri-Fermanian-Kammerer-Gallagher [3] and Fischer-Ruzhansky [21].
Symbolic calculi are often "tailor-made" to specified needs. In our case it was important to
consider "small" weights, inverse symbols and symbols depending on parameters. None of existing
calculi was fully satisfactory for our purposes and we present here a new one which is based on
them.
Convolution semigroups of measures on the Heisnberg group have already been studied, also in
the more general setting of nilpotent Lie groups. Gaveau [24] and Hulanicki [37] found independently
the Fourier transform of the densities for the semigroup of measures generated by the sublaplacian
on the Heisenberg group. In that context we also refer to e.g. Folland [23] and Bonfiglioli-Lanconelli-
Uguzzoni [10]. Barczy-Pap [4] studied gaussian measures on the Heisenberg group. They found an
explicit form of the (operator-valued) group Fourier transform of gaussian measures and gave con-
ditions for convolution of gaussian measures to be again a gaussian measure. Lévy processes on the
Heisenberg group was investigated in Applebaum-Cohen [2]. The authors described quantized infin-
itesimal generators and their analytical properties. In particular, they considered so-called phase-
dominated processes. They also studied the relationship between processes and Dirichlet forms.
Stable semigroups of measures on the Heisenberg group was studied by Głowacki [29]. He showed
that such measures have densities in L2. In setting of nilpotent Lie groups Głowacki i Hebisch [31]
proved pointwise estimates for the densities. It was generalized by Dziubański [18] who found the
asymptotic behavior at infinitity.
The general theory of convolution semigroups of measures on Lie groups we refer to Hunt [38],
Hulanicki [36], Duflo [17] and Faraut [19].
2. Preliminaries
2.1. Notion of Euclidean space. We consider d-dimensional Euclidean space Rd with the stan-
dard scalar product x · y = ∑di=1 xiyi and the Euclidean norm ‖x‖ = (∑di=1 x2i ) 12 . We identify Rd
and its dual.
Let Tjf(x) = xjf(x). For a multiindex α ∈ Nd we denote
Tαf(x) = xα11 . . . x
αd
d f(x), ∂
αf(x) = ∂α11 . . . ∂
αd
d f(x).
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Sometimes we will write Tαx or ∂
α
x to emphasize that the variable x is in use. For α ∈ Nd let
|α| =∑di=1 αi. Also let
f˜(x) = f(−x), τyf(x) = f(y + x), y ∈ Rd.
We use subspaces of the space of continuous function C(Rd): functions vanishing at infinity
C0(R
d) and bounded functions Cb(Rd), both with the supremum norm ‖f‖∞ = supx∈Rd |f(x)|.
The Schwartz space S(Rd) consists of smooth functions for which the following seminorms
‖f‖(N) = max
|α|+|β|≤N
‖Tα∂βf‖∞, N ∈ N,
are finite. A dense subspace of the Schwartz class S(Rd) is the space of smooth functions with
compact support C∞c (R
d).
Let S ′(Rd) be the space of tempered distributions, i.e. continuous linear functionals on S(Rd).
More general, the classes of functions C∞c (R
d) ⊂ S(Rd) ⊂ C∞(Rd) led to the classes of distributions
D′(Rd) ⊃ S ′(Rd) ⊃ E ′(Rd). The class E ′(Rd) denotes distributions with compact support. The
pairing of a distribution A with a smooth function f is denoted by 〈A, f〉, whenever it makes sense.
Moreover, for α ∈ Nd we denote
〈TαA, f〉 = 〈A,Tαf〉, 〈∂αA, f〉 = (−1)|α|〈A, ∂αf〉, 〈A˜, f〉 = 〈A, f˜〉,
and 〈ψA, f〉 = 〈A,ψf〉 for ψ ∈ S(Rd). The Dirac delta distribution is defined by 〈δ0, f〉 = f(0).
For f ∈ S(Rd) its Abelian Fourier transform f̂ is given by
(2.1) Ff(ξ) = f̂(ξ) =
∫
Rd
e−ix·ξf(x)dx.
The Fourier transform F is a bijection of the Schwartz class. The Inverse Fourier transform satisfies
F−1f̂(x) = (2pi)−d
∫
Rd
eix·ξf̂(ξ)dξ = f(x)
and thus
(2.2) f(x) = (2pi)−d
∫
Rd
∫
Rd
ei(x−y)·ξf(y)dydξ f ∈ S(Rd).
We also have
FTα = (i∂)αF , TαF = (−i)|α|F∂α.
The Fourier transform extends by duality to S ′(Rd).
We denote by Lp(Rd) the usual integrable functions with p-th power. We say that f ∈ Lploc(Rd),
if for every compact K ⊆ Rd we have ∫
K
|f(x)|pdx <∞.
A distribution A ∈ D′(Rd) agrees with a function a ∈ L1loc(Rd), if
〈A, f〉 =
∫
a(x)f(x)dx, f ∈ C∞c (Rd).
The space L2(Rd) is a Hilbert space with the inner product
〈f, g〉L2(Rd) =
∫
Rd
f(x)g(x)dx.
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The Fourier transform of Schwartz functions preserves L2(Rd) norm and extends to an isometry of
L2(Rd) which will be denoted in the same way. The identity
(2.3) ‖f‖L2(Rd) = (2pi)−d‖f̂‖L2(Rd), f ∈ L2(Rd),
is called the Plancherel formula. Bounded operators on L2(Rd) are denoted by B(L2(Rn)).
The standard convolution (for e.g. Schwartz functions)
f ∗0 g(x) =
∫
Rd
f(x− y)g(y)dy =
∫
Rd
f(y)g(x− y)dy
is commutative and it also makes sense for functions in the appropriate spaces Lp(Rd) and Lq(Rd).
The Fourier transform of a convolution is given by f̂ ∗0 g = f̂ ĝ. We also define the convolution
between a tempered distribution A and a Schwartz function
A ∗0 f(x) = 〈A, τxf˜〉, f ∈ S(h).
The following proposition is a mere modification of the theorem in Stein [43] (VI.4.4., Proposition
2a). With minor modification its proof work in our case.
Proposition 2.4. Let (mt)t∈T , T ⊆ R be a family of locally integrable and smooth functions on
Rd\{0} and M > d. If (mt)t∈T satisfy
|∂αξ mt(ξ)| ≤ cα,Mct‖ξ‖−|α|−M , α ∈ Nd,
then the inverse Fourier transforms Kt = m
∨
t are smooth functions outside the origin and satisfy
|∂αxKt(x)| ≤ c′α,Mct‖x‖−d−|α|+M , α ∈ Nd.
We say that ψ is a bump function if it is [0, 1]-valued, we have ψ(x) = 1 in some neighborhood
of zero and ψ(x) = 0 for ‖x‖ ≥ 1 and moreover ‖ψ‖L1(Rd) = 1. Then
ψk(x) = k
dψ(kx), k ∈ Nd,
is an approximate identity of the Schwartz class.
2.2. Heisenberg group and its dual space. We consider the vector space h = Rn ×Rn ×R as
a Lie algebra with the commutator
[(x1, x2, x3), (y1, y2, y3)] = (0, 0, (x1 · y2 − x2 · y1)),
and as a nonabelian Lie group (R2n+1 is the underlying manifold) with the Campbell-Hausdorff
multiplication
xy = (x1, x2, x3)(y1, y2, y3) = (x1 + y1, x2 + y2, x3 + y3 +
1
2
(x1 · y2 − x2 · y1)).
Such a group will be called the Heisenberg group. Thus, in that case we change the notion from the
section 1.
The neutral element is the origin and the inverse of x is x−1 = −x. We denote left and right
translations by
lx(y) = xy, rx(y) = yx, x, y ∈ h.
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The algebra h can be identified with the Lie algebra of left-invariant vextor fields X1, . . . ,X2n+1 on
the Heisenberg group.
The Heisenberg group is endowed with a family (δs)s>0 of one-parameter automorphisms given
by δs(x1, x2, x3) = (sx1, sx2, s2x3) which are called dilations. Thus h = h1 ⊕ h2 ∼= R2n ×R, where
h1 = {x ∈ h : δs(x) = sx}, h2 = {x ∈ h : δs(x) = s2x}.
In depend of our convenience we will write elements of h in coordinates as elements of R2n+1 or
R2n×R or Rn×Rn×R. Similarly, for a multiindex α ∈ N2n+1 we will use notion for operators ∂α
or Tα depending on the context, for example
∂αx f(x) = ∂
α1
x1
∂α2x2 ∂
α3
x3
f(x1, x2, x3), (x1, x2, x3) ∈ Rn ×Rn ×R, α1, α2 ∈ Nn, α3 ∈ N.
We define the homogeneous norm on the Heisenberg group
|(u, t)| = (‖u‖2 + |t|) 12 , (u, t) ∈ R2n ×R.
It satisfies |x−1| = |x| and |δs(x)| = s|x| for x ∈ h i s > 0. By l(α) we also denote the homogeneous
length of a multiindex α ∈ N2n+1, i.e.
l(α) = (α1 + . . .+ α2n) + 2α2n+1.
The dual space to the vector space h is denoted by h∗ ∼= R2n+1. Then h∗ = (h1)∗ ⊕ (h2)∗ and the
space (h1)∗ will be sometimes idenified with the Phase Space W = R2n.
The Schwartz class S(h) on the Heisenberg group is just the space S(R2n+1). In the similar way
we define other function spaces, in particular L2(h) = L2(R2n+1), and distributional spaces (if they
are independent from the group structure; in other way it will be emphasized).
The Lebesgue measure on the vector space h is a (noninvariant) Haar measure on the group
h. As in the Abelian case we denote f˜(x) = f(x−1), because x−1 = −x. The convolution on the
Heisenberg group was defined in (1.1). The convolution of a tempered distribution A and a Schwartz
function f is given by
A ∗ f(x) = 〈A, rxf˜〉, f ∗ A(x) = 〈A, lxf˜〉, x ∈ h.
If X is a left-invariant vector field on the group h, then
X(f ∗ g)(x) =
∫
h
f(y)X(g(y−1x))dy =
∫
h
f(y)(Xg)(y−1x)dy = f ∗Xg(x).
The vector field X2n+1 = ∂2n+1 is both left- and right-invariant. In particular,
∂2n+1(f ∗ g) = ∂2n+1f ∗ g = f ∗ ∂2n+1g.
There is an approximate identity (ψk)k∈N of the Schwartz class on the Heisenberg group, i.e. ψk∗f →
f in the Schwartz class.
We also consider the vector space R2n ×R with the commutators [(u, t), (u′, t′)]θ = (0, θ{u, u′})
for θ ∈ [0, 1) obtaining the family of Lie algebras hθ and simultaneously Lie groups with the
Campbell-Hausdorff multiplications
(u, t) ◦θ (u′, t′) = (u+ u′, t+ t′ + 1
2
θ{u, u′}).
SEMIGROUPS OF MEASURES ON THE HEISENBERG GROUP 7
The group h0 is then the Abelian group R2n+1 with the addition. On the other hand each group
hθ, θ ∈ (0, 1) is isomorphic with the Heisenberg group h. Neutral element of each group is zero and
the inverse of (u, t) is (−u,−t). Let ∗θ denote the convolution on the group hθ, θ ∈ (0, 1).
Stone - von Neumann theorem gives a complete description of irreducible unitary representations
on the Heisenberg group. Namely, each representation is equivalent to one of the following repre-
sentations: representations χξ+iη(x, y, t) = ei(x·ξ+y·η) acting on C or Schrödinger representations piλ,
λ 6= 0 acting on the Hilbert space L2(Rn). We use the following notion
λ
1
2 := sgn(λ)|λ| 12 =
{
λ
1
2 for λ > 0,
−|λ| 12 for λ < 0. .
For x ∈ Rn we also denote λ 12x = (λ 12x1, . . . , λ 12xn) (compare with a notion λ 12w, w ∈ W = R2n
on the Phase Space in the section 3).
Schrödinger representations of the Heisenberg group indexed by the parameter λ ∈ R\{0} are
given by
piλ(u,t)f(x) = e
iλteiλ
1
2 x·u2e
1
2
iλu1·u2f(x+ |λ| 12u1), (u, t) ∈ h, f ∈ L2(Rn).
The conjugate operator satisfies (piλ(u,t))
∗ = piλ(−u,−t).
Schrödinger representations piλ act on the Hilbert space Hπλ = L2(Rn). We consider the space of
smooth vectors H∞
πλ
, i.e. functions f ∈ L2(Rn) such that (vector-valued) function ψλf (u, t) = piλ(u,t)f
is smooth. It is known that H∞
πλ
= S(Rn) (see e.g. Corwin-Greenleaf [15] Cor. 4.1.2).
Sometimes it is useful to consider the space of smooth vectors in a weak senseH∞,w
πλ
, i.e. functions
f ∈ L2(Rn) such that function ψλf,g(u, t) = 〈(piλ(u,t))∗f, g〉L2(Rn) which is called matrix coefficient is
smooth on h for all g ∈ L2(Rn). One can show (see Taylor [44], p.30-31) that H∞
πλ
= H∞,w
πλ
.
Another subclass of L2(Rn) will be useful. We denote by Hs
πλ
the Gärding space, i.e.
Hs
πλ
= span{piλϕf : ϕ ∈ S(h), f ∈ L2(Rn)}.
It has been shown in Dixmier-Malliavin [16] that the space of smooth vectors and the Gärding space
are identical i.e. Hs
πλ
= H∞
πλ
. We conclude from the above considerations the following theorem.
Corollary 2.5. On the Heisenberg group we have
H∞
πλ
= H∞,w
πλ
= Hs
πλ
= S(Rn).
2.3. L2-theory. Theory of harmonic analysis on the Heisenberg group on the Phase Space one can
find in Folland [22] and Thangavelu [45].
Let F ∈ S(h). We consider the (operator-valued) group Fourier transform
piλF =
∫
h
F (u, t)(piλ(u,t))
∗dudt, λ 6= 0.
It is determinated by
〈piλF f, g〉L2(Rn) =
∫
h
ψλf,g(u, t)F (u, t)dudt, λ 6= 0, f, g ∈ L2(Rn),
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i.e. by using matrix coefficients. For F ∈ L1(h) the operator piλF is also well-defined and
|〈piλF f, g〉L2(Rn)| ≤ ‖F‖L1(h)‖f‖L2(Rn)‖g‖L2(Rn).
Moreover, if F,G ∈ L1(h), then piλFpiλG = piλF∗G.
If F is a Schwartz function, then piλF is a Hilbert-Schmidt operator. Indeed, we have
piλF f(x) =
∫
h
F (u, t)(piλ(u,t))
∗f(x)dudt
=
∫ ∫
e−iλte−iλ
1
2 (x− 1
2
|λ|
1
2 u1)·u2f(x− |λ| 12u1)F (u1, u2, t)dudt
=
∫
e−iλ
1
2 (x− 1
2
|λ|
1
2 u1)·u2f(x− |λ| 12u1)F3F (u1, u2, λ)du
= |λ|−n2
∫ ∫
e−i
1
2
(x+y)·λ
1
2 u2f(y)F3F (|λ|−
1
2 (x− y), u2, λ)dydu2
= |λ|−n2
∫
f(y)F2;3F (|λ|− 12 (x− y), 1
2
λ
1
2 (x+ y), λ)dy =
∫
f(y)KλF (x, y)dy
and thus piλF is such an operator with the kernel
KλF (x, y) = |λ|−
n
2F2;3F (|λ|−
1
2 (x− y), 1
2
λ
1
2 (x+ y), λ), x, y ∈ Rn.
Here, F with index denotes the partial Abelian Fourier transform on Rn ×Rn ×R.
The following formula is an analogue of the ordinary Plancherel formula on L2(Rn).
Theorem 2.6. Let F ∈ S(h). Then
‖F‖2L2(h) = (2pi)−(n+1)
∫
‖piλF ‖2HS |λ|ndλ.
Proof. Let KλF be the kernel of the operator pi
λ
F . Then
‖piλF‖2HS =
∫ ∫
|KλF (x, y)|2dxdy = |λ|−n
∫ ∫
|F2;3F (|λ|− 12 (x− y), 1
2
λ
1
2 (x+ y), λ)|2dxdy
Changing variables and using the ordinary Plancherel formula (2.3) we get that the above is equal
to
(2.7) (2pi)−n|λ|−n
∫ ∫
|F3F (u1, u2, λ)|2du1du2dv.
Multiplying by |λ|n, integrating with respect to λ and using again the Plancherel formula we get
the thesis. 
Corollary 2.8. The map F 7→ piλF defined for F ∈ S(h) can be extended to an unitary map from
L2(h) to the space of Hilbert-Schmidt operators.
As a consequence, a convolution operator f 7→ A ∗ f can be realized by using the group Fourier
transform as piλf → piλApiλf . More precisely, one can define the operator piλA on functions of the form
piλf g, where f ∈ L2(h), g ∈ L2(Rn), by
piλApi
λ
f g = pi
λ
A∗fg.
It is known (see e.g. Taylor [44]) that the L2(h)-norm of the convolution operator Op(A)f = A ∗ f
can be computed as the supermum of the L2(Rn)-norms of the operators piλA.
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Proposition 2.9. Let Op(A) be a convolution operator bounded on L2(h). Then, the operators piλA
are uniformly bounded on L2(Rn) and
(2.10) ‖Op(A)‖L2(h)→L2(h) = sup
λ6=0
‖piλA‖L2(Rn)→L2(Rn).
2.4. S(h)-convolvers. We say that a tempered distribution A is an S(h)-convolver (or S-convolver
on h), if
A ∗ f ∈ S(h), f ∗A ∈ S(h), f ∈ S(h).
One can also consider distributions which are only left or right S(h)-convolvers. The basic informa-
tion about S(h)-convolvers one can find in Corwin [14].
Let A be an S(h)-convolver (i.e. both right and left). One can consider convolution operators
with such a distribution. For the sake of attention let us suppose that we consider a convolution
with A on the left, i.e.
Op(A)f(x) = A ∗ f(x) = 〈A, lxf˜〉, f ∈ S(h).
Such an operator can be extended to the operator Op(A) : S ′(h)→ S ′(h) by the prescription
〈Op(A)u, f〉 = 〈u,Op(A)∗f〉 = 〈u,Op(A˜)f〉, u ∈ S ′(h), f ∈ S(h).
Thus one can consider S(h)-convolvers on every subspace of S ′(h).
The class of S(h)-convolvers is denoted by C . The class C contains tempered distributions
with compact support and Schwartz functions. For every S(h)-convolver A there is a sequence An
of Schwartz functions such that An ∗ f → A ∗ f in S(h) for all f ∈ S(h). It is enough to get
An = A ∗ θn, where θn is an approximate identity in S(h).
Proposition 2.11. The class C is closed under addition, convolution, differentiation and multipli-
cation by polynomial.
In the similar way one can define S-convolvers on (connected, simply connected, nilpotent) Lie
groups. In the Abelian case S(Rd)-convolvers are characterized by the Abelian Fourier transform.
Namely, A is an S(Rd)-convolver iff its Fourier transform Â is a smooth function whose derivatives
of any order are bounded by polynomials.
One can extend the definition of the group Fourier transform to all S(h)-convolvers. The following
proposition one can find in Corwin [14] (Proposition 2.3).
Proposition 2.12. Let A be an S(h)-convolver. One can define (perhaps unbounded) an operator
piλA whose domain contain Gärding class Hsπλ (i.e the Schwartz class S(Rn)). Moreover,
(2.13) piλApi
λ
ϕf = pi
λ
A⋆ϕf, ϕ ∈ S(h), f ∈ L2(h),
piλA is continuous on Hsπλ and closable.
Let us remark that in the case that A is a distribution with compact support, the standard
definition of the operator piλA is a little different. Namely, if A ∈ E ′(h), then the operator piλA :
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H∞
πλ
→ L2(Rn) is define in a weak sense
(2.14) 〈piλAf, g〉L2(Rn) = 〈A,ϕλf,g〉,
where ϕλf,g is a matrix coefficient. Such an approach one can find in e.g Taylor [44].
The definition (2.13) agrees with the definition (2.14), i.e. the operator piλA defined by (2.14)
satisfies piλA∗ψ = pi
λ
Api
λ
ψ for ψ ∈ S(h). Indeed, we have
〈piλA∗ψf, g〉L2(Rn) = 〈A ∗ ψ,ϕλf,g〉 = 〈A,ϕλf,g ∗ ψ˜〉 = 〈A,ϕλπλ
ψ
f,g
〉 = 〈piλApiλψf, g〉L2(Rn).
We use the fact that ϕλf,g ∗ ψ˜ = ϕλπλ
ψ
f,g
. Indeed,
ϕλf,g ∗ ψ˜(h) =
∫
ϕλf,g(h(h
′)−1)ψ˜(h′)dh′ =
∫
ψ(h′)
∫
piλhh′f(x)g(x)dxdh
′
=
∫
piλh
∫
ψ(h′)piλh′f(x)dh
′g(x)dx = 〈piλhpiλψf, g〉L2(Rn) = ϕλπλ
ψ
f,g
(h).
3. Symbolic calculus
3.1. Symbolic calculus for pseudodifferential operators. By W we denote the Phase Space
Rn × Rn with the symplectic form σ(u,w) = u1 · w2 − u2 · w1, where w = (w1, w2), u = (u1, u2),
ui, wi ∈ Rn, i ∈ {1, 2}.
Let g be a Riemannian metric, i.e. a family (gw)w∈W of positive quadratic forms onW , depending
smoothly on W . The conjugate metric gσ of g is given by
gσw(u) = sup
v 6=0
σ(u, v)2
gw(v)
.
We also define its gain factor by
τg(w) = inf
u 6=0
gσw(u)
gw(u)
.
It is said that a Riemannian metric is an admissible metric (sometimes it is called Hörmander
metric) if it satisfies the following properties:
(i) Slowness:
∃C, gw(u− w) ≤ C−1 ⇒
(
gw(v)
gu(v)
)±1
≤ C, u,w ∈W,v 6= 0.
(ii) Temperance:
∃C,N,
(
gw(v)
gu(v)
)±1
≤ C(1 + gσw(u− w))N , u, w ∈W,v 6= 0.
(iii) Uncertainty principle: τg(w) ≥ 1 w ∈W .
The constants C,N appearing above and any constants depending only on them are called the
structural constants of metric g.
It is said that a positive function m on W is a g-weight if there are structural constants C,N
satisfying
∃C, gw(u− w) ≤ C−1 ⇒ m(w)
m(u)
≤ C, u,w ∈W.
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and
∃C,N,
(
m(w)
m(u)
)±1
≤ C(1 + gσw(u−w)), u, w ∈W.
In particular let us consider diagonal metrics, i.e. metrics of the form
(3.1) gw(u) =
‖u‖2
g(w)2
,
where g is a function on the Phase Space W .
Let g be a metric and let m be a g-weight. We say that a smooth function on W is in the class
S(m,g) if the following seminorms
‖a‖k;S(m,g) = sup
w,gX(tj )≤1
|a(k)(w)(t1, . . . , tk)|m(w)−1
∏
1≤j≤k
gw(tj)
− 1
2 ,
are finite for every k ≥ 0. Here a(k) is a k-multilinear form.
In the case of diagonal metrics (3.1) the class S(m,g) is simply defined. Indeed a ∈ S(m,g) iff
|∂αa(w)| ≤ cαm(w)g(w)−|α|, α ∈ N2n.
Every a ∈ S(W ) defines a linear map A : S(Rn)→ S(Rn) given by
Af(x) = OpW (a)f(x) = (2pi)−n
∫ ∫
ei(x−y)·ξa
(
x+ y
2
, ξ
)
f(y)dydξ.
The function a is called the symbol of the pseudodifferential operator A. For f, g ∈ S(Rn) we define
the Wigner transform Ψf,g ∈ S(W ) by
(3.2) Ψf,g(x, ξ) = (2pi)
−n
∫
eiy·ξf(x+
1
2
y)g(x− 1
2
y)dy.
The weak version of a pseudodifferential operator
〈Af, g〉L2(Rn) = (2pi)−n
∫ ∫ ∫
ei(x−y)·ξa
(
x+ y
2
, ξ
)
f(y)g(x)dydξdx
=(2pi)−n
∫ ∫
a(x, ξ)
∫
eiy·ξf(x+
1
2
y)g(x − 1
2
y)dydxdξ = 〈a,Ψf,g〉,
make sense for any a ∈ S ′(W ) and defines a linear operator which maps continuously S(Rn) into
S ′(Rn) (with better continuity properties in many cases). In particular, the identity operator satisfies
I = OpW (1) which also follows from (2.2).
By OpW S(m,g) we denote the class of operators whose symbols belong to S(m,g). Let us also
denote by #W the composition of symbols which corresponds to the composition of operators, i.e.
OpW (a#W b) = Op
W (a)OpW (b).
The following properties are classical (see Lerner [40]).
Theorem 3.3. Suppose that g is an admissible metric and m, m′ are g-weights.
(a) If a ∈ S(m,g) and b ∈ S(m′,g), then for k ∈ N there exist k1, k2 ∈ N such that
‖a#W b‖k;S(mm′,g) ≤ ck‖a‖k1;S(m,g)‖b‖k2;S(m′,g).
In particular S(m,g)#WS(m
′,g) ⊆ S(mm′,g).
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(b) Operators in OpW S(m,g) are bounded on L2(Rn) for m = 1. Moreover, there exist k ∈ N,
C > 0 such that
‖OpW (a)‖L2→L2 ≤ C‖a‖k;S(1,g).
Let us recall the celeberated Beals [6] characterization.
Theorem 3.4. The symbol a = a(x, ξ) of a pseudodifferential operator A = OpW (a) belongs to the
class S(1,1) if and only if A and its iterated commutators with derivatives ∂ξi and multiplications
by xj are bounded on L
2(Rn). Moreover, for every k ∈ N, there exists j ∈ N such that
‖a‖k;S(1,1) ≤ ck max
|α|≤j
‖OpW (∂αa)‖L2(Rn)→L2(Rn).
3.2. Weights and weight functions. We say that a function g is a weight function on h∗, if it
satisfies
(i) ∃C > 0 ‖u− w‖ ≤ C−1g(w, λ)⇒
(
g(u,λ)
g(w,λ)
)±1 ≤ C, u,w ∈W, λ 6= 0,
(ii) ∃C > 0, N ∈ N
(
g(u,λ)
g(w,λ)
)±1
≤ C(1 + |λ|−1g(w, λ)‖u − w‖)N , u, w ∈W, λ 6= 0,
(iii) g(w, λ)2 ≥ |λ|, w ∈W .
The above conditions are called slowness, temperance and uncertainty principle. We say that a
function m is a weight for a weight function g on h∗, if
(i) ∃C > 0 ‖u− w‖ ≤ C−1g(w, λ)⇒
(
m(w,λ)
m(u,λ)
)±1 ≤ C, u,w ∈W,λ 6= 0,
(ii) ∃C > 0, N ∈ N
(
m(w,λ)
m(u,λ)
)±1 ≤ C(1 + |λ|−1g(w, λ)‖u − w‖)N , u, w ∈W,λ 6= 0.
Such conditions will be also called slowness and temperance (with respect to weight function g).
The following corollary follows directly from the definitions of weight function and weight.
Remark 3.5. A function g is a weight function on h∗ iff metrics gλ onW indexed by the parameter
λ ∈ R\{0} given by
(3.6) (gλ)w(u) =
|λ|‖u‖2
g(λ)(w)2
,
are Hörmander metrics and structural constants (of metrics gλ) are independent from λ. Moreover,
a function m is a weight for g on h∗ iff the functions m(λ) are weights for the metrics gλ on W (then
the structural constants of weights are also independent from λ).
Example 3.7. The function
ρ(w, λ) = (1 + ‖w‖2 + |λ|2) 12 .
is a weight function on h∗.
Proof. The uncertainty principle
|λ| ≤ 1 + ‖w‖2 + |λ|2
is satisfied.
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We show that there is a constant C > 0 such that
(3.8) ‖w − u‖2 ≤ C−2(1 + ‖w‖2 + |λ|2) ⇒
(
1 + ‖u‖2 + |λ|2
1 + ‖w‖2 + |λ|2
)±1
≤ C2,
i.e. the slowness condition is satisfied. If ‖u‖ ≤ ‖w‖, then 1 + ‖u‖2 + |λ|2 ≤ 1 + ‖w‖2 + |λ|2 and
thus C ≥ 1. On the other side,
1 + ‖w‖2 + |λ|2 ≤ 2(1 + ‖u‖2 + ‖u− w‖2 + |λ|2)
≤ 2(1 + ‖u‖2 + |λ|2) + 2C−2(1 + ‖w‖2 + |λ|2)
and then 1 + ‖w‖2 + |λ|2 ≤ 2
1−2C−2
(1 + ‖u‖2 + |λ|2). It is enough to C ≥ √2. The case ‖w‖ ≤ ‖u‖
is similar.
We show that ρ is tempered, i.e.
(3.9)
(
1 + ‖u‖2 + |λ|2
1 + ‖w‖2 + |λ|2
)±1
≤ C2 (1 + |λ|−1(1 + ‖w‖2 + |λ|2)‖w − u‖2) .
As ‖u‖2 ≤ 2(‖w‖2 + ‖u−w‖2), we get
1 + ‖u‖2 + |λ|2
1 + ‖w‖2 + |λ|2 ≤ 2
‖u− w‖2 + 1 + ‖w‖2 + |λ|2
1 + ‖w‖2 + |λ|2 ≤ 2
(
1 +
‖u− w‖2
1 + ‖w‖2 + |λ|2
)
and thesis follows from the uncertainty principle.
The second case is similar. 
The similar example (formulated in terms of metrics) one can find in Fischer-Ruzhansky [21]
and Bahouri-Fermian-Kammerer-Gallagher [3]. They considered the metrics |λ|‖u‖
2
1+|λ|(1+‖w‖2) .
Example 3.10. The function
l(w, λ) = 1 + log(1 + ‖w‖2 + |λ|2).
is a weight for the weight function ρ.
Proof. We assume that
‖u− w‖2 ≤ C−2(1 + ‖w‖2 + |λ|2)
for some (large enough) C appearing in (3.8). Then
1 + ‖u‖2 + |λ|2 ≤ 1 + 2(‖w‖2 + ‖u− w‖2) + |λ|2 ≤ (2 + 2C−2)(1 + ‖w‖2 + |λ|2)
and we get slowness
1 + log(1 + ‖u‖2 + |λ|2)
1 + log(1 + ‖w‖2 + |λ|2) = 1 +
log
(
1+‖u‖2+|λ|2
1+‖w‖2+|λ|2
)
1 + log(1 + ‖u‖2 + |λ|2) ≤ 1 + log(2 + 2C
−2) ≤ C2.
The second case is similar.
One the other hand, using (3.9) we get
1 + log(1 + ‖u‖2 + |λ|2)
1 + log(1 + ‖w‖2 + |λ|2) = 1 +
log
(
1+‖u‖2+|λ|2
1+‖w‖2+|λ|2
)
1 + log(1 + ‖u‖2 + |λ|2)
≤ 1 + log (C2(|λ|−1(1 + ‖w‖2 + |λ|2)‖u− w‖2))
≤ C2 (1 + |λ|−1(1 + ‖w‖2 + |λ|2)‖u− w‖2) .
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
It is not hard to see that gM is a weight for the weight function g on h∗ for M ∈ R.
We say that a tempered distribution A is in the class S(m, g; h) if its Abelian Fourier transform
Â is in the class S(m, g; h∗) of smooth functions a on h∗ for which the following seminorms
‖a‖k;S(m,g;h∗) = max
|α|+β≤k
sup
(w,λ)∈h∗
|∂αw∂βλa(w, λ)|m(w, λ)−1g(w, λ)|α|+β .
are finite. We also use the following distributional seminorms
‖A‖k;S(m,g;h) = ‖Â‖k;S(m,g;h∗)
which define the class S(m, g; h).
The classes S(m, g; h∗) can be characterized by using "quantizied" symbols. This will be crucial
for the symbolic calculus on the Heisenberg group. Hereunder we write h = R2n ×R. In particular,
for α ∈ N2n+1 we have ∂α = ∂α11 ∂α22 , α1 ∈ N2n, α2 ∈ N.
Proposition 3.11. For all k ∈ N we have
‖a‖k;S(m,g;h∗) = max
k1+k2≤k
sup
λ6=0
‖(∂k22 a)(λ)‖k1;S(m(λ)g−k2(λ) ,gλ).
In other words, a smooth function a is in the class S(m, g; h∗) iff for all l ∈ N, the functions (∂l2a)(λ)
are in the classes S(m(λ)g
−l
(λ),gλ) with the seminorms independent from λ.
Proof. Let us notice, what follows from the definition of seminorms ‖ · ‖k;S(m,g;h∗) that
‖a‖k;S(m,g;h∗) = max
k1+k2≤k
‖∂k22 a‖k1;S0(mg−k2 ,g;h∗), k ∈ N.
Thus, it is enough to show
‖a‖l;S0(m,g;h∗) = sup
λ6=0
‖a(λ)‖l;S(m(λ),gλ),
which follows from the form of (3.6) and the following equity |∂αwa(λ)| = |λ|
|α|
2 |(∂α1 a)(λ)|. 
Fact 3.12. If A ∈ S(m, g; h), then A is an S(h)-convolver.
Proof. We show that A can be decompose as a sum of a distribution with compact support and a
Schwartz function. Let α ∈ N2n+1. For some K = K(α) we have then
∆NTαÂ ∈ L2(h), N ≥ K
and thus
‖ · ‖2N∂αA ∈ L2(h), N ≥ K.
In particular,
|∂αA(x)| ≤ cα,k‖x‖−k, ‖x‖ ≥ 1, k ∈ N
and then (1− ϕ)A is a Schwartz function, where ϕ is a bump function. 
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3.3. Further properties of S(h)-convolvers. The class of S(h)-convolvers is closed under con-
volution and this allows us to define an operation
a#b = (a∨ ∗ b∨)∧
which is called twisted product for such a, b ∈ S ′(h) that a∨, b∨ are S(h)-convolvers.
Let w ∈W ∼= (h1)∗. We denote λ 12w = (|λ| 12w2, λ 12w1). Recall that λ 12x for x ∈ Rn was defined
before (and consequently we have different definitions λ
1
2w for w ∈ R2n and λ 12x for x ∈ Rn). For
a function a on h∗, let a(λ) be a function on (h
1)∗ given by a(λ)(w) = a(λ
1
2w, λ).
Proposition 3.13. piλF is a pseudodifferential operator of Weyl-Hörmander
piλF = Op
W (aλ)
with the symbol aλ = F̂(λ) depending on the parameter λ ∈ R\{0}.
Proof. We checked in (2.3) that
piλF f(x) =
∫
KλF (x, y)f(y)dy = (2pi)
n+1
2 |λ|−n2
∫
f(x)F2;3F (|λ|− 12 (x− y), 1
2
λ
1
2 (x+ y), λ)dy.
Using the inverse Abelian Fourier transform we get that the above is equal to
(2pi)−n
∫ ∫
ei(x−y)·ξf(y)F̂ (|λ| 12 ξ, 1
2
λ
1
2 (x+ y), t)dydξ = OpW (F̂(λ))f(x).

Lemma 3.14. Let A be an S(h)-convolver. Then, piλA = OpW (Â(λ)).
Proof. If A is an S(h)-convolver, then, in particular, it is a tempered distribution. Putting
〈Â(λ), f〉 = 〈Â((·), λ), |λ|−
1
2 f(λ
1
2 (·))〉, λ 6= 0, f ∈ S(W ),
we get Â(λ) ∈ S ′(W ). If θk is an approximate identity, then (A ∗ θk)∧(λ) → Â(λ) in S ′(W ).
Thus the pseudodifferential operator OpW (Â(λ)) can be defined by using Wigner transformation
Ψf,g and we have covengence
〈OpW (Â(λ))f, g〉L2(Rn) = 〈Â(λ),Ψf,g〉 = lim〈(A ∗ θk)∧(λ),Ψf,g〉
= lim〈OpW ((A ∗ θk)∧(λ))f, g〉L2(Rn), f, g ∈ S(h).
On the other hand, A ∗ θk ∈ S(h) and we have strong convergence
limOpW ((A ∗ θk)∧(λ)) = lim piλA∗θk = piλA.
The above equities give the thesis. 
By the above lemma and Fact 3.12,
piλA = Op
W (Â(λ)), A ∈ S(m, g; h).
Moreover, (A ∗ θn)∧(λ) ∈ S(m(λ),gλ) uniformly and we have the strong convergence piλA∗θn → piλA.
It follows directly form the definition that
piλApi
λ
B = pi
λ
A∗B, λ 6= 0,
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for S(h)-convolvers A,B. Comparing the symbols of the above pseudodifferential operators we get
the following formula
(3.15) Â(λ)#W B̂(λ) = (Â#B̂)(λ).
Notice that piλδ0f = f , i.e. "representation" of Dirac delta is the identity operator.
Let us use the following notion
[T1, T2]∗(f, g) =
n∑
j=1
(T1,jf ∗ T2,jg − T2,jf ∗ T1,jg),
[∂1, ∂2]#(a, b) =
n∑
j=1
(∂1,ja#∂2,jb− T2,ja#∂1,jb),
changing alternatively the index of convolution or twisted product. In particular, the lack of notion
of twisted product refers to the ordinary product, i.e.
[∂1, ∂2](a, b)(x, ξ) =
n∑
j=1
(∂1,ja∂2,jb− ∂2,ja∂1,jb).
Proposition 3.16. Let A,B ∈ C and let one of them be the sum of a distribution with compact
support and a Schwartz function. Then, for every N > 0 we have the following decomposition in C
(3.17) A ∗B =
∑
0≤j<N
1
j!
(−1
2
∂3[T1, T2]∗0)
j(A,B) +RN (A,B),
where
RN (A,B) =
∫ 1
0
(1− θ)N−1 1
(N − 1)! (−
1
2
∂3[T1, T2]∗θ )
N (A,B) dθ.
Let a = Â, b = B̂. Equivalently, by the Abelian Fourier transform we get
a#b =
∑
0≤j<N
1
j!
(
i
2
T3[∂1, ∂2])
j(a, b) +RN (a, b),
where
(3.18) RN (a, b) =
∫ 1
0
(1− θ)N−1 1
(N − 1)! (
i
2
T3[∂1, ∂2]#θ )
N (a, b) dθ.
Proof. ( sketch) At first let A, B be Schwartz functions. If we write the Taylor series for A we get
the thesis. Similarly is in the case when A is a Schwartz function, and B is an S(h)-convolver. In
general case we show equity for N = 1, other cases are similar. Let A,B ∈ C . We get
〈A ∗B, f〉 = 〈A, f ∗ B˜〉 = 〈A, f ∗0 B˜ − 1
2
n∑
j=1
∫ 1
0
∂3(T1,jf ∗θ T2,jB˜ − T2,jf ∗θ T1,jB˜)dθ〉
Using Leibniz’s rule we get that the above is equal to
〈A ∗0 B, f〉+ 1
2
n∑
j=1
∫ 1
0
〈∂3A, (T1,j(f ∗θ T2,jB˜)− T2,j(f ∗θ T1,jB˜))〉dθ
= 〈A ∗0 B − 1
2
n∑
j=1
∫ 1
0
∂3(T1,jA ∗θ T2,jB − T2,jA ∗θ T1,jB)dθ, f〉.
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The changing of integral is justified, because one of distributions is the sum of a distribution with
compact support and a Schwartz function. 
For j < N let Sj(a, b) denotes j-th element in the sum appearing in (3.17), i.e.
Sj(a, b) =
1
j!
(
i
2
T3[∂1, ∂2])
j(a, b).
It is easy to see that S0(a, b) = ab. We will also use an explicit form of S1(a, b)
S1(a, b)(w, λ) =
iλ
2
n∑
j=1
(∂1,ja∂2,jb− ∂2,ja∂1,jb)(w, λ).
The following formula from Głowacki [26] is an analogue of the Leibniz rule.
Proposition 3.19. Let A,B ∈ C . Then
Tα(A ∗B) =
∑
l(β)+l(γ)=l(α)
cβ,γT
βA ∗ T γB.
Let a = Â and b = B̂. Equivalently, by the Fourier transform we get
(3.20) (i∂α)(a#b) =
∑
l(β)+l(γ)=l(α)
cβ,γ(i∂
β)a#(i∂γ)b.
The above formula is true for any induced convolution on homogeneous Lie groups, in particular
for the convolution ∗θ, θ ∈ (0, 1). As one can see in the author’s work [8] the constants cβ,γ(θ) are
uniformly bounded with respect to θ ∈ (0, 1).
3.4. Composition theorem. The twisted product a#b = (a∨∗b∨)∧ defined for tempered distribu-
tions a, b, such that a∨, b∨ are S(h)-convolvers has better continuity properties if a, b are functions
from some classes of symbols.
Theorem 3.21. Suppose that g is a weight function on h∗ and m, m′ are g-weights. If a ∈
S(m, g; h∗) and b ∈ S(m′, g; h∗), then for all k ∈ N there exist k1, k2 ∈ N such that
‖a#b‖k;S(mm′,g;h∗) ≤ ck‖a‖k1;S(m,g;h∗)‖b‖k2;S(m′,g;h∗).
In particular, S(m, g; h∗)#S(m′, g; h∗) ⊆ S(mm′, g; h∗).
Proof. Let a = Â ∈ S(m, g; h∗), b = B̂ ∈ S(m′, g; h∗) and for λ 6= 0 let gλ be diagonal metrics (3.6).
Then a(λ) ∈ S(m(λ),gλ), b(λ) ∈ S(m′(λ),gλ) with seminorms independent from λ. By Leibniz’s rule
(3.20) and (3.15), (i.e. (a#b)(λ) = a(λ)#W b(λ)) we get that for all l ∈ N,
(∂l2(a#b))(λ) =
∑
l(β)+l(γ)=2l
cβ,γ(∂
βa#∂γb)(λ) =
∑
l(β)+l(γ)=2l
cβ,γ(∂
βa)(λ)#W (∂
γb)(λ)
=
∑
l(β)+l(γ)=2l
cβ,γ(λ
1
2 )−|β1|−|γ1|∂β1(∂β22 a)(λ)#W∂
γ1(∂γ22 b)(λ)
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Using the equivalent seminorms form Proposition 3.11 we obtain
‖a#b‖k;S(mm′,g;h∗) = max
k1+k2≤k
sup
λ6=0
‖(∂k22 (a#b))(λ)‖k1;S(m(λ)m′(λ)g−k2(λ) ,gλ)
≤ max
k1+k2≤k
sup
λ6=0
∑
l(β)+l(γ)=2k2
|cβ,γ ||λ|−
|β1|+|γ1|
2 ‖∂β1(∂β22 a)(λ)#W∂γ1(∂γ22 b)(λ)‖k1;S(m(λ)m′(λ)g−k2(λ) ,gλ).
Let us notice that
g−k2(λ)(w) ≥ |λ|−
|β1|+|γ1|
2 τ
−
|β1|+|γ1
2
|
gλ g
−|β2|−|γ2|
(λ)(w) ,
(recall that τgλ(w) = |λ|−1g(λ)(w)2) and thus the above can be estimated by
max
k1+k2≤k
sup
λ6=0
ck2‖∂β1(∂β22 a)(λ)#W∂γ1(∂γ22 b)(λ)‖
k1;S(m(λ)m
′
(λ)
τ
− 12 (|β1|+|γ2|)
gλ
g
−β2−γ2
(λ)
,gλ)
.
By the symbolic calculus for pseudodifferential operators on the Phase Space, there exist k1,1, k1,2
such that the above is bounded by
max
k1+k2≤k
sup
λ6=0
ck2‖∂β1(∂β22 a)(λ)‖
k1,1;S(m(λ)τ
− 12 |β1|
gλ
g
−β2
(λ)
,gλ)
‖∂γ1(∂γ22 b)(λ)‖
k1,2;S(m′(λ)τ
− 12 |γ1|
gλ
g
−γ2
(λ)
,gλ)
≤ max
k1+k2≤k
sup
λ6=0
ck2‖(∂β22 a)(λ)‖k1,1;S(m(λ)g−β2(λ) ,gλ)‖(∂
γ2
2 b)(λ)‖k1,2;S(m′(λ)g−γ2(λ) ,gλ).
Again, using the equivalent seminorms from Proposition 3.11 and choosing large enough n1, n2 we
obtain that the above is estimated by
ck‖a‖n1;S(m,g;h∗)‖b‖n2;S(m′,g;h∗),
what ends the proof. 
Let Λ denotes a weight Λ(w, λ) = |λ|. It is a weight for every weight function on h∗.
Corollary 3.22. Suppose that g is a weight function on h∗, and m and m′ are g-weights. If a ∈
S(m, g; h∗) and b ∈ S(m′, g; h∗), then for all N ∈ N
(3.23) a#b−
∑
0≤j<N
1
j!
(
i
2
T2[D1,1,D1,2])
j(a, b) = RN (a, b),
where RN (a, b) ∈ S(mm′g−2NΛN , g; h∗). Moreover, for k,N ∈ N we have
‖RN (a, b)‖k;S(mm′g−2NΛN ,g;h∗) ≤ ck,N‖a‖k1;S(m,g;h∗)‖b‖k2;S(m′,g;h∗).
for some k1, k2 ∈ N. If, in addition,
(3.24) ∂αa ∈ S(m1, g; h∗), ∂βb ∈ S(m2, g; h∗), |α|, |β| ≥ N,
then RN (a, b) ∈ S(m1m2ΛN , g; h∗) and for k,N ∈ N there exist k1, k2 ∈ N such that
‖RN (a, b)‖k;S(m1m2ΛN ,g;h∗) ≤ ck,N max
|α|=|β|=N
‖∂αa‖k1;S(m1,g;h∗)‖∂βb‖k2;S(m2,g;h∗).
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Proof. By Proposition 3.16 it is enough to show that the reminder term RN (a, b) given by (3.18) is
in the class S(mm′g−2NΛN , g; h∗) with appropriated estimates of the seminorms. We have
‖RN (a, b)‖k;S(mm′g−2NΛN ,g;h∗)(3.25)
≤
∫ 1
0
(1− θ)N−1 1
(N − 1)!‖(
i
2
T2[D1,1,D1,2]#θ )
N (a, b)‖k;S(mm′g−2NΛN ,g;h∗) dθ.
We check that
‖(T2[D1,1,D1,2]#θ)N (a, b)‖k;S(mm′g−2NΛN ,g;h∗) ≤
∑
|α|=|β|=N
|cα,β,θ|‖∂αa#θ∂βb‖k;S(mm′g−2N ,g;h∗)
≤ cN max
|α|=|β|=N
‖∂αa#θ∂βb‖k;S(mm′g−2N ,g;h∗).(3.26)
By Leibniz’s rule in the case of the group hθ we conclude that Theorem 3.21 is also valid in the case
of the groups hθ, θ ∈ (0, 1) with constants ck independent from θ. Thus, (3.26) is estimated by
cN,k max
|α|=|β|=N
‖∂αa‖k1;S(mg−N ,g;h∗)‖∂βb‖k2;S(m′g−N ,g;h∗) ≤ cN,k,l max
|α|=|β|=N
‖a‖l;S(m,g;h∗)‖b‖l;S(m′,g;h∗),
for large enough l ∈ N. Consequently, (3.25) is bounded by∫ 1
0
(1− θ)N−1
(N − 1)! cN,k,l max|α|=|β|=N ‖a‖l;S(m,g;h∗)‖b‖l;S(m′,g;h∗) dθ
≤ cN,k,l max
|α|=|β|=N
‖a‖l;S(m,g;h∗)‖b‖l;S(m′,g;h∗).
In the similar way we get the thesis in the case (3.24). 
Corollary 3.27. Assume that g is a weight function on h∗. If A ∈ S(1, g; h), then the operator
Op(A) is bounded on L2(h). Moreover, there exists k ∈ N such that
‖Op(A)‖L2(h)→L2(h) ≤ C‖A‖k;S(1,g;h).
Proof. By Proposition 2.9 we get
‖Op(A)‖L2(h)→L2(h) = sup
λ6=0
‖piλA‖L2(Rn)→L2(Rn) = sup
λ6=0
‖OpW (aλ)‖L2(Rn)→L2(Rn),
where aλ = Â(λ). Using equivalent seminorms we obtain
sup
λ6=0
‖OpW (aλ)‖L2(Rn)→L2(Rn) ≤ C sup
λ6=0
‖aλ‖k;S(1,gλ) ≤ C‖A‖k;S(1,g;h).

Let us notice that more sublimated conditions determining L2-boundedness of convolution op-
erators in terms of symbols one can find in Głowacki [25], [29].
4. Inverses
4.1. Invertibility in the algebra of pseufodifferential operators. Relation of invertibility of
operators in theoretical sense and invertibility as pseudodifferential operators is quite natural.
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Let symbols a, b satisfy a#W b = b#Wa = 1, i.e. b is the inverse symbol of a. Such symbol
will be sometimes denoted by a−1#W . By Leibniz’s rule for a#W b = 1 we get the following rule of
differentiating the inverse
∂αb =
|α|∑
p=1
∑
∑p
i=1 α
i=α
cα1...αpb#W
(
∂α
1
a#W b
)
#W . . .#W
(
∂α
p
a#W b
)
.
From the Beals characterization one can conclude the following corollary.
Corollary 4.1. The class S(1,1) has inverse-closed property, i.e. if A = OpW (a), where a belongs
to the class S(1,1), is invertible on L2, then A−1 = OpW (b) with b ∈ S(1,1). Moreover,
(4.2) ‖b‖k;S(1,1) ≤ ck,l max
1≤p≤l
‖OpW (b)‖p+1
L2(Rn)→L2(Rn)
‖a‖p
l;S(1,1).
Now, let us consider diagonal metrics (3.1). The classes S(1,g) also have inverse-closed property.
Proposition 4.3. Let a ∈ S(1,g) and let the operator OpW (a) be invertible on L2(Rn). Then
OpW (a)−1 = OpW (a−1#W ) = OpW (b), where b ∈ S(1,g). Moreover,
‖a−1#W ‖k;S(1,g) ≤ ck,l max
1≤p≤l
‖OpW (b)‖p+1
L2(Rn)→L2(Rn)
‖a‖p
l;S(1,g)
Proof. Using that
‖u‖k;S(1,g) = max
|α|≤k
‖∂αu‖0;S(g−|α|,1), u ∈ S(1,g),
we get
(4.4) ‖a−1#W ‖k;S(1,g) = max
|α|≤k
‖∂αa−1#W ‖0;S(g−|α|,1).
If a ∈ S(1,g), then ∂αa ∈ S(g−|α|,1), α ∈ N2n. In particular a ∈ S(1,1). Using invertibility of the
operator OpW (a) we obtain that a−1#W ∈ S(1,1). From the rule of differentiating of the inverse
and using the Weyl-Hörmander symbolic calculus on the Phase Space we get that (4.4) is estimated
by
max
|α|≤k
∑
p;α1,...,αp
|cα;α1...αp |‖a−1#W ‖p+1j;S(1,1)
∏
1≤i≤p
‖∂αia‖
j(αi);S(g−|α
i|,1)
,
where 0 ≤ p ≤ |α| and ∑pi=1 |αi| = |α|. Using again the estimates
‖∂αu‖k;S(g−|α|,1) ≤ ‖u‖k;S(1,g), u ∈ S(1,g),

The operator A ∈ S(m,g) is defined on every subspace of S ′(W ). For Hörmander metric g and
g-weight m we define the Sobolev space
H(m,g) = {u ∈ S ′(W ) : Au ∈ L2(Rn), A ∈ OpW S(m,g)}.
Beals [7] extended the characterization 3.4 for very general class of metrics and weight. It was
clarified by Bony [12], [13] and Bony-Chemin [11] assuming so-called geodesically temperance of
metrics. Such condition is satisfied by diagonal metrics.
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Theorem 4.5. Suppose that m, m′ are weights for diagonal metric g. If a ∈ S(m,g) and OpW (a)
is a topological isomorphism H(m,g) onto H(m′/m,g), then the symbol of the inverse operator
OpW (a)−1 is in the class S(m−1,g).
From the proof it follows that the seminorms of the inverse symbol depend only on seminorms
of the initial symbol, structural constants of metric and norm in B(L2(Rn)) of the inverse operator.
Now, we consider the symbols with the parameter. Let m be a weight for metric g. We say
that the family of symbols (au)u∈U is bounded in the class S(m,g), if for all k ∈ N, seminorms
‖au‖k;S(m,g) are unifirmly bounded.
Corollary 4.6. Let (au)u∈U be a family of symbols bounded in S(m,g). Suppose that the operators
OpW (au) are invertible on L
2(Rn) and moreover, the norms of the inverse operators OpW (au)
−1
are uniformly bounded with respect to u ∈ U . Then, the family (a−1#u )u∈U of the inverse symbols is
bounded in the class S(m−1,g).
The following lemma (in different context, but the proof is the same) is due to Głowacki [28]
(Lemma 4.5).
Lemma 4.7. Let (au)u∈U be a family of symbols from the class S(m,g) depending smoothly on
u ∈ U . If the operators with the symbols au are invertible and the family of the inverse symbols
a−1#u is bounded in S(m−1,g), then a
−1#
u depending smoothlu on the parameter u ∈ U .
Corollary 4.8. Let (au)u∈U be a family of symbols depending smoothly on u ∈ U and bounded in
S(m,g). Suppose that the operators OpW (au) are invertible on L
2(Rn) and seminorms of the inverse
operators OpW (au)
−1 are uniformly bounded with respect to u ∈ U . Then, the family (a−1#u )u∈U
depending smoothly with respect to u ∈ U .
4.2. Inverse-closed property on the Heisenberg group. Before we show the inverse-closed
property of the class S(m, g; h∗) we present some useful ideas due to Głowacki [28], [26].
Lemma 4.9. Let A ∈ S(m, g; h), C−1 ≤ m ≤ Cg, let the operator Op(A) be invertible on L2(h)
and Op(B) = Op(A)−1. Then, for all α ∈ N2n+1 we have
TαB =
∑
1≤p≤l(α)
∑
∑p
i=1 l(α
i)=l(α)
cα;α1...αp(B ∗ Tα
1
A) ∗ . . . ∗ (B ∗ TαpA) ∗B.
Lemma 4.10. Let A ∈ S(m, g; h), C−1 ≤ m ≤ Cg, let the operator Op(A) be invertible on L2(h)
and Op(B) = Op(A)−1. Then B is an S(h)-convolver.
Let A ∈ S(1, g; h) and let the operator Op(A) be invertible on L2(h). Let Op(B) = Op(A)−1
and a = Â, b = B̂. Then, a#b = b#a = 1 and we will sometimes write b = a−1# and B = A−1. By
Lemma 4.10 we get that, B is also S(h)-convolver and the operator piλB is well-defined.
On the other hand, a(λ) ∈ S(m(λ),gλ) and seminorms are independent from λ, where
(gλ)w(u) =
|λ|‖u‖2
g(w)2
.
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The operator piλA = Op
W (a(λ)) is invertible on L
2(Rn). Thus we obtain
OpW (b(λ)) = pi
λ
B = (pi
λ
A)
−1 = OpW (a−1#W(λ) ).
By Beals-Bony theorem we get that symbols b(λ) are in the classes S(m
−1
(λ),gλ). To get inde-
pendence of the symbols b(λ) from the parameter λ we need uniform invertibility of the operators
OpW (b(λ)). But it follows from Proposition 2.9. As a corollary we get
Corollary 4.11. If a ∈ S(m, g; h∗), then b(λ) ∈ S(m−1(λ),gλ) with seminorms independent from λ.
Symbols b(λ) are in the classes S(m
−1
(λ),gλ), in particular they are smooth (with respect to variable
w ∈ W ). We want to know if b(λ) are also smooth with respect to the parameter λ. The family
(a(λ))λ6=0 is smooth with respect to λ, as a(λ)(w) = Â(λ
1
2w, λ), where A ∈ S(m, g; h).
We restrict the parameter λ do the set Λk = ( 1k , k). There exists a positive constant ck such that
c−1k sup
λ∈Λk
gλ ≤ g1 ≤ ck inf
λ∈Λk
gλ,
and moreover
c−1k sup
λ∈Λk
m(λ) ≤ m(1) ≤ ck inf
λ∈Λk
m(λ).
In particular for all λ ∈ Λk the family (a(λ))λ∈Λk is bounded in S(m(1),g1). It follows from Corollary
4.8 that the family of the inverse symbols (b(λ))λ∈Λk is bounded in S(m
−1
(1),g1) and depends smoothly
on the parameter λ. The number k can be chosen arbitrarily and thus the family (b(λ))λ6=0 smoothly
depends on the parameter λ.
In the othr hand, piλB = Op
W (B̂(λ)) and thus,
B̂(w, λ) = b(λ)(λ
− 1
2w), λ 6= 0.
Then we get
Corollary 4.12. Suppose that A ∈ S(m, g; h), the operator Op(A) is invertible on L2(h) and
Op(B) = Op(A)−1. Then B̂ is smooth.
Actually, we show the smoothness of B̂ outside the set λ 6= 0. We can assume that B̂ is smooth
everywhere, what follows from Sobolev lemma.
Lemma 4.13. Suppose that the (distributional) derivatives of b of any order agrees with functions
in L2loc(R
2n+1). Then, there exists a smooth function b′ such that b(x) = b′(x) almost everywhere.
Now, we show that the classes S(1, g; h) have inverse-closed property. It will be the first step in
showing Beals-Bony-type inverse theorem for wider class of weights. The main tool is the charac-
terization of the class S(1, g; h∗) by using the seminorms of the class of symbols on the Phase Space
indexed by the parameter λ as well as the inverse-closed property of pseudodifferential operators.
If B is an S(h)-convolver, then also TαB and α ∈ N2n+1. Thus, the operators
piλTαB = Op
W ((∂αb)(λ)), α ∈ N2n+1.
are well-defined.
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Theorem 4.14. If A ∈ S(1, g; h) and if the operator Op(A) is invertible on L2(h), then B is in the
class S(1, g; h), where Op(B) = Op(A)−1. Moreover for every k there exists l such that
(4.15) ‖a−1#‖k;S(1,g;h∗) ≤ ck,l max
1≤p≤l
‖Op(B)‖p+1
L2(h)→L2(h)
‖a‖p
l;S(1,g;h∗).
Proof. Let a = Â and b = B̂. Using equivalent seminorms we get
‖b‖k;S(1,g;h∗) = max
k1+k2≤k
sup
λ6=0
‖(∂k22 b)(λ)‖k1;S(g−k2(λ) ,gλ).
If a ∈ S(1, g; h∗), then (∂αia)(λ) ∈ S(g−|α
i|
(λ) ,gλ). In particular a(λ) ∈ S(1,gλ) and b(λ) ∈ S(1,gλ).
By the symbolic calculus and the formula from Corollary 4.9 we estimate the above by
max
k1+k2≤k
sup
λ6=0
∑
{s,α1,...,αs:s≤l(α);∑s
i=1 l(α
i)=2k2}
|cα;α1...αp |‖b(λ)‖s+1j;S(1,gλ)
∏
1≤i≤s
‖(∂αia)(λ)‖
ji(k1);S(g
−|αi|
(λ)
,gλ)
≤ ck max
1≤s≤m
sup
λ6=0
‖b(λ)‖s+1m;S(1,gλ), ‖a(λ)‖
s
m;S(1,gλ)
.
for some m ∈ N. By Proposition 4.3 we get that the above is bounded by
(4.16) ck max
1≤r,s≤m
sup
λ6=0
‖OpW (a(λ))−1‖(s+1)(r+1)L2(Rn)→L2(Rn)‖a(λ)‖
(s+1)r+s
m;S(1,gλ)
,
maybe at the cost of the number m. It follows from Proposition 2.9 that
sup
λ6=0
‖OpW (a(λ))−1‖L2(Rn)→L2(Rn) ≤ ‖Op(B)‖L2(h)→L2(h)
and thus, again using the equivalent seminorms, (4.16) is estimated for some l ∈ N by
ck,l max
1≤p≤l
‖Op(B)‖p+1
L2(h)→L2(h)
‖a‖p
l;S(1,g;h∗)
for some p ∈ N. 
Strictly speaking, estimates of the derivatives of the inverse symbol b
|∂αw∂βλ b(w, λ)| ≤ cα,βg(w, λ)−|α|−β , α ∈ N2n, β ∈ N
we obtain initially outside the set λ = 0. The derivatives of b of arbitrary order are locally in
L2(h). Similarly we have for ∂α1 ∂
β
2 b, where α ∈ N2n, β ∈ N. By Sobolev lemma we can assume that
estimates of the symbol b are satisfied in fact for all (w, λ) ∈ h∗ with the same constants.
The same remark remains in force in the case of arbitrary weight m.
4.3. Beals-type theorem. In the following subsection we partially use the ideas of Beals [5].
If m is a weight for a weight function g on h∗, then we define
H(m, g; h) = {v ∈ S ′(h) : Op(A)v ∈ L2(h), A ∈ S(m, g; h)}.
The topology on H(m, g; h) is given by the family of seminorms NA(v) = ‖Av‖L2(h), A ∈ S(m, g; h).
From the definition we have S(h) ⊂ H(m, g; h) ⊂ S ′(h).
Let m ≥ 1. The convolution operator with a distribution A ∈ S(m, g; h) which is invertible on
L2(h) and satisfies Op(B) = Op(A)−1, where B ∈ S(m−1, g; h) is called a maximal operator.
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Proposition 4.17. If Op(A) is a maximal operator and A ∈ S(m, g; h), then for every T ∈
S(m, g; h) we have
‖Op(T )f‖L2(h) ≤ C‖Op(A)f‖L2(h), f ∈ S(h).
In particular H(m, g; h) is the domain of the operator Op(A).
Proof. If Op(B)Op(A) = Op(A)Op(B) = I, then for f ∈ S(h) we have
‖Op(T )f‖L2(h) = ‖Op(T )Op(B)Op(A)f‖L2(h) ≤ ‖Op(T )Op(B)‖L2(h)→L2(h)‖Op(A)f‖L2(h).
On the other hand, T ∈ S(m, g; h), B ∈ S(m−1, g; h), so T ∗ B ∈ S(1, g; h) and by Corollary 3.27
we have for some k the following estimation
‖Op(T )f‖L2(h) ≤ ck‖T ∗B‖k;S(1,g;h)‖Op(A)f‖L2(h).

We say that a weight m satisfies elliptic condition, if C−1 ≤ m ≤ Cg and there exists a symbol
u ∈ S(m, g; h∗) such that |u| ≥ C−1m. Without loss of generality we assume that u is positive and
let U = u∨.
Let us notice that the function
l(w, λ) = 1 + log(1 + ‖w‖2 + |λ|2),
satisfies elliptic condition. It is a weight for the weight function ρ, where ρ(w, λ) = (1+‖w‖2+|λ|2) 12 .
Lemma 4.18. If m is a weight for g and it satisfying ellipticity condition, then there exist families
uN ∈ S(m, g; h∗), vN ∈ S(m−1, g; h∗) such that
lim
N→∞
uN#vN → 1
in S(1, g; h∗).
Proof. Let u ∈ S(m, g; h∗) be a symbol comparable with the weightm, and let ψ be a bump function.
We define
uN (ξ) = Nψ(N
−1u(ξ)) + u(ξ)(1 − ψ(N−1u(ξ))), ξ ∈ R2n+1.
Then uN ∈ S(m, g; h∗) (the seminorms can depend on N). Moreover, for |α| ≥ 1 the family
(N∂αuN )N∈N is bounded in S(mg, g; h∗) uniformly with respect to N .
Let vN = u
−1
N (the inverse in sense of ordinary multiplication). By Faá di Bruno formula and
uN ∈ S(m, g; h∗) we get that vN ∈ S(m−1, g; h∗). We also have the following estimations
(4.19) ‖vN‖k;S(m−1,g;h∗) ≤ cN,k‖uN‖k;S(m,g;h∗).
Moreover, for |α| ≥ 1 the family (N∂αvN )N∈N is bounded in S(m−1g, g; h∗) uniformly with respect
to N . By the asymptotic form (3.23) of the length 1 for uN#vN we get that
(4.20) uN#vN − 1 = N−2r(uN , vN ),
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where r(uN , vN ) ∈ S(1, g; h∗) uniformly with respect to N , what ends the proof. In the similar way
one can show that
lim
N→∞
vN#uN → 1
in S(1, g; h∗). 
Proposition 4.21. If m is a weight for g satisfying ellipticity condition, then there is a maximal
operator Op(S), such that S ∈ S(m, g; h). Moreover, for every k ∈ N there is l ∈ N such that
‖σ−1#‖k;S(m−1,g;h∗) ≤ ck,l max
1≤p≤l
‖σ‖2p+1
l;S(m,g;h∗),
where σ = Ŝ.
Proof. Let uN ∈ S(m, g; h∗), vN ∈ S(m−1, g; h∗) be the symbols from the previous lemma and let
UN = u
∨
N , VN = v
∨
N . For large enough N0 the operators
Op(UN0)Op(VN0), Op(VN0)Op(UN0)
are invertible. Let S = UN0 . Then S ∈ S(m, g; h) and Op(S) is a surjection with the continuous
right inverse
Op(VN0)(Op(S)Op(VN0))
−1
and it is injective with the continuous left inverse
(Op(VN0)Op(S))
−1Op(VN0).
By the symbolic calculus it follows that S−1 ∈ S(m−1, g; h). We also have
‖σ−1#‖k;S(m−1,g;h∗) = ‖vN0#(σ#vN0)−1#‖k;S(m−1,g;h∗).
By the symbolic calculus, Proposition 4.3 and (4.19) there exists l ∈ N such that
‖σ−1#‖k;S(m−1,g;h∗) ≤ ck,l max
1≤p≤l
‖σ‖2p+1‖Op(UN0)Op(VN0)‖p+1L2(h)→L2(h),
what, at the cost of the constant ck,l, gives the thesis. 
Theorem 4.22. Let m be a weight for a weight function g on h∗ and let m satisfies ellipticity
condition. If A ∈ S(m, g; h∗) and Op(A) is invertible on L2(h), Op(B) = Op(A)−1, then B is in
the class S(m−1, g; h∗).
Proof. Let σ be the symbol of the maximal operator S. By the symbolic calculus
‖a−1#‖k;S(m−1,g;h∗) = ‖a−1##σ#σ−1#‖k;S(m−1,g;h∗) ≤ ck‖a−1##σ‖k1;S(1,g;h∗)‖σ−1#‖k2;S(m−1,g;h∗),
for some k1, k2. 
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4.4. Resolvent. We investigate the resolvents of the pseudodifferential operators. Some results of
the previous subsection are little modified, because we work with the parameter-dependent symbols.
Lemma 4.23. Let z ∈ C and m be a weight for a weight function g on h∗. Then the functions
m|z| = |z|+m
are weights for the weight function g. Moreover the structural constants are independent from z.
Let a ∈ S(m, g; h∗). Then az := z+a is in the class S(m|z|, g; h∗) with the seminorms independent
from z. Moreover, for all |α| ≥ 1 we have |∂αaz| = |∂αa| and thus, ∂αaz ∈ S(mg−|α|, g; h∗) uniformly
with respect to z.
Notice that ifm satisfy elliptic condition thenm|z| also. However, the constant C in the condition
m|z| ≤ Cg can be depend on z and we need to be careful.
We restrict to the complex numbers with the sector
Σψ0 = {z ∈ C : | arg(z)| < ψ0}.
Notice that then Re(z) ≥ cos(ψ0)|z| and thus for all a ≥ 0 we have
|z|+ a ≤
(
2
1 + cos2(ψ0)
) 1
2
|z + a|.
Lemma 4.24. If m is an elliptic weight for g, then there exist families uN,z ∈ S(m|z|, g; h∗),
vN,z ∈ S(m−1|z| , g; h∗) uniformly with respect to z ∈ Σψ0 such that
lim
N→∞
uN,z#vN,z → 1
in S(1, g; h∗) uniformly.
Proof. We define uN,z = z + uN , where uN is as in Lemma 4.18. Then uN,z ∈ S(m|z|, g; h∗) and
the seminorms can depend on N , but are independent from z. Moreover, for |α| ≥ 1 we have
N∂αuN,z ∈ S(m, g; h∗) uniformly with respect to N and z.
The further part of the proof is the same as in Lemma 4.18.

Proposition 4.25. If m is elliptic weight for g, then there exists a maximal operator Op(S(z)),
where S(z) ∈ S(m|z|, g; h) with the seminorms independent from z. Moreover, the inverse operator
satisfies
‖σ(z)−1#‖
k;S(m−1
|z|
,g;h∗) ≤ ck,l max1≤p≤l ‖σ(z)‖
2p+1
l;S(m|z| ,g;h∗)
,
where σ(z) = Ŝ(z).
Proof. Let uN,z ∈ S(m|z|, g; h∗), vN,z ∈ S(m−1|z| , g; h∗) be the symbols from the previous lemma and
let UN,z = u∨N,z, VN,z = v
∨
N,z. Then, for large enough N0, the operators
Op(UN0,z)Op(VN0,z), Op(VN0,z)Op(UN0,z)
are invertible. The thing is the number N0 can be chosen independently form z, because r(uN,z, vN,z) =
r(uN , vN ). The further reasoning in identical as in Proposition 4.21. 
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Corollary 4.26. Suppose that m is an elliptic weight for a weight g and Op(A) ∈ S(m, g; h) is
invertible. Also let z be a number from the resolvent set of the operator Op(A) and simultaneously z ∈
Σψ, ψ >
π
2 . Suppose that ‖Rz‖L2(h)→L2(h) ≤M |z|−1 for some M > 0. Then Op(Az) = zI −Op(A)
is a maximal operator and Op(Az)S(m|z|, g; h). In particular, Rz ∈ S(m−1|z| , g; h) with the seminorms
independent from z.
Proof. By Theorem 4.22 we get that Op(A) is a maximal operator and A ∈ S(m, g; h). Let S(z) be a
maximal operator, S(z) ∈ S(m|z|, g; h), from Proposition4.25, and let σz be its symbol. In particular,
we obtain σz ∈ S(m|z|, g; h∗), and σ−1#z ∈ S(m−1|z| , g; h∗). The seminorms are independent from z.
By the symbolic calculus we get
‖r−1#z ‖k;S(m−1
|z|
,g;h∗) = ‖σ−1#z #σz#r−1#‖k;S(m−1
|z|
,g;h∗) ≤ ck‖σz#r−1#z ‖k1;S(1,g;h∗)‖σ−1#z ‖k2;S(m−1|z| ,g;h∗),
for soem k1, k2. Using by the estimates of the seminorms of the inverse as in (4.15), we estimate
(az#σ
−1#
z )−1# by
ck,j max
1≤s≤j
‖az#σ−1#z ‖sj;S(1,g;h∗)‖(zI −Op(S))Rz‖L2(h)→L2(h).
We check that
‖(zI −Op(S))Rz‖L2(h)→L2(h) ≤ |z|‖Rz‖L2(h)→L2(h) + ‖ −Op(S)Rz‖L2(h)→L2(h)
≤M + ‖ −Op(A)(zI +Op(A))−1‖L2(h)→L2(h) ≤ 2M + 1.
The above estimates give the thesis. 
If A is a symmetric distribution on h, then it is a symmetric distribution on each hθ, θ ∈
[0, 1]. Consequently, the operators Opθ(A)f := A ∗θ f are selfadjoint on L2(R2n+1). Let Bθz be the
resolvents for A with respect to the convolution ∗θ. In particular we have
B0z ∗0 (zδ − P ) = (zδ − P ) ∗0 B0z = δ, B1z ∗ (zδ − P ) = (zδ − P ) ∗B1z = δ.
From the proof of the previous corollary we get that Bθz , θ ∈ [0, 1] are in the classes S((|z| +
m)−1, ρ; hθ) uniformly with respect to θ (in particular, they are S-convolvers on the groups hθ). We
denote bz,θ = B̂z,θ. In particular, b0z = (z−a)−1 (the inverse in the sense of common multiplication).
By Beals Theorem bz,θ is in the class S(m
−1
|z| , g; h) and the seminorms are independent from z and
θ. We obtain decomposition of b1z in terms of (simplest) symbols b
0
z.
Proposition 4.27. We have
b1z = b
0
z +Hz,
where Hz ∈ S( m(m+|z|)2 g−2, g; h∗).
Proof. Let az = z + a. Then az ∈ S(m|z|, g; h∗), but ∂αaz ∈ S(mg−|α|, g; h∗). Moreover, b0z ∈
S(m−1|z| , g; h
∗) and by Faà di Bruno formula we get ∂αb0z ∈ S( mm2
|z|
g−|α|, g; h∗). We have the following
decompose of az#b0z
az#b
0
z = azb
0
z + S1(az, b
0
z) +R2(az, b
0
z),
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where
S1(az, b
0
z) =
iλ
2
n∑
j=1
(∂1,1,jaz∂1,2,jb
0
z − ∂1,2,jaz∂1,1,jb0z).
Moreover, R2(az, b0z) ∈ S( m
2
m2
|z|
Λ2g−4, g; h∗). and we have azb0z = 1. Moreover, for |α| = 1 we have
∂αaz = ∂
αa and ∂αb0z = (b
0
z)
2∂αa and thus S1(az, b0z) = 0. Then,
az#b
0
z = 1 +R2(az, b
0
z).
Acting by # with b1z we obtain
b1z = b
0
z − b1z#R2(az, b0z).
Iterating the above expression we get
b1z = b
0
z − (b0z − b1z#R2(az, b0z))#R2(az, b0z).
By the symbolic calculus we get that b0z#R2(az, b
0
z) is in the class S(
m2
m3
|z|
Λ2g−4, g; h∗). On the other
hand, b1z#R2(az, b
0
z)#R2(az, b
0
z) is in the class S(
m4
m5
|z|
Λ4g−8, g; h∗) and finally,
b1z − b0z ∈ S(
m2
m3|z|
Λ2g−4, g; h∗).

5. Semigroups of measures
5.1. Generalised laplacians and Hunt theory. Let G be a (connect, simply connect, nilpotent)
Lie group G = (Rd, ◦) with the neutral element e and let M(G) denotes the set of probabilistic
Borel measures on G. The convolution of measures µ1, µ2 ∈ M(G) is defined by∫
G
f(x)(µ1 ∗ µ2)(dx) =
∫
G
∫
G
f(x ◦ y)µ1(dx)µ2(dy),
for real bounded Borel functions on G. Reversed measure µ˜ associated to the measure µ ∈ M(G)
is defined by µ˜(A) = µ(A−1). A measure µ ∈ M(g) is called symmetric if µ = µ˜. We say that a
semigroup is symmetric if each µt is. Notice that µt is a convolution semigroup of measures iff µ˜t is.
If P is a generalized laplacian, then for every bump function ϕ ∈ C∞c (G), the distribution
(1−ϕ)P is a positive bounded measure, so P can be decompose as a sum P = P0+µ, where P0 is a
distribution with compact support and µ a bounded positive measure. In particular P is tempered
distribution. The formula
〈ν, f〉 = 〈P, f〉, f ∈ C∞c (G\{e}),
defined the Lévy measure of the functional P . Moreover, every generalized laplacian extends to
continuous linear functional on C2(G) and such extension has a property (1.2) (see e.g. Faraut [19],
Proposition IV.1).
A semigroup of measures (µt)t>0 determines the strongly continuous semigroup of linear opera-
tors of contraction C0(G) by
(5.1) Ttf(x) = µt ∗ f(x) =
∫
G
f(y−1 ◦ x)µt(dy).
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The infinitesimal generator of semigroup Tt is denoted by L and called the Hunt generator. The
semigroup Tt is called the Hunt semigroup.
Let (Xj)1≤j≤d be a base of left-invariant vector fields. We define
C2(G) = {f ∈ C0(G) : Xif ∈ C0(G),XiXjf ∈ C0(G), 1 ≤ i, j ≤ d}.
Let us introduce a notion of coordinate functions. Let Φj ∈ C∞c (G) be real functions such that
(5.2) XiΦj(e) = δi,j, 1 ≤ i, j ≤ d.
There exist a smooth function Φ2 which is [0, 1]-valued such that
(i) Φ2 =
∑d
i=1Φ
2
i in neighborhood of e,
(ii) Φ2 = 1 outside a compact neighborhood of e,
(iii) Φ2 > 0, x 6= e.
The function Φ2 is called Hunt function.
A measure ν on Borel subsets of G\{e} is called a Lévy measure, if∫
G\{e}
{1 ∧ Φ2(y)}ν(dy) <∞.
Theorem 5.3. Let (µt)t>0 be a convolution semigroup of measures on G with the Hunt generator
L. Then the domain of L contains C2(G) and for all σ ∈ G, f ∈ C2(G)
Lf(x) = biXif(x) + aijXiXjf(x) +
∫
G\{0}
(f(y−1 ◦ x)− f(x)− Φi(y)Xif(x))ν(dy),
where b = (b1, . . . , bd) ∈ G, a = (aij) is a negative definite symmetric real matrix d× d, and ν is a
Lévy measure on G− {0}.
Let us notice that the Hunt generator L is related to the generating functional P of semigroup
µt by 〈P, f〉 = Lf(0) and
Lf(x) = P ∗ f(x), f ∈ C∞c (G).
The semigroup Tt restricts to C∞c (G) extends to the bounded operator on L
2(G) which will
be denote in the same way. The semigroup (Tt)t>0 is then a strongly continuous semigroup of
contractions on L2(G). From now on we will consider the Hunt semigroup on L2(G). It is not
hard to see that T˜t = T ∗t and L˜ = L∗. Moreover, selfadjointess of the infinitesimal generator L is
equivalent to symmetricity of P . In that case, the semigroup Tt can be extended to an analytic
semigroup.
We recall some aspects of theory of analytic semigroups from Pazy [42]. Let Σ = {z ∈ C : ϕ1 <
arg z < ϕ2, ϕ1 < 0 < ϕ2}, i.e. Σ is a sector. We say that a semigroup Tz is analytic in the sector Σ,
if z 7→ Tz is analytic in Σ and Tz1Tz2 = Tz1+z2 for z1, z2 ∈ Σ, T0 = I and moreover,
lim
z→0
z∈Σ
Tzx→ x, x ∈ X.
We say that a semigroup of operators Tt is analytic, if it is analytic in some sector containing the
nonnegative ray. Analyticity of the semigroup in the sector Σϕ = {z ∈ C : −ϕ < arg z < ϕ}, ϕ ≤ π2
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is equivalent to the fact that Σpi
2
+ϕ ⊂ ρ(A) and
‖Rz‖ ≤M |z|−1, z ∈ Σpi
2
+ϕ.
In that case we can inverse the Laplace transform.
Proposition 5.4. Let Rz = Rz(A) be the resolvent of A and let
‖Rz‖ ≤M |z|−1, z ∈ Σpi
2
+ϕ.
Then,
Tt =
∫
Γ
eztRz dz,
where Γ is a smooth curve given by
Γ =

reiϕ0 dla r ≥ t−1,
t−1eiϕ dla − ϕ0 ≤ ϕ ≤ ϕ0,
re−iϕ0 dla r ≥ t−1,
for every π2 < ϕ0 < pi.
We prove the following estimations.
Lemma 5.5. Let a > 0. Then
|
∫
Γ
ezt(a+ |z|)−3 dz| ≤ Ct2(1 + ta)−3
Proof. We analyze the integral on each part of the curve Γ. Let Γ1(r) = reiϕ0 for r ≥ t−1. Then,
|
∫
Γ1
ezt(a+ |z|)−3 dz| = |
∫ ∞
t−1
etre
iϕ0
eiϕ0(a+ r)−3dr| ≤ (a+ t−1)−3
∫ ∞
t−1
etr cos(ϕ0)dr
≤ t
2
(1 + at)3
∫ ∞
1
es cos(ϕ0)ds = cϕ0
t2
(1 + at)3
.
In the similar way we prove the estimates on the curve Γ3(r) = re−iϕ0 .
Let Γ2(ϕ) = t−1eiϕ for −ϕ0 ≤ ϕ ≤ ϕ0. Then we have
|
∫
Γ2
ezt(a+ |z|)−3 dz| = |
∫ ϕ0
−ϕ0
ett
−1eiϕt−1ieiϕ(a+ t−1)−3dϕ|
≤ t
2
(1 + at)−3
∫ ϕ0
−ϕ0
ecos(ϕ)dϕ = c′ϕ0
t2
(1 + at)3
.

Now, we restrict our attention to the Heisenberg group. Let µt be a convolution semigroup of
measure on the Heisenberg group. The group Fourier transform
piλµt =
∫
h
(piλh)
∗µt(dh), λ 6= 0.
is also well-defined for probabilistic measures. Moreover,
|〈piλµtf, g〉L2(Rn)| ≤ ‖f‖L2(Rn)‖g‖L2(Rn).
Thus, for every λ 6= 0, the operators
T λt f = pi
λ
µt
f, f ∈ L2(h),
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are defined and ‖T λt ‖ ≤ 1. It is not hard to see that
T λt T
λ
s = T
λ
t+s, s, t > 0, λ 6= 0.
Let P be the generating functional of the semigroup µt. P is generalized laplacian and it can be
decompose as a sum of distribution with compact support P1 and bounded measure µ. In particular,
we define the operator
(5.6) piλP = pi
λ
P1
+ piλµ.
Theorem 5.7. Let P be a generalized laplacian. Then for all λ 6= 0 the operators T λt form a strongly
continuous semigroup of operators on L2(Rn). The infinitesimal generator Aλ of semigroup T λt is
the closure of the operator piλP .
The semigroup T λt and its infinitesimal generator A
λ can be though as quantized version of the
semigroup given by Utf = µt∗f and its infinitesimal generator L. A precise description of quantizied
generators one can find in Applebaum-Cohen [2].
5.2. Admissible generalised laplacians on the Heisenberg group. In our work we consider
semigroups of measures which are generated by generalized laplacians satisfying some condition of
admissibility.
Let us recall some aspects of theory of the Abelian groups Rd. The classical reference is Berg-Forst
[9]. Continuous negative definite functions on Rd are characterized by Lévy-Khintchine formula
ψ(ξ) = c+ ib · ξ + ξ · aξ +
∫
Rd\{0}
(1− eiξ·y + y · ξ1‖y‖≤1)νd(y),
where c ≥ 0, b ∈ Rd, a is a positive definite measure d × d, and ν is a measure integrating the
function min(1, ‖y‖2), i.e. Lévy measure.
It follows from theorems of Bochner and Schoenberg that P is a generalized laplacian on Rd iff
ψ = −P̂ is a continuous negative definite function. Moreover, if νt is a convolution semigroup of
measures on the Abelian group Rd with generating functional P and ψ = −P̂ , then
ν̂t(ξ) = e
−tψ(ξ).
Suppose that P is a generalised laplacian on R2n+1 and let ψ = −P̂ . Let us recall that ρ(ξ) =
(1 + ‖ξ‖2) 12 ).
We say that a continuous negative definite function ψ is admissible, if
(i) ψ is real,
(ii) 1 + ψ is a weight for ρ on the Heisenberg group and ψ ≤ Cρ,
(iii) |∂αw∂βλψ(w, λ)| ≤ cα,β(1 + ψ(w, λ))ρ(w, λ)−|α|−β , α ∈ N2n, β ∈ N.
Alternatively, we say that a generalized laplacin P is admissible, if the function ψ = −P̂ is admis-
sible.
The conditions (ii) and (iii) guarantee in particular that P is an S-convolver on the Heisenberg
group or the on groups hθ, θ ∈ [0, 1]. It follows from Fact 3.12. The same property has the resolvent
by Lemma 4.10. The condition (i) implies that P = P˜ , i.e. P is symmetric.
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Example 5.8. A negative definite function ψ(ξ) = log(1 + ‖ξ‖2) is admissible.
Proof. The condition (i) is of course satisfied. The condition (ii) was checked in Example 3.10. We
estimate a partial derivative ∂ξj of considered function. We have
|∂ξj log(1 + ‖ξ‖2)| = |2ξj |(1 + ‖ξ‖2)−1 ≤ 2(1 + ‖ξ‖2)−
1
2 .
In general, the condition (iii) follows from Faà di Bruno formula. 
We say that a smooth function f : (0,∞)→ R with continuous extension to [0,∞) is a Bernstein
function if
f ≥ 0, (−1)kf (k) ≤ 0, k ∈ N.
It is well-known that if ψ is a continuous negative definite function and u is a Bernstein function,
then the composition u ◦ ψ is again a continuous negative definite function. Moreover, Bernstein
functions have the following properties.
Proposition 5.9. If u is a Bernstein function, then
(1) u is increasing,
(2) |u(k)(t)| ≤ k!t−ku(t), k ∈ N, t > 0,
(3) g(t) = (1 + u(t))t−1 is decreasing.
Let us notice that the function log(1+‖ξ‖2) has a form u(‖ξ‖2), where u is a Bernstein function
u(t) = log(1+t). In the above example the function of the form ψ(ξ) = u(‖ξ‖) was smooth. In is not
true, in general, consider e.g. ψ(ξ) = log(1 + ‖ξ‖). We omit this problem by considering functions
of the form u(1 + ‖ξ‖2).
Proposition 5.10. Let u be a Bernstein function and let u satisfies the condition u(t) ≤ Ct 12 ,
t > 0. Then the function au : R
2n+1 → R given by
au(ξ) = u(1 + ‖ξ‖2) = u ◦ ρ2(ξ)
is admissible negative definite function.
Proof. By definition au is real. By the condition u(t) ≤ Ct 12 , t > 0 we get that au(ξ) ≤ Cρ(ξ).
Moreover, we obtain the following estimations
|∂αξ au(ξ)| ≤ cαau(ξ)ρ(ξ)−|α|, α ∈ N2n+1, ξ ∈ R2n+1.
Indeed, by Faà di Bruno formula we get
∂αξ (u ◦ ρ2(ξ)) =
|α|∑
j=1
u(j)(ρ2(ξ))
∑ α!
k1! . . . kp!
(
(∂β1ρ2)(ξ)
β1!
)k1
. . .
(
(∂βpρ2)(ξ)
βp!
)kp
,
where
∑p
i=1 kiβi = α and
∑p
i=1 ki = j. It follows from the property (2) in Proposition 5.9 that
|u(j)(ρ2(ξ))| ≤ j!u(ρ2(ξ))ρ(ξ)−j .
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By ρ2 ∈ S(ρ2, ρ; h∗) we get
|∂αξ au(ξ)| ≤ cα
|α|∑
j=1
j!ρ(ξ)−2jau(ξ)
∏
(ρ(ξ)2−|βi|)ki
≤ cα
|α|∑
j=1
j!au(ξ)ρ(ξ)
−2j+
∑
(2−|βi|)ki ≤ c′αau(ξ)ρ(ξ)−|α|.
It is enough to show that 1 + au is a weight for the weight function ρ on h∗. We check slowness.
If ‖w‖ ≤ ‖v‖, then
1 + au(w, λ)
1 + au(v, λ)
≤ C,
as Bernstein functions are increasing. If ‖u‖ ≤ ‖v‖, then, by condition (3) in Proposition 5.9 we get
that
1 + au(w, λ)
1 + au(v, λ)
=
1 + u(1 + ‖w‖2 + |λ|2)
1 + u(1 + ‖v‖2 + |λ|2) ≤
1 + ‖w‖2 + |λ|2
1 + ‖v‖2 + |λ|2 ,
and condition of slowness of the function ρ2 is satisfied. In the similar way we get temperance. 
In the above way one can get the following admissible negative definite functions: log(2+ ‖ξ‖2),
(1 + ‖ξ‖2)δ, δ ∈ (0, 12 ], (1 + ‖ξ‖2 +m2)
1
2 −m for m ≥ 0.
5.3. The Main Theorem. We consider a generalized laplacian P . Let −P̂ = ψ. The distribution
P is the generating functional of the semigroup of measures µt on the Heisenberg group and semi-
group of measures νt on the Abelian group R2n+1. Let Ut and Vt be associated strongly continuous
semigroups of operators
Utf = µt ∗ f, Vtf = νt ∗0 f, f ∈ C0(R2n+1).
The semigroups cutting to C∞c (R
2n+1) can be extended to semigroups of contractions on L2(R2n+1)
and will be denoted the same. The infinitesimal generators (perhaps unbounded) A and A0 (with
domains) of semigroups of operators Ut and Vt satisfies
Af = Op(P )f = P ∗ f, A0f = Op0(P )f = P ∗0 f, f ∈ C∞c (R2n+1).
Symmetricity P = P˜ implies that the operators Op(P ) and Op0(P ) (as well as the semigroups Ut
and Vt) are selfadjoint on L2(R2n+1). Consequently, one can extend the semigroups Ut and Vt to
analytic semigroups. Admissibility of P also implies that P is an S(h)-convolver.
Notice that distribution −δ0 is a generalized laplacian and δ̂0 = 1. Its semigroups of measures has
densities e−t on the Abelian group or the Heisenberg group. For our convenience we will consider
the distribution A = P − δ0. A is a generalized laplacian and its Fourier transform is given by
m = 1+ψ. A is the generating functional of semigroup of measures e−tµt on the Heisenberg group
and e−tνt on the Abelian group. By admissibility of P we have that A ∈ S(m,ρ; h). Moreover, m is
elliptic weight for ρ and A is maximal operator.
The operators Op(A) and Op0(A) are selfadjoint with the domain D = H(m, g; h). Their resol-
vent sets contain some sector Σψ and we will restrict to them. Let Bz = (zI−A)−1 be the resolvent
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of the operator Op(A) and B0z the resolvent of the operator Op
0(A). Also let,
bz = B̂z, b
0
z = B̂
0
z = (z − a)−1.
By Proposition 4.27 we get.
Corollary 5.11. The symbol bz is in the class S(m
−1
|z| , g; h
∗) with seminorms independent from z.
Moreover,
bz = b
0
z +Hz,
where Hz ∈ S( m(m+|z|)2Λ2ρ−4, g; h∗) uniformly with respect to z.
Theorem 5.12. Suppose that P is an admissible generalized laplacian and let µt and νt be the
semigroups generating by P . Let m = −P̂ + 1. Then the function
µ̂t − ν̂t = ht
is smooth and satisfies
|∂αht(w, λ)| ≤ cα t
2et
(1 + tm(w, λ))3
|λ|2ρ(w, λ)−4−|α|, α ∈ N2n+1, t > 0.
Proof. Let A = P −δ0. Then e−tµt and e−tνt are the semigroups generating by A on the Heisenberg
group and the Abelian group, respectively. Let us use the notion as in Corollary 5.11. By Proposition
5.4 we get
e−tµ̂t =
∫
Γ
eztbz dz, e
−tν̂t =
∫
Γ
eztb0z dz, z ∈ Σpi2+ϕ.
It follows from Corollary 5.11 the following decomposition of the symbol bz
bz = b
0
z +Hz,
where Hz ∈ S( m2(m+|z|)3Λ2ρ−4, ρ; h∗). Thus,
e−tµ̂t =
∫
Γ
eztbz dz,=
∫
Γ
eztb0z dz +
∫
Γ
eztHzdz = e
−tν̂t +
∫
Γ
eztHzdz.
By Lemma 5.5 we have the estimates
|
∫
Γ
ezt(m(w, λ) + |z|)−3 dz| ≤ Ct2(1 + tm(w, λ))−3.
Thus,
|∂αht(w, λ)| = |∂αet
∫
Γ
eztHz(w, λ)| ≤ cα t
2et
(1 + tm(w, λ))3
|λ|2g(w, λ)−4−|α|, α ∈ N2n+1.

Corollary 5.13. Suppose that P is an admissible generalized laplacian. Let µt and νt be the semi-
groups generated by P . Then,
|∂α(µ̂t − ν̂t)(ξ)| ≤ cαmin(t2, t−1)etmin(‖ξ‖2−|α|, ‖ξ‖−2−|α|), α ∈ N2n+1, t > 0, ξ 6= 0.
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Proof. It is not hard to see that
t2
(1 + tm(ξ))3
≤ min(t2, t−1), t > 0, ξ ∈ R2n+1,
which follows from m ≥ 1. We also have |ξ2n+1| ≤ ‖ξ‖ and ρ(ξ) ≥ 1 and ρ(ξ) ≥ ‖ξ‖. Thus,
|ξ2n+1|2ρ(ξ)−4−|α| ≤ ‖ξ‖2−|α|.
On the other hand |ξ2n+1| ≤ ρ(ξ) and then
|ξ2n+1|2ρ(ξ)−4−|α| ≤ ‖ξ‖−2−|α|.

Theorem 5.14. Suppose that P is an admissible generalized laplacian. Let µt and νt be semigroups
of measures generated by P on the Heisenberg group and the Abelian group R2n+1, respectively. Then
the diffeence of the measures µt and νt, denoted by kt, agrees with a smooth function outside zero
and for all N ∈ N and all α ∈ N2n+1 it satisfies
|∂αkt(x)| ≤
{
cn,αmin(t
2, t−1)et‖x‖−(2n+1)+2−|α| dla ‖x‖ ≤ 1,
cn,α,N min(t
2, t−1)et‖x‖−N dla ‖x‖ ≥ 1.
Proof. By the Fourier transform and Theorem 5.12 we obtain
µt − νt = h∨t = kt.
The estimates
|∂αht(ξ)| ≤ c′αmin(t2, t−1)et‖ξ‖−2−|α|, α ∈ N2n+1, t > 0.
implies by Corollary 2.4 that
|∂αkt(x)| ≤ cαmin(t2, t−1)et‖x‖−(2n+1)+2−|α|.
On the other hand, by Theorem 5.12, the difference ht of the Fourier transforms of the measures
µt and νt is in the class S(ρ−2, ρ; h∗). By the similar reasoning as in Fact 3.12 we get that for all
N ∈ N and all α ∈ N2n+1,
|∂αkt(x)| ≤ cα,N min(t2, t−1)et‖x‖−N , ‖x‖ ≥ 1.

5.4. Application of the main theorem. Directly from Theorem 5.14 we get that the funcion
kt (the difference of the semigroups of measures) belongs to Lp iff
2p
p−1 > 2n + 1. In particular we
obtain the following corollary.
Corollary 5.15. Suppose that P is an admissible generalized laplacian and let µt and νt be the
semigroups of measures on the Heisenberg group and the Abelian group, respectively, generated by
P . Then, the condition 2p
p−1 > 2n+1 implies that the measures µt belongs to L
p iff νt belongs to L
p.
In particular,
• the measures µt have densities in L1 iff the measures νt have densities in L1,
• for n = 1, i.e. h ∼= R3, the measures µt are in L2 iff the measures νt are in L2.
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Let us recall that the function given by
Ku(v) =
1
2
∫ ∞
0
s−u−1e−
v
2
(s+s−1) ds, u ∈ R, v > 0,(5.16)
is the modified Bessel function of the second kind (or McDonald function).
Now, we consider two examples of semigroup of measures. We apply Theorem 5.14 to get point-
wise estimates for their densities.
Let γt be Gamma distribution. Then, the measures with densities γ˘t = γt ∗0 γ˜t form a semigroup
with respect to the convolution ∗0 which is called symmetric gamma distribution or gamma-variance
semigroup. Its generating functional is the distribution
〈Γ˘, f〉 =
∫
R\{0}
f(x)− f(0)
|x| e
−|x| dx, f ∈ S(R).
Its Fourier transform is given by − log(1+ |ξ|2), ξ ∈ R. Its d-dimensional analogue is the generalized
laplacian
〈Γ, f〉 = cd
∫
Rd\{0}
f(x)− f(0)
‖x‖d2
K d
2
(‖x‖)dx, f ∈ S(Rd).
The Fourier transform is given by
ϕ(ξ) = − log(1 + ‖ξ‖2), ξ ∈ Rd.
By the form of v̂t
v̂t(ξ) = e
−t log(1+‖ξ‖2) = (1 + ‖ξ‖2)−t
we get that the densities of the semigroup generated by the functional Γ are given by
(5.17) vt(x) = ct,d‖x‖t−
d
2K
t− d
2
(‖x‖).
In particular, if ‖x‖ → ∞, then
pt(x) ≍ ct‖x‖t−1e−‖x‖.
The formula (5.17) aldo implies that for 0 < t < 2n+12 and ‖x‖ → 0 we have
pt(x) ≍ ct‖x‖2t−(2n+1).
Let us consider the semigroup of measures on the Heisenberg group h with the functional
〈Γ, f〉 = lim
ǫ→0
∫
‖x‖≥ǫ
f(x)− f(0)
‖x‖ 2n+12
K 2n+1
2
(‖x‖) dx.
We checked in Example 3.10 that it is an admissible generalized laplacian.
Corollary 5.18. The densities of the semigroup of measures on the Heisenberg group with the
generating functional Γ satisfy
qt(x) ≤ ct‖x‖2t−(2n+1), t < 1, ‖x‖ ≤ 1.
Moreover, we have the following asymptotic behavior
qt(x) ≍ t‖x‖2t−(2n+1), t < 1, ‖x‖ → 0.
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Proof. By (5.17),
pt(x) ≤ ct‖x‖2t−(2n+1), t < 1, ‖x‖ ≤ 1.
Moreover, we have
pt(x) ≍ t‖x‖2t−(2n+1), ‖x‖ → 0, t→ 0.
By Theorem 5.14 we get that for ‖x‖ ≤ 1 and t ≤ 1 we have
|(pt − qt)(x)| ≤ ct2‖x‖−(2n+1)+2.
Consequently, for small time t we obtain the estimates in the case ‖x‖ ≤ 1 or asymptotic behavior.

For α ∈ (0, 2) and m > 0 we consider the Bernstein functions u(t) = (m 2α + t)α2 −m. Then,
the negative definite functions (m
2
α +‖ξ‖2)α2 −m provide to relativistic α-stable semigroups, whose
Fourier transforms satisfy
ρ̂αt (ξ) = e
−t((m
2
α+‖ξ‖2)
α
2 −m).
It is known (see e.g. Kulczycki-Siudeja [39]) that the densities of the semigroup satisfy for some
constants c1, c2,
ραt (x) ≤ c1etmmin(t‖x‖−d−αe−c2‖x‖, t−
d
α ).
In particular, for ‖x‖ ≤ 1 we have
ραt (x) ≤ ct‖x‖−d−α, t→ 0.
Lemma 5.19. Let α ∈ (0, 1]. Then, the continuous negative definite function
ψ(ξ) = (m
2
α + ‖ξ‖2)α2 −m,
is admissible for some m > 0. In particular, it is admissible for m = 1 and α ∈ (0, 1] and moreover
for m and α satisfy (α2 )
α
2 < m < 1.
Proof. It is not hard to check the case m = 1. We focus on the case (α2 )
α
2 < m < 1.
The behavior of the derivatives we get in the similar way as in Proposition 5.10. We check that
ψ is a weight for ρ. For α ∈ (0, 1] we have ψ(ξ) ≤ ρ(ξ) (for α ∈ (1, 2] this condition is not satisfied).
Let us notice that the function ψ is increasing. We show that 1+ψ(ξ)
1+‖ξ‖2
is decreasing, what will be the
end. As ψ(ξ) = u(‖ξ‖2), we check that 1+u(t)1+t is decreasing. For m ≤ 1 we have(
1 + u(t)
1 + t
)′
=
α
2 (m
2
α + t)
α
2
−1(1 + t)− (1 + (m 2α + t)α2 −m)
(1 + t)2
≤
α
2 (1 + t)− (1−m)(m
2
α + t)
α
2
−1 − (m 2α + t)
(m
2
α + t)1−
α
2 (1 + t)2
≤
α
2 −m
2
α
(m
2
α + t)1−
α
2 (1 + t)2
,
and thus, if in addition (α2 )
α
2 < m, then α2 < m
2
α and the above derivative is negative. 
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Let vt be the densities of the convolution semigroup of measures with the associated negative
definite function of the form (m
2
α + ‖ξ‖2)α2 − m. By Theorem 5.14 we get that for ‖x‖ ≤ 1 and
t ≤ 1 we have
|(ρt − vt)(x)| ≤ ct2‖x‖−(2n+1)+2.
In the similar way as in Corollary 5.18 we get the estimates on the Heisenberg group.
Corollary 5.20. Let vt be the densities of the convolution semigroup of measures with the associated
negative definite function of the form (m
2
α + ‖ξ‖2)α2 −m. Then,
vt(x) ≤ ct‖x‖−(2n+1)−α, t < 1, ‖x‖ ≤ 1.
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