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Abstract
We study holographically Lifshitz-scaling theories with broken symmetries. In order
to do this, we set up a bulk action with a complex scalar and a massless vector on a
background which consists in a Lifshitz metric and a massive vector. We first study
separately the complex scalar and the massless vector, finding a similar pattern in the
two-point functions that we can compute analytically. By coupling the probe complex
scalar to the background massive vector we can construct probe actions that are more
general than the usual Klein–Gordon action. Some of these actions have Galilean boost
symmetry. Finally, in the presence of a symmetry breaking scalar profile in the bulk,
we reproduce the expected Ward identities of a Lifshitz-scaling theory with a broken
global continuous symmetry. In the spontaneous case, the latter imply the presence of
a gapless mode, the Goldstone boson, which will have dispersion relations dictated by
the Lifshitz scaling.
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1 Introduction
Our goal is to discuss symmetry breaking and Goldstone bosons in theories that enjoy
non-relativistic (Lifshitz) scale invariance. Low-energy effective theories for such Gold-
stone bosons were considered for instance in [1–4]. If one is interested in seeing how
such Goldstone bosons arise in strongly coupled theories, the natural setting is to turn
to large N field theories and their holographic description. Holography for theories with
Lifshitz scale symmetry has been initiated in [5, 6] (see [7] for a recent review). Some
other relevant references are [8–20].
In this paper, we will be concerned with the breaking of a global symmetry which
commutes with the spacetime symmetries of the theory. This entails the presence of a
conserved current (i.e. a charge density and a spatial current related by a conservation
1
equation), independent from the energy-momentum tensor. Holographically, this means
that we will have to deal with a bulk massless vector in a fixed Lifshitz background.
We will consider Lifshitz backgrounds that are a solution of Einstein gravity coupled
to a massive bulk vector field which acquires a non-trivial Lifshitz invariant profile.
However, we will not consider the dynamics, neither of the metric nor of this massive
vector field, and instead treat them as fixed background quantities.
We will consider the dynamics of a massless vector and a charged scalar in the bulk.
When the latter acquires a profile, it corresponds to the dual scalar operator breaking
the continuous symmetry by a vacuum expectation value (or an explicit breaking term).
The probe complex scalar and the massless vector field couple also to the background
quantities: not only the Lifshitz metric but also the massive vector field. By including
all possible couplings to the latter, we will be able to consider bulk actions for the
scalar and the massless vector that are more general than the standard Klein-Gordon
and Maxwell actions.
Since in order to discuss symmetry breaking, we need to consider the coupled system
of a scalar and a vector, we will need first to review how Lifshitz holography works for
a scalar and a massless vector separately. Indeed, having less constraints coming from
Lifshitz scale symmetry as opposed to conformal symmetry, the field theory outcome
from holography is not completely fixed by kinematics, and it moreover depends on
choices that one makes in the bulk theory.
We thus start in Section 2 by recalling known facts about holography for a scalar
on a Lifshitz bulk background. We extract analytical expressions for the two-point
functions when it is possible, and comment on their physical meaning, also exploring
a few generalizations. Then in Section 3 we turn to massless vectors, which received
surprisingly little attention in Lifshitz holography. We comment on the characteristics
of the dual conserved current. In Section 4 we finally address the coupled system, holo-
graphically deriving the Ward identities of non-relativistic symmetry breaking. In the
Appendix, we provide some comments on low-energy field theories of Lifshitz Goldstone
bosons, and the associated Ward identities.
2
2 Lifshitz holography for a scalar, revisited
Lifshitz symmetry is the invariance under an anisotropic scaling of time and spatial
coordinates,
t −→ λz t ,
xi −→ λxi ,
where z is called the dynamical critical exponent. Whenever z 6= 1, such scaling
transformations are not compatible with Lorentz symmetry, and they constitute non-
relativistic scale transformations. We will always assume that z ≥ 1. If we add to
this scale symmetry, time and space translations, as well as spatial rotations, we obtain
what is called the Lifshitz symmetry group.
A d+ 1-dimensional Lifshitz invariant metric with SO(d− 1) rotational symmetries
is unique and takes the following form
ds2 =
dr2
r2
− dt
2
r2z
+
∑
i dx
2
i
r2
. (2.1)
It can be shown that such a metric for z 6= 1 is a solution of a suitably chosen theory
of Einstein gravity with a negative cosmological constant and a massive vector field [6],
which we will denote as B and which is given by
B = β
dt
rz
, with β ≡
√
2(z − 1)
z
. (2.2)
For z = 1 we recover the standard AdS metric in Poincare´ coordinates that has rela-
tivistic scale invariance. The spatial coordinate r will be our holographic coordinate
that is zero at the boundary and that tends to infinity in the bulk.
In the following we will consider the metric (2.1) and the massive vector (2.2) as
fixed, non-dynamical background quantities, and we will study the holographic renor-
malization and boundary two-point functions of operators dual to fields on a fixed
Lifshitz bulk geometry. We start reviewing the properties of a scalar field on a Lifshitz
background.
2.1 Two-point function for Lifshitz Klein-Gordon scalar
The basic setup of a free scalar field in Lifshitz spacetime has of course been considered
previously in the literature [5–7]. This simple case in fact already displays some peculiar
3
features with respect to the AdS version, namely the appearance of imaginary poles in
the two-point function. These diffusive poles at zero temperature are a characteristic
feature in holographic Lifshitz theories, and they will appear also in the vector sector as
we will show in Section 3.1. In Section 2.2 we will explore the possible relation between
these diffusive poles and the presence of a tidal singularity in the center of the Lifshitz
spacetime, by using “hard wall” boundary conditions in the bulk in order to cut out
the singularity.
Let us begin by considering the (d+1)-dimensional bulk Klein-Gordon action for a
complex scalar field
S =
∫
dd+1x
√−g
(
− gµν∂µφ∗∂νφ−m2 φ∗φ
)
, (2.3)
where g is the Lifshitz metric, as defined by (2.1). We allow for arbitrary values of the
bulk mass m, but, for simplicity, we do not consider higher order potential terms.
From the variation of this action, we obtain the equation of motion
r∂r(r∂rφ)− (d+ z − 1) r∂rφ− r2z∂2t φ+ r2∂2i φ−m2φ = 0 , (2.4)
where ∂2i implies a sum over the d−1 values of i. This equation has two independent
solutions, with the following near boundary asymptotics (r = 0):
φ = r
d˜
2
−ν (φ0 + . . . )+ r d˜2+ν (φ˜0 + . . . ) , with

d˜ = d+ z − 1 ,
ν =
√
d˜
2
4
+m2 .
(2.5)
When ν=0 we have a Lifshitz version of the BF (Breitenlohner-Freedman) bound [21]
on the bulk mass of the scalar, with an ‘effective’ dimension d˜, obtained by adding the
dynamical critical exponent z to the number of spatial boundary dimensions d−1 (that
is, counting the time dimension z times). From now on, in order to avoid technical (and
not crucial) difficulties related to the renormalization procedure, we will take 0<ν<1.
Using the equations of motion (2.4) we can put the action (2.3) on-shell, and reduce
it to a boundary term,
Son-shell =
1
2
∫
dd+1x ∂r
[
− r−d˜(φ∗ r∂rφ+ φ r∂rφ∗)] (2.6)
=
∫
r=
ddx
[(
d˜
2
− ν
)
r−2ν φ∗0φ0 +
d˜
2
(
φ0φ˜
∗
0 + φ
∗
0φ˜0
)]
,
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where in the second line we have used the asymptotic expansion (2.5), and, since we
have a term diverging at the boundary r=0, we have kept a small  as a regulator. We
can renormalize such a divergence through a standard mass counterterm
Sct =
(
d˜
2
− ν
)∫
r=
ddx
√
−gˆ φ∗φ , (2.7)
where gˆ is the induced metric on the boundary, thus obtaining
Sren = Son-shell − Sct = ν
∫
ddx
(
φ0φ˜
∗
0 + φ
∗
0φ˜0
)
. (2.8)
A full solution to the equation of motion (2.4) would relate the subleading φ˜0 to the
leading φ0 through a non-local function fφ, i.e. φ˜0 =fφ(∂t, ∂
2
i )φ0. We assume this non-
local function fφ to be real. Then we can write the formula for the two-point correlator
of the dual boundary operator Oφ:〈Oφ(x)O∗φ(x′)〉 = −i δ2 Sren
δφ0(x)δφ
∗
0(x
′)
= −i 2ν fφ(∂t, ∂2i ) δ(x− x′) . (2.9)
The equation of motion (2.4) can be analytically solved for z=2. Writing
φ(r, t, x) = e−iωt+i
~k·~xφ(r, ω, k) (2.10)
we find for the Fourier modes
r∂r(r∂rφ)− (d+ 1) r∂rφ−
(
m2 + k2r2 − ω2r4)φ = 0 . (2.11)
The solution is given in terms of confluent hypergeometric functions, of the first kind,M,
and of the second kind, U:
φ(r, ω, k2) = e
i
2
ω r
2
r
d+1
2
+ν
(
C1 U
[
a, 1 + ν;−iω r2]+ C2 M[a, 1 + ν;−iω r2]) , (2.12)
with a =
1
2
(
1 + ν +
ik2
2ω
)
. (2.13)
We now have to impose a boundary condition in the bulk, in order to fix one of the
two integration constants. We choose to select in-going waves in the extreme bulk
(r → ∞),1 which is given by setting C2 = 0. Indeed the function M
[
a, 1 + ν;−iω r2]
1 We are adopting the usual prescription of [22], which is actually equivalent to working in Eu-
clidean signature. A more rigorous derivation of the analytic structure of the time-ordered Minkowski
correlator should be recovered by accurately performing real-time holography [23,24].
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for large argument goes as e−iω r
2
, thus introducing an out-going wave. Note that the
Fourier mode in (2.12), when C2 is set to zero, decays in the deep bulk for Imω > 0.
Wick-rotating to Euclidean signature, this corresponds to requiring regularity in the
deep bulk.
From the expansion of U[a, b;x] around x=0,
U[a, b;x] =
Γ[1− b]
Γ[a− b+ 1] + · · ·+ x
1−b Γ[b− 1]
Γ[a]
+ . . . , (2.14)
we can read off the coefficient of the leading term, going as r
d+1
2
−ν , which is φ0, and
the coefficient of the subleading term, going as r
d+1
2
+ν , which is φ˜0. Then from the
formula (2.9) we obtain the two-point function of the dual scalar operator with Lifshitz
scaling z=2: 〈Oφ(k)O∗φ(−k)〉 = −i 2ν fφ(ω, k2i ) = −i 2ν φ˜0φ0
= 2i(−iω)ν Γ[1− ν]
Γ[ν]
Γ
[
1
2
(
1 + ν + ik
2
2ω
)]
Γ
[
1
2
(
1− ν + ik2
2ω
)] . (2.15)
We first remark the branch-cut starting at ω = 0. Then, the Euler gamma function Γ
has poles at negative integer values of its argument and 1/Γ is an entire function, so
we find that the poles of the correlator are given by
ω = − ik
2
2(2n+ 1 + ν)
, with n ∈ N . (2.16)
We thus see that these poles all lie on the negative imaginary axis.2 In fact the locations
of the poles accumulate as one approaches the origin along the negative imaginary axis.
One may expect this behavior to be a consequence of the singularity at r=∞ where
for z > 1 Lifshitz spacetimes display diverging tidal forces [5]. In other words Lifshitz
spacetimes with z>1 are, contrary to AdS, geodesically incomplete. In the next section
we make a little detour in order to check if cutting out this singularity, by using “hard
wall” boundary conditions, gets rid of the imaginary poles. For other considerations on
the appearance of imaginary poles in Lifshitz holography, together with a field theoretic
perspective on the issue, see [12,14,19].
2We notice that the imaginary poles are symmetric under ω→−ω∗, that is the equivalent condition
in the complex ω plane to time-reversal invariance, which is indeed a symmetry of Lifshitz Klein-
Gordon equation (2.11). The branch-cut in (2.15) may also be taken to be symmetric under ω→−ω∗,
i.e. lying along the upper imaginary axis.
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2.2 The hard wall solution for Lifshitz Klein-Gordon scalar
We want to see how the two-point function, and its poles, change if we break the Lifshitz
scale invariance setting a hard wall in the IR, i.e. deep in the bulk.
We consider exactly the same bulk action (2.3) as in the previous section, so we
have the same solution of the equation of motion (2.12) for z=2. But now we impose
a different IR regularity condition, namely that the field vanishes3 in the bulk on a
surface at r=µ−1. This yields
φHW (µ−1, ω, k2) ≡ 0 ⇔ C2 = −C1
U
[
a, 1 + ν;− iω
µ
2
]
M
[
a, 1 + ν;− iω
µ
2
] , (2.17)
with the expression for a already given in (2.13), so that the hard wall solution reads
φHW (r, ω, k2) = (2.18)
= C1e
i
2
ω r
2
r
d+1
2
+ν
(
U
[
a, 1 + ν;−iω r2]− U[a, 1 + ν;−µ−2iω]
M
[
a, 1 + ν;−µ−2iω] M[a, 1 + ν;−iω r2]
)
,
and φHW ≡0 for r>µ−1.
In order to determine the two-point correlator, we consider the terms ∝ r d+12 −ν
and ∝r d+12 +ν in the series expansion of the solution φHW around r=0. Using the near
boundary expansion (2.14) for the confluent hypergeometric function of the second kind
U
[
a, b;x
]
, also known as the Tricomi function, and recalling that M[a, b;x] = 1 + O(x)
for small x, we find
φHW0 = C1 (−iω)−ν
Γ[ν]
Γ[a]
,
φ˜HW0 = C1
(
Γ[−ν]
Γ[a− ν] −
U
[
a, 1 + ν;−µ−2iω]
M
[
a, 1 + ν;−µ−2iω]
)
.
(2.19)
The correlator of the dual scalar operator, following formula (2.9), is then given by
〈OφO∗φ〉HW = −i 2ν
φ˜HW0
φHW0
= −i 2ν (−iω)ν Γ[a]
Γ[ν]
(
Γ[−ν]
Γ[a− ν] −
U
[
a, 1 + ν; −µ−2iω]
M
[
a, 1 + ν; −µ−2iω]
)
= i 2ν µ2ν
M
[
a− ν, 1− ν; −µ−2iω]
M
[
a, 1 + ν; −µ−2iω] , (2.20)
3This IR boundary condition might seem closer in spirit to the ones used after a Euclidean rotation.
However as we have noted, IR vanishing and in-falling boundary conditions coincide when going to
the upper half ω plane. See also [10] for a similar situation.
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i〈OφO∗φ〉HW
- 0.003 - 0.002 - 0.001 0.001 0.002 0.0030
ω
Figure 1. Plot of the hard-wall correlator for real values of ω, at fixed µ = 0.01,
ν = 14 , k
2 = 0.001.
where in the second line we have used the expression of the Tricomi function as a
combination of confluent hypergeometric functions, that is
U[a, b;x] =
Γ[1− b]
Γ[a+ 1− b] M[a, b;x] + x
1−b Γ[b− 1]
Γ[a]
M[a+ 1− b, 2− b;x] .
Notice that this simplification precisely removes the branch cut on the real axis which
was present in the pure Lifshitz correlator (2.15).
Note that a depends on ω so that the frequency dependence of M[a, b;x] is through
both a and x. Since the confluent hypergeometric function has no poles, the poles
of the hard-wall correlator are determined by the zeros of M. Since zeros of analytic
functions lie isolated we obtain a discrete spectrum as shown in the numerical plot in
Fig. 1, for the case of poles that lie on the real-ω axis. The zeros of M do not have a
simple analytic expression and are hard to find even numerically. The numerical plot
in Fig. 2 shows that the correlator (2.20) has no poles that lie exactly on the imaginary
axis, as in the pure Lifshitz case (2.16), but it should have poles that lie off the real and
imaginary axes, in the complex plane, that in the µ → 0 limit (no hard wall) align on
the imaginary axis, at the locations of (2.16). Thus we have a strong indication that
the presence of complex poles in Lifshtz holography at zero temperature should not be
8
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i〈OφO∗φ〉HW
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−iω
Figure 2. Plot of the hard-wall correlator for purely imaginary values of ω, at
fixed µ = 0.01, ν = 14 , k
2 = 0.001. The second plot is a zoom close to the origin of
the first plot.
attributed to the tidal singularity.
In addition, we remark that the limit of the correlator (2.20) for µ→ 0 correctly
gives the expression for the scalar correlator in the absence of the hard wall (2.15),
provided we approach the origin from the half-plane where Imω>0 (in agreement with
the choice we made below (2.13)). In fact, from the first line of (2.20), one can see
that the correlator of the hard wall scalar is written in terms of the correlator of the
pure Klein-Gordon scalar, plus a piece proportional to U/M. In the limit µ→ 0, so
large third argument, we have U[a, b;x] ∝ xa, while M[a, b;x]∝ ex, with x≡−µ−2iω.
So, for Imω > 0, the U/M piece is exponentially (and non-analytically) suppressed as
we push the hard wall into the deep bulk, eventually recovering the pure Klein-Gordon
expression in the strict µ=0 limit.
2.3 Two-point function for a general scalar
We discuss here a modification of the Klein-Gordon scalar bulk action (2.3), by allowing
couplings to the background massive vector field (2.2). This will allow for a time-reversal
breaking kinetic term inspired by [17], which yields a more general model for a non-
relativistic probe scalar, including a case with enhanced z = 2 Schro¨dinger symmetry.
The background massive vector is given by equation (2.2). Note that since BµB
µ=
−β2 we can define the metric orthogonal to Bµ as
γµν = gµν + β
−2BµBν . (2.21)
9
We will denote by γµν the above projector with its indices raised with gµν .
Taking into account the fact that Bµ, being massive, has no gauge invariance, the
most general bulk action for a complex scalar is the following:
S =
∫
dd+1x
√−g
[
1
c2β2
Bµ∂µφ
∗Bν∂νφ− ih
2β
Bµ
(
φ∗∂µφ− φ ∂µφ∗
)
+
− γµν∂µφ∗∂νφ−m2φ∗φ
]
, (2.22)
where c and h are real numbers. Note that in order to have the second term, with the
h coefficient, we need a complex scalar for otherwise any term linear in Bµ∂µ would
be a total derivative. The contribution of the second kinetic term with coefficient h
to the kinetic energy is positive for positive frequency modes provided we take h to
be positive. We will therefore assume throughout that h ≥ 0. We recover the Lifshitz
Klein-Gordon case of the previous two subsections for h = 0 and c = 1, whereas the
Schro¨dinger invariant case is recovered for c=∞ as we will see later.
Since Bµ has no radial component, the terms involving Bµ in (2.22) do not contribute
to the on-shell boundary action, which is thus the same as in (2.6). Thus, in our
case, with 0 < ν < 1, the counterterm (2.7) removes the only divergence, so that the
renormalized action is again given by (2.8). Therefore, the two-point function is given
by (2.9), where the unknown non-local function is now obtained by solving the equation
of motion resulting from the variation of the generalized action (2.22), which is
r∂r(r∂rφ)− d˜ r∂rφ+ r2∂2i φ− c−2r2z∂2t φ+ ih rz∂tφ−m2φ = 0 . (2.23)
In order to find analytical results, once again we specialize to z=2. The above equation,
after Fourier transforming, is identical to the Lifshitz Klein-Gordon equation (2.11),
with ω replaced by ω/c and k2 replaced by k˜ 2 = k2−hω:
r∂r(r∂rφ)− (d+ 1) r∂rφ+ ω
2
c2
r4φ− k˜ 2r2φ−m2φ = 0 . (2.24)
For c → ∞ this equation is identical to that of a complex scalar on a Schro¨dinger
spacetime with z = 2 [25] and hence possesses z = 2 Schro¨dinger invariance (see
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also [17]).4 The solution, again picking the in-falling part as r→∞, is given by
φ(r, ω, k2) = C e
iω
2c
r
2
r
d+1
2
+ν U
[
a˜, 1 + ν;−iω
c
r2
]
, (2.25)
with a˜ =
1
2
(
1 + ν +
ick˜2
2ω
)
. (2.26)
From the expansion of this solution near r=0, we again extract the source and the
VEV for φ, from which we then derive an expression similar to (2.15). This results in
the following boundary two-point correlator of the operator dual to our more general
scalar:
〈Oφ(k)O∗φ(−k)〉 = 2i(− iω
c
)ν Γ[1− ν]
Γ[ν]
Γ
[
1
2
(
1 + ν + ic
2ω
(k2 − hω)
)]
Γ
[
1
2
(
1− ν + ic
2ω
(k2 − hω)
)] . (2.27)
This expression matches the pure Klein-Gordon correlator (2.15) for h= 0 and c= 1.
Let us however see how the analytic structure is changed by h > 0, and what happens
in the Schro¨dinger limit c→∞.
The poles of the correlator are situated where the argument of the Gamma function
in the numerator is a negative integer. In the complex ω-plane, these are located at
ω = − i k
2
2
c
(
2n+ 1 + ν
)− ih , with n ∈ N . (2.28)
We can see immediately that for h= 0 and c= 1 we retrieve the same poles as in the
Lifshitz Klein-Gordon case (2.16). For c 1, instead, the imaginary part of the poles
for small n is very small, and so they lie close to the positive real axis (since h is taken
to be positive). Note that taking h > 0 leads to a first order time derivative in the
equation of motion (2.23) which implies that time reversal invariance, here taken to be
purely a sign flip of the time coordinate without any action on the fields, is violated.
In the strict c→∞ limit the structure of the zeros and poles of the correlator changes
in a non-trivial manner as we will show next.
We can assume that in the Schro¨dinger c→∞ limit, ic k˜2
4ω
→∞, so that we can use
Stirling’s formula, valid for x→∞,
Γ(x) ' e(x− 12 ) log x−x+ 12 log 2pi , (2.29)
4We note however that this is no longer true for other values of z, i.e. a complex scalar field on a
Schro¨dinger spacetime with z 6= 2 satisfies a different equation than we would find here for z 6= 2 and
c→∞.
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which implies
Γ(x+ a)
Γ(x+ b)
' xa−b . (2.30)
We thus get,
〈Oφ(k)O∗φ(−k)〉 = 2i
Γ[1− ν]
Γ[ν]
(
k2 − hω
4
)ν
, (2.31)
which agrees with [25]. Note that for c =∞ the equation (2.24) reduces to a Bessel
equation, as for a relativistic scalar in AdS. Hence the correlator is similar to the one
in the conformal case, where however the Lorentz invariant q2 = k2− ω2 is replaced by
the Lifshitz covariant combination k2 − hω. There is a branch cut which we choose to
be placed at those points for which the argument of the fractional power 0 < ν < 1 is
negative, that is for real and positive ω≥ k2
h
. Furthermore, there are no poles, and in
particular no imaginary poles as in the Lifshitz Klein-Gordon case. The enhancement of
symmetry we have for this specific case (allowing for time-reversal violation and looking
at the Schro¨dinger limit) fixes the dispersion relation to a precise form, i.e. ω = h−1k2,
leaving no room for imaginary poles.
Before concluding our discussion of complex scalar probes on Lifshitz spacetimes,
we consider one final case: c = ∞ and z = 4. We saw that for c = ∞ and z = 2 we
obtain the case of a Schro¨dinger scalar. In the same limit but with z = 4 we do not see
a symmetry enhancement but we do find an example where we have analytic control of
the solution. Since this is rare for values of z different from 2 we pause here to study
this special case in some detail.
Consider equation (2.23) with c→∞ and z= 4. We obtain, for the Fourier trans-
formed field,
r∂r(r∂rφ)− d˜ r∂rφ− (m2 + k2r2 − hω r4)φ = 0 , (2.32)
which is again an equation of the confluent hypergeometric kind. Imposing the usual
in-falling boundary conditions, we obtain the following solution:
φ(r, ω, k) = C ei
1
2
√
hω r
2
r
d+3
2
+ν U
[
aˆ, 1 + ν;−i
√
hω r2
]
, (2.33)
with aˆ =
1
2
(
1 + ν +
ik2
2
√
hω
)
. (2.34)
Repeating the procedure that allowed us to derive the correlator (2.15), we can write
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the two-point function for this z=4 scalar as:
〈Oφ(k)O∗φ(−k)〉 = 2i(−i√hω)ν Γ[1− ν]Γ[ν] Γ
[
1
2
(
1 + ν + ik
2
2
√
hω
)]
Γ
[
1
2
(
1− ν + ik2
2
√
hω
)] . (2.35)
This correlator exhibits a branch cut, as well as poles on the negative real axis located
at
ω = − k
4
4h(2n+ 1 + ν)2
, with n ∈ N . (2.36)
It is not straightforward to come with an interpretation of the modes associated with
these poles, besides the obvious fact that the dispersion relations respect the z = 4
Schro¨dinger scaling, and that they violate time-reversal invariance, as expected.
3 Lifshitz holography for a massless vector
We now discuss conserved currents in a Lifshitz theory, that holographically correspond
to massless vectors in the bulk. This is a set up that has received surprisingly little
attention (see [26] for a rather different set up, at finite density). As we will see, the
correlators that we will be able to compute analytically display very similar features to
the case of the Klein-Gordon scalar.
We consider from the outset the most general bulk action for a massless vector in a
fixed Lifshitz background,
S = −1
4
∫
dd+1x
√−g γµν
(
γρσ − 2κ
β2
BρBσ
)
FµρFνσ , (3.1)
where Bµ and γµν are defined in (2.2) and (2.21), and κ ≥ 0 is a parameter which
generalizes the action for the massless vector (by putting κ to one, we recover the
Maxwell action for a free massless vector).
Using bulk gauge invariance δAµ = ∂µα, we can fix the radial component to van-
ish: Ar=0. Hence, the residual gauge transformations will only depend on the boundary
coordinates t, xi. The equations of motion obtained by varying (3.1) with respect to
Ar, At, and Ai respectively are
κ r2z ∂r∂tAt − r2 ∂r∂iAi = 0 , (3.2)
rd−z∂r
(
r−d+z+2∂rAt
)
+ r2
(
∂i∂iAt − ∂t∂iAi
)
= 0 , (3.3)
rd+z−2∂r
(
r−d−z+4∂rAi
)− κ r2z(∂2tAi − ∂i∂tAt)+ r2(∂j∂jAi − ∂i∂jAj) = 0 . (3.4)
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We will split the vector Ai into a transverse and a longitudinal part:
5
Ai = Ti + ∂iL , with ∂iTi = 0 . (3.5)
Under the residual gauge transformations, we have δTi = 0, δL = α, and δAt = ∂tα.
The splitting leads to the following four equations:
κ r2z ∂r∂tAt − r2 ∂r∂2i L = 0 , (3.6)
rd−z∂r
(
r−d+z+2∂rAt
)
+ r2 ∂2i
(
At − ∂tL
)
= 0 , (3.7)
rd+z−2∂r
(
r−d−z+4∂r∂iL
)
+ κ r2z ∂i∂t
(
At − ∂tL
)
= 0 , (3.8)
rd+z−2∂r
(
r−d−z+4∂rTi
)− κ r2z ∂2t Ti + r2 ∂2jTi = 0 . (3.9)
Every term in the equations above is gauge invariant.
Starting from (3.1), we now compute the renormalized action. The first step is to
reduce the bulk action to a boundary action, using the equations of motion:
S =
∫
dd+1x r−d−z
1
2
[
κ r2+2zFrtFrt − r4FriFri
]∣∣∣∣
on-shell
= −
∫
r=
ddx
1
2
[
κ r−d+z+2At∂rAt − r−d−z+4Ai∂rAi
]
. (3.10)
We now use the split (3.5) and the constraint (3.6) to obtain
Sreg = −
1
2
∫
r=
ddx
[
κ r−d+z+2
(
At − ∂tL
)
∂rAt − r−d−z+4Ti∂rTi
]
. (3.11)
All terms in the expression above are manifestly gauge invariant.
The next step is to see if there are any divergent terms, and if so, to add the
appropriate counterterms to cancel the divergences. This procedure depends on the
specific values of d and z. We will indicate for which values of d and z our counterterms
are valid as we go along.
Let us first consider the timelike/longitudinal part. The purely radial solutions of
the equations of motion (3.6)–(3.8) are respectively At ∝ 1, rd−z−1 and L ∝ 1, rd+z−3.
Hence, from the equations of motion and assuming z ≥ 1, we expand At and L as
At = a0 + a1r
2 + . . . + a˜0r
d−z−1 + . . . (3.12)
L = l0 + l1r
2z + . . . + l˜0r
d+z−3 + . . . (3.13)
5Note that considering a transverse splitting over all boundary coordinates would be very inconve-
nient when z 6= 1, since ∂mAm = −r2z∂tAt + r2∂iAi, i.e. the r-dependence does not factorize.
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where all coefficients depend on the boundary coordinates t, xi and where we included
the first order corrections with the coefficients a1 and l1 as well. Under the residual
gauge transformations we have that δa0 = ∂tα and δl0 = α. To avoid complications (i.e.
logarithmic terms and/or alternative quantization, as for instance in [27]), we assume
d− z − 1 > 0 (equivalently d˜ > 2z), which since z ≥ 1 also implies d + z − 3 > 0. Let
us notice that the constraint (3.6) imposes
∂ta1 =
z
κ
∂2i l1 , κ (d− z − 1)∂ta˜0 = (d+ z − 3)∂2i l˜0 , (3.14)
and that (3.7) and (3.8) imply
a1 =
∂2i (a0 − ∂tl0)
2(d− z − 3) , ∂il1 =
κ
z
∂t∂i (a0 − ∂tl0)
2(d− z − 3) . (3.15)
The regularized action is
St/Lreg = −κ
∫
r=
ddx
[
r−d+z+3
(
a0 − ∂tl0
)
a1 + . . . +
1
2
(d− z − 1)(a0 − ∂tl0) a˜0] , (3.16)
where the superscript t/L means that we ignore the second T i dependent term in (3.11).
The first term is divergent if d− z >3. In that case, the dots represent other possibly
(less) divergent terms. We note that if d−z =3, there would have been log-divergences
that would have to be taken care of. The last term is finite and is the only one involving
a˜0 as all other terms with a˜0 vanish as r→0.
If the first term diverges, we have to add a proper local, gauge invariant counterterm,
which in this case is
S
t/L
ct = −
∫
r=
ddx
√
−gˆ
[
κ
2(d− z − 3)FtiF
ti
]
, (3.17)
where gˆ is the induced metric on the boundary. Using the expression for a1 given in
equation (3.15) we obtain the ‘renormalized’ action for this sector:
St/Lren = S
t/L
reg − St/Lct = −κ
∫
r=
ddx
[
1
2
(d− z − 1)(a0 − ∂tl0)a˜0 +
+
r−d+z+3
2(d− z − 3) ∂tTi∂tTi
]
.
(3.18)
We observe that our counterterm succeeds in suppressing the divergent terms in the
timelike/longitudinal sector without adding finite terms, but that it leads to an addi-
tional term in the transverse sector. This term is divergent, but, as we will see in a
moment, it will be cancelled by the counterterm in the transverse sector.
15
So, let us concentrate on the transverse sector. The purely radial solutions of the
equation of motion (3.9) is given by Ti∝ 1, rd+z−3. By using (3.9), we see that Ti can
be expanded near the boundary as
Ti = t0 + r
2 t1 + . . . + r
2z tz + . . . + r
d+z−3 t˜0 + . . . , (3.19)
where we are omitting the i-index on the coefficients and where we have
t1 =
1
2(d+ z − 5)∂
2
i t0 , tz = − κ
2z(d− z − 3)∂
2
t t0 . (3.20)
Again, as a matter of simplicity (no logarithmic terms), we will consider d + z − 3 6=
0, 2, 2z. The boundary action is then
STon-shell =
∫
r=
ddx
[
r−d−z+5 t0t1 + . . . +z r
−d+z+3 t0tz+ . . . +
1
2
(d+z−3) t0t˜0
]
, (3.21)
where the superscript T means that we ignore the first time/longitudinal term in (3.11).
If the first term in (3.21) diverges, it can be cancelled by the following counterterm
STct =
∫
r=
ddx
√
−gˆ
[
− 1
4
1
d+ z − 5 FijF
ij
]
, (3.22)
which does not generate any finite term containing t˜0. Further, if the second term in
(3.21) diverges, this part will be cancelled by the second (transverse) term in (3.18).
Therefore, by combining the counterterms of the two sectors, we obtain the fully renor-
malized action
Sren = Son-shell − St/Lct − STct =
=
∫
ddx
[
1
2
(d+ z − 3) t0t˜0 −
1
2
κ(d− z − 1)(a0 − ∂tl0) a˜0] . (3.23)
Note that as soon as z 6= 1 the two counterterms (3.17) and (3.22) are of the general
form that we used in the action (3.1).
Solving the equations of motion for the fluctuations with some bulk boundary con-
ditions would allow us to express a˜0 and t˜0 in terms of the gauge invariant combinations
of the sources, (a0 − ∂tl0) and t0 respectively, through some non-local function. The
sources for the currents are
Ssources =
∫
ddx
{
−a0Jt − l0∂iJi + ti0JTi
}
. (3.24)
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This results into 〈
JtJt
〉
= i κ (d− z − 1) δa˜0
δa0
, (3.25)
〈
JTi J
T
j
〉
= −i (d+ z − 3)
(
δij −
∂i∂j
∂2k
)
δt˜0
δt0
, (3.26)
and the correlators involving ∂iJi being proportional to (3.25). Note that due to invari-
ance under the residual gauge transformations there is an operator identity:
δSren
δl0
= ∂t
δSren
δa0
⇔ ∂iJi = ∂tJt , (3.27)
i.e. the current (−Jt, Ji) is conserved.
3.1 Two-point function for a Lifshitz vector
Since we have performed the holographic renormalization of the most general bulk
action for a massless vector field and derived the formulæ (3.25), (3.26) for the two-
point functions of the charge densities and currents, we may try, for specific cases, to
get analytic expressions for these correlators. They turn out to be very similar to the
scalar case.
Again, when z = 2 the equations for the fluctuations can be solved analytically. The
conditions from the previous subsection for avoiding logarithmic terms imply that d has
to be even. Let us start with the transverse part. The Fourier transformed version of
equation (3.9) reads (we write Ti ≡ T )
r2∂2rT − (d− 2) r∂rT + r4 ω˜2T − r2k2i T = 0 . (3.28)
where ω˜2 = κω2. Again we have an equation of the confluent hypergeometric form,
whose in-falling solution is
T = CT e
i
2
ω˜r
2
U
[
ik2
4ω˜
− d− 3
4
,−d− 3
2
;−iω˜r2
]
. (3.29)
Using the expansion of U[a, b;x] for small small x (2.14), from (3.26) we obtain the
correlator
〈
JTi J
T
j
〉
= 2i
(
δij −
kikj
k2
)
(−iω˜) d−12
Γ
[− d−3
2
]
Γ
[
ik
2
4ω˜
+ d+1
4
]
Γ
[
d−1
2
]
Γ
[
ik
2
4ω˜
− d−3
4
] , (3.30)
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for d even. The scaling dimension is the correct one: taking into account that [ω˜] = 2,
the correlator has dimension d−1, which is 2[Ji]− (d+1) given that [Ji]=d. We notice
that it is similar to the scalar one (2.15), and it also has analogous imaginary poles,
located at √
κω = − i k
2
4n+ d+ 1
, n ∈ Z . (3.31)
Let us also investigate the k → 0 and ω → 0 limits of the correlator (3.30). For
k → 0 and fixed ω, all the Γ-functions approach constants and the propagator is just
proportional to a transverse projector times ω(d−1)/2. For ω → 0 (so, ω˜ → 0) at fixed
k, we have to employ Stirling’s formula (see (2.30)), leading to
〈JTi JTj 〉 ' 2i
(
δij −
kikj
k2
)(
k2
4
) d−1
2 Γ
(−d−3
2
)
Γ
(
d−1
2
) , (3.32)
which is analogous to the correlator in AdS, as it would be straightforwardly inferred
from setting ω˜ = 0 in the equation of motion (3.28). Up to a prefactor both limits
are fixed by scaling considerations and the fact that the correlator is proportional to a
projector.
We can also consider the temporal/longitudinal sector. Let us start by establishing
an ordinary differential equation for the temporal part. If we call
A˙ ≡ ∂tAt , L˙ ≡ ∂i∂iL , (3.33)
then equation (3.6), the time derivative of (3.7) and the spatial divergence of (3.8)
become
κ r−d+z+2∂rA˙− r−d−z+4∂rL˙ = 0 , (3.34)
∂r
(
r−d+z+2 ∂rA˙
)
+ r−d+z+2
(
∂i∂iA˙− ∂2t L˙
)
= 0 , (3.35)
∂r
(
r−d−z+4 ∂rL˙
)
+ κ r−d+z+2
(
∂i∂iA˙− ∂2t L˙
)
= 0 , (3.36)
the third being obviously redundant. The first equation gives
∂rL˙ = κ r
2z−2∂rA˙ , (3.37)
so that by multiplying (3.35) with rd−z−2 and differentiating with respect to r we
eventually have an equation for A˙ only:
r2∂r
(
rd−z−2∂r
(
r−d+z+2∂rA˙
))− κ r2z∂2t ∂rA˙+ r2∂2i ∂rA˙ = 0 . (3.38)
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This is a second order equation for A˙′ ≡ ∂rA˙:
r2∂2r A˙
′ − (d− z − 2)r∂rA˙′ + (d− z − 2)A˙′ − κ r2z∂2t A˙′ + r2∂i∂iA˙′ = 0 . (3.39)
Performing a Fourier transform and setting z = 2, the latter equation becomes
r2∂2r A˙
′ − (d− 4) r∂rA˙′ + (d− 4) A˙′ + r4ω˜2A˙′ − r2k2A˙′ = 0 , (3.40)
which is again of the confluent hypergeometric form. Thus, we obtain
A˙′ = CT e
i
2
ω˜ r
2
r U
[
ik2
4ω˜
− d− 7
4
,−d− 7
2
; −iω˜ r2
]
. (3.41)
One must be careful with the expansions, because leading and subleading orders can
get inverted. This happens for example for d = 4 where the a˜0 term is more leading
than the a1 term, with both being subleading to the a0 term.
The a1 and a˜0 coefficients are given by:
2ω a1 = iCT
Γ
[
d−5
2
]
Γ
[
ik
2
4ω˜
+ d−3
4
] , (d− 3)ω a˜0 = iCT (−iω˜) d−52 Γ[− d−52 ]
Γ
[
ik
2
4ω˜
− d−7
4
] , (3.42)
so that, using (3.15), we get
a˜0 = −
1
2(d− 3) k
2(−iω˜) d−32
Γ
[− d−5
2
]
Γ
[
ik
2
4ω˜
+ d−3
4
]
Γ
[
d−5
2
]
Γ
[
ik
2
4ω˜
− d−7
4
] (a0 + iωl0) . (3.43)
Eventually, from (3.25),
〈
Jt(k)Jt(−k)
〉
= −i κ
2
k2(−iω˜) d−52
Γ
[− d−5
2
]
Γ
[
ik
2
4ω˜
+ d−3
4
]
Γ
[
d−3
2
]
Γ
[
ik
2
4ω˜
− d−7
4
] . (3.44)
One expects the above correlator to have dimension 2[Jt] − (d + 1) = d − 3, which it
has. It also displays poles for
√
κω = − i k
2
4n+ d− 3 . (3.45)
In the ω → 0 limit, the correlator (3.44) becomes
〈
Jt(k)Jt(−k)
〉
= −2i κ
(
k2
4
)d−3
2 Γ
[− d−5
2
]
Γ
[
d−3
2
] , (3.46)
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which is finite. It is to be noted that this is in line with the relativistic case, where the
correlators of a conserved current are finite for ω → 0 and fixed k.
We have thus shown that a general massless vector in a Lifshitz background has
two-point correlators that are very similar to the ones produced by a Klein-Gordon
scalar in the same background. They display the same analytic structure, comprising
a cut ending at the origin and an accumulation of poles on the lower imaginary axis.
3.2 Galilean invariant probe action
In the case of the most general action of the complex scalar (2.22) we noticed that
there is a special case in which the probe action has Schro¨dinger symmetry. This in
particular means that the probe action has Galilean boost invariance even though the
Lifshitz background does not have a Killing vector generating Galilean boosts. The
mechanism that makes this possible was uncovered in [17]. On the other hand the most
general action for a massless vector (3.1) does not have a special case for which the
action enjoys Galilean boost invariance. In this subsection we will show that by adding
a real scalar field we can write a probe action for a massless vector coupled to a real
scalar that has the same symmetries as Galilean electrodynamics studied in [28].
Consider the following probe action:
S =
∫
dd+1x
√−g
(
−1
4
γµνγρσFµρFνσ +
1
2c2
Bµ∂µϕB
ν∂νϕ− hγµνBρFµρ∂νϕ
)
, (3.47)
where ϕ is a real scalar. If we assume the background metric and massive vector field
are of the usual form for a Lifshitz spacetime then we find
S =
∫
dd+1x r−z−d
[
− r
4
4
FijFij − r
4
2
FirFir +
+
β2
2c2
r2z (∂tϕ)
2 + hβrz+2
(
Fit∂iϕ+ Frt∂rϕ
)]
. (3.48)
We now take z = 2 so that β = 1 and we furthermore take c = 1 and h = −1, so that
we obtain
S =
∫
dd+1x r2−d
(
−1
4
FijFij −
1
2
FirFir +
1
2
(∂tϕ)
2 − Fit∂iϕ− Frt∂rϕ
)
. (3.49)
We will now study the symmetries of (3.49). As advocated it has a Galilean sym-
metry. This symmetry is realized by the following transformations:
t′ = t , x′i = xi + vit , r′ = r , (3.50)
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provided we transform the fields as
A′r = Ar , (3.51)
A′i = Ai + v
iϕ , (3.52)
A′t = At − viAi − 1
2
v2ϕ , (3.53)
ϕ′ = ϕ . (3.54)
We have thus found a Lifshitz counterpart of the GED action given in [28]. It further-
more has two independent scale symmetries. The first is given by
t→ λt , xi → xi , r′ → r , (3.55)
with the following field transformations:
Ar → λ−1/2Ar , Ai → λ−1/2Ai , At → λ−3/2At , ϕ→ λ1/2ϕ . (3.56)
The second scale symmetry is given by
t→ t , xi → µxi , r′ → µr , (3.57)
with the following field transformations:
Ar → Ar , Ai → Ai , At → µAt , ϕ→ µ−1ϕ . (3.58)
Another way of phrasing this result is that the GED probe action on a z = 2 Lifshitz
background has a Lifshitz scale symmetry for arbitrary values of a dynamical critical
exponent which is not the z of the background geometry. The only other symmetries
of (3.49) are time and space translations and spatial rotations.
Since it is necessary to introduce an additional real scalar in order to enhance the
symmetry in this particular case, for simplicity in the remainder of this paper we will
work with the vector-only model given in (3.1). In particular in the next section we
will study the minimal coupling of (3.1) to (2.22).
4 Lifshitz holography for a vector and a charged
scalar
We are finally ready to study the physics of symmetry breaking for a Lifshitz invariant
theory in a holographic setup. Our main goal is to retrieve the correct non-relativistic
Ward identities for symmetry breaking.
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To this end we will consider the most general U(1)-invariant action for a complex
scalar field coupled to a massless vector field on a non-dynamical Lifshitz background.
This amounts to combining the actions for the most general scalar (2.22) and for the
most general massless vector (3.1), and replacing ordinary derivatives with covariant
derivatives, leading to:
S =
∫
dd+1x
√−g
[
− 1
4
γµν
(
γρσ − 2κ
β2
BρBσ
)
FµρFνσ − γµνDµφ∗Dνφ + (4.1)
+
1
c2β2
BµDµφ
∗BνDνφ− ih
2β
Bµ
(
φ∗Dµφ− φDµφ∗
)
−m2φ∗φ
]
,
where γµν and Bµ are defined in (2.21), (2.2), and
Fµν = ∂µAν − ∂νAµ ,
Dµ = ∂µ − iAµ .
Note that we have fixed the electric charge to unity, since we will not need to make it
explicit.
We will partially fix the gauge freedom by imposing radial gauge, i.e. Ar = 0, like
we did in Section 3. The equations of motion, obtained by varying the action (4.1) with
respect to Ar, Ai, At, and φ
∗ respectively, are
r2∂i∂rAi − κ r2z∂t∂rAt + i
(
φ∗∂rφ− φ∂rφ∗
)
= 0 , (4.2)
r∂r
(
r∂rAi
)− (d˜− 2) r∂rAi + r2 (∂2jAi − ∂i∂jAj)− κ r2z (∂2tAi − ∂i∂tAt) +
− i (φ∗∂iφ− φ∂iφ∗)− 2φ∗φAi = 0 , (4.3)
r∂r
(
r∂rAt
)− (d˜− 2z) r∂rAt + r2 (∂2iAt − ∂t∂iAi) +
− i
κc2
(φ∗∂tφ− φ∂tφ∗)− 2
κc2
φ∗φAt +
h
κ
r−zφ∗φ = 0 , (4.4)
r∂r
(
r∂rφ
)− d˜ r∂rφ−m2φ+ r2 (∂2i φ− 2iAi∂iφ− i(∂iAi)φ− A2iφ) +
− r
2z
c2
(
∂2t φ− 2iAt∂tφ− i(∂tAt)φ− A2tφ
)− ih rz(∂tφ− iAtφ) = 0 , (4.5)
where we remind the reader that d˜ = d+ z − 1.
In order to trigger the breaking of the U(1) global symmetry on the boundary, we
assign a background profile φB to the scalar, which can be taken to be real by virtue of
the symmetry. In order not to break boundary spacetime symmetries, we will construct
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a set of (t, xi)-independent solutions (φB, ABt, ABi) of the equations of motion where
ABi = 0 and φB ∈ R. As we will see a posteriori, we have to consider ABt 6= 0 otherwise
the scalar background has to be zero. With these specific requirements for the solutions,
equations (4.2) and (4.3) are trivially satisfied and (4.4), (4.5) provide respectively:
r∂r
(
r∂rABt
)− (d˜− 2z) r∂rABt − 2
κc2
φ2BABt +
h
κ
r−zφ2B = 0 , (4.6)
r∂r
(
r∂rφB
)− d˜ r∂rφB −m2φB + r2z
c2
A2BtφB − h rzABtφB = 0 . (4.7)
As we can see, whenever h 6= 0, the last term of (4.6) imposes ABt 6= 0 for φB to be
non-zero. If h = 0 we can set ABt = 0 in which case the solution for φB is given by
φB = w r
d˜
2
−ν + v r
d˜
2
+ν (4.8)
where d˜ and ν are the same as defined in Section 2.1, eq. (2.5). As usual, in order to
avoid logarithms we stay away from the BF bound and the unitarity bound. Further for
simplicity with the holographic renormalization we require ν ∈ (0, 1). When h 6= 0 we
will assume that ABt is sufficiently subleading in order that the terms containing ABt
in (4.7) are subleading, so that (4.8) is still correct sufficiently close to the boundary.
Equation (4.6) contains an inhomogeneous term which is the last term. This means
that the leading order of ABt must be the same as that of r
−zφ2B. This implies that the
third term in (4.6) is subleading. We thus obtain for the scalar and vector background
profiles the following expansions:
φB = w r
d˜
2
−ν + v r
d˜
2
+ν + . . . , (4.9)
ABt = AB r
d˜−z−2ν +BBr
d˜−z + CBr
d˜−z+2ν + . . . , (4.10)
with
AB ∝ hw2 , BB ∝ hwv , CB ∝ hv2 . (4.11)
The dots in the expressions for φB and ABt denote terms that are higher order in w
and v. This value of ABt is subleading with respect to the component in the expansion
which would represent a VEV for the associated charge (i.e. the term analoguous to a˜0
in (3.12)) if z > 2ν, which we assume from now on.
We will now treat the fields as small fluctuations around these background profiles,
expanding the action up to second order in the fluctuations. We will split the scalar
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fluctuations into a real and an imaginary part, i.e.
φ =
φB + ρ+ ipi√
2
. (4.12)
For the moment we keep both the leading mode with coefficient w and the subleading
mode with coefficient v of the scalar profile, corresponding respectively to explicit and
spontaneous breaking in ordinary quantization, and vice versa in alternative quantiza-
tion. We can switch off the appropriate explicit breaking term when studying the case
of spontaneous symmetry breaking. The fluctuations around the time component of
the background gauge field will again be denoted by At. We hope that this will not
lead to any confusion. Finally, we split the spatial component of the gauge field into a
transverse and a longitudinal part,
Ai = Ti + ∂iL , with ∂iTi = 0 .
Since we are interested in an action that is second order in the fluctuations, we need
to expand the equations of motion up to first order in the fluctuations. Upon using the
leading order equations of motion for the background fields the first order fluctuations
satisfy the following equations:
r2∂2i r∂rL− κ r2z∂t r∂rAt − φB r∂rpi + pi r∂rφB = 0 (4.13)
r∂r(r∂rTi)− (d˜− 2) r∂rTi − κ r2z∂2t Ti + r2∂2jTi − φ2BTi = 0 (4.14)
r∂r(r∂rL)− (d˜− 2) r∂rL− φ2B L+ κ r2z∂t
(
At − ∂tL
)
+ φBpi = 0 (4.15)
r∂r(r∂rAt)− (d˜− 2z) r∂rAt − κ−1c−2 φ2B At − 2κ−1c−2 ρφB ABt +
+ r2∂2j
(
At − ∂tL
)
+ κ−1c−2 φB ∂tpi + κ
−1h r−zφBρ = 0 (4.16)
r∂r(r∂rρ)− d˜ r∂rρ−
(
m2 − r2∂2j + c−2r2z∂2t − c−2r2zA2Bt + h rzABt
)
ρ+
− h rz (AtφB − ∂tpi) = 0 (4.17)
r∂r(r∂rpi)− d˜ r∂rpi −
(
m2 − r2∂2j + c−2r2z∂2t − c−2r2zA2Bt + h rzABt
)
pi+
− h rz∂tρ− φB
(
r2∂2jL− c−2r2z∂tAt
)
+ 2c−2r2zABt∂tρ = 0 (4.18)
We see that the equation for Ti decouples, whereas we get a system of coupled equations
for ρ, pi, L, and At. If h = 0, in which case we take ABt = 0, the real part ρ decouples
as well.
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Using these equations of motion the part of the action that is quadratic in the
fluctuations can be put on-shell and reduced to a boundary term:
Son-shell =
1
2
∫
r=
ddx r−d˜
[
r2Ti r∂rTi − r2L r∂r∂2jL− κ r2zAt r∂rAt +
− 2κ r2zAtr∂rABt + 2ρ r∂rφB + ρ r∂rρ+ pi r∂rpi
]
(4.19)
where the term containing ABt actually vanishes in the near-boundary expansion of the
fields by virtue of the assumption z > 2ν.
We now have to study the divergent pieces in the regularized action that need to
be renormalized. Since we have already done this for the scalar and the vector when
they are decoupled, we need only focus on the effects on the procedure of the presence
of the background profiles ΦB and ABt.
4.1 Holographic renormalization and Ward identities
We start by considering the components of the gauge field. From equations (4.14–4.16)
we can see that the generic backgrounds (4.9–4.10) impact the asymptotic expansions
by the following terms:
Ti = . . .+ ti(B)r
d˜−2ν + . . . , (4.20)
L = . . .+ lBr
d˜−2ν + . . . , (4.21)
At = . . .+ haBr
d˜−z−2ν + a′Br
d˜−2ν + . . . , (4.22)
where the first term appearing in the expansion for At above is present only when h 6= 0
(it is due to the last term in (4.16)).
It is straightforward to see that none of these background-dependent coefficients
will survive in (4.19), provided we stick to the (simplifying) assumptions ν < 1 and
z > 2ν. Therefore, the renormalization of the vector sector goes through exactly in
the same way as for the free vector discussed in the previous section. Namely, there
will be counterterms in the transverse sector if d˜ > 4 (i.e. d + z − 5 > 0), and in
the timelike/longitudinal one if d˜ > 2 + 2z (i.e. d − z − 3 > 0). In any case, such
counterterms (3.17) and (3.22) do not affect the finite part of the action.
To complete the renormalization of the action (4.19), now we only need to remove
the scalar divergences. Note that the expansions for ρ and pi are the same as in (2.5),
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even in presence of the background. The scalar divergences are then cured by the
following standard counterterm, which includes the effect of the background profile
(but removing the zeroth order term)
Sφct =
(
d˜
2
− ν
)∫
r=
ddx
√
−gˆ
(
φ∗φ− φ
2
B
2
)
(4.23)
=
1
2
(
d˜
2
− ν
)∫
r=
ddx
√
−gˆ
(
ρ2 + 2φBρ+ pi
2
)
.
The final renormalized action is thus
Sren =
1
2
∫
ddx
[
(d˜− 2) ti0t˜i0 − (d˜− 2) l0∂2i l˜0 − κ (d˜− 2z) a0a˜0 + (4.24)
+ 2 ν
(
ρ0ρ˜0 + 2v ρ0 + pi0pi0
)]
=
1
2
∫
ddx
[
(d˜− 2)ti0t˜i0 − κ (d˜− 2z)
(
a0 − ∂tl0
)
a˜0 +
+ 2 ν
(
ρ0ρ˜0 +
(
pi0 − wl0
)
(pi0 − vl0) + 2v
(
ρ0 + pi0l0 − 12w l0l0
))]
,
where to obtain the second line we have used the constraint (4.13), which reads
(d˜− 2) ∂2i l˜0 − κ (d˜− 2z) ∂ta˜0 + 2 ν (vpi0 − wpi0) = 0 . (4.25)
From this renormalized action it is straightforward to recognize the Ward identities
for symmetry breaking, it is sufficient to express the action only in term of the gauge
invariant combinations of the sources. Recall the non-trivial gauge transformations are
δl0 = α , δa0 = ∂tα , δpi0 = wα , δpi0 = vα . (4.26)
Through the following identifications:
t˜i0 = ft() ti0 ,
a˜0 = fa()
(
a0 − ∂tl0
)
+ ga()
(
pi0 − wl0
)
+ hha()ρ0 ,
pi0 − vl0 = fpi()
(
pi0 − wl0
)
+ gpi()
(
a0 − ∂tl0
)
+ hhpi()ρ0 ,
ρ˜0 = fρ() ρ0 + h gρ()
(
a0 − ∂tl0
)
+ hhρ()
(
pi0 − wl0
)
,
(4.27)
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we obtain indeed
Sren =
1
2
∫
ddx
[
(d˜− 2)ti0ft() ti0 − κ (d˜− 2z)
(
a0 − ∂tl0
)
fa()
(
a0 − ∂tl0
)
+
+
(
pi0 − wl0
)(
2ν gpi()− κ (d˜− 2z) ga()
)(
a0 − ∂tl0
)
+
+ hρ0
(
2ν gρ()− κ (d˜− 2z)ha()
)(
a0 − ∂tl0
)
+
+ 2ν
(
ρ0fρ() ρ0 + 2v
(
ρ0 + pi0l0 − 12w l0l0
))
+ 2hν ρ0
(
hpi() + hρ()
)(
pi0 − wl0
)
+
+ 2ν
(
pi0 − wl0
)
fpi()
(
pi0 − wl0
))]
. (4.28)
We point out that the presence of h 6= 0, which couples ρ to pi,At, L, has forced us to
introduce four additional non-local functions that are not present for h = 0 (see [29] for
a situation similar to this latter case). However, since there is no explicit dependence
on h in the on-shell action (4.19), the terms that are bilinear in pi0 and (a0 − ∂tl0) are
the same both for h 6= 0 and h = 0. So, the Ward identities for symmetry breaking are
smoothly recovered in both cases. Indeed, we have for instance
〈
∂iJi(x) ImO(0)
〉
= i
δ2Sren
δl0δpi0
(4.29)
= i
[
2 ν
(
v − w fpi()
)
+
(
ν gpi()− κ
2
(d˜− 2z) ga()
)
∂t
]
δ(x) ,〈
Jt(x) ImO(0)
〉
= i
δ2Sren
δa0δpi0
= i
(
ν gpi()− κ
2
(d˜− 2z) ga()
)
δ(x) ; (4.30)
〈
ImO(x) ImO(0)〉 = −i δ2Sren
δpi0δpi0
= −i 2ν fpi() δ(x) ; (4.31)
and consequently
− 〈∂tJt(x) ImO(0)〉+ 〈∂iJi(x) ImO(0)〉 = i 2 ν v δ(x) + w 〈ImO(x) ImO(0)〉 , (4.32)
which is the usual Ward identity for concomitant spontaneous and explicit symmetry
breaking. The other relations among correlators can be straightforwardly derived, and
they follow from gauge invariance of Sren. Such relations were already derived with
similar holographic techniques but in a relativistic context in [30].
We have thus shown how symmetry breaking in holographic Lifshitz field theories
can be displayed at the level of the renormalized action. It would be interesting to push
this effort further and solve, possibly in some specific model, for the correlators and
27
then find the poles related to the (pseudo-)Goldstone modes, for instance in the Fourier
transform of fpi(). Unfortunately this involves solving a system of three (or even four
if h 6= 0) second order differential equations, plus a first order constraint. We postpone
to future work the analytic and numerical study of this system.
5 Conclusion
The purpose of this paper was to establish the rules to discuss symmetry breaking
in holographic theories with Lifshitz scaling. We have indeed written a renormalized
action, that is the generating functional for the one- and two-point functions, which
encodes the correct Ward identities for a field theory corresponding to a bulk action
coupling a massless gauge vector to a charged complex scalar. We have allowed for the
most general bulk action with such field content, that respects Lifshitz symmetry.6
Though we leave for further work a detailed study, through the correlators, of the
physical spectrum of this model, it is already possible to infer the presence of Goldstone,
i.e. gapless, modes from the Ward identities in the purely spontaneous case, in the usual
fashion (see the Appendix).
Along the way, we have also considered the cases of a free scalar and a free vector
in the bulk. In this case, for specific values of z, it was possible to obtain analytic
correlators, more specifically two-point functions of complex scalar operators and of
conserved currents in the boundary field theory. We have thus shown that the known
feature of scalar two-point functions, namely the accumulation of diffusive poles towards
the origin of the ω plane, along the negative imaginary axis, persists both in more
general scalar models and in the case of the current. It thus seems to be a generic
feature of holographic Lifshitz theories.
Some simplifications occur when the symmetry is enhanced to a Schro¨dinger or
Galilean one. In particular, the analytic correlator no longer displays the diffusive
poles. It would be interesting to push further the holographic GED model discussed in
Section 3.2, considering also the coupling to a charged scalar in the bulk. One would
need to find the boundary dual interpretation of the real scalar field ϕ.
It would be nice to establish low-energy effective field theories which could repro-
6 One can of course imagine additional self-interaction terms for the scalar, but those would not
affect our quadratic renormalized action.
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duce, at least qualitatively, the correlators that we have derived in holography, and
possibly investigate a situation of spontaneously broken symmetry. It should also be
possible to discuss pseudo-Goldstone bosons and their masses for small explicit break-
ing, along the lines of [30].
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A Ward identities in Lifshitz invariant field theories
In this appendix we collect some results concerning Ward identities and Goldstone
bosons in Lifshitz field theories. We start by deriving mixed correlators between currents
and order parameters in low-energy effective field theories of Goldstone bosons. We then
discuss how the qualitative features of these correlators can be extracted from the Ward
identities. We finally comment on the relation between Lifshitz scaling and the presence
of chemical potential in an otherwise relativistic field theory.
A.1 Low energy theories for Goldstone bosons
Consider the low-energy effective action for a Goldstone boson in a field theory which
enjoys Lifshitz scaling t → λzt, xi → λxi, and which is invariant under time reflec-
tions [1–4]:
S =
∫
dtdd−1x
1
2
(
∂tφ∂tφ− (−1)zξφ∇2zφ
)
, (A.1)
where ∇2 = ∂i∂i, and the sign in front of the second term is chosen such that the
dispersion relation reads ω2 = ξk2z, so that we can set ξ ≥ 0.
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The relativistic case is z = 1, ξ = 1. It can be more reassuring to think of z as an
integer, but it can really take any value (here we will mainly consider z ≥ 1). Assuming
ξ does not scale, the scaling dimensions are the following:
[∂t] = z , [∂i] = 1 , [φ] =
d− 1− z
2
. (A.2)
Note that for d ≤ z + 1 the scalar field has vanishing or negative scale dimension,
which makes its fluctuations long range, rendering the effective action ill-defined. Note
that this is equivalent to the holographic equally problematic case d˜ ≤ 2z, when the
temporal component of the vector is at the BF bound, or needs alternative quantization
(see (3.12) and the discussion below).
The propagator for φ that one can extract from (A.1) is the following, in Fourier
space:
〈φ(ω, q)φ(−ω,−q)〉 = i
ω2 − ξk2z . (A.3)
It can be checked that it has the correct scaling dimension.
The action (A.1) has a shift symmetry φ → φ + vα, with v the VEV and α the
parameter of the transformation. This is indeed expected for a Goldstone boson.
In order to find the current that generates this symmetry (which is broken by the
VEV v) we promote α to a spacetime dependent function, and define
δS =
∫
dtdd−1x (∂tαJt − ∂iαJi) . (A.4)
We then obtain
Jt = v∂tφ , J
i = (−1)z−1ξv∂i∇2z−2φ . (A.5)
They are linear, as it befits currents of a broken symmetry (at the lowest order). The
conservation law is
∂tJt − ∂iJi = v(∂2t + (−1)zξ∇2z)φ = 0 (A.6)
using the EOM. Note that it reads exactly as in the relativistic case, however the
dimensions of the currents are now different:
[Jt] = d− 1 , [Ji] = d+ z − 2 . (A.7)
We can now check how the conservation law appears in two point functions, i.e. in the
Ward identities. Recall that here the operator breaking the symmetry is φ itself, with
〈δαφ〉 = v.
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Using (A.3), we have
〈Jtφ〉 = −ivω〈φφ〉 =
vω
ω2 − ξk2z , (A.8)
〈Jiφ〉 = iξvkik2z−2〈φφ〉 = −
ξvkik
2z−2
ω2 − ξk2z , (A.9)
so that
iω〈Jtφ〉+ iki〈Jiφ〉 =
ivω2
ω2 − ξk2z −
iξvk2z
ω2 − ξk2z = iv . (A.10)
This is the Ward identity
− ∂t〈Jtφ〉+ ∂i〈Jiφ〉 = i〈δαφ〉 . (A.11)
Forsaking T-invariance
We can briefly consider the case of a theory which has Lifshitz scaling but not time
reversal symmetry. The low energy action is then7
S =
∫
dtdd−1x (iφ∗∂tφ− (−i)zζφ∗∇zφ) . (A.12)
Again, it is easier to consider z even, but it can be more general. Now the dimension
of the Goldstone field is
[φ] =
d− 1
2
. (A.13)
Note that it is always positive as long as d > 1. Its propagator is
〈φφ∗〉 = i
ω − ζkz . (A.14)
The currents read
Jt = −ivφ , Ji = −(−i)zζv∂i∇z−2φ . (A.15)
Their correlators are
〈Jtφ∗〉 =
v
ω − ζkz , (A.16)
〈Jiφ∗〉 = −
ζvkik
z−2
ω − ζkz , (A.17)
so that the Ward identities are realized again
iω〈Jtφ∗〉+ iki〈Jiφ∗〉 =
ivω
ω − ζkz −
iζvkz
ω − ζkz = iv . (A.18)
7We need to write an action for a complex scalar, leading however to only one massless physical
degree of freedom, the Goldstone boson, because of linearity in time derivatives. Note that we assume
boundary terms that make the action real.
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A.2 From Ward identities to the Goldstone boson
Having seen how the Ward identities are realized in the prototypical example of the
low energy effective theory of the Goldstone bosons, we now reverse the logic and start
from the Ward identities in order to find the Goldstone boson, i.e. a low energy mode
with gapless dispersion relation. We have
− ∂t〈JtO〉+ ∂i〈JiO〉 = i〈O〉 , (A.19)
for some operator which transforms under the symmetry generated by the currents, and
which has a VEV that breaks the symmetry.
Using rotational symmetry, we parametrize the correlators in Fourier space as fol-
lows:
〈JtO〉 = f(ω, k) , 〈JiO〉 = kig(ω, k) . (A.20)
Note that [f ] = ∆ − z and [g] = ∆ − 2, where ∆ is the dimension of the operator O.
The Ward identity then implies
ωf + k2g = 〈O〉 . (A.21)
Obviously, assuming 〈O〉 finite and non zero, when ω, k → 0, either f or g, or both,
have to blow up, signaling the presence of a massless particle in the spectrum, the
Goldstone boson.
Let us be more precise. Take first k → 0 with ω 6= 0. Then, assuming g finite in
this limit, we have f → 〈O〉
ω
. similarly, when ω → 0 at k 6= 0, we have g → 〈O〉
k
2 . We can
then rewrite
f =
〈O〉
ω
f˜ , (A.22)
where f˜ is a dimensionless function of ω and k, and by virtue of the Ward identity
g =
〈O〉
k2
(1− f˜) . (A.23)
There are two trivial ways to satisfy the Ward identity, which is setting either f˜ = 1
or f˜ = 0. These two choices do not corresponding to propagating degrees of freedom
in the usual sense (i.e. they lead to degenerate dispersion relations ω = 0 or k2 =
0 respectively). We thus consider the only interesting case where f˜ is a non-trivial
function. Requiring that the low energy theory has Lifshitz scaling, then it must be a
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function of the ratio x = k
z
ω
. If we also impose time reversal symmetry, then it must
be a function of x2. The conditions on the k → 0 and ω → 0 limits translate into
f˜(x = 0) = 1 , f˜(x =∞) = 0 . (A.24)
We can readily find simple functions that satisfy the above requirements and reproduce
the correlators obtained previously. Without imposing time reversal symmetry, we can
take
f˜ =
1
1− ζx (A.25)
so that
〈JtO〉 =
〈O〉
ω
1
1− ζ kz
ω
=
〈O〉
ω − ζkz , (A.26)
〈JiO〉 = ki
〈O〉
k2
(
1− 1
1− ζ qz
ω
)
= −ζkik
z−2〈O〉
ω − ζkz . (A.27)
These have the same form as (A.16)–(A.17).
Imposing now time reversal invariance, we can take
f˜ =
1
1− ξx2 (A.28)
so that
〈JtO〉 =
〈O〉
ω
1
1− ξ k2z
ω
2
=
ω〈O〉
ω2 − ξk2z , (A.29)
〈JiO〉 = ki
〈O〉
k2
1− 1
1− ξ k2z
ω
2
 = −ξkik2z−2〈O〉
ω2 − ξk2z . (A.30)
These have the same form as (A.8)–(A.9).
Note that in both cases, more complicated functions can be taken. However, as soon
as there is a denominator with a polynomial in x (or x2), near its roots the function
will be very close to the ones we have taken. It would be nice to understand better
from general principles what possible analytic structures f˜ can have.
A.3 Type B Goldstone bosons as Lifshitz Goldstone bosons
Here we aim at reviewing how Lifshitz-scaling Goldstone boson low-energy theories
can emerge from a relativistic theory, when Lorentz boosts are broken. We consider a
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relativistic theory with a non-vanishing chemical potential [31,32]
S =
∫
dtdd−1x [(∂t + iµ)φ(∂t − iµ)φ∗ − ∂iφ∂iφ∗ − V (φ)] . (A.31)
Assuming V (φ) is such that there is symmetry breaking, we then split the real and
imaginary parts and eventually obtain at quadratic order
S =
1
2
∫
dtdd−1x
[
(∂tφR)
2 + (∂tφI)
2 + 2µ(φR∂tφI − φI∂tφR)− (∂iφR)2 − (∂iφI)2 −m2φ2R
]
.
(A.32)
We assume that V (φ) is such that at most the real part gets a mass. For m2 6= 0 this is
a system similar to the one of type A Goldstone bosons, while for m2 = 0 this is similar
to type B Goldstone bosons (see for instance [29,33,34]).
Going to Fourier space, we see that the action can be rewritten as
S =
1
2
∫
dωdd−1k ( φR φI )
(
ω2 − k2 −m2 2iµω
−2iµω ω2 − k2
)(
φR
φI
)
(A.33)
The dispersion relations can be read off from the zeros of the determinant of the above
matrix:
(ω2 − k2 −m2)(ω2 − k2)− 4µ2ω2 = 0 . (A.34)
We always have a massive mode and a massless mode. The massive mode can be found
setting k = 0 above and has
ω2 ' m2 + 4µ2 . (A.35)
Note that it is massive even when m = 0. It will eventually not be part of the low-
energy effective theory. The massless mode on the other hand depends on whether
m 6= 0 or not. When m 6= 0 (A.34) is approximated at low energies and momenta by
−m2(ω2 − k2)− 4µ2ω2 = 0 and so
ω2 ' m
2
m2 + 4µ2
k2 , (A.36)
a gapless mode with a speed of propagation smaller than one, and which depends on
m and µ. When m = 0 (A.34) at low energies and momenta becomes k4 − 4µ2ω2 = 0,
so that we have
ω2 ' 1
4µ2
k4 , (A.37)
a quadratic dispersion relation.
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When µ is large with respect to the other scales in the problem, it makes sense to
suppress the terms with two time derivatives. The effective action is
Seff =
∫
dtdd−1x
[
2µ(φR∂tφI − φI∂tφR)− (∂iφR)2 − (∂iφI)2 −m2φ2R
]
, (A.38)
and the condition for a vanishing determinant becomes
(k2 +m2)k2 − 4µ2ω2 = 0 . (A.39)
We see that we loose half of the modes, the massive ones as can be seen by setting k = 0
above. We have effectively integrated them out. When m 6= 0, the massless mode has
linear dispersion relation
ω2 ' m
2
4µ2
q2 , (A.40)
which is the µ m limit of the previous one. When m = 0 the relation is unchanged.
The latter case is can be reformulated in the following way. When m = 0 there
is no other scale in the problem and µ can be reabsorbed in the other variables. The
effective action can be rewritten as
Seff =
∫
dtdd−1x
[
φR∂tφI − φI∂tφR − (∂iφR)2 − (∂iφI)2
]
, (A.41)
where now
[∂t] = 2 , [∂i] = 1 , [φ] =
d− 1
2
, (A.42)
i.e. this is precisely the z = 2 Lifshitz theory in (A.12). It is now obvious that the
dispersion relation of the type B Goldstone boson will be ω = k2, respecting z = 2
Lifshitz scaling.
As a last comment, note that one can now turn on a mass operator, which is always
relevant also in Lifshitz terms, but breaks the scaling symmetry. One then finds that
the dispersion relation becomes ω = mk. So even type A Goldstone bosons can be
treated in the framework of (broken) Lifshitz theories.
It remains an open problem to obtain z 6= 2 Lifshitz scaling theories (such as the
ones discussed in [35], for instance) in the low-energy regime of relativistic ones.
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