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Resumen
Uno de los principales retos de los sistemas de tiempo real es el ca´lculo del
tiempo de ejecucio´n del peor caso (WCET/ Worst Case Execution Time), es
decir, determinar el tiempo de ejecucio´n del camino ma´s largo. El ca´lculo del
WCET tiene que ser seguro y tambie´n preciso, ya que la planificabilidad del
sistema debe estar garantizada antes de su ejecucio´n.
El mercado de los sistemas de tiempo real an˜ade una restriccio´n importan-
te en el disen˜o de la jerarqu´ıa de memoria, la necesidad de conocer un l´ımite
ma´ximo del tiempo de ejecucio´n, ya que este tiempo depende en gran medida
del nu´mero ma´ximo de fallos de cache que se producira´n durante la ejecucio´n.
Pero, el ana´lisis del comportamiento temporal en el peor caso de la cache es
complejo, por lo tanto los disen˜adores de sistemas de tiempo real descartan su
utilizacio´n.
En esta Tesis se analiza el comportamiento en el peor caso de varias jerar-
qu´ıas de memoria para instrucciones. En concreto se estudia, tanto una cache
de instrucciones convencional, como una cache que pueda fijar su contenido.
El principal objetivo de este ana´lisis es conseguir el mejor rendimiento, en un
sistema de tiempo real, de la jerarqu´ıa de memoria estudiada. As´ı pues, tambie´n
se presentan diferentes te´cnicas de ana´lisis y ca´lculo del WCET para cada una
de las jerarqu´ıas de memoria estudiadas.
Para una cache de instrucciones convencional con algoritmo de reemplazo
LRU, analizamos su comportamiento en el peor caso y demostramos que el
nu´mero de caminos relevantes generado por estructuras condicionales dentro
de bucles no depende del nu´mero de iteraciones del bucle, sino que depende del
nu´mero de caminos del condicional. Esto permite obtener la contribucio´n exacta
al WCET de los accesos a memoria, cuando el nu´mero de caminos condicionales
dentro de un bucle no es grande. As´ı pues, proponemos una te´cnica para deter-
minar la contribucio´n exacta al WCET de los accesos a memoria. A esta te´cnica
la denominamos poda dina´mica de caminos.
Estudiamos una jerarqu´ıa de memoria formada por un (LB/ Line Buffer) y
una cache que pueda fijar su contenido (Lockable iCache). Para esta jerarqu´ıa de
memoria proponemos un algoritmo o´ptimo que selecciona las l´ıneas a fijar en la
i
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cache durante la ejecucio´n de cada tarea del sistema. A este algoritmo lo hemos
denominado Lock-MS (Lock for Maximize Schedulability). Adema´s, proponemos
una nueva jerarqu´ıa de memoria en sistemas de tiempo real con hardware de
prebu´squeda secuencial (PB/ Prefetch Buffer) y analizamos su influencia en el
WCET de cada tarea. El LB y el PB capturan muy bien la localidad espacial y
reducen considerablemente el WCET de las tareas. Tambie´n permiten reducir la
capacidad de la Lockable iCache sin comprometer la planificabilidad del sistema.
Dado un conjunto de tareas que podr´ıan formar un sistema de tiempo real,
para cada una de las jerarqu´ıas de memoria analizadas, proponemos te´cnicas de
ana´lisis y ca´lculo del WCET totalmente seguro y ma´s preciso que el obtenido
con las te´cnicas de ana´lisis ya descritas en la literatura.
Finalmente, tambie´n se presenta un estudio sobre el consumo energe´tico de
una jerarqu´ıa de memoria formada por un LB, un PB y una Lockable iCache.
Los resultados de este estudio indican que el camino del WCET de una tarea no
coincide con el camino del WCEC (Worst Case Energy Consumption) de dicha
tarea.
Palabras Clave: WCET, tiempo de ejecucio´n en el peor caso, jerarqu´ıa de
memoria, memoria cache, camino ma´s largo, caminos relevantes, ma´xima plani-
ficabilidad, prebu´squeda secuencial, WCEC, consumo de energ´ıa en el peor caso.
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Cap´ıtulo 1
Introduccio´n
El empleo de los sistemas informa´ticos es cada vez ma´s habitual en nuestra vida
diaria. Desde un sencillo microondas hasta el complejo sistema de seguridad
y control de un reactor nuclear dependen del correcto funcionamiento de un
sistema informa´tico. En concreto, la mayor parte de los sistemas informa´ticos
son sistemas empotrados que no suelen ser visibles directamente por el usuario
y forman parte de sistemas ma´s grandes y complejos [28, 88, 125]. Se pueden
encontrar sistemas empotrados en equipos de telecomunicacio´n, en sistemas de
transporte, en equipos de fabricacio´n y en dispositivos electro´nicos de uso diario.
Los sistemas empotrados deben ser fiables y seguros, con la garant´ıa de que
en caso de fallo la reparacio´n sea posible; deben estar siempre disponibles; no
deben causar dan˜os y no deben generar pe´rdida de informacio´n. Igualmente han
de ser eficientes en consumo energe´tico, ya que muchos sistemas empotrados son
dispositivos mo´viles que funcionan con bater´ıas; en taman˜o del co´digo, puesto
que todo el co´digo debe almacenarse en la memoria del sistema; y en la utili-
zacio´n de los recursos del sistema. Finalmente, si son dispositivos porta´tiles o
dispositivos electro´nicos de uso diario, adema´s de garantizar una calidad mı´nima
de servicio para que resulten atractivos a los usuarios, han de ser ligeros y su
coste debe ser competitivo en el mercado [88, 125].
Los sistemas empotrados adquieren una relevancia especial cuando se utili-
zan para responder temporalmente a un evento externo. En este caso, el sistema
se denomina Sistema de Tiempo Real [28]. La correccio´n de un sistema de tiem-
po real, no so´lo esta´ en funcio´n de los resultados obtenidos, sino que tambie´n
depende del instante en el que dichos resultados son generados, por lo tanto es
esencial predecir su funcionamiento.
En los sistemas de tiempo real, tanto la fiabilidad como la seguridad adquie-
ren una relevancia especial, ya que suelen ser sistemas cr´ıticos y un mal funcio-
namiento en estos sistemas puede provocar incluso graves dan˜os personales. En
los automo´viles que conducimos encontramos ejemplos cla´sicos de sistemas de
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Figura 1.1: Sistema de Tiempo Real.
tiempo real, tales como el sistema de control del airbag, el sistema de control
de frenado (ABS) y por supuesto el sistema de control de traccio´n del que ya
disponen la mayor´ıa de los veh´ıculos actuales.
Los programas escritos para sistemas de tiempo real deben ser verificados
para asegurar el correcto funcionamiento del sistema. Pero adema´s tambie´n se
debe verificar la correccio´n temporal del mismo, es decir, es obligatorio garanti-
zar el tiempo de respuesta de las tareas del sistema en el peor caso. Por ejemplo,
es obligatorio asegurar que el sistema de control del airbag, en caso de accidente,
lanzara´ el airbag en un corto plazo de tiempo para prevenir los posibles dan˜os
sobre los ocupantes del veh´ıculo.
En definitiva, un sistema de tiempo real debe responder a los diferentes even-
tos generados por e´ste en unos plazos de tiempo preestablecidos. El sistema se
divide habitualmente en un conjunto de tareas que cooperan para conseguir una
funcionalidad, y cada una de ellas se encarga de responder a un determinado
evento o conjunto de eventos generados por el entorno (ver Figura 1.1). Para
poder responder a dichos eventos en un determinado plazo de tiempo, es nece-
sario determinar que´ tarea o tareas se deben ejecutar en cada instante, y para
ello es necesario definir algoritmos o pol´ıticas de planificacio´n que determinara´n
si las restricciones temporales del sistema se pueden satisfacer. Por lo tanto, es
necesario realizar un ana´lisis de planificabilidad que tenga en cuenta: las tareas
del sistema, sus plazos de finalizacio´n, sus periodos de ejecucio´n y su tiempo de
ejecucio´n en el peor caso.
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Figura 1.2: Ana´lisis del tiempo de ejecucio´n de una tarea [198].
Ca´lculo del WCET y planificabilidad en sistemas de tiempo
real
Uno de los principales retos de los sistemas de tiempo real es el ca´lculo del
tiempo de ejecucio´n del peor caso (WCET/ Worst Case Execution Time). El
WCET de un programa es el mayor tiempo de ejecucio´n que una invocacio´n
del programa podr´ıa exhibir en una arquitectura hardware espec´ıfica. Es decir,
calcular el WCET es determinar el tiempo de ejecucio´n del camino ma´s largo.
Obtener el WCET de una tarea de tiempo real es clave en el ana´lisis de planifica-
bilidad que garantiza el correcto funcionamiento temporal del sistema [28]. Por
lo tanto, el ca´lculo del WCET tiene que ser seguro (safe), de tal forma que una
sobrestimacio´n mı´nima podr´ıa ser aceptada pero una subestimacio´n no se acep-
tar´ıa en ningu´n caso. Adema´s, el WCET tambie´n tiene que ser preciso, ya que
la planificabilidad del sistema debe estar garantizada antes de su ejecucio´n. En
la Figura 1.2 se muestra un exhaustivo ana´lisis temporal de la ejecucio´n de una
tarea. Se han representado todos los posibles tiempos de ejecucio´n de la tarea,
pero so´lo se han podido medir algunos de ellos. En la figura tambie´n aparecen
reflejados el tiempo de ejecucio´n del mejor caso (BCET/ Best Case Execution
Time) y el WCET. Como se muestra en la Figura 1.2, cualquier aproximacio´n
al WCET basada en medida no es segura, ya que so´lo considera un subconjunto
de las posibles ejecuciones del programa.
Una vez garantizada la planificabilidad del sistema, tambie´n es necesario or-
denar la ejecucio´n de sus tareas. Uno de los algoritmos ma´s sencillos y utilizados
en planificacio´n es el algoritmo Ejecutivo Cı´clico que ordena la ejecucio´n de las
tareas mediante una tabla donde se indican los instantes en que cada tarea debe
tomar y abandonar la CPU [13]. Este algoritmo es muy fa´cil de implementar y
muy eficiente en tiempo de ejecucio´n. Adema´s, permite asegurar la planificabi-
lidad del sistema desde el primer momento, ya que facilita la prediccio´n de los
instantes de ejecucio´n de las tareas que son fijos y conocidos. Pero este algo-
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ritmo es muy r´ıgido y no permite incorporar nuevas tareas al sistema de forma
sencilla. Adema´s, al no existir un sistema operativo propiamente dicho, no es
posible utilizar algunos servicios de comunicacio´n del sistema.
Los sistemas operativos de tiempo real utilizan algoritmos de planificacio´n
en tiempo de ejecucio´n basados en prioridades. En funcio´n del tipo de priori-
dad de las tareas, los algoritmos pueden seguir una pol´ıtica de planificacio´n con
expulsiones o sin ellas. Cuando en el sistema se permiten las expulsiones, una
tarea abandona el procesador en cuanto otra tarea de mayor prioridad esta´ lista
para su ejecucio´n. Si la prioridad de las tareas es constante, los algoritmos se
denominan esta´ticos o de prioridades fijas. En la literatura encontramos algunos
trabajos cla´sicos que definen este tipo de planificacio´n, basada principalmente
en asignar la prioridad ma´s alta a la tarea ma´s frecuente RMA (Rate Monotonic
Analysis) o a la tarea ma´s urgente DMA (Deadline Monotonic Analysis) [111].
La teor´ıa subyacente en estos algoritmos tambie´n permite demostrar que la asig-
nacio´n o´ptima de prioridades debe ser inversamente proporcional a su plazo de
ejecucio´n, esto es, a menor plazo de ejecucio´n mayor prioridad. Mediante estos
algoritmos, tambie´n es posible determinar si un conjunto de tareas es planifi-
cable, es decir, si se cumplira´n los requisitos temporales en forma de plazos de
finalizacio´n marcados para ellas. Por ejemplo, un sistema con N tareas perio´di-
cas con prioridades fijas, donde Ci es el WCET y Pi es el periodo de activacio´n
de la tarea Task i, sera´ planificable si la utilizacio´n del procesador U verifica la
siguiente expresio´n:
U =
N∑
i=i
Ci
Pi
≤ N ·
(
2
1
N − 1
)
(1.1)
Consideremos el ejemplo de la Tabla 1.1 formado por tres tareas. Para cada
una de ellas se indica el tiempo de ejecucio´n del peor caso Ci, su periodo Pi, que
en este caso coincide tambie´n con su plazo de finalizacio´n Di, y la utilizacio´n del
procesador. La prioridad de cada tarea es fija y es inversamente proporcional
a su periodo. Por lo tanto, segu´n el ana´lisis de planificablidad basado en medir
la utilizacio´n del procesador, el sistema de la Tabla 1.1 es planificable, ya que
U = 0, 75 < U(3) = 3 · (21/3 − 1) = 0, 779, es decir, se verifica la Ecuacio´n 1.1.
Sistema de tiempo real
Tarea WCET Periodo / Plazo Finalizacio´n Utilizacio´n
Task1 5 20 0,25
Task2 10 40 0,25
Task3 20 80 0,25
Tabla 1.1: Ejemplo de un sistema planificable.
Supongamos ahora que el WCET de la tarea Task1 es 7. En este caso, la
utilizacio´n del procesador es U = 0, 85 > U(3) = 3 · (21/3 − 1) = 0, 779, luego
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Figura 1.3: Planificacio´n mediante RM de las nuevas tareas Task1, Task2
y Task3.
no se verifica la Ecuacio´n 1.1, por lo tanto no se puede asegurar que el sistema
sea planificable. Sin embargo, esta condicio´n es suficiente, pero no es necesaria
para garantizar la planificabilidad del sistema. Es decir, en algunas ocasiones
un sistema puede ser planificable sin verificar la expresio´n anterior, como por
ejemplo en este caso. En la Figura 1.3 se muestra una ejecucio´n del sistema pla-
nificando las tareas mediante RM (Rate Monotonic), y obviamente todas ellas
acaban su ejecucio´n antes de que termine su plazo de finalizacio´n.
Un sistema tambie´n es planificable si se puede garantizar, en cualquier ca-
so, que el tiempo de respuesta de cada tarea Task i es menor que su plazo de
finalizacio´n (RTA/ Response Time Analysis). Es decir una tarea Task i verifica
sus restricciones temporales si Ri ≤ Di, siendo Ri su tiempo de respuesta y Di
su plazo de finalizacio´n. En este caso, el tiempo de respuesta Ri se determina
mediante la expresio´n recursiva siguiente:
Rn+1i = Ci +
i−1∑
j=1
⌈
Rni
Dj
⌉
· Cj (1.2)
En la Figura 1.3 se observa que es posible planificar las tareas del ejemplo
anterior. Pero para demostrar la planificabilidad del sistema debemos aplicar
RTA. Para ello basta comprobar que el tiempo de respuesta de la tarea Task3
es menor que su plazo de finalizacio´n, es decir R3 ≤ D3 = 80. Aplicando la
Ecuacio´n 1.2 tenemos que:
R03 = 0
R13 = 20 (C3 = 20)
R23 = d20/20e · 7 + d20/40e · 10 + 20 = 37
R33 = d37/20e · 7 + d37/40e · 10 + 20 = 44
R43 = d44/20e · 7 + d44/40e · 10 + 20 = 61
R53 = d61/20e · 7 + d61/40e · 10 + 20 = 68
R63 = d68/20e · 7 + d68/40e · 10 + 20 = 68
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As´ı pues, como R3 = 68 ≤ 80, queda demostrado que el sistema es planifi-
cable.
Si por el contrario la prioridad de las tareas puede cambiar en funcio´n del
estado del sistema, los algoritmos se denominan dina´micos o de prioridades
dina´micas. Estos algoritmos basados en prioridades dina´micas presentan dos
importantes ventajas. Por un lado aprovechan al ma´ximo la potencia del pro-
cesador, haciendo que un conjunto de tareas sea planificable cuando no lo era
utilizando un algoritmo de prioridades esta´ticas; y por otro, se adaptan per-
fectamente a entornos ma´s dina´micos en los que la carga del sistema no puede
ser conocida de antemano. Por ejemplo, el algoritmo EDF (Earliest Deadline
First) asigna en cada instante la prioridad ma´s alta a la tarea cuyo plazo de
respuesta esta´ ma´s pro´ximo; pero el plazo de ejecucio´n de una tarea no es un
valor constante y la prioridad de la misma va aumentando cuanto ma´s cerca
se encuentre de incumplir sus restricciones temporales [111]. El algoritmo LLF
(Least Laxity First) asigna en cada instante la prioridad ma´s alta a la tarea que
menor holgura tiene para finalizar su ejecucio´n. En este caso la prioridad de la
tarea depende de su plazo de finalizacio´n y del tiempo de ejecucio´n que todav´ıa
tiene pendiente [11].
Dificultades para calcular el WCET
La investigacio´n sobre la Jerarqu´ıa de Memoria es uno de los ma´s impor-
tantes y cla´sicos campos de la Arquitectura de Computadores. Las velocidades
del procesador y de la memoria continu´an creciendo a diferentes ritmos. Por
otra parte, el desarrollo tecnolo´gico permite integrar en un solo chip varios pro-
cesadores que pueden ejecutar uno o varios hilos de ejecucio´n. La combinacio´n
de ambos factores obliga a realizar un sustancial redisen˜o de la jerarqu´ıa de
memoria, para impedir que e´sta llegue a ser un importante cuello de botella en
los computadores del futuro. Los problemas relacionados con la creciente dispa-
ridad de velocidades entre procesador y memoria son objetivo de investigacio´n
desde todos los puntos de vista.
El mercado de los sistemas de tiempo real an˜ade otra restriccio´n en el di-
sen˜o de la jerarqu´ıa de memoria, la necesidad de conocer un l´ımite ma´ximo del
tiempo de ejecucio´n, ya que, por ejemplo, este tiempo depende en gran medida
del nu´mero ma´ximo de fallos de cache que se producira´n durante la ejecucio´n.
Aunque las memorias cache, tanto de instrucciones como de datos, reducen el
tiempo medio de los accesos a la memoria principal y son muy utilizadas en
los procesadores comerciales, la mayor parte de los disen˜adores de sistemas de
tiempo real descartan estos procesadores o proponen el apagado de las caches,
debido a que el ana´lisis de su comportamiento temporal, en el peor caso, es
complejo. Pero las estimaciones pesimistas son poco pra´cticas, ya que el plani-
ficador asignara´ a cada tarea ma´s tiempo del estrictamente necesario para su
ejecucio´n, y adema´s gran parte de los recursos se desaprovechan, lo que genera
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una gran desconfianza en el usuario. Por lo tanto es muy importante obtener
valores seguros y precisos del WCET.
Los procesadores actuales disponen de una serie de componentes hardware,
tales como la ejecucio´n segmentada de instrucciones, los predictores de saltos,
las memorias cache, etc., que permiten reducir la media del tiempo de ejecucio´n
de los programas [83]. Desafortunadamente estos componentes tienen latencia
variable dependiente del pasado; as´ı por ejemplo, la segmentacio´n introduce los
riesgos estructurales y de control que afectan al tiempo de ejecucio´n de las ins-
trucciones, el funcionamiento de los predictores de saltos depende de la historia
local o global de ejecucio´n, y las memorias cache pueden hacer aumentar el
WCET en funcio´n del nu´mero de fallos. Todos estos componentes hardware ha-
cen complejo el ana´lisis del WCET y obligan a considerar la ma´xima latencia.
Por lo tanto, el WCET es ampliamente sobrestimado forzando el incremento de
los recursos disponibles del sistema para garantizar su funcionamiento temporal.
El ana´lisis temporal de los procesadores superescalares con ejecucio´n fuera de
orden donde los recursos del procesador se asignan dina´micamente, au´n es ma´s
complejo, ya que podr´ıa alcanzar complejidad exponencial. Adema´s, en este ti-
po de procesadores no es cierto suponer que la estimacio´n del WCET es segura
siempre que se asigna el tiempo de ejecucio´n de peor caso a cada instruccio´n,
debido a las anomal´ıas de distribucio´n (timing anomalies) [43, 115, 155, 193].
Una anomal´ıa de distribucio´n se produce cuando el peor caso local no esta´ in-
cluido en el peor caso global. Aunque es posible encontrar otros tipos de ano-
mal´ıas de distribucio´n, los casos ma´s significativos a tener en cuenta durante
el ana´lisis del WCET son los siguientes: las anomal´ıas de distribucio´n que se
producen en la planificacio´n o asignacio´n de recursos, por ejemplo durante la
asignacio´n de las unidades funcionales del procesador; las generadas por la es-
peculacio´n, como por ejemplo las que producen los predictores de saltos; y las
generadas por el funcionamiento de las memorias cache [155]. Pero, aunque las
producidas en la asignacio´n de recursos so´lo aparecen en procesadores fuera de
orden, las otras dos dependen del funcionamiento de los predictores de saltos y
del comportamiento particular de las memorias cache.
En la Figura 1.4 se presentan dos casos t´ıpicos de anomal´ıas de distribucio´n.
El caso a) muestra el efecto en la cache de un fallo durante la prediccio´n de un
salto. En este caso un fallo de cache en la instruccio´n A evita el fallo de pre-
diccio´n y mejora el tiempo de ejecucio´n con respecto a un acierto de cache en
dicha instruccio´n A. En el caso b) se muestra la planificacio´n de un conjunto de
instrucciones dependientes unas de otras. En este caso el tiempo de ejecucio´n
de la instruccio´n A var´ıa. Curiosamente, el tiempo de ejecucio´n de todas las
instrucciones en conjunto es menor cuando el tiempo de ejecucio´n de la instruc-
cio´n A es mayor.
Aunque en la literatura se han propuesto diferentes te´cnicas para analizar el
WCET de un programa, so´lo el ana´lisis esta´tico permite determinar el WCET
8 1. INTRODUCCIO´N
Figura 1.4: Anomal´ıas de distribucio´n [155].
de forma segura. Sin embargo, el hardware moderno, que cada vez es ma´s com-
plejo, supone una gran limitacio´n para estas te´cnicas de ana´lisis. Por ejemplo, el
tiempo de ejecucio´n de algunos segmentos del programa puede variar en funcio´n
de si se utiliza hardware que actu´a en paralelo o de si se emplean componentes
que dependen de la historia de ejecucio´n.
En definitiva, el ca´lculo del WCET es complejo, ya que depende tanto del
software (por ejemplo el compilador, la arquitectura del lenguaje ma´quina, etc.),
como del hardware (por ejemplo la jerarqu´ıa de memoria, los predictores de sal-
tos, la ejecucio´n segmentada de las instrucciones, etc.) [198]. Debido a la com-
plejidad del hardware moderno, el tiempo de ana´lisis del WCET podr´ıa exceder
de lo razonable, obligando a sobrestimar el WCET de forma muy pesimista.
En general, so´lo es posible obtener un WCET preciso si todos estos factores
se consideran a la vez. En particular, se debe analizar el funcionamiento del
procesador de la forma ma´s exacta posible. El nu´mero de iteraciones de los bucles
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y el nu´mero de llamadas recursivas han de estar acotados y las cotas tienen que
ser conocidas. Por eso en la literatura, el te´rmino WCET hace referencia a una
cota superior del tiempo de ejecucio´n en el peor caso del programa, ya que
se puede afirmar que anal´ıticamente so´lo es posible obtener cotas del tiempo
de ejecucio´n del programa. Por lo tanto, el WCET es la mı´nima cota superior
obtenida durante el ana´lisis.
Contribuciones de la Tesis
En esta Tesis se analiza el comportamiento, en el peor caso, de varias je-
rarqu´ıas de memoria para instrucciones. El principal objetivo de este ana´lisis
es conseguir el mejor rendimiento de la jerarqu´ıa de memoria estudiada en un
sistema de tiempo real. Adema´s se presentan diferentes te´cnicas de ana´lisis y
ca´lculo del WCET para cada una de las jerarqu´ıas de memoria analizadas. En
concreto, para un conjunto de tareas que podr´ıan formar un sistema de tiempo
real, mediante las te´cnicas de ana´lisis y ca´lculo que presentamos se consigue
calcular un WCET totalmente seguro y ma´s preciso que el obtenido con las
te´cnicas de ana´lisis ya descritas en la literatura.
A continuacio´n comentamos brevemente las contribuciones ma´s importantes
de esta Tesis:
Las estructuras condicionales dentro de bucles hacen que el ana´lisis del
WCET en presencia de caches adquiera complejidad exponencial, debido a las
interferencias intr´ınsecas de la cache. Como primera contribucio´n demostramos
que el nu´mero de caminos que es necesario analizar para determinar el compor-
tamiento exacto de una cache de instrucciones con algoritmo de reemplazo LRU,
no depende del nu´mero de iteraciones de los bucles, sino que esta´ en funcio´n del
nu´mero de caminos del condicional. Cuando el nu´mero de caminos alternativos
de un bucle no es grande, la complejidad del problema se reduce considerable-
mente y en muchos casos se puede predecir de forma exacta el comportamiento
de la cache de instrucciones en el peor caso [7]. As´ı pues, proponemos una te´cni-
ca de poda que permite analizar y calcular el WCET de una tarea que se ejecuta
de forma aislada en presencia de una cache de instrucciones. Este ana´lisis, cen-
trado en el comportamiento de una cache de instrucciones convencional, permite
determinar la contribucio´n exacta de los accesos a memoria al WCET. Por lo
tanto, el WCET obtenido es ma´s preciso [7].
En un sistema multitarea analizamos una cache de instrucciones que pueda
fijar o bloquear su contenido durante algunos periodos de la ejecucio´n. Como
segunda contribucio´n se presenta el algoritmo Lock-MS (Lock for Maximize
Schedulability) para optimizar el rendimiento de una jerarqu´ıa de memoria for-
mada por un LB (Line Buffer) y una cache de instrucciones que pueda fijar
su contenido (Lockable iCache) durante algunos periodos de la ejecucio´n del
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sistema. Al fijar el contenido de la cache su comportamiento es totalmente pre-
decible. Adema´s, si el procesador considerado no dispone de otros componentes
hardware de latencia variable, se evita la explosio´n combinatoria de los caminos
condicionales dentro de bucles. Finalmente, tambie´n se evitan las interferen-
cias de cache, tanto las intr´ınsecas, como las extr´ınsecas. El algoritmo Lock-MS
esta´ basado en ILP (Integer Linear Programming) y permite obtener un WCET
seguro y preciso de cada una de las tareas del sistema. El objetivo de Lock-MS
es seleccionar las l´ıneas de memoria ma´s adecuadas que se bloqueara´n en la
cache, para obtener la ma´xima planificabilidad del sistema en esta jerarqu´ıa de
memoria, teniendo en cuenta adema´s el WCET de cada tarea y el coste de los
cambios de contexto del sistema [6].
Sin embargo, cuando el nu´mero de caminos de un programa es grande, no es
posible representar todos los caminos mediante restricciones lineales. Como ter-
cera contribucio´n se presenta un modelo compacto del algoritmo Lock-MS que
permite reducir el nu´mero de caminos del problema ILP, sin perder precisio´n en
el WCET obtenido [6].
Como cuarta contribucio´n presentamos la posibilidad de predecir el WCET
con un hardware de prebu´squeda secuencial (PB/ Prefetch Buffer). As´ı pues, se
propone una nueva jerarqu´ıa de memoria con prebu´squeda para un sistema de
tiempo real formada por un LB, un PB y una Lockable iCache. Para obtener la
ma´xima planificabilidad del sistema, en esta nueva jerarqu´ıa de memoria, propo-
nemos, tanto la extensio´n del algoritmo Lock-MS, como la extensio´n del modelo
compacto de dicho algoritmo. En general el hardware de prebu´squeda permite
reducir el WCET y la capacidad de la cache de instrucciones. En particular, la
prebu´squeda reduce el WCET en programas de co´digo plano, llegando a obtener
un rendimiento equivalente al caso ideal [5].
Finalmente, y dado que el consumo de energ´ıa tambie´n es un aspecto impor-
tante en los sistemas de tiempo real, se presenta un estudio sobre el consumo
energe´tico en el peor caso (WCEC/ Worst Case Energy Consumption). En este
estudio se pone de manifiesto que no existe una correspondencia lineal entre el
WCEC y el WCET de una tarea. As´ı pues, se introduce la posibilidad de que
el disen˜ador del sistema decida si su objetivo es obtener un WCET ma´s preciso
o reducir el WCEC. Tambie´n se muestra que la prebu´squeda aumenta conside-
rablemente el consumo de energ´ıa del sistema y, en algunos casos, no consigue
reducir significativamente el WCET de las tareas analizadas.
Actualmente, estamos analizando el comportamiento en el peor caso de la
cache de datos, ya que podr´ıa reducir au´n ma´s el WCET de una tarea. Sin
embargo, predecir el funcionamiento de la cache de datos es un problema bien
distinto, ya que para una misma instruccio´n de acceso a datos, las direcciones
de memoria a las que se accede pueden cambiar a lo largo de la ejecucio´n.
En concreto, estamos estudiando el comportamiento de una nueva estructura
hardware predecible para la cache de datos en sistemas de tiempo real. Como
CAPI´TULO 1. 11
primera solucio´n al problema ya hemos propuesto una estructura denominada
ACDC (Address-Cache/Data-Cache). Esta nueva estructura esta´ formada por
una pequen˜a cache de datos (DC/ Data-Cache) y por una tabla (AC/ Address-
Cache) que guarda las direcciones de las instrucciones que pueden actualizar el
contenido de la DC [162]. Por lo tanto, nuestro trabajo futuro, en sistemas de
tiempo real, se centrara´ en la prediccio´n de los accesos a datos para explotar la
localidad espacial y temporal en este tipo de accesos.
Organizacio´n de la memoria de la Tesis
En el Cap´ıtulo 2 se presenta el problema del ana´lisis y ca´lculo del WCET y
se revisan muchos de los trabajos de investigacio´n ma´s relevantes relacionados
con este problema.
En el Cap´ıtulo 3 se estudia el comportamiento en el peor caso de una cache
de instrucciones convencional. En este cap´ıtulo se demuestra que, en presen-
cia de una cache de instrucciones con algoritmo de reemplazo LRU, se puede
obtener la contribucio´n exacta al WCET de los accesos a memoria, analizando
los caminos relevantes de un programa.
En el Cap´ıtulo 4, se estudia el comportamiento en el peor caso de una je-
rarqu´ıa de memoria formada por una LB y una Lockable iCache en un sistema
de tiempo real. Tambie´n se propone el algoritmo Lock-MS para seleccionar las
l´ıneas de memoria a fijar en la cache y obtener la ma´xima planificabilidad del
sistema.
En el Cap´ıtulo 5 se presenta una nueva jerarqu´ıa de memoria para instruc-
ciones en sistemas de tiempo real. Esta jerarqu´ıa de memoria dispone de una
LB, un PB y una Lockable iCache. Adema´s, para obtener la ma´xima planifica-
bilidad del sistema, se extiende el algoritmo Lock-MS a esta nueva jerarqu´ıa de
memoria. Finalmente, en este cap´ıtulo se realiza un estudio sobre el consumo
energe´tico de esta jerarqu´ıa de memoria.
En el Cap´ıtulo 6 se resumen las conclusiones de esta Tesis y se comentan los
objetivos actuales y futuros de la l´ıneas de investigacio´n abiertas.
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Cap´ıtulo 2
Ana´lisis y ca´lculo del
WCET
Una gran cantidad de trabajos de investigacio´n se han presentado para intentar
resolver el problema del ana´lisis y ca´lculo del WCET de un programa, desde que
en 1989 se propusiera el primer me´todo concreto para este fin [149]. Debido a la
dificultad que entran˜a esta cuestio´n, los diferentes trabajos propuestos se cen-
tran en algunos problemas concretos del ana´lisis. Generalmente en la literatura
se describen dos te´cnicas para analizar el WCET de un programa: el ana´lisis
basado en medida y el ana´lisis esta´tico [198].
En la Figura 2.1 se muestran los principales esquemas de trabajo para ana-
lizar y calcular el WCET de un programa. Tanto el ana´lisis basado en medida,
como el ana´lisis esta´tico, suelen dividir el programa en segmentos o bloques
ba´sicos y tratan de determinar el tiempo de ejecucio´n de cada uno de ellos. Un
bloque ba´sico es un conjunto de instrucciones que se ejecutan de forma secuen-
cial de principio a fin, es decir, ninguna de las instrucciones del conjunto puede
ser un salto excepto la u´ltima instruccio´n. A partir del tiempo de ejecucio´n ob-
tenido en la fase de ana´lisis y mediante algu´n me´todo de ca´lculo o expresio´n
matema´tica se determina el WCET del programa.
El ana´lisis de flujo de control, tambie´n denominado ana´lisis de alto nivel,
permite obtener informacio´n sobre la ejecucio´n del programa en tiempo de com-
pilacio´n, como por ejemplo el nu´mero ma´ximo de iteraciones de los bucles, los
caminos imposibles o el valor de algunas variables en puntos espec´ıficos de la
ejecucio´n. Cuanto ma´s exacta sea la informacio´n recopilada durante este ana´li-
sis, ma´s precisa sera´ la cota del WCET calculada.
El ana´lisis basado en medida (MBA/ Measurement-Based Analysis) deter-
mina el tiempo de ejecucio´n del programa en un hardware espec´ıfico, para un
conjunto de entradas concreto. En este tipo de ana´lisis, el modelado del hard-
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Figura 2.1: Elementos que intervienen en el ana´lisis y ca´lculo del WCET.
ware se sustituye por la instrumentacio´n del co´digo, por la generacio´n de los
datos de prueba, y por la medida real del tiempo de ejecucio´n de los trozos o
segmentos del programa cuando se ejecutan con los datos de prueba generados
previamente. Aunque el ana´lisis basado en medida no garantiza que el WCET
conseguido sea seguro, ya que es imposible medir el tiempo de ejecucio´n de todos
los caminos, s´ı evita tener que realizar un ana´lisis exhaustivo del comportamien-
to del procesador. A su vez, permite obtener el WCET analizando por separado
los diferentes segmentos en los que se puede dividir el programa durante el ana´li-
sis. Este me´todo es muy utilizado en la industria, ya que permite verificar el
funcionamiento y determinar una aproximacio´n al WCET del programa.
El ana´lisis esta´tico proporciona un me´todo totalmente seguro para determi-
nar el WCET del programa. En este caso, la precisio´n del WCET depende en
gran medida de la exactitud del ana´lisis de flujo de control y del ana´lisis del fun-
cionamiento del procesador o modelado hardware, tambie´n denominado ana´lisis
de bajo nivel. El ana´lisis del comportamiento del procesador permite determi-
nar el WCET de los bloques ba´sicos, considerando caracter´ısticas del hardware
subyacente tales como la ejecucio´n segmentada de las instrucciones, los predic-
tores de saltos y las memorias cache. Sin embargo, el tiempo de ana´lisis podr´ıa
exceder de lo razonable obligando a sobrestimar el WCET de forma pesimista.
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Finalmente, el tiempo de ejecucio´n de cada bloque ba´sico del programa se
introduce en una herramienta o motor de ca´lculo, para obtener el WCET del
programa. En definitiva, el WCET se determina a partir de la informacio´n obte-
nida durante el ana´lisis esta´tico o basado en medida, aplicando posteriormente
alguna te´cnica de ca´lculo como las indicadas en la Figura 2.1 y que se describen
en la siguiente seccio´n.
2.1. Ca´lculo del WCET
En la literatura se describen tres te´cnicas de ca´lculo que permiten determinar
el WCET de un programa: el ca´lculo basado en el a´rbol de sintaxis abstrac-
ta [23, 38], la enumeracio´n de todos los posibles caminos de ejecucio´n [79, 168],
y la enumeracio´n impl´ıcita de caminos [105, 152].
Habitualmente, la expresio´n matema´tica que determina el WCET esta´ ba-
sada en el grafo de flujo control (CFG/ Control Flow Graph) o en el a´rbol de
sintaxis abstracta (AST/ Abstract Syntax Tree) del programa. El WCET se cal-
cula a partir de las restricciones de flujo y de los tiempos de ejecucio´n de los
trozos o segmentos en los que se haya dividido el programa [130]. En la parte
superior de la Figura 2.2 se muestra el CFG asociado a un programa, junto
con los tiempos de ejecucio´n de sus bloques ba´sicos, y tambie´n se presenta el
AST asociado a dicho programa. En la parte inferior de la Figura 2.2 se indican
el camino ma´s largo en el CFG del programa y el CFG con las restricciones de
conservacio´n de flujo, que se utilizan para calcular el WCET del programa me-
diante la enumeracio´n impl´ıcita de caminos (IPET/ Implicit Path-Enumeration
Technique).
Ca´lculo del WCET basado en el AST
El ca´lculo del WCET basado en el a´rbol de sintaxis abstracta es muy ra´pido,
pero carece de una visio´n global que es necesaria para que el WCET obtenido
sea preciso, por lo tanto la cota del WCET conseguida suele ser pesimista. Como
se muestra en la Figura 2.3, el ca´lculo basado en a´rbol utiliza un formato del
AST con informacio´n del tiempo de ejecucio´n de los segmentos o bloques ba´sicos
para representar la estructura temporal del programa [149, 151].
Para determinar el tiempo de ejecucio´n de un segmento del programa, en
funcio´n del tiempo de ejecucio´n de sus bloques ba´sicos TiempoExe(A), se utilizan
las siguientes reglas:
El tiempo de ejecucio´n de una secuencia de bloques ba´sicos de un programa
es la suma del tiempo de ejecucio´n de cada uno de ellos. Por ejemplo, si A
y B son bloques en secuencia:
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Figura 2.2: Grafo de flujo de control, a´rbol de sintaxis abstracta, camino ma´s
largo y grafo de flujo de control con restricciones [198].
TiempoExe(A,B) = TiempoExe(A) + TiempoExe(B)
El tiempo de ejecucio´n de un bucle es la suma del tiempo de ejecucio´n
del cuerpo, ma´s el tiempo de ejecucio´n de la condicio´n o guarda del bucle,
multiplicado por el nu´mero ma´ximo de iteraciones. Por ejemplo, en el caso
de un bucle donde N es el nu´mero ma´ximo de iteraciones:
TiempoExe(for E loop A) =
TiempoExe(E) +N · ( TiempoExe(A) + TiempoExe(E) )
El tiempo de ejecucio´n de una estructura condicional es la suma del tiempo
de ejecucio´n de la condicio´n, ma´s el ma´ximo de los tiempos de ejecucio´n
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Figura 2.3: Esquema que sigue el ca´lculo del WCET basado en AST [198].
de cada una de las alternativas del condicional. Por ejemplo, en el caso de
un condicional:
TiempoExe(if E then A else B) =
TiempoExe(E) + ma´x ( TiempoExe(A), T iempoExe(B) )
Por lo tanto, aplicando las reglas anteriores, como se indica en la Figura 2.3,
al esquema del programa mostrado en la Figura 2.2 se tiene que:
WCET = 3072
En general, los me´todos basados en a´rbol no pueden capturar las restricciones
de flujo de control complejas o los tiempos de ejecucio´n variables para un mismo
segmento o bloque ba´sico. El ca´lculo basado en a´rbol es local, es decir, el tiempo
de ejecucio´n de los bloques ba´sicos se obtiene de forma independiente y luego
se utiliza en las estructuras de programacio´n de las que forman parte dichos
bloques.
Ca´lculo del WCET basado en caminos
En los me´todos de ca´lculo del WCET basados en caminos se enumeran todos
los caminos que puede seguir el programa durante su ejecucio´n. El WCET se cal-
cula como el ma´ximo tiempo de ejecucio´n asociado a dichos caminos. Conviene
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indicar que un camino es una secuencia de segmentos o bloques ba´sicos que no
contiene estructuras condicionales ni bucles. Esta te´cnica puede alcanzar com-
plejidad exponencial cuando se aplica a programas con sentencias condicionales
dentro de bucles, en especial en presencia de componentes hardware con latencia
variable durante la ejecucio´n, como por ejemplo los predictores de saltos y las
memorias cache. En estos casos, esta te´cnica so´lo se puede utilizar para determi-
nar el tiempo de ejecucio´n de un trozo o segmento del programa, pero el WCET
del programa completo se podr´ıa sobrestimar ampliamente debido a la pe´rdida
de informacio´n que se produce al evitar la complejidad exponencial que presenta.
Considerando el ejemplo de la Figura 2.2 donde se indica el camino ma´s
largo de un programa, el WCET basado en caminos se determina a partir de
los siguientes ca´lculos:
Enumeracio´n de caminos
path1 : A+B + C + E + F +H
path1 : A+B + C + E +G+H
path2 : A+B +D + E + F +H
path3 : A+B +D + E +G+H
Unidades de tiempo de programa
Tiempopath1 = 31
Tiempopath2 = 28
Tiempopath3 = 28
Tiempopath4 = 25
Tiempoheader = 3
Ca´lculo del WCET
WCET = Tiempoheader + Tiempopath1 · (Iteraciones− 1)
WCET = 3 + 31 · 99 = 3072
Ca´lculo del WCET basado en IPET
En los me´todos de ca´lculo del WCET basados en la enumeracio´n impl´ıcita
de caminos (IPET/ Implicit Path-Enumeration Technique), el flujo de control
del programa y el tiempo de ejecucio´n de los bloques ba´sicos se transforman
en un problema de Programacio´n Lineal Entera (ILP/ Integer Linear Program-
ming) [105, 152]. El me´todo IPET permite expresar mediante restricciones li-
neales, tanto las dependencias temporales, como las del flujo de control, y con
una herramienta de ca´lculo adecuada o solver se resuelve el problema ILP de
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forma muy efectiva [161].
El ca´lculo del WCET basado en IPET es ma´s complejo, y en e´l se deben
considerar las restricciones de conservacio´n de flujo asociadas al CFG. As´ı pues,
el nu´mero de veces que se ejecutara´ cada bloque ba´sico debe cumplir las reglas
de conservacio´n de flujo, garantiza´ndose que el nu´mero de veces que se ejecutan
los bloques de entrada es igual al nu´mero de veces que se ejecutan los bloques
de salida. A estos enlaces de los bloques ba´sicos se les denomina restricciones
estructurales y forman parte de las restricciones de flujo de control del programa.
Por ejemplo, si consideramos el CFG con restricciones de conservacio´n de
flujo de la Figura 2.2, las restricciones que modelan el problema ILP son las
siguientes:
Restricciones de Inicio y Finalizacio´n
Xstart = 1
Xexit = 1
Restricciones estructurales
Xstart = XstatA
XA = XstartA +XHA = XAexit +XAB
XB = XAB = XBC +XBD
XC = XBC = XCE
· · · · · ·
XH = XFH +XGH = XHA
Xexit = XAexit
Restricciones asociadas a los l´ımites de los bucles
XA ≤ 100
Expresio´n que determina el WCET del programa
WCET = ma´x (3 ·XA + 5 ·XB + 7 ·XC . . . 2 ·XH)
WCET = 3072
Los datos necesarios para determinar un WCET seguro y preciso mediante
IPET son las restricciones estructurales y el tiempo de ejecucio´n de cada uno de
los bloques ba´sicos del programa. Adema´s, teniendo en cuenta las condiciones de
flujo de control, se determinan las restricciones de funcionalidad del programa.
En muchas ocasiones, estas restricciones se obtienen de forma automa´tica, otras
veces el usuario las an˜ade directamente al problema ILP. Las restricciones de
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funcionalidad permiten estimar de una forma ma´s precisa el WCET. As´ı pues,
el ca´lculo del WCET se modela como un conjunto de restricciones lineales cuya
funcio´n objetivo maximiza el tiempo de ejecucio´n del programa. El ca´lculo el
WCET tambie´n se podr´ıa formular como un problema de programacio´n lineal
(LP/ Linear Programming) pero, en algunas ocasiones, la solucio´n no ser´ıa va´li-
da, ya que en este caso la solucio´n no tiene por que´ ser entera. Sin embargo, el
WCET obtenido al resolver el problema LP suele ser una buena aproximacio´n
al WCET exacto, proporcionando una cota inferior.
La ejecucio´n de programas complejos en procesadores actuales no se pue-
de modelar de una forma sencilla, como un simple problema de conservacio´n
de flujo. As´ı por ejemplo, para considerar las funcionalidades del programa es
necesario an˜adir restricciones de flujo complejas. Pero si adema´s el tiempo de
ejecucio´n de los bloques ba´sicos puede ser variable, por ejemplo debido a la uti-
lizacio´n de memorias cache, se deben an˜adir nuevas restricciones relativas a la
historia de ejecucio´n del programa.
As´ı pues, aunque los me´todos de ca´lculo del WCET basados en IPET pueden
tener algunas limitaciones a la hora de describir el problema ILP, el WCET
obtenido es seguro y suele ser mucho ma´s preciso que el logrado mediante AST
o mediante la enumeracio´n de caminos, ya que las limitaciones de estos me´todos
todav´ıa son mayores.
Ca´lculo del WCET: Un ejemplo basado en ARM v7
Como ejemplo de los comentarios anteriores, en este apartado se calcula el
WCET de un programa escrito en C. En la Figura 2.4 se muestra el co´digo
ensamblador del programa compilado con GCC 2.95.2 -O2 para ARM v7. En
el co´digo ensamblador se han marcado los bloques ba´sicos del programa y su
coste de ejecucio´n. Suponemos, por sencillez, que cada instruccio´n tiene un coste
de ejecucio´n de un ciclo, por lo tanto los tiempos de ejecucio´n de cada bloque
ba´sico son constantes para todos los posibles caminos de ejecucio´n.
Asociado al programa de la Figura 2.4, se muestra en la Figura 2.5 el a´rbol
de sintaxis abstracta, el grafo de flujo de control con el camino ma´s largo mar-
cado y el grafo de flujo de control con las restricciones de conservacio´n de flujo
necesarias.
El WCET del programa de la Figura 2.4, que se obtiene a partir del AST
de la Figura 2.5 a), se determina en funcio´n del tiempo de ejecucio´n de cada
bloque ba´sico mediante la siguiente expresio´n:
WCET = B1 + 10 · ( B2 + ma´x (B3, B4) +B5 ) +B6
WCET = 8 + 10 · ( 4 + ma´x (7, 2) + 7 ) + 1 = 189
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  @ Generated by gcc 2.95.2 19991024 (release) for ARM/elf 
   .file "programa.c" 
  gcc2_compiled.: 
   .global n 
  .data 
   .align 2 
   .type  n,object 
   .size  n,4 
  n: 
   .word 10 
   .global z 
   .align 2 
   .type  z,object 
   .size  z,4 
  z: 
   .word 0 
  .text 
   .align 2 
   .global main 
   .type  main,function 
  main: 
   @ args = 0, pretend = 0, frame = 0 
 ______   @ frame_needed = 1, current_function_anonymous_args = 0 
|-> B1: 8 ciclos  mov ip, sp 
|   stmfd sp!, {fp, ip, lr, pc} 
|   sub fp, ip, #4 
|   mov r1, #0 
|   mov lr, r1 
|   mov r2, r1 
|    mov r0, r2 
|_______  ldr ip, .L10 
 ______  .L6: 
|-> B2: 4 ciclos  add r3, r2, #1 
|   cmp r3, #5 
|   mov r2, r3 
|_______  bgt .L7 
|-> B3: 7 ciclos  add lr, lr, #1 
|   add r1, r1, #2 
|   ldr r3, [ip, #0] 
|   add r0, r0, #3 
|   add r3, r3, #4 
|   str r3, [ip, #0] 
|_______  b .L8 
 ______  .L7: 
|-> B4: 2 ciclos  mov r1, r1, asl #1 
|_______  mov r0, r0, asl #2 
 ______  .L8: 
|-> B5: 7 ciclos  ldr r3, [ip, #0] 
|   cmp r2, #9 
|   add r3, r3, lr 
|   add r3, r3, r1 
|   add r3, r3, r0 
|   str r3, [ip, #0] 
|_______  ble .L6 
|-> B6: 1 ciclo  ldmea fp, {fp, sp, pc} 
  .L11: 
   .align 2 
  .L10: 
   .word z 
  .Lfe1: 
   .size  main,.Lfe1-main 
   .ident "GCC: (GNU) 2.95.2 19991024 (release)" 
 
 
/* programa.c */ 
 
int n = 10; 
int z = 0; 
 
int main() 
{ 
  int i, j; 
  int v, x, y; 
 
  v = 0; 
  x = 0; 
  y = 0; 
 
 for (i = 0; i < 10; i++) 
 { 
  j = i + 1; 
  if (j <= 5) 
  { 
  v = v + 1; 
  x = x + 2; 
  y = y + 3; 
  z = z + 4; 
  } 
  else 
  { 
   x = x * 2; 
  y = y * 4; 
  } 
  z = z + v + x + y; 
  } 
} 
Figura 2.4: Co´digo ensamblador ARM y bloques ba´sicos asociados a un progra-
ma en C.
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Figura 2.5: A´rbol de sintaxis abstracta, grafo de flujo de control y grafo de flujo
con restricciones del programa de la Figura 2.4.
El programa de la Figura 2.4 tiene 210 posibles caminos de ejecucio´n que de-
ben ser explorados para determinar el WCET. Sin embargo, cuando el tiempo
de ejecucio´n de cada bloque ba´sico es fijo, se puede simplificar calculando los
ma´ximos locales a los diferentes subcaminos condicionales que presenta el pro-
grama. As´ı pues, el ca´lculo del WCET del programa basado en la enumeracio´n
de caminos se puede simplificar de la siguiente manera:
WCET = B1 + 10 · ( B2 + ma´x (subPathB3, subPathB4) +B5 ) +B6
WCET = 8 + 10 · ( 4 + ma´x (7, 2) + 7 ) + 1
WCET = 8 + 10 · ( 4 + 7 + 7 ) + 1 = 189
Finalmente, en la Tabla 2.1 se muestran las restricciones estructurales y de
funcionalidad asociadas al grafo de flujo de control con la informacio´n de conser-
vacio´n de flujo de la Figura 2.5 c). Tambie´n se indica el tiempo de ejecucio´n de
los bloques ba´sicos del programa de la Figura 2.4. A partir de esta informacio´n
se modela el problema ILP que determina el WCET del programa mediante
IPET. En este caso los tiempos de ejecucio´n de cada bloque ba´sico son constan-
tes y las variables del problema ILP son el nu´mero de veces que se ejecuta cada
uno de los bloques ba´sicos.
El tiempo de ejecucio´n del camino ma´s largo del programa se obtiene resol-
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Restricciones Restricciones Ciclos de ejecucio´n
estructurales funcionales de bloques ba´sicos
x1 = 1 x3 ≤ 5 B1 = 8
x1 = e1 x5 ≤ 10 B2 = 4
x2 = e1 + e6 B3 = 7
x2 = e2 + e3 B4 = 2
x3 = e2 B5 = 7
x3 = e4 B6 = 1
x4 = e3
x4 = e5
x5 = e4 + e3
x5 = e6 + e7
x6 = e7
x6 = 1
Tabla 2.1: Restricciones IPET y tiempo de ejecucio´n de los bloques ba´sicos del
programa de la Figura 2.4.
viendo el siguiente problema ILP.
ma´x :
6∑
k=1
Bk · xi
Ca´lculo del WCET basado en para´metros
El ca´lculo del WCET basado en para´metros es otra te´cnica que proporciona
una estimacio´n precisa del tiempo de ejecucio´n en el peor caso. Se trata de eva-
luar una expresio´n simbo´lica que depende de una serie de variables asociadas al
programa. Mediante este ca´lculo no se proporciona una cota fija del WCET, sino
que se obtiene una funcio´n dependiente de una serie de para´metros asociados al
programa. Cuando se asigne un valor a cada uno de los para´metros y se evalu´e
la funcio´n, se obtendra´ una cota del WCET.
Existen diferentes razones para justificar este tipo de ca´lculo. En algunos
casos, el valor de ciertos para´metros so´lo es conocido en tiempo de ejecucio´n,
por ejemplo el nu´mero ma´ximo de iteraciones de un bucle para una ejecucio´n
particular del programa. En otros casos, los datos de entrada del programa de-
terminan el camino a seguir durante la ejecucio´n, y por lo tanto pueden fijar
el tiempo de ejecucio´n de algunas subrutinas. Por u´ltimo, se justifica el uso de
este tipo de ca´lculo, por la rapidez con la que se obtiene el WCET del programa
cuando ya se han asignado los valores a todos los para´metros.
Como ya se ha comentado, para conseguir una cota precisa del WCET de un
programa es necesario indicar el nu´mero ma´ximo de iteraciones de cada uno de
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sus bucles. Si esta informacio´n no se conoce de forma exacta, el ana´lisis esta´tico
no es efectivo y puede llegar a producir una sobrestimacio´n inadmisible en el
WCET calculado. En algunos trabajos se propone el ana´lisis del WCET basado
en para´metros para evitar esta sobrestimacio´n [37, 184]. En este caso, la funcio´n
obtenida en el ana´lisis depende del nu´mero de iteraciones que se decide durante
la ejecucio´n. Los beneficios de este tipo de ana´lisis son claros, ya que el WCET
se calcula de una forma muy ra´pida, se mejora la planificacio´n dina´mica del
sistema y se gestiona de forma ma´s efectiva la utilizacio´n de los recursos del
sistema. Por otra parte, cuando la funcio´n que determina el WCET depende de
los datos de entrada del programa o del tiempo de ejecucio´n de alguna funcio´n,
el WCET conseguido es ma´s sensible al contexto. Puesto que el tiempo de eje-
cucio´n de la funcio´n no es constante, la estimacio´n del WCET se puede obtener
evaluando dicha funcio´n para los valores extremos [19].
Finalmente, dado el intere´s suscitado por esta te´cnica, en algunos trabajos de
investigacio´n incluso se ha propuesto utilizar Programacio´n Parame´trica Entera
(PIP/ Parametric Integer Programming) [52]. Se trata de transformar el ca´lculo
del WCET basado en IPET, que se soluciona mediante un problema ILP, en un
problema basado en para´metros que se resuelve mediante PIP [4, 33, 110].
2.2. Ana´lisis de flujo de control
El ana´lisis de flujo de control es una de las fases que ma´s influencia tiene en
el ana´lisis y ca´lculo del WCET. Durante esta fase se intenta obtener la mayor
informacio´n sobre la estructura del programa, generalmente, a partir del co´digo
fuente. Posteriormente es necesario combinar la informacio´n obtenida durante
el ana´lisis de flujo de control y el ana´lisis del funcionamiento del procesador,
para lograr una estimacio´n del WCET del programa lo ma´s precisa posible.
El principal objetivo del ana´lisis de flujo de control es determinar la estructu-
ra del programa mediante el a´rbol de sintaxis abstracta (AST/ Abstract Sysntax
Tree) o mediante el grafo de flujo de control (CFG/ Control Flow Graph). En
algunos casos, el compilador puede generar la estructura del programa automa´ti-
camente, por lo que, tanto la construccio´n del AST, como la del CFG suelen
ser directas. Adema´s, durante el ana´lisis de flujo de control del programa tam-
bie´n es de gran importancia determinar el nu´mero ma´ximo de iteraciones de
los bucles y detectar los caminos imposibles. En este a´mbito de investigacio´n,
los caminos imposibles son aquellos caminos que nunca pueden ser recorridos
durante la ejecucio´n del programa.
Ana´lisis de la estructura del programa
El ana´lisis de flujo de control es complejo, ya que depende del taman˜o del
co´digo, de los valores de los datos de entrada e incluso del taman˜o del domi-
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nio de las variables del programa. No obstante, si queremos realizar un ana´lisis
exhaustivo de la estructura del programa, son tambie´n de intere´s las te´cnicas
que intentan reducir la complejidad del ana´lisis a costa de perder cierta infor-
macio´n [38, 73, 159]. As´ı, por ejemplo, estas te´cnicas intentan fusionar caminos
o eliminar las instrucciones que no influyen directamente en el flujo de control
del programa.
Para determinar la estructura del programa se utiliza, tanto el co´digo fuen-
te, como el co´digo objeto. Si la informacio´n de flujo de control se obtiene a
partir del co´digo fuente es necesario trazar un mapa de la estructura del pro-
grama sobre el co´digo objeto, aunque en la mayor parte de los casos, tanto el
AST, como el CFG se suelen generar de forma directa a partir del co´digo fuente.
Cuando el compilador no realiza optimizaciones destructivas es relativamen-
te sencillo trazar este mapa sobre el co´digo objeto, aunque no es suficiente para
obtener un WCET preciso. En la literatura se han presentado diferentes te´cnicas
que consiguen la informacio´n ma´s relevante del programa de forma automa´tica
para calcular el WCET. Estas te´cnicas analizan el co´digo objeto del programa,
y con la informacio´n obtenida completan el AST o el CFG. La mayor parte
de estas te´cnicas utilizan ejecucio´n simbo´lica, para analizar el co´digo objeto del
programa o transformar la informacio´n conseguida durante el ana´lisis en restric-
ciones lineales que luego incorporan al ca´lculo del WCET [34, 48, 49, 50, 168].
Pero cuando el compilador puede aplicar optimizaciones destructivas, trazar
un mapa de la estructura del programa sobre el co´digo objeto es mucho ma´s
dif´ıcil. De hecho, en muchos trabajos de investigacio´n se prohiben este tipo de
optimizaciones para evitar este problema. Puesto que la estructura del co´digo
objeto compilado con optimizaciones puede ser muy diferente a la estructura
del co´digo fuente, establecer la relacio´n entre el co´digo objeto y el co´digo fuente
es ma´s complejo, y por lo tanto el ana´lisis del WCET tambie´n lo es.
Cuando la informacio´n de flujo de control se obtiene a partir del co´digo ob-
jeto, ya no es necesario trazar un mapa de la estructura del programa sobre el
co´digo objeto. Adema´s, se aprovechan todas las optimizaciones del compilador
que, en general, mejoran el funcionamiento del programa y reducen el taman˜o
del co´digo. Ambos factores disminuyen el coste del sistema y, no so´lo mantienen
las prestaciones del mismo, sino que las incrementan. Por lo tanto, a la hora
de calcular el WCET de un programa no se deber´ıan desaprovechar las optimi-
zaciones del compilador, ya que la cota del WCET obtenida sera´ mucho ma´s
precisa.
En la literatura se han propuesto diferentes trabajos de investigacio´n dedi-
cados a resolver este problema [44, 46, 93, 94, 95, 96, 109, 148, 185]. En general
todos estos trabajos tratan de an˜adir, en el co´digo objeto, la informacio´n que
se obtiene del co´digo fuente, de tal forma que se pueda aprovechar el trabajo
realizado durante el proceso de compilacio´n.
26 2. ANA´LISIS Y CA´LCULO DEL WCET.
La programacio´n orientada a objetos an˜ade au´n ma´s complejidad al ana´lisis
de flujo de control. Obviamente con este tipo de programacio´n es dif´ıcil es-
tablecer una relacio´n entre el co´digo fuente y el co´digo objeto del programa.
Este problema ha sido tratado mediante interpretacio´n abstracta en diferentes
trabajos de investigacio´n [67, 68, 69, 70, 71, 72].
Iteraciones de un bucle y caminos imposibles
El ana´lisis de flujo de control tambie´n trata de determinar el nu´mero ma´xi-
mo de iteraciones de los bucles y los caminos imposibles, por ejemplo, mediante
alguna te´cnica de ana´lisis formal como la interpretacio´n abstracta [40].
En principio es habitual que el programador indique en el co´digo fuente el
nu´mero de iteraciones de los bucles, pero estas indicaciones pueden llevar aso-
ciado algu´n tipo de error. Adema´s, cuando se permite al compilador realizar
optimizaciones, estas indicaciones pueden no ser exactas, por ejemplo, cuando
el compilador desenrolla un bucle, el nu´mero de iteraciones se reduce. Por lo
tanto, tambie´n son importantes los trabajos de investigacio´n que determinan
automa´ticamente el nu´mero de iteraciones de los bucles [41, 51, 75, 76, 77, 80,
81, 84, 89, 112, 126]. La mayor parte de estas propuestas tratan de determinar
directamente los invariantes de los bucles, por ejemplo mediante la interpreta-
cio´n abstracta [51, 126]. En otros casos particulares se ha propuesto el ana´lisis
de flujo de datos [41], o el ana´lisis sinta´ctico [76, 77]. Aunque tambie´n es habi-
tual utilizar ejecucio´n simbo´lica [80, 81, 84, 89].
Un camino imposible puede hacer que la cota obtenida durante el ca´lculo del
WCET no sea precisa, ya que durante el ana´lisis esta´tico dicho camino se podr´ıa
considerar como el camino ma´s largo. Dicho camino nunca sera´ tomado durante
la ejecucio´n del programa y, por lo tanto, el WCET obtenido, aunque segu-
ro, no sera´ preciso. En la literatura tambie´n se han presentado soluciones para
detectar los caminos imposibles o falsos caminos, y evitar una posible sobresti-
macio´n del WCET [2, 3, 35, 57, 73, 74, 75, 89, 99, 172]. Estos trabajos utilizan
ejecucio´n simbo´lica, ejecucio´n abstracta, o programacio´n lineal con restricciones.
El ejemplo de la Figura 2.6 muestra distintos tipos de caminos imposibles y
dos bucles anidados cuyos l´ımites dependen de un para´metro [75]. El programa
contiene dos funciones, la funcio´n foo que tiene que estudiarse dos veces de-
pendiendo del punto del programa desde donde se invoca, y la funcio´n bar que
tiene dos bucles anidados dependientes de un para´metro. La funcio´n main pue-
de seguir algunas de las siguientes combinaciones de caminos: pathA o pathB ,
pathC o pathD y pathE o pathF . La funcion foo puede seguir los caminos: pathG
o pathH y pathI o pathJ . Analizando este co´digo mediante ejecucio´n abstracta,
se pueden detectar los caminos imposibles y determinar el nu´mero ma´ximo de
iteraciones del bucle [75].
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Figura 2.6: Programa con diversos caminos imposibles [75].
Por ejemplo, en la funcio´n main, estudiando los condicionales excluyentes,
se observa que las siguientes combinaciones de caminos son imposibles: pathB
y pathC ; pathB y pathE ; pathD y pathE ; pathG y pathI ; y tambie´n pathH
y pathJ . Tambie´n los siguientes tr´ıos: pathA, pathD y pathE ; pathB , pathC
y pathE ; y finalmente pathB , pathD y pathE . Si ahora analizamos los datos
de entrada, se observa que las siguientes combinaciones tambie´n representan
caminos imposibles: pathE ; pathA y pathE ; pathC y pathE ; y pathA, pathC
y pathE . Adema´s, en la segunda llamada la funcio´n foo, la combinacio´n de los
caminos pathH y pathI , es un camino imposible. Finalmente, es necesario de-
terminar el nu´mero ma´ximo de iteraciones del bucle anidado de la funcio´n bar.
Se podr´ıa tomar como primera aproximacio´n el valor 100 · 100 = 10000, pero si
aplicamos de nuevo las te´cnicas de ejecucio´n abstracta se puede concluir que el
nu´mero ma´ximo de iteraciones del bucle es 5050.
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Aunque, en general, no hay una solucio´n o´ptima para identificar los cami-
nos imposibles, ya que es un problema NP-completo, algunos me´todos basados
en ejecucio´n abstracta proponen te´cnicas para reducir la complejidad del pro-
blema [73, 74, 75]. Pero esta reduccio´n suele llevar asociada una pe´rdida de
informacio´n y el WCET sera´ sobrestimado.
2.3. Ana´lisis del WCET basado en medida
El desarrollo de sistemas de tiempo real es una actividad esencial para la in-
dustria. El ana´lisis dina´mico es el u´nico me´todo que permite verificar el com-
portamiento del sistema en el entorno donde se ejecutara´. Adema´s, el correcto
funcionamiento del sistema no so´lo depende de la exactitud de los resultados
obtenidos, sino que tambie´n depende del instante en el que dichos resultados se
han generado, por lo tanto, es necesario verificar su comportamiento temporal.
Un me´todo habitual para determinar el WCET de un programa es ejecutar
el programa, o un trozo de e´ste, en un hardware propuesto, y medir el tiempo
de la ejecucio´n. La principal ventaja de los me´todos basados en medida (MBA/
Measurement-Based Analysis) es que no es necesario analizar el comportamien-
to del procesador, ya que se mide el tiempo de ejecucio´n del programa sobre
el hardware real. La principal dificultad es que hay que generar los datos de
prueba para la ejecucio´n. El MBA utiliza informacio´n esta´tica sobre el co´digo y
el hardware subyacente, para mejorar las estimaciones del WCET, as´ı como el
ana´lisis de flujo de control para guiar el proceso de generacio´n de los datos de
prueba.
El WCET obtenido mediante las te´cnicas de ana´lisis basado en medida no
es seguro, a no ser que las pruebas de medicio´n sean completas, pero esto suele
ser imposible. El WCET conseguido so´lo es una aproximacio´n optimista, frente
al WCET obtenido mediante el ana´lisis esta´tico, que es una aproximacio´n to-
talmente segura pero pesimista.
Adema´s, para evitar la explosio´n combinatoria de los posibles caminos de
ejecucio´n, tambie´n es necesario definir algu´n tipo de heur´ıstica que garantice
cierta precisio´n en el WCET logrado. As´ı pues, suele ser habitual suponer que:
Cada camino en el co´digo fuente determina, al menos, un camino de eje-
cucio´n en el co´digo objeto.
El tiempo de ejecucio´n de un camino no depende de los datos de entrada
que determinan ese camino.
Para cada entrada es posible inicializar el estado de la ma´quina con el
peor caso.
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Las variaciones externas, como la actividad del bus o el refresco de la
DRAM, no influyen en el tiempo de ejecucio´n.
Por ejemplo, bajo las hipo´tesis anteriores, si un bucle de n iteraciones con-
tiene un condicional con p caminos alternativos, el nu´mero de posibles caminos
de ejecucio´n que es necesario analizar es pn. Pero si en las m primeras itera-
ciones un camino pathi tiene un coste de ejecucio´n menor que cualquier otro
camino pathj , se puede descartar del ana´lisis. Esto evita la explosio´n de cami-
nos y permite finalizar el ana´lisis, obteniendo un WCET ma´s o menos preciso.
Desafortunadamente, esta forma de evitar la explosio´n combinatoria de caminos
no es correcta en presencia de componentes con latencia variable dependientes
de la historia de ejecucio´n, como por ejemplo las memorias cache.
Examen del programa de principio a fin
Las te´cnicas que determinan el WCET, midiendo el tiempo de ejecucio´n del
programa de principio a fin, aprovechan los me´todos utilizados en la industria
para verificar el funcionamiento del software en sistemas cr´ıticos. Estas te´cnicas,
que intentan descubrir los errores del software, tambie´n se pueden utilizar para
obtener el tiempo de ejecucio´n del camino ma´s largo de un programa.
Mediante estas te´cnicas para determinar el WCET, se generan los datos
de entrada necesarios para ejecutar todos los posibles caminos de ejecucio´n
del programa [199, 200, 205]. El ana´lisis del WCET comienza seleccionando
unos datos de entrada para el programa. A partir de estos datos de entrada, se
ejecuta el programa y se mide el tiempo de ejecucio´n de este camino particular.
El proceso se repite hasta que todos los posibles caminos de ejecucio´n se hayan
analizado. Pero en los procesadores actuales la dificultad de generar todos los
datos de entrada es cada vez mayor, debido a la explosio´n combinatoria de
los posibles caminos de ejecucio´n, que generan los componentes hardware que
dependen de la historia de ejecucio´n, como por ejemplo las memorias cache.
Utilizacio´n de algoritmos gene´ticos
Especialmente los algoritmos gene´ticos, dentro de la investigacio´n evoluti-
va [59], han sido muy utilizados para determinar el tiempo de ejecucio´n del ca-
mino ma´s largo en programas de tiempo real [10, 60, 61, 62, 63, 64, 135, 140,
144, 150, 177, 178, 186, 187, 188, 189, 190, 191].
Si entendemos el ca´lculo del WCET de un programa como un problema de
optimizacio´n, los algoritmos gene´ticos se pueden utilizar para automatizar el
proceso de ana´lisis. La idea ba´sica es aplicar algoritmos gene´ticos para determi-
nar los datos de entrada del camino ma´s largo. Se trata por lo tanto de ejecutar
el programa para una determinada entrada, que en estos casos se denomina po-
blacio´n, y desarrollar durante el ana´lisis una serie de mutaciones y una seleccio´n
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de las nuevas entradas a ejecutar. Si no se produce una violacio´n en las restric-
ciones temporales del programa, el proceso se realiza un nu´mero predeterminado
de veces, o hasta que el tiempo de ejecucio´n observado no empeore. Al final del
ana´lisis, se toma como el WCET del programa el mayor tiempo de ejecucio´n
obtenido.
En general, el principal objetivo del ana´lisis basado en algoritmos gene´ticos
es buscar los datos de entrada que generan una violacio´n en las restricciones tem-
porales del programa. Si para una determinada entrada se encuentra un error
temporal, el ana´lisis finaliza inmediatamente. Pero si no es as´ı, se hace consi-
derablemente dif´ıcil decidir cua´ndo debe finalizar el ana´lisis para garantizar la
correccio´n temporal del programa. As´ı pues, uno de los principales problemas
de utilizar algoritmos gene´ticos para calcular dina´micamente el WCET del pro-
grama es determinar cua´ndo debe finalizar el ana´lisis, como ponen de manifiesto
algunos trabajos de investigacio´n [64, 140, 144, 186, 187, 188, 190, 191].
Puesto que, debido a la explosio´n de combinaciones de los datos de entrada
del programa, no es viable analizar dina´micamente todos los posibles caminos
de ejecucio´n, el ana´lisis dina´mico nunca puede garantizar que el tiempo ma´xi-
mo obtenido durante la ejecucio´n del programa sea el WCET. Aun as´ı, algunos
investigadores proponen utilizar algoritmos evolutivos para evitar dicha explo-
sio´n de combinaciones y hacer posible el ca´lculo del WCET de forma dina´mi-
ca [60, 61, 62, 63]. En estos trabajos tambie´n se presentan ciertas caracter´ısticas
que dificultan el ana´lisis dina´mico del WCET, como por ejemplo: que el progra-
ma tenga un gran nu´mero de bucles anidados, que haya una baja probabilidad
de que se tome un determinado camino debido a la seleccio´n de los datos de
entrada, que el tiempo de ejecucio´n dependa de los datos de entrada o que el
nu´mero de iteraciones de los bucles dependa de dichos datos.
Ma´s recientemente se ha propuesto una te´cnica de bu´squeda evolutiva pa-
ra determinar el WCET de un programa, teniendo en cuenta los componentes
hardware habituales en los procesadores actuales [15, 90]. En esta aproxima-
cio´n se presentan las propiedades, tanto del software, como del hardware del
procesador, que tienen un impacto ma´s significativo en el ca´lculo del WCET.
Teniendo en cuenta estas caracter´ısticas se determina el WCET del programa,
definiendo una funcio´n objetivo donde tendra´n mayor o menor importancia, por
ejemplo, el tiempo de ejecucio´n de las instrucciones, los fallos de cache, etc. Aun-
que el ana´lisis se hace cada vez ma´s complejo al an˜adir nuevas caracter´ısticas,
las te´cnicas de ana´lisis dina´mico evitan las anomal´ıas de distribucio´n (timing
anomalies) [43, 115, 155, 193] y permiten considerar algunos componentes hard-
ware, que dependen de la historia de ejecucio´n, sin aumentar la complejidad de
dicho ana´lisis.
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Cobertura local de caminos
En la literatura tambie´n podemos encontrar te´cnicas para calcular el WCET
de un programa, que combinan el ana´lisis de flujo de control para determinar
las estructuras del programa, con el ana´lisis basado en medida que nos permite
obtener el tiempo de ejecucio´n de los segmentos del programa en el hardware
real [97, 98, 192, 194, 195, 196].
A continuacio´n se enumeran los pasos que suelen seguir los me´todos de ana´li-
sis de cobertura local de caminos para analizar y calcular el WCET de una tarea:
1. Se realiza un ana´lisis de flujo de control para determinar la estructura del
programa. Este ana´lisis se lleva a cabo en alto nivel, porque es ma´s sencillo
que analizar el co´digo objeto.
2. El CFG del programa se divide en segmentos que abarcan todos los posi-
bles caminos de ejecucio´n.
3. Se generan los datos de prueba para medir el tiempo de ejecucio´n de los
segmentos.
4. El WCET se calcula mediante IPET teniendo en cuenta el tiempo de
ejecucio´n de cada uno de los segmentos y la informacio´n de la estructura
del programa obtenida mediante el ana´lisis de flujo de control.
En definitiva, las estimaciones del WCET basado en medida no son seguras,
aunque para una entrada concreta son precisas y pueden estar ma´s cerca del
WCET que las obtenidas mediante el ana´lisis esta´tico, que son ma´s pesimistas
pero totalmente seguras. De hecho, so´lo hemos encontrado un trabajo de inves-
tigacio´n donde se describe un me´todo basado en medida que puede generar, en
determinadas circunstancias, resultados seguros [42]. En esta nueva propuesta
se mide el tiempo de ejecucio´n de un camino completo, pero si la medicio´n no
finaliza en un determinado tiempo, el camino se va dividiendo en trozos o seg-
mentos cada vez ma´s pequen˜os hasta que se puede medir el tiempo de ejecucio´n
de estos trozos, pero el tiempo de ana´lisis podr´ıa exceder de lo razonable.
Ana´lisis basado en probabilidades
El ana´lisis del WCET basado en probabilidades se puede utilizar en sistemas
en los que, aunque sea necesario conocer el WCET del programa, no sea estric-
tamente obligatorio garantizar el cumplimiento de sus restricciones temporales.
Este tipo de ana´lisis se presenta para determinar el WCET de un programa,
garantizando con una alta probabilidad sus plazos de ejecucio´n [18, 20, 21, 22].
Este ana´lisis tambie´n puede tener un intere´s especial en la industria cuando sea
muy costoso determinar el WCET de una tarea, o cuando la probabilidad de
que se ejecute el camino ma´s largo sea pequen˜a. Aunque el WCET obtenido me-
diante el ana´lisis basado en probabilidades no sea seguro, este ana´lisis permite
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reducir la complejidad del problema y tambie´n la sobreestimacio´n del WCET
que se produce en los me´todos de ca´lculo seguros.
A continuacio´n se describen los pasos ma´s habituales que sigue el ana´lisis
basado en probabilidades para conseguir el WCET:
1. Se construye el a´rbol de sintaxis abstracta que representa el programa.
2. Se determinan la distribucio´n de probabilidad de los bloques ba´sicos y sus
dependencias.
3. Se define el a´lgebra de probabilidades que permite manipular las diferentes
distribuciones.
4. Se indica co´mo se combinara´n las distribuciones de probabilidad de los
bloques ba´sicos con los nodos del a´rbol de sintaxis abstracta, para calcular
el WCET del programa.
5. Finalmente se presentan los resultados probabil´ısticos asociados al WCET
obtenido.
2.4. Ana´lisis del procesador
Analizar el comportamiento del procesador, en el peor caso, es esencial para
obtener un WCET preciso, ya que permite tener en cuenta caracter´ısticas del
hardware subyacente tales como la ejecucio´n segmentada de las instrucciones,
los predictores de saltos, las memorias cache, etc. Estos mecanismos hardware
se utilizan para incrementar la velocidad de ejecucio´n de un programa y son
habituales en los procesadores actuales. Pero modelar el comportamiento del
procesador, en el peor caso, es un problema complejo, validar el modelo re-
sulta complicado, podr´ıa contener errores y adema´s consume gran cantidad de
tiempo. As´ı pues, analizar el funcionamiento del procesador se ha convertido en
una de las principales a´reas de investigacio´n en el ana´lisis y ca´lculo del WCET.
Durante este ana´lisis se intenta determinar el WCET de los bloques ba´sicos o
segmentos del programa, modelando de la forma ma´s exacta posible y segura el
comportamiento del hardware del procesador en el peor caso. Conviene indicar
que si el tiempo de ejecucio´n de todos los bloques ba´sicos es constante, el ca´lcu-
lo del WCET del programa se obtiene de forma directa considerando el camino
ma´s largo, por lo que u´nicamente se requiere determinar el tiempo de ejecucio´n
de cada uno de los posibles caminos del programa y seleccionar el ma´ximo.
Los primeros trabajos que estudian el comportamiento del procesador en el
peor caso, suponen que el procesador no dispone de memorias cache o que e´stas
se han deshabilitado [34, 142, 145, 149, 151, 185]. Aunque en la actualidad estas
suposiciones todav´ıa se puedan considerar correctas, porque muchos sistemas de
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tiempo real utilizan procesadores muy simples sin caches, los nuevos disen˜os, por
ejemplo en telecomunicaciones, intentan utilizar la u´ltima tecnolog´ıa hardware
para incrementar las prestaciones. Por lo tanto, el tiempo de ejecucio´n de los
bloques ba´sicos debe ser ma´s sensible al hardware en el que se ejecuta el pro-
grama. Si no se aprovechan adecuadamente los recursos hardware disponibles,
las estimaciones del WCET pueden ser muy pesimistas.
Una vez realizado el ana´lisis del procesador es necesario integrar dicho ana´li-
sis en las te´cnicas de ca´lculo del WCET presentadas en la Seccio´n 2.1, pero esta
integracio´n no esta´ exenta de dificultades. En la literatura se han propuesto
te´cnicas que analizan y determinan el ca´lculo del WCET como un solo paso.
As´ı por ejemplo, mediante ejecucio´n simbo´lica se puede analizar el comporta-
miento del procesador, en particular la ejecucio´n segmentada de instrucciones, y
el comportamiento de las memorias cache [114, 116]. Estos trabajos, para evitar
la complejidad exponencial del ana´lisis, reducen el nu´mero de caminos mediante
te´cnicas de fusio´n (path merging), pero la fusio´n de caminos lleva asociada una
importante pe´rdida de informacio´n y el WCET suele ser ampliamente sobresti-
mado.
A continuacio´n se describen algunas te´cnicas que modelan esta´ticamente los
principales componentes del procesador en el peor caso, y tambie´n se indican
algunos detalles para incorporar estos modelos al ca´lculo del WCET.
Ana´lisis de la segmentacio´n de instrucciones
La segmentacio´n consiste en dividir la ejecucio´n de cada instruccio´n en una
serie de etapas con un tiempo de duracio´n fijo. Por ejemplo una implemen-
tacio´n t´ıpica del conjunto de instrucciones RISC se divide en cinco etapas o
ciclos: capturar la instruccio´n (fetch), decodificar la instruccio´n (decode), ejecu-
cio´n (execution), acceso a memoria (memory access), y escritura del resultado
(write-back) [83].
En el caso ideal, durante la ejecucio´n de un bloque ba´sico, se puede conse-
guir ejecutar hasta una instruccio´n por ciclo. Pero durante la ejecucio´n, pueden
surgir algunos problemas que impidan aprovechar este solapamiento, por ejem-
plo los riesgos estructurales que aparecen cuando los recursos hardware no son
suficientes para mantener todas las instrucciones en ejecucio´n; los riesgos de
datos que surgen cuando una instruccio´n depende del resultado de la ejecucio´n
de una instruccio´n previa con la que ha solapado; y finalmente los riesgos de
control que aparecen con las instrucciones de salto que modifican el contador de
programa [83].
As´ı pues, en un procesador segmentado tambie´n se debe tener en cuenta el
tiempo de ejecucio´n de las instrucciones solapadas, para que la estimacio´n del
WCET sea precisa. Por lo tanto, es necesario analizar, por un lado, dentro de un
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bloque ba´sico, los retardos producidos por los riesgos de datos y estructurales;
y por otro, entre dos bloques ba´sicos consecutivos, los riesgos de control. En
la literatura se han presentado diferentes trabajos que estudian el efecto de la
segmentacio´n en el ca´lculo del WCET [17, 47, 82, 79, 108, 141, 160, 169, 204].
La forma ma´s habitual de analizar la influencia de la segmentacio´n en el WCET
es determinar el tiempo de ejecucio´n de las instrucciones mediante tablas de
tiempos o mediante simulacio´n de la ejecucio´n. El tiempo de ejecucio´n de ca-
da instruccio´n se utiliza posteriormente para determinar el WCET mediante
las te´cnicas de ca´lculo ya comentadas en la Seccio´n 2.1, por ejemplo mediante
IPET [47, 169].
Mucho ma´s ambiciosas son las propuestas para analizar el WCET en pro-
cesadores fuera de orden [103, 104]. La dificultad de estas propuestas reside
principalmente en determinar el tiempo ma´ximo de ejecucio´n de cada uno de
los bloques ba´sicos durante la asignacio´n dina´mica de recursos en un procesador
fuera de orden, evitando las anomal´ıas de distribucio´n. Esta propuesta modela,
mediante restricciones, un problema ILP que determina el tiempo de ejecucio´n
de peor caso, de cada uno de los bloques ba´sicos del programa.
Finalmente conviene indicar que algunas propuestas, adema´s de estudiar la
ejecucio´n segmentada de instrucciones, tambie´n modelan el comportamiento de
una cache de instrucciones [82, 79] o de un predictor de saltos [17].
Ana´lisis del predictor de saltos
El predictor de saltos tiene como objetivo principal reducir el retardo que
se puede producir despue´s de una instruccio´n de salto. Para cada instruccio´n
de control este mecanismo de prediccio´n determina, esta´tica o dina´micamente,
si se producira´ una interrupcio´n en la secuencia de ejecucio´n de las instruccio-
nes del programa (salto tomado) o no (salto no tomado), mientras se calcula
la direccio´n de la siguiente instruccio´n a ejecutar. Aunque los predictores de
saltos mejoran la media del tiempo de ejecucio´n del programa, en los sistemas
de tiempo real, debido a las anomal´ıas de distribucio´n, la prediccio´n del salto
debe ser totalmente segura, asumiendo un fallo cuando no lo es.
Las estrategias utilizadas en la prediccio´n de saltos se clasifican en esta´ticas,
cuando la prediccio´n del salto es siempre la misma, y en dina´micas, cuando la
prediccio´n del salto depende de la historia de ejecucio´n [165]. A continuacio´n se
resumen brevemente algunas de las estrategias ma´s sencillas utilizadas.
Estrategias esta´ticas:
Predicen todos los saltos como tomados.
Predicen los saltos tomados en funcio´n del co´digo de operacio´n.
Predicen los saltos hacia atra´s como tomados.
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Estrategias dina´micas:
Predicen el salto igual a como se realizo´ en la u´ltima ejecucio´n.
Predicen los saltos como tomados si aparecen en una tabla que se
actualiza durante la ejecucio´n.
Predicen los saltos de acuerdo a uno o ma´s bits que se actualizan
durante la ejecucio´n.
Los predictores dina´micos necesitan una pequen˜a memoria para guardar la
historia de la ejecucio´n a partir de la cual se realiza la prediccio´n [83]. Esta
memoria se denomina habitualmente branch-prediction buffer o branch-history
table. Adema´s, si para predecir el salto so´lo se tiene en cuenta la propia ins-
truccio´n de salto, los predictores dina´micos se denominan predictores locales,
y si tienen en cuenta el comportamiento de todos los saltos realizados hasta
ese instante se denominan predictores globales. Aunque los predictores de sal-
tos dina´micos presentan mejor rendimiento que los esta´ticos, la prediccio´n de
su funcionamiento en el peor caso es ma´s compleja, y algunos investigadores
desaconsejan su uso en sistemas de tiempo real [45].
En la literatura se han presentado te´cnicas para utilizar predictores de saltos
esta´ticos en sistemas de tiempo real [24, 26]. Sin embargo, las propuestas para
determinar el funcionamiento en el peor caso de algunos predictores de saltos
dina´micos son habituales. Por ejemplo, para guardar la historia de ejecucio´n
del programa se ha propuesto utilizar una tabla de destinos de saltos (BTB/
Branch Target Buffer). En algunas casos, para predecir el comportamiento de
los saltos, se ha simulado esta´ticamente el comportamiento del BTB [39]. En
otros se ha creado un entorno que permite analizar el WCET en presencia de
algunos BTBs particulares [65, 66].
Especial relevancia adquiere la prediccio´n de los saltos en bucles y mucho
ma´s en bucles anidados. Este problema se ha tratado con ma´s detalle en dife-
rentes trabajos, donde se presentan me´todos de ana´lisis esta´tico para clasificar
las instrucciones de salto en el co´digo fuente, ampliando su ana´lisis, tanto a un
predictor local (bimodal banch predictor), como a un predictor global (global-
history branch predictor) [16, 17, 25, 157].
En otros trabajos de investigacio´n se modela el impacto sobre el WCET
de un predictor de saltos gene´rico. A partir del grafo de flujo de control se
determinan de forma automa´tica el conjunto de restricciones lineales que modela
el nu´mero de fallos del predictor de saltos. Con estas restricciones, y resolviendo
un problema basado en ILP, se calcula el WCET del programa analizado [102,
127, 128]. Se trata en definitiva de maximizar el tiempo de ejecucio´n de cada
uno de los bloques ba´sicos del programa, teniendo en cuenta los fallos en la
prediccio´n de los saltos. Si el bloque ba´sico no contiene ninguna instruccio´n de
salto, el tiempo de ejecucio´n no se vera´ afectado por la prediccio´n. Adema´s, este
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modelo tambie´n permite medir el impacto de los fallos de prediccio´n en la cache
de instrucciones [106].
2.5. El WCET con caches de instrucciones
Uno de los componentes hardware del procesador que ma´s influyen en el tiempo
de ejecucio´n de una tarea son las memorias cache. Las memorias cache se uti-
lizan para incrementar la velocidad media de acceso a la memoria principal, y
por lo tanto reducen significativamente el tiempo de ejecucio´n. Predecir el com-
portamiento de las memorias cache es esencial para poder calcular una cota del
WCET precisa, pero analizar su comportamiento es complejo ya que depende
de la historia de ejecucio´n del programa.
Las memorias cache son almacenes pequen˜os de ra´pido acceso que contienen
instrucciones y datos. Las memorias cache se dividen en conjuntos de l´ıneas
donde cada l´ınea so´lo puede almacenar un bloque de memoria. Cuando al re-
ferenciar a una instruccio´n o a un dato, el bloque que los contiene esta´ en la
cache, se produce un acierto de cache. En caso contrario, se produce un fallo de
cache. Como el taman˜o de la cache es mucho menor que la memoria principal,
una l´ınea de cache puede guardar varios bloques de memoria distintos, por lo
tanto es necesario definir una funcio´n de correspondencia para decidir en que
l´ınea de cache se guarda un bloque de la memoria.
Existen tres tipos de correspondencia: directa, totalmente asociativa y aso-
ciativa por conjuntos. La correspondencia directa asigna a cada bloque de memo-
ria una u´nica l´ınea de cache. Aunque esta correspondencia es simple, si durante
la ejecucio´n de un programa se referencia varias veces a instrucciones o datos de
bloques diferentes asignados a una misma l´ınea, se producira´n muchos fallos de
cache porque dichos bloques se estara´n reemplazando continuamente. La corres-
pondencia totalmente asociativa permite que cada bloque de memoria se pueda
cargar en cualquier l´ınea de cache. Pero en este caso, es necesario examinar to-
das las l´ınea de la cache para ver si la instruccio´n o el dato referenciado esta´ en
la cache. Finalmente, la correspondencia asociativa por conjuntos es una solu-
cio´n de compromiso, ya que la cache se divide en S conjuntos de l´ıneas. En este
caso un bloque de memoria puede cargarse en un solo conjunto, y dentro de e´ste
puede hacerlo en cualquiera de sus l´ıneas. El nu´mero de l´ıneas w que pertenecen
a un conjunto se denominan v´ıas. As´ı pues, la capacidad de una cache asociativa
por conjuntos viene determinada por el producto S · w. Lo mismo sucede para
una cache de correspondencia directa, que tiene una u´nica v´ıa (w = 1); y para
una cache totalmente asociativa, que tiene un u´nico conjunto (S = 1). En la
Figura 2.7 se muestra un ejemplo de cada uno de los tipos de correspondencia
descritos.
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Figura 2.7: Posibles tipos de correspondencia entre bloques de memoria y l´ıneas
de cache.
Cuando se carga un nuevo bloque de memoria en la cache hay que deter-
minar el conjunto en el que se guardara´ dicho bloque, y esto depende del tipo
de correspondencia de la cache. As´ı pues, si denotamos con j el nu´mero de blo-
que de memoria principal que se cargara´ en la cache, el conjunto i donde se
guardara´ dicho bloque se obtiene mediante la siguiente expresio´n:
i = j mod S
Pero tambie´n es posible que haya que reemplazar alguna de las l´ıneas del
conjunto por el nuevo bloque de memoria. Para una cache de correspondencia
directa no hay eleccio´n, ya que cada conjunto so´lo tiene una l´ınea de cache.
Pero para las caches totalmente asociativas o asociativas por conjuntos, es nece-
sario definir una pol´ıtica de reemplazo para poder seleccionar la l´ınea de cache
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a reemplazar. Existen diferentes algoritmos de reemplazo, no obstante, el ma´s
efectivo es el algoritmo LRU (Least-Recently Used) que sustituye, dentro de un
conjunto, a la l´ınea de cache con el bloque de memoria que ma´s tiempo lleva sin
ser referenciado. En el caso de que la l´ınea de cache contenga datos, tambie´n se
habra´ de tener en cuenta la posibilidad de que dichos datos hayan sido actua-
lizados durante la ejecucio´n, ya que en este caso se debe actualizar la memoria
principal. No obstante, existen dos pol´ıticas de escritura en la cache. Por un
lado, la escritura inmediata (write through), en la que se actualiza a la vez la
l´ınea de cache y el bloque de memoria que contiene el dato, por lo tanto la me-
moria principal siempre esta´ actualizada. Por otro, la escritura retardada (write
back), en la que so´lo se actualiza el dato en la cache, y so´lo en caso de que sea
reemplazada esa l´ınea se actualiza el bloque de memoria.
En definitiva, el funcionamiento de las caches no es fa´cilmente predecible
en tiempo de compilacio´n. El contenido de sus l´ıneas depende totalmente del
camino seguido por el programa durante la ejecucio´n. Determinar esta´ticamen-
te las l´ıneas de memoria presentes en la cache en todo instante de ejecucio´n
es dif´ıcil, puesto que equivale a calcular en cada referencia a memoria si va a
producirse un fallo obligatorio, un fallo de capacidad o un fallo de conflicto [83].
Un fallo de cache obligatorio se produce siempre que se accede por primera
vez a un bloque de memoria, ya que e´ste no puede estar en la cache. Un fallo de
capacidad se produce porque la cache no puede contener todos los bloques del
programa a los que se accede durante su ejecucio´n. As´ı pues, algunos de estos
bloques son descartados y posteriormente son otra vez solicitados durante la
ejecucio´n. Un fallo de conflicto se produce porque algunos bloques son reempla-
zados por otros, dentro de un mismo conjunto, y luego son otra vez requeridos
durante la ejecucio´n. Los fallos de conflicto se producen en caches asociativas
por conjuntos o en caches de correspondencia directa. As´ı pues, algunos aciertos
en caches totalmente asociativas, son fallos en caches asociativas por conjuntos
en funcio´n del grado de asociatividad. Los fallos por conflicto son debidos a las
interferencias, denominadas interferencias intr´ınsecas de cache, que se produ-
cen en la cache durante la ejecucio´n de una tarea. En un sistema multitarea
aparecen fallos por conflictos entre las diferentes tareas cuando se produce una
expulsio´n, en este caso estos fallos de cache tambie´n se denominan interferen-
cias extr´ınsecas de cache. En el momento en que la tarea, que ha sido expulsada
de la CPU, reanude su ejecucio´n, puede ser necesario volver a cargar algunas
instrucciones y datos que ten´ıa en la cache antes de la expulsio´n, esto provoca,
en la ejecucio´n de la tarea, un retardo adicional (cache-related preemption delay).
Las memorias cache en los procesadores de altas prestaciones se organizan
en varios niveles integrados en el chip. Hoy en d´ıa podemos encontrar hasta
tres niveles integrados, el primero pequen˜o y con una latencia de uno o dos
ciclos y el resto progresivamente ma´s grandes y lentos. En la Tabla 2.2 se mues-
tran algunos ejemplos de procesadores cla´sicos con sus configuraciones de cache.
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Procesadores de propo´sito general
Procesador Arquitectura Cache en chip
L1 i L1 d L2 u L3 u
Intel Itanium 2 Madison Itanium 16KB 16KB 256KB 6MB
AMD Opteron IA-32 64KB 64KB 1MBIntel P4 Xeon 96KB 8KB 512KB 6MB
Procesadores para sistemas empotrados
Procesador Arquitectura Cache en chip
L1 i L1 d L2 u L3 u
IBM PPC 750GX PowerPC 32KB 32KB 1MB
PMC-Sierra RM9000*2GL MIPS64 16KB 16KB 256KB
ARM 1020E ARM 32KB 32KB
F. PowerPC MPC 7448 PowerPC 32KB 32KB
Tabla 2.2: Configuraciones de cache integrada en chip en procesadores cla´si-
cos. L1, L2 y L3 indican el nivel de cache. Se utiliza i para instrucciones, d para
datos, u para instrucciones y datos.
Los disen˜adores de sistemas de tiempo real, en una primera aproximacio´n,
han decido no utilizar memorias cache, debido a su comportamiento no prede-
cible. No obstante, cuando en el disen˜o del sistema se propone un procesador
con caches, se determina el WCET de las tareas asumiendo que cada acceso a
memoria sera´ un fallo de cache. Pero el WCET de cada tarea es ampliamente
sobrestimado y el ana´lisis de planificabilidad puede fallar cuando en realidad el
sistema es capaz de cumplir todos sus requisitos temporales.
El ana´lisis del WCET de una tarea en presencia de memorias cache pre-
senta dos tipos de retos bien distintos. Por un lado, es necesario determinar
las interferencias propias de la tarea o interferencias intr´ınsecas, que aparecen
cuando durante la ejecucio´n de una tarea, en la cache se reemplazan algunos de
sus propios bloques de memoria debido a los fallos de capacidad o de conflicto.
Por otro lado, en un sistema multitarea con expulsiones hay que determinar
las interferencias que se producen entre las distintas tareas, tambie´n denomi-
nadas interferencias extr´ınsecas. Estas interferencias aparecen cuando, durante
la ejecucio´n de una tarea, en la cache se reemplazan bloques de memoria que
pertenecen a otras tareas del sistema [14].
En la literatura se han estudiado ampliamente ambas cuestiones. Para de-
terminar las interferencias intr´ınsecas se ha modelado el comportamiento de la
cache en el peor caso, cuando las tareas se ejecutan de forma aislada, y para
determinar las interferencias extr´ınsecas se ha calculado el retardo adicional en
el tiempo de ejecucio´n de la tarea, que se puede producir si es necesario car-
gar algunas instrucciones y datos que fueron expulsados durante la ejecucio´n de
otras tareas.
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No obstante, la obtencio´n de una cota ajustada y segura del WCET de una
tarea en presencia de memorias cache, depende de la exactitud de la prediccio´n
de su funcionamiento. Es decir, se debe predecir si el acceso a una instruccio´n
o dato sera´ un acierto o un fallo, asumiendo fallo en caso de duda.
Interferencias extr´ınsecas y planificabilidad
En este apartado se comentan algunas de las propuestas ma´s interesantes
para determinar, en un sistema multitarea, el impacto producido por las inter-
ferencias extr´ınsecas de la cache sobre el WCET de una tarea.
Una primera aproximacio´n, suponiendo conocido el WCET de una tarea que
se ejecuta de forma aislada Ci, an˜ade dos nuevos te´rminos constantes en el ana´li-
sis de planificabilidad del sistema [14]. El primer te´rmino esta´ asociado al coste
de los cambios de contexto δ que se producen en los sistemas multitarea [129].
El segundo te´rmino esta´ asociado al retardo adicional γ que se producira´ como
consecuencia de las interferencias extr´ınsecas de la cache. Por lo tanto, el nuevo
WCET de la tarea C
′
i queda determinado por la siguiente ecuacio´n:
C
′
i = Ci + 2δ + γ (2.1)
As´ı pues, la expresio´n que calcula la utilizacio´n del procesador U , y en de-
finitiva proporciona una condicio´n suficiente para determinar la planificabilidad
de un sistema con prioridades esta´ticas planificado mediante RM (Rate Monoto-
nic) [111], tambie´n se debe modificar como se muestra en la siguiente ecuacio´n:
U =
N∑
i=i
C
′
i
Di
≤ N ·
(
2
1
N − 1
)
(2.2)
La Ecuacio´n 2.2 es una condicio´n suficiente pero no necesaria, por lo que
este ana´lisis de planificabilidad introduce cierto pesimismo, ya que un sistema
puede ser planificable sin verificar dicha expresio´n. As´ı pues, tambie´n se ha
propuesto analizar el tiempo de respuesta Ri de cada tarea Task i del sistema
utilizando RTA (Response Time Analysis) [27, 78, 87, 111]. Es decir, las tareas
de un sistema verifican sus restricciones temporales si Ri ≤ Di,∀i, siendo Di su
plazo de finalizacio´n. Para ello, es necesario modificar el WCET de las tareas
que pueden expulsar a la tarea analizada Task i an˜adiendo la penalizacio´n por
la recarga de la cache, como se indica en la siguiente ecuacio´n recursiva que
permite calcular el tiempo de respuesta de cada tarea del sistema teniendo en
cuenta dicha penalizacio´n.
Rn+1i = Ci +
∑
j∈hp(i)
⌈
Rni
D j
⌉
· (Cj + γj) (2.3)
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La principal dificultad de las propuestas, que estudian el tiempo de res-
puesta, reside en determinar de una forma ma´s precisa la penalizacio´n por la
recarga de la cache, aunque el ana´lisis de planificabilidad es equivalente al pro-
puesto inicialmente [27, 78, 87, 111]. A continuacio´n se enumeran algunas de las
propuestas para obtener la penalizacio´n por la recarga de la cache en un cambio
de contexto:
Considerar el tiempo de recarga de la cache completa.
Calcular el tiempo de recarga de los bloques reemplazados por la tarea
preferente.
Determinar el tiempo de recarga de los bloques activos de la tarea expul-
sada.
Determinar el tiempo de recarga para el ma´ximo nu´mero de bloques acti-
vos que puede tener la tarea expulsada en cada instante.
Considerar el tiempo de recarga de los bloques de cache compartidos entre
la tarea expulsada y la preferente.
La penalizacio´n por recarga ma´s sencilla de obtener es calcular el tiempo
de recarga de la cache completa, ya que en cualquiera de los otros casos enu-
merados es necesario tener un conocimiento ma´s detallado del contenido de la
cache en cada instante de la ejecucio´n del sistema. Esta penalizacio´n es la mayor
que se debe considerar, y puede hacer que el ana´lisis de planificabilidad falle.
As´ı pues, en los primeros trabajos de investigacio´n ya se opto´ por utilizar como
penalizacio´n el tiempo de recarga de los bloques reemplazados por la tarea pre-
ferente [29, 32, 30].
Sin embargo, en trabajos posteriores se han mejorado y calculado cotas
ma´s precisas del tiempo de recarga de la cache en los cambios de contex-
to [100, 101, 139, 170, 171]. Por ejemplo, en un sistema de prioridades fijas
se ha propuesto analizar los estados de la cache cuando una tarea es expulsada,
y los estados de la cache asociados a las tareas que se ejecutara´n durante su
expulsio´n [100, 101]. De esta forma, se determina una cota ma´s ajustada del
tiempo de recarga de la cache, ya que por un lado se obtiene el tiempo de ex-
pulsio´n en cada punto del programa, teniendo en cuenta el estado o contenido
de la cache, y por otro se consigue el nu´mero de expulsiones y los puntos de
expulsio´n en el peor caso.
Tambie´n son de intere´s, las propuestas que analizan los posibles caminos de
ejecucio´n para determinar los estados de cache asociados a la tarea expulsada
y a la tarea preferente [139, 170, 171]. Este ana´lisis de los estados de cache
asociados a los caminos permite obtener de una forma ma´s exacta el tiempo de
penalizacio´n por recarga de la cache. En concreto, proponen calcular la penali-
zacio´n, como el tiempo de recarga de las l´ıneas de cache compartidas entre la
tarea expulsada y la preferente. Aunque esta propuesta supone que las posibles
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expulsiones so´lo tienen lugar al final de cada bloque ba´sico, esta simplificacio´n
queda perfectamente justificada [170, 171].
No obstante, a pesar de estas consideraciones, sigue siendo dif´ıcil conseguir
un tiempo de penalizacio´n ajustado por recarga de la cache en sistemas mul-
titarea con expulsiones. As´ı pues, para evitar el problema de las interferencias
extr´ınsecas de cache, tambie´n se han propuesto me´todos para repartir o dividir
la cache (cache partitioning) entre las diferentes tareas del sistema [91, 92, 202].
Se trata de asignar a cada tarea una porcio´n o trozo de la cache para su uso ex-
clusivo. Obviamente, al dividir la cache se eliminan las interferencias extr´ınsecas,
pero pueden aumentar las interferencias intr´ınsecas, ya que el taman˜o de cache
disponible para cada tarea se reduce considerablemente, por lo tanto podr´ıa
aumentar el nu´mero de fallos de cache y tambie´n el WCET de las tareas. Pero
determinar el taman˜o de cache ma´s adecuado que se asignara´ a cada tarea del
sistema es un problema NP-completo y suele ser habitual dividir la cache en
trozos iguales. Por lo tanto, todas las tareas, independientemente de su priori-
dad, estructura y taman˜o, disponen de un trozo de cache de igual capacidad.
Finalmente tambie´n tienen intere´s las te´cnicas h´ıbridas que combinan, por
un lado la divisio´n de la cache entre algunas tareas, y por otro el ca´lculo del
tiempo de recarga de la cache para las tareas que comparten un mismo trozo,
como se propone en [31].
Ana´lisis esta´tico de la cache
Modelar de forma esta´tica el comportamiento en el peor caso de una cache de
instrucciones es dif´ıcil, ya que es necesario predecir como sera´n todos los accesos
a memoria durante la ejecucio´n del programa. A continuacio´n, para un sistema
de tiempo real, se describen algunas te´cnicas de ana´lisis esta´tico que modelan
el comportamiento de una cache de instrucciones con algoritmo de reemplazo
LRU. El ana´lisis esta´tico del comportamiento en el peor caso de la cache siem-
pre es seguro, pero este ana´lisis, que es pesimista por definicio´n, puede an˜adir
una importante sobrestimacio´n si no se tiene en cuenta la historia de ejecucio´n
del programa. Una vez clasificados todos los accesos a memoria, el tiempo de
ejecucio´n en el peor caso de cada bloque ba´sico del programa que se obtiene
es seguro, aunque su precisio´n depende de la exactitud en la prediccio´n de los
accesos a memoria realizados en el peor caso.
En la literatura se han propuesto dos te´cnicas diferentes para analizar el
comportamiento en el peor caso de la cache de instrucciones. La primera de
las te´cnicas utiliza la simulacio´n esta´tica de la cache (SCS/ Static Cache Si-
mulation) para clasificar en el peor caso los accesos a la cache de instruccio-
nes [9, 79, 82, 108, 131, 132, 133, 134, 137, 136]. La segunda te´cnica utiliza
la interpretacio´n abstracta para analizar formalmente el comportamiento en el
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peor caso de la cache de instrucciones [53, 54, 55, 56, 174, 175, 176].
Como ya se habra´ observado en otros apartados de esta Tesis, tanto la simu-
lacio´n esta´tica, como la interpretacio´n abstracta se han utilizado ampliamente
en el ana´lisis y ca´lculo del WCET de un programa, puesto que los resultados
obtenidos mediante estas te´cnicas de ana´lisis esta´tico son seguros. La inter-
pretacio´n abstracta es una teor´ıa general, basada en sema´nticas, que permite
definir diferentes ana´lisis esta´ticos de los programas que por construccio´n son
correctos [40]. El objetivo de la interpretacio´n abstracta es extraer informacio´n
segura y correcta de forma automa´tica, sobre el comportamiento dina´mico de
los programas, sin necesidad de ejecutarlos. Aunque mediante la interpretacio´n
abstracta siempre se obtiene una aproximacio´n, es posible garantizar que los re-
sultados del ana´lisis describen de forma segura el comportamiento del programa
en algunas ejecuciones y que dicho ana´lisis finaliza en un tiempo determinado.
Prediccio´n de aciertos y fallos con la simulacio´n esta´tica de la cache
La te´cnica SCS permite identificar esta´ticamente los bloques de memoria
que contiene la cache en cada instante de la ejecucio´n. El contenido de la cache
se obtiene mediante simulacio´n a partir de los bloques ba´sicos del programa
y del grafo de flujo de control. Pero para evitar la explosio´n combinatoria de
caminos, el contenido de la cache se considera abstracto, ya que agrupa, hasta
un determinado punto del programa, todos los estados de la cache asociados
a cada uno de los posibles caminos de ejecucio´n. Adema´s, cualquier conflicto
entre las l´ıneas de memoria que pueda contener la cache se analiza de forma
pesimista, considerando siempre el peor caso de ejecucio´n. La clasificacio´n final
de cada acceso a memoria se determina en funcio´n del contenido de los estados
abstractos de la cache [9, 79, 82, 108, 131, 132, 133, 134, 137, 136].
Mediante un ejemplo sencillo, en la Figura 2.8 se muestran, en la parte
izquierda, los estados concretos de cache alcanzados mediante la simulacio´n
esta´tica de cache, y en la parte derecha, los estados abstractos obtenidos me-
diante SCS en un condicional (ver Figura 2.8 a)) y en un condicional dentro de
un bucle (ver Figura 2.8 b)). La cache estudiada tiene 4 conjuntos con 2 v´ıas.
La clasificacio´n propuesta por SCS para cada uno de los accesos a memoria
realizados durante la ejecucio´n de un programa es la siguiente:
Siempre acierto: una instruccio´n se clasifica como siempre acierto si se
puede asegurar que siempre esta´ en cache.
Siempre fallo: una instruccio´n que siempre se puede garantizar que no
esta´ en cache se clasifica como siempre fallo.
Primer acierto: son instrucciones de las que so´lo podemos garantizar que
esta´n en cache cuando se accede por primera vez a la instruccio´n. Por
44 2. ANA´LISIS Y CA´LCULO DEL WCET.
Figura 2.8: Estados concretos vs. estado abstracto conseguido mediante SCS.
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ejemplo, dentro de un bucle, una instruccio´n cuyo bloque de memoria
sera´ expulsado durante la ejecucio´n.
Primer fallo: son instrucciones de las que no se puede garantizar que este´n
en la cache en su primer acceso, pero s´ı se puede asegurar que estara´n en
los siguientes accesos. Por ejemplo, las instrucciones de un bucle cuyos
bloques de memoria no son expulsados durante la ejecucio´n del bucle.
Sin clasificar : son las instrucciones que no se han podido clasificar como
ninguna de las anteriores. Por lo tanto son instrucciones que se deben
clasificar como siempre fallo para que el ana´lisis del WCET sea seguro.
La clasificacio´n de accesos a memoria que se obtiene mediante el me´todo SCS
es totalmente segura, aunque en general el ana´lisis siempre es pesimista al con-
siderar como fallos todos los accesos que no se han podido clasificar. Como las
direcciones de memoria de las instrucciones de un programa se pueden cono-
cer esta´ticamente, esta te´cnica permite clasificar los accesos a instrucciones de
forma precisa en co´digos sin condicionales dentro de bucles, ya que simulando
todos los accesos a memoria realizados por el programa se puede garantizar si
un bloque de memoria esta´ en la cache. Pero en co´digos con estructuras con-
dicionales dentro de bucles esto ya no es tan sencillo, debido a la pe´rdida de
informacio´n que se produce al crear los estados abstractos de cache, como se
muestra en la Figura 2.8 b). Por ejemplo, SCS clasifica el acceso a la primera
instruccio´n del bloque de memoria 9 como primer fallo, por lo tanto la predic-
cio´n es correcta. Sin embargo, el acceso a la primera instruccio´n del bloque 8
se clasifica como siempre fallo. En este caso, la prediccio´n no es precisa, ya que
cuando el programa sigue la rama condicional de la izquierda es siempre fallo,
pero cuando el programa sigue la rama de la derecha es siempre acierto.
En definitiva, esta te´cnica permite predecir el comportamiento de la cache
y determinar el tiempo de ejecucio´n de cada bloque ba´sico, en algunos casos
de forma segura y precisa, incluso sin tener en cuenta la historia reciente de
ejecucio´n. En la mayor´ıa de los trabajos que utilizan SCS, una vez obtenido el
tiempo de ejecucio´n de cada bloque ba´sico, se calcula el WCET del programa
mediante el a´rbol de sintaxis abstracta.
Finalmente conviene indicar que la deficiencia ma´s significativa de esta te´cni-
ca es que los accesos a memoria, que no se pueden clasificar, dependen, tanto
de la estructura de programa, por ejemplo el nu´mero de posibles caminos de
ejecucio´n dentro de un bucle, como de la propia organizacio´n de la cache, prin-
cipalmente del taman˜o y de la asociatividad. As´ı, por ejemplo si durante la
ejecucio´n del programa se producen pocos conflictos de cache, o si los diferentes
caminos de ejecucio´n que puede seguir el programa tienen entre s´ı pocas l´ıneas
de cache compartidas, el nu´mero de accesos a memoria que no se pueda cla-
sificar sera´ pequen˜o, y por lo tanto el WCET obtenido sera´ ma´s preciso. Pero
si por el contrario hay muchos conflictos de cache entre los diferentes caminos
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de ejecucio´n del programa, o una instruccio´n de un bucle se clasifica de forma
pesimista, el WCET obtenido puede ser ampliamente sobrestimado.
Prediccio´n de aciertos y fallos mediante interpretacio´n abstracta de
la cache
Analizando la estructura del programa mediante interpretacio´n abstracta
tambie´n se pueden clasificar, en el peor caso, los accesos a memoria en presencia
de una cache de instrucciones. As´ı pues, una vez clasificados todos los accesos a
instrucciones, se obtiene el tiempo de ejecucio´n, en el peor caso, de los bloques
ba´sicos. A partir de estos tiempos de ejecucio´n y con la informacio´n de flujo de
control, se puede obtener un WCET seguro del programa.
Las te´cnicas basadas en interpretacio´n abstracta permiten clasificar los ac-
cesos a memoria, realizando un ana´lisis formal que garantiza si un determinado
bloque debe o puede estar en la cache, en un punto concreto de la ejecucio´n del
programa. Si el ana´lisis, en un punto de la ejecucio´n, determina que un bloque
de memoria debe estar en la cache, todos los accesos a las instrucciones de di-
cho bloque se consideran aciertos. Los bloques de memoria que pueden estar en
la cache se utilizan para garantizar la ausencia en la cache de otros bloques.
As´ı pues, todos los accesos a los bloques que no pueden estar en la cache se
consideran fallos. No obstante, pueden quedar bloques sin clasificar, es decir,
algunos accesos a memoria nunca pueden ser clasificados ni como aciertos ni
como fallos. Por lo tanto, para que el WCET obtenido sea seguro, todos los ac-
cesos que no se han clasificado se consideran fallos [53, 54, 55, 56, 174, 175, 176].
En la Figuras 2.9 a) y b) se muestra respectivamente como se construyen
los estados abstractos de cache que permiten determinar los bloque de memoria
que deben o pueden estar en la cache, mediante interpretacio´n abstracta.
En principio, la clasificacio´n de los accesos a la cache de instrucciones ob-
tenida con interpretacio´n abstracta no es tan exacta como la obtenida median-
te SCS. Sin embargo esta clasificacio´n se puede mejorar, por un lado, an˜adiendo
informacio´n relacionada con la estructura del programa, como por ejemplo ana-
lizando la primera iteracio´n de los bucles de forma separada, ya que se consigue
predecir de una forma ma´s exacta el comportamiento de la cache; por otro, rea-
lizando un ana´lisis persistente (ver Figura 2.9 c)) que permite predecir de una
forma ma´s exacta aquellas instrucciones que en su primer acceso no estaban en
la cache, pero que s´ı estara´n en los siguientes accesos. Conviene indicar que el
ana´lisis persistente permite predecir los accesos clasificados como primer fallo,
mediante SCS. As´ı pues, cuanto ma´s precisa sea la prediccio´n de los accesos a
memoria, ma´s ajustado sera´ el WCET calculado.
Las propuestas que utilizan interpretacio´n abstracta determinan el WCET
del programa mediante ILP. La funcio´n objetivo del problema ILP permite
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Figura 2.9: Interpretacio´n abstracta: configuracio´n de estados abstractos de ca-
che.
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tener en cuenta bloques ba´sicos con tiempos de ejecucio´n diferentes. As´ı, por
ejemplo, el primer acceso a una instruccio´n de un bucle se puede considerar
fallo y el resto de accesos a dicha instruccio´n se pueden considerar aciertos. En
este caso, el bloque ba´sico que contiene esta instruccio´n tendra´ varios tiempos de
ejecucio´n asociados. No obstante, si cada instruccio´n de un bloque ba´sico siempre
se clasifica como acierto o como fallo, el bloque ba´sico so´lo tiene asociado un
tiempo de ejecucio´n. Adema´s, formular un problema ILP para obtener el WCET
permite an˜adir nuevas restricciones, tanto estructurales, como funcionales, que
permiten determinar el WCET de una forma ma´s precisa que el obtenido a
partir del a´rbol de sintaxis abstracta.
Fijar el contenido de la cache
Analizar el comportamiento en el peor caso, de una cache de instrucciones,
puede presentar complejidad exponencial, en concreto en bucles que conten-
gan varios caminos condicionales. Para evitar en gran medida esta complejidad,
tanto la simulacio´n esta´tica, como la interpretacio´n abstracta, realizan algu-
nas simplificaciones durante el ana´lisis, como por ejemplo unir varios estados
concretos de cache en un u´nico estado abstracto [9, 79, 82, 108, 131, 132, 133,
134, 137, 136]. Pero cualquier te´cnica que reduce o simplifica la complejidad del
problema lleva asociada una importante pe´rdida de informacio´n que se traduce
en una sobrestimacio´n en el nu´mero de fallos. Si esto es as´ı, esta pe´rdida de
informacio´n hace que el WCET obtenido sea sobrestimado.
Una te´cnica que permite predecir de forma exacta el comportamiento de la
cache de instrucciones es fijar o bloquear su contenido. Fijar el contenido de la
cache no presenta gran dificultad, ya que por ejemplo bastar´ıa con deshabilitar
el algoritmo de reemplazo. Muchas familias de procesadores cla´sicos permiten
fijar el contenido de la cache, como por ejemplo: de la familia Intel, el Intel
960; de la familia MIPS el MIPS32; de la familia ARM el 940 y 946E-S; de
la familia Motorola, el ColdFire, PowerPC, MPC7451 y MPC7400; y de la fa-
milia Integrated Device Technology el 79R4650 y 79RC64574; etc. [147, 118, 182].
Aunque fijar el contenido de la cache puede producir una degradacio´n de
su rendimiento, si el contenido de la cache esta´ bloqueado todos los accesos a
memoria ya son predecibles, y por lo tanto el ca´lculo del WCET del programa
es seguro y ma´s sencillo. Pero seleccionar los contenidos a fijar en la cache, para
conseguir un WCET preciso, es complejo, ya que es necesario analizar de forma
esta´tica todos los accesos a memoria y tener en cuenta el impacto de la seleccio´n
propuesta en el WCET. As´ı pues, la clave para poder utilizar hardware no pre-
decible, como las memorias cache, en un sistema de tiempo real, esta´ en adquirir
un compromiso entre la prediccio´n y las prestaciones de su funcionamiento.
En la literatura se han propuesto y evaluado dos te´cnicas diferentes para
bloquear el contenido de la cache de instrucciones durante la ejecucio´n de una
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tarea en un sistema de tiempo real. La primera te´cnica propone bloquear la
cache durante toda la ejecucio´n del sistema. En la literatura, esta te´cnica se
conoce como static loking cache. La segunda te´cnica propone fijar el contenido
de la cache durante algunos periodos de la ejecucio´n del sistema, por lo tanto
su contenido puede ser actualizado bajo algunas circunstancias especiales. En
la literatura, a esta te´cnica se la denomina dynamic locking cache.
Fijar el contenido durante toda la ejecucio´n
Fijar el contenido de la cache durante toda la ejecucio´n del sistema permite
utilizar caches en sistemas de tiempo real multitarea. No obstante, para poder
fijar su contenido, es necesario realizar un ana´lisis esta´tico y determinar los
contenidos a cargar en la cache durante el arranque del sistema, para despue´s
bloquear su contenido. La prediccio´n del funcionamiento de la cache es total-
mente segura y exacta, ya que su contenido no cambia durante toda la vida
del sistema. Sin embargo su rendimiento se reduce considerablemente, ya que
todas las tareas comparten la cache simulta´neamente y su contenido no puede
ser actualizado.
En la literatura se han propuesto diferentes te´cnicas para seleccionar los con-
tenidos a fijar en la cache. En algunos trabajos se ha propuesto la utilizacio´n de
algoritmos gene´ticos [117, 118, 120, 121, 122, 124]. El objetivo de los algoritmos
gene´ticos es seleccionar las l´ıneas de memoria que se deben cargar en la cache
para que el tiempo de ejecucio´n de cada tarea del sistema sea el menor posible.
Pero el coste computacional de estos algoritmos gene´ticos suele ser muy alto y,
aunque los resultados obtenidos pueden ser interesantes, la seleccio´n propuesta
no tiene por que´ ser la mejor.
En sistemas multitarea con expulsiones, tambie´n se han propuesto algorit-
mos de baja complejidad cuyo objetivo se centra en reducir la utilizacio´n del
procesador para cada una de las tareas del sistema. Adema´s, esto permite que
el tiempo de respuesta de cada tarea sea mucho ma´s preciso [8, 146, 147]. El
principal objetivo de estos algoritmos de baja complejidad es conseguir que un
sistema sin cache de instrucciones que no es planificable, lo sea utilizando una
cache que pueda fijar su contenido durante toda la vida del sistema.
En concreto, se han propuesto dos tipos de algoritmos: por un lado, se han
seleccionado las l´ıneas de memoria con el mayor nu´mero de accesos, para minimi-
zar la utilizacio´n del procesador Lock-MU (Algorithm for Minimize Utilization);
y por otro se ha intentado minimizar las interferencias entre las diferentes ta-
reas del sistema Lock-MI (Algorithm for Minimize Interferentes). Aunque los
resultados mostrados son muy parecidos, el algoritmo Lock-MU siempre obtiene
mejores resultados que el algoritmo Lock-MI [147]. Sin embargo el conjunto de
l´ıneas a fijar en la cache, propuesto por estos algoritmos, no es la solucio´n o´ptima
al problema, aunque consigan que el sistema sea planificable. As´ı pues, con una
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seleccio´n adecuada de las l´ıneas a fijar en la cache, se obtiene un WCET seguro
y ma´s preciso para cada una de las tareas, haciendo que el sistema tambie´n
sea planificable.
Finalmente los algoritmos gene´ticos se han comparado con los algoritmos de
baja complejidad [123]. Los algoritmos gene´ticos analizan cada tarea del sistema
de forma individual, mientras que los algoritmos de baja complejidad tienen en
cuenta el sistema completo. Aunque los resultados de ambas propuestas pue-
dan parecer equivalentes, el coste computacional de los algoritmos gene´ticos es
mucho mayor que el coste computacional de Lock-MU y Lock-MI.
Fijar el contenido durante algunos periodos de la ejecucio´n
Como ya se ha comentado anteriormente, fijar la cache durante toda la eje-
cucio´n del sistema lleva asociada una importante pe´rdida en su rendimiento.
Por un lado, al fijar su contenido se restringe su funcionamiento habitual, por
otro se comparte la cache entre todas las tareas del sistema a la vez. As´ı pues,
tambie´n es interesante fijar el contenido de la cache durante algunos periodos de
la ejecucio´n del sistema, por ejemplo cuando se ejecutan las tareas. Mientras, en
los cambios de contexto, el contenido de la cache se actualizara´ para que cada
tarea pueda aprovechar toda la capacidad de la cache y su comportamiento sea
ma´s dina´mico, como se propone en varios trabajos [117, 119, 120, 122, 173].
Pero en ninguno de estos trabajos se ha presentado una solucio´n o´ptima para
seleccionar los contenidos a fijar en la cache durante la ejecucio´n particular de
cada tarea del sistema.
Bloquear el contenido de la cache durante algunos periodos de la ejecucio´n
puede mejorar de forma significativa el rendimiento del sistema. Pero en gene-
ral, el ana´lisis esta´tico que selecciona las l´ıneas de memoria, que se cargara´n
y bloqueara´n en la cache en cada cambio de contexto, debe ser ma´s detallado
para cada tarea del sistema, y por lo tanto sera´ ma´s complejo. Por ejemplo, si
en cada cambio de contexto se permite actualizar el contenido de la cache, la
tarea que reanude su ejecucio´n podra´ aprovechar toda la cache. Sin embargo,
cuando se realice el ana´lisis de planificabilidad es necesario tener en cuenta el
coste de cargar las l´ıneas de memoria de cada tarea en la cache, antes de volver
a bloquear su contenido.
Contenidos a fijar en la cache
En la Figura 2.10 se presenta un ejemplo con los posibles contenidos a fijar
en una cache con 4 conjuntos de correspondencia directa. En la parte superior
de la figura se muestran las l´ıneas de memoria asociadas a las dos tareas Task1
y Task2 que forman un sistema de tiempo real. La tarea Task1 contiene un
condicional con dos posibles caminos de ejecucio´n dentro de un bucle. En el
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Figura 2.10: Posibles contenidos a fijar en la cache: durante toda la ejecucio´n
del sistema vs. durante la ejecucio´n de cada tarea.
ejemplo, el nu´mero de iteraciones del bucle es 150. La tarea Task2 contiene un
bucle de 100 iteraciones con un u´nico camino de ejecucio´n. En la Figura 2.10 se
han marcado las l´ıneas de memoria ma´s adecuadas para bloquear en la cache,
pero debido a su capacidad, no es posible fijar todas estas l´ıneas a la vez.
Supongamos que el contenido de la cache se fijara´ durante toda la ejecucio´n
del sistema. Una posible seleccio´n de l´ıneas de memoria a fijar en la cache podr´ıa
ser la formada por las l´ıneas line2 y line9 de la tarea Task1 y las l´ıneas line3
y line4 de la tarea Task2, como se muestra en la parte inferior izquierda de
la Figura 2.10. Se han seleccionado las l´ıneas de memoria a las que ma´s veces
se accede durante la ejecucio´n. No se han elegido ma´s l´ıneas de la tarea Task1
porque no se conoce con exactitud el nu´mero de accesos a dichas l´ıneas, ya que
depende del camino seguido durante la ejecucio´n. Aunque ya se puede predecir
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de forma exacta el comportamiento de la cache, la tarea Task2 no puede apro-
vechar toda la cache. Adema´s, es posible que esta seleccio´n no sea la o´ptima,
por ejemplo cuando la rama izquierda o la rama derecha del condicional de la
tarea Task1 se ejecute ma´s de 100 veces.
Supongamos ahora que la cache quedara´ fijada durante la ejecucio´n de cada
tarea y que en los cambios de contexto podemos actualizar su contenido. En
este caso, para calcular un WCET preciso, es necesario tener en cuenta el coste
de actualizar el contenido de la cache cuando una tarea comience o reanude su
ejecucio´n. Una posible seleccio´n de l´ıneas de memoria a fijar en la cache durante
la ejecucio´n de la tarea Task1 y de la tarea Task2 se muestra en la parte inferior
derecha de la Figura 2.10. De nuevo se han seleccionado las l´ıneas de memoria,
de cada tarea, a las que ma´s veces se accedera´ durante la ejecucio´n. En este
caso, la seleccio´n de l´ıneas de memoria de la tarea Task2 es la o´ptima. Pero no
ocurre lo mismo con la seleccio´n de l´ıneas de la tarea Task1, ya que no se conoce
el nu´mero de veces que se ejecuta cada uno de los caminos del condicional. En
este caso se ha optado por elegir una l´ınea de memoria de cada camino.
En definitiva, bloquear la cache, durante algunos periodos de la ejecucio´n
del sistema, permite su utilizacio´n de una forma ma´s dina´mica en sistemas de
tiempo real, ya que su prediccio´n sigue siendo segura aunque resulte ma´s dif´ıcil
seleccionar las l´ıneas de cada tarea a fijar en la cache, durante su ejecucio´n. Sin
embargo, es necesario tener en cuenta el coste de actualizar el contenido de la
cache para obtener de forma precisa el WCET de cada tarea.
2.6. Conclusiones
El ana´lisis y ca´lculo del WCET es complejo y dif´ıcil. As´ı pues, los trabajos de
investigacio´n que tratan este problema se centran en algunos aspectos concretos
del ana´lisis. En la literatura se han propuesto te´cnicas de ana´lisis de flujo de
control, ana´lisis del comportamiento del procesador y te´cnicas para medir el
tiempo de ejecucio´n de un programa. El WCET obtenido mediante las te´cnicas
basadas en medida no es seguro. Las te´cnicas de ana´lisis esta´tico son seguras,
pero en algunas ocasiones sobrestiman el ca´lculo del WCET. Para obtener un
WCET preciso y seguro, es necesario analizar esta´ticamente, tanto la estructura
del programa mediante el ana´lisis de flujo de control, como el comportamiento
en el peor caso de los componentes hardware del procesador.
Uno de los componentes hardware ma´s utilizados en los procesadores actua-
les son las memorias cache. Las memorias cache reducen la media del tiempo
de acceso a la memoria principal. Pero predecir su comportamiento en el peor
caso es complejo, ya que depende de la historia de ejecucio´n. Para analizar el
comportamiento en el peor caso de las memorias cache es necesario tener en
cuenta, tanto las interferencias intr´ınsecas, como las interferencias extr´ınsecas
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de la cache.
Para resolver el problema de las interferencias intr´ınsecas de cache, en la
literatura se han propuesto te´cnicas como la simulacio´n esta´tica de la cache,
o me´todos basados en la interpretacio´n abstracta. Estas te´cnicas de ana´lisis
son seguras y permiten determinar la contribucio´n al WCET de los accesos a
memoria, pero en muchas ocasiones esta contribucio´n es sobrestimada. En el
Cap´ıtulo 3, cuando el nu´mero de caminos condicionales dentro de un bucle no
es grande, presentamos una te´cnica para determinar la contribucio´n exacta al
WCET de los accesos a memoria. En este cap´ıtulo tambie´n comparamos nues-
tros resultados con los resultados obtenidos mediante la simulacio´n esta´tica de
la cache (SCS/ Static Cache Simulation) [134].
Con el objeto de resolver el problema de las interferencias extr´ınsecas de
cache, en la literatura se han propuesto me´todos para medirlas. Tambie´n se ha
propuesto la utilizacio´n de caches que puedan fijar su contenido durante toda la
ejecucio´n del sistema o durante algunos periodos concretos de la misma. En el
Cap´ıtulo 4 presentamos un algoritmo Lock-MS (Lock for Maximize Schedulabi-
lity) para seleccionar la l´ıneas a fijar en la cache. Para una jerarqu´ıa de memoria
formada por un almace´n de l´ınea (LB/ Line Buffer) y una cache que puede fi-
jar su contenido (Lockable iCache), el algoritmo Lock-MS consigue maximizar
la planificabilidad del sistema. En el Cap´ıtulo 5 an˜adimos a la jerarqu´ıa de me-
moria una prebu´squeda secuencial que reduce considerablemente el WCET de
las tareas mejorando au´n ma´s la planificabilidad del sistema.
Adema´s, tanto en el Cap´ıtulo 4, como en el Cap´ıtulo 5 comparamos los resul-
tados conseguidos mediante el algoritmo Lock-MS, cuando se permite actualizar
el contenido de la cache en los cambios de contexto, con los resultados obtenidos
mediante el algoritmo Lock-MU (Algorithm for Minimize Utilization) cuando
se fija la cache durante toda la ejecucio´n del sistema [147].
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Cap´ıtulo 3
El WCET con caches
en caminos relevantes
Un sistema de tiempo real esta´ formado por un conjunto de tareas que cooperan
con el fin de conseguir un objetivo. Para garantizar que las tareas se ejecuten
siempre en un determinado plazo de tiempo, es necesario definir algoritmos o
pol´ıticas de planificacio´n que determinan si las restricciones temporales del sis-
tema se pueden satisfacer. Por lo tanto, antes de poner en funcionamiento un
sistema de tiempo real es necesario realizar un ana´lisis de planificabilidad que
tenga en cuenta: las tareas del sistema, sus plazos de finalizacio´n, sus periodos
de ejecucio´n y su tiempo de ejecucio´n en el peor caso. Es decir, cualquier ana´lisis
de planificabilidad depende del WCET de cada una de las tareas del sistema.
En este cap´ıtulo se describe una te´cnica de ana´lisis para determinar de forma
exacta el coste de los accesos a memoria en presencia de una cache de instruc-
ciones con algoritmo de reemplazo LRU (Least Recently Used). El algoritmo
de reemplazo LRU es totalmente determinista, por lo tanto esta´ perfectamente
indicado en un sistema de tiempo real, ya que evita cualquier incertidumbre res-
pecto al contenido de la cache durante la ejecucio´n de la tarea [154]. La base de
esta nueva propuesta reside en analizar todos los caminos de ejecucio´n que pue-
den alcanzar el WCET, descartando, sin pe´rdida de informacio´n, todos aquellos
caminos sobre los que durante el ana´lisis se pueda asegurar que en ningu´n caso
determinara´n el WCET. En los experimentos realizados se ha verificado que
mediante esta propuesta se reduce espectacularmente el nu´mero de caminos que
se deben analizar de principio a fin para determinar el WCET del programa.
As´ı pues, en presencia de una cache de instrucciones convencional, si el nu´mero
de caminos condicionales dentro de los bucles en un programa no es demasiado
grande, es posible computacionalmente analizar de forma exacta el coste de los
accesos a memoria en el peor caso.
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3.1. Caminos de ejecucio´n en bucles con condi-
cionales
Determinar la contribucio´n exacta al WCET de los accesos a memoria, en pre-
sencia de una cache de instrucciones, es muy costoso debido a la complejidad
exponencial del problema, ya que es necesario analizar todos y cada uno de los
posibles caminos de ejecucio´n del programa. Por ejemplo, en un bucle de 100 ite-
raciones que contenga un condicional con dos caminos se generan 2100 caminos
de ejecucio´n diferentes. Puesto que el contenido de la cache depende del camino
seguido durante la ejecucio´n, conocer el contenido de la cache en cada instante
hace que el problema sea demasiado complejo computacionalmente, tanto en
tiempo, como en espacio.
En la Figura 3.1 se muestra con un ejemplo sencillo la dificultad que conlleva
calcular el WCET exacto de un bucle con un condicional. Teniendo en cuenta
el comportamiento de una cache de instrucciones, en la Tabla 3.1 se indica el
tiempo de ejecucio´n asociado a los caminos A y B que forman el bucle de la
Figura 3.1 a).
Casos de Ejecucio´n Camino A Camino B
Primera ejecucio´n 30 40
Ejecuciones alternativas 20 28
Dos ejecuciones consecutivas 10 14
Tabla 3.1: Coste de ejecucio´n con una cache de instrucciones.
La primera fila de la Tabla 3.1 indica el coste de la primera ejecucio´n de cada
uno de los caminos cuando la cache esta´ vac´ıa. En la segunda fila se muestra el
coste de ejecucio´n de cada uno de los caminos cuando en la iteracio´n anterior
del bucle se ejecuto´ el otro camino, es decir, primero se ejecuta el camino A y
despue´s el B o primero se ejecuta el camino B y despue´s el A. En la tercera
fila se indica el coste de la ejecucio´n de cada uno de los caminos cuando en la
iteracio´n anterior del bucle se ejecuto´ ese mismo camino.
Una vez clasificados todos los accesos a memoria de las instrucciones, se de-
termina el tiempo de ejecucio´n de cada bloque ba´sico, y finalmente se calcula
el WCET del programa, por ejemplo a partir del a´rbol sinta´ctico que se puede
obtener durante el proceso de compilacio´n.
La Figura 3.1 b) muestra el ca´lculo del WCET en presencia de una cache de
instrucciones donde so´lo aprovechamos su localidad espacial, es decir, supone-
mos que no sabemos predecir la localidad temporal. Finalmente, en la Figura 3.1
c) se indica el ca´lculo exacto del WCET considerando todos los caminos posibles
de ejecucio´n, aunque so´lo se muestran las 4 primeras iteraciones del bucle.
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Figura 3.1: Ca´lculo del WCET en un bucle con un condicional.
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La diferencia en el WCET obtenido es considerable, por lo tanto no es una
buena estrategia simplificar excesivamente dicho ana´lisis y mucho menos des-
cartar la utilizacio´n de caches en sistemas de tiempo real.
En la siguiente seccio´n se demuestra que, para determinar la contribucio´n
exacta al WCET de los accesos a memoria, en presencia de una cache de instruc-
ciones convencional, el nu´mero de caminos que se deben analizar esta´ acotado,
y en general es mucho ma´s pequen˜o que el nu´mero de posibles caminos de eje-
cucio´n de la tarea. Esto permite realizar un ana´lisis exacto del comportamiento,
en el peor caso, de la cache de instrucciones, siempre y cuando el nu´mero de
caminos que deben ser analizados no sea excesivamente grande.
3.2. Nu´mero ma´ximo de caminos relevantes
Como aparece en la Figura 3.1 c), durante el ana´lisis del WCET se produce una
explosio´n combinatoria de los posibles caminos de ejecucio´n que puede seguir un
programa debido a las estructuras condicionales dentro de bucles. Por lo tanto,
es necesario acotar el nu´mero de caminos posibles de ejecucio´n de la tarea en
estas estructuras de programacio´n. Por ejemplo, en un bucle de n iteraciones
con un condicional, el nu´mero de caminos posibles de ejecucio´n es pn donde p
representa el nu´mero de caminos del condicional. No obstante, si se analizan
los diferentes estados de cache que se pueden alcanzar durante la ejecucio´n de
todos estos caminos, es decir, si se analiza el contenido de la cache, se observa
que muchos de estos estados son iguales. Por lo tanto, para determinar el cos-
te de los accesos a memoria de la tarea so´lo sera´ necesario considerar aquellos
estados de cache que sean diferentes. Adema´s, para calcular el WCET de un
bucle sera´ suficiente considerar los caminos con el mayor tiempo de ejecucio´n
acumulado para cada uno de los estados diferentes de cache alcanzados durante
el ana´lisis. As´ı pues, se trata de analizar u´nicamente los caminos relevantes,
que son aquellos caminos que acumulan el mayor tiempo de ejecucio´n para cada
estado diferente de cache alcanzado hasta un determinado punto del programa.
En esta seccio´n se demuestra que, en presencia de una cache de instrucciones
con algoritmo de reemplazo LRU, el nu´mero ma´ximo de caminos relevantes en
un bucle con un condicional esta´ acotado por la siguiente expresio´n, en la que n
es el nu´mero de iteraciones del bucle y p representa el nu´mero de caminos de la
estructura condicional.
min(p,n)∑
i=1
P ip =
min(p,n)∑
i=1
p!
(p− i)! (3.1)
En general, el nu´mero de iteraciones de un bucle suele ser mucho mayor que
el nu´mero de caminos de las estructuras condicionales y, aunque la Ecuacio´n 3.1
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sigue teniendo cara´cter exponencial, el nu´mero de caminos relevantes es mucho
menor que el nu´mero de posibles caminos de ejecucio´n. Por ejemplo, en un bucle
de n iteraciones, que tenga un condicional con 2 caminos, el nu´mero de caminos
posibles de ejecucio´n es 2n, pero el nu´mero ma´ximo de estados diferentes de
cache, es decir, el nu´mero ma´ximo de caminos relevantes es 4.
Para determinar el nu´mero ma´ximo de estados de cache de una tarea se
propone una cache de instrucciones con algoritmo de reemplazo LRU, donde
el contenido de la cache depende del orden en el que se realizan los accesos a
memoria. Adema´s, sin pe´rdida de generalidad, se considera una cache totalmen-
te asociativa, para evitar los fallos por conflicto, y de capacidad infinita para
evitar los fallos por capacidad. Esta organizacio´n de la cache genera el nu´mero
ma´ximo de estados de cache durante el ana´lisis de la tarea, ya que cualquier
limitacio´n, tanto en la capacidad, como en la asociatividad de la cache reduce
el nu´mero de estados diferentes de cache que se pueden alcanzar. Se trata en
definitiva de considerar la organizacio´n de cache que genera el mayor nu´mero
de caminos relevantes durante el ana´lisis del WCET de la tarea.
Para la demostracio´n formal de la Ecuacio´n 3.1, es decir, que el nu´mero ma´ximo
de caminos relevantes durante el ana´lisis del WCET de un programa esta´ aco-
tado, se consideran las definiciones, proposiciones y reglas que se detallan a
continuacio´n.
Definicio´n 1. (OSB/ Ordered Set of Blocks)
Se define el conjunto ordenado de bloques OSB como el conjunto de bloques de
memoria ordenados a los que se accedera´ durante la ejecucio´n de un segmento
o camino del programa.
Es decir, dado un segmento o camino A de un programa, y A@ la secuen-
cia ordenada de accesos a memoria que se generan durante la ejecucio´n de A,
el OSBA es el conjunto ordenado de bloques de memoria distintos a los que se
accede al considerar dicha secuencia ordenada de accesos a memoria. El orden
de un bloque de memoria dentro de un conjunto OSB depende u´nicamente del
instante en el que se accedio´ a dicho bloque por u´ltima vez, por lo tanto, dicho
orden es equivalente al orden establecido en una cache con pol´ıtica de reemplazo
LRU, como ya se ha indicado.
Por ejemplo, sea A@ una secuencia de accesos a memoria del camino A,
formada por las direcciones: ai1, ai2, ai3, aj1, aj2, aj3, aj4, ak1, ak2, ak3, ak4
que pertenecen a los bloques bi, bj y bk respectivamente con i, j, k distintos.
El conjunto OSBA asociado a dicha secuencia es el conjunto ordenado de blo-
ques {bi, bj , bk}. Si durante la ejecucio´n del camino A, suponemos ahora que se
accede a las direcciones: ai1, ai2, ai3, aj1, aj2, aj3, aj4, ak1, ak2, ak3, ak4, aj3,
aj4, que pertenecen a los bloques bi, bj , bk y bj respectivamente con i, j, k dis-
tintos. El conjunto OSBA asociado a dicha secuencia sera´ el conjunto ordenado
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de bloques {bi, bk, bj}.
Las siguientes propiedades se deducen trivialmente a partir de la definicio´n
de OSB como un conjunto ordenado de elementos, que en este caso son bloques
de memoria.
Propiedad 1. OSBA ∪ OSBA = OSBA
Propiedad 2. OSBA ∪ OSBB 6= OSBB ∪ OSBA
Propiedad 3. OSBA ∪ OSBB ∪ OSBA = OSBB ∪ OSBA
Para simplificar la notacio´n, y siempre que dos secuencias de accesos A@
y B@ sean distintas, se denota OSBA ∪ OSBB como OSBAB .
Definicio´n 2. (CS/ Cache State)
Sea A@ una secuencia de accesos a memoria asociada al camino de ejecucio´n
A de un programa, CS(A) representa el estado de cache que se alcanzara´ al
considerar la secuencia de accesos A@.
Definicio´n 3. Sea OSBA el conjunto ordenado de bloques de memoria aso-
ciado a la secuencia de accesos A@, CS(OSBA) representa el estado de cache
que se alcanzara´ al realizar el acceso ordenado a los bloques de memoria del
conjunto OSBA.
Proposicio´n 1. CS(A) = CS(OSBA)
Sea la secuencia de accesos a memoria A@ asociada a un camino de ejecucio´n
A de un programa, y el conjunto OSBA asociado a dicha secuencia de accesos,
entonces el CS(A) sera´ igual al CS(OSBA).
Demostracio´n. La igualdad se deduce de forma trivial de las Definiciones 1, 2, 3,
de la construccio´n de los conjuntos OSB y del algoritmo de reemplazo LRU
utilizado por la cache.
Tanto el CS(OSBA), como el CS(A), esta´n formados por los mismos bloques
de memoria y la vejez asociada a cada l´ınea de cache coincidira´ con el orden de
los bloques que forman el conjunto OSB.
Proposicio´n 2. CS(A, B) = CS(OSBAB)
El estado de cache que se alcanza al realizar primero la secuencia de accesos A@
y despue´s la secuencia de accesos B@, es igual al CS(OSBAB).
Demostracio´n. Sean A@ y B@ secuencias de acceso a memoria distintas asocia-
das a un camino de ejecucio´n de un programa. Se consideran los conjuntosOSBA
y OSBB , asociados a dichas secuencias. El conjunto OSB asociado a la realiza-
cio´n de, primero la secuencia A@ y despue´s la secuencia B@, vendra´ determinado
por OSBA ∪ OSBB .
Por lo tanto, CS(A, B) = CS(OSBA ∪ OSBB) = CS(OSBAB).
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Se establecen a continuacio´n algunas reglas generales para la obtencio´n de los
diferentes estados de cache cuando se combinan distintas secuencias de accesos
a memoria.
Regla 1. CS(A, A) = CS(A)
El estado de cache que se alcanza al realizar dos veces consecutivas una secuencia
de accesos A@, es igual al estado de cache que se consigue al realizar dicha
secuencia de accesos A@ una sola vez.
Demostracio´n. Es consecuencia de la Proposicio´n 1, de la propia definicio´n del
conjunto OSB y de sus propiedades demostradas anteriormente.
CS(A,A) = CS(OSBAA)
CS(OSBAA) = CS(OSBA)
CS(OSBA) = CS(A)
Regla 2. CS(A, · · ·n) · · · , A) = CS(A)
El estado de cache, que se alcanza al realizar n veces una secuencia de acce-
sos A@, es igual al estado de cache que se consigue al realizar dicha secuencia
de accesos una sola vez.
Demostracio´n. Por induccio´n aplicando la Regla 1.
Regla 3. CS(A, B) 6= CS(B, A)
En general, el estado de cache que se alcanza al realizar primero la secuencia
de accesos A@ y despue´s la secuencia B@, es distinto al estado de cache que
se consigue al realizar primero la secuencia de accesos B@ y despue´s la secuen-
cia A@.
Demostracio´n. Se deduce de la Proposicio´n 2 y de las propiedades de los con-
juntos OSB.
Regla 4. CS(A, · · · n) · · · , A, B, · · · m) · · · , B) = CS(A, B)
El estado de cache que se alcanza al realizar n veces la secuencia de accesos A@,
seguida de realizar m veces la secuencia de accesos B@, es igual al estado de ca-
che que se consigue al realizar la secuencia de accesos A@ y despue´s la secuencia
de accesos B@.
Demostracio´n. Aplicando la Proposicio´n 2 tenemos que
CS(A, · · ·n) · · · , A,B, · · ·m) · · · , B) = CS(OSBA···n)···AB···m)···B)
Aplicando induccio´n y la Propiedad 1 obtendremos que
CS(OSBA···n)···AB···m)···B) = CS(OSBAB)
Finalmente, por la Proposicio´n 2 podemos concluir que
CS(OSBAB) = CS(A, B)
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Regla 5. CS(A, · · · i) · · · , A,B, · · · j) · · · , B,A, · · · k) · · · , A) = CS(B, A)
El estado de cache que se alcanza al realizar i veces la secuencia de accesos A@,
seguida de j veces la secuencia de accesos B@ y seguida de k veces la secuencia
de accesos A@, es igual al estado de cache que se consigue al realizar la secuencia
de accesos B@ y despue´s la secuencia de accesos A@.
Demostracio´n. Aplicando la Proposicio´n 2 obtendremos que
CS(A, · · · i) · · · , A,B, · · · j) · · · , B,A, · · · k) · · · , A) =
CS(OSBA···i)···AB···j)···BA···k)···A)
Aplicando induccio´n y la Propiedad 1 de los conjuntos OSB tenemos que
CS(OSBA···i)···AB···j)···BA···k)···A) = CS(OSBABA)
Aplicando la Propiedad 3 de los conjuntos OSB obtendremos que
CS(OSBABA) = CS(OSBBA)
Por u´ltimo, aplicando la Proposicio´n 2 concluimos que
CS(OSBBA) = CS(B,A)
Proposicio´n 3. Dada una estructura condicional, con p caminos de ejecucio´n
alternativos, dentro de un bucle L de n iteraciones, el nu´mero ma´ximo de estados
distintos de cache que se pueden alcanzar al final del bucle esta´ acotado por la
siguiente expresio´n matema´tica:
min(p,n)∑
i=1
P ip =
min(p,n)∑
i=1
p!
(p− i)!
Demostracio´n. Sin pe´rdida de generalidad, se supone que p < n y se consideran
las p primeras iteraciones del bucle L. Sea i = 1, ..., p un camino dentro del
bucle L, y sea i@ la secuencia de accesos generada por dicho camino.
Para la primera iteracio´n so´lo es posible realizar la secuencia de accesos i@ con
i = 1, ..., p, una sola vez.
Por lo tanto, el nu´mero de estados de cache CS(i@) que podemos alcanzar
es P 1p .
En la segunda iteracio´n se puede realizar cualquier combinacio´n de secuencias
de accesos i@ seguida de j@ con i, j = 1, ..., p cualesquiera.
Para cada pareja de ı´ndices i, j iguales (i = j), el nu´mero de estados de
cache CS(i@) que podemos alcanzar si aplicamos la Regla 2 es P 1p .
Para cada pareja de ı´ndices i, j distintos (i 6= j), el nu´mero de estados de ca-
che CS(i@, j@) y CS(j@, i@) que podemos alcanzar si aplicamos la Regla 3 es P 2p .
Por lo tanto, en la segunda iteracio´n podemos alcanzar
∑2
i=1 P
i
2 estados de
cache diferentes.
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En la tercera iteracio´n se puede realizar cualquier combinacio´n de secuencias de
accesos i@ seguida de j@ y seguida de k@ con i, j, k = 1, ..., p cualesquiera.
Para cada terna de ı´ndices i, j, k iguales (i = j = k), el nu´mero de estados
de cache CS(i@) que podemos alcanzar si aplicamos la Regla 2 es P 1p .
Para cada terna de ı´ndices i, j, k con i 6= j y k = i o k = j tenemos que:
Si k = i, el nu´mero de estados de cache que podemos alcanzar teniendo en
cuenta la Regla 5 es igual al logrado por las secuencias de accesos j@ seguido
de la secuencia de accesos i@, es decir CS(j@, i@).
Si k = j, el nu´mero de estados de cache que podemos alcanzar teniendo en
cuenta la Regla 5 es igual al logrado por las secuencias de accesos i@ seguido de
la secuencia de accesos j@, es decir CS(i@, j@).
Por lo tanto, para cada terna de ı´ndices i, j, k con i 6= j y k = i o k = j
podemos alcanzar P 2p estados de cache diferentes.
Y para la terna de ı´ndices i, j, k con i 6= j 6= k, el nu´mero de estados diferen-
tes de cache CS(i@, j@, k@) que podemos alcanzar si aplicamos la Regla 3 es P 3p .
Por lo tanto en la tercera iteracio´n podemos lograr
∑3
i=1 P
i
3 estados de cache
diferentes.
Finalmente, si aplicamos este razonamiento de forma inductiva sobre el nu´mero p
de iteraciones del bucle, tenemos que el nu´mero de estados diferentes de cache
que podemos alcanzar es
∑p
i=1 P
i
p.
No obstante, si n < p, el nu´mero de estados diferentes de cache que podemos
conseguir sera´
∑n
i=1 P
i
p.
Por lo tanto, el nu´mero de estados diferentes de cache que podemos alcanzar
es:
min(p,n)∑
i=1
P ip =
min(p,n)∑
i=1
p!
(p− i)!
En la Figura 3.2, a escala logar´ıtmica, se muestra una comparativa entre el
nu´mero de caminos posibles de ejecucio´n y el nu´mero de estados diferentes de
cache en funcio´n del nu´mero de iteraciones de un bucle y del nu´mero de caminos
alternativos dentro del mismo. Como se puede observar, el nu´mero de estados de
cache siempre es menor, en todas y cada una de las iteraciones, que el nu´mero
de caminos posibles de ejecucio´n. No obstante, el nu´mero de estados de cache
diferentes inicialmente crece de forma exponencial, pero permanece constante
cuando alcanza el ma´ximo teo´rico propuesto.
As´ı pues, si se consideran todos los estados diferentes de cache, se puede de-
terminar el coste exacto de los accesos a memoria durante el ana´lisis del WCET
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Figura 3.2: Nu´mero de caminos posibles de ejecucio´n vs. Nu´mero de estados
diferentes de cache.
de una tarea, evitando en gran medida la explosio´n combinatoria de los posibles
caminos de ejecucio´n. Para ello, en determinadas instrucciones comunes a dos o
ma´s caminos, se deben seleccionar los caminos con mayor tiempo de ejecucio´n
acumulado para cada uno de los diferentes estados de cache alcanzados. El resto
de caminos se puede podar o descartar del ana´lisis sin pe´rdida de informacio´n.
A las instrucciones comunes a dos o ma´s caminos donde se pueden eliminar
del ana´lisis las ramas o caminos que no determinan el WCET del programa,
las denominamos instrucciones poda. A partir de estas instrucciones poda, ca-
da uno de los caminos se debe analizar por separado hasta alcanzar de nuevo
otra instruccio´n poda.
Corolario 1. Para determinar el coste exacto de los accesos a memoria, du-
rante el ana´lisis del WCET de una tarea, so´lo es necesario analizar los caminos
relevantes.
Corolario 2. Dada una estructura condicional, con p caminos de ejecucio´n
alternativos, dentro de un bucle L de n iteraciones, el nu´mero ma´ximo de estados
diferentes de cache que se pueden alcanzar al final del bucle esta´ acotado por la
siguiente expresio´n:
∞∑
i=1
P ip = e · p!
Es decir, el nu´mero de estados diferentes de cache que se pueden alcanzar en
un bucle que contiene p caminos de ejecucio´n diferentes no depende del nu´mero
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de iteraciones del bucle.
Adema´s, para determinar el WCET del programa no es necesario analizar
todas la iteraciones del bucle L, es suficiente con analizar las dloge(p!)e + p
primeras iteraciones del bucle.
Corolario 3. Dada una estructura condicional, con p caminos de ejecucio´n
diferentes, dentro de un bucle L de n iteraciones, el nu´mero ma´ximo de esta-
dos distintos de cache que se pueden alcanzar para una cache asociativa por
conjuntos esta´ acotado por:
min(p,n)∑
i=1
P ip
Es decir, el nu´mero de estados diferentes de cache que se pueden conseguir,
en un bucle que contiene p caminos de ejecucio´n diferentes, no depende del grado
de asociatividad de la cache.
Corolario 4. Dada una estructura condicional, con p caminos de ejecucio´n
alternativos, dentro de un bucle Ln de n iteraciones, donde a su vez el bucle Ln
esta´ incluido en otro bucle Lm de m iteraciones, el nu´mero ma´ximo de estados
diferentes de cache que se pueden alcanzar en este bucle anidado esta´ acotado
por la siguiente expresio´n:
min(p, n·m)∑
i=1
P ip
Es decir, los resultados de los corolarios anteriores se pueden aplicar direc-
tamente en bucles anidados.
Corolario 5. Dados N estados diferentes de cache, si durante el ana´lisis del
WCET alcanzamos un bucle de m iteraciones que contiene una estructura con-
dicional con p caminos de ejecucio´n alternativos, el nu´mero ma´ximo de estados
diferentes de cache que se pueden lograr al final del bucle esta´ acotado por la
siguiente expresio´n:
N ·
min(p,m)∑
i=1
P ip
3.3. Contribucio´n exacta de los accesos a memo-
ria al WCET
En esta seccio´n se describe el funcionamiento de un nueva te´cnica de ana´lisis y
ca´lculo del WCET que permite calcular la contribucio´n exacta de los accesos a
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memoria de una tarea en presencia de una cache de instrucciones con algoritmo
de reemplazo LRU. Esta te´cnica explora todos los caminos posibles de ejecucio´n
de una tarea podando o descartando, de forma segura y sin perder informacio´n,
los caminos de ejecucio´n que no puedan determinar en ningu´n caso el WCET.
Para describir esta te´cnica de ana´lisis se considera un procesador sencillo que
dispone de una cache de instrucciones. Es decir, el procesador no es segmenta-
do, no dispone de predictor de saltos ni de cache de datos. La te´cnica predice el
coste de fetch de cada una de las instrucciones de todos los caminos de ejecucio´n
que pueden alcanzar el WCET del programa. Esta propuesta tambie´n permite
estudiar co´mo afecta al WCET un fallo en la prediccio´n del coste de un acceso a
una instruccio´n en el camino ma´s largo. Adema´s, para evitar cualquier tipo de
pe´rdida de informacio´n durante el ana´lisis, se han integrado el ana´lisis de flujo
de control, el comportamiento del procesador y el propio ca´lculo del WCET de
todos los caminos relevantes. El WCET obtenido, en este procesador sencillo,
es exacto y se determina en un u´nico paso, es decir, de forma integral.
Esta te´cnica de ana´lisis basa su funcionamiento en seguir el flujo de control
del programa, decodificando en secuencia las instrucciones y siguiendo el camino
indicado por los saltos obligatorios. Sin embargo, el programador debe an˜adir
las indicaciones necesarias para tratar de la forma ma´s adecuada y correcta las
instrucciones de salto condicional. Por ejemplo, debe indicar el nu´mero de ite-
raciones cuando el condicional esta´ asociado a un bucle, y tambie´n especificar
el descarte del ana´lisis de una de las ramas del condicional, cuando representa
un camino imposible1. Si en una instruccio´n de salto condicional no hay ningu´n
tipo de anotacio´n, el ana´lisis se divide, ya que debemos analizar todos los cami-
nos posibles de ejecucio´n. A partir de ese instante, se estudian los dos posibles
caminos de ejecucio´n por separado de forma totalmente independiente. Pero,
como ya se ha mostrado anteriormente, si la instruccio´n condicional esta´ den-
tro de un bucle, en unas cuantas iteraciones, el ana´lisis sera´ inviable ya que el
nu´mero de caminos posibles de ejecucio´n crece exponencialmente.
Para evitar la complejidad exponencial del ana´lisis debemos aplicar la teor´ıa
desarrollada en la seccio´n anterior (Seccio´n 3.2). As´ı pues, para analizar el com-
portamiento de la cache de instrucciones tambie´n se debe guardar el estado de
cache asociado a cada uno de los posibles caminos de ejecucio´n. Adema´s, antes
de iniciar el ana´lisis, es necesario marcar las instrucciones poda para detener di-
cho ana´lisis y comparar los estados de cache de todos los caminos que alcanzan
estas instrucciones poda. Si en una instruccio´n poda dos o ma´s caminos tienen
el mismo estado de cache, se podan o descartan todos aquellos caminos que
acumulen el menor tiempo de ejecucio´n hasta ese instante. Estos caminos no
son relevantes, ya que en ningu´n caso pueden llegar a determinar el WCET. Pa-
ra cada estado diferente de cache, so´lo el camino con mayor tiempo de ejecucio´n
1Esta te´cnica permite descartar del ana´lisis los caminos imposibles an˜adiendo las anota-
ciones oportunas en las estructuras condicionales, pero no los puede reconocer.
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acumulado puede alcanzar el WCET del programa. Como la arquitectura del
procesador considerada es sencilla, sin perdida de informacio´n podemos aplicar
el Corolario 1. Es decir, para determinar el coste exacto de los accesos a memo-
ria so´lo es necesario analizar los caminos relevantes.
Como ejemplo, en la Figura 3.3 se muestra el co´digo en lenguaje C de un
programa y su co´digo ensamblador generado con GCC 2.95.2 -O2 para ARM
v7. En el co´digo ensamblador se han marcado los caminos de ejecucio´n. En este
caso, el programa puede seguir dos posible caminos durante la ejecucio´n. Tam-
bie´n se han marcado las instrucciones de saltos condicionales y obligatorios. En
particular, se ha marcado la instruccio´n condicional asociada al bucle indicando
el nu´mero de iteraciones. Finalmente, el conjunto de posibles instrucciones poda
ma´s eficientes se ha indicado mediante llaves. Por lo tanto, modificando adecua-
damente una herramienta de simulacio´n, como por ejemplo SimpleScalar [12],
para que siga las indicaciones marcadas por el programador, se puede conseguir
el WCET exacto del programa.
Aunque no se ha definido una pol´ıtica para determinar la eleccio´n ma´s ade-
cuada de las instrucciones poda, y cualquier instruccio´n comu´n a varios caminos
podr´ıa ser marcada como tal, parece obvio que el coste computacional de esta
te´cnica dina´mica de poda depende, tanto del nu´mero de instrucciones poda, co-
mo de su efectividad. Puesto que el nu´mero de caminos relevantes en los bucles
con condicionales esta´ acotado, como se demostro´ en la Proposicio´n 3, podar o
eliminar durante el ana´lisis los caminos no relevantes tiene especial importancia
en estas estructuras de programacio´n. As´ı pues, es necesario marcar como ins-
truccio´n poda alguna de las instrucciones al final del bucle, para que en cada
iteracio´n podamos eliminar el mayor nu´mero de caminos posibles de ejecucio´n
y so´lo se analicen los caminos relevantes. Por otro lado, cuantos ma´s estados
de cache sean comparados en las instrucciones poda, mayor nu´mero de cami-
nos no relevantes pueden ser descartados. Por lo tanto, tambie´n es interesante
marcar instrucciones poda al final de los bloques ba´sicos que contengan mu-
chas instrucciones, ya que todos los caminos que ejecuten estos bloques ba´sicos
alcanzara´n estados de cache muy parecidos y la poda puede llegar a ser verda-
deramente efectiva.
Si consideramos de nuevo el ejemplo representado en la Figura 3.1 a), se
puede observar gra´ficamente en la Figura 3.4 el funcionamiento de la te´cnica
de poda dina´mica presentada. En la Figura 3.4 a) se representa el tiempo de
ejecucio´n acumulado hasta ese instante para cada uno de los posibles caminos
de ejecucio´n y su estados de cache asociados. En la Figura 3.4 b) se pone de
manifiesto la efectividad de la poda a la hora de reducir el nu´mero de caminos
relevantes durante el ana´lisis. En ambas figuras se observa que el nu´mero ma´xi-
mo de caminos analizados en cualquier instante siempre se puede reducir a 4,
cifra que coincide con la cota establecida en la Proposicio´n 3.
Tambie´n puede ser interesante marcar otras instrucciones poda, aunque la
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  @ Generated by gcc 2.95.2 19991024 (release) for ARM/elf
   .file "programa.c" 
  gcc2_compiled.: 
   .global n 
  .data 
   .align 2 
   .type  n,object 
   .size  n,4 
  n: 
   .word 10 
   .global z 
   .align 2 
   .type  z,object 
   .size  z,4 
  z: 
   .word 0 
  .text 
   .align 2 
   .global main 
   .type  main,function 
   main: 
   @ args = 0, pretend = 0, frame = 0 
    @ frame_needed = 1, current_function_anonymous_args = 0 
@  000  mov ip, sp 
 @  004  stmfd sp!, {fp, ip, lr, pc} 
 @  008  sub fp, ip, #4 
 @  012  mov r1, #0 
 @  016  mov lr, r1 
 @  020  mov r2, r1 
 @  024  mov r0, r2 
 @  028  ldr ip, .L10 
  .L6: 
 @ 032  add r3, r2, #1 
 @ 036  cmp r3, #5 
 @ 040  mov r2, r3     
 @ 044  bgt .L7 < Condicional >  
 @ 048  add lr, lr, #1 
 @ 052  add r1, r1, #2 
 @ 056  ldr r3, [ip, #0] 
 @ 060  add r0, r0, #3 
 @ 064  add r3, r3, #4 
 @ 068  str r3, [ip, #0] 
 @ 072  b .L8 < Obligatorio > 
  .L7: 
 @ 076  mov r1, r1, asl #1 
 @ 080  mov r0, r0, asl #2 
  .L8: 
 @ 084  ldr r3, [ip, #0] 
@ 088  cmp r2, #9 
 @ 092  add r3, r3, lr   Posibles 
 @ 096  add r3, r3, r1   instrucciones poda  
 @ 100  add r3, r3, r0   
 @ 104  str r3, [ip, #0] 
 @ 108  ble .L6 [ Bucle : 9 ]  
 @ 112  ldmea fp, {fp, sp, pc} 
  .L11: 
   .align 2 
  .L10: 
   .word z 
  .Lfe1: 
   .size  main,.Lfe1-main 
   .ident "GCC: (GNU) 2.95.2 19991024 (release)" 
 
 
/* programa.c */ 
 
int n = 10; 
int z = 0; 
 
int main() 
{ 
  int i, j; 
  int v, x, y; 
 
 v = 0; 
  x = 0; 
  y = 0; 
 
 for (i = 0; i < 10; i++) 
 { 
   j = i + 1; 
  if (j <= 5) 
  { 
  v = v + 1; 
  x = x + 2; 
  y = y + 3; 
  z = z + 4; 
 } 
 else 
 { 
 x = x * 2; 
 y = y * 4; 
 } 
 z = z + v + x + y; 
 } 
} 
Path A 
Path B 
Figura 3.3: Marcado de las instrucciones ma´s relevantes para la poda dina´mica
de caminos.
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Figura 3.4: Ejemplo gra´fico del ca´lculo preciso del WCET mediante la poda
dina´mica de caminos durante el ana´lisis.
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efectividad de la poda dependera´ de la estructura del programa, de los condicio-
nales dentro de bucles y de la organizacio´n particular de la cache de instrucciones
considerada. La eficacia de la poda depende especialmente de la capacidad de la
cache, del taman˜o de sus l´ıneas y de su asociatividad. Pero durante el ana´lisis,
aunque en los estados de cache so´lo es necesario guardar las tags de los bloques
de memoria que contiene la cache, si la capacidad de la cache que se analiza
es grande, el tiempo dedicado a comparar los diferentes estados de cache en
las instrucciones poda puede ser considerable. Si se dedica demasiado tiempo
a comparar los estados de cache, el tiempo de ana´lisis puede aumentar signi-
ficativamente, de hecho puede suponer una de las principales deficiencias de
esta te´cnica. Por lo tanto, el nu´mero de instrucciones poda no deber´ıa ser arbi-
trario, ya que influye decisivamente en el tiempo de ana´lisis y ca´lculo del WCET.
Finalmente conviene indicar que todos aquellos caminos relevantes cuyo
tiempo de ejecucio´n acumulado, ma´s el coste de cargar completamente la cache,
sea inferior al tiempo acumulado por algu´n otro camino relevante, se pueden
descartar del ana´lisis, ya que en ningu´n caso determinan el WCET de la ta-
rea. Esta nueva posibilidad de poda puede mejorar la eficiencia de la te´cnica
cuando el nu´mero de iteraciones de los bucles sea muy grande. Por ejemplo, si
suponemos que cargar completamente la cache en el ana´lisis del WCET de la
Figura 3.4 b) cuesta 50 unidades de tiempo, en la iteracio´n nu´mero 3 se puede
podar el camino cuyo estado de cache es CS(A) y en la iteracio´n 4 se puede
podar el camino con estado de cache CS(B) quedando reducido el ana´lisis a
la Figura 3.5. Si adema´s aplicamos el Corolario 2, donde se indica el nu´mero
mı´nimo de iteraciones que es necesario analizar para determinar el WCET de
la tarea, se puede reducir el tiempo de ana´lisis considerablemente.
En definitiva, el WCET obtenido mediante esta te´cnica de poda dina´mica se
puede utilizar para determinar la planificabilidad de un sistema de tiempo real.
Sin embargo, en un sistema multitarea con expulsiones es necesario tener en
cuenta las interferencias extr´ınsecas entre las diferentes tareas del sistema, y el
coste de los cambios de contexto [14]. No obstante, el coste de las interferencias
extr´ınsecas de cache se puede conseguir de diferentes formas, como se ha pro-
puesto en trabajos de investigacio´n anteriores [29, 32, 30, 100, 101, 139, 170, 171].
Por lo tanto, para una tarea Task i, si se considera el WCET obtenido de forma
aislada Ci, el coste de un cambio de contexto δ y el coste de las interferencias
extr´ınsecas de cache γ, el nuevo WCET C
′
i de la tarea queda determinado por
la siguiente expresio´n:
C
′
i = Ci + 2δ + γ
En la siguiente seccio´n se verifica experimentalmente la viabilidad de la te´cni-
ca de poda presentada en este apartado y se muestran los resultados ma´s des-
tacados obtenidos en los experimentos realizados.
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Figura 3.5: Ca´lculo preciso del WCET cuando el coste de cargar la cache es 50.
3.4. Resultados experimentales
Las tareas de prueba utilizadas en los experimentos se describen en la Tabla 3.2,
donde tambie´n se muestra el taman˜o del co´digo y el nu´mero de instrucciones
del camino ma´s largo. Los co´digos fuente se han compilado con GCC 2.95.2
-O2 para ARM v7. Estas tareas ya han sido utilizadas en estudios anteriores de
referencia relacionados con el ana´lisis del WCET [56, 116, 134, 146, 175].
Programa Descripcio´n Taman˜o Instrucciones
array sum Suma elementos matriz 152 B 1 737
bs Bu´squeda binaria 112 B 56
bubble Algoritmo bubble-sort 160 B 95 178
crc Comp. redundancia c´ıclica 560 B 45 711
integral Ca´lculo integral por intervalos 420 B 141 102
qurt Ra´ıces ecuacio´n 2o grado 752 B 1 715
Tabla 3.2: Tareas con estructuras condicionales analizadas.
En este caso, se han seleccionado aquellas tareas que contienen sentencias
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condicionales dentro de bucles. Algunas tareas utilizadas en otras propuestas
como por ejemplo jfdctint, matmult, etc., se han descartado, puesto que so´lo
contienen un u´nico camino de ejecucio´n. Si una tarea no tiene condicionales,
so´lo puede seguir un camino durante la ejecucio´n y este camino determina el
WCET.
El objetivo de los experimentos realizados es determinar la contribucio´n
exacta de cada uno de los accesos a la memoria realizados en presencia de una
cache de instrucciones y observar su influencia en el WCET. En este modelo, la
etapa de fetch tiene un coste asociado de 1 ciclo cuando se produce un acierto,
es decir, cuando la instruccio´n esta´ en cache; pero tiene un coste asociado de 60
ciclos cuando se produce un fallo, es decir, cuando la instruccio´n no esta´ en
cache [166]. El coste de ejecucio´n de una instruccio´n siempre es de 1 ciclo, salvo
para las instrucciones de accesos a datos load y store que tienen un coste an˜adi-
do de 60 ciclos, ya que se accede a la memoria principal para leer o guardar el
dato.
En los experimentos realizados se ha variado el taman˜o de la l´ınea de memo-
ria, la capacidad y la asociatividad de la cache. Se han considerado caches de
instrucciones de capacidad 128, 256 y 512 bytes con taman˜os de l´ınea de 8, 16
y 32 bytes, es decir con capacidad para 2, 4 y 8 instrucciones por l´ınea respecti-
vamente. La pequen˜a capacidad de la cache esta´ en consonancia con el reducido
taman˜o del conjunto de tareas analizadas. Con respecto a la asociatividad, con-
siderando las potencias de 2 como nu´mero de v´ıas, se han analizado todas las
configuraciones de cache, desde correspondencia directa hasta totalmente aso-
ciativa.
Ana´lisis exacto del WCET con caches
En el Tabla 3.3 se resumen los principales resultados obtenidos en los expe-
rimentos realizados. Los resultados muestran la gran diferencia entre el nu´mero
de posibles caminos de ejecucio´n de cada tarea analizada, que aparece en la ter-
cera columna, y el nu´mero ma´ximo de caminos relevantes, que se muestra en la
cuarta columna. Para cada experimento realizado, aparece indicado el tiempo
invertido en el ana´lisis. Los experimentos se han efectuado en un Pentium 4
a 3, 4 GHz y, aunque se han analizado todas las iteraciones de los bucles de las
tareas, el ana´lisis ha finalizado en muy pocos segundos.
Determinar el WCET de todos los caminos posibles de ejecucio´n es pra´cti-
camente imposible por la complejidad exponencial del problema, excepto para
la tarea bs cuyo bucle so´lo tiene 4 iteraciones. Adema´s, si observamos el nu´mero
ma´ximo de caminos relevantes para las configuraciones de cache analizadas, se
puede verificar que dicho nu´mero es mucho ma´s pequen˜o que el l´ımite teo´ri-
co de la Proposicio´n 3. Por lo tanto, determinar la contribucio´n del fetch de
instrucciones al WCET mediante la te´cnica de poda dina´mica propuesta, para
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configuraciones particulares de cache, puede ser incluso mucho ma´s efectivo de
lo esperado. Por otro lado y de forma clara, tambie´n se observa que el nu´mero
de caminos relevantes obtenidos durante el ana´lisis depende, tanto de la capaci-
dad de la propia cache, como del taman˜o de las l´ıneas de memoria. Por ejemplo,
al aumentar la capacidad de la cache, el nu´mero de caminos relevantes crece
de forma importante, obviamente hasta un cierto l´ımite. Pero, al aumentar el
taman˜o de l´ınea de cache, para una misma capacidad de cache, el nu´mero de ca-
minos relevantes disminuye considerablemente. As´ı pues, en los experimentos
realizados, el nu´mero ma´ximo de caminos relevantes se obtiene para las caches
con capacidad mayor y l´ıneas de memoria ma´s pequen˜as, es decir, para caches
de 512 bytes con taman˜o de l´ınea de 8 bytes.
Para medir la importancia de la asociatividad en esta te´cnica de poda, se
ha fijado en 16 bytes el taman˜o de bloque. Para cada tarea, en funcio´n de la
capacidad de la cache y de la asociatividad, en las Figuras 3.6 y 3.7 se muestran
el WCET y el nu´mero de caminos relevantes. En el eje Y de la izquierda aparece
la escala asociada al WCET, y en el eje Y de la derecha se muestra la escala
asociada al nu´mero de caminos relevantes. En general, se observa que la asocia-
tividad no mejora claramente el WCET, pero s´ı aumenta considerablemente el
nu´mero de caminos relevantes. As´ı pues, la asociatividad de la cache influye de
forma negativa en el tiempo de ana´lisis de esta te´cnica.
Finalmente conviene recordar que todos aquellos caminos relevantes cuyo
tiempo de ejecucio´n acumulado, ma´s el coste de cargar completamente la cache,
sea inferior al tiempo acumulado por algu´n otro camino relevante, se pueden des-
cartar del ana´lisis, ya que en ningu´n caso determinan el WCET de la tarea. Esta
posibilidad de poda puede mejorar la eficiencia de la te´cnica cuando el nu´mero
de iteraciones de los bucles sea muy grande. Adema´s, en casos concretos, para
reducir el tiempo de ana´lisis, se pueden aplicar las conclusiones del Corolario 2
donde se indica el nu´mero mı´nimo de iteraciones que es necesario realizar para
determinar el WCET de la tarea. As´ı pues, es interesante aplicar esta optimi-
zacio´n durante el ana´lisis de las tareas buble, crc e integral, donde el nu´mero
de iteraciones de los bucles es grande. No obstante, como ya se ha comentado
anteriormente, en los experimentos se han analizado todas las iteraciones de los
bucles de cada tarea.
Contribucio´n del fetch de instrucciones al WCET
En los experimentos realizados tambie´n se incluye una comparacio´n con el
me´todo SCS (Static Cache Simulation) [134]. Esta te´cnica permite clasificar en
el peor caso los accesos a la cache de instrucciones. No obstante, y aunque el
WCET tambie´n depende del tiempo de ejecucio´n de las instrucciones y de los
accesos a datos, para que la comparacio´n sea lo ma´s justa posible so´lo se con-
sidera el coste de acceso a las instrucciones. Adema´s, tambie´n se analiza una
cache asociativa de 2 v´ıas, porque el me´todo SCS obtiene las cotas del WCET
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Figura 3.6: Eje Y de la izquierda: WCET. Eje Y de la derecha: caminos rele-
vantes.
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Figura 3.7: Eje Y de la izquierda: WCET. Eje Y de la derecha: caminos rele-
vantes.
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ma´s precisas con esta organizacio´n de cache. De esta forma se pone en evidencia
la importancia que tiene, para un sistema de tiempo real, realizar una predic-
cio´n exacta del comportamiento de los accesos a las instrucciones, y tambie´n se
refleja la sobrestimacio´n que presenta la clasificacio´n de dichos accesos realizada
mediante SCS.
En la Tabla 3.4, para cada una de las tareas se resume el nu´mero de ca-
minos relevantes obtenidos durante los experimentos. Adema´s, se ha realizado
una comparacio´n de la contribucio´n del fetch de instrucciones (IFC/ Instruc-
tion Fetch Contribution) al WCET. En las Figuras 3.8 y 3.9 se presenta el IFC
obtenido mediante la te´cnica de poda que permite analizar todos los caminos
relevantes, normalizado al IFC conseguido mediante la te´cnica SCS. Tambie´n se
muestra la ratio de aciertos del camino de ejecucio´n que determina el WCET
de cada tarea.
Tareas
Caminos Relevantes
Taman˜o Capacidad de la Cache Ma´ximo
L´ınea 128 B 256 B 512 B Teo´rico
8 B 2 2 2
array sum 16 B 1 1 1 3
32 B 1 1 1
8 B 1 1 1
bs 16 B 1 1 1 1
32 B 1 1 1
8 B 6 3 3
bubble 16 B 5 3 3 9
32 B 3 3 3
8 B 14 114 126
crc 16 B 6 44 51 216
32 B 2 4 9
8 B 19 42 34
integral 16 B 10 14 14 176
32 B 4 7 5
8 B 10 63 281
qurt 16 B 4 23 124 553
32 B 4 18 73
Tabla 3.4: Caminos relevantes en caches con asociatividad 2.
El IFC obtenido para cada tarea mediante la te´cnica de poda dina´mica es
exacto y siempre es inferior a la cota que proporciona el me´todo SCS. Cuando
el me´todo SCS no puede clasificar de forma exacta un acceso a una instruccio´n
que esta´ en cache, se produce una sobrestimacio´n del IFC y por consiguiente una
sobrestimacio´n en la cota del WCET calculada. Por ejemplo, si la instruccio´n
clasificada erro´neamente forma parte de un bucle, la sobrestimacio´n generada
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Figura 3.8: IFC exacto normalizado al IFC obtenido mediante SCS.
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Figura 3.9: IFC exacto normalizado al IFC obtenido mediante SCS.
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puede ser inadmisible. El me´todo SCS clasifica los accesos a instrucciones de
manera muy exacta cuando la tarea cabe completamente en la cache, mientras
que cuando la tarea tiene muchos condicionales y no cabe en la cache, el ana´lisis
resulta excesivamente pesimista. Para evitar la explosio´n combinatoria de cami-
nos, SCS construye un estado abstracto de cache asociado a todos los posibles
caminos de ejecucio´n. Pero, durante la construccio´n de este estado abstracto
se pierde la historia de ejecucio´n y en muchas ocasiones se deben considerar
algunos accesos como fallo, cuando en realidad son aciertos.
En esta comparacio´n entre el me´todo de poda dina´mico presentado en la
seccio´n anterior y SCS, tambie´n se ponen de manifiesto algunos resultados de
intere´s para los disen˜adores de sistemas de tiempo real. En primer lugar, como se
muestra en la gra´fica de la Figura 3.9, asociada a la tarea qurt, la exactitud del
me´todo SCS no mejora al aumentar la capacidad de la cache, cuando fijamos el
taman˜o de la l´ınea de cache en 16 bytes. La exactitud del me´todo SCS tampoco
mejora al aumentar el taman˜o de l´ınea de cache, como se muestra en la gra´fica de
la Figura 3.8 que hace referencia a la tarea bubble, puesto que con una capacidad
de cache de 128 bytes la exactitud mejora al incrementar el taman˜o de l´ınea,
mientras que en la tarea qurt, con una capacidad de cache de 256 bytes, al
aumentar el taman˜o de l´ınea la precisio´n del me´todo SCS disminuye. La ratio
de aciertos del camino que determina el WCET de cada tarea no es un buen
indicador de la exactitud del me´todo SCS. Por ejemplo, para la tarea bubble
con una cache de capacidad de 128 bytes, la exactitud del me´todo mejora al
aumentar el taman˜o de l´ınea, pero la ratio de aciertos se mantiene constante.
Finalmente, la clasificacio´n de los accesos a memoria, obtenida mediante SCS
para la tarea qurt, es muy pesimista, como se observa en la Figura 3.9. La
tarea qurt calcula las ra´ıces de una ecuacio´n de segundo grado, pero, si se estudia
la estructura del programa con ma´s detalle, se observa que, comparada con el
resto de tareas analizadas, es bastante ma´s grande. Como la capacidad de la
cache elegida para los experimentos es reducida, esta tarea no cabe en la cache
para ninguno de los taman˜os considerados, y adema´s tiene una llamada a una
funcio´n que contiene un estructura condicional dentro de un bucle con tres
posibles caminos de ejecucio´n. En particular, para esta tarea la te´cnica de poda
permite reducir el IFC obtenido mediante SCS en aproximadamente un 62%.
3.5. Conclusiones
En este cap´ıtulo se ha presentado una te´cnica que permite analizar, en el peor
caso, una cache de instrucciones con algoritmo de reemplazo LRU. Esta nueva
te´cnica permite podar, sin pe´rdida de informacio´n, los caminos no relevantes
para el ana´lisis y ca´lculo del WCET en presencia de una cache de instrucciones.
En procesadores simples con caches, mediante esta te´cnica de poda se puede
obtener el WCET exacto de una tarea, siempre y cuando el nu´mero de condi-
cionales dentro de bucles de la tarea sea reducido. No obstante, suele coincidir
que los kernels de tiempo real esta´n dentro de esta categor´ıa de programas.
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Adema´s, conviene indicar que esta te´cnica de poda dina´mica de caminos per-
mite cuantificar la sobrestimacio´n en la prediccio´n del peor caso de los accesos a
la cache de instrucciones que presentan otros me´todos propuestos en la literatu-
ra, como por ejemplo SCS (Static Cache Simulation) [134]. En particular, para
la tarea qurt, la te´cnica de poda dina´mica reduce aproximadamente en un 62%
el IFC obtenido mediante SCS.
Tambie´n se ha demostrado que el nu´mero de caminos relevantes generado por
estructuras condicionales dentro de bucles no depende del nu´mero de iteraciones
del bucle, sino que depende del nu´mero de caminos del condicional. Por lo tanto
y dado que el nu´mero de caminos alternativos de un bucle no suele ser grande, la
mayor´ıa de las tareas que forman un sistema de tiempo real se pueden analizar
mediante la te´cnica de poda dina´mica de caminos. Por lo tanto, para estas tareas
es posible predecir la contribucio´n exacta al WCET de los accesos a la cache de
instrucciones.
82 3. EL WCET CON CACHES EN CAMINOS RELEVANTES.
Cap´ıtulo 4
El WCET con caches que
pueden fijar su contenido
En un sistema de tiempo real multitarea, un me´todo sencillo para resolver el
problema de las interferencias de cache, tanto intr´ınsecas como extr´ınsecas, es
fijar el contenido de la cache. Una forma de fijar el contenido de la cache, du-
rante algunos periodos o durante toda la vida del sistema, es deshabilitar el
algoritmo de reemplazo. Al fijar el contenido de la cache, cada acceso a memo-
ria se puede predecir de forma totalmente exacta y segura. Adema´s, se evita
la explosio´n combinatoria de caminos en bucles que contienen condicionales,
ya que el coste de cada acceso a memoria so´lo depende de si la l´ınea a la que
se accede esta´ bloqueada en la cache o no. Como al fijar el contenido de la
cache es posible que disminuyan sus prestaciones haciendo que el WCET de
las tareas aumente, es necesario que las l´ıneas que se vayan a fijar en la cache
sean las ma´s adecuadas para que el rendimiento no disminuya. No obstante,
en estudios anteriores ya se demostro´ que, con una seleccio´n adecuada de los
contenidos a fijar, la planificabilidad del sistema puede mejorar considerable-
mente [8, 117, 118, 120, 121, 122, 124, 146, 147]. Sin embargo, en ninguno de
estos estudios se garantiza que la seleccio´n de contenidos a fijar en la cache sea
la o´ptima.
En este cap´ıtulo, para una jerarqu´ıa de memoria (ver Figura 4.1) formada
por un almace´n de l´ınea de instrucciones (Line Buffer) y una cache que puede
fijar su contenido (Lockable iCache), presentamos un algoritmo basado en pro-
gramacio´n lineal entera (ILP/ Integer Linear Programming [161, 36, 158]) para
seleccionar los contenidos a fijar en la cache de instrucciones, de tal forma que
cada una de las tareas del sistema pueda utilizar toda la cache y adema´s, que
la planificabilidad del sistema sea ma´xima. A este algoritmo lo hemos denomi-
nado Lock-MS (Lock for Maximize Schedulability).
El algoritmo Lock-MS selecciona las l´ıneas de memoria que cada tarea del
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tagLockable
iCache
Line Buffer (LB)
decode register file
Embedded SRAM memory
Figura 4.1: Jerarqu´ıa de memoria para instrucciones en un sistema de tiempo
real.
sistema debe tener en la cache durante su ejecucio´n. En cada cambio de contexto
se actualiza el contenido de la cache con las l´ıneas de memoria asociadas a
la tarea que comienza o reanuda su ejecucio´n. Una vez finalizada la carga de
los contenidos de la cache seleccionados por el algoritmo Lock-MS, la cache
de instrucciones quedara´ totalmente bloqueada. De esta forma, la tarea puede
utilizar toda la cache, aunque se debe tener en cuenta el coste de cargar dichas
l´ıneas de memoria en cada cambio de contexto. Es decir, nuestra propuesta define
un nuevo enfoque de las te´cnicas que en la literatura se han denominado dynamic
locking cache.
4.1. Descripcio´n de la jerarqu´ıa de memoria
En esta seccio´n se describen en detalle los componentes y el funcionamiento de
una arquitectura de memoria para instrucciones (ver Figura 4.1), que preten-
demos utilizar en un sistema de tiempo real multitarea con expulsiones. Esta
organizacio´n de la jerarqu´ıa de memoria ya esta´ disponible en procesadores para
sistemas empotrados. Adema´s, tambie´n ha sido considerada en estudios ante-
riores, aunque sin aprovechar al ma´ximo sus prestaciones [147, 118].
A continuacio´n se describe el comportamiento de los dos componentes y el
funcionamiento general de esta jerarqu´ıa de memoria.
Una cache que pueda fijar su contenido: Lockable iCache
El primer componente de esta jerarqu´ıa de memoria es una cache de instruccio-
nes asociativa por conjuntos que pueda fijar o bloquear su contenido. Al fijar
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Vtag
=
line
4 B
16 B
eSRAM
LBhit Instruction
PC
LB
Pipeline stages
decode · · ·· · ·
BackwardJump
load LB.tag with PC.tag
set LB.V
iCacheHit → reset LB.V
iCacheMiss & LBmiss → load LB.line with eSRAM output
BackwardJump → reset LB.V
Figura 4.2: Organizacio´n y funcionamiento del LB.
el contenido de la cache, su comportamiento es totalmente predecible. Adema´s,
todas las interferencias de cache desaparecen, es decir, ya no es necesario con-
siderar durante el ana´lisis del peor caso, ni las interferencias intr´ınsecas ni las
interferencias extr´ınsecas.
Un pequen˜o almace´n de l´ınea de instrucciones: Line Buffer
El segundo componente de la jerarqu´ıa de memoria es un pequen˜o almace´n de
instrucciones (LB/ Line Buffer) del taman˜o de una l´ınea de cache para capturar
la localidad espacial. En la Figura 4.2 se muestra la organizacio´n y funciona-
miento del LB propuesto.
Una Lockable iCache con las caracter´ısticas descritas anteriormente so´lo per-
mite aprovechar la localidad temporal. Como se mostrara´ en los experimentos,
este LB captura la localidad espacial muy bien, mejorando considerablemen-
te el rendimiento de la jerarqu´ıa de memoria en el peor caso. Adema´s, si las
l´ıneas de memoria bloqueadas en la cache son las ma´s adecuadas para cada
tarea, esta jerarqu´ıa de memoria podr´ıa superar en prestaciones incluso a una
cache convencional.
Funcionamiento
Durante la etapa de fetch de una instruccio´n se realiza una bu´squeda en para-
lelo, en la Lockable iCache y en el LB. Obtendremos un acierto si encontramos
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la instruccio´n en la cache o en el LB. En ambos casos, la instruccio´n se sirve en
un ciclo de procesador.
Pero si se produce un fallo en ambas estructuras, la l´ınea de memoria de
la instruccio´n se solicita al siguiente nivel en la jerarqu´ıa de memoria, que es
una eSRAM para sistemas empotrados, y el LB se actualizara´ con la l´ınea de
memoria solicitada. Por lo tanto, el comportamiento del LB es similar al de una
cache con una u´nica l´ınea.
El funcionamiento del LB presenta un comportamiento particular, ya que su
contenido se invalida automa´ticamente cuando se produce un acierto de cache y
tambie´n cuando se produce un salto atra´s, incluso si es a una instruccio´n dentro
de la misma l´ınea de memoria que contiene. Por lo tanto, su contenido no pue-
de ser reutilizado y cuando una l´ınea de memoria ya ha sido consumida, si es
necesario, se debe solicitar otra vez a la memoria principal. En definitiva, este
funcionamiento particular del LB evita que este componente pueda aprovechar
la localidad temporal.
El procesador no dispone de otros recursos que puedan tener latencia varia-
ble, como por ejemplo un predictor de saltos o una cache de datos. El procesador
no esta´ segmentado y la ejecucio´n de las instrucciones se realiza en orden. De es-
ta forma, el sistema no presenta ningu´n tipo de anomal´ıa de distribucio´n (timing
anomalies) [43, 115, 155, 193]. Tambie´n suponemos que el nu´mero ma´ximo de
iteraciones de los bucles de cada tarea es conocido y que los caminos imposibles
han sido identificados. No obstante, es importante sen˜alar que si no se utili-
zan componentes con latencia variable, dependientes de la historia de ejecucio´n,
las interferencias intr´ınsecas de las tareas desaparecen, como ya se indico´ en
estudios anteriores [122].
4.2. Lock-MS : Seleccio´n de l´ıneas a fijar
A continuacio´n describimos el algoritmo Lock-MS (Lock for Maximize Schedula-
bility) que selecciona las l´ıneas de memoria a bloquear en la cache de cada tarea,
para conseguir la ma´xima planificabilidad del sistema. En un sistema de tiempo
real, este algoritmo basado en ILP hace posible obtener el ma´ximo rendimiento
de la jerarqu´ıa de memoria descrita en la Figura 4.1. As´ı pues, consideramos un
sistema de tiempo real multitarea donde la prioridad de cada tarea es fija y se
permiten las expulsiones. La planificacio´n de las tareas del sistema se puede ob-
tener de diferentes formas [163], en particular mediante RMA (Rate Monotonic
Analysis).
La arquitectura de memoria que proponemos dispone de una Lockable iCa-
che que puede bloquear su contenido durante algunos periodos de la ejecucio´n
del sistema, en particular durante la ejecucio´n de cada tarea. En cada cambio
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de contexto, el contenido de la cache se actualiza con las l´ıneas de memoria de
la tarea que se va a ejecutar. El comportamiento de esta cache es totalmente
predecible. Cada tarea, cuando se ejecuta, puede aprovechar toda la cache de
forma exclusiva, pero el coste de cargar las l´ıneas de memoria de la tarea en cada
cambio de contexto debe ser considerado. Sin embargo, las restricciones lineales
para modelar una cache de instrucciones que pueda fijar su contenido son muy
espec´ıficas y no son comparables con otras te´cnicas basadas en IPET (Implicit
Path-Enumeration Technique) u otros me´todos de modelado equivalentes [107].
La arquitectura propuesta tambie´n dispone de un LB cuyo funcionamiento
se puede modelar mediante restricciones lineales, ya que su contenido so´lo de-
pende de la localizacio´n de la instruccio´n ejecutada previamente dentro de la
l´ınea de memoria. El funcionamiento del LB no genera ningu´n tipo de interfe-
rencia, puesto que cuando se produce un acierto de cache o un salto atra´s, su
contenido se invalida.
Con este modelo de arquitectura, en los saltos condicionales el camino de
peor caso siempre seguira´ la misma trayectoria, es decir, el camino de peor ca-
so en un condicional se alcanza considerando siempre el salto como tomado o
considerando siempre el salto como no tomado. En ningu´n caso el camino ma´s
largo vendra´ determinado por una combinacio´n de las dos posibilidades del con-
dicional, ya que cada uno de los posibles caminos de ejecucio´n es totalmente
independiente de los dema´s.
El objetivo del algoritmo Lock-MS es determinar las l´ıneas de memoria de
cada tarea que se cargara´n en la cache antes de su ejecucio´n. El algoritmo
tendra´ en consideracio´n el WCET de cada tarea y el coste de cargar las l´ıneas
seleccionadas en la cache en cada cambio de contexto. Para obtener la seleccio´n
de las l´ıneas a fijar, el algoritmo Lock-MS modela el problema a resolver median-
te un conjunto de restricciones lineales basadas en ILP, cuya funcio´n objetivo
sera´ minimizar el WCET de cada tarea del sistema.
En definitiva, al minimizar el WCET de cada tarea y adema´s tener en cuenta
el coste de los cambios de contexto, el algoritmo Lock-MS obtiene la seleccio´n
de l´ıneas a fijar en la cache para que la planificabilidad del sistema sea ma´xima.
Modelado del problema ILP
Para modelar el problema ILP se define un sistema de tiempo real multi-
tarea como un conjunto de tareas perio´dicas Task i, tal que 1 ≤ i ≤ NTasks,
donde NTasks indica el nu´mero de tareas del sistema. As´ı pues, una tarea Task i
se puede modelar como un conjunto de caminos de principio a fin Pathi,j ,
con 1 ≤ j ≤ NPathsi, donde NPathsi indica el nu´mero de caminos de la
tarea Task i. Finalmente, cada camino Pathi,j esta´ formado por un conjunto
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de Nlinesi,j l´ıneas de memoria.
En la Figura 4.3 se presenta el esquema de flujo de control de un programa
sencillo. Se muestran una serie de l´ıneas de memoria desde la L1 hasta la L12,
organizadas en bloques ba´sicos con las estructuras de control del programa y
una funcio´n. Algunas l´ıneas de memoria pueden formar parte de bloques ba´sicos
distintos, por ejemplo las l´ıneas L1 y L4. Adema´s, los bloques ba´sicos pueden
contener diferentes l´ıneas de memoria, por ejemplo el camino de la izquierda
dentro del bucle contiene las l´ıneas L3 y L4. El flujo de control del subgrafo
de la derecha corresponde a una funcio´n que se puede llamar desde dos puntos
diferentes del programa que aparecen marcados con el s´ımbolo &.
En la Figura 4.4 se muestra una ampliacio´n de la informacio´n del flujo de
control presentado en la Figura 4.3, donde se especifica la informacio´n necesaria
para el ana´lisis y ca´lculo del WCET. En esta nueva representacio´n aparecen
algunos detalles clave en el modelado ILP:
i) Las l´ıneas de memoria compartidas por bloques ba´sicos diferentes se mues-
tran divididas. A cada una de ellas se le asigna un identificador u´nico, por
ejemplo las l´ıneas L4a y L4b forman parte de la misma l´ınea de memoria L4,
pero pertenecen a dos bloques ba´sicos distintos. Esto permite asociar dis-
tintos costes y diferentes nu´meros de acceso a cada una de las partes en
las que se ha dividido una l´ınea de memoria.
ii) La funcio´n se debe analizar teniendo en cuenta el punto del programa
desde donde se invoco´. En la Figura 4.4 se ha reflejado el ana´lisis de las
dos posibles instancias a la funcio´n. En este ejemplo se realiza una llamada
a la funcio´n desde las l´ıneas de memoria L2 (&1) y L4b (&2).
iii) Todos los bloques ba´sicos esta´n etiquetados con los posibles caminos a los
que pertenecen. Por lo tanto, cualquier camino Pathj esta´ perfectamente
identificado de principio a fin. Por ejemplo, el camino Path2 recorre los
bloques ba´sicos que forman las l´ıneas de memoria L1a, L1b, L2, L9a, L9b,
L11a, L11b, L12a, L12b, L8a y L8b.
iv) El coste de ejecutar cualquier l´ınea de memoria en un camino concreto
es constante, incluso aunque el camino seguido hasta esa l´ınea sea distin-
to. Es decir, el coste de ejecutar una l´ınea de memoria no depende, en
ningu´n caso, de la l´ınea de memoria ejecutada previamente. Por ejemplo,
en el camino Path2 se ejecuta la l´ınea L1b una vez, despue´s de ejecutar la
l´ınea L1a, y bound12 veces, despue´s de ejecutar la l´ınea L8a.
En general, cada tarea Task i se puede modelar como un conjunto de cami-
nos Pathi,j donde el coste de ejecucio´n del camino ma´s largo sera´ el WCET
de la tarea. As´ı pues, el WCET de una tarea, representado por wceti, debe ser
mayor o igual que el coste de ejecucio´n de todos y cada uno de sus caminos.
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Figura 4.3: Modelado del flujo de control donde las l´ıneas de memoria se han
dividido en bloques ba´sicos.
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Figura 4.4: Modelado del flujo de control donde: a) las l´ıneas de memoria dividi-
das se han identificado de forma u´nica, b) se han introducido las instancias a la
funcio´n, c) se han anotado los caminos a los que pertenece cada bloque ba´sico.
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Si el problema ILP trata de minimizar el coste de ejecucio´n de todos los cami-
nos pathCosti,j de la tarea Task i, se obtendra´ la cota inferior del WCET.
Por lo tanto, en el problema ILP, el WCET de cada tarea del sistema se
modela mediante el siguiente conjunto de restricciones:
wceti ≥ pathCosti,j ∀ 1 ≤ j ≤ NPathsi (4.1)
Por ejemplo, las restricciones del WCET del programa de la Figura 4.4, pues-
to que dicho programa puede seguir 6 caminos de ejecucio´n, son las siguientes:
wcet ≥ pathCostj ∀ 1 ≤ j ≤ 6
Cada uno de los caminos Pathi,j de la tarea Task i esta´ formado por un conjunto
de l´ıneas de memoria, a las que accedera´ durante su ejecucio´n. Por lo tanto, el
coste de ejecucio´n pathCosti,j de un camino Pathi,j se puede calcular como la su-
ma de los costes de ejecucio´n de cada una de sus l´ıneas de memoria lineCosti,j.k.
As´ı pues, el coste de ejecucio´n de cada camino de una tarea Task i se repre-
senta mediante la siguiente ecuacio´n:
pathCosti,j =
Nlinesi,j∑
k=1
lineCosti,j,k (4.2)
Por ejemplo, el coste del camino Path2 en el programa de la Figura 4.4,
vendra´ determinado por la siguiente expresio´n:
pathCost2 =
Nlines2∑
k=1
lineCost2,k
pathCost2 = lineCost2,1a + lineCost2,1b + lineCost2,2 + lineCost2,9a1
+ lineCost2,9b1 + lineCost2,11a1 + lineCost2,11b1 + lineCost2,12a1
+ lineCost2,12b1 + lineCost2,8a + lineCost2,8b
Coste de ejecucio´n de las l´ıneas de memoria
Como ya se indico´ en el apartado iv) anterior, cada l´ınea de memoria Li,j,k
con 1 ≤ k ≤ Nlinesi,j de un camino Pathi,j tiene asociado un coste de ejecucio´n
constante lineCosti,j,k. Pero este coste depende del tiempo de ejecucio´n de las
instrucciones que contiene la l´ınea, y del nu´mero de accesos a dicha l´ınea de
memoria que son considerados aciertos y fallos de cache.
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As´ı pues, la representacio´n del coste de una l´ınea de memoria se ha dividido
en dos sumandos, el primero asociado al coste de un acierto de cache y el segun-
do asociado a un fallo de cache, que se representan con las constantes IChitCost
y ICmissCost respectivamente. Tambie´n depende del nu´mero de accesos a la
l´ınea que son aciertos, y se indica con la variable nIChit, y del nu´mero de ac-
cesos que son fallos, que representamos con la variable nICmiss.
Por lo tanto, el coste de ejecucio´n de una l´ınea de memoria Li,j,k se puede
obtener mediante la siguiente expresio´n:
lineCosti,j,k = IChitCosti,j,k · nIChiti,j,k +
ICmissCosti,j,k · nICmissi,j,k (4.3)
Adema´s, para determinar dentro de un camino concreto Pathi,j el valor del
nu´mero de aciertos nIChit y del nu´mero de fallos nICmiss de cache, se debe
tener en cuenta el nu´mero ma´ximo de accesos nfetchi,j,k a la l´ınea de memo-
ria. El valor de esta constante se puede obtener de diferentes formas, como por
ejemplo con el me´todo utilizado en [147].
Por lo tanto, para cada l´ınea de memoria, en funcio´n del nu´mero de accesos
a dicha l´ınea, se deben describir las restricciones que determinan el nu´mero de
aciertos y de fallos. La variable binaria cachedl ∈ [0, 1] indica si la l´ınea de
memoria Li,j,k ∈ Pathi,j que comienza en la direccio´n f´ısica l ×memlineSize
esta´ bloqueada en la cache. El algoritmo Lock-MS asigna el valor 1 a dicha varia-
ble (cachedl = 1) cuando la l´ınea de memoria debe ser cargada y bloqueada en
la cache, y el valor 0 cuando la l´ınea no se debe cargar en la cache (cachedl = 0).
La seleccio´n final de las l´ıneas de memoria a fijar en la cache de instrucciones
puede incluir l´ıneas de diferentes caminos. Esta situacio´n se producira´ cuando
existan varios caminos con un coste de ejecucio´n parecido y puedan alcanzar el
WCET de la tarea, y se intente reducir el WCET de cada uno de estos caminos.
El nu´mero de aciertos y el nu´mero de fallos de cada l´ınea de memoria Li,j,k
se determina mediante la siguiente expresio´n:
nIChiti,j,k = nfetchi,j,k · cachedl
nICmissi,j,k = nfetchi,j,k − nIChiti,j,k (4.4)
Por ejemplo, la siguiente expresio´n define el valor del nu´mero de accesos a
la l´ınea L2,9b en el camino Path2 de la Figura 4.4.
nfetch2,9b = (1 + bound12) · (1 + bound32)
Se indican a continuacio´n las restricciones asociadas a la l´ınea de memo-
ria L11 en el camino Path2 de la Figura 4.4. Esta misma descripcio´n se debe
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repetir para cada una de las l´ıneas de memoria del camino.
nIChit2,11a1 = nfetch2,11a1 · cached11
nICmiss2,11a1 = nfetch2,11a1 − nIChit2,11a1
nIChit2,11b1 = nfetch2,11b1 · cached11
nICmiss2,11b1 = nfetch2,11b1 − nIChit2,11b1
Para finalizar la descripcio´n de las ecuaciones que determinan el coste de ejecu-
cio´n de una l´ınea de memoria Li,j,k, so´lo queda indicar co´mo se calcula el valor
de las constantes IChitCosti,j,k y ICmissCosti,j,k.
Si la l´ınea de memoria Li,j,k esta´ en la cache, para obtener el coste de ejecu-
cio´n IChitCosti,j,k se debe sumar el coste de ejecucio´n de las instrucciones de
la l´ınea texeci,j,k y el coste de cada uno de los accesos a la misma. En este caso
sera´ el coste de un acierto thitCM multiplicado por el nu´mero de instrucciones
que contiene la l´ınea nInsi,j,k.
El coste de ejecucio´n de una l´ınea de memoria cuando se produce un acierto
de cache, cuyo coste se representa por thitCM , se calcula mediante la siguiente
ecuacio´n:
IChitCosti,j,k = texeci,j,k + thitCM · nInsi,j,k (4.5)
Si la l´ınea de memoria Li,j,k no esta´ en la cache, el coste de acceso depen-
dera´ de la penalizacio´n por fallo de cache. Cuando el sistema no dispone de
LB, el coste de un fallo de cache tmissCM sera´ el mismo para cada una de
las instrucciones de la l´ınea. Por lo tanto, el coste de ejecucio´n de la l´ınea de
memoria se obtiene sumando el coste de ejecucio´n de las instrucciones que con-
tiene texeci,j,k con el coste de un fallo de cache por cada una de las instrucciones
que contiene la l´ınea nInsi,j,k.
El coste de ejecucio´n de una l´ınea de memoria cuando se produce un fallo
de cache se representa mediante la siguiente ecuacio´n:
ICmissCosti,j,k = texeci,j,k + tmissCM · nInsi,j,k (4.6)
No obstante, como la arquitectura de memoria propuesta dispone de un pe-
quen˜o LB, esta u´ltima ecuacio´n se debe actualizar convenientemente para tener
en cuenta este componente. Por lo tanto, para determinar el coste de ejecucio´n
de una l´ınea de memoria Li,j,k que no esta´ en la cache, se considera el coste
de un fallo de LB tmissLB para el primer acceso a la l´ınea de memoria y se
debe tener en cuenta el coste de un acierto de LB thitLB para el resto de los
accesos (nInsi,j,k − 1).
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En presencia de un LB, la siguiente ecuacio´n describe el coste de ejecucio´n
de una l´ınea de memoria cuando se produce un fallo de cache:
ICmissCosti,j,k = texeci,j,k + tmissLB + thitLB · (nInsi,j,k − 1) (4.7)
Finalmente, para tener en cuenta la configuracio´n de la cache de instrucciones,
es necesario modelar el nu´mero de l´ıneas que puede contener, ya que, tanto el
nu´mero de conjuntos NSets, como la asociatividad NWays, limitan el conteni-
do de la cache. Si mediante la constanteMlines se denota el nu´mero de l´ıneas de
memoria f´ısica del sistema, y las l´ıneas de memoria que puede contener un con-
junto Cs se representan mediante Ls+h·NSets, con 0 ≤ h ≤ [Mlines− 1/NSets]
el nu´mero de v´ıas NWays siempre debe ser mayor o igual que el nu´mero de
l´ıneas que puede contener cada conjunto Cs, con 0 ≤ s ≤ NSets.
Por lo tanto, para cada conjunto Cs la configuracio´n de la cache se modela
mediante la siguiente restriccio´n:
NWays ≥
[Mlines−1NSets ]∑
h=0
cachedLs+h·NSets ∀ 0 ≤ s < NSets (4.8)
Funcio´n objetivo y costes de los cambios de contexto
El conjunto de restricciones anteriores es suficiente para modelar el problema
ILP y resolver la Ecuacio´n 4.1. Pero en un sistema multitarea con expulsiones
tambie´n se debe considerar el coste asociado a los cambios de contexto de cada
tarea Task i.
El coste de un cambio de contexto tSwitch se puede definir como el tiempo
que cuesta guardar el estado de la tarea expulsada, y el tiempo de restaurar
el estado de la nueva tarea que se va a ejecutar. Adema´s, en la jerarqu´ıa de
memoria propuesta es necesario considerar el coste de cargar el contenido de
la cache ICpreloadCosti de cada tarea con las l´ıneas de memoria seleccionadas
y el coste LBpreloadCost de actualizar el LB, ya que su contenido sera´ inva-
lidado. En particular, el coste de un cambio de contexto switchCosti de una
tarea Task i depende del nu´mero de l´ıneas numcached que se cargara´n en la
cache antes de comenzar o reanudar su ejecucio´n.
Por lo tanto, teniendo en cuenta la constante Mlines que, como se ha co-
mentado anteriormente, representa el nu´mero de l´ıneas de memoria f´ısica del
sistema, se puede calcular el coste del cambio de contexto switchCosti de la
tarea Task i mediante las siguientes ecuaciones:
switchCosti = tSwitch+ ICpreloadCosti + LBpreloadCost
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LBpreloadCost = tmissLB − thitLB
ICpreloadCosti = (tmissCM − thitCM ) · numcachedi
numcachedi =
Mlines−1∑
l=0
cachedl (4.9)
El nu´mero exacto de cambios de contexto ncSwitchi de cualquier tarea Task i,
a priori, no es conocido. Sin embargo, se puede sobrestimar de varias for-
mas [100, 101, 139, 170, 171]. Aunque no es objetivo de esta Tesis determinar
de un modo exacto el nu´mero ma´ximo de expulsiones de una tarea, se puede
cuantificar, tanto de forma anal´ıtica, como experimental. Por ejemplo, de forma
anal´ıtica se puede garantizar que el nu´mero de expulsiones nunca es mayor que
la suma del nu´mero ma´ximo de activaciones de las tareas de mayor prioridad
durante el periodo Ti de ejecucio´n de la tarea Task i.
ncSwitchi ≤
i−1∑
j=1
⌈
Ti
Tj
⌉
No obstante, esta cota se puede mejorar cuando sea muy pesimista. Por ejem-
plo, una vez que el problema ILP ha sido resuelto, se puede obtener el tiempo
de respuesta Ri de cada una de las tareas del sistema simulando su ejecucio´n, y
por lo tanto determinar si el sistema es planificable. Adema´s, cuando el nu´mero
ma´ximo de expulsiones de cada tarea ncSwitchi es muy pesimista, se podr´ıa
determinar de una forma ma´s exacta, considerando el tiempo de respuesta de
las tareas en vez de su periodo de activacio´n, como se indica en la siguiente
ecuacio´n:
ncSwitchi ≤
i−1∑
j=1
⌈
Ri
Tj
⌉
(4.10)
Con este nuevo valor de ncSwitchi, y de forma recursiva, se podr´ıan obtener
valores ma´s precisos del WCET de cada tarea Task i del sistema.
En nuestro caso, para obtener el nu´mero de cambios de contexto, se ha simu-
lado la planificacio´n de un sistema multitarea mediante Rate Monotonic, donde
todas las tareas inician su ejecucio´n al mismo tiempo. A partir del WCET y
del nu´mero de l´ıneas de memoria de cada tarea Task i a bloquear en la cache,
el simulador planifica la ejecucio´n de las tareas y obtiene, tanto el nu´mero de
cambios de contexto ncSwitchi, como el tiempo de respuesta Ri de cada una
de las tareas del sistema.
As´ı pues, para tener en cuenta el coste completo de ejecutar una tarea Task i, se
debe modificar la funcio´n objetivo del problema ILP de la Ecuacio´n 4.1 an˜adien-
do el coste completo de todos los cambios de contexto ncSwitchi sufridos por
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la tarea.
Por lo tanto, para cada tarea Task i la nueva funcio´n objetivo viene deter-
minada por la siguiente ecuacio´n:
Wcost i = wceti + ncSwitchi · switchCosti (4.11)
Cuando se minimiza la funcio´n objetivo Wcost i, el algoritmo Lock-MS con-
sigue la seleccio´n de l´ıneas de cache que se cargara´n y bloqueara´n en la cache
(cachedl = 1) antes de empezar o de continuar la ejecucio´n de la tarea Task i.
Adema´s, tambie´n se obtendra´ el coste de los cambios de contexto switchCosti
y del WCET (wceti) de la tarea Task i, ya que el conjunto de l´ıneas de memo-
ria seleccionadas por el algoritmo Lock-MS determina el coste de ejecucio´n del
camino de peor caso de cada tarea.
Finalmente, conviene indicar que al tener en cuenta el coste asociado a los
cambios de contexto, es posible que el algoritmo Lock-MS no considere adecua-
do cargar en la cache algunas l´ıneas de memoria aunque se acceda varias veces
a ellas. Por ejemplo, si a una l´ınea de memoria se accede 3 veces, pero la tarea
puede ser expulsada hasta 10 veces, el coste de cargar esta l´ınea en la cache es
mayor que el coste de acceder a dicha l´ınea de memoria durante la ejecucio´n.
Por lo tanto, esta l´ınea de memoria nunca sera´ seleccionada por el algoritmo.
As´ı pues, al an˜adir los cambios de contexto en el modelo ILP, el Lock-MS decide
no seleccionar este tipo de l´ıneas, ya que no reducen el tiempo de ejecucio´n de
peor caso del sistema y podr´ıa incluso no utilizar toda la capacidad de la cache.
En definitiva, la seleccio´n de l´ıneas de memoria a cargar y bloquear en la
cache minimiza el WCET de cada tarea, teniendo en cuenta el coste de ejecucio´n
del sistema multitarea completo, por lo tanto la planificabilidad del sistema es
ma´xima.
Restricciones asociadas a la informacio´n de control
El modelado ILP tambie´n hace posible an˜adir informacio´n adicional obteni-
da del ana´lisis de flujo de control realizado en alto nivel. Por ejemplo, permite
indicar si un determinado camino dentro de un bucle se ejecutara´ al menos una
vez, o si al ejecutar un camino concreto el nu´mero de iteraciones de un bucle
se reduce. As´ı pues, para un camino concreto, se puede modificar el nu´mero de
accesos a una determinada l´ınea de memoria. Por lo tanto, en el modelo pro-
puesto tambie´n se puede an˜adir esta informacio´n mediante nuevas restricciones
o modificando las ya existentes de forma muy parecida al modelo IPET [107].
En la Figura 4.5 se observa un caso t´ıpico de co´mo an˜adir la informacio´n fun-
cional obtenida previamente [107]. En el ejemplo se supone que cada recta´ngulo
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Figura 4.5: Ejemplo de programa con informacio´n funcional [107].
representa un bloque ba´sico asociado a una u´nica l´ınea de memoria. Tambie´n se
muestran dos caminos dependientes de una estructura condicional if-then-else
donde el nu´mero ma´ximo de iteraciones del bucle es 10.
El intere´s del ana´lisis funcional de este ejemplo reside en la l´ınea de memo-
ria B5, ya que so´lo se puede ejecutar una vez. Si consideramos los dos posibles
caminos de ejecucio´n dentro del bucle, el camino P1 siempre ejecutara´ el ca-
so then y el camino P2 ejecutara´ so´lo una vez el caso else. El nu´mero ma´ximo
de accesos a las l´ıneas de memoria B4 y B5 para cada uno de los caminos P1
y P2 se puede modelar an˜adiendo al problema ILP las siguientes restricciones:
nfetchi,P1,B4 = 10
nfetchi,P1,B5 = 0
nfetchi,P2,B4 = 9
nfetchi,P2,B5 = 1
Si se sabe que cuando se ejecuta la l´ınea B5 el nu´mero de iteraciones del bucle
es de exactamente 5 iteraciones, se tiene otro ejemplo distinto. En este caso, el
nu´mero ma´ximo de accesos a las l´ıneas de memoria B4 y B5, para cada uno de
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Figura 4.6: Grafo de flujo de control y explosio´n de los caminos de ejecucio´n.
los caminos P1 y P2, se puede modelar mediante las siguientes restricciones:
nfetchi,P1,B4 = 10
nfetchi,P1,B5 = 0
nfetchi,P2,B4 = 4
nfetchi,P2,B5 = 1
4.3. Un modelo compacto para reducir las res-
tricciones
La base del algoritmo Lock-MS es la descripcio´n de todos y cada uno de los
posibles caminos de ejecucio´n. Pero, si el nu´mero de caminos de las tareas es
grande, el conjunto de restricciones del problema ILP puede crecer considera-
blemente haciendo incluso inviable su descripcio´n. En esta seccio´n definimos
una transformacio´n para simplificar la descripcio´n de los posibles caminos de
ejecucio´n en el modelo ILP.
Con el fin de ilustrar esta transformacio´n se considera el ejemplo de la Fi-
gura 4.6 donde se muestra un sencillo grafo de flujo de control y la explosio´n
de los posibles caminos de ejecucio´n. El grafo de flujo de control representa la
ejecucio´n de 4 caminos y sus bloques ba´sicos asociados.
En este ejemplo, mediante las siguientes descripciones de los caminos, se
calcula el WCET como el ma´ximo tiempo de ejecucio´n asociado a cada uno de
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los 4 caminos:
P1 = B0 +B1 +B31 +B41 +B61,4
P2 = B0 +B1 +B31 +B51 +B61,5
P3 = B0 +B2 +B32 +B42 +B62,4
P4 = B0 +B2 +B32 +B52 +B62,5
WCET = ma´x(P1, P2, P3, P4) (4.12)
Para calcular el WCET de la tarea se deben seleccionar, cargar y bloquear
las l´ıneas de memoria Lk, de tal forma que el WCET de la tarea sea mı´nimo.
Por lo tanto, la Ecuacio´n 4.12 se transforma, en funcio´n del conjunto de l´ıneas
de memoria SetL asociadas a dicha tarea, como se indica a continuacio´n:
WCET = mı´n
Lk∈SetL
( ma´x(P1Lk , P2Lk , P3Lk , P4Lk) )
No obstante, el modelo ILP presentado puede resolver esta ecuacio´n eligiendo
de forma exacta y concreta las l´ıneas Lk ∈ SetL. Por claridad en la notacio´n y
sin pe´rdida de generalidad, se eliminan los sub´ındices, y la ecuacio´n anterior se
escribe de este modo:
WCET = mı´n( ma´x(P1, P2, P3, P4) ) (4.13)
Adema´s, como ya se ha comentado anteriormente, al cargar y fijar en la cache
los contenidos seleccionados por el algoritmo Lock-MS, el coste de ejecucio´n de
cualquier bloque ba´sico es independiente del bloque ejecutado anteriormente. De
forma ana´loga, esta idea puede extenderse al LB, ya que su comportamiento so´lo
depende de la instruccio´n anterior, que adema´s pertenece al camino analizado.
Por lo tanto, en la notacio´n utilizada para representar los bloques ba´sicos propios
de cada camino tambie´n se suprimen los sub´ındices, ya que el coste de ejecucio´n
de todos los bloques se calcula de forma aislada. Con esta nueva notacio´n se
actualiza la Ecuacio´n 4.13 anterior describiendo el coste de ejecucio´n de cada
bloque ba´sico.
WCET = mı´n( ma´x(B0 +B1 +B3 +B4 +B6,
B0 +B1 +B3 +B5 +B6, B0 +B2 +B3 +B4 +B6,
B0 +B2 +B3 +B5 +B6) )
Finalmente, si se agrupan los bloques comunes a todos los caminos en varios
sumandos constantes, se tiene una nueva ecuacio´n que determina el WCET de
forma compacta:
WCET = mı´n( B0 +B3 +B6
+ma´x(B1 +B4, B1 +B5, B2 +B4, B2 +B5) ) (4.14)
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Figura 4.7: Descripcio´n gra´fica del modelo expl´ıcito y del compacto.
Para detallar la simplificacio´n anterior, se presenta el ejemplo de la Figu-
ra 4.7 donde se muestran dos caminos Path1 y Path2 formados por una serie de
l´ıneas de memoria Lx y sus bloques ba´sicos asociados. Si una l´ınea de memoria
es seleccionada y bloqueada en la cache, el coste de acceso a las instrucciones de
esta l´ınea siempre es el coste de un acierto de cache. Si la l´ınea de memoria no
esta´ en cache, el coste de un acceso a la l´ınea depende del comportamiento del
LB. El primer acceso a la l´ınea de memoria siempre tiene un coste de fallo de
LB tmissLB , mientras que el resto de los accesos tienen un coste de acierto de
LB thitLB . Adema´s, como ya se ha comentado anteriormente, y se observa en
la figura, se debe tener en cuenta la posible divisio´n entre las l´ıneas de memoria
y los bloques ba´sicos.
En el Tabla 4.1 se resume el coste del primer acceso al LB cuando ninguna
de las l´ıneas de los caminos Path1 y Path2 de la Figura 4.7 han sido bloqueadas
en la cache. Toda esta informacio´n se puede obtener esta´ticamente analizando
el co´digo. Mediante el modelo expl´ıcito de caminos se observan las l´ıneas que
pertenecen a cada camino y el coste del primer acceso a cada una de ellas. Si la
l´ınea pertenece a los dos caminos, tendr´ıa dos costes asociados y si so´lo perte-
nece a uno de los caminos so´lo tendra´ un coste asociado.
CAPI´TULO 4. 101
L´ıneas Modelo expl´ıcito Modelo compactoPath1 Path2
L1 tmissLB tmissLB tmissLB
L2a tmissLB tmissLB tmissLB
L2b 0 - 0
L3 tmissLB - tmissLB
L4a tmissLB - tmissLB
L4b - tmissLB tmissLB
L5 - tmissLB tmissLB
L6a - tmissLB 0
L6b tmissLB 0 tmissLB
L7 tmissLB tmissLB tmissLB
Tabla 4.1: Coste del primer acceso a las l´ıneas de memoria en la Figura 4.7
cuando no esta´n en cache.
En la columna etiquetada como Modelo compacto de la Tabla 4.1 se muestra
el coste del primer acceso a cada una de las l´ıneas de memoria del ejemplo, cuan-
do se aplica el me´todo compacto propuesto. En la mayor parte de los casos se
puede trasladar directamente el coste del primer acceso a una l´ınea de memoria
del modelo expl´ıcito, al modelo compacto, definiendo una serie de casos ba´sicos
que se describen a continuacio´n:
Caso 1: Si una l´ınea de memoria pertenece a dos o ma´s caminos, el coste del
primer acceso a dicha l´ınea se traslada directamente al modelo compacto.
Caso 2: Si una l´ınea de memoria pertenece a un solo camino, el coste del
primer acceso a dicha l´ınea tambie´n se traslada directamente al modelo
compacto.
Caso 3: Si una l´ınea de memoria tiene una parte comu´n que pertenece a
dos o ma´s caminos, y una parte que so´lo pertenece a uno de los caminos,
entonces el coste del primer acceso a dicha l´ınea se asocia y se traslada
directamente a la parte comu´n en el modelo compacto, y se asigna un cos-
te 0 a cada una de las partes particulares de cada camino.
Como se puede observar en la Tabla 4.1, las l´ıneas L1 y L7 son comunes a
los caminos Path1 y Path2, y representan un ejemplo del Caso 1. Por lo tan-
to, en el modelo compacto se asigna directamente el coste del primer acceso
a la l´ınea de memoria. Las l´ıneas L3 y L4a pertenecen so´lo al camino Path1,
mientras que las l´ıneas L4b y L5 pertenecen so´lo al camino Path2. Ambos ca-
sos, representan un ejemplo del Caso 2. Por lo tanto, en el modelo compacto
se asigna directamente el coste del primer acceso a cada una de las l´ıneas de
memoria. Como ejemplo del Caso 3, se observa, por un lado, la l´ınea L2 que
tiene una parte comu´n L2a a los dos caminos y una parte particular L2b que
102 4. EL WCET CON CACHES BLOQUEADORAS.
pertenece u´nicamente al camino Path1, y por otro lado, la l´ınea L6 que tiene
una parte particular L6a que pertenece u´nicamente al camino Path2, y una parte
comu´n L6b que pertenece a los dos caminos. Por lo tanto, el coste en el modelo
compacto se asigna a la parte comu´n de las l´ıneas, que en este caso son L2a y L6b,
y se asocia un coste 0 a las l´ıneas L2b y L6a que son particulares de cada camino.
Aplicando los casos anteriormente descritos, al modelo expl´ıcito, el coste de
cada camino es igual a la suma de los costes de sus l´ıneas de memoria en el mode-
lo compacto. Por ejemplo, la suma de las columnas asociadas al modelo expl´ıcito
de los caminos Path1 y Path2 de la Tabla 4.1 es igual a la suma de las l´ıneas
de memoria de dichos caminos en el modelo compacto. As´ı pues, para cualquier
l´ınea de memoria tenemos una representacio´n equivalente al coste de su primer
acceso, independientemente del nu´mero de caminos que contengan dicha l´ınea,
sin an˜adir ningu´n tipo de sobrestimacio´n.
Siguiendo con el ejemplo de la Figura 4.6, y considerando la Ecuacio´n 4.14, se
puede obtener una expresio´n equivalente de dicha ecuacio´n teniendo en cuenta
que si B1 ≤ B2, obviamente B1 + B4 ≤ B2 + B4, y por lo tanto B1 + B4
se podr´ıa eliminar de la ecuacio´n, mientras que B2 + B4 deber´ıa permanecer.
As´ı pues, utilizando primero el operador ma´ximo entre B1 y B2 y despue´s
entre B4 y B5, la ecuacio´n del WCET en el modelo compacto ser´ıa la siguiente:
WCET = mı´n( B0 +B3 +B6
+ ma´x(B1 +B4, B1 +B5, B2 +B4, B2 +B5) )
WCET = mı´n( B0 +B3 +B6
+ ma´x( ma´x(B1, B2) +B4, ma´x(B1, B2) +B5 ) )
WCET = mı´n( B0 +B3 +B6 + ma´x(B1, B2) + ma´x(B4, B5) )
Finalmente, si se agrupan los costes de los bloques ba´sicos comunes a los
dos caminos, es decir, B0, B3 y B6, la ecuacio´n final que se obtiene todav´ıa es
mucho ma´s reducida:
CmnCost = B0 +B3 +B6
WCET = mı´n( CmnCost+ma´x(B1, B2) + ma´x(B4, B5) )
Para ilustrar esta idea con un ejemplo ma´s complejo, se considera el flujo
de control de la Figura 4.4. Las restricciones para obtener el WCET, en vez
de tener en cuenta los caminos expl´ıcitos, se construyen a partir de los costes
comunes a los 6 caminos indicados en la Figura 4.4. En la Tabla 4.2 se describen
las l´ıneas que recorre cada uno de los caminos de la Figura 4.4. Esta Tabla 4.2
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Figura 4.8: Grafo compacto de restricciones de la Figura 4.4.
se puede trasladar a un a´rbol como el de la Figura 4.8 que se interpreta como un
AST (Abstract Syntax Tree) o como un CFG (Control Flow Graph). Las l´ıneas
de memoria aparecen so´lo una vez, es decir, cada nodo es un conjunto de l´ıneas
comunes a varios caminos y cada rama representa un camino alternativo.
El conjunto de restricciones asociadas al nuevo problema ILP permite calcu-
lar el WCET (wceti) de una tarea como en la Ecuacio´n 4.1, pero utilizando direc-
tamente el valor de los costes de ejecucio´n de las l´ıneas de memoria lineCosti,j,k
sin necesidad de emplear las restricciones asociadas a cada uno de los caminos
expl´ıcitos pathCosti.
Por lo tanto, estas nuevas restricciones pueden sustituir a las restricciones
del modelo expl´ıcito como se indica a continuacio´n, evitando as´ı tener que definir
todos y cada uno de los posibles caminos de ejecucio´n:
wceti = CmnAll + ForkAll
CmnAll = lineCost1a + lineCost1b + lineCost8a + lineCost8b
ForkAll ≥ Cmn{1,2} + Fork{1,2}
ForkAll ≥ Cmn{3,4,5,6} + Fork{3,4,5,6}
Cmn{1,2} = lineCost2 + lineCost19a + lineCost
1
9b + lineCost
1
11b +
lineCost112a + lineCost
1
12b
Fork{1,2} ≥ lineCost110
Fork{1,2} ≥ lineCost111a
Cmn{3,4,5,6} = lineCost3a + lineCost7a + lineCost7b
Fork{3,4,5,6} ≥ lineCost3b + lineCost4a
Fork{3,4,5,6} ≥ Cmn{4,5} + Fork{4,5}
Fork{3,4,5,6} ≥ lineCost6
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Cmn{4,5} = lineCost4b + lineCost5 + lineCost29a + lineCost
2
9b +
lineCost211b + lineCost
2
12a + lineCost
2
12b
Fork{4,5} ≥ lineCost210
Fork{4,5} ≥ lineC211a (4.15)
4.4. Evaluacio´n del algoritmo Lock-MS
En esta seccio´n se evalu´an las prestaciones del algoritmo Lock-MS para un sis-
tema multitarea, formado por un conjunto de tareas de prioridad fija con una
planificacio´n basada en Rate Monotonic.
Las tareas analizadas en los experimentos realizados son las mismas que se
han utilizado en trabajos anteriores [147]. Los programas considerados son los
siguientes:
jfdctint : transformada discreta del coseno.
crc: comprobacio´n de redundancia c´ıclica.
matmult : multiplicacio´n de matrices.
integral : integral por intervalos.
minver : inversio´n de una matriz.
qurt : ca´lculo de las ra´ıces de una ecuacio´n de segundo grado.
fft : transformada ra´pida de Fourier.
En la Tabla 4.3 se muestran las tareas analizadas dividas en dos conjuntos
denominados small y medium.
Conjunto Tarea WCET Periodo Taman˜ocon-LB
small
jfdctint 10108 23248 1072 B
crc 109696 329088 536 B
matmul 542229 2440031 208 B
integral 716633 3583165 400 B
medium
minver 8522 19601 1360 B
qurt 10117 30351 752 B
jfdctint 10108 44475 1072 B
fft 2886680 15010736 1016 B
Tabla 4.3: Conjunto de tareas: small y medium.
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En un sistema cuya jerarqu´ıa de memoria esta´ formada por un u´nico LB, los
periodos de cada tarea se han elegido para conseguir una utilizacio´n de 1,2 en
los dos conjuntos de tareas small y medium. Adema´s, el WCET y los periodos
de cada conjunto de tareas siguen patrones diferentes. Por ejemplo, en el con-
junto small, el WCET de cada tarea va creciendo de forma uniforme, al igual
que sus periodos. En cambio, en el conjunto medium, 3 tareas tienen un WCET
pequen˜o y sus periodos de ejecucio´n tambie´n son pequen˜os, mientras que en
la cuarta tarea, tanto su WCET, como su periodo son relativamente grandes.
En este caso, esta tarea sera´ expulsada muchas veces durante la ejecucio´n del
sistema. En concreto, el conjunto de tareas medium tiene muchos ma´s cambios
de contexto que el conjunto small. Esto puede servir para observar en detalle
co´mo influyen los cambios de contexto en la seleccio´n de l´ıneas a bloquear en la
cache por parte del algoritmo Lock-MS.
En los experimentos, la arquitectura considerada esta´ formada por un pro-
cesador ARM v7 con instrucciones de 4 bytes y una jerarqu´ıa de memoria como
la que se describe en la Figura 4.1. Suponemos que el procesador elegido se ha
construido bajo la tecnolog´ıa de 32 nm, con una velocidad de ciclo equivalente a
36 FO41 que podr´ıa estar alrededor de los 2.4 GHz. Este procesador representa
perfectamente las caracter´ısticas de un procesador actual de altas prestaciones
para sistemas empotrados [1]. El taman˜o del LB y de cada una de las l´ıneas
de la Lockable iCache es de 16 bytes, es decir de 4 instrucciones. En los ex-
perimentos se var´ıa la capacidad de la cache de instrucciones desde 128 bytes
a 4 KB, mientras que el taman˜o de la eSRAM se mantiene constante en 256 KB.
Para determinar la latencia de memoria mı´nima, de la arquitectura pro-
puesta, se ha utilizado Cacti V.6.0 [138]. Si la implementacio´n se realiza con
transistores de bajo consumo en reserva, se ha verificado que el tiempo de ac-
ceso a una eSRAM de 256 KB estara´ en torno a unos 7 ciclos. El coste de fetch
de una instruccio´n cuando se produce un acierto, es decir cuando la instruccio´n
esta´ en la cache o en el LB, sera´ de 1 ciclo. Pero si se produce un fallo, es decir
si se accede a la eSRAM, el coste de fetch sera´ de 7 ciclos. Con esta latencia
de memoria se consigue estresar el funcionamiento de la Lockable iCache, por
lo tanto los resultados obtenidos representan una cota mı´nima del rendimiento
que se puede obtener con esta jerarqu´ıa de memoria. El coste de ejecutar una
instruccio´n, si no se accede a memoria, sera´ de 2 ciclos. No obstante, el cos-
te asociado a una instruccio´n predicada que no se ejecuta sera´ de 1 ciclo. Las
instrucciones predicadas son instrucciones generales que so´lo se ejecutan si se
cumple una determinada condicio´n. El coste de ejecucio´n de una instruccio´n de
acceso a memoria, instrucciones load y store, tendra´ un incremento adicional de
7 ciclos, ya que los accesos a datos se sirven directamente desde la eSRAM.
En los experimentos realizados se calcula el WCET de cada una de las ta-
1Un FO4 (A fan-out-of-4 ) representa el retardo de propagacio´n de un inversor cuando la
carga de trabajo es 4 veces la suya propia.
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Figura 4.9: WCET de cada tarea normalizado al WCET calculado cuando se
accede directamente a la eSRAM
reas de la Tabla 4.3, en tres configuraciones distintas de la jerarqu´ıa de memoria
propuesta. En primer lugar se supone que todos los accesos, a instrucciones y a
datos, se realizan directamente desde la eSRAM. El WCET obtenido representa
el l´ımite superior, ya que se consideran todos los accesos como fallos. En segun-
do lugar, se considera u´nicamente el LB. Esta configuracio´n de la jerarqu´ıa de
memoria permite determinar el impacto de la localidad espacial en el WCET.
Finalmente, se supone que todos los accesos a instrucciones tienen un coste de
un solo ciclo, es el caso ideal, es decir el WCET obtenido representa el l´ımite
inferior, ya que se considera que todos los accesos son aciertos.
En la Figura 4.9 se muestra el WCET de cada tarea, obtenido en los ex-
perimentos propuestos. El WCET de la Figura se ha normalizado al WCET
calculado cuando todos los accesos se realizan directamente a la eSRAM.
Localidad espacial
Si se analiza el WCET de cada tarea obtenido en la jerarqu´ıa de memoria
que dispone u´nicamente de un LB, en la Figura 4.9 se observa que el impacto
de la localidad espacial es bastante significativo.
De media, en un sistema con un simple LB, el WCET se reduce en un 47%
con respecto al WCET obtenido en un sistema cuando todos los accesos se
realizan a la eSRAM. Esta reduccio´n en el WCET de la tarea representa un
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incremento de aproximadamente 1,8 veces en su velocidad de ejecucio´n (speed-
up). En un sistema ideal, donde se consideran todos los accesos a la memoria de
instrucciones como aciertos de cache, se llega a conseguir de media una reduc-
cio´n del 67% en el WCET de las tareas. En este caso, la reduccio´n en el WCET
de la tarea representa un incremento de unas 3 veces en su speed-up. As´ı pues,
con respecto a un sistema con LB, el ma´ximo incremento en el speed-up de una
tarea podr´ıa llegar a ser de 1,6 veces cuando se disponga de una Lockable iCache.
Para verificar los efectos de la localidad espacial en el WCET, tambie´n deter-
minamos la utilizacio´n de la CPU en un sistema multitarea. Es decir, se calcula
la fraccio´n de tiempo que el procesador estara´ ocupado ejecutando, en el peor
caso, el conjunto de tareas que forman el sistema.
U =
NTasks∑
i=1
Wcost i
Ti
Como ya se ha indicado anteriormente, los periodos de cada tarea se han pro-
puesto con el fin de conseguir una utilizacio´n de 1,2, para los dos conjuntos de
tareas small y medium, en un sistema cuya jerarqu´ıa de memoria esta´ formada
por un u´nico LB. Pero, si todos los accesos a memoria se realizan directamente
desde la eSRAM, la utilizacio´n del procesador para los conjuntos small y me-
dium sobrepasa los valores 2,33 y 2,24 respectivamente. Mientras, en el caso
ideal en el que todos los accesos a las instrucciones son aciertos, la utilizacio´n
del procesador es inferior a 0,75 para el conjunto small e inferior a 0,72 para el
conjunto medium.
Por lo tanto, se puede afirmar que un simple LB optimiza las prestaciones de
un sistema de tiempo real, a un coste muy bajo, ya que mejora, tanto el WCET
de cada tarea, como la utilizacio´n del procesador y la planificabilidad del sistema.
Adema´s, la mejora puede ser incluso mayor, si se considera la Lockable iCache
propuesta en la jerarqu´ıa de memoria de la Figura 4.1 para capturar tambie´n
la localidad temporal.
Seleccio´n de l´ıneas: Lock-MU vs. Lock-MS
En la siguiente seccio´n se compara el rendimiento del algoritmo de baja com-
plejidad Lock-MU (Algorithm for Minimize Utilization) [147], que selecciona las
l´ıneas de memoria a fijar en la cache durante toda la vida del sistema, con el
rendimiento del algoritmo Lock-MS propuesto en la Seccio´n 4.2 anterior. Ambos
algoritmos se han disen˜ado para un sistema de tiempo real multitarea y para
una jerarqu´ıa de memoria formada por un LB y una Lockable iCache como la
que se describe en la Figura 4.1.
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Los conjuntos de tareas utilizados en la comparativa ya se presentaron en
la Tabla 4.3. En esta comparativa se supone, sin pe´rdida de generalidad, que el
co´digo de todas las tareas comienza en la misma direccio´n de memoria, de tal
forma que dicha direccio´n de memoria se corresponda con el conjunto 0 de la
cache de instrucciones.
El algoritmo Lock-MU selecciona el conjunto de l´ıneas de memoria de todas
las tareas del sistema a las que mayor nu´mero de veces se accedera´ durante la
ejecucio´n. Este conjunto de l´ıneas de memoria se carga en la cache al iniciar
la ejecucio´n del sistema y permanece bloqueado durante toda la ejecucio´n del
mismo. Este algoritmo es un ejemplo de las te´cnicas denominadas en la litera-
tura como static locking cache. Por lo tanto, el sistema no sufre ningu´n tipo de
penalizacio´n en los cambios de contexto, pero las tareas no pueden utilizar toda
la cache.
El algoritmo Lock-MS selecciona un conjunto de l´ıneas de memoria de cada
tarea del sistema. En cada cambio de contexto, la cache se carga con las l´ıneas
de la tarea que se va a ejecutar, por lo tanto se debe an˜adir una penalizacio´n
por la carga de estas l´ıneas en la cache. No obstante, las tareas pueden utilizar
toda la cache. Este algoritmo es un ejemplo de las te´cnicas denominadas en la
literatura como dynamic locking cache.
La comparacio´n realizada no ser´ıa correcta si so´lo se comparase el WCET de
las tareas analizadas, ya que los periodos combinados con el WCET de cada una
de ellas determinan un nu´mero diferente de cambios de contexto para cada uno
de los algoritmos estudiados. Si el WCET de una tarea es pequen˜o, e´sta sufre
menos expulsiones, y por lo tanto el tiempo de respuesta disminuye. Adema´s,
los cambios de contexto influyen de forma diferente en los algoritmos Lock-MS
y Lock-MU, por lo tanto es necesario verificar co´mo afecta este para´metro al
funcionamiento del sistema.
En los experimentos realizados, se compara la planificabilidad del sistema
para los dos conjuntos de tareas en funcio´n del taman˜o y asociatividad de la
cache utilizada. Tambie´n se compara el tiempo de respuesta de la tarea con la
prioridad ma´s baja, ya que su WCET depende en gran medida de la ejecucio´n
del resto de las tareas del sistema. En la Figura 4.10 se muestran los resulta-
dos experimentales obtenidos para cada una de las diferentes configuraciones de
cache estudiadas. Representamos como speed-up del tiempo de respuesta el co-
ciente entre el periodo de la tarea de menor prioridad y su tiempo de respuesta.
Esta me´trica proporciona el tiempo excedido por la tarea cuando el sistema no
es planificable. Como se observa, se var´ıa tanto la capacidad como la asociativi-
dad de la cache. Por ejemplo, la capacidad de cache var´ıa desde 128 bytes a 2 KB
para el conjunto de tareas small, y desde 256 bytes a 4 KB para el conjunto de
tareas medium. La asociatividad analizada es de correspondencia directa, o bien
puede tener dos o cuatro v´ıas, o bien puede ser totalmente asociativa.
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Figura 4.10: Speed-up del tiempo de respuesta para los conjuntos de tareas small
y medium.
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En primer lugar, se debe indicar que el algoritmo Lock-MS consigue que
el sistema sea planificable con una capacidad de cache de aproximadamente el
5% del taman˜o en instrucciones del conjunto de tareas analizado. Mientras que
el algoritmo Lock-MU, para conseguir que el sistema sea planificable, necesita
que el taman˜o de la cache sea de ma´s de un 40% del taman˜o del conjunto de
tareas small y de un 10% del taman˜o del conjunto de tareas medium. El porcen-
taje de la capacidad de la cache con respecto al taman˜o del conjunto de tareas
se muestra en la parte superior de cada grupo de configuraciones de cache es-
tudiado. Adema´s, el algoritmo Lock-MS obtiene mejor tiempo de respuesta que
el algoritmo Lock-MU, para ambos conjuntos de tareas small y me´dium y para
cualquier capacidad de la cache, excepto las ma´s grandes, que alcanzan el 80%
del taman˜o del co´digo, es decir, cuando ya cabe pra´cticamente todo el co´digo
del programa en la cache. As´ı pues, como se observa en la Figura 4.10, el speed-
up del tiempo de respuesta obtenido con el algoritmo Lock-MS casi siempre es
mejor que el conseguido con Lock-MU. Por lo tanto, con este hardware sencillo
el algoritmo Lock-MS obtiene mejores prestaciones que el algoritmo Lock-MU.
Obviamente, el nu´mero de cambios de contexto influye considerablemente
en las prestaciones de un sistema que utiliza el algoritmo Lock-MS, ya que en
cada cambio de contexto las l´ıneas seleccionadas de la tarea que reanuda su eje-
cucio´n deben ser cargadas y bloqueadas en la cache. Mientras que los cambios
de contexto no afectan a las prestaciones de un sistema que utiliza el algorit-
mo Lock-MU. El nu´mero de cambios de contexto por el tiempo de respuesta del
sistema se ha calculado teniendo en cuenta el nu´mero de cambios de contexto
que se producen cuando se lanzan a ejecucio´n todas las tareas del sistema a la
vez, hasta que la CPU queda ociosa, y se ha dividido por el tiempo transcurrido
hasta ese momento. De media, el nu´mero de cambios de contexto obtenido es 2, 7
veces ma´s grande para el conjunto de tareas medium que para el conjunto small.
Por este motivo, el algoritmo Lock-MU proporciona mejor rendimiento para el
conjunto de tareas medium que para el conjunto de tareas small.
Por ejemplo, sin tener en cuenta los cambios de contexto, en el sistema ideal
donde todos los accesos tienen un coste de un ciclo, el speed-up del tiempo de
respuesta obtenido es de 2, 28 y 3, 14 para los conjuntos de tareas small y me-
dium respectivamente. Por lo tanto, en una comparacio´n justa con un sistema
que utiliza el algoritmo Lock-MS, se debe considerar el coste de cargar todas las
l´ıneas de memoria en la cache, ya que esto permite obtener siempre un acierto
en todos los accesos a la cache de instrucciones. As´ı pues, en el sistema ideal,
cuando se consideran los cambios de contexto, el speed-up del tiempo de res-
puesta pasa a ser de 2, 19 y 2, 55 para los conjuntos de tareas small y medium
respectivamente. Como conclusio´n, se puede afirmar que la penalizacio´n por los
cambios de contexto puede variar entre el 4% y 19% del speed-up total, para
los conjuntos small y medium respectivamente.
Otra conclusio´n interesante que se pone de manifiesto en la mayor parte de
los casos, es que el algoritmo Lock-MS no es sensible al grado de asociatividad de
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la cache, ya que Lock-MS so´lo consigue aprovechar la asociatividad con taman˜os
de cache grandes, de 512 bytes y 1 KB y para el conjunto de tareas medium.
Por lo tanto, este algoritmo se puede utilizar en sistemas con cache de corres-
pondencia directa, sin perder prestaciones. Al contrario, el algoritmo Lock-MU
es especialmente sensible a esta caracter´ıstica de la cache. Por ejemplo, se pue-
de observar que el speed-up del tiempo de respuesta aumenta en funcio´n de la
asociatividad, para ambos conjuntos de tareas. Lock-MU aprovecha la asocia-
tividad de la cache, principalmente para poder cargar en el mismo conjunto
l´ıneas de memoria de diferentes tareas. Aunque al aumentar la asociatividad se
puede incrementar el tiempo de acceso y el consumo de energ´ıa, este problema
se podr´ıa evitar situando el co´digo de cada tarea en las posiciones de memoria
ma´s adecuadas.
Finalmente, conviene sen˜alar que con caches de taman˜o grande, por ejemplo
para una cache con una capacidad del 80% del taman˜o del conjunto de tareas,
los resultados de la Figura 4.10 muestran que el algoritmo Lock-MU supera en
prestaciones al algoritmo Lock-MS. Esto es debido, principalmente, a que las
penalizaciones por la carga de la cache crecen significativamente en los cambios
de contexto. Es decir, cuando todas las l´ıneas de memoria de las tareas del
conjunto estudiado caben en la cache, es mejor fijar el contenido de la misma
durante toda la vida del sistema, en vez de cargar los contenidos de cada tarea
en cada cambio de contexto.
Caches convencionales vs. Lock-MS
Los me´todos que analizan el comportamiento en el peor caso de las ca-
ches convencionales determinan el WCET de una tarea aislada, por lo tanto,
para que los resultados obtenidos sean seguros, es necesario an˜adir posterior-
mente el coste de las interferencias extr´ınsecas de cache. So´lo an˜adiendo esta
informacio´n se puede determinar, de forma segura, si un sistema con una ca-
che convencional es planificable. Pero el coste computacional de todos estos
me´todos de ana´lisis suele ser tan grande que su aplicacio´n se hace pra´cticamen-
te imposible [7, 107, 197].
En esta seccio´n se reflejan los resultados obtenidos con el algoritmo Lock-MS
en una jerarqu´ıa de memoria como la propuesta en la Figura 4.1 y los resulta-
dos obtenidos mediante el me´todo de poda dina´mica de caminos [7], descrito
con todo detalle en el Cap´ıtulo 3, en una cache convencional. No obstante, con-
viene indicar que el funcionamiento de estas dos jerarqu´ıas de memoria es muy
diferente. Ambos me´todos de ana´lisis proporcionan resultados seguros y exactos
del WCET en sus respectivas jerarqu´ıas de memoria. Pero, mientras el me´to-
do de poda dina´mica de caminos presenta limitaciones en co´digos con muchos
condicionales dentro de un bucle, el algoritmo Lock-MS en su versio´n modelo
compacto puede analizar cualquier tipo de co´digo. Por otro lado, el algorit-
mo Lock-MS permite analizar un sistema multitarea completo considerando los
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posibles cambios de contexto, mientras que el me´todo de poda so´lo permite ana-
lizar una tarea de forma aislada.
El conjunto de tareas utilizado en los experimentos ya se ha presentado en la
Tabla 4.3. El me´todo de poda puede analizar este conjunto de tareas y obtener el
WCET exacto en poco tiempo. En los experimentos realizados so´lo hemos anali-
zado una cache de correspondencia directa. La asociatividad no influye de forma
significativa, ni en los resultados que proporciona el me´todo de poda dina´mica
de caminos, ni tampoco en los resultados obtenidos mediante el algoritmo Lock-
MS. Por lo tanto, un aumento de la asociatividad de la cache no aporta una
mejora relevante en los resultados logrados por ambos me´todos.
En primer lugar, hemos analizado el WCET de las tareas de los conjun-
tos small y medium. Los resultados muestran que el WCET de las tareas obte-
nido con el me´todo de poda, en presencia de una cache de instrucciones conven-
cional, es equivalente al WCET conseguido mediante el algoritmo Lock-MS en
una jerarqu´ıa de memoria formada por un LB y una Lockable iCache. Las dife-
rencias del WCET de cada tarea calculado mediante estas dos te´cnicas var´ıan
poco, entre un −3,8% y un 7,4%.
Tambie´n hemos analizado el speed-up del tiempo de respuesta de los conjun-
tos de tareas small y medium. Con el fin de determinar el coste de las interfe-
rencias extr´ınsecas de la cache, para cada tarea se ha tenido en cuenta el peor
caso de expulsio´n, es decir se ha considerado el nu´mero ma´ximo de l´ıneas de
memoria que puede tener cada tarea en la cache. En la Figura 4.11 se muestra
el speed-up del tiempo de respuesta de la tarea de menor prioridad del conjun-
to de tareas small. Como se observa, el comportamiento de ambos me´todos de
ana´lisis es equivalente. Adema´s, al aumentar el taman˜o de la cache, entre el
20% y el 40% del taman˜o del co´digo del conjunto de tareas analizado, no se
obtiene una mejora significativa en ninguno de los dos me´todos.
En particular, con caches pequen˜as el algoritmo Lock-MS funciona mejor
que el me´todo de poda dina´mica. Por ejemplo, su rendimiento es mejor si la
capacidad de la cache var´ıa entre el 5 y el 10% del taman˜o del co´digo del con-
junto de tareas considerado. Esto es debido a que las interferencias intr´ınsecas
de cache son mayores en caches convencionales de pequen˜o taman˜o, mientras
que estas interferencias desaparecen al fijar el contenido de la cache. Cuando
la capacidad de la cache esta´ entre el 20 y el 80% del taman˜o del co´digo del
conjunto de tareas considerado, el rendimiento es similar con ambas te´cnicas de
ana´lisis, ya que las diferencias entre ambos me´todos son inferiores al 5%. Esta
tendencia tambie´n se mantiene cuando se analiza el conjunto de tareas medium.
No obstante, en este caso y debido al mayor nu´mero de cambios de contexto,
el sistema so´lo es planificable si la capacidad de la cache convencional esta´ en-
tre el 40 y el 80% del taman˜o del co´digo del conjunto de tareas considerado, y
el speed-up del tiempo de respuesta es inferior a 1, 1, por eso no se ha presentado
la gra´fica de resultados.
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Figura 4.11: Comportamiento de Lock-MS vs. caches convencionales.
En definitiva, estos dos me´todos de ana´lisis y ca´lculo del WCET, tanto el
me´todo de poda dina´mica de caminos, como el algoritmo Lock-MS, en las jerar-
qu´ıas de memoria particulares para las que se han disen˜ado cada uno de ellos,
proporcionan un WCET equivalente en las tareas analizadas.
Coste computacional de Lock-MS
El coste computacional del ana´lisis de los conjuntos de tareas small y me-
dium de la Tabla 4.3 considerados en los experimentos no es relevante, ya que la
solucio´n del problema ILP se obtiene en unos pocos milisegundos. No obstante,
el coste computacional del algoritmo Lock-MS depende de la estructura y del
taman˜o de las tareas analizadas, y del solver que se utiliza para solucionar el
problema ILP.
Para observar de una forma ma´s exacta el coste computacional del algo-
ritmo Lock-MS, se ha creado una coleccio´n de tareas sinte´ticas en las que el
ana´lisis es ma´s complejo. Se trata de un conjunto de tareas, cuyo taman˜o var´ıa
entre 16 KB y 96 KB, que se han disen˜ado con diversas estructuras condiciona-
les if-then-else consecutivas para conseguir aproximadamente unos 2216 posibles
caminos de ejecucio´n. Todas estas tareas sinte´ticas se han analizado en la jerar-
qu´ıa de memoria que se describe en la Figura 4.1. En la Tabla 4.4 se resume
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el conjunto de experimentos realizados para los que se han considerado tres ta-
man˜os de cache. En total se han realizado 33 experimentos en un Intel Xeon
de 64-bits a 2 GHz. El solver utilizado ha sido lp solve versio´n 5.5.0.14 con las
opciones por defecto.
Tareas iCache (64 conjuntos)
Caminos Taman˜o(KB) Vı´as Capacidad(KB)
236 16 4, 8, 12 4, 8, 12
272 32 8, 16, 24 8, 16, 24
2108 48 12, 24, 36 12, 24, 36
2144 64 16, 32, 48 16, 32, 48
29, 218, 230, 254, 2108, 2162, 2216 96 24, 48, 72 24, 48, 72
Tabla 4.4: Espacio experimental para los programas sinte´ticos.
En los experimentos efectuados se considera la funcio´n a minimizar Wcost
de la Ecuacio´n 4.11 y para el ca´lculo del WCET de cada tarea el conjunto de
restricciones de la Ecuacio´n 4.15. El solver obtiene la solucio´n real muy ra´pida-
mente, ya que el espacio de soluciones es continuo. E´sta es la solucio´n o´ptima
del problema, pero puede que en algunas ocasiones no sea va´lida porque no es
entera. Si la solucio´n real no es va´lida, el solver obtiene una solucio´n entera en
muy poco tiempo. Esta solucio´n no suele ser la o´ptima, pero suele aproximarse
bastante. No obstante, el solver sigue verificando otras soluciones hasta que en-
cuentra la o´ptima o se da por finalizada la resolucio´n del problema al sobrepasar
el l´ımite de tiempo indicado. Si la diferencia entre una solucio´n entera y la so-
lucio´n real es pequen˜a, sera´ muy dif´ıcil que la solucio´n entera se pueda mejorar,
ya que podr´ıa ser ya la o´ptima. Por lo tanto, una solucio´n entera del problema
so´lo se puede mejorar si la diferencia entre la solucio´n entera y la solucio´n real
es grande.
En la Figura 4.12 se muestra la distribucio´n acumulada de las diferencias
entre la primera solucio´n entera y la solucio´n real del problema asociada a los
experimentos realizados. En el eje X se representan las diferencias entre am-
bas soluciones y en el eje Y se representa el nu´mero de ocurrencias. Como se
observa, en el 28% de los casos la diferencia es 0, es decir la primera solucio´n
entera y la solucio´n real coinciden. Para el resto, la diferencia esta´ por debajo
del 0,45%. Es decir, en el 72% de los casos, la sobrestimacio´n en el WCET
que se producir´ıa utilizando la primera solucio´n entera, ser´ıa de unos 5 ciclos
de procesador por cada 1000 utilizados. Adema´s, puesto que la solucio´n real
del problema no es va´lida, tambie´n es posible que la primera solucio´n entera
encontrada por el solver sea la o´ptima.
En la Figura 4.13 se muestra una comparativa entre el tiempo de ana´lisis
de ambas soluciones, la primera solucio´n entera y la solucio´n real. En el eje X
de la gra´fica se representa el taman˜o de cada tarea analizada, mientras que en
el eje Y se indica el tiempo de ana´lisis. Los taman˜os base de la iCache con-
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Figura 4.12: Distribucio´n de diferencias entre las soluciones enteras y las reales.
siderados en los experimentos son 4, 8 y 12 KB. As´ı pues, para cada tarea se
han analizado tres taman˜os de cache, y el tiempo de ana´lisis de cada solucio´n se
ha representado con la misma marca. En la Figura 4.13 tambie´n se muestra la
curva de tendencia que sigue el tiempo de ana´lisis en funcio´n del taman˜o de las
tareas. Se observa de forma clara que el tiempo de ana´lisis crece en funcio´n de
la complejidad del problema. En la parte superior izquierda tambie´n aparecen
representadas las ecuaciones de las curvas de tendencia del tiempo de ana´lisis de
ambas soluciones. Por lo tanto, el tiempo de ana´lisis crece de forma cuadra´tica
en funcio´n de la complejidad, es decir, en funcio´n del taman˜o del co´digo, del
nu´mero de caminos de la tarea y del taman˜o de cache considerado.
Para finalizar este ana´lisis sobre el coste computacional del algoritmo Lock-
MS, en la Figura 4.14 se muestra un estudio equivalente para observar la influen-
cia del nu´mero de caminos en el tiempo de ana´lisis del problema. Para realizar
este experimento se ha analizado la tarea sinte´tica de mayor taman˜o (96 KB)
con un nu´mero de caminos que var´ıa desde 29 hasta 2216. La cache considerada
es de 64 conjuntos con 24, 48 y 72 v´ıas para tener un taman˜o total de cache
de 24, 48 y 72 KB respectivamente. La gra´fica de la Figura 4.14 indica que
el tiempo de ana´lisis no presenta una clara tendencia ascendente con respecto
al nu´mero de caminos de la tarea, esto significa que el nu´mero de caminos no
aumenta el tiempo de ana´lisis. Pero adema´s, el tiempo de ana´lisis de programas
ma´s grandes y con mayor nu´mero de caminos tambie´n es pequen˜o. Por ejemplo,
analizar algunas tareas sinte´ticas de ma´s de 96 KB de taman˜o, con un nu´mero de
caminos mayor de 1065 en una cache asociativa de 72 v´ıas, ha costado menos de
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Figura 4.13: Tiempo de ana´lisis en funcio´n de la Lockable iCache y del taman˜o
del programa.
3 minutos. En particular, este tiempo es relativamente pequen˜o en comparacio´n
con el de otros modelos de ana´lisis y ca´lculo del WCET basados en ILP, que han
sido criticados por tener un coste computacional demasiado grande [107, 197].
4.5. Conclusiones
En este cap´ıtulo se analiza el comportamiento en el peor caso de una jerarqu´ıa
de memoria formada por un LB y una Lockable iCache (ver Figura 4.1). Para
obtener el mejor rendimiento de esta jerarqu´ıa de memoria, en un sistema de
tiempo real multitarea, se ha propuesto el algoritmo Lock-MS, que obtiene las
l´ıneas de memoria de cada tarea del sistema que se cargara´n y fijara´n durante
su ejecucio´n en la Lockable iCache.
El algoritmo Lock-MS esta´ basado en ILP y su objetivo es obtener la ma´xi-
ma planificabilidad del sistema en esta jerarqu´ıa de memoria, teniendo en cuenta
adema´s, tanto el WCET de cada tarea, como el coste de los cambios de contexto
del sistema.
El algoritmo Lock-MS no es especialmente sensible a la asociatividad, por lo
tanto este algoritmo puede obtener una buena planificabilidad del sistema con
caches de correspondencia directa. Adema´s, con caches de capacidad pequen˜a,
comprendidas entre el 5% y 10% del co´digo del sistema, el algoritmo Lock-MS
consigue que el sistema sea planificable. En sistemas multitarea con expulsiones,
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Figura 4.14: Tiempo de ana´lisis en funcio´n del nu´mero de condicionales.
el coste de los cambios de contexto es determinante para lograr buenas presta-
ciones, pero debido a este coste, cuando la capacidad de la cache es grande, de
aproximadamente un 80% del co´digo del sistema, algoritmos que bloquean la
cache durante toda la vida del sistema como Lock-MU [147] pueden superar en
rendimiento al algoritmo Lock-MS presentado.
Los resultados obtenidos muestran que el redimiendo, en el peor caso, de una
jerarqu´ıa de memoria formada por un LB y una Lockable iCache puede ser in-
cluso mejor que el rendimiento de una cache de instrucciones convencional. Por
lo tanto, la utilizacio´n de esta jerarqu´ıa de memoria esta´ totalmente justificada
en sistemas de tiempo real. Tambie´n conviene recordar que la Lockable iCache
es totalmente predecible y evita la complejidad exponencial de los condicionales
dentro de bucles. Por otra parte, el LB captura muy bien la localidad espacial
mejorando considerablemente el rendimiento de la jerarqu´ıa de memoria.
El me´todo Lock-MS tiene un coste computacional relativamente bajo, pero,
cuando el nu´mero de caminos del programa es grande, representar todos estos
caminos mediante restricciones lineales no es posible. No obstante, tambie´n he-
mos propuesto un modelo compacto de Lock-MS que permite reducir el nu´mero
de caminos del problema ILP, sin perder precisio´n en el WCET obtenido. El
tiempo de resolucio´n del problema ILP para el modelo compacto crece aproxi-
madamente de forma cuadra´tica con respecto a la complejidad del problema,
principalmente en funcio´n del taman˜o de las tareas analizadas. Esto permite
analizar co´digos grandes en un tiempo relativamente pequen˜o.
Cap´ıtulo 5
Una jerarqu´ıa de memoria
para sistemas de tiempo
real
En la actualidad, uno de los mayores costes en la ejecucio´n de una instruccio´n
sigue siendo su bu´squeda en la memoria. Las te´cnicas de prebu´squeda tratan de
llevar a la CPU un nuevo bloque de la memoria antes de que sea referenciado.
La prebu´squeda intenta predecir los futuros accesos a memoria, para ocultar la
latencia en dichos accesos. As´ı pues, durante la ejecucio´n se solicita, de forma
especulativa, un nuevo bloque de memoria al siguiente nivel de la jerarqu´ıa. El
hardware de prebu´squeda es sencillo y no necesita el soporte del software, ni
para decidir la solicitud de un bloque de memoria, ni para indicar el instante
en el que se debe traer dicho bloque al procesador para mejorar su rendimien-
to [113, 156, 179].
Con objeto de elegir los bloques de memoria que se llevara´n al procesador, se
utilizan algoritmos basados en algu´n tipo de correlacio´n asociada a cierta infor-
macio´n recogida durante la ejecucio´n. As´ı por ejemplo, los fallos de cache durante
los accesos a memoria ayudan a resolver si un determinado bloque de memoria
se solicitara´ de forma especulativa [86, 167]. En estos casos la prebu´squeda ne-
cesita guardar en tablas esta informacio´n para decidir si un determinado bloque
se solicita a memoria o no.
Otra forma de prebu´squeda ma´s sencilla es simplemente solicitar el siguiente
bloque de memoria. Esta te´cnica conocida como prebu´squeda secuencial se basa
en algunas de las siguientes pol´ıticas:
Ordenar la lectura de la l´ınea de memoria memLinei+1 siempre que se
realiza un acceso a la l´ınea memLinei (next-line always) [85].
Si se produce un fallo en el acceso a una l´ınea de memoria, se ordena
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tambie´n la lectura de la l´ınea siguiente (next-line on miss) [143].
Cada l´ınea de memoria tiene asignado un bit de estado que durante la
prebu´squeda esta´ a cero. Cuando se accede por primera vez, y se produce
un acierto, el bit de estado cambia y se ordena la lectura de la siguiente
l´ınea de memoria (next-line tagged) [164].
Todos estos esquemas se pueden extender en grado, es decir, se puede au-
mentar el nu´mero de l´ıneas que se solicitara´n as´ı como la distancia entre las
l´ıneas a prebuscar [164, 143].
En la literatura es habitual encontrar te´cnicas de ana´lisis de la cache de
instrucciones en el peor caso. Algunas de estas te´cnicas incluyen un sencillo LB
(Line Buffer) para mejorar el rendimiento de la jerarqu´ıa de memoria, ya que
permite explotar la localidad temporal a un coste reducido, y su ana´lisis no
presenta dificultades relevantes. Pero en sistemas de tiempo real, el hardware
de prebu´squeda no se ha utilizado porque es dif´ıcil modelar esta´ticamente su
comportamiento. Adema´s, el hardware de prebu´squeda poluciona la cache au-
mentando la dificultad de predecir su funcionamiento.
En este cap´ıtulo se introduce una importante mejora en la arquitectura de
memoria descrita en el Cap´ıtulo 4 (ver Figura 4.1). Se trata de incorporar un
sencillo almace´n de prebu´squeda que se actualiza con la siguiente l´ınea de me-
moria del programa a la que se accedera´. El resultado es una nueva jerarqu´ıa de
memoria, cuyo comportamiento temporal en el peor caso se puede modelar de
una forma muy precisa, y cuyas prestaciones son ideales para un sistema de tiem-
po real. Al considerar una cache que bloquea su contenido durante la ejecucio´n,
desaparece el problema de la polucio´n, ya que la prebu´squeda no puede modifi-
car el contenido de la cache. Adema´s, al combinar en la jerarqu´ıa de memoria
un LB (Line Buffer) y un PB (Prefetch Buffer) se reduce considerablemente el
taman˜o de la cache de instrucciones y tambie´n aumenta la planificabilidad del
sistema.
Para conseguir el ma´ximo rendimiento de esta nueva jerarqu´ıa de memoria
que proponemos, es necesario actualizar el algoritmo Lock-MS (Lock for Ma-
ximize Schedulability) que selecciona las l´ıneas a fijar en la cache, para que
la planificabilidad del sistema sea ma´xima.
En la siguiente seccio´n se describe la nueva jerarqu´ıa de memoria que pro-
ponemos para sistemas de tiempo real y se explica su funcionamiento.
5.1. Jerarqu´ıa de memoria con prebu´squeda
Como se observa en la Figura 5.1, la nueva jerarqu´ıa de memoria esta´ formada
por tres componentes: una Lockable iCache, un LB (Line Buffer) y un PB (Pre-
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Figura 5.1: Jerarqu´ıa de memoria para sistemas de tiempo real con prebu´squeda.
fetch Buffer). Su funcionamiento es totalmente predecible y su ana´lisis temporal
se puede formular como un problema ILP equivalente al problema del Cap´ıtulo 4.
A continuacio´n describimos cada uno de los componentes de esta nueva je-
rarqu´ıa de memoria y explicamos su funcionamiento general.
Una Lockable iCache
La Lockable iCache permite aprovechar la localidad temporal, como ya se ha
descrito en el Cap´ıtulo 4. Se trata de una cache de instrucciones que puede fijar
su contenido. Por lo tanto su comportamiento es totalmente predecible, ya que
todo tipo de interferencias de cache desaparecen. La cache quedara´ bloqueada
durante la ejecucio´n de cada tarea y se podra´ actualizar su contenido en cada
cambio de contexto.
Un Line Buffer
Un LB captura la localidad espacial. Se trata de un pequen˜o almace´n de l´ınea
de instrucciones que mejora considerablemente el rendimiento de la jerarqu´ıa
de memoria, con un coste mı´nimo. El LB es un componente habitual en proce-
sadores empotrados, y su funcionamiento se podr´ıa decir que es equivalente al
funcionamiento de una cache con una u´nica l´ınea.
Un almace´n de prebu´squeda: Prefetch Buffer
Dispone de un almace´n de prebu´squeda (PB/ Prefetch Buffer) para mejorar
todav´ıa ma´s la localidad espacial. El PB captura de forma especulativa la si-
guiente l´ınea f´ısica de memoria. Se trata de una implementacio´n particular de
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prebu´squeda secuencial basada en la pol´ıtica next-line tagged. La prebu´squeda
generara´ un acierto si se accede a la siguiente l´ınea de memoria en secuencia;
pero si se realiza un salto en la secuencia habitual de ejecucio´n, se producira´ un
fallo. Adema´s, el hardware de prebu´squeda no poluciona la cache en ningu´n ins-
tante, ya que su contenido esta´ bloqueado durante la ejecucio´n de cada tarea.
Funcionamiento
Durante la etapa de fetch de una instruccio´n se realiza una bu´squeda en paralelo
en los tres componentes, es decir, en la Lockable iCache, en el LB y en el PB.
Si se produce un acierto en alguna de estas tres estructuras, las instrucciones
se sirven en un ciclo de procesador. Pero si se produce un fallo, es necesario
solicitar la l´ınea de memoria al siguiente nivel de la jerarqu´ıa de memoria, que
en este caso consiste en una eSRAM para sistemas empotrados de altas presta-
ciones. Posteriormente el LB se actualizara´ con la l´ınea de memoria solicitada.
En la Figura 5.2 se muestra un esquema de las operaciones de la prebu´squeda
en la etapa de fetch de una instruccio´n cuando la Lockable iCache dispone de
un puerto dual.
Para respaldar la prebu´squeda secuencial que se propone, tanto la Lockable
iCache, como el LB y el PB disponen de un bit para informar al controlador
de prebu´squeda del primer acceso a su contenido y poder comenzar una nueva
prebu´squeda. Es decir, cuando se produce el primer acierto en alguna de estas
tres estructuras, el controlador de prebu´squeda solicita la siguiente l´ınea de me-
moria a la que supuestamente se accedera´. Para poder realizar esta operacio´n,
suponemos que tambie´n existe un puerto dedicado para que, antes de solicitar la
l´ınea al siguiente nivel de la jerarqu´ıa de memoria, el controlador verifique que
la l´ınea no esta´ en la iCache. So´lo en el caso de que el acceso a esta l´ınea vaya a
generar un fallo de cache, es cuando se pide realmente la l´ınea al siguiente nivel
de la jerarqu´ıa de memoria. Posteriormente, el PB se actualizara´ con la l´ınea de
memoria solicitada.
La jerarqu´ıa de memoria propuesta presenta dos comportamientos particu-
lares:
a) Cuando todas las instrucciones del LB ya han sido procesadas por la CPU,
tanto el LB como el PB intercambian sus funciones.
b) Cuando se produce un acierto en la Lockable iCache, tanto el LB como el
PB invalidan sus contenidos. Esto elimina cualquier potencial dependencia
del camino previamente seguido por el programa durante su ejecucio´n y
hace ma´s predecible su comportamiento.
Finalmente, conviene indicar que el sistema no dispone de otros recursos con
latencia variable, como por ejemplo un predictor de saltos o una cache de datos.
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Figura 5.2: Operaciones de la prebu´squeda en la etapa de fetch cuando la iCache
dispone de un puerto dual.
El procesador no esta´ segmentado y la ejecucio´n de las instrucciones se realiza
en orden. Por lo tanto el sistema no presenta ningu´n tipo de anomal´ıa de dis-
tribucio´n (timing anomalies) [115, 155, 193, 43]. Adema´s, suponemos conocido
el nu´mero ma´ximo de iteraciones de los bucles de cada tarea del sistema y los
caminos imposibles se han eliminado.
5.2. Extensio´n de Lock-MS con prebu´squeda
En esta seccio´n se extiende el algoritmo Lock-MS (Lock for Maximize Schedu-
lability) para optimizar la nueva jerarqu´ıa de memoria con prebu´squeda (ver
Figura 5.1). Este algoritmo basado en ILP selecciona las l´ıneas de memoria de
cada tarea que se bloquean en la cache para que la planificabilidad del sistema
sea ma´xima. Se considera un sistema de tiempo real multitarea donde la priori-
dad de cada tarea es fija y se permiten las expulsiones. La planificacio´n de las
tareas se obtiene mediante RMA (Rate Monotonic Analysis).
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La Lockable iCache bloquea su contenido durante algunos periodos de la
ejecucio´n del sistema, en particular durante la ejecucio´n de cada tarea. En ca-
da cambio de contexto, el contenido de la cache se actualiza con las l´ıneas de
memoria de la tarea que se va a ejecutar. El comportamiento de esta cache es
totalmente predecible, y adema´s la prebu´squeda en ningu´n caso poluciona la
cache. Cada tarea, cuando se ejecuta, puede aprovechar toda la cache de forma
exclusiva, pero es necesario tener en cuenta el coste de cargar las l´ıneas de me-
moria de la tarea en cada cambio de contexto.
En esta nueva jerarqu´ıa de memoria, el coste de ejecucio´n de cada bloque
ba´sico en un camino concreto Pathi sigue siendo constante durante toda la vida
del sistema, y su valor se calcula teniendo en cuenta el tiempo de ejecucio´n de
cada una de las instrucciones que contiene y el coste de cada uno de los accesos
a dicho bloque. Esto permite definir expl´ıcitamente el tiempo de ejecucio´n de
todos los caminos. Adema´s, como consecuencia de disponer de una cache que
fija su contenido durante la ejecucio´n de las tareas, cada uno de los posibles
caminos de ejecucio´n es totalmente independiente de los dema´s. As´ı pues, el ca-
mino ma´s largo en ningu´n caso vendra´ determinado por una combinacio´n de
diferentes ramas en un mismo condicional.
El objetivo de la extensio´n del algoritmo Lock-MS sigue siendo determinar
las l´ıneas de memoria de cada tarea, que se cargara´n y bloqueara´n en la cache
antes de su ejecucio´n. El algoritmo tiene que tener en cuenta el WCET de cada
tarea y el coste de cargar las l´ıneas seleccionadas en la cache durante cada cambio
de contexto. Para obtener la seleccio´n de las l´ıneas a fijar, el algoritmo Lock-MS
modela el problema mediante un conjunto de restricciones lineales basadas en
ILP, cuya funcio´n objetivo sera´ minimizar el WCET de cada tarea del sistema.
Problemas de contencio´n debido a la prebu´squeda
Al considerar el funcionamiento del PB en la jerarqu´ıa de memoria propues-
ta (ver Figura 5.1), aparece un problema de contencio´n durante los accesos a
memoria, ya que todos los accesos a datos, siempre que haya una prebu´squeda
en curso, deben esperar su finalizacio´n. Mientras se realiza una prebu´squeda, y
hasta que la l´ınea solicitada no se guarde en el PB, no es posible solicitar un
nuevo dato. Por lo tanto, las instrucciones load y store pueden sufrir algu´n tipo
de contencio´n o retardo adicional.
Para evitar esta contencio´n durante el acceso a datos, se propone utilizar
una arquitectura tipo Harvard que separa la memoria de instrucciones y la me-
moria de datos. Tambie´n se puede utilizar una eSRAM con puerto dual, pero
el consumo de energ´ıa de cada acceso realizado es mayor. En la Figura 5.3 se
muestra esta nueva organizacio´n de la jerarqu´ıa de memoria con algunos detalles
ma´s espec´ıficos relacionados con la prebu´squeda.
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Figura 5.3: Detalle de una jerarqu´ıa de memoria para sistemas de tiempo real
con prebu´squeda.
Como ya se ha comentado anteriormente, despue´s del primer acierto en cual-
quiera de las tres estructuras que forman la jerarqu´ıa de memoria, Lockable
iCache, LB o PB, se lanza una nueva prebu´squeda a la IeSRAM. Para evitar
la prebu´squeda de l´ıneas de memoria que ya esta´n bloqueadas en la cache, tan
pronto como sea posible se realiza una simple bu´squeda de la siguiente l´ınea de
memoria en la Lockable iCache. So´lo en el caso de que se vaya a producir un
fallo, se lanza la prebu´squeda y se solicita la l´ınea a la IeSRAM. Posteriormente
esta l´ınea de memoria se guardara´ en el PB.
En la Figura 5.4 se describe la etapa de fetch y decode de una instruccio´n
cuando la cache no dispone de un puerto dual. Si se produce un acierto de cache,
obviamente durante la etapa de fetch el controlador de prebu´squeda no puede
usar el puerto de la Lockable iCache, ya que se esta´ sirviendo la instruccio´n pa-
ra su decodificacio´n. No obstante, cuanto antes se inicie la prebu´squeda, mayor
rendimiento se consigue. As´ı pues, el controlador iniciara´ la prebu´squeda en el
ciclo siguiente.
Cuando se produce un fallo de cache, y en el primer acceso a una l´ınea de
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Figura 5.4: Operaciones de la prebu´squeda en las etapas de fetch y decode cuando
la iCache so´lo tiene un puerto.
memoria memLiney se consigue un acierto de LB, se realizara´ el fetch de la
instruccio´n de la l´ınea memLiney para su ejecucio´n. En el ciclo siguiente se
buscara´ la l´ınea menLiney+1 en la cache, con el fin de ver si es necesario efec-
tuar una prebu´squeda. Si la l´ınea menLiney+1 no esta´ en la cache, se lanza la
prebu´squeda que posteriormente actualiza el PB con dicha l´ınea. Como el LB y
el PB intercambian sus funciones, si se produce un acierto de PB, pasara´ a com-
portarse como el LB y el proceso de prebu´squeda sera´ totalmente equivalente al
descrito. Finalmente, si se da un fallo en las tres estructuras de la jerarqu´ıa de
memoria, es decir, tanto en la Lockable iCache, como en el LB y tambie´n en el
PB, se solicita la l´ınea menLiney directamente a la IeSRAM y posteriormente
se guarda dicha l´ınea en el LB.
As´ı pues, con la jerarqu´ıa de memoria propuesta en la Figura 5.3, el u´nico
caso de contencio´n aparece si durante la prebu´squeda se ejecuta un salto tomado
o un salto obligatorio. En ese instante, si el hardware reconoce que la l´ınea soli-
citada no sera´ utilizada, se puede iniciar la solicitud de la nueva l´ınea requerida.
Pero para considerar el peor caso, suponemos que esta posibilidad no existe, es
decir, la memoria no puede abortar las solicitudes de prebu´squeda pendientes y
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debe esperar a que e´stas finalicen, por lo tanto, en estos casos se producira´ una
penalizacio´n que se debe tener en cuenta.
La penalizacio´n por contencio´n, asociada a una l´ınea de memoria Li,j,k que
es destino de salto (obligatorio o tomado), se obtiene de una forma equivalente
al coste de prebu´squeda, cuando en caso de acierto hay que esperar a que el
PB se actualice con la l´ınea de memoria solicitada. Es decir, en todos los casos
es necesario esperar a que finalice la solicitud de prebu´squeda pendiente. Por
lo tanto, para determinar la penalizacio´n por contencio´n, se calculara´ el tiempo
que falta para que finalice la prebu´squeda en curso y se pueda solicitar la nueva
l´ınea de memoria Li,j,k a la que se accedera´ despue´s de la ejecucio´n del salto.
En concreto, la posible penalizacio´n por contencio´n contentionPenalty depende
del coste de un fallo de PB tmissPB y del tiempo transcurrido contentionCost
desde que comenzo´ la prebu´squeda hasta ese instante de la ejecucio´n.
Por lo tanto, la penalizacio´n debido a la contencio´n que se produce en el pri-
mer acceso a la l´ınea Li,j,k cuando se esta´ ejecutando la l´ınea de memoria Li,j,m,
que ha solicitado la prebu´squeda de la l´ınea Li,j,m+1 de forma erro´nea, se re-
presenta mediante estas dos nuevas restricciones ILP:
contentionPenaltyi,j,k ≥ tmissPB − contentionCosti,j,m
contentionPenaltyi,j,k ≥ 0 (5.1)
Esta penalizacio´n de contencio´n, causada por una prebu´squeda que no se
utiliza durante la ejecucio´n de una l´ınea Li,j,m que contiene un salto obligatorio
o tomado, se debe extender a cualquier l´ınea de memoria Li,j,k que contenga
una instruccio´n destino de salto. No obstante, cuando cualquiera de las l´ıneas
de memoria implicadas, Li,j,k o Li,j,m+1, esta´n bloqueadas en la cache, la pe-
nalizacio´n es 0, ya que en estos casos no es necesario comenzar la prebu´squeda
de la l´ınea Li,j,m+1. Sin embargo, cuando la l´ınea de memoria Li,j,m+1 esta´ en
cache pero la l´ınea que es destino de salto Li,j,k no esta´ en cache, se produce un
fallo de PB, que ya esta´ contemplado en las ecuaciones que modelan el problema
ILP.
Formulacio´n del problema
La funcio´n objetivo para esta nueva jerarqu´ıa de memoria, sigue siendo la
Ecuacio´n 4.11. Para cada tarea Task i del sistema se debe tener en cuenta el
coste completo de ejecutar la tarea, junto con el coste de todos los cambios de
contexto que puede sufrir durante su ejecucio´n.
Wcost i = wceti + ncSwitchi · switchCosti
Pero al considerar la prebu´squeda, algunas ecuaciones se deben actualizar
para tener en cuenta el comportamiento del PB. Por ejemplo, el coste de los
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cambios de contexto de una tarea Task i, adema´s de considerar el coste de car-
gar el contenido de la cache ICpreloadCosti de cada tarea con las l´ıneas de
memoria seleccionadas y el coste LBpreloadCost de actualizar el LB, tambie´n
debe tener en cuenta el coste PBpreloadCost de actualizar el PB, ya que su
contenido sera´ invalidado durante el cambio de contexto.
As´ı pues, teniendo en cuenta la constante Mlines que representa el nu´mero
de l´ıneas de memoria f´ısica del sistema, se puede calcular el coste del cambio de
contexto switchCosti de la tarea Task i mediante las siguientes ecuaciones:
switchCosti = tSwitch+ ICpreloadCosti +
LBpreloadCost+ PBpreloadCost
PBpreloadCost = tmissPB − thitPB
LBpreloadCost = tmissLB − thitLB
ICpreloadCosti = (tmissCM − thitCM ) · numcachedi
numcachedi =
Mlines−1∑
l=0
cachedl (5.2)
Cuando se an˜ade el PB tambie´n es necesario actualizar las ecuaciones que des-
criben el coste de ejecucio´n de una l´ınea de memoria, para tener en cuenta el
efecto de la prebu´squeda. As´ı pues, la siguiente ecuacio´n sustituye a la Ecua-
cio´n 4.7 que describ´ıa el coste de ejecucio´n de una l´ınea de memoria cuando se
produce un fallo de cache:
ICmissCosti,j,k = PBCosti,j,k · nICmissPBhiti,j,k +
+ LBCosti,j,k · nICmissPBmissi,j,k (5.3)
El primer sumando hace referencia al coste de un acierto de prebu´squeda
y se ha representado con la variable PBCost. Para cada l´ınea de memoria, la
ecuacio´n que permite calcular esta variable es la siguiente:
PBCosti,j,k = texeci,j,k + PBPenaltyi,j,k +
thitLB · (nInsi,j,k − 1) (5.4)
El segundo sumando hace referencia al coste de un fallo de prebu´squeda.
En este caso, la restriccio´n del coste de ejecucio´n es la misma que cuando se
produce un fallo de cache ICmissCost y la arquitectura de memoria no dispone
de prebu´squeda. Es decir, el primer acceso a la l´ınea de memoria sera´ un fallo
de LB y el resto sera´n aciertos de LB, ya que se habra´ actualizado con la l´ınea
de memoria solicitada al nivel superior de la jerarqu´ıa de memoria. No obstante,
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para diferenciar ambos casos, se ha definido la constante LBCost.
Por lo tanto, cuando se produce un fallo de prebu´squeda, se calcula el coste
de ejecucio´n de la l´ınea de memoria mediante la siguiente ecuacio´n:
LBCosti,j,k = texeci,j,k + tmissLB + thitLB · (nInsi,j,k − 1) (5.5)
De forma ana´loga, cuando se produce un fallo de cache, el nu´mero de ac-
cesos a cada l´ınea de memoria se divide en dos casos, los accesos realizados en
secuencia, que son aciertos de prebu´squeda, y los accesos que se producen como
destino de salto, que son fallos de prebu´squeda. Para diferenciar estos dos tipos
de accesos, se utilizan las constantes nfetchInSequence y nfetchAfterJump
respectivamente. Obviamente, estas constantes dependen del nu´mero ma´ximo
de accesos a cada l´ınea de memoria nfetch durante la ejecucio´n de un camino
particular.
La siguiente ecuacio´n muestra la relacio´n entre cada uno de los tipos de
accesos posibles:
nfetchi,j,k = nfetchInSequencei,j,k + nfetchAfterJumpi,j,k (5.6)
Pero como ya se ha comentado anteriormente, incluso si se produce un acier-
to en la prebu´squeda, puede aparecer cierta penalizacio´n que se ha de tener en
cuenta. Esta nueva penalizacio´n PBPenaltyk se da cuando el coste de ejecu-
cio´n de la l´ınea Li,j,k, considerando todos los accesos a las instrucciones de la
l´ınea como aciertos hitCosti,j,k, es menor que el tiempo que cuesta actualizar
el PB tmissPB con la l´ınea de memoria prebuscada. Esta penalizacio´n sera´ 0
cuando se pueda ocultar totalmente el tiempo de prebu´squeda, es decir, la eje-
cucio´n de la l´ınea termina despue´s de que el PB se haya actualizado con la
l´ınea solicitada. La penalizacio´n ma´xima que se puede producir sera´ el tiempo
de traer una l´ınea del nivel superior en la jerarqu´ıa de memoria, en este caso
sera´ el tiempo de acceso a la IeSRAM menos el coste de ejecutar la l´ınea de
memoria a la que se esta´ accediendo en ese instante.
As´ı pues, la penalizacio´n que se puede sufrir cuando se produce un acierto
en la prebu´squeda es la siguiente:
PBPenaltyi,j,k = ma´x (0, missPB − hitCosti,j,k−1)
Esta penalizacio´n da lugar a dos nuevas restriccciones en el problema ILP:
PBPenaltyi,j,k ≥ tmissPB − hitCosti,j,k−1
PBPenaltyi,j,k ≥ 0 (5.7)
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En cualquier caso, una vez que la l´ınea de memoria ya se ha almacenado en
el PB, cuando el procesador solicita por primera vez una instruccio´n de dicha
l´ınea, el PB pasa a realizar las funciones del LB, y el LB se convierte en el nuevo
PB. Por lo tanto, todos los accesos a dicha l´ınea de memoria tienen un coste
de thitLB.
Para finalizar la descripcio´n del modelado ILP del problema, suponemos que
un acierto de cache thitCM tiene el mismo coste que un acierto de LB thitLB .
Esta suposicio´n es habitual y simplifica la notacio´n en las restricciones que des-
criben el problema, ya que as´ı no es necesario especificar si se esta´ accediendo
a una l´ınea de memoria en la cache o en el LB, aunque para establecer esta
distincio´n so´lo se tendr´ıa que an˜adir una nueva restriccio´n al problema.
A continuacio´n se describen el conjunto de restricciones asociadas a una l´ınea
de memoria Li,j,k que el algoritmo Lock-MS necesita para decidir si dicha l´ınea
de memoria se bloqueara´ en la cache1:
lineCosti,j,k = IChitCosti,j,k · nIChiti,j,k +
PBCosti,j,k · nICmissPBhiti,j,k+
LBCosti,j,k · nICmissPBmissi,j,k
IChitCosti,j,k = texeci,j,k + thitCM · nInsi,j,k
PBCosti,j,k = texeci,j,k +PBPenaltyi,j,k+
thitLB · (nInsi,j,k − 1)
PBPenaltyi,j,k ≥ tmissPB− IChitCosti,j,k−1
PBPenaltyi,j,k ≥ 0
nIChiti,j,k = nfetchi,j,k · cachedl
nICmissPBhiti,j,k = nfetchInSequencei,j,k · (1− cachedl)
nICmissPBmissi,j,k = nfetchAfterJumpi,j,k · (1− cachedl)
nfetchi,j,k = nfetchInSequencei,j,k + nfetchAfterJumpi,j,k
Adema´s, en nuestro caso, donde la arquitectura de memoria no esta´ exenta de
las posibles contenciones causadas por las prebu´squedas erro´neas, tanto en los
saltos obligatorios, como en los saltos tomados, la ecuacio´n para obtener el valor
de la variable LBCosti,j,k se reemplaza por las siguientes restricciones:
LBCosti,j,k = texeci,j,k + contentionPenaltyi,j,k+
tmissLB + thitLB · (nInsi,j,k − 1)
1Las nuevas restricciones del problema ILP para tener en cuenta el comportamiento del
PB se han marcado en negrita.
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contentionPenaltyi,j,k ≥ tmissPB− contentionCosti,j,m
contentionPenaltyi,j,k ≥ 0
Restricciones asociadas a la informacio´n de control
Al igual que en el cap´ıtulo anterior, el modelado ILP permite an˜adir otras
restricciones, como por ejemplo las limitaciones que se consiguen durante el
ana´lisis de flujo de control. Si un bucle contiene varios caminos alternativos,
se pueden an˜adir nuevas restricciones para indicar el nu´mero exacto de veces
que se ejecutara´ cada uno de los caminos. La forma de modelar estas nuevas
restricciones es totalmente equivalente a las ya utilizadas en otros trabajos [6,
107].
Prebu´squeda: Modelo expl´ıcito vs. Modelo compacto
La base del algoritmo Lock-MS es la descripcio´n de todos y cada uno de los
posibles caminos de ejecucio´n, como ya se indico´ en el Cap´ıtulo 4. No obstan-
te, para reducir la complejidad del problema, tambie´n se describio´ un modelo
compacto que, en principio, no se puede aplicar directamente a una jerarqu´ıa de
memoria con prebu´squeda, ya que depende de la historia de ejecucio´n.
En este apartado, para ilustrar co´mo se determinan en general los costes de
prebu´squeda en el modelo compacto, se considera el ejemplo de la Figura 5.5. Es-
te ejemplo, ya utilizado en el Cap´ıtulo 4, es bastante representativo, puesto que
cada bloque ba´sico y sus l´ıneas de memoria abarcan todos los casos de acierto
de prebu´squeda que pueden aparecer en un determinado co´digo. Obviamente,
suponemos que ninguna de las l´ıneas de memoria del ejemplo esta´ bloqueada en
la cache, ya que en estos casos cada acceso se considera como un acierto de cache.
Si la jerarqu´ıa de memoria no dispone de prebu´squeda, el coste del primer
acceso a cada una de las l´ıneas de memoria sera´ missLB , es decir, se debe consi-
derar un fallo de LB. Pero si la jerarqu´ıa de memoria esta´ formada por un LB y
un PB, como en la Figura 5.1, cuando se produce un acceso a la siguiente l´ınea
de memoria en secuencia, el coste del primer acceso a dicha l´ınea de memoria
dependera´ de la efectividad de la prebu´squeda, no obstante, se debe tener en
cuenta la posible penalizacio´n de prebu´squeda PBPenalty. En este caso, el pri-
mer acceso se debe tratar como un acierto de PB. Pero si se produce un acceso
despue´s de un salto obligatorio o de un salto tomado, el coste del primer acceso
a la l´ınea de memoria sera´ missLB , es decir, se debe tratar como un fallo de
prebu´squeda.
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Figura 5.5: Descripcio´n gra´fica del modelo expl´ıcito y del compacto.
En la columna etiquetada como Modelo expl´ıcito de la Tabla 5.1 se resu-
me el coste del primer acceso a cada una de las l´ıneas de memoria asociadas a
los caminos Path1 y Path2 de la Figura 5.5. Por claridad en la notacio´n, con
super´ındices aparece indicada la l´ınea anterior cuyo coste de ejecucio´n deter-
mina la posible penalizacio´n por la prebu´squeda de dicha l´ınea, representada
por la variable PBPenalty. Desafortunadamente la transformacio´n al modelo
compacto no es directa, llegando en algu´n caso a tener que sobrestimar el coste
del primer acceso a la l´ınea de memoria. En la columna etiquetada como Mo-
delo compacto de la Tabla 5.1 se resume el coste del primer acceso a cada una
de las l´ıneas de memoria asociadas a los caminos Path1 y Path2 de la Figura 5.5.
El coste del primer acceso a la l´ınea L2a, que es secuencial, dependera´ del cos-
te de ejecucio´n de la l´ınea anterior, es decir, de la l´ınea L1. En este caso concreto
el coste del primer acceso viene determinado por la constante PBPenaltyL1 =
ma´x (0, missPB − hitCostL1), donde la constante hitCostL1 representa el coste
de ejecucio´n de la l´ınea de memoria L1, considerando todos los accesos como
aciertos. El coste del primer acceso a las l´ıneas L3, L4a, L5 y L6a se calcu-
la de forma equivalente. En todos estos casos, no se produce sobrestimacio´n al
asociar directamente estos costes a cada una de las l´ıneas en el modelo compacto.
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L´ıneas Modelo expl´ıcito Modelo compactoPath 1 Path 2
L1 missLB missLB missLB
L2a PBPenalty
L1 PBPenaltyL1 PBPenaltyL1
L2b 0 - 0
L3 PBPenalty
L2 - PBPenaltyL2
L4a PBPenalty
L3 - PBPenaltyL3
L4b - missLB missLB
L5 - PBPenaltyL4b PBPenaltyL4b
L6a - PBPenaltyL5 PBPenaltyL5 −missLB
L6b missLB 0 missLB
L7 PBPenalty
L6b PBPenaltyL6 PBPenaltyL6b
Tabla 5.1: Coste del primer acceso a las l´ıneas de memoria de la Figura 5.5 en
la jerarqu´ıa de memoria propuesta.
El coste del primer acceso a la l´ınea L4b se ha de tratar como un fallo de PB,
ya que esta l´ınea pertenece en exclusividad al camino Path2, y so´lo se puede
acceder a ella despue´s de un salto condicional cuando es tomado. En este caso
la prebu´squeda fallara´ y el coste del primer acceso sera´ missLB . No obstante,
en este caso tampoco se produce sobrestimacio´n al asignar directamente el coste
de la l´ınea L4b al modelo compacto.
Pero el primer acceso a la l´ınea L6b representa un caso en el que se pro-
duce una sobrestimacio´n al trasladar dicho coste al modelo compacto. En este
caso, se puede acceder a esta l´ınea de dos formas distintas. Si se recorre el
camino Path1 es destino de salto obligatorio, por lo tanto, al igual que en el
ejemplo anterior, la prebu´squeda falla y el coste del primer acceso es missLB .
Pero si se recorre el camino Path2, la l´ınea de memoria L6b ya esta´ en el PB,
por lo tanto el coste del primer acceso es 0. Si en el modelo compacto asignamos
el valor missLB al coste del primer acceso a la l´ınea L6b, cuando se calcule el
coste del camino Path2 se producira´ una sobrestimacio´n, puesto que dicha l´ınea
ya esta´ en el LB. Obviamente, esta sobrestimacio´n so´lo afecta al camino Path2
y para evitarla se puede realizar un ajuste actualizando el coste del primer ac-
ceso a la l´ınea L6a, que pertenece en exclusividad al camino Path2. El ajuste
a realizar resta dicho valor al coste del primer acceso de la l´ınea L6a, como ya
se ha indicado en la Tabla 5.1. Es decir, para evitar la sobrestimacio´n en el
primer acceso a la l´ınea L6b en el modelo compacto, se realiza un ajuste en el
coste del primer acceso a la l´ınea L6a que viene condicionado por la siguiente
expresio´n: PBPenaltyL5 −missPB .
Desafortunadamente, no se puede realizar un ajuste para evitar la sobres-
timacio´n que se produce en el primer acceso a la l´ınea L7. Por un lado, en
el camino Path1 el coste de ejecucio´n de la l´ınea anterior se corresponde con
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hitCostL6b , mientras que por otro, en el camino Path2 se debe considerar el
coste de ejecucio´n de la l´ınea L6a, y el de la L6b, es decir, se debe tener en
cuenta el coste de ejecucio´n de la l´ınea L6 completa. En este caso, en el modelo
compacto no se puede evitar la sobrestimacio´n en el primer acceso a la l´ınea L7,
ya que forma parte de ambos caminos.
Con la jerarqu´ıa de memoria propuesta en este cap´ıtulo, tambie´n podr´ıa ser
interesante adoptar una solucio´n intermedia o h´ıbrida entre el modelo explicito
y el modelo compacto. Es decir, se pueden tratar algunos trozos del programa de
forma expl´ıcita para obtener ma´s detalle, tanto de la informacio´n espec´ıfica del
flujo de control, como de la historia de ejecucio´n. De esta forma, los resultados
conseguidos en algunos trozos del programa son ma´s precisos, y en el resto
se analizar´ıa con el modelo compacto. Por ejemplo, los trozos de co´digo en los
que la prebu´squeda tiene asociada una gran sobrestimacio´n, se podr´ıan analizar
utilizando el modelo expl´ıcito. El resultado parcial se an˜adir´ıa al resto del tiempo
de ejecucio´n del programa determinado con el modelo compacto.
5.3. Evaluacio´n del rendimiento
En la siguiente seccio´n evaluamos el rendimiento de la jerarqu´ıa de memoria
propuesta (ver Figura 5.3), en un sistema de tiempo real multitarea donde se
permiten las expulsiones y las tareas tienen prioridad fija. En los experimentos
se estudian las tareas que se muestran en la Tabla 5.2, son las mismas que las
utilizadas en el Cap´ıtulo 4 y, en este caso, tambie´n se han planificado median-
te Rate Monotonic.
Conjunto Tarea WCET Periodo Taman˜ocon-LB
small
jfdctint 10108 23248 1072 B
crc 109696 329088 536 B
matmul 542229 2440031 208 B
integral 716633 3583165 400 B
medium
minver 8522 19601 1360 B
qurt 10117 30351 752 B
jfdctint 10108 44475 1072 B
fft 2886680 15010736 1016 B
Tabla 5.2: Conjunto de tareas: small y medium.
Los co´digos fuente se han compilado con GCC 2.95.2 -O2 y suponemos que
el co´digo de cada tarea se cargara´ en una direccio´n de memoria f´ısica que se
corresponda con el conjunto 0 de la cache. El WCET, que aparece indicado en
la Tabla 5.2, hace referencia al tiempo de ejecucio´n de peor caso considerando
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un sistema con LB, es decir, sin cache ni prebu´squeda, y sin tener en cuenta el
coste de los posibles cambios de contexto. Los periodos de cada tarea se han
elegido para que la utilizacio´n de la CPU en el sistema base sea de 1, 2. El con-
junto de tareas small y medium, y la relacio´n entre los periodos de cada tarea,
ya se han considerado en trabajos anteriores [6, 147].
Al igual que en el Cap´ıtulo 4, la arquitectura que analizamos en los expe-
rimentos es un ARM v7 con instrucciones de 4 bytes. El taman˜o de una l´ınea
de memoria es de 16 bytes, tanto en la Lockable iCache, como en el LB y en el
PB; por lo tanto, cada l´ınea puede contener hasta 4 instrucciones. En los expe-
rimentos realizados, la capacidad de la cache var´ıa desde 128 bytes hasta 4 KB.
La memoria principal que tiene una organizacio´n tipo Harvard es de taman˜o
fijo. En este caso, tanto la memoria de datos DeSRAM, como la memoria de
instrucciones IeSRAM tienen 256 KB.
Para determinar el coste de los accesos a memoria se ha utilizado Cacti V.6.0,
una herramienta que permite modelar los circuitos de una jerarqu´ıa de memo-
ria [138]. Tambie´n suponemos que esta jerarqu´ıa de memoria formara´ parte de
un procesador de alto rendimiento para sistemas empotrados, construido bajo
la tecnolog´ıa 32 nm, cuyo ciclo de procesador podr´ıa ser equivalente a 36 FO4.
Un procesador de 36 FO4 en la tecnolog´ıa 32 nm tendr´ıa aproximadamente una
frecuencia de reloj de unos 2, 4 GHz, que esta´ en consonancia con la tendencia
del mercado actual [1]. Tambie´n se ha verificado que todas las caches analizadas,
excepto las totalmente asociativas, pueden proporcionar una instruccio´n en un
ciclo de procesador. El tiempo mı´nimo de acceso a una eSRAM de 256 KB, fa-
bricada con transistores de bajo consumo en reserva, podr´ıa ser de unos 7 ciclos.
As´ı pues, en los experimentos realizados hemos supuesto que el coste de un
acierto de cache o de LB es de 1 ciclo, mientras que el coste de un fallo es de 7
ciclos; con esta latencia de memoria se consigue estresar el funcionamiento de la
Lockable iCache. Por otro lado, en caso de producirse un acierto de prebu´sque-
da, su coste estara´ comprendido entre 1 y 7 ciclos, en funcio´n del instante en
el que se realizo´ la solicitud de prebu´squeda y del tiempo transcurrido. Tam-
bie´n conviene indicar que todos los accesos a datos se efectu´an directamente a
la DeSRAM. Finalmente, los costes de ejecucio´n se han modelado suponiendo
que una instruccio´n predicada, que no se ejecuta debido a la condicio´n, consume
1 ciclo; y que las instrucciones que se ejecutan, y no son accesos a memoria, lo
hacen en 2 ciclos. Todas las instrucciones de acceso a memoria (load y store)
consumen 1+7 ciclos.
Localidad espacial con prebu´squeda
En este apartado se analiza la influencia de la localidad espacial en el WCET
de cada tarea cuando se ejecuta de forma aislada. Los componentes de la jerar-
qu´ıa de memoria que permiten explotar la localidad espacial son el LB y el PB.
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No obstante, se analiza el WCET de cada tarea en 4 escenarios distintos:
En el primer escenario todos los accesos a memoria son fallos, es decir,
tanto los accesos a las instrucciones, como a los datos, se realizan directa-
mente a la IeSRAM y a la DeSRAM respectivamente. E´ste es el escenario
ma´s pesimista, ya que se asume que ninguno de los componentes de la
jerarqu´ıa de memoria propuesta esta´ en funcionamiento. Por lo tanto, re-
presenta el l´ımite superior en cuanto al coste de los accesos a memoria.
En el segundo escenario la jerarqu´ıa de memoria dispone de LB. Aunque
este escenario ya se analizo´ con todo detalle en el Cap´ıtulo 4, conviene
volver a presentar los resultados logrados, para realizar una comparacio´n
con mayor facilidad.
En el tercer escenario se tiene en cuenta la prebu´squeda y se an˜ade el PB
a la jerarqu´ıa de memoria analizada.
Finalmente, en el cuarto escenario se considera un sistema ideal donde
todos los accesos a instrucciones son aciertos. Este caso es el ma´s optimista.
Todos los accesos se realizan directamente desde la cache y ni siquiera se
tiene en cuenta la penalizacio´n por cargar las l´ıneas de memoria en la
cache. Este escenario representa el l´ımite inferior en cuanto al coste de los
accesos a memoria.
Es importante destacar que ninguno de los escenarios propuestos incluye el
estudio de la Lockable iCache, ya que estamos analizando la localidad espacial
en la jerarqu´ıa de memoria propuesta (ver Figura 5.3). As´ı pues, utilizamos
la Lockable iCache para capturar la localidad temporal.
En la Figura 5.6 se muestra una comparativa de los cuatro escenarios ana-
lizados. Los resultados se han normalizado con respecto al primer escenario, en
el que todos los accesos se consideran fallos ya que se realizan directamente a
la eSRAM. Como se observa en la Figura 5.6, el WCET obtenido, tanto en la
jerarqu´ıa de memoria que dispone de LB, como en la que dispone de LB y PB,
presenta una reduccio´n muy significativa. Esto es debido a que, tanto el LB,
como el PB consiguen explotar muy bien la localidad espacial. Por ejemplo, con
un simple LB, el WCET se reduce de media en aproximadamente un 47%. En
un sistema con LB y PB, el WCET se reduce de media en un 60%. Finalmente,
en el sistema ideal se reduce el WCET de las tareas analizadas hasta en un 67%,
pero, como ya se ha comentado anteriormente, en este escenario hemos supuesto
que todas las instrucciones de la tarea esta´n en la cache, sin tener en cuenta el
coste de cargar dichas instrucciones en cache. Por lo tanto, la ma´xima reduccio´n
del WCET que se podr´ıa obtener an˜adiendo, a un sistema que ya dispone de un
LB y un PB, una cache de instrucciones para explotar la localidad temporal,
ser´ıa de aproximadamente un 7%, asumiendo que el caso ideal se puede con-
seguir. Tambie´n conviene indicar que los accesos a datos podr´ıan proporcionar
una mejora de aproximadamente el 33%.
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Figura 5.6: WCET de cada tarea en las 4 configuraciones consideradas.
En definitiva, teniendo en cuenta que en el sistema ideal el incremento en
el rendimiento alcanza de media un 67%, las mejoras de rendimiento que se
pueden obtener en la jerarqu´ıa de memoria propuesta (ver Figura 5.3) son las
siguientes:
Si la jerarqu´ıa de memoria so´lo dispone de un LB, la mejora en el rendi-
miento que se alcanza es de un 47% que representa un incremento relativo
del 70%. En este caso una Lockable iCache podr´ıa aumentar el rendimien-
to hasta un 30% ma´s.
Si la jerarqu´ıa de memoria dispone de un LB y de un PB, la mejora en
el rendimiento que se puede alcanzar es de un 60% que representa un
incremento relativo del 90%. En este caso una Lockable iCache podr´ıa
mejorar el rendimiento so´lo hasta un 10% ma´s.
Utilizacio´n de la CPU con prebu´squeda
En un sistema multitarea tambie´n se puede calcular la utilizacio´n del pro-
cesador para medir los efectos de la localidad espacial. La utilizacio´n del proce-
sador se define como la fraccio´n de tiempo de la CPU en la que esta´ ocupada
ejecutando las tareas del sistema en el peor caso.
U =
NTask∑
i=1
Wcost i
Ti
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Una utilizacio´n del procesador superior a 1 indica que el sistema no es plani-
ficable. Pero au´n cuando la utilizacio´n del procesador es inferior a 1, no esta´ ga-
rantizado que el sistema sea planificable, ya que esta condicio´n es necesaria, pero
no suficiente. No obstante, cuando la utilizacio´n del procesador es inferior a 1,
la planificabilidad del sistema se puede verificar mediante el ana´lisis del tiempo
de respuesta (RTA/ Response Time Analysis). Mediante RTA se verifica si el
tiempo de respuesta Ri de cada tarea Task i del sistema es menor que su plazo de
finalizacio´nDi. Es decir, el sistema es planificable si Ri ≤ Di con 1 ≤ i ≤ NTask .
Como ya se ha comentado anteriormente, los periodos indicados en la Ta-
bla 5.2 se han ajustado para que en ambos conjuntos de tareas, small y medium,
la utilizacio´n del procesador sea de 1, 2. Es decir, para que el sistema no sea pla-
nificable. Los resultados obtenidos ya indican que en una jerarqu´ıa de memoria
sin cache de instrucciones, pero que tenga un LB y un PB, la utilizacio´n del
sistema es inferior a 0, 9, por lo tanto el sistema ya podr´ıa ser planificable.
Para los conjuntos de tareas small y medium, en la Figura 5.7 se mues-
tra la utilizacio´n del procesador en un sistema donde se accede directamente
a la eSRAM ; en este caso el sistema no es planificable en absoluto. Se indica
la utilizacio´n del procesador en una jerarqu´ıa de memoria formada u´nicamente
por un LB donde la utilizacio´n alcanza el 1, 2. Tambie´n se muestra la utilizacio´n
del procesador en una jerarqu´ıa de memoria formada por un LB y un PB; en
este caso el sistema ya podr´ıa ser planificable. Y finalmente, se expone la utili-
zacio´n del procesador en un sistema ideal, donde todos los accesos a memoria
son aciertos.
Con respecto al sistema en el que se accede directamente a la eSRAM, la
reduccio´n de la utilizacio´n del procesador es cada vez mayor. Por ejemplo, con
un simple LB, la utilizacio´n se reduce en casi un 49%. Cuando se considera
un LB y un PB, la utilizacio´n del procesador se reduce hasta un 61%. En el
caso ideal la reduccio´n aproximadamente alcanza hasta un 68%. Como conse-
cuencia de estos resultados, conviene indicar que con una cache de instrucciones
la reduccio´n ma´xima en la utilizacio´n del procesador que se podr´ıa alcanzar,
ser´ıa de aproximadamente un 7%. Por lo tanto, en una jerarqu´ıa de memoria
formada por un LB junto con un PB, la localidad espacial se captura perfecta-
mente. As´ı pues, los resultados experimentales confirman que el rendimiento de
un sistema de tiempo real aumenta de forma espectacular, con una jerarqu´ıa de
memoria formada u´nicamente por un LB y un PB. Adema´s, ambos componen-
tes, y en particular el PB, reducen la influencia de la cache de instrucciones en
el WCET de las tareas.
Ana´lisis del tiempo de respuesta con prebu´squeda
En el siguiente apartado se compara el tiempo de respuesta obtenido median-
te los algoritmos Lock-MU [147] y Lock-MS para los conjuntos de tareas small
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Figura 5.7: Utilizacio´n del procesador para los conjuntos de tareas small y me-
dium.
y medium. En concreto comparamos el tiempo de respuesta de la tarea de prio-
ridad ma´s baja conseguido mediante Lock-MU y Lock-MS en una jerarqu´ıa de
memoria formada por un LB y una Lockable iCache. En la Figura 5.8 se mues-
tra el ana´lisis realizado para una cache de correspondencia directa, no obstante,
para el algoritmo Lock-MU tambie´n se indican los resultados conseguidos en
una cache totalmente asociativa, ya que este algoritmo logra el mejor rendi-
miento para esta configuracio´n de la cache. Tambie´n se muestran los resultados
obtenidos mediante Lock-MS en una jerarqu´ıa de memoria con prebu´squeda, sin
cache, y con una cache de 128 bytes.
El tiempo de respuesta de la tarea de prioridad ma´s baja en los conjun-
tos small y medium se ha calculado teniendo en cuenta la seleccio´n de l´ıneas
de memoria, que los algoritmos Lock-MU y Lock-MS deciden fijar en la cache.
En la parte izquierda de la Figura 5.8 se analiza una jerarqu´ıa de memoria for-
mada por un LB y una Lockable iCache cuya capacidad var´ıa desde 128 bytes
hasta 2 KB para el conjunto small y desde 256 bytes hasta 4 KB para el conjun-
to medium. Los resultados que se presentan aparecen normalizados al tiempo de
respuesta conseguido en el sistema ideal, donde todos los accesos a las instruc-
ciones se consideran aciertos. En la gra´fica junto a cada barra aparece indicado
el porcentaje que representa la capacidad de la cache con respecto al taman˜o
del conjunto de tareas analizado.
Como se observa en la parte izquierda de la Figura 5.8, el algoritmo Lock-MS
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consigue mejor rendimiento con caches pequen˜as que el algoritmo Lock-MU. El
algoritmo Lock-MU so´lo supera en prestaciones al algoritmo Lock-MS, cuan-
do la capacidad de la cache es superior al 80% del taman˜o del conjunto de
tareas analizado. Tambie´n se muestra claramente que, con caches grandes total-
mente asociativas, el algoritmo Lock-MU se aproxima al caso ideal. Finalmente
conviene indicar que el algoritmo Lock-MU consigue mejores resultados que el
algoritmo Lock-MS en el conjunto de tareas medium, debido al mayor nu´me-
ro de cambios de contexto que presenta este conjunto de tareas. En este caso,
los cambios de contexto influyen negativamente en el rendimiento del algorit-
mo Lock-MS.
En la parte derecha de la Figura 5.8 se indica el tiempo de respuesta obtenido
en una jerarqu´ıa de memoria con prebu´squeda. La prebu´squeda aumenta sig-
nificativamente el rendimiento del sistema. Con una Lockable iCache pequen˜a,
de 128 bytes, se supera en prestaciones a un sistema sin prebu´squeda con una
cache grande. Por ejemplo, tanto en el conjunto de tareas small como en el me-
dium, con una cache de capacidad reducida, de tan so´lo un 5% del taman˜o
del conjunto de tareas analizado, se alcanza un rendimiento equivalente al caso
ideal, en el que no se ha tenido en cuenta el coste de cargar los contenidos de
la cache. En general, esto es debido a que so´lo es necesario cargar en la cache
las l´ıneas de memoria que son destino de salto, tanto los obligatorios, como los
tomados. En estos casos es cuando la prebu´squeda falla. Obviamente hay otros
detalles a tener en cuenta, pero sera´ el solver el que decida si una determinada
l´ınea de memoria se debe bloquear en la cache o no. As´ı pues, en presencia de un
sencillo hardware de prebu´squeda, el coste de cargar y bloquear las instrucciones
en la cache, en cada cambio de contexto, tambie´n se reduce considerablemente.
El hardware de prebu´squeda aumenta de forma significativa el rendimiento
del sistema en el peor caso y reduce la capacidad de la cache necesaria para
alcanzar un rendimiento equivalente al caso ideal. Por lo tanto, un sistema con
caches grandes y totalmente asociativas, basado en te´cnicas de static locking
cache, puede que no supere en prestaciones a un sistema con caches pequen˜as y
correspondencia directa basado en te´cnicas de dynamic locking cache.
En definitiva, en un sistema de tiempo real, una jerarqu´ıa de memoria con
prebu´squeda como la propuesta (ver Figura 5.1) consigue mejor rendimiento con
una cache pequen˜a que una jerarqu´ıa de memoria sin prebu´squeda, aunque e´sta
disponga de una cache grande totalmente asociativa.
Efecto de la penalizacio´n en la prebu´squeda
Un hardware de prebu´squeda sencillo como el de la jerarqu´ıa de memoria
propuesta (ver Figura 5.1) incrementa el rendimiento en el peor caso. Aunque
es habitual que, en la mayor parte de los sistemas que disponen de hardware
de prebu´squeda, la penalizacio´n quede totalmente oculta, en este apartado se
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estudia la influencia de una posible penalizacio´n en la prebu´squeda en el WCET
de una tarea.
En general, en los experimentos realizados, hemos supuesto que la ejecucio´n
de una instruccio´n consume 3 ciclos de media, 1 ciclo para fetch y 2 ciclos para
su ejecucio´n. Por lo tanto es necesario ejecutar al menos 3 instrucciones para
ocultar totalmente la penalizacio´n de prebu´squeda, ya que hemos supuesto que
acceder a una eSRAM tiene un coste mı´nimo de 7 ciclos. Bajo estas hipo´tesis,
la prebu´squeda es efectiva cuando el tiempo de traer una l´ınea de memoria es
menor que el tiempo de ejecutar la l´ınea que solicita la prebu´squeda, pero ese
tiempo depende, en particular, de dicha l´ınea.
Para evaluar el efecto de la penalizacio´n en la prebu´squeda, hemos estu-
diado el WCET de un conjunto de programas sinte´ticos cuyo taman˜o var´ıa
entre 16 y 96 KB. El nu´mero de posibles caminos de ejecucio´n en estos pro-
gramas sinte´ticos var´ıa entre 512 y 1065 caminos. En la Figura 5.9, donde se
plasman los resultados obtenidos, se observa la importancia de la penalizacio´n
de la prebu´squeda en el WCET. En la gra´fica se representa el caso ideal con
la etiqueta PB0, donde la penalizacio´n de prebu´squeda es siempre de 0 ciclos.
Es decir, la prebu´squeda siempre es correcta y la l´ınea de memoria solicitada se
sirve antes de que se demande una de sus instrucciones. Con la etiqueta PB4 se
muestran los resultados obtenidos cuando se fuerza una penalizacio´n de 4 ciclos
en todas las prebu´squedas, incluso en los casos de acierto. Adema´s mostramos
los resultados conseguidos en una jerarqu´ıa de memoria que so´lo dispone de LB
(que ser´ıa equivalente al caso LB + PB8) y en una jerarqu´ıa donde todos los
accesos se realizan directamente a la eSRAM. En la Figura 5.9, la media del
WCET de los programas estudiados en el caso ideal, se ha normalizado a la
media del WCET de los programas para cada una de las jerarqu´ıas sin cache
analizadas.
Finalmente, conviene indicar que un sistema con un LB y un PB sin penali-
zacio´n de prebu´squeda es equivalente al caso ideal. Mientras que un sistema con
un LB y un PB con una penalizacio´n de prebu´squeda de 4 ciclos, presenta unos
resultados ma´s parecidos a un sistema con so´lo un LB. As´ı pues, la penalizacio´n
de prebu´squeda, que es un factor clave en el disen˜o del hardware, se deber´ıa
evitar para obtener un buen rendimiento en el peor caso.
Coste computacional del Lock-MS con prebu´squeda
El coste computacional del algoritmo Lock-MS depende de la estructura y
del taman˜o de las tareas analizadas, as´ı como del solver que se utiliza para so-
lucionar el problema ILP, como ya se indico´ en el apartado dedicado al ana´lisis
de este coste del Cap´ıtulo 4. En los experimentos realizados con los conjuntos
de tareas, small y medium, de la Tabla 5.2, la solucio´n del problema ILP se ha
obtenido en unos pocos milisegundos y por lo tanto el tiempo de ana´lisis no es
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Figura 5.9: Efecto de la penalizacio´n de prebu´squeda en el WCET sin caches.
relevante.
En la extensio´n del algoritmo Lock-MS que se ha presentado en este cap´ıtulo,
la prebu´squeda en una jerarqu´ıa de memoria con una cache que puede fijar su
contenido, ha mejorado significativamente el rendimiento del sistema. En prin-
cipio, la prebu´squeda no deber´ıa afectar al coste computacional del problema,
ya que para describir el comportamiento del PB basta con an˜adir unas cuantas
restricciones ILP al algoritmo Lock-MS sin prebu´squeda. Los experimentos rea-
lizados nos muestran que la prebu´squeda disminuye el nu´mero de l´ıneas a fijar
en la cache. Esto significa que es ma´s fa´cil para el solver encontrar una solucio´n
o´ptima y, por lo tanto, el tiempo dedicado por e´ste a solucionar el problema
con las nuevas restricciones de prebu´squeda deber´ıa ser equivalente o incluyo
inferior al tiempo que le cuesta resolver el problema ILP original.
5.4. Consumo energe´tico
Muchos sistemas empotrados son dispositivos mo´viles que funcionan con ba-
ter´ıas. En estos sistemas el consumo de energ´ıa influye decisivamente en su
disen˜o, ya que deben ser eficientes en consumo energe´tico. En esta seccio´n rea-
lizamos un estudio sobre el consumo de energ´ıa en la jerarqu´ıa de memoria
propuesta (ver Figura 5.3).
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El consumo de energ´ıa de una jerarqu´ıa de memoria depende de las opera-
ciones que puede realizar. Para calcular su consumo, es necesario describir las
operaciones que lleva a cabo, indicando adema´s los circuitos de memoria que in-
tervienen en cada una de ellas. Tambie´n hay que asignar un consumo de energ´ıa
a los circuitos de la memoria, en funcio´n del ancho del bus usado y del modo de
acceso. As´ı pues, es necesario diferenciar si se accede a una palabra de 32 bits o
a una l´ınea de memoria de 128 bits, as´ı como si el acceso es una lectura (Rd) o
una escritura (Wr). Finalmente, el nu´mero concreto de operaciones que realiza
la jerarqu´ıa de memoria durante la ejecucio´n de una tarea depende del camino
seguido en dicha ejecucio´n.
Consumo de energ´ıa de las operaciones de memoria
En la Tabla 5.3 se describen las operaciones que puede realizar la jerarqu´ıa
de memoria propuesta (ver Figura 5.3), los circuitos de memoria que intervienen
en dichas operaciones y, tanto el modo de acceso, como la anchura necesaria del
bus de datos para la operacio´n.
Operacio´n
Componentes de la Jerarqu´ıa de Memoria
IeSRAM DeSRAM iC LB PB
Acierto en fetch — — Rd(32b) Rd(32b) Rd(32b)
Fallo en fetch Rd(128b) — —
Wr(128b)
—
+Rd(32b)
Prebu´squeda Rd(128b) — LookUp Wr(LB/PB)(128b)
Leer dato — Rd(32b) — — —
Guardar dato — Wr(32b) — — —
Cambio contexto
LB Rd(128b) — — Wr(128b) —
PB Rd(128b) — — — Wr(128b)
Cambio contexto
Rd(128b) — Wr(128b) — —
(por l´ınea)
Consumo esta´tico Por fuga
Tabla 5.3: Descripcio´n de las operaciones y de los componentes de la jerarqu´ıa
de memoria.
Un ejemplo de estas descripciones es la revisio´n del consumo de energ´ıa
cuando se produce un Fallo en fetch. Este consumo depende de la energ´ıa que
consume una lectura de l´ınea de memoria de la IeSRAM y de la energ´ıa que
consume guardar dicha l´ınea en el LB. En la u´ltima fila de la Tabla 5.3 aparece
reflejado el consumo de energ´ıa esta´tica, que corresponde a la fuga de energ´ıa,
de cada componente de la jerarqu´ıa, que se produce ciclo a ciclo mientras el
sistema esta´ activo.
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El algoritmo Lock-MS nos puede proporcionar el nu´mero de cada una de
las operaciones que realiza la jerarqu´ıa de memoria durante la ejecucio´n de una
tarea, pero obviamente dependera´ del camino concreto que se ejecuta. En par-
ticular puede proporcionar esta informacio´n para el camino que determina el
WCET de una tarea. As´ı pues, en una primera aproximacio´n proponemos ex-
tender el algoritmo Lock-MS para que tambie´n calcule el consumo energe´tico
del camino ma´s largo de la tarea analizada.
A continuacio´n, para cada camino Pathi,j de una tarea Task i, se definen
los para´metros necesarios para que el algoritmo Lock-MS determine el consumo
energe´tico de dicho camino pathEnergyi,j y en particular el consumo de energ´ıa
del camino que determina el WCET de la tarea. En primer lugar, representamos
mediante las siguientes constantes el consumo de energ´ıa de cada circuito de
memoria, en funcio´n del modo de acceso y del ancho de datos implicado en la
operacio´n descrita en la Tabla 5.3:
EnIeSRAMRd(128) : Energ´ıa consumida durante la lectura de una l´ınea en
la IeSRAM.
EniCRd(32) : Energ´ıa consumida durante la lectura de una instruccio´n en
la Lockable iCache.
EnLBRd(32) : Consumo de energ´ıa durante la lectura de una instruccio´n en
el LB.
EnPBRd(32) : Consumo de energ´ıa durante la lectura de una instruccio´n en
el PB.
EniCWr(128) : Energ´ıa consumida durante la escritura de una l´ınea en la
Lockable iCache.
EnLB/PBWr(128) : Consumo de energ´ıa durante la escritura de una l´ınea de
memoria en el LB/PB
EniCLookUp : Energ´ıa consumida durante la prebu´squeda para verificar si
la l´ınea a prebuscar ya esta´ en la Lockable iCache.
EnDeSRAMRd(32) : Consumo de energ´ıa durante la lectura de un dato en
la DeSRAM.
EnDeSRAMWr(32) : Energ´ıa consumida durante la escritura de un dato en
la DeSRAM.
Leak: Consumo de energ´ıa esta´tica del sistema durante un ciclo.
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Consumo de energ´ıa durante la ejecucio´n de un camino
Dado el camino Pathi,j de la tarea Task i, el consumo de energ´ıa de un
acierto de fetch EnergyhitFetchi,j depende del consumo de energ´ıa del circuito de
memoria que contiene la instruccio´n solicitada. Es decir, depende de si esta´ en
la iCache cuyo consumo representamos con EniCRd(32) , en el LB cuyo consu-
mo hemos definido como EnLBRd(32) , o en el PB cuyo consumo se representa
con EnPBRd(32) .
As´ı pues, el valor de la constante EnergyhitFetchi,j se obtiene mediante la
siguiente expresio´n:
EnergyhitFetchi,j = EniCRd(32) ·
Nlinesi,j∑
k=1
nIChiti,j,k · nInsi,j,k
+ EnPBRd(32) ·
Nlinesi,j∑
k=1
nICmissPBhiti,j,k · nInsi,j,k
+ EnLBRd(32) ·
Nlinesi,j∑
k=1
nICmissPBmissi,j,k · nInsi,j,k
(5.8)
Durante la ejecucio´n de un camino Pathi,j , el consumo de energ´ıa de prebu´sque-
da EnergyPBi,j asociado a dicho camino depende del nu´mero de veces que se rea-
liza la prebu´squeda y de su consumo energe´tico EnergyPrefetch, que vendra´ in-
dicado por el consumo energe´tico de verificar que la l´ınea no esta´ en la iCache,
cuyo consumo hemos representado por EniCLookUp , por la energ´ıa consumida
durante la lectura de la l´ınea prebuscada en la IeSRAM, que hemos definido co-
mo EnIeSRAMRd(128) , y por el consumo de energ´ıa durante la escritura de dicha
l´ınea en el LB/PB, que representamos por EnLB/PBWr(128) . Conviene indicar
que las l´ıneas que ya esta´n en la iCache no se solicitan por prebu´squeda.
El valor de la constante EnergyPBi,j se calcula mediante las siguientes ecua-
ciones:
EnergyPrefetch = EniCLookUp + EnISRAMRd(128) + EnLB/PBWr(128)
EnergyPBi,j = Energy
Prefetch ·
Nlinesi,j∑
k=1
nICmissi,j,k
+ EniCLookUp ·
Nlinesi,j∑
k=1
nIChiti,j,k (5.9)
Pero si la prebu´squeda fallo´ tambie´n hay que tener en cuenta el consumo de
energ´ıa derivado de esta circunstancia EnergymisPBi,j , ya que habra´ que traer de
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la IeSRAM la l´ınea de memoria que contiene la instruccio´n a ejecutar, y guardar
dicha l´ınea en el LB/PB. Las constantes EnIeSRAMRd(128) y EnLB/PBWr(128) re-
presentan respectivamente el consumo de energ´ıa de cada una de las operaciones
indicadas.
As´ı pues, para el camino Pathi,j , el valor de la constante EnergymisPBi,j se
obtiene mediante las siguientes ecuaciones:
EnergymissPB = EnISRAMRd(128) + EnLB/PBWr(128)
EnergymissPBi,j = Energy
missPB ·
Nlinesi,j∑
k=1
nICmissPBmissi,j,k
(5.10)
El consumo de energ´ıa durante el acceso a la DeSRAM tambie´n se ha de conside-
rar, tanto para leer un dato, como para guardar su valor. El consumo de energ´ıa
de los accesos a datos para un camino Pathi,j se representa mediante las cons-
tantes Energyloadi,j , si se accede a la DeSRAM para leer el dato, y Energy
store
i,j
si se accede para actualizar dicho dato.
Por lo tanto, para el camino Pathi,j el valor de ambas constantes se deter-
mina mediante las siguientes ecuaciones:
Energyloadi,j = EnDSRAMRd(32) ·
Nlinesi,j∑
k=1
loadInsi,j,k
Energystorei,j = EnDSRAMWd(32) ·
Nlinesi,j∑
k=1
storeInsi,j,k
(5.11)
Conviene indicar que para todos los caminos Pathi,j de una tarea Task i,
los valores de las constantes loadInsi,j,k y storeInsi,j,k, que presentan respec-
tivamente el nu´mero de instrucciones load y store que contiene una l´ınea de
memoria Li,j,k, son conocidos, ya que el tiempo de ejecucio´n de las instruccio-
nes texeci,j,k, que contiene una l´ınea, depende de estos valores.
Finalmente, se ha de tener en cuenta el consumo de energ´ıa esta´tica Energyleaki,j
que depende del tiempo de ejecucio´n del camino considerado.
Para un camino Pathi,j el valor de la constante Energyleaki,j se obtiene me-
diante el siguiente ca´lculo:
Energyleaki,j = pathCosti,j · Leak (5.12)
En definitiva, el consumo de energ´ıa pathEnergyi,j de un camino Pathi,j de-
pende del consumo de energ´ıa de cada una de las operaciones que se realizan
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durante su ejecucio´n. As´ı pues, este consumo se puede calcular sumando todos
los consumos energe´ticos parciales descritos anteriormente.
El consumo de energ´ıa durante la ejecucio´n de un camino Pathi,j de la Tareai
lo representamos mediante la siguiente ecuacio´n:
pathEnergyi,j = EnergyhitFetchi,j + Energy
PB
i,j + Energy
misPB
i,j
+ Energyloadi,j + Energy
store
i,j
+ Energyleaki,j (5.13)
En un sistema multitarea tambie´n se debe estimar el consumo de energ´ıa du-
rante los cambios de contexto, pero en este caso depende de la tarea Task i que
se va a ejecutar. Representamos con la constante EnergySwitchi el consumo de
energ´ıa, asociado a cada cambio de contexto, que sufrira´ la tarea considerada.
En nuestro caso, el consumo de energ´ıa de un cambio de contexto depende del
nu´mero de l´ıneas de memoria, seleccionadas por el algoritmo Lock-MS, que se
cargara´n en la Lockable iCache, y del consumo energe´tico que se necesita para
actualizar, tanto el LB, como el PB.
Para una tarea Task i, el consumo de energ´ıa de un cambio de contexto se
obtiene mediante la siguiente ecuacio´n:
EnergySwitchi = ( EnISRAMRd(128) + EniCWr(128) ) ·
Mlines−1∑
l=0
cachedl
+ 2 · ( EnISRAMRd(128) + EnLB/PBWr(128) )
(5.14)
El consumo de energ´ıa taskEnergyi de una tarea Task i durante la ejecucio´n
de un camino Pathi,j , teniendo en cuenta tambie´n el consumo energe´tico de los
cambios que sufre la tarea durante su ejecucio´n, se calcula mediante la siguiente
ecuacio´n:
taskEnergyi = pathEnergyi,j + ncSwitchi · EnergySwitchi
(5.15)
Funcio´n objetivo para optimizar el WCET o el WCEC
Como ya se ha comentado, al an˜adir las restricciones anteriores al problema
ILP definido por el algoritmo Lock-MS, el solver tambie´n proporcionara´ el con-
sumo de energ´ıa del camino ma´s largo, que vendra´ determinado por el valor de
la constante pathEnergyi,j asociada al camino Pathi,j , cuyo tiempo de ejecu-
cio´n determina el WCET de la tarea Task i.
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Sin embargo, las restricciones anteriores, asociadas al consumo de energ´ıa de
la jerarqu´ıa de memoria propuesta, tambie´n se pueden utilizar para definir una
nueva funcio´n objetivo. As´ı pues, proponemos el ca´lculo del consumo de energ´ıa
en el peor caso (WCEC/ Worst Case Energy Consumption). En este caso, el
objetivo del ana´lisis es obtener el WCEC de cada una de las tareas del sistema,
por lo tanto la funcio´n objetivo del problema ILP se debe actualizar, ya que
el consumo de energ´ıa del camino ma´s largo de una tarea Task i no tiene por
que´ coincidir con el WCEC de la tarea.
A continuacio´n definimos la nueva funcio´n objetivo Wenergy , que en este
caso trata de minimizar el consumo de energ´ıa de la jerarqu´ıa de memoria en
el peor caso. El nuevo algoritmo Lock-Energy selecciona las l´ıneas de memoria
a fijar en la cache, para minimizar el consumo de energ´ıa de la jerarqu´ıa de
memoria durante la ejecucio´n de una tarea.
As´ı pues, en el nuevo problema ILP, el WCEC de cada tarea del sistema se
modela mediante el siguiente conjunto de restricciones:
wceci ≥ pathEnergyi,j ∀ 1 ≤ j ≤ NPathsi (5.16)
Por lo tanto, para cada tarea Task i del sistema, la nueva funcio´n objetivo del
algoritmo Lock-Energy viene determinada por la siguiente ecuacio´n a minimizar:
Wenergy i = wceci + ncSwitchi · EnergySwitchi (5.17)
Finalmente conviene indicar que las dos funciones objetivo, tanto la del al-
goritmo Lock-MS, como la del algoritmo Lock-Energy, se pueden agrupar en
una funcio´n objetivo general donde el peso de cada algoritmo dependa de un
para´metro. El disen˜ador del sistema podr´ıa decidir, en funcio´n de estos para´me-
tros, aplicar uno de los dos algoritmos o una combinacio´n de ambos y asignar un
peso determinado a cada uno de ellos. Por ejemplo, considerando el para´metro α
para indicar el peso del WCET de la tarea y el para´metro β para indicar el peso
del WCEC, la funcio´n objetivo global asociada a cada tarea Task i del sistema
se representa con la siguiente ecuacio´n:
Wglobal i = α ·Wcosti + β ·Wenergyi (5.18)
As´ı pues, la funcio´n objetivo selecciona las l´ıneas de memoria a bloquear
en la Lockable iCache, para conseguir la ma´xima planificabilidad del sistema
cuando α sea 1 y β sea 0, es decir, el solver resuelve el problema ILP asociado
al algoritmo Lock-MS. Sin embargo la funcio´n objetivo selecciona las l´ıneas de
memoria a bloquear en la cache, para reducir el consumo energe´tico en el peor
caso de la tarea cuando α sea 0 y β sea 1, es decir, el solver soluciona el problema
ILP asociado al algoritmo Lock-Energy. No obstante, el solver tambie´n puede
solucionar el problema para valores de α y β cualesquiera.
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Consumo energe´tico de los circuitos de memoria
Como ya se ha comentado anteriormente, el consumo de energ´ıa de los cir-
cuitos de memoria depende del ancho del bus de datos y del modo de acceso.
Por lo tanto es necesario diferenciar si se accede a una palabra de 32 bits o a
una l´ınea de memoria de 128 bits, as´ı como si el acceso es una lectura (Rd) o
una escritura (Wr). Para la jerarqu´ıa de memoria propuesta (ver Figura 5.3) en
la Tabla 5.4 se muestran los valores de consumo energe´tico de cada uno de los
circuitos de memoria, en funcio´n del modo de acceso (Rd o Wr), y del taman˜o
(32 o 128 bits) de los datos implicados en dicha operacio´n. Estos coeficientes
se han obtenido mediante Cacti V.6.0 [138]. Adema´s, conviene indicar que el
consumo de energ´ıa se representa en pJ .
Rd Wr Rd Wr Area
32 b (ins./dat.) 128 b (mem. line) Look-up Fuga (µm2)
DeSRAM 38,50 38,37 — — — 0,05 1216188
IeSRAM — — 147,92 — — 0,05 1216188
1 KB iC 1,07 — — 1,44 0,09 0,07 7395
512 B iC 0,67 — — 1,27 0,06 0,04 5928
256 B iC 0,46 — — 1,16 0,04 0,02 4933
128 B iC 0,36 — — 1,11 0,03 0,011 1587
64 B iC 0,31 — — 1,08 0,02 0,007 584
LB/PB 0,08 — — 0,27 — 0,002 36
Tabla 5.4: Consumo de energ´ıa para los modos de acceso de lectura (Rd) o
escritura (Wr) de una palabra de 32 bit o una l´ınea de 128 bit.
En concreto, en las dos primeras filas se indica el consumo energe´tico de
la DeSRAM y de la IeSRAM. Los acceso a la IeSRAM son para leer l´ıneas de
memoria de 128 bits, incluso durante la prebu´squeda. Sin embargo, los accesos
a la DeSRAM so´lo son de 32 bits, es decir, se lee o actualiza u´nicamente el dato
solicitado.
En las filas siguientes se indica el consumo de energ´ıa de los accesos de lec-
tura y escritura a una cache de correspondencia directa, cuya capacidad var´ıa
desde 64 bytes hasta 1 KB. En la u´ltima fila aparece el consumo de los circuitos
LB y PB. En estos circuitos, al igual que en la cache, los accesos de lectura
son de 32 bits, mientras que los accesos de escritura, para actualizar su conte-
nido, son de 128 bits. Por lo tanto, en la iCache, el LB y el PB, las operaciones
de lectura afectan a una instruccio´n, mientras que las operaciones de escritura
afectan a una l´ınea de memoria. En la columna Look-up se indica el consumo
energe´tico de una bu´squeda en la iCache segu´n su capacidad. Adema´s, en la co-
lumna etiquetada como Fuga, se muestra la energ´ıa esta´tica consumida por ciclo.
Finalmente, en la u´ltima columna se indica el a´rea que ocupa cada uno de los
circuitos de la jerarqu´ıa de memoria propuesta. Tambie´n conviene indicar que
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los valores que aparecen en blanco no son necesarios para evaluar el consumo
de energ´ıa de la jerarqu´ıa de memoria propuesta.
Ana´lisis del WCET y WCEC en el conjunto de tareas small
Proponemos el estudio del WCET y del WCEC en el conjunto de tareas small.
En los experimentos realizados se analizan cuatro configuraciones de la jerarqu´ıa
de memoria propuesta (ver Figura 5.3). En primer lugar se considera que todos
los accesos se realizan directamente a la eSRAM, a continuacio´n supondremos
que la jerarqu´ıa de memoria so´lo dispone de un LB, posteriormente se considera
una jerarqu´ıa de memoria con LB y una iCache de correspondencia directa que
var´ıa su capacidad desde 4 a 64 conjuntos, es decir, desde 64 bytes a 1 KB de
capacidad total, y finalmente analizamos la jerarqu´ıa de memoria completa con
el PB.
Para cada configuracio´n de memoria estudiada se han resuelto dos problemas
ILP, el primero buscando la planificabilidad ma´xima del sistema (α = 1, β = 0)
y el segundo minimizando el consumo energe´tico de la jerarqu´ıa de memoria
analizada (α = 0, β = 1). Los resultados que se muestran en las figuras se han
normalizado al WCET y al WCEC obtenidos respectivamente para la prime-
ra configuracio´n estudiada, donde todos los accesos se realizan directamente a
la eSRAM. Los resultados conseguidos en las jerarqu´ıas de memoria, que tienen
disponible la iCache, se muestran con barras verticales y los resultados logrados
cuando la iCache no esta´ disponible se indican con una l´ınea horizontal. Para
poder observar la influencia de la prebu´squeda, tanto en el WCET, como en el
WCEC de las tareas analizadas, las figuras se han dividido en dos partes. En
la parte de la izquierda se estudia una jerarqu´ıa de memoria sin prebu´squeda y
en la parte de la derecha una jerarqu´ıa de memoria con prebu´squeda. Conviene
indicar que en el ca´lculo del WCET y del WCEC de cada tarea se ha tenido
en cuenta el efecto de los cambios de contexto. En el ana´lisis del tiempo de
respuesta y del consumo energe´tico del sistema completo, para este conjunto de
tareas small, tambie´n se ha tenido en cuenta el consumo de energ´ıa cuando el
procesador esta´ ocioso.
En las Figuras 5.10 y 5.11 se analiza el WCET y el WCEC de cada una
de las tareas del conjunto small. Como se muestra en gra´ficas asociadas a cada
tarea, el consumo de energ´ıa var´ıa mucho ma´s para cada una de las tareas que
el tiempo de respuesta, que es bastante uniforme. En las gra´ficas se observa
claramente que, tanto el WCET, como el WCEC de cada tarea, disminuyen al
aumentar la capacidad de la iCache. Sin embargo debemos tener en cuenta que
cuando la iCache es grande, es necesario considerar los costes de los cambios
de contexto, ya que pueden influir negativamente, tanto en el WCET, como en
el WCEC. En particular hay que an˜adir, tanto el tiempo, como el consumo de
energ´ıa de cargar y bloquear los contenidos seleccionados en la Lockable iCache.
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Figura 5.10: WCET y consumo de energ´ıa vs. WCEC y tiempo de ejecucio´n de
las tareas jfdctint y crc.
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Figura 5.11: WCET y consumo de energ´ıa vs. WCEC y tiempo de ejecucio´n de
las tareas matmult e integral.
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En la parte derecha de cada gra´fica se analiza una jerarqu´ıa de memoria
con iCache, LB y prebu´squeda. Cuando se optimiza el WCET disminuye el
nu´mero de l´ıneas que se bloqueara´n en la iCache, ya que la prebu´squeda es
muy agresiva. En general, en co´digos que contienen bucles con un u´nico bloque
ba´sico formado por muchas l´ıneas de memoria, se producen muchos fallos de
capacidad. En estos casos, la cache no es lo suficientemente grande para alma-
cenar estos bloques ba´sicos. Sin embargo, en cada acceso a memoria se produce
un acierto de prebu´squeda. Es decir, en las tareas donde el co´digo es plano, la
prebu´squeda funciona muy bien reduciendo el tiempo de ejecucio´n de este tipo
de tareas. Esta circunstancia se puede observar claramente en la Figura 5.10,
donde se muestran los resultados del ana´lisis de la tarea jfdctint. En los otros
tres casos la prebu´squeda no tiene tanta importancia, ya que estas tareas no son
co´digos planos y el WCET es similar al conseguido sin prebu´squeda. Sin em-
bargo el WCEC presenta resultados opuestos. La utilizacio´n de la prebu´squeda
representa un importante consumo de energ´ıa que puede ser incluso mayor que
cuando se accede directamente a la eSRAM. Esto se observa en las tareas de
la Figura 5.11 crc y matmul para una jerarqu´ıa de memoria con una Lockable
iCache de 4 conjuntos.
Cuando el objetivo es minimizar el WCEC de cada tarea, y la iCache es
suficientemente grande, la prebu´squeda no se utiliza pra´cticamente, ya que los
resultados son equivalentes a los obtenidos sin prebu´squeda. En estos casos,
la iCache contiene las l´ıneas de memoria suficientes para que la prebu´squeda
influya muy poco, tanto en el WCET, como en el WCEC de las tareas. Pero en
la tarea de co´digo plano jfdctint, la prebu´squeda reduce considerablemente el
WCET y no an˜ade un consumo excesivo de energ´ıa.
Para concluir esta parte del estudio, conviene indicar que la prebu´squeda
so´lo es interesante cuando se ejecutan co´digos planos, por lo tanto una apro-
ximacio´n pra´ctica deber´ıa permitir habilitar y deshabilitar la prebu´squeda en
funcio´n de las caracter´ısticas de la tarea. Adema´s, esta misma idea se podr´ıa
aplicar a la iCache para configurar su capacidad a las necesidades de la tarea
que se ejecuta, por ejemplo, deshabilitando algunos conjuntos. As´ı pues, la po-
sibilidad de habilitar o deshabilitar los circuitos de memoria permitir´ıa ajustar
el rendimiento del sistema y ahorrar energ´ıa durante la ejecucio´n, ya que se
evitar´ıa el consumo de energ´ıa esta´tica.
Tanto el WCET, como el WCEC de cada tarea, dependen de sus periodos y
del planificador, por lo que tambie´n es necesario estudiar el sistema completo.
En la Figura 5.12 se analiza el tiempo de respuesta y el consumo de energ´ıa
del sistema completo para el conjunto de tareas small. Para ello hemos medido
el tiempo de respuesta y el consumo de energ´ıa de la tarea del conjunto con
prioridad ma´s baja.
Como se muestra en la Figura 5.12, el consumo de energ´ıa tiene mucha ma´s
variabilidad que el tiempo de respuesta. En general, la prebu´squeda incrementa
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Figura 5.12: Tiempo de respuesta y consumo de energ´ıa vs. WCEC y tiempo de
ejecucio´n del conjunto de tareas small.
el consumo de energ´ıa del sistema y no siempre reduce el tiempo de respues-
ta, esto se indica claramente en la Figura 5.12. No obstante, al aumentar la
capacidad de la cache deber´ıa mejorar considerablemente, tanto el tiempo de
respuesta, como el consumo de energ´ıa, pero la mejora con respecto al tiempo
de respuesta no se observa claramente en la Figura 5.12.
En sistemas de tiempo real es muy recomendable la utilizacio´n de un compo-
nente tan sencillo como el LB, porque reduce el tiempo de respuesta del sistema.
Por ejemplo, como se observa en la Figura 5.12, el tiempo de respuesta de un
sistema donde se accede directamente a la eSRAM, se reduce en un 60% en
un sistema con LB, pero el consumo de energ´ıa en un sistema con LB aumenta
con respecto a un sistema de acceso directo a la eSRAM, ya que el consumo de
energ´ıa en un sistema con LB esta´ por encima de 1 y los resultados se muestran
normalizados al caso donde se accede directamente a la eSRAM. En este caso
el LB reduce el nu´mero de accesos a la eSRAM, mejorando el tiempo de ejecu-
cio´n, pero no se puede afirmar lo mismo con respecto al consumo de energ´ıa,
ya que el consumo de energ´ıa cuando se accede directamente a la eSRAM es
muy parecido al consumo de energ´ıa producido durante la ejecucio´n de las 4
instrucciones que contiene el LB, como se puede verificar en la Tabla 5.4.
Este resultado pone de manifiesto que en un hardware sencillo como el LB,
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aparecen diferencias significativas en el comportamiento del tiempo de respuesta
y del consumo de energ´ıa del sistema en el peor caso.
5.5. Conclusiones
En tareas donde el co´digo es plano, es decir, co´digos que contienen bucles con un
u´nico bloque ba´sico formado por muchas l´ıneas de memoria, se producen mu-
chos fallos de capacidad, ya que la cache no es lo suficientemente grande para
almacenar todas las l´ıneas de memoria que contiene uno de estos bloques ba´si-
cos. Por lo tanto, una jerarqu´ıa de memoria formada por un LB y una Lockable
iCache no es suficiente para reducir el tiempo de ejecucio´n de este tipo de tareas.
En este cap´ıtulo hemos introducido la posibilidad de predecir el WCET
con un hardware de prebu´squeda secuencial. Es decir, se propone una nueva
jerarqu´ıa de memoria con prebu´squeda para un sistema de tiempo real (ver Fi-
gura 5.1). Para obtener la ma´xima planificabilidad del sistema, en esta nueva
jerarqu´ıa de memoria, se presenta, tanto la extensio´n del algoritmo Lock-MS,
como la extensio´n del modelo compacto de dicho algoritmo.
El tiempo de respuesta en un sistema ideal, donde cada acceso a una ins-
truccio´n tiene un coste de un ciclo, es de aproximadamente un 67%. Con un LB
se puede obtener un rendimiento de hasta el 47%, que representa una mejora
relativa del 70%. Mientras que con un LB y un PB se consigue un rendimiento
de hasta el 60%, que representa una mejora relativa de pra´cticamente el 90%.
As´ı pues, con una Lockable iCache de capacidad pequen˜a, de aproximadamente
un 5% del co´digo del sistema, es posible alcanzar un rendimiento equivalente al
de un sistema ideal. Adema´s, si el co´digo de la tarea es plano, se reduce signifi-
cativamente el WCET sin necesidad de utilizar la Lockable iCache.
Finalmente hemos presentado un estudio sobre el consumo energe´tico, co-
mo forma de decidir la configuracio´n de esta nueva jerarqu´ıa de memoria para
sistemas de tiempo real. De este estudio conviene destacar que el WCET y el
WCEC no tienen correspondencia lineal, es decir, el camino del WCET de una
tarea no suele coincidir con el camino del WCEC de dicha tarea. Sin embargo,
el hardware de prebu´squeda aumenta considerablemente el consumo de energ´ıa.
No obstante, puesto que el hardware de prebu´squeda reduce el WCET en las
tareas donde el co´digo es plano, cuando el consumo de energ´ıa sea una limitacio´n
importante en el disen˜o del sistema, una vez garantizada la planificablidad del
mismo, se podr´ıa minimizar el consumo de energ´ıa de la jerarqu´ıa de memoria
propuesta.
Cap´ıtulo 6
Conclusiones y trabajo
futuro
La correccio´n de un sistema de tiempo real, no so´lo esta´ en funcio´n de los resulta-
dos obtenidos, sino que tambie´n depende del instante en el que dichos resultados
son generados, por lo tanto, es esencial predecir su funcionamiento. Uno de los
principales retos de los sistemas de tiempo real es el ca´lculo del tiempo de ejecu-
cio´n del peor caso (WCET/ Worst Case Execution Time), es decir, determinar
el tiempo de ejecucio´n del camino ma´s largo. El ca´lculo del WCET tiene que
ser seguro y tambie´n preciso, ya que la planificabilidad del sistema debe estar
garantizada antes de su ejecucio´n.
El mercado de los sistemas de tiempo real an˜ade una restriccio´n importan-
te en el disen˜o de la jerarqu´ıa de memoria, la necesidad de conocer un l´ımite
ma´ximo del tiempo de ejecucio´n, ya que este tiempo depende en gran medida
del nu´mero ma´ximo de fallos de cache que se producira´n durante la ejecucio´n.
Pero el ana´lisis del comportamiento temporal de las memorias cache en el peor
caso es complejo, por lo tanto los disen˜adores de sistemas de tiempo real sue-
len descartar su utilizacio´n. Como solucio´n al problema de la prediccio´n del
comportamiento de la cache de instrucciones, en esta Tesis se han propuesto
te´cnicas de ana´lisis y ca´lculo del WCET que predicen de forma exacta y precisa
el funcionamiento en el peor caso de una cache de instrucciones.
Las estructuras condicionales dentro de bucles hacen que el ana´lisis del
WCET en presencia de caches adquiera complejidad exponencial, debido a las
interferencias intr´ınsecas de la cache. En el Cap´ıtulo 3 se ha demostrado que
el nu´mero de caminos que es necesario analizar, para determinar el comporta-
miento exacto de una cache de instrucciones con algoritmo de reemplazo LRU,
no depende del nu´mero de iteraciones de los bucles, sino que esta´ en funcio´n del
nu´mero de caminos del condicional. Tambie´n se ha presentado la te´cnica de poda
dina´mica de caminos que permite analizar y calcular el WCET de una tarea, en
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presencia de una cache de instrucciones convencional. Para los casos en los que
el nu´mero de caminos alternativos de un bucle no sea grande, la te´cnica de poda
dina´mica de caminos, reduce considerablemente la complejidad del problema y
predice de forma exacta el comportamiento de la cache de instrucciones en el
peor caso. Es decir, se puede predecir la contribucio´n exacta al WCET de los
accesos a la cache de instrucciones y se puede calcular el WCET de una tarea
de una forma ma´s precisa.
Para un sistema de tiempo real multitarea, en el Cap´ıtulo 4 se ha presentado
el algoritmo Lock-MS para optimizar el rendimiento de una jerarqu´ıa de memo-
ria formada por un LB (Line Buffer) y una cache de instrucciones que bloquea
su contenido (Lockable iCache) durante algunos periodos de la ejecucio´n del
sistema. Al fijar el contenido de la cache su comportamiento es totalmente pre-
decible y se evitan las interferencias de cache. El algoritmo Lock-MS esta´ basado
en ILP (Integer Linear Programming) y permite obtener un WCET seguro y
preciso de cada una de las tareas del sistema. El objetivo de Lock-MS es selec-
cionar las l´ıneas de memoria ma´s adecuadas que se bloqueara´n en la cache, para
obtener la ma´xima planificabilidad del sistema. Sin embargo, cuando el nu´mero
de caminos de un programa es grande, no es posible representar todos los ca-
minos mediante restricciones lineales. En esta Tesis tambie´n se ha presentado
un modelo compacto del algoritmo Lock-MS que permite reducir el nu´mero de
caminos del problema ILP, sin perder precisio´n en el WCET obtenido.
En el Cap´ıtulo 5 proponemos una nueva jerarqu´ıa de memoria con un hard-
ware de prebu´squeda secuencial (PB/ Prefetch Buffer). Para obtener la ma´xima
planificabilidad del sistema, en esta nueva jerarqu´ıa de memoria, presentamos,
tanto la extensio´n del algoritmo Lock-MS, como la extensio´n del modelo compac-
to de dicho algoritmo. En general el hardware de prebu´squeda permite reducir
el WCET y la capacidad de la cache de instrucciones considerablemente.
Como resultados experimentales ma´s destacados, mostramos que el tiempo
de respuesta del sistema con un LB se puede reducir hasta un 47% aproxima-
damente, la cache de instrucciones podr´ıa aumentar el rendimiento en un 30%.
La reduccio´n en un sistema con LB y PB puede suponer hasta un 60%, que
representa una mejora relativa de pra´cticamente el 90%. En este caso, la ca-
che de instrucciones so´lo podr´ıa aumentar el rendimiento en un 10%. As´ı pues,
con una Lockable iCache de capacidad pequen˜a, de aproximadamente un 5%
del co´digo del sistema, es posible alcanzar un rendimiento equivalente al de un
sistema ideal, donde cada acceso a una instruccio´n tiene un coste de un ciclo.
Finalmente, en el Cap´ıtulo 5 se ha presentado un estudio sobre el consumo
energe´tico de esta jerarqu´ıa de memoria. Los resultados de este estudio indican
que el camino del WCET de una tarea no coincide con el camino del WCEC
(Worst Case Energy Consumption) de dicha tarea. Es decir, el camino que de-
termina el WCET no suele ser el camino que consume mayor energ´ıa durante la
ejecucio´n. As´ı pues, se introduce la posibilidad de que el disen˜ador del sistema
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decida si su objetivo es obtener un WCET ma´s preciso o reducir el WCEC. El
hardware de prebu´squeda reduce el WCET de los programas planos hasta obte-
ner un rendimiento equivalente al caso ideal, pero aumenta considerablemente
el consumo de energ´ıa de la jerarqu´ıa de memoria. En definitiva, el consumo
energe´tico deber´ıa ser un factor clave en el disen˜o de los sistemas empotrados,
ya que muchos de estos sistemas son dispositivos mo´viles que funcionan con
bater´ıas.
Trabajo futuro
Actualmente estamos evaluando, en sistemas de tiempo real, las posibles me-
joras en el rendimiento de la jerarqu´ıa de memoria propuesta en esta Tesis, al
aplicar las te´cnicas de divisio´n de la cache (cache partitioning) [91, 92, 202]. Me-
diante estas te´cnicas se evitar´ıan las penalizaciones por la recarga de la Lockable
iCache. En una primera aproximacio´n, para evaluar el ma´ximo rendimiento que
se podr´ıa conseguir, proponemos replicar todos los recursos disponibles para ca-
da tarea del sistema. En este caso, el rendimiento obtenido es incluso mayor al
que se podr´ıa lograr aplicando las te´cnicas de divisio´n de la cache. No obstante,
en una jerarqu´ıa de memoria con prebu´squeda como la que proponemos en esta
Tesis, los resultados indican que las mejoras en el rendimiento son inferiores al
10% [162].
Como trabajo futuro proponemos analizar el comportamiento en el peor ca-
so de los accesos a datos. Predecir el funcionamiento de la cache de datos es
mucho ma´s complejo, ya que para una misma instruccio´n de acceso a datos, las
direcciones de memoria de los mismos pueden cambiar a lo largo de la ejecucio´n.
Por ejemplo, con una misma instruccio´n dentro de un bucle, se puede acceder a
todos los componentes de un vector. Los accesos a datos tambie´n presentan di-
ferentes comportamientos en funcio´n de si representan datos escalares, variables
locales y globales, o bien se accede a una zona de memoria dina´mica. Adema´s,
la dificultad de la prediccio´n aumenta en los accesos a las referencias indirectas,
cuya direccio´n no se puede determinar en tiempo de compilacio´n, por ejemplo
el acceso a datos mediante un puntero o mediante un vector de ı´ndices. En estos
casos, la prediccio´n del acceso siempre se debe considerar como fallo, ya que se
podr´ıa afirmar que no se puede predecir esta´ticamente el funcionamiento de la
cache de datos en co´digos fuente con accesos a referencias indirectas y accesos a
memoria dina´mica. Por lo tanto, es habitual prohibir la utilizacio´n de este tipo
de co´digos fuente en tareas de tiempo real.
Hasta ahora, la mayor parte de los trabajos de investigacio´n se han centrado
en analizar y determinar el nu´mero de fallos de cache que se producen en los
accesos a vectores y matrices dentro de bucles. Estos trabajos proponen predecir
el funcionamiento de la cache de datos, aplicando la teor´ıa del vector de reutili-
zacio´n [201]. Todas las propuestas presentadas se centran en resolver las denomi-
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nadas ecuaciones de fallo de cache (CME/ Cache Miss Equations), para deter-
minar el comportamiento de la cache de datos en el peor caso [58, 153, 183, 203].
Pero en sistemas de tiempo real multitarea, no parece ser la solucio´n definitiva
al problema, ya que este ana´lisis so´lo contempla la ejecucio´n de una tarea aislada.
Al igual que con las caches de instrucciones, fijar o bloquear el contenido
de la cache de datos puede ser una te´cnica interesante para predecir su fun-
cionamiento. Pero muy pocos trabajos de investigacio´n se han propuesto es-
pec´ıficamente para determinar el funcionamiento de la cache de datos en el peor
caso [180, 181, 182]. En estos trabajos se introduce un nuevo concepto sobre
el rendimiento de la memoria en el peor caso, que se ha denominado WCMP
(Worst Case Memory Performance). Esta te´cnica trata de analizar esta´ticamen-
te el comportamiento de todos los accesos a la cache de datos y de determinar
su impacto en el WCET de la tarea, pero la idea no es tan sencilla de aplicar
como las presentadas para la prediccio´n de la cache de instrucciones. En primer
lugar, es necesario resolver las ecuaciones de fallo de cache, que en general so´lo
se suelen aplicar a bucles sin condiciones. En segundo lugar, es necesario anali-
zar el co´digo fuente para sen˜alar, teniendo en cuenta las ecuaciones de fallo de
cache, los diferentes bloques ba´sicos en los que no se puede conocer, en algu´n
instante de la ejecucio´n, el contenido exacto de la cache de datos. As´ı pues, antes
de ejecutar estos bloques ba´sicos, es necesario fijar el contenido de la cache para
que todos los accesos se puedan predecir de forma totalmente segura. Por lo
tanto, es imprescindible la ayuda del compilador para an˜adir al principio de es-
tos bloques nuevas instrucciones lock, para fijar la cache y al final de los mismos
an˜adir instrucciones unlock, para dejar que la cache funcione con normalidad.
Sin embargo, el problema todav´ıa no esta´ resuelto, ya que es posible que la
cache no tenga cargados los datos ma´s adecuados a los que se accedera´ durante
el periodo que permanezca bloqueada. Los resultados experimentales demues-
tran que si la cache esta´ bloqueada y no contiene los datos ma´s apropiados,
el WCMP aumenta considerablemente durante la ejecucio´n de un bloque ba´si-
co. Por lo tanto, aparece un nuevo problema de dif´ıcil solucio´n. Para reducir
el WCMP de los bloques ba´sicos, en los que la cache permanece bloqueada, es
necesario seleccionar y cargar los datos a los que se accedera´ durante la ejecu-
cio´n de dicho bloque ba´sico. Pero, la u´nica propuesta para resolver este problema
concreto vuelve a ser la aplicacio´n de la te´cnica del vector de reutilizacio´n.
La te´cnica de cargar y bloquear la cache, durante la ejecucio´n de determi-
nados bloques ba´sicos, hace posible el uso de las caches de datos en sistemas
de tiempo real, ya que permite predecir de forma exacta su comportamiento.
Desafortunadamente el impacto de an˜adir nuevas instrucciones lock/unlock y el
coste de cargar los datos en la cache antes de fijar su contenido, no han sido
evaluados. Obviamente el WCMP del programa se puede reducir considerable-
mente, pero el coste de ejecucio´n de las nuevas instrucciones puede hacer que el
WCET del programa, en vez de disminuir, aumente y empeore la planificabilidad
del sistema.
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Adema´s, esta te´cnica se centra exclusivamente en el WCMP de una tarea
de tiempo real que se ejecuta de forma aislada. Para resolver el problema de las
interferencias extr´ınsecas que aparecen en sistemas multitarea con expulsiones,
se podr´ıan utilizar las te´cnicas para dividir o repartir la cache entre las tareas
del sistema, que tambie´n se pueden aplicar a la cache de datos (cache parti-
tioning) [91, 92, 202]. Sin embargo, la aproximacio´n ma´s sencilla para dividir
la cache de datos es asignar a cada una de las tareas del sistema un trozo de
cache de igual taman˜o. Pero obviamente esta forma de repartir la cache no es
la ma´s adecuada, ya que no tiene en cuenta las caracter´ısticas particulares de
cada tarea.
As´ı pues, nuestro trabajo futuro se centrara´ en el ana´lisis de la cache de
datos para explotar su localidad espacial y temporal. En concreto, estamos ana-
lizando el comportamiento de una nueva organizacio´n predecible de la cache
de datos para un sistema de tiempo real. Como primera solucio´n al problema
hemos propuesto una estructura ACDC (Address-Cache/Data-Cache) forma-
da por una pequen˜a cache de datos (DC/ Data-Cache) y por una tabla (AC/
Address-Cache) que guarda las direcciones de las instrucciones que pueden ac-
tualizar el contenido de la DC [162]. En un sistema multitarea, la tabla AC debe
actualizarse con las instrucciones de la tarea que se ejecutara´ para que e´stas pue-
dan actualizar la DC cuando sea necesario. La seleccio´n de estas instrucciones
se obtiene a partir de la extensio´n del algoritmo Lock-MS propuesta para este
fin. Por ejemplo, cuando esta nueva cache de datos se utiliza para explotar la
localidad temporal en el acceso a variables escalares, funciona muy bien. Tam-
bie´n funciona bien cuando se utiliza para explotar la localidad espacial en los
accesos secuenciales con paso 1. No obstante, la penalizacio´n por la recarga de
la AC en cada cambio de contexto se debe tener en cuenta.
En sistemas de tiempo real, como conclusio´n general de la Tesis, proponemos
la utilizacio´n de jerarqu´ıas de memoria cuyo funcionamiento se pueda prede-
cir de forma exacta y precisa. En particular hemos propuesto una jerarqu´ıa de
memoria formada por un LB, una Lockable iCache y un PB cuando el consu-
mo de energ´ıa no representa una limitacio´n en el disen˜o del sistema. Adema´s,
tambie´n es necesario predecir el comportamiento de los accesos a datos, ya que
pueden reducir mucho ma´s el WCET de las tareas y mejorar la planificabilidad
del sistema.
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