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Abstract—Most fMRI studies using Multi-Voxel Pattern
Analysis (MVPA) restrict these analyses to merely one spatial
scale. However, recently [1] used a multi-spatial scale method
combining three levels of MVPA analysis on fMRI data from 16
subjects who performed a number comparison task: whole-brain
MVPA, Regions Of Interest (ROI) based MVPA, and a small
radius searchlight. The results of [1] clearly demonstrated the
necessity of incorporating different spatial scales in MVPA
analysis to draw conclusions on how the neural representations
of the effects are distributed across the brain. We tested the
validity of the method used in this empirical study by using
three simulated fMRI datasets. Both simulated data and the real
data [1] confirmed the relevance of analyzing data with MVPA
on different spatial scales.
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I. INTRODUCTION
Multi-Voxel Pattern Analysis (MVPA) has obtained a cen-
tral role in the analyses of functional neuroimaging. MVPA
focusses on the analysis and comparison of distributed patterns
of activity. Detecting the patterns of activation makes MVPA a
more sensitive method than univariate measures which average
the fMRI signal in a certain Regions Of Interest (ROI) and
compares the differences between conditions in their activity
and thereby ignores the patterns underlying the activation.
Different types of MVPA were developed and used to analyze
distinct properties of fMRI data [2]. First, a whole-brain
MVPA is used to detect patterns of active voxels for a certain
cognitive function regardless of the location in the brain.
Second, ROI based MVPA methods have been used to detect
patterns of active voxels within predefined regions. Third,
searchlight MVPA [3] includes a directive search through
the entire scanned volume for specific information without
restricting the region of the search. Searchlight uses a sphere
around a center voxel to detect small regions with consistent
information content.
Most papers use only one of these levels of MVPA, or apply
a searchlight analysis with a large radius and this sometimes
even on a reduced set of the scanned volume [4], [5], [6],
[7]. In this paper, we will describe the benefits of combining
all three scales. We will demonstrate a number of simulation
datasets which include different types of information, and
apply each of the three levels of MVPA on the simulated
datasets: small spatial scale (searchlight MVPA, cluster size
of 33 voxels), intermediate spatial scale (ROI-based analysis),
and large spatial scale (whole-brain MVPA). In the end, the
combination of these three levels will provide more details
on how centralized and/or distributed the information actu-
ally is. For example, if only the whole-brain MVPA shows
significant decoding and the two other spatial scales are not
significant, than the information in the scanned volume is very
distributed across the scanned volume. Alternatively, if only
the searchlight analyses show a significant result, than the
information will be very focused at a certain location in the
brain which is not well captured by pre-defined regions of
interest. Additionally, we will link the results to the paper of
[1] and show that the application of MVPA on different spatial
scales helps to better understand fMRI data.
II. METHODS
A. Data Simulation
Data simulations and computations were performed us-
ing custom Matlab R2012B code (Mathworks Inc, Natick,
MA), combined with the LIBSVM algorithm (http://www.csie.
ntu.edu.tw/∼cjlin/libsvm/). We created three different voxel
patterns: a small center cluster (from here on referred to as
Central), 4 small clusters (Decentral) and a fully distributed
pattern (Distributed)(Fig. 1). The patterns were centered in a
[20 * 20 * 10] volume resulting in 4000 voxels (size similar
to the grey matter of a cortical lobe), and all consisted of 2
classes of voxels, labeled voxA and voxB, to simulate voxels
that respond differently to 2 conditions. In condition 1, all
voxA voxels yielded an activity of 1, and all voxB voxels an
activity of -1. Condition 2 elicited opposite patterns, with voxA
yielding an activity of -1 and voxB an activity of 1.
The volumes were copied 10 times for condition 1, and
10 times for condition 2 as to simulate runs, or trials. For
each trial, a response variability across trials was simulated
by adding or subtracting a random effect variability value
(± 1) for each pattern voxel, while preserving the average
response per voxel across trials. The patterns were subse-
quently smoothed (because real data is correlated while noise
is uncorrelated) by convolving them with a 3D Gaussian kernel
(FWHM = 2 voxels). A white noise volume was created978-1-4799-0652-9/13/$31.00 c©2013 IEEE
TABLE I. THE NUMBER OF INFORMATIVE VOXELS
INCLUDED IN THE THREE TYPES OF ROI FOR EVERY
SIMULATED DATASET





Central 72 6 34 72
Clustered 104 8 48 104
Distributed 1600 100 250 1600
and smoothed with an identical kernel. The desired signal-to-
noiseratio (0.04) was obtained by multiplying the noise volume
by a predefined scalar before adding the noise to the pattern
volume.
B. ROI selection for simulated and empirical data
For each simulated dataset three types of ROIs are defined
(Table 1). Each ROI has a total of 250 voxels included,
however, the number of informative voxels differs for each
type of ROI. The first kind of ROI (ROIc) includes the number
of informative voxels at chance level. For example, if the
total simulated volume includes 4000 voxels with a ROI of
400 voxels and there are 40 informative voxels, the ROI
with a number of informative voxels at chance level will
include 4 informative voxels. The second type of ROI (ROIp)
compromises all the informative voxels and is in that sense a
perfect ROI, e.g. the 40 informative voxels will all be included
in the 400 voxels of the ROI. Thirdly, an intermediate ROI
(ROIi) is created between those two extremely defined ROI,
encompassing 18 (N informative voxels - N informative voxels
at chance level) informative voxels. A remark has to be made
concerning the number of voxels included in the perfect ROI
for the distributed scenario, this ROI has 1600 voxels included
so that the perfect ROI has all the informative voxels.
The ROIs of the real empirical dataset were selected with
independent data that was not used in the SVM analyses. The
intraparietal sulcus (IPS) was theoretically chosen because it
has been reported to be involved in numerical processing [8],
[9]. The whole brain activation contained all the voxels that
resulted from the localizer scans on subject level.
C. Pattern Classification
Concerning the pattern classification for both simulated
and empirical data, the decoding pattern classification analysis
were implemented by applying linear support vector machines
(SVMs) using the LIBSVM Matlab toolbox with the default
parameters. We opted for the default values of parameters such
as optimal c, because many previous MVPA fMRI papers also
have used these default values (e.g. [10]; [11]; [1]). In this
way the MVPA approach described here is applicable for many
MVPA fMRI papers.
During the training of the linear SVM 70% of the data was
used to construct the hyperplane that best separated the data of
the two conditions. The performance of the classifier on this
pairwise classification was calculated for the average data of
the remaining 30% of the runs (repeated 100 times (empirical
data) or 50 times (for simulated data, to decrease computation
time) per pair of conditions with a random assignment of runs
to the training and test sets).
Fig. 1. The ground truth and its smoothed maps of the three simulated
datasets.
III. RESULTS
A. Experiments on the simulated data
Central located information: The results of the cen-
tralized informative voxels are shown on the first row of
Fig. 2. The whole-brain analysis has an accuracy of 56%
(95% CI = [47-80%]). Note that in this total volume of 4000
voxels, only 72 voxels are informative for classifying the
two conditions. The accuracy in the ROIp, including all the
informative voxels is 78% (95% CI = [58-96%]). The more
realistic intermediate ROIi has a classification of 68% (95%
CI = [53-85%]), which is much higher than the ROIc including
a chance-level proportion of informative voxels (52%) (95% CI
= [47-76%]). The whole-brain and ROI-based analysis are not
able to localize the informative voxels because only 72 voxels
are informative in the simulated data, while in the whole-brain
analysis all 4000 voxels seem to be informative and in the ROI
analysis 250 voxels are considered informative. In this case, the
searchlight analysis seems to do the best job. The searchlight
analysis gives high accuracies for the informative voxels in this
scenario and the localization fits well with the ground truth.
In sum, when the information is located in a small local patch
and there are not too many informative voxels, a searchlight
method is the best approach.
Decentral located information: The whole-brain anal-
ysis, on data which has the information more spread across
the volume in clusters, has an accuracy of 56% (95% CI
= [45-78%]) (second row of Fig. 2). This accuracy is just
slightly better than the accuracy of ROIc (53%) (95% CI = [48-
78%]). The ROI between chance level and perfect level ROIi
has an accuracy of 64% (95% CI = [54-92%]), demonstrating
a successful classification between both classes. The perfect
ROIp including all informative voxels gives a performance of
74% (95% CI = [56-94%]). In contrast to the central located
information scenario, the searchlight analysis does not locate
the majority of the informative voxels in the scanned volume.
One cluster on the bottom left of the volume is poorly localized
and the two other clusters on the right are merged together. In
this decentral clustered scenario, the ROI-based analysis seems
to be the preferable approach opposed to the searchlight and
the wholebrain analysis, provided that the a priori defined ROI
includes a high proportion of informative voxels.
Distributed located information: In the distributed sce-
nario, the same information is present as in the other scenarios
with the exception that this information is distributed across
1600 voxels in the volume. The ROIc at chance level and the
in-between ROIi do not give a succesful classification of both
Fig. 2. Overview of the accuracies for each of the three levels of MVPA (searchlight, three types of ROI, and whole-brain analysis) per type of information
(central, clustered, and distributed located).
classes (52% (95% CI = [46-75%]) and 53% (95% CI = [47-
76%]), respectively) (third row in Fig. 2). Again, ROIp gives a
good accuracy of 62% (95% CI = [53-85%]). However, it is not
realistic to assume that one would have such a perfect ROIp
in real data. The searchlight result does not seem to give any
clear-cut informative voxels at all. Based on the results of the
searchlight and the more realistic ROIi, one would assume that
there is no classification possible between the two classes. On
the contrary, the whole-brain MVPA with an accuracy of 59%
(95% CI = [52-88%]) shows that there are informative voxels
present. All things considered, in this case the whole-brain
approach seems to be the best method to test whether there is
any classification possible between the two classes. Combined
with the failure of the two other approaches, it shows that the
information is distributed across many voxels.
B. Experiments on real data: a number comparison task
Input data: Here we summarize the properties of the
empirical data, more information can be found in [1]. Sixteen
healthy subjects performed a number comparison task with
symbolic and non-symbolic numbers while fMRI data were
acquired with a 3T Philips Intera Scanner (48 slices, slice
thickness 2mm, interslice gap 1mm, TR = 3000 ms, TE = 30
ms, flip angle = 90 degrees, 104 x 104 matrix). A short-block
design was used with variable block duration (4-6 seconds).
Eight conditions were included, namely four numerosities (2,
4, 6 and 8) and two formats (non-symbolic numbers (dots)
and symbolic numbers (digits)). Each condition was repeated
six times in each run and at least 12 runs were presented
for each subject. The contrast of interest was the number
comparison task > fixation. The data were realigned, spatially
normalized and smoothed using Gaussian kernels of 4 mm
full-width at half maximum. Subsequent analysis showed no
differences between smoothed data and unsmoothed data,
which corresponds to [12].
Activation of non-symbolic numbers: The whole-brain
classification accuracy was 85% (t[15] = 11.66, p < 0.001).
A t-test was chosen as statistic to be in line with previous
MVPA fMRI papers about numerical cognition [13]-[4]. The
ROI-analysis of the IPS resulted in a classification accuracy of
74% (t[15] = 7.36, p < 0.001) (Fig. 3), and many other ROIs
also revealed high decoding accuracy (see [1] previous paper).
The outcome of the searchlight analysis with a 2-voxel radius
shows clear decoding in many regions (Fig. 4), together with
the ROI and whole-brain analysis, that non-symbolic numbers
are present on a local, intermediate and large spatial scale.
Activation of symbolic numbers: The results of the
digits were very different from the non-symbolic numbers.
First of all, the searchlight result showed no informative voxels
in the entire scanned volume (Fig. 4). Secondly, the ROI
classification accuracy was not very high in comparison to the
non-symbolic numbers accuracy (54% and 74%, respectively),
although the classification of digits was significant in the
IPS (t[15] = 2.31, p = 0.02) (Fig. 3). Thirdly, the most
promising result was the outcome of the whole-brain analysis:
67% correct classification (t[15] 6.74, p < 0.001). These
three results combined, suggest that information representing
symbolic numbers is distributed across many voxels across
the scanned volume and that many the voxels combined are
necessary to get a good classification accuracy.
IV. DISCUSSION
In this paper we presented a multi-spatial scale MVPA
method to test how informative voxels are located in a scanned
fMRI volume.
The results of the analysis on the simulated data revealed that
each type of MVPA has its own strength in localizing infor-
mative voxels in a scanned volume. The searchlight MVPA
has the best accuracy when the information is very strong
and local. The ROI analysis detected the highest number of
informative voxels when these voxels are scattered but still
clustered within the scope of the ROI. Finally, the whole-brain
analysis outperformed both the ROI and searchlight analysis in
the case that the information was even more scattered across
the entire scanned volume.
The real fMRI dataset was analyzed using the same three
types of MVPA and yielded equivalent results. If the analysis
of the data for the digits would have been restricted to
ROI and searchlight analysis, than the results would have
suggested that hardly no information is present for this class.
However, implementing the whole-brain MVPA clearly shows
that different digits can be distinguished from each other.
Fig. 3. Whole-brain and ROI accuracy and standard bar of error for both
digits and dots in the real dataset.
Clearly, the informative voxels which needed to be detected
were scattered across the scanned volume. The same was
the true for non-symbolic numbers, but in that case the
different numerosities were very easy to distinguish so that
information was present at each of the three spatial scales:
small (searchlight), intermediate (ROI), and large (whole-brain
MVPA) spatial scale.
Considering real fMRI data, an remark is that one can often
not know how well the ROI is defined. This can be checked
by defining an outside-ROI including all the voxels which are
not inside the real ROI. The MVPA accuracy can be compared
between the outside-ROI and the real ROI, provided that ROI
size (number of voxels) is matched. The real ROI is helpful
if the accuracy of the real ROI analysis is higher than the
accuracy of the outside-ROI analysis.
A final remark concerns the comparison from the ROI-
based classification and the whole-brain classification with
the searchlight results. Searchlight is a method for localizing
local relevant information. Thus a comparison of accuracies
across the three methods would be possible only if maps
from the searchlight were thresholded and used as features for
further classification analysis. However, this approach would
require optimization of the threshold value, what would be
computationally expensive and in this context not feasible.
V. CONCLUSION
This paper suggests that it does not suffice to run just a
single MVPA method or a searchlight analysis with a large
radius. Rather, one has to detect how information is distributed
across different spatial scales by using a combination of whole-
brain, ROI, and searchlight analysis. Moreover, the analysis
of the real fMRI dataset revealed that useful information can
be overlooked when one does not use such a combination of
spatial scales.
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