Abstract. The effect of inhomogenity of nonlinear medium is discussed concerning the stability of standing waves e iωt ϕ ω (x) for a nonlinear Schrödinger equation with an inhomogeneous nonlinearity V (x)|u| p−1 u, where V (x) is proportional to the electron density. Here, ω > 0 and ϕ ω (x) is a ground state of the stationary problem. When V (x) behaves like |x| −b at infinity, where 0 < b < 2, we show that e iωt ϕ ω (x) is stable for p < 1 + (4 − 2b)/n and sufficiently small ω > 0. The main point of this paper is to analyze the linearized operator at standing wave solution for the case of V (x) = |x| −b . Then, this analysis yields a stability result for the case of more general, inhomogeneous V (x) by a certain perturbation method.
Introduction
The nonlinear Schrödinger equations
arise in various physical contexts such as nonlinear optics and plasma physics. When g(x, |u| 2 ) = V (x)|u| p−1 , equation (1.1) can model beam propagation in an inhomogeneous medium where V (x) is proportional to the electron density. L. Bergé [2] studied formally the stability condition for soliton solutions of the above type of equations, depending on the shape of g(x, |u| 2 ). The real function g(x, |u| 2 ) is a potential which can either stand for corrections to the nonlinear power-law response, or for some inhomogeneities in the medium. In addition, Towers and Malomed [29] recently observed by means of variational approximation and direct simulations that a certain type of time-dependent nonlinear medium gives rise to completely stable beams.
Akhmediev [1] , Jones [17] and Grillakis, Shatah and Strauss [13] studied the existence and stability of solitary waves of (1.1) when g(x, |u| 2 ) discribes three layered media where the outside two are nonlinear and the sandwiched one is linear. Also, Merle [23] investigated the existence and nonexistence of blowup solutions of (1.1) for inhomogeneities of the form g(x, |u| 2 ) = V (x)|u| 4/n . In this paper, we will not exactly deal with the same nonlinearity as those in [2, 29] , we consider the case g(x, |u| 2 ) = V (x)|u| p−1 with V (x) satisfying the following assumptions (V1) and (V2) with n ≥ 3, 0 < b < 2 and 1 < p < 1 + (4 − 2b)/(n − 2).
, where θ * = 2n/{(n + 2) − (n − 2)p}.
(V2) There exist C > 0 and a > {(n + 2) − (n − 2)p}/2 > b such that
for all x with |x| ≥ 1.
The main purpose in this paper is to show that under the above assumptions on V (x), the standing wave solution of (1.1) is stable for p < 1 + (4 − 2b)/n and sufficiently small frequency. As an example satisfying (V1) and (V2), we keep V (x) = (1 + |x| 2 ) −b/2 in mind.
By a standing wave, we mean a solution of (1.1) of the form
where ω > 0 and ϕ ω (x) is a ground state of the following stationary problem
We recall previous results. Several authors have been studying the problem of stability and instability of standing waves for (1.1) (see, e.g., [3, 6, 7, 9, 11, 13, 22, 25, 30, 32] ). First, we consider the case V (x) ≡ 1, namely,
where 1 < p < ∞ if n = 1, 2, and 1 < p < 1 + 4/(n − 2) if n ≥ 3.
For ω > 0, there exists a unique positive radial solution ψ ω (x) of
(See Strauss [26] and Berestycki and Lions [4] for the existence, and Kwong [19] for the uniqueness). It is known that a positive solution of (1.4) is a ground state. In [6] Cazenave and Lions proved that if p < 1 + 4/n then the standing wave solution e iωt ψ ω (x) is stable for any ω > 0. On the other hand, it is shown that if p ≥ 1 + 4/n then the standing wave solution e iωt ψ ω (x) is unstable for any ω > 0 (see Berestycki and Cazenave [3] for p > 1 + 4/n, and Weinstein [30] for p = 1 + 4/n). The aim of the paper is to study, in the case where V (x) satisfies (V1) and (V2), what happens in the complementary case of the result in [11] , where instability of standing waves was shown for p > 1 + (4 − 2b)/n and sufficiently small ω > 0.
We define the energy functional E and the charge Q on
We remark that by the assumptions (V1) and (V2), the functional E is well-defined on
The time local well-posedness for the Cauchy problem to (1.1) with g(x, |u|
in H 1 (R n ) and the conservation of energy and charge hold (see, e.g., Theorem 4.4.6 of Cazenave [5] ). Exactly, we have the following proposition. Proposition 1. Let n ≥ 3 and 1 < p < 1+(4−2b)/(n−2). Assume (V1) and lim |x|→∞ V (x) = 0. Then, for any
Before we state our theorem, we give some precise definitions.
Definition 1.
For ω > 0, we define two functionals on H 1 (R n ):
Let G ω be the set of all non-negative minimizers for
The existence of non-negative minimizers for (1.5) was proved by the standard variational argument since V (x) vanishes as |x| → ∞ (see [26, 11] ). Namely, we have Lemma 1.1. Let n ≥ 3 and
Then G ω is not empty for ω > 0.
Remark 1.1. (i) We note that
It is easy to see that a ground state of (1.2) in H 1 (R n ) is a minimizer of (1.5).
The stability and instability in this paper is defined as follows.
Definition 2.
For ϕ ω ∈ G ω and δ > 0, we put
We say that a standing wave solution e iωt ϕ ω (x) of (1.1) is stable in H 1 (R n ) if for any ε > 0 there exists δ > 0 such that for any u 0 ∈ U δ (ϕ ω ), the solution u(t) of (1.1) with u(0) = u 0 satisfies u(t) ∈ U ε (ϕ ω ) for any t ≥ 0. Otherwise, e iωt ϕ ω (x) is said to be unstable in
The following theorem is our main result in this paper.
Theorem 1.
Let n ≥ 3 and
In particular, we can take ω * = ∞ in the case where V (x) = |x| −b with 0 < b < 2.
Remark 1.2.
We make use of Hardy's type inequality to control the degree of nonlinearity in the space H 1 (R n ). That is why the restriction on the spatial dimensions, i.e., n ≥ 3 appears in the assumption of Theorem 1.
Grillakis, Shatah and Strauss [13, 14] gave an almost sufficient and necessary condition for the stability and instability of stationary states for the Hamiltonian systems under certain assumptions. By the abstract theory in Grillakis, Shatah and Strauss [13, 14] , under some assumptions on the spectrum of linearized operators, e iω 0 t ϕ ω 0 (x) is stable (resp. unstable) if the function ∥ϕ ω ∥ 2 2 is strictly increasing (resp. decreasing) at ω = ω 0 . In the papers of Shatah [24] , Shatah and Strauss [25] , the authors used the variational characterization of ground states instead of assumptions on the spectrum of linearized operators. In the case
, it is easy to check the increase and decrease of ∥ψ ω ∥ 2 2 . However, it seems difficult to check this property of ∥ϕ ω ∥ 2 2 for V (x) ̸ ≡ 1 since we do not have the scaling invariance in general.
To avoid such difficulty, we apply another sufficient condition for stability.
Proposition 2.
Let n ≥ 3 and 1 < p < 1+(4−2b)/(n−2). Assume (V1) and
To check this sufficient condition (1.6) for the case of V (x) satisfying (V1) and (V2), we first consider the case where V (x) = |x| −b with 0 < b < 2 as a limiting problem since the stability results are already known in the case V (x) = |x| −b , which simply follow from the arguments by [24] and [25] . Indeed, in [11] , the authors investigated the rescaling limit of ϕ ω (x) as ω → 0. It was shown in [11] that as ω → 0, the rescaled functionφ ω (x) defined by
tends to the unique positive radial solution ψ 1,b (x) of (1.2) with ω = 1 and V (x) = |x| −b . Using this convergence, they proved in [11] that e iωt ϕ ω (x) is unstable for p > 1 + (4 − 2b)/n and sufficiently small ω > 0. Due to the inhomogeneous medium, the standing wave solution tends to be more unstable for small ω > 0 since 1 + (4 − 2b)/n < p < 1 + 4/n is the stability region in the case where V (x) ≡ 1.
From known stability properties of ψ 1,b (x) (see Section 2 of [11]), we would be able to prove (1.6) in the limit. However, to our knowledge, there is no verification of (1.6) even in the case V (x) = |x| −b . For that reason, in Section 2, we first study the properties of the linearized operator at standing wave solution for the case where V (x) = |x| −b in (1.1). In Section 3, we continue analyzing the linearized operator, in particular, we observe that the kernel of real part of the linearized operator is only zero, following the method of Kabeya and Tanaka [18] . We remark that their idea could not be applied directly to our case. We need to modify their perturbed functional in order that the singularity of |x| −b at the origin does not affect the linear part of the equation (1.2). The crucial part is Section 3 because uniqueness and nondegeneracy of a solution of semilinear elliptic equations often plays an essential role in stability problems. In Section 4, we check the condition (1.6) for V (x) satisfying (V1) and (V2), following Esteban and Strauss [8] (see also [10] ) and we prove Theorem 1.
We remark that Fibich and Wang [9] and Liu, Wang and Wang [22] treated the stability and instability problems of standing waves for (1.1) with g(x, |u| 2 ) = V (εx)|u| 4/n in a radial space, where ε is a small parameter. Their ways of proof are also a sort of perturbation method. However, they use (1.4) with p = 1 + 4/n as a limiting equation, their assumptions for V (x) are different from those in this paper and it is not clear whether there exists a simple relation between ε and ω.
The case V (x) = |x|

−b
We consider the stability of standing waves for
where n ≥ 3, 0 < b < 2 and
See Stuart [27] and Remark 3.1 of [11] for existence. The positivity of solutions follows from the maximum principle. Radial symmetry of solutions was showed by Gidas, Ni and Nirenberg [12] and Li [20] (see also Li and Ni [21] ), and Yanagida [33] proved the uniqueness. Moreover ψ ω,b is in C 2 (R n ) and vanishes as |x| → ∞, particularly decays exponentially (see [4, 5] ). This unique solution is a minimizer of
In this section, we note the following fact as a special case of Theorem 1.
Actually, this fact can be proved simply by applying the method of [24, 25] to the present case. Using the variational characterization d b (ω), we may check the sufficient condition for stability d
. Therefore, for any ω > 0, the standing wave solution is stable if 1 < p < 1 + (4 − 2b)/n, and unstable if 1 + (4 − 2b)/n < p < 1 + (4 − 2b)/(n − 2). We have also blow-up instability for the case p ≥ 1 + (4 − 2b)/n, following Weinstein [30] and Berestycki and Cazenave [3] .
However, stability of standing wave solution does not always seem to imply (1.6) immediately. The constraints in (1.6) depend on the negative and zero eigenvalues of the linearized operator at ψ ω,b . Therefore, the main aim in this section is to show the following proposition.
Proposition 4.
Assume n ≥ 3, 0 < b < 2 and 1 < p < 1 + (4 − 2b)/n. Let ψ 1,b (x) be the unique positive radial solution of (2.2) with ω = 1. Then there exists δ > 0 such that
Remark 2.1. By combining this proposition with Proposition 2, it follows that the standing wave solution
, that is, Proposition 3 holds.
and
Thus it suffices to show the following. 
The part (ii) of Lemma 2.1 is obtained since L 2,b ψ 1,b = 0 and ψ 1,b (x) > 0 for x ∈ R n . Namely, ψ 1,b is the first eigenfunction of L 2,b corresponding to the eigenvalue 0. Moreover, by Weyl's theorem, the essential spectrum of L 2,b are in [1, ∞), since ψ 1,b tends to zero at infinity. These conclude (ii).
Therefore, we prove the part (i) of Lemma 2.1. For that purpose, we need to show the following two propositions.
Proposition 6. Assume n ≥ 3, 0 < b < 2 and 1 < p ≤ 1 + (4 − 2b)/n. Then we have
We shall prove Proposition 5 in the next section. As to Proposition 6, we give a proof in the same way as Proposition 2.7 in Weinstein [31] . First, we show the following lemma.
Proof. We follow the proof of Theorem B of [30] . Since J(v) ≥ 0, there exists a minimizing sequence
so that ψ ν := v λν ,µν has the following properties.
Namely {ψ ν } is bounded in H 1 (R n ). Thus there exists a subsequence {ψ ν } and a limit ψ * (x) ∈ H 1 (R n ) such that ψ ν converges to ψ * weakly in H 1 (R n ). It follows from the Sobolev embedding on a bounded domain and the smallness of |x|
for 1 < p < 1 + (4 − 2b)/(n − 2) (see the argument in [27] , Lemma 1.1 and Remark 3.1 of [11] ). By weak convergence, ∥ψ * ∥ 2 ≤ 1 and ∥∇ψ * ∥ 2 ≤ 1. Furthermore,
It follows that ∥∇ψ * ∥ θ 2 ∥ψ * ∥ γ 2 = 1 and therefore ∥∇ψ * ∥ 2 = ∥ψ * ∥ 2 = 1, which implies that
. This minimizing function ψ * satisfies the Euler-Lagrange equation:
Taking into account that ∥∇ψ * ∥ 2 = ∥ψ * ∥ 2 = 1 and that
The smoothness of ψ * follows from the same method as Section 8 of Cazenave [5] .
The scaling ψ * (x) =
be a positive solution of (2.2) with ω = 1. By the results in [12] and [20] , ψ(x) is radial. Accordingly, ψ(x) is the unique solution ψ 1,b (r).
Proof of Proposition 6.
We remark that the infimum of (2.3) is nonpositive because the value ⟨L 1,b v, v⟩ is zero for v = 0. Since J(v) attains its minimum at ψ 1,b ,
, where α and θ have been defined in Lemma 2.2. The result follows since the right-hand side of (2.4) is nonnegative for p ≤ 1 + (4 − 2b)/n. Now we are ready to give a proof of part (i) of Lemma 2.1.
Proof of Lemma 2.1 (i). Let
and suppose τ = 0 under the condition 1 < p < 1 + (4 − 2b)/n. Let {v j } ⊂ H 1 (R n ) be a minimizing sequence, that is,
Since {v j } is bounded in H 1 (R n ), there exists a subsequence still denoted by {v j } ⊂ H 1 (R n , R) which converges weakly to some f * ∈ H 1 . By weak convergence, f * satisfies
as j → ∞ for 1 < p < 1 + (4 − 2b)/(n − 2). Indeed, we note that v 2 j converges weakly to f 2 * in L n/(n−2) (R n ) by the Sobolev embedding, and that |x|
vanishes at infinity and ψ 1,b (x) decays exponentially for |x| ≥ C with some C > 0. For |x| ≤ C, we know that |x|
and then, f * ̸ ≡ 0. Moreover, by weak convergence, ∥f * ∥ H 1 ≤ 1 and
where the first inequality follows from Proposition 6. We define g * := f * /∥f * ∥ H 1 and then
Since the minimum is attained at an admissible function g * ̸ ≡ 0, there exists (g * , λ, β) of the Lagrange multiplier problem
By (2.6), (2.7) and (2.8), λ = ⟨L 1,b g * , g * ⟩. Thus, λ = 0 since we have assumed τ = 0. Therefore,
On the other hand, let
It follows from Proposition 5 that g * = βg. If β = 0, then g * = 0, which is a contradiction. Thus β ̸ = 0. Here,
which violates (2.8) when p < 1 + (4 − 2b)/n. Thus, g * ≡ 0, a contradiction. We now conclude that τ > 0 if p < 1 + (4 − 2b)/n.
Nondegeneracy of unique positive radial solution for (2.2)
In this section, we give a proof of Proposition 5, following Kabeya and Tanaka [18] . We always assume that n ≥ 3, 0 < b < 2 and 1 < p < 1 + (4 − 2b)/(n − 2).
Let ψ 1,b (r) ∈ H 1 (R n ) be the unique positive radial solution of (2.2). ψ 1,b (r) decays exponentially and can be characterized as a critical point of the C 2 functional
where v + = max{v, 0}.
Remark 3.1. We briefly explain why
regularity follows from the same argument.
Any non-zero critical point of S 1,b,+ (v) is a positive solution by the maximum principle. On the other hand, as we mentioned in Section 2, radial symmetry of a positive solution and the uniqueness of positive radial solutions follow from [12, 20] and [33] . Thus it is ψ 1,b (r).
For δ > 0 small, we consider the following perturbed functional:
) .
Critical points v(x) of S δ (v) satisfy
By the maximum principle, non-zero solutions are positive. Furthermore, such positive solutions are radial for small δ > 0 (see [12, 20] ). Thus they satisfy 
has the following properties.
where
For the proof of Lemma 3.1, we recall Hofer's result in [15] (see also Tanaka [28] as a related reference). 
Therefore S δ (v) has mountain pass geometry. Since the embedding H 1 ⊂ L 2 is compact on a bounded domain and |x| −b vanishes at infinity, S δ (v) satisfies the Palais-Smale compactness condition if p < 1 + (4 − 2b)/(n − 2) (see Lemma 1.1 and Remark 3.1 of [11] ) and small δ ≥ 0. Therefore we can apply the mountain pass theorem. Since ψ 1,b is the unique non-zero critical point of S δ (v) for sufficiently small δ ≥ 0, ψ 1,b is the mountain pass critical point.
(ii) By Proposition 7, the Morse index is at most one at the mountain pass critical point, i.e., index
We see that K 1 is compact and that K 2 is compact for sufficiently small δ ≥ 0. Furthermore, ψ 1,b is the unique mountain pass critical point for sufficiently small δ ≥ 0.
On the other hand,
Setting h = ψ 1,b and using
Thus we get index S
Using Lemma 3.1, we verify Proposition 5.
Proof of Proposition 5. Suppose that there exists a non-zero solution
By Lemma 3.1 (ii) with δ = 0, we may also find a
On the other hand, we have for all δ > 0,
We remark that ψ 1,b (x) > 0 in R n and we get
which is a contradiction to Lemma 3.1 (ii) with sufficiently small δ ≥ 0.
Proof of Theorem 1
In this section, we prove the following Lemma 4.1 to show Theorem 1. For ω > 0, we define
We remark that for v ∈ H 1 (R n ) with v 1 (x) = Re v(x) and v 2 (x) = Im v(x), we have
2)
3) 5) under the assumptions in Proposition 2. In order to show Lemma 4.1, we use the rescaled functionφ ω defined by (1.7). For ω > 0, we define the rescaled operatorsL 1,ω andL 2,ω by
(see (4.1), (4.3) and (4.4)).
Proof of Lemma 4.1. We show (i) by contradiction. Suppose that (i) were false. Then, there would exist {ω j } and
Since {v j } is bounded in H 1 (R n ), there exists a subsequence of {v j } (still denoted by {v j })
follows from Lemma 4.2 of [11] . Thus, we have 
Moreover, by (4.7), we have (v 0 , ψ 1,b ) L 2 = 0. Therefore, by Lemma 2.1 (i), we have v 0 ≡ 0. However, this contradicts (4.9). Hence, we conclude (i). By an analogous argument as (ii) of Lemma 2.1, we can also prove (ii).
Appendix
Uniqueness for (3.2)-(3.4).
We have cited the uniqueness result by Yanagida [33] . Here, we briefly check the conditions to prove the uniqueness of a solution (3.2)-(3.4). The condition appeared as (C1)-(C6) in Theorem 2.2 of [33] . In the paper [33] , the following type of semilinear elliptic equations was treated: .2) with ω = 1. We remark that ψ 1,b (r) ∈ C 2 (R n ) decays exponentially as r → ∞ by the standard argument for radial solutions of elliptic equations (see, for example, Berestycki and Lions [4] ) and ψ 1,b (r) is monotone decreasing with respect to r > 0 from [12, 20, 21] , i.e., ψ We can prove this lemma following Grillakis, Shatah and Strauss [13, Theorem 3.4 ] (see also [16, Proposition 1] , Section 2 of [10] ). Theorem 1 follows from Lemma 5.1 and the proof of Theorem 3.5 of [13] .
