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LOCAL UNIQUENESS AND NON-DEGENERACY OF BLOW UP
SOLUTIONS OF MEAN FIELD EQUATIONS WITH SINGULAR DATA
DANIELE BARTOLUCCI, ALEKS JEVNIKAR, YOUNGAE LEE, ANDWEN YANG
ABSTRACT. We are concerned with the mean field equation with singular data
on bounded domains. Under suitable non-degeneracy conditions we prove lo-
cal uniqueness and non-degeneracy of bubbling solutions blowing up at singular
points. The proof is based on sharp estimates for bubbling solutions of singular
mean field equations and suitably defined Pohozaev-type identities.
Keywords: Mean field equations, uniqueness, non-degeneracy, blow up solu-
tions, singular data.
1. INTRODUCTION
We are concernedwith a sequence of solutions of the followingmean field equa-
tion with singular data 
−∆un = ρn
heun∫
Ω
heun
in Ω,
un = 0 on ∂Ω,
(Pρn)
where Ω ⊂ R2 is a smooth bounded domain, h = h∗ exp(−4π ∑Ni=1 αiG(x, pi)), pi
are distinct points in Ω, αi ∈ (0,∞) \N, h∗ ∈ C∞(Ω), and G is the Green function
satisfying {
−∆G(x, p) = δp in Ω,
G(x, p) = 0 on ∂Ω.
The mean field equation (Pρn) (and its counterpart on compact surfaces) have
been widely discussed in the last decades because of their several applications in
Mathematics and Physics, such as Electroweak and Chern-Simons self-dual vor-
tices [47, 49, 53], conformal metrics on surfaces with [50] or without conical singu-
larities [35], statistical mechanics of two-dimensional turbulence [20] and of self-
gravitating systems [52] and cosmic strings [45], and the theory of hyperelliptic
curves [22] and of the Painleve´ equations [24]. There are by now many results
concerning existence [1, 3, 4, 5, 15, 21, 26, 28, 30, 31, 32, 36, 42], multiplicity [5, 29],
uniqueness [6, 7, 10, 11, 12, 13, 14, 23, 33, 34, 40, 41, 48] and blow up analysis
[2, 9, 16, 18, 17, 19, 25, 27, 37, 38, 39, 51, 54].
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Our goal is to show that bubbling solutions of (Pρn ) blowing up at singular
points pi are unique and non-degenerate for n large enough.
Definition 1.1. Let un be a sequence of solutions of (Pρn). We say that un is a regular
m-bubbling solution blowing up at the points qj /∈ {p1, · · · , pN}, j = 1, · · · ,m, if,
heun∫
Ω
heundx
⇀ 8π
m
∑
j=1
δqj ,
weakly in the sense of measures in Ω.
We say that un is a singular m-bubbling solution blowing up at the points pj ∈
{p1, · · · , pN}, j = 1, · · · ,m, m ≤ N if,
heun∫
Ω
heundx
⇀ 8π
m
∑
j=1
(1+ αj)δp j ,
weakly in the sense of measures in Ω.
To state the main result and to compare it with the existing literature we in-
troduce some notation. Let R(x, y) = 12π log |x − y|+ G(x, y) be the regular part
of G(x, y). For what concerns regular bubbling solutions, for q = (q1, · · · , qm) ∈
Ω× · · · ×Ω, we let G∗j (x) = 8πR(x, qj) + 8π ∑1,··· ,ml 6=j G(x, ql) and
ℓreg(q) =
m
∑
j=1
[∆ log h(qj)]h(qj)e
G∗j (qj).
For (x1, · · · , xm) ∈ Ω× · · ·Ω, we also define the m-vortex Hamiltonian,
Hm(x1, x2, · · · , xm) =
m
∑
j=1
[
log(h(xj)) + 4πR(xj, xj)
]
+ 4π
1,··· ,m
∑
l 6=j
G(xl , xj). (1.1)
Then, by assuming suitable non-degeneracy conditions the authors in [8, 9] proved
that regularm-bubbling solutions are unique and non-degenerate (see also [10] for
an analogous result for the Gelfand equation).
TheoremA ([8, 9]). Let u
(1)
n and u
(2)
n be two regular m-bubbling solutions of (Pρn), with
ρ
(1)
n = ρn = ρ
(2)
n , blowing up at the points qj /∈ {p1, · · · , pN}, j = 1, · · · ,m, where
q = (q1, · · · , qm) is a critical point of Hm. Assume that,
(1) det(D2Hm(q)) 6= 0,
(2) ℓreg(q) 6= 0.
Then there exists n0 ≥ 1 such that u(1)n = u(2)n for all n ≥ n0. Moreover, the linearized
problem at a m-bubbling solution un

∆φ+ ρn
heun∫
Ω
heundx
(
φ−
∫
Ω
heunφ dx∫
Ω
heun dx
)
= 0 in Ω,
φ = 0 on ∂Ω,
(1.2)
admits only the trivial solution φ ≡ 0 for any n ≥ n0.
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The above condition (2) can be relaxed by assuming ℓreg(q) = 0 and D(q) 6= 0,
where D(q) is a geometric quantity. Our aim is to extend the latter result to sin-
gular bubbling solutions. Even though the argument works out for more general
situations we focus here on singular 1-bubbling solution blowing up at pi for some
i ∈ {1, · · · ,N}, see also Remark 1.3. More precisely, we assume without loss of
generality that αi 6= αj for i 6= j and we study the case ρn → 8π(1+ αi) for some
fixed i ∈ {1, · · · ,N} and
‖un‖L∞(Ω) → +∞ as n → +∞.
We define
ℓ(pi) =
2π2
(1+ αi) sin
(
π
1+αi
)
(
(1+ αi)
πh1(pi)
) 1
1+αi
∆ log h∗(pi), (1.3)
where h(x) = h1(x)|x− pi|2αi . Moreover, we define the ’desingularized’ 1-vortex
Hamiltonian to be
Hpi(x) = 8π(1+ αi)
(
R(x, pi)− R(pi, pi)
)
+
(
log h1(x)− log h1(pi)
)
. (1.4)
Our main results are the following.
Theorem 1.1. Let u
(1)
n and u
(2)
n be two singular 1-bubbling solutions of (Pρn), with
ρ
(1)
n = ρn = ρ
(2)
n , blowing up at the point pi for some i ∈ {1, · · · ,N}, αi ∈ (0,∞) \N.
Assume that,
(1) pi is a critical point of Hpi ,
(2) ℓ(pi) 6= 0.
Then there exists n0 ≥ 1 such that u(1)n = u(2)n for all n ≥ n0.
Theorem 1.2. Let un be a singular 1-bubbling solution of (Pρn), blowing up at the point
pi for some i ∈ {1, · · · ,N}, αi ∈ (0,∞) \ N. Assume that the conditions (1)-(2) of
Theorem 1.1 hold true. Then there exists n0 ≥ 1 such that, for any n ≥ n0, (1.2) admits
only the trivial solution φ ≡ 0.
Observe that we do not need the non-degeneracy of the Hamiltonian as in con-
dition (1) of Theorem A. This is essentially due to the difference of the linearized
problem, see (1.8) and the discussion later on. On the other hand, we do need to
assume pi to be a critical point of Hpi . For the regular blow up this is always the
case since it is well-known [44] that for a regular m-bubbling solution blowing up
at the points qj /∈ {p1, · · · , pN}, then q = (q1, · · · , qm) has to be a critical point of
Hm.
Remark 1.3. The argument yielding Theorems 1.1 and 1.2 works out for more general
situations and can be carried out to prove local uniqueness of singular m-bubbling and
even for mixed scenarios of singular m-bubbling and regular m′-bubbling solutions. The
decision to focus on singular 1-bubbling is twofold: on one side the latter case is very
subtle since in general the singular blow up point does not need be a critical point of the
Hamiltonian Hpi and furthermore we are not assuming any non-degeneracy of Hpi , and
on the other side we want to highlight the differences with respect to the regular case. We
postpone the general situation to a future paper. The case α ∈ (−1, 0) will be treated in a
separate paper since we first need to derive suitable sharp estimates for bubbling solutions,
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which are still missing in this case. Finally, the case α ∈ N is by now out of reach due to
the presence of non-simple (and non-radial) blow up [18, 37].
To prove Theorem 1.1 we argue by contradiction andwe analyze the asymptotic
behavior of the (normalized) difference of two distinct solutions for (Pρn),
ξn =
u
(1)
n − u(2)n
‖u(1)n − u(2)n ‖L∞(Ω)
. (1.5)
Near the blow up point pi, and after a suitable scaling, ξn converges to an entire
solution of the linearized problem of the Liouville equation
∆v+ |x|2αiev = 0 in R2. (1.6)
Solutions of (1.6) with finitemass are completely classified [46] and for αi ∈ (0,∞) \
N take the form,
v (z) = vµ(z) = log
8(1+ αi)
2eµ
(1+ eµ|z|2(1+αi))2 , µ ∈ R. (1.7)
The freedom in the choice of µ is due to the invariance of equation (1.6) under
dilations. The linearized operator L relative to v0 is defined by,
Lφ := ∆φ+
8(1+ αi)
2|z|2αi
(1+ |z|2(1+αi))2 φ in R
2. (1.8)
It follows from [27, Corollary 2.2] that the L∞-bounded kernel of L has one eigen-
function Y0, where,
Y0(z) =
1− |z|2(1+αi)
1+ |z|2(1+αi) =
∂vµ
∂µ
∣∣∣
µ=0
.
Themain part of the proof of Theorem 1.1 is to show that, after scaling and for large
n, ξn is orthogonal to Y0. This is done by a delicate analysis of a suitably defined
Pohozaev-type identity first introduced in [43] and then exploited in [8, 10].
The proof of Theorem 1.2 follows the same strategy by analyzing the asymptotic
behavior of
Ξn =
φn −
∫
Ω
heunφn dx∫
Ω
heun dx∥∥∥φn − ∫Ω heunφn dx∫
Ω
heun dx
∥∥∥
L∞(Ω)
,
for a non-trivial solution φn of (1.2), which plays the role of (1.5).
The paper is organized as follows. In section 2 we introduce some preliminary
results, in section 3 we estimate the L∞-norm of the difference of two solutions to
(Pρn) and in section 4 we then deduce the first estimates of ξn, the normalized dif-
ference of two solutions, away from the blow up point. In section 5 we introduce
a Pohozaev-type identity to get refined estimates on ξn and prove Theorem 1.1.
Finally, in section 6 we give the sketch of the proof of Theorem 1.2.
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2. PRELIMINARY ESTIMATES ABOUT THE BLOW UP PHENOMENON AT THE
SINGULAR POINT
In this section we collect some preliminary results which will be used in the
sequel. Let us assume that i = 1 and set p = p1, 0 6= α = α1 ∈ (0,+∞) \N. We
define
u˜n = un − log
(∫
Ω
heundx
)
, λn = max
Ω
u˜n, σ
2(1+α)
n = e
−λn , (2.1)
and
Un(x) = λn − 2 log(1+ γneλn |x− p|2+2α), γn = ρnh1(p)
8(1+ α)2
,
where
h1(x) = h∗ exp(−4πG1(x)) G1(x) =
N
∑
i=2
αiG(x, pi) + R(x, p),
and R(x, y) = G(x, y) + 12π log |x − y| is the regular part of the Green function.
Therefore, we have
h(x) = h1(x)|x− p|2α,
and in any small enough ball centered at p it holds that h1 > 0. It has been shown
in [2] (for α ∈ (0,+∞) \N) and [17] (for α ∈ (−1, 0)) that
|u˜n(x)−Un(x)| ≤ C, ∀x ∈ Br(p). (2.2)
Actually the proofs in [18, 2] show that this estimate holds locally near p, but then
the global estimate follows by looking at the Definition 1 and the Green represen-
tation formula.
More recently, it has been proved in [27] that if α ∈ (0,+∞) \N, then
ρn − 8π(1+ α) = ℓ(p)e−
λn
1+α +O(e−λn
1+ǫ0
1+α ) as n → +∞, (2.3)
and
ρn,1 − 8π(1+ α) = ℓ(p)e−
λn
1+α +O(e−λn
1+ǫ0
1+α ) as n → +∞, (2.4)
where
ρn,1 =
∫
B(p,r0)
heu˜n , ℓ(p) =
2π2
(1+ α) sin
(
π
1+α
)
(
(1+ α)
πh1(p)
) 1
1+α
∆ log h∗(p),
and
ǫ0 = 2− 2(1− α)+ =


2, if α ≥ 1,
2α, if α ∈ (0, 1).
Next, we set
Rn,1 = ρn,1R(x, p),
let r0 > 0 be a small positive number and set
vn = u˜n − (Rn,1(x)− Rn,1(p)), x ∈ B(p, r0), (2.5)
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and as in [54], we denote ψn as the solution of

∆ψn = 0, in B(p, 4r0),
ψn = vn − 18πr0
∫
|x−p|=4r0 vnds on ∂B(p, 4r0).
By the Mean value Therorem, we have ψ(0) = 0. It has been proved in [54] that
vn−Un− ψn(x) = σnψn,1
(
x− p
σn
)
+ σ2nψn,2
(
x− p
σn
)
+O(σ2n) in B(p, 4r0), (2.6)
where
ψn,1(y) = −2(1+ α)an,1
α
y1
1+ γn|y|2(1+α)
, y = (y1, y2) ∈ R2, (2.7)
and
ψn,2(y) = −an log(2+ |y|) + an,0 +O(|y|−ǫ0), y = (y1, y2) ∈ R2 \ B(0, R0),
(2.8)
for suitable R0 ≥ 1. Here an,0 is a uniformly bounded sequence,
an =
π
(1+ α) sin
(
π
1+α
)
(
8(1+ α)2
ρnh1(p)
) 1
1+α
∆ log h∗(p),
and, composing with suitable rotations, we can assume that
(an,1, 0) = ∇ log
(
h1(x)e
Rn,1(x)+ψn(x)
)
|x=p . (2.9)
Moreover, it has been shown in [27, Lemma 3.2] that
ψn(x) = O(σ
2
n) , x ∈ B(p, 4r0). (2.10)
Since ψn is harmonic, then we also have
|∇ψn(x)| = O(σ2n) , x ∈ B(p, 3r0). (2.11)
We also have, see [27, Lemma 3.1],
un(x)− ρnG(x, p) = O(σn), x ∈ Ω \ B(p, r0). (2.12)
Also, we will need the fllowing improved estimate obtained bymatching (2.6) and
(2.12).
Lemma 2.1. It holds,
λn − log
(∫
Ω
heun
)
+ 2 logγn + 8π(1+ α)R(p, p) = O(σn). (2.13)
Proof. Putting cn = log
(∫
Ω
heun
)
and picking any |x− p| = 2r0 in (2.6) and (2.12),
we conclude that
ρnG(x, p)− cn − (Rn,1(x)− Rn,1(p))−Un(x) = O(σn).
Clearly we have
Un(x) = −λn − 4(1+ α) log |x− p| − 2 log(γn) +O(σ2(1+α)n ),
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and we find that
− ρn
2π
log |x− p|+ ρnR(x, p)− cn − ρn,1R(x, p) + ρn,1R(p, p)
+ λn + 4(1+ α) log |x− p|+ 2 log(γn) = O(σn),
and then the desired conclusion easily follows from (2.3) and (2.4). 
Finally, similar arguments used in the estimate (2.12), yield
∇(u˜n − ρnG(x, p)) = O(σn), x ∈ Ω \ B(p, r0). (2.14)
3. ESTIMATE OF THE L∞-NORM
The proof of Theorem 1.1 is obtained by contradiction and we assume that two
distinct solutions u
(i)
n , i = 1, 2, exist for (Pρn), whence in particular with the same
ρn, which satisfy
ρn → 8π(1+ α) as n → +∞,
where α = α1. We also assume without loss of generality that
p1 = 0 ∈ Ω.
Then we define
u˜
(i)
n = u
(i)
n (x)− log
(∫
Ω
heu
(i)
n
)
, λ
(i)
n = max
Ω
u˜
(i)
n ,
and in particular v
(i)
n defined as in (2.5). Also we set
U
(i)
n (x) = λ
(i)
n − 2 log(1+ γneλ
(i)
n |x− p|2(1+α)), i = 1, 2, γn = ρnh1(p)
8(1+ α)2
.
There is no loss of generality in assuming that
λ
(1)
n ≤ λ(2)n .
To simplify the notation, we set
σ
2(1+α)
n = e
−λ(1)n .
Then we have
Lemma 3.1. (i) |λ(1)n − λ(2)n | = O(∑2i=1 e−
ǫ0
α+1λ
(i)
n ) = O(e−
ǫ0
α+1λ
(1)
n ) = O(σ2ǫ0n ).
(ii) ‖u˜(1)n − u˜(2)n ‖L∞(B(0,r0)) ≤ |λ
(2)
n − λ(1)n |+O(λ(1)n σ2n).
(iii) ‖u˜(1)n − u˜(2)n ‖L∞(Ω\B(0,r0)) ≤ O(σn).
Proof. (i) In view of (2.3), we find that
ℓ(p)e−
λ
(1)
n
1+α +O
(
e−
1+ǫ0
1+α λ
(1)
n
)
= ℓ(p)e−
λ
(2)
n
1+α +O
(
e−
1+ǫ0
1+α λ
(2)
n
)
,
which immediately implies, since ℓ(p) 6= 0,
λ
(1)
n − λ(2)n = O(e−
ǫ0
1+αλ
(1)
n ) + e−
ǫ0
1+αλ
(2)
n ,
as claimed.
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(ii) By using λ
(1)
n ≤ λ(2)n , it is not difficult to see that
U
(2)
n −U(1)n = (λ(2)n − λ(1)n )

1− eλ(1)n γn|x− p|2(1+α)
1+ eλ
(1)
n γn|x− p|2(1+α)

+O((λ(2)n − λ(1)n )2)
≤ |λ(2)n − λ(1)n |+O((λ(2)n − λ(1)n )2),
uniformly in B(0, r) for any r > 0. Also, in view of (2.10), and since the ψ
(i)
n ’s are
harmonic, we find that
ψ
(2)
n (x)− ψ(1)n (x) = O(σ2n), |∇(ψ(2)n (x)− ψ(1)n (x))| = O(σ2n),
uniformly in B(0, 3r0), we use this gradient estimate to evaluate the difference,
|an,2 − an,1| = |∇(ψ(2)n (0)− ψ(1)n (0))| = O(σ2n),
which implies that
|ψ(2)n,2(x)− ψ(1)n,1(x)| ≤
2(1+ α)
α
|a(2)n,1 − a
(1)
n,1||x1|+O(λ
(2)
n − λ(1)n )
= O(σ2n) +O(λ
(2)
n − λ(1)n ),
uniformly in B(0, r0). Also it is easy to see that∣∣∣ψ(2)n,2 − ψ(1)n,2 ∣∣∣ = O(λ(1)n σ2n).
Therefore, in view of (2.6) and Lemma 3.1, we finally conclude that,
‖u˜(1)n (x)− u˜(2)n (x)‖L∞(B(0,r0)) ≤ |λ
(2)
n − λ(1)n |+O(λ(1)n σ2n),
which is (ii).
(iii) Next we obtain the estimate in Ω \ B(0, r0), by using the Green’s represen-
tation formula,
u˜
(1)
n (x)− u˜(2)n (x) = ρn
∫
Ω
G(y, x)h(y)(eu˜
(1)
n (y)− eu˜(2)n (y))dy
= ρn
∫
B(0,r0)
(G(y, x)− G(0, x))h(y)(eu˜(1)n (y) − eu˜(2)n (y))dy
+ G(0, x)
∫
B(0,r0)
ρnh(y)(e
u˜
(1)
n (y)− eu˜(2)n (y))dy
+ ρn
∫
Ω\B(0,r0)
G(y, x)h(y)(eu˜
(1)
n (y) − eu˜(2)n (y))dy.
In view of (2.2) and since ρn is the same for the two solutions, then we have
ρ
(1)
n,1 − ρ
(2)
n,1 = ρn
∫
B(0,r0)
h(y)eu˜
(1)
n (y)− ρn
∫
B(0,r0)
h(y)eu˜
(2)
n (y)
= ρn
∫
Ω\B(0,r0)
h(y)
(
eu˜
(2)
n (y) − eu˜(1)n (y)
)
dy = O(e−λn).
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Then, by using (2.2) once more, for x ∈ Ω \ B(0, r0) we have,
u˜
(1)
n (x)− u˜(2)n (x)
= ρn
∫
B(0,r0)
(G(y, x)− G(0, x))h(y)
(
eu˜
(2)
n (y)− eu˜(1)n (y)
)
dy
+ G(0, x)(ρ
(1)
n,1− ρ
(2)
n,2) +O(e
−λn)
= ρn
∫
B(0,r0)
(G(y, x)− G(0, x))h(y)
(
eu˜
(2)
n (y)− eu˜(1)n (y)
)
dy+O(e−λn)
=
∫
B(0,r0)
O(1)

 ∑
i=1,2
|y|2α+1eλ(i)n
(1+ γneλ
(i)
n |y|2+2α)2

 dy+O(e−λn)
= O(σn),
uniformly in x ∈ Ω \ B(0, r0). Therefore we conclude that
‖u˜(1)n (x)− u˜(2)n (x)‖L∞(Ω\B(0,r0)) ≤ O(σn),
as claimed. 
4. ESTIMATE OF THE DIFFERENCE AWAY FROM THE BLOW UP POINT
Let
ξn =
u˜
(1)
n − u˜(2)n
‖u˜(1)n − u˜(2)n ‖L∞(Ω)
. (4.1)
Clearly ξn satisfies 

∆ξn + ρnh(x)cn(x)ξn(x) = 0 in Ω,
ξn = −dn on ∂Ω,
(4.2)
for some constant dn satisfying |dn| ≤ 1 and
cn(x) =
eu˜
(1)
n − eu˜(2)n
u˜
(1)
n − u˜(2)n
.
To simplify the notations, we set
λn = λ
(1)
n and σ
2+2α
n = e
−λn .
Then by defining
ξˆn(z) = ξn(σnz), |z| < 4σ−1n r0,
we prove the following
Lemma 4.1. There exists a constant b0 ∈ R, such that ξˆn(z) → b0ξˆ0(z) in C0loc(R2),
where
ξˆ0(z) =
1− γ|z|2+2α
1+ γ|z|2+2α , z ∈ R
2,
where γ = πh1(0)1+α .
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Proof. By Lemma 3.1, we see that
cn(x) = e
u˜
(1)
n (x)
(
1+O(‖u˜(1)n − u˜(2)n ‖L∞(Ω))
)
= eu˜
(1)
n (x)(1+O(|λ(2)n − λ(1)n |+ σn)),
and then by (2.6), (2.10) and (2.11)
e−λncn(σnz) =
eCσn(1+O(|λ
(2)
n −λ(1)n |+σn))
(1+ γn|z|2+2α)2 →
1
(1+ γ|z|2+2α)2 in C
2
loc(R
2),
where γ = πh1(0)1+α .
We define
Ωσn =
{
z ∈ R2 | σnz ∈ Ω
}
.
By using (4.2), we have

∆ξˆn + ρnh1(σnz)|z|2ασ2+2αn in Ωσn ,
ξˆn(z) = −dn on ∂Ωσn ,
and since |ξˆn| ≤ 1, then we conclude that ξˆn → ξˆ in C0loc(R2), where ξˆ is a solution
of
∆ξˆ +
8γ(1+ α)2|z|2α
(1+ γ|z|2(1+α))2 ξˆ = 0 in R
2 and |ξˆ(z)| ≤ 1 in R2.
It follows from [27, Corollary 2.2] that ξˆ(z) = b0ξ0(z), for some constant b0, as
claimed. 
Next, we have
Lemma 4.2. For any r0 small enough we have
ξn(x) = −b0 + o(1), x ∈ Ω \ B(0, r0),
where b0 is defined by Lemma 4.1.
Proof. It follows from (2.2) that
cn(x)→ 0 in C0loc(Ω \ {0}).
Since ‖ξn‖L∞(Ω) ≤ 1, then (4.2) implies that
ξn → ξ0 in C0loc(Ω \ {0}),
where
∆ξ0 = 0 in Ω \ {0} and ‖ξ0‖L∞(Ω) ≤ 1.
As a consequence, ξ0 is smooth in Ω \ {0} and in particular
∆ξ0 = 0 in Ω.
Therefore ξ0 = −b in Ω for some constant b and
ξn → −b in C0loc(Ω \ {0}). (4.3)
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In particular −ξn(x) = dn → b for x ∈ ∂Ω. Let φn = 1−γne
λn |x|2+2α
1+γneλn |x|2+2α and let us fix
d ∈ (0, r0). Then, by using (2.6), (2.10) and (2.11), we find that∫
∂B(0,d)
(
φn
∂ξn
∂ν
− ξn ∂φn
∂ν
)
dσ =
∫
B(0,d)
(φn∆ξn − ξn∆φn)dx
=
∫
B(0,d)

−ρnξnφnh1(x)|x|2α

 eu˜(1)n − eu˜(2)n
u˜
(1)
n − u˜(2)n

+ 8(1+ α)2γnξnφn|x|2αeUn

 dx
=
∫
B(0,d)
ρnξnφn
{
−h1(x)|x|2αeu˜
(1)
n (1+O(|u˜(1)n − u˜(2)n |)) + h1(0)|x|2αeUn
}
dx
=
∫
B(0,d)
ρnξnφn|x|2αeUn
{
−h1(x)eO(σn)(1+O(|u˜(1)n − u˜(2)n |)) + h1(0)
}
dx.
Therefore, by the scaling x = σnz, we see that,∫
∂B(0,d)
(
φn
∂ξn
∂ν
− ξn ∂φn
∂ν
)
dσ
=
∫
B(0,d/σn)
ρn ξˆn(z)φˆn(z)|z|2αO(1)(σn|z|+ |uˆ
(1)
n − uˆ(2)n |+ σn)
(1+ γn|z|2+2α)2 dz.
In view of Lemma 3.1 we obtain∫
∂B(0,d)
(
φn
∂ξn
∂ν
− ξn ∂φn
∂ν
)
dσ = O(σn + σ
2ǫ0
n ). (4.4)
Let ζn =
∫ 2π
0 ξn(r, θ)dθ, where r = |x|. Then, for any fixed R > 0, (4.4) yields
(ζn)
′(r)φn(r)− ζn(r)φ′n(r) =
O(σn + σ
2ǫ0
n )
r
, ∀r ∈ (Rσn, r0].
Also for any R > 0 large enough, and for any r ∈ (Rσn, r0], we also obtain that
φn(r) = −1+O
(
σ2+2αn
r2+2α
)
, φ′n(r) = O
(
σ2+2αn
r3+2α
)
,
and so we conclude that
ζ ′n(r) =
O(σn + σ
2ǫ0
n )
r
+O
(
σ2+2αn
r3+2α
)
, ∀r ∈ (Rσn, r0]. (4.5)
Integrating (4.5) we obtain that
ζn(r) = ζn(Rσn) + o(1) +O(R
−(2+2α)), ∀r ∈ (Rσn, r0]. (4.6)
In view of Lemma 4.1, we also have
ζn(Rσn) = −2πb0 + oR(1) + on(1),
where limR→+∞ oR(1) = 0 and limn→+∞ on(1) = 0. Then by (4.6) we have
ζn(r) = −2πb0 + oR(1) + on(1)(1+O(R)), ∀r ∈ (Rσn, r0]. (4.7)
In view of (4.3), we see that
ζn = −2πb+ on(1) in Cloc(Ω \ {0}),
which implies that b = b0. Hence, we finish the proof. 
Next, we need a refined estimate about ξn which will be needed in next section.
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Lemma 4.3.
ξn(x) = −dn + AnG(0, x) + o(σn) in C1(Ω \ B(0, 2r0)), (4.8)
where
An =
∫
Ω
f ∗n (x) and f ∗n (x) = ρncn(x)h(x)ξn(x).
Moreover, there is a constant C > 0, which does not depend on R > 0, such that
|ξn(x)+ dn−AnG(0, x)| ≤ Cσn
(
1B(0,2r0)(x)
|x| + 1Ω\B(0,2r0)(x)
)
, x ∈ Ω \ B(0, Rσn).
(4.9)
Proof. By the Green representation formula we find that,
ξn(x) =− dn +
∫
Ω
G(y, x) f ∗n (y)dy
=− dn + AnG(0, x) +
∫
Ω
(G(y, x)− G(0, x)) f ∗n(y)dy,
(4.10)
while, by Lemma 3.1, we also find that
cn(x)ξn(x) =
eu˜
(1)
n − eu˜(2)n
‖u˜(1)n − u˜(2)n ‖L∞(Ω)
= eu˜
(1)
n ξn(x)(1+O(λ
(2)
n − λ(1)n + σn)). (4.11)
Thus, for x ∈ Ω \ B(0, 2r0), we see from (2.2), (2.6) that∫
Ω
(G(y, x)− G(0, x)) f ∗n (y)dy =
∫
B(0,r0)
(G(y, x)− G(0, x)) f ∗n (y)dy+O(e−λn)
=
∫
B(0,r0)
〈
∂yG(y, x) |y=0, y
〉
f ∗n (y)dy+O(1)
( |y|2+2αeλn
(1+ eλn |y|2+2α)2 dy
)
=
∫
B(0,r0)
〈
∂yG(y, x) |y=0, y
〉
f ∗n (y)dy+O(σ2n).
(4.12)
By using (2.2), (2.6) and Lemma 3.1, after scaling we see that for x ∈ Ω \ B(0, 2r0),
it holds∫
B(0,r0)
〈
∂yG(y, x) |y=0, y
〉
f ∗n (y)dy
= σ3+2αn
∫
B(0,r0/σn)
〈
∂yG(y, x) |y=0, z
〉
ρnh1(σnz)|z|2αeUˆn+Rˆn,1(z)−Rˆn,1(0)ξˆn(z)dz
+O(σ1+2ǫ0n + σ
2
n)
= σn
∫
B(0,r0/σn)
〈
∂yG(y, x) |y=0, z
〉
ρnh1(0)|z|2αξˆn(z)
(1+ γn|z|2+2α)2 dz+O(σ
1+2ǫ0
n + σ
2
n).
Therefore, in view of Lemma 4.1, for x ∈ Ω \ B(0, 2r0) we find that,∫
B(0,r0)
〈
∂yG(y, x) |y=0, y
〉
f ∗n (y)dy
= σn
2
∑
h=1
∂yhG(y, x) |y=0 ρnh1(0)b0
∫
B(0,r0/σn)
zh|z|2α ξˆ0(z)
(1+ γn|z|2+2α)2 dz+ o(σn)
= σn
2
∑
h=1
∂yhG(y, x) |y=0 ρnh1(0)b0
∫
R2
zh|z|2α ξˆ0(z)
(1+ γn|z|2+2α)2 dz+ o(σn).
(4.13)
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From (4.10)-(4.13), we see that the estimate (4.8) holds in C0(Ω \ B(0, r0)). The
proof of the fact that (4.8) holds in C1(Ω \ B(0, r0)) is similar and we skip it here
to avoid repetitions.
From (4.11), (2.6) and suitable scaling, we see that there exists C > 0, which is
independent of R > 0 such that for x ∈ B(0, 2r0) \ B(0, σnR), it holds that
|ξn(x) + dn − AnG(0, x)| ≤ |
∫
B(0,3r0)
(G(y, x)− G(0, x)) f ∗n(y)dy|+O(e−λn)
≤ | 1
2π
∫
B(0,3r0)
log
|x|
|x− y| f
∗
n (y)dy|+O
(∫
B(0,3r0)
eλn |y|1+2α
(1+ eλn |y|2+2α)2 dy
)
+O(e−λn)
≤ O(1)
(∫
B(0,3r0/σn)
|log |x| − log |x− σnz|| |z|2α
(1+ |z|2+2α)2 dz
)
+O(σn)
≤ O(1)
(∫
|x/σn|
2 ≤|z|≤2|x/σn|
|log |x| − log |x− σnz|| |z|2α
(1+ |z|2+2α)2 dz
)
+O(1)
(∫
B(0,3r0/σn)
σn|z|2α+1
|x|(1+ |z|2+2α)2 dz
)
+O(σn)
≤ O(1)
(
σn
|x|
)
+O(1)(log |z||z|−2 ||z|=|x|/σn) +O(σn) ≤ C
(
σn
|x|
)
.
(4.14)
By (4.10), (4.11) and (2.6), we also see that for x ∈ Ω \ B(0, 2r0), it holds that
|ξn(x) + dn − AnG(x, 0)| = O
(∫
B(0,r0)
eλn |y|1+2α
(1+ eλn |y|2+2α)2 dy
)
+O(e−λn) = O(σn).
(4.15)
By (4.14) and (4.15) we obtain (4.9), which concludes the proof of Lemma 4.3. 
5. ESTIMATES VIA POHOZAEV IDENTITIES
From now on, for a given function f (y, x), we shall use ∂ and D to denote the
partial derivatives with respect to y and x respectively. With a small abuse of
notation, for a function f (x)we will use both ∇ and D to denote its gradient.
We define
ϕn(y) = ρn(R(y, 0)− R(0, 0)), (5.1)
and
v
(i)
n = u˜
(i)
n − ϕn(y), i = 1, 2. (5.2)
Recall the definition of ξn which satisfies (4.2). Our aim is to show that the projec-
tion of ξn on the radial part kernel is zero, i.e., b0 = 0. We shall accomplish it by
exploiting the following Pohozaev identity to derive a more accurate estimate on
ξn.
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Lemma 5.1. ([43]) For any fixed r ∈ (0, r0), it holds
1
2
∫
∂B(0,r)
r
〈
Dv
(1)
n + Dv
(2)
n ,Dξn
〉
dσ−
∫
∂B(0,r)
r
〈
ν,D(v
(1)
n + v
(2)
n )
〉
〈ν,Dξn〉 dσ
=
∫
∂B(0,r)
rρnh(x)
‖v(1)n − v(2)n ‖L∞(Ω)
(ev
(1)
n +ϕn − ev(2)n +ϕn)dσ
−
∫
B(0,r)
ρnh(x)(ev
(1)
n +ϕn − ev(2)n +ϕn)
‖v(1)n − v(2)n ‖L∞(Ω)
(
2+ 2α+
〈
D(log h1(x) + ϕn(x)), x
〉)
dx.
(5.3)
Proof. See [8] for a proof of this identity. 
Let
Φ(y, 0) =− 8π(1+ α) log |y|+ 8π(1+ α)(R(y, 0)− R(0, 0))
+ log(h1(y))− log(h1(0)).
(5.4)
Recall the definition of An given in Lemma 4.3. Then we have
Lemma 5.2.
L.H.S. of (5.3) = − 4(1+ α)An − (8(1+ α)
2)3b0e
−λn
2ρnh1(0)
∫
Ω\B(0,r)
|y|2αeΦ(y,0)
+ o(σ2n) +O(σn|An|) +O(r−3σ3n).
Proof. Let
Gn(x) = ρnG(x, 0), (5.5)
so that
∇(Gn(x)− ϕn)(x) = − ρn
2π
x
|x|2 . (5.6)
In view of (2.14), we have
∇v(i)n (x) = ∇(u˜(i)n − Gn(x)) +∇(Gn(x)− ϕn(x))
= ∇(Gn(x)− ϕn(x)) +O(σn), x ∈ Ω \ B(0, r0),
for any fixed small r0 > 0. As a consequence, for fixed r > r0, we find that
L.H.S. of (5.3) =
∫
∂B(0,r)
r 〈D(Gn − ϕn),Dξn〉 dσ− 2
∫
∂B(0,r)
r 〈ν,D(Gn− ϕn)〉 〈ν,Dξn〉 dσ
+O(σn‖Dξn‖L∞(∂B(0,r)))
=
∫
∂B(0,r)
ρn
2π
〈Dξn, ν〉 dσ+O(σn‖Dξn‖L∞(∂B(0,r)))
=
∫
∂B(0,r)
4(1+ α) 〈Dξn, ν〉 dσ+O(σn‖Dξn‖L∞(∂B(0,r))),
(5.7)
where we used (2.3). Therefore, as a consequence of Lemma 4.3, we conclude that
L.H.S. of (5.3) = 4(1+ α)
∫
∂B(0,r)
〈Dξn, ν〉 dσ+O(σn|An|) + o(σ2n). (5.8)
In this particular case, we have An = 0.
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To estimate the right hand side of (5.8), we need a refined estimate about ξn on
∂B(0, r). So, by the Green representation formula with x ∈ ∂B(0, r), we find that
ξn(x) = − dn +
∫
Ω
G(y, x) f ∗n (y)dy
= − dn + AnG(0, x) +
2
∑
h=1
Bn,h∂yhG(y, x) |y=0 +
1
2
2
∑
h,k=1
Cn,h,k∂
2
yhyk
G(y, x) |y=0
+
∫
Ω
Ψn(y, x) f
∗
n (y),
(5.9)
where
An =
∫
Ω
f ∗n (y)dy, Bn,h =
∫
B(0,r)
yh f
∗
n (y)dy, Cn,h,k =
∫
B(0,r)
yhyk f
∗
n (y),
and
Ψn(y, x) = G(y, x)− G(0, x)−
〈
∂yG(y, x) |y=0, y
〉
1∂B(0,r)(y)
− 1
2
〈
∂2yG(y, x) |y=0 y, y
〉
1B(0,r)(y).
At this point, let us fix θ ∈ (0, r2 ). By Lemma 3.1 and Lemma 4.2, we find that,
f ∗n (y) = ρnh1|y|2αeu˜
(1)
n (ξn(y) +O(‖u˜(1)n − u˜(2)n ‖L∞(Ω))
= ρnh1|y|2αeu˜
(1)
n (−b0 + o(1)),
(5.10)
for any y ∈ ∂Ω \ B(0, θ). By (2.4), (2.12), (2.13) and (5.10), we conclude that
f ∗n (y) = ρnh1|y|2αeρ
(1)
n,1G(y,0)−λn−2 log(γn)−8π(1+α)R(0,0)(−b0 + o(1))
= (8(1+ α)2)2
e−λn
ρnh1(0)
|y|2αeΦ(y,0)(−b0 + o(1)) for y ∈ Ω \ B(0, θ),
(5.11)
where
Φ(y, 0) = −4(1+ α) log |y|+ 8π(1+ α)(R(y, 0)−R(0, 0))+ log(h1(0))− log(h1(0)).
On the other hand, by (2.6), we have for y ∈ B(0, θ),
f ∗n (y) = ρnheu˜
(1)
n (ξn +O(‖u˜(1)n − u˜(2)n ‖L∞(Ω))) = O
( |y|2αeλn
(1+ eλn |y|2+2α)2
)
. (5.12)
Next, by (5.10), for y ∈ B(0, θ) and x ∈ ∂B(0, r), we get
Ψn(y, x) = O
( |y|3
|x|3
)
, and ∇xΨn(y, x) = O
( |y|3
|x|4
)
. (5.13)
Let us define
Gn(x) = AnG(0, x) +
2
∑
h=1
Bn,h∂yhG(y, x) |y=0 +
1
2
2
∑
h,k=1
Cn,h,k∂
2
yhyk
G(y, x) |y=0,
(5.14)
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so that, by (5.11)-(5.13), we conclude that for x ∈ ∂B(0, r), it holds
ξn(x) + dn − Gn(x) =
∫
Ω\B(0,θ)
Ψn(y, x) f
∗
n (y)dy+
∫
B(0,θ)
Ψn(y, x) f
∗
n (y)dy
= −b0
∫
Ω\B(0,θ)
(8(1+ α)2)2e−λn
ρnh1(0)
Ψn(y, x)|y|2αeΦ(y,0)dy
+O(
∫
B(0,θ)
|y|3
|x|3
|y|2αeλn
(1+ eλn|y|2+2α)2
dy) + o(e−λn)
= −b0
∫
Ω\B(0,θ)
(8(1+ α)2)2e−λn
ρnh1(0)
Ψn(y, x)|y|2αeΦ(y,0)dy
+O
(
mn,α
|x|3
)
+ o(e−λn) in C1(∂B(0, r)),
(5.15)
where
mn,α =


σ3n, if 2α > 1,
σ3n log(σ
−1
n ), if 2α = 1,
σ2+2αn θ
1−2α
, if 2α < 1.
Let us set
ζ∗n(x) = −b0
∫
Ω\B(0,θ)
(8(1+ α)2)2e−λn
ρnh1(0)
Ψn(y, x)|y|2αeΦ(y,0)dy (5.16)
and then subsititute (5.15) into (5.8), to derive that
L.H.S. of (5.3) =
∫
∂B(0,r)
4(1+ α)
〈
ν,D(Gn + ζ
∗
n)(x)
〉
dσ+O(σ|An|)+O(mn,α
r3
)+ o(σ2n).
(5.17)
To estimate the right hand side of (5.17), we notice that for any pair of (smooth
enough) functions u and v, it holds
∆u(∇v · x) + ∆v(∇u · x)
= div (∇u(∇v · x) +∇v(∇u · x)−∇u · ∇v(x)) . (5.18)
In view of (5.14), we also see that, for any θ ∈ (0, r),
∆Gn(x) = An =
∫
Ω
f ∗n dy =
∫
Ω
ρnh(eu˜
(1)
n − eu˜(2)n )
‖u˜(1)n − u˜(2)n ‖L∞(Ω)
= 0 for x ∈ B(0, r) \ B(0, θ),
(5.19)
and moreover, by using (5.5) and (5.1), we have
∆(Gn − ϕn)(x) = 0 for x ∈ B(0, r) \ B(0, θ). (5.20)
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By using (5.18)-(5.20) and (5.6), we conclude that
0 =
∫
B(0,r)\B(0,θ)
[
∆Gn(∇(Gn − ϕn) · x) + ∆(Gn − ϕn)(∇Gn · x)
]
dx
=
∫
∂(B(0,r)\B(0,θ))
(
∂Gn
∂ν
(∇(Gn − ϕn) · x) + ∂(Gn − ϕn)
∂ν
(∇Gn · x)−∇Gn · ∇(Gn − ϕn) 〈x, ν〉
)
dσ
=− ρn
2π
∫
∂(B(0,r)\B(0,θ))
∂Gn
∂ν
dσ,
and thus, ∫
∂B(0,r)
∂Gn
∂ν
(x)dσ =
∫
∂B(0,θ)
∂Gn
∂ν
(x)dσ. (5.21)
At this point, let us denote by oθ(1) any quantity which converges to 0 as θ → 0+,
and then observe that,
4(1+ α)
∫
∂B(0,θ)
〈ν, AnDxG(0, x)〉 dσ = −4(1+ α)An + oθ(1). (5.22)
Since, DiDh log |x| = δih|x|
2−2xixh
|x|4 , then we find that,∫
∂B(0,θ)
〈
ν,Dx∂yh(log |y− x|) |y=0
〉
dσ = −
∫
∂B(0,θ)
2
∑
i=1
xi
|x|
(
δih|x|2 − 2xixh
|x|4
)
dσ = 0.
(5.23)
We observe that, if h = k then Di log |x| = xi|x|2 ,
DiD
2
hh log |x| = −
2xi
|x|4 −
4xhδih
|x|4 +
8x2hxi
|x|6 ,
and thus,∫
∂B(0,θ)
〈
ν,Dx
∂2
∂y2h
log
1
|y− x| |y=0
〉
dσ =
∫
∂B(0,θ)
(
2
|x|3 −
4x2h
|x|5
)
dσ = 0. (5.24)
If h 6= k, then
DiD
2
hk log |x| = −
2(xhδki + xkδhi)
|x|4 +
8xkxixh
|x|6 ,
which implies that∫
∂B(0,θ)
〈
ν,Dx
∂2
∂yh∂yk
log
1
|y− x| |y=0
〉
dσ =
∫
∂B(0,θ)
(
4xhxk
|x|5 −
8xhxk
|x|5 )dσ = 0.
(5.25)
By (5.21)-(5.25), we conclude that
4(1+ α)
∫
∂B(0,r)
〈
ν,DxGn(x)
〉
dσ = −4(1+ α)An + oθ(1). (5.26)
Next we estimate the other terms in (5.17), that is 4(1+ α)
∫
∂B(0,r) 〈ν,Dxζ∗n(x)〉 dσ,
where ζ∗n is defined in (5.16). Clearly we have
DxΨn(y, x) = Dx
(
G(y, x)− G(0, x)− 〈∂yG(y, x) |y=0, y〉 1B(0,r)(y))
− 1
2
Dx
(
1
2
〈
∂2yG(y, x) |y=0 (y), y
〉
1B(0,r)(y)
)
.
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If y ∈ Ω \ B(0, θ) and x ∈ ∂B(0, θ)with θ ≪ (θ)2, then we find that
|DxG(x, y)| ≤ C√
θ
for some constant C > 0, (5.27)
which implies ∫
∂B(0,θ)
〈ν,DxG(y, x)〉 dx = oθ(1).
Thus (5.23)-(5.25) and (5.27) imply that
4(1+ α)
∫
∂B(0,θ)
〈ν,DxΨn(y, x)〉 dx
= −4(1+ α)
∫
∂B(0,θ)
〈ν,DxG(0, x)〉 dx
− 4(1+ α)
∫
∂B(0,θ)
〈
ν,Dx
〈
∂yG(y, x) |y=0, y
〉
1B(0,r0)(y)
〉
dx
− 2(1+ α)
∫
∂B(0,θ)
〈
ν,Dx
〈
∂2yG(y, x) |y=0 y, y
〉
1B(0,r0)(y)
〉
dx+ oθ(1)
= 4(1+ α) + oθ(1) for y ∈ Ω \ B(0, θ), and x ∈ ∂B(0, θ).
(5.28)
We observe that
−∆xΨn(y, x) = δy for x ∈ B(0, r) \ B(0, θ)
and let us choose u(x) = Ψn(y, x) and v(x) = Gn(x)− ϕn(x) in (5.18). Then we
consider the following two cases:
(i) If y ∈ ∂B(0, r) \ B(0, θ), then from (5.18) and (5.28), we obtain that
4(1+ α)
∫
∂B(0,r)
〈ν,DxΨn(y, x)〉 dx
= 4(1+ α)
∫
∂B(0,θ)
〈ν,DxΨn(y, x)〉 dx− 4(1+ α) = oθ(1).
(5.29)
(ii) If y ∈ Ω \ B(0, r), then we see from (5.18) and (5.28) that
4(1+ α)
∫
∂B(0,r)
〈ν,DxΨn(y, x)〉 dx = 4(1+ α)
∫
∂B(0,θ)
〈ν,DxΨn(y, x)〉 dx
= 4(1+ α) + oθ(1).
(5.30)
and by (5.16), and (5.29)-(5.30), we finally conclude that
4(1+ α)
∫
∂B(0,r)
〈ν,Dxζ∗n(x)〉 dx
= − (8(1+ α)
2)3b0e
−λn
2ρnh1(0)
∫
Ω\B(0,θ)
(∫
∂B(0,r)
〈ν,DxΨn〉
)
|y|2αeΦ(y,0)dxdy
= − (8(1+ α)
2)3b0e
−λn
2ρnh1(0)
∫
Ω\B(0,r)
|y|2αeΦ(y,0)dy+ o(e−λn).
(5.31)
Obviously from (5.17), (5.26) and (5.31) we get the conclusion of Lemma 5.2 
To estimate the right hand side of (5.3) of Lemma 5.1, we recall, see for example
(5.10), that
f ∗n (x) = ρnh(x)eu˜
(1)
n (ξn + o(1)).
MEAN FIELD EQUATIONS WITH SINGULAR DATA 19
Recall also the definitions of Φ(x, 0) and Hp = H0 in (5.4) and (1.4), respectively
and the definition of ℓ(p) after (2.4). A crucial point in our proof is the following
estimate.
Lemma 5.3. (i)∫
∂B(0,r)
r f ∗n dσ = −
128(1+ α)4b0πe
−λn
ρnh1(0)r2+2α
− 32(1+ α)
4b0πe
−λn
ρnh1(0)r2α
∆ log h∗(0)
+O(r1−2αe−λn) +
o(e−λn)
r2+2α
,
(ii)∫
B(0,r)
f ∗n (x)dx =
64(1+ α)4b0e
−λn
ρnh1(0)
∫
Ω\B(0,r)
|x|2αeΦ(x,0)dx+ o(e
−λn)
r2+2α
,
(iii) ∫
B(0,r)
f ∗n
〈
D(log h1 + ϕn), x
〉
dx
= −2b0ℓ(p)σ2n + o(σn)|∇H0(0)|+O(mn,1(α))
+O(σ2ǫ0n + λnσ
2
n)
(
|∇H0(0)|σn + σ2n
)
+O(σ2+ǫ0n )
+
(
O(R−2α) +O(λn)|An|+O( 1
R
)
)(
|∇H0(0)|σn + σ2n
)
.
where O(mn,1(α)) is defined after (5.36) and O(1) is used to denote any quantity uni-
formly bounded with respect to r, R and n.
Proof. (i) We first observe that (5.11) implies that∫
∂B(0,r)
r f ∗n (x)dσ =
∫
∂B(0,r)
(8(1+ α)2)2e−λn(−b0 + o(1))|x|2αeH0(x)
ρnh1(0)|x|3+4α
dσ. (5.32)
Clearly we have
H0(x) = 〈DH0(0), x〉+ 1
2
〈
D2xH0 |x=0 x, x
〉
+O(|x|3). (5.33)
By (5.32) and (5.33), we obtain,∫
∂B(0,r)
r f ∗n (x)dσ
=
∫
∂B(0,r)
(8(1+ α)2)2e−λn
ρnh1(0)|x|3+3α
(
b0(1+ 〈DH0, x〉+ 1
2
〈
D2xH0 |x=0 x, x
〉
) +O(|x|3) + o(1)
)
dσ
= −
∫
∂B(0,r)
(8(1+ α)2)2e−λnb0(1+ ∆H04 |x|2)
ρnh1(0)|x|3+2α
dσ+O(r1−2αe−λn) + o(e
−λn)
r2+2α
= −128(1+ α)
4b0πe
−λn
ρnh1(0)r2+2α
− 32(1+ α)
4b0πe
−λn
ρnh1(0)r2α
∆ log(h∗(0)) +O(r1−2αe−λn ) +
o(e−λn)
r2+2α
,
which proves (i).
(ii) We notice that An =
∫
Ω
f ∗n = 0, and thus∫
B(0,r)
f ∗n (x)dx = −
∫
Ω\B(0,r)
f ∗n (x)dx. (5.34)
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By (5.11) we see that
−
∫
Ω\B(0,r)
f ∗n dx =
∫
Ω\B(0,r)
64(1+ α)4b0e
−λn
ρnh1(0)
|x|2αeΦ(x,0)dx+ o(e
−λn)
r2+2α
=
64(1+ α)4b0e
−λn
ρnh1(0)
∫
Ω\B(0,r)
|x|2αeΦ(x,0)dx+ o(e
−λn)
r2+2α
,
(5.35)
which proves (ii).
(iii) By (2.3) and (2.6), we see that
u˜n(x) = Un(x) + 8π(1+ α)(R(x, 0)− R(0, 0)) + ηn(x), x ∈ B(0, r),
where
ηn(x) = σnψn,1(σ
−1
n x) + σ
2
nψn,2(σ
−1
n x) +O(σ
2
n),
see (2.7), (2.8) and (2.10). Thus, we set
ωn(r) = ‖u˜(1)n − u˜(2)n ‖L∞(B(0,r)),
and use Lemma 3.1 and (2.4), we deduce that∫
B(0,r)
f ∗n
〈
D(log h1(x) + ϕn), x
〉
dx
=
∫
B(0,r)
ρnh1(0)|x|2αeλn+H0(x)+ηn(x)
(1+ γneλn |x|2+2α)2 (ξn −
ωn(r)
2
ξ2n +O(ω
2
n(r))) 〈DH0(x), x〉 dx
=
∫
B(0,r)
ρnh1(0)|x|2αeλn+H0(x)+ηn(x)
(1+ γneλn |x|2+2α)2 (ξn −
ωn(r)
2
ξ2n +O(ω
2
n(r)))
×
〈
DH0(0) + D2H0(0)x+O(|x|2), x
〉
dx
=
∫
B(0,σ−1n r)
ρnh1(0)|z|2α
(1+ γn|z|2+2α)2
(
ξˆn − ωn
2
ξˆ2n + 〈DH0(0), σnz〉+ ηn +O(σ2n|z|2) +O(ω2n)
)
×
〈
DH0(0) + D2H0(0) · σnz+O(σ2n|z|2), σnz
〉
dz =: Kn,r.
(5.36)
Set
mn,1(α) =


σ3n if α >
1
2
log(rσ−1n )σ3n if α = 12
r1−2ασ2(1+α)n if α ∈ (0, 12 )
, mn,2(α) =


σ4n if α > 1
log(rσ−1n )σ4n if α = 1
r2−2ασ2(1+α)n if α ∈ (0, 1)
,
mn,3(α) =


σ5n if α >
3
2
log(rσ−1n )σ5n if α = 32
r3−2ασ2(1+α)n if α ∈ (0, 32 )
.
Using (5.36) together with (2.5), (2.7) and Lemma 3.1, we conclude that
Kn,r =
∫
B(0,rσ−1n )
ρnh1(0)|z|2α
(1+ γn|z|2(1+α))2
×
(
ξˆn−ωn(r)
2
(ξˆn)
2 + σn(ψn,1(z)+ < DH0(0), z >) +O(σ2n|z|2) +O((σ2ǫ0n + λnσ2n)2) + σ2nψ˜n,2(z)
)
×
〈
DH0(0) + D2H0(0) · σnz+O(σ2n|z|2), σnz
〉
dz
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=
∫
B(0,rσ−1n )
ρnh1(0)|z|2α
(
ξˆn−ωn(r)2 (ξˆn)2 + σn(ψn,1(z)+ < DH0(0), z >)
)
(1+ γn|z|2(1+α))2
× < DH0(0) + σnD2H0(0) · z, z > σndz+O(mn,1(α) +mn,2(α) +mn,3(α))
+
(
|∇H0(0)|σn + σ2n
)
O((σ2ǫ0n + λnσ
2
n)
2)
= In,1 + In,2 +O(mn,1(α)) +
(
|∇H0(0)|σn + σ2n
)
O(σ4ǫ0n ),
where
In,1 =
∫
B(0,rσ−1n )
ρnh1(0)|z|2α(ξˆn − ωn2 ξˆ2n)
(1+ γn|z|2+2α)2
〈
DH0(0) + σnD2H0(0) · z, z
〉
σndz,
and
In,2 =
∫
B(0,rσ−1n )
ρnh1(0)|z|2α(ψn,1(z) + 〈DH0(0), z〉)
(1+ γn|z|2+2α)2 〈DH0(0), z〉 σ
2
ndz.
In view of (2.9), (2.10), (2.11) and (2.4), we have
〈DH0(0), z〉 = ∂x1H0(0)z1 +O(σ2n)(z1 + z2) = an,1z1 +O(σ2n)(z1 + z2),
and then, putting a1 = ∂x1H0 and Λ(z) = ρnh1(0)|z|2α, we conclude that
σ−2n In,2 =
∫
B(0,rσ−1n )
Λ(z)(ψn,1(z) + a1z1 +O(σ
2
n)(z1 + z2))
(1+ γn|z|2+2α)2 (a1z1 +O(σ
2
n)(z1 + z2))dz
=
∫
B(0,rσ−1n )
Λ(z)
(1+ γn|z|2+2α)2
(
− 2(1+ α)a1z1
α(1+ γn|z|2+2α) + a1z1 +O(σ
2
n)(z1 + z2)
)
× (a1z1 +O(σ2n)(z1 + z2))dz
=−
∫
B(0,rσ−1n )
2(1+ α)Λ(z)a21z
2
1
α(1+ γn|z|2+2α)3 dz+
∫
B(0,rσ−1n )
Λ(z)a21z
2
1
(1+ γn|z|2+2α)2 dz+O(σ
2
n)
=− ρnh1(0)
a21π
2
2(1+ α)2γ
2+α
1+α
n
1
sin π1+α
+ ρnh1(0)
a21π
2αγ
2+α
1+α
n
Γ(
2+ α
1+ α
)Γ(
1+ 2α
1+ α
)
+O(σ2αn ) +O(σ
2
n)
= O(σ2αn ) +O(σ
2
n),
where we used the properties of Γ(x), and thus
In,2 = O(σ
2+ǫ0
n ). (5.37)
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On the other hand, in view of Lemma 4.1, for any fixed R ≥ 1 large, we have
∫
B(0,R)
Λ(z)(ξˆn− ωn2 ξˆ2n)
(1+ γn|z|2+2α)2
〈
DH0(0) + σnD2H0(0) · z, z
〉
σndz
=
∫
B(0,R)
Λ(z)(b0ξˆ0(z) + o(1) +O(σ
2ǫ0
n + λnσ
2
n))
(1+ γn|z|2+2α)2
〈
DH0(0) + σnD2H0(0) · z, z
〉
σndz
= σ2n
∫
B(0,R)
Λ(z)(b0ξˆ0(z) +O(σ
2ǫ0
n + λnσ
2
n))
(1+ γn|z|2+2α)2
〈
D2H0(0) · z, z
〉
dz
+ o(σn)|∇H0(0)|+O(σ2ǫ0n + λnσ2n)
(
|∇H0(0)|σn + σ2n
)
= σ2n
∫
B(0,R)
Λ(z)(b0ξˆ0(z)
(1+ γn|z|2+2α)2
〈
D2H0(0) · z, z
〉
dz+ o(σn)|∇H0(0)|
+O(σ2ǫ0n + λnσ
2
n)
(
|∇H0(0)|σn + σ2n
)
= 8π(1+ α)h1(0)b0σ
2
n
∫
B(0,R)
|z|2α ξˆ0(z)
(1+ γ|z|2+2α)2
〈
D2H0(0) · z, z
〉
dz
+ o(σn)|∇H0(0)|+O(σ2ǫ0n + λnσ2n)
(
|∇H0(0)|σn + σ2n
)
.
Finally we have
∫
B(0,R)
|z|2α ξˆ0(z)
(1+ γ|z|2+2α)2
〈
D2H0(0) · z, z
〉
dz =
∆H0(0)
2
∫
B(0,R)
1− γ|z|2+2α
(1+ γ|z|2+2α)3 |z|
2α+2dz
= −∆H0(0)
2
π2
(1+ α)3γ
2+α
1+α sin π1+α
+O(R−2α)
= − π
2(1+ α)2h1(0)γ
1
1+α sin π1+α
∆ log(h∗(0)) +O(R−2α).
On the other side, in view of (4.9), we also see that if R ≤ |z| ≤ r/σn, then it holds
ξˆn(z) = −dn +O(λn)|An|+O( 1|z| ), (5.38)
and thus
ξˆn(z)
2 = d2n +O(λ
2
n +
λn
|z| )|An|+O(
1
|z|2 ).
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As a consequence, by Lemma 3.1, we find that
∫
B(0,r/σn)\B(0,R)
ρnh1(0)|z|2α(ξˆn − ωn2 ξˆ2n)
(1+ γn|z|2+2α)2
〈
DH0(0) + σnD2H0(0) · z, z
〉
σndz
=
(
−dn − ωn(r)
2
d2n
) ∫
B(0,r/σn)\B(0,R)
ρnh1(0)|z|2α
(1+ γn|z|2+2α)2
〈
DH0(0) + σnD2H0(0) · z, z
〉
σndz
+
∫
B(0,r/σn)\B(0,R)
ρnh1(0)|z|2α(O(λn)|An|+O( 1|z|))
(1+ γn|z|2+2α)2
〈
DH0(0) + σnD2H0(0) · z, z
〉
σndz
= −b0∆ log h∗(0)
∫
B(0,r/σn)\B(0,R)
ρnh1(0)|z|2α+2
(1+ γn|z|2+2α)2 σ
2
ndz+O(σ
2
n(σ
2ǫ0
n + λnσ
2
n))
+
(
O(|λn|)|An|+O
(
1
R
))(
|∇H0(0)|σn + σ2n
)
= O(R−2α)σ2n +
(
O(R−2α) +O(λn)|An|+O
(
1
R
))(
|∇H0(0)|σn + σ2n
)
+O(σ2+2ǫ0n + λnσ
4
n)
Collecting the above estimates we conclude that∫
B(0,r)
f ∗n
〈
D(log h1 + ϕn), x
〉
dx
= −2b0ℓ(p)σ2n + o(σn)|∇H0(0)|+O(mn,1(α)) +O(σ2ǫ0n + λnσ2n)
(
|∇H0(0)|σn + σ2n
)
+O(σ2+ǫ0n ) +
(
O(R−2α) +O(λn)|An|+O( 1
R
)
)(
|∇H0(0)|σn + σ2n
)
.

Recall that p = 0. Using the assumptions ℓ(p) 6= 0 and ∇H0(0) = 0 we can
now prove that b0 = 0.
Lemma 5.4. b0 = 0.
Proof. By (5.3) and Lemmas 5.2-5.3, we have for any r ∈ (0, 1) and R > 1,
− 4(1+ α)An − (8(1+ α)
2)3b0e
−λn
2ρnh1(0)
∫
Ω\B(0,r)
|y|2αeΦ(y,0)dy+ o(σ2n) +O(σn|An|+
σ3n
r3
)
= −128(1+ α)
4b0πe
−λn
ρnh1(0)r2+2α
− 32(1+ α)
4b0πe
−λn
ρnh1(0)r2α
∆ log h∗(0) +O(r1−2αe−λn)
− 128(1+ α)
5b0e
−λn
ρnh1(0)
∫
Ω\B(0,r)
|y|2αeΦ(y,0)dy+ o(e
−λn)
r2+2α
+ 2b0ℓ(p)σ
2
n
+ o(σn)|∇H0(0)|+O(mn,1(α)) +O(σ2ǫ0n + λnσ2n)
(
|∇H0(0)|σn + σ2n
)
+O(σ2+ǫ0n ) +
(
O(R−2α) +O(λn)|An|+O( 1
R
)
)(
|∇H0(0)|σn + σ2n
)
.
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Recall An = 0. Since ∇H0(0) = 0 by assumption, after some manipulations, for
r ∈ (0, r0) and any R > 1, we find that
b0ℓ(p)σ
2
n = o(σ
2
n) +O(mn,1(α)) +O(R
−2α + R−1)σ2n +O(σ
2+2ǫ0
n + λnσ
4
n)
+O
(
σ3n
r3
)
+
o(e−λn)
r2+2α
,
which implies
b0 = 0.
provided ℓ(p) 6= 0. Hence we finish the proof. 
Proof of Theorem 1.1. Let x∗n be a maximum point of ξn, then we have,
|ξn(x∗n)| = 1. (5.39)
By Lemma 4.2 and Lemma 5.4 we have that x∗n → p. By Lemma 5.4, it holds that
lim
n→+∞ e
λ
(1)
n
2(1+α) sn = +∞, where sn = |x∗n − p|. (5.40)
Setting ξ¯n(x) = ξ(snx+ p), then we have ξ¯n satisfies
0 = ∆ξ¯n + ρns
2
nh(snx+ p)cn(snx+ p)ξ¯n
= ∆ξ¯n +
ρnh1(p)|x|2αs2+2αn eλ
(1)
n (1+O(sn|x|) + o(1))ξ¯n
(1+ ρnh¯1(p)
8(1+α)2
eλ
(1)
n |snx|2+2α)2
.
On the other hand, by (5.39), we also have∣∣∣∣ξ¯n
(
x∗n − p
sn
)∣∣∣∣ = |ξn(x∗n)| = 1. (5.41)
In view of (5.40) and |ξ¯n| ≤ 1 we see that ξ¯n → ξ¯0 on any compact subset of
R2 \ {0}, where ξ¯0 satisfies ∆ξ¯0 = 0 in R2 \ {0}. Since |ξ¯0| ≤ 1, we have ∆ξ¯0 =
0 in R2, which implies ξ¯0 is a constant. At this point, since
|x∗n−p|
sn
= 1 and in
view of (5.41), we find ξ¯0 = 1 or ξ¯0 = −1. From which we have |ξ¯n(x)| ≥ 12
when sn ≤ |x − p| ≤ 12 sn, which contradicts to (4.6)-(4.8) since e
− λ
(1)
n
2(1+α) ≪ sn and
limn→+∞ sn = 0 and b0 = 0. This fact concludes the proof of Theorem 1.1. 
6. THE PROOF OF THEOREM 1.2
In this section we give the proof of the non-degeneracy result stated in The-
orem 1.2. Since the argument is similar to the one yielding local uniqueness of
bubbling solutions we will be sketchy to avoid repetitions, referring to [9] for full
details.
Suppose by contradiction the linearized problem (1.2) admits a non-trivial solu-
tion φn, where un is a singular 1-bubbling solution of (Pρn) blowing up at the point
MEAN FIELD EQUATIONS WITH SINGULAR DATA 25
pi for some i ∈ {1, · · · ,N}. We suppose with no loss of generality that pi = 0 ∈ Ω,
set αi = α and
u˜n = un − log
(∫
Ω
heundx
)
, λn = max
Ω
u˜n, σ
2(1+α)
n = e
−λn ,
Define
Ξn =
φn −
∫
Ω
heunφn dx∫
Ω
heun dx∥∥∥φn − ∫Ω heunφn dx∫
Ω
heun dx
∥∥∥
L∞(Ω)
,
which plays the role of the difference of two bubbling solutions, see (4.1) in the
proof of Theorem 1.1. Then, Ξn satisfies

∆ Ξn + ρnh(x)cn(x) Ξn(x) = 0 in Ω,
Ξn = −dn on ∂Ω,
(6.1)
for some constant dn satisfying |dn| ≤ 1 and cn(x) = eu˜n(x).
Step 1. We start by considering the asymptotic behavior of Ξn near the blow up
point pi. After a suitable scaling, Ξn converges in C
0
loc(R
2) to a solution ξˆ of the
linearized problem
∆ξˆ +
8γ(1+ α)2|z|2α
(1+ γ|z|2(1+α))2 ξˆ = 0 in R
2 and |ξˆ(z)| ≤ 1 in R2,
where γ = πh1(0)1+α , see for example Lemma 4.1. It follows from [27, Corollary 2.2]
that there exists a constant b0 ∈ R such that
Ξn(σnz)→ b0 1− γ|z|
2+2α
1+ γ|z|2+2α in C
0
loc(R
2). (6.2)
Step 2. We next consider the global behavior of Ξn away from the blow up point
pi. It follows from (2.2) that
cn(x)→ 0 in C0loc(Ω \ {0}).
Using then ‖Ξn‖L∞(Ω) ≤ 1 and (6.1) it is not difficult to see that
Ξn → ξ0 in C0loc(Ω \ {0}), ∆ξ0 = 0 in Ω.
Therefore ξ0 = −b in Ω for some constant b and
Ξn → −b in C0loc(Ω \ {0}). (6.3)
Finally, by an O.D.E. argument as in Lemma 4.2 one can show b = b0.
Step 3. We then study the asymptotic in the Pohozaev-type identity given by
Lemma 5.1 (with suitable minor modifications, see for example [9]). Using the
assumption ∇Hpi (pi) = 0 it is possible to prove that
b0ℓ(pi) = o(1) for n large,
see section 5. Since by assumption ℓ(pi) 6= 0 we deduce b0 = 0.
Step 4. The contradiction is then obtained by a blow up argument using b = b0 = 0
jointly with (6.2) and (6.3) exactly as in the proof of Theorem 1.1, see the end of
section 5. The proof of Theorem 1.2 is completed.
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