Abstract. Let F Q be the Farey sequence of order Q and let F Q,odd and F Q,even be the set of those Farey fractions of order Q with odd, respectively even denominators. A fundamental property of F Q says that the sum of denominators of any pair of neighbor fractions is always greater than Q. This property fails for F Q,odd and for F Q,even . The local density, as Q → ∞, of the normalized pairs (q ′ /Q, q ′′ /Q), where q ′ , q ′′ are denominators of consecutive fractions in F Q,odd , was computed in [10] . The density increases over a series of quadrilateral steps ascending in a harmonic series towards the point (1, 1).
Introduction
Questions concerned with Farey sequences have a long history. In some problems, such as for instance those related to the connection between Farey fractions and Dirichlet L−functions, one is lead to consider subsequences of Farey fractions defined by congruence constraints. Recently it has been realized that knowledge of the distribution of subsets of Farey fractions with congruence constraints would also be useful in the study of the periodic two-dimensional Lorentz gas. This is a billiard system on the two-dimensional torus with one or more circular regions (scatterers) removed (see [21] , [8] , [9] , [7] ). Such systems were introduced in 1905 by Lorentz [20] to describe the dynamics of electrons in metals. A problem raised by Sinaȋ on the distribution of the free path length for this billiard system, when small scatterers are placed at integer points and the trajectory of The more general case when the trajectory starts at a given point with rational coordinates is intrinsically connected with the problem of the distribution of Farey fractions satisfying congruence constraints. For example, the case when the trajectory starts from the center (1/2, 1/2) of the unit square is related to the distribution of Farey fractions with odd numerators and denominators. The distribution of the free path length computed in [5] and [6] is totally different from the one obtained in [7] . This confirms the intuition of physicists that, unlike in the case when the trajectory starts at the origin, if one averages over the initial position of the particle, the distribution will have a tail.
It is then reasonable to expect that, in terms of the distribution of Farey fractions, new phenomena would be encountered when one replaces the entire sequence of Farey fractions by a subsequence defined by congruence constraints.
As we shall see below, already the case of the subsequence of Farey fractions with even denominators presents nontrivial complications. This is mainly due to the fact that in F Q there is a large number of tuples of consecutive fractions with odd denominators and length growing to infinity with Q. Recently some questions on the distribution of Farey fractions with odd denominators have been investigated in [4] , [10] , and [19] . It is the purpose of this work to derive a result on fractions with even denominators.
Two fundamental properties of the Farey sequence of order Q state that if a ′ /q ′ < a ′′ /q ′′ are consecutive elements of F Q , then a ′′ q ′ − a ′ q ′′ = 1, and q ′ + q ′′ > Q. These properties play an essential role in questions concerned with the distribution of Farey fractions. In fact, in any problem where one has an element a ′ /q ′ of F Q and needs to find the next element of F Q , call it a ′′ /q ′′ , one can use the above two properties in order to determine a ′′ /q ′′ , as follows. The equality a ′′ q ′ − a ′ q ′′ = 1 uniquely determines a ′′ in terms of a ′ , q ′ and q ′′ . In order to find q ′′ in terms of a ′ and q ′ , notice from the above equality that a ′ q ′′ ≡ −1 (mod q ′ ). The inequalities q ′ + q ′′ > Q and q ′′ ≤ Q show that q ′′ belongs to the interval (Q − q ′ , Q], which contains exactly one integer from each residue class modulo q ′ .
Only one of these integers satisfies the congruence a ′ q ′′ = −1 (mod q ′ ), and this uniquely determines q ′′ in terms of q ′ and a ′ . Complications arise when one studies a subsequence of Farey fractions with denominators in a given residue class modulo an integer number d ≥ 2, since in such a case the above two properties fail (see [4] , [10] , [19] for the case of fractions with odd denominators).
In the present paper we study the relative size of consecutive even denominators in Farey series. Although the inequality q ′ + q ′′ > Q fails in this case too, we shall see that and we always assume that the elements of F Q,even are arranged in increasing order. We call a Farey fraction odd if its denominator is odd and even if its denominator is even, respectively. A new feature that the sequence F Q,even brings in this type of problems comes from the following phenomenon. We know from the equality a ′′ q ′ − a ′ q ′′ = 1 that the denominators q ′ , q ′′ of any two consecutive fractions a ′ /q ′ < a ′′ /q ′′ in F Q are relatively prime, and in particular not both of them are even. Therefore, if we study the subset F Q,odd of odd Farey fractions in F Q , we know that any two consecutive elements of F Q,odd are either consecutive in F Q , or there is exactly one element of F Q,even between them. Thus there are only two types of situations to consider. By contrast, we may have any number of elements from F Q,odd between two consecutive elements of F Q,even . This more complicated context that arises in the even case, treated in the present paper, forces us to go through a significantly larger amount of data than in the odd case. This is also reflected in the larger variety of situations that appear in Figures 1-4 and Tables 1-2 
Figure 3: The sequences of sets of type T(2). of points (q ′ /Q, q ′′ /Q), with q ′ , q ′′ denominators of consecutive Farey fractions in F Q,even , which lie around a given point (u, v) in the unit square. We shall show that this local density approaches a certain limit g(u, v) as Q → ∞, and we provide an explicit formula for g(u, v).
The property of Farey fractions that first drew attention two centuries ago was their very uniform distribution of in [0, 1] (see the survey paper [11] and the references therein).
It is natural to expect various distribution results, in particular the one obtained in the We shall see that, as Q → ∞, the proportion of points from D I Q,even /Q that fall inside approaches a certain limit. This limit will be proportional to the area of the square . After dividing this limit by Area( ) and letting the side of the square tend to 0, we arrive at a limit, call it g I (u, v), which will only depend on the point (u, v), and possibly on the interval I.
Thus, we let
in which ⊂ R 2 are squares centered at (u, v). We put
Theorem 1 below shows that the limiting local density function g(u, v) exists, and its value is calculated explicitly.
Since the Farey fractions are distributed in [0, 1] symmetrically with respect to 1/2, the components of the argument of the density g(u, v) will play a symmetric a role and we
For convenience, in the following we shall use the symbol z for either of the variables u or v and z for the other. Also, to write shortly the characteristic function of a system of conditions (equalities or inequalities in variables u and v), we denote: Q → ∞. Moreover, for any real numbers u, v with 0 ≤ u, v ≤ 1,
Figures 1-4 show how the unit square is covered by countably many polygons, on the interior of which the local density function g(u, v) is constant. The explicit value of that constant is provided by Theorem 1. We remark that for a point (u, v), which is an interior point of one of the polygons that form the above covering of the unit square, the second sum and the third sum on the right side of (2) 
Note that, for any Q ≥ 2, pictures like those from Figures A Let D(0, 2) denote the set of limit points of sequences of pairs ((q We remark that the more uniform distribution of D 500,odd compared to D 500,even in
Figures A and B is due to a combination of two factors that occur for Q small. The first one is the preponderance in F Q,odd of pairs of type T(0), that is, of neighbor odd fractions in F Q , and the second is the fact that the cardinality of F Q,odd is about twice as large as the cardinality of F Q,even .
The next corollary provides the probability that a neighbor pair of denominators in F Q,even is small, in the sense that their sum does not exceed Q.
Corollary 2. The probability that the sum of neighbor denominators of fractions from
In order to prove Theorem 1, we begin by presenting in Sections 2 and 3 some geometric prerequisites, in particular the tessellation of the Farey triangle, and then continue in Sections 4 and 5 with the study of different types of pairs of neighbor denominators of fractions in F Q,even . These conclude with Theorem 3, in which g r (u, v), the local density at level r, is written as a sum of a series of special quantities assigned to the pieces of the tessellations of the Farey triangle. This result plays a key role in the proof of Theorem 1 from Section 6, where we put together all the pieces. Remarkably, these pieces fit into a large mosaic composed by a series of superimposed puzzles at odd levels (see recovering in the even case the same density as that obtained in [10] in the odd case.
In the last section we employ a technique which makes use of estimates for Kloosterman sums [13] , [22] , in order to prove Theorem 2. Figure 5 : The baby puzzle G i . Figure 6 : The big puzzle G.
Some Geometry of the Farey Fractions
We state here the basic properties of the Farey series needed for the rest of the paper.
The first one, already mentioned in the Introduction, says that if a ′ /q ′ < a ′′ /q ′′ are neighbor fractions in F Q , then
Next, suppose that a ′ /q ′ < a ′′ /q ′′ < a ′′′ /q ′′′ are consecutive elements of F Q . Then, the middle fraction, called the mediant, is given by
This shows that the mediant fraction is reduced by an integer k, called the index of the Farey fraction a ′ /q ′ , that satisfies:
We state a third important property in the following lemma. For the proof of relations (4) and (5), observed for the first time in particular cases by
Haros and Farey, we refer to Hardy and Wright [18] , while for Lemma 1, and further developments, see Hall [14] , [15] , Hall and Tenenbaum [17] , and Hall and Shiu [16] .
. . , q (h) ) denote a generic h-tuple of denominators of neighbor fractions in F Q . Then, we see that relation (6) can be employed together with Lemma 1
to obtain a characterization of any such h-tuple in terms of its first two components.
Moreover, while any pair (q ′ , q ′′ ) with coprime components ≤ Q does appear exactly once as a pair of neighbor denominators of Farey fractions, the components of longer tuples must satisfy additional conditions in order to appear together as neighbor denominators of fractions in F Q . We write these conditions using the index.
For any positive integer k, we consider the convex polygon defined by
These are quadrilaterals, except for k = 1, when T Q,1 is a triangle. The vertices of
, (Q, Q), and for any k ≥ 2, the vertices of T Q,k are Q,
. Scaling by a factor of Q, for any k ≥ 1 we get
, a bounded polygon inside the unit square, which is independent of Q.
On each T k the index function, defined by (x, y) → 1+x y , is locally constant. Therefore the polygons T k can be used to describe the triplets of neighbor denominators of Farey fractions. We state this as a lemma.
Lemma 2. The positive integers q ′ , q ′′ , q ′′′ are denominators of consecutive fractions in
We remark that the sets T k , with k ≥ 1, are disjoint and they form a partition of T .
In many instances, one can estimate the number of Farey fractions with a certain
property by counting the number of lattice points in a suitable domain. In this respect, the following lemma, which is a variation of Lemma 2 from [1] , is very useful. For any
domain Ω ⊂ R 2 we denote:
These numbers can be estimated by using Möbius summation. One has the following asymptotic formulas.
with rectifiable boundary, we have:
where C R,Ω = Area(Ω)/R + R + length(∂Ω) log R.
Then, for Ω as in Lemma 3, one immediately gets
The polygons T k
We consider the map T : T → T , defined by
which was introduced and studied in [3] . This transformation is invertible and its inverse is given by
We use the notational convention of dropping extra parentheses, so for example when
1+x y = k . Also, to avoid double subscripts, at small levels r we often write k, l, . . . , rather than k 1 , k 2 , . . . We remark that at any level r, the convex polygons T k are pieces of a partition of T . The structure of these partitions is studied in [12] . Here we only need the polygons assigned to tuples k, whose components have special parities. These are those tuples k with all components even, except for the first and the last when r ≥ 2. We call these tuples admissible, and for each level r, we denote by A(r) the set of admissible r-tuples.
The polygons needed in the sequel are listed in Table 1 . Notice that here T k is a quadrilateral, except for k = (1, 2, 4, 1) and k = (1, 4, 2, 1), when it is a triangle. ); (
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We shall denote T Q,k := QT k .
The components of D(0, 2)
Since any two consecutive denominators of fractions in F Q are coprime, it follows that between any two neighbor fractions in F Q,even there must be at least one odd fraction from F Q . We note that the number of these odd fractions may be quite large as Q increases. We classify the pairs of neighbor even fractions according to the number of odd intermediate fractions. So Geometry inside the Farey triangle helps one locate the points corresponding to such pairs. Next, we determine, one by one, the contribution of pairs of each type T(r) to D(0, 2). We denote by E(r) the contribution to D(0, 2) of points of order T(r). Then, we have
In the following we find explicitly each set E(r). 
even. This means that, for any even k ≥ 2, we need to retain the lattice points in the domain
with q ′ even, q ′′ odd, and gcd(q ′ , q ′′ ) = 1. In the limit, when Q → ∞, these points produce a subset of D(0, 2) that is dense in the quadrilateral with vertices
Thus, we have
We remark that all U k , not only those with k even, contribute to D(1, 2) (see [10] ).
Points of type T(2).
These points come from 4-tuples of parity (e, o, o, e) and this requires both k and l to be odd. Let
and we need to pick up the lattice points in U Q,k,l where q ′ even, q ′′ odd, and gcd(q ′ , q ′′ ) = 1.
In the limit, when Q → ∞, these points produce sequences of subsets of D(0, 2) that are dense in each of the quadrilaterals with vertices
a Most often, we denote a polygon by its vertices and, depending on the context, the same notation will be used to indicate its topological closure.
Points of type T(3)
. These points are produced by 5-tuples of parity (e, o, o, o, e) and this requires both k and m to be odd and l even. Let
and we need to pick up the lattice points in U Q,k,l,m where q ′ even, q ′′ odd, and gcd(q ′ , q ′′ ) = 1. In the limit, when Q → ∞, these points produce the sequence of subsets of D(0, 2)
that are dense in each of the quadrilaterals with vertices 
4.4. Points of type T(4). These points are produced by 6-tuples of parity (e, o, o, o, o, e) and this requires both k, n to be odd and m, l even. Let
As before, we need to pick up the lattice points in U Q,k,l,m,n with q ′ even, q ′′ odd, and gcd(q ′ , q ′′ ) = 1. By Table 1 , we know that there are only four such sets. In the limit, as Q → ∞, we obtain two quadrilaterals and two triangles: . 
As before, only the lattice points with q ′ even, q ′′ odd, and gcd(q ′ , q ′′ ) = 1 should be considered, and in the limit, when Q → ∞, for any given r, we obtain the quadrilaterals:
Then
E(r) = U 1,2,...,2,3 ∪ U 3,2,...,2,1 , for r ≥ 5.
In Figure 3 , one can see a representation of D(0, 2) covered by U * . In addition, the union from the right hand side of (7) gives a first hint on the local densities on D(0, 2).
Complete calculations are postponed to Section 5.
The density of points of type T(r)
Let g(x, y) be the function that gives the local density of points (q ′ /Q, q ′′ /Q) in the unit square as Q → ∞, and let g r (x, y) be the local density in the unit square of the points (q ′ /Q, q ′′ /Q) of type T(r), as Q → ∞. At any point (u, v) ∈ (0, 1) 2 , this local density is defined by
where ⊂ R 2 are squares centered at (u, v). They are related by
provided we show that each local density g r (u, v) exists as Q → ∞. In the following we find each g r (u, v). The proof generalizes that of Theorem 1 from [10, Section 3.2].
5.1. Generalities on g r . Let r ≥ 1, let (x 0 , y 0 ) be a fixed point inside the unit square (0, 1) 2 , and fix a small η > 0. In the following, the superscript L indicates the last
is the denominator of the (r + 2)-nd fraction in F Q , starting with q ′ , q ′′ . We denote the square centered at (x 0 , y 0 ) by
of denominators of consecutive fractions in F Q , with q ′ , q L even, and the rest of the components odd. We consider the set B Q of pairs (q ′ , q ′′ ) of type T(r) for which the
given by
r (x, y) is the (r + 2)-nd element of the sequence defined recursively by:
, for 1 ≤ j ≤ r and
Multiplying by 1/Q, we obtain the bounded set
and Q · Ω(r) = Ω Q (r). We are interested in the area of Ω(r), since, by Lemma 3, we know that #B Q (r) = 2Q 2 Area Ω(r)
Next we split Ω(r) into the pieces given by the shadows left on it by each of the sets
Since Ω(r) ⊂ T and U k (r) ∩ T = T k , it follows that Ω(r) ∩ U k (r) = T k ∩ P k (r), where
Thus, we have obtained
A compactness argument shows that, although A(r) may be infinite, only finitely many terms of the series are non-zero. Our next objective is to make explicit their size in terms of the position of (x 0 , y 0 ). But first we need to establish a concrete expression for P k (r).
5.2.
The index p r (k) and the parallelogram P k (r). First, we define the sequence of polynomials p r (k) by: p 0 (·) = 1, p 1 (k 1 ) = k 1 , and then recursively, for any r ≥ 2,
The first polynomials are:
Some other particular values we need later are:
Also, we remark the symmetry property:
More on this fundamental sequence of polynomials can be found in [12] .
Next, let us notice that x L r (x, y) is a linear combination of x and y:
Returning now to our parallelogram, by (20) we see that this is the set of points (x, y) ∈ R 2 that satisfy the conditions:
From this, we see that the area of P k (r) is
and its center has coordinates
5.3. The density g r (u, v) II. In order to obtain a concrete expression for the density, one requires an explicit form of the series in (16) . Since η > 0 can be chosen as small as we please, it follows that the summands there depend on the position of (x 0 , y 0 ) with respect to T k . In the following, we shall assume that η is small enough. We may also assume that k is bounded, since all the parallelograms P k (r) are contained in the vertical strip given by the inequalities x 0 − η < x < x 0 + η, and since only finitely many polygons T k intersect this strip.
Let now k be an admissible r-tuple. We check what happens when C k (r) lies on the
, since any line that crosses P k (r) through its center cuts the parallelogram into two pieces of equal area.
Thirdly, suppose C k (r) ∈ V (T k ). Then Area(T k ∩ P k (r)) depends on the angle formed by the corresponding edges, and these angles may differ for different vertices of T k or for different values of k. We have collected all the results in Table 2 . In the calculations, we have made use of the relations (18), (19) and (20) . For each V ∈ V (T k ) and C k (r) = V , for a concise presentation, we have translated T k ∩ P k (r) with a vector V to the origin.
Also, we remark that the size of T k ∩ P k (r) is always proportional to η. It follows that
The nice thing about this calculation is that it has an error-correcting check. This is due to another remarkable property of the parallelogram, which implies that the entries in the column of α k (V ) satisfy the relations
for each admissible k. Here the summation is over all the vertices of T k . For example, if k = (1, l, 1) , with l ≥ 6 even, we have
and for k = (1, 2, 4, 1 The vertices and the area of the polygons T k ∩ P k (r) for C k (r) equal to each of the vertices of T k . Each polygon was scaled by 1/η and translated into the origin. (1, l), with l ≥ 5 odd (
) (0, 0); ( (1, (1, (k, 1), with k ≥ 5 odd ( 
(
) (0, 0); (
, − (1, (1, These observations combined with (21) put (16) into the form Area(Ω(r)) = 4η
We now immediately obtain a corresponding expression for g r . An application of Lemma 3 (see also Lemma 4 below) provides
Using (15) and the fact that the number of points (q ′ /Q, q ′′ /Q) from (0, 1) 2 , where q ′ and q ′′ are denominators of two consecutive elements from F Q,even is #F Q,even − 1, we have:
Then, by the Lesbegue differentiation theorem, we have g r (x 0 , y 0 ) = lim η→0 Area(Ω(r))/(4η 2 ), which combined with (24) gives the following result. 
where the sums run over r−tuples k which are admissible.
We call the generic term in the first sum the kernel of k. Notice that if C k (r) is on the boundary the terms added in the second sum are equal to half of the kernel, and in the third sum the kernel distributes in sizes proportional to the angles of different vertices of the polygon T k .
Proof of Theorem 1
Our starting point in the proof of Theorem 1 is formula (26), in which we need to make explicit the conditions of summation in terms of the variables. Since some of the polygons with all components of k small do not follow the general pattern, at this point we can not get an explicit closed formula for the density, even if we restrict to pairs of a given order. Consequently, we further split the sums on the right hand side of (26).
For this, we collect in h u 1 (x 0 , y 0 ) the sum of the terms from the right hand side of (26) with r = 1 and k = k ≥ 4, even. Similarly, for r = 2, h u 2 (x 0 , y 0 ) will be the sum over k = (1, l) and k = (k, 1) with k, l ≥ 5, both odd, while for r = 3, h u 3 (x 0 , y 0 ) will be the sum over k = (1, l, 1), with l ≥ 6, even. The remaining terms will be collected separately y 0 ) . Thus, we have:
Next, we treat one by one each of these terms. We shall assume everywhere, unless otherwise specified, that x 0 , y 0 > 0. To shorten the notation, we shall use the variables z 0 and z 0 for either x 0 or y 0 , with the meaning explained in the Introduction for z, z and u, v. In the same way, we extend the notation for the characteristic functions ϕ, ϕ for conditions expressed in terms of z 0 , z 0 .
6.1. The density h u 1 (x 0 , y 0 ). In this case r = 1 and k = k ≥ 4 is even, although the first part of the calculation holds true more generally. Then, by (22), we know that
, and by the definition of T k we know that C k ∈
• T k if and only if the following conditions hold simultaneously:
Since we assumed that x 0 , y 0 > 0, this translates into the equivalence
For the edges of T k , we obtain
and for the vertices of T k , we have:
Then, using Table 2 , for h u 1 , the corresponding sum from the right-hand side of (26) gives
Here, for a given (x 0 , y 0 ), in each sum the number of nonzero terms is finite, at most equal to one in the last two sums that correspond to points on the border of U k .
6.2.
The density h u 2 (x 0 , y 0 ). Here r = 2, k = (1, l) or k = (k, 1), with k, l ≥ 5, both odd. We assume first that k = (1, l). The center of P 1,l (2) has coordinates C 1,l :=
, by (22) . Then C 1,l ∈
• T 1,l if and only if the following conditions hold simultaneously:
This gives
Here, for a given (x 0 , y 0 ), in each sum the number of nonzero terms is finite, at most equal to one in the last two sums that correspond to points on the border of U 1,l,1 .
6.3. The density h u 3 (x 0 , y 0 ). Now r = 3 and k = (1, l, 1), with l ≥ 6 even. The center of
, cf. (22), and
if and only if the following conditions hold simultaneously:
This can be rewritten as
The conditions for the open edges of T 1,l,1 are
For the vertices of T 1,l,1 , we have:
Then, using Table 2 , the corresponding sum from the right-hand side of (26) gives
6.4. The contribution to the density of points of type T(r), r ≥ 5. In this section we find the tail density, which we define to be This can be rewritten as
The conditions for the open edges of T k are 
For the vertices of T k , we have
We use the notation with the variables z 0 , z 0 and the symmetry to write in the same formula the contribution to g(x 0 , y 0 ) of all the terms corresponding to the r−tuples
(1, 2, . . . , 2, 3) and (3, 2, . . . , 2, 1), for r ≥ 5. Using the information from Table 2 , we obtain
Proof. We only need to check the equality at the matching corners. We have:
and
equal each to half of the interior density, since they are on the open edges of G i . By symmetry, we have the same result at i/(i + 2), (i − 2)/(i + 2) and at 1, (i − 2)/i . At the interior matching point, we have 
Proof. We just check the equality at the matching vertices using entries from Table 2 .
Beginning with the border of G, for points on the top edge, we have: These are all equal to half of the kernel, as expected. The same results hold for points symmetric with respect to the first diagonal. and, by symmetry, g du (4/7, 2/7) = 1. We see that g du takes at (1/2, 1/2), (2/7, 4/7) and (4/7, 2/7) the value 1, equal to the kernel, as needed, since these are interior points. This completes the proof of the proposition.
6.7. Completion of the proof of Theorem 1. We first notice that G can be obtained as a particular case of the formula for G i , with i = 3. Moreover, the right-hand side of (32) can also be obtained if we put i = 3 into the generic terms of the sums on the right-hand side of (31). Thus, we employ Propositions 1 and 2 to obtain the sum here the inverse is taken modulo q ′′ . We remark that one of these conditions is almost redundant, since a ′ /q ′ ∈ I ensures that a ′′ /q ′′ ∈ I, also, except for at most one pair q ′ , q ′′ , and conversely. Then, imposing only one of these two conditions, one may neglect this at most one term in the corresponding computations below, and absorb it in the error term.
The proof of Theorem 2 follows the same steps from the beginning of the proof of 
This will complete the proof, provided we show that #B 
Proof. # x ∈ (Q − q, Q] : gcd(x, q) = 1, x even, x mod q ∈ qI .
Notice that the condition q ′ ∈ q ′′ I introduces randomness in the positioning of points from the right hand side of (35). In order to estimate the terms added in the sum, we write them using exponential sums, separate the main term, and employ classical bounds for Kloosterman sums (see [13] , [22] ). Thus, they can be written as 
It remains to estimate the sum from (36). This is
since, via the Euler product, we find that
Now, the lemma follows by inserting the estimation (37) on the right-hand side of (36).
We remark that the size of the error term in (34) may be slightly lowered, but this is not essential for our needs.
Next, for any Ω ⊂ R 2 and I ⊆ [0, 1], we denote N I even,odd (Ω) := # (x, y) ∈ Ω ∩ Z 2 : x even, y odd, gcd(x, y) = 1, x mod y ∈ yI .
Then, in the spirit of Lemma 4, we get, more generally, the following result. 
in which I(q) := Ω ∩ {y = q}. Evaluating the size of the terms here, using again the same estimates for Kloosterman sums, we find that they are equal to 
The required result follows by (38) and (39), and the fact that The set Ω Q (r) is in general not convex, but it is a finite union of boundedly many convex sets, as Q → ∞, the number of these convex sets depending on the given point (x 0 , y 0 ) ∈ 
