Abstract. Extreme learning machine (ELM) is a learning algorithm for single-hidden layer feedforward neural networks (SLFNs) which randomly chooses hidden nodes and analytically determines the output weights of SLFNs. After the input weights and the hidden layer biases are chosen randomly, ELM can be simply considered a linear system. However, the learning time of ELM is mainly spent on calculating the Moore-Penrose inverse matrices of the hidden layer output matrix. This paper focuses on effective computation of the Moore-Penrose inverse matrices for ELM, several methods are proposed. They are the reduced QR factorization with column Pivoting and Geninv ELM (QRGeninv-ELM), tensor product matrix ELM (TPM-ELM). And we compare QRGeninv-ELM, TPM-ELM with the relational algorithm of Moore-Penrose inverse matrices for ELM, the relational algorithms are: Cholesky factorization of singular matrix ELM (Geninv-ELM), QR factorization and Ginv ELM (QRGinv-ELM), the conjugate Gram-Schmidt process ELM (CGS-ELM). The experimental results and the statistical analysis of the experimental results both demonstrate that QRGeninv-ELM, TPM-ELM and Geninv-ELM are faster than other kinds of ELM and can reach comparable generalization performance.
Introduction
Extreme learning machine (ELM) is one of the most popular neural networks for its simple structure and powerful approximation capability [1, 2] . For function approximation in a finite training set, Huang and Babri [3] shows that a single-hidden layer feedforward neural network (SLFNs) with at most N hidden nodes and with almost any nonlinear activation function can exactly learn N distinct observations. Different from traditional learning algorithms the ELM not only tends to reach the smallest training error but also the smallest norm of weights. Bartlett [4] pointed out that for feedforward neural networks, the smaller the norm of weights and training error is, the better generalization performance the networks tend to have. Thus, in order to obtain the better generalization performance, we find the minimum norm least squares solution.
Extreme learning machine (ELM)
The extreme learning machine (ELM) is a single hidden layer feed forward network where the input weights and the biases are chosen randomly and the output weights are calculated analytically [1] .
For N arbitrary distinct samples (x i , t i ), where x i = [x i1 , x i2 , . . . x in ] T ∈ R n and t i = [t i1 , t i2 , . . . t im ] T ∈ R m , standard SLFNs with L hidden nodes with activation function g(x) can approximate these N distinct samples with zero error are modeled as
where w i = [w i1 , w i2 , . . . w in ] T is the weight vector connecting the ith hidden node and the input nodes, β i = [β i1 , β i2 , . . . , β im ] T is the weight vector connecting the ith hidden node and the output nodes, and b i is the threshold of the ith hidden node, w i · x j denotes the inner product of w i and x j . L is the number of hidden nodes, activation function g(x) is infinitely differentiable in any interval, These N equations can be written compactly as
where
. . , β L ]
T ∈ R L×m and T = [t 1 , . . . ,
where H is called the hidden layer output matrix of the neural network. The ELM algorithm of SLFNs can be summarized as the following three steps.
Algorithm ELM (ELM is denoted by SVD-ELM)
Given a training set ℵ = {(x i , t i ) | x i ∈ R n , t i ∈ R m , i = 1, . . . , N}, activation function g (x) , and hidden node number L,
Step 1: Randomly assign input weight w i and bias b i (i = 1, . . . , L). For any weights and biases are randomly chosen from any intervals of R n and R, respectively, according to any continuous probability distribution in Matlab (using Matlab rand function).
Step 2: Compute the hidden layer output matrix of the network denoted by H ∈ R N ×L .
Step 3: Calculate the output weight β ∈ R L×m .
H † is the Moore-Penrose generalized inverse of matrix H. H † can be obtained from the SVD (using Matlab pinv function).
Singular value decomposition (SVD)
The SVD was established for real square matrices in the 1870s by Beltrami and Jordan. We now state the SVD theorem and the reduced SVD [21] . 
The reduced SVD
Let H ∈ R N ×L and rank(H) = L. Then there exist orthogonal matrices U ∈ R N ×N and V ∈ R L×L such that
where U 1 ∈ R N ×L and Σ 1 ∈ R L×L are nonsingular, this is called the reduced SVD of H. From above ELM (or SVD-ELM) algorithm, if we want to get good generalization performance, the most important step is to accurately calculate the Moore-Penrose generalized inverse matrix H † .
Moore-Penrose inverse matrices
Moore defined a new inverse of matrix by projection matrices, which is now called as Moore-Penrose generalized inverse. Penrose gave an equivalent definition of Moore-Penrose generalized inverse [34] .
satisfies the following four equations:
Then matrix G is called the Moore-Penrose generalized inverse of matrix H, denoted by G = H † .
Theorem 2. ( [35, 36] ) Let there exist a matrix G such that GT is a minimum norm least squares solution of a linear system Hβ = T. Then it is necessary and sufficient that G = H † , the MoorePenrose generalized inverse of matrix H.
Remark 1.
Seen from Theorem 2, we have the following property: the special solution β = H † T is one of the least squares solutions of a general linear system Hβ = T; the special solution β = H † T has the smallest norm among all the least-squares solutions of Hβ = T; the minimum norm least-squares solution of linear system is unique, which is β = H † T. For the over-determined linear system Hβ = T, if H has full rank, least squares solution of linear system would be unique, if H is rank deficient, the least squares solution of linear system must still exist, it cannot be unique in this case.
Relational algorithms of the Moore-Penrose inverse matrices for ELM
In this section, the matrix H † is calculated by matrix decomposition techniques. These methods may include Singular Value Decomposition (SVD), Cholesky factorization of singular matrix, and QR factorization. The relational algorithms are mainly based on the several methods for computing the MoorePenrose inverse matrix [30] [31] [32] [33] , and we apply these methods to the extreme learning machine (ELM). They are the Cholesky factorization of singular matrix ELM (Geninv-ELM), QR factorization and Ginv ELM (QRGinv-ELM), the conjugate Gram-Schmidt process ELM (CGS-ELM).
Cholesky factorization of singular matrix ELM (Geninv-ELM)
Geninv-ELM provides a rapid method, which is based on a known reverse order law and Cholesky factorization of singular matrix. The computation time is substantially shorter, particularly for large least square systems, and Geninv-ELM can be used for rank deficient matrices. The method of computing the Moore-Penrose inverse matrix is based on the work of Courrieu [31] .
The Geninv-ELM algorithm is described as follows.
, and hidden node number L, L < N.
Step 1: Randomly assign input weight w i and bias
Step 2: Calculate the Moore-Penrose generalized inverse of the matrix
(2) Utilize Cholesky factorization of singular matrix of H T H, obtains a matrix S which satisfies H T H = S T S, where S ∈ R L×L is a unique upper triangular matrix with L − r zero rows. (3) Remove the zero rows from S, obtains a nonsingular upper triangular matrix R ∈ R r×L , rank(R) = r, which satisfies
Remark 2. The Cholesky factorization ( [21] ) If the matrix A is symmetric positive definite, then A = LL T , where L is lower triangular matrix and has positive diagonal entries (but not, in general, a unit diagonal).
The Cholesky factorization of singular matrix ( [37] ) Let A be a symmetric, possibly singular, semipositive definite matrix of order n × n. Then there is an upper triangular matrix X such that A = X T X, x ii 0, 1 i n, and if for an index i one has x ii = 0, then x ij = 0, 1 j n. Moreover, the matrix X with these properties is unique.
The advantage of Geninv-ELM is that computation of the L × L inverse matrix is changed into one of the r × r inverse matrix (r L).
Matlab code of the "geninv" function can be found in Courrieu [31] .
QR factorization and ginv ELM (QRGinv-ELM)
QRGinv-ELM provides a method for computing generalized inverses, which is based on the QR factorization and ginv function. The method of computing the Moore-Penrose inverse matrix is based on the work of Katsikis, Pappas, and Petralias [33] .
Let H ∈ R N ×L be a matrix, with rank(H) = r > 0. Then there exist matrices M, Q, R such that M is obtained by H by permuting its columns (M = HP, where P ∈ R L×L is a permutation matrix), Q ∈ R N ×N is orthogonal, R = R 11 R 12 0 0 ∈ R N ×L , R 11 ∈ R r×r is nonsingular and upper triangular and M = QR, this is called the QR factorization.
, and hidden node number L.
, L).
Step 2: Calculate the Moore-Penrose generalized inverse of the matrix H ∈ R N ×L .
(1) Using the QR factorization, we have that HP = QR, where P ∈ R L×L is a permutation
Step 3: Calculate the output weight
Matlab code of the "ginv" and "qrginv" functions can be found in [30, 33] , respectively.
The conjugate Gram-Schmidt process ELM (CGS-ELM)
The CGS-ELM algorithm is based on the conjugate Gram-Schmidt process and the Moore-Penrose inverse of partitioned matrices (Toutounian, and Ataei [32] ). The method is a robust and efficient for large sparse and rank deficient matrices. Definition 2. By assuming H ∈ R N ×L has full column rank, the L×L matrix C = H T H is symmetric positive definite and therefore for two vectors x and y it defines the following C-inner products:
where · 2 denotes the usual inner product in R L .
where U is an r × r nonsingular matrix and V is an r × (L − r) matrix, then
and I r is an r × r unit matrix. We can build a C-orthogonal set of vectors
, L).
(1) If H has full column rank, then 
where the computation of W † is by using theorem 3.
Step 3: Calculate the output weight β ∈ R L×m . β = H † T, where
The proposed algorithms of the Moore-Penrose inverse matrices for ELM
In this section, we propose the effective learning algorithm of Moore-Penrose inverse matrices for ELM. They are the reduced QR factorization with column Pivoting and Geninv ELM (QRGeninv-ELM), tensor product matrix ELM (TPM-ELM). The proposed QRGeninv-ELM is based on the reduced QR factorization with column Pivoting and Geninv method. The TPM-ELM is the revised method (Katsikis, and Pappas [30] ) for computing the Moore-Penrose inverse of rank deficient matrix.
The reduced QR factorization with column pivoting and geninv ELM (QRGeninv-ELM)
The proposed QRGeninv-ELM method is based on the reduced QR factorization with column Pivoting and Geninv method.
Suppose H ∈ R N ×L and N L with rank(H) = r L. QR with column Pivoting produces the factorization HP = QR, where P ∈ R L×L is a permutation matrix, Q ∈ R N ×N is orthogonal matrix, R ∈ R N ×L is an upper trapezoidal matrix. Assume that P is chosen so that Q and R can be
, where Q 1 ∈ R N ×r is the first r columns of Q and R 1 ∈ R r×L is the first r rows of R, R 11 ∈ R r×r is nonsingular and upper triangular. Then HP = QR = Q 1 R 1 , this is called the reduced (or "economy size") QR factorization.
β = H † T minimizes Hβ − T 2 and has the minimum-norm least squares solution of linear system Hβ = T. i = 1, . . . , N}, activation function g(x) , and hidden node number L.
, L).
(1) Using the reduced QR factorization, we have that HP = Q 1 R 1 , where P ∈ R L×L is a
upper trapezoidal matrix, Q 1 ∈ R N ×r is the first r columns of Q and R 1 ∈ R r×L is the first r rows of R. (2) Calculate R † 1 ∈ R L×r by using the method of calculating the Moore-Penrose generalized inverse in Geninv-ELM.
Matlab code of the "qrgeninv" function is listed in the appendix.
Tensor product matrix ELM (TPM-ELM)
Katsikis and Pappas [30] provides a fast computational method in order to calculate the MoorePenrose inverse of full rank matrices and of square matrices with at least one zero row or column. However, this method (using ginv function) is invalid when matrix is rank deficient. We revised the method (Katsikis and Pappas [30] ) for computing the Moore-Penrose inverse of rank deficient matrix. The revised method is called the tensor product matrix ELM (TPM-ELM). TPM-ELM provides a rapid and reliable method and can be used for large matrices.
, and hidden node number L,
, L).
Step 2: Calculate the Moore-Penrose generalized inverse of matrix
Remark 3. The operator "\" means matrix left-division (which is an operator in MATLAB7.1). C\H is the matrix division of C into H, which is roughly the same as inv(C) · H, except it is computed in a different way. If C is an L-by-L matrix and H is a column vector with L components, or a matrix with several such columns, then Y = C\H is the solution to the linear system CY = H computed by Gaussian Elimination. If C is badly scaled or nearly singular. C\eye (size (C)) produces the inverse of C.
Matlab code of the "TPM" function is listed in the appendix.
Performance evaluation
In this section, we compare the performance of the six methods for the computation of Moore-Penrose inverse matrices used in ELM on a set of random matrices, random singular matrices (Higham [38] ) and the twelve datasets from the UCI machine learning repository [39] and database [40] . All the simulations are carried out in MATLAB7.1 environment running in Core 2 Quad, 3.09 GHz CPU with 3.16 GB RAM. In our experiment, the activation function which has better performance is selected from among the sine, sigmoid, and RBF functions. The sigmoid function g(x) = 1/(1 + exp(−x)) is used as an activation function for all methods.
In the real-world problems, we preprocess these datasets according to the following procedures. 1) Delete the nominal condition attributes.
2) Fill in the missing attribute values. We use the unsupervised filter named ReplaceMissingValues in WEKA [42] to fill in all the missing attribute values in each dataset.
3) All the inputs (attributes) have been normalized into the range [0, 1], while the outputs (targets)
have been normalized into [−1, 1].
Robustness
The robustness performance of the six methods was checked on a set of random matrices, random singular matrices, Page and Segment datasets. The random matrices are obtained using Matlab rand function. The random singular matrices (namely Chow, Gearmat and Lotkin) are taken from the function matrix in the Higham's Matrix Computation Toolbox (mctoolbox) (Higham [38] ). The random singular matrices are of size 200 × 200 with large condition numbers (ill-conditioned) and rank deficient. The Page and Segment datasets are taken from the UCI repository of machine learning databases [39] . The number of Page and Segment sample N is 1155 and 2736 respectively, and the number of hidden nodes in the hidden layer L is 200 in ELM methods. The hidden layer output matrix H is of size 1155 × 200 and 2736 × 200 respectively. The six methods can be used to calculate the Moore-Penrose inverse of the hidden layer output matrix H in ELM.
The six methods for the computation of Moore-Penrose inverse matrices are: the QR factorization with column Pivoting and Geninv (QRGeninv), the tensor product matrix (TPM), the Cholesky factorization of singular matrix (Geninv), the QR factorization and Ginv (QRGinv), the conjugate Gram-Schmidt process (CGS), and the Singular Value Decomposition (SVD) (Matlab pinv function).
In addition, the accuracy of the results is examined with the matrix 2-norm in error matrices corresponding to the four properties characterizing the Moore-Penrose inverse. The accuracy of the results is verified using the following four relations which characterize the Moore-Penrose inverse: the shortest time are given in boldface in Table 1 . It is evident that the six methods are all accurate on random matrices and Segment dataset, and the TPM method is the fastest algorithm. As observed from the Table 1 , the TPM, Geninv and CGS methods are less reliable than the QRGeninv method on the random singular matrices and Page dataset. The QRGinv method is faster than the SVD method on the random singular matrices (namely Chow, Gearmat and Lotkin). The QRGeninv method is fast and accurate computation of Moore-Penrose inverse matrices on all kinds of matrices.
Performance in the real-world problems
In this section, we conduct the performance comparison of the six methods for twelve real problems: Digit, DNA, Letter, Magic, Mushroom, Page, Sat, Segment, Shuttle, Spambase, Usps and Vehicle. Most of the datasets are taken from the UCI machine learning repository [39] . Usps is taken from Digit  64  10  2810  2810  400  DNA  180  3  3457  1729  400  Letter  16  26  10000  10000  400  Magic  10  16  9510  9510  400  Mushroom  22  2  3762  1882  400  Page  10  5  2736  2737  250  Sat  36  7  3217  3218  400  Segment  19  7  1155  1155  250  Shuttle  9  7  29000  29000  250  Spambase  57  2  2300  2301  400  Usps  256  10  6198  3100  400  Vehicle  18  4 database [40] . The numbers of attributes, classes, samples for training and testing, and hidden nodes are shown in Table 2 .
For the QRGeninv-ELM, TPM-ELM, Geninv-ELM, QRGinv-ELM, CGS-ELM, and SVD-ELM methods, the number of hidden nodes L is searched by means of trial and error method with grid search technique. L is set to be 50, 100, 150, 200, 250, 300, 350, and 400. The nearly optimal numbers of hidden nodes for the six methods are then selected based on thirty trials. The testing accuracy of the six algorithms in twelve datasets with different number of hidden nodes is reported in Figs 1-12 Table 3 .
Take Shuttle (large number of training samples) and Usps (medium size of dataset with high input dimensions) datasets as examples: 1) For Shuttle datasets, in Fig. 9 , as the number of hidden nodes is gradually increased, the testing accuracy of the QRGeninv-ELM, Geninv-ELM, QRGinv-ELM, and SVD-ELM methods increases. However, the testing accuracy of the TPM-ELM and CGS-ELM increases at the beginning and then starts to decrease. The deviating range is small and relatively stable, ranging from 0.975 to 0.995. The value of L for Shuttle is 200. 2) For Usps datasets, in Fig. 11 , as the number of hidden nodes is gradually increased, the testing accuracy of the six methods increases. The value of L for Usps is 400. As observed from Figs 1-12 , the generalization performance of ELM is relatively stable on a wide range of number of hidden nodes although the generalization performance tends to become worse when too few or too many nodes are randomly generated. We compare the performance of six methods (QRGeninv-ELM, TPM-ELM, Geninv-ELM, QRGinv-ELM, CGS-ELM, and SVD-ELM) in the real-world problems. The sigmoid function is used as an activation function for all methods. For any weights and biases are randomly chosen from any intervals of R n and R, respectively, according to any continuous probability distribution in Matlab (using Matlab rand function). The learning times of the six methods are mainly spent on calculating the Moore-Penrose inverse of the hidden layer output matrix. Thirty trials have been conducted for all the ELM algorithms and the average results are shown in Tables 3 and 4 . The best results are given in boldface in Tables. Table 3 shows the performance comparison of testing accuracy of the six methods in the real-world problems. As observed from the Table 3 , general speaking, all of methods obtain similar testing accuracy.
For Shuttle datasets, the QRGinv-ELM algorithm fails to produce a numerical result (Matlab produced an "out of memory" message), but the other algorithms obtain similar testing accuracy. For Usps datasets, all of methods obtain similar testing accuracy.
Whenever the activation function is taken as sigmoid, the deduced hidden layer output matrix is of full column rank; therefore the generalized inverse technique can be efficiently applied to yield the solution an ELM-like system. Table 4 shows the performance comparison of average training time of the six methods in the realworld problems. As observed from the Table 4 , the learning speed is significantly different, both TPM-ELM and Geninv-ELM obtain comparable performance to other methods with much faster learning speed in all cases. TPM-ELM learns up to 5-7 times faster than SVD-ELM. Geninv-ELM learns up to 2-3 times faster than SVD-ELM. QRGeninv-ELM learns up to 1.5-2.6 times faster than SVD-ELM. QRGinv-ELM is slower than SVD-ELM.
For Shuttle dataset, QRGinv-ELM algorithm fails to produce a numerical result (Matlab produced an "out of memory" message). TPM-ELM and Geninv-ELM learn up to 2-5 times faster than the other ELM methods. For Usps datasets, TPM-ELM learns up to 2 times faster than Geninv-ELM and QRGeninv-ELM. Geninv-ELM and QRGeninv-ELM learn up to 2-18 times faster than SVD-ELM, CGS-ELM, and QRGinv-ELM. CGS-ELM is slower than SVD-ELM on all the datasets except for DNA (medium size of data set with high input dimensions) and Shuttle (large number of training samples) datasets.
QRGeninv-ELM, TPM-ELM and Geninv-ELM are fast and accuracy methods on the real word benchmark datasets (medium and large datasets). The performance of QRGeninv-ELM, TPM-ELM and Geninv-ELM algorithms on testing accuracy is not significantly different from that of the SVD-ELM in many cases.
Conclusions
This paper focuses on effective computation of the Moore-Penrose inverse matrices for ELM, several methods are proposed. They are QRGeninv-ELM and TPM-ELM. The QRGeninv-ELM is based on the reduced QR factorization with column Pivoting and Geninv method. The TPM-ELM is the revised method for computing the Moore-Penrose inverse of rank deficient matrix. And we compare QRGeninv-ELM, TPM-ELM with the relational algorithm, the relational algorithms are: Geninv-ELM, QRGinv-ELM, CGS-ELM. The experimental results and the statistical analysis of the experimental results both demonstrate that QRGeninv-ELM, TPM-ELM and Geninv-ELM are faster than other kinds of ELM and can reach comparable generalization performance, which could greatly speed up the application running time in many problem domains, so these three methods will be extensively used for ELM training. However, QRGeninv-ELM is more robust than TPM-ELM and Geninv-ELM.
