A gapped pattern is a sequence consisting of regular alphabet symbols and of joker symbols that match any alphabet symbol. The content of a gapped pattern is defined as the number of its non-joker symbols. A gapped motif is a gapped pattern that occurs repeatedly in a string or in a set of strings. The aim of this paper is to study the complexity of several gapped motif finding problems. The following three decision problems are shown NP-complete, even if the input alphabet is binary. (i) Given a string T and two integers c and q, decide whether or not there exists a gapped pattern with content c (or more) that occurs in T at q distinct positions (or more). (ii) Given a set of strings S and an integer c, decide whether or not there exists a gapped pattern with content c that occurs at least once in each string of S. (iii) Given m strings with the same length, and two integers c and q, decide whether or not there exists a gapped pattern with content c, matching at least q input strings. We also present a non-naive quadratic-time algorithm that solves the following optimization problem: given a string T and an integer q ≥ 0, compute a maximum-content gapped pattern Q such that q consecutive copies of Q occur in T .
Introduction
Finding and representing patterns of symbols that occur repeatedly in a string (or a set of strings) is a basic problem in word combinatorics as well as in many applications including string matching, data compression [16] , biological sequence analysis [5] , mining of sequential data [4] , . . .
The difficulty of pattern synthesis problems (also called motif finding problems) depends on the class of patterns under consideration as well as on the nature, exact or approximate match, of the repeated occurrences. The easiest case is finding exactly repeated substrings. The problem is to find all the substrings that occur more than once in an input string. The suffix-tree techniques are known to give a full solution, even in linear time [5] : a suffix-tree represents all repeated substrings as well as information on their number of occurrences. The problem becomes much more difficult as soon as we allow approximation in the repeated occurrences of the substring pattern. For example, finding a closest substring under Hamming distance for an input set of strings is NP-hard [9] ; see also [11] and [9] for various approximate pattern synthesis problems under Hamming distance.
The purpose of this paper is to complete this picture by considering the complexity of some problems of finding so-called gapped motifs. A gapped motif is a repetition of a sequence pattern that may contain, in addition to the regular alphabet symbols, a number of joker symbols that match any alphabet symbol. An occurrence of such a pattern has the alphabet symbols as given in the pattern, separated by any symbols as indicated by the jokers of the pattern. So an exact match is required for the regular alphabet symbols of the pattern, and each gap has a fixed length. This contrasts with the problems of finding motifs with constrained gaps [12, 15] or episodes [4] .
Notations

Words
An alphabet Σ is a set of symbols, also called its letters. Alphabet {0, 1} is chosen as canonical binary alphabet. A string (over Σ) is a finite sequence of symbols (drawn from Σ). The set of all strings over Σ is denoted by Σ ⋆ . String concatenation is denoted multiplicatively. For every word W , the length of W is denoted by |W |. For every integer n ≥ 0, Σ n denotes the set of all n-length strings over Σ. For where indices i and j satisfy 1 ≤ i ≤ j ≤ |W |.
Gapped patterns
Throughout this paper symbol ? plays the role of a joker, according to the definitions below. Hence, a string P such that P [i] may equal ? for some indices i ∈ [1, |P |] is rather called a gapped pattern throughout this paper.
Definition 1 (Content) The content of a gapped pattern P is defined as the number of indices i ∈ [1, |P |] such that P [i] = ?.
Definition 2 (Match) Let S be a string and let P be a gapped pattern. We say that P matches S whenever |P | = |S|, and for every i ∈ [1, |P |], P [i] = ? or P [i] = S[i].
Definition 3 (Occurrence) Let T be a string and let P be a gapped pattern. Given an index p ∈ [1, |T | − |P | + 1], we say that P occurs in T at position p whenever gapped pattern ? p−1 P ? |T |−|P |−p+1 matches string T . The number of indices p ∈ [1, |T | − |P | + 1] such that P occurs in T at position p is denoted by |T | P .
Note that for any letter a = ?, |T | a = # {i ∈ [1, |T |] : T [i] = a}.
Contribution
The aim of this paper is to study the complexity of the four motif finding problems listed below.
(1) Common Gapped Pattern (CGP): "Given a finite set of strings S and a non-negative integer c, is there a gapped pattern with content c occurring at least once in each string of S? " (2) Most String Matching Gapped Pattern (MSMGP): "Given m strings S 1 , S 2 , . . . , S m with the same length, and two non-negative integers c and q, is there a gapped pattern with content c, matching S i for at least q distinct indices i ∈ [1, m]? " (3) Gapped Motif (GM): "Given a string T and two non-negative integers q and c, is there a gapped pattern with content c occurring in T at q distinct positions or more? " (4) Gapped Tandem Repeat (GTR): "Given a string T and a positive integer q, compute a gapped pattern with maximum content, among all gapped patterns Q such that Q q occurs in T ? "
We prove that CGP, MSMGP and GM are NP-complete, and we present a quadratic-time algorithm for GTR.
Related works 1.3.1 Concerning CGP and MSMGP
The "gapless" version of CGP is known as the Longest Common Substring problem and can be solved in linear time [5] .
Besides, both CGP and MSMGP are variants of previously studied motif finding problems based on Hamming distance. The CGP problem is a variant of the Closest Substring problem: "Given a finite set of strings S and two non-negative integers d and n, is there an n-length string S such that each string in S has at least one n-length substring within Hamming distance d of S? " The MSMGP problem is a variant of the Close to Most String problem: "Given m strings with the same length n, and two non-negative integers d and q, is there an n-length string S such that at least q input strings are within Hamming distance d of S? " Both Closest Substring and Close to Most String are NP-hard [9] but Closest Substring admits a Polynomial Time Approximation Scheme on bounded alphabets [11] while approximating Close to Most String seems very unlikely [9].
Concerning GM
The "gapless" version of GM is: "Given a string T and two non-negative integers q and ℓ, find a gapless string with length ℓ occurring in T at q distinct positions or more." The latter problem is easily solved in linear time using a suffix-tree of T . A variant of GM where the sought gapped pattern is constrained to be of the form U? k V , k being a positive integer and U and V being gapless strings, has also been considered: an O(n log n)-time algorithm has been designed [3] . Besides, a polynomial-time algorithm is known for constructing all tiling gapped patterns that occur at least twice in any input string [14] (see also [1] ). Note that, according to the definition, tiling gapped patterns may have submaximal contents.
Concerning GTR
The GTR problem asks for uncovering certain local periodicities in strings. Define a(n exact) tandem repeat as a string of the form S q S ′ where S is a non-empty string, where q is an integer greater than one and where S ′ is a proper prefix of S. Given a string T , define a local repetition in T as a substring of T that is a repetition. From an algorithmic point of view, the most striking result concerning local periodicities is that the problem of finding all maximal local repetitions in an input string can be solved in linear time [7] .
The more practical problem of finding approximate local repetitions has also been addressed [10, 8] . Note that there is no canonical definition for the notion of approximate repetition. So far, each proposed definition refers to a metric on strings, which is either Hamming or edit distance [10, 8] . In the context of gapped patterns, GTR naturally arises.
Organization of the paper
In order to decompose long NP-hardness proofs, the following "binary-unary" versions of CGP, MSMGP and GM are used as auxiliary problems. "Given m strings S 1 , S 2 , . . . , S m ∈ {0, 1} n , and two non-negative integers c and q, is there a gapped pattern P ∈ {1, ?} n with content c such that P matches S i for at least q distinct indices i ∈ [1, m]? " (7) Unary Gapped Motif (GM1): "Given a binary string T ∈ {0, 1} ⋆ , and two non-negative integers c and q, does there exist a gapped pattern Q ∈ {1, ?} ⋆ with content c such that Q occurs in T at q distinct positions or more? "
Problems CGP, MSMGP, GM, CGP1, MSMGP1 and GM1 are trivially in NP since in each case, sought gapped patterns can be used as certificates for yes-instances. Note in passing that CGP1 (resp. MSMGP1, resp. GM1) is not a restriction of CGP (resp. MSMGP, resp. GM).
The four remaining sections of this paper are organized as follows. Decision problems CGP1 and CGP (resp. MSMGP1 and MSMGP, resp. GM1 and GM) are shown NP-hard in Section 2 (resp. Section 3, resp. Section 4). The quadratic algorithm for GTR is presented in Section 5. The organization of the reductions is summarized in Table 1 . Note that Sections 3 and 4 are not independent.
Complexity of the Common Gapped Pattern problem
In this section we easily deduce the NP-hardness of CGP from previous hardness results.
Lemma 4 ([13])
The CGP1 problem is NP-complete. 
PROOF.
It is easy to see that CGP1 is a reformulation of the decision version of the region specific Maximum Weight Lossless Seed problem (MWLS) introduced and proved NP-hard in [13] . 2
As suggested by the next remark, a little padding yields a Karp-reduction from CGP1 to CGP.
Remark 5 Let ℓ be a non-negative integer and let P be a gapped pattern: P occurs in 1 ℓ iff both P ∈ {1, ?} ⋆ and |P | ≤ ℓ hold.
The CGP problem is NP-complete, even if the input alphabet is binary.
This yields a Karp-reduction from CGP1 to CGP (see Remark 5) . Hence, CGP is NP-hard by Lemma 4. 2
In fact, the result proved in [13] is stronger than Lemma 4. Indeed, in the latter paper, the following optimization version of CGP1 is proved NP-hard to approximate within ratio (#S) δ for some real constant δ > 0: "Given a set of binary strings S ⊆ {0, 1} ⋆ , find a gapped pattern P ∈ {1, ?} ⋆ with maximum content such that P occurs in S for every S ∈ S." The reduction from CGP1 to CGP exhibited in the proof of Theorem 6 yields the same (#S) δ approximation lower bound for the content maximization version of CGP.
Complexity of the Most String Matching Gapped Pattern problem
In this section, we demonstrate that MSMGP is NP-complete by reduction from the well-known graph-theoretic problem Clique, whose definition is recalled below. MSMGP1 is used as an auxiliary problem.
All graphs involved in this paper are simple and undirected. Given a graph G, recall that a clique in G is a set of pairwise adjacent vertices of G. The Clique problem is: "Given a graph G and a non-negative integer k, does there exist a clique in G with cardinality k? " The NP-completeness of Clique was proved by Karp in 1972 [6] .
Lemma 7
The MSMGP1 problem is NP-complete.
PROOF.
We reduce Clique to MSMGP1.
Let G be a graph and let k be a non-negative integer. Denote by n and m the number of vertices and the number of edges of G, respectively. Let v 1 , v 2 , . . . , v n be an enumeration of the vertices of G, and let e 1 , e 2 , . . . , e m be an enumeration of the edges of G: G is completely defined by its vertex set {v 1 , v 2 , . . . , v n } and its edge set {e 1 , e 2 , . . . , e m }.
such that the two endpoints of edge e i belong to K.
For every gapped pattern P ∈ {1, ?} n , let K P be the set of all vertices v j with j ∈ [1, n] such that P [j] = ?. For instance, if P = ?111??1 then
In our reduction, each gapped pattern P ∈ {1, ?} n is thought as a characteristic function of K P .
Remark 9
The mapping P → K P induces a bijection from {1, ?} n to the set of all subsets of the vertex set of G.
Remark 10 For every gapped pattern P ∈ {1, ?} n with content n − k, K P has cardinality k.
as follows:
For each i ∈ [1, m], compute the n-length binary string S i := s i,1 s i,2 · · · s i,n , and let c := n − k and q := k(k − 1) / 2. For instance, if n = 7 and if e 3 links v 3 and v 6 then
It remains to prove the next claim.
Remark 12 For every gapped pattern P ∈ {1, ?} n and every index i ∈ [1, m], P matches S i iff the two endpoints of edge e i belong to K P .
With this remark in hand, we turn to the proof of Claim 11.
(if ). Assume that ((S 1 , S 2 , . . . , S m ), c, q) is a yes-instance of MSMGP1. This means that there exists a gapped pattern P ∈ {1, ?} n with content c such that the index set I := {i ∈ [1, m] : P matches S i } has cardinality at least q = k(k − 1) / 2. Then, vertex set K P has cardinality k by Remark 10, and for each i ∈ I, the two endpoints of edge e i belong to K P by Remark 12. Therefore, K P is a clique in G according to Remark 8, and (G, k) is a yesinstance of Clique.
(only if ). Conversely, assume that (G, k) is a yes-instance of Clique. Then, there exists a clique K with cardinality k in G. According to Remark 9, there also exists P ∈ {1, ?} n such that K = K P . Gapped pattern P has content n − k = c by Remark 10. Moreover, for each index i ∈ [1, m] such that the two endpoints of edge e i belong to K, P matches S i by Remark 12. Since K is a clique in G with cardinality k, there are k(k − 1) / 2 = q such indices i (see Remark 8) . Therefore, ((S 1 , S 2 , . . . , S m ), c, q) is a yes-instance of MSMGP1.
2
Building on the next remark, MSMGP1 Karp-reduces to MSMGP via a padding argument.
Remark 13 Let n be a non-negative integer and let P be a gapped pattern:
Theorem 14 The MSMGP problem is NP-complete, even if the input alphabet is binary.
PROOF.
We reduce MSMGP1 to MSMGP in order to apply Lemma 7.
Let ((S 1 , S 2 , . . . , S m ), c, q) be an instance of MSMGP1. Recall that n denotes the non-negative integer such that
, and q ′ = q + m + 1. We claim that this transformation is a Karp-reduction. Clearly it is computable in polynomial time. Hence, it remains to check the next claim.
For every gapped pattern P with length n, let
Lemma 16 For every P ∈ {1, ?} n , #I ′ P = #I P + m + 1.
For any gapped pattern P with length n the inclusion I ′ Remark 13) . Therefore, the rule of sum yields
This concludes the proof of Lemma 16. 2 With Lemma 16 in hand, let us turn to the proof of Claim 15.
(only if ). Assume that ((S 1 , S 2 , . . . , S m ), c, q) is a yes-instance of MSMGP1. This means that there exists a gapped pattern P ∈ {1, ?} n with content c such that I P has cardinality at least q. Then, according to Lemma 16, I ′ P has cardinality at least q + m + 1 = q ′ , and thus ((
is a yes-instance of MSMGP. This means that there exists a gapped pattern P with content c such that I ′ P has cardinality at least q ′ . In particular, I ′ P has cardinality greater than m. Hence there exists an element i ′ 0 ∈ I ′ P with i ′ 0 / ∈ [1, m]: P matches S i ′ 0 = 1 n , and thus P belongs to {1, ?} n by Remark 13. Furthermore, Lemma 16 yields #I P = #I ′ P − (m + 1) ≥ q ′ − (m + 1) = q. Therefore, ((S 1 , S 2 , . . . , S m ), c, q) is a yes-instance of MSMGP1.
4 Complexity of the Gapped Motif problem
In this section we prove that the GM problem is NP-complete by reduction from MSMGP1, using GM1 as auxiliary problem.
Reduction from MSMGP1 to GM1
The gadget put to use in the reduction is built on the basis of Golomb rulers [2] .
A Golomb ruler is an integer set Γ satisfying the following property: for every integer m ≥ 1, there exists at most one ordered pair (α, β) ∈ Γ × Γ such that β − α = m. Integers belonging to a Golomb ruler are called its marks. Less formally, a Golomb ruler is a ruler such that no two pairs of distinct marks measure the same distance. For instance, {0, 1, 4, 9, 11} is a 5-mark Golomb ruler.
Lemma 17 ( [13] ) For every non-negative integer n, integer set Γ n := {(j − 1)n 2 + j 2 : j ∈ [1, n]} is an n-mark Golomb ruler. PROOF . It suffices to check that, for any ordered pair of indices (i, j) with 1 ≤ i < j ≤ n, (i, j) can be written as a function of the difference
More precisely, we show the following two equalities:
m mod n 2 ⌊m / n 2 ⌋ − m / n 2 and j = 1 2 m mod n 2 ⌊m / n 2 ⌋ + m / n 2 .
(1)
Set q := j − i and r := j 2 − i 2 . It is clear that both i and j can be written as functions of q and r:
Furthermore, q and r clearly satisfy m = qn 2 + r and 0 ≤ r ≤ n 2 − 1. Hence q and r are respectively the quotient and the remainder of the division of m by n 2 : q = m / n 2 and r = m mod n 2 .
Combining Equations (2) and (3) yields Equation (1). This concludes the proof of Lemma 17.
2
, 20, 41, 64} and Γ 5 = {1, 29, 59, 91, 125}. Remark that for every positive integer n, Γ n is a subset of [1, n 3 ] containing 1 and n 3 as elements. Moreover, Γ n is computable from n in a time polynomial in n.
Definition 18 For every S ∈ {0, 1} ⋆ , define S as the binary string with length |S| 3 given by:
• S (j − 1) |S| 2 + j 2 := S[j] for every j ∈ [1, |S|], and
See Table 2 for some examples. S = 0 n 1111 1100 11111 00110 S = 0 n 3 10 18 10 20 10 22 1 10 18 10 44 10 27 10 29 10 31 10 33 1 0 58 10 31 10 34 Table 2 The string S for each S ∈ {0 n , 1111, 1100, 11111, 00110}.
Lemma 19 Let S be a binary string and let W be a gapped pattern such that 1W 1 occurs in S. There is a single occurrence of 1W 1 in S and its position is completely determined by |S| and |W |. Lemma 20 Let n and c be two integers such that n ≥ 0 and c ≥ 2, and let S be a non-empty subset of {0, 1} n . The following two assertions are equivalent:
(i) there exists a gapped pattern Q ∈ {1, ?} ⋆ with content c such that Q occurs in S for every S ∈ S, and (ii) there exists a gapped pattern P ∈ {1, ?} n with content c such that P matches S for every S ∈ S.
PROOF.
(i) ⇒ (ii). First, assume that assertion (i) holds. This means that there exists a gapped pattern Q ∈ {1, ?} ⋆ with content c such that Q occurs in S for every S ∈ S. Without loss of generality we may delete the leading and trailing ? symbols of Q: now, the first and last letters of Q are 1's. Since in addition, the content of Q is greater than one, Q is not reduced to a single letter 1. Hence, Q is of the form Q = 1W 1 for some W ∈ {1, ?} ⋆ , and thus Lemma 19 applies in the following way: for each S ∈ S, Q occurs in S at some position p which is independent of S. Let Q ′ := ? p−1 Q? n 3 −|Q|−p+1 : Q ′ belongs to {1, ?} n 3 , and for each S ∈ S, Q ′ matches S. Then, define P ∈ {1, ?} n by: for each j ∈ [1, n], P [j] := Q ′ [(j − 1)n 2 + j 2 ]. It is easy to see that P matches S for every S ∈ S. Moreover, for any S ∈ S and any k ∈ [1, n 3 ] \ Γ n , S[k] = 0 requires Q ′ [k] = ?. Therefore, any letter 1 in Q ′ occurs at some position that belongs to Γ n , and thus it also occurs in P : P has content c. Therefore, assertion (ii) holds.
(ii) ⇒ (i). Conversely, assume that assertion (ii) holds. This means that there exists a gapped pattern P ∈ {1, ?} n with content c such that P matches S for every S ∈ S. Let Q ∈ {1, ?} n 3 be the gapped pattern with length n 3 defined by:
• Q (j − 1) |S| 2 + j 2 := P [j] for every j ∈ [1, n], and • Q[k] := ? for every ∈ [1, n 3 ] \ Γ n .
Less formally, Q is built from P in the same way as S is built from S, except that joker symbol ? plays the role of letter 0. It is easy to see that Q has content c and that Q matches S for every S ∈ S. Hence, assertion (i) holds.
2
Recall that, for every real number x,
• ⌈x⌉ denotes the unique integer satisfying x ≤ ⌈x⌉ < x + 1, and • ⌊x⌋ denotes the unique integer satisfying x − 1 < ⌊x⌋ ≤ x.
Remark 21 Let n and N be two integers with N > 0. There exists a single integer ρ such that n ∈ [(ρ − 1)N + 1, ρN], and this integer equals ⌈n / N⌉.
In the same way, there exists a single integer ρ such that n ∈ [ρN, (ρ + 1)N − 1] and this integer equals ⌊n / N⌋. Remark 23 Let T be a string and let i 1 , i 2 , j 1 , j 2 be four indices satisfying
Throughout the rest of the proof T denotes the string U 1 U 2 · · · U M .
Proof of point (i). Apply Remark 21 with n = p. This yields:
and thus Remark 23 applies with i 1 = i 2 = p, j 1 = (α − 1)N + 1, and j 2 = αN.
It follows that W
In the same way, apply Remark 21 with n = p + |W | − 1 to obtain inequalities
and then apply Remark 23 with
We obtain that
We have thus shown point (i). (4) and (5) yield
Proof of point (ii). Equations
and thus Remark 23 applies with i 1 := p, i 2 := p + |W | − 1, j 1 := (α − 1)N + 1, and j 2 := βN.
We have thus shown point (ii). PROOF. Without loss of generality, we may assume f (x) ≥ 0 for every real number x ≥ 0 (replace each coefficient in f with its absolute value). Each instance ((S 1 , S 2 , . . . , S m ), c, q) of MSMGP1 is transformed into ((S ′ 1 , S ′ 2 , . . . , S ′ m ′ ), c, q ′ ) where: m ′ := m + f (n) + 1, S ′ i := S i for each i ∈ [1, m], S ′ i := 1 n for each i ∈ [m + 1, m ′ ], and q ′ := q + f (n) + 1. As q ′ is greater than f (n), this transformation only outputs instances of the considered restriction of MSMGP1. Moreover, it is also a Karp-reduction (see Remark 13) . Hence, Lemma 7 applies and yields the desired result. 2
Proof of point
Lemma 25
The GM1 problem is NP-complete.
PROOF.
We reduce MSMGP1 to GM1 in order to apply Lemma 7.
Let ((S 1 , S 2 , . . . , S m ), c, q) be an instance of MSMGP1. Recall that n denotes the non-negative integer satisfying {S 1 , S 2 , . . . , S m } ⊆ {0, 1} n . According to Lemma 24, we may assume q > 2N where N := n 3 , and as the case c ≤ 1 is trivial, we may also assume c ≥ 2. Compute a Golomb ruler Γ with m positive marks such that Γ does not contain any pair of consecutive integers. Such a ruler can be obtained by removing a suitable mark from any Golomb ruler with m + 1 positive marks: for instance, Γ m+1 is an (m + 1)-mark Golomb ruler (see Lemma 17). It can also be shown that Γ m is a suitable choice for Γ. Let γ 1 , (if ). In order to prove the "if part" of Claim 26 we need two preliminary results.
Next lemma is somehow similar to Lemma 19. It ensures that T contains at most 2N occurrences of any gapped pattern with length greater than N and whose first and last letters are 1's.
Lemma 27 Let Q be a gapped pattern with length greater than N and such that the first and last letters of Q are 1's.
There exist i, j ∈ [1, m] satisfying: the union of the two intervals [(γ i − 1)N + 1, γ i N] and [(γ j − 1)N + 1, γ j N] contains every integer p such that Q occurs in T at position p.
Let δ := (|Q| − 1) / N and let L be the set of all α ∈ Γ such that there exists β ∈ Γ satisfying β − α = ⌊δ⌋ or β − α = ⌈δ⌉. Since |Q| is greater than N, rational number δ is greater than or equal to one, as well as the integers ⌊δ⌋ and ⌈δ⌉. Moreover, Γ is a Golomb ruler, and thus L has cardinality at most two. Pick i, j ∈ [1, m] such that L ⊆ {γ i , γ j }. (Remark that L has cardinality less than two whenever δ is an integer, ⌊δ⌋ / ∈ Γ − Γ, or ⌈δ⌉ / ∈ Γ − Γ. In particular, if L has cardinality two then ⌊δ⌋ and ⌈δ⌉ are two consecutive integers and each of them is measured by a pair of marks in Γ.)
Let p be an integer such that Q occurs in T at position p. Let α := ⌈p / N⌉: integer p is an element of [(α − 1)N + 1, αN] (apply Remark 21 with n := p), and thus it suffices to check that α = γ i or α = γ j . We prove that α ∈ L. Let W be the substring of T = U 1 U 2 · · · U M occurring at position p and matching Q, and let β := ⌈(p + |Q| − 1) / N⌉. Now, Lemma 22 applies: according to point (i), the first letter and the last letter of Q, which are both 1's, occur in U α and U β , respectively. Hence, both U α and U β are distinct from 0 N . This requires α ∈ Γ and β ∈ Γ, respectively. Moreover, according to Lemma 22(iii), β − α = ⌊δ⌋ or β − α = ⌈δ⌉. Therefore, we have shown that α ∈ L. This concludes the proof of Lemma 27. 2
Next lemma allows us to handle gapped patterns with length at most N occurring in T .
Lemma 28 Let Q be a non-empty gapped pattern with length at most N and such that the first and last letters of Q are 1's. Let p be an integer such that Q occurs in T at position p. Then, ⌈p / N⌉ is an element of Γ, and Q occurs in U ⌈p/N ⌉ at position p − (⌈p / N⌉ − 1)N.
Let W be the substring of T = U 1 U 2 · · · U M occurring at position p and matching Q, let α := ⌈p / N⌉, and let β := ⌈(p + |Q| − 1) / N⌉. Now, Lemma 22 applies.
From Lemma 22(i) we deduce that the first letter and the last letter of Q, which are both 1's, occur in U α and U β , respectively. As in the proof of the previous lemma, it follows that both α and β belong to Γ. Hence, according to Lemma 22(ii), it suffices to check that α = β to finish the proof of Lemma 28.
Inequalities 1 ≤ |Q| ≤ N yield 0 ≤ (|Q|−1)/N < 1, and 0 = ⌊(|Q| − 1) / N⌋ ≤ ⌈(|Q| − 1) / N⌉ ≤ 1 follows. Therefore, according to Lemma 22(iii), β − α equals zero or one. However, equality β −α = 1 cannot happen since otherwise α and β would be two consecutive integers belonging to Γ. We have thus shown α = β. This concludes the proof of Lemma 28 . 2 Assume that (T, c, q) is a yes-instance of GM1. This means that there exists a gapped pattern Q ∈ {1, ?} ⋆ with content c such that |T | Q ≥ q. Let I be the set of all indices i ∈ [1, m] such that Q occurs in S i . Lemma 20 applies with S := {S i : i ∈ I}: there exists a gapped pattern P ∈ {1, ?} n with content c such that for every i ∈ I, P matches S i . Hence, to show that ((S 1 , S 2 , . . . , S m ), c, q) is a yes-instance of MSMGP1 it suffices to check that I has cardinality at least q. Roughly speaking, we check that any two distinct occurrences of Q in T are contained in two distinct substrings S i . Let Π be the set of all integers p such that Q occurs in T at position p: Π has cardinality |T | Q ≥ q, and thus it suffices to find an injection from Π to I. Without loss of generality, we may assume that the first and last letters of Q are 1's. As we also assume q > 2N, Lemma 27 ensures that |Q| is not greater than N. Hence, Lemma 28 applies: for each p ∈ Π, we may pick i p ∈ [1, m] such that γ ip = ⌈p / N⌉; moreover Q occurs in U ⌈p/N ⌉ = S ip at position p − (γ ip − 1)N, and thus i p ∈ I. Check that the mapping p ∈ Π → i p ∈ I is injective. Let x, y ∈ Π with x = y. If we had i x = i y then Q would occur in S ix = S iy at two distinct positions, namely x − (γ ix − 1)N and y − (γ iy − 1)N: contradiction with Lemma 19. This concludes the proof of Lemma 25. 
Reduction from GM1 to GM
In order to prove that GM1 Karp-reduces to GM we need three simple lemmas. Lemma 30 Let W and S be two strings and let Q be a gapped pattern such that Q occurs in W S at more than |W | distinct positions, i.e. such that |W S| P > |W |. Then Q occurs in S.
PROOF.
Let Π be the set of all integers p such that Q occurs in W S at position p. Since the cardinality of Π is, by assumption, greater than |W |, there exists an element p ∈ Π with p / ∈ [1, |W |]. Hence, Q occurs in S at position p − |W |. 2
Lemma 31 Let X and Y be two strings, let B be a non-negative integer, and let Q be a non-empty gapped pattern. If Q has length at most B + 1 and if neither the first nor the last letter of Q matches 0 then
The converse inequality is demonstrated as follows: given an occurrence of Q in X0 B Y , check that it is fully contained either in prefix X or in suffix Y . Since Q has length at most B + 1, the considered occurrence is fully contained in prefix X0 B or in suffix 0 B Y of X0 B Y . However, the last letter of Q does not match 0 (i.e. Q[|Q|] / ∈ {?, 0}) and thus any occurrence of Q in X0 B is fully contained in its prefix X. In the same way, since the last letter of Q does not match 0 (i.e.
Theorem 32 The GM problem is NP-complete, even if the input alphabet is binary.
We reduce GM1 to GM in order to apply Lemma 25.
Let (T, c, q) be an instance of GM1. Compute the four following naturals: A := |T |, B := |T | 2 + (1 − q) |T |, C := |T | 3 + (2 − q) |T | 2 + (1 − q) |T |, and q ′ := |T | 3 + (2 − q) |T | 2 + 1. If q is greater than |T | then (T, c, q) is a no-instance of (T, c, q), and if q = 0 then (T, c, q) is a yes-instance of GM1. Hence, we may assume 1 ≤ q ≤ |T | without loss of generality. In particular, inequality q ≤ |T | ensures that A, B, C and q ′ are non-negative integers. This allows us to construct T ′ := T 0 B A 1 C . To prove Theorem 32, it is sufficient to check that the transformation (T, c, q) → (T ′ , c, q ′ ) induces a Karp-reduction from GM1 to GM. First, (T ′ , c, q ′ ) is clearly computable in polynomial time from (T, c, q). Thus, it remains to show that (T, c, q) is a yes-instance of GM1 iff (T ′ , c, q ′ ) is yesinstance of GM. It suffices to check the next claim.
Claim 33 Let Q be a gapped pattern with non-zero content and such that neither the first nor the last letter of Q is a ?. Both Q ∈ {1, ?} ⋆ and |T | Q ≥ q hold iff |T ′ | Q ≥ q ′ .
It is easy to see that A, B, C and q ′ satisfy the following four inequalities:
In fact, the five integers qA+ C −|T |+ 1, q ′ , (|T | + B) A+ 1, A |T | + C −B + 1, and (q −1)A+C +1 are equal. Inequality (6) is used to prove the "only if part" of Claim 33 while its "if part" is deduced from Inequalities (7), (8) and (9).
In order to ease notation, the prefix T 0 B A of T ′ is denoted by W :
We can now turn to the proof of Claim 33. and according to Inequality (6), the latter integer is at least q ′ . We have thus shown |T ′ | Q ≥ q ′ .
(if ). Conversely, assume |T ′ | Q ≥ q ′ . Inequality (7) is equivalent to q ′ ≥ |W |+1, and thus there are at least |W | + 1 occurrences of Q in W 1 C = T ′ . Hence, Lemma 30 applies with S := 1 C : Q occurs in 1 C . Therefore, Q is an element of {1, ?} ⋆ , and Q has length at most C (see Remark 5).
Let us check that Q has length at most B + 1. The first letter of Q is a 1, and thus T ′ [p] = 1 for every index p such that Q occurs in T ′ at position p. Hence, |T ′ | Q is bounded from above with the number of letters 1 occurring in the (|T ′ | − |Q| + 1)-length prefix of T ′ . Since Q has length at most C, the latter prefix is W 1 C−|Q|+1 . We can now write: We first present a naive cubic-time algorithm for GTR, and then improve it into a quadratic-time algorithm. The starting point is the following basic remark:
Remark 34 Let S be a string and let q be an integer such that q divides the length of S. There exists a unique gapped pattern Q with maximum content, among all gapped patterns whose q th powers match S; Q has length ℓ := |S| / q and for each index i ∈ [1, ℓ], the i th letter of Q is given by
