Abstract. Let T N denote an N × N Toeplitz matrix with finite, N independent symbol a. For E N a noise matrix satisfying mild assumptions (ensuring, in particular, that N −1/2 E N HS → N →∞ 0 at a polynomial rate), we prove that the empirical measure of eigenvalues of T N + E N converges to the law of a(U ), where U is uniformly distributed on the unit circle in the complex plane. This extends results from [2] to the non-triangular setup and non complex Gaussian noise, and confirms predictions obtained in [12] using the notion of pseudo-spectrum.
Introduction
Let S 1 := {z ∈ C : |z| = 1} denote the unit circle in the complex plane. Let a : S 1 → C be a function given by
We denote by T N := T N (a) the Toeplitz matrix of dimension N × N with symbol a, given by 
then T N is a (finitely) banded Toeplitz matrix which can be thought of as a piece from an infinite Toeplitz matrix; we refer to such matrices as Toeplitz matrices with finite symbols. For any N × N matrix A N we denote the empirical measure of its eigenvalues, or equivalently esd, the empirical spectral distribution, by L δ λi , where λ 1 , λ 2 , . . . , λ N are the eigenvalues of A N . In this paper, we find the limit of the empirical spectral distribution (esd) of random perturbations of Toeplitz matrices with finite symbols. This generalize the results of [2] that dealt with triangular Toeplitz matrices with finite symbols (and also with twisted Toeplitz matrices, which we cannot generalize to the non-triangular case, see Remarks 1.7 and 1.9 below). In contrast with [2] , we allow for rather general perturbations, as codified in Assumption 1.1. Let µ a denote the law of a(U ), where U is a random variable uniformly distributed on the unit circle in the complex plane. Equipped with Assumption 1.1 we now state the main result of this paper. (1) When the entries of E N are independent and dominated by a single distribution (in the Fourieranalytic sense) that has a κ-controlled second moment for some κ > 0, see [11, Definition 2.2 and Remark 2.8]. (2) When the entries of E N are independent, satisfy a uniform anti-concentration bound near 0, and have uniform lower bound on the truncated variance, see [3, Lemma A.1] . Furthermore, [11, Theorem 2.9] and [3, Lemma A.1] allow E N to be a sparse random matrix. (3) When the entries of E N have an inhomogeneous variance profile satisfying appropriate assumptions, by a recent result of Cook [5] . Specifically, by [5, Theorem 1.24 ], the assumption is satisfied when the variance profile is super-regular, see [5, Definition 1.23 ] for a precise formulation. Remark 1.4. We believe that the sequence N −γ in Theorem 1.2 can be replaced by any sequence a N satisfying √ N a N → N →∞ 0. We chose to work with N −γ in order to somewhat simplify the proofs.
As a first step, we will show that there exists a random matrix ∆ N , with a polynomially decaying spectral norm, such the conclusion of Theorem 1.2 holds with N −γ E N replaced by ∆ N . Theorem 1.6. Let T N be any N × N Toeplitz matrix with a symbol a, where a is a Laurent polynomial. Then, there exists a random matrix ∆ N with
converges weakly, in probability, to µ a . Equivalently, for Lebesgue almost
Remark 1.7. We do not know what is the analogue of Theorem 1.6 for the twisted Toeplitz matrices considered in [2] , and their non-triangular generalizations. For this reason, we cannot extend Theorem 1.2 to the general banded twisted case. See however Remark 1.9 below for the case of upper triangular twisted Toeplitz matrices.
We next state the replacement principle alluded to above. Here and in the sequel, B C (c, R) denotes the open ball in the complex plane of center c and radius R.
Theorem 1.8 (Replacement principle)
. Let A N be any deterministic matrix with a bounded operator norm. Suppose ∆ N and E N are random matrices. Let µ be a probability measure on C whose support is contained in B C (0, R 0 /2) for some R 0 < ∞. Assume the following.
(a) E N and ∆ N are independent. ∆ N satisfies (1.1) and E N satisfies Assumption 1.1.
(b) For Lebesgue a.e. z ∈ B C (0, R 0 ), the empirical distribution of the singular values of A N − z Id N converges weakly, to the law induced by |X − z|, where
as N → ∞, in probability.
Then, for any γ > 1 2 , for Lebesgue a.e. every z ∈ B C (0,
Theorem 1.8 is a generalization of the replacement lemma in [7, Theorem 5] , with the advantage that it allows for more general noise models E N and that it is stated directly in terms of logarithmic potentials and avoids the need to realize the * -limit of A N as a regular element of a non-commutative probability space. It may be of independent interest beyond the study of perturbations of Toeplitz matrices. Remark 1.9. Theorem 1.8 shows that [2, Theorem 4.1] remains true if one replaces there the complex Gaussian noise G N by a noise E N satisfying Assumption 1.1. This can be seen by using in Theorem 1.8 ∆ N = N −γ G N , and using [2, Lemma 4.6] to verify condition (b) of the theorem.
We will see in Section 3 that Theorem 1.2 is an immediate consequence of Theorems 1.6 and 1.8. In Section 2 we provide the outlines of the proofs of Theorems 1.6 and 1.8. The proofs of these two theorems are carried out in Sections 4 and 5, respectively. Appendix A contains some algebraic results are that are used in the proofs.
2.
Outlines of proofs of Theorems 1.6 and 1.8
We begin with an outline of the proof of Theorem 1.6. From [10, Theorem 2.8.3] and the fact that the support of µ a is compact, it suffices to show that for Lebesgue a.e. z in some large compact subset of the complex plane, L L T +∆ N (z) → L µa (z) in probability. Toward this goal, it is useful first to obtain a different representation of the limit. The open regions R i for the polynomial λ → a(λ) := λ + λ 2 , with R 0 in black, R 1 in grey and R 2 in white. Inside R , there are exactly roots of the equation a(λ) = z that are greater than one in moduli.
be the roots of the polynomial equation
where
where for x ≥ 0, log + (x) := max{log x, 0}.
The proof of Lemma 2.1 is a straightforward modification of that of [2, Lemma 4.3] . We omit the details. We next sketch the proof of Theorem 1.6, in the special case where T N is the Toeplitz matrix with symbol a(λ) = λ + λ 2 . Set T N (z) := T N − z Id N where z ∈ C. By Lemma 2.1, the form of limiting log potential depends on the number of roots of the polynomial P z,a (λ) greater than one in modulus. This yields (open) regions R ⊂ C, = 0, 1, 2, whose boundaries have zero Lebesgue measure and the closure of whose union is C, so that for all z ∈ R there are exactly roots of the equation λ + λ 2 − z = 0 that are greater than one in modulus. Thus, to establish Theorem 1.6 we need to find a noise matrix ∆ N such that the following holds:
where λ 1 (z) and λ 2 (z) are the roots of the relevant equation arranged in the non-increasing order of their moduli. We refer the reader to Figure 1 for an illustration of the regions R , = 0, 1, 2. (We will see later that it is enough to consider the noise ∆ N supported on the lower left elements ∆ N (N, 1), ∆ N (N, 2), ∆ N (N −1, 1).) To derive (2.2), we expand the determinant of T N (z) + ∆ N . The latter can be written as a linear combination of products of determinants of various sub-matrices of T N (z) and ∆ N (see Lemma A.1 below). We identify the dominant term in this expansion, as follows. Let A N [X; Y ] denote the sub-matrix of A N induced by the rows and the columns indexed by X and Y , respectively. Recalling Widom's theorem concerning the determinant of a finitely banded Toeplitz matrix (see [9, 14] ), we obtain
, where we write a N ∼ b N to indicate that there exists some absolute constant C > 0 such that
3) we see that if z ∈ R 0 or R 1 then there are sub-matrices of T N (z) whose determinants are of larger magnitude than that of T N (z). We also note that the expansion of det(T N (z) + ∆ N ) has terms that are products of determinants of these sub-matrices and the determinant of relevant sub-matrices of the noise matrix ∆ N (of fixed dimension), where the latter can be chosen to be non-zero and only polynomially (in N ) decaying. It follows that if the determinants of those sub-matrices of T N (z) are of maximal exponential growth among the determinants of all possible sub-matrices of T N (z), then 1 N log | det(T N (z)+∆ N )| converges to the limit in (2.2). This not only explains how the limit arises but also identifies potential candidates for the dominant terms (depending on the location of z in the complex plane) in the expansion of the determinant, and gives a heuristic for the proof of Theorem 1.6.
To justify this heuristic and obtain an actual proof of Theorem 1.6 in the case under consideration, it is natural to extend (2.3) and claim that
for some large absolute constant C, with large probability, where P (z) is the homogeneous polynomial of degree in the entries of ∆ N , in the expansion of the determinant of T N (z) + ∆ N . In (2.4) we have used the standard notations a n = o(b n ) and a n = Ω(b n ) to denote lim n→∞ a n /b n = 0 and lim inf n→∞ a n /b n > 0, respectively. Finding bounds on P (z) requires the same for det( . Using this and some combinatorial arguments, we then obtain the desired bound on P (z) whenever the entries of ∆ N are uniformly polynomially vanishing. We emphasize that the approach described above generalizes easily to triangular finitely banded Toeplitz matrix. The general case requires a modification, since non-triangular Toeplitz matrices cannot be decomposed into a product. We resolve this issue by using the following simple key observation: any Toeplitz matrix with finite symbol can be viewed as a sub-matrix of an upper triangular Toeplitz matrix with an another finite symbol of a slightly larger dimension. Using this observation, we can then follow the same scheme as described above to find an upper bound on P (z).
To complete the proof of (2.4) we then need to find a lower bound on the predicted dominant term, P k (z). This is obtained using an anti-concentration estimate, which is shown to hold whenever the entries of ∆ N are assumed to have a bounded density, which we will impose since the matrix ∆ N is an auxilliary matrix and does not appear in the statement of our main theorem, Theorem 1.2. See Lemma 4.1 and Proposition 4.5. This will prove (2.4). To finish the proof of Theorem 1.6, we then obtain an (easy) matching upper bound on P k (z).
We next outline the proof of Theorem 1.8. It suffices to show that for Lebesgue a.e. z in a compact subset of C,
Using the assumptions of Theorem 1.8 and standard perturbation results for the spectrum of Hermitian matrices, it readily follows that ν
, the empirical distributions of the singular values of A N (z) + ∆ N and A N (z) + N −γ E N , respectively, have the same limit, and that limit is µ z , the law of |X − z| where X ∼ µ. As log(·) is unbounded both near 0 and ∞, the limit in (2.5) is not immediate from this. Using bounds on the Hilbert-Schmidt norms of the relevant matrices the singularity near ∞ can be taken care of. Treating the singularity of log(·) near 0 involves two steps. As the integral of log(·) near zero, with respect to µ z is negligible, using assumptions (b)-(c) the same can be shown to hold for ν
Hence, it suffices to show that the integral of log(·) on the interval (0, ε) with respect to ν z A N +N −γ E N goes to zero and ε ↓ 0.
The latter is obtained by standard arguments, as follows. We use Assumption 1.1(ii) to deduce that it is enough to integrate log(·) in (N −κ ,ε ) for some small constant κ . Now, using bounds on Hilbert-Schmidt norms of E N and ∆ N one can derive a bound on the difference of the Stieltjes transforms of ν 3. Proof of Theorem 1.2 using Theorems 1.6 and 1.8
We will take ∆ N provided by Theorem 1.6, set µ = µ a in Theorem 1.8, and verify that the hypotheses of the latter hold. Clearly, A N has uniformly bounded operator norm. The assumption (a) is obvious. To see that assumption (b) holds, it is enough to check that for k positive integer,
To check (3.1), we introduce some notation. Let m := (m 1 , . . . , m 2k ) and n := (n 1 , . . . , n 2k ) with n i , m i non-negative integers bounded by max(
for appropriate coefficients b m,n (z), while
with the same coefficients b m,n (z). Note that
is balanced, and vanishes otherwise. Combining these facts, we obtain (3.1), and thus verify that assumption (b) holds.
Assumption (c) holds because, from Theorem 1.6, we see that for Lebesgue a.e.
We have checked all assumptions of Theorem 1.8; applying the latter we conclude that for Lebesgue a.e. z ∈ B C (0, R 0 ) and for
in probability.
By the proof of [10, Theorem 2.8.3] and the fact that the support of µ a is compact, this implies the convergence in probability of L T +N −γ E N to µ a in the vague topology, and hence in the weak topology.
Proof of Theorem 1.6
In this section we prove Theorem 1.6. As outlined in Section 2, the key is to establish (2.4). Turning to this task, introduce, for any k ∈ [N ],
\ Y , and for Z ∈ {X, Y } σ Z is the permutation on [N ] which places all the elements of Z before all the elements of Z c , but preserves the order of the elements within the two sets. Define
To prove Theorem 1.6 we will choose ∆ N which satisfies the following band structure:
, where (∆ N ) i,j denotes the (i, j)-th entry of ∆ N . That is, ∆ N has non-zero entries only in its lower left and upper right corners, and the widths of those corners are determined by d 1 and d 2 , respectively. As indicated in (2.3) such a band structure is necessary (as we will see it is also sufficient) to have a non-zero contribution from the sub-matrices of T N (z) whose determinants are of larger magnitudes compared to that of the whole matrix, in the expansion of det(T N (z) + ∆ N ). Recall from (2.2)-(2.3) that the dominant term depends on the number of roots of P z,a (·) of (2.1), that are greater than one in modulus. Hence, we split the complex plane into regions according to the number of roots of P z,a (·) with modulus greater than one, using the following notation.
Let
, be the roots of the equation P z,a (·) = 0, arranged so that 
If P z,a (λ) = 0 for some λ ∈ S 1 then we also have that
is contained in a set of Lebesgue measure zero and hence it is enough to consider z ∈ ∪ d1 =−d2 S . Further let N be the set of z's for which P z (·) admits a double root. It follows from [4, Lemma 11.4 ] that the cardinality of N is at most finite.
The next lemma identifies the dominant term in the expansion of det(T N (z) + ∆ N ).
for some γ > d, where {δ i,j } are uniformly bounded real valued independent random variables with uniformly bounded densities with respect to the Lebesgue measure. Then, for Lebesgue a.e. z ∈ S d , and any ε 0 > 0,
where an empty product by convention is set to one.
1 Hereafter {−λ (z)} will denote the roots of the equation Pz,a(λ) = 0. This change in notation is adopted to avoid the unnecessary appearance of signs in the determinant of the sub-matrices of J N − λ Id N .
Lemma 4.1 yields a lower bound on the order of the magnitude of the predicted dominant term in the expansion of det(T N (z) + ∆ N ). Next we need to show that the sum of the rest of the terms is of smaller order. To show this, we split it into two sums:
<|d| P (z) and >|d| P (z). The second sum will be shown to be polynomially small compared to the leading term, whereas the first will be shown to be exponentially small. This is the content of the two following lemmas. lim
for some small constantε :=ε(z, a) ∈ (0, 1).
The proofs of Lemmas 4.2 and 4.3 are in Section 4.1, while the proof of Lemma 4.1 is postponed to Section 4.2. To complete the proof of Theorem 1.6, we will also need an upper bound on the dominant term, which is contained in the next lemma, whose proof is deferred to Section 4.2.
Lemma 4.4. Under the same set-up as in Lemma 4.1, for Lebesgue a.e. z ∈ S d , there exists a constant C 0 depending on z and a only, so that lim sup
Equipped with these four lemmas, we now compete the proof of Theorem 1.6. to µ a follows from the convergence, for Lebesgue a.e. z ∈ B C (0, R 0 ), of the log-potentials:
To this end, recalling the definition of P k (z) from (4.1) and applying Lemma A.1 we have that > 0 in Lemma 4.1 and combining Lemmas 4.1-4.3 we note that for Lebesgue a.e. z ∈ S d , there exists an event of probability at least 1 − o(1) such that, on that event, we have
for all large N . This in turn implies that
for Lebesgue a.e. every z ∈ S d . Finally combining Lemmas 4.1 and 4.4 we obtain that for Lebesgue a.e. every z ∈ S d ,
Combining (4.5)-(4.7) we now deduce (4.4) for Lebesgue a.e. z ∈ S d and any integer d such that
This completes the proof.
4.1.
Upper bound on non-dominant terms. Recall from Section 2 that to establish bounds on the predicted non-dominant terms, one uses the fact any upper triangular Toeplitz matrix with a finite symbol can be expressed as a product of bidiagonal matrices. To use the same representation for a non-triangular Toeplitz matrix we view it as a sub-matrix of an upper triangular Toeplitz matrix of a slightly larger dimension. Toward this end, we introduce the folowing definition. 
2 )(a) to be the N × N Toeplitz matrix with first row and column
and
respectively, where
From Definition 4.1, it follows that
are the roots of the equation P z,a (λ) = 0 we obtain that
where we recall that J n is the nilpotent matrix given by (J n ) i,j = 1 j=i+1 , for i, j ∈ [n].
Hence, recalling the definition of {P k (z)} N k=1 from (4.1), applying the Cauchy-Binet theorem, and writing S + := {x + , x ∈ S} for any set of integers S and an integer , we obtain that
where (4.9)
. Equipped with this preparatory decomposition of P k (z), we are now ready to step into the proof of Lemma 4.2.
Proof of Lemma 4.2. From the definition of the noise matrix it follows that the number of non-zero rows (and also non-zero columns) in ∆ N is at most d. This means that P k (z) = 0 for any k > d. Therefore, it is enough to show that (4.3) holds with the sum in the numerator being replaced by P k (z), where |d| < k ≤ d.
To achieve this, we need to simplify (4.8); this simplification, summarized in (4.12) and (4.13) below, will also be useful in the proof of Lemma 4.3. From (4.8)-(4.9), we see that each X i is of cardinality k + d 2 . Therefore, we write X i = {x i,1 < x i,2 < · · · < x i,k+d2 } and for brevity we also denote X k := (X 1 , X 2 , . . . , X d+1 ). Applying Lemma A.3 we see that
, where
Since
we have the following following equivalent representation of L ,k :
We also note that in (4.8) the outer sum is over X, Y ⊂ [N ] and due to the constraint (4.9) we only need to consider X k ∈ L ,k , where
Thus applying Lemma A.3 again, from (4.8) we now deduce that (4.12)
Returning to the proof of the lemma, it suffices to bound Q ,k . Turning to this task, we assume without loss of generality that |(∆ N ) i,j | ≤ 1. This implies that (4.14)
On the other hand, the definition of d 0 = d 0 (z, a) and the fact that z ∈ S d imply that there are no roots of P z,a (·) on the unit circle, hence we deduce that there exists ε = ε (z, a) > 0, such that
Hence,
where the last inequality follows from the fact that |d| < k ≤ d. To finish the proof it remains to find an upper bound on the cardinality of L ,k . We claim that
Equipped with (4.17), it now follows from (4.16) that
Since a d2 = 0 implies that {λ (z)} are bounded away from zero, (4.18) together with (4.12) yield (4.3). It remains to establish the bound (4.17). To this end, set
For the {x i,j } to satisfy X k ∈ L ,k , we observe that the {δ i,j (X k )}'s can be chosen in at most
Thus, {x 1, } k =1 and {δ i,j (X k )} automatically fix X k . Since the number of choices of {x 1, } k =1 is at most Next we show that for z ∈ S d the sum k<|d| P k (z) is of smaller order compared to the dominant term P |d| (z).
Proof of Lemma 4.3. We first claim that for any k < |d|, the set L ,k (see (4.11)) being nonempty forces either d i=d0+1ˆ i or d0 i=1ˆ i to be close to N , depending on whether d > 0 or d < 0. This observation will be then combined with the bounds (4.15) and (4.17) to complete the proof.
Consider first the case
Next we consider the case d < 0. For any X k ⊂ L ,k we have that x 1,k+1 = N + 1. Therefore (4.23)
On other hand, we have that
, and {x i, } are integers, using induction, we further obtain that
Thus, (4.22) and (4.24) implies that, if k < |d| then
To complete the proof of the lemma we now use (4.13)-(4.15) and (4.17) to conclude that for any k < |d|,
for all large N , for some sufficiently smallε > 0, depending only on z and a. The proof finishes upon using (4.12).
4.2.
Lower and upper bounds on the dominant term. We will first prove Lemma 4.1, which is a lower bound on the dominant term. The proof is based on the following elementary anti-concentration bound for homogeneous polynomials of independent random variables, which may be of independent interest.
be a sequence of independent real-valued random variables, whose law possesses a density with respect to the Lebesgue measure which is uniformly bounded by one. Let Q k (U 1 , U 2 , . . . , U n ) be a homogenous polynomial of degree k such that the degree of each variable is at most one. That is,
for some collection of complex valued coefficients {a(I); I ∈
[n]
k }, where
k denotes the set of all k distinct elements of [n].
Assume that there exists an I 0 ∈
[n] k such that |a(I 0 )| ≥ c for some absolute constant c > 0. Then for any ε ∈ (0, e −1 ] we have
Proof. As the densities of {U i } i∈ [n] are uniformly bounded by one, the desired anti-concentration property is immediate for k = 1. To prove the general case, we proceed by induction. To this end, we introduce some notation. Order the elements of I 0 and denote them by i
For 1 ≤ j ≤ k − 1, we iteratively define
Equipped with the above notations we see that
and Q 0 1 = a(I 0 ). We will prove inductively that
from which the desired anti-concentration bound follows by taking j = k + 1. Hence, it only remains to prove (4.25). For j = 2, Q 0 j is a homogeneous polynomial of degree 1 in the variables U i , and (4.25) follows from the assumptions on {U } n =1 and the fact that |a(I 0 )| ≥ c . Assuming that (4.25) holds for j = j * and fixing δ ∈ (0, 1), we have that with
where we have used the fact that Q , and the bound on the density for the latter. Using integration by parts, for any probability measure µ supported on [0, ∞) we have that
Therefore, using the induction hypothesis,
Since for δ ≤ e −1 we have that log(1/δ) ≥ 1, combining the above with (4.26) and setting δ = ε we establish (4.25) for j = j * + 1. This completes the proof.
Equipped with Proposition 4.5 we now begin the proof of Lemma 4.1.
Proof of Lemma 4.1. Recalling (4.1) we note that P |d| (z) is a homogeneous polynomial of degree |d| in the entries of the noise matrix ∆ N such that the degree of each entry of ∆ N is one. Therefore, to apply Propo- 
We apply Widom's result on the determinant of finitely banded Toeplitz matrices, in particular [4, Theorem 2.8] to deduce that for any z ∈ C \ N , one has
for some collection of coefficients {C I }, where recall that N is the collections of z's such that P z,a (·) has double roots. Furthermore, the coefficients {C I } are bounded both below and above, for any z ∈ B C (0, R)\N . As z ∈ S d and d 1 − d = d 0 (z), using (4.15) we therefore deduce that there exists some small positive constant c 0 > 0 so that, for all large N ,
From the definition of ∆ N it follows that for the above choices of X and Y the determinant of ∆ N [X; Y ], ignoring the factor N −γ d , is a homogeneous polynomial of degree d of independent uniformly bounded random variables with uniformly bounded densities. Therefore, we are in a position to apply Proposition 4.5.
Without loss of generality, assuming that the densities of {(∆ N ) i,j } N i,j=1 are uniformly bounded by one, we apply Proposition 4.5 for 
If d = 0 then the desired result follows from Widom's result (see [4, Theorem 2.8]).
Proof of Theorem 1.8
We recall from Section 2 that to prove Theorem 1.8 it suffices to establish (2.5). As outlined there, the key to the latter is to bound the difference of the mass of intervals near zero under the measures ν Definition 5.1. The Stieltjes transform of a probability measure µ on R is defined as
To obtain a bound on the probability of any interval under µ from that of G µ (·) we use the following two inequalities. These are a consequence of [7, Eqns. (6) - (8) 
where · HS denotes the Hilbert-Schmidt norm.
Proof. Using the resolvent identity we have that
Recall the following version of the Cauchy-Schwarz inequality: for any two (2N ) × (2N ) matrices A N and
Since for any Hermitian matrix H N one has (ξ − H N ) −1 ≤ 1/| (ξ)|, the claim follows from (5.5) upon using (5.6) with
As a last preliminary step, we need the following easy lemma.
Lemma 5.2. For any probability measure µ,
for Lebesgue almost every z ∈ C.
Proof. For ε < 1, set F (z, ε) := log(1/|x − z|)1 {|x−z|≤ε} dµ(x). Fix z 0 ∈ C. Note that, by Fubini's theorem,
In particular, for any δ > 0, with A ε (δ) := {z ∈ B C (z 0 , 1) : F (z, ε) > δ}, we obtain that Leb(A ε (δ)) → ε→0 0.
In particular, Leb(∩ ε<1 A ε (δ)) = 0. Using the monotonicity of F (z, ε), we conclude that for Lebesgue almost every z ∈ B C (z 0 , 1), lim sup ε→0 F (z, ε) ≤ δ. Taking a sequence δ n → 0 gives (5.7), first for Lebesgue almost every z ∈ B C (z 0 , 1), and then for almost every z.
We are now ready to prove Theorem 1.8.
Proof of Theorem 1.8. To establish (1.3) we first claim that ν z A N +N −γ E N ⇒ µ z , in probability, for Lebesgue a.e. z ∈ B C (0, R 0 ), where µ z is the law of |X − z| and X ∼ µ. The argument is similar to that employed in the proof of Theorem 1. To complete the proof we need to extend the convergence of ν z B N to the convergence of the integral of log(·) against this measure. To this end, using (5.8) again and the fact that the operator norm of A N (z) is bounded, we see that there exists a compact set K ⊂ R such that for any z ∈ B C (0, R 0 )
Hence, for any ε > 0, for Lebesgue a.e. z ∈ B C (0, R 0 ) and some large constant C 0 . To prove this, we first show that an analogue of (5.10) holds for the empirical measure of the singular values of A N + ∆ N . Turning to do this task, using (1.1) and arguing similarly to the steps leading to (5.9), we obtain that Having shown (5.12) we now proceed to the proof of (5.10). Using Assumption 1.1(ii) we see that there exists a sufficiently large constant κ such that 
