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This paper is the third in a series of works dealing with a class of fuzzy measures 
and with their corresponding fuzzy integrals. Its aim is to present some important 
properties of the additive fuzzy integrals introduced in (Butnariu, J. Math. Anal. 
Appl., in press; J. Math. Anal. Appl. 117 (1986), 3855410) (e.g., the Lebesgue- 
Beppo-Levi theorem, etc.). These properties are used to explain some applica- 
tions of the additive fuzzy integrals in proving a Radon-Nikodym representation 
theorem for additive fuzzy measures and in constructing solutions for fuzzy games. 
0 1987 Academic Press, Inc. 
INTRODUCTION 
The present paper is the third in a series of works dealing with a special 
class of extended real-valued functions called “additive fuzzy measures.” 
The notion of an “additive fuzzy measure” was introduced in [4] to name 
the extended real-valued functions defined on “a-additive classes of fuzzy 
sets” (=classes of fuzzy sets closed under some specific operations) and 
which have some properties very similar to those required in the classical 
definition of “measure” [8, 141. Also, in [4] it is proved that finite additive 
fuzzy measures are “fuzzy measures” in Sugeno’s sense [ 161 and it is 
observed that they are exactly the “T-fuzzy measures” w.r.t. 
T(x, y) = max(O, x + y - 1) studied by Klement [ 1 l] in the special case 
when the basic o-additive class is a T-fuzzy a-algebra (see [lo]). It is 
interesting to remark that Klement’s T-fuzzy c-algebras (w.r.t. the previous 
mentioned T) were introduced independently by the author under the 
description of “constant containing a-additive classes” (see [6]), but it is 
due to Klement that the significant result asserting that each constant con- 
taining a-additive class C is generated, i.e., a o-algebra of sets A can be 
found such that C is exactly the family of all [0, II-valued A-measurable 
functions (see [lo]). Using this fact, Klement, Schwyhla, and Lowen 
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[ 11, 13) have proved that each finite additive fuzzy measure m defined by a 
constant containing o-additive class C can be represented as a classical 
integral, i.e., there exists a classical measure m, on A such that 
m(A) = j Adm,, (AEC). (*I 
We remark that their representability theorem is proved only if the 
a-additive class C contains constants.‘,’ 
Now, the additive fuzzy measures defined for a-additive classes of fuzzy 
sets (which are not restricted to containing constants), we remind that they 
have some properties which are very similar with the basic properties well 
known for classical measures. So, it is shown in [6] that a decomposition 
theorem similar to Jordan’s theorem for classical measures (see [S, p. 1231) 
can be proved for a-additive functions over a a-additive class of fuzzy sets: 
also, the classical “Lebesgue decomposition theorem” [8, p. 1343 can bc 
extended to hold for g-additive functions [7]. Moreover, Liapounoffs 
theorem concerning the range of a non-atomic vector measure is proved in 
[7] to be true in a more general setting. 
The paper [S], the second in the series devoted by the author to the 
additive fuzzy measures, deals with the concept of “fuzzy integral” for 
extended real-valued functions. Precisely, this paper proves the consistency 
of the concept of an “additive” fuzzy integral, w.r.t. a fuzzy measure con- 
cept of the fuzzy integral which is constructed in a way similar to the con- 
struction of a classical integral, by means of simple functions (see, for 
example, [14]). In the literature the reader can find some other concepts 
also called “fuzzy integrals.” So, Sugeno [ 161 first introduced a notion of 
the “fuzzy integral” with interesting applications; these fuzzy integrals 
(denoted (S)!) are defined w.r.t. Sugone’s fuzzy measures and they are not 
additive, i.e., (S) s (,f + g) dm can be different from (S) { f’dm + (5’) j g dm 
even if all the involved integrals exist. By means of a different concept of a 
fuzzy measure, Ralescu and Adams [ 151 obtain another definition for 
Sugeno’s fuzzy integrals, and their definition is used to prove that ‘the 
Lebesgue dominated convergence theorems holds for (Sugeno) “fuzzy 
integrals” (see [ 1.5, p. 5681). The main difference between our fuzzy 
integrals (introduced in [S]) and the other concepts of “fuzzy integrals” 
previously mentioned consists of the fact that our fuzzy integrals are 
’ Klement has shown that the representability by classical integrals is a more general 
property of the real-valued functions which are continuous and T-additive on a class of fuzzy 
sets accomplishing some conditions (w.r.t. the triangular norm T a priori defmedtsee [ 11 1. 
In particular, we has proved a representability theorems for the fuzzy probability measures 
introduced by Zadeh [ 17]-see [ 121. 
? In our paper “Values and cores of fuzzy games with intinitely many players” (J. o/ G‘WW 
Tkor~. in press) it is proved that this also holds when C is not constant containing. 
290 DAN BUTNARIU 
additive and homogeneous (see [S]). It is interesting to observe that fuzzy 
integrals (in the sense of [S]), w.r.t. a o-additive function defined upon a o- 
algebra of sets, are classical (Lebesgue) integrals.3 In general, the com- 
putation of the additive fuzzy integrals introduced in [5] can be realized 
using their definition formula and/or their additivity and homogenity. 
However, it is proved in [6] that this computation can be reduced to the 
computation of classical integrals if some restrictive conditions are made by 
the additive fuzzy measures by which the integrals are considered. 
A basic question when fuzzy integral concepts are defined is the precise 
meaning of the term of “integrable function,” i.e., to define what conditions 
the fuzzy integral of a function f w.r.t. a fuzzy measure m makes sense. In 
[S] the fuzzy Bore1 functions @-functions) were introduced to this aim 
and it is proved that for any non-negative extended real function which is a 
2%function the fuzzy integral is well defined. For extended real functions 
which are not nonnegative, the integral is defined in the usual way using 
their positive and negative parts f, and f- . Generally speaking, the class 
of the %-functions (whose integrals exist) is not empty because any con- 
stant function is a !&function; but the important problem, if the class of 
the 2%functions (w.r.t. a given a-algebra of fuzzy sets) is closed under sums, 
products, and pointwise limits, is mentioned in [S] as an open problem. In 
the first section of the present paper this problem is completely solved. The 
second section of the present paper is devoted to a Lebesgue-Beppo-Levi 
theorem for fuzzy integrals (in our sense). A consequence of this result is 
the Radon-Nikodym representation theorem for fuzzy measures (see 
Sect. 7). Another application of it, the theory of fuzzy games, is also 
explained (Sect. 7B). 
The present paper is conceived to be a natural continuation of the series 
started by [4,5]. For this reason, the notions and the notations used in the 
sequel are those introduced in [4, 51. Also, this is the reason of the unin- 
terupted numeration of the sections (Sects. 1 and 2 are contained in [4], 
Sects. 3 and 4 are those contained in [S], and Sects. 5, 6, and 7 form the 
present paper). 
5. CONVERGENCE THEOREMS FOR SEQUENCES OF 2%FUNCTIONS 
In this section we consider 23 = (X, C) to be a Bore1 space (in the sense 
given in [6] to this term). Our aim is to prove that the class of the 
b-functions is closed under sums, products, and pointwise limits. In this 
way, the problem announced in [S, Remark 4.201 will be solved. The main 
result of this section is 
’ And this is also true for fuzzy integrals w.r.t. finite fuzzy measures. 
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THEOREM 5.1. If f, : X + i?, , (n E N), is a sequence sf 23yfunctions and 
.f,(x)Gf*(x)G “. Gf,(x)<fn+,(x)G .‘. (XEX) (5.1 1 
then f(x) = lim,, N f,,(x), (x E X) exists and ir is a ‘%function. 
Proqf. Clearly, f(x) exists and it is a non-negative extended real 
functions. It remains to prove that a sequence (t,,),. N of nonnegative 
simple !&functions can be constructed such that the next condition are 
accomplished: 
lim t,(x) = f(x) (x E X); (5.2 
TICN 
f t--t,, nEN); (5.3 
t ,,+,>f,, (ncW (5.4 
Since (f,)rn, N are non-negative %-functions, it follows that for any k EN 
there is a sequence (s~,,)~~~ 
plishing the next conditions: 
of non-negative simple %-functions accom- 
lim sk,Jx) =fk(x) (x E X); (5.5) ,IE N 
.fk t-- sk,,, (n E NJ; (5.6) 
Let us assume that 
Sk,n + I 3 Sk,n (n E N). (5.7) 
S k,,l= iEzk n) @’ A:,” (k, n) E N x N, 
where K(k, n) is a finite set. We denote 
H(n)=K(l,n)xK(2,n)x ... xK(n,n). 
For any k = (k, ,..., k,) E N(n) we define the fuzzy set 
BLA;;“.A$;...A;;: 
and the real number 
(5.8) 
(5.9) 
(5.10) 
bt = max(ak,“, at*n ,..., a::). (5.11) 
It is clear that { Bz, k E H(n)} is a finite fuzzy partition of X. b; 2 0 for each 
k in H(n) and 
t, = 1 b”, . B”, 
ksH(n) 
(5.12) 
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is a non-negative simple ‘!&function. We intend to prove that these t,‘s 
form the required sequence of non-negative simple !&functions. 
(I). If xEX, nEN, and k= (k ,,..., k,)EH(n) then 
(f(x) - b;). B;(x) 2 0. (5.13) 
Indeed, if BE(x) = 0, this fact is clear. If B;(x) # 0, then A;;:(x) # 0 and 
f(x)>fi(x)kai: for i= 1,2 ,..., n (by (5.6)). Consequently, f(x) 2 b”, and 
(5.13) holds. Hence the condition (5.3) is accomplished. 
(II). IfxEX,nEN, k=(k ,,..., k,) E H(n + 1) and j = (j, ,..., j,) E H(n) 
then 
(b ;+‘-b;).B;+‘(x).Bj”(x)>O. (5.14) 
Indeed, if the last product is null then (5.14) clearly holds. If we assume 
that B;+‘(x). B;(x)#O then A ~:+‘(x).Af;:(x)~A;f(x)#O and ai:+l >a;;” 
for 16 i 6 n (by (5.7)). Hence b ; + ’ > b!’ and (5.14) is true. By consequence, 1 
the condition (5.4) is accomplished. 
(III). To prove (5.2) for (tn)ncN, we observe that for any x in X and 
n in N it is true that 
G c max(akp, a::,..., a?““). B;(x) = t,(x). 
k.zH(n) 
By consequence, we have that lim neN f,(x) 2 lim,., sk,Jx) =fk(x) for any 
x in X and k in N. Thus we deduce that lim,. N t,(x) k sup, E Nfk(~) =f(x), 
(XE X). Since (5.3) is true, it follows that f(x) > lim,,, t,(x), (XE X) and 
(5.2) results. The theorem is completely proved. 
COROLLARY 5.2. Let f: X + R+ be a function. Then the next conditions 
are equivalent : 
(a) f is a B-function; 
(b) there exists a sequence (s,,),~ N of non-negative simple %+functions 
which accomplishes the next condition 
lim s,(x) = f(x) and 
HEN 
s,+,(x)~&7(x)~o, (nEN,xEX). (5.15) 
Proof: Clearly (b) results from (a). Conversely, if (b) is assumed to 
hold, then let us consider f,(x) = s,(x) (x E X, n E N). The sequence (f,),, N 
satisfies the hypothesis of the Theorem 5.1 and f (x) = lim,. N f”(x), (x E A’). 
Hence f is a !&function. 
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COROLLARY 5.3. Let f be a function from X to R. The next assertions are 
equivalent : 
(a) fis a 23-function; 
(b) there are two sequences of non-negative simple ‘B-functions (s;),, t V 
and (~3,~~ each of them fulfilling condition (5.15) with f + andf instead of 
f respectively; 
(c) there exists a sequence (s,,(x)),,~ of simple B-jiinctions so that 
f t= .~,I? (nEN) and f(x) = lim s,,(x), (xEX). (5.16) IIE Y 
Proof The equivalence between (a) and (b) is clear from Corollary 5.2. 
Also, by [S, Proposition 4.221, it follows that (b) implies (c). Now, let us 
assume that (c) is true and s, = CiE K(nj a,,, . A.,,, (n E N). Let us define 
t, = Ci e G‘(n) e$ . El, where G(n)=K(l)x ... xK(n) and for any 
i = (i, ,..., i,,) in G(n) we have 
e,:i = max(alt,, ,..., ant,) and E;=A,.,, _ A 2.u . A n.,n 
It is clear that t, is a simple ‘B-function and r,(.~) 3 .s,t (.Y) for any .Y in X 
and n in N. Moreover, if x E X and n E N, then 
t,, + ,(x1 = c A,+ ,,iAx) kEK(n+l) 
3 1 A n+ i,k(x) C ezi. Ed’ = t,,(X). 
ksK(n+l) ieG(n) 
Since f, +--s; for k= 1, 2 ,..., n by (5.16) it results that f‘, I--- t,,, (n E N). 
For proving that lim,, N t,,(x) = f(x), ( x E X) we distinguish the following 
alternatives: 
(I) f(x) < 0. Then f + (x) = 0 2 t,(x) 2 0, (n E N) and the convergence 
is clear. 
(II) f(x)>O. Then O<f+(x)-t,,(x)=f(x)-t,Jx)<f(x)-s,(x) for 
any n in N. Taking n -+ +CXJ. we obtain the required convergence. 
Summarizing the previous considerations, we deduce that (t,),, ,+ 
satisfies conditions (5.2), (5.3), and (5.4) with f + instead off: Hence f + is a 
B-function. A similar reasoning made with “ - ” instead of “ + ” leads us to 
the conclusion thatf- is also a 2%function. Hencefis a 23-function and the 
corollary is proved. 
From Corollary 5.3 it follows that the converse of the Proposition 4.22 in 
294 DAN BUTNARIU 
[S] is true; hence the fact that the sum of two 2%functions, if it exists, is 
also a d-function can be proved (see the comments in [S, Sect. 41): 
PROPOSITION 5.4. Zf f, g: X + i? are B-functions and f + g exists,4 then 
f + g is a 2%function. 
Proof: Since f + g = (f, + g + ) - (f- + g _ ) the proposition will follow 
from 
LEMMA 5.5. The difference of two non-negative 2%functions, if it exists, 
is also a ‘B-function. 
Indeed, if u and u are two non-negative ‘B-functions and w = u - v exists, 
then we can obtain two sequences (s:),, N and (si),,, N of non-negative 
simple 2%functions which accomplish (5.2), (5.3), and (5.4) with u 
and u instead of f, respectively. Let us denote s, = s: -si, where 
s; = CkE K(nj b;. B; and si = xjEJcnj c; . C;, (n E N). Then we have 
s, = 1 (b; -c;) . D;,.i 
(kj) 
with D;,j = B;:. C;. 
If b; - c; 2 0 then 
( W+ (X) - (b; - cJ’)) . D;,j(X) 
2 w+(x) - b;). D;,,(x) 2 (u(x) - b;) . D;I,(x) 2 0, 
because w+(x) 2 u(x) and u + sk. If 6;: - c; < 0 then 
(w-(x)-(c;-bb;)).D;,j(x) 
because w_(x) 2 u(x) and u I- si. Therefore, we have that w k s,, (n E N). 
Since clearly lim nE ,,, s,(x) = w(x), (x E X), it results that w is a B-function 
(by Corollary 5.3), and the proposition is completely proved. 
Now we are able to solve other open problems mentioned in [S]. 
Precisely, we are able to prove 
PROPOSITION 5.6. Zf f, g: X + R are B-functions, then f. g is also a 
B-function.’ 
Proof: First let us assume that f and g are non-negative. Then the 
4 The sum f+ g exists iff there are no points x in A’ so that f(x) = +cc and g(x) = --co. 
5 We remind the reader that we have constructed the concept of a fuzzy integral accepting 
the convention that 0. co = 0. Thus the product J. g is well defined for any J and g. 
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sequences (t;), E N and (tz), E ,,, of non-negative simple !&functions can be 
found that accomplish (5.2), (5.3), and (5.4) with f and g instead of J 
respectively. Taking into account Lemma 4.3 in [S], it is not difficult to 
deduce that t, = t:. tc, (n E N) is a sequence of non-negative simple 
B-functions satisfying (5.2), (5.3), and (5.4) with f. g instead off: Thus 
f. g is a ‘&function. Now, assuming that f and g can have also negative 
values, we observe that f.g=(f;g++J~-.g-)-(J‘ .g++,f;g ). 
Hence, by the first part of our proof, it results that .f‘. g is a difference of 
two non-negative ‘&functions. Hence, by Lemma 5.5 the proposition is 
proved. 
PROPOSITION 5.7. Zf f,l: X-t R (no N) are 2%fUtZCtiOnS then 
g(x) = sup,, E ,,, ,f,(x) and h(x) = inf,, N f,(x) are 23j-function.~. 
Proof It suffices to prove that g is a ‘%-function because of 
[S, Proposition 4.211. Since g+(x) = sup,,Jfn)+(x) and g-(x) = 
SUP,~ t ,V( g,,) (x), it suffices to prove the proposition for non-negative .f,‘s 
only. In this case the proof is based upon 
LEMMA 5.8. If u and v are non-negative %-functions then w(x) = 
max(u(x), c(x)) is ulso a B-function. 
Indeed, w(x) = (U - 11) +(x) + v(x) (x E X) and the terms of the last sum 
are ‘&functions; hence M; is a !&function. 
Now, coming back to our proposition, we observe that g,(x) = 
max(f,(.u),...,J,(x)) is also a ‘!&function (by Lemma 5.8 and using the 
induction upon n). Since g(x) = lim,., g,(x) (XE X) and 0 6 g,(x) < 
g,, + ,(x), (n E IV, x E X), it results that g is a !&function by Theorem 5.1. The 
proposition is proved. 
COROLLARY 5.9. IfJ; ,..., f,,: X-r R are 2%functions, then max(fi ,..., j;,) 
and min(f, ,..., f,,) are 2Sfunctions. 
COROLLARY 5.10. If (f,),, N is a sequence of 2%functions and 
,f.u) = lim,,. N j;!(x), (x E X), then f is also a ‘&function. 
6. THE LEBESGUE-BEPPO-LEVI THEOREM 
FOR ADDITIVE FUZZY INTEGRALS 
In this section we consider (X, C, m) to be a fuzzy measure space and 
!I3 = (X, C) to be its underlying Bore1 space (see [S]). We intend to prove 
that the Lebesgue-Beppo-Levi theorem, well known for classical integrals, 
can be carried over to additive fuzzy integrals. An application of this result 
409 125 I-20 
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is presented in Section 7.A. For attaining this aim some preliminaries are 
needed. 
LEMMA 6.1. Zf f, g: X+ R, ure B-functions and f(x) 6 g(x), (XEX) 
then 
?*,fdmGS, gdm (AEC). (6.1) 
If g is m-integrable on A E C then f is also m-integrable on A. 
Proof Let (tk),,N and (tl),,,,, be two sequences of non-negative 
%-functions which satisfy (5.2), (5.3), (5.4) for f and g instead off, respec- 
tively. Since g(x) >f(x), (x E X) andft- t;, (k E N), it follows that g +- th, 
(k~ N). By consequence, Theorem 4.9 from [S] can be used with (ti)ncN 
instead of (tn)naN, g instead of z, and tb instead of t; thus we have 
jA gdm=lim,., jA ti dm > jA t; dm, (k E N). Hence, taking k + +co we 
obtain (6.1) and the lemma is proved. 
COROLLARY 6.2. Zf s and s’ are two non-negative 25functions m-in- 
tegrable on A E C and so that s(x) 3 s’(x), (x E X), then 
(6.2) 
LEMMA 6.3. If f, g: X + R are m-integrable simple B-functions whose 
sum f + g exists, then f + g is an m-integrable 2%function and 
fA (f+g)Jm=SA/dm+jA gdm (A EC). (6.3) 
Proof According to Proposition 5.4 we have that f + g is a 2%function. 
Hence 1 f + gl is also a B-function (by [ 5, Corollary 4.171). Since 
1 f + gl < 1 f I + 1 gl, it follows that 1 f + gl is also a !&function which is m- 
integrable (Lemma 6.1). Therefore, f + g is also m-integrable (cf. [S, 
Corollary 4.171) and (6.3) holds (cf. [S, Proposition 4.191). 
LEMMA 6.4. If f,, : X + R, , (n E N) is a sequence of 2Gfunctions o that 
(5.1) holds and f(x)=lim,., fn(x), (x E X), then f is a non-negative 
2%function and 
S,-f dm=$zjAfndm (A EC). (6.4) 
Moreover, tf f is m-integrable on A EC, then all the f,‘s are m-integrable 
on A. 
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Proof: According to the Theorem 5.1, f is a !&function. The Lemma 6.1 
implies that 0 < jA f,, dm 6 jA f,, + , dm<j, f dm (HEN), for each A in C. 
Then the fn’s are m-integrable on A if f is. Also, there exists lim, E ,,, JA f, dm 
and it is at most equal with JA f dm. It remains to prove that 
limn.N~Afndm&fd . m To this end, let us consider the sequences of 
non-negative simple ‘%-functions (s~,~)~~ N and (t,), t N defined in the proof 
of the Theorem 5.1 (see (5.8)-(5.11)). For n E N and XE X we have 
0 < t,(x) d c f,(x). B;(x)=f;,(.u). 
kc H(n.r) 
where H(n, x) = {k E H(n); B;(x) # 0) because B;(x) # 0 implies that 
A;;(x) # 0 and f,(x) 3 fi(x) 2 a;;” , for l<ibn (by (5.6) and (5.1)). Now, 
using Lemma 6.1, we deduce that JA t, Am < JA ,f,, dm, (A E C) for each n in 
N. Taking n -+ a, we obtain the required inequality and the lemma is com- 
pletely proved. 
LEMMA 6.5 (THEFUZZY FATOU LEMMA). If‘,4 EC,~;,:X-+ R+, (HEN) is 
a sequence f3f B-functions with f(x) = lim, E R J;,(x), (x E X) and the sequence 
CjA .A dmLtN has a finite upperhound, then ,f and ,f,, are m-integrable on .4 
for each n in N and 
i 4 
.f dm 6 !im inf jl f,, dm. (6.5) 
Proof Since 0 < JA f, dm < +r;o, it follows that the fn’s are m-integrable 
on A. Let us define g,(x) = inf, b n fk(x), (x E X, n E N). Clearly, (g,),, N is a 
sequence of non-negative %-functions (by Proposition 5.7). Since 
0 d g,,(x) 6 f,Jx), (XE X), it results that the g,‘s are m-integrable on il 
(Lemma 6.1). Taking into account that f(x) = lim,, E N g,,(x) (x E X). 
Lemma 6.4 implies that JA f dm = lim,,. N jA g,, dm < lim,, t N sup IA f, dm < 
+a; hence f is m-integrable on A. Clearly, we have that lA g, dm < 
inf,.,,j,f,dm b ecause of g,(x) <fk(x), (SEX, k 3 n). Then taking 
n -+ SW, the lemma is proved. 
COROLLARY 6.6. If A E C, f,, : X -+ il, , (n E N) is a sequence of 
‘B-functions with (5.1) accomplished and (jA f, dm),, ,,, has a finite upper- 
bound, then f = lim,, ,,, f,, and f, are m-integrable on A for each n in N and 
Indeed, in this case the proof of Lemma 6.5 can be reproduced with J;, 
instead of g,. Now we are able to prove the announced extension of the 
Lebesgue-Beppo-Levi theorem. 
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THEOREM 6.7. If f,: X + i? (n E N) is a sequence of %-functions so that 
f(x) = lim, E N fJx), (x E X) exists and an m-integrable 23-function 
g: X + i? + can be found such that 
If,(x)1 6 g(x), (XEX) (6.7) 
for any n in N, then f and f,, (n E N) are m-integrable B-functions and 
IA f dm = !z jA f, dm, (A E C). (6.8) 
Proof: Clearly f, = lim,., (f,), and f- = limnEN(fn)-; thus f, and 
f- are d-functions (Lemma 6.5), the 1 f,l’s are also ?&functions (cf. [S, 
Corollary 4.171) and f 1 f,l dm d j g dm < + co. Using once again 
Corollary 4.17 from [S], it results th t 
B-functions. Hence s 1 f 1 dm = lim,. N inf J” 
the fn’s are m-integrable 
If,, dm Q g dm < +CO, i.e., 1 f I 
is m-integrable (Lemma 6.5); thus f is m-integrable. Now, by the definition 
of the m-integral off, it suflices to prove (6.8) for non-negative functions f, 
only. In this case, f,(x) < g(x), (XE X) and lim,,, inf jA (g-f,) dm > 
JA (g-f)dm, by L emma 6.5. Hence we obtain 
i A 
gdm-!iTsupjAf,,dm>jA gdm-iA fdm, 
i.e., fA f dm 2 lim nE N fA f, dm. Combining this fact with (6.5) formula (6.8) 
results and the theorem is proved. 
COROLLARY 6.8. If A E C, and f: X -+ 1 is a 23-function, then g(x) = 
f(x). A(x), (x E X) is also a B-function. Zf f is m-integrable, then 
ifdm=l(f.A)dm. (6.9) 
ProoJ It suffices to prove (6.9) for f 20. In this case, g is a non- 
negative 2%function (Proposition 5.6). Let us consider t, = xi, K(nJ a;. A;, 
(n E N) a sequence of non-negative simple Bfunctions which satisfies (5.2), 
(5.3), and (5.4). Then s, = xisKcnj ar.(Ar.A)+O*A’, where A’=XQ A 
is a non-negative simple B-function and g(x) = lim,. N s,(x), (x E X). Since 
g(x) <f(x), (x E X) it follows that g is m-integrable when f is m-integrable 
(Lemma 6.1), and 
s gdm=lim t, dm = IZEN s 
A f dm. 
The corollary is proved. 
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Remark 6.9. If C c P(X), the condition lim,. N f,(x) =f(x) in 
Theorem 6.7 can be relaxed by the “convergence in measure.” (see [ 14, 
p. 1361). However, it seems that in the general fuzzy case this relaxation is 
not possible without an adequate redefinition of the concept of 
“convergence in measure.” 
Corollary 6.8 allows us to solve the open problem mentioned in [S, 
Remark 4.151. 
COROLLARY 6.10. If J‘: X + R is an m-integrable B-function, (E,),, ,% 
is a disjoint sequence qf fuzzy sets in C, and E = @,,e N E, then ,f is 
m-integrable on each of the fuzzy sets E and E,,, (n E N), and u’e have 
sEf dm = ,,g, JE f dm. 
ii 
ProoJ: By Corollary 6.9 we have 
1:fdm=jCf..E)dm=j( i f. E.)dm, 
n=l 
For n E N we have 
by [S, Proposition 4.141. Taking n -+ cc this implies 
if dm = !&kc, J( 
because of Corollary 6.8. 
f.Ek)dm= f J‘ 
,, = 1 &I 
fdm 
(6.10) 
7. APPLICATIONS 
In this section we intend to present briefly some applications of the 
additive fuzzy measures and integrals. 
A. The Radon-Nikodym Representation for a-Additive Functions of Fuzzy 
Sets 
In this paragraph C denotes the a-algebra of fuzzy sets. All the fuzzy 
measures and all the o-additive functions further considered are defined on 
C. For proving the Radon-Nikodym representation theorem for a-additive 
functions some preliminaries are needed. 
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First, we remind that in [7] the next terms are defined by analogy with 
the classical theory of measures. It m, and m2 are fuzzy measures and for 
any A in C with m,(A)=0 we have m,(A)=0 then m, is said to be 
m,-absolutely continuous, and it is denoted m, -% m,. If a fuzzy set A in C 
exists such that m,(A) = m,(X 0 A), then m2 is said to be ml-singular and 
it is denoted m, I m2. 
It is proved in [6] that for any o-additive functions m the functions 
defined by 
m+(A)=sup{m(B);B~C,B~A}, 
m-(A)= -inf{m(B);BEC, BGA} 
m*(A)=m-(A)+m+(A) (AEC) 
are finite fuzzy measures and m = m + - m - (Jordan decomposition). If m, 
and m2 are two o-additive functions, then we denote m, <m, (resp. 
m, I mz) iff rn: + rn: (resp. rn: I mz*). 
The next result is proved in [7, Theorem 3.81. 
THEOREM 7.1. Zf m, and m2 are finite fuzzy measures, then there exists 
an unique pair (m’, m ;) of finite fuzzy measures uch that 
m,=m;+m;, m; < m2, and my I m2. (7.1) 
Moreover, there is a sequence ( fk)kc N of non-negative m,-integrable 
B-functions such that 
4(A)=~~~Af~dm2, (AEC). (7.2) 
It is observed in [7, Remark 3.91 that the sequence (fk)keN from the 
previous theorem converges uniformly to a ‘B-function f: X -+ i?+ . Taking 
into account Lemma 6.5 and the formula (3.38) from [7], it results that f is 
m,-integrable because (sA fk dm2)k, N has m,(A) as finite uper bound. 
Using Lemma 5.4, it follows that f - fk are m,-integrable !&functions and 
for k> k(E) because fk +” f and m,(A) is finite. Hence we have 
limkENJAfkdm2=!,f dm2 f or any A in C. Thus the Theorem 7.1 can be 
reformulated as follows. 
THEOREM 7.2. Zf m, and m2 are finite fuzzy measures then there exists an 
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unique pair (m;, m;‘) of finite fuzzy measures o that (7.1) holds. Moreover, 
a function ,f exists which is an m,-integrable 23-function and accomplishes 
m;(A)=j f dm, (AEC). (7.2’) 
A 
Now, it can be easily seen that Theorem 7.2 can be extended to any pair 
m, , m, of finite a-additive functions because of the Jordan decomposition 
and of the additivity of the fuzzy integral. Thus, similarly as in the classical 
case, we can deduce 
COROLLARY 7.3. (Radon-Nikodym representation theorem). If m, is a 
finite o-additive function and m, is a,fuzzy measure, then the next two con- 
ditions are equivalent: 
(a) There exists an m,-integrable ‘B-function ,f so that 
m,(A)=J f dmz (AEC). (7.3) 
A 
(b) m, <m,. 
The proof results immediately from Theorem 7.2 and Lemma 3.6 in [7]. 
B. A Value for Fuzzy Games with Countable Many Players 
In this section we consider the measure space (N, L(N), c), where N is 
the set of the positive integers and c(s) = C,“=, S(i), for each SE L(N). The 
elements of N are called players and the elements of Z,(N) are called fuzzy 
coalitions. A function v: L(N) -t R with v(0) = 0 is called fuzzy game.6 
In the sequels we denote J, = { 1, 2,..., n}. A permutation of n players is a 
permutation n of N so that n(k) = k for k > n. If n is a permutation of N 
and S is a fuzzy coalition then we define (rcS)( i) = S( 7c ~ ‘(i)), (i E N) which 
is also a fuzzy coalition. The rc-game attached to v is defined by 
(nv)(S)=~(n~‘S) for any Sin L(N). 
If S is a fuzzy coalition and n E N, then s” denote the restriction of S to 
J,,, and S; denotes the set of the players in J, with S(i) = t. It must be 
observed that at most n sets S: are not empty. If v is a fuzzy game, then its 
restriction to n players is v,: L(J,) -+ R defined by o,(S) = v(s), where 
s(x) = S(x) if x E J, and s(x) = 0 for x > n. 
Let us denote G, the class of the fuzzy games which satisfy 
(Vl) If S, TEL(N) and SG T then v(S)dv(T). 
(V2) If SEL(N) then ~(S)=lim,~.v,(S”). 
’ The concept of a fuzzy game was introduced by Aubin [2] 
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(V3) If SE L(N) and n E N then o,(S) = CteL. u,(S:). t (in this sum at 
most n terms are different from 0). 
We want to argue that there is a function f: G, --+ (R”‘)L(N) which 
satisfies the next conditions for u E G, and SE L(N): 
(Wl) jsf(o)(S)dc=u(S) andf(u)(S)(x)=O when S(x)=O. 
(W2) If n E N and n is a permutation of n players then 
f(~u)(~S)(=) =f(u)(S)(x), (x E A-). (7.4) 
(W3) f is linear dependent upon u. 
Such a function 5 if it exists, will be called value on G, .’ 
For proving that a value on G, exists, we consider v in G, and S in 
L(N). It is clear that v, is a n-persons fuzzy game with proportional values 
(cf. (V3) and [3, Definition 3.11). By consequence, for each n in N there 
exists an unique Shapley value f"(u,): L(J,) + R”, because of Theorem 3.9 
from [3]. Let us denote a; = 0 and 
q=C(S:)-‘. 1 fy(UJ(S”) for q#O and t#O, (7.5) 
icq 
the mean payoff for a player in S: ensured by the Shapley valuef”(v,). Let 
0 = t(0) < t( 1) < . . . < t(k) the numbers in L so that S; # Qr. Clearly, 
s, = Et=, a;(,, . R,,, is a simple !&function. Using once again Theorem 3.9 
from [3], it follows that (s,),, N is a sequence of non-negative !&functions 
and, for any x in N, the sequence (s,(x)),,~ is bounded and increasing. 
Thus the function 
f(v)(S)(x) = lim s,(x) (xEN) (7.6) 
?IEN 
is well defined, it is a B-function (cf. Corollary 5.2) and 
(7.7) 
Since fss,dc=C~=l f~(a,)(S”)=v,(Y) (see [3, Condition (Sl)]), it 
results that 
s 
.f(u)(S)dc=lim u,(Sn)=u(S) (by 0’2)). 
?lEN 
(7.8) 
Now, taking into account the property off "(u,) to be Shapley value in the 
’ Different value concepts for fuzzy games were studied in [ 1 and 31. 
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sense of [3, Definition 3.11 it results that f satisfies the required conditions 
(W); hence it is a value on G,. Moreover, this is the unique value on G,. 
The heuristical meaning off(u) can be easily deduced from its construction, 
taking into account the interpretation of the Shapley value presented in [3. 
Sect. 61. 
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