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Abstract
It is shown that, quite surprisingly, all matrices of the form L−M−, where L− and M−
denote generalized inverses of L and M, are generalized inverses of ML if and only if the
product MLL−M−ML is invariant with respect to the choice of L− and M−, which at the
first glance looks to be a weaker condition than the requirement that MLL−M−ML = ML
for every L− and M−. This statement follows as an immediate corollary to the main result
of the present note, which provides two criteria for the invariance of expressions of the type
KL−M−N involving four given matrices K, L, M, N, with generalized inverses L−, M− of
two of them.
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1. Introduction
LetCm,n denote the set of complex m× n matrices. Given A ∈ Cm,n, the symbols
A∗, C(A), andN(A) will stand for the conjugate transpose, column space, and null
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space of A, respectively. Moreover, let A{1} be the set of all generalized inverses of
A, i.e.,
A{1} = {A− ∈ Cn,m: AA−A = A
}
.
According to Theorem 2.4.1 in [3], this set admits a representation
A{1} = {A− = A† + QA∗W + ZQA: W,Z ∈ Cn,m
}
, (1)
where QA∗ = In−PA∗ = In−A†A and QA = Im − PA = Im − AA†, with A† denot-
ing the Moore–Penrose inverse of A, i.e., the unique matrix satisfying the equations
AA†A = A, A†AA† = A†, AA† = (AA†)∗, A†A = (A†A)∗,
and the subscripted I denoting the identity matrix of the indicated order.
The following result is well known, cf, e.g., [4].
Lemma 1. For any A ∈ Cm,n,B ∈ Cp,n, and C ∈ Cp,q, the product AB−C is invari-
ant with respect to the choice of B− ∈ B{1} if and only if A = 0 or C = 0 or, when
A /= 0 and C /= 0, then
C(A∗) ⊆ C(B∗) and C(C) ⊆ C(B).
Another concept referred to is the reverse order law. For the product of two matrices
A ∈ Cm,n and B ∈ Cn,p, the one extreme version of this law is concerned with the
problem of when B†A† is the Moore–Penrose inverse of AB, which has been posed and
solved by Greville [1], and the other extreme version is concerned with the problem
of when B−A− is a generalized inverse of AB for all A− ∈ A{1} and B− ∈ B{1},
which has been posed and solved by Werner [5] and further studied by Groß [2]. A
solution to the latter problem is recalled in the following.
Lemma 2. For any A ∈ Cm,n and B ∈ Cn,p, the product B−A− is a generalized
inverse of AB irrespective of the choice of A− ∈ A{1} and B− ∈ B{1} if and only if
AB = 0 or N(A) ⊆ C(B).
In the present note, two criteria are established for the invariance of the product
KL−M−N involving four matrices K, L, M, N, with generalized inverses L−, M−
of two of them, which is a stronger version of the problem dealt with in Lemma 1.
One of these criteria lead immediately to a quite surprising corollary that for any
L ∈ Cp,n and M ∈ Cq,p, all matrices of the form L−M−, where L− ∈ L{1} and
M− ∈ M{1}, are generalized inverses of ML (i.e., satisfy the reverse order law in the
version specified in Lemma 2) if and only if the product MLL−M−ML is invariant
with respect to the choice of L− and M−, which at the first glance looks to be a weaker
requirement than the condition that MLL−M−ML = ML for every L− ∈ L{1} and
M− ∈ M{1}.
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2. Results
In the proof of the main result mentioned above, the following simple lemma will
be utilized in addition to Lemmas 1 and 2.
Lemma 3. Let A ∈ Ck,l, B ∈ Cm,n, and C ∈ Cp,q . Then:
(a) AWB = 0 for every W ∈ Cl,m if and only if A = 0 or B = 0.
(b) AWBZC = 0 for every W ∈ Cl,m and Z ∈ Cn,p if and only if A = 0 or B = 0
or C = 0.
Proof. The sufficiency is obvious. Conversely, if there exist entries ars /= 0 and btu /=
0 of A and B, then substituting W with wst = 1 and all the remaining entries equal
to 0 yields (AWB)ru = arsbtu /= 0. Further, if there also exists an entry cvw /= 0
of C, then taking in addition Z with zuv = 1 and all the remaining entries equal to
0 leads to (AWBZC)rw = arsbtucvw /= 0. Consequently, the necessity follows by
contradiction. 
Theorem. For any K ∈ Cm,n, L ∈ Cp,n, M ∈ Cq,p, N ∈ Cq,r , the following state-
ments are equivalent:
(a) the product KL−M−N is invariant with respect to the choice of L− ∈ L{1} and
M− ∈ M{1},
(b) K = 0 or N = 0 or, if K /= 0 and N /= 0, then
C(K∗) ⊆ C[(ML)∗], C(N) ⊆ C(ML), and N(M) ⊆ C(L), (2)
(c) the product K(ML)−N is invariant with respect to the choice of (ML)− ∈
(ML){1} and, in addition, if K /= 0 and N /= 0, then L−M− ∈ (ML){1} for
every L− ∈ L{1} and M− ∈ M{1}.
Proof. In view of (1), the statement (a) is equivalent to the requirement that the
equality
K(L† + QL∗W1 + Z1QL)(M† + QM∗W2 + Z2QM)N = KL†M†N (3)
holds for every W1,Z1 ∈ Cn,p and W2,Z2 ∈ Cp,q . Substituting to (3) firstly Z1 = 0,
W2 = 0 and Z2 = 0, then W1 = 0, W2 = 0 and Z2 = 0, next W1 = 0, Z1 = 0 and
Z2 = 0, and finally W1 = 0, Z1 = 0 and W2 = 0 leads to the conditions
KQL∗W1M†N = 0 for every W1 ∈ Cn,p,
KZ1QLM†N = 0 for every Z1 ∈ Cn,p,
KL†QM∗W2N = 0 for every W2 ∈ Cp,q,
KL†Z2QMN = 0 for every Z2 ∈ Cp,q .
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On account of part (a) of Lemma 3, these conditions are equivalent to
KQL∗ = 0 or M†N = 0, (4)
K = 0 or QLM†N = 0, (5)
KL†QM∗ = 0 or N = 0, (6)
KL† = 0 or QMN = 0, (7)
respectively. The alternatives (4) and (5) are satisfied simultaneously if and only if
K = 0 or M†N = 0 or KQL∗ = 0, QLM†N = 0, (8)
and an analogous consequence of (6) and (7) is
N = 0 or KL† = 0 or QMN = 0, KL†QM∗ = 0. (9)
Combining (8) and (9) shows that all the conditions (4)–(7) hold in exactly four cases:
(i) when K = 0, (ii) when N = 0, (iii) when
KL† = 0, M†N = 0, (10)
and (iv) when
KQL∗ = 0, KL†QM∗ = 0, QLM†N = 0, QMN = 0. (11)
Substituting (10) into (3) leads to the requirement that
(KW1 + KZ1QL)(QM∗W2N + Z2N) = 0 (12)
for every W1,Z1 ∈ Cn,p and W2,Z2 ∈ Cp,q . But for Z1 = 0 and W2 = 0, the equal-
ity (12) reduces to KW1Z2N = 0, which according to part (b) of Lemma 3 corre-
sponds to the alternative K = 0 (which is (i)) or N = 0 (which is (ii)). On the other
hand, substituting (11) into (3) leads to the requirement that
KZ1QLQM∗W2N = 0
for every Z1 ∈ Cn,p and W2 ∈ Cp,q . Referring again to part (b) of Lemma 3 shows
that this is possible only when K = 0 or N = 0 or
QLQM∗ = 0. (13)
In view of the obvious sufficiency of (i) and (ii), it remains to consider the set of
conditions (11) supplemented by (13) under the assumption that K /= 0 and N /= 0.
It is clear that the second and third equalities in (11) are equivalent to
C[(KL†)∗] ⊆ C(M∗) and C(M†N) ⊆ C(L) (14)
and that (13) is equivalent toN(M) ⊆ C(L). On account of the other two equalities in
(11), premultiplying the matrices involved in the inclusions (14) by L∗ and M, respec-
tively, yields the first and second parts of (2). They clearly imply thatC(K∗) ⊆ C(L∗)
andC(N) ⊆ C(M), which shows that the first and fourth equalities in (11) are actually
redundant. Moreover, since (13) entails PLPM∗ = PM∗PL, it can easily be verified
that, in such a case,
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C(K∗) ⊆ C(L∗M∗) ⇒ C[(KL†)∗] ⊆ C(PLPM∗) ⊆ C(M∗)
and
C(N) ⊆ C(ML) ⇒ C(M†N) ⊆ C(PM∗PL) ⊆ C(L).
It follows, therefore, that (2) is equivalent to the conjunction of (11) and (13), thus
completing the proof of the part (a) ⇔ (b).
From Lemma 1 it follows that the product K(ML)−N is invariant with respect to
the choice of (ML)− ∈ (ML){1} if and only if K = 0 or N = 0 or, when K /= 0 and
N /= 0, then K, L, M, N satisfy the first two inclusions in (2). They show that ML
must be nonzero in each case where K /= 0 or N /= 0, and then Lemma 2 asserts that
the reverse order law involved in (c) is equivalent to the third inclusion in (2). This
concludes the proof that (c) ⇔ (b) and, consequently, completes the proof. 
It can be pointed out that the conditionN(M) ⊆ C(L) admits an equivalent for-
mulation in terms of the ranks, viz. as the equality
r(ML) = r(M)+ r(L)− p.
It has been given by Groß [2, p. 136] among several other alternative characterizations.
From the part (a) ⇔ (c) of Theorem it follows that if both K and N are nonzero,
then the invariance of the product KL−M−N with respect to the two generalized
inverses involved implies the reverse order law in the version given in Lemma 2, i.e.,
L−M− must be a generalized inverse of ML for any L− ∈ L{1} and M− ∈ M{1}.
This property is quite interesting and, since the latter condition does not depend on K
and N, seems to be a little surprising. In particular, substituting in Theorem K = ML
and N = ML leads to the following.
Corollary. For any L ∈ Cp,n and M ∈ Cq,p, the product MLL−M−ML is invariant
with respect to the choice of L− ∈ L{1} and M− ∈ M{1} if and only if L−M− ∈
(ML){1} for every L− ∈ L{1} and M− ∈ M{1}.
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