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Abstract
So-called improper complex signals have been shown to be beneficial in the single-antenna two-user
Gaussian interference channel under the assumptions that all input signals are Gaussian and that we treat
interference as noise (TIN). This result has been obtained under a restriction to pure strategies without
time-sharing, and it was extended to the case where the rates, but not the transmit powers, may be
averaged over several transmit strategies. In this paper, we drop such restrictions and discuss the most
general case of coded time-sharing, where both the rates and the powers may be averaged. Since coded
time-sharing can in general not be expressed by means of a convex hull of the rate region, we have
to account for the possibility of time-sharing already during the optimization of the transmit strategy.
By means of a novel channel enhancement argument, we prove a surprising result: proper signals are
optimal if coded time-sharing is allowed. In addition to establishing this result, we present an algorithm
to compute the corresponding achievable rate region.
Index Terms
Improper signaling, interference channel, rate region, time-sharing, treat interference as noise.
I. INTRODUCTION
While proper Gaussian signals are the optimal input signals in single-user systems with Gaussian noise,
improper input signals can be necessary to exploit the full potential of multiuser systems with interference.
The authors are with Technische Universität München, Professur für Methoden der Signalverarbeitung, 80290 München,
Germany, Telephone: +49 89 289-28516, e-mail: hellings@tum.de, utschick@tum.de.
This paper was presented in part (algorithmic aspects and numerical results) at the 22nd International ITG Workshop on Smart
Antennas (WSA 2018) [1]. The main result (optimality of proper signaling) is a novel contribution of this paper.
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1The term proper means in this context that the so-called pseudovariance c˜x = E[(x−E[x ])
2] of a complex
random variable x is zero [2].1
For the three-user interference channel, it was shown in [3] that the optimal degrees of freedom
(DoF) can in general only be achieved using improper transmit signals, i.e., using signals with nonzero
pseudovariance. This result was based on interference alignment and is thus specific to systems with
three or more users. However, it has inspired researchers to also consider the use of improper signals in
two-user interference channels.
In [4], the Gaussian two-user single-antenna interference channel was studied from a game-theoretic
perspective. Under the assumption that Gaussian codebooks are used and that the receivers treat
interference as noise (TIN), it was shown that a cooperative solution based on improper signaling can
outperform the Nash equilibrium obtained with proper input signals. Moreover, a parametrization of the
Pareto boundary of the achievable rate region was given for the special case of maximally improper signals
(corresponding to rank-one beamforming in an equivalent real-valued system). An algorithm for signal-
to-interference-and-noise ratio (SINR) balancing with maximally improper signals and zero-forcing was
developed in [5], and [6] proposed two algorithms for suboptimal rate balancing with general improper
signals based on semidefinite relaxation and based on a two-stage method that optimizes the transmit
power and the impropriety of each transmit signal in two separate steps. As extensions to multiantenna
systems, [7] proposed a method for rate balancing in the multiple-input single-output (MISO) interference
channel based on a similar two-stage approach, and [8] proposed to obtain suboptimal solutions to a
weighted sum rate maximization in the multiple-input multiple-output (MIMO) interference channel via
a weighted MSE formulation based on [9].
The optimization of improper signaling strategies in the interference channel is a nonconvex problem,
and the approaches presented above do not guarantee globally optimal solutions. However, for the case
of a single-antenna system, Pareto-optimal transmit strategies for the case of proper signaling can be
computed in a globally optimal manner (see, e.g., [6]). By observing that the rate region obtained with
suboptimal improper strategies can be larger than the one for globally optimal proper signaling, it was
concluded in [6] that proper signaling is not always the optimal strategy in the two-user interference
channel (under the assumption of Gaussian codebooks and TIN). While this result was obtained for a
single channel realization, simulations in [10] revealed that a similar behavior occurs for a large range
1In the case of zero-mean Gaussian random variables, propriety is equivalent to circular symmetry of the probability density
function.
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2of channel realizations.
However, for all these simulations, an important restriction was assumed, namely that so-called time-
sharing, i.e., averaging data rates and transmit powers over several transmit strategies (see Section II), is
not allowed. We refer to strategies that obey this restriction as pure strategies. After comparing the rate
regions obtained with such pure strategies and observing gains due to improper signaling, the authors of
[4] and of [6] took the convex hull of each rate region in order to account for the possibility of averaging
the data rates. After this operation, they still observed gains by improper signaling. However, this does not
answer the question whether improper signaling can still be necessary for optimal performance if coded
time-sharing [11] is allowed, namely if both the data rates and the transmit powers can be averaged.
It is well known that coded time-sharing can in general achieve larger rate regions than a convex hull
formulation (e.g., [12], [13]). However, the question we consider here is a different one: when using TIN
strategies with coded time-sharing in the two-user interference channel, can improper Gaussian inputs
perform better than proper Gaussian inputs? In [1], it was observed in numerical simulations that proper
signaling with (coded) time-sharing leads to larger rate regions than the regions obtained with the convex
hull operation in [4], [6]. However the question whether or not improper signaling with time-sharing can
outperform proper signaling with time-sharing remained open. In this paper, we settle this problem by
showing that proper signaling is indeed the optimal choice if coded time-sharing is allowed—a conclusion
that is completely different from the case without time-sharing.
As a further contribution, we show that symbol extensions (considering multiple subsequent channel
uses as a single channel use in a higher-dimensional system, e.g., [3], [14], [15]) cannot enlarge the
considered time-sharing rate region, which is a generalization of a result from [16] to complex scenarios.
Moreover, we discuss an algorithm to numerically compute the time-sharing rate region (Sections IV
and V) and revisit a numerical example from the conference contribution [1] with additional interpretations
(Sections VI and VII).
The scenario for which we obtain these results is the two-user interference channel under the
assumptions of Gaussian input signals and TIN, and there are several motivations for this combination
of assumptions. First, our aim is to clarify upon several existing publications on proper and improper
signals in the two-user interference channel (e.g., [4], [6], [10]), which made exactly this combination of
assumptions.
Second, even though it is well known that simultaneous decoding [11] can achieve better performance
in general, and even though non-Gaussian codebook might be beneficial in the interference channel [17],
[18], TIN strategies with Gaussian inputs are among the most prominent transmit strategies studied in the
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3literature, and it is thus interesting to understand their performance limitations. In the case of a complex
setting, this includes understanding whether or not the possibility of improper signals needs to be taken
into consideration when assessing the performance limits of TIN in the two-user interference channel.
Third, proofs for the real-valued interference channel do not directly generalize to complex scenarios
if they explicitly make use of the expression for the differential entropy of the real-valued Gaussian
distribution (e.g., the proof that using colored Gaussians over several letters is not beneficial [16] or the
derivation of interference regimes in which time-sharing over TIN strategies matches the Han-Kobayashi
rate region [19]) since structurally equivalent entropy expressions are obtained in the complex case only
under a restriction to proper signals.2 Knowing about the optimality of proper signals can enable us to
transfer such results for Gaussian signals with TIN to complex scenarios by exploiting the structural
similarities of the real-valued and the proper complex Gaussian entropy.
Finally, the study of TIN strategies has to be considered as a starting point, and the proof technique
developed in this paper might be helpful to study scenarios with more complicated rate expressions in the
future. For instance, it is also not obvious whether or not improper Gaussian signals can improve upon
proper Gaussian signals in the Han-Kobayashi coding scheme [12] in the complex interference channel,
and previous work has mainly focused on studying the Han-Kobayashi scheme in real-valued scenarios.
The research presented in this paper was inspired by previous studies in the one-sided interference
channel with Gaussian inputs and TIN. For this setting, explicit characterizations of globally optimal pure
strategies with improper signaling were found for the sum rate maximization problem in [21] and for
the whole Pareto boundary of the rate region in [22]. Based on these characterizations, it was concluded
that improper signaling leads to a higher sum rate and an enlarged rate region when compared to proper
signaling, and this result remained true when taking the convex hulls of the respective rate regions.
However, it was then proven analytically in [23] that improper signaling no longer brings an advantage
over proper signaling if time-sharing is allowed.
The proof technique from [23] is based on the fact that the one-sided interference channel can be
transformed to a standard form with real-valued channel coefficients, which is not possible for the
general two-user interference channel, where both users mutually disturb each other. Therefore, the proof
technique from the one-sided interference can unfortunately not be directly transferred. In this paper, we
2The differential entropy of an improper complex random variable x with variance cx and pseudovariance c˜x is given by
h (x) = log2(πecx ) +
1
2
log2
(
1− |c˜x |
2
c2x
)
[20], i.e., it contains a second summand that is not present in the expression for the
differential entropy of a real-valued Gaussian random variable. This entails structural differences compared to the real-valued
case also in the rate equations, see (2).
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4overcome this problem by the novel idea of introducing an enhanced interference channel with real-valued
channel coefficients (Section III).
Notation: We use 0 for the zero vector, 1 for the all-ones vector, and •T for the transpose. Inequalities
for vectors have to be understood as sets of component-wise inequalities. The matrix IN is the N ×N
identity matrix. The ceiling operation ⌈a⌉ rounds a real number a to the next integer greater than or
equal to a. We use ℜ, ℑ, and ∠ for the real part, imaginary part, and the argument of a complex number,
respectively. Complex quantities are written in sans-serif font.
II. SYSTEM MODEL AND TIME-SHARING
We consider a two-user interference channel
y1 = h11x1 + h12x2 + η1 (1a)
y2 = h21x1 + h22x2 + η2 (1b)
with proper Gaussian noise ηk ∼ CN (0, cηk), where the input signals xk, k = 1, 2 are (possibly improper)
zero-mean complex Gaussian with variance cxk = E[|xk|
2]. The two input signals and the noise at both
users (i.e., x1, x2, η1, and η2) are assumed to be mutually independent. The channel coefficients and
noise variances are assumed to be known and to be constant over time.
A. Pure Strategies
When applying one of the optimization methods for improper signaling from [4]–[8], [10], [21], [22],
the result is a single transmit strategy that is applied as long as the channel realization remains the same.
In this paper, we refer to this kind of transmit strategies as pure strategies.
For the system under consideration, the achievable rates (Shannon rates) of the two users in case of a
pure strategy can be expressed as (e.g., [6])
rk(X ) = log2
(
cyk
csk
)
+
1
2
log2
(
1− c−2yk |c˜yk |
2
1− c−2sk |c˜sk |
2
)
(2)
with
cyk = |hkk|
2cxk + csk , csk = |hkj|
2cxj + cηk , (3)
c˜yk = h
2
kkc˜xk + c˜sk , c˜sk = h
2
kj c˜xj (4)
and j = 3 − k. The signal sk, whose variance and pseudovariance is given above, can be interpreted as
the interference-plus-noise at receiver k. We use X to summarize all parameters that describe the chosen
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5strategy, i.e., X = (cx1 , cx2 , c˜x1 , c˜x2) is the tuple of all transmit variances and pseudovariances. In the
special case of a strategy with proper signaling, both pseudovariances are zero (i.e., c˜x1 = c˜x2 = 0), and
the second summand in (2) vanishes.
To study the rate region that is achievable with pure strategies, we have to find Pareto-optimal pairs
of achievable rates (r1, r2). This can be done by solving the optimization
max
X ,R∈R
R s. t. rk(X ) ≥ ρkR, ∀k (5a)
0 ≤ cxk ≤ Pk, ∀k (5b)
|c˜xk | ≤ cxk , ∀k (5c)
where ρ = [ρ1, ρ2]
T = [β, 1−β]T for various β ∈ [0; 1]. This kind of optimization is called rate balancing
[24] and the vector ρ is sometimes referred to as rate profile vector [25]. Its entries ρk define relative
rate targets of the two users, and the optimal value of R is the highest possible common scaling factor
that still leads to a feasible pair of rates. If ρ1 + ρ2 = 1, the value of R equals the sum rate that is
achieved by the obtained strategy. Without loss of generality, we assume that ρ is chosen in this manner.
Due to the second constraint (5b), it is ensured that the average transmit power of user k is nonnegative
and does not exceed Pk. The last constraint (5c) is a requirement that has to be fulfilled by any valid
combination of variance and pseudovariance (see, e.g., [20]).
B. Time-Sharing
The alternative to pure strategies is that an algorithm for transceiver design delivers multiple transmit
strategies along with weighting factors τℓ that indicate which fraction of the total time the ℓth strategy
should be employed. This concept is generally referred to as time-sharing or coded time-sharing (e.g.,
[11]). The rate balancing optimization with time-sharing can be formulated as
max
X (ℓ),L∈N,R∈R
τ≥0:1Tτ=1
R s. t.
L∑
ℓ=1
τℓrk(X
(ℓ)) ≥ ρkR, ∀k (6a)
L∑
ℓ=1
τℓc
(ℓ)
xk
≤ Pk, ∀k (6b)
0 ≤ c(ℓ)xk , ∀k, ∀ℓ (6c)
|c˜ (ℓ)xk | ≤ c
(ℓ)
xk
, ∀k, ∀ℓ (6d)
where X (ℓ) = (c
(ℓ)
x1 , c
(ℓ)
x2 , c˜
(ℓ)
x1 , c˜
(ℓ)
x2 ) are the transmit (pseudo)variances employed in the ℓth strategy and τ =
[τ1, . . . , τL] is the vector of time-sharing weights. If we interpret time-sharing as subsequent application of
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6L strategies, these weights correspond to the lengths of the time intervals. In an alternative interpretation
from [12], a time-sharing parameter Q ∈ {1, . . . , L} randomly decides which strategy is employed [12],
and τℓ specifies the probability that the strategy Q = ℓ is chosen.
C. Convex Hull
Many researchers have accounted for the possibility of time-sharing by first deriving a method for
optimizing pure strategies and then taking the convex hull of the rate region obtained with pure strategies
(e.g., [4], [6], [7], [22]). However, it was pointed out in [12] that this does not exploit the full potential
of time-sharing.
The reason for this is that taking the convex hull of the rate region can be interpreted as averaging the
achievable data rates over several operation points while respecting the power constraints individually in
each operation point, i.e.,
max
X (ℓ),L∈N,R∈R
τ≥0:1Tτ=1
R s. t.
L∑
ℓ=1
τℓrk(X
(ℓ)) ≥ ρkR, ∀k (7a)
c(ℓ)xk ≤ Pk, ∀k, ∀ℓ (7b)
0 ≤ c(ℓ)xk , ∀k, ∀ℓ (7c)
|c˜ (ℓ)xk | ≤ c
(ℓ)
xk
, ∀k, ∀ℓ. (7d)
However, for coded time-sharing as discussed, e.g., in [12], these constraints are only required to be
fulfilled on average. Consequently, the convex hull formulation is more restrictive, which can be seen by
comparing (6b) to (7b), and might thus not achieve the complete time-sharing rate region.
D. Comparison
If the aim is to optimize a time-sharing strategy, we cannot first optimize pure strategies for fixed
transmit power limitations and account for time-sharing afterwards. Due to the possibility of averaging
the transmit powers, it is not clear a priori under which transmit power constraints the pure strategies
should be optimized. Instead, we have to account for the possibility of time-sharing already in the
optimization procedure.
At first glance, one might get the impression that time-sharing leads to undesirable fluctuations of the
transmit powers since the power constraints are fulfilled only on average. To understand whether or not
this is an issue, we need to recall that even the power constraint (5b) in the case of pure strategies is an
average power constraint since it restricts the expected value of the squared transmit signal and not the
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7peak value. As Gaussian codebooks are assumed in all the abovementioned studies based on Shannon
rates, the fluctuations of the instantaneous transmit powers can thus be significant even in case of pure
strategies. This result carries over to the case where the convex hull is taken.3
The relaxed power constraints in the time-sharing formulation are indeed an additional source for
fluctuations of the transmit powers. However, there is no need that the various strategies ℓ = 1, . . . , L
are applied one after another. In the coded time-sharing formulation based on a time-sharing parameter
Q, it is randomly decided on a per-symbol basis which of the strategies is applied (see [12]). From a
technical perspective, this could be approximated by interleaving transmit symbols belonging to different
strategies in a fixed pseudorandom ordering. If we take this perspective on time-sharing, the fluctuations
of the transmit powers are short-term fluctuations, just like in the case of pure strategies or in case of
the convex hull formulation.
E. Remark on Symbol Extensions
All rate expressions given above can be extended to include the possibility of symbol extensions
(see, e.g., [3], [14]–[16], [26]). However, we have omitted this possibility since we show below that
symbol extensions do not bring any advantage in the considered scenario. Indeed, several publications
have previously studied potential gains by symbol extensions in the real-valued interference channel [16],
[26], [27], and it was shown that symbol extensions do not bring an advantage in the case of Gaussian
signals and TIN with coded time-sharing [16]. However, these existing publications have not studied the
complex interference channel, where the possibilities of symbol extensions and improper signals need to
be considered jointly. Thus, one part of proving Theorem 1 in the next section is to extend this result to
complex settings. For the sake of a clear presentation of the main ideas, the main part of the paper gives
intuitive justifications without considering symbol extensions while formal proofs including the aspect of
symbol extensions are deferred to the appendix.
III. MAIN RESULT
For the rate region with pure strategies as well as for its convex hull, is has been observed that improper
signaling can lead to a larger region than proper signaling (see the summary in Section I). The following
theorem shows that this result changes when considering the rate region with coded time-sharing.
3Accordingly, the convex hull formulation was called time-sharing under short-term average power constraints in [23] while
coded time-sharing was called time-sharing under long-term average power constraints.
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8Theorem 1. Consider the two-user Gaussian interference channel (1) with Gaussian input signals under
power constraints (6b), and assume that interference is treated as noise. Then, the whole time-sharing
rate region R can be achieved using proper input signals without symbol extensions.
The proof is established by combining three Lemmas that are stated and proven below. Lemma 1
introduces an enhanced interference channel whose rate region R¯ contains the whole original rate region
R. Lemma 2 shows that the rate regions of both systems under a restriction to proper signaling without
symbol extensions, i.e., Rproper and R¯proper, coincide. Finally, Lemma 3 shows that proper signaling
without symbol extensions achieves the whole rate region of the enhanced system, i.e., R¯proper is the
same as R¯.
Proof of Theorem 1: By Lemmas 1, 2, and 3, we have R ⊆ R¯ = R¯proper = Rproper, where R¯
is defined in Lemma 1, and the subscript proper denotes the respective rate region under a restriction to
proper input signals without symbol extensions. On the other hand, it is clear that Rproper ⊆ R. This
shows that Rproper = R.
Lemma 1. Let R¯ denote the time-sharing rate region of the modified interference channel
y1 = |h11|x1 + |h12|x2 + η1 (8a)
y2 = |h21|x1 + |h22|x2 + η2 (8b)
under the same assumptions as in Theorem 1. Then, R ⊆ R¯.
The following intuitive justification focuses on the main novelty in the proof, namely on how to deal
with the different phases in a complex setting. The formal proof of Lemma 1 including the possibility
of symbol extensions is presented separately in the appendix.
In the original interference channel (1), let4 c˜xk = κxke
jϕk , ∀k with the nonnegative impropriety
coefficient κxk ≥ 0. We note that |c˜sk |
2 = |hkj|
4κ2xj , so that the only dependence of rk(X ) from (2) on
ϕk, ϕj and on the phases of the channel coefficients is via c˜yk . Moreover, we have
|c˜yk |
2 = |h2kk c˜xk + h
2
kj c˜xj |
2
≥
∣∣|h2kkc˜xk | − |h2kj c˜xj |∣∣2
=
∣∣|hkk|2κxk − |hkj|2κxj ∣∣2 (9)
4The time slot index ℓ can be omitted for the sake of brevity whenever we consider only a particular time slot.
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9with equality if
∠(h2kk c˜xk) = π + ∠(h
2
kj c˜xj ) ⇔ ϕk = π + ϕj + ∠(h
2
kjh
−2
kk ). (10)
An upper bound to the rate rk(X ) is thus given by
r¯k(X ) = log2
(
cyk
csk
)
+
1
2
log2
(
1− c−2yk
∣∣|hkk|2κxk − |hkj |2κxj ∣∣2
1− c−2sk |hkj|4κ2xj
)
. (11)
This upper bound neither depends on ϕk, ϕj nor on the phases of the channel coefficients. To see that it is
indeed an upper bound, note that the rate expression (2) is non-increasing in |c˜yk |
2 since the denominator
of the second summand in (2) is positive due to c2sk > |c˜sk |
2 (see [6, Lemma 3]).
As the upper bound r¯k(X ) does not depend on the phases of the channel coefficients, it is equal for
the original interference channel (1) and for the enhanced interference channel (8). A choice of ϕ1 and
ϕ2 that achieves equality in (11) for both users simultaneously exists if ∠(h12h
−1
11 ) = −∠(h21h
−1
22 ). This
condition is fulfilled in (8), but not necessarily in (1). Thus, for any time-sharing solution with ϕ1 and ϕ2
being chosen optimally in each strategy, the average rates achieved in the enhanced interference channel
are at least as high as in the original system. This is the statement of Lemma 1.
The idea of channel enhancement has previously been used, e.g., to study the MIMO broadcast channel
[28], the MIMO wiretap channel [29], and the MIMO relay channel [30]. In all these cases, the authors
increased channel gains (or, equivalently, reduced noise) in a way that the resulting scenarios became
degraded. The enhanced channel constructed here is different in several respects. First of all, the objective
is not making MIMO scenario degraded. Instead a single-input single-output (SISO) scenario is modified
in a way that we obtain a standard form with real-valued channels (which is otherwise impossible except
in special cases such as the one-sided interference channel). Moreover, the enhancement is performed
without changing the magnitude of any channel coefficient, but only by adapting the phases, and it is
remarkable that the obtained system can still be proven to be always superior or equal to the original
one.
Lemma 2. Assume a constraint that all transmit signals have to be proper without symbol extensions,
and let Rproper and R¯proper denote the resulting time-sharing rate regions of (1) and (8), respectively.
Then, under the assumptions of Theorem 1, Rproper = R¯proper.
Proof: If c˜x1 = c˜x2 = 0, rk(X ) does not depend on the phases of the channel coefficients.
Lemma 3. For the enhanced interference channel (8) under the assumptions of Theorem 1, proper signaling
without symbol extensions achieves the whole time-sharing rate region, i.e., R¯proper = R¯.
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We again give an intuitive justification without considering the possibility of symbol extensions and
defer the formal proof to the appendix. We switch to the composite real representation, where complex
vectors b and linear operations b 7→ Ab (with a complex matrix A) are represented by
bˇ =

ℜb
ℑb

 bˇ 7→

ℜA −ℑA
ℑA ℜA

 bˇ. (12)
For further details, see, e.g., [31]. If b is a random vector with covariance matrix Cb and pseudocovariance
matrix C˜b , its composite real covariance matrix (i.e., the covariance matrix of bˇ) is given by (e.g., [32])
Cbˇ =
1
2



ℜCb −ℑCb
ℑCb ℜCb

+

ℜC˜b ℑC˜b
ℑC˜b −ℜC˜b



 . (13)
Since the enhanced interference channel (8) has real-valued channel coefficients, its composite real
representation based on (12) reads as
yˇ1 =

|h11| 0
0 |h11|

 xˇ1 +

|h12| 0
0 |h12|

 xˇ2 + ηˇ1 (14)
yˇ2 =

|h21| 0
0 |h21|

 xˇ1 +

|h22| 0
0 |h22|

 xˇ2 + ηˇ2 (15)
with real-valued Gaussian noise ηˇk ∼ N (0,
cηk
2 I2), ∀k. This description is mathematically equivalent to
a symbol extension over two symbols in a real-valued system with constant channels.
For such a real-valued setting, it was shown in [16, Th. 2] that diagonal covariance matrices are optimal.
As (13) yields
C
(ℓ)
xˇk
=
1
2

c(ℓ)xk + ℜc˜ (ℓ)xk ℑc˜ (ℓ)xk
ℑc˜
(ℓ)
xk c
(ℓ)
xk −ℜc˜
(ℓ)
xk

 (16)
this means that we can directly set5 ℑc˜
(ℓ)
xk = 0, so that
C
(ℓ)
xˇk
=
1
2

c(ℓ)xk + c˜ (ℓ)xk 0
0 c
(ℓ)
xk − c˜
(ℓ)
xk

 =:

p(ℓ)k,1 0
0 p
(ℓ)
k,2

 (17)
Moreover, as remarked in [16, Sec. III], any rate achievable with the covariance matrices (17) can also
be achieved by time-sharing over strategies without symbol extensions (equivalent to p
(ℓ)
k,1 = p
(ℓ)
k,2). To see
5An alternative derivation is as follows. In the enhanced interference channel (8), it is optimal to choose ϕ1 = π + ϕ2 so
that the upper bound (11) is achieved. We can thus use r¯k from (11) as rate expression in the enhanced system. As r¯k does not
depend on ϕ1 and ϕ2, we may choose ϕ2 = 0 w.l.o.g., so that c˜x1 = −κx1 ≤ 0 and c˜x1 = κx2 ≥ 0 are both real-valued.
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why this is true, we can use a similar argument as in [26] and use L′ = 2L time slots with τ ′ℓ = τ⌈ℓ/2⌉/2
in (6), and we can then set
p
′(ℓ)
k,1 = p
′(ℓ)
k,2 =


p
(⌈ℓ/2⌉)
k,1 , ℓ odd,
p
(⌈ℓ/2⌉)
k,2 , ℓ even.
(18)
This does not change the value on the left hand side of (6b), and since the diagonal covariance matrices
C
(ℓ)
xˇk
lead to
r¯
(ℓ)
k =
2∑
n=1
1
2
log2

1 + |hkk|2p(ℓ)k,n
cηk
2 + |hkj|
2p
(ℓ)
j,n

 (19)
the value on the left hand side of (6a) remains unchanged as well.
Translating this back to the complex representation by means of (17), we obtain a strategy which, for
all time slots ℓ, fulfills
c′(ℓ)xk + c˜
′(ℓ)
xk
= c′(ℓ)xk − c˜
′(ℓ)
xk
⇔ c˜ ′(ℓ)xk = 0. (20)
Therefore, there always exists a solution to (6) with vanishing pseudovariances in all time slots, i.e., with
proper signaling. By extending this argumentation to also consider the possibility of symbol extensions
in the complex setting (see the formal proof in the appendix), we obtain the statement of Lemma 3,
which completes the proof of the main result.
IV. ALGORITHMIC SOLUTION
Having established that proper Gaussian signals are the optimal Gaussian signals in the two-user
interference channel with TIN, we are interested in calculating the corresponding achievable rate region
with coded time-sharing. To this end, we consider the Lagrangian dual problem (e.g., [33], [34]) of (6).
This is a valid approach since it is easy to verify that the so-called time-sharing condition from [35] is
fulfilled for this problem, which implies that its duality gap vanishes even though the rate expressions are
nonconcave [35]. This zero-duality-gap property is also confirmed in Section IV-B, where we recover a
solution to the primal problem.
Let p(ℓ) = [p
(ℓ)
1 , p
(ℓ)
2 ]
T, and define the rate with proper signals as rk(p) := rk(X )|X=(p1,p2,0,0) with
rk(X ) from (2). For the case of proper signals, the constraint (6d) can be dropped. We introduce the
dual variables µ = [µ1, µ2]
T and λ = [λ1, λ2]
T, and we dualize the constraints (6a)–(6b) to obtain the
dual problem
min
µ≥0
λ≥0
max
L∈N,R∈R
(τ≥0):1Tτ=1
max
(p(ℓ)≥0)∀ℓ
Θ (21)
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with the Lagrangian function
Θ = R +
2∑
k=1
(
µk
(
L∑
ℓ=1
τℓ rk(p
(ℓ))− ρkR
)
+ λk
(
Pk −
L∑
ℓ=1
τℓ p
(ℓ)
k
))
. (22)
The reformulation
Θ =
(
1−
2∑
k=1
µkρk
)
R +
2∑
k=1
λkPk +
L∑
ℓ=1
τℓ
2∑
k=1
(
µk rk(p
(ℓ))− λkp
(ℓ)
k
)
(23)
reveals that the outer minimization must choose µ in a way that ρTµ = 1. Otherwise, the maximization
over R would be unbounded, which would clearly not be optimal in terms of the minimization over µ.
For the inner maximization over p(ℓ), we have to solve
max
p(ℓ)≥0
fµ,λ(p
(ℓ)) (24)
with
fµ,λ(p
(ℓ)) =
2∑
k=1
(µk rk(p)− λkpk) . (25)
Since the objective function and the constraint set are the same for all ℓ, there exists a solution in which
the optimizer of (24) is the same for all ℓ. We can thus write
p⋆(µ,λ) = argmax
p≥0
fµ,λ(p) (26)
without a dependence on ℓ.
Consequently, the dual problem simplifies to
min
µ≥0,λ≥0
ρTµ=1
max
L∈N
(τ≥0):1Tτ=1
2∑
k=1
λkPk + fµ,λ(p
⋆(µ,λ))
L∑
ℓ=1
τℓ. (27)
Since
∑L
ℓ=1 τℓ = 1 is a constant, the maximum operator can be dropped, i.e., we have to solve
min
µ≥0,λ≥0
ρTµ=1
2∑
k=1
λkPk + fµ,λ(p
⋆(µ,λ)). (28)
In the following subsections, we first discuss how this outer minimization can be solved and how an
optimal solution of the primal problem (6) can be reconstructed from the dual solution. Afterwards, we
discuss a method to solve the inner problem (26).
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A. Outer Problem
To solve the outer minimization, we can apply the cutting plane method [34], [36], which successively
refines a lower bound that is obtained by a relaxation of (28). To this end, we first introduce a slack
variable z and rewrite the problem as
min
µ≥0,λ≥0,z∈R
ρTµ=1
z s. t. z ≥
2∑
k=1
λkPk + fµ,λ(p) ∀p ≥ 0. (29)
This is equivalent to (28) since the maximizer p⋆(µ,λ) in (28) corresponds to the value of p that leads
to the strictest inequality in (29) due to fµ,λ(p
⋆(µ,λ)) ≥ fµ,λ(p) for all p ≥ 0.
A relaxed version of the problem can now be obtained by replacing the uncountable constraints on z
by a finite set of constraints, i.e.,
min
µ≥0,λ≥0,z∈R
ρTµ=1
z s. t. z ≥
2∑
k=1
λkPk + fµ,λ(p
(ℓ)) ∀ℓ ∈ {1, . . . , L} (30)
with given constants p(ℓ) for ℓ ∈ {1, . . . , L}. As a consequence, fµ,λ(p
(ℓ)) is a linear function of µ and
λ, and the relaxed problem (30) is a linear program, for which efficient standard solvers can be used.
By solving the relaxed problem, we obtain a lower bound to the optimal value of (28). This bound
can be refined by increasing L, i.e., by adding further constants p(ℓ), and it gets eventually tight if
p(ℓ) = p⋆(µ⋆,λ⋆) for some ℓ, where (µ⋆,λ⋆) is the optimizer of (28).
The cutting plane method [34], [36] summarized in Algorithm 1 is based on this idea of successive
refinement of the lower bound. Convergence of the generated sequence z(L), L = 2, 3, . . . to the optimal
value of (28) can be concluded from the convergence proof in [36]. To check for convergence, we can
use an upper bound to the optimal value of (28) that is obtained by setting p(ℓ) = p⋆(µ(ℓ),λ(ℓ)) for some
(µ(ℓ),λ(ℓ)) and by calculating the achievable value
Ψℓ =
2∑
k=1
λ
(ℓ)
k Pk + fµ(ℓ),λ(ℓ)(p
(ℓ)). (31)
To initialize the cutting plane method, we can set p(1) to an arbitrary feasible transmit strategy, e.g.,
pk,n =
1
2Pk for all k.
B. Primal Recovery
As described in [34], a possible method to recover a primal solution, i.e., a solution to the original
problem (6), is to consider the dual linear program of the cutting plane problem (30). This problem reads
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Algorithm 1 Cutting Plane Method for Problem (28)
Given L = 1 and an initialization p(1):
1) Solve the linear program (30) and store the optimizer in (µ(L+1),λ(L+1), z(L+1)).
2) Solve (26) to obtain p(L+1) ← p⋆(µ(L+1),λ(L+1)).
3) Set L← L+ 1, and repeat Steps 1) and 2) until minℓ∈{2,...,L} Ψℓ − z
(L) ≤ ǫCP.
as
max
τ≥0,R∈R
min
µ≥0,λ≥0,z∈R
(32)
R+ z(1− 1Tτ ) +
2∑
k=1
λk
L∑
ℓ=1
τℓ
(
Pk − p
(ℓ)
k
)
(33)
+
2∑
k=1
µk
(
−Rρk +
L∑
ℓ=1
τℓ rk(p
(ℓ))
)
(34)
where we have introduced the dual variable R for the constraint ρTµ = 1 and the dual variables
τ = [τ1, . . . , τL]
T for the constraints on z. Since τ and R have to be chosen in the outer maximization
in a way that avoids that the inner minimization is unbounded, we obtain the following reformulation
with three new constraints:
max
τ≥0,R∈R
1
Tτ=1
R s. t.
L∑
ℓ=1
τℓ rk(p
(ℓ)) ≥ ρkR, ∀k (35)
L∑
ℓ=1
τℓ p
(ℓ)
k ≤ Pk, ∀k. (36)
As linear programs have zero duality gap, (35) has the same optimal value as (30), which converges
to the optimal value of (28). This optimum is an upper bound to the solution of the original primal
problem (6) since (28) is the Lagrangian dual problem of (6) (weak duality, e.g., [34]). However, since
any solution of (35) clearly corresponds to a feasible strategy in (6), this value is at the same time a
lower bound to the solution of (6). This shows that strong duality holds for (6), i.e., the duality gap is
zero, which is in line with the general considerations about the optimization of time-sharing strategies
in [35].
The number of strategies L is obtained from the execution of the cutting plane algorithm. In principle,
this number can be arbitrarily high, but usually, only a small number of strategies obtain nonzero time-
sharing weights τℓ when solving (35). As time-sharing can be interpreted as a convex hull operation
on a connected set in a rate-power-space with 4 dimensions, an extension to the Carathéodory Theorem
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discussed in [37] implies that there always exists an optimal solution of (6) that requires no more than
4 active strategies.
V. ALGORITHMIC SOLUTION TO THE INNER PROBLEM
The remaining missing element to compute a solution to problem (6) is a solver for the inner problem
(26). In this section, we propose to apply the branch-and-bound algorithm [38, Sec. 6.2] to obtain an
ǫ-optimal solution, i.e., a solution that is no more than ǫ away from the global optimum of (26).
A. Monotonicity Bounds
By plugging in the expression for rk(p) into (25), we obtain
f(p) =
2∑
k=1
(
µk log2
(
1 +
|hkk|
2pk
cηk
2 + |hkj|pj
)
− λkpk
)
(37)
where we have used f as an abbreviation for fµ,λ. We introduce the extended function
F (x,y) =
2∑
k=1
(
µk log2
(
1 +
|hkk|
2xk
cηk
2 + |hkj|
2yj
)
− λkyk
)
(38)
which is obviously nondecreasing in x = [x1, x2]
T ≥ 0 and nonincreasing in y = [y1, y2]
T ≥ 0. In the
following, we establish an upper and a lower bound that are based on these monotonicity properties.
The inequality
f(p) = F (p,p) ≤ F (b,a)︸ ︷︷ ︸
=:U([a; b])
, ∀p ∈ [a; b] (39)
can serve as an upper bound to the best possible solution when p is restricted to a box B = [a; b] =
{p | a ≤ p ≤ b}. Even though this is an utopian bound, i.e., there is usually no p for which equality
holds in (39), it becomes tight for b− a→ 0.
On the other hand, the optimal function value inside a box B = [a; b] can be bounded from below
by the achievable value
A([a; b]) := F (a,a) = f(a) ≤ max
p∈[a; b]
f(p). (40)
B. Branch-And-Bound Solution
The main idea of the branch-and-bound algorithm [38, Sec. 6.2] is that subdividing a box Bˆ = [aˆ; bˆ]
into a pair of smaller boxes B1 and B2 leads to refined bounds, which ultimately become tight if the
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boxes converge to singletons. The subdivision can be performed using the adaptive bisection rule [38,
Sec. 6.2]
B1 =
[
aˆ; bˆ−
bˆk⋆ − aˆk⋆
2
ek⋆
]
(41)
B2 =
[
aˆ+
bˆk⋆ − aˆk⋆
2
ek⋆ ; bˆ
]
(42)
where ek is the kth canonical unit vector, and
k⋆ = argmax
k∈{1,2}
bˆk − aˆk. (43)
The intuitive interpretation of this rule is that the box Bˆ = [aˆ; bˆ] is cut along its longest edge into two
subboxes.
The branch-and-bound algorithm is summarized in Algorithm 2. For a proof that the procedure
converges to an ǫ-optimal solution, see [38, Sec. 6.2]. A possible initialization is discussed in the next
subsection.
Algorithm 2 Branch-and-Bound Method for Problem (26)
Given an initial set B = {B0} such that the optimizer is contained in the box B0:
1) Find the box with the highest upper bound, i.e., Bˆ = argmaxB∈B U(B) with U defined in (39).
2) Replace B by6(B \ {Bˆ}) ∪ {B1,B2} using (41)–(42).
3) Repeat Steps 1) and 2) until maxB∈B U(B)−maxB∈BA(B) ≤ ǫ with A defined in (40).
4) Return the vector p that achieves maxB∈BA(B).
C. Initialization
We introduce fˆ(p) =
∑2
k=1 fˆk(pk) with
fˆk(pk) = µk log2
(
1 +
|hkk|
2pk
cηk
2
)
− λkpk (44)
where we have neglected the inter-user interference. This results in an upper bound, i.e., fˆ(p) ≥ f(p).
The functions fˆk(pk) are concave, and they tend to −∞ for large values of pk since the logarithm
grows sublinearly. Due to these properties, it is possible to find fˆmax,k = maxpk≥0 fˆk(pk) for all k by
6We use \ to denote a set difference.
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means of convex programming, and we can apply a simple root finding method to obtain a value p0,k
such that fˆk(pk) + fˆmax,j ≤ 0, ∀pk ≥ p0,k with j = 3− k.
7
If pk ≥ p0,k for any k, we have f(p) ≤ fˆ(p) ≤ 0. It is thus clear that f takes its maximum inside
B0 = [0; p0], where p0 = [p0,1, p0,2]
T. Therefore, B = {B0} with B0 = [0; p0] can be used as an
initialization for the branch-and-bound method.
D. Related Literature and Remarks on the Complexity
Algorithms from the field of monotonic optimization have been previously applied in various
communication scenarios, e.g., the polyblock method in [39]–[45] and the branch-and-bound method
in [46]–[49].
The concept of combining Lagrange duality with a monotonic optimization method for evaluating the
dual function was proposed in [40], [41] based on the polyblock method, and adopted in [47] using the
branch-and-bound method. A common point of [40], [41], [47] is that a rate space formulation was used,
i.e., the per-user rates were used as optimization variables. This means that an inner loop for finding
a feasible transmit strategy has to be executed for each rate vector that the polyblock or branch-and-
bound algorithm considers during its execution. In this paper, we have instead formulated a monotonic
optimization problem based on the transmit powers, so that the bounds can be explicitly calculated without
an inner iteration. A similar approach as the one considered here was pursued in [50] for a multiple-input
single-output broadcast channel with TIN.
A particularity of solving problem (26) with the branch-and-bound method is that there is no upper
bound on the transmit powers since the power constraints of the original time-sharing problem (6) have
been dualized. This effect does not occur when optimizing pure strategies (5) or strategies based on the
convex hull formulation (7). Thus, the initialization could simply be constructed based on the constraint
set in most of the papers referenced above. Intuitively speaking, time-sharing would in principle allow
us to use arbitrarily high transmit powers if the respective strategy is used only for a very short fraction
of the total time. This leads to the additional complication of having to find an appropriate initial box
based on properties of the objective function instead of based on the constraints (see Section V-C). Other
examples where such a procedure is necessary can be found in [47], [50].
7Note that constructing p0,k such that fˆk(pk) ≤ 0 for pk ≥ p0,k would not be sufficient since this would only guarantee that
fˆ(p) ≤ 0 if pk ≥ p0,k holds for all k. In the following, we instead need that fˆ(p) ≤ 0 is already guaranteed if pk ≥ p0,k
holds for some k.
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It needs to be mentioned that the monotonic optimization methods discussed above have in common
that they are not adequate for online implementation due to their high computational complexity, which
grows exponentially in the number of optimization variables. However, due to the non-convex nature of
the considered problems, no globally optimal solution methods with lower computational complexity are
known. Therefore, applying monotonic optimization makes sense as a benchmark solution for evaluating
the performance of heuristic methods in offline simulations, or for producing numerical results needed to
understand or illustrate fundamental aspects of the considered system. Moreover, the problem considered
in this paper has only two optimization variables (namely the transmit powers of the two users), so that
the overall computational effort remains manageable.
VI. NUMERICAL RESULTS
To illustrate the statement of Theorem 1 and the application of the proposed optimization method, let
us reconsider a numerical example from [1]. In contrast to [1], where the numerical results were used
to study the globally optimal time-sharing solution only under a restriction to proper signaling, we now
know from Theorem 1 that this solution coincides with the globally optimal time-sharing solution for
the case where improper signaling is allowed. This enables us to give much stronger statements in the
interpretations of the results.
To allow for a simple comparison with the existing literature, we reconsider the numerical example
from [6, Fig. 3], where the channel realization
h11 = 2.0310 e
−j0.6858 h12 = 1.4766 e
j2.6452 (45)
h21 = 0.7280 e
j1.9726 h22 = 0.9935 e
−j0.6676 (46)
was assumed with the same transmit power limitation for both users and a signal-to-noise ratio of 10dB
(transmit power over receiver noise).
Under a restriction to pure strategies with proper signaling, it is possible to compute Pareto optimal
strategies in a globally optimal manner (see [6], [51]). By taking the convex hull of the obtained rate
region, the globally optimal rate region for the convex hull formulation with proper signaling can be
obtained. These two rate regions in Fig. 1 can also be found in [6].
Unlike for the case of proper signaling, we are not aware of a method to calculate globally optimal rate
points for the case of pure strategies with improper signaling. As an achievable rate region, we therefore
use the largest improper signaling rate region given in [6], which can be found by means of a grid search
or by random sampling of transmit strategies. The suboptimal algorithms proposed in [6] as well as the
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Figure 1. Achievable rate regions with pure strategies, with the convex hull formulation, and with time-sharing (scenario from
[6, Fig. 3]).
rank-one method from [4] achieve smaller regions.8 In Fig. 1, this curve is again accompanied by its
convex hull.
When considering only these four curves, the conclusion is that improper signaling significantly enlarges
the rate region compared to proper signaling [6]. However, as shown in Theorem 1, this result changes
completely when considering the possibility of applying time-sharing.
To illustrate this, we have added the curve for proper time-sharing, which can be computed up to an
arbitrarily small error tolerance by means of the cutting plane algorithm described in Section IV combined
with the branch-and-bound method from Section V as a solver for the inner problem. The remarkable
result, which was already observed in [1], is that this proper time-sharing solution is not only able to
keep up with the improper convex hull solution, but is even superior. However, due to Theorem 1, we
now obtain an even stronger statement. Even if we allow the combination of improper signaling and
coded time-sharing (instead of taking the convex hull for improper signaling as done in [6]), it is not
8Each of the heuristic approaches discussed in [6] performs well for certain choices of the rate profile vector ρ, but not for
all choices, i.e., not along the whole Pareto boundary. Thus, we have instead plotted the rate region based on a grid search over
all parameters in order to avoid being limited by the suboptimality of the employed heuristic method.
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possible to obtain a larger rate region than with proper signals and coded time-sharing.
VII. DISCUSSION AND OUTLOOK
Using improper signaling instead of proper signaling in the two-user Gaussian interference channel
(with TIN and Gaussian inputs) enlarges the rate region achievable with pure strategies as well as the
convex hull of this rate region. However, we have shown in this paper that the situation changes if we
consider coded time-sharing based on a time-sharing parameter. In this case, proper signaling is optimal,
i.e., it achieves the whole time-sharing rate region, and improper signaling cannot bring any advantages.
To better understand this result, note that improper signaling gives us additional flexibility compared
to proper signaling, and time-sharing gives us additional flexibility compared to pure strategies and to
the convex hull formulation. It was a priori not clear whether combining both kinds of flexibility, i.e.,
improper signaling and time-sharing, is necessary to achieve the full rate region of the two-user Gaussian
interference channel (with TIN and Gaussian inputs). According to Theorem 1, this is not necessary.
An intuitive explanation why this is different in case of the convex hull formulation was given in [23] for
the special case of a one-sided interference channel, and it analogously applies to the system considered
here. When interpreting improper signaling as separately designing two real-valued data streams for
each user, we observe that reducing the power of one of these streams will give us the freedom to
use more power for the other one. The question is thus whether the same can be achieved by instead
averaging between proper signaling strategies over time. In the convex hull formulation, where the rates
are averaged, but not the powers, reducing the transmit power of a user in one time interval will help
the other user by reducing the interference, but it will not allow us to use a higher transmit power in
some other interval. Therefore, using improper signals gives us more flexibility in this respect. On the
other hand, averaging between several strategies over time brings additional flexibility in the sense that
the time-sharing weights, which indicate the lengths of the time slots, can be optimized in addition.
When using coded time-sharing based on a time-sharing parameter, we can do both: we can trade
power between time slots and we can arbitrarily adapt the time-sharing weights. This apparently provides
us with enough flexibility to achieve the whole TIN rate region, and adding further flexibility by allowing
improper signals does not bring any advantages.
However, note that this simplified intuitive argumentation was based on transmit powers only, i.e., it
does not consider the possibility of introducing correlations between the real and imaginary parts of the
transmit symbols, which corresponds to adapting the complex phase of the pseudovariances. Therefore,
this argumentation only applies in the case of a two-user system, for which it has been shown in this
June 27, 2019 DRAFT
21
paper that the phases of the pseudovariances can be chosen such that all impropriety corresponds to
power imbalances between the real and imaginary parts in an equivalent system. For three or more users,
this does not apply since |c˜sk |
2 in the denominator of the second summand of (2) is then no longer
independent of the phases of the pseudovariances and of the channels. Therefore, the argumentation used
in Lemma 1 is no longer possible then.
The fact that the phases clearly matter in the K-user Gaussian interference channel with K > 2 was
already observed in [3], [15]. It was then shown in [3] that improper signaling can be necessary to achieve
the maximum sum degrees of freedom (DOF) in the three-user Gaussian interference channel. Since such
a DOF study is valid regardless of whether or not the powers may be averaged, the result of [3] implies
that improper signaling can bring benefits in the three-user Gaussian interference channel even if coded
time-sharing is allowed. This does not contradict the observations in this paper, which are specific to the
two-user case as explained above.
As the result in [3] was based on a combination of improper signaling and symbol extensions, we have
also verified that symbol extensions do not help in the two-user Gaussian interference channel at least in
the considered case of constant channel coefficients. An extension to time-varying channel coefficients
could be considered in future research.
Further topics that should be considered are whether similar results as in this paper can also be obtained
for MISO, single-input multiple-output (SIMO), and MIMO interference channels with two users. For
all these scenarios, gains by improper signaling can be obtained when pure strategies or the convex hull
formulation are considered, but the combination of improper signaling and coded time-sharing has not
yet been considered in these scenarios. Moreover, extensions to coding schemes other than TIN should be
considered in future research, e.g., to the whole Han-Kobayashi rate region. Finally, studying the interplay
of improper signaling and time-sharing is interesting also for discrete alphabets used in practical systems.
APPENDIX
We provide formal proofs of Lemmas 1 and 3 taking into account the possibility of symbol extensions,
where T channel uses are combined to a single transmission of a T -dimensional extended symbol vector
(see, e.g., [3], [14]–[16], [26]). Note that we only consider scenarios with constant channel coefficients
in this paper.
Proof of Lemma 1: The achievable rate with possibly improper signals and symbol extensions can
be expressed in an equivalent 2T ×2T real-valued MIMO system [32] with transmit covariance matrices
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Q1 and Q2. We have [52]
rk =
1
2T
log2
det(σ2I2T +HkkQkH
T
kk +HkjQjH
T
kj)
det(σ2I2T +HkjQjH
T
kj)
(47)
and the channel matrices can be written in analogy to (12) as
Hij = IT ⊗

cos θij − sin θij
sin θij cos θij


︸ ︷︷ ︸
=:Uij
|hij |︸︷︷︸
=:αij
(48)
where ⊗ is the Kronecker product. Note that U−1ij = U
T
ij . Using the eigenvalue decomposition Qk =
VkΦkV
T
k , ∀k, we then have
rk =
1
2T
log2
det(σ
2
2 I2T +HkkVkΦkV
T
k H
T
kk +HkjVjΦjV
T
j H
T
kj)
det(σ
2
2 I2T +HkjVjΦjV
T
j Hkj)
(49a)
=
1
2T
log2
det(σ
2
2 I2T + |αkj|
2Φj + |αkk|
2V Tj U
T
kjUkkVkΦkV
T
k U
T
kkUkjVj)
det(σ
2
2 I2T + |αkj |
2V Tj U
T
kjUkjVjΦj)
(49b)
=
1
2T
log2
det(Dk) det(I2T + |αkk|
2D−1k WkΦkW
T
k )
det(Dk)
≤
1
2T
log2 det(I2T + |αkk|
2D−1k Φ˜k) =: r¯k
(49c)
where
Wk = V
T
j U
T
kjUkkVk, Dk =
σ2
2
I2T + |αkj |
2Φj (50)
and the diagonal matrix Φ˜k is a reordered version of Φk that is arranged in a way that the ith largest
entry of Φ˜k is at the same position as the ith smallest entry of Dk. The bound is due to the Hadamard
inequality [53, Sec. 7.8] and due to the optimal ordering of Φ˜k, which can be shown in analogy to the
optimality of channel pairing in the relay scenario in [54].9
This upper bound r¯k does not depend on Uij or on Vk, and it is achievable for both users simultaneously
if we can find V1 and V2 such that V
T
2 U
T
12U11V1 = I2T = V
T
1 U
T
21U22V2. This is the case if
UT21U22U
T
21U11 = I2T (51)
9The main argument can be summarized as follows. Let x1 ≥ x2 ≥ 0, y1 ≥ y2 > 0, and a > 0. Then, log(1 + a
x1
y1
) +
log(1 + ax2
y2
) ≤ log(1 + ax1
y2
) + log(1 + ax2
y1
) is equivalent to 1 + ax1
y1
+ ax2
y2
+ a2 x1x2
y1y2
≤ 1 + ax1
y2
+ ax2
y1
+ a2 x1x2
y2y1
⇔
(x1 − x2)(
1
y1
− 1
y2
) ≤ 0, which is fulfilled.
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which is fulfilled for the real-valued channel coefficients in (8), but not necessarily for the original system
in (1).10
As the upper bound r¯k does not depend on the phases of the channel coefficients in Uij , it is equal for
the original interference channel (1) and for the enhanced interference channel (8), but it can be achieved
with equality in the enhanced system.
Proof of Lemma 3: In the proof of Lemma 1, we have already shown using (49c) that the optimal
rates r¯k in the enhanced system (8) can be achieved with diagonal covariance matrices by choosing
V1 = V2 = I2T . We have
11
r¯
(ℓ)
k =
1
2T
2T∑
t=1
log2

1 + |αkk|2Φ(ℓ)k,t
σ2
2 + |αkj|
2Φ
(ℓ)
j,t

 (52)
for the rate in the ℓth strategy, and the power constraint (6b) has to be replaced by
L∑
ℓ=1
τℓ
1
2T
tr[Φ
(ℓ)
k ] ≤ Pk, ∀k. (53)
Using a similar argument as in [26], we can use L′ = 2TL time slots with τ ′ℓ = τ⌈ ℓ
2T
⌉/(2T ) in (6),
and we can then set
Φ
′(2T (ℓ−1)+s)
k,t = Φ
(ℓ)
k,s, ∀t ∈ {1, . . . , 2T} (54)
for all s ∈ {1, . . . , 2T}, ℓ ∈ {1, . . . , L}, and k ∈ {1, 2}. This does not change the value on the left
hand side of (53), and using (52) as rate expression, the left hand side of (6a) remains unchanged as
well. Thus, there always exists an optimal solution with scaled identity matrices as covariance matrices.
Taking (13) into consideration, this corresponds to a strategy without symbol extensions and vanishing
pseudovariances in each time slot.
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