
































































































































































































































































































































（5．1）　　　　P≡ p1 Q＝ Q1
pi Qi
p皿 Q皿
where　　　　　Pi≡〔P（x’lx雪ai）〕　and　Qi≡〔P（y’lx＝ai）〕．
Note　that　Pi　and　Qi　are　row　Yectors　which　represent，respectively　the
conditional　probabilities　of　x’and　yl　given　x＝ai，The　combined
matrix　resulted　from　P　and　Q，denoted　by　R，can　be　obtained　by
app1ying　row－wise　Kronecker　products　as　follows：
（5．2） p1xQ1
p丘xQi
pmxQ皿
Sy㎜bo1⑭means　modlfled　Kronecker　pmユuct．Thls　modiflcation　is
necessa町to　avoid　products　such　as　Pi　x　Qj　for　i≠j．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　811
　28
　　　The　case　of　fmctiona1re1ation　between　messages　can　be　treated
similarly．A　sIight　difference　arises　from　the　fact　that　processor　Q
receives　two　input　messages　t　and　Y　as　i11ustrated　in　Fig．4．3．Matrix
Pispartitionedintomrowvectorswhi｝ematrixQintomsub－mat・
riCeS，i．e．，
（5．3）　　　P＝　　　P1
where
pi
p皿
Q＝　　Q1
Qi
Q工n
P’…〔P（〆，t＝a’）〕andQ’≡（；二、1：二1ニニ：〕
The　combined　matrix　R　can　be　computed　as　given　by（5．2．2）．It　is
important　to　note　that　the　Kronecker　product　Pi　x　Qi　foms　row　vec－
tor　by　matrix　mu1tip1ication．
　　　We　haYe　a　more　genera1example　of　mixed　coupling（part1y
overlapping）when　P　and　Q　share　an　identical　input　message　while
each　receives　an　individua1message，as　illustrated　by　Fig．5．1．
For　instance，two　members　P　and　Q　in　a　fim’s　department　of　finance
specialize　in　stocks　and　bonds，respective1y．
　　　　　　　　　　　　　　　Fig．5．1　Example　of　Mixed　Coupling
P　receives　his　input　from　the　analyst　of　stocks　who　sends　him，as
the　message　u，infomation　about　future　prices　and　yie1ds　of　indivi－
dua1stocks　Simlarly，Q　rece1ves　h1s　mput　message　v　about　future
bond　prices　from　the　inquirer　of　bonds．But，in　addition，both　receive
　812
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infomation　about　some　general　characteristics　of　future　economy．
The　tasks　of　P　and　Q　are　to　decide　the　do11ar▽o1ume　of　funds　to　be
invested　in　stocks　and　in　bonds，respectively．
　　　Since　P　and　Q　receiv・e　more　than　one　input　message，both　are
partitionedintomsub－matrices，i．e・，
（5．4）　　　P＝　　P1
where
pi
p皿
Q＝　　Q1
Qi
Q皿
P’「；：lll：：ll：1ニニ：〕andQ「；：lll：llll1ニニ：〕
The　combined㎜atrix　R，which　represents　conditiona1probabilities　of
x’and　yl　given　t，u　and　v，is　created　by　augmenting　matrix　by　ma－
trix　Kronecker　product　Pi×Qi　for　i＝1，……，m，as　given　by（5．2）一
YI．Some　More　Comp1ex　Networks：Multip1e　Processors
　　　　　in　Paral1el
　　　We　have　shown　that　the　ordinary　and　modified　Kronecker　pro－
ducts　are　app1ied　to　deal　with　the　cases　of　two　processors　coup1ed　in
parallel　with　one　or　two　input　messages．We　wi11show　inthissection
that　the　same　method　can　be　used　for　the　case　of　more　than　two
processors　coupled　in　paralleL
　　　There　exist16kinds　of　network　formulation　when　we　have　three
processors　w1th　three　lnput　messages　coupled1n　paralle1，as　summar1－
zed　in　Fig．6．1．The　simplest　and　easiest　fo㎜ulation　is　the　first　one．
Since　three　inputs　are　mre1ated，the　combined　matrix　wi11be　obtai－
ned　by　using　the　ordinary　Kronecker　mu1tip1ication　twice．The　Krone－
cker　product　is　associative　as　discussed　in　sectioI1　II，and　therefore
the　order　of　multip1ication　is　I1ot　important，i．e．，
　　（6．1）　　　　　　　（P1x　P2）x　P3＝P1x（P2x　P3）．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　813
　30
　　　Case（2）and（3）in　Fig．6．1are　simp1e　extension　of　the　cases　with
two　processors　coup1ed　in　para11el．After　combining　P1with　P2by
means　of　the　modified　Kronecker　product，we　app1y　the　ordinary　Kro－
necker皿ultiplication　to　the　combined　matrix　and　P3．The　resuItant
matrix　R　may　be　expressed　by
　　（6．2）　　　　　R＝（P1⑳P2）×P畠．
　　　A1though　case（16）looks　Yery　complicated，the　so1ution　is　quite
straightfoエward．All　three　processors　receive　the　same　input　messages
x1，x2，and　x畠．Suppose　that　x1，x2，and　x3range　over　the　indices　from
1to　n1，1to　n2，and1to　n3，respective1y　and　the　rows　of　P1，P2，and
P3are　appropriate1y　arranged　in　the　same　lexicographic　order　as（1，
1，1）　（1，1，2），．。．。．．，（1，1，n3）．．．。一．，（i，j，k）．．．．．．，（n1，1，1）．．・．．・，（n1，n里，
n3）．Then，row　vector　wise　Kronecker　products　give　us　the　final　re－
su1tant　matrix　R，
　　（6．3）　　　　　R＝　　　　P1111xP2111×P3111
Pユ11n畠x　P211口3×P311口3
Piij止x　P2ij止x　P3ijk
P1n工n2皿3x　P2n1n2面3x　P3nln2n3
where　　　　　　P1ijk≡〔P（x’11x1＝ai，x2＝bj，x3≡ck）〕
　　　　　　　　　　　　　　　P2ijk…〔P（x’21x1＝ai，x2≡bj，x3呂ck）〕
　　　　　　　　　　　　　　　P3ijk≡〔P（x’31x1＝ai，x2＝bj，x3＝c正）〕
　　　We　w111examlne　case（4）m　detall　because1t　requlres　a　new　ope－
rat1on　in　add1tion　to　the　mod1f1ed　Kronecker　mu1tipl1catm．When－
ever　two　processors　rece1ve　two　sets　of　input　messages，one1dentica1
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and　the　other　different　as　P2and　P3，we　have　to　rearrange　the　rows
cf　such　matrices　in　an　appropriate　lexicographic　order　for　later　mu1－
tiplication　of　matrices．SupPose　again　that　P1，P2，and　P3are　matrices
cf　orders　n1by　n11，n1n2by　n’皇and　n呈n3by　n’3，respective1y．First，
we　partition　three　matrices　in　the　fol1owing　way：
（6，4）
where
P1＝ P11
P1i
Pユ皿・
P2＝ P21
P2i
P2口1
P1i≡〔P（x1’lx1＝ai）〕
P3＝ P31
P畠j
P3皿・
P2’≡／；1：ll：：1：三1；ll1二）〕
P3j…／；：；1二1；l1竃1：1二：二）〕
　　　Second1y，we　combine　first　two　processors，P1and　P2using　the
modified　Kronecker　product，
（6．5）
where
P11×P21
P1i×P2i
P1皿・x　P2n1
P1’xP2’て；1：1二1；1二ぽ1二111：1ニニll）〕
Note　that　P1i　x　P2i　is　ordered　in　such　a　way　that　x1is　fixed　for　ai
md　x2changed　over　from　b1to　b．2．Since　P3j　is　ordered　in　an　incom－
patible　way　with　this，P1⑧P2has　to　be　rearranged　as　follows：
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Xi
X2
×3
Xl
X2
×3
（1）
（4）
（7）
X1
X2
×3
（2）
　　　　（5）
Xi
X三
X；
（8）
（3）
（6）
（9）
（10） （11） （12）
（13） （14） （15）
（16）
Fig．6．1Some　More　Complex　Networks：Three　Processors
（6．6）
where
（P1⑳p2）＝（P1うp2）1
（P・lp・）j
（P1x　P2）n2
（舳）j…／；：；ll：二11㌶，；：：1：：〕
816
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　33
The　final　operation　is　talken　to　combine　t11e　above　matrix　with　P3，
which　gives　us　the　fha1result　R，
（6．7）
where
R＝（P1⑳P2）⑳p3＝・
（P1x　P2）j　x　P3j≡
（P1x　P2）1x　P31
（PlxP2）j　xP3j
（P1x　P2）皿2x　P3n2
（・・’・x・’・x・’lx・＝弓・・x・＝bj・x・≡・・）
P（・・1，・・’，・1’1・・一｛・，・炉bj，・・一・1畠）
P（・・1，・・1，・・’1・・一｛i，・・一bj，・・一・・）
P（・・’，・・’，・・’1・・一く・。，・・一bj，・・一・・）
P（x11，x21，x311x1＝6、、，x2＝bj，x3≡c、畠）
　　　In　any　compIex　case　where　more　than　three　processors　are　cou－
pled　ln　para11el，we　can　apply　the　same　procedure　repeatedly　mt11we
incorporate　a1l　the　processors　under　conslderat1on　F1rst，we　examine
two　processors　and　check　if　their　inputs　are　re1ated　or　not．If　related，
we　use　the　modified　Kronecker　multiplication，and　if　not，the　ordinary
Kronecker　multip1ication．The　Kronecker　multip1ication　combines
two　processors　and　produces　a　single　resultant　matrix．Next，we
choose　third　processor　and　examine　to　see　if　the　inputs　to　this　and
the　combined　processors　are　re1ated．If　necessa町，the　rows　of　matrices
are　arranged1n　an　apPropr1ate　lex1cograph1c　order　for　the　purpose
of　later　Kronecker　multiplication．From　these　obseαations，we　have
the　fo1lowing　theorem：
　　　τ加㎝㈱61　Multlple　processors　coupled　m　parallel　can　be
combined　by　the　ordinary　and　modified　Kronecker　products．
VII．Series－Para11e1Coupling　and　More　Comp1icated　Networks
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　　　Firstly，suppose　that　two　processors　are　coup1ed　as　shown　in　Figure
71Processor　Q　recelves　two　kinds　of　mput　messages．one　from　the
outside　and　the　other　from　processor　P．How　do　we　compute　the
combined　translt1on　matrlx　whlch　represents　the　cond1t1onal　probab1－
1ities　of　given　x1and　x2in　this　network～
x　I
　　　　　　　　　　　P
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　y
　　　　　　　　　　　x2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　a　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Q
　　　　　　　　　　　　　　Figllro．7．1　Two　Processors：Two　Inputs
　　　We　assume，for　a　whi1e，that　x1，x2，and　y　are　not　related．A1th－
ough　processors　P　and　Q　are　coup1ed　in　series，we　cannot　use　the
conventiona1mu1tip1ication　of　product　P・Q　because　of　the　existence
of　input　message　x2．To　deal　with　this　situation　we　may　consider
that　Q　receives　x2through　a（fictitious）processor　rather　than　from　the
outside．This　fictitious　processor　can　be　represented　by　a　determinis－
tic　and　hence　identity　matrix　with　the　dimension　of　x2．Thus，the
aboマe　network　may　be　rewritten　as　shown　in　Fig岨e7．2．Since　pro－
cessors　P　and　Ix，are　coup1ed　in　para1le1and　their　inputs　are　not　re－
lated，the　resultant　matrix　of　P　and　Ix2are　computed　by　using　the
direct　product，
X　l
　　　　　　　　　　　P　　　y
　　　　　　　　　　　　　　　　　　　x， Q　　　　a
x…
　　　　　　　　　　　I　x。
　　　　　　　　Fi即ro．7．2TwoProcessors：AFictitiousProcessor
（7．1）　　　PxIヱ2≡P
　　　　　　　　　　　　　　　　　　　　　　　　P
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　P
　　Obvious1y，the　com1〕ined　processor　of　P　and　Iエ2is　comected　with
818
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pr㏄essor　Q　in　series．The　ordinary　matrix　mu1tiplication　will　give　us
the　overal1transition　matrix，
　　（7．2）　　　　　R＝（PxI瑚）Q
　　　In　the　case　of　re1ated　inputs，the　mod1f1ed　Kronecker　product　w111
be　used　to　obtain　the　resu1tant　matrix．A　fictitious　processor　must　be
inse廿ed　in　an　appropriate　position　as　in　the　unrelated　case－The
帆era11matrix　wi11be　provided　as　fonows：
　　（7．3）　　　　　R＝（P⑭Iエ2）⑱Q
　　　Secondly，we　consider　a　network　which　is1itt1e　more　comp1ex
x　I
　　　　　　　　　　　P
x， 　　　　　　　　　　bQ
　　　　　　　　　　　　　　Figllm．7．3　Two　Processors：Two　Outputs
than　the　previous　one，as　shown　in　Figure7．3．The　only　difference
is　that　processor　P　produces　two　kinds　of　input　messages　in　this　case．
Another　fictitious　processor，denoted　by　Ia，wi11be　inserted　next　to
processor　P，as　il1ustrated　in　Figure7．4．
x－
　　　　　　　　　　　P a　　　　　　　　　　　　　　　　　　　　a　　　　　　　Ia
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　y
　　　　　　　　　　　X・　　　　　　　　　　　　　X・　　　　　　　　　　　b　　　　　　　　　　　　　　　　　　　　　　　Ix・　　　　　　Q
　　　　　　　　　Fig1lm．7．4　Two　Processors＝Two　Fictitious　Processors
If　the　input　messages　are　independent　with　one　another，the　fol1owing
computation　wi1l　be　made　to　get　the　overau　matrix，
　　（7．4）　　　　　R＝（PxIエ2）（LxQ）．
0n　the　other　hand，if　the　input　messages　are　related，the　modified
Kronecker　prωuct　will　be　appユied　as　follows：
　　（7．5）　　　　　　R＝（P⑳Iエ2）（I註⑳Q）。
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　　　As　we　have　seen　in　the　above　examples，the　n㏄essity　of　adding
a　fictitious　processor　arises　whenever　a　processor　receives　at1east
two　kinds　of　mput　messages（one　from　the　outslde　and　the　other
from　another　processor）or　a　processor　sends　two　kinds　of　output
messages（one　to　the　outside　and　the　other　to　another　processor）．
　　　To　find　relationships　among　processors　in　a　network，the　follo－
wing　definition　may　be　usefu1．
　　　Dψ〃肋oπ7．1．For　a　giYen　network　of　processors，binary　matrix
B，called　network　matrix，is　definied　such　that　its　e1ements
（…）・ij－／1鴛慧1o「P’sendsmessagesto見j
fori≡0，1，2，……，m，andj≡1，2，……，m＋1，wheremisthenumber
of　processors　in　the　network．Po　represents　the　part　of　environment
or　the　state　of　nature　on　wh1ch　organ1zatlon　members　make　obser－
vations．Pm．1stands　for　the　part　of　environment　to　which　fina1ac－
tions　of　an　organization　are　directed．
　　　Thirdly，consider　the　network　of　processors　which　is　represented
in　Figure7．5．The　network　matrix　for　this　complex　network　will　be
obtained　readi1y　by　fol1owing　Definition7．1．
　　　　　　　　　　　　　　1110000000
（7．7）　B＝
Note　that1’s　in　rows　of　network　matrix　B　imp1y　the　communication
f1ows　originated　fro皿those　processors　and　l’s　in　colums　mean　the
f1ows　directing　to　those　processors．
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Po
P1
P2
P4　　　　　　　P7
P3　　　　　　　P6
P5　　　　　　　　　P8
P9
PIo
　　　　　　　　　　　　　　　　Fig111o．7．5　Series－Para11el　Coupling
　　　Where　should　we　add　fictitious　processors　to　get　the　overa1l　tran・
sition　matrix　by　using　the　method　developed　in　the　previous　sections？
It　seems　that　there　are　two　ways　to　proceed：
　　（1）To　choose　at　random　any　two　processors　in　a　network　and　to
　　　augument　the　number　of　processors　one　at　a　time　until　we　are
　　　1eft　with　one　processor．
　　（2）To　start　with　the　processors　which　receive　messages　from　the
　　　environment　and　to　fom　the　resultant　matrix　step　by　step　by
　　　fo11owing　the　arrowed　dir㏄tion．
Since　both　methods　are　essentially　the　same，we　wi1l　develop　only
the　latter　in　this　paper．
　　　For　the　simp1icity　sake，we　assume　that　input　messages　are　not
related　unless　they　are　provided　by　the　same　processor，First，we
pick　up　those　processors　which　receive　input　messages　on1y　froIn　Po，
i．e．，P1and　P2in　this　example．These　processors　are　ca1led　processors
at　the　f1rst　stage．Because　P3rece1ves1nput　messages　from　Po　as　well
as　P1，a　fictitious　processor　is　necessary　between　Po　and　P3，and　is
denoted　by　I03in　Figure7．6．Then，the　processors　at　the　first　stage　con・
sist　of　P1，I03aI1d　P2m　this　examp1e．Usmg　the　method　developed1n
the　previous　section，the　combiI1ed　matrix　wi11be　obtain記as
　　（7．8）　　　　　　R1＝P1x　I03xP2
　　　　Secondly，after　the　ca1cu1ation　at　the　first　stage，we　a㏄umulate
the　environment　by　adding　the　processors　at　the　first　stage　to　the
origina1environment．Then，as　we　have　done　at　the　previous　stage，
se1ect　those　processors　which　receive　input　messages　from　the　new
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　821
　38
emironment．They　are　P3and　P4which　form　the　processors　at　the
second　stage　They　do　not　mclude　P5because　P5rece1ves　mput　mes・
sages　from　P2as　we11as　P3which　itself　is　a　member　at　the　second
stage．Therefore，a　fictitious　processor，denoted　by　I里5，is　added　bet・
ween　P2and　P5．Thus，we　get　the　combined　matrix　at　the　second
Stage，
　　（7．9）　　　　　　R2＝（P4⑳p3）x　I蝸
　　　Since　R1and　R2are　coup1ed　in　series，they　are　combined　by　using
the　ordinary　multip1ication　of　product，
　　（7，10）　　　　　R12＝R1．R2
Po
Pl　　　　　　　P4
I03　　　　　　p3
P2　　　　　　　I25
P7　　　　　　P9
P6　　　　　　I610
P5　　　　　　P畠
P1o
　　　　　　　　　　Fig皿正o－7．6　Series－Para1lel　Coupling：Four　Stages
Simi1arly，by　app1ying　the　multip1ication　of　modified　Kronecker　prod－
uct，we　have　the　coエnbined　matrices　at　the　third；㎜d　fou村h　stages，
　　（7．11）　　　　　R3＝Pτ⑳P6⑭P5，
　　　　　　　　　　　　　　　R4＝P9⑧I610⑧p8
Then，the　overa11transition　matrix　is　readi1y　given　by
　　（7．12）　　　　　R1捌＝R1R2R畠R4
　　　Fina11y，we　sum㎜arize　the　above　procedure　as“a－gorithm，”by
refening　to　bina町mmber　of　a　network　matrix．
Step1．Specify　the　cu耐ent　environment（Start　with　Po　at　the　first
　　　　　Stage）．
Step2．Select　those　processors　which　have1’s　in　row　Po．
Step3．　Look　at　the　columns　of　selected　processors　and　check　if　there
　　　　　is　no1in　other　rows．Those　processors　which　have1’s　in　other
　8Zl
Step4．
Step5．
Step6．
Step7。
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rows　receive　input　messages　from　other　than血e　current　en－
viroI1ment．If　not，9o　to　Sept5．If　any，9o　to　Sept4．
　Add　a　fictitエous　processor　between　the　current　environment
and　those　processors　which　receive　input　mes§ages　from　other
than　the　en▽ironmeI1t．
　　Combine　those　processors　which　have1’s　in　row　of　current
environment　and，if　any，fictitious　processors，by　using　the
method　de∀e1oped　in　this　paper．
　　Accumulate　the　current　environment　by　adding　the　combined
processors　to　the　environment；
　　Go　back　to　step1if　any　processor　is　left　uncombined　and
stop　otherwise．
VIII．　Conc1uding　Remarks
　　　An　organization　consistiI1g　of　decision　makers，staffs，and　data
processmg　and　communlcat1on　equlpments1s　v1ewed　as　a　network　of
processors　or　funct1ons　The　gross　benef1t　of　a　purpos1ve　organ1zat1on
is　a　function　of“events”（inputs　from　outside）and“actions”（outputs
to　the　outside）。Au　other　in－and　outputs　of　the　pr㏄essors　are　consi－
dered　intema1messages．
　　　An　optima1network　yields　maxina1expected　difference　between
benefit　and　managehal　costs　of　task　perfomance，given　the　benefit
and　cost　functions　and　the　probabilities　of　events・This　expected　dif－
ference　is　detemined　by　the　network’s　overa11transition　matdx
stating　the　conditional　probabi1ity　of　each　（joint）　action　given　each
e∀ent．This　paper　has　shown　that　various　types　of　connections　bet－
ween　processors　require　different　kinds　of　computations：
　　（1）Coupling　in　sehes：use　conventiona1mu1tip1ication　of　a　sequence
　　　Of　matriCeS；
　　（2）Coup1mg　in　paralle1when　a11pairs　of　posslble　i叩ut　messages
　　　caI1㏄㎝r：use　Kronecker　product　of　matrices；
　　（3）Coupling　in　para11e1when　not　a11pairs　of　possible　input　mes－
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　　　sages　can　o㏄ur：use　modified　Kron㏄ker　product．
　　　　The　too1s　developed　in　this　paper　will　be　tried　out　as　to　the　com－
putationa1efficiency．They　wi1I　also　he1p　to　co㎜pare　the　statistica1
“infomativeness”for　some　pair　of　networks　regardless　of　their　user．
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