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ON THE GEOMETRY OF THE LEVEL SETS OF
BOUNDED STATIC POTENTIALS
VIRGINIA AGOSTINIANI AND LORENZO MAZZIERI
Abstract. In this paper we present a new approach to the study of asymptotically flat static
metrics arising in general relativity. In the case where the static potential is bounded, we introduce
new quantities which are proven to be monotone along the level set flow of the potential function.
We then show how to use these properties to detect the rotational symmetry of the static solutions,
deriving a number of sharp inequalities. As a consequence of our analysis, a simple proof of the
classical 3-dimensional Black Hole Uniqueness Theorem is recovered and some geometric conditions
are discussed under which the same statement holds in higher dimensions.
MSC (2010): 35B06, 53C21, 83C57, 35N25.
Keywords: static metrics, splitting theorem, Schwarzschild solution, overdetermined boundary
value problems.
1. Introduction and statements of the results
1.1. Setting of the problem. Throughout this paper we let (M,g0) be an asymptotically flat n-
dimensional Riemannian manifold, n ≥ 3, with one end and nonempty smooth compact boundary
∂M , which is a priori allowed to have several connected components. We also assume that there
exists a function u ∈ C∞(M) such that the triple (M,g0, u) satisfies the system

uRic = D2u in M,
∆u = 0 in M,
u = u0 on ∂M,
u(x)→ 1 as |x| → +∞,
(1.1)
where Ric, D, and ∆ represent the Ricci tensor, the Levi-Civita connection, and the Laplace-
Beltrami operator of the metric g0, respectively. Here, for simplicity, we let u0 be a constant in
[0, 1), but most part of the results can be easily adapted to the case where u0 is a smooth function
defined on the boundary of M and tacking values in [0, 1). We notice that the first two equations
in (1.1) are assumed to be satisfied in the whole M in the sense that they hold in M \ ∂M in the
classical sense and if we take the limits of both the left hand side and the right hand side, they
coincide at the boundary. In the rest of the paper the metric g0 and the function u will be referred
to as static metric and static potential, respectively, whereas the triple (M,g0, u) will be called a
static solution. A classical computation shows that if (M,g0, u) satisfies (1.1), then the Lorentzian
metric γ = −u2 dt⊗ dt+ g0 satisfies the vacuum Einstein equations
Ricγ = 0 in R× (M \ ∂M) .
To complete the picture, we observe that, as a consequence of the system (1.1), the scalar curvature
R of g0 is identically equal to zero. Moreover, in the special case where u0 = 0, one has that the
boundary ∂M is a totally geodesics hypersurface embedded inM , and the function |Du| is constant
on each connected component of ∂M . It is also worth noticing that, since u is a non constant
harmonic function in M and the boundary ∂M is assumed to be regular, the Hopf Lemma implies
that |Du| > 0 on ∂M . To further specify our assumptions, we recall the following definition
from [7].
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Definition 1 (Asymptotically Flat Static Solutions). A solution (M,g0, u) to (1.1) is said to
be asymptotically flat with one end if there exists a compact set K ⊂ M and a diffeomorphism
x = (x1, ..., xn) : M \K → Rn \ B such that the metric g0 and the static potential u satisfy the
following asymptotic expansions.
(i) In the coordinates induced by the diffeomorphism x the metric g0 can be expressed in M \K
as
g0 = g
(0)
αβ dx
α⊗ dxβ ,
and the components satisfy the decay conditions
g
(0)
αβ = δαβ + ηαβ , with ηαβ = o2
(
|x|
2−n
2
)
, as |x| → +∞ , (1.2)
for every α, β ∈ {1,...., n}.
(ii) In the same coordinates, the static potential u can be written as
u = 1−m|x|2−n + w , with w = o2(|x|
2−n) , as |x| → +∞ , (1.3)
for some real number m ∈ R.
Here and thoughout the paper, we agree that for f ∈ C∞(M), τ ∈ R and k ∈ N it holds
f = ok(|x|
−τ ) ⇐⇒
∑
|J |≤k
|x|τ+|J |
∣∣∂Jf ∣∣ = o(1) , as |x| → +∞ ,
where the J ’s are multi-indexes.
To proceed, we consider an asymptotically flat static solution (M,g0, u) and we observe that
since the function u is harmonic and satisfies
u = u0 ∈ [0, 1) on ∂M and u(x)→ 1 as x→∞ ,
it follows from the Strong Maximum Principle that u0 < u < 1 in M \ ∂M . In particular, the
coefficient m that appears in the expansion (1.3) must be positive. It is a nontrivial consequence
of (1.1) (see for instance [7] and [18]) that such coefficient m coincides with the ADM mass of the
manifold (M,g0).
By far, the most important solution to system (1.1) obeying the conditions of Definition 1 is the
so called Schwarzschild solution. To describe it, we consider, for a fixed m > 0, the manifold with
boundary M given by the exterior domain Rn \ {|x| < (2m)1/(n−2)} in the flat Euclidean space, so
that ∂M = {|x| = (2m)1/(n−2)}. The static metric g0 and the static potential u corresponding to
the Schwarzschild solution are then given by
g0 =
d|x| ⊗ d|x|
(1− 2m |x|2−n)
+ |x|2gSn−1 and u =
√
1− 2m |x|2−n , (1.4)
respectively. The parameter m > 0 is the ADM mass of the Schwarzschild solution. In dimension
n = 3, it is known by the work of Israel [16], Robinson [19], and Bunting and Masood-Ul-Alam [7]
that if one imposes the further condition u ≡ 0 at ∂M , then (1.4) is the only static solution which
is asymptotically flat with ADM mass equal to m > 0. This is the content of the so called Black
Hole Uniqueness Theorem (see [11, 14, 20] for a comprehensive description of the subject).
In Subsection 2.2, we will discuss some consequence of our analysis in the special case where
the static potential satisfies null Dirichlet boundary conditions at ∂M . In particular, when the
boundary of M is connected, or more in general when it is contained in a level set of |Du|, we will
recover the 3-dimensional Black Hole Uniqueness Theorem (see Theorem 2.9 below). Also, we will
discuss some geometric conditions under which the same statement holds true in every dimension
(see Theorem 2.10 below).
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1.2. Statements of the main results. To introduce the main results, we start by the simple
observation that, given a static solution (M,g0, u) to problem (1.1), the function U1 : [u0, 1) −→ R
defined by
t 7−→ U1(t) =
ˆ
{u=t}
|Du|dσ
is constant, as it can be easily checked using the equation ∆u = 0 and the Divergence Theorem.
When u0 = 0, such constant coincides with the capacity of the hypersurface ∂M inside (M,g0),
which, according to [6], is defined as
Cap(∂M, g0) = inf
{ˆ
M
|Dw|2dµ
∣∣∣ w ∈ Liploc(M), w = 0 on ∂M , w → 1 as |x| → +∞
}
,
up to a multiplicative constant. On the other hand, using the asymptotic expansions (1.2) and (1.3)
of g0 and u, the constant value of U1 can be computed in terms of the ADM mass m > 0 of the
static solution as
U1(t) = ||Du||L1({u=t}) ≡ m (n− 2) |S
n−1| , t ∈ [u0, 1) , (1.5)
where |Sn−1| denotes the hypersurface area of the unit sphere sitting inside Rn. Having this in
mind, we introduce, for p ≥ 0 and for a given constant Dirichlet boundary condition u0 ∈ [0, 1),
the functions Up : [u0, 1) −→ R, defined as
t 7−→ Up(t) =
( 2m
1− t2
)(p−1)(n−1)
(n−2)
ˆ
{u=t}
|Du|p dσ. (1.6)
Formally, these functions can be thought of as renormalized p–capacities. In particular, we have
that t 7→ U0(t) is a renormalized hypersurface area functional for the level sets of u, whereas
t 7→ U1(t) is always constant, as already observed. In analogy with (1.5), one can use the asymptotic
expansions of g0 and u to deduce that
lim
t→1−
Up(t) = m
p(n− 2)p |Sn−1| . (1.7)
Before proceeding, it is worth noticing that the functions t 7→ Up(t) are well defined, since the
integrands are globally bounded and the level sets of u have finite hypersurface area. In fact, since
u is harmonic, the level sets of u have locally finite H n−1-measure (see [13] and [17]). Moreover, by
the properness of u, they are compact and thus their hypersurface area is finite. Another important
observation comes from the fact that, using the explicit formulæ (1.4), one easily realizes that the
quantities
M ∋ x 7−→
( 2m
1− u2
)n−1
n−2
|Du| (x) and [0, 1) ∋ t 7−→ U0(t) =
ˆ
{u=t}
(1− u2
2m
)n−1
n−2
dσ (1.8)
are constant on a Schwarzschild solution. In the following, via a conformal reformulation of prob-
lem (1.1), we will be able to give a more geometric interpretation of this fact (see Subsections 1.3
and 3.1). On the other hand, we notice that the function t 7→ Up(t) can be rewritten in terms of
the above quantities as
Up(t) =
ˆ
{u=t}
[( 2m
1− u2
)n−1
n−2
|Du|
]p (1− u2
2m
)n−1
n−2
dσ. (1.9)
Hence, thanks to (1.8), we have that for every p ≥ 0 the function t 7→ Up(t) is constant on a
Schwarzschild solution. Our main result illustrates how the functions t 7→ Up(t) can be used
to detect the rotational symmetry of the static solution (M,g0, u). In fact, for p ≥ 3, they
are nonincreasing and the monotonicity is strict unless (M,g0, u) is isometric to a Schwarzschild
solution.
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Theorem 1.1 (Monotonicity-Rigidity Theorem). Let (M,g0, u) be an asymptotically flat solution
to problem (1.1) in the sense of Definition 1, with 0 ≤ u0 < 1 and ADM mass equal to m > 0. For
every p ≥ 1 we let Up : [u0, 1)→ R be the function defined in (1.6). Then, the following properties
hold true.
(i) For every p ≥ 1, the function Up is continuous.
(ii) For every p ≥ 3, the function Up is differentiable and the derivative satisfies, for every
t ∈ [u0, 1),
U ′p(t) = − (p− 1)
( 2m
1− t2
)(p−1)(n−1)
(n−2)
ˆ
{u=t}
|Du|p−1
[
H− 2
(n− 1
n− 2
) u |Du|
1− u2
]
dσ ≤ 0 , (1.10)
where H is the mean curvature of the level set {u = t}. Moreover, if there exists t ∈
[u0, 1) ∩ (0, 1) such that U
′
p(t) = 0 for some p ≥ 3, then the static solution (M,g0, u) is
isometric to a Schwarzschild solution with ADM mass equal to m > 0.
(iii) Suppose that u = 0 at ∂M . Then U ′p(0) = limt→0+ U
′
p(t) = 0, for every p ≥ 3. In particular,
setting U ′′p (0) = limt→0+ U
′
p(t)/t, we have that for every p ≥ 3, it holds
U ′′p (0) = −
(p− 1
2
)
(2m)
(p−1)(n−1)
(n−2)
ˆ
∂M
|Du|p−2
[
R∂M− 4
(n− 1
n− 2
)
|Du|2
]
dσ ≤ 0 , (1.11)
where R∂M is the scalar curvature of the metric g∂M induced by g0 on ∂M . Moreover, if
U ′′p (0) = 0 for some p ≥ 3, then the static solution (M,g0, u) is isometric to a Schwarzschild
solution with ADM mass equal to m > 0.
Remark 1. Notice that formula (1.10) is well-posed also in the case where {u = t} is not a
regular level set of u. In fact, since u is harmonic and proper, one has from [13] and [17] that
the (n− 1)-dimensional Hausdorff measure of the level sets of u is finite. Moreover, by the results
in [12] and [9], the Hausdorff dimension of its critical set is bounded above by (n−2). In particular,
the unit normal vector field to the level set is well defined H n−1-almost everywhere and so does
the mean curvature H. In turn, the integrand in (1.10) is well defined H n−1-almost everywhere.
Finally, we observe that where |Du| 6= 0 it holds
|Du|p−1H = − |Du|p−4D2u(Du,Du) = −u |Du|p−4Ric(Du,Du) .
Since |Ric| is uniformly bounded onM , this shows that the integrand in (1.10) is essentially bounded
and thus summable on every level set of u, provided p ≥ 2. To conclude, we notice that also the
hypersurface area element dσ is a priori well defined only on the regular portion of the level set.
However, by the above arguments one can deduce that the density that relates dσ to the everywhere
defined volume element dH n−1 is well defined and bounded H n−1-almost everywhere on every
level set of u. Hence, the integral in (1.10) is well defined.
Remark 2. Notice that under the hypothesis of the above theorem, formula (1.10) implies that the
only possible minimal level set is the one where u vanishes, if present.
Before discussing the consequences of the above theorem (see Section 2) and giving some com-
ments about the strategy of the proof, let us present a slight refinement of the main result, which
holds on the end of M . To this aim, observe that the asymptotic behavior of the static potential u
forces the gradient Du to be nonzero outside of a fixed compact region. In particular, there exists
a real number u0 ∈ [u0, 1) such that |Du| > 0 in the region {u0 ≤ u < 1}. As it will be clear from
the proof of Theorem 1.1, this implies that the function t 7→ Up(t) is continuous and differentiable
in (u0, 1) for every p ≥ 0. Moreover, exploiting a refined version of the Kato inequality for har-
monic functions, we deduce the same Monotonicity-Rigidity statement as in points (ii) and (iii) of
Theorem 1.1 for a larger range of p’s. This is the content of the following theorem.
Theorem 1.2. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with 0 ≤ u0 < 1 and ADM mass equal to m > 0. Let u0 ∈ [u0, 1) be such that |Du| > 0
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in the region {u0 ≤ u < 1} and let Up : [u0, 1) → R be the function defined in (1.6). Then, the
following properties hold true.
(i) For p ≥ 0, the function Up is continuous and differentiable in (u0, 1).
(ii) For p ≥ 2 − 1/(n − 1), we have that U ′p(t) ≤ 0 for every t ∈ (u0, 1). Moreover, if there
exists t ∈ (u0, 1) such that U
′
p(t) = 0 for some p ≥ 2 − 1/(n − 1), then the static solution
(M,g0, u) is isometric to a Schwarzschild solution with ADM mass equal to m > 0.
1.3. Strategy of the proof. To describe the strategy of the proof, we focus our attention on
the rigidity statement (see Theorem 1.1-(iii)) and for simplicity, we let p = 3. At the same time,
we provide an heuristic for the the monotonicity statement. The method employed is based on
the conformal splitting technique introduced by the authors in [1], which consists of two main
steps. The first step is the construction of the so called cylindrical ansatz and amounts to find an
appropriate conformal deformation g of the static metric g0 in terms of the static potential u. In
the case under consideration, the natural deformation is given by
g = (1− u2)
2
n−2 g0 .
In fact, when (M,g0, u) is the Schwarzschild solution, the metric g obtained through the above
formula is immediately seen to be the cylindrical one. In general, the cylindrical ansatz leads to
a conformal reformulation of problem (1.1) in which the conformally related metric g obeys the
quasi-Einstein type equation
Ricg − coth(ϕ)∇
2ϕ +
dϕ⊗ dϕ
n− 2
=
|∇ϕ|2g
n− 2
g , in M,
where ∇ is the Levi-Civita connection of g and the function ϕ = log [(1 + u)/(1− u)] is harmonic
with respect to the Laplace-Beltrami operator of the metric g, namely
∆g ϕ = 0 , in M.
Before proceeding, it is worth pointing out that taking the trace of the quasi-Einstein type equation
gives
Rg
n− 1
=
|∇ϕ|2g
n− 2
,
where Rg is the scalar curvature of the conformal metric g. On the other hand, it is easy to see
that |∇ϕ|2g is proportional to the first term in (1.8). In fact, if (M,g0) is a Schwarzschild solution,
then (M,g) is a round cylinder with constant scalar curvature. Furthermore, the second term
appearing in (1.8) is (proportional to) the hypersurface area of the level sets of ϕ computed with
respect to the metric induced on them by g. Again, in the cylindrical situation such a function is
expected to be constant.
The second step of our strategy consists in proving via a splitting principle that the metric g
has indeed a product structure, provided the hypotheses of the Rigidity statement are satisfied.
More precisely, we use the above conformal reformulation of the original system combined with
the Bochner identity to deduce the equation
∆g|∇ϕ|
2
g −
〈
∇|∇ϕ|2g
∣∣∇ log ( sinh(ϕ))〉
g
= 2
∣∣∇2ϕ∣∣2
g
.
Observing that the drifted Laplacian appearing on the left hand side is formally self-adjoint with
respect to the weighted measure (1/ sinh(ϕ))dµg, we integrate by parts and we obtain, for every
s ≥ ϕ0 = log [(1 + u0)/(1 − u0)], the integral identity
ˆ
{ϕ=s}
|∇ϕ|2g Hg
sinh(s)
dσg =
ˆ
{ϕ>s}
∣∣∇2ϕ∣∣2
g
sinh(ϕ)
dµg ,
where Hg is the mean curvature of the level set {ϕ = s} inside the ambient (M,g) (notice that the
same considerations as in Remark 1 apply here). We then observe that, up to a negative function of
s, the left hand side coincides with U ′3 (see formulæ (3.21) and (3.23)), whereas the right hand side
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is always nonnegative. This implies the Monotonicity statement. Also, under the hypotheses of
the Rigidity statement, the left hand side of the above identity vanishes and thus the Hessian of ϕ
must be zero in an open region of M . In turn, by analyticity, it vanishes everywhere. On the other
hand, the asymptotic behavior of u implies that ϕ→ +∞ along the end of M . In particular, ∇ϕ
is a nontrivial parallel vector field. Hence, it provides a natural splitting direction for the metric
g. Finally, using the fact that g0 is asymptotically flat, it is easy to realize that the asymptotics of
g are the ones of a round cylinder, so that the product structure forces the Riemannian manifold
(M,g) to be isometric to a round cylinder.
1.4. Summary. The paper is organized as follows. In Section 2 we describe the geometric con-
sequences of Theorem 1.1, obtaining several sharp inequalities for which the equality is satisfied
if and only if the solution to system (1.1) is rotationally symmetric. We distinguish the conse-
quences of Theorem 1.1-(ii) on the geometry of a generic level set of u (see Subsection 2.1), from
the consequences of Theorem 1.1-(iii) on the geometry of the boundary of M under null Dirichlet
boundary conditions for u (see Subsection 2.2). The results in these two subsections have a pre-
cise correspondence to each other so that, for example, Theorem 2.1 corresponds to Theorem 2.5,
Corollary 2.3 corresponds to Corollary 2.7, Theorem 2.4 corresponds to Theorem 2.8 and so on. As
it is evident from the statements of these theorems and corollaries, the role of the ratio H/(n− 1)
in Subsection 2.1 is played in Subsection 2.2 by the square route of the ratio R∂M/(n− 1)(n− 2),
where R∂M is the scalar curvature of the metric g|∂M induced by g0 on the boundary. To illustrate
this phenomenon, we observe that, in the framework of overdetermined elliptic boundary value
problems, Corollary 2.2 states that if the condition(
u
1− u2
)
2 |Du|
n− 2
=
H
n− 1
is satisfied on some level set of u, then the solution (M,g0, u) to system (1.1) must be rotationally
symmetric. In the case where u0 = 0, since the boundary of M is totally geodesic, the above
condition is always satisfied at ∂M and thus does not imply in general any rigidity of the solution.
The relevant overdetermining condition in this case is the one given in Corollary 2.6, namely(
2 |Du|
n− 2
)2
=
R∂M
(n− 1)(n − 2)
.
In Subsection 2.2, assuming the connectedness of ∂M we deduce a n-dimensional version of the
Riemannian Penrose Inequality for static solutions (see Theorem 2.8-(iii)) as well as the classical 3-
dimensional Black Hole Uniqueness Theorem (see Theorem 2.9). We finally discuss in Theorem 2.10
a geometric condition under which the uniqueness statement holds in every dimension n ≥ 4. For
n ≥ 4, we also derive Willmore-type inequalities for the level sets of u in Subsection 2.3.
In Section 3, we reformulate problem (1.1) in terms of an asymptotically cylindrical quasi-
Einstein type metric g and a g-harmonic function ϕ satisfying system (3.13) (cylindrical ansatz),
according to the strategy described in Subsection 1.3. In this context, Theorem 1.1 and The-
orem 1.2 are respectively equivalent to Theorem 3.2 and Theorem 3.3 in Subsection 3.3 below.
These latter statements will be proven in Section 5 with the help of the integral identities obtained
in Section 4.
1.5. Further directions. Extending the ideas presented in [1], one can develop a theory analogous
to the one described in this paper in the case of classical potential theory, where problem (1.1) is
replaced by 

∆u = 0 in Rn \ Ω,
u = 1 on ∂Ω,
u(x)→ 0 as |x| → ∞,
and Ω is a bounded domain with regular boundary. For the sake of clearness, we decided to
present these results in a separated paper. Another direction of research is to investigate possible
applications of these ideas to the study of photon spheres in asymptotically flat static vacuum
spacetimes, in the spirit of [8].
ON THE GEOMETRY OF THE LEVEL SETS OF BOUNDED STATIC POTENTIALS 7
2. Consequences of the Monotonicity-Rigidity Theorem.
In this section we discuss some consequences of Theorem 1.1, distinguishing the general case
(see Subsection 2.1) from the case where u = 0 at ∂M (see Subsection 2.2). It is worth noticing
that, thanks to Theorem 1.2, analogous corollaries hold on the end of M for a larger range of p’s.
However, for the sake of simplicity, we only describe the consequences of the Monotonicity-Rigidity
Theorem 1.1.
2.1. Characterizations of the rotationally symmetric solutions. Since, as already observed,
the functions t 7→ Up(t) defined in (1.6) are constant on a Schwarzschild solution, we obtain, as an
immediate consequence of Theorem 1.1 and formula (1.10), the following characterizations of the
rotationally symmetric solutions to system (1.1).
Theorem 2.1. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with 0 ≤ u0 < 1 and ADM mass equal to m > 0. Then, for every p ≥ 3 and every
t ∈ [u0, 1), the inequality
t
1− t2
ˆ
{u=t}
2 |Du|p
n− 2
dσ ≤
ˆ
{u=t}
|Du|p−1
H
n− 1
dσ (2.1)
holds true, where H is the mean curvature of the level set {u = t}. Moreover, the equality is fulfilled
for some p ≥ 3 and some t ∈ [u0, 1)∩ (0, 1) if and only if the static solution (M,g0, u) is isometric
to a Schwarzschild solution with ADM mass equal to m > 0.
To give an interpretation of Theorem 1.1 in the framework of overdetermined boundary value
problems, we observe that the equality is achieved in (1.10) as soon as the term in square brackets
vanishesH n−1-almost everywhere on some level set of u. This easily implies the following corollary.
Corollary 2.2. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with 0 ≤ u0 < 1 and ADM mass equal to m > 0. Assume in addition that the identity( u
1− u2
) 2 |Du|
n− 2
=
H
n− 1
(2.2)
holds H n−1-almost everywhere on some level set {u = t}, with t ∈ [u0, 1)∩ (0, 1). Then, the static
solution (M,g0, u) is isometric to a Schwarzschild solution with ADM mass equal to m > 0.
In other words, assumption (2.2) in the previous corollary can be seen as a condition that
makes system (1.1) overdetermined and forces the solution to be rotationally symmetric. Observe
that (2.2) is always satisfied on a Schwarzschild solution and thus it is also a necessary condition
for (M,g0, u) being rotationally symmetric.
To illustrate other implications of Theorem 2.1, let us observe that, applying Ho¨lder inequality
to the right hand side of (2.1) with conjugate exponents p/(p− 1) and p, one gets
ˆ
{u=t}
|Du|p−1Hdσ ≤
( ˆ
{u=t}
|Du|p dσ
)(p−1)/p( ˆ
{u=t}
|H|p dσ
)1/p
.
This implies on every level set of u the following sharp Lp-bound for the gradient of the static
potential in terms of the Lp-norm of the mean curvature of the level set.
Corollary 2.3. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with 0 ≤ u0 < 1 and ADM mass equal to m > 0. Then, for every p ≥ 3 and every
t ∈ [u0, 1) the inequality
t
1− t2
∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
Lp({u=t})
≤
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Lp({u=t})
, (2.3)
holds true, where H is the mean curvature of the level set {u = t}. Moreover, the equality is fulfilled
for some p ≥ 3 and some t ∈ [u0, 1)∩ (0, 1) if and only if the static solution (M,g0, u) is isometric
to a Schwarzschild solution with ADM mass equal to m > 0.
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It is worth pointing out that the right hand side in (2.3) may possibly be unbounded. However,
for regular level sets of the static potential the Lp-norm of the mean curvature is well defined and
finite (see Remark 1). We also observe that letting p→ +∞, we deduce, under the same hypothesis
of Corollary 2.3, the following L∞-bound
t
1− t2
∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
L∞({u=t})
≤
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
L∞({u=t})
, (2.4)
for every t ∈ [u0, 1). Unfortunately, in this case we do not know whether the rigidity statement
holds true or not. However, the equality is satisfied on a Schwarzschild solution with ADM mass
equal to m > 0 and this makes the inequality sharp.
We are now in the position to deduce sharp upper and lower bounds for the ADM mass m > 0
of a static solution (M,g0, u). This will be done combining inequality (2.3) in Corollary 2.3 with
the simple observation that for every t ∈ [u0, 1) and every p ≥ 3 it holds
Up(t) ≥ m
p(n− 2)p|Sn−1| , (2.5)
where the latter estimate follows immediately from (1.7) and Theorem 1.1-(ii). To state the result,
it is convenient to set, for every f ∈ Lp({u = t}),
||f ||Lp0({u=t}) =
[
1
|{u = t}|
ˆ
{u=t}
|f |p dσ
]1/p
, (2.6)
where |{u = t}| denotes the H n−1-measure of the level set {u = t}.
Theorem 2.4. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with 0 ≤ u0 < 1 and ADM mass equal to m > 0. Then the following statements hold
true.
(i) For every p ≥ 3 and every t ∈ [u0, 1) the inequalities
1− t2
2
K(n, p, t)
(
|{u = t}|
|Sn−1|
)n−2
n−1
≤ m ≤
1− t2
2t
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Lp0({u=t})
(
|{u = t}|
|Sn−1|
)
(2.7)
hold true, where |{u = t}| is the H n−1-measure of the level set of u and
K(n, p, t) =
[
||Du||L10({u=t})
||Du||Lp0({u=t})
] p(n−2)
(p−1)(n−1)
.
Moreover, the equality holds in either the first or in the second inequality, for some t ∈
[u0, 1) ∩ (0, 1) and some p ≥ 3, if and only if the static solution (M,g0, u) is isometric to
a Schwarzschild solution with ADM mass equal to m > 0.
(ii) Assume that for some t ∈ [u0, 1)∩ (0, 1) and some p ≥ 3 the mean curvature H of the level
set {u = t} satisfies the bound
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Lp0({u=t})
≤ t K(n, p, t)
(
|Sn−1|
|{u = t}|
) 1
n−1
. (2.8)
Then the static solution (M,g0, u) is isometric to a Schwarzschild solution with ADM mass
equal to m > 0.
Remark 3. The first inequality in (2.7) should be compared with the classical Riemannian Penrose
Inequality, as described in Theorem 2.8 below. In particular, the rigidity statement continues to
hold for this inequality also when the equality is achieved on the level set {u = 0}, if present.
ON THE GEOMETRY OF THE LEVEL SETS OF BOUNDED STATIC POTENTIALS 9
Proof. To obtain the first inequality in (2.7) it is sufficient to use (1.5) to rewrite the right hand
side of (2.5) as ||Du||p
L1({u=t})
|Sn−1|1−p. This leads to
||Du||L10({u=t}) ≤
[( 2m
1− t2
)n−1
n−2
(
|Sn−1|
|{u = t}|
)]p−1
p
||Du||Lp0({u=t}) , (2.9)
and, after some algebra, to the desired inequality. In this case, the rigidity statement follows
from the fact that as soon as the equality is achieved in (2.5), Theorem 1.1 implies the rotational
symmetry of the solution. To obtain the second inequality in (2.7), we observe that, by Jensen
Inequality one has that ˆ
{u=t}
|Du|dσ ≤
∣∣{u = t}∣∣ p−1p ||Du||Lp({u=t}) .
Using (1.5), this can be rewritten as
m ≤
1
2
∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
Lp0({u=t})
(
|{u = t}|
|Sn−1|
)
.
The desired inequality with the corresponding rigidity statement is now a straightforward conse-
quence of Corollary 2.3. Finally, we observe that statement (ii) follows immediately from statement
(i), since inequality (2.8) implies that the equality is fulfilled in (2.7). 
2.2. Further consequences under null Dirichlet boundary conditions. We pass now to
describe some consequences of Theorem 1.1 in the case where the static potential satisfies null
Dirichlet boundary condition at ∂M . In this case, one has that the boundary of M is a totally
geodesic hypersurface inside (M,g0) and |Du| is constant on every connected component of ∂M . In
particular, also the mean curvature H vanishes at ∂M . Hence, formula (1.10) implies that U ′p(0) =
0. To illustrate the relevant condition for the rigidity statement in this case (see Theorem 1.1-(iii)),
it is convenient to set ν = Du/|Du| and use the identity |Du|H = −uRic(ν, ν) to rewrite (1.10) as
U ′p(t) = (p− 1) t
( 2m
1− t2
)(p−1)(n−1)
(n−2)
ˆ
{u=t}
|Du|p−2
[
Ric(ν, ν) + 2
(n− 1
n− 2
) |Du|2
1− u2
]
dσ ≤ 0 .
In particular, for every p ≥ 3, one has that
U ′′p (0) = lim
t→0+
U ′p(t)
t
= (p − 1) (2m)
(p−1)(n−1)
(n−2)
ˆ
∂M
|Du|p−2
[
Ric(ν, ν) + 2
(n− 1
n− 2
)
|Du|2
]
dσ ≤ 0 .
As it will be clear from the forthcoming analysis (see in particular Theorem 3.2 and the subsequent
Remerk 7), a sufficient condition for the rigidity statement is that the equality is achieved in the
above formula, for some p ≥ 3.
Remark 4. To provide a geometric interpretation of the condition U ′′p (0) = 0, we recall from
Subsection 1.3 that the rigidity case in Theorem 1.1-(iii) corresponds to a Riemannian split-
ting in the conformal reformulation of the problem in terms of g = (1 − u2)2/(n−2) and ϕ =
log [(1 + u)/(1 − u)]. Moreover, the splitting direction will be given by ∇ϕ. Hence, a necessary
condition for the splitting is that Ricg(νg, νg) ≡ 0 on M , where νg = ∇ϕ/|∇ϕ|g . On the other
hand, the condition U ′′p (0) = 0 can be expressed in terms of the conformally related quantities asˆ
∂M
|∇ϕ|p−2g Ricg(νg, νg) dσg = 0 .
In other words, the rigidity statement in Theorem 1.1-(iii) says that if the normal component of
Ricg vanishes in average on ∂M , then it vanishes everywhere and (M,g) splits a line.
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To rephrase the above discussion in a more intrinsic way, we observe that since ∂M is totally
geodesic and the scalar curvature R of (M,g0, u) is identically zero, the Gauss equation gives
2Ric(ν, ν) = −R∂M , where R∂M is the scalar curvature of the metric g∂M induced by g0 on the
boundary of M . This leads to the following theorem, which is the analog of Theorem 2.1 under
null Dirichlet boundary conditions.
Theorem 2.5. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with u0 = 0 and ADM mass equal to m > 0. Then, for every p ≥ 3, it holds
4
(n− 1
n− 2
) ˆ
∂M
|Du|p dσ ≤
ˆ
∂M
|Du|p−2 R∂M dσ, (2.10)
where R∂M denotes the scalar curvature of the metric induced by g0 on ∂M . Moreover, the equality
holds for some p ≥ 3 if and only if (M,g0, u) is isometric to a Schwarzschild solution with ADM
mass equal to m > 0. In particular, the boundary of M has only one connected component and it
is isometric to a (n− 1)-dimensional sphere.
In the framework of overdetermined boundary value problems, we have the following corollary,
which should be compared with Corollary 2.2.
Corollary 2.6. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with u0 = 0 and ADM mass equal to m > 0. Assume in addition that the identity(
2 |Du|
n− 2
)2
=
R∂M
(n − 1)(n − 2)
(2.11)
holds H n−1-almost everywhere on ∂M . Then, the static solution (M,g0, u) is isometric to a
Schwarzschild solution with ADM mass equal to m > 0. In particular, the boundary of M has only
one connected component and it is isometric to a (n− 1)-dimensional sphere.
To illustrate some other consequences of Theorem 2.5, we apply Ho¨lder inequality to the right
hand side of (2.10) with conjugate exponents p/(p − 2) and p/2, obtaining
ˆ
∂M
|Du|p−2R∂M dσ ≤
( ˆ
∂M
|Du|p dσ
)(p−2)/p( ˆ
∂M
∣∣R∂M ∣∣p/2 dσ
)2/p
.
This immediately implies the following corollary, which is the counterpart of Corollary 2.3.
Corollary 2.7. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with u0 = 0 and ADM mass equal to m > 0. Then, for every p ≥ 3, the inequality∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
Lp(∂M)
≤
√√√√ ∣∣∣∣
∣∣∣∣ R∂M(n− 1)(n − 2)
∣∣∣∣
∣∣∣∣
Lp/2(∂M)
(2.12)
holds true, where R∂M denotes the scalar curvature of the metric induced by g0 on ∂M . Moreover,
the equality holds for some p ≥ 3 if and only if (M,g0, u) is isometric to a Schwarzschild solution
with ADM mass equal to m > 0. In particular, the boundary of M has only one connected
component and it is isometric to a (n− 1)-dimensional sphere.
Letting p→ +∞ in formula (2.12), we obtain, under the hypotheses of the above corollary, the
L∞-bound ∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
L∞(∂M)
≤
√√√√ ∣∣∣∣
∣∣∣∣ R∂M(n − 1)(n − 2)
∣∣∣∣
∣∣∣∣
L∞(∂M)
. (2.13)
Theorem 2.5 gives interesting corollaries when ∂M is contained in a level set of |Du| or, more
geometrically, when ∂M is connected. In fact, using Corollary 2.7 in place of Corollary 2.3, we
arrive at the following analog of Theorem 2.4.
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Theorem 2.8. Let (M,g0, u) be an asymptotically flat solution to problem (1.1) in the sense of
Definition 1 with u0 = 0 and ADM mass equal to m > 0. Then, the following statements hold
true.
(i) For every p ≥ 3, the inequalities
1
2
K(n, p, 0)
(
|∂M |
|Sn−1|
)n−2
n−1
≤ m ≤
1
2
√√√√ ∣∣∣∣
∣∣∣∣ R∂M(n− 1)(n − 2)
∣∣∣∣
∣∣∣∣
L
p/2
0 (∂M)
(
|∂M |
|Sn−1|
)
, (2.14)
hold true, where |∂M | denotes the H n−1-measure of ∂M and, according to Theorem 2.4
we set
K(n, p, 0) =
[
||Du||L10(∂M)
||Du||Lp0(∂M)
] p(n−2)
(p−1)(n−1)
.
Moreover, the equality is fulfilled in either the first or in the second inequality, for some
p ≥ 3, if and only if the static solution (M,g0, u) is isometric to a Schwarzschild solution
with ADM mass equal to m > 0.
(ii) Assume that for some p ≥ 3 the scalar curvature R∂M of the boundary satisfies the bound√√√√ ∣∣∣∣
∣∣∣∣ R∂MRSn−1
∣∣∣∣
∣∣∣∣
L
p/2
0 (∂M)
≤ K(n, p, 0)
(
|Sn−1|
|∂M |
) 1
n−1
, (2.15)
where RS
n−1
= (n−1)(n−2) denotes the scalar curvature of the standard (n−1)-dimensional
sphere, then the static solution (M,g0, u) is isometric to a Schwarzschild solution with ADM
mass equal to m > 0.
(iii) Suppose that ∂M is connected or, more in general, that ∂M is contained in a level set of
|Du|. Then, the inequalities
1
2
(
|∂M |
|Sn−1|
)n−2
n−1
≤ m ≤
1
2
(
|∂M |
|Sn−1|
)n−2
n−1
√(
|∂M |
|Sn−1|
)−n−3
n−1
´
∂MR
∂M dσ
(n− 1)(n − 2)|Sn−1|
(2.16)
hold true. Moreover, the equality holds in either the first or in the second inequality in the
above formula, for some p ≥ 3, if and only if the static solution (M,g0, u) is isometric to
a Schwarzschild solution with ADM mass equal to m > 0.
(iv) Under the same assumptions as in (iii), if the scalar curvature R∂M of the boundary satisfies
the bound √∣∣∣∣ R∂MRSn−1
∣∣∣∣ ≤
(
|Sn−1|
|∂M |
) 1
n−1
, (2.17)
then (M,g0, u) is isometric to a Schwarzschild solution with ADM mass equal to m > 0.
Remark 5. The first inequality in (2.16) is the well known Riemannian Penrose Inequality, which
is known to hold up to dimension n = 7 on asymptotically flat manifolds with nonnegative scalar
curvature and compact minimal boundary. For a comprehensive discussion about the general Rie-
mannian Penrose Inequality and its generalizations up to dimension n = 7 we refer the reader
to [15, 4, 5] and the references therein.
Proof. To prove (i) it is sufficient to mimic the proof of Theorem 2.4, working on ∂M = {u = 0} and
using Corollary 2.7 in place of Corollary 2.3. Statement (ii) follows immediately from statement (i),
since inequality (2.15) implies that the equality is satisfied in (2.14). To obtain the first inequality
in (iii), we observe that when ∂M is included in a level set of |Du|, say {|Du| = c}, the constant
K(n, p, 0) in the first inequality of (2.14) is identically equal to 1. To obtain the second inequality
in (iii), it is sufficient to observe that, by Theorem 2.5 one has
4
(n− 1
n− 2
)
|∂M | c2 ≤
ˆ
∂M
R∂M dσ ,
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On the other hand, the left hand side of the above formula can be rewritten with the help of (1.5)
as
(2m)2
(
|Sn−1|
|∂M |
)
(n− 1)(n − 2)|Sn−1| .
The second inequality in (2.16) is now a consequence of simple algebraic manipulations, whereas
the rigidity statement follows easily from Theorem 2.5. Finally, we observe that (iv) follows
immediately from (ii), noticing that condition (2.17) implies that the term under square root
in (2.16) is less than or equal to 1. 
To describe some immediate consequences of the above theorem, we observe that, in dimension
n = 3 and when ∂M is connected, the Gauss-Bonnet Formula givesˆ
∂M
R∂Mdσ = 4π χ(∂M) ≤ 8π ,
where χ(∂M) is the Euler characteristic of ∂M . In particular, the term under square root in (2.16)
is always bounded above by 1. Hence the equality holds in (2.16) and we can recover the classical
3-dimensional Black Hole Uniqueness Theorem.
Theorem 2.9 (Black Hole Uniqueness Theorem). Let (M,g0, u) be a 3-dimensional asymptotically
flat solution to problem (1.1) in the sense of Definition 1 with u0 = 0 and ADM mass equal to
m > 0. Moreover, suppose that ∂M is connected. Then, (M,g0, u) is isometric to a Schwarzschild
solution with ADM mass equal to m > 0.
Coming back to formula (2.16), it is important to notice that the term under the square root
is scaling invariant. In fact, it can be rewritten in terms of the (n − 1)-dimensional renormalized
Einstein-Hilbert functional. We recall that for a compact (n − 1)-dimensional manifold Σ, this
functional is defined as
g 7−→ E Σn−1(g) = |Σ|
−n−3
n−1
g
ˆ
Σ
Rg dσg , (2.18)
where |Σ|g represents the (n − 1)-dimensional volume of Σ computed with respect to the metric
g, whereas dσg and Rg are respectively the volume element and the scalar curvature of g. The
minimizers of the renormalized Einstein-Hilbert functional over a given conformal class are constant
scalar curvature metrics called Yamabe metrics. It follows from the celebrated works of Aubin and
Schoen on the resolution of the Yamabe problem that for every compact (n − 1)-dimensional
manifold Σ, with n ≥ 4, it holds
sup
{
E
Σ
n−1(g) | g is a Yamabe metric on Σ
}
≤ E S
n−1
n−1 (gSn−1) .
In this setting, formula (2.16) can be rephrased as
1
2
(
|∂M |
|Sn−1|
)n−2
n−1
≤ m ≤
1
2
(
|∂M |
|Sn−1|
)n−2
n−1
√
E ∂Mn−1(g∂M )
E S
n−1
n−1 (gSn−1)
. (2.19)
This gives the following theorem, which shows how the rotational symmetry of the static solu-
tion (M,g0, u) can be detected from the knowledge of the intrinsic geometry of the boundary, in
dimension n ≥ 4.
Theorem 2.10. For every n ≥ 4, let (M,g0, u) be a n-dimensional asymptotically flat solution to
problem (1.1) in the sense of Definition 1 with u0 = 0 and ADM mass equal to m > 0. Moreover,
suppose that ∂M is connected. Then, we have
E
Sn−1
n−1 (gSn−1) ≤ E
∂M
n−1(g∂M ) , (2.20)
where g∂M is the metric induced by g0 on ∂M . Moreover, the equality holds if and only if (M,g0, u)
is isometric to a Schwarzschild solution with ADM mass equal to m > 0. In particular, if g∂M is
a Yamabe metric, then (M,g0, u) is rotationally symmetric.
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2.3. Willmore-type inequalities. It is well known that the mean curvature of a smooth closed
hypersurfaces Σ embedded in the flat n-dimensional Euclidean space satisfies the Willmore in-
equality
|Sn−1|
1
n−1 ≤
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Ln−1(Σ)
,
where H is the mean curvature of Σ. Moreover, the equality holds if and only if Σ is isometric to
a round sphere. As a consequence of our analysis, we are able to prove analogous inequalities for
the level sets of u in the setting of problem (1.1), provided n ≥ 4.
Theorem 2.11 (Willmore-type Inequalities). For every n ≥ 4, let (M,g0, u) be a n-dimensional
asymptotically flat solution to problem (1.1) in the sense of Definition 1 with 0 ≤ u0 < 1 and ADM
mass equal to m > 0. Then, the following statements hold true.
(i) For every t ∈ [u0, 1) ∩ (0, 1), the inequality
|Sn−1|
1
n−1 ≤
1
t
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Ln−1({u=t})
(2.21)
holds true. Moreover, the equality is fulfilled for some t ∈ [u0, 1) ∩ (0, 1) if and only if
the level set {u = t} is isometric to a round sphere and the static solution (M,g0, u) is
isometric to a Schwarzschild solution with ADM mass equal to m > 0.
(ii) Assume that u0 = 0. Then, the inequality
|Sn−1|
1
n−1 ≤
√√√√ ∣∣∣∣
∣∣∣∣ R∂M(n− 1)(n − 2)
∣∣∣∣
∣∣∣∣
L
n−1
2 (∂M)
(2.22)
holds true. Moreover, the equality is fulfilled if and only if ∂M is isometric to a round
sphere and the static solution (M,g0, u) is isometric to a Schwarzschild solution with ADM
mass equal to m > 0.
Proof. To prove the inequality in (i), we observe that combing formula (2.9) with identity (1.5)
and inequality (2.3) in Corollary 2.3, one gets(
|Sn−1|
|{u = t}|
)1
p
≤
1
2m
( 2m
1− t2
)(p−1) (n−1)
p (n−2)
∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
Lp0({u=t})
≤
1
t
( 2m
1− t2
)(p−1) (n−1)
p (n−2)
−1
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Lp0({u=t})
,
for every p ≥ 3. If n ≥ 4, we can then choose p = n− 1 in the above formula, obtaining(
|Sn−1|
|{u = t}|
) 1
n−1
≤
1
t
∣∣∣∣
∣∣∣∣ Hn− 1
∣∣∣∣
∣∣∣∣
Ln−10 ({u=t})
.
Simplifying the above expression, we arrive at the desired inequality (2.21). The rigidity statement
in the equality case is now an easy consequence of Corollary 2.3.
To prove the inequality in (ii) we observe that, combining formula (2.9) with identity (1.5) and
letting t = 0, one gets (
|Sn−1|
|∂M |
)1
p
≤ (2m)
(p−1) (n−1)
p (n−2)
−1
∣∣∣∣
∣∣∣∣ 2Dun− 2
∣∣∣∣
∣∣∣∣
Lp0(∂M)
,
for every p ≥ 3. Using (2.12) in Corollary 2.7 and setting p = n − 1, with n ≥ 4, in the above
formula, we obtain (
|Sn−1|
|∂M |
) 1
n−1
≤
√√√√ ∣∣∣∣
∣∣∣∣ R∂M(n− 1)(n − 2)
∣∣∣∣
∣∣∣∣
L
n−1
2
0 (∂M)
,
which is the desired inequality (2.12), up to a simple normalization. The rigidity statement in the
equality case follows at once from Corollary 2.7. 
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3. A conformally equivalent formulation of the problem
3.1. A conformal change of metric. The aim of this section is to reformulate system (1.1) in
a conformally equivalent setting. First of all, we notice that if (M,g0, u) is an asymptotically flat
static solution in the sense of Definition 1, then one has that 1− u2 > 0 everywhere in M , by the
Strong Maximum Principle. Motivated by the explicit formulæ (1.4) of the Schwarzschild solution,
we are led to consider the following conformal change of metric
g = (1− u2)
2
n−2 g0 . (3.1)
It is immediately seen that when u and g0 are as in (1.4) then g is a cylindrical metric. Hence,
we will refer to the conformal change (3.1) as to a cylindrical ansatz. In any case, if (M,g0, u) is
asymptotically flat, it is not hard to deduce from the expansions (1.2) and (1.3) that the metric g
is asymptotically cylindrical. In fact, with the notations introduced in Definition 1, we have that
in M \K the metric g satisfies the expansion
g = (1− u2)
2
n−2 g0 =
(
1− (1−m|x|2−n + w)2
) 2
n−2 (δαβ + ηαβ) · dx
α⊗ dxβ
= (2m)
2
n−2
[
(1 + o2(1)) |x|
−2δαβ + (1 + o2(1)) |x|
−2ηαβ
]
· dxα⊗ dxβ
= (2m)
2
n−2 (1 + o2(1)) [ d|x| ⊗ d|x| + gSn−1 ] + σαβ · dx
α⊗ dxβ, (3.2)
with σαβ = o2
(
|x|−(n+2)/2
)
, as |x| → +∞. To describe how this fact will be exploited in the proof
of our results, let us first observe that another straightforward implication of the expansions (1.2)
and (1.3) is that there exists 0 < t0 < 1 such that for every t0 ≤ t < 1 the level set {u = t} is regular
(meaning that |Du| > 0 on the level set) and diffeomorphic to a (n − 1)-dimensional sphere. In
particular, the manifold with boundary {u ≥ t0} is diffeomeorphic to the cylinder [t0, 1)×{u = t0}.
Hence, it is possible to choose in this region a local system of coordinates {u, ϑ1,...., ϑn−1}, where
{ϑ1,...., ϑn−1} are local coordinates on {u = t0}. In such a system, the metric g0 can be written as
g0 =
du⊗ du
|Du|2
+ g
(0)
ij (u, ϑ
1,..., ϑn−1) dϑi⊗ dϑj , (3.3)
where the latin indices vary between 1 and n− 1. On the other hand, it is not hard to check that
the expansions (1.2) and (1.3) also imply
Du
|Du|
=
[
xα
|x|
+ o1(1)
]
∂
∂xα
, as |x| → +∞ .
This means that the level sets of u tend to coincide with the level sets of |x|, as |x| → +∞ or,
equivalently, as u→ 1. In light of these remarks, it follows from (3.2) and (3.3) that
gij(u, ϑ
1,..., ϑn−1) ·dϑi⊗dϑj = (1−u2)
2
n−2 g
(0)
ij (u, ϑ
1,..., ϑn−1) ·dϑi⊗dϑj −→ (2m)
2
n−2 gSn−1 , (3.4)
as u→ 1. In particular, as it is natural to expect for an asymptotically cylindrical metric, we have
that the g-hypersurface area functional for the level sets of u is uniformly bounded at infinity,
namely
sup
t0≤t<1
ˆ
{u=t}
dσg < +∞ , (3.5)
where dσg denotes the volume element of the metric induced by g on the level sets.
Remark 6. From this preliminary discussion it is clear that in the case where the metric g has
a product structure, with the level sets of u as cross sections, then the coefficients gij ’s in for-
mula (3.4) do not depend on the variable u. This implies in turn that the metric g is everywhere
rotationally symmetric.
Our next task is to reformulate the problem 1.1 in terms of the metric g. To this aim we fix
local coordinates {yα}nα=1 in M and using standard formulæ for conformal changes of metrics, we
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deduce that the Christoffel symbols Γγαβ and G
γ
αβ , of the metric g and g0 respectively, are related
to each other via the identity
Γγαβ = G
γ
αβ −
2u
(n− 2)(1 − u2)
(
δγα ∂βu+ δ
γ
β ∂αu− g
(0)
αβ g
γη
(0) ∂ηu
)
.
Comparing the local expressions for the Hessians of a given function w ∈ C 2(M) with respect to
the metrics g and g0, namely ∇
2
αβw = ∂
2
αβw − Γ
γ
αβ∂γw and D
2
αβw = ∂
2
αβw −G
γ
αβ∂γw, one gets
∇2αβw = D
2
αβw +
2u
(n− 2)(1 − u2)
(
∂αw ∂βu+ ∂βw ∂αu− 〈Dw |Du〉 g
(0)
αβ
)
,
∆gw = (1− u
2)−
2
n−2
(
∆w −
2u
1− u2
〈Dw |Du〉
)
.
We note that in the above expressions as well as in the following ones, the notations ∇ and
∆g represent the Levi-Cita connection and the Laplace-Beltrami operator of the metric g. In
particular, letting w = u and using ∆u = 0, one has
∇2αβu = D
2
αβu +
2u
(n− 2)(1 − u2)
(
2 ∂αu∂βu − |Du|
2 g
(0)
αβ
)
, (3.6)
∆gu = −
2u
(1− u2)
n
n−2
|Du|2 . (3.7)
To continue, we observe that the Ricci tensor Ricg = R
(g)
αβ dy
α⊗dyβ of the metric g can be expressed
in terms of the Ricci tensor Ric = R
(0)
αβ dy
α⊗ dyβ of the metric g0 as
R
(g)
αβ = R
(0)
αβ +
2u
1− u2
D2αβu +
( 2
n− 2
)n− 2 + nu2
(1− u2)2
∂αu∂βu +
( 2
n− 2
) |Du|2
1− u2
g
(0)
αβ ,
where we have used the fact that ∆u = 0. If in addition we plug the equation uRic = D2u in the
above formula, we obtain
R
(g)
αβ =
1 + u2
u(1− u2)
D2αβu +
( 2
n− 2
)n− 2 + nu2
(1− u2)2
∂αu∂βu +
( 2
n− 2
) |Du|2
1− u2
g
(0)
αβ . (3.8)
To obtain nicer formulæ, it is convenient to introduce the new variable
ϕ = log
(1 + u
1− u
)
⇐⇒ u = tanh
(ϕ
2
)
. (3.9)
As a consequence we have that
∂αϕ =
2
1− u2
∂αu , (3.10)
∇2αβϕ =
2
1− u2
D2αβu +
( n
n− 2
) 4u
(1− u2)2
(
∂αu∂βu −
|Du|2
n
g
(0)
αβ
)
. (3.11)
For future convenience, we report the relation between |∇ϕ|2g and |Du|
2 as well as the one between
|∇2ϕ|2g and |D
2u|2, namely
|∇ϕ|2g = 4
|Du|2
(1− u2)2
n−1
n−2
,
|∇2ϕ|2g = 4
|D2u|2
(1− u2)
2n
n−2
+
16n
n− 2
uD2u(Du,Du)
(1− u2)
3n−2
n−2
+
16n(n − 1)
(n− 2)2
u2 |Du|4
(1− u2)
4n−4
n−2
.
On the other hand, in virtue of the expansions (1.2) and (1.3), it is immediate to deduce that the
quantities
|Du|
(1− u2)
n−1
n−2
and
|D2u|
(1− u2)
n
n−2
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are uniformly bounded in M . Taking this fact into account, one can easily estimate the above
expressions for |∇ϕ|g and |∇
2ϕ|g, obtaining the bound
sup
M
(
|∇ϕ|g + |∇
2ϕ|g
)
< +∞ .
This fact will be used in the following discussion in combination with the uniform bound on the g-
hypersurface area functional of the level sets (3.5). For the ease of reference, we summarize these
estimates in the following lemma.
Lemma 3.1. Let (M,g0, u) be an asymptotically flat static solution to problem (1.1) and let g and
ϕ be the metric and the smooth function defined in (3.1) and (3.9), respectively. Then, there exist
0 ≤ s0 < +∞ and a positive constant 0 < C < +∞ such that
sup
M
|∇ϕ|g + sup
M
|∇2ϕ|g + sup
s0≤ s
ˆ
{ϕ=s}
dσg ≤ C . (3.12)
Combining expressions (3.6), (3.7), (3.8) together with (3.10) and (3.11), we are now in the
position to reformulate problem (1.1) as

Ricg − coth(ϕ)∇
2ϕ +
dϕ⊗ dϕ
n− 2
=
|∇ϕ|2g
n− 2
g in M,
∆g ϕ = 0 in M,
ϕ = ϕ0 on ∂M,
ϕ(x) → +∞ as |x| → +∞ ,
(3.13)
where, according to (3.9), we have set ϕ0 = log [(1 + u0)/(1 − u0)]. Moreover, the solution (M,g, ϕ)
is such that (M,g) is asymptotically cylindrical in the sense described at the beginning of this
section and in particular the estimate (3.12) is in force. In other terms, the asymptotically flat
static solution (M,g0, u) corresponds via the conformal change
g =
(
cosh(ϕ/2)
)− 4
n−2 g0
to an asymptotically cylindrical quasi Einstein type manifold (M,g, ϕ) with unbounded g-harmonic
potential function ϕ.
To describe the idea that will lead us throughout the analysis of system (3.13), we note that
taking the trace of the first equation one gets
Rg
n− 1
=
|∇ϕ|2g
n− 2
, (3.14)
where Rg is the scalar curvature of the metric g. It is important to observe that in the cylindrical
situation, which is the conformal counterpart of the Schwarzschild solution, Rg has to be constant.
In this case, the above formula implies that also |∇ϕ|g has to be constant. Plugging this information
into the Bochner formula, it is then immediate to conclude that ϕ has to be an affine function
for the metric g. For these reasons, also in the situation, where we do not know a priori if g is
cylindrical, it is natural to think of ∇ϕ as to a candidate splitting direction and to investigate
under which conditions this is actually the case.
3.2. The geometry of the level sets of ϕ. In the forthcoming analysis a crucial role is be
played by the study the geometry of the level sets of ϕ, which coincide with the level sets of u, by
definition. Hence, we pass now to describe the second fundamental form and the mean curvature
of the regular level sets of ϕ (or equivalently of u) in both the original Riemannian context (M,g0)
and the conformally related one (M,g). To this aim, we fix a regular level set {ϕ = s0} of ϕ
and we note that it must be compact, by the properness of ϕ. In particular, there exists a real
number δ > 0 such that in the tubular neighborhood Uδ = {s0 − δ < ϕ < s0 + δ} we have
|∇ϕ|g > 0 so that Uδ is foliated by regular level sets of ϕ. As a consequence, Uδ is diffeomorphic to
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(s0− δ, s0+ δ)×{ϕ = s0} and the function ϕ can be regarded as a coordinate in Uδ. Thus, one can
choose a local system of coordinates {ϕ, ϑ1,...., ϑn−1}, where {ϑ1,...., ϑn−1} are local coordinates on
{ϕ = s0}. In such a system, the metric g can be written as
g =
dϕ⊗ dϕ
|∇ϕ|2g
+ gij(ϕ, ϑ
1,...., ϑn−1) dϑi⊗ dϑj ,
where the latin indices vary between 1 and n− 1. A similar expression has been obtained in (3.3)
for the metric g0 in terms of the local coordinates {u, ϑ
1,...., ϑn−1}. We now fix in Uδ the g0-unit
vector field ν = Du/|Du| = Dϕ/|Dϕ| and the g-unit vector field νg = ∇u/|∇u|g = ∇ϕ/|∇ϕ|g.
Accordingly, the second fundamental forms of the regular level sets of u or ϕ with respect to
ambient metric g0 and the conformally-related ambient metric g are respectively given by
h
(0)
ij =
D2iju
|Du|
=
D2ijϕ
|Dϕ|
and h
(g)
ij =
∇2iju
|∇u|g
=
∇2ijϕ
|∇ϕ|g
, for i, j = 1,...., n − 1.
Taking the traces of the above expressions with respect to the induced metrics and using the
fact that u is g0-harmonic and ϕ is g-harmonic, we obtain the following expressions for the mean
curvatures in the two ambients
H = −
D2u(Du,Du)
|Du|3
, Hg = −
∇2ϕ(∇ϕ,∇ϕ)
|∇ϕ|3g
. (3.15)
Tacking into account expressions (3.10) and (3.11), one can show that the second fundamental
forms are related by
h
(g)
ij = (1− u
2)
1
n−2
[
h
(0)
ij −
( 1
n− 2
) 2u |Du|
1− u2
g
(0)
ij
]
. (3.16)
The analogous formula for the mean curvatures reads
Hg = (1− u
2)−
1
n−2
[
H−
(n− 1
n− 2
) 2u |Du|
1− u2
]
. (3.17)
For the sake of completeness, we also report the reversed formulæ for the second fundamental
forms
h
(0)
ij =
(
cosh(ϕ/2)
) 2
n−2
[
h
(g)
ij +
( 1
n− 2
)
tanh(ϕ/2) |∇ϕ|g gij
]
as well as for the mean curvatures
H =
(
cosh(ϕ/2)
)− 2
n−2
[
Hg +
(n− 1
n− 2
)
tanh(ϕ/2) |∇ϕ|g
]
.
Concerning the nonregular level sets of ϕ, we first observe that by the results in [13] and [17], one
has that the (n − 1)-dimensional Hausdorff measure of the level sets of ϕ is locally finite. Hence,
the properness of ϕ forces the level sets to have finite (n−1)-dimensional Hausdorff measure. To go
further in the description of the nonregular level sets of ϕ, we set Crit(ϕ) = {x ∈M |∇ϕ(x) = 0}
and observe that if s0 is a singular value of ϕ and thus the level set {ϕ = s0} is nonregular,
it happens that the nonempty closed set Crit(ϕ) ∩ {ϕ = s0} has vanishing (n − 1)-dimensional
Hausdorff measure. In fact, since ϕ is harmonic, one has by [9, Theorem 1.17] that the Minkovsky
dimension – and thus also the Hausdorff dimension – of its critical set Crit(ϕ) = {∇ϕ = 0} is
bounded above by (n − 2). It is worth noticing that the same conclusion about the Hausdorff
dimension of Crit(ϕ) had been previously obtained in [12]. In particular, the previous formulæ
for the second fundamental form and mean curvature also make sense H n−1-almost everywhere
in {ϕ = s0}, namely on the relatively open set {ϕ = s0} \Crit(ϕ).
We conclude this section with some considerations about the geometry of ∂M in the case of null
Dirichlet boundary conditions for ϕ. We recall that, as ϕ is nonconstant in M and ∂M is assumed
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to be smooth, the Hopf Lemma implies that |∇ϕ|g > 0 on ∂M . To continue, we observe that from
the first equation in (3.13) and from its traced version (3.14) it is immediate to deduce that
|∇2ϕ|2g = tanh
2(ϕ)
(
2
n− 2
Ricg(∇ϕ,∇ϕ) + |Ricg|
2
g −
R2g
n− 1
)
.
In particular, we have that ∇2ϕ ≡ 0 on {ϕ = 0}. Hence, the boundary of (M,g) is totally geodesic
and |∇ϕ|g is constant on each connected component of ∂M . Notice once again that if (M,g) is a
cylinder and ∇ϕ is the splitting direction, one has
Ricg(∇ϕ,∇ϕ) = 0 and |Ricg|
2
g =
R2g
n− 1
,
so that the right hand side of the above identity vanishes everywhere and ϕ is an affine function
in (M,g), as expected.
3.3. A conformal version of the Monotonicity-Rigidity Theorem. We conclude this section
by introducing the conformal analog of the functions
t 7−→ Up(t) =
( 2m
1− t2
)(p−1)(n−1)
(n−2)
ˆ
{u=t}
|Du|p dσ,
introduced in (1.6). To this aim, we let (M,g, ϕ) be an aymptotically cylindrical solution to
problem (3.13) and we define, for p ≥ 0, the functions Φp : [ϕ0,+∞) −→ R as
s 7−→ Φp(s) =
ˆ
{ϕ=s}
|∇ϕ|pg dσg . (3.18)
As for the Up’s, we observe that the Φp’s are well defined. This is because |∇ϕ|g is bounded (see
Lemma 3.1) and, by the results in [13, 17], the hypersurface area of the level set is finite, due to
the harmonicity and properness of ϕ. Before proceeding, it is worth noticing that, when p = 0,
the function
Φ0(s) =
ˆ
{ϕ=s}
dσg = |{ϕ = s}|g,
coincides with the hypersurface area functional |{ϕ = s}|g for the level sets of ϕ inside the ambient
manifold (M,g). For p = 1, it follows from ∆gϕ = 0 and the Divergence Theorem that the function
Φ1(s) =
ˆ
{ϕ=s}
|∇ϕ|g dσg
is constant. We also observe that the asymptotic cylindrical behavior of g and ϕ implies that
lim
s→+∞
Φp(s) = (2m)
n−1−p
n−2 (n− 2)p |Sn−1| , (3.19)
where m is the mass coefficient appearing in expansion (1.3). For future convenience, we observe
that the functions Up and Φp and their derivatives (when defined) are related as follows
Up(t) =
(2m)
(p−1)(n−1)
(n−2)
2p
Φp (log [(1 + t)/(1− t)]) , (3.20)
U ′p(t) =
(2m)
(p−1)(n−1)
(n−2)
2p−1(1− t2)
Φ′p (log [(1 + t)/(1− t)]) , (3.21)
U ′′p (t) =
(2m)
(p−1)(n−1)
(n−2)
2p−2(1− t2)2
(
tΦ′p (log [(1 + t)/(1 − t)]) + Φ
′′
p (log [(1 + t)/(1 − t)])
)
. (3.22)
Using the above relationships the Monotonicity-Rigidity Theorem 1.1 can be rephrased in terms
of the functions s 7→ Φp(s) as follows.
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Theorem 3.2 (Monotonicity-Rigidity Theorem – Conformal Version). Let (M,g, ϕ) be an asymp-
totically cylindrical solution to problem (3.13) with 0 ≤ ϕ0 < +∞. For every p ≥ 1 we let
Φp : [ϕ0, 1) −→ R be the function defined in (3.18). Then, the following properties hold true.
(i) For every p ≥ 1, the function Φp is continuous.
(ii) For every p ≥ 3, the function Φp is differentiable and the derivative satisfies, for every
s ∈ [ϕ0,+∞),
Φ′p(s) = − (p− 1)
ˆ
{ϕ=s}
|∇ϕ|p−1g Hg dσg ≤ 0 . (3.23)
where Hg is the mean curvature of the level set {ϕ = s}. Moreover, if Φ
′
p(s) = 0, for some
s ∈ [ϕ0,+∞) and some p ≥ 3, then (M,g, ϕ) is isometric to one half round cylinder with
totally geodesic boundary.
(iii) Suppose that ϕ = 0 at ∂M . Then Φ′p(0) = lims→0+ Φ
′
p(s) = 0, for every p ≥ 3. In
particular, setting Φ′′p(0) = lims→0+ Φ
′
p(s)/s, we have that for every p ≥ 3, it holds
Φ′′p(0) = (p− 1)
ˆ
∂M
|∇ϕ|p−2g Ricg(νg, νg) dσg ≤ 0 , (3.24)
where νg = ∇ϕ/|∇ϕ|g is the inward pointing unit normal of the boundary ∂M . Moreover,
if Φ′′p(0) = 0 for some p ≥ 3, then (M,g, ϕ) is isometric one half round cylinder with totally
geodesic boundary.
Remark 7. To see the equivalence of Theorem 1.1-(iii) and Theorem 3.2-(iii) one has to observe
that U ′′p (0) and Φ
′′
p(0) are proportional, by identity (3.22). Moreover, from the computations in
subsection 2.2, it follows that
U ′′p (0) = −
(p− 1
2
)
(2m)
(p−1)(n−1)
(n−2)
ˆ
∂M
|Du|p−2
[
R∂M− 4
(n− 1
n− 2
)
|Du|2
]
dσ.
Combining these facts, it is easy to realize that (1.11) and (3.24), as well as the respective rigidity
statements, are equivalent.
Since it is now clear that Theorem 1.1 is completely equivalent to Theorem 3.2, the rest of the
paper is devoted to the proof of Theorem 3.2. We will also prove at the same time the following
theorem, which is the conformal version of Theorem 1.2.
Theorem 3.3. Let (M,g, ϕ) be an asymptotically cylindrical solution to problem (3.13) with 0 ≤
ϕ0 < +∞. Let ϕ0 ∈ [ϕ0,+∞) be such that |∇ϕ|g > 0 in the region {ϕ0 < ϕ < +∞} and let
Φp : [ϕ0,+∞) −→ R be the function defined in (3.18). Then, the following properties hold true.
(i) For p ≥ 0, the function Φp is continuous and differentiable in (ϕ0,+∞).
(ii) For p ≥ 2− 1/(n − 1), we have that Φ′p(s) ≤ 0 for every s ∈ (ϕ0,+∞). Moreover, if there
exists s ∈ (ϕ0,+∞) such that Φ
′
p(s) = 0 for some p ≥ 2 − 1/(n − 1), then (M,g, ϕ) is
isometric to one half round cylinder.
4. Integral identities
In this section, we derive some integral identities that will be used to analyze the properties of
the functions s 7→ Φp(s) introduced in (3.18). To obtain the first identity, we are going to exploit
the equation ∆g ϕ = 0 in combination with Lemma 3.1.
Proposition 4.1. Let (M,g, ϕ) be an aymptotically cylindrical solution to problem (3.13), then,
for every p ≥ 1 and for every s ∈ [ϕ0,+∞) ∩ (0,+∞), we have
ˆ
{ϕ=s}
|∇ϕ|pg
sinh(s)
dσg =
ˆ
{ϕ>s}
|∇ϕ|p−3g
(
coth(ϕ) |∇ϕ|4g − (p − 1)∇
2ϕ(∇ϕ,∇ϕ)
)
sinh(ϕ)
dµg . (4.1)
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Remark 8. Before proceeding with the proof of the proposition, it is worth pointing out that the
left hand side of (4.1) is well defined also when s is not a regular value of ϕ. In fact, since the
function ϕ is harmonic and proper, by the already cited results in [13, 17, 12] and [9] one has that
the (n− 1)-dimensional Hausdorff measure of the level sets of ϕ is finite. Moreover, the Hausdorff
dimension of the critical set Crit(ϕ) of the function ϕ is bounded above by n − 2. In particular,
the density that relates the volume element dσg – which is well defined only on the regular portion
of the level set – to the everywhere defined volume element dH n−1 is well defined and bounded
H n−1-almost everywhere on {ϕ = s}. Hence, the integral make sense.
Proof. For the sake of simplicity, we drop the subscript g in the notation of this proof. To prove
identity (4.1) when s > 0 is a regular value of ϕ, we start from the formula
div
(
|∇ϕ|p−1∇ϕ
sinh(ϕ)
)
=
|∇ϕ|p−3
(
(p− 1)∇2ϕ(∇ϕ,∇ϕ) − coth(ϕ) |∇ϕ|4
)
sinh(ϕ)
, (4.2)
which follows from a direct computation, using the fact that ϕ is harmonic. Next we integrate the
above formula by parts using the Divergence Theorem in {s < ϕ < S}, where S is so large that
the level set {ϕ = S} is regular. This gives
ˆ
{s<ϕ<S}
|∇ϕ|p−3
(
(p − 1)∇2ϕ(∇ϕ,∇ϕ) − coth(ϕ) |∇ϕ|4
)
sinh(ϕ)
dµ = (4.3)
=
ˆ
{ϕ=S}
|∇ϕ|p−1
〈
∇ϕ
∣∣n〉
sinh(ϕ)
dσ +
ˆ
{ϕ=s}
|∇ϕ|p−1
〈
∇ϕ
∣∣ n〉
sinh(ϕ)
dσ ,
where n is the outer unit normal. In particular, one has that n = −∇ϕ/|∇ϕ| on {ϕ = s} and
n = ∇ϕ/|∇ϕ| on {ϕ = S}. On the other hand, thanks to Lemma 3.1, it is immediate to deduce
that
lim
S→+∞
ˆ
{ϕ=S}
|∇ϕ|pg
sinh(ϕ)
dσg = 0 .
The statement of the proposition then follows at once.
In the case where s > 0 is a singular value of ϕ, we need to apply a slightly refined version of the
Divergence Theorem, namely Theorem A.1 in the Appendix, in order to perform the integration
by parts which leads to identity (4.3). The rest of the proof is then identical to what we have done
for the regular case. According to the notations of Theorem A.1, we set
X =
|∇ϕ|p−1∇ϕ
sinh(ϕ)
and E = {s < ϕ < S} .
so that ∂E = {ϕ = s} ⊔ {ϕ = S}. As we have already observed, since ϕ is harmonic and proper,
the (n− 1)-dimensional Hausdorff measure of ∂E is finite. As usual, we denote by Crit(ϕ) = {x ∈
M |∇ϕ(x) = 0} the set of the critical points of ϕ, and we set Σ = ∂E ∩ Crit(ϕ) and Γ = ∂E \ Σ,
so that ∂E can be written as the disjoint union of Σ and Γ. Moreover, up to choosing S large
enough, we can suppose that {ϕ = S} ∩Crit(ϕ) is empty. Since |∇ϕ| > 0 in Γ, it is easy to check
that, for every x ∈ Γ, there exists an open neighborhood Ux of x in M such that ∂E ∩Ux = Γ∩Ux
is a smooth regular hypersurface.
To apply Theorem A.1, we also need to check that H n(Bε(Σ)) = o(ε), as ε→ 0, where, for an
arbitrary set A, the ε-neighborhood Bε(A) of A is given by Bε(A) =
⋃
x∈ABε(x). To see this, we
recall from [9, Theorem 1.17] that, since ϕ is harmonic, for every η > 0 there exists a constant
Cη > 0 such that
H
n
(
Bε
(
∂E ∩ Crit(ϕ)
))
≤ Cη ε
2−η ,
for every ε > 0. In particular, we have that
H
n
(
Bε
(
Σ
))
= H n
(
Bε
(
∂E ∩ Crit(ϕ)
))
= o(ε) , as ε→ 0.
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To apply Theorem A.1 we finally need to check that for p ≥ 1 the vector field X is bounded
with bounded divergence in E. But this can be easily deduced from formula (4.2) and Lemma 3.1
and the proof is complete. 
To obtain the second relevant integral identity, we are going to combine the equations of sys-
tem (3.13) with the Bochner formula
1
2
∆g|∇ϕ|
2
g =
∣∣∇2ϕ∣∣2
g
+Ricg(∇ϕ,∇ϕ) +
〈
∇∆gϕ
∣∣∇ϕ〉
g
.
Using the fact that ϕ is g-harmonic together with the first equation in (3.13), it is easily seen that
the Bochner formula reduces to
∆g|∇ϕ|
2
g −
〈
∇|∇ϕ|2g
∣∣∇ log ( sinh(ϕ))〉
g
= 2 |∇2ϕ|2g . (4.4)
For every p ≥ 3, we compute
∇|∇ϕ|p−1g =
(p− 1
2
)
|∇ϕ|p−3g ∇|∇ϕ|
2
g ,
∆g|∇ϕ|
p−1
g =
(p− 1
2
)
|∇ϕ|p−3g ∆g|∇ϕ|
2 + (p− 1)(p − 3) |∇ϕ|p−3g
∣∣∇|∇ϕ|g∣∣2g .
We notice en passant that whenever |∇ϕ|g > 0 the above formulæ make sense for every p ≥ 0.
These identities, combined with (4.4), lead to
∆g|∇ϕ|
p−1
g −
〈
∇|∇ϕ|p−1g
∣∣∇ log ( sinh(ϕ))〉
g
= (p−1)|∇ϕ|p−3g
( ∣∣∇2ϕ∣∣2
g
+ (p−3)
∣∣∇|∇ϕ|g∣∣2g
)
. (4.5)
Obviously, for p = 3, the above formula coincides with (4.4). We notice that the differential
operator appearing on the left hand side of the above expression, namely
∆g · −
〈
∇ ·
∣∣∇ log ( sinh(ϕ))〉
g
,
is a drifted Laplace-Beltrami operator and thus it is formally self-adjoint with respect to the
weighted measure
(
1/ sinh(ϕ)
)
dµg. Integrating by parts the identity (4.5) with respect to this
weighted measure, we obtain the following proposition, which is the main result of this section.
Proposition 4.2. Let (M,g, ϕ) be an aymptotically cylindrical solution to problem (3.13) with
0 ≤ ϕ0 < +∞. Then, for every p ≥ 3 and every s ∈ [ϕ0,+∞), we have
ˆ
{ϕ=s}
|∇ϕ|p−1g Hg
sinh(s)
dσg =
ˆ
{ϕ>s}
|∇ϕ|p−3g
( ∣∣∇2ϕ∣∣2
g
+ (p− 3)
∣∣∇|∇ϕ|g∣∣2g
)
sinh(ϕ)
dµg . (4.6)
Moreover, if there exists s0 ∈ [ϕ0,+∞) ∩ (0,+∞) such thatˆ
{ϕ=s0}
|∇ϕ|p0−1g Hg dσg ≤ 0 , (4.7)
for some p0 ≥ 3, then the manifold ({ϕ ≥ s0}, g) is isometric to one half round cylinder and ϕ is
an affine function.
Remark 9. Translating Remark 1 in terms of the conformally related quantities, it is easy to
realize that the integral on the left hand side of (4.6) is well defined also when s is a singular value
of ϕ.
Remark 10. We observe that since the static solution (M,g0, u) to problem (1.1) is analytic (see
for example [10]), the solution (M,g, ϕ) to problem (3.13) coming from (M,g0, u) through (3.1)
and (3.9) is analytic as well. Hence, the conclusion of the rigidity statement in Proposition 4.2
can be made stronger in the sense that if ({ϕ ≥ s0}, g) is isometric to one half round cylinder,
then the entire manifold (M,g) must be isometric to one half round cylinder and the corresponding
static solution (M,g0, u) must be rotationally symmetric and thus isometric to the Schwarzschild
solution (1.4).
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Proof. For the sake of simplicity, we drop the subscript g in the notation of this proof. In the same
spirit as in Proposition 4.1, we start by considering the case where the level set {ϕ = s} is regular,
meaning that |∇ϕ| > 0 on {ϕ = s}. We observe that, whenever ϕ > 0, one can write
div
(
∇|∇ϕ|p−1
sinh(ϕ)
)
=
∆|∇ϕ|p−1 −
〈
∇|∇ϕ|p−1
∣∣∇ log ( sinh(ϕ))〉
sinh(ϕ)
= (p− 1)
|∇ϕ|p−3
( ∣∣∇2ϕ∣∣2 + (p− 3) ∣∣∇|∇ϕ|∣∣2 )
sinh(ϕ)
, (4.8)
where in the second equality we used equation (4.5). Since for every large enough S > 0 the level
set {ϕ = S} is regular (see the discussion after formula (3.2)) we integrate by parts the above
identity, obtaining
(p− 1)
ˆ
{s<ϕ<S}
|∇ϕ|p−3
( ∣∣∇2ϕ∣∣2 + (p− 3) ∣∣∇|∇ϕ|∣∣2 )
sinh(ϕ)
dµ =
=
ˆ
{ϕ=S}
〈
∇|∇ϕ|p−1
∣∣ n〉
sinh(ϕ)
dσ +
ˆ
{ϕ=s}
〈
∇|∇ϕ|p−1
∣∣ n〉
sinh(ϕ)
dσ ,
where n is the outer g-unit normal of the set {s ≤ ϕ ≤ S} at its boundary. In particular, one has
that n = −∇ϕ/|∇ϕ| on {ϕ = s} and n = ∇ϕ/|∇ϕ| on {ϕ = S}. On the other hand, from the
second formula in (3.15) it is easy to deduce that
〈∇|∇ϕ|p−1|∇ϕ〉 = (p− 1) |∇ϕ|p−3∇2ϕ(∇ϕ,∇ϕ) = −(p− 1)|∇ϕ|p H .
Therefore, we have obtained
ˆ
{s<ϕ<S}
|∇ϕ|p−3
( ∣∣∇2ϕ∣∣2 + (p− 3) ∣∣∇|∇ϕ|∣∣2 )
sinh(ϕ)
dµ =
ˆ
{ϕ=s}
|∇ϕ|p−1H
sinh (s)
dσ −
ˆ
{ϕ=S}
|∇ϕ|p−1H
sinh (S)
dσ . (4.9)
In order to obtain identity (4.6) it is sufficient to show that the last term on the right hand side
tends to zero as S → +∞. To see this, we observe that |∇ϕ|p−1H ≤ |∇ϕ|p−2|∇2ϕ| and thus
it is uniformly bounded, by estimate (3.12) in Lemma 3.1. The same estimate provides us with
a uniform bound for the area of the level sets of ϕ. Hence, it is easy to arrive to the desired
conclusion. This completes the proof of the proposition in the case where {ϕ = s} is regular.
In the case where s > 0 is a singular value of ϕ, we need to apply a slightly refined version of the
Divergence Theorem, namely Theorem A.1 in the Appendix, in order to perform the integration
by parts which leads to identity (4.9). The rest of the proof is identical to what we have done for
the regular case. According to the notations of Theorem A.1, we set
X =
∇|∇ϕ|p−1
sinh(ϕ)
and E = {s < ϕ < S} .
As it is easy to realize, the same considerations as in the proof of Proposition 4.1 apply to
the present situation. The only difference amounts to check that for p ≥ 3 the vector field X is
bounded with bounded divergence in E. To see this, we observe that the definition of X combined
with Kato inequality implies
|X| ≤ (p− 1)
|∇ϕ|p−2 |∇2ϕ|
sinh(ϕ)
.
Moreover, using equation (4.8) together with Kato inequality, it is easy to deduce that
|divX| ≤ (p− 1)(p − 2)
|∇ϕ|p−3 |∇2ϕ|2
sinh(ϕ)
.
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Since p ≥ 3, the claim follows now directly from Lemma 3.1. Hence, all the hypotheses of Theo-
rem A.1 are in force and we can integrate divX by parts, obtainingˆ
{s<ϕ<S}
div
(
∇|∇ϕ|p−1
sinh(ϕ)
)
dµ =
ˆ
{ϕ=S}
〈
∇|∇ϕ|p−1
∣∣n〉
sinh(ϕ)
dσ +
ˆ
{ϕ=s}\Crit(ϕ)
〈
∇|∇ϕ|p−1
∣∣n〉
sinh(ϕ)
dσ .
Taking into account Remark 9 and expression (4.8), we have that identity (4.9) holds true also in
the case where s is a singular value of ϕ.
To prove the second part of the statement, we observe that from (4.6) and (4.7) one imme-
diatetely gets ∇2ϕ ≡ 0 in {ϕ ≥ s0}. Moreover, by the asymptotic behavior of ϕ, one has that
|∇ϕ| is a positive constant in that region. Hence ∇ϕ is a nontrivial parallel vector field and
by [1, Theorem 4.1-(i)] we deduce that the Riemannian manifold ({ϕ ≥ s0}, g) is isometric to
the manifold {ϕ = s0} × [s0,+∞) endowed with the product metric d̺ ⊗ d̺ + g|{ϕ=s0}. Here ̺
represents the distance to {ϕ = s0} and the function ϕ itself can be expressed as an affine function
of ̺ in {ϕ ≥ s0}, that is ϕ = s0 + ̺ |∇ϕ|g, where |∇ϕ|g is a positive constant. Combining the
product structure with the asymptotic behavior (3.4), as already observed in Remark 6, we arrive
at g|{ϕ=s0} = (2m)
2/(n−2)gSn−1 , which is the desired conclusions. 
As an immediate consequence of the above proposition, we obtain the following corollary.
Corollary 4.3. Let (M,g, ϕ) be an aymptotically cylindrical solution to problem (3.13) with ϕ0 =
0. Then, for every p ≥ 3, we have
−
ˆ
∂M
|∇ϕ|p−2g Ricg(νg, νg) dσg =
ˆ
M
|∇ϕ|p−3g
( ∣∣∇2ϕ∣∣2
g
+ (p− 3)
∣∣∇|∇ϕ|g∣∣2g
)
sinh(ϕ)
dµg . (4.10)
Moreover, if the left hand side of the above formula vanishes for some p0 ≥ 3, then the manifold
(M,g) is isometric to one half round cylinder and ϕ is an affine function.
Proof. It is sufficient to observe that since |∇ϕ|p−1g Hg = − tanh(ϕ) |∇ϕ|
p−2
g Ricg(νg, νg), one has
that
lim
s→0+
ˆ
{ϕ=s}
|∇ϕ|p−1g Hg
sinh(s)
dσg = −
ˆ
∂M
|∇ϕ|p−2g Ricg(νg, νg) dσg .
The result is then a straightforward consequence of Proposition 4.2. 
We observe that a slightly stronger version of rigidity result contained in the previous proposition
holds if |∇ϕ|g > 0 in the region {ϕ ≥ s0}, {ϕ = s0} being the level set where inequality (4.7) is
in force. In fact, in this case one can allow the exponent p to vary in a larger range. It is worth
pointing out that the condition |∇ϕ| > 0 on the level sets which are sufficiently close to the end
of M .
Proposition 4.4. Let (M,g, ϕ) be an asymptotically cylindrical solution to problem (3.13) with
0 ≤ ϕ0 < +∞. Let ϕ0 ∈ [ϕ0,+∞) be such that |∇ϕ|g > 0 in the region {ϕ0 < ϕ < +∞}. Then,
for every p ≥ 0 and for every s ∈ [ϕ0,+∞), formulæ (4.1) and (4.6) hold true. Suppose in addition
that there exists s0 ∈ [ϕ0,+∞) ∩ (0,+∞) such thatˆ
{ϕ=s0}
|∇ϕ|p0−1g Hg dσg ≤ 0 , (4.11)
holds for some p0 ≥ 2− 1/(n − 1), then the manifold ({ϕ ≥ s0}, g) is isometric to one half round
cylinder.
Proof. To prove the first part of the statement, namely the validity of formulæ (4.1) and (4.6), we
observe that if |∇ϕ| > 0 then the left hand side in equations (4.2) and (4.8) are well defined for
every p ≥ 0 in {ϕ ≥ ϕ0}. In particular, one can perform the same integration by parts as in the
previous propositions, obtaining identities (4.1) and (4.6) for every p ≥ 0.
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To prove the rigidity statement, we proceed in the same spirit as in the proof of Proposition 4.2
and we observe that if p0 ≥ 2 − 1/(n − 1), then (p0 − 3) ≥ −n/(n − 1) and one has by (4.6)
and (4.11) that
|∇2ϕ|2 + (p0 − 3) |∇|∇ϕ||
2 ≡ 0 ,
in {ϕ ≥ s0}. In fact, the refined Kato inequality for harmonic functions gives
|∇2ϕ|2 ≥
n
n− 1
|∇|∇ϕ||2 ,
whenever |∇ϕ| > 0, and thus the integrand on the right hand side of (4.6) is nonnegative. Now,
if (p0 − 3) > −n/(n − 1), it is immediate to conclude that |∇
2ϕ| ≡ 0 ≡ |∇|∇ϕ|| in {ϕ ≥ s0}
and the thesis follows by the same arguments as in Proposition 4.2. In the limiting case where
(p0 − 3) = −n/(n− 1), one has that
|∇2ϕ|2 =
n
n− 1
|∇|∇ϕ||2 , (4.12)
in {ϕ ≥ s0}. Following the proof of [3, Proposition 5.1] it is possible to deduce that |∇ϕ|
2 is
constant along the level sets of ϕ and thus that the metric g has a warped product structure in
this region, namely
g = d̺⊗ d̺+ η2(̺) g|{ϕ=s0} , (4.13)
for some positive warping function η = η(̺). Moreover, ϕ and ρ satisfy the relationship
ϕ(q) = s0 + κ
̺(q)ˆ
0
dτ
ηn−1(τ)
,
for every q ∈ {ϕ ≥ s0} and some κ ≥ 0. In particular, ϕ and ̺ share the same level sets and, by
formula (4.13), these are totally umbilic. In fact one has
h
(g)
ij =
1
2
∂gij
∂̺
=
d log η
d̺
gij .
As a consequence, the mean curvature is constant along each level set of ϕ. Applying formula (4.6),
to every level set {ϕ = s} with s ≥ s0 and p0 = 2− 1/(n − 1), one gets
H
ˆ
{ϕ=s}
|∇ϕ|
n−2
n−1 dσ = 0 ,
since the right hand side of (4.6) is always zero, due of (4.12). This implies in turn that all the
level sets {ϕ = s} with s ≥ s0 are minimal and thus totally geodesics. From H ≡ 0 one can also
deduce that 〈∇|∇ϕ|2
∣∣∇ϕ〉 ≡ 0 in {ϕ ≥ s0}. Hence, |∇ϕ|2 is constant in {ϕ ≥ s0}, and thus,
by equation (4.5), one gets |∇2ϕ| ≡ 0 in {ϕ ≥ s0}. Again, the conclusion follows arguing as in
Proposition 4.2. 
5. Proof of Theorem 3.2 and Theorem 3.3
Building on the analysis of the previous section, we are now in the position to prove Theorem 3.2
and Theorem 3.3, which in turn imply Theorem 1.1 and Theorem 1.2, respectively.
5.1. Continuity. We claim that under the hypotheses of Theorem 3.2 the function Φp is contin-
uous, for p ≥ 1. We first observe that since we are assuming that the boundary ∂M is a regular
level set of ϕ, the function s 7→ Φp(s) can be described in term of an integral depending on the
parameter s, provided s ∈ [ϕ0, ϕ0 + 2ε) with ε > 0 sufficiently small. In this case, the continuous
dependence on the the parameter s can be easily checked using standard results from classical
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differential calculus. Thus, we leave the details to the interested reader and we pass to consider
the case where s ∈ (ϕ0 + ε,+∞). Thanks to Proposition 4.1 one can rewrite expression (3.18) as
Φp(s) = − sinh(s)
ˆ
{ϕ>s}
|∇ϕ|p−3g
(
(p− 1)∇2ϕ(∇ϕ,∇ϕ) − coth(ϕ) |∇ϕ|4g
)
sinh(ϕ)
dµg. (5.1)
It is now convenient to set
µ(p)g (E) =
ˆ
E
|∇ϕ|p−3g
(
(p− 1)∇2ϕ(∇ϕ,∇ϕ) − coth(ϕ) |∇ϕ|4g
)
sinh(ϕ)
dµg , (5.2)
for every µg-measurable set E ⊆ {ϕ > ϕ0 + ε}. It is then clear that for p ≥ 1 the measure µ
(p)
g is
absolutely continuous with respect to µg, since |∇ϕ|
p−3
g ∇2ϕ(∇ϕ,∇ϕ) ≤ |∇ϕ|
p−1
g |∇2ϕ|g. It is also
worth pointing out that, under the hypotheses of Theorem 3.3, Proposition 4.4 is in force and thus
the same conclusion holds for every p ≥ 0.
In view of (5.1), the function s 7→ Φp(s) can be interpreted as the repartition function of the
measure defined in (5.2), up to the smooth factor − sinh(s). Thus, s 7→ Φp(s) is continuous if and
only if the assignment
s 7−→ µ(p)g ({ϕ > s})
is continuous. Thanks to [2, Proposition 2.6] and thanks to the fact that µ
(p)
g is absolutely contin-
uous with respect to µg, proving the continuity of the above assignment is equivalent to checking
that µg({ϕ = s}) = 0 for every s > ϕ0 + ε. On the other hand, the Hausdorff dimension of the
level sets of ϕ is at most n− 1, as it follows from the results in [13, 17]. Hence, they are negligible
with respect to the full n-dimensional measure. This proves the continuity of Φp for p ≥ 1 under
the hypotheses of Theorem 3.2 and for every p ≥ 0 under the hypotheses of Theorem 3.3.
5.2. Differentiability. We now turn our attention to the issue of the differentiability of the func-
tions s 7→ Φp(s). As already observed in the previous subsection, we are assuming that the
boundary ∂M is a regular level set of ϕ so that the function s 7→ Φp(s) can be described in term of
an integral depending on the parameter s, provided s ∈ [ϕ0, ϕ0 +2ε) with ε > 0 sufficiently small.
Again, the differentiability in the parameter s can be easily checked in this case, using standard
results from classical differential calculus. Leaving the details to the interested reader, we pass to
consider the case where s ∈ (ϕ0 + ε,+∞). We start by noticing that for every p ≥ 2 the function
|∇ϕ|p−4g
(
(p− 1)∇2ϕ(∇ϕ,∇ϕ) − coth(ϕ) |∇ϕ|4g
)
sinh(ϕ)
has finite integral in {ϕ > s}, for every s > ϕ0 + ε. Hence, we can apply the coarea formula to
expression (5.1), obtaining
Φp(s) = − sinh(s)
ˆ
{τ>s}
ˆ
{ϕ=τ}
(p− 1) |∇ϕ|p−4g ∇2ϕ(∇ϕ,∇ϕ) − coth(ϕ) |∇ϕ|
p
g
sinh(ϕ)
dσg dτ
= sinh(s)
ˆ
{τ>s}
ˆ
{ϕ=τ}
(p− 1) |∇ϕ|p−1g Hg + coth(ϕ) |∇ϕ|
p
g
sinh(ϕ)
dσg dτ
= sinh(s)
ˆ
{τ>s}
(
(p− 1)
ˆ
{ϕ=τ}
|∇ϕ|p−1g Hg
sinh(τ)
dσg +
coth(τ)
sinh(τ)
Φp(τ)
)
dτ , (5.3)
where in the second equality we have used (3.15) and in the third equality we have used the
definition of Φp given by formula (3.18). By the Fundamental Theorem of Calculus, we have that
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if the function
τ 7−→ (p − 1)
ˆ
{ϕ=τ}
|∇ϕ|p−1g Hg
sinh(τ)
dσg +
coth(τ)
sinh(τ)
Φp(τ)
is continuous, then Φp is differentiable. Since we have already discussed in Subsection 5.1 the
continuity of s 7→ Φp(s), we only need to discuss the continuity of the assignment
τ 7−→
ˆ
{ϕ=τ}
|∇ϕ|p−1g Hg
sinh(τ)
dσg =
ˆ
{ϕ>τ}
|∇ϕ|p−3g
( ∣∣∇2ϕ∣∣2
g
+ (p− 3)
∣∣∇|∇ϕ|g∣∣2g
)
sinh(ϕ)
dµg . (5.4)
We note that the above equality follows from the integral identity (4.6) and thus from Proposi-
tion 4.2, which is in force under the hypotheses of Theorem 3.2-(ii), or from Proposition 4.4, which
is in force under the hypotheses of Theorem 3.3. In analogy with (5.2) it is natural to set
µ¯(p)g (E) =
ˆ
E
|∇ϕ|p−3g
( ∣∣∇2ϕ∣∣2
g
+ (p − 3)
∣∣∇|∇ϕ|g∣∣2g
)
sinh(ϕ)
dµg ,
for every µg-measurable set E ⊆ {ϕ > ϕ0 + ε}. It is now clear that for p ≥ 3 the measure µ
(p)
g is
absolutely continuous with respect to µg, and that under the assumptions of Theorem 3.3 the same
conclusion holds for every p ≥ 0. Hence, using the same reasoning as in Subsection 5.1, we deuce
that the assignment (5.4) is continuous. In turn, we obtain the differentiability of Φp for p ≥ 3,
under the hypotheses of Theorem 3.2, and for every p ≥ 0, under the hypotheses of Theorem 3.3.
Finally, using (5.3) and (4.6), a direct computation shows that
Φ′p(s) = − (p− 1)
ˆ
{ϕ=s}
|∇ϕ|p−1g Hg dσg
= − (p− 1) sinh(s)
ˆ
{ϕ>s}
|∇ϕ|p−3g
( ∣∣∇2ϕ∣∣2
g
+ (p− 3)
∣∣∇|∇ϕ|g∣∣2g
)
sinh(ϕ)
dµg . (5.5)
The monotonicity and the rigidity statements in Theorem 3.2-(ii) and Theorem 3.3-(ii) are now
consequences of Proposition 4.2 and Proposition 4.4, respectively.
5.3. A rigidity result under null Dirichlet boundary conditions. To complete our analysis,
we need to prove statement (iii) in Theorem 3.2. To this aim, we observe that
Φ′p(s)
s
= − (p− 1)
sinh(s)
s
ˆ
{ϕ=s}
|∇ϕ|p−1g Hg
sinh(s)
dσg = (p− 1)
sinh(s)
s
ˆ
∂M
|∇ϕ|p−2g Ricg(νg, νg)
cosh(s)
dσg .
Taking the limit as s→ 0+ and using (4.10) in Corollary 4.3 gives (3.24). The rigidity statement
follows directly from Corollary 4.3.
Appendix
The following theorem is an extension of the classical Divergence Theorem to the case of open
domains whose boundary has a (not too big) nonsmooth portion. Eventhough the argument is
quite classical, we collect the statement and the proof here for the convenience of the reader.
Theorem A.1. Let (M,g) be a n-dimensional Riemannian manifold, with n ≥ 2, let E ⊂ M be
a bounded open subset of M with compact boundary ∂E of finite (n − 1)-dimensional Hausdorff
measure, and suppose that ∂E = Γ ⊔ Σ, where the subsets Γ and Σ have the following properties:
(i) For every x ∈ Γ, there exists an open neighborhood Ux of x in M such that Γ ∩ Ux is a
smooth regular hypersurface.
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(ii) The subset Σ is compact and, setting Bε(Σ) =
⋃
x∈ΣBε(x), it holds that H
n(Bε(Σ)) = o(ε)
as ε→ 0.
If X is a differentiable vector field defined in a neighborhood of E and there exists a positive
constant C > 0 such that
sup
E
(
|X|+ |divX|
)
≤ C, (A-1)
then the following identity holds trueˆ
E
divX dµ =
ˆ
Γ
〈X|n〉dσ, (A-2)
where n denotes the exterior unit normal vector field.
Proof. Consider first the trivial case where X vanishes in a neighborhood U of Σ. In this case, let
E˜ be a smooth modification of E such that E˜ \ U = E \ U . Hence, we can deduce thatˆ
E
divX dµ =
ˆ
E˜
divX dµ =
ˆ
∂E˜
〈X|n〉dσ =
ˆ
Γ
〈X|n〉dσ,
where in the second equality we have used the standard Divergence Theorem. To deal with the
general case, we now introduce a suitable approximation Xε of X which vanishes in a neighborhood
of Σ, whose size tends to zero as ε → 0. Using the hypothesis (ii), it is not hard to construct a
family of cut-off functions {ψε}0<ε≤1 ⊂ C
1(M) with the following properties:
(a) 0 ≤ ψε ≤ 1 ,
(b) ψε ≡ 1 in Bε(Σ) and ψε ≡ 0 in M \B3ε(Σ) ,
(c)
ˆ
M
ψε dµ = o(ε) and
ˆ
M
|∇ψε|dµ = o(1) , as ε→ 0 .
Having the family {ψε}0<ε≤1 at hand, we set
Xε = (1− ψε)X.
Since by construction Xε vanishes in Bε(Σ), from previous considerations we have that the theorem
holds true for Xε, that is ˆ
E
divXε dµ =
ˆ
Γ
〈Xε|n〉dσ. (A-3)
Observe now that, by hypothesis (A-1) and property (c), one gets∣∣∣∣
ˆ
E
divXε dµ−
ˆ
E
divX dµ
∣∣∣∣ ≤
ˆ
E
∣∣ 〈∇ψε|X〉+ ψε divX ∣∣ dµ ≤ C
(ˆ
M
|∇ψε|dµ+
ˆ
M
ψε dµ
)
= o(1),
as ε→ 0. On the other hand, we assumed that the (n− 1)-dimensional Hausdorff measure of ∂E
and thus also the measure of Γ is finite. Combining this fact with the hypothesis (A-1), we deduce
that |〈X|n〉| ∈ L1(Γ). Hence, by the Dominated Convergence Theorem, we conclude that∣∣∣∣
ˆ
Γ
〈Xε|n〉dσ −
ˆ
Γ
〈X|n〉dσ
∣∣∣∣ =
∣∣∣∣
ˆ
Γ
〈ψεX|n〉dσ
∣∣∣∣ ≤
ˆ
Γ
ψε |〈X|n〉|dσ −→ 0 ,
since ψε → 0 pointwise on Γ, as ε→ 0. This limit and the previous estimate show that (A-2) can
be derived in the limit as ε→ 0 from (A-3). This concludes the proof of the theorem. 
28 V. AGOSTINIANI AND L. MAZZIERI
Acknowledgements. V. A. has received funding from the European Research Council / ERC
Advanced Grant no 340685. L. M. has been partially supported by the Italian project FIRB 2012
“Geometria Differenziale e Teoria Geometrica delle Funzioni” as well as by the SNS project “Geo-
metric flows and related topics”. The authors are members of the Gruppo Nazionale per l’Analisi
Matematica, la Probabilita` e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta
Matematica (INdAM).
References
[1] V. Agostiniani and L. Mazzieri. Riemannian aspects of potential theory. arXiv:1203.0384, to appear on J. Math.
Pures Appl.
[2] L. Ambrosio, G. Da Prato, and A. Mennucci. Introduction to measure theory and integration. Lecture notes 10.
Edizioni della Normale, 2011.
[3] V. Bour and G. Carron. Optimal integral pinching results. arXiv:1203.0384.
[4] H. L. Bray. Proof of the riemannian penrose inequality using the positive mass theorem. J. Differential Geom.,
59(2):177–267, 10 2001.
[5] H. L. Bray and D. A. Lee. On the riemannian penrose inequality in dimensions less than eight. Duke Math. J.,
148(1):81–106, 05 2009.
[6] H. L. Bray and P. Miao. On the capacity of surfaces in manifolds with nonnegative scalar curvature. Inventiones
mathematicae, 172(3):459–475, 2008.
[7] G. L. Bunting and A. K. M. Masood-Ul-Alam. Nonexistence of multiple black holes in asymptotically Euclidean
static vacuum space-time. General Relativity and Gravitation, 19:147–154, 1987.
[8] C. Cederbaum. Uniqueness of photon spheres in static vacuum asymptotically flat spacetimes. arXiv:1406.5475.
[9] J. Cheeger, A. Naber, and D. Valtorta. Critical sets of elliptic equations. arXiv:1207.4236v3.
[10] P. T. Chrus´ciel. On analyticity of static vacuum metrics at non-degenerate killing horizons. Acta Physica
Polonica, B36:17–26, 2005.
[11] P. T. Chrus´ciel, J. Lopes Costa, and M. Heusler. Stationary black holes: Uniqueness and beyond. Living Rev.
Relativity, 15, 2012–7. http://www.livingreviews.org/lrr-2012-7.
[12] R. Hardt, M. Hoffmann-Ostenhof, T. Hoffmann-Ostenhof, and N. Nadirashvili. Critical sets of solutions to
elliptic equations. J. Differential Geom., 51(2):359–373, 1999.
[13] R. Hardt and L. Simon. Nodal sets for solutions of elliptic equations. J. Differential Geom., 30(2):505–522, 1989.
[14] S. Hollands and A. Ishibashi. Black hole uniqueness theorems in higher dimensional spacetimes. Classical and
Quantum Gravity, 29(16):163001, 2012.
[15] G. Huisken and T. Ilmanen. The inverse mean curvature flow and the riemannian penrose inequality. J. Differ-
ential Geom., 59(3):353–437, 11 2001.
[16] W. Israel. Event horizons in static vacuum space-times. Phys. Rev., 164:1776–1779, 1967.
[17] F.-H. Lin. Nodal sets of solutions of elliptic and parabolic equations. Communications on Pure and Applied
Mathematics, 44(3):287–308, 1991.
[18] P. Miao. A remark on boundary effects in static vacuum initial data sets. Classical and Quantum Gravity,
22(11):L53, 2005.
[19] D. C. Robinson. A simple proof of the generalization of Israel’s theorem. General Relativity and Gravitation,
8(8):695–698, 1977.
[20] D. C. Robinson. Four decades of black hole uniqueness theorems. In The Kerr spacetime: Rotating black holes
in General Relativity, pages 115–143. Cambridge University Press, 2009.
V. Agostiniani, SISSA, via Bonomea 265, 34136 Trieste, Italy
E-mail address: vagostin@sissa.it
L. Mazzieri, Scuola Normale Superiore di Pisa, Piazza Cavalieri 7, 56126 Pisa, Italy
E-mail address: l.mazzieri@sns.it
