An optimal water injection policy maximizes oil recovery per barrel of injected water while minimizing formation damage and maintaining reservoir pressure. Optimal water injection into low permeability, fractured oil reservoirs is problematic because of highly nonlinear and complex reservoir dynamics. Likewise, current first principle models of fluid movement in fractured, low permeability rock systems are insufficient to design, operate, and predict the performance of large scale waterfloods. Historically, the conflict between prudent reservoir management and meeting field injection-production targets has resulted in reservoir and well damage, injectant recirculation and irreversibly lost oil production.
Introduction
This paper outlines a new, field-wise approach to managing large fluid injection projects in tight hydraulically fractured reservoirs. We use neural networks to analyze the past performance of waterflood projects and to predict future oil recovery, and water injection and production. Neural networks are useful in that a structural model between injection and production need not be specified in order to predict performance. The neural network approach recognizes that individual well behavior may depend on the well history and the injection/production conditions of surrounding wells. Also, lease-wide production is the result of injection and production at many wells and their interactions. Our approach discerns injection policies that lead to the minimum injected water and the best oil recovery.
We focus on water injection in tight reservoirs because significant quantities of crude oil remain in them, and state-of-the-art understanding of fluid movement in low permeability rock systems is not sufficient for design and operation of large fluid injection projects. Water injection is also important for mitigating reservoir compaction and surface subsidence. In tight rocks, project operation is problematic because reservoir dynamics are highly nonlinear and complex.
An optimal injection policy (i.e., the schedule of injection rates chosen to produce a field) for tight fields minimizes formation damage while maximizing oil production per unit volume of injectant. Fluid injection into low permeability reservoirs (diatomites, chalks or carbonates), either for pressure maintenance or secondary oil recovery is very difficult. On one hand, injection rates must be low enough to prevent reservoir damage from overpressuring and inducing unwanted fractures. On the other hand, these rates must be high enough to make the costly fluid injection process economic. This conflict between prudent reservoir management and meeting injection targets has resulted in significant reservoir and well damage, injectant recirculation and irreversibly lost oil production. Currently, engineers develop injection policy on the basis of past experience, partial knowledge of the state of reservoir stress, production history, and limited predictions of future reservoir performance from numerical simulation. Injectors are usually controlled individually, with constant set points, and without feedback among neighboring patterns.
The field-wise approach for fluid injection management is applied here to a diatomaceous oil field in California, but it is general and may applied to other deeper, tight reservoirs. The California Diatomites are shallow, densely populated with wells, and undergoing massive water injection, thereby allowing an unprecedented glimpse into the inner workings of tight rocks during fluid injection. However, problems faced in the Diatomites are common to other tight fields. These problems are (a) imbalance of fluid injection and withdrawal, (b) excessive fracturing of the rock by the injected fluids, (c) inability to control fluid injection in an optimal fashion to maximize cumulative injection, while minimizing reservoir damage, (d) lack of injection profile control, (e) thief zones, and (f) difficulties in calculating the incremental oil production.
Neural Networks
During the last decade, the application of neural networks for identification of nonlinear, time varying, and nonstationary systems has increased exponentially [1] [2] [3] [4] [5] [6] [7] [8] . Recently, artificial neural networks have been used to model reservoir behavior under steam and water injection [9] model oil and water imbibition processes [10] , well test analysis [4, 11, 12] , and model reservoir properties [13] . This widespread application resulted from several attractive features of neural networks.
Unlike regression, neural networks do not require specification of a structural relationship between input and output, have the ability to approximate arbitrary nonlinear functions to any degree of accuracy [14, 15] , can be trained easily using past data records from the system under study [9] , have the ability to learn, have the capability of performing massive parallel processing, have significant fault tolerance, and are readily applicable to multivariable systems.
In addition to the above attractive feature, new interest was fueled, in part, by powerful new neural network models such as B-spline Networks, Radial Basis Function Networks, Elman Network, and new learning methods such as BackPropagation [16, 17] and Associative Learning Rules. The interest in neural networks is also due to advances in computer technology which have made it possible to bring together both a very large number of nodes and massive interconnection of simple neurons, much like the human brain.
Multi-layer perceptron networks with a backpropagation learning algorithm are perhaps the most widely used neural networks for process identification. There are typically two layers with connections to the outside world. These are the input layer, where data are presented to the network and the output layer, which holds the response of the network to a given input. Layers distinct from the input and output layers are called hidden layers. Typically, one hidden layer is used, although there are no restrictions on the number of hidden layers. The modeling capabilities of these networks have been demonstrated in numerous publications and successful industrial applications.
In an artificial neural network, the simple nonlinear elements called nodes, neurons, or processing elements, are interconnected and the strength of interconnections is denoted by parameters called weights. The values of the weights represent the current state of knowledge of the network. These weights are adjusted to improve performance, depending on the task at hand. They are either determined via some prescribed off-line algorithm and thus remain fixed during operation, or adjusted on-line via a learning process [5, 18] . The node weights provide the memory which is necessary in a learning process. Learning may require providing many examples to the network many thousands of times.
Another phase in the operation of a network is recalling. Recalling refers to the way the neural network processes a stimulus presented at its input layer and creates a response at the output layer. Often, recall is an integral part of the learning process.
An additional important characteristic of a neural network is its generalization properties. The nature of neural network memory leads to reasonable network response when presented with incomplete, noisy, or previously unseen input. This is generalization. The quality and meaningfulness of generalization depends on the particular application and the type and sophistication of the network.
Finally, whereas traditional computing systems suffer from even a small amount of damage to memory, neural systems are fault-tolerant. For example, if some processing elements are destroyed or impaired the behavior of the network as a whole is only slightly degraded because other neural pathways through the network remain. Performance suffers, but the system does not come to an abrupt halt. Neural network systems are fault tolerant because information is not stored in one place, but is distributed throughout the system. Neural Networks and Pattern Recognition. In the 1960s and 1970s, pattern recognition techniques were only used by statisticians and were based on statistical theories. Due to recent advances in computer systems and technology, artificial neural networks have been used in many pattern recognition applications from simple character recognition, interpolation, and extrapolation between specific patterns to the most sophisticated robotic applications. To recognize a pattern, one can use the standard multi-layer perceptron with a back-propagation learning algorithm or simpler models such as self-organizing networks [19] . Self-organizing networks can easily learn to recognize the topology, patterns, and distribution in a specific set of information. A detailed account of self-organizing networks and pattern recognition techniques is beyond the scope of this paper, but we will use a self-organizing network to divide the waterflooded field into smaller regions.
Our neural networks are implemented on a PC using MATLAB, a technical computing environment combining computation, numerical analysis, and graphics [20] .
Lost Hills Waterflood Project
We examine specifically a waterflood project in Section 2 of the Lost Hills Diatomite (Kern County, California) denoted "Lost Hills I" and operated by Mobil E&P U.S. Across all leases, the Lost Hills Diatomite contains an estimated 34 million bbl of light oil recoverable by primary methods [21] , but the OOIP is roughly 2 billion barrels [22] and the target for incremental recovery is huge. In Lost Hills I, the oilbearing diatomite lies between depths of 1600 and 2650 ft. It is overlain by the Tulare sands and underlain by the Reef Ridge and Antelope shales. Porosities range from 40 to 75%, while the average field permeability is around 1 mD. The reservoir is highly layered and interbedded with oil-bearing, siliceous diatomite composed of a very fine-grained mixture of biogenic silica interlayered between shaley and silty diatomites. Diatomite properties also vary diagenetically with depth. Opal A is found in the upper diatomite interval and transitions to Opal CT as depth and pressure increase. Opal CT is more dense, less porous, and stronger than Opal A. Both rocks types are productive. This layered, interbedded, diatomite/shale geology is a general characteristic of the Diatomites [23, 24] .
Extensive development of Lost Hills I began in the late 1970's with the use of hydraulic fracturing to improve injector and producer efficiency and a second phase of hydraulic fracturing followed in 1982 [25] . The presence of gas-rich oil and free gas results in high gas production rates and acceleration of reservoir voidage and compaction. To combat compaction and subsequent subsidence and to maintain reservoir pressure, water injection at Lost Hills I began in 1991. To date, there are roughly 120 producers and 50 injectors in operation. Wells are perforated over a total interval of 600 ft, completed in 3 or 4 stages, and hydraulically fractured. Figure 1 gives a plan view of the injector and producer locations at Lost Hills I. The dark circles are producer locations, while the open circles are injectors. Well configurations yield an incomplete staggered line drive aligned with the induced fracture direction, and on 1 1/4 acre spacing. All wells are hydraulically fractured with a field-wide fracture azimuth averaging N 50° E [25] . The fractures are quite large with an average tip to tip length of about 700 ft.
Diatomite properties contribute to some additional operational problems. For instance, diatomite has relatively low Young's Modulus (50,000 -200,000 psi) which causes induced fractures to be much more elongated than those in stiffer rocks [25] . Low permeability contributes to high wellhead pressures and low injection rates. If overpressurized, hydrofracture extension and linkage occurs [26] . Likewise, relatively low formation permeability and large formation thickness make it hard to establish uniform displacement fronts in all diatomite layers.
Oil Production. Production responses of individual wells vary widely. Figure 2 catalogs the most likely types of producer behavior during diatomite waterfloods. First, Fig. 2a demonstrates no oil or water production response. The well continues to behave as if it were in an infinite medium. Second, a well may show no waterflood response, but well productivity decreases due to interference with other producers as shown in Fig. 2b . Third, as Fig. 2c demonstrates a water production response may be measured with no oil production response. Fourth, a well may show increased oil production, but no increase in water production as in Fig. 2d . Fifth, Fig. 2e shows a well with both increased oil and water production. Lastly, water production might increase and oil production might show a short-term response and then begin to plateau as in Fig. 2f . Table 1 summarizes the current totals for each type of behavior at Lost Hills I. Each type of response is assigned the letter illustrating its typical response on Fig. 2 . Chiefly, waterflood response is either a simultaneous water and oil production response or a water production response with no corresponding oil production response. Together types (c) and (e) account for 104 of the 123 producers cataloged.
Cataloging of producer types was aided by a neural network. The network scans the response of each producer and indicates the most likely type of behavior illustrated in Fig. 2 . Table 1 shows how this network helps to define more precisely the pattern in a producer response. Columns 2 and 3 give the results from assignment of producer types manually. We term this process KEE for knowledge of an expert engineer. Instead of repeating the laborious manual process to check assignments, the neural network (NN) was used to predict the patterns according to the types of behavior defined in Fig. 2 . Manual and network assignments (KEENN) were compared and when the two differed (Column 3 of Table 1 ), those individual wells were rechecked manually. Columns 4 and 5 of Table 1 show the result of final refinement. All together 17% of the well types were changed resulting from the network verification of producer behavior. Thus, our understanding of reservoir behavior improved 17%.
Additionally, the network was adapted based on the refined producer cataloging. The producer responses were divided into 3 parts. The first third of the 123 producer responses was used for network training. The second third was used for testing and the rest of the data were used for validation. Table 2 shows the overall performance of the network. It predicts that 64.2 percent of the producers have type (e) behavior, 25.2 have type (c) and 10.6% are the remaining types. This compares favorably with the manual assignment of producer types. Finally, Fig. 2g shows the distribution of producer types after 5 years of waterflood. Note that the producer behavior tends to be extreme as it follows the edges of the plot.
Over the last five years, oil production per well in the Lost Hills I waterflood project has averaged 18.7 BO/day and water production 32.3 BW/day as shown in Fig. 3 . The average produced water-oil ratio (WOR) is thus 1.7. The productivity of the wells varies substantially with a maximum oil rate near 65 bbl/day and a minimum at roughly 2 bbl/day. Figure 3 also gives graphically the distribution of WOR's by well for the project. The dark diagonal lines mark water cuts of 1, 2, and 4, respectively. Roughly 43% of the producers make oil at a WOR of 1 or less and 66% make oil at a WOR of 2 or less.
To gauge production response to water injection, Fig. 4 plots the fraction of wells showing oil and water production response versus the square root of time on production. A production response is inferred when cumulative production in a well deviates from that expected for transient flow in an infinite medium or transient flow with interference, i.e., responses shown in Figs. 2c to 2f. Therefore, we consistently plot time as a square root because cumulative production versus the square root of time for a well in an infinite medium is a straight line if formation and fluid properties do not evolve. Figure 4 teaches that the number of wells showing a water production response consistently outpaces the number of wells showing oil production response. After 1600 days (40 days 1/2 ), each curve plateaus. All production wells show a waterflood response since the fraction of wells showing water breakthrough is 1. 72% of the wells show increased oil production as a result of water injection. Often this positive oil response diminishes with time and becomes negative. The limited pump capacity of wells, which produce significantly more water after breakthrough, may contribute to this behavior. The average time on production for the onset of a waterflood response is 900 days (30 days 1/2 ) as both oil and water production response curves on Fig. 4 are at one-half of their maximum at this time.
Water Injection. Water injection per well has averaged 198 bbl/day. Therefore, the average ratio of injected fluid to produced fluid, per well, is 4.9. This ratio is not unity in order to make up for the voidage caused by primary production and because producers outnumber injectors by a ratio of 2.4 to 1. Figure 5 plots the mean injection pressure at the top of the perforations versus the mean water injection rate for each injector. Although the data are scattered, it is clear that the average injection pressure is slightly more than 300 psi.
Because wells differ in the depths and the lengths over which they are perforated, it is necessary to rescale the injection pressure and rate for each well in order to make meaningful comparisons and to characterize injection well behavior. The dimensional grouping of variables chosen to represent specific injection pressure is the injection pressure at the top of the perforations divided by the depth to the top of the perforations, and the specific injection rate is the water rate divided by the total height of the perforated intervals. The data in Fig. 5 are rescaled accordingly and presented in Fig. 6 . This operation significantly reduces the scatter in the injection data, and suggests that many of the wells behave similarly. Rescaling will later prove to be a powerful means of classifying well behavior and subdividing the waterflood project into groups of wells with analogous behavior.
Field-Wise Waterflood Management
Optimally, waterfloods should be managed to produce oil as quickly and efficiently as possible without damaging the reservoir excessively. Limiting damage in the Diatomite is synonymous with minimizing tip extensions of hydrofractures and induction of new fractures that may, or may not, link injectors and producers. However, translating this field-wise goal into an operating procedure for each well is a difficult task, especially since tight oil reservoir dynamics are complex, nonlinear, and difficult to predict. Before quantitatively describing field-wise management with neural networks and applying it to Lost Hills I, we describe the process graphically. Figure 7 presents a schematic diagram outlining our proposed approach to integrating the predicted behavior of individual wells into an overall waterflood management scheme. Field-wise management lies at the top of the schematic because our overall objectives concern the field as a whole, and not individual wells. Waterflood management might entail setting monthly, quarterly, and yearly production goals. As we move down the schematic, information becomes finer grained. The horizontal line between cumulative injection and production signifies that these two types of information are related even though we may not know how to specify the relationship mathematically.
Immediately below the field-wide cumulative rates lie cumulative injection and production rates in smaller regions of the field. These regions might be organized simply as individual patterns or collections of patterns that behave similarly. Ideally, the process of subdivision should be automated and the criteria for deciding which wells behave in a similar manner should be based upon properly scaled injection and production rates. Other information such as hydrofracture size and azimuth, the geology around the well, time on production, and location of the well with respect to lease boundaries can also be included. Figure 8 displays, schematically, how a field might be subdivided into regions of similarly behaving wells. Region boundaries do not have to be straight, nor do regions have to cover identical surface areas. Of course, once the cumulative water injection in each region is known, the field-wide injection is known. But, Fig. 7 also teaches that the cumulative water injection sets the production for each region of the field even though we might not know the structural relationship. At this level, it can be verified that the production goal set in reservoir management leads to reasonable quantities of injected water.
The behavior of a region is the sum total of the behaviors of the wells within it. Since regions were delineated by groups of wells with similar characteristics and we have neural networks that can predict well by well behavior [9] , we can predict the injection per region leading to the best oil recovery. The next lower level is the injection and production rates per well which are set by optimizing region production. At the lowest level, the field engineer now has a suggestion as to how to operate the field in an optimal manner.
Prediction of Daily Oil Production.
One of the most important questions asked in managing a waterflood is "How much oil will be produced if the current injection-production policy is continued in the future?" To answer this question, a neural network model is used to estimate the field-wide production, given field-wide injection.
Mobil's Lost Hills I waterflood in Fig. 2 includes 123 producers and 48 injectors. The data set also includes 5 years of historical injection and production rate data collected at 1 to 10-day intervals. Neural network design for predicting the behavior of the field starts with filtering, smoothing, and interpolating values for missing information in the historical data set. A first order digital and a simple linear recursive parameter estimator [27, 28] for interpolating is all that is needed to filter, smooth, and reconstruct the noisy field data.
To model the total daily production in the field, our network uses 10 input nodes representing the current measurement and the 9 most recently measured values of field-wide production rate at 10 day intervals. All rates are scaled according to the following equation
Scaled Value =
Actual Value -Mean Maximum -Minimum (1) and then the scaled value is normalized so that it lies between 0.1 and 0.9. The hidden layer contains 10 nodes with a nonlinear transfer function. The output layer contains 3 nodes representing the prediction of the total daily production rate at 3 subsequent 10-day intervals. For predicting outputs more than 1 month into the future, iteration through the neural network is required. For quarterly prediction of production, the networks were iterated and the daily production rate 3 months into the future was predicted. The data were divided into training and test data sets. The network was then trained using the test data set, the backpropagation learning algorithm, and an adaptive learning rate coefficient . The network was trained until the prediction suffered upon continued training. Figure 9 shows the performance of the network for the training data set and illustrates that the network accurately predicts the total daily production, using all production wells, 90 days into the future. The dark line represents the smoothed field data and the lighter, dashed line the network prediction. Figure 9 gives the cumulative water injection. We find in Fig. 9 that the network prediction is accurate, and the total daily production averages 2330 BO/day. Note that the network weights are not adjusted while predicting cumulative production or injection for the test data set.
Subdividing the Field into Regions. The information provided in Figs. 5 and 6 detailing injection rate as a function of pressure at the top of the perforations was used to divide the 48 injectors into collections of similarly behaving wells. This task was accomplished with a self-organizing neural network, described below. For brevity though, the creation of only two such regions is discussed in detail.
The network for grouping wells and well behavior into regions is a two dimensional, self-organizing network with two input nodes which represent the scaled mean water injection rate per well and scaled mean injection pressure per well, respectively. In conjunction, 25 neurons are used to classify patterns existing in the injection data. The twodimensional map is five neurons by five neurons with distances calculated according to the Manhattan distance neighborhood function [20] . In this case study, it is assumed that no other knowledge exists to divide the field into regions. Although this methodology has limitations, the usefulness of the technique is for fast screening and study of different injection policies with reasonable accuracy. Later, the shapes of the hydrofractures will be added as another factor for dividing the field into smaller regions. Figure 10 presents scaled injection pressure at the top of the perforations versus scaled water injection rate and shows partial results from the neural network subdivision of the field. The filled circles in Fig. 10 are the scaled injection rates and the remaining symbols define the neural network differentiated regions of injection behavior. For example, it is predicted that injectors A1, A2, and A3 display similar behavior. In addition, it is predicted that injectors B1 and B2 will show the similar behavior. All wells have high specific injection pressures, but the scaled water injection differs substantially between these two sets of wells. Fig. 1 shows the location of these injectors, and, as expected, they are in different parts of the field.
To demonstrate that the network accurately recognizes patterns existing in the injection data, and also to show that the field is correctly divided into smaller regions, the behavior of the injectors A1, A2, A3, B1 and B2 is shown in Figures 11-15. Comparing Figs. 11, 12 , and 13, one can see that the general behavior of first three injectors is very much the same: the average injection rate is around 780 bbl/day, the average injection pressure at the top of the well perforations is around 450 psi, and all three wells have nearly the same injectivity. Likewise, comparing Figs. 14 and 15, one can conclude that the last two injectors behave similarly, but their behavior is much different from that exhibited by A1 to A3. In the latter case, injection pressure exceeds the injection rate and the injection rate is quite low. Although the injection pressure at the top of the well perforations is around 500 psi for both wells, the injection rate is roughly 150 bbl/day on average. Hence, the injectivity in the first set of wells is much greater than the second set. Figure 10 illustrates that we found 21 such regions in Lost Hills I with the self-organizing network.
Total Injection/Production for a Region. At the second level below reservoir management (Fig. 7) , two neural network models are developed to predict the relationship between the total water injection and the total oil, water and gas production for a specific region. Here though, we will only predict oil production. This prediction, however, demonstrates the typical behavior found also for water and gas production.
The first neural network model developed predicts the total injection based on known total oil production for a specific region. The second neural network model is developed to perform the so-called "inverse problem" where the total oil production is predicted from known or expected total injection in a specific region. The data presented here are based on the current policy followed by Mobil, but we could begin to screen injection policy scenarios by setting the desired production and then compute required water injection, and vice versa.
The first neural network model for estimating water injection has 3 nodes in the input layer representing the current and two past total oil production rates (scaled) at oneday intervals. It has 1 node in the hidden layer with nonlinear transfer function (sigmoid function), and one node in the output layer predicting the current total water injection rate (scaled), with a nonlinear transfer function. Five years of historical data were used for training the neural network. The data were divided into 120-day intervals. The network was trained based on the first 60 days. The next 60 days were used for testing the network performance. The model was updated every 60 days to predict the next 60 days over the entire fiveyear history. Figure 16 shows the performance of the neural network model for a training and test data set. The network predicts well the total injection based on total production in this region, for the training and test data set in Fig. 16 , and for the entire five years of data .
The inverse problem of the network just discussed is to predict the oil production from the total injection. There are two methods for solving the inverse problem: direct and indirect. In the direct method, the inverse of the first network model is used to solve the problem. For simple problems and with a simple network structure, it is possible to calculate the exact inverse of the neural network [29] . For complex neural network models, an optimization routine is needed to solve the inverse problem [29] . In the second approach, a separate neural network model is developed to solve the inverse problem. However, in this case the two network models constrain each other. The output from one network is considered as input into the second network and the two networks in series are considered as a unit transfer function. In this case study, the two approaches were not compared. However, we recommend the direct method for simple and well behaved oil fields and the indirect method for more complex problems.
The neural network to solve the inverse problem was developed independently of the first network following the indirect method. Thus, each of these models can be used as solution to the other inverse problem. The developed neural network model has 3 nodes in the input layer representing the current and two past values of total injection (scaled) at one day intervals, and one node in the hidden layer with a nonlinear transfer function with a sigmoid shape. The single node in the output layer represents the current scaled, total oil production, with a nonlinear transfer function. Five years of historical data were used for training the network. A moving window of 120 days was used for training and testing the network. Hence, the first 60 days were used to train the network and the next 60 days was used for testing the network performance.
Without updating the network, the model has the ability to capture the pattern existing in the oil production behavior for a given region. However, in some cases, a constant offset between model prediction and actual data is found. Figure 17 shows the performance of the neural network model for training and test data set before the network has been updated. Referring to Fig. 17 , one can see that the network has a good performance for prediction of the total oil production based on total water injection in this region for both the training and test data set. The offset, if present, is removed by adding the error from the previous time step to the future prediction. This is, in effect, a linear corrector.
Once the total injection and production is predicted for a specific region, the next task is to predict the total injection and production in each injector and producer. In the following section the procedure for doing so is discussed.
Injection in an Individual Well. Another network was created to predict the specific injection per well for each injection well in a given region. The network has 3 nodes in the input layer representing the current and two past total water injection rates at one day intervals. The network has one node in the hidden layer and three nodes in the output layer with a nonlinear, sigmoid, transfer function predicting the current total injection in each well. For example, consider the region containing the injectors C1, C2, and C3 as shown in Fig. 1 . The available data were divided into 130 day intervals and the network was trained based on the first 80 days. The model was trained until the prediction suffered upon continued learning. The next 50 days, in each 130 day interval, were used for testing the network performance. To adapt the network to changes in the field, the model was updated on-line every 80 days. The performance of the neural network model for training and test data set is shown in Figure 18 . The network shows good performance for prediction of the total water injection in each specific well based on total water injection in this region for both training and test data set.
Production in an Individual Well. The specific region in this case study, includes five producers. The goal is to predict the total production in each well based on the total production in the region. The developed neural network model has 3 nodes in the input layer including the current and two past scaled total oil production at one day intervals. The network has 3 nodes in the hidden layer and 5 nodes in the output layer with a nonlinear transfer function. The network predicts the current total production in each well. Five years of historical data have been used for training the neural network. The data were divided into 100 day intervals. The network was trained based on a moving window of 70 days and the next 30 days were used for testing the network performance. To capture the changes in the injection policy in the region, the model was updated every 70 days. The neural network prediction for total production in each well is in good agreement with the actual data. The typical performance of the neural network model over a 100 day interval is shown in Figure 19 . The performance of the network for the rest of the five years and for the rest of the producers was the same.
Once the total injection and production is predicted in a specific injector and producer, the next task is to predict the daily injection and production rate in other injectors and producers. In the following section, we will discuss this procedure. It is important to mention that the neural network models described above emulate the differential operator in conjunction with a nonlinear filter. In other words, a differential operator in conjunction with a nonlinear filter can be used for the next case study instead of using the neural network model. However, the following section will show the usefulness of the neural network models in this application.
Total Injection Related to Daily Injection. In this study, the developed neural network model has 3 nodes in the input layer representing the current and two past total water injection rates (scaled at one-day intervals) and 3 nodes in the hidden layer with a nonlinear, sigmoid transfer function. The model has one node in the output layer with a nonlinear transfer function predicting the current daily water injection rate (scaled). Five years of historical data, divided into 140 day intervals, have been used for training and testing the neural network. The network was trained based on a moving window of 80 days and the next moving window of 60 days was used for testing the network performance. To capture the changes in the behavior of the injector, the model was updated every 80 days. In this study, the network was not trained to exactly emulate the differential operator, but it was trained to approximate the differential operator in conjunction with a nonlinear filter to smooth the actual data. If the network is trained to perfectly emulate the differential operator, which is very common in recent applications, updating of network is not necessary. However, in this case, the network is sensitive to any noise in the data. Figures 20  and 21 show the performance of the neural network model for the training and test data sets. As it is shown, the network has perfect performance for prediction of the daily injection rate in a specific injector based on total water injection in this injector for the training and good performance for test data set.
Once the daily injection rate is predicted in a specific injector, previously developed methodology by Nikravesh et al. [9] can be used to predict the wellhead pressure as a function of injection rate. In addition, it has been shown that neural network models can be used for screening various injection policy and strategies and they are able to accurately predict extensions of injection hydrofracture and provide us with a means of preventing unwanted fracturing [9] . Therefore, they accurately recognize injection policies that lead to the minimum injected water and the best oil recovery.
Total Production Related to Daily Production. Here a neural network model was developed to predict the daily production rate in a specific producer based on its total production rate. The network has 3 nodes in the input layer representing the current and two past total, scaled oil production rates at one day intervals, 3 nodes in the hidden layer with a nonlinear sigmoid transfer function, and one node in the output layer representing the current, scaled daily production with a nonlinear transfer function. The available data were divided into a moving window in 100-day intervals. The network was trained based on a moving widow of 70 days and the next 30 days in the moving window were used to test the network performance. Figures 22 and 23 show the performance of the neural network model for the training and test data set. The network prediction for daily production rate is in good agreement with the actual daily production rate for both the training and test data set. It is important to mention that in this case study, the model is also used as a nonlinear filter to smooth the actual daily oil production. However, it is possible to make the network learn all the peaks, and to observe the exact behavior of the producer (Figure 24 ). Figures 22, 23 , and 24 show typical behavior of network prediction for a period of 1470-1570, 1540-1580, and 1810-1940 days. The performance of the network for the rest of the five years and for the rest of the producers in this case study was also very good.
Conclusions
We have shown that a neural networks can forecast waterflood performance in low permeability, fractured oil reservoirs even if all mechanisms affecting injection and production are not known. In particular, neural networks can be used to:
• Predict total performance of a large waterflood project.
• Divide a waterflooded field into regions of similarly behaving wells and predict the relationship between injection and production within a region.
• Predict the behavior of individual injectors and producers.
• Modify the existing water injection policy to increase oil production and decrease reservoir damage, and • Predict productivity and injectivity of future infill wells and water breakthrough time.
The neural networks described here were implemented on the PC using MATLAB [20] . 
