Abstract. We approximate a fuzzy almost quadratic function by a quadratic function in a fuzzy sense. More precisely, we establish a fuzzy Hyers-Ulam-Rassias stability of the quadratic functional equation f (x + y) + f (x − y) = 2f (x) + 2f (y). Our result can be regarded as a generalization of the stability phenomenon in the framework of normed spaces. We also prove a generalized version of fuzzy stability of the Pexiderized quadratic functional equation f (x + y) + f (x − y) = 2g(x) + 2h(y).
The functional equation f (x + y) + f (x − y) = 2g(x) + 2h(y) is said to be a Pexiderized quadratic functional equation. In the case that f = g = h, it is called the quadratic functional equation. The first author treating the stability of the quadratic equation was F. Skof [26] by proving that if f is a mapping from a normed space X into a Banach space Y satisfying f (x + y) + f (x − y) − 2f (x) − 2f (y) ≤ ǫ for some ǫ > 0, then there is a unique quadratic function g : X → Y such that f (x) − g(x) ≤ ǫ 2 . P. W. Cholewa [5] extended Skofs theorem by replacing X by an abelian group G. Skof's result was later generalized by S. Czerwik [6] in the spirit of Hyers-Ulam-Rassias. S.-M.
Jung and P. K. Sahoo [17] , and K.W. Jun and Y. H. Lee [16] proved the stability of quadratic equation of Pexider type. The stability problem of the quadratic equation has been extensively investigated by a number of mathematicians, see [7, 8, 17, 20, 23] and references therein.
In this paper, we use the definition of a fuzzy normed space given in [2] to exhibit two Some fuzzy stability results have been already established for the Cauchy equation f (x + y) = f (x) + f (y) in [18] and for the Jensen equation in [19] .
Following [2] , we give our notion of a fuzzy norm. (N5) N(x, .) is a non-decreasing function on R and lim t→∞ N(x, t) = 1.
The pair (X, N) is called a fuzzy normed linear space. One may regard N(x, t) as the truth value of the statement 'the norm of x is less than or equal to the real number t'. Example 1.2. Let (X, . ) be a normed linear space. One can be easily verify that for each k > 0,
defines a fuzzy norm on X.
Example 1.3. Let (X, . ) be a normed linear space. Then
is a fuzzy norm on X.
Let (X, N) be a fuzzy normed linear space. Let {x n } be a sequence in X. Then {x n } is said to be convergent if there exists x ∈ X such that
for all t > 0. In that case, x is called the limit of the sequence {x n } and we denote it by N − limx n = x.
A sequence {x n } in X is called Cauchy if for each ε > 0 and each t > 0 there exists n 0 such that for all n ≥ n 0 and all p > 0 we have N(x n+p − x n , t) > 1 − ε.
It is known that every convergent sequence in a fuzzy normed space is Cauchy. If each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy normed space is called a fuzzy Banach space.
Fuzzy Hyers-Ulam-Rassias stability of the quadratic equation
Let f be a function from a fuzzy normed space (X, N) into a fuzzy Banach space (Y, N ′ ) and q = . The function f is called a fuzzy q-almost quadratic function, if
for all x, y ∈ X and all s, t ∈ [0, ∞).
The following result gives a Hyers-Ulam-Rassias stability of the quadratic equation and f be a fuzzy q-almost quadratic function from a fuzzy normed space (X, N) into a fuzzy Banach space (Y, N ′ ). Then there is a unique quadratic
Proof. Put x = y and s = t in (2.1) to obtain
Replacing x by 2 n x in (2.3), we see that
It follows that
Let c > 0 and ε be given. Since lim t→∞ N(x, t) = 1, there is some t 0 > 0 such that
Fix some t > t 0 . The convergence of the series ∞ n=1 t p 2 n(p−2)+1 guarantees that there exists some n 0 ≥ 0 such that for each n > m ≥ n 0 , the inequality
holds. It follows that,
this sequence converges to some Q(x) ∈ Y . Hence, we can define a mapping Q :
4 n . Moreover, if we put m = 0 in (2.6) we observe that
Therefore,
Next we will show that Q is quadratic. Let x, y ∈ X, then we have
The first four terms on the right hand side of the above inequality tend to 1 as n → ∞ and the fifth term, by (2.1) is greater than or equal to
which tends to 1 as n → ∞. Therefore
for each x, y ∈ X and t > 0. This means that Q(x + y) + Q(x − y) = 2Q(x) + 2Q(y) for each x, y ∈ X. Next we approximate the difference between f and Q in a fuzzy sense.
For every x ∈ X and t, s > 0, by (2.7), for large enough n, we have
Let Q ′ be another quadratic function from X to Y which satisfies (2.2). Since for each n ∈ N,
we have
) is assumed to be right continuous at each point of (0, ∞) then we get a better fuzzy approximation than (2.2) as follows.
We have
Tending s to zero we infer
Example 2.3. Let X be a normed algebra. Using the notation of Example 1.2, let N = N 1 and
, where x 0 is a unit vector in X. A straightforward computation shows that
Therefore the conditions of Theorem 2.1 for q = 1 holds. The fuzzy difference between
.
Using Example 1.3, Theorem 2.1 can be regarded as a generalization of the classical stability result in the framework of normed spaces (see [11] ).
Theorem 2.4. Let f be a function from a normed space (X, . )) into a Banach space (Y, |||.|||). Let for some p > 2,
for all x, y ∈ X. Then there is a unique quadratic additive function Q : X → Y such that
Remark 2.5. Using the Hyers' type sequence {4 n f (2 −n x)} one can get 'dual' versions of Theorem 2.1 when q < 1 2 .
A fuzzy general stability of the Pexiderized quadratic equation
In this section, we generalize the norm version of stability of a Pexiderized quadratic equation to the framework of fuzzy normed spaces. Due to some technical reasons, we first examine the stability for odd and even functions and then we apply our results to a general function.
Throughout this section we assume that X is a linear space, (Y, N) is a fuzzy Banach space and (Z, N ′ ) is a fuzzy normed space. In addition, we suppose that ϕ : X × X → Z is a mapping such that ϕ(2x, 2y) = αϕ(x, y) (3.1) for some α ∈ R and all x, y ∈ X. Proposition 3.1. Suppose that 0 < |α| < 2 and that f, g and h are odd functions from X to Y such that
for each x, y ∈ X and t ∈ R. Then there is a unique additive mapping T :
where
Proof. Noting to (N3), it is sufficient to prove the theorem in the case that 0 < α < 2.
By changing the roles of x and y in (3.2), we get
It follows from (3.2), (3.5) and (N4) that
If we put y = 0 in (3.6), we obtain
It follows from ( 3.6), ( 3.7) and (N4)
If we put x = y in ( 3.8), we see that
Replacing x by 2 n x in (3.9) we have
Therefore for each n > m ≥ 0,
Let t 0 > 0 and ε > 0 be given. Thanks to the fact that lim s→∞ N ′′ (x, s) = 1, we can find some t 1 > t 0 such that
By the convergence of the series
) n t 1 we can find some n 0 ∈ N such that for each
2 n } is a Cauchy sequence in (Y, N). Since (Y, N) is a Banach fuzzy space, this sequence converges to some point
Fix x, y ∈ X and t > 0. It follows from (3.8 
for all n. Since each factor in the right hand side of (3.11) and (3.12) tends to 1 as n → ∞, one can easily see that N(T (x + y) − T (x) − T (y), t) = 1 whence
Furthermore, using (3.10) with m = 0, we see that for large n,
It follows from (3.7) and (3.13) that
whence we obtained (3.3).
The proof for the uniqueness assertion is similar to Theorem 2.1.
Proposition 3.2. Suppose that 0 < |α| < 4, and that f, g and h are even functions from X to Y such that f (0) = g(0) = h(0) = 0 and
for each x, y ∈ X and t ∈ R. Then there is a unique quadratic mapping Q :
where N ′′ (x, t) is defined by (3.4).
Proof. Noting to (N3), it is sufficient to prove the theorem in the case that 0 < α <.
Change the roles of x and y in (3.14) to get
Similarly, putting y = 0 in (3.14) we get
Combining (3.15), (3.17), (3.18) we get (3.20) where N ′′ (x, t) is defined by
By (3.1),
for each n ≥ 0 and x ∈ X. It follows from (3.20) and (3.21) that
Let t 0 > 0, ε > 0 be given. Since lim t→∞ N ′′ (x, t) = 1 there is some t 1 > t 0 such that
The convergence of the series
This shows that { f (2 n x) 4 n } is Cauchy sequence in the fuzzy Banach space (Y, N), therefore it is convergence to some Q(x). So we can define a mapping Q :
Fix x, y ∈ X and t > 0. It follows from (3.19) that
,
)} for all n. Since each factor in the right hand side of (3.24) and (3.25) tends to 1 as n → ∞, one can easily see that N(Q(x + y) + Q(x − y) − 2Q(x) − 2Q(y), t) = 1 whence
Furthermore, using (3.23) with m = 0, we see that for large n,
It follows from (3.18) and (3.26) that
A similar inequality holds for h. The uniqueness assertion can be proved by a known strategy as in Theorem 2.1.
Theorem 3.3. Let |α| < 2, let f be a mapping from X to Y such that f (0) = 0 and
for all x, y ∈ X and all t > 0. Then there are unique mappings T and Q from X to Y such that T is additive, Q is quadratic and
Proof. Passing to the odd part f 0 and even part f e of f we deduce from (3.28) that
≥ min{N ′ (ϕ(x, y), t), N ′ (ϕ(−x, −y), t)}. The following example provides an illustration. for each x, y ∈ X. Therefore N(f (x + y) + f (x − y) − 2g(x) − 2h(y), t) = N ′ (ϕ(x, y), t)
for each x, y ∈ X and t ∈ R. Moreover, ϕ(2x, 2y) = √ 2ϕ(x, y) for each x, y ∈ X.
Therefore the conditions of Propositions 3.1 and 3.2 for f , g, h and |α| = √ 2 < 2 are satisfied. It follows that odd and even parts of f can be approximated by linear and quadratic functions, respectively. In fact f o , the odd part of f , is equal to f o (x) =< x, a > x 0 is linear and the even part of f , f e , is equal to f e (x) = x 2 y 0 + x z 0 contains a quadratic Q(x) = x 2 y 0 and N(f e (x) − Q(x), t) = N ′ ( x z 0 , t) ≥ N ′′ (x, 4 − √ 2 16 t).
