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We study the design of sampling trajectories for stable sampling and the 
reconstruction of bandlimited spatial ﬁelds using mobile sensors. The spectrum 
is assumed to be a symmetric convex set. As a performance metric we use the 
path density of the set of sampling trajectories that is deﬁned as the total distance 
traveled by the moving sensors per unit spatial volume of the spatial region being 
monitored. Focusing ﬁrst on parallel lines, we identify the set of parallel lines with 
minimal path density that contains a set of stable sampling for ﬁelds bandlimited 
to a known set. We then show that the problem becomes ill-posed when the 
optimization is performed over all trajectories by demonstrating a feasible trajectory 
set with arbitrarily low path density. However, the problem becomes well-posed if 
we explicitly specify the stability margins. We demonstrate this by obtaining a 
non-trivial lower bound on the path density of an arbitrary set of trajectories that 
contain a sampling set with explicitly speciﬁed stability bounds.
© 2014 Elsevier Inc. All rights reserved.
1. Introduction
The reconstruction of a function from given measurements is a fundamental task in data processing 
and occupies numerous directions of research in mathematics and engineering. A typical problem requires 
the reconstruction or approximation of a physical ﬁeld from pointwise measurements. A ﬁeld may be a 
distribution of temperatures or water pollution or a solution to a diﬀusion equation, in mathematical 
terminology a ﬁeld is simply a smooth function of several variables. The standard assumption on the 
smoothness is that the ﬁeld is bandlimited to a compact spectrum. If the spectrum is a fundamental 
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domain of a lattice in Rd or a symmetric convex polygon in R2, then there exist precise reconstruction 
formulas from suﬃciently many samples in analogy to the Shannon–Whittaker–Kotelnikov sampling theorem 
[15,21].
Let
f̂(ω) =
∫
Rd
f(r)e−2πi〈ω,r〉dr, ω ∈ Rd, (1)
be the Fourier transform1 of f ∈ L1(Rd) or f ∈ L2(Rd), where i denotes the imaginary unit and 〈ω, r〉
denotes the scalar product between vectors ω and r in Rd. We say that f is bandlimited to the closed set 
Ω ⊂ Rd, if its Fourier transform fˆ is supported on Ω. In this case we write
BΩ :=
{
f ∈ L2(Rd) : f̂(ω) = 0 for almost every ω /∈ Ω} (2)
for the space of ﬁelds with ﬁnite energy bandlimited to the spectrum Ω. In the context of ﬁeld estimation 
we always assume that the spectrum is a compact, symmetric, convex set.
The classical theory of sampling and reconstructing of such high-dimensional bandlimited ﬁelds dates 
back to Petersen and Middleton [21] in signal analysis and to Beurling [5] in harmonic analysis. Both 
identiﬁed conditions for reconstructing such ﬁelds from their point measurements in Rd. Further research 
on non-uniform sampling generated more results on conditions for perfect reconstruction from samples taken 
at non-uniformly distributed spatial locations. See [9,10] and the survey [1]. Previous work deals primarily 
with the problem of reconstructing the ﬁeld from measurements taken by a collection of static sensors 
distributed in space, like that shown in Fig. 1(a). In this case the performance metric for quantifying the 
eﬃciency of a sampling scheme is the spatial density of samples. This is the average number of sensors per 
unit volume required for the stable sampling of the monitored region.
In this paper we investigate a diﬀerent method for the acquisition of the samples, which we call mobile 
sampling. The samples are taken by a mobile sensor that moves along a continuous path, as is shown in 
Fig. 1(b). In such a case it is often relatively inexpensive to increase the spatial sampling rate along the 
sensor’s path while the main cost of the sampling scheme comes from the total distance that needs to be 
traveled by the moving sensor. Hence it is reasonable to assume that the sensor can record the ﬁeld values 
at an arbitrarily high but ﬁnite resolution on its path.
1 Note that in [23] and [26] the Fourier transform was deﬁned without the 2π in the exponent.
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pletely. When using samples from static sensors, we need to establish a sampling inequality with evaluations 
of the form
A‖f‖2 ≤
∑
λ∈Λ
∣∣f(λ)∣∣2 ≤ B‖f‖2, for all f ∈ BΩ , (3)
for constants A, B > 0 independent of f .
For mobile sampling, we need to establish a “continuous” sampling inequality of the form
A‖f‖2 ≤
∫
Rd
∣∣f(r)∣∣2 dμ(r) ≤ B‖f‖2, for all f ∈ BΩ , (4)
where μ is the sum of line integrals along the paths.
Again, the performance metric should reﬂect the cost required for the data acquisition. For (3) the 
appropriate metric is the average number of sensors, i.e., samples, per unit volume. For (4) some of us have 
argued in [23] and in [26] that the relevant metric should be the average path length traveled by the sensors 
per unit volume (or area, if d = 2). We call this metric the path density. Such a metric is directly relevant 
in applications like environmental monitoring using moving sensors [25,22]. In retrospect this metric is also 
useful in designing k-space trajectories for Magnetic Resonance Imaging (MRI) [4], where the path density 
can be used as a proxy for the total scanning time per unit area in k-space.
The continuous sampling inequality (4) raises many interesting questions both for engineers and for 
mathematicians. On the mathematical side are the abstract construction of continuous frames in the sense 
of [2, Chaps. 3 and 5] or [8] or the analysis of sampling measures and their properties, see [14,20] for a theory 
of sampling measures for Fock spaces and for Bergmann spaces. On the engineering side, we need to design 
concrete, realizable trajectories with a small path density for bandlimited ﬁelds with convex spectrum. This 
problem was introduced by some of us in [23] and [26] and answered for the special case of trajectory sets 
that consist of a union of uniformly spaced lines.
The contribution in this article is twofold. First, we study arbitrary trajectory sets of parallel lines and 
derive a necessary condition for the minimal path density in the style of Landau’s famous result in [13]. 
Extending the results in [23,26,27] we show, in Theorem 3.2, that the minimal path density achievable by 
sampling along trajectories of arbitrary parallel lines is exactly the area of the maximal hyperplane section 
of the spectrum. We work under the standard assumption that the spectrum of the signals is convex and 
symmetric (although some results holds for more general spectra, see Section 5).
At ﬁrst glance, the sampling along parallel lines seems to be an easy generalization of point sampling, 
because it can be reduced to the sampling problem in smaller dimensions. However, even this case oﬀers 
some interesting and challenging problems that we did not envision before. For instance, in Section 3 we will 
use the existence of universal samplings sets as established by Olevsky and Ulanovsky [19] and by Matei and 
Meyer [16] in order to prove that the frame bounds are uniform for sections of convex sets. In addition, this 
result enriches our knowledge about the properties of universal sampling sets. For another crucial argument 
we need the Brunn–Minkowski inequality [11].
Of course, the mathematician’s immediate instinct is to study more general sets of trajectories and try to 
prove a result analogous to Landau’s necessary condition for the path density. We show in Proposition 4.1
that such a result cannot hold by constructing stable trajectory sets with arbitrarily small path density. 
Thus in a sense there is no optimal conﬁguration of paths and the problem of optimizing the path density is 
ill-posed. This answers a question raised in [26]. However, as soon as we minimize over trajectory sets with 
given stability parameters A, B (uniform frame bounds) the optimization problem becomes well-posed. Our 
main density result (Theorem 4.8) shows that the path density for a stable set of trajectories is bounded 
below by an expression involving the stability parameters and the geometry of the spectrum.
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mathematicians, are intrigued by the questions that motivate mobile sensing. Although the mathematical 
literature has investigated generalizations of sampling (the theorems of Sereda–Logvinenko and the theory of 
sampling measures) for the sake of generalization, we would never have dreamt of the particular conditions on 
the paths that are imposed by practical considerations (see condition (C2)). We, the engineers, are intrigued 
by the mathematical subtleties that popped up at every corner and subsequently led to an extended theory 
of path sampling.
The paper is organized as follows. In Section 2 we describe the formal problem statement. Then, in 
Section 3, we characterize the minimal density of sampling trajectories consisting of parallel lines. Section 4
treats the problem of optimizing over arbitrary trajectories, and Section 5 presents some conclusions. The 
proofs of some technical lemmas needed throughout the article are postponed to Section 6, so as not to 
obstruct the ﬂow of the article.
Notation. We use 〈·, ·〉 to denote the canonical inner product on Rd and L2(Rd), and ek to denote the unit 
vector along the k-th coordinate axis. For u ∈ Rd we denote the hyperplane orthogonal to u through the 
origin by u⊥ = {x ∈ Rd : 〈x, u〉 = 0}, and Pu⊥S denotes the orthogonal projection of a set S ⊂ Rd onto the 
hyperplane u⊥. For a set S ⊂ Rd we use |S| to denote the volume of S with respect to Lebesgue measure. 
By Bda(x) we denote the closed Euclidean ball of radius a centered at x ∈ Rd and Bda = Bda(0), and by 
Qa(x) = x + [−a, a]d we denote the cube of width 2a centered at x. The cardinality of a ﬁnite set Λ is 
denoted by #Λ.
Let I = [a, b] be a bounded interval and γ : I → Rd is a curve in Rd. We say that γ is rectiﬁable, if 
(γ) = sup
∑n−1
k=0 ‖γ(tk+1) − γ(tk)‖ is ﬁnite, where the supremum is taken over all ﬁnite partitions a = t0 <
t1 < · · · < tn−1 < tn = b. In this case (γ) is called the arc length of γ. Every piecewise diﬀerentiable curve 
is rectiﬁable.
If quantities X and Y satisfy the condition that there exist A, B > 0 with
AY ≤ X ≤ BY,
we write X 	 Y . We also use the notation X  Y to indicate that there exists B > 0 such that X ≤ BY . To 
compare the size of functions g, h : R → R+, we use the Landau notation O and o. The symbol h = O(g(x))
means that there exist k > 0 and y such that for all x > y, we have |h(x)| ≤ kg(x), and h = o(g(x)) if 
lim h(x)g(x) = 0.
We say that a set of points Λ ⊂ Rd is uniformly discrete or separated if inf{‖x −y‖ : x, y ∈ Λ, x 
= y} > 0, 
i.e., there exists r > 0 such that for any two distinct points x, y ∈ Λ we have ‖x − y‖ > r. For example, a 
lattice in Rd is uniformly discrete, but a sequence in Rd converging to a point in Rd is not. The lower and 
upper Beurling densities of Λ ⊆ Rd are
D−(Λ) := lim inf
a→∞ infx∈Rd
#(Λ ∩ Bda(x))
|Bda|
,
D+(Λ) := lim sup
a→∞
sup
x∈Rd
#(Λ ∩ Bda(x))
|Bda |
.
For every compact set K ⊆ Rd with non-empty interior and whose boundary has measure zero, the lower 
density can be also calculated as:
D−(Λ) = lim inf
a→∞ infx∈Rd
#(Λ ∩ (aK + x))
an|K| ,
and a similar statement holds for the upper density [13, Lemma 4].
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ν = ν(Λ) = sup
x∈Rd
#
(
Λ ∩ Q1/2(x)
)
.
A set is called relatively separated if it has a ﬁnite covering constant, which holds if and only if it has ﬁnite 
upper Beurling density.
A set E ⊆ Rd is called a convex body if it is convex, compact and has non-empty interior. A convex 
body is called centered if 0 ∈ E◦ and symmetric if E = −E. The following fact will be frequently used in 
approximation arguments.
Lemma 1.1 (Dilation of centered convex bodies). Let E ⊆ Rd be a centered convex body. Let δ ∈ (0, 1), then 
E ⊆ (1 + δ)E◦ and (1 − δ)E ⊆ E◦.
2. Trajectory sets and sampling
A trajectory p in Rd is the image of curve γ : R → Rd, i.e., p = γ(R) such that the restriction of γ to any 
ﬁnite interval is rectiﬁable. A trajectory set P is deﬁned as a countable collection of trajectories:
P = {pi : i ∈ I}, (5)
where I is a countable set of indices and every pi is a trajectory. In analogy to the Beurling density we deﬁne 
the lower and upper path density of a trajectory set P as follows:
Deﬁnition 2.1. Let MP (a, x) be the total arc-length of the trajectories in P ∩ Bda(x). Then the lower path 
density and the upper path density are
−(P ) := lim inf
a→∞ infx∈Rd
MP (a, x)
|Bda |
, (6)
+(P ) := lim sup
a→∞
sup
x∈Rd
MP (a, x)
|Bda|
. (7)
If −(P ) = +(P ), then P is said to possess the homogeneous path density (P ) = ±(P ).
An illustration comparing Beurling and path densities is provided in Fig. 2. As with Beurling’s density, 
the path density does not depend on the particular choice of the Euclidean ball. More precisely, we have 
the following result.
Lemma 2.1. Let K ⊂ Rd be a compact set with non-empty interior and with a boundary of measure zero 
and let MP (a, x, K) be the total arc-length of trajectories from P located in x + aK. Then −(P ) :=
lim infa→∞ infx∈Rd M
P (a,x,K)
an|K| and 
+(P ) := lim supa→∞ supx∈Rd
MP (a,x,K)
an|K| .
Lemma 2.1 can be proved by following Landau’s proof of the analogous result for Beurling’s density [13, 
Lemma 4]. We refer the reader to that article.
The simplest example of a trajectory set in R2 is a sequence of equispaced parallel lines in R2 (e.g., 
see Fig. 3(a)). We call such a trajectory set a uniform set in R2. Such a uniform set has a path density 
equal to 1Δ , where Δ is the spacing between the lines (see [26, Lemma 2.2]). Similarly a uniform set in 
Rd is deﬁned as a collection of parallel lines in Rd such that the cross-section forms a (d − 1)-dimensional 
lattice, see Fig. 3(b). Recall that for static sampling with ﬁxed sensors the appropriate notion of stability 
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parallel lines (uniform set) in R2.
Fig. 3. Examples of uniform sets in R2 and R3.
was the sampling inequality (3). For mobile sampling along trajectory sets we require similar conditions for 
the stability and are led to the following deﬁnition.
Deﬁnition 2.2. A trajectory set P of the form (5) is called a stable Nyquist trajectory set for BΩ if P satisﬁes 
the following conditions:
(C1) [Nyquist] There exists a uniformly discrete set Λ of points on the trajectories in P , Λ ⊂ P , such that 
Λ forms a set of stable sampling for BΩ.
(C2) [Non-degeneracy] There exists a function δ : R+ → R+ such that δ(a) = o(ad) with the following 
property: For every x ∈ Rd and every a  1, there is a rectiﬁable curve α : [0, 1] → Rd, (depending 
on x and a), such that (i) (α) = MP (a, x) + δ(a), and (ii) P ∩ Bda(x) ⊂ α([0, 1]), i.e., the curve α
contains the portion of the trajectory set P that is located within Bda(x).
For brevity, we will denote the collection of all stable Nyquist trajectory sets for Ω by NyqΩ .
Condition (C2) is a regularity condition motivated by the model of mobile sensors. It ensures that for 
all x ∈ Rd a single sensor moving along a rectiﬁable curve with total length MP (a, x) + δ(a) can cover 
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K. Gröchenig et al. / Appl. Comput. Harmon. Anal. ••• (••••) •••–••• 7Fig. 4. An illustration of a curve (shown in dark) that satisﬁes condition (C2) for the trajectory set in Fig. 2(b).
the portions of the trajectories in the ball Bda(x). An illustration of such a curve for the trajectory set in 
Fig. 2(b) is shown in Fig. 4. Thus although there may be a countable collection of paths in P , a single sensor 
can be used to cover the portions of P inside Bda(x), without aﬀecting the total distance traveled per unit 
area. This means, in particular, that the path density does indeed capture the total distance per unit area 
covered by a single moving sensor using the trajectories in P .
Deﬁnition 2.2 is related to the concept of sampling measures. A (positive Radon) measure μ on Rd is 
called a sampling measure for BΩ, if there exist A, B > 0 such that
A‖f‖22 ≤
∫
Rd
∣∣f(r)∣∣2 dμ(r) ≤ B‖f‖22 for all f ∈ BΩ .
If μ is a sum of point measures, μ =
∑
λ∈Λ δλ, then one recovers (3). For a trajectory set P one can 
deﬁne a natural measure, namely the sum of line integrals along the trajectories pi. Precisely, if each pi is 
parametrized by γi : Ii → Rd for some (ﬁnite or inﬁnite) interval Ii, then the corresponding path sampling 
measure is deﬁned as
∫
Rd
f(r) dμ(r) =
∑
i∈I
∫
Ii
f
(
γi(t)
)
γ′i(t) dt
(for C1-curves pi, otherwise we use the Riemann–Stieltjes integrals dγi(t)).
An interesting line of research in complex analysis investigates sampling measures and their characteriza-
tions for spaces of complex functions, such as Fock space, Bergmann spaces, and also spaces of bandlimited 
functions. See [14,20] for a representative list of contributions. Roughly speaking, if μ is a sampling measure, 
then its support contains a set of sampling, although the precise formulations are much more delicate and 
technical.
We prefer Deﬁnition 2.2 to the abstract deﬁnition of sampling measures, because our deﬁnition models 
faithfully the acquisition of data by mobile sampling: the samples are taken along a path, possibly with 
high density, whence condition (C1). The requirement of a realistic motion of the sensors in Rd leads to the 
regularity condition (C2).
For a more quantitative version of stable trajectory sets we restrict the range of the stability parame-
ters A, B.
Deﬁnition 2.3. A trajectory set P of the form (5) is called a stable Nyquist trajectory set for BΩ with stability 
parameters A and B if P satisﬁes condition (C2) and the modiﬁed condition
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that Λ forms a set of stable sampling for BΩ with ﬁxed stability parameters A and B.
We denote the collection of all stable Nyquist trajectory sets for Ω with stability parameters A, B by 
NyqA,BΩ . Then NyqΩ =
⋃
0<A,B<∞ Nyq
A,B
Ω .
The sampling theory for mobile sensing is primarily concerned with identifying suitable trajectory sets 
in NyqΩ and Nyq
A,B
Ω . The key optimization problem is the identiﬁcation and description of trajectory sets 
with minimal path density from these classes:
inf
P∈NyqΩ
+(P ), (8)
and
inf
P∈NyqA,BΩ
+(P ). (9)
In [26] and [24] we identiﬁed various examples of trajectory sets in NyqΩ , and obtained partial solutions 
to (8) for restricted classes of trajectories, for instance uniform sets and unions of uniform sets. In this paper 
we derive a lower bound of the path density for the entire class of trajectories consisting of arbitrary parallel 
lines, and we study the well-posedness of the optimization problem in both NyqΩ and Nyq
A,B
Ω .
3. Optimal stable sampling sets composed of parallel lines
In this section we consider a trajectory set composed of parallel lines in Rd. For these trajectories, the 
path density coincides with the Beurling density of a cross-section.
Lemma 3.1. Let P be a trajectory set consisting of lines parallel to a vector q ∈ Rd \{0} and let Λ := P ∩ q⊥
be the intersection of P with the hyperplane orthogonal to q. Then D−(Λ) = −(P ) and D+(Λ) = +(P ).
In particular P is homogeneous if and only if D−(Λ) = D+(Λ) and in this case
(P ) = D−(Λ) = D+(Λ) = lim
a−→+∞
#(Λ ∩ Bd−1a (x))
|Bd−1a |
, for all x ∈ q⊥ ∼= Rd−1.
Proof. The lemma is clear if in the deﬁnition of Beurling and path density we use cubes with sides aligned 
to q⊥ instead of Euclidean balls. Lemma 2.1 allows us to make this choice. 
Most practically useful parallel trajectory sets such as uniform sets, approximately uniform sets (e.g., 
with bounded oﬀsets) and their ﬁnite unions are homogeneous. To formalize the optimization problem we 
introduce some classes of trajectories. For Ω ⊂ Rd we deﬁne:
• ParqΩ : the class of all Nyquist trajectories consisting of lines parallel to q, (q ∈ Rd \ {0} a direction 
parameter).
• HomqΩ: the class of all homogeneous Nyquist trajectories consisting of lines parallel to q, (q ∈ Rd \ {0}
a direction parameter).
• ParΩ : the union of the classes ParqΩ , q 
= 0; that is, the collection of all trajectories consisting of parallel 
lines.
• HomΩ: the union of the classes HomqΩ , q 
= 0; that is, the collection of all homogeneous trajectories 
consisting of parallel lines.
The following is our main result about sampling along parallel lines.
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Theorem 3.2. Let Ω ⊂ Rd be a centered symmetric convex body. Then
inf
P∈ParqΩ
−(P ) = inf
P∈HomqΩ
(P ) =
∣∣Ω ∩ q⊥∣∣. (10)
In particular, by optimizing over all q ∈ Rd \ {0}, it follows that
inf
P∈ParΩ
−(P ) = inf
P∈HomΩ
(P ) = min
q∈Rd\{0}
∣∣Ω ∩ q⊥∣∣. (11)
This result shows that the lowest path density of a set of parallel trajectories that admits stable sampling 
of a ﬁeld bandlimited to a convex, compact and symmetric set Ω is given by the volume of the smallest section 
of Ω through the origin. Furthermore, this density can be almost attained by a homogeneous trajectory set. 
This result is in the spirit of Landau’s result [13] on the minimum sampling density for stable pointwise 
sampling, as illustrated in Fig. 5. In the rest of this section we present arguments that build up to this 
result.
Sampling along parallel lines has been studied early on as an extension of non-uniform sampling theorems 
from 1-D to 2-D under the name of line sampling [7,10]. In particular, in [10] sampling sets of the form 
(xi, yik) are studied with non-uniformly spaces lines at xi and non-uniformly spaced samples yik along each 
line. Let us emphasize that our objective is rather diﬀerent, as we try to understand the relation between 
the path density and the sampling pattern consisting of parallel lines. This is not about a particular set 
of parallel lines (as in the literature on line sampling), but about all sets of parallel lines. Note that in 
Theorem 3.2 we characterize the optimal direction in which the sensors have to move. This is an entirely 
new aspect of the sampling problem.
3.1. Regularity of paths of parallel lines
The ﬁrst step towards the proof of Theorem 3.2 is showing that the trajectory sets consisting of parallel 
lines based on a set with ﬁnite upper Beurling density do satisfy the regularity condition (C2). To this end 
we need the following lemma on the length of the shortest path that passes through a given set of points 
(for a proof see [3]).
Lemma 3.3. For every d ≥ 2 there exists a constant Cd > 0 with the following property: let a > 1, and 
x1, . . . , xn ∈ Bda(0). Then there exists a continuous curve α : [0, 1] → Bda(0) consisting of n −1 concatenated 
line segments that contains each point xi, i = 1, . . . n, and
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(α) ≤ Cd an d−1d .
We can now prove the following.
Lemma 3.4. Let P be a trajectory set consisting of lines parallel to a vector q ∈ Rd \{0} and let Λ := P ∩ q⊥
be the intersection of P with the hyperplane orthogonal to q. Assume that D+(Λ) < ∞. Then the trajectory 
set P satisﬁes condition (C2).
Proof. For every ball Bda(x) ⊂ Rd, we need to construct a single path α containing all line segments of 
P ∩ Bda(x), but without increasing the path length signiﬁcantly. For this we need to connect the points of 
intersection of P ∩ ∂Bda(x) on each hemisphere by a short path. Such a choice in dimension d = 2 is plotted 
in Fig. 6. In higher dimensions, we resort to Lemma 3.3.
For a rigorous argument, we may assume without loss of generality that the lines in P are parallel to 
ed = (0, . . . , 0, 1). Let x ∈ Rd be arbitrary. Let H+ and H− denote the half-spaces
H+ =
{
y ∈ Rd : yd > xd
}
and H− =
{
y ∈ Rd : yd < xd
}
,
and H the hyperplane
H =
{
y ∈ Rd : yd = xd
}
.
Let A+ := P ∩ ∂Bda(x) ∩ H+, A− := P ∩ ∂Bda(x) ∩ H− and A := P ∩ ∂Bda(x) ∩ H. To each point y =
(y1, y2, . . . , yd) ∈ A+ corresponds a symmetric point y− = (y1, y2, . . . , yd−1, 2xd − yd) ∈ A−. Let us further 
denote N := #A+ = #A− and M := #A. Since D+(Λ) < +∞, it follows that
N,M = O
(
ad−1
)
. (12)
By Lemma 3.3, there exists a path Q contained in Bda(x) consisting of N − 1 line segments, that passes 
through all the points in A+, and such that (Q) = O(a)N d−1d 	 aa (d−1)
2
d = ad+
1
d−1 = o(ad).
Let the sequence a1, a2, . . . , aN denote the order in which points in A+ appear in Q. By symmetry, the 
sequence of line segments connecting the points a−1 , a−2 , . . . , a−N is a path contained in Bda(x) that connects 
all points in A− and has length O(a)N d−1d = o(ad).
We construct a rectiﬁable curve α containing P ∩ Bda(x) as follows. Let β denote the curve comprising 
the sequence of line segments connecting the points
a1, a
−
1 , a
−
2 , a2, a3, a
−
3 , a
−
4 , a4, a5, . . . , a
−
N , aN , if N is even,
a1, a
−
1 , a
−
2 , a2, a3, a
−
3 , a
−
4 , a4, a5, . . . , aN , a
−
N , if N is odd.
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that β contains (P ∩ Bda(x)) \ H. Furthermore for all 1 ≤ i ≤ N − 1, the curve β contains either the line 
segment connecting ai and ai+1 or that connecting a−i and a−i+1. Thus counting all line segments in β we 
obtain
(β) = (Q) + MP (a, x). (13)
Invoking again Lemma 3.3 we obtain a curve β′ contained in Bda(x) that goes through each point in point 
A and has length O(a)M d−1d 	 ad+1d−1 = o(ad). Finally we form α by linking β′ to β by means of a line 
segment contained in Bda(x) (of length at most a).
The curve α is completely contained in Bda(x), it contains P ∩ Bda(x) and it is rectiﬁable since it consists 
of a ﬁnite number of line segments. In addition, from the length estimates above we conclude that (α) =
MP (a, x) + o(ad), as desired. (Note that in all the estimates, the implicit constants depend on the set Λ
but not on the center of the ball x.) 
Remark 3.5. For the proof of Lemma 3.4 we do not need the full strength of Lemma 3.3. If we accept 
(without proof) that in condition (C2) instead of balls Bda(x) one may use cubes Qa with side length 2a and 
aligned parallel to lines in P , then Lemma 3.3 can be replaced by the following, more elementary argument. 
If a cube Qa is parallel to P , then P ∩ ∂Qa contains two copies of P ∩ q⊥. As Λ = P ∩ q⊥ is relatively 
separated, it can be approximated by a ﬁnite union of lattices isomorphic to Zd−1 (with asymptotically 
small error). It is now elementary to connect the lattice points in Zd−1 ∩ [−a, a]d−1 by a path of length at 
most (2a)d−1. The proof of Lemma 3.4 remains unchanged.
3.2. Lower bounds for the path density
Proposition 3.6. Let Ω ⊂ Rd be a convex centered symmetric body. Let P ∈ ParΩ be a Nyquist trajectory 
set composed of lines parallel to q ∈ Rd \ {0}. Then −(P ) ≥ |Ω ∩ q⊥|.
Proof. After a rotation, we may assume without loss of generality that q = ed = (0, 0, . . . , 0, 1). Denote 
Ω ∩ q⊥ = Ω0 × {0} with Ω0 ⊆ Rd−1. Let δ ∈ (0, 1) and consider the set (1 − δ)Ω. By Lemma 1.1, 
(1 − δ)Ω ⊆ Ω◦. Hence (1 − δ)Ω and ∂Ω are two disjoint compact sets and consequently
ε := d
(
(1 − δ)Ω, ∂Ω) > 0.
This implies that
(1 − δ)Ω0 ⊆ Ωε0 :=
{
x ∈ Ω0
∣∣ d((x, 0), ∂Ω) ≥ ε} ⊆ Rd−1,
where d((x, 0), ∂Ω) denotes the Euclidean distance from (x, 0) to the set ∂Ω. Let Λ ⊆ Rd−1 be the set at 
which the lines in P intersect the hyperplane e⊥d , i.e., P = {(λ, t) : t ∈ R} = Λ × R. Since P is a Nyquist 
trajectory set, assumption (C1) implies the existence of a sampling set Γ ⊆ Rd for BΩ whose points belong 
to the trajectories in P . Hence Γ ⊆ Λ × R. For each λ ∈ Λ, let Iλ := {t ∈ R | (λ, t) ∈ Γ}.
Let νd(Γ ) = maxx∈Rd #(Γ ∩ Q1/2(x)) be the covering constant of Γ ⊂ Rd. Since Γ is a set of stable 
sampling for BΩ, its upper Beurling density D+(Γ ) is ﬁnite and consequently νd(Γ ) < +∞. Hence, for all 
λ ∈ Λ,
ν1(Iλ) = νd
({λ} × Iλ) ≤ νd(Γ ) < ∞.
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as usual. Since Ω0 × [−, ] ⊂ Ω, we have f ∈ BΩ. Using the fact that Γ is a sampling set for BΩ we have
ε−1‖g‖22 = ‖f‖22 
∑
γ∈Γ
∣∣f(γ)∣∣2 = ∑
λ∈Λ
∣∣g(λ)∣∣2 ∑
t∈Iλ
∣∣sinc(εt)∣∣2
 ε−1νd(Γ )
∑
λ∈Λ
∣∣g(λ)∣∣2.
Hence ‖g‖22 
∑
λ∈Λ |g(λ)|2 for every g bandlimited to Ω0. By Landau’s result on necessary density condi-
tions for sampling [13] we deduce that D−(Λ) ≥ |Ωε0|. Thus, by Lemma 3.1, it follows that
−(P ) = D−(Λ) ≥ ∣∣Ωε0∣∣ ≥ ∣∣(1 − δ)Ω0∣∣ = (1 − δ)d−1|Ω0|.
The conclusion follows because δ > 0 was arbitrary and |Ω0| = |Ω ∩ q⊥|. 
3.3. Reduction to sampling in each section
To prove that equality holds in (10) we must show that there are Nyquist trajectories with path density 
arbitrarily close to the volume of the section of Ω through the origin. The following proposition shows that 
this problem can be reduced to ﬁnding sampling sets for each section of Ω with uniform bounds. Precisely, 
for t ∈ R let
Ωt =
{
x ∈ Rd−1 : (x, t) ∈ Ω} ⊂ Rd−1
be the section of Ω at height t. Then Ω =
⋃
t∈R(Ωt × {t}).
Proposition 3.7. Let Ω ⊆ Rd be a closed set. Assume that Λ = {λk : k ≥ 1} ⊂ Rd−1 is a set of stable sampling 
for BΩt ⊆ L2(Rd−1) with uniform bounds 0 < A ≤ B < ∞ for all t ∈ R, then for every f ∈ L2(Rd) with 
supp(f̂) ⊆ Ω
‖f‖22 	
∑
k≥1
∫
R
∣∣f(λk, t)∣∣2dt. (14)
If in addition Ω is compact, then there exists a lattice Γ ⊆ R, such that
‖f‖22 	
∑
k≥1
∑
γ∈Γ
∣∣f(λk, γ)∣∣2. (15)
Proof. Set g = f̂ and gt(x′) = g(x′, t) for x = (x′, t) ∈ Rd−1 × R. Then supp(g) ⊆ Ω and supp(gt) ⊂ Ωt. 
We further deﬁne the partial Fourier transform
Gk(t) :=
∫
Rd−1
g
(
x′, t
)
e2πi〈λk,x
′〉 dx′ = gˆt(λk).
Since ∫
R
Gk(t)e2πiwt dt =
∫
Rd
g
(
x′, t
)
e2πi〈λk,x
′〉e2πiwt dx′ dt = f(λk, w),
Plancherel’s theorem yields
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R
∣∣Gk(t)∣∣2dt = ∫
R
∣∣f(λk, w)∣∣2 dw.
Using the support property supp(gt) ⊆ Ωt, we obtain for almost all t ∈ R that
∑
k
∣∣Gk(t)∣∣2 = ∑
k
∣∣ĝt(−λk)∣∣2 	 ∫
Rd−1
∣∣gt(x′)∣∣2 dx′
=
∫
Rd−1
∣∣g(x′, t)∣∣2 dx′,
with constants independent of t by assumption. Finally,
∑
k≥1
∫
Rd−1
∣∣f(λk, t)∣∣2dt = ∑
k≥1
∫
R
∣∣Gk(t)∣∣2dt = ∫
R
∑
k≥1
∣∣Gk(t)∣∣2dt
	
∫
R
∫
Rd−1
∣∣g(x′, t)∣∣2 dx′dt = ‖g‖22 = ‖f‖22.
If in addition Ω is compact, then f is bandlimited to a compact set and the integrals involving f can be 
replaced by sums over a suitably dense lattice. 
Remark 3.8. Proposition 3.7 applies to spectra of the form
Ω =
{(
x′, t
) ∈ R × R : g1(x′) ≤ t ≤ g2(x′)}
with two continuous functions g1, g2. This set can have a very large projection onto the last coordinate while 
|g2(x′) − g1(x′)| remains small.
3.4. Universal sampling sets
In order to prove Theorem 3.2, we need to ﬁnd, for each centered symmetric convex body Ω and each 
direction q 
= 0, a stable Nyquist trajectory for BΩ consisting of lines parallel to q and with a path-density 
close to the measure of the central section of Ω by q⊥. After a rotation, we may assume that q = ed and 
analyze the horizontal sections Ωt := {(x1, . . . , xd−1) : (x1, . . . , xd−1, t) ∈ Ω} ⊆ Rd−1 of Ω. According to 
Proposition 3.7, we need to ﬁnd a set Λ ⊆ Rd−1, such that (a) its Beurling density is close to |Ω0| and (b) Λ
is simultaneously a sampling set for all spaces of functions bandlimited BΩt for all t with uniform sampling 
bounds.
In the special case when Ω is contained in an “oblique” cylinder, i.e., Ωt ⊆ tv + Ω0 for some vector 
v ∈ Rd−1 and all t (Fig. 5(b)), it suﬃces to ﬁnd a sampling set only for BΩ0 with density close to the critical 
one. This problem was already solved in [17].
In general, the horizontal sections Ωt are not contained in translates of the central section Ω0. As a simple 
example we mention the regular octahedron and two sections perpendicular to (1, 1, 1). The octahedron ﬁts 
into a cylinder with a cross-section that is strictly larger than the central minimal cross-section (see Fig. 7). 
Therefore the simple argument sketched above does not work. To solve the general case, we need the concept 
of universal sampling sets, as introduced in [19,16].
Given η > 0, a η-universal sampling set Λ is a set with uniform density η that is a sampling set for BΩ, 
for all compact spectra Ω ⊆ Rd with |Ω| < η. It is known that for all η > 0 there exist universal sampling 
sets [19,16]. For example, in dimension d = 1 the set {n + {√2n}} : n ∈ Z} is a universal sampling set with 
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density η = 1 (with {x} = x − x denoting the fractional part of x). On the other hand, if the requirement 
that Ω be compact is dropped, universal sampling sets do not exist [19].
A universal η-sampling set is a set of stable sampling for all compact spectra Ω with |Ω| < η, but the 
frame bounds may depend on Ω. We now argue that when the spectra consist of sections of a compact 
convex body, then these bounds can be chosen to be uniform. We need the following technical lemma, 
whose proof is deferred to Section 6.3.
Lemma 3.9 (Continuity of the sections). Let Ω ⊆ Rd be a convex and compact set, t ∈ R, and ε > 0. Then 
there exists δ > 0 such that for all s ∈ (t − δ, t + δ)
Ωs ⊆ Ωt + Bd−1 .
We now show that the sections of a convex compact set admit a universal sampling set with uniform 
stability bounds.
Proposition 3.10. Let Ω ⊆ Rd be a convex and compact set and let
η > max
t∈R
|Ωt|.
Let Λ be an η-universal sampling set. Then Λ is a sampling set for all Ωt, t ∈ R, with sampling bounds 
uniform in t.
Proof. Let I ⊆ R be compact interval such that Ω ⊆ Rd−1 × I. Let t ∈ I. Since Ωt is closed, there exists 
εt > 0 such that
|Ωt + Bεt | < η.
We let Ω˜t := Ωt + Bεt denote the slightly enlarged section.
With this notation, by Lemma 3.9, there exists δt > 0 such that
Ωs ⊆ Ω˜t, if s ∈ (t − δt, t + δt). (16)
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⋃N
k=1(tk−δtk ,
tk + δtk) for ﬁnitely many tk ∈ R. Hence, for every s ∈ I, there exists k ∈ {1, . . . , N} such that
Ωs ⊆ Ω˜tk . (17)
Since |Ω˜tk | < η for k = 1, . . . , N , the universal sampling property implies that Λ is a sampling set for BΩ˜tk
with bounds 0 < Ak ≤ Bk < ∞. Let
A := min{A1, . . . , AN},
B := max{B1, . . . , BN}.
Hence, Λ is a sampling set for BΩ˜tk with bounds A, B for all k = 1, . . . , N . Since, according to (17), every 
section Ωs is contained in some set Ω˜tk , it follows that Λ is a sampling set with bounds A, B for all BΩs
with s ∈ I. Note ﬁnally that Ωs = ∅, for s /∈ I. This completes the proof. 
3.5. Upper path density bounds
With Proposition 3.10 we can now show the estimates (10) for the necessary path density for convex 
spectra.
Proof of Theorem 3.2. From Proposition 3.6 it follows that
inf
P∈HomqΩ
(P ) ≥ inf
P∈ParqΩ
−(P ) ≥ ∣∣Ω ∩ q⊥∣∣.
Let us show that all these inequalities are actually equalities. Assume without loss of generality that q =
ed = (0, . . . , 0, 1) and note that since Ω is convex and symmetric the section through the origin is the one 
with maximal area. This is a consequence of the Brunn–Minkowski inequality, see for example [11]. Given 
a number η satisfying
η >
∣∣Ω ∩ q⊥∣∣,
let Λ ⊆ Rd−1 be a η-universal sampling set and let P be a set of lines parallel to q that go through Λ. Since 
Λ possesses ﬁnite (uniform) density, P satisﬁes condition (C2) by Lemma 3.4. In addition, the fact that 
Λ possesses a uniform density and Lemma 3.1 imply that (P ) = D(Λ) = η and that P is homogeneous. 
Propositions 3.10 and 3.7 imply that P is a Nyquist trajectory set. This shows that infP∈HomqΩ (P ) ≤ η. 
The conclusion follows by letting η tend to |Ω ∩ q⊥|. 
4. Optimizing over arbitrary trajectory sets
We now consider the problem of designing trajectory sets without requiring the trajectories to be straight 
lines.
4.1. Ill-posedness of the unconstrained problem
In the following proposition we show that the optimization problem (8) is ill-posed by constructing a 
sequence of trajectory sets in NyqΩ with arbitrarily small path density.
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Proposition 4.1. Let Ω ⊆ R2 be a compact set. For every  > 0 there exists a trajectory set P ∈ NyqΩ, such 
that +(P ) < . Thus,
inf
P∈NyqΩ
+(P ) = 0.
Proof. By enlarging Ω if necessary, we can assume that it is a cube. Since the statement to be proved is 
invariant under dilations we further assume that Ω = [−1/2, 1/2]2. For each n ≥ 1 we construct a trajectory 
set Pn, in such a way that +(Pn) −→ 0, as n −→ ∞.
The counterexample is given by the path Pn resulting from the set
(nZ × R) ∪ ((nZ + [0, 1n])× Z), (18)
which is the union of vertical lines with spacing n and small horizontal segments emerging at the point 
(nj, k), j, k ∈ Z. See Fig. 8. This construction ensures that +(Pn)  1/n. Clearly Pn satisﬁes condition
(C2). It remains to show that Pn contains a sampling set for BΩ.
Let Fn ⊆ [0, 1/n] be a ﬁnite set of cardinality 2n and Γn := {nk + t : k ∈ Z, t ∈ Fn} its periodization 
with period n. Then Λn = Γn × Z is separated and contained in Pn. Since D−(Γn) = 2 > 1, it follows that 
Γn is a sampling set for B[−1/2,1/2], and consequently Λn is a sampling set for BΩ . 
Remark 4.2. A similar example can be constructed in dimension d.
Remark 4.3. The path density of a Nyquist trajectory P ∈ NyqΩ is always strictly positive, thus the inﬁmum 
in Proposition 4.1 is never attained. To see this, choose a uniformly discrete subset Λ ⊆ P that is a set of 
sampling for BΩ (by condition (C1)). Let δ := inf{|λ − λ′| : λ, λ′ ∈ Λ, λ 
= λ′} > 0 be the separation of Λ. 
Since Λ is a set of sampling for BΩ, Landau’s density result asserts that D−(Λ) ≥ |Ω| [13]. This means that, 
for ﬁxed η, 0 < η < |Ω|, and suﬃciently large a > 0, we have
#
(
Λ ∩ Bda(x)
) ≥ η∣∣Bda(x)∣∣ ∀x ∈ Rd.
For a suﬃciently large and x ∈ Rd, let α : [0, 1] → Rd be the curve granted by condition (C2) in Deﬁni-
tion 2.2. Then α([0, 1]) ⊃ P ∩ Bda(x) ⊃ Λ ∩ Bda(x). Since the minimum distance between points in Λ is at 
least δ, it follows that
MP (a, x) + o(ad) = (α) ≥ δ#(Λ ∩ Bda(x)) ≥ δη∣∣Bda(x)∣∣.
Hence,
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a−→∞ infx∈Rd
MP (a, x)
|Bda(x)|
≥ δη > 0.
We conclude from Proposition 4.1 that the optimization problem (8) which was ﬁrst posed in [26] has a 
trivial solution. In other words, for every compact set Ω it is possible to design a stable Nyquist trajectory 
set for BΩ with arbitrarily small path density. Although at ﬁrst glance this result may look counter-intuitive, 
a closer look at the sequence of trajectory sets in the counter-example reveals that the condition number 
B
A of the sampling set from (3) diverges to ∞. Thus although we have a stable trajectory set, the stability 
margin may be arbitrarily bad.
4.2. Trajectory sets with given stability parameters
One way to address the ill-posedness of this problem is to restrict the optimization to trajectory sets 
that contain stable sampling sets with given stability parameters A and B. In this section we show that this 
problem is indeed well-posed by identifying a non-zero lower bound on the path density for every trajectory 
set in NyqA,BΩ .
In order to obtain a lower bound on the path density we exploit the key fact that the size of the largest 
hole of a sampling set is determined by the condition number B/A [12].
Proposition 4.4.
(a) Let Ω ⊆ Rd be a compact set with a smooth boundary and surface measure σ(∂Ω). Let Λ ⊂ Rd be a 
sampling set for BΩ with stability bounds A, B. Then Λ intersects every cube x + [−R, R]d, where
R = CBσ(∂Ω)
A|Ω| ,
and C is a constant that depends only on d.
(b) If Ω = [−1/2, 1/2]d, then R may chosen explicitly as
R = 12 +
dπ2d−2
22d−1
B
A
.
Proof. Part (a) is a simpliﬁed version of the main result in [12]. The result in [12] is more general and also 
covers the case of spectra with fractal boundaries.
Part (b) follows from explicit estimates. In Section 6.2 we give a full argument based on [18]. 
For a compact set E ⊆ Rd we deﬁne a quantity ΔE by
ΔE := sup
q∈Rd\{0}
|Pq⊥E|. (19)
This quantity is the volume in Rd−1 of the maximal projection of E onto a hyperplane. It satisﬁes the 
following invariance properties:
ΔE+x = ΔE ∀x ∈ Rd, (20)
Δ(1+δ)E = (1 + δ)d−1ΔE ∀δ > 0. (21)
The following technical lemma uses ΔE to bound the volume covered by the translates of a convex set along 
a smooth curve. The proof can be found in Section 6.4.
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F ⊆ [0, L] be a ﬁnite set and consider the set
EF :=
⋃
t∈F
E + α(t). (22)
Then |EF | ≤ |E| + (α)ΔE.
We now prove the main proposition that relates gaps and the path density.
Proposition 4.6. Let E be a convex compact set E ⊆ Rd with 0 ∈ E◦ and let P = {pi : i ∈ I} be a trajectory 
set satisfying condition (C2). If the translates of E along the trajectories in P cover Rd, i.e.,
P + E =
⋃
t∈R
i∈I
E + pi(t) = Rd, (23)
then
−(P ) ≥ 1ΔE .
Proof. Since E is compact, there exists R > 0 such that E ⊆ BdR. Let a ≥ R and x ∈ Rd be arbitrary. Since 
P satisﬁes condition (C2), there exists a continuous rectiﬁable curve α : [0, 1] → Rd such that (i) α contains 
the entire portion of P inside Bda(x) and (ii) (α) = MP (a, x) + o(ad).
Let us consider the set
S = E + α
(
[0, 1]
)
.
We estimate |S| in two diﬀerent ways. Firstly, if pi(t) /∈ Bda(x), then BdR(pi(t)) ∩ Bda−R(x) = ∅. In view 
of (23) we have
Ba−R(x) ⊂
⋃
pi(t)∈Bda(x)
E + pi(t) ⊆ S.
Consequently,
∣∣Bda−R(x)∣∣ = (a − R)d∣∣Bd1 ∣∣ = ad∣∣Bd1 ∣∣− O(ad−1) = ∣∣Bda(x)∣∣− O(ad−1) ≤ |S|. (24)
Secondly, since S is a sum of two compact sets, S is compact. Let δ ∈ (0, 1) and consider the (open) set 
(1 + δ)E◦. By Lemma 1.1, E ⊆ (1 + δ)E◦. Consequently,
{
(1 + δ)E◦ + α(t) : t ∈ [0, 1]}
is an open cover of S, and there exists a ﬁnite set F ⊆ [0, 1] such that
S ⊆
⋃
t∈F
(1 + δ)E + α(t).
Using Lemma 4.5 and (20), (21) it follows that
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∣∣∣∣⋃
t∈F
(1 + δ)E + α(t)
∣∣∣∣ ≤ ∣∣(1 + δ)E∣∣+ (α)Δ(1+δ)E
= (1 + δ)d|E| + (α)(1 + δ)d−1ΔE .
Combining this estimate with (24) we deduce that
∣∣Bda(x)∣∣ ≤ O(ad−1)+ (1 + δ)d|E| + (α)(1 + δ)d−1ΔE , δ ∈ (0, 1).
Since this inequality holds for all δ > 0 and o(ad) is independent of δ by assumption (C2), we obtain
∣∣Bda(x)∣∣ ≤ O(ad−1)+ |E| + (α)ΔE , a ≥ R, x ∈ Rd.
Recalling that (α) = MP (a, x) + o(ad) we obtain
∣∣Bda(x)∣∣ ≤ O(ad−1)+ |E| + MP (a, x)ΔE + o(ad)ΔE , a ≥ R, x ∈ Rd.
Therefore,
−(P ) = lim inf
a→∞
infx∈Rd MP (a, x)
|Bda(x)|
≥ 1ΔE ,
as claimed. 
Remark 4.7. In [6], Beurling gave suﬃcient conditions for a non-uniform collection of points Λ ⊆ Rd to 
form a stable sampling set for the class of bandlimited functions in high dimensions. These are expressed in 
terms of a covering condition: Λ +E = Rd for a certain convex set E associated with the spectrum support 
of the signals. On the other hand, Proposition 4.6 gives a condition on a trajectory that is necessary for it 
to contain a sampling set Λ satisfying Λ + E = Rd.
We ﬁnally prove the main estimate on the density of paths that contain sampling sets with given stability 
parameters.
Theorem 4.8. Let Ω ⊆ Rd be a compact set with smooth boundary. Then
inf
P∈NyqA,BΩ
−(P ) ≥ Cd
(
A|Ω|
Bσ(∂Ω)
)d−1
,
where Cd is a constant that depends only on d.
If Ω = [−1/2, 1/2]2, then explicitly
inf
P∈NyqA,BΩ
−(P ) ≥ A
π2
√
2B
.
Proof. Since P contains a sampling set with stability parameters A, B > 0, Proposition 4.4 implies that 
Λ ∩ QR(x) 
= ∅ for all x ∈ Rd and with R = C Bσ(∂Ω)A|Ω| . Then Λ + QR = Rd and thus also P + QR = Rd. By 
Proposition 4.6 we obtain that −(P ) ≥ 1/ΔQR . Since by (21)
ΔQR = (2R)d−1Δ[−1/2,1/2]d = 2d−1Δ[−1/2,1/2]dCd−1
(
Bσ(∂Ω)
)d−1
, (25)
A|Ω|
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√
2 and the 
explicit estimate for R from Proposition 4.4:
R = 12 +
π2
4
B
A
≤ π
2
2
B
A
. 
5. Conclusion
We have studied the problem of designing trajectories for sampling bandlimited spatial ﬁelds using 
mobile sensors. We have identiﬁed trajectory sets composed of parallel lines that (i) possess minimal path 
density and (ii) admit the stable reconstruction of bandlimited ﬁelds from measurements taken on these 
trajectories. We also have shown that the problem of minimizing the path density is ill-posed if we allow 
arbitrary trajectory sets that admit stable reconstruction. As a positive result we have shown that the 
problem is well-posed if we restrict the trajectory sets to contain a stable sampling set with given stability 
parameters.
We point out that, for the results presented here, the assumption that the spectrum of the signals is 
convex is not essential, but a matter of convenience. Indeed, in most results the convexity of Ω can be 
replaced by a suitable assumption on the regularity of its boundary (e.g. Lemma 3.9). In Theorem 3.2 the 
convexity of Ω is used to guarantee that the maximal area of the cross-sections by hyperplanes is attained 
by a hyperplane that goes through the origin. For non-convex spectra, a characterization analogous to the 
one in Theorem 3.2 should consider cross-sections by arbitrary hyperplanes.
This work opens up several possible research directions. One question is whether we can solve the problem 
(9) exactly. This would require a tight lower bound on the path density of every trajectory set in NyqA,BΩ . 
Another interesting variation concerns trajectory sets consisting of arbitrary, not necessarily parallel lines 
and the necessary path density.
6. Some technical tools and proofs
6.1. Translations and projections of convex sets
Lemma 6.1. Let E ⊆ Rd be a compact convex set and q ∈ Rd \ {0}. Then
∣∣(E + q) \ E∣∣ ≤ |Pq⊥E|‖q‖2.
Proof. By applying a suitable rotation, we may assume without loss of generality that q = αed = (0, . . . , 0, α)
for some α > 0. Then the projection of E onto the hyperplane determined by q is simply
Pq⊥E =
{(
x′, 0
) ∈ Rd−1 × R : (x′, t) ∈ E}.
For x′ ∈ Pq⊥E we set τ−(x′) = min{t : (x′, t) ∈ E} and τ+(x′) = max{t : (x′, t) ∈ E}. Since E is compact, 
the minima and maxima exist; and since E is convex, the line segments {(x′, t) : τ−(x′) ≤ t ≤ τ+(x′)} are 
contained in E, so that
E =
{(
x′, t
) ∈ Rd : x′ ∈ Pq⊥E, τ−(x′) ≤ t ≤ τ+(x′)}.
Consequently
(E + q) \ E = (E + αed) \ E
=
{(
x′, t
) ∈ Rd : x′ ∈ Pq⊥E, t ∈ [τ−(x′)+ α, τ+(x′)+ α] \ [τ−(x′), τ+(x′)]},
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∣∣(E + q) \ E∣∣ = ∫
Rd
1(E+q)\E
(
x′, t
)
dx′dt
=
∫
P
q⊥E
∫
R
1[τ−(x′)+α,τ+(x′)+α]\[τ−(x′),τ+(x′)](t)dt dx′
≤ α
∫
P
q⊥E
1 dx′ = α|Pq⊥E| = |Pq⊥E|‖q‖2,
as claimed. 
6.2. Spectral gaps for the square. Proof of Proposition 4.4(b)
The following proposition – that is part (b) of Proposition 4.4, restated for convenience – gives an explicit 
estimate for the gap of sampling sets for the spectrum [−1/2, 1/2]d. Its proof is inspired by the simple proof 
of Laudau’s necessary conditions for sampling and interpolation given in [18].
Proposition. Let Ω := [−1/2, 1/2]d and assume that Λ is a sampling set for BΩ with bounds A, B. Then Λ
intersects every cube QR(x) = [−R, R]d + x, where
R = 12 +
2d
π2
B
A
(
π2
4
)d
. (26)
Proof. Since every translation of Λ is also a sampling set for BΩ with bounds A, B, it suﬃces to show that 
Λ intersects [−R, R]d, where R is given by (26). Let h(x) := sinc(x) = Πdk=1 sin(πxk)πxk , so ĥ = 1Ω . We start 
by noting some facts.
Claim 1.
A ≤
∑
λ∈Λ
∣∣h(· − λ)∣∣2 ≤ B.
Proof of the claim. Note that
∑
λ∈Λ
∣∣h(x − λ)∣∣2 = ∑
λ∈Λ
∣∣〈h(· − λ), h(· − x)〉∣∣2.
Since {h(· − λ) : λ ∈ Λ} is a frame with bounds A, B and ‖h‖2 = 1, the conclusion follows. 
Claim 2.
#
(
Λ ∩ Q1/2(x)
) ≤ (π24
)d
B.
Proof of the claim. Since sin πtπt ≥ 2/π for |t| ≤ 1/2, we have h(x) ≥ (2/π)d for x ∈ [−1/2, 1/2]d = Q1/2(0). 
Therefore we obtain
(
4
π2
)d
#
(
Λ ∩ Q1/2(x)
) ≤ ∑
λ∈Λ
∣∣h(λ − x)∣∣2 ≤ B∥∥h(· − x)∥∥22 = B. 
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∫
Rd\Qr(0)
∣∣h(x)∣∣2dx ≤ 2d
π2r
, ∀r > 0.
Proof of the claim. Since sinc(x) = sinc(x1) . . . sinc(xd) and each one-dimensional sinc is normalized in L2, 
we estimate
∫
x∈Rd,|x|∞>r
∣∣sinc(x)∣∣2dx ≤ d∑
k=1
∫
x∈Rd,|xk|>r
∣∣sinc(x)∣∣2dx
=
d∑
k=1
∫
t∈R:|t|>r
∣∣sinc(t)∣∣2dt
≤ 2d
∞∫
r
1
(πt)2 dt =
2d
π2r
. 
Combining the claims we get
A = A
∣∣Q1/2(0)∣∣ ≤ ∫
Q1/2(0)
∑
λ∈Λ
∣∣h(x − λ)∣∣2dx = ∫
Rd
∣∣h(x)∣∣2 ∑
λ∈Λ
1Q1/2(λ)(x)dx
=
∫
Rd
∣∣h(x)∣∣2#(Λ ∩ Q1/2(−x))dx
≤
(
π2
4
)d
B
∫
⋃
λ∈Λ Q1/2(λ)
∣∣h(x)∣∣2dx.
Now assume that Λ ∩ QR(0) = ∅. Then, for every λ ∈ Λ, Q1/2(λ) ∩ QR−1/2(0) = ∅. Therefore,
A ≤
(
π2
4
)d
B
∫
Rd\QR−1/2(0)
∣∣h(x)∣∣2dx ≤ 2d
π2
B
(
π2
4
)d
(R − 1/2)−1.
Hence, R ≤ 12 + dπ
2d−2
22d−1
B
A .
This means that Λ must intersect [−R, R]d if R > 12 + dπ
2d−2
22d−1
B
A , as desired. (Since Λ is closed, it also 
follows that Λ intersects [−R, R]d for R = 12 + dπ
2d−2
22d−1
B
A .) 
6.3. Continuity of sections of convex sets. Proof of Lemma 3.9
Proof of Lemma 3.9. Without loss of generality let us assume that Ωt 
= ∅. Suppose that the conclusion 
does not hold. Then there exists a sequence of real numbers {tn : n ≥ 1} such that tn −→ t and
Ωtn  Ωt + Bε.
Hence there exist points xn ∈ Ωtn such that
JID:YACHA AID:1012 /FLA [m3L; v1.143-dev; Prn:12/12/2014; 13:49] P.23 (1-24)
K. Gröchenig et al. / Appl. Comput. Harmon. Anal. ••• (••••) •••–••• 23rn := d(xn, Ωt) = inf
{|xn − y| : y ∈ Ωt} ≥ ε. (27)
Since Ωt is closed, there exists yn ∈ Ωt such that |xn − yn| = rn.
Consider the sequences {(xn, tn) : n ≥ 1}, {(yn, t) : n ≥ 1} ⊆ Ω. By passing to subsequences we may 
assume that both of them are convergent:
(xn, tn) −→ (x, t),
(yn, t) −→ (y, t).
Hence, x, y ∈ Ωt. In addition, by (27), r := |x − y| = limn |xn − yn| = limn rn ≥ ε > 0.
Since Ω is convex, so is Ωt. Consequently, z = (x + y)/2 ∈ Ωt. Let us estimate
|xn − z| −→ |x − z| = r/2 < r = lim
n
rn.
Therefore, there exist n ∈ N such that |xn − z| < rn. Since z ∈ Ωt, this contradicts the fact that rn =
d(xn, Ωt). 
6.4. Sliding convex sets. Proof of Lemma 4.5
Proof of Lemma 4.5. Let us enumerate the points of F as 0 ≤ t0 < . . . < tN ≤ L. Without loss of generality 
we further assume that α(tk) 
= α(tj), for k 
= j (Indeed, if α(tk) = α(tj), for some k 
= j, then we may 
remove tj from the set F without altering the set EF .). Let us consider the sets Ek := E + α(tk).
For 1 ≤ k ≤ N , let qk := α(tk−1) − α(tk). By Lemma 6.1, it follows that
|Ek \ Ek−1| ≤
∣∣Pq⊥k (E)∣∣∥∥α(tk) − α(tk−1)∥∥2.
Since α(tk−1) 
= α(tk), qk 
= 0, for all k. Hence, considering the vectors q′k := ‖qk‖−1qk we see that∣∣Pq⊥k (E)∣∣ = ∣∣P(q′k)⊥(E)∣∣ ≤ ΔE .
Therefore,
|Ek \ Ek−1| ≤ ΔE
∥∥α(tk) − α(tk−1)∥∥2, 1 ≤ k ≤ N.
Let us decompose EF as
EF := E0 ∪
N⋃
k=1
(Ek \ Ek−1).
Hence,
|EF | ≤ |E0| +
N∑
k=1
|Ek \ Ek−1|
≤ |E| +
N∑
k=1
ΔE
∥∥α(tk) − α(tk−1)∥∥2 ≤ |E| + ΔE(α).
as claimed. 
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