Spectral feature extraction is a crucial procedure in automated spectral analysis. This procedure starts from the spectral data and produces informative and non-redundant features, facilitating the subsequent automated processing and analysis with machine-learning and data-mining techniques. In this paper, we present a new automated feature extraction method for astronomical spectra, with application in spectral classification and defective spectra recovery. The basic idea of our approach is to train a deep neural network to extract features of spectra with different levels of abstraction in different layers. The deep neural network is trained with a fast layer-wise learning algorithm in an analytical way without any iterative optimization procedure. We evaluate the performance of the proposed scheme on real-world spectral data. The results demonstrate that our method is superior regarding its comprehensive performance, and the computational cost is significantly lower than that for other methods. The proposed method can be regarded as a new valid alternative general-purpose feature extraction method for various tasks in spectral data analysis.
I N T RO D U C T I O N
With the technology advancement of observational instruments in astronomy, huge volumes of spectral data has been and will be generated in modern spectroscopic surveys, for example the Sloan Digital Sky Survey (SDSS, York et al. 2000) , the Global Astrometric Interferometer for Astrophysics (GAIA, Perryman et al. 2001) , and the Large Sky Area Multi-Object Fibre Spectroscopic Telescope (LAMOST or Guo Shoujing Telescope, Cui et al. 2012) . As is the case for many other data-intensive scientific disciplines, the immense volume of data and the high rate of data acquisition in modern astronomy necessitate a focus on automated, efficient and intelligential techniques and methodologies that can 'understand' certain tasks in astronomical research and automatically mine large astronomical data bases for scientific discoveries. One way of performing such tasks is through the use of machine-learning techniques. Various reviews of the use of machine learning in astronomy are available, for example Ball & Brunner (2010) and Way et al. (2012) .
One significant procedure in the deployment of machine-learning algorithms is the design of data transformation pipelines that result E-mail: wangke@bit.edu.cn (KW); pguo@bnu.edu.cn (PG); lal@bao.ac. cn (A-LL) in a representation of the original data. This is usually referred to as feature extraction (or feature learning or representation learning). The features (or representation) of the original data can be viewed as the input to a machine-learning algorithm. Feature extraction is a crucial procedure for machine learning because the performance of machine-learning algorithms is heavily dependent on the quality of data representation (Bengio, Courville & Vincent 2013) .
In astronomy, principal component analysis (PCA) is widely used as a general tool for achieving unsupervised feature extraction or dimensionality reduction of spectral data. In PCA, the original data are represented by their projections onto the principal components, and the projections are dimension reduced features. The derived features are then used as the inputs in the subsequent processing. PCA has been used in several areas of astronomy, including stellar spectral classification (Bailer-Jones, Irwin & Von Hippel 1998) , galaxy spectral classification (Yip et al. 2004) , spectral clustering analysis (Wang, Guo & Luo 2015) and the estimation of stellar fundamental parameters (McGurk, Kimball & Ivezić 2010) . In feature extraction using PCA, spectra are represented by linear combinations of a few eigenvectors with the highest eigenvalues. It is clear that linear combination is an oversimplified method, because it cannot reveal the inherently non-linear relationships within the spectral data. Thus, non-linear methods have been introduced in spectral data feature extraction. Among these methods, locally linear embedding (LLE) is a manifold learning method that seeks to find a set of the nearest neighbours of a data point that best describes the point and adopts an eigenvector-based optimization technique to find the lowdimensional representation. It is a representative technique applied in spectral data feature learning (Richards et al. 2009; VanderPlas & Connolly 2009; Daniel et al. 2011) .
Among the various feature-learning techniques, the work of Hinton and Salakhutdinov (Hinton & Salakhutdinov 2006) can be considered as a breakthrough. In their work, multiple-layer (deep) architectures are used to learn features with different levels of abstraction. To overcome the difficulties of training such deep models, a greedy algorithm with layer-wise pre-training scheme is proposed. The pre-training can be considered as a feature extraction procedure that learns a new representation from the learned representation in previous layers. Inspired by Hinton and Salakhutdinov's work, other researchers have applied deep learning with success in many fields. These include but are not limited to, image recognition (Hinton & Salakhutdinov 2006; Yoshua Bengio & Larochelle 2006; Krizhevsky, Sutskever & Hinton 2012) , speech recognition Dahl et al. 2012 ) and information retrieval (Krizhevsky & Hinton 2011; Salakhutdinov & Hinton 2009 ). More and more research indicates that deep models are able to achieve a much better performance than traditional shallow models (Bengio 2009 ).
The explosion of data in many fields means that more samples are available, and hence the training of deep models has become more feasible. Deep learning also provides a powerful tool for the analysis of large data sets. The success of deep learning in many applications provides precedents for other fields. There are also increasing opportunities to capitalize on the tremendous volumes of data in astronomy using deep-learning techniques. Recently, various deep-learning techniques have been employed in astronomical data processing. Bu et al. (2015) applied the restricted Boltzmann machine (RBM) to spectral processing. Although RBM is always used as a building unit to train deep models, these authors used a single RBM rather than stacking RBMs into a deep model. Graff et al. (2014) presented a training tool for deep neural networks in astronomy. They applied their deep neural network into three astrophysics examples, namely map of dark matter, identification of gamma-ray bursters, and image compression for galaxies. However, they focused mainly on image data rather than on spectra. Dieleman, Willett & Dambre (2015) used a convolutional neural network (CNN) for the classification of galaxy morphology in the Galaxy Zoo project. Subsequently, Huertas-Company et al. (2015) extended this new methodology to high redshifts by classifying images of galaxies with median redshift z ∼ 1.25. Yang & Li (2015) proposed a scheme for spectral feature learning in atmospheric parameter estimation. They used the auto-encoder to extract local features from stellar spectra. Hoyle (2016) applied deep-learning techniques to evaluate the photometric redshift. He used a deep neural network to implement an end-to-end pipeline that takes the entire multi-band galaxy images as the input.
The immense volume of astronomical data, however, presents a challenge to the widespread use of deep-learning schemes in astronomy. One of the challenges relates to learning efficiency. Most deep-learning algorithms are based on variations of gradientdescent-based algorithms, such as the back-propagation (BP) algorithm. These algorithms suffer from a slow training speed when the data volume is large, because the training procedure requires computationally expensive iterative optimization. Another issue for most gradient-descent-based algorithms lies in the fact that the user needs to specify a set of control parameters. These parameters, including maximum epoch number, learning rate and momentum, are crucial to the performance of the algorithm. However, the parameter adjustment is usually task-specified and relies mainly on empirical tricks.
In order to utilize fully the capacity of deep learning in astronomical spectral processing, we propose an efficient learning scheme for deep neural networks and extend it to an incremental learning version. This scheme builds on previous pseudo-inverse strategies, which were designed for the training of forward networks. In order to demonstrate the practicality of our method for spectral data, we apply it to a stellar spectral classification task and to a defective spectra recovery task. In addition, we seek good qualitative interpretations of what the neural network learns from the spectral data. Although neural networks have long been used in astronomical spectral processing, they are employed mainly as a classifier that uses a supervised back-propagation algorithm (Von Hippel et al. 1994; Weaver & Torres-Dodgen 1997; Navarro, Corradi & Mampaso 2012) . The most notable difference of our work is that we employ neural networks to extract features of spectra with a new efficient algorithm, and the extracted features can be used not only for spectral classification but also for other tasks.
The remainder of the paper is organized as follows. In the next section, we give a brief introduction to the spectral data used in this paper. In Section 3, we provide a detailed description of our feature-learning scheme. In Section 4, we discuss and analyse the utility of the proposed method as a feature-learning scheme as well as its performance relative to classical spectral classification and defective spectra recovery. Finally, our conclusions are presented in Section 5.
S P E C T R A L DATA A N D P R E -P RO C E S S I N G
The spectral data in this work comprise 50 000 stellar spectra randomly selected from LAMOST Data Release One . The LAMOST telescope, also known as the Guo ShouJing telescope, is a 4-m reflecting Schmidt telescope with 4000 fibres configured on a 5
• field of view (Cui et al. 2012) . The data reduction method for LAMOST is described in Luo et al.'s previous work . The stellar spectra are classified as F, G and K types by the LAMOST 1D pipeline. The wavelength range of these spectra is 370-900 nm. The theoretical resolution of the LAMOST spectrographs is R = 1000, while the practical resolution reaches R > 1500. Because there is still no corresponding photometric survey, LAMOST cannot provide spectra with absolutely calibrated fluxes. However, a relative flux calibration is employed in the LAM-OST 2D pipeline. In the calibration, first some stars are selected in each spectrograph field as standard stars (or as pseudo-standard stars, which can be regarded as extending the more restricted group of standard stars ). The spectral response function for each spectrograph is then obtained by finding the observed pseudo-continuum of the standard (or pseudo-standard) stars and the best physical pseudo-continuum generated using Kurucz models. Then the response function is used to calibrate the raw spectra provided by other fibres of the same spectrograph (Song et al. 2012) .
To start, we need to perform a series of pre-processing tasks for the original spectral data. For a given set of spectra denoted by
, where the vector
is the flux at a given wavelength, we re-bin each spectrum to form a lower-dimensional vector. To be specific, we empirically average every five pixels to form one synthesized pixel and use this synthesized pixel to represent the original five. By doing this, we can obtain for each spectrum a 721-dimensional vector, which was initially 3601-dimensional. This pre-processing can eliminate the disturbance of the stochastic noise with little to no effect on the final performance. Moreover, the re-binning can reduce the computational complexity and thus improve efficiency. It is worth noting that the fluxes of different wavelengths in the raw spectrum are generally on very different scales. Hence we carry out a linear re-scaling of the raw data, such that the fluxes in each individual spectrum have zero mean and unit variance. This is a commonly used technique in machine learning when the input data are distributed on different scales. It is carried out as follows:
where μ is the mean of the sample and σ is the standard deviation. An alternative method is also frequently used, namelỹ
where min and max indicate the expected minimum and maximum values, respectively. Except for the aforementioned pre-processing, there is no longer any other operation. The comparison between the original spectrum and the pre-processed one is shown in Fig. 1 .
D E E P N E U R A L N E T W O R K S C H E M E

Deep neural networks
A deep neural network (DNN), also called a multilayer neural network or multilayer perceptron, is a type of artificial neural network with multiple hidden layers between the input layer and the output layer. The basic structure of a DNN is illustrated in Fig. 2 . For a supervised learning problem, we obtain a training set with N arbitrary distinct samples that is denoted as
, where
is the corresponding label vector. The supervised learning task involves seeking the weight matrix that can minimize the following sum of the square error:
where is the network parameter set including the connection weight W and a bias. G j (x i , ) is a function that maps the inputs to the outputs of the jth neuron in the output layer. In practice, G j (x i , ) is calculated layer-by-layer from the input layer to the output layer, a process usually called 'feed-forward'. To be specific, the top layer computes an output vector by taking the output of the nth hidden layer as input after the output of the nth hidden layer is calculated by using the output of the (n − 1)th hidden layer recursively down to the input layer. To take the calculation in the nth hidden layer as an example, this process could be formulated as
where g n j (x i , ) is the function used to calculate the output of the jth neuron in the nth hidden layer. g
is the output of the kth neuron in the previous layer. θ is a bias parameter. σ (·) is the so-called activation function, which is a non-linear piecewise continuous function, for example the hyperbolic function
or the sigmoidal function
or the rectifier function
Auto-Encoders
As the network becomes deeper, it is able to achieve a much better learning capacity than a shallow network. However, training the DNN becomes more difficult than training shallow architectures (Erhan et al. 2009a; Bengio 2009 ). In order to solve the challenging training problem of deep architectures, Hinton & Salakhutdinov (2006) adopted a layer-wise unsupervised learning strategy to initialize the network, rather than random initialization. In their new learning algorithm, each layer of a deep architecture is associated with an 'auto-encoder' that is trained in an unsupervised fashion. Several auto-encoders are finally stacked to form a pre-trained DNN. An auto-encoder (also called an autoassociator) (Hinton & Salakhutdinov 2006; Bengio 2009; Vincent et al. 2008) is simply a particular type of single-layer feed-forward network (SLFN). It tries to learn an approximation to an identity function so as to reconstruct the input. In other words, the auto-encoder tries to learn features that make the reconstructed outputs as similar as possible to the inputs. Auto-encoders adopt the framework shown in Fig. 3 . The framework can be considered to consist of two parts, namely the 'encoder' and the 'decoder'. The 'encoder' is trained to encode an input x into a feature y. Its typical form is an affine mapping followed by a non-linearity, namely
Its parameter set is denoted as = {W, θ }. A vector z in input space is then reconstructed from the feature y by the 'decoder' formulated as
with = {W, θ } as its parameter set. Training the auto-encoder involves reconstructing an input vector optimally by minimizing the following cost function:
If x|z is continuous, the cost function can be defined as the following squared reconstruction error:
Here, we use the L 2 norm to penalize the difference between inputs and reconstructed ones. If the input x is binary or considered to be binomial probabilities, the following cross entropy cost can be used:
Auto-encoder is a well-known deep-learning model used to learn features for a set of data. Auto-encoders have been used as building blocks to train DNNs (stacked auto-encoders). In this approach, each hidden layer is trained separately in an auto-encoder (Bengio 2009; Larochelle et al. 2007; Vincent et al. 2010) . In this type of DNN, different hidden layers extract features of the input data with different levels of abstraction. This means that the (k + 1)th layer is trained after the kth has been trained, and the learned features in the kth layer are used as input for the next (k + 1)th layer. This greedy layer-wise scheme has been shown to yield significantly better local minima than random initialization, achieving better generalization on a number of tasks (Larochelle et al. 2009 ). Auto-encoders could be used to learn a compressed, sparse or equal representation (features) for a set of data. When the hidden layer is narrower than the input layer, the auto-encoder attempts to represent the data in a lower-dimensional feature space, and the original input could be reconstructed approximately from the lower-dimensional feature. In contrast, if the hidden layer is wider than the input layer, the auto-encoder represents the data in a higher-dimensional feature space.
The training technique
Pseudo-inverse learning (PIL) algorithm
The pseudo-inverse learning (PIL) algorithm was originally proposed by Guo & Lyu (2004) . These authors used this algorithm to train feed-forward neural networks in supervised machine-learning problems. In the PIL algorithm, it is worth noting that the weights of the neural network are calculated in an analytical way, rather than iteratively as in the conventional gradient-descent-based learning algorithms. Hence the greatest advantage of the PIL algorithm is that it is more efficient than iterative learning algorithms, for example the error back propagation (BP) algorithm. Furthermore, with the PIL algorithm there is no need to explicitly set any control parameters, such as the learning epochs, step length and momentum, which are usually specified empirically by the user without a theoretical basis. A detailed description of the PIL algorithm is given in Appendix A.
Pseudo-inverse learning auto-encoder (PILAE)
In essence, auto-encoder is a SLFN, and thus the PIL algorithm can also be used to train auto-encoders. In our proposed feature-learning scheme, we extended the PIL algorithm to train auto-encoders and stacked these trained auto-encoders into a DNN. Unlike traditional algorithms for auto-encoders or restricted Boltzmann machines, the PIL algorithm can calculate the network weights analytically without repeated control parameter tuning. Hence, it is an efficient and easy-to-use learning algorithm, and competitive with gradientdescent algorithms in practical applications. A detailed description of the PILAE is given in Appendix B.
Local connectivity
In traditional DNNs, neurons in adjacent layers are fully connected. This kind of connection scheme treats different dimensionalities in the same way and hence does not take the spatial structure of the data into account. Furthermore, the full connectivity between neurons not only lowers the learning speed but also increases the network complexity and further increases the over-fitting risk.
In order to solve the above problems, we adopt a locally connected network structure substitute for the fully connected structure. Our proposed locally connected structure is shown in Fig. 4 . In this structure, a neuron is forced to be connected to neighbouring neurons in the adjacent layers. We refer to these neighbouring neurons as a 'segment'. This architecture thus ensures that the learned features produce the strongest response to a local input pattern. This locally connected structure enables the network to first learn local features from the input data and then to assemble these local features into a global feature. Furthermore, this scheme also dramatically reduces the complexity of the network. If a SLFN has 100 input neurons, 50 hidden neurons and 100 output neurons, it needs a total of (100 × 50) + (50 × 100) = 10 000 weights to fully connect the neurons. If we employ the local connectivity with five segments of equal size for the same input data, the network would have only (20 × 10 × 5) + (20 × 10 × 5) = 2000 connection weights, which is much lower number than in the fully connected network. The model-slimming mitigates the risk of over-fitting while improving the learning efficiency.
Incremental learning scheme
Typically, we assume that the entire training data set is available and its size is fixed when we train auto-encoders. However, real-world spectral data are usually continually collected and become available in a sequential order, which means that the learning algorithm has limited access to the data at a given point in time. In conventional batch-learning, whenever a new sample is received, the newly arriving sample should be combined with the existing data to form a new training set, and the connection weights should be updated according to the new larger data set. It is obvious that batch-learning is not feasible to train sophisticated models with ever-increasing volumes of data.
In order to address the above-mentioned issues, we developed an incremental learning auto-encoder (IPILAE) by extending the basic PILAE presented in the previous subsection. A detailed description of the incremental learning algorithm is given in Appendix C.
R E S U LT S : A P P L I C AT I O N O F T H E P RO P O S E D M E T H O D
In order to evaluate the proposed algorithm regarding spectral feature extraction, we conducted two experiments to investigate its performance. The first is the stellar spectral classification task, and the second is the recovery of spectra with defects caused by an incorrect wavelength-band connection.
Stellar spectral classification
Stellar spectral classification is an essential procedure in spectroscopic surveys. It is useful for users to be able to conduct specific research with classified spectral data. For example, astronomers may want to select all OB-type stars from archived spectra in order to study young massive stars. In large spectroscopic surveys, for example LAMOST, the MK-type classification of stars cannot be achieved by comparing the spectra with a standard star with the unaided human eye owing to the huge volume of data. Spectral classification is a non-trivial task for LAMOST, because there is no photometric survey with the spectroscopic one, which makes it difficult to classify spectra with photometric colour indices.
In this subsection, we conduct an experiment to assess the performance of our feature-extraction method in the spectral classification task. In this experiment, we randomly chose 50 000 LAMOST spectra along with information on their spectral type. This spectral data set includes 12 994 F-type stars, 16 448 G-type stars and 13 058 Ktype stars. A common practice in classification tasks is to divide the data set into two separate subsets, known as the training set and the validation set. Therefore, we randomly selected 85 per cent of the data to form the training set, which is used to train the models, and reserved the remaining data as the validation set, which is used for performance evaluation. We divided the training procedure into two phases. The first is the feature-extraction phase, in which a multilayer neural network is trained with the PIL algorithm layer by layer. To be specific, each layer of the network is associated with a PILAE, which is trained to extract the features from its input. After that, the trained network is applied to extract features from the spectral training data layer by layer. The next phase is the classification. In this phase, we employ a softmax regression model as the classifier. Softmax regression models generalize logistic regression to multiclass problems. In the softmax regression setting, we estimate the probability of the class label taking on each of the K possible values. The prediction of the class label is made by selecting the class label with the highest probability. For a given sample x i , our hypothesis will output the estimated probability as
where y denotes the class label and k ∈ {1, 2, ...K}; θ is the parameter set of the model. Given a training set, θ is trained to minimize the following cost function:
where 1{·} takes on a value of 1 if its argument is true, and 0 otherwise. This optimization problem could be solved with an iterative optimization algorithm such as gradient descent. In the training of our softmax classifier, the inputs are the features extracted from the original training spectra in the last phase. In order to facilitate the training, the spectral types are coded in numerical form to supervise the training of the classifier, namely 1 for F-type stars, 2 for G-type stars and 3 for K-type stars.
Defective spectra recovery
In LAMOST, there are 16 spectrographs, and two CCD cameras mounted on each spectrograph to record both blue and red images of multifibre spectra. On the original CCD images, 4000 pixels are used for recording blue-or red-wavelength regions, ranging from 370 to 590 nm or from 570 to 900 nm, respectively. One of the basic functions of the LAMOST 2D pipeline is wavelengthband connection, in which the blue and red channels are connected to each other. However, this procedure produces some spectra with wavelength-connection defects. Fig. 5 shows an example of this type of defective spectrum. This defect may cause unpredictable errors in the subsequent 1D pipeline; for example, the automated spectral classification algorithms in the 1D pipeline may misclassify the defective spectrum. In fact, a large proportion of the spectra classified as 'unknown' are done so because of the wavelength-connection error (Wang et al. 2015) . Although human experts can achieve accurate classification for these defective spectra, the volumes of data involved make manual inspection infeasible. Consequently, it is necessary to develop an automated method to extract features that could Figure 5 . An example of spectra with a wavelength-connection defect. A connection defect can be observed at 5 700 Å , which is the joint point of the blue and red bands. The wavelengths are given in angstroms. be used to reconstruct these spectra with a wavelength-connection defect.
Experimental settings
In the stellar spectral classification experiment, we compare our proposed method with PCA and LLE, both of which are widely used as unsupervised feature-extraction techniques in astronomical spectral processing. In addition, we compare our method with the new approach using RBM. It should be emphasized that the aim of this comparison is not to seek high classification accuracy, but to compare the performances of the feature-learning capacity of different methods under the same conditions. We trained our neural networks with and without local connectivity (denoted as PILDNN and PILDNN* respectively). In PILDNN, any spectrum input into the network is split into four arbitrary segments. In order to ensure fairness, all methods employ the softmax regression model with the same parameter settings as the classifier. Furthermore, the networks have the same architecture, represented as 721-400-800-1200-2000, which means that a network has 721 input neurons, corresponding to the dimensionality of input spectrum, and four hidden layers with 400, 800, 1200 and 2000 neurons, respectively. In order to evaluate the classification performance quantitatively, we use the F1-score and the elapsed time to assess the classifiers. The F1-score is a commonly used metric to evaluate the performance of algorithms or models in classification or information retrieval tasks; it is the harmonic mean of the precision and the recall. It should be noted that the F1-score is generally used in binary classification tasks, and hence we should calculate the F1-score for each class separately. Specifically, we can regard one type of spectrum as a positive sample, while other types of spectra are regarded as negative samples, for example F-type versus G-and K-type spectra, and then calculate the F1-score for the positive class as
where P is the precision, which is defined as
and R is the recall, which is calculated as
TP denotes the true positive, which is the number of samples that are classified into the positive class correctly. FP denotes the false positive, which is the number of samples that are classified into the positive class incorrectly. FN is the false negative, which is the number of samples that are classified into the negative class incorrectly. In order to illustrate the performance of our proposed method in defective spectra recovery, we conduct an experiment according to the following steps. (1) For each spectrum in the spectral data set, we generate a random number between 0 and 1 as the offset. (2) The offset is added to or subtracted from the fluxes in the red (or blue) band with a probability of 0.5 for each spectrum. By doing this, we obtain a new pseudo-defective spectral data set. (3) We use this pseudo-defective data set as input to the network, and the original data set as the expected output. In other words, we mean to train a network that can reconstruct the original spectra from the defective ones. The spectral data set in this experiment is the same as the one in the aforementioned classification task, and is also divided into two subsets: a training set with 85 per cent of the samples and a test set with 15 per cent of the samples. We employ a basic PILAE in this experiment. The architecture of the PILAE is 721-360-721, which means a network with 721 input neurons, 360 hidden neurons and 721 output neurons, corresponding to the dimensionality of the input spectrum. We conducted both experiments on the same server with 12 Xeon X5690 3.47-GHz processors. Table 1 gives a summary of the performance evaluation for each method in the stellar spectral classification task. The confusion matrices for the classification experiment can be found in Fig. 6 . Compared with conventional methods, our method has superior performance. The reason for this lies in the fact that deep models are able to represent more complicated functions, which shallower architectures fail to represent. Fig. 7 illustrates a way of visualizing the 2D principal components produced by PCA and by our network with only two output neurons. It is clear that our model produces a better separable visualization of the spectral data, which indicates its superior feature-extraction capacity. Although the deep networks have a stronger feature-learning ability, if we train a deep network with the conventional algorithm, for example the BP algorithm, the training will need more than 20 h, while our algorithm needs only a few minutes. There are two reasons for the superior efficiency. For conventional deep-learning models, for example deep belief networks (DBNs) (Hinton & Salakhutdinov 2006 ) and stacked autoencoders (SAEs) (Vincent et al. 2010 ), a time-consuming global fine-tuning with stochastic gradient descent is required after the layer-wise pre-training. For the sake of efficiency, we do not adopt fine-tuning in our algorithm, and simply employ the softmax regression model as the classifier, which takes the output of the last hidden layer as the input. Furthermore, our pseudo-inverse-based learning algorithm pre-trains the deep model analytically, while conventional algorithms require time-consuming iterative optimization. From the comparison between the PILDNN and PILDNN*, it can be seen that the local connectivity scheme also improves the learning efficiency.
Results
There is another type of classification method that, unlike our method, extracts spectral features based on empirical knowledge, such as index-based stellar classifications. For example, Liu et al. (2015) used the 27 pre-defined line indices as features to classify LAMOST stellar spectra. From the results reported in their work, we calculated the F1-score for F-, G-and K-type stellar spectra, obtaining 0.8264, 0.8558 and 0.6464, respectively. Note that these authors only used spectra with a signal-to-noise ratio larger than 20; in contrast, we do not have a special requirement for the signal-to-noise ratio. This demonstrates that features extracted by our automated method can achieve comparable performance with expert-selected features in the classification task.
The results of random selected defective spectra recovery are shown in Fig. 8 . Our proposed method can detect and repair the connection defect while retaining as much information as possible on the continuum and spectral lines in both the red and blue bands. It is worth noting that our recovery method does not need any manual intervention throughout the entire procedure. In addition, we do not need to know anything about the details of the connection defect, for example the position of the join point or the offset of the blue and red bands. Note that we find a few peculiar cases, as shown in the top right panel of Fig. 8 . In this type of case, spectra not only are defective in the wavelength-band connection but also have missing flux pixels near the join point of the red and blue bands. This kind of defect is very different from the common cases and confuses our algorithm. Our method finally reconstructs the missing flux pixels to a broad absorption line.
Parameter selection
Because our algorithm dose not need to set learning control parameters, the only parameter that needs to be specified is the number of neurons. In this subsection, we discuss the parameter selection by analysing how the number of hidden neurons affects the performance of the network. For the sake of simplicity, we only analyse the size of the last hidden layer, that is, the dimensionality of the final obtained features. Fig. 9 illustrates the correlation between the accuracy and the number of neurons. It can be seen that the accuracy increases rapidly with the number of neurons when there are fewer than 500 neurons in a layer. After that, the accuracy increases slightly with the number of neurons and remains nearly constant after the number falls within the range of 1500 to 2000. In fact, the number of neurons affects not only the accuracy but also the training time. As shown in the middle panel of Fig. 9 , the elapsed training time increases with the number of hidden neurons. Following a comprehensive investigation, we set the number of hidden neurons to 2000 in this spectral classification task. The size of other hidden layers can be analysed and specified in a similar way.
Model averaging
Because our method has a superior learning speed, we can also train a set of networks and average the predictions of each network to obtain better performance in the classification task. These networks vary slightly in the number of layers, activation functions and number of neurons in the individual hidden layers, and make slightly different predictions as a result. We trained a series of different networks on different data sets. Every data set consisted of F-, Gand K-type spectra selected from every 100 000 stellar spectra of LAMOST DR1. We then averaged the predictions of different networks to obtain the final results on the same validation set. The prediction accuracy of the ensemble models is shown in the right panel of Fig. 9 . When the number of training samples increases to 608 483 and the number of networks in the ensemble model reaches 12, the F1-score is 0.8549, 0.7891 and 0.8499 for F-, G-and K-type spectra, respectively. The ensemble model thus improves the performance further.
Visualization and analysis
The proposed DNNs with the pseudo-inverse-based learning algorithm have demonstrated an impressive performance on the astronomical spectral data. However, this deep model remains a 'black box' because the activations in intermediate layers are very difficult to understand, and also there is no clear understanding of how the model operates, or what exactly it learns from the spectra. As shown in Fig. 10 , a simple visualization may not be conducive to understanding the learned features. It is therefore necessary to visualize and understand the obtained features in order to help us to understand the model and the learning procedure. A visualization and understanding of the deep networks is difficult, however, because deep models always have millions, or even more, parameters and work as highly complex non-linear functions. Without a clear understanding of the features in the hidden layers and of what exactly the networks learn from the input data, we can only develop or improve a model by trial and error.
In this subsection, we aim to address two problems. The first one is to find good qualitative interpretations of what a neuron learns from the spectra. The second one is to explore ways of visualizing the salient wavelength range to which the network is attentive.
For the first problem, we try to seek the input patterns that maximize the output of a given hidden neuron while avoiding trivial solutions. The reasoning behind this strategy is that the input patterns maximizing the activation of a given hidden neuron illustrate what the neuron is looking for. Inspired by the work of D. Erhan et al. (Erhan et al. 2009b) , we can search for the maximum activation of a given neuron by solving an optimization problem. To be specific, we use to denote the network parameter set, including connection weights and bias. Let h ij represent the ith neuron in the jth layer. The function h ij ( , x) maps an input spectrum x to the activation of the given neuron. After training, is fixed, and the optimization problem can be formulated as
where x * is the input pattern maximizing the activation of the given neuron. It can be viewed as what this neuron has learned from the training data. Initially, we input the spectrum into the trained network, and it is propagated throughout the first j layers. Then we can select the top N most active neurons in the jth layer and map these activities back to the input space by solving the aforementioned optimization problem. Because the most frequently used activation functions, for example the hyperbolic and sigmoidal functions, are continuous and have continuous first-order derivatives, the optimization problem can be solved with a gradient-based method. For Figure 11 . Visualization of learned patterns in the trained network given an F-type spectrum as input. The top row shows the four input spectrum segments. Rows 2 to 6 show the patterns that maximize the activation of the top five active neurons for each segment separately. The wavelengths are given in angstroms. Figure 12 . Visualization of learned patterns in the trained network given a G-type spectrum as input. The top row shows the four input spectrum segments. Rows 2 to 6 show the patterns that maximize the activation of the top five active neurons for each segment separately. The wavelengths are given in angstroms. a given input spectrum divided into four segments, we select the top five most active neurons in an arbitrary hidden layer corresponding to each segment and map each activation back to the input space. Figs 11, 12 and 13 show what the top five most active neurons learn from the spectral data once the training is finished. It can be observed that the learned patterns are similar to the original input spectrum segments, which proves that the model is able to extract the features of both the continuum and spectral lines.
For the second problem, we were inspired by the work of Zeiler and Fergus (Zeiler & Fergus 2014) and evaluate the 'importance' of different wavebands in the input spectrum by visualizing the output of the network. In other words, a 'contribution value' is assigned to each portion of the input spectrum. To do this, we occluded different portions (wavebands) of the input spectra using a sliding window and set the step-length to 1Å. We then visualized the changes in the output neuron. If the occlusion of a certain wavelength range causes a significant change in the final output, we can conclude that the neural network is more attentive to the particular patterns lying in the occluded wavelength range. In contrast, if the occlusion of a certain wavelength range has no effect on the final output, this proves that this waveband is inconsequential. Because a portion may be occluded several times by the sliding window, we calculate the overall 'contribution value' by averaging variations of the output. The visualization is presented in Fig. 14 , in which the colour reflects the importance. A light-coloured region means that these portions of the input spectrum are important evidence for the final predicted class. In contrast, a dark-coloured region means that these portions are unrelated to the prediction. For example, we can see that almost the entire spectra are depicted in a dark colour in the first column of Fig. 14. This implies that the trained network does not 'think' Figure 13 . Visualization of learned patterns in the trained network given a K-type spectrum as input. The top row shows the four input spectrum segments. Rows 2 to 6 show the patterns that maximize the activation of the top five active neurons for each segment separately. The wavelengths are given in angstroms.
that any portion provides important evidence for the final prediction. Actually, we set the window size to only 1 in this case, and any single pixel provides little information for the final prediction. As the size of the sliding window size increases, it is interesting to observe how the network assesses the saliency of different wavelength ranges. As shown in the 4th column of Fig. 14 , we can observe that the trained network is more attentive to the portions near to the peak of blackbody radiation intensity. This peak reflects the differences in the distribution of the stellar effective temperature, which is the main criterion adopted to define different spectral classes.
Once the aforementioned operations are complete, we can obtain a function that maps the wavelengths to the corresponding saliency values. The saliency value of a wavelength reflects the relative importance of this wavelength for the final prediction result, and can be quantified as the network output variation. We randomly selected three spectra from F-, G-and K-type stars and plot the saliency value as a function of wavelength in Fig. 15 . In addition, the three saliency-value curves are averaged to form an overall curve. In order to evaluate and understand the feature extraction capacity of our model, we compared it with the line index-based method, which can be understood as a method that manually selects features based on domain knowledge. Liu et al. (2015) selected five line indices, namely Hγ , Mg, Fe, G band and TiO 2 , for the index-based stellar classification. Hγ was selected as the representative Balmer line because all Balmer lines separate the classes well and Hγ has the largest amplitude of variation. Mg 1 , Mg 2 , Mgb and nine iron lines were averaged to represent the composite line indices of Mg and Fe, respectively. The G band (CH) and TiO 2 were selected to represent the molecular bands. Among these line indices, Hγ and Mg are suitable for distinguishing F-, G-and K-type spectra and they also lie in the wavelength range with relatively high average saliency values, as shown in Fig. 15 . The difference of line indices among F-, G-and K-type spectra is small at Fe 5709, Fe 5782 and TiO 2 . These three indices locate at the wavelength with lower saliencyvalue. Through the above analysis, we find that, although our method requires no expert knowledge about the spectral classification task, it can obtain knowledge directly from the data, and what it learns is consistent with the expert knowledge to some extent.
C O N C L U S I O N S
In this paper, we have presented a new efficient and automated feature-extraction method for large-scale astronomical spectral data sets and applied the proposed method to stellar spectral classification and defective spectra recovery. Compared with other classical feature-extraction methods widely used in astronomy, our algorithm has a better feature-learning performance. Unlike expert-designed feature-extraction methods, the proposed method does not make any prior assumptions about the underlying structure of the spectral data and does not assume any priori knowledge nor require any manual intervention. Hence it is not task-specific but is rather a general-purpose technique for various spectral processing tasks. It is worth noting that, although we only used F-, G-, K-type stellar spectra in the classification task, other types of spectra can also be processed by our method. There are also some peculiar cases that need further research. For example, the neural network produces fake features in some cases (see Figs 11, 12 and 13) . In the defective spectra recovery task, we also found a few complicated cases that confuse our algorithm. In future work, we plan to apply our method to other astronomical spectral analysis tasks in addition to the ones discussed in this paper.
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where W T , is the weight connecting all hidden neurons and the ith output neuron. Therefore, the supervised learning is to solve the following optimization problem:
where O ∈ R N × m is the expected label matrix, which consists of N m-dimensional label vectors. Guo and Lyu proposed a pseudoinverse-based solution to solve the optimization problem defined in equation (A3) as
where H + is the pseudo-inverse of the hidden-layer matrix H. From the point of view of linear algebra, the above-mentioned solution is the best approximation for Y = O (see Guo & Lyu 2004; Boullion & Odell 1971 for more details). The pseudo-code of the PIL algorithm is as follows: (1 
A P P E N D I X B : I N T RO D U C T I O N TO T H E P I L A E
Here, we present a detailed description of the PILAE. We regard an auto-encoder as a particular type of SLFN that learns an approximation to an identity function. This means that we could use the PIL algorithm to train auto-encoders with a constraint, O = X. Unlike the original PIL algorithm, auto-encoders should be able to map the input to a lower-or higher-dimensional feature space. Therefore, we randomly project the input data into a space with different dimensionality, rather than arbitrarily set the number of hidden neurons equal to the input. In addition, the input weight matrix W 0 is constrained by W 0 = W 1 T . This constraint is called tied weights in auto-encoders (Vincent et al. 2008) . With this constraint, we can simply use W to represent both the input and output weight matrixes without distinction. Analogous to the original PIL algorithm, we adopt the following pseudo-inverse approximate solution to solve the optimization problem defined in equation (A3) as:
The orthogonal projection method (Boullion & Odell 1971) can be used to calculate the pseudo-inverse, and thus equation (B1) can be rewritten as
In order to avoid over-fitting problems, we add a regularization term in order to obtain good generalization performance. According to the research of Hoerl and Kennard (Hoerl & Kennard 1970) , for multiple linear regression, Y = Xβ + ε, where X ∈ R n × p and is of rank p, β ∈ R p × 1 is unknown. If X T X is not nearly a unit matrix, the least-squares estimates are sensitive to the 'errors' in X, and the estimation of β does not make sense when put into real applications. The following method is proposed to increase the generalization performance as
Therefore, we rewrite equation (B2) as
where k > 0 is a user-specified regularization parameter.
A P P E N D I X C : I N T RO D U C T I O N TO T H E I P I L A E
Here, we present a detailed description of the IPILAE. For the sake of convenience, we take a single hidden layer auto-encoder as an example rather than stacked auto-encoders, although the latter is more commonly used in real applications. In fact, the learning algorithm for the single hidden layer auto-encoder can be easily applied to the stacked auto-encoders when the output of the previous layer is used as the input for the current layer.
In the following, we describe the incremental learning algorithm for the PILAE in detail. Let us use H t 0 , W t 0 and X t 0 to denote the activations of hidden neurons, the output weights matrix and the existing training samples at an arbitrary time t 0 . Whenever a new batch of training instances,
, arrives at time t 1 , during the training procedure, we should update the weights matrix according to equation (A3). Thus, the optimization object becomes minimize Wt 1
