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ABSTRACT 
This paper explores the feasibility of applying support vector regression (SVR) kernel-
based supervised learning method to develop hot mix asphalt (HMA) dynamic modulus 
(|E*|) predictive models. SVR-based prediction models were developed using the latest 
comprehensive |E*| database that is available to the researchers. The SVR model 
predictions were compared with the existing regression-based prediction model which is 
employed in the Mechanistic-Empirical Pavement Design Guide (MEPDG). The SVR 
based |E*| models show better prediction accuracy compared to the existing regression 
models. The determination of optimal function and parameters for SVR algorithm is 
recommended to improve the prediction performance of SVR based |E*| models.  
INTRODUCTION 
 
A conventional statistical (e.g. multivariate regression analysis) or mathematical 
(e.g. differential equation) approach for system modeling does not always perform well in 
dealing problems with complex and uncertain conditions. Rapid advances made in 
information processing systems in recent decades have inspired new approaches for 
system modeling. These new approaches attempt to imitate the human brain and 
perception by building intelligent systems that can learn automatically from previous 
experiences. A collection of these new approaches are referred to as artificial intelligence 
(AI) and have been applied in different areas of science, engineering, medicine, etc. 
One of the broadest subfields in AI is the machine learning (ML) method which 
focuses on the development of data modeling techniques and algorithms that learn from 
data. Support Vector Machine (SVM) is one such promising ML technique derived from 
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statistical learning theory by Vapnik and Chervonenkis (1964) in the Institute for Control 
Problems of the Russian Academy of Sciences. The foundations of SVM were developed 
by Vapnik (1995) at AT&T Bell Laboratories and SVM has been recognized as an 
attractive and promising tool to solve classification and regression related problems 
(Gunn, 1998). SVM is used as a general terminology that refers to both support vector 
classification (SVC) for classification problems as well as support vector regression 
(SVR) for regression problems.  
The asphalt concrete mixture, or hot mix asphalt (HMA) is a composite material 
consisting of aggregate, sand, and filler, bound by asphalt binder. The HMA mechanical 
behavior is affected by individual component properties but shows very different 
response with respect to individual component responses. As a result, the prediction of 
HMA mechanical properties involves a high degree of complexity and uncertainty. The 
stiffness of HMA is an important mechanical property used in determining pavement 
response and performance under loading. The HMA dynamic modulus (|E*|), one of the 
stiffness measures, is the primary HMA material property input in the new Mechanistic 
Empirical Pavement Design Guide (MEPDG) developed under National Cooperative 
Highway Research Program (NCHRP) 1-37A (2004) for the American State Highway 
and Transportation Officials (AASHTO). The MEPDG currently employs a purely 
statistical regression model, namely Witczak |E*| predictive model developed in 1999 
(Andrei et. al.,  1999). This Witczak |E*| model was based on conventional multivariate 
regression analysis of laboratory test data. The researchers at Iowa State University (ISU) 
(Ceylan et al., 2007; Ceylan et al.,  2008; Ceylan et al., 2009) are the first to introduce AI 
techniques in developing |E*| predictive models. The next-generation predictive |E*| 
models developed at ISU are based on backpropagation neural networks (BPNN) 
approach and were found to be more accurate compared to existing multivariate 
regression based model (Ceylan et al., 2007; Ceylan et al., 2008; Ceylan et al., 2009).  
The primary objective of this study is to explore the feasibility of employing 
another promising AI technique, SVR, to develop HMA stiffness predictive models. 
Compared to BPNN, SVR uses a set of linear functions and loss functions to carry out 
risk (error) minimization for nonlinear regression analysis (Tay and Cao 2001). As a 
consequence, SVR is able to provide efficient generalization performance, unique, 
optimal and nearer to global solutions. The SVR algorithm and the development and 
performance of SVR based |E*| predictive models are discussed in the following sections. 
 
Overview of SVr algorithm  
 
Comprehensive tutorials on SVR are available in many sources (Burges, 1998; Gunn, 
1998; Cristianini and Shawe-Taylor, 2000; Herbrich, 2002; Scholkopf and Smola, 2002; 
Smola and Scholkopf, 2004). A brief summary of the SVR algorithm described here is 
primarily based on Gunn (1998) and Smola and Scholkopf (2004). 
The SVR algorithm aims to find a function f (x) that has at most ε deviation from 
the actually obtained targets yi for all the training data, and at the same time is as flat as 
possible (Smola and Scholkopf,  2004). In other words, errors less than the precision 
parameter ε are accepted and errors larger than ε are not accepted.  The case of linear 
functions f for given training data can be represented by the following equation: 
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where, x, w∈X and b∈ Rd; <· , · > denotes the dot product in X ;  the vector w is a 
normal vector; x is training data; the parameter b/ |w| determines the offset of the system 
from the origin along the normal vector w. The optimal regression function is given by 
minimization of function consisting of |w| and slack variablesξ by introducing loss 
function and using the Lagrange theory of quadratic programming. The optimal 
regression function for linear case is:  
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Based on the Karush–Kuhn–Tucker (KKT) conditions demanding that the product 
between the dual variables and constraints should vanish for optimality, the coefficients 
αi and αi* of the training data points inside ε bound of the function f are zero and the 
coefficient (αi - αi*) of the training data points lying on or outside the ε bound have no-
zero value. The support vectors are referred to training data points with non-vanishing 
coefficients. 
In case of non-linear regression problem, instead of fitting a nonlinear model, the 
training data x are mapped into a high-dimensional feature space RD by function φ : Rd→ 
RD. Therefore, the dot product <xi, xj> in Rd for the linear case is equivalent to <φ (xi), φ 
(x j)> in RD for the non-linear case. The SVR training algorithm would only depend on 
the data through dot products in RD. If the dot product in the feature space RD is 
expressed by following Eq. (3), called as Kernel function, one would only need to use K 
in the SVR training algorithm without treating the feature space explicitly to obtain φ (xi): 
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In this way, a nonlinear model in the original space can be transformed to the 
linear model in the new space. The optimal regression function for linear case as shown 
in Eq. (2) can be transformed to the one for nonlinear case with Kernel function as 
follows:  
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Figure 1 contains a graphical overview of the different steps in the SVR 
procedure. The input data for training model are introduced to SVR architecture 
specifying error precision (insensitive) parameter ε and tolerance (capacity) parameter C. 
The ε parameter determines a certain distance of the true value where errors can be 
ignored. In general, increase in ε value decreases the number of support vectors and 
makes the representation of the solution sparser. However, a larger ε can also depreciate 
the approximation accuracy placed on the training points. In this sense, ε is a tradeoff 
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between the sparseness of the representation and closeness of data (Tay and Cao 2001).  
The parameter C controls the tradeoff between levels of constraints and complexity of 
system regulation (Gill et al, 2006). Increase in C value makes the problem unconstrained 
and decrease in C value assigns more weight to regulation.  
For nonlinear case, the input data are transformed into a high-dimensional feature 
space RD through a function, φ . However, instead of explicitly finding the transformation 
function φ, the dot product of transformed input data could be calculated through the 
appropriate Kernel function K,  which is selected through a trial and error procedure. 
Solving optimal regression function with selected loss function under given parameters 
(C, ε and K) results in finding support vectors, Lagrange multipliers (αi and αi* ) and 
weights wi = αi − αi∗ . The calculated dot products are added up using the weights wi. The 
primal bias term variable b is also recovered and formulated to the final predictive model 
as output. The constructed SVR model can then be evaluated with new data set (testing 
data set). The SVR process described here is very similar to regression in conventional 
neural networks (NN) except that in case of SVR, the weights in the input layer are a 
subset of the training patterns (Smola and Scholkopf, 2004). 
 
 
<φ(x),φ(x1)> …
K(x,x1) K(x,x2) … K(x,xn)
f(x) = ∑ + b
Input data 
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Figure 1. Architecture of SVR 
 
DEVELOPMENT OF SVR-BASED |E*|  PREDICTION MODEL 
 
Data used in this study were retrieved from the National Cooperative Highway Research 
Program (NCHRP) Report 567 DVD (CRP-CD - 46) “Simple Performance Tests: 
Summary of Recommended Methods and Database.”(Witczak, 2005). The CRP-CD-46 
included as an appendix in the NCHRP report 567 contains a total of 7,400 data records 
from 346 HMA mixtures (Bari and Witczak, 2006). The new pavement design guide 
software in US, namely the MEPDG software, employs Witczak |E*| predictive model 
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developed in 1999 as  one of the user options depending on the availability of input 
parameter data.   
The eight-input parameters for the 1999 version of Witczak |E*| model include 
aggregate gradation, mixture volumetrics, viscosity of the asphalt binder (η), and loading 
frequency (f). The aggregate gradation variables include percent passing #200 sieves 
(ρ#200), percent retained #4 sieve (ρ#4), percent retained 9.5-mm sieve (ρ9.5mm), and 
percent retained 19-mm sieve (ρ19mm). The mixture volumetrics  include air void (Va) and 
effective binder content (Vbeff). The eight input parameters of the Witczak |E*| predictive 
model were used in the development of SVR model denoted as ‘SVR 1999’ with one 
output variable, |E*|. 
One of the important steps in SVR model development is the setting up of the 
appropriate Kernel function K and parameters C and ε for training the SVR. This study 
used the Gaussian function shown in Eq. (5) as the SVR Kernel function because 
Gaussian kernels tend to give good performance under general smoothness assumptions 
(Tay and Cao, 2001). 
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where, δ2 is the bandwidth of Gaussian Kernel. During the preliminary 
investigation, this study examined the performance of SVR based predictive |E*| models 
with various values of ε while C and δ2 values were fixed at 1,000 and 0.3, respectively. 
The following values of ε were considered: 0.01, 0.05, and 0.1. A comprehensive 
parametric analysis is recommended as part of the future research efforts to determine 
optimal selection of the Kernel function K and the parameters C and ε for the SVR based 
predictive |E*| models. 
The data were divided randomly into two different subsets: the training data 
subset containing 6,900 data points and the testing data subset which consisted of 500 
data points. Both datasets were normalized within the range of 0.1 to 0.9 for input and 
output values to prevent network saturation, which could impede the network’s 
performance. The training data subset was used for SVR |E*| prediction model learning 
and the testing data subset was used to examine the statistical accuracy of the developed 
SVR model. The SVR code implemented in MATLAB was adopted from Canu et al. 
(2005).  
 
RESULTS AND DISCUSSIONS  
 
The goodness-of-fit statistics for the SVR model predictions in arithmetic scale were 
performed using statistical parameters such as the correlation coefficient (R2 ),  the 
standard error of predicted values divided by the standard deviation of measured values 
(Se/Sy) and the absolute average error (AAE). The R2 is a measure of correlation between 
the predicted and the measured values and therefore, determines accuracy of the fitting 
model (higher R2 equates to higher accuracy). The Se/Sy and the AAE indicates the 
relative improvement in accuracy and thus a smaller value is indicative of better 
accuracy.  
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The results of statistical analysis are presented in Fig. 2 for the 500 testing data 
points. As mentioned previously, the 500 test vectors form an independent dataset which 
was not used in training the SVR and it was used to test the accuracy of the trained SVR. 
The predictions of SVR 1999 models with ε values at 0.01 and 0.05 show better 
goodness-of-fit statistics compared to those of Witczak model. However, when ε is 
increased to 0.1, the accuracy of SVR 1999 prediction decreases. In general, the accuray 
of SVR model predictions seem to improve with decrease in the values of ε, at least until 
a certain point.  
Especially, the AAE obtained using SVR with ε value at 0.01 is almost one-half 
that of Witczak’s model. It is also noticed that the Witczak predictions are more scattered 
below the line of equality (45 degree line) with increasing |E*| values.  This indicates that 
the Witczak |E*| model seems to under-predict the actual measurement. In terms of 
pavement performance, this prediction inaccuracy may translate into the risk of 
premature failure of the asphalt layer. However, SVR model predictions (ε = 0.01) are 
tightly scattered around the line of equality without bias and therefore there is a higher 
chance of preventing premature distress failure.  
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Figure 2. Predicted versus observed |E*| for Witczak and SVR models: (a) ε = 0.1, (b) ε 
= 0.05, and (c) ε = 0.01 
CONCLUSIONS 
 
This paper explores the feasibility of applying support vector regression (SVR) machine 
learning technique for developing hot mix asphalt (HMA) dynamic modulus (|E*|) 
predictive models without compromising prediction accuracy. SVR-based prediction 
models were developed using the latest comprehensive |E*| database that is available to 
the researchers containing 7,400 data points from 346 HMA mixtures. It was found that 
SVR models showed significantly better performance compared to existing multivariate 
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regression-based Witczak model for |E*| prediction. The results of this study have 
significant implications in the context of advancing the state of the art in mechanistic-
empirical pavement analysis and design. SVR models trained over comprehensive 
datasets could be successfully incorporated into MEPDG as surrogates for pavement 
materials characterization models and pavement performance prediction models. Future 
research efforts will focus on determination of optimal SVR model to improve the 
performance of SVR based |E*| prediction models. 
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