Abstract. A symmetric tensor is completely positive (CP) if it is a sum of tensor powers of nonnegative vectors. This paper characterizes completely positive binary tensors. We show that a binary tensor is completely positive if and only if it satisfies two linear matrix inequalities. This result can be used to determine whether a binary tensor is completely positive or not. When it is, we give an algorithm for computing its cp-rank and the decomposition. When the order is odd, we show that the cp-rank decomposition is unique. When the order is even, we completely characterize when the cp-rank decomposition is unique. We also discuss how to compute the nearest cp-approximation when a binary tensor is not completely positive.
Introduction
Let R n be the space of all real n-dimensional vectors. Denote by R n + the nonnegative orthant, i.e., the set of nonnegtive vectors in R n . Let d and n be positive integers. A dth-order n-dimensional tensor A is an array indexed by an integer tuple (i 1 , . . . , i d ) such that
The tensor A is symmetric if A i1...i d is invariant under permutations of (i 1 , . . . , i d ). Let S d (R n ) be the set of all such dth-order n-dimensional symmetric tensors over R. The tensor A is binary if the dimension n is two Every symmetric tensor is a linear combination of rank-1 symmetric tensors [10] . We refer to [2, 4, 10, 22, 24] for symmetric tensor and [17, 18] for general tensors. A symmetric tensor A ∈ S d (R n ) is said to be completely positive (CP) if there exist v 1 , . . . , v r ∈ R (v i ) ⊗d , v i ∈ R When r = rank cp (A), (1.1) is called a cp-rank decomposition of A. For nonsymmetric tensors, a similar version of decomposition like (1.1) can be defined (i.e., each decomposing vector is required to be nonnegative); such decompositions are called nonnegative tensor factorization or nonnegative tensor decomposition. Generally, it is hard to check whether a tensor is completely positive or not. The question is NP-hard even for the matrix case [13] . To the best of the authors' knowledge, the questions of determining cp-ranks and computing cp-rank decompositions are mostly open.
Completely positive tensors are extensions of completely positive matrices [1, 5, 36] . They have wide applications in exploratory multiway data analysis and blind source separation [7] , computer vision and statistics [30] , multi-hypergraphs [35] , polynomial optimization [5, 25] . We refer to [15, 19, 26, 35] for recent work on completely positive tensors.
Binary symmetric tensors are special cases of Hankel tensors, which were introduced in Qi [27] . Recall that a symmetric tensor A ∈ S d (R n ) is called Hankel if A i1...i d = A j1...j d for all i 1 + · · · + i d = j 1 + · · · + j d . For binary tensors (i.e., n = 2), each index is either 1 or 2, so i 1 + · · · + i d = j 1 + · · · + j d implies that (i 1 , . . . , i d ) is a permutation of (j 1 , . . . , j d ). Therefore, every binary symmetric tensor is Hankel, and every Hankel tensor is uniquely determined by a binary symmetric tensor. Various Hankel tensors (e.g., strong Hankel tensors and complete Hankel tensors) are studied in Qi [27] . Ding, Qi and Wei [14] studied inheritance properties of Hankel tensors. The relations to Cauchy and Vandermonde tensors are discussed in [8, 33, 34] . The ranks and decompositions of Hankel tensors are discussed in [23] .
In this paper, we focus on binary tensors, i.e., the dimension n = 2. The ranks and decompositions of binary tensors over real and complex fields are well studied in [3, 6, 9, 11, 32] . Nonnegative ranks and semialgebraic geometry of nonnegative tensors are studied well in [28] . The cp-ranks and cp-rank decompositions of binary tensors are not known much in the prior existing work. How do we efficiently check whether a binary tensor is completely positive or not? If it is, how do we compute its cp-rank and cp-rank decomposition? If it is not, how do we compute its nearest cp-approximation? These questions are answered in this paper. We show that a binary tensor is completely positive if and only if it satisfies two linear matrix inequalities. When it is completely positive, we give algorithms for determining its cp-rank and the cp-rank decomposition. When the order d is odd, we prove that the cp-rank decomposition is always unique. When the order d is even, we completely characterize when the cp-rank decomposition is unique. When a binary tensor is not completely positive, we show how to compute the nearest cp-approximation.
The paper is organized as follows. In Section 2, we first review some basic results about univariate truncated moment problems, and then characterize completely positive binary tensors. In Section 3, we give algorithms for determining cp-ranks and cp-rank decompositions. Section 4 discusses how to compute the nearest cpapproximation when a binary tensor is not completely positive. The numerical experiments are given in Section 5. We make some conclusions in Section 6.
Preliminaries
A vector y := (y 0 , y 1 , . . . , y d ) ∈ R d+1 is called a truncated multi-sequence (tms) of degree d. The univariate truncated moment problem (UTMP) concerns whether or not there exists a Borel measure µ, supported on R, such that
If the above holds, µ is called a representing measure for y, and we say that y admits the representing measure µ. The support of µ is denoted as supp(µ). The measure µ is finitely atomic if the cardinality |supp(µ)| < ∞, and it is r-atomic if |supp(µ)| = r. If the above measure µ is r-atomic, then there exist λ 1 , . . . , λ r > 0 and t 1 , . . . , t r ∈ R such that (2.1) 
If y admits a representing measure on R, then H 1 (y) 0. (The notation X 0 means that X is a real symmetric positive semidefinite matrix.) However, the converse is not necessarily true. We use Range A to denote the range space of a matrix A. 
(ii) Let r = rank H 1 (y). If d = 2s is even, then y admits a representing measure on R if and only if H 1 (y) 0 and there exist g 0 , . . . , g r−1 such that
. . .
In the next, we characterize when a tms y := (y 0 , . . . , y d ) admits a representing measure supported in [0, 1]. When d = 2s is even, denote
When d = 2s + 1 is odd, denote the matrices (2.6)
Note that they satisfy the relations
. .
The following is a classical result about UTMP over [0, 1]. 
The L T can be defined similarly over general symmetric tensor spaces, as in [22] . The transformation in (2.8) is in fact a multilinear matrix multiplication (cf. [18] ).
Thus, when T is nonsingular, it holds that for all
For a binary symmetric tensor A ∈ S d (R 2 ), let
Clearly, A is uniquely determined by a := (a 0 , a 1 , . . . , a d ), and vice versa. Such a relation is denoted as
Then, the tms
if and only if A has the decomposition
Proof. "⇒": Suppose (2.10) is true. Then,
So (2.11) holds.
"⇐": Suppose (2.11) is true. Then,
2s is even, then A is completely positive if and only if
(
ii) If d = 2s + 1 is odd, then A is completely positive if and only if
Proof. By definition, the binary symmetric tensor A is completely positive if and only if there exist
Clearly, (2.12) is equivalent to (2.13)
. By Lemma 2.3, (2.13) is the same as (2.14)
Summarizing the above, we know that A is completely positive if and only if y admits a representing measure supported in [0, 1]. Then, the items (i) and (ii) follow directly from Theorem 2.2.
The cp-decomposition of a binary tensor can be viewed as the decomposition of a bivariate homogeneous polynomial into a sum of nonnegative linear forms. For
Then A has the decomposition (2.12) if and only if
The complete positivity of A requires the existence of nonnegative a i , b i satisfying the above. For a binary d-form p(
is a linear functional acting on the space of binary d-forms. The decomposition (2.12) implies that
Clearly, if A is CP, then R A (p) ≥ 0 for every binary d-form p that is copositive, i.e., p is nonnegative over R 2 + (the nonnegative orthant). Interestingly, the converse is also true, that is, if R A (p) ≥ 0 for every copositive binary d-form p, then A must be CP. In fact, one can show that A is CP if and only if there exists a measure µ supported in R 2 + such that
We refer to [15, 20, 21] for the details about tensor decompositions and truncated moment problems.
cp-decompositions of binary tensors
In this section, we give algorithms for checking whether a binary tensor A ∈ S d (R 2 ) is completely positive or not. Recall that A is CP if and only if
The smallest possible r in the above is rank cp (A), the cp-rank of A. When A is not CP, we want to compute a certificate for that. When A is CP, we want to determine rank cp (A) and compute a cp-rank decomposition.
We discuss cp-decomposition in two separate cases: d = 2s + 1 is odd and d = 2s is even. Note that A ∈ S d (R 2 ) is uniquely determined by y := (y 0 , y 1 , . . . ,
The linear transformations L T , B are as in (2.8) and (2.9), and T = 1 1 0 1 . Our methods for determining cp-rank decompositions are based on finding representing measures of the tms y.
3.1. The case of odd order. Suppose the order d = 2s+1 is odd. By Proposition 2.4, A is completely positive if and only if
This property can be used to determine whether A is CP or not. If it is CP, we can further determine rank cp (A) and the unique cp-rank decomposition. Let y = B(L T (A)) be such that H 3 (y) 0 and H 4 (y) 0. Then, y 0 ≥ 0. If y 0 = 0, then we must have
hence A is the zero tensor. So we are mostly interested in the case y 0 > 0.
Step 0 If one of H 3 (y), H 4 (y) is not positive semidefinite, then A is not CP and stop. If y 0 = 0, then A = 0 and stop; otherwise, go to Step 1.
Step 1 Let r = rank H 1 (y), and solve the linear system
Step 2 Compute the roots x 1 , . . . , x r of the polynomial
They must belong to the interval [0, 1].
Step 3 Determine the coefficients λ 1 , . . . , λ r satisfying the equation
We must have λ 1 > 0, . . . , λ r > 0.
Step 4 The cp-rank of A is r, and the unique cp-rank decomposition is
where each
The properties of Algorithm 3.1 are summarized in the following theorem. (i) If r = s + 1, then (3.1) clearly has a unique solution because it is a square nonsingular linear system. When r ≤ s, it also has a unique solution, as shown below. Since y admits a representing measure on R, the tms y is positively recursively generated (cf. , y 1 , . . . , y 2s ) , which is the smallest number i such that
for the vectors v j = (y j+ℓ ) s ℓ=0 (j = 0, 1, . . . , s). By Lemma 2.1 of [12] , the solution of (3.1) is unique.
(ii) By Theorem 4.1(iii) of [12] , y admits a representing measure µ such that supp(µ) ⊆ [0, 1] and supp(µ) = Z(g(x)) (the zero set of g(x)), so
Since r = rank H 1 (y), we must have |supp(µ)| ≥ r, whence |supp(µ)| = r. Therefore, the roots x 1 , . . . , x r of g are distinct from each other and belong to [0, 1]. Since µ is a representing measure for y and |supp(µ)| = r, there exist λ 1 , . . . , λ r > 0 satisfying (3.2).
The equation (3.2) is a Vandermonte linear system. Since the roots x 1 , . . . , x r are all distinct, the vector (λ 1 , . . . , λ r ) satisfying (3.2) must be unique.
(iii) Suppose y has another r-atomic representing measure
. . ,x r ∈ R being all distinct and allλ 1 , . . . ,λ r > 0. Let (ĝ 0 ,ĝ 1 , . . . ,ĝ r−1 ) be such thatĝ
Then, the decomposition (3.4) implies that
So (ĝ 0 ,ĝ 1 , . . . ,ĝ r−1 ) is a solution to (3.1). By item (i), (3.1) has a unique solution. Therefore, (ĝ 0 ,ĝ 1 , . . . ,ĝ r−1 ) = (g 0 , g 1 , . . . , g r−1 ).
We can see that the root set {x 1 , . . . , x r } is the same as {x 1 , . . . ,x r }. Moreover, since x 1 , . . . , x r are distinct, (λ 1 , . . . , λ r ) is uniquely determined by (x 1 , . . . , x r ) and y. This means that the r-atomic representing measure for y is unique.
(iv) By Lemma 2.3, there is a one-to-one correspondence between r-atomic representing measures and cp-decompositions of length r. For any representing measure µ for y, we must have |supp(µ)| ≥ rank H 1 (y) = r, so rank cp (A) ≥ r. By the item (ii), we know rank cp (A) ≤ r, whence rank cp (A) = r. By item (iii), the r-atomic representing measure for y is unique, so the cp-rank decomposition of A is also unique.
It was known that the representing measure for y is unique if r ≤ s and it is not unique if r = s + 1 [12, Theorem 3.8] . In Theorem 3.2(iii), we showed that the r-atomic representing measure for y is unique for both r ≤ s and r = s + 1.
3.2.
The case of even order. Now we discuss the case that d = 2s is even. By Proposition 2.4, A is completely positive if and only if
We can use this fact to determine whether A is CP or not. Moreover, when A is CP, we can determine rank cp (A) and its cp-rank decomposition.
Let y := (y 0 , y 1 , . . . , y 2s ) be such that H 1 (y) 0, H 2 (y) 0. Then, y 0 ≥ 0. If y 0 = 0, then we must have y 0 = y 1 = · · · = y 2s = 0, so A is the zero tensor. So we are mostly interested in the case y 0 > 0. The following is the algorithm for determining rank cp (A) and its cp-rank decomposition. 
. . . 
(The † denotes the Moore-Penrose pseudo inverse.) Then solve
Step 3 Compute the roots x 1 , . . . , x r of the polynomial
They must all belong to the interval [0, 1].
Step 4 Determine the coefficients λ 1 , . . . , λ r satisfying the equation
They must be all positive.
Step 5 The cp-rank of A is r, and a cp-rank decomposition of A is
For a number t, y can be extended to the tmsỹ(t) of order 2s + 1:
y(t) := (y 0 , y 1 , . . . , y 2s , t).
When y admits a representing measure supported in [0, 1], there exists t ∈ R such that this is also true forỹ(t), which is equivalent to H 3 (ỹ(t)) 0, H 4 (ỹ(t)) 0, by Theorem 2.2. Let l := min{t : H 3 (ỹ(t)) 0}, u := max{t : H 4 (ỹ(t)) 0}.
By Schur's complement, the values of l, u are given as
Note that l in (3.10) is the same as the value of y 2s+1 in (3.6). When y admits a representing measure supported in [0, 1], we clearly have
The properties of Algorithm 3.3 are summarized in the following theorem. .7) is a square nonsingular linear system, so it has a unique solution. When r ≤ s, the matrix H 1 (y) has a positive Hankel extension, because y admits a representing measure on R. By Theorem 2.6 of [12] , the rank of the sequence (y 0 , y 1 , . . . , y 2s ) is r, that is, r is equal to the smallest number i such that
for the the vector v j := (y j+ℓ ) s ℓ=0 , j = 0, 1, . . . , s. Moreover, there exist g 0 , . . . , g r−1 such that g 0 y j−r + · · · + g r−1 y j−1 = y j (r ≤ j ≤ 2s). This shows that (3.5) has at least one solution. Moreover, by Lemma 2.1 of [12] , the vector (ϕ 0 , . . . , ϕ r−1 ) satisfying the above is unique. So (3.5) has a unique solution.
(ii) When r ≤ s, choose y 2s+1 as (3.12) y 2s+1 = g 0 y 2s−r+1 + g 1 y 2s−r + · · · + g r−1 y 2s . When r = s + 1, the value of y 2s+1 is chosen as in (3.6). Since y admits a representing measure on [0, 1], there must exist t ∈ R such that this is also true for y(t). By Theorem 2.2, there exists t ∈ R such that Since (3.8) is equivalent to (3.9), (3.9) must be true.
(iii) When r ≤ s, the representing measure of y is unique as shown in [12, Theorem 3.10]). When r = s + 1, the uniqueness depends on whether l = u or not. Note that (3.8) is true if and only if there exists t such that
When l = u, l is the unique value for t such thatỹ(t) admits a representing measure supported in [0, 1]. By Theorem 3.2,ỹ(l), and hence y, has a unique r-atomic representing measure. When l < u, there are infinitely many values for t such that y(t) admits a representing measure supported in [0, 1]. For distinct values of t, the decomposition (3.13) is different. So, when y has a unique r-atomic representing measure supported in [0, 1], we must have l = u.
(iv) By Lemma 2.3, there is a one-to-one correspondence between cp-decompositions of length r for A and r-atomic representing measures for y, supported in [0, 1]. For any representing measure µ for y, we always have
so rank cp (A) ≥ r. By the item (ii), we know A has a cp-decomposition of length r, so rank cp (A) ≤ r. Therefore, rank cp (A) = r. The statement about uniqueness of cp-rank decompositions follows directly from item (iii).
It was known that the representing measure for y is unique if r ≤ s ([12, Remark 4.5]). When r = s + 1, not much is known about the uniqueness in the prior existing work on truncated moment problems. In Theorem 3.4(iii), we completely characterized when the r-atomic representing measure for y, supported in [0, 1], is unique for the case r = s + 1.
The nearest cp-approximation
In applications, a binary tensor A ∈ S d (R 2 ) may not be completely positive, or it is perturbed from a completely positive one. So people are often interested in computing a completely positive tensor B that is closest to A. Such a tensor B can be found by solving a convex optimization problem.
For a binary tensor X ∈ S d (R 2 ), define its Hilbert-Schmidt norm as
This norm gives a metric of distance in the space
. By Proposition 2.4, when d = 2s is even, X is completely positive if and only if
When d = 2s + 1 is odd, X is completely positive if and only if
Using the above characterizations, we can compute the CP tensor B that is closest to A. When d = 2s is even, B is the optimizer of
When d = 2s + 1 is odd, B is the optimizer of
Both (4.2) and (4.3) can be solved as a semidefinite program (SDP).
Numerical Experiments
In this section, we give numerical experiments for checking whether a binary tensor is completely positive or not. If it is, we compute its cp-rank and the cprank decomposition. If it is not, we compute its nearest cp-approximation by solving (4.2) or (4.3) with the SDP solver SeDuMi [31] . The computation is implemented in MATLAB R2015b, on a Lenovo Laptop with CPU@2.50GHz and RAM 4.00 GB. For convenience of presentation, four decimal digits are displayed for showing computational results. For a given binary tensor A ∈ S d (R 2 ), we display A by showing the vector a such that
That is, a = B(A) (see (2.9) for the definition of B). The cp-rank r of A is 4. The cp-rank decomposition is unique, by Theorem 3.2. 
The a k 's are the moments of the standard exponential distribution.
The vector a is a = [1, 1, 2, 6, 24, 120, 720, 5040, 40320, 362880].
Since d = 9 is odd, we apply Algorithm 3.1. Since H 3 (y) and H 4 (y) are both positive semidefinite, A is CP. We have that s = 4, r = 5. By Theorem 3.2, the cp-rank is 5, and the cp-rank decomposition is unique and it is .
The distance A − X * ≈ 8.0000.
Example 5.7. Consider A ∈ S d (R 2 ) such that a = B(A) is given as
2 dx.
The a k 's are the moments of the Gaussian distribution with mean 0 and variance 1. The distance A − X * ≈ 31.4464.
Conclusion
This paper gave a characterization for completely positive binary tensors. We showed that a binary tensor is CP if and only if it satisfies two linear matrix inequalities. Based on this, we proposed an algorithm for checking complete positivity. When a binary tensor is completely positive, the algorithm can compute its cp-rank and cp-decomposition; when it is not, the algorithm can tell that it is not CP. For the odd order case, we showed that the cp-rank decomposition is unique.
For the even order case, the cp-rank decomposition may or may not be unique; we characterized when the cp-rank decomposition is unique. Moreover, we showed how to compute the nearest cp-approximation when a binary tensor is not completely positive.
One would naturally wonder whether or not our results can be extended to the case of higher dimensional tensors. Indeed, Fan and Zhou [15] already worked on general CP tensors. They proposed a semidefinite relaxation algorithm for higher dimensional case. However, when the dimension is bigger than 2, characterizing complete positivity is much harder than the binary case. This is because, for binary tensors, checking their complete positivity is equivalent to a univariate truncated moment problem, which has a clean solution, see Section 2.1. For higher dimensional tensors, checking their complete positivity is equivalent to a multivariate truncated moment problem, which is unfortunately much harder and does not have a clean solution. We refer to [15, 20, 21] for details. An important future work is to design efficient algorithms for computing cp-ranks and cp-rank decompositions of higher dimensional CP tensors.
