Patent landscaping is a method that is employed for searching related patents during the process of a research and development (R&D) project. To avoid the risk of patent infringement and to follow the current trends of technology development, patent landscaping is a crucial task that needs to be conducted during the early stages of an R&D project. Generally, the process of patent landscaping requires several advanced resources and can be tedious. Furthermore, the patent landscaping process has to be repeated throughout the duration of an R&D project. Owing to such reasons, the demand for automated patent landscaping is gradually increasing. However, the shortage of well-defined benchmarking datasets and comparable models makes it difficult to find related research studies. In this paper, an automated patent landscaping model based on deep learning is proposed. The proposed model comprises a transformer encoder for analyzing textual data present in patent documents and a graph convolutional network for analyzing patent metadata. Six patent landscaping benchmarking datasets, which were produced by the Korean patent attorney, are proposed for determining the resources required for comparing related research studies. Obtained results indicate that the proposed model with the proposed datasets can attain state-of-the-art performance, and mean classification accuracy of 98% can be achieved.
Introduction
A patent is a significant deliverable in research and development (R&D) projects. A patent protects an assignee's legal rights and also represents current technology development trends. To study technological trends and seize potential infringement patents, majority of the R&D projects conduct the task of patent landscaping, which involves collecting and analyzing patent documents related to the projects. Generally, the task of patent landscaping is a human-centric, tedious, and * Co-corresponding Authors expensive process [Trippe, 2015; Abood and Feltenberger, 2018] . Researchers and patent attorneys create keyword sets for querying related patents in large patent databases, eliminate unrelated patent documents, and extract valid patents related to their project. The valid retrieved patents can be accordingly represented as a contour map by employing various visualization techniques [Yang et al., 2010; Wittenburg and Pekhteryev, 2015] . However, since the participants of the process have to be familiar with the scientific domain as well, they are costly . Furthermore, the patent landscaping task has to be repeated regularly during an ongoing project for searching newly published patents.
In this paper, a semi-supervised deep learning model for patent landscaping is proposed. The proposed model eliminates repeated patent landscaping tasks after initially selecting patent keywords and valid patent documents by employing a classification model based on deep learning. Additionally, the proposed model incorporates a transformer encoder [Vaswani et al., 2017] and graph convolutional network (GCN) [Kipf and Welling, 2016] . Since a patent document can contain several textual features and bibliometric data, a modified transformer structure was applied for processing textual data and a GCN was applied for processing bibliometric data fields constituted as network-based. To compare the performance of the proposed model with existing models, benchmarking datasets for patent landscaping were introduced. Generally, owing to issues such as high cost and data security, appropriate benchmarking datasets are not available. Such benchmarking datasets are generally created by human experts such as patent attorneys. Through the six benchmarking datasets generated through the Korea Intellectual property STrategy Agency (KISTA), we aim to contribute research resources towards machine learning based patent landscaping research. Experimental results indicate that the proposed model with the proposed datasets can attain state-of-the-art performance, and the average classification accuracy for each dataset can be improved by approximately over 15%.
Patent Landscaping
The entire process of patent landscaping is shown in Figure 1 . Generally, when searching for patent documents, a keyword query is generated using various technological keywords. Because many assignees do not allow their patents to be discovered easily in the search to gain an advantage in the infringe- Figure 1 : The general process of patent landscaping ment issues that may arise, they tend to write patent titles and abstracts very generically or omit technical details [Tseng et al., 2007] . To deal with this problem, researchers work on completing search queries with complicated words or key phrases to reinforce the search [Magdy and Jones, 2011] . For example, the following search query is created, as shown in the box below.
("underwater glider*" or "underwater vehicle*" or "underwater drone") AND (emergency or urgency)) AND (hull or shape or body or drag or "fluid force" or "fluid power" or CFD or "computational fluid dynamic*" or PMM or "Plana Motion Mechanism" or design* or test or measure* or sensing or control* or overcome or obstacle or obstruction or "wireless communitcat*" or "satellite communitcat*" or "command protocol" or battery or cell or power or launch or recovery or server or database or display*)
The primary focus here is the regular repetition process going back to search query formulation from valid patent selection, as shown in Figure 1 . Once the search formula is created, it is necessary to track the new patents published regularly using a similar search formula. Because the first valid patent selection is similar to creating a training dataset of supervised learning, it is one of the tasks that can solve repetitive tasks with text classification.
For this reason, patent classification is one of the areas that have been studied steadily in the past decade [Sureka et al., 2009; Chen and Chiu, 2011; Lupu et al., 2013] . Relatively recent studies have challenged the International Patent Code (IPC) classification by using long short-term memory (LSTM) [Shalaby et al., 2018] and a text convolutional neural network (text-CNN) [Li et al., 2018] . Google has developed automated patent landscaping technology using a deep neural network [Abood and Feltenberger, 2018] .
However, the biggest weakness of previous studies is the lack of a suitable benchmarking dataset. Unlike the purpose of the actual patent landscaping, an IPC classification studies predicts a fittable IPC code for each patent, which is already granted to all patents by assignees and patent examiners. This is not a useful application for patent landscaping in the real world. In the case of Google's work, heuristic algorithms are used to generate the training dataset by using technology keywords, such as "Internet of Things". Because the keywords and datasets are too general, there is uncertainty in applying the model to real-world R&D project handling specifics and detailed technology for patent landscaping. To the best of the author's knowledge, a fittable benchmarking dataset, gener- 3 Proposed Datasets for Patent Landscaping
Data sources
We provide a benchmarking dataset for patent landscaping based on the KISTA patent trends reports. Every year, the Korean Patent Office publishes more than 100 patent landscaping reports through KISTA 1 . In particular, most reports are available to validate the results of the trends report by disclosing the valid patent list together with the patent search query 2 . Currently, more than 2,500 reports are disclosed. The kinds of technology in the reports are specific, concrete, and sometimes include fusion characteristics. We have constructed datasets for the six technologies listed in Table 1 .
Data acquisition
To ensure the reproducibility of building patent datasets, we have built the benchmarking datasets using the Google BigQuery public datasets. Most of the patent data in the KISTA report are obtained by the required use of a search query of the local Korean patent database service WIPS. We first constructed a Python module that converts the WIPS query into a Google BigQuery service query, extracted the patent dataset from BigQuery, and marked the valid patents among the extracted patents. In the case of patent search, other datasets may be extracted depending on the type of publication date and database to be searched. Therefore, we excluded the queried patents published after the original publication date depicted in the report.
Dataset description
We built extracted patent datasets of six technological areas from Google BigQuery, and the number of patents in each dataset are given in Our proposed deep patent landscaping model is composed of two parts: a transformer [Vaswani et al., 2017] and a graph convolutional network(GCN) [Kipf and Welling, 2016] . These parts generate embedding vectors from the features of a patent. The model contains a concatenation layer of the embedding vectors and stacked neural net layers to classify valid patents, as shown in Figure 2 . A Patent, which is a scientific document, has metadata fields called bibliometrics. They include International Patent Code (IPC), Cooperative Patent Classification (CPC), and citation with textual data such as abstract and document title. They possess characteristics that are represented by graph-based information. For example, citation information can be converted into a citation network that represents how one patent cites another patent [Yoon and Park, 2004] . IPC and CPC, which are technical classification codes for patents, are used as sources of graph information for the co-occurrence matrix; this matrix represents whether patents have the same IPC code. To determine the patent features, we apply the transformer encoder to extract the embedding vectors for textual data, and the GCN 
Base features
A patent has different types features 3 . We used five features of a patent: the abstract, IPC, CPC, USPC, and FamilyID. Abstract is the only textual feature used. The abstract is a brief but important description of the invention. Although we examined other textual features such as title, claim, and full description, their performance was poor compared to the abstract. We believe that they are either too short or too long to represent the patent features.
Among the metadata fields, we used IPC, CPC and USPC. They are types of technological classification codes devised by the patent management organizations. Because these codes are determined by the inventors and examiners directly, they are good means to represent the characteristics of a patent. We found that the accuracy is lower when we use citations with classification codes despite examining it. We use FamilyID as the feature matrix of GCN. It is a useful identification code that represents the collection of technological patents filed by the same applicant.
Computational structures of Transformer and GCN Transformer
The core of our model is the output of embedding through the transformer and GCN layers. First, we used only the encoder part of the transformer to learn the abstract data of the patent, as shown in Figure 3a . Similar to a transformer structure, we stacked the encoder layers six times. We also used multihead self-attention and scaled dot-product attention without the modification of a transformer encoder. We set the number of heads of multi-head self-attention at 8. We used the pretrained embedding vector from word2vec for the entire patent datasets as input. When we tokenized the abstract text, the tag [SEP] was inserted at the beginning, and the tag [CLS] was inserted at the end of the sentence. We set the sequence length of 128, and the hidden size was 512. To concatenate the output of the transformer with the GCN embedding vectors, we adopted the squeeze technique from BERT [Devlin et al., 2018] and converted the matrix (sequence length, embedding size) to vector (embedding size) based on [CLS].
GCN
One GCN structure stacks two GCN layers to produce an embedding vector for one metadata field, as shown in Figure 3b . The formula for GCN layer is given by Equation ( 1).
The GCN layer first constructs a preprocessed adjacency matrix for each metadata CPC, IPC, and USPC using the cooccurrence information in a patent. It then constructs a onehot vector for the occurrence of FamilyIDs for each metadata field and stacks the one-hot vectors N times to create a feature matrix, H (l) . As shown in Figure 4 , N denotes the number of elements for each metadata field, and F denotes the number of FamilyIDs. Next, a layer-wise propagation rule is used for the calculations of dot-product, as shown in 2 is a preprocessed adjacency matrix.Ã denotes the sum of adjacency matrix and an identity matrix called self-connection matrix. An adjacency matrix is a binary matrix representing the co-occurrence relationship which exists between the elements of metadata and the classification codes of the same patent. If two CPC codes exist in the same patent, the value of the column representing relationship between two codes in binary matrix is 1. Degree matrix,D, is a diagonal matrix that adds the values in adjacency matrix row by row, and its size is the same as that of the adjacency matrix. We used ReLU as an activation function σ, and the final output size of the GCN structure was 128.
Using the GCN structure, we extracted useful features of the patent by learning the relationship between classification codes that occurred together. As the values of GCN embedding vectors were close to zero, we applied batch normalization [Ioffe and Szegedy, 2015] to the embedding vectors before concatenating them with other embedding vectors from the transformer structure. 
Dataset
We measured the performance of the proposed model for the classification of valid patents in the six KISTA datasets. We extracted 8,000-40,000 patent data for each dataset from Google BigQuery and created training and test sets with 8:2 in the entire patent dataset after downsampling the number total datasets. The dataset we proposed can be downloaded via the URLs provided in the following 
Hyperparameter settings
We extracted embedding vectors from the transformer and GCN built on a separate learning process. In the transformer, six encoder layers were stacked, and the number of heads of multi-head attention was 8. The total learning epoch, the batch size, the optimizer, the learning rate and the epsilon were 20, 64, Adam Optimizer [Kingma and Ba, 2014] , 0.0001, and 1e-8 respectively. We set the sequence length, which is the maximum length of the input sentence, to 128, and padded it to 0 if it was shorter than 128. As a result, 512-dimensional embedding vectors were extracted for each word. In GCN, two GCN layers were used, and the total learning epoch was 200. 128-dimensional embedding vectors were extracted for each metadata from the GCN, and an average of the extracted embedding vectors was taken. We used the early stopping technique to decrease the total time of the learning process.
Evaluation metric
We used the accuracy and f1 score, which are commonly used in binary classification problems, as an evaluation metric. Because the datasets are highly imbalanced data, we learned the model after reducing the number of patents, which is similar to the number of valid patents.
Overall results
We compared our proposed model (TRF+GCN in Table  4 ) with Google's proposed Automated Patent Landscaping (APL [Abood and Feltenberger, 2018] in Table 4 ) model, which was a baseline. The results showed that the proposed model had the highest performance, over 98% accuracy, in all datasets, as shown in Table 4 . In particular, the results showed that a performance improvement of the proposed model is more than 20% compared to using only the GCN structure with metadata. In addition, our model attained the average of a 10% improvement or more over Google's APL model, which was a baseline model.
We will investigate the following subjects empirically, with regard to the layers and features that affect patent landscaping model.
• Which indicators of textual data and metadata have more influence on the model?
• Which features, including citation information, has the most impact on the classification of patent landscaping?
• When a misclassification occurs, what are the characteristics of the dataset that is misclassified?
Textual data vs. metadata represented in graph structure
In the first experiment, we found that a significant level of performance can be obtained only by textual data and abstract, that is compared with the data that can be represented as a graph and bibliometric data. This is because most of the datasets that we use are convergence technology, which cannot be distinguished only by the existing patent technology classifications. In other words, with the patent landscaping process, it is difficult to classify the technology type of the patents only by the patent technology classification code defined by the existing patent-related organizations such as United States patent and trademark office (USPTO) and World Intellectual Property Organization (WIPO). For example, an electric vehicle battery technology may not only include not only a device but also various technology groups such as an electric car battery material and a coolant. Therefore, by considering the contents of the patent along with the patent technology classification code, we can classify the patent according to the exact purpose. As shown in Table 4 , we can found that there is a certain performance correlation between the transformer-only model and APL model. However, the GCN-only model has a relatively weak correlation. This also shows the difficulty in classifying a patent in R&D projects only with classification codes of the existing patents exclusively.
Classification codes vs. citation information
Our second question is, how effective is the presently and widely used citation information in patent landscaping? In conclusion, though citation information is as effective as the classification codes, it is more convenient to use only classification codes. As shown in We assume the reason is that the citation information can have several kinds of noise. In a patent citation, inventors cited not only the prior patent in the same application but also the patent related to the principle technology Sometimes, the principle technology patent is rare and not related to all the same technology application patents. In addition, technology classification codes have the advantage that the learning space is relatively small compared to the citation because the range that can be made in a similar patent field is narrowed. For this reason, technology classification codes are more fitting features than citation information in patent landscaping.
Which factors result in misclassification?
Our model achieved a performance improvement of 10% compared to the existing model and over 98% accuracy in the patent landscaping applicable to the proposed dataset. However, there are misclassifications. The following characteristics are consider as the reasons for the misclassifications.
First, when the length of the abstract sequence is too long or short, the model does not perform well. We set the length of the abstract as 128 words, and force padding or truncating if the abstract is too long or short. When there is significant 0 padding or truncating, it seems misclassification may occur.
Second, in the case of misclassification category, the total average length of the abstract is about 110 and it is longer than that of well-classified data. Finally, since the numbers and special characters are removed during preprocessing, when there are many numbers or special characters in the abstract, the data are unable to express the information correctly, resulting in a drop in the classification. In the case of metadata, when only the abstract and classification codes are used, if the source of features is not sufficient, misclassification may occur.
Conclusion and Future Work
In this paper, we proposed a deep patent landscaping model that solves the classification problem in patent landscaping using transformer and GCN structures. This research suggested a new benchmarking dataset for the automated patent landscaping task and worked to make it a practical study for automated patent landscaping. In particular, it is anticipated that it will be possible to reduce the repetitive patent analysis tasks of practitioners performing patent analysis tasks.
The main contributions of our research are as follows.
• We released a new patent landscaping dataset that has been categorized by experts.
• We propose a state of the art model which is at a level applicable to the real world. • We examined features of a patent that can be used for patent landscaping.
We discovered the following points about the use of patent features for automated patent landscaping. We need to consider both graphical information such as bibliometric as well as textual data to achieve the highest classification performance. The classification codes specified by inventors in static metadata are available as a useful feature in patent landscaping. The combination of citation information and classification codes are not recommended.
