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Abstract
In this paper we present a method to obtain corresponding contour features in a sequence of images. Our ¯nal
goal is to compute camera motion and structure, for navigation based on vision. We make a feature tracking in the
image considering not only the contour geometric information, but also a brightness-based description. A kinematic
model of brightness attributes has been proposed in order to obtain a brightness evolution constraint more reliable than
the classical brightness constancy model. Camera maneuvers, like sudden orientation changes, are detected, estimated
and used to obtain a better correspondence of features. Experimental results, using real images, are shown. Our main
contributions are the proposed evolution model of brightness attributes and the detection of camera maneuvers.
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I. Introduction
In vision, image contours correspond to local discontinuities of brightness. In many applications
related to object recognition and motion analysis, these contours are used as key features. Image
contours usually correspond to object boundaries. In industrial or urban environments, most of the
contours are straight lines. Straight lines have a simple mathematical representation and involve more
information than other features like points. Besides, lines are easier and more accurate to extract in a
noisy image than points, and also easier to match than the latter [1]. In semi-structured environments,
straight lines often appear and sometimes their tips can be identi¯ed.
Feature extraction is often followed by correspondence search to carry out higher level processes
(object recognition, structure perception, navigation or motion analysis). In many works it is assumed
that correspondence between features extracted from one image and those extracted from the next
one, is available. However establishing and maintaining the correspondence is not an easy job [2].
In this paper a complete method to extract and match characteristic features is presented. We work
with straight contours in the image, from which we extract not only the geometric representation of
the straight line, but also a description associated with the observed intensity in its support region.
The use of brightness makes the identi¯cation of the contour easier, also establishing its relevance.
The contour extractor, explained in xII, is based in [3]. In xIII a method to obtain identi¯ed points
along the image contour is presented. This allows to get lines with identi¯ed points, which combine
the advantages of both features in high level processes such as structure and motion computation.
In xIV we present a method to match features when structure and motion are unknown. It is
based on the tracking in the image of both, geometric and brightness information. A kinematic
model of the brightness parameters has been proposed and experimentally tested. As the camera
may move unpredictably, a method to compute the camera maneuvers is proposed (xV), in order to
improve the matching. This camera maneuver estimator is based on robust features and works because
brightness attributes are used. In xVI some experiments are shown, emphasizing the advantages of
using brightness attributes and their selection capacity. Finally xVII is devoted to presenting the
conclusions of our work.
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II. Extraction of straight edges
Extraction of edge lines from intensity images is a basic and powerful process to select the information
contained in the image. Two main kinds of methods for straight segments detection can be used: Those
based on the grouping of edge elements and those based on some brightness model.
In the ¯rst type of methods, edge elements are initially extracted. They are usually extracted by
detecting the maximum of the gradient in the direction of the gradient, or by detecting zero crossing of
the image convolution with the Laplacian [4], [5], [6]. Once edges are extracted, they must be grouped
into line features. One of the most known method to join points into lines is the Hough transform.
Other methods are based on graph theory, relaxation algorithms or fusing and eliminating points to
create chains [7], [8].
0  o
1
2
3
4
5
6
7
8
0o 1
2 3
4
5
6 7
8
Segmented regions
Fig. 1. Image segmentation into LSR by using ¯xed and overlapped partitions.
Straight contours can also be extracted considering a brightness model of the contour after a seg-
mentation of the image into regions. The work of [3] is perhaps the most important to extract straight
edges with this kind of methods. The key characteristic of this method is the global organization
of brightness information into line support regions, before making additional considerations on the
relevance of the contour. Two main advantages may be cited:
² It allows to obtain contours when the contrast is not high.
² It allows to extract not only geometric information but also information related with contour bright-
ness.
Three steps can be considered in this method.
A. Segmentation
The ¯rst step in the procedure is the extraction of spatial gradients to segmentate the image. Pixels
are grouped into regions of similar direction of brightness gradient, with gradient magnitude larger
than a threshold. Segmentation is globally made using ¯xed partitions of gradient orientation. Two
overlapping sets of partitions, with a post selecting process are used in order to avoid the problems
related with the arbitrary boundary of ¯xed partitions (Fig. 1). From both segmentations, the support
region giving a longer interpretation is selected in subsequent processes.
Thus, we have line-support regions (LSR) containing all information available of the straight contour.
B. Locating the line
To obtain the contour in the image, a planar brightness surface is ¯tted to the LSR by a least-squares
approach, predicting the brightness (E) as a function of image coordinates. In this ¯tting, a weighting
norm Nw(x;y) proportional to gradient magnitude is considered, so that larger changes in brightness4
have a greater in°uence on the adjustment. The measurement minimized along the LSR in function
of the parameters of the brightness surface (Ae;Be;Ce) is expressed as:
LSR X
x;y
[Ae x + Be y + Ce ¡ E(x;y)]
2 Nw(x;y)
The straight line is obtained, with subpixel accuracy, as intersection of this brightness plane and
the horizontal plane of mean brightness Em in the LSR (weighted with gradient magnitude).
Em =
PLSR
x;y E(x;y) Nw(x;y)
PLSR
x;y Nw(x;y)
Line orientation is given in range 2¼, in such a way that its dark side remains on the right. This
is quite useful to obtain better matches. The segment tips can be obtained as intersection of the line
with the LSR boundary.
C. Brightness parameters
The LSR gives the opportunity to extract not only geometric information but also some parameters
related to the observed intensity. These attributes are used to classify the edges and to identify them
in successive images.
The extracted attributes are:
² Average gray level (agl)
² Contrast (c)
² Width (w)
² Steepness (s)
² Deviation from straightness (r)
The contrast can be de¯ned as the change in the brightness through the line. It can be computed
as the di®erence between maximum and minimum intensity in the LSR [3]. This measurement does
not turn out to be robust. We propose to characterize the contrast as the standard deviation of the
brightness ¾E in the LSR [9]. This is a global characterization which can be obtained simultaneously
to the line extraction.
The width (w) is obtained by dividing the area of the LSR by the length of the segment. The
steepness (s) is obtained by dividing the contrast by the width, s = c
w. In [3] these parameters are
obtained in a di®erent way, but we have observed by experiments how the contrast and the steepness
obtained as we propose, have a more stable behavior.
As this method allows to extract lines with low contrast or length, it turns out quite interesting to
¯lter the lines according to the obtained parameters. So, long lines or lines with a given orientation
may be easily selected.
III. Extracting points on lines
Straight lines are considered as the basic features in perception based vision. In many works in¯nite
lines have been used to compute motion [1], [10], [11]. In these works the tips of the lines are not
needed to proceed.
On the other side, there are many works which explicitly consider points to compute motion. Cor-
responding points allow to solve motion and structure problem more easily than using lines, but
extracting, matching points is normally more di±cult.
We use points, but associated to lines. In this way, an agreement between the problems to extract
or match points and the limitations of in¯nite lines to compute structure and motion is established
[12].5
Fig. 2. Image of the laboratory with the straight contours extracted (¯ltered in gradient and length).
Characteristic points are usually attached to some contour. So, focusing point search in the extracted
contours turns out easier. In a ¯rst approach, tips obtained by the straight contours extractor could
be used as identi¯ed points. However, they are not good enough because edge detectors do not work
properly to obtain points [13]. Besides that, there are tips of contours that correspond with well-de¯ned
points, but in other cases tips stump unclearly.
As explained in [14], there are two kinds of methods to obtain points. In the ¯rst class, points
with maximum curvature on an edge chain, are searched. In the second case, points are searched on
the intensity image by using heuristic techniques such as the Moravec operator [7] or by measuring
brightness variations [15]. Normally, these have higher computational cost [16], but higher precision.
We propose to search points along the line, avoiding isolated noise points and reducing the com-
putational cost attached to the method. We consider as characteristic points those whose gradient
multiplied by the curvature in the contour is a maximum [15]. So, deriving gradient orientation
(Ex;Ey), along the normal direction to the gradient n?, we have:
c =
d
³
arctan
Ey
Ex
´
d(n?)
=
2 Exy Ex Ey ¡ E2
y Exx ¡ E2
x Eyy
(E2
x + E2
y)
3
2
The corner measurement of Kitchen-Rosenfeld is obtained multiplying the above expression by the
modulus of the gradient:
K =
2 Exy Ex Ey ¡ E2
y Exx ¡ E2
x Eyy
(E2
x + E2
y)
(1)
We search along the extracted lines for points with maximum K. In Fig. 2 and Fig. 3 a scene of the
laboratory with the extracted segments and the points obtained, can be seen. The cornerness operator
K supplies (with little computational cost) not only a qualitative measurement of tips of lines but also
a quantitative measurement of point goodness.
In Fig. 4 examples of the corner measurement K along two lines in a real image are represented.
K operator is null on straight lines, and it can be observed how some maximums appear in the K
parameter, which are related to well-de¯ned points. Often selected points are not coincident with tips
obtained by the contour extractor.
IV. Matching features
In many vision algorithms feature extraction is followed by correspondence search over the image
sequence. Our aim is to determine correspondences between linear segments in a monocular sequence6
Fig. 3. Characteristic points selected along the contours of ¯gure 2.
-60
-40
-20
0
20
40
60
0 50 100 150 200 250 300 350
X (pix.)
K
-60
-40
-20
0
20
40
60
0 50 100 150 200 250 300 350
X (pix.)
K
Fig. 4. Examples of the K measurement along two contours in a real image. In the ¯rst example two points are easily
selected. In the second one, three characteristic points are obtained.
of images without knowledge about motion or scene structure. The camera is on a mobile robot
which runs in a man made environment. Nothing about the camera motion is assumed except that
we have an homogeneous sequence of images, nearly continuous in time. In this ¯eld correspondence
determination by tracking geometric information in the image sequence has been proposed as a good
solution [17], [18], [19]. The method uses a prediction-match-update loop, based on Kalman equations
(Fig. 5).
However, we use not only geometric parameters but also brightness attributes supplied by the
contour extractor. We propose also to consider a dynamic model of brightness information which is
explicitly adapted, although some illumination change could appear [20]. The tracking and matching
of brightness information can be made with very short computational overload, being crucial when
motion or structure are not assumed. As camera motion is not known, geometric constraints are only
locally valid and must be imposed in an heuristic way. For example epipolar constraint, used in stereo
matching [21], can not be used here. Other works consider brightness parameters [22], [23], but they
do not consider dynamics when dealing with them.
We particularize this presentation with straight segments, but the method can be used with other
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Fig. 6. Image segment representation.
features. As we have identi¯ed points along contours, the computation of matched segments gives
indirectly corresponding points.
A. Brightness information
Most of the methods based on features do not use brightness information once the geometric features
have been extracted. Therefore they through away useful information in subsequent processes (which
are usually di±cult). On the other hand, alternate methods to determine motion (optical °ow methods)
are based on the conservation of brightness information. Precision of constant brightness model has
been questioned by some researchers [8]. Relaxation of the constant model has been proposed to deal
with brightness variations not related with motion [24].
As said above we use brightness attributes to obtain better matching. We propose a relaxation
of the constant model for brightness attributes, similar to kinematic models of geometric tracking,
which allows slow variations of brightness information. Noise in state model allows the adaptation
to brightness changes due to shadows, saturation of sensor, or other events. Besides that, our model
includes the classical constant model when the variation predicted is null. We have analyzed three
brightness attributes:
² Average gray level (agl).
² Contrast (c), characterized by the standard deviation of brightness.
² Steepness of brightness change (s).
We have made a set of experiments (resumed in xVI-B), and we have ¯nally selected agl and c. The
method is general to consider other kind of attributes.
B. Tracking in the image
As well as these brightness attributes, classical location image parameters of the segment are consid-
ered. We choose the image midpoint representation, which takes three location parameters xm;ym;Á
and the length l of the image segment (Fig. 6). With this geometric representation we can assume
no correlation between midpoint location and Á, l parameters [17]. Therefore, separate Kalman ¯lters
with a reduced dimension can be used to improve the e±ciency.
Thus, image segment representation is composed of 6 parameters (4 geometric and 2 brightness
parameters):
² xm - X midpoint coordinate.
² ym - Y midpoint coordinate.
² Á - Segment orientation.
² l - Segment length.
² agl - Average grey level in the LSR.
² c - Contrast of the contour.
The goal of the proposed tracking is to compute corresponding segments along an image sequence.
The association between a target and its corresponding measurement is made by using a prediction-8
match-update loop based on Kalman Filter equations. The match is made with the nearest neighbor
measurement, using a similarity function based on the Mahalanobis distance.
By using an extensive description of the target such as the proposed here, a correct measurement is
selected without high computational cost. Better matches could be made postponing association deci-
sions, examining information from several frames and/or considering all targets simultaneously. How-
ever these other tracking techniques like the track-splitting, joint-likelihood and multiple-hypothesis
[25], all have exponential complexity, requiring large memory and computational resources, which make
them useless in most computer vision applications. As the camera moves, new image areas appear and
others disappear. Thus, the joint-probabilistic data association ¯lter, which uses ¯xed computation
resources, does not work out applicable because the number of targets must be known a priori.
B.1 System model
It is well known that the Kalman Filter equations are computed directly from the linear space state
model of a stochastic system, that is:
x(k + 1) = Fx(k) + v(k) (2)
z(k) = H(k)x(k) + w(k) (3)
E[v(k)v(j)
0] = Q(k)±kj (4)
E[w(k)w(j)
0] = R(k)±kj (5)
Equations (2) and (4) represent the evolution of each segment irrespective of how it is detected. As
it was said, the segment is determined by xm;ym;Á;l;agl;c. We assume that every segment parameter
is decoupled from the others.
In order to pattern evolution of segment parameters along the sequence, di®erent heuristic models
can be used. We can consider a random walk model in which the state vector only includes the
position and therefore Fi = 1. There are some changes which can be modeled with a state noise. If
we model the variation as white noise without mean and vi covariance, then process noise covariance
is Qi = ¢t
2vi. In both cases i refers to each parameter. This model will be referred below as position
model.
A second model can be considered. It includes variation of the parameters in the state, in such a
way that:
x =
³
xm; _ xm;ym; _ ym;Á; _ Á;l; _ l;agl; _ agl;c; _ c;
´T
For each pair parameter-derivative we de¯ne its state equation by means of:
Fi =
"
1 ¢t
0 1
#
However, the constant velocity can be considered valid only locally. There are some variations which
can be modeled with the assumption of the target having a constant acceleration in each sample time.
If we model the acceleration as a white noise without mean and qi covariance, then process noise
covariance is [26]:
Qi =
"
¢t4
4
¢t3
2
¢t3
2 ¢t
2
#
qi9
To sum up, model equations when considering constant velocity are completely de¯ned except in
that referred to the state covariance of the parameters. These covariance values (qxm;qym;qÁ;ql;qagl;qc),
must be tuned for each type of image sequence. The model just presented will be referred to as velocity
model in xVI.
We have also made some experiments with a third model of constant acceleration which will be
referred to as acceleration model. We do not give here more details about it because their equations
can be easily deduced [26].
Regarding location parameters, the constant velocity model appears as a reasonable model when
image sequence is nearly continuous in time, which normally happens when it comes from the motion
of a mobile robot. With regard to the brightness attributes the stochastic position and velocity
models appear more reliable than those of constant brightness assumed in other works, especially
when brightness change due to non-motion aspects are important. We have observed experimentally a
good ¯tting to the locally constant velocity model, because changes in most scene events that contribute
to brightness variations in the image, are usually slow in time [24].
Therefore, we have selected the velocity kinematic model, being also useful to consider the acceler-
ation model for location parameters and the position model for the brightness attributes.
Equations (3) and (5) are used to model how the camera detects the segment. The matrix H selects
the values corresponding to the segment parameter because the derivatives are not measured.
In contrast to the state covariance Q, there is some correlation between the di®erent segment
parameters in the measurement noise R:
² As it was proposed in [17], measurement noise along the segment direction is bigger than noise in the
orthogonal direction. Location uncertainties of segment tips in these directions are represented by ¾2
k
and ¾2
? respectively. It is well worth noting that xm and ym are coupled themselves in the measurement
equation while they are decoupled in the dynamic equation. When a segment is detected, its orientation
points out where the error can be expected, mainly along the segment because of partial occlusion or
because of noisy segment extraction. However the dynamic equation represents the evolution of the
ideal segment and therefore the orientation is irrelevant. This evolution is mainly determined by the
unknown camera motion.
² Measurement noise corresponding to agl and c can be considered independent.
So, the R matrix is:
2
6
6
6 6
6 6
6
6 6
4
¾2
?C
2 + ¾2
kS
2 ¾2
?CS ¡ ¾2
kCS 0 0 0 0
¾2
?CS ¡ ¾2
kCS ¾2
kC
2 + ¾2
?S
2 0 0 0 0
0 0 2
¾2
?
l2 0 0 0
0 0 0 2¾2
k 0 0
0 0 0 0 ¾2
agl 0
0 0 0 0 0 ¾2
c
3
7
7
7 7
7 7
7
7 7
5
where C = cosÁ, S = sinÁ.
Measurement noise covariance is not constant, but dependent on the measured values Á, l. Thus,
the measurement model is completely de¯ned except for ¾2
k;¾2
?;¾2
agl;¾2
c, which should be tuned.
B.2 Kalman ¯lter equations
B.2.a State prediction.
^ x(k + 1jk) = F^ x(kjk)
P(k + 1jk) = FP(kjk)F
T + Q
It should be noticed that F, Q are constant matrices and ^ x(0j0), P(0j0) must be initialized.10
B.2.b State update.
r(k + 1) = z(k + 1) ¡ H^ x(k + 1jk)
S(k + 1) = HP(k + 1jk)H
T + R(k + 1)
K(k + 1) = P(k + 1jk)H
TS
¡1(k + 1)
^ x(k + 1jk + 1) = ^ x(k + 1jk) + K(k + 1)r(k + 1)
P(k + 1jk + 1) = P(k + 1jk) ¡ K(k + 1)S(k + 1)K
T(k + 1)
where S(k + 1) is the covariance of the innovation r(k + 1).
B.3 Matching criteria
Due to the block structure of the system model, S is a block diagonal matrix where we can di®er-
entiate 4 blocks, and their correspondent subvectors in the innovation r:
² A location 2£2 block, Sloc, with its corresponding subvector rloc. It includes the innovation of the
xm and ym parameters and its covariance.
² A orientation 1 £ 1 block, Sori, with its corresponding subvector rori. It includes the innovation of
the Á parameter and its covariance.
² A length 1£1 block, Slen, with its corresponding subvector rlen. It includes the innovation of the l
parameter and its covariance.
² A brightness 2 £ 2 block, Sbr, with its corresponding subvector rbr. It includes the innovation of
the agl and c parameters and its covariance.
The proposed matching technique can be seen as a variation of the nearest neighbor standard ¯lter
using the localization and orientation parameters only. The Mahalanobis distance would be:
dM = r
T
locS
¡1
locrloc + r
T
oriS
¡1
orirori (6)
But some measurements are excluded from the acceptance region using length and brightness co-
herence. Thus, we propose to compare only the measurements which have passed two additional
Mahalanobis tests, one for rbr and another for rlen. The matching algorithm for each target can be
summarized as:
1. Compute all the measurements compatible in location and orientation with prediction, and obtain
the set Hloc+ori:
Hloc+ori =
n
zj(rT
locS
¡1
locrloc + rT
oriS
¡1
orirori) · Â2
3(95%)
o
where Â2
3 is the chi-square function with 3 degrees of freedom and a signi¯cance level of 5%. R
depends on the measurement (Á and l), but the measurement has not been selected yet. So, to
reduce the computational cost, we use an approximation to the innovation covariance, S¤, based on
the measurement prediction, ^ Á(k +1jk) and ^ l(k +1jk), instead of the exact measured values. It could
be obtained as:
S
¤(k + 1jk) = HP(k + 1jk)H
T +
+ R(^ Á(k + 1jk);^ l(k + 1jk))
2. Compute all the measurements compatible in brightness with the target prediction, and obtain the
set Hbr:
Hbr =
n
zjr
T
brS
¡1
brrbr · Â
2
2(95%)
o11
3. Compute all the measurements compatible in length with the target prediction, and obtain the set
Hlen:
Hlen =
n
zjr
T
lenS
¡1
lenrlen · Â
2
1(95%)
o
4. Compute the set of valid hypothesis, H, as the intersection of all hypothesis sets:
H = Hloc+ori \ Hbr \ Hlen
The search could be only applied to those measurements which have passed the previous tests, being
useful to start with the highest demanding.
5. Select, as the corresponding measurement, the nearest one in the hypothesis set H applying (6).
With this procedure, compensation between high precision in some parameter with high error in
other parameter is avoided. A general Mahalanobis distance for the six parameters is not used because
the correct weighting of di®erent information as brightness based and location based in a sole distance
is di±cult and could easily lead to bad matches.
V. Camera maneuvering
The presented tracking method works correctly if there are not sudden changes in image velocity.
Normally, the main cause of changes is the camera motion, which a®ects to every feature in the image.
We propose to detect and to measure the maneuver by using the most relevant features with their
brightness information. The maneuver estimate is used to correct predictions of the other features.
Maneuvering targets can be characterized [26] by a dynamic equation:
x(k + 1) = Fx(k) + Gu(k) + v(k) (7)
where inputs u(k) or maneuvers are unknown.
We assume a nonrandom unknown input that will be estimated using the model without input
(non-maneuvering model). Assuming which a maneuver appears essentially instantaneous (which is a
reasonable assumption because smooth changes can be tracked as before), and using the innovations
of the Kalman ¯lter of the non-maneuvering model, the input can be detected, estimated and used to
correct the state estimate of the targets. This can be made in a sole period, but observations of some
previous periods are needed in order to have a good estimation of the state without maneuver.
Another method to obtain the maneuver could be to augment the state with the input which is
reestimated within the augmented state, but in our case this solution gives too big state size, because
it must include the inputs and the location of all targets. Besides that when the maneuver appears
instantaneous is better to use the input estimation method, which only considers their detection and
correction, ignoring other details of the maneuver [26].
In most of the applications, scene is far from the camera in such a way that camera rotations a®ect to
the localization of the features in the camera much more than camera translations. The displacements
in the image due to camera rotation can be predicted without knowledge of scene depth. With pure
rotation, each point in 3D moves according to a circle and its image projection according to some
quadratic curve (ellipses, hyperbolas, parabolas or circles). Rotations on a plane parallel to the image
plane give hyperbolic trajectories for image points. This means that, if camera turns with Wx, Wy
velocities, an image point (x;y) su®ers a projected displacement with (_ x; _ y) velocity [27]:
"
_ x
_ y
#
=
"
xy (¡x2 ¡ 1)
y2 + 1 ¡xy
# "
Wx
Wy
#
As the camera ¯eld of view is normally quite short (x;y ¿ 1), the rotations being parallel to the
image plane give displacement velocity in the image nearly constant [_ x; _ y] ¼ [¡Wy;Wx]. On the other12
side, when the camera is attached to a mobile robot, the component of rotation around the focal axis
is nearly null.
We can consider that the main causes of maneuvers are the unpredictable camera rotations. Consid-
ering that these are around an axis being parallel to the image plane, its e®ect is nearly equal for every
point in the image. This involves that the orientation of segments do not change, and therefore only
changes of location in the image (xm;ym) are considered as maneuvers. In this way, camera calibration
is not needed because the displacement is independent for both directions.
A. Detection, estimation and correction
It is known that innovations corresponding to the correct ¯lter (maneuvering ¯lter) rm(k + 1) are
a zero-mean white noise sequence with covariance Sm(k + 1). As shown in [26] the innovation of the
non-maneuvering ¯lter rnm(k + 1) is the same adding a term related to the inputs. When maneuver
appears instantaneous, this relation is:
r
nm(k + 1) = r
m(k + 1) + HGu(k) (8)
Therefore the innovation rnm of the non-maneuvering ¯lter can be considered a linear measurement
of the maneuver u in the presence of the additive white noise rm.
Assuming the maneuver exposed above, the input can be estimated using the least-squares method.
In order to do that, we use the innovation rnm(k + 1) with covariance S(k + 1) corresponding to the
non maneuver ¯lter, of some robust targets (1:::t). Therefore, naming:
Q = diag(S1(k + 1);S2(k + 1);:::St(k + 1))
z =
2
6
6 6
6
6
4
rnm
1 (k + 1)
:
:
:
rnm
t (k + 1)
3
7
7 7
7
7
5
; A =
2
6
6 6
6
6
4
HG1
:
:
:
HGt
3
7
7 7
7
7
5
the maneuver can be estimated as:
b u(k) = (A
TQ
¡1A)
¡1 A
T Q
¡1 z (9)
with a matrix covariance:
Mu(k) = (A
TQ
¡1A)
¡1 (10)
Considering the maneuver as a position change, we take G = [1;0]T for each localization parameter
(xm; ym). If it corresponds with velocity changes, we will take G = [¢t;1]T.
Thus, the proposed algorithm for the detection, estimation and correction of a global localization
maneuver is as follows:
1. Select a set of candidate targets to be initially matched allowing at the same time to obtain a
hypothesis of the maneuver. This selection can be based on several criteria:
- Isolation in the image. Those features which are isolated in the image can be easily and more robustly
matched. This can be estimated with the size of the set of hypothesis (Hloc; Hori; Hlen; Hbr) of
each target in previous matches.
- Outstand of the feature. If a segment belongs to other non plentiful feature, the number of possible
matches decrease.13
- Centering in the image. Those features which are centered in the image have less probability of
disappearance as the camera moves.
2. For each candidate target, select the set of compatible hypothesis according to the orientation,
length and brightness:
H
nm = Hori \ Hlen \ Hbr
3. From this set of hypothesis, compute the closest measures using four Mahalanobis distances:
d1 = r
T
brS
¡1
brrbr
d2 = r
T
lenS
¡1
lenrlen
d3 = r
T
oriS
¡1
orirori
d4 = r
T
locS
¡1
locrloc
If the selected measure coincide in every test, the match is considered as robust to estimate the
maneuver.
4. With the robust matches the maneuvers are estimated from (9) and (10).
5. An estimate is accepted, only if it is statistically signi¯cant. If the input were null, b u would be a
normal random variable with zero mean and covariance Mu. Then b uT(Mu)¡1b u is chi-square distributed
with 1 degree of freedom. The maneuver is declared detected when the probability of false alarm is
0:01 or smaller and therefore when:
b u
T(Mu)
¡1b u ¸ Â
2
1(99%)
6. If the maneuver is detected, the state prediction of all targets must be corrected by using the
estimated maneuver.
^ x(k + 1jk) = ^ x
nm(k + 1jk) + Gb u(k)
P(k + 1jk) = P
nm(k + 1jk) + GMu(k)G
T
7. The other targets are matched by considering this correction of the state prediction.
VI. Experimental results
In this paragraph we present experimental results with the proposed tracker. We emphasize the
properties of brightness attributes and their capacity to select features.
A. Matching segments
To carry out the experiments we have used a set of eight images (Fig. 7). The motion is composed
of a rotation around Y axis and a little translation in X direction. Scene illumination is natural and it
saturates easily the sensor (the light comes from the windows). The focal length of the camera used is
12 mm. It works with the automatic gain control system (agc on). At the moment, only the contours
detected in the ¯rst image are considered as targets for the tracking algorithm.
In a ¯rst experiment the algorithm of extraction has been tuned to select the segments in length
and brightness in such a way that approximately 30 segments appear in each image. All the tracker
matches were the same as the matches manually made, except a segment in a cluttered area (24 in
Fig. 7) which has been lost by the tracker. We must say that the 98.5% of the matches would have
been the same using as the main criterion the closest one according to brightness instead of the closest
one according to location.14
TABLE I
Innovation quadratic error using position filter, velocity filter and acceleration filter with the
same measurement noise and similar innovation covariance.
Innovation error (r2)
Model agl (glu2) c (glu2) s (
glu2
pix2)
position 2.69 4.08 0.96
velocity 3.06 3.94 0.94
acceleration 3.33 4.05 0.97
A second sequence of segments obtained from the same images but with a less exigent length and
gradient ¯ltering has been tested (Fig. 8). The average number of segments extracted in each frame
were close to 100. In this case there was a spurious match (segment 11 in Fig. 8) and some lost matches
(17, 20, 77). The number of targets matched in all images was 40, which implies a similar percentage
to the previous experiment. The 97.5% of matches (from 396) would have been the same by taking
the closest one according to brightness criteria. In this experiment, the mean number of segments
included in the brightness hypothesis set Hbr was about the 5% of the mean number of segments
extracted in each frame. Therefore the brightness information allows to eliminate a high number of
possible matches. This selection capacity is treated more broadly in the following paragraph.
B. Brightness information
We have carried out some experiments to evaluate the selection capacity of the brightness parameter
and its adjust to the proposed evolution model along a image sequence. The results are di±cult to
generalize but they can be considered relevant enough because we have used a complex sequence, not
only in relation to geometric information but also in illumination conditions.
We have used the segments correctly matched in the sequence of the ¯rst experiment. So, we can
observe in Fig. 9 the evolution of the three brightness parameters used for di®erent contours.
Some signi¯cant examples of the evolution of the predictions and the measurements can be seen
in Fig. 10. The ¯lter has a quick convergence to the permanent. Thus an invariant ¯lter as those
presented in [26] can be used to improve the e±ciency.
We have tested for the segments in the sequence the evolution of the brightness parameters to
the dynamic models presented above (position model, velocity model and acceleration model). The
compared ¯lters have a similar size of search area. These models have been tested by comparing the
mean value of quadratic prediction error.
As can be seen in table I, the three models have similar behavior. Thus, the position model turns
out good enough in this sequence. Anyway, the velocity model works better in some cases, by example
moving towards light sources or changing the illumination conditions of the scene.
Selection capacity of each attribute has been evaluated by comparing the mean innovation quadratic
error normalized with the range of values of each attribute. We have tested that the most selective
attribute is the average gray level. In the sequence presented its selection capacity is 1
14, being 1
5:5 for
the contrast and 1
5 for the steepness.
These measurements have also allowed to compare the method to extract the contrast and steepness
attributes. We have compared the proposed in this work with the presented in [3] (table II). Referred
to the contrast, the method presented here gives shorter innovation error in a ratio of 1
1:5. Referred to
the steepness of brightness, our method gives also shorter innovation error in a ratio of 1
1:9.15
TABLE II
Innovation quadratic error for the contrast and the steepness using the Burns method (first and
second columns) and using the method proposed by us.
c s c = 2¾(E) s = c
width
0.0441 0.1054 0.0189 0.0285
VII. Conclusions
The main goal of our work is to compute robot motion and scene structure in a man made environ-
ment. To carry it out, extracting corresponding features is an essential step.
We have presented a method to obtain straight contours, which gives us geometric information and
also parametric information related to the brightness of the region supporting the contour. We have
also presented a point extractor to complement the information on straight contour with its tips,
or some other characteristic points. This complementary information o®ers plenty of advantages to
compute structure and motion.
A feature matcher to track segments in the image has been presented. The technique used is suitable
to real time vision. It uses not only geometric description of the segment, but also the robust intensity
description obtained with the extractor. The proposed variable brightness model makes the feature
matcher work correctly although slight changes (shading, agc, ...) are present. This tracker can be
used even if neither the camera motion nor the scene structure is known, provided a sequence of images
moving nearly continuously in time is available. Our contribution here outlines the use of a brightness
dynamic model, which makes it possible for the tracker to adapt to illumination changes. We have
also proposed the detection and computation of camera maneuvers, which is very useful as the camera
is ¯tted on a robot. All this was feasible because we took not only a geometric but also a complete
description of the targets.
It has been observed from experimental results that the matching by using our model of brightness
information works well and it allows disambiguate matches in cluttered scenes. A reduction of about
95% of the initial number of candidates to match can be obtained robustly by using the brightness
information. We have also shown that the average gray level has a selection capacity higher than the
contrast and the brightness steepness across the contour.
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Fig. 7. Extracted contours in the ¯rst image and followed contours until the eighth image. Gradient ¸ 15 and length
¸ 4018
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Fig. 8. Extracted contours in the ¯rst image and followed contours until the eighth image. Gradient ¸ 10 and length
¸ 25.19
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Fig. 9. Evolution of the brightness parameters in the sequence for di®erent contours.
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Fig. 10. Evolution of the average gray level and the contrast with their prediction and search area (95%) for some
signi¯cant targets. They are expressed in gray level units glu.