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a b s t r a c t
This paper studies a nonlinear three-point boundary value problem of sequential fractional
differential equations of order α + 1 with 1 < α ≤ 2. The expression for Green’s function
of the associated problem involving the classical gamma function and the generalized
incomplete gamma function is obtained. Some existence results are obtained by means
of Banach’s contraction mapping principle and Krasnoselskii’s fixed point theorem. An
illustrative example is also presented. Existence results for a three-point third-order
nonlocal boundary value problem of nonlinear ordinary differential equations follow as
a special case of our results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we study the following boundary value problem of sequential fractional differential equations:
cDα(D+ λ)x(t) = f (t, x(t)), 0 < t < 1, 1 < α ≤ 2, (1)
x(0) = 0, x′(0) = 0, x(1) = βx(η), 0 < η < 1, (2)
where cD is the Caputo fractional derivative, D is the ordinary derivative, f : [0, 1] × R → R, λ is a positive real number
and β is a real number such that
β ≠ λ+ e
−λ − 1
λη + e−λη − 1 .
Initial and boundary value problems of fractional order have extensively been studied by several researchers in recent
years. A variety of results ranging from the theoretical aspects of existence and uniqueness of solutions to the analytic and
numericalmethods for finding solutions have appeared in the literature. Fractional differential equations appear naturally in
a number of fields such as physics, biophysics, blood flowphenomena, aerodynamics, electro-dynamics of complexmedium,
viscoelasticity, electrical circuits, electron-analytical chemistry, biology, control theory, fitting of experimental data, etc.
An excellent account in the study of fractional differential equations can be found in [1–4]. For more details and examples,
see [5–20] and references therein.
The concept of sequential fractional derivative is given, for example, on page 209 of the monograph [21]. There is a close
connection between the sequential fractional derivatives and the non sequential Riemann–Liouville derivatives [22,23].
For some recent work on sequential fractional differential equations, we refer the reader to the papers [24–26].
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Third-order equations arise in a variety of problems ranging from the study of regularization of the Cauchy problem for
one-dimensional hyperbolic conservation laws [27] to nano boundary layer fluid flows [28] or to describe the evolution of
physical phenomena in fluctuating environments [29]. Examples include many famous equations in mathematical physics,
such as the Korteweg–de Vries equation [30].
2. Preliminaries
Relative to the problem (1)–(2), for σ ∈ C[0, 1], we now introduce the linear equation:
cDα(D+ λ)x(t) = σ(t), 0 < t < 1, 1 < α ≤ 2. (3)
Lemma 2.1. The unique solution of the Eq. (3) subject to the boundary conditions (2) is given by
x(t) =
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
σ (u)du

ds+ A(t)

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
σ (u)du

ds
−
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
σ (u)du

ds

, (4)
where
A(t) = 1
∆

λt + e−λt − 1

, ∆ = λ+ e−λ − 1− β(λη + e−λη − 1). (5)
Proof. Applying the operator Iα on both sides of (3), we get
(D+ λ)x(t) = c0 + c1t + Iασ(t),
which can be rewritten as
D(eλtx(t)) = [c0 + c1t + Iασ(t)]eλt .
Integrating from 0 to t , we get
x(t) = c0
λ
(1− e−λt)+ c1
λ2
(λt − 1+ e−λt)+ c2 +
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
σ (u)du

ds. (6)
Using the boundary conditions (2), we find that c0 = 0, c2 = 0, and
c1 = λ
2
∆

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
σ (u)du

ds−
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
σ (u)du

ds

. (7)
Substituting these values of c0, c1, c2 in (6), we get (4). This completes the proof. 
3. Construction of Green’s function
In this subsection, we obtain Green’s function corresponding to the fractional differential equations (3) of order α + 1
with 1 < α ≤ 2 subject to three-point boundary conditions (2). The expression for Green’s function involves the classical
gamma function and the generalized incomplete gamma function. For some recent applications of the gamma function and
its generalizations, see [31,32].
Changing the order of integration, we note that t
0
e−λ(t−s)
 s
0
(s− u)α−1σ(u)du

ds =
 t
0
 t
u
eλs(s− u)α−1ds

e−λtσ(u)du. (8)
Recall that t
u
eλs(s− u)α−1ds = (−1)α−1λ−αeλu

0(α,−λ(t − u))− 0(α, 0)

= (−1)α−1λ−αeλu0(α,−λ(t − u), 0), (9)
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where
0(α, x0, x1) = 0(α, x0)− 0(α, x1) =
 x1
x0
rα−1e−rdr
is the generalized incomplete Gamma function. Using (9) in (8), we get t
0
e−λ(t−s)
 s
0
(s− u)α−1σ(u)du

ds =
 t
0
(−1)α−1λ−αeλ(u−t)0(α,−λ(t − u), 0)σ (u)du
=
 1
0
k∗(t, s)σ (s)ds, (10)
where
k∗(t, s) =

0, if 0 ≤ t < s ≤ 1,
(−1)α−1λ−αeλ(s−t)0(α,−λ(t − s), 0), if 0 ≤ s. (11)
Define k(t, s) = k∗(t, s)/0(α) and note that k(t, s) = 0 for s > t . Hence, the solution (6) with c0 = 0, c2 = 0, takes the
form
x(t) = c1
λ2
(λt − 1+ e−λt)+
 1
0
k(t, s)σ (s)ds. (12)
Now, using the boundary condition x(1) = βx(η), we get
c1 = λ
2β
λ+ e−λ − 1− β(λη + e−λη − 1)
 1
0
k(η, s)σ (s)ds, (13)
provided λ+ e−λ − 1− β(λη + e−λη − 1) ≠ 0. Inserting the value of c1, in (12), we obtain
x(t) = β(λt − 1+ e
−λt)
λ+ e−λ − 1− β(λη + e−λη − 1)
 1
0
k(η, s)σ (s)ds+
 1
0
k(t, s)σ (s)ds. (14)
Letting
φ(t) = β(λt − 1+ e
−λt)
λ+ e−λ − 1− β(λη + e−λη − 1) ,
(14) becomes
x(t) =
 1
0
g(t, s)σ (s)ds, (15)
where
g(t, s) =

0, if 0 ≤ max{ηt} < s ≤ 1,
k(t, s), if 0 ≤ η < s < t ≤ 1,
φ(t)k(t, s), if 0 ≤ t < s < η ≤ 1,
φ(t)k(t, s)+ k(t, s), if 0 ≤ s < min{ηt} ≤ 1.
(16)
We point out that the expression is also valid for the integer case α = 2. In this case,
0(2,−λ(t − s), 0) =
 0
−λ(t−s)
re−rdr.
Hence we obtain a new expression for the solutions of a third-order differential equation.
4. Existence of solutions
Let C = C([0, 1],R) denotes the Banach space of all continuous functions from [0, 1] → R endowed with the norm
defined by ∥x∥ = sup{|x(t)|, t ∈ [0, 1]}.
For the sake of convenience, we set
A1 = max
t∈[0,1]
|A(t)|, B =
 (1+ A1)(1− e−λ)+ A1βηαλ0(α + 1)
 , (17)
where A(t) is given by (5).
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In view of Lemma 2.1, we transform problem (1)–(2) as
x = z(x), (18)
where z : C → C is defined by
(zx)(t) =
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds+ A(t)

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds
−
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds

.
Observe that problem (1)–(2) has solutions if the operator Eq. (18) has fixed points.
Theorem 4.1. Let f : [0, 1] × R→ R be a jointly continuous function satisfying the condition
|f (t, x)− f (t, y)| ≤ L|x− y|, ∀t ∈ [0, 1], x, y ∈ R,
where L is the Lipschitz constant. Then the boundary value problem (1)–(2) has a unique solution if B < 1/L, where B is given
by (17).
Proof. As a first step, for z defined by (18), we show that zBr ⊂ Br , where Br = {x ∈ C : ∥x∥ ≤ r}. For that, set
supt∈[0,1] |f (t, 0)| = M and choose
r ≥ MB
1− LB ,
where B is given by (17). For x ∈ Br , we have
∥(zx)(t)∥ = sup
t∈[0,1]

 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds
+ A(t)

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds
+
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds

≤ sup
t∈[0,1]
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
(|f (u, x(u))− f (u, 0)| + |f (u, 0)|)du

ds

+ sup
t∈[0,1]
|A(t)|

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
(|f (u, x(u))− f (u, 0)| + |f (u, 0)|)du

ds
+
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
(|f (u, x(u))− f (u, 0)| + |f (u, 0)|)du

ds

≤ sup
t∈[0,1]
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
(L|x(u)| + |f (u, 0)|)du

ds

+ sup
t∈[0,1]
|A(t)|

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
(L|x(u)| + |f (u, 0)|)du

ds
+
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
(L|x(u)| + |f (u, 0)|)du

ds

≤ (Lr +M)

sup
t∈[0,1]
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
du

ds

+ sup
t∈[0,1]
|A(t)|

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
du

ds+
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
du

ds

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≤ (Lr +M)

(1+ A1)(1− e−λ)+ A1βηα
λ0(α + 1)

= (Lr +M)B ≤ r.
Now, for x, y ∈ C and for each t ∈ [0, 1], we obtain
∥(zx)(t)− (zy)(t)∥ = sup
t∈[0,1]
|(zx)(t)− (zy)(t)|
≤ sup
t∈[0,1]
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
|f (u, x(u))− f (u, y(u))|du

ds
+ A(t)

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
|f (u, x(u))− f (u, y(u))|du

ds
+
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
|f (u, x(u))− f (u, y(u))|du

ds

≤ L∥x− y∥

sup
t∈[0,1]
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
du

ds

+ sup
t∈[0,1]
|A(t)|

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
du

ds
+
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
du

ds

≤ L| (1+ A1)(1− e
−λ)+ A1βηα
λ0(α + 1) |∥x− y∥
= BL∥x− y∥,
where B is given by (17). As B < 1/L, therefore, z is a contraction. Thus, the conclusion of the theorem follows by the
contraction mapping principle. This completes the proof. 
Now, we state a known result due to Krasnoselskii [33] which is needed to prove the existence of at least one solution of
(1)–(2).
Theorem 4.2. Let M be a closed convex and nonempty subset of a Banach space X. Let G1,G2 be the operators such that:
(i) G1x + G2y ∈ M whenever x, y ∈ M; (ii) G1 is compact and continuous; (iii) G2 is a contraction mapping. Then there
exists z ∈ M such that z = G1z + G2z.
Theorem 4.3. Assume that f : [0, 1] × R→ R is a jointly continuous function and the following assumptions hold:
(H1) |f (t, x)− f (t, y)| ≤ L|x− y|, ∀t ∈ [0, 1], x, y ∈ R;
(H2) |f (t, x)| ≤ µ(t), ∀(t, x) ∈ [0, 1] × R with µ ∈ C([0, 1],R).
Then the boundary value problem (1)–(2) has at least one solution on [0, 1] ifA1(1− e−λ + βηα)λ0(α + 1)
 < 1. (19)
Proof. Letting supt∈[0,1] |µ(t)| = ∥µ∥, we fix
r ≥
 (1+ A1)(1− e−λ)+ A1βηαλ0(α + 1)
 ∥µ∥, (20)
and consider Br = {x ∈ C : ∥x∥ ≤ r}. Define the operators z1 and z2 on Br as
(z1 x)(t) =
 t
0
e−λ(t−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds,
(z2 x)(t) = A(t)

β
 η
0
e−λ(η−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds−
 1
0
e−λ(1−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds

.
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For x, y ∈ Br , it follows from (20) that
∥z1 x+ z2 y∥ ≤
 (1+ A1)(1− e−λ)+ A1βηαλ0(α + 1)
 ∥µ∥ ≤ r.
Thus,z1 x+z2 y ∈ Br . In view of the condition (19), it can easily be shown thatz2 is a contraction mapping. The continuity
of f implies that the operator z1 is continuous. Also, z1 is uniformly bounded on Br as
∥z1 x∥ ≤ |1− e
−λ|∥µ∥
λ0(α + 1) .
Now we prove the compactness of the operator z1. Setting Ω = [0, 1] × Br , we define sup(t,x)∈Ω |f (t, x)| = Mr , and
consequently we have
∥(z1 x)(t1)− (z1 x)(t2)∥ =

 t1
0
e−λ(t1−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds
−
 t2
0
e−λ(t2−s)
 s
0
(s− u)α−1
0(α)
f (u, x(u))du

ds

≤ Mr
λ0(α + 1)

|tα1 − tα2 | + |tα1 e−λt1 − tα2 e−λt2 |

,
which is independent of x and tends to zero as t2 → t1. Thus, z1 is relatively compact on Br . Hence, by the Arzelá–Ascoli
Theorem, z1 is compact on Br . Thus all the assumptions of Theorem 4.2 are satisfied and the conclusion of Theorem 4.2
implies that the boundary value problem (1)–(2) has at least one solution on [0, 1]. This completes the proof. 
Example 4.1. Consider the problem
cD3/2(D+ 4)x(t) = L

t2 + cos t + 1+ tan−1 x(t)

, 0 ≤ t ≤ 1,
x(0) = 0, x′(0) = 0, x(1) = x(1/2). (21)
Here, f (t, x(t)) = L

t2 + cos t + 1+ tan−1 x(t)

, λ = 4, β = 1, η = 1/2. Clearly
|f (t, x)− f (t, y)| ≤ L| tan−1 x− tan−1 y| ≤ L|x− y|
and
A1 = 4/(2+ e−4 − e−2), B = (1+ A1)(1− e
−4)+ 2−3/2A1
3
√
π
.
For L < 3
√
π
(1+A1)(1−e−4)+2−3/2A1 = 1.379430821, it follows by Theorem 4.1 that problem (21) has a unique solution.
Acknowledgment
The research of J.J. Nieto was partially supported by Ministerio de Ciencia e Innovación and FEDER, project MTM2010-
15314.
References
[1] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives. Theory and Applications, Gordon and Breach, Yverdon, 1993.
[2] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[3] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, in: North-HollandMathematics Studies, vol. 204,
Elsevier Science B.V, Amsterdam, 2006.
[4] J. Sabatier, O.P. Agrawal, J.A.T.Machado (Eds.), Advances in Fractional Calculus: Theoretical Developments andApplications in Physics and Engineering,
Springer, Dordrecht, 2007.
[5] B. Ahmad, J.J. Nieto, Existence of solutions for nonlocal boundary value problems of higher order nonlinear fractional differential equations, Abstr.
Appl. Anal. (2009) 9. Art. ID 494720.
[6] B. Ahmad, J.J. Nieto, Existence results for a coupled systemof nonlinear fractional differential equationswith three-point boundary conditions, Comput.
Math. Appl. 58 (2009) 1838–1843.
[7] B. Ahmad, Existence of solutions for irregular boundary value problems of nonlinear fractional differential equations, Appl. Math. Lett. 23 (2010)
390–394.
[8] J.J. Nieto, Maximum principles for fractional differential equations derived from Mittag-Leffler functions, Appl. Math. Lett. 23 (2010) 1248–1251.
[9] D. Baleanu, O.G. Mustafa, R.P. Agarwal, An existence result for a superlinear fractional differential equation, Appl. Math. Lett. 23 (2010) 1129–1132.
[10] S. Zhang, Positive solutions to singular boundary value problem for nonlinear fractional differential equation, Comput. Math. Appl. 59 (2010)
1300–1309.
3052 B. Ahmad, J.J. Nieto / Computers and Mathematics with Applications 64 (2012) 3046–3052
[11] Z. Bai, On positive solutions of a nonlocal fractional boundary value problem, Nonlinear Anal. 72 (2010) 916–924.
[12] P. Sztonyk, Regularity of harmonic functions for anisotropic fractional Laplacians, Math. Nachr. 283 (2) (2010) 89–311.
[13] G. Wang, B. Ahmad, L. Zhang, Impulsive anti-periodic boundary value problem for nonlinear differential equations of fractional order, Nonlinear Anal.
74 (2011) 792–804.
[14] S. Bhalekar, V. Daftardar-Gejji, D. Baleanu, et al., Fractional Bloch equation with delay, Comput. Math. Appl. 61 (2011) 1355–1365.
[15] B. Ahmad, Ravi P. Agarwal, On nonlocal fractional boundary value Problems, Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal. 18 (2011) 535–544.
[16] B. Ahmad, J.J. Nieto, J. Pimentel, Some boundary value problems of fractional differential equations and inclusions, Comput. Math. Appl. 62 (2011)
1238–1250.
[17] Z. Tomovski, R. Hilfer, H.M. Srivastava, Fractional and operational calculus with generalized fractional derivative operators and Mittag-Leffler type
functions, Integral Transforms Spec. Funct. 21 (2010) 797–814.
[18] S. Konjik, L. Oparnica, D. Zorica,Waves in viscoelasticmedia described by a linear fractionalmodel, Integral Transforms Spec. Funct. 22 (2011) 283–291.
[19] V. Keyantuo, C. Lizama, A characterization of periodic solutions for time-fractional differential equations in UMD spaces and applications,Math. Nachr.
284 (2011) 494–506.
[20] M.D. Riva, S. Yakubovich, On a Riemann–Liouville fractional analog of the Laplace operator with positive energy, Integral Transforms Spec. Funct.
(in press) doi:10.1080/10652469.2011.576832.
[21] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, Wiley and Sons, New York, 1993.
[22] Z. Wei, W. Dong, Periodic boundary value problems for Riemann–Liouville sequential fractional differential equations, Electron. J. Qual. Theory Differ.
Equ. 87 (2011) 1–13.
[23] Z. Wei, Q. Li, J. Che, Initial value problems for fractional differential equations involving Riemann–Liouville sequential fractional derivative, J. Math.
Anal. Appl. 367 (2010) 260–272.
[24] M. Klimek, Sequential fractional differential equations with Hadamard derivative, Commun. Nonlinear Sci. Numer. Simul. 16 (2011) 4689–4697.
[25] D. Baleanu, O.G. Mustafa, R.P. Agarwal, On Lp-solutions for a class of sequential fractional differential equations, Appl. Math. Comput. 218 (2011)
2074–2081.
[26] C. Bai, Impulsive periodic boundary value problems for fractional differential equation involving Riemann–Liouville sequential fractional derivative,
J. Math. Anal. Appl. 384 (2011) 211–231.
[27] A. Bressan, Hyperbolic Systems of Conservation Laws. The One-Dimensional Cauchy Problem, Oxford University Press, 2000.
[28] F.T. Akyildiz, H. Bellout, K. Vajravelu, R.A. Van Gorder, Existence results for third order nonlinear boundary value problems arising in nano boundary
layer fluid flows over stretching surfaces, Nonlinear Anal. RWA 12 (2011) 2919–2930.
[29] B. Ahmad, J.J. Nieto, A. Alsaedi, M. El-Shahed, A study of nonlinear Langevin equation involving two fractional orders in different intervals, Nonlinear
Anal. RWA 13 (2012) 599–606.
[30] A.D. Polyanin, V.F. Zaitsev, Handbook of Nonlinear Partial Differential Equations, Chapman & Hall, CRC, Boca Raton, 2004.
[31] I. Thompson, A note on the real zeros of the incomplete gamma function, Integral Transforms Spec. Funct. (in press)
doi:10.1080/10652469.2011.597391.
[32] N. Sebastian, A generalized gamma model associated with a Bessel function, Integral Transforms Spec. Funct. 22 (2011) 631–645.
[33] M.A. Krasnoselskii, Two remarks on the method of successive approximations, Uspekhi Mat. Nauk 10 (1955) 123–127.
