The adaptive algorithms have been widely studied in Gaussian environment. However, the impulsive noise and other non-Gaussian noise may largely deteriorate the performance of algorithm in practical applications. To address this problem, in this paper, we propose two novel adaptive algorithms for system identification problem with mixed noise scenarios. Both proposed algorithms are based on the framework of the affine projection (AP) algorithm. The first proposed algorithm, termed as VS-APMCCA, combines variable step-size (VS) strategy and maximum correntropy criterion (MCC) to obtain improved performance. For further performance improvement, the VC-VS-APMCCA is developed, which is based on the variable center (VC) scheme of MCC. The convergence analysis of the VC-VS-APMCCA is conduced. Finally, simulation results demonstrate the superior performance of the VS-APMCCA and VC-VS-APMCCA.
I. INTRODUCTION
Adaptive filtering technique has been successfully applied in diverse signal processing fields, such as active noise control, system identification, and adaptive echo cancellation [1] - [3] . The most popular algorithm used in such a technique is the least-mean-square (LMS) algorithm because of its simplicity [4] . The LMS algorithm and its improved version can obtain stable filtering performance in Gaussian noise environment, and they also promote the development of adaptive algorithms [5] - [7] .
To speed up the convergence rate of the LMS algorithm, the affine projection (AP) algorithm was proposed [8] . The AP algorithm enjoys improved performance under the colored input signal [9] , [10] . In [11] , a novel affine projection sign algorithm (APSA) was presented by making use of the L 1 -norm algorithm for system identification in impulsive scenario. Following this work, several APSA-based algorithms were proposed by using variable step-size (VS) scheme [12] - [14] , convex combination strategy [15] and so on.
The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li.
The impulsive noise has short time duration and large amplitude, and as such, leads to 'outliers' of the signal [16] , [17] . Such outliers can cause parameter drift of adaptive algorithm and even make the filter fails to work [17] - [20] . Moreover, in many applications, the impulsive noise may be mixed with other noises, such as Gaussian and uniform [21] . Therefore, filtering such non-Gaussian noise became an important topic in the field of adaptive signal processing.
During the past two decades, several approaches were developed for performance improvement in the presence of impulsive noise [22] - [24] . The sign algorithm and clipped algorithm were proposed for stable performance when large outliers exist in the system [25] , [26] . However, they suffer from slow convergence rate. In [27] , the M-estimate method was first proposed which is based on robust estimation. This method is essentially a limiting idea to achieve stable filtering performance under impulsive environment. Besides, this method can be easily extended to other classes of the adaptive filter. Representative methods include recursive M-estimate algorithm [28] , and active noise control based on M-estimate algorithm [29] , [30] . The fractional lower-order moments (FLOM) strategy is also an alternative VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ method to deal with impulsive noise [31] . The celebrated least mean pth (LMP) algorithm was derived from this scheme [31] , [32] . To further enhance the performance, the normalization version of the LMP and some variants were also developed in [33] , [34] and references therein. The main bottleneck of the FLOM strategy is: it needs the a prior information of the impulsive noise, and then selects a suitable value of p to achieve improved performance [32] . Such a drawback largely prohibits its practical applications. Compared to conventional mean square error (MSE) criterion, the information theoretic learning (ITL) avenue can extract more information from the original signal and as such, it has attracted much attention during the past decade [35] - [37] . According to the theory of ITL, two types of algorithms were extensively investigated in the previous studies, namely minimum error entropy criterion (MEEC) [38] , [39] and maximum correntropy criterion (MCC) [40] , [41] . Among these, the MEEC has proven to be an improved performance when both input and output signals are contaminated by noise [38] . The MCC has a wider range of applications as compared with the MEEC. Chen et al. proved that the MCC is a smoothed maximum a posteriori estimation and has robust performance in impulsive noise [35] . Owing to these good properties, it has been applied to active noise control [42] , system identification [41] , and sparse subspace learning [43] .
The well known MCC method can effectively combat impulsive noise and a great many of researches were performed to improve the performance of MCC. In [44] , a risksensitive loss in kernel space was proposed, motivated by risk-sensitive criterion. This new cost function is benefited by the risk-sensitive criterion and kernel trick, and can lead to a faster initial convergence rate. Consider the filtering task with complex-valued data, some complex MCC algorithms were introduced, which provide a new solution method for complex signal processing [45] , [46] . In 2016, generalized MCC (GMCC) and its corresponding applications were proposed by Chen et al. [47] . The GMCC can be interpreted as a generalized form of the classical MCC, and it was also proposed as an optimality criterion in estimation related problems [47] .
Very recently, the MCC with variable center (VC) was proposed for enhancing performance of MCC [48] . In conventional MCC, the Gaussian kernel function with zero-mean was employed. However, such function may become sub-optimal in certain circumstance. The MCC with VC scheme exploits a more generalized form of MCC and offers improved performance with slightly increased computational complexity. Moreover, such a method was applied to online learning for refining the kernel width and center location [49] .
Motivated by [50] , we propose a novel AP algorithm by using MCC approach and develop a new VS scheme, resulting in VS-APMCCA. In comparison with the FLOM method, the VS-APMCCA uses the high-order error power criterion (HOEP) and can obtain refined performance in mixed noise. Before that, a novel AP algorithm based on MCC has been developed [51] . The difference between our proposed VS-APMCCA and the algorithm in [51] is that the proposed algorithm is designed for mixed noise and the latter algorithm is for sparse system. The algorithm [51] has inverse operation. Therefore, it has increased computational burden for system identification. In contrast, the VS-APMCCA incorporates the VS strategy to overcome the conflict requirement under the fixed step size. While using the variable step size strategy, we also consider reducing the computational complexity of the algorithm. In the previous studies, the convex combination strategy has been proposed to address the conflicting requirement between fast convergence rate and small misadjustment [52] . In general, the convex combination scheme requires more than twice the complexity of a single filter. This drawback may hinder its practical application. The proposed algorithm based on VS scheme can significantly reduce the computational complexity as compared with the convex combination algorithm. Its complexity is even close to the conventional MCC algorithm [41] and as such, it can be easy to implement in engineering. For performance improvement, a VC-VS-APMCCA is proposed based on VC scheme to further enhance the identification accuracy of the adaptive algorithm. In summarize, our contributions can be listed as follows.
1) A novel VS-APMCCA is proposed by using HOEP and VS scheme, which enables the proposed VS-APMCCA to obtain anti-impulsive ability of MCC algorithm and the fast convergence rate of the APA;
2) A novel VC-VS-APMCCA is developed as an added contribution, with an adjustable center position;
3) Convergence behavior of the VC-VS-APMCCA is analyzed; 4) Simulations are performed to demonstrate the effectiveness of the VS-APMCCA and VC-VS-APMCCA.
The content of this work is organized in the following. In Section II, the system identification model used in this paper is described. In Section III, the derivations of the VS-APMCCA and VC-VS-APMCCA are given in detail. In Section IV, the convergence behavior of the VC-VS-APMCCA is provided. Simulation results are performed in Section V, and some conclusions are drawn in Section VI.
II. PROBLEM FORMULATION A. SYSTEM MODEL
System identification is an art of establishing the relationship of input-output. The system identification problem can be solved by the least-square method, the evolutionary algorithm, and adaptive filter [53] - [55] . Among these methods, the adaptive filter can provide more flexible modeling capability and it has been extensively studied [56] . Fig. 1 shows the block diagram of the system identification problem with adaptive filter, where x(k) denotes the input signal at time instant k, y(k) denotes the output signal which is used to approximate the desired signal d(k), ξ (k) denotes the noise signal, and e(k) denotes the error signal. Considering the above system model, the desired signal d(k) can be expressed as 
where w(k) is the weight vector of adaptive algorithm at time instant k. In this expression, the output signal can be computed by y(k) = x T (k)w(k).
B. A REVIEW OF AP ALGORITHM
The AP algorithm can effectively accelerate the convergence rate as compared with basic LMS algorithm. The AP algorithm needs to define the a posteriori error, which can be defined by
At every iteration k, it minimizes the following optimization problem [56] minimize w(k+1)
, . . . , d(k − P + 1)] T denotes the desired signal vector which combines the past P desired signal from past times, and
. , x(k − P + 1)] denotes the input signal matrix with the size of M × P, where P represents the projection order. The update equation of basic AP algorithm is expressed as
where µ is the learning rate and e(k) = [e(k), e(k − 1), . . . e(k − P + 1)] T .
C. A REVIEW OF MCC
Considering the definition of the Gaussian kernel function in MCC
where D and Y are random variables with the same dimensions, and σ denotes the kernel bandwidth (kernel size). The MCC has the ability of dividing space, and it can be derived according to the following cost function [41] :
where E [·] denotes the expectation operation. Using the stochastic gradient method, one can obtain the gradient of (7)
Thus, the update rule of the MCC is
As we noticed, the AP algorithm is based on MSE criterion to obtain a refined performance. Hence, it is natural to take HOEP criterion into account. Unlike the MSE rule, HOEP uses high-order errors to define cost functions, such as E[e 3 (k)], E[e 4 (k)], and so on. Since the Taylor expansion of exp(e 2 (k)) can be expressed as 1
denotes the higher-order terms of the remainder of the Taylor series expansion. Therefore, the cost function of the form exp(e 2 (k)) can be regarded as a kind of HOEP criterion. Pei and Tseng have demonstrated that the HOEP criterion is preferred when the unknown system is contaminated with impulsive noise [57] . Considering the good suppression performance of the MCC, we utilize the MCC as the HOEP criterion. In the next section, we propose novel VS-APMCCA and VC-VS-APMCCA for performance improvement for mixed-noise scenarios.
III. PROPOSED ALGORITHMS
Due to the good suppression performance of the MCC, we utilize the MCC as the HOEP criterion. A class of APs based on MCC for performance improvement under mixed-noise scenarios are proposed in this section.
A. PROPOSED VS-APMCCA Considering affine projection space, based on the HOEP criterion, we re-define the optimization problem in (4) as
where ρ 2 is a threshold and e p (k) = [e p (k), e p (k − 1), . . . , e p (k−P+1)] T . In our derivation, the threshold will be absorbed into the step size. Note that such threshold is similar to the set-membership algorithms and such threshold can be selected according to [58] , [59] . To show the cost function more intuitively, Fig. 3 shows the cost function of MCC and its corresponding gradient value. As can be seen, the large value of kernel size leads to a flatter cost function shape.
The increase in amplitude of the error signal can lead to a small value of gradient. This property can offer stable and robust performance in 'outliers' environment. Utilizing the constraint parameter ζ , we draw the cost function as
By taking gradient of (11) with respect to w(k + 1), thus yielding
Letting (12) equals to zero, we have
Substituting (14) into (10) results in
where µ f > 0 is the scalar parameter. Then, we can combine constant terms σ 2 , ζ , and µ f , at below
In this expression, we take µ f ζ as the L 2 -norms of the error signal. This equation can be regarded as a VS strategy. When the error is large, the step size of the algorithm becomes large, and the convergence is accelerated. The step size of the small algorithm becomes smaller, resulting in small steady-state error. Therefore, the adaptation of the VS-APMCCA can be expressed as follow:
where
We can observe from (17) and (18), the proposed VS-APMCCA can be regarded as the algorithm based on the VS scheme. Note that, at each iteration k, the a posteriori error e p (k) can be calculated via the value of weight vector w(k + 1). However, e p (k) is unavailable in the current iteration k. To overcome this problem, the a priori error e(k) is employed to replace the a posteriori error e p (k) during weight adaptation. This approximation is widely applied to the derivation of the APA-based algorithms, and the similar method can be found in [11] . Finally, we arrive at
In summary, the detailed VS-APMCCA is outlined in Table 1 .
B. PROPOSED VC-VS-APMCCA
To further enhance the performance of the VS-APMCCA, in this section, we develop a novel VC-VS-APMCCA by using VC strategy. The previous studies have demonstrated that the VC strategy can maintain the convergence rate of the algorithm and can provide an accelerated convergence rate. To illustrate the cost function of MCC with VC, Fig. 4 depicts the cost function and its correspondingly gradient value. By using VC scheme, the cost function and gradient value translate c units to the right. They still hold the property of conventional MCC. Fig. 5 further plots a comparison of the LMS, MCC, and MCC with VC. As can be seen from this figure, the MCC and MCC with VC can provide a stable performance when the error signal becomes large. Hence, the updated formulation of the VC-VS-APMCCA can be given by
where c is the vector. Note that e(k) 2 2 σ 2 can be interpreted as an estimation of step size, and VC scheme is only applied to Gaussian kernel. In the previous studies [48] , [49] , the VC strategy is only integrated into Gaussian kernel. The VC-VS-APMCCA is listed in Table 1 .
C. ANALYSIS OF COMPUTATIONAL COMPLEXITY
In this subsection, we analyze the computational complexity of the proposed algorithms along with the existing algorithms. The MCC [41] , least-mean mixed-norm (LMMN) [60] , [61] , and AP [8] algorithms are used as the comparison algorithms. We compare the additions, multiplications, divisions, and exponential operations of the five algorithms, as shown in Table 2 . We can observe from this table that the LMMN algorithm, which benefits from the LMS and LMF algorithms, has the lowest computational complexity. It needs 2M + 2 additions and 2M + 4 multiplications. The MCC algorithm, based on the MCC criterion, slightly increases the computational complexity as compared with the LMMN algorithm. It requires 2M additions, 2M + 5 multiplications, 1 division, and 1 exponential operation. The AP algorithm uses the past information of the input signal, and it requires 2P 2 + PM − P 2 additions and 2P 2 + 2PM + M multiplications. The proposed VS-APMCCA has reduced computational complexity since it does not need the inverse operation of matrix. It requires 2M additions, PM +P+6 multiplication and 2 divisions. Because it utilizes the MCC, this algorithm needs additional 1 exponential operation per iteration. The VC-VS-APMCCA based on VC scheme, slightly increases the computational complexity as compared with the VS-APMCCA. It requires 2M +P additions, PM +P+6 multiplications, 2 divisions, and 1 exponential operation. It still has reduced computational cost as compared with celebrated AP algorithm.
IV. PERFORMANCE ANALYSIS
To begin with the analysis, we define the weight-error vector as follow:
Combining (23) and (21), we can utilize the weight-error vector to rewrite the updated equation as
Then, defining the weighted a priori and a posteriori errors by a (k) = X T (k) w(k) and p (k) = X T (k) w(k + 1), where is the Hermitian positive-definite matrix. Multiplying both sides of (24) by X T (k) from the left, we can gain a relation between the estimation errors a (k) and p (k) (k)e(k) . (25) Supposing that X T (k) X(k) is invertible, (25) is expressed as
Inserting (26) into (24) and rearranging terms, and taking the weighted Euclidean norms on both sides, the energy conservation relation of the VC-VS-APMCCA can be established as follow: (27) where w(k + 1) 2 denotes the weighted squared norm w T (k + 1) w(k + 1). By combining the expressions (25) and (27) yields (k)e(k) . (28) Defining e a (k) X T (k) w(k) . Since e a (k) would not affected by the noise signal, it is reasonable to approximate e(k) with e a (k). Eq. (1) gives e(k) = e a (k) + ξ (k) (29) where ξ (k) = [ξ (k), ξ (k − 1), . . . , ξ (k − P + 1)]. To simplify the analysis, the following two assumptions will be used throughout our analysis: (I) The noise signal ξ (k) is independent and identically distributed (i.i.d.) and statistically independent of the regression matrix X(k).
(II) The matrix sequence X(k) is i. i.d. and w(k) is independent of X(k)X T (k).
By using assumption I and taking the expectation on both sides of (28) yields
Now, define σ vec ( ) and vec −1 (σ ), where vec(·) denotes stack the columns of its matrix argument on top of each other. Then, the notation w(k) 2 vec(σ ) is used to denote w(k) 2 . Under the assumption II, (30) can be expressed as
and ⊗ stands for the Kronecker product. Note that, the recursion (32) is stable if, and only if, the matrix is stable [50] . Therefore, the convergence of the VC-VS-APMCCA in the mean-square sense is guaranteed for any µ(k) in the range
where λ max (·) denotes maximum eigenvalue of a matrix, max λ H ∈ R + denotes the largest positive eigenvalue of H when it exists,
and
V. SIMULATIONS
In this section, extensive simulations are conducted to demonstrate the effectiveness of the proposed algorithms. We have measured the performance of the algorithms on a 2.2-GHz Intel Core i7 processor with 12Gb of RAM, running Matlab R2017b on Windows 7. The following simulations are consisted of three examples. In the first example, the Gaussian and impulsive noises are considered as the noise signal. Note that this case widely exists in ANC system [21] .
In the second example, the uniform noise and impulsive noise are used as the noise signal, and in the third example, the exponential and impulsive noises are employed as the noise signal. The impulsive noise is generated by Bernoulli-Gaussian (BG) distribution, which contains a Bernoulli process and Gaussian process [11] , [62] ζ (k) = B e (k)G a (k) (38) where B e denotes a Bernoulli process with the probability P r , which can be defined by P(B e ) = 1 − P r with B e = 0, and P(B e ) = P r with B e = 1, and G a (k) stands for a white Gaussian process with zero mean and variance σ 2 ζ . To qualify the identification performance of the algorithm, both excess MSE (EMSE) and normalized MSD (NMSD) are adopted in the simulations, which can be respectively defined as EMSE, db = 10log 10 e 2 a (k) (39) and
In EMSE and NMSD, we utilize y-coordinates of the logarithm to make their performance more clear. The length of unknown system is set to M = 10, and w o is generated by random. For a fair comparison, the MCC algorithm [41] , the LMMN algorithm [60] , and the AP algorithm [8] are used as the benchmark algorithms. In the following simulations, all the learning curves are obtained by over 100 independent trials.
A. GAUSSIAN NOISE AND IMPULSIVE NOISE
In the first case, the white Gaussian noise with zero-mean and unit variance is used as the input signal. The mixed noise is modeled by Gaussian noise and impulsive noise. The Gaussian noise is a zero-mean with signal-to-noise ratio (SNR) = 10dB, and the impulsive noise with Pr = 0.001 and σ 2 ζ = 30. To demonstrate the effect of c on the performance of the VC-VS-APMCCA, Fig. 6 shows the NMSDs of the algorithm versus different c. We observe that the VC-VS-APMCCA with c = [2 0 1 1 1 1 1 1] has the best performance among these cases. Therefore, we fix this choice in the following studies. The EMSE performance of five algorithms is tested, as shown in Fig 7. In the MCC algorithm, the stepsize µ is set to 0.6 and the kernel size σ = 1. In the LMMN algorithm, the step-size µ = 0.03, the mixing parameter λ = 0.04. For the conventional AP algorithm, we fix the step-size µ = 0.025 and the projection order P = 8 for a fair comparison. The proposed two algorithms, VS-APMCCA and VC-VS-APMCCA, we set µ = 0.025, µ = 0.08, σ = 2, and P = 8. Specifically, for the vector c, we select c = [2, 0, 1, 1, 1, 1, 1, 1] T . All the parameter settings are selected to ensure the fast convergence rate and small final EMSE. As can be seen from this figure, the AP and LMMN algorithms have large fluctuations during adaptation. The MCC algorithm has a stable performance in the presence of mixed noise, it reaches −15dB for system identification. Owing to using MCC and HOEP criterion, the proposed two algorithms significantly enhance the accuracy of system identification with similar initial convergence rate. Fig. 8 shows the corresponding NMSD learning curves of the algorithms for Example 1. It can be observed from this figure that all the NMSDs have the same trends as compared with Fig. 7 . With the similar initial convergence rate, the VS-APMCCA achieves improved misadjustment in comparison with the state-of-the-art algorithms. Because of VC strategy, the VC-VS-APMCCA can achieve smaller misadjustment as compared with the VS-APMCCA. To further demonstrate the performance, Fig. 9 and Fig. 10 illustrate the steady-state NMSDs versus step-size and SNR, respectively. We can see from Fig. 9 that the VC-VS-APMCCA achieves reduced NMSD(about 5dB) with different µ. For different SNRs, the VC-VS-APMCCA has improved performance when SNR ranges from 5dB to 20dB (See Fig. 10 ). When SNR = 0dB and 25dB, the VS-APMCCA owns enhanced steady-state NMSD.
B. UNIFORM NOISE AND IMPULSIVE NOISE
In the second example, the performance of algorithms under uniform and impulsive noises is investigated. The uniform noise is modeled by uniform distribution U(−0.5,0.5), and the impulsive noise used in this example is the same as Example 1. The white Gaussian noise with zero-mean and unit variance is utilized as the input signal. Fig. 11 plots he NMSD learning curves of the VC-VS-APMCCA with difference selections of c. It can be observed that the VC-VS-APMCCA with c = [2 0 1 1 1 1 1 1], c = [1 1 1 1 1 1 1 1]  FIGURE 11 . NMSDs of the algorithms versus different c under uniform noise and impulsive noise. and c = [2 0 0 0 1 1 1 1] achieve similar performance. Since the VC-VS-APMCCA with c = [2 0 1 1 1 1 1 1] has slightly faster initial convergence rate as compared with other selections, we choose c = [2 0 1 1 1 1 1 1] in this case. Fig 12 shows the EMSEs of the MCC, LMMN, AP, VS-APMCCA, and VC-VS-APMCCA in the presence of uniform noise and impulsive noise. All the parameter settings are the same as Example 1. As can be seen, the AP and LMMN algorithms suffer from stability problem under this scenario since these algorithms are based on MSE criterion. In contrast, the MCC algorithm can obtain robust performance. The VS-APMCCA and VC-VS-APMCCA converge as fast as the MCC algorithm, and can achieve smaller NMSD. To further demonstrate the identification performance, we plot the NMSD learning curves of five algorithms in Fig. 13 . One can see that all the algorithms share very close initial convergence rate and they reach steady-state at iteration about 250. The VS-APMCCA reaches final NMSD about −25dB and the VC-VS-APMCCA achieves reduced NMSD about 2dB. Finally, the performance of steady-state NMSD versus step-size is tested in Fig. 14. It can be observed from this figure that the VS-APMCCA has smaller NMSD. The smaller value of step-size, the smaller steady-state NMSD is. As a modified version of VS-APMCCA, the VC-VS-APMCCA achieves more accuracy identification performance, it reduces final NMSD performance of the VS-APMCCA about 5dB. We can also conclude from Fig. 14  and Fig. 9 , the VC-VS-APMCCA can obtain great performance enhancement in the case of Example 2. Finally, we investigate the proposed algorithm with colored input in Fig. 15 . The colored input is a first-order autoregressive (AR(1)) signal with a pole at 0.2. Other simulation conditions are the same as Fig. 14. One can observe from this figure that the VS-APMCCA and VC-VS-MCCA can obtain smaller steady-state NMSD under the colored input. 
C. EXPONENTIATED NOISE AND IMPULSIVE NOISE
In the last example, the unknown system is corrupted by exponentiated and impulsive noises, where the exponentiated noise is modeled by exponential distribution with mean parameter (exponential parameter) 0.1 and the impulsive noise is generated by BG distribution with P r = 0.001 and σ 2 ζ = 30. Fig. 16 shows NMSDs of the VC-VS-APMCCA with six different selections. As can be seen from this figure, c = [2 0 1 1 1 1 1 1] slightly enhances the initial convergence rate. Fig. 17 shows the EMSEs of existing algorithms and the proposed algorithms during adaptation. We repeat the parameter settings of Example 2. We can observe from this figure that all the algorithms achieve stable filtering performance in this case. The MCC and AP algorithms have quite close performance in this scenario, and both algorithms reach −20dB final EMSE. The LMMN algorithm, which combines the LMS and least mean fourth (LMF) algorithms, has improved steady-state error as compared with the MCC and AP algorithms. The proposed VS-APMCCA and VC-VS-APMCCA further reduce the EMSE, and the VC-VS-APMCCA has slightly smaller EMSE when compared to the VS-APMCCA. Correspondingly, the NMSDs of five algorithms are depicted in Fig. 18 . Again, the proposed algorithms achieve improved performance and the VC-VS-APMCCA has the best performance. Fig. 19 plots the steady-state NMSDs with different selections of µ. It can be found that the small value of step-size gains smaller NMSD, as we expected. The VC-VS-APMCCA reduces the steady-state NMSD as compared with the VS-APMCCA. In particular, we discuss the effect of exponential parameter on the steady-state NMSD performance. As shown in Fig. 20 , two proposed algorithms have quite close identification performance in most cases. Moreover, the VC-VS-APMCCA has improved performance when the exponential parameter is set to 0.05, and the VS-APMCCA enjoys smaller NMSD when the exponential parameter is in the range of 0.3 to 0.5.
VI. CONCLUSION
In this paper, we have proposed two novel AP algorithms based on MCC and VC strategy for performance improvement in system identification with mixed noise. The proposed VS-APMCCA combined the benefits of AP and MCC algorithms, which can significantly reduce steady-state error with moderate computational complexity in various environments. To further enhance its performance, the VC scheme has been introduced to VS-APMCCA, resulting in VC-VS-APMCCA. Moreover, the convergence behavior of the VC-VS-APMCCA has been analyzed. Extensive simulation results validate the effectiveness of the proposed algorithms as compared with existing algorithms for system identification problem. It should be stressed that the selection of variable center c is based on simulations, which may prohibit its engineering applications. Hence, it is reasonable to employ the method in [63] to the proposed algorithm. In the future, we will conduct research in this approach.
