In this paper we study the structure of nonnegative nontrivial solutions of the following problem:
Introduction
In this paper we study the following singularly perturbed problem:
− p u = f(u) in u ¿ 0 in ; u = 0 on 9 (P) where is a bounded smooth domain in R N (N ¿ 1), p u = div(|Du| p−2 Du) with p ¿ 1, Du = (D 1 u; : : : ; D N u), D i u = 9u=9x i , ¿ 0 is su ciently small.
The p-Laplacian operator p appears in the study of non-Newtonian uids. The quantity p is a characteristic of the medium. Media with p ¿ 2 are called dilatant uids and those with p ¡ 2 are called pseudoplastics. If p = 2, they are Newtonian uids (see, for example, [4, 10] and the references therein). The p-Laplacian also appears in the study of torsional creep (elastic for p = 2, plastic as p → ∞, see [9] ), ow through porous media (p= 3 2 , see [14] ) or glacial sliding (p ∈ 1; 4 3 , see [13] ).
u is called a nonnegative nontrivial solution of (P) if u ∈ W 1; p ( ) ∩ C 1 0 ( ) satisÿes (P) in the weak sense and u ¿ 0; u ≡ 0 in .
Problem (P) and its semilinear case have been studied by many authors recently (see [3, 7, 8, 11, 16 ] and the references therein). In [7] , Guo and Webb show that there exist two positive solutions of (P) for su ciently small. One is the unique large solution u , the other is a small solution (or mountain pass solution) u . Moreover, u satisÿes max u ¡ z 2 and u → z 2 in C loc ( ) as → 0 + ; which develops a boundary layer as → 0 + , if the function f ∈ C 1+ (R) (0 ¡ ¡ 1) satisÿes the following conditions: Guo and Webb also prove that u has only one maximum point x ∈ when p ¿ 2 and is a convex domain. Moreover, v (y) :
is the unique positive (radial) solution of
and lim → 0 + dist(x ; 9 ) ¿ ¿ 0. From Theorem B in [7] , we know that for Problem (Q) exists a unique positive radial solution v = v(r); (r = |x|) with v(0) ¿ ; v (0) = 0; v (r) ¡ 0 for r ¿ 0 under the assumptions (f 1 )-(f 4 ) with p ¿ 2. It is also shown that
for any Á ∈ (0; m=(p − 1)) and
When is a convex domain and f(s) = s q − s p−1 , the authors in [16] prove that Problem (P) exacts a small solution similar to that in [7] by moving plane method, where p ¿ 2; p − 1 ¡ q ¡ p * − 1, and p * is the critical Sobolev exponent, i.e.,
In the present paper, we are interested in the structure of nonnegative nontrivial solutions of (P) when f ∈ C 1 (0; ∞) ∩ C([0; ∞]) satisÿes (f 1 ); (f 2 ) and (f 3 ), where (f 1 ) is as follows:
where 0 ¡ a ¡ . If 0 ¡ ! ¡ p− 1, then f satisÿes (f 1 ); (f 2 ) and (f 3 ). If ! = p − 1, then f satisÿes (f 1 )-(f 4 ), which has appeared in various models in applied mathematics, including population genetics and chemical reactor theory (see, e.g., [8] with p = 2 and the references therein).
It is known from Theorem 5 in [15] (see also [5] ) that the strong maximum principle holds if f satisÿes
where ÿ ∈ A p and
That is, if f satisÿes ( * ) and u is a nonnegative nontrivial solution of (P), then u ¿ 0 in and 9u 9 ¡ 0 on 9 , where is the unit outward normal vector of 9 . Moreover, ( * ) is necessary and su cient for u having such properties. In other words, if f does not satisfy ( * ), the dead core, i.e. G = {x ∈ : u (x) = 0} = ∅ can occur for any nonnegative nontrivial solution u of (P) (see [15] ). The simple example of f satisfying (
. It is clear that f does not satisfy ( * ) if f satisÿes (f 1 ). We shall prove that (P) only has nonnegative nontrivial solutions with compact support for su ciently small if f satisÿes (f 1 ); (f 2 ) and (f 3 ). It is the goal of this paper to prove the following Theorem:
Theorem A. Let f satisfy (f 1 ), (f 2 ) and (f 3 ). Then, for su ciently small, any nonnegative nontrivial solution u of Problem (P) satisÿes
where q( ) ¡ ∞, lim → 0 + q( ) = ∞, and F ; k ⊂ . For each F ; k , u has only one local maximum point x ; k ∈ F ; k ; u → 0 outside any neighbourhood of x ; k and ¡ u (x ; k ) = max
More precisely, there exist constants 0 ¡ C 0 6 C * 0 ¡ ∞ independent of and k such that
for all k = 1; 2; : : : ; q( ), where
We shall ÿrst consider the case of = B, the unit ball of R N . It is seen that all nonnegative nontrivial solutions of (P) develop to the solutions with spike layers as → 0 + . It is well known from [6] that any nonnegative nontrivial solution of (P) with p = 2 is radially symmetric for f being locally Lipschitz continuous in [0; ∞). Our results in this paper imply that such a property does not hold if f is only H older continuous at s = 0. Then we generalize the results to bounded smooth domains . We prove that if f satisÿes (f 1 ); (f 2 ) and (f 3 ), there are many nonnegative nontrivial solutions of (P) and they are spike-layered solutions for su ciently small. We also obtain the estimate of measure of each spike layer as → 0 + .
The case of N = 1
In this section, we study the structure of nonnegative nontrivial solutions of (P) with N = 1. Our problem now is
We assume that f satisÿes (f 1 ); (f 2 ) and (f 3 ). We can easily ÿnd a nonnegative nontrivial solution u of (1.1) which is a global minimizer of the functional
where u + = max{u; 0} and
. Moreover, it is easily known from the regularity of the operator
, we know from the maximum principle near z 2 (see Theorem B in [7] or [12] ) that max u ¡ z 2 .
To prove our results, we shall make use of the following Lemma 1.1. In recent papers, F. Brock proved Lemma 1.1 using a new rearrangement technique called Continuous Steiner Symmetrization (CStS) (see [1, 2] ).
be a nonnegative nontrivial solution of (P) with = B, a ball, and suppose that (a) if f(S) = 0 for some S ¿ 0 and there is a functionÿ ∈ A p such that f(s) 6ÿ(S − s) for 0 6 s 6 S:
where A p is deÿned as the above, z k ∈ R N ; R k ¿ 0; u is radially symmetric in B R k (z k ) with respect to the origin z k , i.e.,
for any x ∈ B R k (z k )\{z k }, k = 1; 2; : : : ; m and the case m = ∞ is possible in (1.3).
Note that if f satisÿes (f 1 ), (f 2 ) and (f 3 ), we can chooseÿ = Ms p−1 ∈ A p (M ¿ 0 su ciently large) and S = z 2 (or z 1 ) such that
Remark. Note that if f satisÿes (f 1 ), (f 2 ) and (f 3 ), there exists M ¿ 0 such that f(s)+Ms ! ¿ 0 for s ¿ 0 but Ms ! ∈ A p with 0 ¡ ! ¡ p − 1, we cannot ÿndÿ ∈ A p such that f(s) +ÿ ¿ 0 for s ¿ 0. So Lemma 1.1 and the necessary and su cient conditions (see Theorem 5 in [15] ) imply that any nonnegative nontrivial solution u of (1.1) is one of the following two cases.
Note that z k , R k and m depend upon and we denote them by z ; k , R ; k and m( ). Theorem 1.2. Let f satisfy (f 1 ); (f 2 ) and (f 3 ). Then, for ¿ 0 su ciently small, any nonnegative nontrivial solution u of (1.1) satisÿes u ∞ ¡ z 2 and
for all k = 1; 2; : : : ; m( ). Furthermore,
Proof. The existence of at least one nonnegative nontrivial solution u of (1.1) is known from the beginning of this section and u ∞ ¡ z 2 . On the other hand, it follows from Lemma 1.1 that u satisÿes (1.3) and (1.4). Note that z k ; R k and m are replaced by z ; k ; R ; k and m( ). We ÿrst claim Here m( ) ¿ 1 and m( ) = ∞ is possible. We ÿx some l ∈ {1; 2; : : : ; m( )}; l = ∞ such that
(we know that such l exists since u (0) = u (1) = 0) and set
Then, it follows from the facts u ∈ W 1;
This implies that u l (x) = 0 for any x ∈ (0; 1)\B R ; l (z ; l ):
Since u l = 0 at x = z ; l − R ; l and x = z ; l + R ; l . This is our claim. Multiplying the equation in (1.1) by u and integrating it over (0,1), we have
Since u (0)=u (0)=0, it follows that C=0. For any k ∈ {1; 2; : : : ; m( )}, one obtains that F(u (z ; k ))= 0 by (1.9). Thus, u (z ; k ) = . This implies that 0 6 u 6 in B R ; k (z ; k ). On the other hand, (1.9) implies that
for x ∈ (z ; k − R ; k ; z ; k ) and
We know that [−pF(s)] −1=p ds converges at s=0 since f satisÿes (f 1 ), the integral also converges at s = since F ( ) = f( ) ¿ 0. Therefore, the solution u can be constructed by (1.10) and R ; k can be obtained from (1.11) . This also implies m( ) := 
Remark. If we deÿne
a peak of u , it is easy to know that for each k ∈ {1; 2; : : : ; m( )}; u k is a nonnegative nontrivial solution of (1.1) and for any j; k ∈ {1; 2; : : : ; m( )} and j = k; u k + u j is also a nonnegative nontrivial solution of (1.1). These also imply that (1.1) has at least 2 m( ) − 1 nonnegative nontrivial solutions.
The case of N ¿ 2
In this section, we shall see that the structure of nonnegative nontrivial solutions of (P) in B with N ¿ 2 is similar to the case of N = 1, but the proof is a little more complicated.
Theorem 2.1. Let f satisfy (f 1 ); (f 2 ) and (f 3 ). Then, for ¿ 0 su ciently small, any nonnegative nontrivial solution u of (P) in B satisÿes
where m( ) ¡ ∞; lim → 0 + m( ) = ∞; and B R ; k (z ; k ) is a ball with the center at z ; k and radius R ; k . Moreover, we have
for all k=1; 2; : : : ; m( ), where 0 ¡ C 1 6 C 2 ¡ ∞ are constants independent of and k. Furthermore,
for x ∈ B R ; k (z ; k )\{z ; k }; k = 1; 2; : : : ; m( ).
Proof. The existence of at least one nonnegative nontrivial solution u of (P) can be obtained by minimizing the corresponding functional of the equation of (P) and the regularity of the operator −div(|D · | p−2 D·). Moreover, max u ¡ z 2 . It follows from Lemma 1.1 and Theorem 5 in [15] that u satisÿes (1.3). By arguments similar to Theorem 1.2, we have that u = 0 on 9B R ; k (z ; k ); 9u 9 = 0 on 9B R ; k (z ; k ):
We easily know that [I (u (r))] ¡ 0 for r ∈ (0; R ; k ); k = 1; 2; : : : ; m( ) (if m( ) = ∞; k = 1; 2; : : :).
This implies that
I (u (r)) ¿ 0 in (0; R ; k ) and F(u (0)) ¿ 0:
Thus, ¡ max BR ; k (z ; k ) u ¡ z 2 . Now show (2.3). We shall use contradiction arguments to prove it. Suppose that there exists a sequence {( n ; k n )} with n → 0 as n → ∞ such that (2.3) does not hold for all n large. Then we can re-order the compact sets in (1.3) for each n such that k n = 1 for all n. Setting R n;1 ≡ R n ; u n ≡ u n , we shall prove that the following two possibilities cannot occur (if necessary, we can choose subsequences):
Carrying out the transformations r = =R n ;ũ n (r) = u n ( ):
We know thatũ n satisÿes the problem 
andũ n are positive solutions of (2.7) for all n; Â n = n R −p
Then E n (r) ¡ 0 for 0 ¡ r ¡ 1. Let H n = {r ∈ (0; 1); 0 6ũ n (r) 6 }. We claim that meas(H n ) → 0 as n → ∞. In fact, we know that each H n is an annulus and
for r ∈ H n :
Therefore,
Since F(s) ¡ 0 is increasing for s ∈ (z 1 ; ) and f satisÿes (f 1 ), we easily know that the right-hand side of (2 .8) where is independent of n and J n = {x ∈ B; dist(x; 9B) ¿ Â 1=p n }. Let r n ∈ (0; 1) such that 1 − r n = 0 Â 1=p n ; 0 ¡ 0 ¡ =2. Thenũ n (r n ) ¿ + . Setting
We easily know thatû n satisÿes the problem
We have that Z n = 0 and
Now we claim that {û n } is uniformly bounded. In fact, multiplying the equation in (2.7) byû n and integrating it over (0; r), we see that
This implies that
Since |û n (y)| = Â 1=p n |ũ n (r)|, we easily obtain our claim from (2.13). So {|û n | p−2û n }, with p ¿ 1 uniformly bounded. Therefore, we obtain from (2.10) thatû n →û in C 1 loc (0; ∞) as n → ∞ andû satisÿes
Moreover,
Multiplying the equation in (2.14) byû and integrating it over (0; y), we have
But from (2.15), we know −F(û(y)) ¡ 0, it is a contradiction. This implies that Case (ii) cannot occur either. Thus (2.3) holds. Moreover, (2.3) also implies that m( ) ¡ ∞ for ¿ 0, but lim → 0 + m( ) = ∞. There is a remark similar to that after Theorem 1.2 here. Therefore, there are many nonnegative nontrivial solutions of (P) for su ciently small.
Remark.
The results similar to Theorem 2.1 hold for any ball B R (x 0 ) for x 0 ∈ R N and R ¿ 0.
The proof of Theorem A
In this section, we consider the case that is a bounded smooth domain. We ÿrst obtain the following comparison result which is useful in the following results.
Deÿnition 3.1. We call a function u a subsolution (or supersolution) of Problem (P) if
Lemma 3.2. Consider function g : R → R, continuous and increasing, such that g(0) = 0 and functions
and u 1 6 u 2 on 9 :
Observe that every summand in this last expression is nonnegative, and hence we obtain that (u 1 − u 2 ) + = 0 in or, equivalently, u 1 6 u 2 in . The proof of this result can be found in [4] . The fact that T is nondecreasing follows from Lemma 3.2. Then there exists a minimal (and, respectively, a maximal) solution u * (resp. u * ) for Problem (P) in the "interval "
In particular, every solution u ∈ [u; u] of (P) also satisÿes u * (x) 6 u(x) 6 u * (x) for x ∈ .
Proof. Since f satisÿes (f 1 ), there exists M ¿ 0 su ciently large such that f(s) + Ms ! is nondecreasing for s ∈ (0; z 2 ). Consider the set [u; u] and deÿne the operator S :
Clearly, S is nondecreasing and bounded. Moreover, if v n ; v ∈ [u; u], then
Let v n → v in . Applying the Lebesgue dominated convergence theorem, we obtain that Sv n − Sv L p → 0, and then S is continuous. Consider the continuous nondecreasing operator G :
is the unique solution of the boundary value problem
Writing u 1 = G(u); u 1 = G( u), we obtain that ∀ ∈ D + ( ),
and
Applying Lemma 3.2 and taking into account that G is nondecreasing, we obtain u 6 G(u) 6 G(u) 6 G( u) 6 u in ; ∀u ∈ [u; u]. Repeating the same reasoning, we can prove the existence of sequences {u n } and {u n } satisfying
and, for every solution u ∈ [u; u] of Problem (P), we have
. This completes the proof.
The Proof of Theorem A. It follows from the necessary and su cient conditions (see Theorem 5 in [15] ) that if f satisÿes (f 1 ); (f 2 ) and (f 3 ), any nonnegative nontrivial solution u of (P) satisÿes 9u =9 = 0 on 9 . By arguments similar to Theorem 2.1, we know that Problem (P) has at least one nonnegative nontrivial solutions.
Choose a large ballB ⊂ R N such that ⊂B, and deÿne u to be 0 inB\ , we have that
. On the other hand, it follows from Proposition 3.4 that there exists a nonnegative nontrivial solution v of (P) inB with v ¿ u inB and maxB v ¡ z 2 . Note that u is a subsolution of (P) inB and z 2 is a supersolution of (P) inB. It follows from Theorem 2.1 that
where m( ) ¡ ∞; lim → 0 + m( ) = ∞; B R ; k (z ; k ) ⊂B is a ball with the center at z ; k and radius R ; k . Moreover,
for su ciently small and all k = 1; 2; : : : ; m( ), where 0 ¡ C 1 6 C 2 ¡ ∞ are constants independent of and k. Since 0 6 u 6 v in , we have that for su ciently small and all k = 1; 2; : : : ; q( ). Suppose that the left-hand side of (0.2) were not true, we can choose the largest ball B * ; k ⊂ F ; k such that there exists at least one point x ; k ∈ 9B * ; k with u (x ; k ) = 0; moreover, there exists a sequence {( n ; k n )} with n → 0 as n → ∞ such that −1=p n d B * n; kn → 0 as n → ∞. We can re-order the sets F ; k in (3.4) such that k n = 1 for all n. Now we consider the problem − n div(|Dw n | p−2 Dw n ) = f(w n ) in B * n;1 ; w n = 0 on 9B * n;1 : (3.5)
It follows from Theorem 2.1 and the remark after its proof of it that there exists a nonnegative nontrivial solution w n of (3.5) such that supp w n = mn k=1 B R n; k (z n; k ) ⊂ B * n;1 and w n = w n ( ) ( = |x − z n; k |) and 9w n 9 ¡ 0 (3.6) for x ∈ B R n; k (z n; k )\{z n; k }, k = 1; 2; : : : ; m n . Since The arguments similar to Theorem 2.1 also imply that max BR n; k (z n; k )
w n ¿ for all k: (3.8)
So we can easily derive a contradiction by the similar proof of Case (i) of Theorem 2.1. This completes the proof of (0.2).
To prove (0.1), we consider the problem − div(|Dw| p−2 Dw) = f(w) in B * ; k ; w = 0 on 9B * ; k : (3.9)
It is clear that u is a supersolution of (3.9) and 0 is an unstable solution of (3.9). Proposition 3.4 implies that there exists at least one nonnegative nontrivial solution w ; k of (3.9) satisfying 0 6 w ; k 6 u in B * ; k . Theorem 2.1 implies that ¡ max w ; k ¡ z 2 , hence ¡ max F ; k u ¡ z 2 . This completes the proof of Theorem A.
Remark. The arguments similar to Theorems 1.2 and 2.1 imply that there are many nonnegative nontrivial solutions of (P) when is bounded smooth domain and is small.
