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ABSTRACT 
In this paper a new modulation scheme called transform 
modulations is proposed which improves the system perfor- 
mance in frequency-flat fading mobile channels. They ame- 
liorate the effect of the fadings over the transmitted signal by 
spreading the information in time, uskg a linear transform 
operator. The design of this schemes is discussed and its ad- 
vantages ar shown by means of simulations. The relationship 
of this schemes with OFDM modulation is also analyzed. 
1. INTRODUCTION 
This work deals with block transmission strategies for mobile 
communications which are robust in front of frequency-flat 
fading (F3) channels. In this paper some modulation schemes 
are proposed that achieve performance improvements with- 
out the need of increasing the transmission bandwidth or 
power, at the expense of increasing the constellation size. 
These techniques can be regarded as a generalition of the 
usual h e a r  modulations (PSK, QAM, etc.) and they adopt 
the same policy as OFDM (Orthogonal F q u e w y  Division 
Multiplexing) modulation. 
The robustness of OFDM in front of F3-channels was first 
noticed in 111. Afterwards, in 121, some techniques for mul- 
tiplicative distortion compensation were proposed based on 
DFE (Decision Feedback Equalizer) approaches, whereas the 
channel response estimation was studied in [3] and a new 
blind equaliiation algorithm was proposed in [4]- 
In mobile communications subject to F3-channels, the per- 
formance improvement of OFDM on previously reported 
single-carrier schemes stems from the fact that in OFDM 
the symbols are transmitted in parallel. Thus, their duration 
is increased and, so, the probability of loosing one of them 
due to a fading decreases. OFDM modulation distributes 
the fading distortion among all symbols in a frame rather 
than concentrating it in a few of them, as happens in the 
single carrier case, and this allows for a decrease in the BER 
at the receiver. In some sense, the parallel transmission in 
OFDM provides robustness in front of the F3-cha~el  in the 
same way as diversity techniques do, even though it cannot 
be strictly considered as one of them because no redundancy 
is introduced at the transmitter or the receiver. According 
this point of view, this feature of OFDM will be named here 
tempoml diversity. 
In this paper it will be shown that many other transmis- 
sion schemes share the same ‘temporal diversity’ of OFDM. 
The formulation of all these techniques is based on the trass- 
form modulations which are defined and analyzed in this pa- 
per. The design of the transform is also studied using perfor- 
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mance and computational cost criteria. As shown in the next 
sections, the main conclusion from our analysis is that the 
Discrete Fourier Transform (DFT) and OFDM offer a good 
trade-off between performance and computational load. 
Du5.q the development of this work, the same approach 
we propose here appeared in [5]. The basic transmission 
scheme applied there was the same one suggested in this pa- 
per. However, our conclusions are different from theirs, due 
to the fact that the two works have been developed under 
different constraints and design criteria. The differences be- 
tween the two analysis will arise in the next sections. 
The transmission 
scheme is first introduced (section 2). Then the criteria ap- 
plied for transform design is analyzed (section 3) and the 
transform is finally elected (section 4). Section 5 deals with 
the relationship between OFDM and the proposed transform 
modulation schemes. Finally, section 6 shows some results 
on the performance of the proposed schemes in F3-channels. 
The paper is organized as follows. 
2. PROBLEM FORNIULATEON AND SIGNAL 
Figure 1 shows a block diagram of the proposed transmis- 
sion scheme. The information symbols are rearranged into 
blocks of N named 1 (serial-to-parallel conversion) and they 
are applied to a linear transform 2, which is defined by an 
(N x N )  matrix. The transformagon output symbols make 
up a frame of the transmitted signal: 
MODEL 
(1) 
d = [ i ( n )  i (n+l)  .-. i (n+N-1) lT  
g= [s (n )  s ( n + l )  ... s ( n + N - l ) ] T  
- s=Td -
These symbols are applied to a modulator which transmits 
them according to a linear modulation: 
s (t) = cs (72) - p  (t - nT) 
7L 
being p ( t )  the shaping pulse and T the transmission rate. 
At the receiver, assuming the channel response is constant 
during one symbol transmission, the matched filter output is 
Y (4 = s (71) - c (n) + w (7%) (3) 
being c (n) the F3-channel response and w (n) an additive- 
white Gaussian noise component with variance CT;. Using 
matrix notation, this equation can be expressed as: 
- C = diag{c(n),c(n+l) . - -  c ( n + N - I ) )  - 
O 1  ... 
y=g.s+zu (4) 
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The last step in the transmission process consists of the a p  
plication of the inverse transform to the received sequence 2 
in order to retrieve the information symbols i (n): 
(5 )  
Equations ( l t ( 5 )  summarize the system under analysis. 
Notice that it can be considered as a generalization of the 
traditional linear modulations, for these can be expressed as 
a particular case of the proposed scheme with 2 = L. 
When no transform is applied, E = si + 2 and the trans- 
mitted data appear at the receiver maiplied by the channel 
response c. As the channel is modelled as a diagonal ma- 
trix, no intersymbol interference (ISI) appears between the 
information symbols. However, if a deep fading occurs, it 
will cause the complete loss of the symbols which were being 
transmitted due to the temporary SNR degradation. 
System behavior changes when a transform is employed. 
Then, if (1) is written in terms of the column vectors of 
matrix 2, the transmitted signal can be expressed as: 
- -  
- 
N-1 
k=O 
In this equation it is evident that the N information symbols 
are transmitted simultaneously, each one being associated to 
a different vector & and having duration NT. 
In order to understand the performance of the system it 
is advisable to rephrase equation (1) as a basis change. The 
transformed symbols s (n) can be understood as the projec- 
tion of the informationi over the row vectors ofz. Hence, the 
loss of one of the coefficients in 2 due to a f*-is equivalent 
to the loss of the corresponding projection of 4 and, there- 
fore, is equivalent to a partial degradation of all transmitted 
symbols. Thus, the transform achieves the desired temporal 
diversity. Since T-’CT is not a diagonal matrix, the price 
which has to be-pinor the temporal diversity is the a p  
pearance of IS1 in E and, so, the need of performing joint 
detection of all transmitted symbols. 
Once it has been shown that the linear transform can pro- 
vide the desired robustness in front of the F3-channel, next 
step is the design of the transformg. However, before moving 
on to it, it is worth mentioning that the transform modula- 
tions have at least two main drawbacks: 
The transmitted signal has no constant envelope because 
the modulation process increases the number of ampli- 
tude levels proportionally to its length N .  This may im- 
pose severe constraints on the nonlinearity of the power 
ampliier stages. 
Symbol detection cannot be camed out until the whole 
frame has been received. This may introduce an impor- 
tant delay when the transform size N is large. 
3. TRANSFORM DESIGN CRITERIA 
Transform selection must be based on its performance in 
front of the additive noise and the channel multiplicative 
distortion. Thus, the design criteria must take into account 
their contributions to the received signal degradation. The 
error in the received signal is: 
Substituting (5) in the previous equation: 
- € = E - &  (7) 
where & and gT represent the IS1 and noise contributions 
respectively. Therefore, if the channel is assumed detennin- 
istic, 4 is taken as a stochastic process realization and the 
usual uncorrelation hypothesis are made: 
E [iiH] :=&?I; - E [igH] =Q -
E [4 = U? Q-lGZ -- .- - L) &-I= -- - 9 H+a;z-’ E-’)” 
(9) 
then the error g covariance matrix is: 
(10) 
Given that g generally is not Gaussian, its covariance matrix 
does not characterize it completely. However, it does allow 
for a first approximation to its behavior, as for large trans- 
form sizes N the distribution function of is asymptotically 
Gaussian (central limit theorem). 
Now, we can proceed to define the criteria under which the 
transform 2 will be designed. The selected transform should 
fulfiu four Conditions: 
1. Being a unitary matrix 
2. Providing the desired temporal diversity 
3. To ease the process of channel distortion com- 
pensation 
4. Having a low computational cost 
Next, this four conditions are analyzed. 
3.1. Unitarity 
The transform matrix must be unitary (TzH = zHT - -= L )  
ir; order to preserve the Euclidean &&is properties and 
correlation properties of the information symbols and the 
additive noise term. 
When this condition is fulfilled, if the diagonal matrix Q - 
is defined as: 
- - -  D = a p - p - C + I  - - -  (11) 
then the channel distortion error covariance matrix (see (8)) 
and the variance due to channel distortion can be written as: 
being tr {-} the trace operator. Therefore, the total distortion 
introduced by the channel does not depend on the selected 
transform. What makes the difference between the distinct 
unitary 2 - is its distribution between all components in $. 
3.2. Temporal diversity 
The transform g must provide the desired temporal diversity, 
that is, the channel distortion must be shared equally by all 
the transmitted symbols, no matter what is the multiplicative 
channel realization. Matlhematically, the temporal diversity 
can be expressed as all the components in the error signal 
having the same variance: 
I 
main diagonal {E [a*] } = constant (15) 
where the expectation operator is performed with respect to 
the transmitted signal. When using a unitary matrix, this 
condition can be further (developed to  get to more useful re- 
sults. Equation. (6) can be expressed in terms of the column 
vectors of as: - 
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Therefore, the main diagonal coefficients in the covariance 
matrix are: 
main diagonal{E [&A?]} = {gQ&}05k<N-l - 
As the matrix is diagonal, the only way to verify equation 
(15) for any multiplicative channel realization is to force that: 
It11 = k 2 1  ~ . . = k N l  (17) 
where 1.1 stands for the absolute value operator. Notice the 
relationship between this result and the ones obtained in [5], 
although there only the real transform case was analyzed. 
3.3. Channel distortion compensation 
The introduction of the transform cannot hinder either the 
receiver capability of optimally detecting the information 
symbols or that one of easily describing and understanding 
the effect of channel distortion over the transmitted signal. 
In this context, in [5] it was said that the optimum receiver 
was too complex to be carried out, so that in practical a p  
plications the Minimum Mean Squared Error linear receiver 
(MMSE) had to be emplqed. This section is intended to 
show that there is a case where this optimum receiver is 
computationally feasible. That is possible because the multi- 
plicative distortion can be analyzed in a different framework 
where the matrix notation is replaced by that one of convolu- 
tion and aliasing. Let's assume the transform - corresponds 
to a scaled transpose Vandermonde matrix: 
and let% describe the input sequence by its associated poly- 
nomial (or equivalently its >transform): 
i (z) = i(n> + i(n + 1). + . . . + i(n + N - l ) z N - '  (19) 
Then, the transformation process can be understood as the 
computation of the residue' of i (z) modulus the fist order 
polynomiah which have roots po . . . PN-I : 
s(n + k) = CY - i (z) O < k < N - l  
s ( n  + k) = Q: . i (z) (mod (z - pk)) (20) 
Besides, if the N-degree polynomials c(z), r(z) and ~ ( z )  are 
defined as those associated to the channel, received signal and 
noise so that they verify that 
a - c ( n + k )  = c(z) (mod(z-pk)) O < k < N - l  
y ( n + k )  = r(z) (mod(z-pk)) O < k < N - l  
w(n+k)  = w(z) (mod(z-pk)) O < k < N - l  
then it follows that equation (5) can be rephrased as: 
O<k<N--l 
For polynomial residue and modular algebra properties see [6] 
Thus, the channel distortion can be considered as the com- 
bination of a linear convolution (polynomial product) and a 
weighted aliasing (polynomial residue) operation. Equation 
(21) shows the advantages of Vandermonde matrices. First, 
convolution and aliasing are very well known operations in 
signal processing, so understanding the channel distortion in 
the transformed domain is simplified. Second, in many cases 
equation (21) is easier to deal with than (5 ) ,  especially when 
the channel response c(n) fits a polynomial c(z) of degree 
much lower than N, as is the case of the slowly varying mo- 
bile channels when the DFT is applied. 
3.4. Computational load 
The transform computational cost may be important, espe- 
cially when the transform size N is large. It would be de- 
sirable to employ a transform which can be implemented by 
means of fast efficient algorithms. 
4. TRANSFORM ELECTION 
Once the design criteria have been defined they must be 
applied to choose the transform which will be employed to 
achieve the desired temporal diversity. Only unitary trans- 
forms will be considered, for if this condition was not verified 
it would preclude proper system operation. 
With respect to the temporal diversity criterion, there 
is an unlimited number of unitary transforms which ver- 
ify (17), e.g. the Discrete Fourier Transform (DFT), 
the Walsh-Hadamard lkansform (WHT) and the circdant 
matrices associated to CAZAC (Constant-Amplitude Zem- 
Autocorrelation) sequences. 
The Fourier mat& 
I '  1 e+* ,-j 9 l 1  ( N  - 1) ... 1 
satisfies equation (17). Besides, in this case the temporal 
diversity is evident. If _T = E it follows that matrix 
in equation (5) is a circ~an~matr ix .  Therefore, the channel 
distortion can be regarded as a circular convolution of i(n) 
and c(n), and so it is clear that it introduces a constant 
variance (ISI) in all transmitted symbols. 
The Walsh-Hadamard Transform (WHT)' also verifies the 
temporal diversity condition, since all its coefficients take 
values rtl. In this case, the temporal diversity is also evident 
because when this transform is applied the matrix TTCT 
performs a dyadic convolution ([q). 
Finally, as the last example, the circulant matrices defined 
based on the circular convolution by CAZAC sequences: 
- -- 
- -- 
N-1 
{qn}O+<N-1 : E,=, q(n+k) mod N 4; = 
40 41 - * *  qN-1 
QN-I 40 
(n - k, 
T=ckc{qn)= [ :  92 _ _ _  ; ] 
40 .__  41 
also satisfy the temporal diversity property and they are uni- 
tary. However, their application to the multiplicative channel 
has no straightforward interpretation. 
The third condition imposed on the transform matrix (ease 
of interpretation and compensation of the channel distor- 
tion) is the most selective one, for most known transforms 
'Notice that transform modulations can be understood as a 
generalization of the time a = 1>, frequency @ = F=) and code 
(e.g WHT) division multiplexing schemes 
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do not correspond to Vandermonde matrices. In fact, it can 
be demonstrated that, if the unitarity and temporal diversity 
conditions are imposed on the Vandermonde matrix in (18) 
at the same time, the only ones which verify them are those 
which can be expressed as 
T = eje P F a  
where 6 is an arbitrary phase, E is a permutation matrix, E 
is the Fourier matrix in (22) and 2 introduces an arbitrary 
linear phase in the Fourier matrixrows: 
(23) --- - 
1 r 1 0 . - -  0 
F'rom the computational point of view, in the literature 
fast algorithms have been published for many unitary trans- 
forms. Among those transforms which verify equation (17), 
both DFT and WHT are appropriate, since methods for com- 
puting it in Nlog, N operations have been described for both 
of them. However, the WHT has the additional advantage 
of being a linear transform which requires no multiplications 
for its implementation. 
In conclusion, the DFT and its associated alternatives a0 
cording to equation (23) constitute the only transforms which 
satisfy the desired conditions described in section 3. The 
WHT will be a good choice for implementing temporal diver- 
sity in those cases where algorithm simplicity is considered 
to be more important than system performance. 
Both the DFT and WHT provide the same temporal di- 
versity, but the differences arise when dealing with channel 
distortion compensation . If the DFT is applied, the chan- 
nel estimation can be integrated as part of the data frame 
((3)) and both linear equalization (MMSE, zero forcing, ..., 
see section 6) and non-linear (DFE equalization algorithms 
([2]), etc.) can be applied, as well as optimum detection 
techniques (see section 6) which significantly improve sys- 
tem performance. On the contrary, if the WHT is applied, 
only the linear equalization can be easily employed. 
5. EQWALENCE OF DFT MODULATION 
The transform modulations proposed in section I1 are based 
on a singlecarrier transmission. Therefore, they cannot be 
equivalent to  OFDM. However, when the elected transform 
is the DFT, the equivalent discretetime system at 1 sam- 
ple/symbol coincides with that one of OFDM discretized at 
the same sampling rate (see [8] for the description of OFDM 
in terms of the DFT). Hence, since there is no difference in 
the analysis and performance of both systems when work- 
ing at 1 sample/symbol, the results obtained for OFDM in 
the past can be applied directly to the transform modulation 
scheme. Nevertheless, differences appear when working with 
the analog signal or when that one is oversampled: 
AND OFDM 
0 the transmitted signal spectrum will be different in both 
cases. In the transform modulations it will depend on 
the shaping pulse p ( t ) .  
0 in the case of the transform modulations the transmit- 
ted signal is cyclostationary with period T, whereas the 
OFDM modulated signal is not. 
According to the results in the previous sections and the 
mentioned equivalence, it follows that the original applica- 
tion of OFDM to the F3-channel was very fortunate, even 
though was not deliberate because no other choice was con- 
sidered. In our opinion, either the DFT-based transform 
modulation or OFDM shauld be the transmission schemes 
to be applied if the temporal diversity is to be achieved. 
6. SIMULATIONS 
In this section, some results are shown on the performance 
improvement achieved by the transform modulations tech- 
niques in a F3-channel. 
Figures 2 and 3 show the BEFt for the transmission of a 
BPSK signal over a Rayleiglh fading channel with normalized 
Doppler f d T  = 0.0037, corresponding to a 25 Kb/s transmis- 
sion at lGHZ in a vehicle moving at lOOKm/h. 
Figure 2 displays the results obtained for the case of no 
temporal diversity (NTD) and the case of applying a DFT 
of size N = 8,32,128,512,1024. In the diversity-less case, 
the data estimation has been carried out assuming the chan- 
nel phase evolution was known. In the transform modula- 
tion case, the channel is assumed to be completely known 
and channel distortion is linearly compensated by means of 
a MMSE equaber, that is, .the signal is equalized before the 
inverse transform is applied according to: 
being 2-l the DFT matrix and E the diagonal equalization 
mat&- 
- 
&=diag(e(n),e(n-t-l) .._ e(n+N-1)}  (26) - 
c* (4 
(7; + IC (n)12 
with coefficients 3: 
e ( n ) = -  (27) 
Notice that the BER improvement is significant even for 
small transform sizes. 
Figure 3 shows the Merent performance obtained when a 
linear MMSE equalizer and an optimum detection algorithm 
are applied. Here, a DFT ad size is N = 128 has been em- 
ployed. The MMSE plot is the same one as in figure 2. The 
optimum detection has been performed assuming the chan- 
nel response was known and it had been approximated in the 
transformed domain by its 5 lower frequency coefficients (el- 
ements #0,1,2,126,127 of the DFT of c (n) ). Since the mul- 
tiplicative channel behaves in the frequency domain as a cir- 
cular convolution ([3]), the hdaximum Likelihood estimate of 
the transmitted symbols has been obtained by adapting the 
MLSE (Mascimzlm Likelihood Seqwnce Estimation) based on 
the Viterbi algorithm ((lo]) to the circular convolution case. 
Figure 4 shows the modulus of a realization of the Ftayleigh 
channel and its DFT to evidence that the 12hoefficient c (n) 
can be well approximated by the low frequency components. 
Figure 5 compares the performance of the DFT and WHT 
for a QPSK signal in the same scenario as before and using 
the MMSE equalizer of eq. (25)-(27). Both provide approx- 
imately the same BER, for the differences between the two 
plots can be due to the limited number of IWIS averaged in 
the &re. Notice however that if the WHT were employed, 
the maximum likelihood detector would only be possible at 
the expense of a much higher computational cost. 
7. CONCLUSIONS 
A new linear modulation scheme has been presented which 
improves the performance in F3-channels. The proposed 
modulation is based on the application of a linear transform. 
The transform design has been analyzed. It has been shown 
that the DFT and WHT have the desired properties of uni- 
tarity, temporal diversity and moderate computational cost, 
3The MMSE linear equalizer looks alike that one of the filter 
for a frequency selective channel (see 19, Pag.3371). This equation 
appeared also in 151 
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but the optimum receiver complexity is much lower in the 10‘’ 
DFT than in WHT. Finally, the relationship of these schemes 
with OFDM has been studied too. 
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