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ABSTRACT OF DISSERTATION
ESTIMATION IN PARTIALLY LINEAR MODELS WITH CORRELATED
OBSERVATIONS AND CHANGE-POINT MODELS
Methods of estimating parametric and nonparametric components, as well as prop-
erties of the corresponding estimators, have been examined in partially linear models
by Wahba [1987], Green et al. [1985], Engle et al. [1986], Speckman [1988], Hu et al.
[2004], Charnigo et al. [2015] among others. These models are appealing due to
their flexibility and wide range of practical applications including the electricity us-
age study by Engle et al. [1986], gum disease study by Speckman [1988], etc., where
a parametric component explains linear trends and a nonparametric part captures
nonlinear relationships.
The compound estimator (Charnigo et al. [2015]) has been used to estimate the
nonparametric component of such a model with multiple covariates, in conjunction
with linear mixed modeling for the parametric component. These authors showed,
under a strict orthogonality condition, that parametric and nonparametric compo-
nent estimators could achieve what appear to be (nearly) optimal rates, even in the
presence of subject-specific random effects.
We continue with research on partially linear models with subject-specific random
intercepts. Inspired by Speckman [1988], we propose estimators of both paramet-
ric and nonparametric components of a partially linear model, where consistency is
achievable under an orthogonality condition. We also examine a scenario without
orthogonality to find that bias could still exist asymptotically. The random inter-
cepts accommodate analysis of individuals on whom repeated measures are taken.
We illustrate our estimators in a biomedical case study and assess their finite-sample
performance in simulation studies.
Jump points have often been found within the domain of nonparametric models
(Muller [1992], Loader [1996] and Gijbels et al. [1999]), which may lead to a poor
fit when falsely assuming the underlying mean response is continuous. We study a
specific type of change-point where the underlying mean response is continuous on
both left and right sides of the change-point. We identify the convergence rate of the
estimator proposed in Liu [2017] and illustrate the result in simulation studies.
KEYWORDS: Semiparametric models, Change-point models, Correlated observa-
tions, Backfitting, Kernel regression, Voice rehabilitation
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Chapter 1 Introduction to Partially Linear Model
1.1 Partially linear models
Partially linear models have been widely studied by Wahba [1987], Green et al. [1985],
Engle et al. [1986], Speckman [1988] among others, where a parametric component
explains linear trends and a nonparametric part captures nonlinear relationships.
Consider the model
Yi = X
′
iβ + f(Ti) + i for i ∈ {1, . . . , n}, (1.1)
where Xi is a known p × 1 vector, β is an unknown parameter vector, f is an un-
parameterized smooth function on a scalar covariate Ti and random errors i are iid
with mean zero and finite variance.
Model (1.1) is attractive because it combines both parametric and nonparametric
regression. The smooth function f , which is also regarded as a nonparametric com-
ponent explains the non-linear trend of covariates, yet X′iβ in model (1.1) still retains
the tractability of linear regression.
Compared to a fully parametric model, the nonparametric part in model (1.1)
accounts for the explanatory variable that is not captured by any parametric form
which yields a more accurate fit within the scope of data. Unlike a complete non-
parametric model, one advantage of model (1.1) is the flexibility of adding variables
which linearly affect the response variable.
Many extensions have been made to model (1.1) to accommodate more compli-
cated data sets as well as gain better estimates of β and f . The univariate Ti from
smooth function f can be extended to a multi dimensional covariate, and correlation
as well as heteroscedasticity of errors can also be included in this model. We will
investigate some extensions of model (1.1) in the following text.
1
1.2 Approaches to estimating parametric and nonparametric components
The primary inferential goals for model (1.1) are estimates of parametric and nonpara-
metric components, followed by a common question of how could we simultaneously
estimate β and f . Several techniques have been established, among which are pe-
nalized least squares (Wahba [1987] and Engle et al. [1986]), backfitting (Hastie and
Tibshirani [1987]), profile kernel, estimators in Green et al. [1985] and estimators
discussed by Speckman [1988].
Wahba [1987], Green et al. [1985] and Engle et al. [1986], among others proposed
least squares method for partially linear models, and the estimators of β and f have
the form
(βˆ, fˆ) = arg min
β,f
(
n∑
i=1
[Yi −X′iβ − f(Ti)]2 + λJ(f)), (1.2)
where β ∈ Rp, f is a continuous function, λ > 0 is tuning parameter and the
functional J penalizes the roughness of f . For instance, if we choose
J(f) =
∫
[f (m)(x)]2dx for m = 2,
then it penalizes a lose of second derivative of f , which is to say that the term J(f)
pushes f forward linearity. The value of m controls the penalty of roughness.
The term
∑n
i=1[Yi −X′iβ − f(Ti)]2 in equation (1.2) summarizes the discrepancy
between observed values and fitted values, thus represents the goodness of fit of this
model setting. To avoid overfitting on the nonparametric part, the second term λJ(f)
penalizes the roughness of function f .
The choice of tuning parameter λ requires a further criterion such as ordinary
cross-validation method as discussed by Rice [1984], Green [1985] and Hardle and
Marron [1985]. Generalize cross-validation (Golub et al. [1979]) has also been dis-
cussed on spline model, followed by large amount of work in various literature.
As Engle et al. [1986] mentioned in their paper, numerical search for optimal λ
could cost huge computational power especially when other parameters in the model
require numerical search as well. Nowadays, with the development of technology,
computational power has improved, however, hard balancing on number of parameters
and computations can still occur if too much numerical search is needed.
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Therefore, rather than penalizing the function f , Green et al. [1985] introduced
the idea of a smoother matrix S to solve this problem, which they called least squares
smoothing. With the n×n smoother matrix S, the Green-Jennison-Seheult estimators
can be obtained in the following equations
fˆGJS = S(Y −XβˆGJS) (1.3)
XβˆGJS = Y − fˆGJS (1.4)
where Y = (Y1, Y2, . . . , Yn)
′ and X = (X1,X2, . . . ,Xn) with Xj = (X1j, X2j, . . . , Xnj)′,
for j = 1, 2, . . . , p. The estimator of nonparametric part fˆGJS smoothing the residuals
from parametric part is characterized by the smoother matrix S.
Solving equations (1.3) and (1.4) gives
βˆGJS = (X
′(I− S)X)−1X′(I− S)Y (1.5)
fˆGJS = S(Y −XβˆGJS), (1.6)
where I is n×n identity matrix. However, this method was applied without a further
discussion on asymptotic properties of the estimators, nor had the choices of S been
discussed in their study.
Motivated by Green et al. [1985], Speckman [1988] suggested adjusting for X and
Y for T and proposed the estimators of β and f in the form:
βˆp = (X˜
′X˜)−1X˜′Y˜ (1.7)
fˆp = S(Y −Xβˆp), (1.8)
where X˜ = (I−S)X, Y˜ = (I−S)Y , T = (T1, T2, . . . , Tn)′ and subscript p stands for
partial residuals being used in the method. Note the difference between (βˆGJS, fˆGJS)
and (βˆp, fˆp) really depends on the specification of S. In a case that S is idempotent,
then (βˆGJS, fˆGJS) and (βˆp, fˆp) are the same, however S being idempotent is too strict
and will not be appropriate in most of the cases, leading to a certain distinction
between these two estimators.
In particular, Speckman [1988] discussed kernel regression for smoother matrix
S. A comparison of asymptotic bias and variance between (βˆGJS, fˆGJS) and (βˆp, fˆp)
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showed that fˆp can be substantially less biased than fˆGJS under appropriate assump-
tions.
Charnigo et al. [2015] extended Model (1.1) to multi dimensional case for Ti and in-
cluded repeated measures on each subject. They developed compound estimators that
allow the interchangeability between estimation and differentiation. They assumed,
for theory, that X and T were orthogonal, which is a very restrictive assumption. For
practice, when X and T were not orthogonal, backfitting was applied to obtain the
estimates for parameters and nonparametric component. With this interchangeabil-
ity, compound estimation approach provides estimates of mean response function as
well as its derivative. A near optimal convergence rate can be attained and smaller
squared errors had been displayed compared to local regression in a simulation study.
Iterative procedures of estimating β and f have been considered as well. The
alternating conditional expectation (ACE) method from Breiman and Friedman [1985]
and backfitting from Hastie and Tibshirani [1987] regress Y on X parametrically to
gain the residuals R1, and then regress R1 on T nonparametrically to gain new
residuals R2, then regress R2 on X parametrically to gain R3, and continue this loop
until numerical convergence.
Hu et al. [2004] compared backfitting and profile-kernel methods for longitudinal
data. They included the correlation between parametric covariate and nonparametric
covariate and drew the conclusion that parametric estimator from backfitting has
bigger asymptotic variance and is root-n inconsistent. Nevertheless, the properties
on nonparametric part was not investigated in their study.
It is commonly seen that irregularities like jumps and peaks happen in the non-
parametric part in partially linear model, leading to a less smoothed function µ in
model (1.1). Therefore, piecewise smoothing technique needs to be applied. Vast
study has been done for piecewise smoothing in nonparametric regression, which
inspires our work for piecewise smoothing in partially linear model in Chapter 5.
4
1.3 Kernel regression in partially linear models
From either (βˆGJS, fˆGJS) or (βˆp, fˆp), we can see that smoother matrix S plays an
important role in these estimators. One of the smoothing technique that has been
widely used is kernel smoothing method. Consider the multivariate nonparametric
model
yi = µ(Ti) + εi, for i ∈ {1, 2, . . . , n},
where yi is the response variable, Ti = (Ti1, Ti2, . . . , Tiq)
′, q = 1, 2, . . ., µ is a function
on Ti and εi are iid with zero-mean and finite variance. Theoretically, q can go to
infinity, but large q, which gives high dimensions on the covariates results in less
accurate estimation as well as a slow rate of convergence.
The estimator of function µ has various forms, and Nadaraya-Watson estimator
proposed by Nadaraya [1964] is a well-known one, which takes the form
µˆ(t) =
n∑
i=1
k(H−1(Ti − t))yi
n∑
i=1
k(H−1(Ti − t))
,
where k is a kernel function and H is a bandwidth matrix.
To examine the properties and gain better insights of kernel regression on multiple
covariates, we shall really start from the univariate case,which takes a simpler form
yi = µ(Ti) + εi
µˆ(t) =
n∑
i=1
k(h−1(Ti − t))yi
n∑
i=1
k(h−1(Ti − t))
,
for i ∈ {1, 2, . . . , n} and scalar h is the bandwidth.
Let ν represent the order of a kernel which, by definition, is the first non-zero
moment of the kernel function.
In multi dimensional kernel functions that will be discussed in Chappter 2, the
order ν should represent the order of each dimension.
5
We assume that {T1, T2, . . . , Tn} are random sample for density function p(t) and
1
n
n∑
i=1
ψ(Ti)
p−→
∫
ψ(t)p(t)dt,
where ψ is a continuous function.
We also assume that the unknown function µ and density function p(t) have
at least non-zero νth derivatives, where ν is the order of kernel. Applying Taylor
expansion on µ yields
µ(t0 + ht) = µ(t0) + µ
(1)(t0)ht+
1
2
µ(2)(t0)h
2t2 +
1
3!
µ(3)(t0)h
3t3+
. . .+
1
ν!
µ(ν)(t0)h
νtν +Rν(t0 + ht),
where Rν(t0 + ht) is the remainder of this expansion. If we take Peano form of the
remainder, then it is known that Rν(t0 + ht) = o(h
ν), which gives
µ(t0 + ht) = µ(t0) + µ
(1)(t0)ht+
1
2
µ(2)(t0)h
2t2 + . . .+
1
ν!
µ(ν)(t0)h
νtν + o(hν). (1.9)
We will apply Taylor expansion in the following text using little-o notation for
both one dimensional and multi dimensional functions.
If we assume
∫
k(u)du = 1 and k is symmetric, which is common but not invari-
able, then
lim
n→∞
1
n
n∑
i=1
k(
Ti − t
h
) = h
∫
k(u)(p(t) + p′(t)uh+
1
2
p′′(t)u2h2+
. . .+
1
ν!
p(ν)(t)uνhν)
= hp(t) + o(h),
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and
1
n
E[
n∑
i=1
k(
Ti − t
h
)(yi − µ(t))|(T1, T2, . . . , Tn)] = 1
n
n∑
i=1
k(
Ti − t
h
)(µ(Ti)− µ(t))
=
∫
k(
z − t
h
)(µ(z)− µ(t))p(z)dz
=
∫
k(u)(µ(uh+ t)− µ(t))p(uh+ t)du
= h
∫
[k(u)(µ′(t)uh+
1
2
µ′′(t)u2h2 . . .+
1
ν!
µ(ν)(t)uνhν + o(hν))
(p(t) + p′(t)uh+
1
2
p′′(t)u2h2 . . .+
1
ν!
p(ν)(t)uνhν + o(hν))]du
= hν+1BF(t) + o(hν+1),
where F = {k, µ, p} and BF(t) simply denotes a bounded function on t characterized
by functions {k, µ, p}.
With previous assumptions on εi, we write E(εi|Ti) = 0 and E(ε2i |Ti) = 0, for
i ∈ {1, 2, . . . , n}. Notice the calculation of expected value takes place on error term
εi conditional on Ti, since the single Ti is still treated as a random variable. Unless
mentioned otherwise, the expected values in this section are conditional on Ti.
Therefore, the bias of µˆ(t) can be written as
Bias(µˆ(t)) = E[µˆ(t)]− µ(t) = hνB1,F(t) + o(hν).
The subscript 1 in B1,F(t) is to denote the difference from BF(t). Using a similar
technique, the variance of µˆ(t) can be written as
V ar(µˆ(t)) = O(
1
nh
).
In multi covariates case, the bias of the estimator µˆ(t) will be complicated in al-
gebra especially with different bandwidths, one reason being that
(
q
ν
)
partial deriva-
tives of multi-variate kernel function will appear. But our focus should be the or-
der of bandwidths, on which the asymptotic properties are based. We assume the
bandwidth on different covariates has the same order, which gives h1 = O(h), h2 =
O(h), . . . , hq = O(h), then the bias is
Bias(µˆ(t)) = O(hqν),
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and
V ar(µˆ(t)) = O(
1
nhq
),
where F = {k, µ, p} and Bα,F is a series of bounded functions characterized by
α1, α2, . . . , αq and F .
1.4 Applications of partially linear models
Example 1.4.1 Engle, Granger, Rice and Weiss(1986) studied the relation between
weather and electricity sales for four cities. They treated the electricity sales as re-
sponse variable, and electricity prices and people’s incomes were included in the para-
metric component, whereas temperature was in the nonparametric component. Serial
correlation was also considered by adding a first order auto-regression on i, which
gives i = ρi−1 + ηi. They discovered the pattern of electricity sales and the effect
of temperature on sales. The temperature had negative impact on sales when it was
below 65◦, but sales increased after 65◦.
Example 1.4.2 Charnigo, Feng and Srinivasan(2015) fitted a partially linear model
for Parkinson’s telemonitoring data set, which is publicly available at http: // archive.
\ics. uci. edu/ ml/ datasets/ Parkinsons+ Telemonitoring . The compound es-
timation was applied in the study, where observations from a particular patient were
correlated. The age and signal fractal scaling exponent were treated nonparametrically,
whereas gender, fundamental frequency variation etc. were treated parametrically. In
the comparison on the nonparametric component between compound estimation and
local regression, the compound estimation yields a smoother fit, yet retains enough
information on the nonparametric part.
Example 1.4.3 We looked at the data of Six Cities Study of Air Pollution and Health
from Dr. Doug Dockery http: // www. hsph. harvard. edu/ fitzmaur/ ala/ . We
only investigate a subsample of the entire data containing observations of FEV1
(forced expiratory volume), height and age of 10 female participants from Topeka.
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Our model is
FEV 1ij = βHeightij + f(Ageij) + γi + ij (1.10)
where i = 1, . . . , 10 and j = 1, . . . ,mi, in this data set 7 ≤ mi ≤ 10. We treat
FEV1 as response variable, height as parametric covariate and age as nonparametric
covariate.
Figure 1.1: Fitted nonparametric part against Age
In Figure (1.1), the black dots are the fitted value of nonparametric component,
which still has roughness and is a bit lower than the majority of the real values. Then
we add the fitted parametric part and predictors of random effects back to the model
to see how it fits.
In Figure (1.2), we can see that after we add back the fitted parametric part and
predictors of random effects, not only the trend is still retained, but also more accuracy
is gained at each single point.
Copyright c© Liangdong Fan, 2018.
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Figure 1.2: Fitted FEV against Age
10
Chapter 2 Partially Linear Model with Correlated Observations
2.1 Partially linear model with correlated observations
Consider the model
Yij = X
′
ijβ + f(Tij) + γi + ij, (2.1)
where Yij denotes the j
th response of ith subject, Xij is a known p × 1 vector, β
is an unknown parameters vector and f is an unparameterized smooth function on
covariates vector Tij = (Tij1, Tij2, . . . , Tijq)
′.
Here Xij = (Xij1, Xij2, . . . , Xijp)
′, β = (β1, β2, . . . , βp)′, Tij = (Tij1, Tij2, . . . , Tijq)′,
i = 1, 2, . . . , n and j = 1, 2, . . . ,mi, where i
th subject has mi observations. The ij
are random errors and we also add random intercept on each subject. The ij and γi
are assumed to be independent for all i and j. Thus, the ij + γi together forms a
compound symmetric pattern in covariance.
Considering the special case that the random intercept does not exist, mi = 1 for
all i and nonparametric part is univariate, we find that model (2.1) reduces to model
(1.1), which is also the model discussed by Speckman [1988].
2.2 Model settings and assumptions
Let γ = (γ1, . . . , γ1, γ2, . . . , γ2, . . . , γn, . . . , γn)
′ and  = (11, . . . , 1m1 , 21, . . . , 2m2 , . . . ,
n1, . . . , nmn)
′ and f = (f(T11), . . . , f(T1m1), f(T21), . . . , f(T2m2), . . . , f(Tn1), . . . ,
f(Tnmn))
′. We assume an existing known weight matrix W such that V ar(w) = I,
where w = W(γ + ). With the assumption that both γi and ij have zero mean
and finite variance σ2γ and σ
2
 , respectively, W has the block-diagonal form
W =

W1 0 · · · 0
0 W2 · · · 0
...
...
. . .
...
0 0 · · · Wn

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where Wi = a1(I− J× a2), I is the identity matrix, J is a matrix of ones, a1 = 1/σ
and a2 =
(
1−
√
1− σ2γmi/(σ2 + σ2γmi)
)
/mi.
Note that in matrix form, our model becomes
Yw = Xwβ + fw + w, (2.2)
where Yw = WY, Xw = WX and fw = Wf . A primary approach inspired by
Speckman(1988) gives
βˆw = (X˜
′
wX˜w)
−1X˜′wY˜w (2.3)
fˆw = S(Yw −Xwβˆw) (2.4)
where X˜w = (I − S)Xw, Y˜w = (I − S)Yw and S is a (
n∑
i=1
mi) × (
n∑
i=1
mi) smoother
matrix.
The smoother matrix S needs to be specified. Throughout this chapter, we adopt
kernel regression method, and use K to denote the smoother matrix. Moreover, for
the simplicity of model set-up, let mi = m for i = 1, 2, . . . , n. Define the kernel
smoother matrix K as
K =

K11 K12 · · · K1(mn)
K21 K22 · · · K2(mn)
...
...
. . .
...
K(mn)1 K(mn)2 · · · K(mn)(mn)
 ,
with Nadaraya-Watson kernel estimator, thus
Kij =
k(H−1(Tj −Ti))
mn∑
l=1
k(H−1(Tl −Ti))
,
where a multivariate Gaussian kernel form is assigned to k and H is the bandwidth
matrix as
H =

h1 0 · · · 0
0 h2 · · · 0
...
...
. . .
...
0 0 · · · hq
 .
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Notice that we adopt single subscript in vector T to accommodate the subscript
in K. Without ambiguity, we use a single subscript in the smoother matrix. For
instance, Tl = Tij = (Tij1, Tij2, . . . , Tijq)
′, where l = m× (i− 1) + j.
The asymptotic behaviors will be discussed by letting sample size n go to infinity
and bandwidths go to zero. Let h = h1, and we assume all the bandwidths have the
same order, which gives
h1 = O(h), h2 = O(h), . . . , hq = O(h).
Therefore, the estimators in (2.3) and (2.4) become
βˆw = (X˜
′
wX˜w)
−1X˜′wY˜w (2.5)
fˆw = K(Yw −Xwβˆw) (2.6)
In order to gain asymptotic behaviors of estimators (2.5) and (2.6), several as-
sumptions need to be made. Inspired by Speckman [1988],
Xijr = gr(Tij1, Tij2, . . . , Tijq) + ηijr, for r = 1, 2, . . . , p, (2.7)
where gr is a continuous and bounded function on its domain and relates Xijr and
(Tij1, Tij2, . . . , Tijq) nonparametrically.
We assume νth order non-zero partial derivative of gr exists and zero mean and
independence of ηijr between subjects, however, covariance within a subject needs to
be specified. We put all ηs from a certain subject into a vector
Hi = (ηi11, ηi21, . . . , ηim1, ηi12, ηi22, . . . , ηim2, . . . , ηi1p, ηi2p, . . . , ηimp)′,
for i = 1, 2, . . . , n.
Suppose
V ar(Hi) =

v1,1 v1,2 · · · v1,pm
v2,1 v2,2 · · · v2,pm
...
...
. . .
...
vpm,1 vpm,2 · · · vpm,pm

(pm)×(pm)
,
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for i = 1, 2, . . . , n. We assume a block-diagonal compound symmetric structure to
V ar(Hi), then
V ar(Hi) =

V C · · · C
C V · · · C
...
...
. . .
...
C C · · · V

(pm)×(pm)
where both V and C are m×m compound symmetric matrices.
Specifically,
V =

v v′ · · · v′
v′ v · · · v′
...
...
. . .
...
v′ v′ · · · v

m×m
, C =

c c′ · · · c′
c′ c · · · c′
...
...
. . .
...
c′ c′ · · · c

m×m
,
for some v, v′, c, c′ ∈ R.
In practice, the assumption of block-diagonal compound symmetric structure, as
is shown above, is limited and might not be ideal for data sets with unknown patterns
of the error terms. However, for different specifications of the covariance structure,
one can follow the same approach to obtain the asymptotic behaviors. Moreover,
we conjecture that with any finite unstructured positive definite covariance matrix
V ar(Hi), our results in the theorem part will still hold.
Put together all ηs and denote η by
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η =

η111 η112 · · · η11p
η121 η122 · · · η12p
...
...
. . .
...
η1m1 η1m2 · · · η1mp
η211 η212 · · · η21p
η221 η222 · · · η22p
...
...
. . .
...
η2m1 η2m2 · · · η2mp
...
...
. . .
...
ηn11 ηn12 · · · ηn1p
ηn21 ηn22 · · · ηn2p
...
...
. . .
...
ηnm1 ηnm2 · · · ηnmp

(nm)×p
.
Since the nonparametric covariates are essentially treated as random variables, the
joint density of these covariates needs to be specified. We assume the nonparametric
covariates (Tij1, Tij2, . . . , Tijq)
′ have a joint density p(t1, t2, . . . , tq), with a finite mean
and covariance matrix. Moreover, within a certain subject, whether or not there is
a correlation between different observations should be determined by the real data.
Throughout this paper, we assume the independence between any two observations
in one subject. Recall that the independence also hold between any two subjects.
Remarks. In case where correlations exist among observations within one subject,
the number of joint density functions could possibly be large, since
(
m
2
)
is proportional
to m2, where m is the number of observations in one subject. However, this is not
an obstacle, because no estimation is required in obtaining the properties of our
estimator.
2.3 Theorems
Based on the model settings and assumptions in section (2.2), the bias and variance
of estimators are given in the following text. Note that the expected values calculated
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throughout section (2.3) are all conditional on Xij and Tij, for i = 1, 2, . . . , n and
j = 1, 2, . . . ,m.
However, when we examine the correlation among the covariates and apply a
smoothing matrix, we have both unconditional and conditional results. In particular,
proposition (2.4.1) through proposition (2.4.7) are unconditional results, whereas
proposition (2.4.8) through proposition (2.4.10) are conditional on the nonparametric
covariates Tij, for i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
We assume that the convergence results still hold when we condition on Xij,
leading to a change from convergence in probability to ordinary convergence for i =
1, 2, . . . , n and j = 1, 2, . . . ,m.
Theorem 2.3.1 If n→∞, h→ 0 and nhq →∞, then
Bias(βˆw) = [U2 + Ub + o(1)]
−1

O(1)
O(1)
...
O(1)
+ o(1),
where ν is the order of the kernel function,
U2 = a
2
1

v1 c1 · · · c1
c1 v1 · · · c1
...
...
. . .
...
c1 c1 · · · v1
 ,
for v1 = (v − 2a2[v + (m − 1)v′] + a22m[v + (m − 1)v′]) and c1 = (c − 2a2[c + (m −
1)c′] + a22m[c+ (m− 1)c′]) and
Ub = (g˜
′
wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws)/(mn).
Theorem 2.3.2 If n→∞, h→ 0 and nhq →∞, then
V ar(βˆw) = (nm)
−1[(U2 + Ub)−1 + o(1)]
+ (nm)−1[(U2 + Ub)−1 + o(1)][O(nh−q/2) +O(nh−q)]
(nm)−1[(U2 + Ub)−1 + o(1)]
= O(n−1h−q),
16
where v is the order of the kernel function and q is the dimension of the nonparametric
part. Without ambiguity, the scalar O(n−1h−q) should denote every element in the
matrix of V ar(βˆw).
Theorem 2.3.3 If n→∞, h→ 0 and nhq →∞, then
Bias(fˆw(Tij)) = Bias(fˆ0(Tij))−Kij,•XwBias(βˆw)
= O(hν) +O(1),
where fˆ0(Tij) = Kij,•(Yw −Xwβ) and Kij,• is the (m× (i− 1) + j)th row in matrix
K for i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
Theorem 2.3.4 If n→∞, h→ 0 and nhq →∞, then
V ar(fˆw(Tij)) = O(n
−1h−q),
where i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
2.4 Propositions and proof
In the proof of bias of βˆp, the behaviors of residual matrix η, smoother matrix K and
unparameterized functions f and gr need to be examined, for r = 1, 2, . . . , p. The
structure of this section and part of the notations are similar to Speckman [1988],
however, a different specification of the model leads to different results.
First, we examine η′η and conclusions of η′wηw can be drawn immediately, where
ηw = Wη. Let N = {1, 2, . . . , n}, M = {1, 2, . . . ,m}, P = {1, 2, · · · , p} and
Q = {1, 2, · · · , q}.
Recall W can be written as
W = In×n ⊗W1 =

W1 0 · · · 0
0 W1 · · · 0
...
...
. . .
...
0 0 · · · W1

(mn)×(mn)
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where
W1 = a1(Im×m − Jm×m × a2) = a1

1− a2 −a2 · · · −a2
−a2 1− a2 · · · −a2
...
...
. . .
...
−a2 −a2 · · · 1− a2

(mn)×(mn)
,
Im×m is the identity matrix, Jm×m is a matrix of ones, a1 = 1/σ and
a2 =
(
1−
√
1− σ2γm/(σ2 + σ2γm)
)
/m.
Proposition 2.4.1
(nm)−1η′η
p−→ U1, as n→∞,
where
U1 =

v c · · · c
c v · · · c
...
...
. . .
...
c c · · · v

p×p
.
Proof of proposition (2.4.1). If we write the details in matrix η′η
η′η =

∑
i∈N
j∈M
ηij1ηij1
∑
i∈N
j∈M
ηij1ηij2 · · ·
∑
i∈N
j∈M
ηij1ηijp
∑
i∈N
j∈M
ηij2ηij1
∑
i∈N
j∈M
ηij2ηij2 · · ·
∑
i∈N
j∈M
ηij2ηijp
...
...
. . .
...∑
i∈N
j∈M
ηijpηij1
∑
i∈N
j∈M
ηijpηij2 · · ·
∑
i∈N
j∈M
ηijpηijp

.
Notice that (nm)−1
∑
i∈N
j∈M
ηij1ηij1 = (nm)
−1 ∑
j∈M
∑
i∈N
ηij1ηij1
p−→ m−1 ∑
j∈M
v = v, by
weak law of large numbers. Apply this technique for each element in η′η to get
(nm)−1

∑
i∈N
j∈M
ηij1ηij1
∑
i∈N
j∈M
ηij1ηij2 · · ·
∑
i∈N
j∈M
ηij1ηijp
∑
i∈N
j∈M
ηij2ηij1
∑
i∈N
j∈M
ηij2ηij2 · · ·
∑
i∈N
j∈M
ηij2ηijp
...
...
. . .
...∑
i∈N
j∈M
ηijpηij1
∑
i∈N
j∈M
ηijpηij2 · · ·
∑
i∈N
j∈M
ηijpηijp

p−→

v c · · · c
c v · · · c
...
...
. . .
...
c c · · · v
 ,
18
which can be interpreted as the sample covariances converging in probability to real
covariances.
Proposition 2.4.2
(nm)−1η′wηw
p−→ U2,
where
U2 = a
2
1

v1 c1 · · · c1
c1 v1 · · · c1
...
...
. . .
...
c1 c1 · · · v1
 ,
v1 = (v− 2a2[v + (m− 1)v′] + a22m[v + (m− 1)v′]) and c1 = (c− 2a2[c+ (m− 1)c′] +
a22m[c+ (m− 1)c′]).
Proof of proposition (2.4.2).
ηw = Wη =
a1

1−a2 −a2 ··· −a2 0 0 ··· 0 0 0 ··· 0−a2 1−a2 ··· −a2 0 0 ··· 0 0 0 ··· 0
...
...
...
...
...
...
...
...
...
...
...
...−a2 −a2 ··· 1−a2 0 0 ··· 0 0 0 ··· 0
0 0 ··· 0 1−a2 −a2 ··· −a2 0 0 ··· 0
0 0 ··· 0 −a2 1−a2 ··· −a2 0 0 ··· 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 ··· 0 −a2 −a2 ··· 1−a2 0 0 ··· 0
0 0 ··· 0 0 0 ··· 0 1−a2 −a2 ··· −a2
0 0 ··· 0 0 0 ··· 0 −a2 1−a2 ··· −a2
...
...
...
...
...
...
...
...
...
...
...
...
0 0 ··· 0 0 0 ··· 0 −a2 −a2 ··· 1−a2


η111 η112 ··· η11p
η121 η122 ··· η12p
...
...
...
...
η1m1 η1m2 ··· η1mp
η211 η212 ··· η21p
η221 η222 ··· η22p
...
...
...
...
η2m1 η2m2 ··· η2mp
...
...
...
...
ηn11 ηn12 ··· ηn1p
ηn21 ηn22 ··· ηn2p
...
...
...
...
ηnm1 ηnm2 ··· ηnmp

=
a1

η111−a2η1•1 η112−a2η1•2 ··· η11p−a2η1•p
η121−a2η1•1 η122−a2η1•2 ··· η12p−a2η1•p
...
...
...
...
η1m1−a2η1•1 η1m2−a2η1•2 ··· η1mp−a2η1•p
η211−a2η2•1 η212−a2η2•2 ··· η21p−a2η2•p
η221−a2η2•1 η222−a2η2•2 ··· η22p−a2η2•p
...
...
...
...
η2m1−a2η2•1 η2m2−a2η2•2 ··· η2mp−a2η2•p
...
...
...
...
ηn11−a2ηn•1 ηn12−a2ηn•2 ··· ηn1p−a2ηn•p
ηn21−a2ηn•1 ηn22−a2ηn•2 ··· ηn2p−a2ηn•p
...
...
...
...
ηnm1−a2ηn•1 ηnm2−a2ηn•2 ··· ηnmp−a2ηn•p

,
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where ηi•k =
∑
j∈M
ηijk, for i ∈ N and k ∈ P .
Let ηwr and ηws denote the r
th and sth column in matrix ηw, respectively, for
r, s ∈ P .
For the case r 6= s,
η′wrηws = a
2
1(
∑
i∈N
j∈M
ηijrηijs − a2
∑
i∈N
j∈M
ηijrηi•s − a2
∑
i∈N
j∈M
ηi•rηijs + a22m
∑
i∈N
ηi•rηi•s),
Thus, from proposition (2.4.1), we have
(mn)−1η′wrηws
p−→ a21(c− 2a2[c+ (m− 1)c′] + a22m[c+ (m− 1)c′]),
as n −→∞.
Similarly, for the case r = s, we have
(mn)−1η′wrηws
p−→ a21(v − 2a2[v + (m− 1)v′] + a22m[v + (m− 1)v′]),
as n −→∞.
Therefore,
(nm)−1η′wηw
p−→ U2.
Proposition 2.4.3 The joint probability density function p(t1, t2, . . . , tq) of the non-
parametric covariates (Tij1, Tij2, . . . , Tijq) satisfies
(mn)−1
∑
i∈N
j∈M
ϕ(Tij1, Tij2, . . . , Tijq)
p−→
∫
ϕ(t1, t2, . . . , tp)p(t1, t2, . . . , tq)dt1dt2 . . . dtq,
for any continuous and bounded function ϕ.
Let Tij = (Tij1, Tij2, . . . , Tijq)
′ and t = (t1, t2, . . . , tq)′, then we can write
(mn)−1
∑
i∈N
j∈M
ϕ(Tij)
p−→
∫
ϕ(t)p(t)dt.
Obviously Tijq is treated as a random variable here, and most of the expected
values we compute in the following should be regarded as “conditional on Tijq ”.
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Proof of proposition (2.4.3). The function ϕ is continuous and bounded, which in-
dicates a finite mean and variance of ϕ(Tij). We also know that ϕ(Tij) is independent
from ϕ(Ti′j′) for i 6= i′.
Then applying weak law of large numbers, we have
n−1
∑
i∈N
ϕ(Tij)
p−→
∫
ϕ(t)p(t)dt,
for any j ∈M, which indicates
(mn)−1
∑
i∈N
j∈M
ϕ(Tij)
p−→
∫
ϕ(t)p(t)dt.
Proposition 2.4.4 There exist a constant mϕ1 such that
(mn)−1
∑
i∈N
j∈M
[
∑
j′∈M
ϕ1(Tij′)]ϕ2(Tij)
p−→ mϕ1
∫
ϕ2(t)p(t)dt,
where ϕ1 and ϕ2 are continuous and bounded functions.
Proof of proposition (2.4.4). We write out
∑
j′∈M
ϕ1(Tij′) to get
∑
j′∈M
ϕ1(Tij′) = ϕ1(Ti1) + ϕ1(Ti2) + . . .+ ϕ1(Tim)
For j′ = j, we have
n−1
∑
i∈N
[ϕ1(Tij′)ϕ2(Tij)]
p−→
∫
ϕ1(t)ϕ2(t)p(t)dt.
For j′ 6= j, we have
n−1
∑
i∈N
[ϕ1(Tij′)ϕ2(Tij)]
p−→
∫
ϕ1(t1, t2, . . . , tq)ϕ2(t
′
1, t
′
2, . . . , t
′
q)
p(t1, t2, . . . , tq)p(t
′
1, t
′
2, . . . , t
′
q)dt1 . . . dt
′
q
=
∫
ϕ1(t)ϕ2(τ )p(t)p(τ )dtdτ
=
∫
ϕ1(t)p(t)dt
∫
ϕ2(τ )p(τ )dτ ,
where τ = (t′1, t
′
2, . . . , t
′
q)
′.
21
Therefore,
(mn)−1
∑
i∈N
j∈M
[
∑
j′∈M
ϕ1(Tij′)]ϕ2(Tij)
p−→
∫
ϕ1(t)ϕ2(t)p(t)dt
+ (m− 1)
∫
ϕ1(t)p(t)dt
∫
ϕ2(τ )p(τ )dτ .
Proposition 2.4.5
tr(K′K) =
mn∑
i=1
mn∑
j=1
K2ij = Op(h
−q),
where Kij is the element at i
th row and jth column in matrix K.
Proof of proposition (2.4.5).
For simplicity, the single subscript in vector T is to accommodate the subscript
in K. Without ambiguity, we use single subscript for each row and for each column
of the smoother matrix. For instance, Tl = Tij = (Tij1, Tij2, . . . , Tijq)
′, where l =
(i− 1)×m+ j.
Recall
Kij =
k(H−1(Tj −Ti))
mn∑
l=1
k(H−1(Tl −Ti))
.
Thus,
K2ij =
k2(H−1(Tj −Ti))[ mn∑
l=1
k(H−1(Tl −Ti))
]2 ,
and invoke proposition (2.4.3) at the term inside the denominator and apply Taylor
expansion on p, we have
(mn)−1
mn∑
l=1
k(H−1(Tl −Ti)) = [
∫
k(H−1(t−Ti))p(t)dt][1 + op(1)]
= [
∫
k(u)p(Hu + Ti)
∣∣∣∣ ∂t∂u
∣∣∣∣du + op(h1 . . . hq)][1 + op(1)]
=
∫
k(u)p(Hu + Ti)|H|du + op(h1 . . . hq)
=
∫
k(u)p(Ti)h1 . . . hqdu + op(h1 . . . hq)
= h1 . . . hqp(Ti) + op(h
q),
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which gives
mn∑
l=1
k(H−1(Tl −Ti)) = mnh1 . . . hqp(Ti) + op(nhq).
Notice that the remainder of Taylor expansion op(h1 . . . hq) above is discussed after
equation (1.9), and the term (1 + op(1)) comes from proposition (2.4.3) when we
change the convergent result into an equation.
Hence, [ mn∑
l=1
k(H−1(Tl −Ti))
]2
=
[
mnh1 . . . hqp(Ti)
]2
+ op(n
2h2q),
and
mn∑
j=1
K2ij =
mn∑
j=1
k2(H−1(Tj −Ti))[ mn∑
l=1
k(H−1(Tl −Ti))
]2 =
mn∑
j=1
k2(H−1(Tj −Ti))[ mn∑
l=1
k(H−1(Tl −Ti))
]2 .
Applying Taylor expansion and proposition (2.4.3) on the numerator above gives,
(mn)−1
mn∑
j=1
k2(H−1(Tj −Ti)) = [
∫
k2(H−1(t−Ti))p(t)dt][1 + op(1)]
= [
∫
k2(u)p(Hu + Ti)
∣∣∣∣ ∂t∂u
∣∣∣∣du][1 + op(1)]
= [
∫
k2(u)p(Hu + Ti)|H|du][1 + op(1)]
=
∫
k2(u)p(Ti)h1 . . . hqdu + op(h1 . . . hq)
= h1 . . . hqp(Ti)
∫
k2(u)du + op(h
q),
which is the same to write
mn∑
j=1
k2(H−1(Tj −Ti)) = mnh1 . . . hqp(Ti)
∫
k2(u)du + op(nh
q)
Therefore,
mn∑
j=1
K2ij =
mn∑
j=1
k2(H−1(Tj −Ti))[ mn∑
l=1
k(H−1(Tl −Ti))
]2 = mnh1 . . . hqp(Ti)
∫
k2(u)du + op(nh
q
1)[
mnh1 . . . hqp(Ti)
]2
+ op(n2h
2q
1 )
=
∫
k2(u)du
mnh1 . . . hqp(Ti)
+ op(n
−1h−q) = Op(n−1h−q),
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and we also know that the equation above holds for i ∈ N , which implies
mn∑
i=1
mn∑
j=1
K2ij = Op(h
−q).
The proof is completed.
The function g should be discussed, not only because it links the parametric part
to the nonparametric part in a pattern like Xijr = gr(Tij1, Tij2, . . . , Tijr) + ηijr, for
r ∈ P , but also because g is crucial in the proof of asymptotic properties.
Let 
g˜r(T11)
g˜r(T12)
...
g˜r(T1m)
...
g˜r(Tn1)
g˜r(Tn2)
...
g˜r(Tnm)

= (I−K)

gr(T11)
gr(T12)
...
gr(T1m)
...
gr(Tn1)
gr(Tn2)
...
gr(Tnm)

,
where Tij = (Tij1, Tij2, . . . , Tijq)
′ and k = 1, 2, . . . , q. In a vector form, if we put
g˜r = (g˜r(T11), g˜r(T12), . . . , g˜r(T1m), . . . , g˜r(Tn1), g˜r(Tn2), . . . , g˜r(Tnm))
′, and gr =
(gr(T11), gr(T12), . . . , gr(T1m), . . . , gr(Tn1), gr(Tn2), . . . , gr(Tnm))
′, then we have g˜r =
(I−K)gr.
We assume that the unknown continuous bounded function g and density function
p(t) have at least non-zero νth partial derivatives, where ν is the order of kernel.
Proposition 2.4.6
g˜wr(Tij) =
q∑
z=1
hνzBz,Gr(Tij) + a1a2
∑
j∈M
gr(Tij)− a1a2mgr + op(1) + op(hν), for r ∈ P ,
where g˜wr(Tij) is the element in g˜wr = (I−K)Wg, Gr = {k, gr, p}, Bz,Gr is a bounded
function and
mgr(Tij) =
∫
k(H−1(t−Tij))gr(t)p(t)dt∫
k(H−1(t−Tij))p(t)dt + (m− 1)
∫
gr(t)p(t)dt.
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Proof of proposition (2.4.6). We look at Wg first. Recall the weight matrix W
has the form
W = In×n ⊗W1 =

W1 0 · · · 0
0 W1 · · · 0
...
...
. . .
...
0 0 · · · W1
 ,
where
W1 = a1(Im×m − Jm×m × a2) = a1

1− a2 −a2 · · · −a2
−a2 1− a2 · · · −a2
...
...
. . .
...
−a2 −a2 · · · 1− a2
 ,
Im×m is the identity matrix, Jm×m is a matrix of ones, a1 = 1/σ and
a2 =
(
1−
√
1− σ2γm/(σ2 + σ2γm)
)
/m.
Hence,
gw = Wg =
a1

1−a2 −a2 ··· −a2 0 0 ··· 0 0 0 ··· 0−a2 1−a2 ··· −a2 0 0 ··· 0 0 0 ··· 0
...
...
...
...
...
...
...
...
...
...
...
...−a2 −a2 ··· 1−a2 0 0 ··· 0 0 0 ··· 0
0 0 ··· 0 1−a2 −a2 ··· −a2 0 0 ··· 0
0 0 ··· 0 −a2 1−a2 ··· −a2 0 0 ··· 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 ··· 0 −a2 −a2 ··· 1−a2 0 0 ··· 0
0 0 ··· 0 0 0 ··· 0 1−a2 −a2 ··· −a2
0 0 ··· 0 0 0 ··· 0 −a2 1−a2 ··· −a2
...
...
...
...
...
...
...
...
...
...
...
...
0 0 ··· 0 0 0 ··· 0 −a2 −a2 ··· 1−a2


g1(T11) g2(T11) ··· gp(T11)
g1(T12) g2(T12) ··· gp(T12)
...
...
...
...
g1(T1m) g2(T1m) ··· gp(T1m)
g1(T21) g2(T21) ··· gp(T21)
g1(T22) g2(T22) ··· gp(T22)
...
...
...
...
g1(T2m) g2(T2m) ··· gp(T2m)
...
...
...
...
g1(Tn1) g2(Tn1) ··· gp(Tn1)
g1(Tn2) g2(Tn2) ··· gp(Tn2)
...
...
...
...
g1(Tnm) g2(Tnm) ··· gp(Tnm)

=
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a1

g1(T11)− a2
∑
j∈M
g1(T1j) g2(T11)− a2
∑
j∈M
g2(T1j) · · · gp(T11)− a2
∑
j∈M
gp(T1j)
g1(T12)− a2
∑
j∈M
g1(T1j) g2(T12)− a2
∑
j∈M
g2(T1j) · · · gp(T12)− a2
∑
j∈M
gp(T1j)
...
...
. . .
...
g1(T1m)− a2
∑
j∈M
g1(T1j) g2(T1m)− a2
∑
j∈M
g2(T1j) · · · gp(T1m)− a2
∑
j∈M
gp(T1j)
g1(T21)− a2
∑
j∈M
g1(T2j) g2(T21)− a2
∑
j∈M
g2(T2j) · · · gp(T21)− a2
∑
j∈M
gp(T2j)
g1(T22)− a2
∑
j∈M
g1(T2j) g2(T22)− a2
∑
j∈M
g2(T2j) · · · gp(T22)− a2
∑
j∈M
gp(T2j)
...
...
. . .
...
g1(T2m)− a2
∑
j∈M
g1(T2j) g2(T2m)− a2
∑
j∈M
g2(T2j) · · · gp(T2m)− a2
∑
j∈M
gp(T2j)
...
...
. . .
...
g1(Tn1)− a2
∑
j∈M
g1(Tnj) g2(Tn1)− a2
∑
j∈M
g2(Tnj) · · · gp(Tn1)− a2
∑
j∈M
gp(Tnj)
g1(Tn2)− a2
∑
j∈M
g1(Tnj) g2(Tn2)− a2
∑
j∈M
g2(Tnj) · · · gp(Tn2)− a2
∑
j∈M
gp(Tnj)
...
...
. . .
...
g1(Tnm)− a2
∑
j∈M
g1(Tnj) g2(Tnm)− a2
∑
j∈M
g2(Tnj) · · · gp(Tnm)− a2
∑
j∈M
gp(Tnj)

.
From the definition, we have
g˜wr = (I−K)gwr = gwr −Kgwr.
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Expand Kgwr, we have
Kgwr =

K11,11 K11,12 · · · K11,nm
K12,11 K12,12 · · · K12,nm
...
...
. . .
...
Knm,11 Knm,12 · · · Knm,nm
 a1

gr(T11)− a2
∑
j∈M
gr(T1j)
gr(T12)− a2
∑
j∈M
gr(T1j)
...
gr(Tnm)− a2
∑
j∈M
gr(Tnj)

= a1

∑
i′∈N
j′∈M
K11,i′j′gr(Ti′j′)− a2
∑
i′∈N
j′∈M
[K11,i′j′
∑
j∈M
gr(Ti′j)]
∑
i′∈N
j′∈M
K12,i′j′gr(Ti′j′)− a2
∑
i′∈N
j′∈M
[K12,i′j′
∑
j∈M
gr(Ti′j)]
...∑
i′∈N
j′∈M
Knm,i′j′gr(Ti′j′)− a2
∑
i′∈N
j′∈M
[Knm,i′j′
∑
j∈M
gr(Ti′j)]

.
where
Kij,i′j′ =
k(H−1(Ti′j′ −Tij))∑
l∈N ,l′∈M
k(H−1(Tll′ −Tij)) .
So the first element in 1
a1
Kgwr is∑
i′∈N
j′∈M
K11,i′j′gr(Ti′j′)− a2
∑
i′∈N
j′∈M
[K11,i′j′
∑
j∈M
gr(Ti′j)] =
∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −T11))gr(Ti′j′)∑
l∈N ,l′∈M
k(H−1(Tll′ −T11))
−
∑
i′∈N ,j′∈M
[k(H−1(Ti′j′ −T11))a2
∑
j∈M
gr(Ti′j)]∑
l∈N ,l′∈M
k(H−1(Tll′ −T11)) .
Let
A1 =
∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −T11))gr(Ti′j′)∑
l∈N ,l′∈M
k(H−1(Tll′ −T11))
and
A2 =
∑
i′∈N ,j′∈M
[k(H−1(Ti′j′ −T11))a2
∑
j∈M
gr(Ti′j)]∑
l∈N ,l′∈M
k(H−1(Tll′ −T11)) .
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Thus, the first element in 1
a1
Kgwr is∑
i′∈N
j′∈M
K11,i′j′gr(Ti′j′)− a2
∑
i′∈N
j′∈M
[K11,i′j′
∑
j∈M
gr(Ti′j)] = A1− A2.
Notice that both A1 and A2 have the same denominator, so we will apply Taylor
expansion on the denominator and then examine each numerator.
For any i ∈ N and j ∈M,∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −Tij)) = mnh1 . . . hqp(Tij) + op(nhq).
Applying proposition(2.4.3) on the numerator of A1, we have∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −T11))gr(Ti′j′) = [mn
∫
k(u)gr(Hu + T11)p(Hu + Tij)|H|du]
[1 + op(1)].
Before we proceed on the right-hand side term in the equation above, we shall
introduce some notations of multi-variate Taylor expansion.
We apply Taylor expansion on gr(Hu + Tij) to have
gr(Hu + Tij) =
∑
|γ|≤d
Dγgr(Tij)
γ!
(Hu)γ +Rgr ,
with the multi-index notation being used, where
|γ| = γ1 + γ2 + . . .+ γq, γ! = γ1!γ2! . . . γq!, uγ = uγ11 uγ22 . . . uγqq ,
and Rgr is the remainder. When we expand gr(Hu + Tij), the terms are complicated
in algebra, but due to the fact that the kernel k(u) has νth order.
gr(Hu + Tij) = gr(Tij) +Op(h) + . . .+Op(h
ν).
Another issue of the Taylor expansion on function g is the cross terms when the
kernel function k(u) can not be written into a product form into k1(u1)k2(u2) . . . kq(uq),
which is often the case when Tij1, Tij2, . . . , Tijq are not independent. However, for the
simplicity of proof, we do assume k(u) = k1(u1)k2(u2) . . . kq(uq), which gives different
coefficients in results, but still preserves the same asymptotic properties.
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Thus, with both proposition (2.4.3) and Taylor expansion being applied the nu-
merator of A1 can be written as below∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −T11))gr(Ti′j′)
= [mn
∫
k(u)gr(Hu + T11)p(Hu + Tij)|H|du][1 + op(1)]
= mnh1 . . . hqgr(T11)p(T11) +mnh1 . . . hq
q∑
z=1
hνzBz,Gr,1(T11) + op(nh
q+ν).
Note that if we do not assume a product form on k(u), then
q∑
z=1
hνzBz,Gr,1(Tl′)
from above will extend to multiple terms including all the cross terms, but the order
Op(nh
ν) does not change.
Therefore,
A1 =
∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −T11))gr(Ti′j′)∑
i′∈N ,j′∈M
k(H−1(Ti′j′ −T11))
=
mnh1 . . . hqgr(T11)p(T11) +mnh1 . . . hq
q∑
z=1
hνzBz,Gr,1(T11) + op(nh
q+ν)
mnh1 . . . hqp(T11) + op(nhq)
= gr(T11) +
q∑
z=1
hνzBz,Gr,2(T11) + op(1) + op(h
ν),
where the subscript 1 and 2 in Bz,Gr,1 and Bz,Gr,2 are to denote the difference from
Bz,Gr .
Applying Taylor expansion once again and invoke proposition (2.4.4), we have
A2 =
∑
i′∈N ,j′∈M
[k(H−1(Ti′j′ −T11))a2
∑
j∈M
gr(Ti′j)]∑
l∈N ,l′∈M
k(H−1(Tll′ −T11))
=
a2mn
∫
k(H−1(t−T11))gr(t)p(t)dt[1 + op(1)]
mn
∫
k(H−1(t−T11))p(t)dt[1 + op(1)]
+
a2mn(m− 1)
∫
k(H−1(t−T11))p(t)dt
∫
gr(t)p(t)dt][1 + op(1)]
mn
∫
k(H−1(t−T11))p(t)dt[1 + op(1)] + op(h
ν)
=
a2
∫
k(H−1(t−T11))gr(t)p(t)dt∫
k(H−1(t−T11))p(t)dt + a2(m− 1)
∫
gr(t)p(t)dt + op(1) + op(h
ν)
= a2mgr(T11) + op(1) + op(h
ν),
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where
mgr(T11) =
∫
k(H−1(t−T11))gr(t)p(t)dt∫
k(H−1(t−T11))p(t)dt + (m− 1)
∫
gr(t)p(t)dt.
Thus,
Kgwr = a1

gr(T11) +
q∑
z=1
hνzBz,Gr,2(T11)− a2mgr(T11) + op(1) + op(hν)
gr(T12) +
q∑
z=1
hνzBz,Gr,2(T12)− a2mgr(T12) + op(1) + op(hν)
...
gr(Tnm) +
q∑
z=1
hνzBz,Gr,2(Tnm)− a2mgr(Tnml) + op(1) + op(hν)

,
and we also know that
gwr = a1

gr(T11)− a2
∑
j∈M
gr(T1j)
gr(T11)− a2
∑
j∈M
gr(T1j)
...
gr(T11)− a2
∑
j∈M
gr(Tnj)

.
Therefore,
g˜wr = (I−K)gwr = gwr −Kgwr
= a1

−
q∑
z=1
hνzBz,Gr,2(T11) + a2
∑
j∈M
gr(T1j)− a2mgr(T11) + op(1) + op(hν)
−
q∑
z=1
hνzBz,Gr,2(T12) + a2
∑
j∈M
gr(T1j)− a2mgr(T12) + op(1) + op(hν)
...
−
q∑
z=1
hνzBz,Gr,2(Tnm) + a2
∑
j∈M
gr(Tnj)− a2mgr(Tnm) + op(1) + op(hν)

=

q∑
z=1
hνzBz,Gr(T11) + a1a2
∑
j∈M
gr(T1j)− a1a2mgr(T11) + op(1) + op(hν)
q∑
z=1
hνzBz,Gr(T12) + a1a2
∑
j∈M
gr(T1j)− a1a2mgr(T12) + op(1) + op(hν)
...
q∑
z=1
hνzBz,Gr(Tnm) + a1a2
∑
j∈M
gr(Tnj)− a1a2mgr(Tnm) + op(1) + op(hν)

,
and the proof is complete.
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Proposition 2.4.7
‖f˜w‖2 = Op(n) and ‖g˜wr‖2 = Op(n),
where f˜w = (I−K)fw and g˜wr = (I−K)gwr, for r ∈ P.
Proof of proposition (2.4.7). First, we will prove ‖f˜w‖2 = Op(n). Since f also has
at least non-zero νth derivatives and is bounded, from proposition (2.4.6)
f˜w = (I−K)Wf
=

q∑
z=1
hνzBz,F(T11) + a1a2
∑
j∈M
f(T1j)− a1a2mf (T11) + op(1) + op(hν)
q∑
z=1
hνzBz,F(T12) + a1a2
∑
j∈M
f(T1j)− a1a2mf (T12) + op(1) + op(hν)
...
q∑
z=1
hνzBz,F(Tnm) + a1a2
∑
j∈M
f(Tnj)− a1a2mf (Tnm) + op(1) + op(hν)

where F = {k, f, p}, Bz,F is a bounded function and applying Taylor expansion on∫
k(H−1(t−Tij))f(t)p(t)dt, we have
mf (Tij) =
∫
k(H−1(t−Tij))f(t)p(t)dt∫
k(H−1(t−Tij))p(t)dt + (m− 1)
∫
f(t)p(t)dt
= f(Tij)[1 + op(1)] + (m− 1)
∫
f(t)p(t)dt,
for i ∈ N and j ∈M.
Write out
∑
j∈M
f(T1j)−mf (T11), we have
∑
j∈M
f(T1j)−mf (T11) = f(T11)op(1) + (m− 1)
∑
j∈M,j 6=1
[f(T1j)−
∫
f(t)p(t)dt]
= (m− 1)
∑
j∈M,j 6=1
[f(T1j)−
∫
f(t)p(t)dt] + op(1),
which makes a1a2
∑
j∈M
f(T1j)−a1a2mf (T11) the dominant term in
q∑
z=1
hνzBz,F(T11) +
a1a2
∑
j∈M
f(T1j)− a1a2mf (T11) + op(hν).
Thus,
‖f˜w‖2 = a21a22(m− 1)2
∑
i∈N
∑
j∈M
∑
k∈M,k 6=j
[f(Tik)−
∫
f(t)p(t)dt]2 + op(n)
= Op(n).
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Using the same method we can prove that
‖g˜wr‖2 = a21a22(m− 1)2
∑
i∈N
∑
j∈M
∑
k∈M,k 6=j
[gwr(Tik)−
∫
gwr(t)p(t)dt]
2 + op(n)
= Op(n).
The proof is complete.
Proposition 2.4.8
‖Kηwr‖2 = Op(h−q).
Proof of proposition (2.4.8). Since ηwr is a random vector, we will take the expected
value of ‖Kηwr‖2 conditional on Tij, which gives
E‖Kηwr‖2 = E‖η′wrK′Kηwr‖ = tr
[
K′Kvar(ηwr)
]
= tr
[
K′Kvar(ηwr)
]
= tr
[
K′KWvar(ηr)W
′].
Note both W and var(ηr) are block diagonal. In particular,
W = In×n ⊗W1,
and
var(ηr) = In×n ⊗V,
where
W1 = a1(Im×m − Jm×m × a2),
and
V =

v v′ · · · v′
v′ v · · · v′
...
...
. . .
...
v′ v′ · · · v

m×m
.
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Notice that Wvar(ηr)W
′ = (In×n ⊗ W1)(In×n ⊗ V )(In×n ⊗ W1)′ = In×n ⊗
(a3Jm×m + a4I) with constant a3 and a4. Hence, it suffices to prove tr
[
K′K(In×n ⊗
Jm×m)
]
= Op(h
−q).
We adopt the two-digit subscript for K below to accommodate our model setting,
thus
K =

K11,11 K11,12 · · · K11,nm
K12,11 K12,12 · · · K12,nm
...
...
. . .
...
Knm,11 Knm,12 · · · Knm,nm
 .
For any i ∈ N and j ∈ M, the element of the diagonal of matrix K′K(In×n ⊗
Jm×m) indexed by i and j is
K′K(In×n ⊗ Jm×m)ij,ij =
∑
i′∈N ,j′∈M
Ki′j′,ij
∑
j′′∈M
Ki′j′,ij′′ .
Recall
Ki′j′,ij =
k(H−1(Tij −Ti′j′))∑
l∈N ,l′∈M
k(H−1(Tll′ −Ti′j′)) .
Invoke proposition (2.4.3) and approach the denominator using techniques from
proposition (2.4.6), we have
K′K(In×n ⊗ Jm×m)ij,ij =
∑
i′∈N ,j′∈M
Ki′j′,ij
∑
j′′∈M
Ki′j′,ij′′
=
∑
i′∈N ,j′∈M
k(H−1(Tij −Ti′j′))∑
l∈N ,l′∈M
k(H−1(Tll′ −Ti′j′))
∑
j′′∈M
k(H−1(Tij′′ −Ti′j′))∑
l∈N ,l′∈M
k(H−1(Tll′ −Ti′j′))
=
∑
i′∈N ,j′∈M
k(H−1(Tij −Ti′j′))
mnh1 . . . hqp(Ti′j′) + op(nhq)
∑
j′′∈M
k(H−1(Tij′′ −Ti′j′))
mnh1 . . . hqp(Ti′j′) + op(nhq)
= Op(n
−1h−q),
which gives
tr
[
K′K(In×n ⊗ Jm×m)
]
= Op(h
−q).
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Applying Chebyshev’s inequality, we know there exists M > 0, such that for any
ε′ > 0
P
(‖Kηwr‖2
h−q
> M
)
<
E‖Kηwr‖2
h−qM
=
O(1)
M
< ε′,
which gives
‖Kηwr‖2 = Op(h−q).
Proposition 2.4.9
(nm)−1η′wr(I−K)fw = Op(n−1/2)
Proof of proposition (2.4.9).
We know that
E[η′wr(I−K)fw] = 0,
and
V ar[η′wr(I−K)fw] = f˜ ′wV ar(Wηr)f˜w = f˜ ′wW′V ar(ηr)Wf˜w.
As we discussed in proposition (2.4.7), to prove that V ar[η′wr(I−K)fw] = O(n),
it suffices to prove f˜ ′w(In×n ⊗ Jm×m)f˜w = O(n).
Write out f˜ ′w(In×n ⊗ Jm×m)f˜w to get
f˜ ′w(In×n ⊗ Jm×m)f˜w =
∑
i∈N
∑
j∈M
[f˜w(Tij)
∑
j′∈M
f˜w(Tij′)] = O(n).
Applying Chebyshev’s inequality, we know there exists M ′ > 0, such that for any
ε′ > 0
P
(
n[(nm)−1η′wr(I−K)fw]2 > M
)
<
E[η′wr(I−K)fw]2
m2nM
=
O(n)
m2nM
< ε′,
which gives
(nm)−1η′wr(I−K)fw = Op(n−1/2).
Proposition 2.4.10
Kij,•ηwr = Op(n
−1/2h−q/2),
where Kij,• is the (i× (m− 1) + j)th row in matrix K and r ∈ P.
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Proof of proposition (2.4.10).
When we write out ηwr in proposition (2.4.2), we observe that ηwr,ij = Op(ηr,ij)
for i ∈ N and j ∈ M, where ηr,ij and ηwr,ij are the (i × (m − 1) + j)th element in
ηr,ij and ηwr,ij, respectively. Thus, Kij,•ηwr = Op(Kij,•ηr).
We know that each element in ηr has zero-mean and finite variance. Thus,
E(Kij,•ηr) = Kij,•E(ηr) = 0.
In addition to a block diagonal covariance matrix of ηr with finite observations in
each subject,
E[(Kij,•ηr)]
2 = V ar(Kij,•ηr) = Kij,•V ar(ηr)K
′
ij,•
= O(Kij,•K′ij,•),
for r ∈ P .
Borrow part of the results from the proof of proposition (2.4.5), we have
Kij,•K′ij,• =
mn∑
l=1
K2ij,l =
mn∑
l=1
k2(H−1(Tl −Tij))[ mn∑
l′=1
k(H−1(Tl′ −Tij))
]2 = O(n−1h−q),
which gives
E[(Kij,•ηr)]
2 = O(n−1h−q).
Applying Chebyshev’s inequality, for any ε′′ > 0, we know there exists M ′ > 0,
such that
P
((Kij,•ηr)2
n−1h−q
> M ′
) ≤ E(Kij,•ηr)2
n−1h−qM ′
=
O(1)
M ′
< ε′′,
which implies
Kij,•ηr = Op(n
−1/2h−q/2).
Therefore,
Kij,•ηwr = Op(n
−1/2h−q/2).
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2.5 Proof of theorems
The expected value and variance throughout this section are conditional on the para-
metric covariates Xij and Tij, for i = 1, 2, . . . , n and j = 1, 2, . . . ,m. Thus, using
the assumptions at the beginning of section (2.3), we know that the propositions in
section (2.4) will hold without the subscript ”p” in the notations.
Proof of theorem (2.3.1). From equation (2.5)
βˆw = (X˜
′
wX˜w)
−1X˜′wY˜w
= (X˜′wX˜w)
−1X˜′w(X˜wβ + f˜w + (I−K)w)
= (X˜′wX˜w)
−1X˜′wX˜wβ + (X˜
′
wX˜w)
−1X˜′w f˜w + (X˜
′
wX˜w)
−1X˜′w(I−K)w
= β + (X˜′wX˜w)
−1X˜′w f˜w + (X˜
′
wX˜w)
−1X˜′w(I−K)w,
and the expected value of last term is
E((X˜′wX˜w)
−1X˜′ww) = (X˜
′
wX˜w)
−1X˜′w(I−K)E(w) = 0,
since E(w) = 0 and w is independent to ηwr, for any r ∈ P .
Hence,
Bias(βˆw) = E(βˆw)− β = (X˜′wX˜w)−1X˜′w f˜w.
We start our proof by looking at the term X˜′wX˜w inside the expected value above,
X˜′wX˜w =

X˜′w1X˜w1 X˜
′
w1X˜w2 · · · X˜′w1X˜wp
X˜′w2X˜w1 X˜
′
w2X˜w2 · · · X˜′w2X˜wp
...
...
. . .
...
X˜′wpX˜w1 X˜
′
wpX˜w2 · · · X˜′wpX˜wp
 .
Let r ∈ P and s ∈ P , for the case r 6= s,
X˜′wrX˜ws = (g˜
′
wr + η˜
′
wr)(g˜ws + η˜ws)
= g˜′wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws + η˜
′
wrη˜ws
= g˜′wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws + η
′
wr(I−K)′(I−K)ηws
= g˜′wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws + η
′
wrηws − η′wrK′ηws − η′wrKηws
+ η′wrK
′Kηws.
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We keep η˜w where there is a term g˜w, because a conservative upper bound can
be applied on ‖η˜ws‖, while still keeping the product term of η˜w and g˜w negligible
in the proof. However, we need to expand the product of η˜′wr and η˜ws, since the
upper bound on ‖η˜ws‖ is too conservative for the properties of this product. In the
following text, we will examine each term from X˜′wrX˜ws.
From proposition (2.4.7), we know
‖g˜ws‖ = O(n 12 ), for s ∈ P .
From proposition (2.4.2), we know that ‖ηws‖ = O(n
1
2 ), and proposition (2.4.8)
gives ‖Kηws‖ = O(h−
q
2 ), for s ∈ P . Thus, in addition to nhq →∞ and using triangle
inequality, we have
‖η˜ws‖ = ‖(I−K)ηws‖ ≤ ‖ηws‖+ ‖Kηws‖ = O(n
1
2 ).
Thus,
X˜′wrX˜ws = g˜
′
wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws + η
′
wrηws − η′wrK′ηws − η′wrKηws
+ η′wrK
′Kηws
= O(n) +O(n) +O(n) + η′wrηws +O(n
1
2h−
q
2 ) +O(n
1
2h−
q
2 )
+O(h−q)
= O(n) + η′wrηws +O(n
1
2h−
q
2 ) +O(n
1
2h−
q
2 ) +O(h−q).
Proposition (2.4.2) gives (nm)−1η′wηw
p−→ U2, and we also see that (g˜′wrg˜ws +
g˜′wrη˜ws + η˜
′
wrg˜ws) = O(n), which makes η
′
wrηws and (g˜
′
wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws) the
dominant terms above.
We know that (g˜′wg˜w+ g˜
′
wη˜w+ η˜
′
wg˜w)/(mn) = Ub and the subscript b is to denote
the bias created by (g˜′wg˜w + g˜
′
wη˜w + η˜
′
wg˜w).
Therefore,
(mn)−1X˜′wX˜w = U2 + Ub + o(1).
Next, we look at X˜′w f˜w. From proposition (2.4.7), we know
‖f˜w‖ = O(n1/2)
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The rth row of X˜′w f˜w is
X˜′wr f˜w = (g˜
′
wr + η
′
wr(I−K)′)f˜w
= g˜′wr f˜w + η
′
wr f˜w −K′η′wr f˜w.
Using Cauchy-Schwarz inequality, we have
g˜′wr f˜w ≤ ‖g˜wr‖‖f˜w‖ = O(n).
From proposition (2.4.9), we know the second term η′wr f˜w = O(n
1/2). The third
term Kηwr f˜w ≤ ‖Kηwr‖‖f˜w‖ = O(n1/2h−q/2), by applying proposition (2.4.8) and
proposition (2.4.7). Recall that nhq →∞. Thus,
X˜′wr f˜w = O(n) +O(n
1/2) +O(n1/2h−q/2) = O(n).
Therefore, putting the results of X˜′wX˜w and g˜
′
wr f˜w together, we have
(X˜′wX˜w)
−1X˜′w f˜w = [U2 + Ub + o(1)]
−1

O(1)
O(1)
...
O(1)
+ o(1).
Therefore,
Bias(βˆw) = E(βˆw)− β = (X˜′wX˜w)−1X˜′w f˜w
= [U2 + Ub + o(1)]
−1

O(1)
O(1)
...
O(1)
+ o(1).
The proof of theorem (2.3.1) is complete.
Remark. Because of the correlation of the error term in the model, we can see
that βˆw is not asymptotically unbiased.
Proof of theorem (2.3.2). Since we know, similar to Speckman [1988],
βˆw = β + (X˜
′
wX˜w)
−1X˜′w f˜w + (X˜
′
wX˜w)
−1X˜′w(I−K)w,
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and V ar(w) = Imn×mn, the variance of βˆw is
V ar(βˆw) = V ar[(X˜
′
wX˜w)
−1X˜′w(I−K)w]
= (X˜′wX˜w)
−1X˜′w(I−K)V ar(w)(I−K′)X˜w(X˜′wX˜w)−1
= (X˜′wX˜w)
−1[X˜′wX˜w − X˜′wKX˜w − X˜′wK′X˜w + X˜′wKK′X˜w](X˜′wX˜w)−1
= (X˜′wX˜w)
−1 + (X˜′wX˜w)
−1[−X˜′wKX˜w − X˜′wK′X˜w
+ X˜′wKK
′X˜w](X˜′wX˜w)
−1.
We already know that (mn)−1X˜′wX˜w = U2 + Ub + o(1) from proposition (2.4.1),
which gives ‖X˜wr‖ = O(n1/2) for any r ∈ P . Thus, we need to find the bound of
KX˜w.
From proposition (2.4.5), we know that ‖K‖F = [tr(K′K)]1/2 = Op(h−q/2), where
‖K‖F is the Frobenius norm of matrix K.
Applying Cauchy-Schwarz inequality and triangle inequality for any r ∈ P , we
have
‖KX˜wr‖ = ‖K[g˜wr + (I−K)ηwr]‖ = ‖Kg˜wr + Kηwr −KKηwr‖
≤ ‖K‖F‖g˜wr‖+ ‖Kηwr‖+ ‖K‖F‖Kηwr‖
= O(n1/2h−q/2) +O(h−q/2) +O(h−q)
= O(n1/2h−q/2) +O(h−q)
= O(n1/2h−q/2),
since we know nhq →∞.
The Frobenius norm works here because both K′K and g˜wrg˜′wr are semi-positive
definite matrix, which gives
‖Kg˜wr‖ = g˜′wrK′Kg˜wr = tr(g˜′wrK′Kg˜wr) = tr(K′Kg˜wrg˜′wr)
≤ tr(K′K)tr(g˜wrg˜′wr) = ‖K‖F‖g˜wr‖.
The same results can be established on ‖K′X˜wr‖, which gives
‖K′X˜wr‖ = O(n1/2h−q/2) +O(h−q) = O(n1/2h−q/2).
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Putting ‖X˜wr‖ = O(n1/2) and ‖KX˜wr‖ = O(n1/2h−q/2) together and invoking
Cauchy-Schwarz inequality once again, we have
|X˜′wrKX˜wr| ≤ ‖X˜wr‖‖KX˜wr‖ = O(nh−q/2),
similarly
|X˜′wrK′X˜wr| ≤ ‖X˜wrK‖‖X˜wr‖ = O(nh−q/2),
and
|X˜′wrKK′X˜wr| ≤ ‖K′X˜wr‖‖K′X˜wr‖ = O(nh−q).
Therefore,
V ar(βˆw) = (X˜
′
wX˜w)
−1 + (X˜′wX˜w)
−1[−X˜′wKX˜w − X˜′wK′X˜w
+ X˜′wKK
′X˜w](X˜′wX˜w)
−1
= (nm)−1[(U2 + Ub)−1 + o(1)]
+ (nm)−1[(U2 + Ub)−1 + o(1)][O(nh−q/2) +O(h−q)]
(nm)−1[(U2 + Ub)−1 + o(1)]
= O(n−1h−q).
Without ambiguity, the scalar O(n−1h−q) should denote every element in the matrix
of V ar(βˆw).
Remark. As we can see from the variance of βˆw above, the increase of dimension
will result in a larger asymptotic variance.
Proof of theorem (2.3.3). From the definition and equation (2.2), we know
fˆw = K(Yw −Xwβˆw) = K(Xwβw + fw + w −Xwβˆw).
Recall that when we calculate the expected values, we are actually calculating
them conditional on Xij and Tij, for i = 1, 2, . . . , n and j = 1, 2, . . . ,m. Thus,
Bias(fˆw) = E(fˆw)− fw = E[K(Xwβ + fw + w −Xwβˆw)]− fw
= E[K(fw + w)]− fw − (E[KXwβˆw]−KXwβw).
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In the first two terms, we exclude the parametric influence, so using the results
from nonparametric regression, we have
E[Kij,•(fw + w)]− fw = O(hν),
where Kij,• is the (i× (m− 1) + j)th row in matrix K.
For the last two terms, we already know that
Bias(βˆw) = E(βˆw)− β = (X˜′wX˜w)−1X˜′w f˜w
= [U2 + Ub + o(1)]
−1

O(1)
O(1)
...
O(1)
+ o(1).
From proposition (2.4.6), we know that,
Kgwr = a1

gr(T11) +
q∑
z=1
hνzBz,Gr,2(T11)− a2mgr(T11) + o(1) + o(hν)
gr(T12) +
q∑
z=1
hνzBz,Gr,2(T12)− a2mgr(T12) + o(1) + o(hν)
...
gr(Tnm) +
q∑
z=1
hνzBz,Gr,2(Tnm)− a2mgr(Tnml) + o(1) + o(hν)

.
From proposition(2.4.10), we know Kij,•ηwr = Op(n
−1/2h−q/2). Thus,
E(Kij,•Xwβˆw)−Kij,•Xwβw = Kij,•XwBias(βˆw) = Kij,•(gw + ηw)Bias(βˆw)
= [O(1) +O(n−1/2h−q/2)][(U2 + Ub + o(1))−1 + o(1)]
= O(1).
Therefore,
Bias(fˆw(Tij)) = O(h
ν) +O(1).
Proof of theorem (2.3.4). From equation (2.4), we can write
V ar(fˆw(Tij)) = V ar[Kij,•(Yw −Xwβˆw)]
= V ar(Kij,•Yw) + (Kij,•Xw)′V ar(βˆw)Kij,•Xw
− 2(Kij,•Xw)′cov(βˆw,Kij,•Yw),
41
where Kij,• is the (i×(m−1)+j)th row in matrix K, and cov(βˆw,Kij,•Yw) is a vector
with its kth element being cov(βˆwk,Kij,•Yw), for k ∈ P and βˆw = (βˆw1, βˆw2, . . . , βˆwp)′.
Since we are looking at the asymptotic behaviors of V ar(fˆw(Tij)) and each el-
ement in vector Kij,•Xw is of order O(1), either V ar(Kij,•Yw) or V ar(βˆw) will be
dominant.
In nonparametric regression, we know that V ar(Kij,•Yw) = Op(n−1h−q), and
from Theorem (2.3.2), we know that
V ar(βˆw) = O(n
−1h−q).
Therefore,
V ar(fˆw(Tij)) = O(n
−1h−q).
Copyright c© Liangdong Fan, 2018.
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Chapter 3 Unbiased results, simulations and case study
3.1 Asymptotic unbiased results with additional assumptions
As we can see from the proof of theorem (2.3.1), the term X˜′wr f˜w = O(n) +O(n
1/2) +
O(n1/2h−q/2) = O(n) is the main reason why we still have O(1) in the bias term in
the estimator in equation (2.5).
Through out this section, a simplifying assumption is then made on the rela-
tionship function g bringing asymptotic unbiased results of the proposed estimators.
More specifically than equation (2.7), we assume
Xijr = gr(Tij1, Tij2, . . . , Tijq) + ηijr, for r = 1, 2, . . . , p, (3.1)
where gr(Tij1, Tij2, . . . , Tijq) = cr is a constant function on its domain and results in
independence between Xijr and (Tij1, Tij2, . . . , Tijq).
A simplified but crucial result then happens on proposition (2.4.6), leading to a
series of changes thereafter. The simplified proposition (2.4.6) is
g˜wr(Tij) =
q∑
z=1
hνzBz,Gr(Tij) + op(1) + op(h
ν)
=
q∑
z=1
hνzBz,Gr(Tij) + op(1),
where g˜wr(Tij) is the element in g˜wr = (I−K)Wg, Gr = {k, gr, p}, Bz,Gr is a bounded
function.
Since Bz,Gr is a bounded function on its domain, this will then bring changes to
proposition (2.4.7) and give
‖g˜wr‖2 = Op(nh2ν) + op(n),
where g˜wr = (I−K)gwr, for r ∈ P .
All the corollaries in this section are based this simplifying assumption of constant
function g and previous conditions. We also provide the sketch of the proof for each
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corollary, in which the changes caused by this simplifying assumption will be pointed
out.
Corollary 3.1.1 If n→∞, h→ 0 and nhq →∞, then
Bias(βˆw) = E(βˆw)− β = (X˜′wX˜w)−1X˜′w f˜w
= [U2 + o(1)]
−1

O(hν) +O(n−1/2h−q/2)
O(hν) +O(n−1/2h−q/2)
...
O(hν) +O(n−1/2h−q/2)
+ o(1),
where all terms and notations are the same as in theorem (2.3.1).
Sketch of proof of corollary (3.1.1). We will follow the proof of theorem (2.3.1)
and point out the differences using this simplifying assumption. As we already know
‖g˜wr‖ = O(n 12hν) + o(n 12 ),
then X˜′wrX˜ws becomes
X˜′wrX˜ws = g˜
′
wrg˜ws + g˜
′
wrη˜ws + η˜
′
wrg˜ws + η
′
wrηws − η′wrK′ηws − η′wrKηws
+ η′wrK
′Kηws
= O(nh2ν) +O(nhν) +O(nhν) + η′wrηws +O(n
1
2h−
q
2 ) +O(n
1
2h−
q
2 )
+O(h−q) + o(n)
= O(nhν) + η′wrηws +O(n
1
2h−
q
2 ) +O(h−q) + o(n).
Therefore,
(mn)−1X˜′wX˜w = U2 + o(1). (3.2)
Note that we drop the subscript ’p’ by conditioning on the parametric covariates
Xij and Tij, for i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
Another important change happens on X˜′wr f˜w, resulting in
X˜′wr f˜w = O(nh
ν) +O(n1/2h−q/2) + o(n). (3.3)
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Combining equation (3.2) and (3.3), we have
(X˜′wX˜w)
−1X˜′w f˜w = [U2 + o(1)]
−1

O(hν) +O(n−1/2h−q/2)
O(hν) +O(n−1/2h−q/2)
...
O(hν) +O(n−1/2h−q/2)
+ o(1).
Therefore,
Bias(βˆw) = E(βˆw)− β = (X˜′wX˜w)−1X˜′w f˜w
= [U2 + o(1)]
−1

O(hν) +O(n−1/2h−q/2)
O(hν) +O(n−1/2h−q/2)
...
O(hν) +O(n−1/2h−q/2)
+ o(1),
and the proof is complete.
Corollary 3.1.2 If n→∞, h→ 0 and nhq →∞, then
V ar(βˆw) = O(n
−1) +O(n−1hν−q/2) +O(n−3/2h−q) +O(n−2h−2q) + o(n−1h−q),
where ν is the order of the kernel function and q is the dimension of the nonparametric
part, using the same notations as in theorem (2.3.2).
Sketch of proof of corollary (3.1.2). Following the proof of theorem (2.3.2), the
impact brought by
‖g˜wr‖ = O(n 12hν) + o(n 12 )
will happen on ‖K′X˜wr‖ and give
‖K′X˜wr‖ = O(n1/2hν−q/2) +O(h−q) + o(n1/2h−q/2),
which leads to the change in
V ar(βˆw) = (X˜
′
wX˜w)
−1 + (X˜′wX˜w)
−1[−X˜′wKX˜w − X˜′wK′X˜w
+ X˜′wKK
′X˜w](X˜′wX˜w)
−1.
45
Calculating the quantity of each term in V ar(βˆw), we will have the final result
V ar(βˆw) = (nm)
−1[U2 + o(1)]−1 + (nm)−1[U2 + o(1)]−1[O(nhν−q/2)
+O(n1/2h−q) + o(nh−q/2) +O(nh2ν−q) +O(h−2q)
+ o(nh−q)](nm)−1[U2 + o(1)]−1
= O(n−1) +O(n−1hν−q/2) +O(n−3/2h−q) +O(n−2h−2q) + o(n−1h−q),
and the proof is complete.
Remarks. With more constraints on relationship of n, ν and q, we can achieve a
more concise expression of the order of V ar(βˆw).
Corollary 3.1.3 If n→∞, h→ 0 and nhq →∞, then
Bias(fˆw(Tij)) = Bias(fˆ0(Tij))−Kij,•XwBias(βˆw)
= O(hν) +O(n−1/2h−q/2) + o(1),
where fˆ0(Tij) = Kij,•(Yw −Xwβ) and Kij,• is the (m× (i− 1) + j)th row in matrix
K for i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
Sketch of proof of corollary (3.1.3). As we already know in corollary (3.1.1),
Bias(βˆw) = [U2 + o(1)]
−1

O(hν) +O(n−1/2h−q/2)
O(hν) +O(n−1/2h−q/2)
...
O(hν) +O(n−1/2h−q/2)
+ o(1).
Thus,
E(Kij,•Xwβˆw)−Kij,•Xwβw = Kij,•XwBias(βˆw) = Kij,•(gw + ηw)Bias(βˆw)
= [O(1) +O(n−1/2h−q/2)][(U2 + o(1))−1

O(hν) +O(n−1/2h−q/2)
O(hν) +O(n−1/2h−q/2)
...
O(hν) +O(n−1/2h−q/2)
+ o(1)]
= O(hν) +O(n−1/2h−q/2) + o(1).
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From the proof of theorem (2.3.3), we know that
Bias(fˆw) = E(fˆw)− fw = E[K(Xwβ + fw + w −Xwβˆw)]− fw
= E[K(fw + w)]− fw − (E[KXwβˆw]−KXwβw)
= O(hν) +O(hν) +O(n−1/2h−q/2) + o(1)
= O(hν) +O(n−1/2h−q/2) + o(1),
and the proof is complete.
Without ambiguity, the scalar O(hν) +O(n−1/2h−q/2) + o(1) should denote every
element in the vector of Bias(fˆw).
Corollary 3.1.4 If n→∞, h→ 0 and nhq →∞, then
V ar(fˆw(Tij)) = O(n
−1h−q),
where i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
Sketch of proof of corollary (3.1.4). As we have mentioned in the proof of the-
orem (2.3.4), either V ar(Kij,•Yw) or V ar(βˆw) will be dominant in V ar(fˆw(Tij)).
Although, a sharper result for V ar(βˆw) has been obtained after the additional as-
sumption on g, V ar(Kij,•Yw) = Op(n−1h−q) is the dominant term in V ar(fˆw(Tij)).
Therefore, the asymptotic variance of V ar(fˆw(Tij)) does not change regarding this
additional assumption.
3.2 Simulation
We conduct a simulation study to examine the estimated mean square error of our
estimators (Method 1) compared to estimators (Method 2) without considering cor-
relation in observations for both non-orthogonal design and orthogonal design. For
the estimators in method 2, there are still more than a few choices in the literature.
In particular, we employ the estimators proposed in Speckman [1988], and we should
be aware that both models and estimators in Speckman [1988] are not intended for
the correlated observations.
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In both simulation studies, our method produces better results for parametric
estimation. Other than the small variances case when σ2γ = 0.5 and σ
2
 = 0.5, our
nonparametric estimation performs better as well.
We generate N = 100 datasets. Each dataset contains n = 50 subjects with
m = 30 observations. We have 4 covariates (Tij1, Tij2, Xij1, Xij2) for this study, and
Tij1 and Tij2 are independently generated from uniform distribution on (−0.5, 0.5),
where i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
We generate 60 (2 dimensions in nonparametric component times 30 observations)
correlated η’s for each subject and η’s between different subjects are independent. In
particular, we have
(ηi11, ηi21, . . . , ηim1, ηi12, ηi22, . . . , ηim2)
′ iid∼ N(0, Hsimu),
where Hsimu =
 Vsimu Csimu
Csimu Vsimu
, the diagonal of Vsimu is 0.3, off-diagonal 0.1 and
the diagonal of Csimu is 0.2, off-diagonal 0.1. For both studies, we use the optimal
bandwidth derived from nonparametric kernel regression by np package from Hayfield
and Racine [2008], which gives h1 = 0.07 for the first covariate and h2 = 0.05 for the
second covariate using cross validation. The bandwidth selection issue is tangential
to this paper, and cross validation can be employed for this purpose.
Non-orthogonal study. We generate Xij1 and Xij2 from equation (2.7), where
g1 = 2 × eTij1 + sin(5 × Tij2) and g2 = sin(2 × Tij1) + cos(2 × Tij2), respectively.
Set β0 = 3, β1 = 1 and β2 = 1, then we generate Yij from equation (2.1), where
γi
iid∼ N(0, σ2γ) and ijk iid∼ N(0, σ2 ), for i = 1, 2, . . . , n, j = 1, 2, . . . ,m and k = 1, 2,
using a nonparametric function f(Tij1, Tij2) = sin(6 × Tij1) + sin(10 × Tij2). The
nonparametric function is displayed in both figure (3.1a) and figure (3.1b).
Note that
∫ 0.5
−0.5
∫ 0.5
−0.5 f(t1, t2)dt1dt2 =
∫ 0.5
−0.5
∫ 0.5
−0.5[sin(6×t1)+sin(10×t2)]dt1dt2 = 0.
When the integral of f on its domain is not equal zero, we will have identifiability
issue in the model.
We have 4 combinations of σ2γ and σ
2
 . As one can see from Table (3.1), with
smaller estimated mean square errors of βˆ1 and βˆ2, our method provides a more
accurate estimation of both β1 and β2. In figure (3.2), the estimates from our method
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(a) The Contour plot of f(tij1, tij2) = sin(6×
tij1) + sin(10× tij2).
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(b) The Contour plot of f(tij1, tij2) = sin(6×
tij1) + sin(10× tij2) filled with colors.
Figure 3.1: We sketch the nonparametric function in this simulation. Note that
both non-orthogonal and orthogonal studies use the same nonparametric function
f(tij1, tij2) = sin(6× tij1) + sin(10× tij2).
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are more clustered around the real value β1 = 1 and β2 = 1. Notice, in figure (3.2),
when σ2γ = 0.5 and σ
2
 = 1, it is more difficult to tell which method provides more
accurate estimation. Since σ2γ/(σ
2
γ + σ
2
 ) is a measurement of intra class correlation,
one of the reasons that the results of Method 1 and Method 2 are similar when
σ2γ = 0.5 and σ
2
 = 1 may be that intra class correlation becomes smaller than the
other sets of σ2γ and σ
2
 .
Table 3.1: Mean Square Error of βˆ1 and βˆ2 ×1000
MSE
σ2γ = 1, σ
2
 = 0.5 σ
2
γ = 1, σ
2
 = 1 σ
2
γ = 0.5, σ
2
 = 0.5 σ
2
γ = 0.5, σ
2
 = 1
βˆ1 βˆ2 βˆ1 βˆ2 βˆ1 βˆ2 βˆ1 βˆ2
Method 1 4.40 2.17 6.19 6.22 3.04 2.28 6.39 5.06
Method 2 13.69 15.01 15.66 18.92 4.32 5.25 9.23 8.42
Method 1 is based on model (2.1), whereas method 2 is a method
without considering the correlations.
We also examine the fitted nonparametric part, and include the estimated mean
square error of f in table (3.2). The mean square error for each dataset is defined as
1
50×30
∑50
i=1
∑30
j=1[fˆ(Tij)− f(Tij)]2, and we take the average from the 100 datasets for
table (3.2). Other than the small variances scenario where σ2γ = 0.5 and σ
2
 = 0.5,
our method shows a better estimation of the nonparametric part.
Table 3.2: Mean Square Error of fˆ ×100
MSE
σ2γ = 1, σ
2
 = 0.5 σ
2
γ = 1, σ
2
 = 1 σ
2
γ = 0.5, σ
2
 = 0.5 σ
2
γ = 0.5, σ
2
 = 1
fˆ fˆ fˆ fˆ
Method1 5.92 18.38 14.71 19.01
Method2 21.56 30.29 10.34 25.37
Method 1 is based on model (2.1), whereas method 2 is a method
without considering the correlations.
In table (3.2), our method shows a smaller estimated meas square error of the
nonparametric function f except when σ2γ = 0.5 and σ
2
 = 0.5. Then, we examine
the fitted nonparametric function in contour plots for each sets of σ2γ and σ
2
 in figure
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(c) Estimates when σ2γ = 0.5 and σ
2
 = 0.5.
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(d) Estimates when σ2γ = 0.5 and σ
2
 = 1.
Figure 3.2: Estimated β1 and β2 for different σ
2
γ and σ
2
 in non-orthogonal design.
Our method generates estimates more clustered at (1, 1) compared to the method
without considering correlations.
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(3.3) – figure (3.10). Of all the 100 datasets, the fitted values of the first two data
sets are displayed.
t1
t 2
 −3 
 −3 
 −2 
 −2 
 −2 
 −2 
 −2 
 
−
2 
 −2 
 −2 
 −2 
 
−2 
 −1 
 
−1 
 −1 
 
−
1 
 −1 
 −1 
 
−1 
 
−
1 
 −1 
 −1 
 −1 
 −1 
 −1 
 −1 
 −1 
 
−
1 
 
−
1 
 
−1 
 0 
 0 
 
0  0 
 0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 
0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 1 
 1 
 
1 
 1 
 1 
 1 
 1 
 
1 
 1 
 1 
 1 
 1 
 
1 
 
1 
 1 
 1 
 1 
 
1 
 1 
 1 
 1 
 1 
 1 
 1 
 1 
 1 
 
1 
 2 
 2 
 2 
 2 
 2 
 2 
 2 
 2 
 2 
 2 
 2 
 3 
 3 
 3 
−0.4 −0.2 0.0 0.2 0.4
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
(a)
−4
−2
0
2
4
−0.4 −0.2 0.0 0.2 0.4
−0.4
−0.2
0.0
0.2
0.4
t1
t 2
(b)
t1
t 2
 −2 
 −2 
 −2 
 −1.5 
 −1.5 
 −1.5 
 −1.5 
 
−
1.5
 
 −1 
 −1 
 
−
1 
 −1 
 −0.5 
 
−
0.5 
 
−
0.5 
 −
0.5 
 
−0.5 
 
−0.5 
 0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 
0 
 0 
 0.5 
 
0.5 
 0.5 
 0.5 
 0.5 
 
0.5 
 0.5 
 1 
 1 
 1 
 1 
 1  1.5 
 1.5 
 2 
 2 
 2 
 2 
 
2 
−0.4 −0.2 0.0 0.2 0.4
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
(c)
−2
−1
0
1
2
−0.4 −0.2 0.0 0.2 0.4
−0.4
−0.2
0.0
0.2
0.4
t1
t 2
(d)
Figure 3.3: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 1.
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Figure 3.4: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 2.
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Figure 3.5: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 1 from data set
1 and data set 2 using method 1.
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Figure 3.6: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 1 from data set
1 and data set 2 using method 2.
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Figure 3.7: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 1.
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Figure 3.8: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 2.
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Figure 3.9: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 1 from data
set 1 and data set 2 using method 1.
58
t1
t 2
 −3 
 −2 
 −2 
 −2 
 −2 
 −2 
 −1 
 −1 
 −1 
 
−
1 
 
−
1 
 −1 
 −1 
 −1 
 −1 
 −1 
 −1 
 
−1 
 0 
 
0 
 0  
0 
 0 
 0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 
1 
 1 
 1 
 1 
 1 
 1 
 
1 
 1 
 
1 
 1 
 1 
 1 
 1 
 1 
 
1 
 1 
 1 
 1 
 1 
 2 
 2 
 2 
 3 
−0.4 −0.2 0.0 0.2 0.4
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
(a)
−3
−2
−1
0
1
2
3
4
−0.4 −0.2 0.0 0.2 0.4
−0.4
−0.2
0.0
0.2
0.4
t1
t 2
(b)
t1
t 2
 −3 
 −2 
 −2 
 −2 
 −2 
 −2 
 −2 
 
−
1 
 −1 
 −1 
 
−1 
 −1 
 −1 
 −1 
 
−
1 
 −1 
 −1 
 
−1 
 0 
 
0 
 0 
 
0 
 0 
 0 
 0 
 
0  0 
 0 
 0 
 0 
 0 
 0 
 
0 
 0 
 
0 
 
0 
 0 
 0 
 1 
 1 
 1 
 1 
 1 
 1 
 1 
 1 
 1 
 
1 
 1 
 1 
 1 
 1 
 1 
 1 
 
1 
 1 
 1 
 1 
 2 
 2 
 2 
 2 
 2 
 2 
 
2 
 
2 
 
3 
 3 
−0.4 −0.2 0.0 0.2 0.4
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
(c)
−4
−3
−2
−1
0
1
2
3
−0.4 −0.2 0.0 0.2 0.4
−0.4
−0.2
0.0
0.2
0.4
t1
t 2
(d)
Figure 3.10: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 1 from data
set 1 and data set 2 using method 2.
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Orthogonal study. We follow the same setting of Non-orthogonal study other than
the specification of g1 and g2. In this orthogonal study, we set g1 = 0 and g2 = 0 to
break the association between parametric part and nonparametric part. Supported
by the graphical results in figure (3.11), our method yields more accurate estimates
of parametric part as is shown in table (3.3).
Table 3.3: Mean Square Error of βˆ1 and βˆ2 ×1000
MSE
σ2γ = 1, σ
2
 = 0.5 σ
2
γ = 1, σ
2
 = 1 σ
2
γ = 0.5, σ
2
 = 0.5 σ
2
γ = 0.5, σ
2
 = 1
βˆ1 βˆ2 βˆ1 βˆ2 βˆ1 βˆ2 βˆ1 βˆ2
Method 1 1.62 1.72 5.01 6.18 1.50 1.78 5.83 6.03
Method 2 13.83 14.11 16.26 21.39 5.05 4.30 9.78 7.25
Method 1 is based on model (2.1), whereas method 2 is a method
without considering the correlations.
Similar to the nonparametric results in the non-orthogonal study, in the small
variances scenario when σ2γ = 0.5, σ
2
 = 0.5, we have larger estimated mean square
error of nonparametric part, however, all the other scenarios show a better result
using our method.
Table 3.4: Mean Square Error of fˆ ×100
MSE
σ2γ = 1, σ
2
 = 0.5 σ
2
γ = 1, σ
2
 = 1 σ
2
γ = 0.5, σ
2
 = 0.5 σ
2
γ = 0.5, σ
2
 = 1
fˆ fˆ fˆ fˆ
Method1 4.48 18.69 14.08 19.36
Method2 30.96 39.48 9.74 25.55
Method 1 is based on model (2.1), whereas method 2 is a
method without considering the correlations.
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(a) Estimates when σ2γ = 1 and σ
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 = 0.5.
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Figure 3.11: Scatter plots of estimates of β1 and β2 for different σ
2
γ and σ
2
 in orthog-
onal design. Our method generates estimates more clustered at (1, 1) compared to
the method without considering correlations.
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We also examine the fitted nonparametric function in contour plots for each sets
of σ2γ and σ
2
 in figure (3.12) – figure (3.19). Of all the 100 datasets, the fitted values
of the first two data sets are displayed.
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Figure 3.12: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 1.
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Figure 3.13: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 2.
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Figure 3.14: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 1 from data
set 1 and data set 2 using method 1.
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Figure 3.15: The fitted nonparametric function with σ2γ = 1 and σ
2
 = 1 from data
set 1 and data set 2 using method 2.
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Figure 3.16: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 1.
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Figure 3.17: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 0.5 from data
set 1 and data set 2 using method 2.
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Figure 3.18: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 1 from data
set 1 and data set 2 using method 1.
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Figure 3.19: The fitted nonparametric function with σ2γ = 0.5 and σ
2
 = 1 from data
set 1 and data set 2 using method 2.
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Further investigation. In this further study, We set the nonparametric to zero
on its domain, and investigate the performance of both fitted parametric part and
nonparametric part. We only examine the case when σ2γ = 1 and σ
2
 = 0.5 in non-
orthogonal design and the results of parametric estimators are illustrated in figure
(3.20).
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Figure 3.20: Estimates when σ2γ = 1, σ
2
 = 0.5. In Case 1, we have f(tij1, tij2) =
sin(6 × tij1) + sin(10 × tij2), whereas Case 2 has f ≡ 0. Since the estimates in
case 2 is less biased (Estimated mean square errors for β1 and β2 are 1.16 × 10−3
and 1.56 × 10−3), we think that constant f will reduce the bias of the estimators of
parametric part, the reason being that we have changed ‖f˜w‖ = O(n1/2) (Case 1) to
‖f˜w‖ = 0 (Case 2).
For the nonparametric part, the smaller the bandwidths are, the more roughness
the fitted nonparametric function has. We examine this in figure (3.21) with several
sets of bandwidths.
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Figure 3.21: As we can see in those 4 figures, the larger the bandwidths are, the
smoother the fitted f is. Since we set f ≡ 0, we will achieve closer fit with larger
bandwidths. When f is unknown, a very large set of bandwidths could bring underfit
to the results.
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Since we have noticed in the small-variance case when σ2γ = 0.5 and σ
2
 = 0.5, the
fitted nonparametric part of method 1 does not perform well compared to method
2. Thus, we change the variances to even smaller values to examine both methods.
We follow the same setup of non-orthogonal case except for the values of variances,
where we set σ2γ = 0.25 and σ
2
 = 0.25. The fitted βs are displayed in figure (3.22).
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Figure 3.22: The estimated mean square error of β1 and β2 are 1.34 × 10−3 and
0.97 × 10−3, respectively, whereas method 2 has 1.05 × 10−3 and 1.21 × 10−3 for β1
and β2, respectively. We can see that for even smaller variances, our method starts
to lose its advantages on the parametric part.
We also include the fitted nonparametric part in this study. The estimated mean
square errors of the nonparametric part are 0.039 and 0.027 from method 1 and
method 2, respectively. Therefore, we think that under small-variance cases, method
1 may not have too much advantage over method 2.
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(b) Second plot from method 1
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(d) Second plot from method 2
Figure 3.23: Although it is hard to see which method is better solely from this
graphical results, the numerical results indicate the method 2 provides a better non-
parametric fit.
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3.3 Case study
We looked at the LSVT (Voice Rehabilitation Data Set) from https://archive.ics.
uci.edu/ml/datasets/LSVT+Voice+Rehabilitation. The np package from Hay-
field and Racine [2008] and the nlme package from Pinheiro et al. [2014] are used
in the backfitting procedure. We also use locfit package from Loader [2007] and
glmnet from Friedman et al. [2009] for variable selection in this data analysis. All
the packages in this case study are based on R software version 3.3.1.
There are totally 14 participants in this dataset, each of whom contributes 9
observations. Detrended Fluctuation Analysis (DFA) is treated as response variable,
which can be used as an indicator of detecting dysphonia as suggested in Tsanas
et al. [2014], see also Little et al. [2007]. Also mentioned by Tsanas et al. [2014] and
Harel et al. [2004], dysphonia, an impairment in speech, may be an early symptom
of Parkinson’s disease.
Note that in the dataset, we often see a group of variables measuring the same
feature, which could bring high correlation when including all of them in a model.
Thus, we first group all variables, then use the first principal component from each
group as a possible covariate in the partially linear model. The grouping detail is
provided in the appendix. Nevertheless, after the grouping procedure, there are still
totally 35 first principal components, from which a method of selecting variables for
both parametric and nonparametric parts is needed.
We use LASSO from Tibshirani [1996] to select variables for the parametric part,
and we develop a mechanism to give a score of how non-linear the influence of a
certain variable is. In particular, for each variable Xp, let Yij,p = εˆij,p from the model
DFAij = γ0 + γ1Xij,p + εij,p. Then, we fit a local quadratic regression of Yij,p against
Xij,p using either the default or one-half the default nearest neighbor fraction provided
by the locfit package, and calculate a 95% confidence band at each value of Xij,p.
Finally, we record the number of confidence bands of each explanatory variable
that do not cover zero, which we call non-linear score. We suggest that the larger
the non-linear score is, the stronger the non-linear influence this explanatory variable
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has. We rely on backfitting, proposed by Breiman and Friedman [1985], to obtain
the predictors of γ using R package from Pinheiro et al. [2014].
We introduce two approaches to this study with different priority of selections.
Approach 1 selects variables for the nonparametric part first, whereas Approach 2
selects variables for the parametric part first. Both approaches use the optimal tuning
parameters for LASSO provided by Friedman et al. [2009].
Approach 1. In this approach, we first select 2 nonparametric covariates by taking
the variables with the 2 largest non-linear scores, which gives us P2 and P3. We then
take the residuals of local quadratic regression of DFA against P2 and P3, and use
the residuals for parametric variables selection. The LASSO method suggests that
P9, P11, P19 and P22 should be included in the parametric part. Thus, we fit the
model
DFAij = β0 + β1P9ij + β2P11ij + β3P19ij + β4P22ij + f(P2ij, P3ij) + γi + ij
in this approach. As we suggested in the simulation study, we employ the optimal
bandwidths derived from univariate nonparametric kernel regression by np package
from Hayfield and Racine [2008], which gives h1 = 0.46 for P2 and h2 = 0.56 for P3
using cross validation.
Thus, our fitted model becomes
D̂FAij = 0.5700− 0.0297P9ij + 0.0122P11ij − 0.0103P19ij − 0.0086P22ij
+ fˆ(P2ij, P3ij) + γˆij.
The bootstrap confidence intervals for all the βs are included in table (3.5), and
the fitted nonparametric part fˆ is displayed in figure (3.24). As one can see from
table (3.5), none of those intervals covers zero, suggesting significant results of the
parametric part.
The estimated mean square error from the model without considering correlation
is 7.7592× 10−4, compared to estimated mean square of our model 6.3116× 10−4. A
decrease of 18.66% in estimated mean square error has been achieved in our method.
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Table 3.5: Bootstrap confidence intervals
Parameters 95% Bootstrap Confidence Interval
β0 (0.5627, 0.5776)
β1 (−0.0431,−0.0197)
β2 (0.0050, 0.0208)
β3 (−0.0159,−0.0033)
β4 (−0.0121,−0.0057)
In each bootstrap sample, we randomly choose 14
subjects with replacement. For simplicity, we do
not change the observations in each subject. We
employ the same bandwidths and weight matrix as
for the original data. The bootstrap sample size
is 500.
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Figure 3.24: From this contour plot of fitted nonparametric part fˆ , we can see that
fˆ tends to have higher values in the upper-left area resulting in a higher fitted DFA,
holding other variables constant. As we can see from this contour plot, when we have
a larger value of HNR with a smaller value of Shimmer, it is more likely to see a
higher fitted DFA value.
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Approach 2. Unlike Approach 1, in Approach 2, we first select parametric covari-
ates using LASSO from Tibshirani [1996] with the optimal tuning parameters, which
suggests P9, P10, P11 and P22 should be included. Then, we use the residuals to
calculate the non-linear score for all other possible covariates, which yields the same
results as suggested in Approach 1. Thus, we include P2 and P3 in nonparametric
part, and our fitted model is
D̂FAij = βˆ0 + βˆ1P9ij + βˆ2P10ij + βˆ3P11ij + βˆ4P22ij + fˆ(P2ij, P3ij) + γˆi
= 0.5703− 0.0313P9ij − 0.0067P10ij + 0.0141P11ij − 0.0078P22ij
+ fˆ(P2ij, P3ij) + γˆi,
and the fitted nonparametric part fˆ is displayed in figure (3.25). Likewise, we calcu-
late the bootstrap confidence intervals for all βs, which are included in table (3.6).
Note that the bootstrap confidence interval of β2 covers zero, which shows that the
linear influence of P10 is not significant. However, the linear influence of P9, P11
and P22 are all significant, since none of the bootstrap confidence intervals of β1, β3
or β4 covers zero.
The estimated mean square error from the model without considering correlation
is 7.9673× 10−4, compared to estimated mean square of our model 6.4879× 10−4. A
decrease of 18.56% in estimated mean square error has been achieved in our method.
Compared to the decrease of 18.66% in approach 1, the decrease in approach 2 does
not change too much, and we think this is because both approaches share many
variables.
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Figure 3.25: It shows a close pattern to figure (3.24), where fˆ tends to have higher
values in the upper-left area resulting in a higher fitted DFA, holding other variables
constant.
Table 3.6: Bootstrap confidence intervals
Parameters 95% Bootstrap Confidence Interval
β0 (0.5637, 0.5773)
β1 (−0.0429,−0.0223)
β2 (−0.0142, 0.0014)
β3 (0.0074, 0.0230)
β4 (−0.0119,−0.0049)
In each bootstrap sample, we randomly choose 14
subjects with replacement. For simplicity, we do
not change the observations in each subject. We
employ the same bandwidths and weight matrix as
for the original data. The bootstrap sample size
is 500.
Conclusions. As one can see from these two fitted models, both approaches select
P9, P11 and P22 for the parametric part, which are closely related to signal-to-noise
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(SNR), Mel frequency cepstral coefficients (MFCC) and Shannon entropy, respec-
tively. As is discussed in Tsanas et al. [2014], SNR among other variables provides
a measurement of dysphonia, which has a negative impact in our fitted model, and
MFCC, widely used for speech recognition, placement of articulators, etc., has a
positive linear influence on the fitted DFA.
The nonparametric variables selection tends to be robust across these two ap-
proaches, from which P2 and P3 are selected. P2 and P3 are variables about shim-
mer and harmonic-to-noise ratio (HNR), both representing measures of dysphonia,
see Tsanas et al. [2014]. Shimmer and HNR have also been discussed in Charnigo
et al. [2015], both of which are treated parametrically there. Note the variables we
study are different from those in Charnigo et al. [2015], and in addition, we applied
principal component analysis for groups of variables prior to variable selections and
modeling. Moreover, in the variable selection part, we employ LASSO for paramet-
ric variables selection and proposed a non-linear score for nonparametric variables
selection.
Remark 1. We borrow the optimal tuning parameters for bandwidths from non-
parametric regression using np package in R, see Hayfield and Racine [2008]. Those
bandwidths may not be the optimal ones under our model setting, however, they
suggest good candidate values for implementations of the our model. We conjecture
that larger bandwidths tend to provide smoother fitted responses, and vice versa.
The bias-variance trade-off depends on choices of bandwidths and cross-validation
may be employed for this purpose.
Remark 2. We assume that the covariance matrix W is known for theoretical
purposes, but in practice we rely on backfitting from Breiman and Friedman [1985]
to obtain the covariance matrix as well as the predictors of random intercepts.
Remark 3. Since the results of partially linear models are mostly based on large
sample size and represented in an asymptotic manner, solving the analytic forms of
the standard errors might be more difficult than deriving confidence intervals from
bootstrap. We have not established any normality in our results, however, we con-
jecture normality will hold when sample size is large, and it can be a further research
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topic.
Remark 4. As one can see from table (3.6), the bootstrap confidence interval of
β2 covers 0, which suggests that the impact of P10 is not significant at the α = 5%.
Instead of using LASSO for the variable selection, the bootstrap confidence intervals
can also be considered for the purpose of variable selection.
3.4 Discussions
We have generalized the model and methodology in Speckman [1988] to multi di-
mensions on nonparametric part and proposed model (2.1) as well as its estimators.
Our methodology accommodates the data containing correlation in its variables and
provides a good fit on both parametric part and nonparametric part, however, as one
can see from Figure (3.2), the reduce of variance from our method brings bias in the
results.
The bias can be quantified by working out the bounded functions Bz,Gr in propo-
sition (2.4.6). In the orthogonal study, we have shown that when the parametric
covariates and nonparametric covariates are independent, the bias of the estimator
in (2.5) will be asymptotic negligible.
We fixed the bandwidths and used a multivariate Gaussian kernel in the simulation
study. In the case study, the optimal bandwidths are selected by using np package
from Hayfield and Racine [2008] in R software from a backfitting approach discussed
by Friedman et al. [2001].
We assumed that the covariance matrix W introduced in section (2.2) is known
and the estimation of this matrix for the case study also comes from the backfitting
approach. We have not established the proof for the consistency of the estimation of
W, but from the simulation study we saw a very close fit of W.
Partially linear models have been studied widely with different model setups, we
include the authors’ name and their setup of both parametric and nonparametric
components in table (3.7), where Scalar∗ means the method can be extended to
vector scenario, and Y es∗ means not all asymptotics are studied.
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Table 3.7: Partially linear model and asymptotic results
Author Parametric Nonparametric Related Covariates Correlated Errors Asymptotic results
Wahba(1984a,b) Vector Vector Yes No No
Green et al.(1985) Vector Scalar∗ Unspecified No Yes
Engle et al. (1986) Vector Scalar Yes Yes Yes
Speckman(1988) Vector Scalar∗ Yes No Yes
Hu et al.(2004) Vector Scalar Yes Yes Yes
Charnigo et al.(2015) Vector Vector Yes Yes Y es∗
Fan (Dissertation) Vector Vector Yes Yes Yes
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Chapter 4 Partially Linear Model application on finance data
4.1 Description of data
The stocks we study consist of the 30 stocks from the Dow Jones Industrial Aver-
age(DJI) on the website https://finance.yahoo.com/quote/%5EDJI/components?
p=%5EDJI as of January 2017. The response variable is the change in daily adjusted
closing price of every trading day from January 1, 2016 to December 31, 2016. The
starting date is January 4, 2016, since there was no trading in the first three days of
2016.
We compared the adjusted closing price of a specific trading day to the adjusted
closing price 5 trading days prior to that date. The stock data is fetched by us-
ing R package quantmod from Ryan [2008] on https://finance.yahoo.com/quote/
%5EDJI/components?p=%5EDJI. In particular, for a specific stock the response value
on January 4, 2016 is generated by the adjusted closing price on January 04th 2016
minus adjusted closing price on December 24th 2015.
In figure (4.1), we sketched the changes of stock Apple Inc. over time, which are
among the responses in this study. Putting all 30 stocks together, we displayed the
scatter plot in figure (4.2).
We study several covariates for each stock in Dow Jones Industrial Average on a
daily-basis including volume, diluted earnings per share, calendar time, net income,
total assets. The reason why we choose diluted earnings per share is because it takes
into account executable warrants and options, according to https://www.yahoo.
com/news/The-5-Types-Of-Earnings-Per-investopedia-1300872587.html. More
than 20 other covariates are examined but not included in the model. Note that the
diluted earnings per share, net income and total assets were updated quarterly. Thus,
we fill every day by using the most recent value.
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Figure 4.1: The changes of Apple Inc. stock over time. Any positive value of the
change of price indicates an increase of that exact date compared to the value 5 trading
days ago. In opposite, any negative value of any trading day shows a decrease from
the price 5 trading days ago.
4.2 Description of Science
Since the stock price on a specific day is heavily influenced by its price among several
days preceding, the further the date from that specific day, the smaller the influence
is likely to be. If we build a model to study the daily price, our compound symmetric
structure for the covariance among the prices in one specific stock conditional on
covariates may not be realistic. Thus, we take the difference between the stock price
on a specific trading day and its price 5 trading days ago, and treat this difference as
the response variable.
As for the covariates, we examined time, volume, gross profit, net income, earnings
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Figure 4.2: The changes of all 30 stocks over time, where positive values indicate the
increase and negative values the decrease.
per share, total assets and more than 20 other potential covariates from the financial
reports on https://finance.yahoo.com/quote/AAPL/financials?p=AAPL. Notice
that this only has the financial reports for one stock, and the same results can be
found under different stock names.
A slightly negative linear trend has been found on the response variable against
the log transformed volume, whereas the diluted earnings per share has a positive
linear association with the response variable. Thus, we included the log transformed
volume and diluted earnings per share in the parametric part in our model.
After the examination of the potential covariates, both the ratio of net income
to total assets mentioned by Johnson et al. [1998] (page 711) and time showed a
non-linear relationship with the response variable. Therefore, including the ratio and
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time in nonparametric part may capture the pattern better than including them in
the linear part.
4.3 Study Questions
From the model setting, we can see that the response variable itself reflects the price
change over time. A positive value shows an increment over the past week, whereas
a negative value indicates that the price decreases from 5 trading days ago. The
relationship between the response variable, price difference, and other covariates will
be explained by the fitted model.
We will center the parametric covariates and standardize the nonparametric co-
variates, details provided in Section (4.4). Thus, the intercept in our model indicates
the average one-week yield of all 30 stocks, when the parametric covariates and non-
parametric part are fixed to zero. Since each stock performs quite differently, the
random intercept of each stock represents its difference from the average yield.
Both the log transformed volume and diluted earnings per share will contribute
to the parametric part. The coefficients of these two covariates show their impact on
the fitted response. For instance, if the coefficient of earnings per share is positive,
then we may conclude that a positive earnings per share in the company’s report will
stimulate its stock price adjusting for the other covariates in the model.
However, when we look at the response variable against calendar time or the ratio
of net income to total assets, a non-linear trend is displayed in both figure (4.2) and
figure (4.3). Excluding them from the model may result in an inadequate fit of the
responses and bias in the parametric part. Thus, we put these two covariates in
the nonparametric part and the contour of the fitted nonparametric function against
these two covariates will capture the fluctuations of the ratio’s association with the
outcome over time.
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Figure 4.3: The changes of all 30 stocks against ratio of net income to total assets.
4.4 Statistical Model and Method
We adopted the partially linear model (2.1) for this stock price study. As we men-
tioned before, the change of the stock price was considered as the response variable.
Both log transformed volume and diluted earnings per share are included in the para-
metric part, while the ratio of net income to total assets and time are included the
nonparametric part.
Therefore, our model becomes
Yij = β0 + β1Xij1 + β2Xij2 + f(Tij1, Tij2) + γi + ij, (4.1)
where i = 1, 2, . . . , 30 and j = 1, 2, . . . , 252.
In model (4.1), Yij denotes the j
th price change of ith stock. For each trading
day, we look at the price change from 5 trading days prior to this current day. For
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instance, Y11 is the adjusted closing price of Apple Inc. on January 04, 2016 minus
the adjusted closing price of Apple Inc. on December 24, 2015. From the data set,
we can see that each stock contributes 252 observations.
The first covariate Tij1 in nonparametric function f(Tij1, Tij2) denotes the stan-
dardized calendar time. The first trading day of year 2016 is January 4, 2016, and the
numeric value for that date is 16804 according to the mapping of dates to numeric
values in R base package. The numeric value for the second trading day January 4,
2016 is then 16805. Note that the sixth trading day has the numeric value 16811,
since there is no trading on Saturday and Sunday. Thus, each date in the data set
has a numeric value and we standardize each value by subtracting the mean value
16984.7000 then dividing the difference by the standard deviation 104.7873. There-
fore the standardized calendar times of January 4, 2016 and January 5, 2016 become
−1.7278 and −1.7182, respectively.
The standardized ratio of net income to total assets mentioned by Johnson et al.
[1998] (page 711) is included in our second nonparametric covariate Tij2 in model
(4.1). We also standardize it by subtracting its mean and then divide it by its
standard deviation.
We standardize both the nonparametric covariates due to the convenience when
specifying the bandwidths. Otherwise, for the comparison of different combinations
of bandwidths, we have to take the standard deviation into account.
The first parametric covariate Xij1 stands for the log transformed volume centered
at its mean and the second parametric covariate Xij2 includes the centered diluted
earnings per share at its mean value according to https://www.yahoo.com/news/
The-5-Types-Of-Earnings-Per-investopedia-1300872587.html.
We give each stock a random intercept, which is denoted by β0 + γi for i =
1, 2, . . . , 30 and ij denotes the error term. We assume independence among all γi and
ij. In particular, γi is iid with zero mean and variance σ
2
γ, while ij is iid with zero
mean and variance σ2 , for i = 1, 2, . . . , 30 and j = 1, 2, . . . , 252. To avoid identifiabil-
ity problem of the model, we make such a constraint that
∫
t1∈T1
∫
t2∈T2 f(Tij1, Tij2) = 0,
where T1 = [−1.7278, 1.7239] and T2 = [−1.8025, 3.1245] are the range of nonpara-
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metric covariates.
From this model setting, we can see that the covariance matrix of all the response
variable Yij follows a compound symmetric structure, which is determined by the
variance of γi and ij. We rely on backfitting to obtain the estimates of σ
2
γ and σ
2
 ,
and the predictor of γi also comes from backfitting. In particular, we iteratively fit the
parametric part and nonparametric part until the convergence of all the estimates.
Then, we estimate βs and the nonparametric function f using the equations in (2.5)
and (2.6), with the chosen bandwidths for the kernel function in K.
4.5 Results
We set the bandwidth to 0.02 and 0.02 for Tij1 and Tij2, respectively. The estimates
of variance components from backfitting are σˆγ = 0.5189 and σˆ = 1.3384 by using
the np package from Hayfield and Racine [2008] and nlme package from Pinheiro
et al. [2014] in R software. Thus, the fitted model becomes
Yˆij = βˆ0 + βˆ1Xij1 + βˆ2Xij2 + fˆ(Tij1, Tij2) + γˆi
= 0.2646− 0.2301Xij1 + 0.4480Xij2 + fˆ(Tij1, Tij2) + γˆi,
where i = 1, 2, . . . , 30 and j = 1, 2, . . . , 252.
Since our response variable measures the change of the stock price, the estimate
of the intercept, βˆ0 = 0.2646 shows a general positive yield for those 30 stocks over
that year. In figure (4.4), we subtract the adjusted closing price on the last trading
day of 2015 from the adjusted closing price for each stock and put them together on
a scatter plot to find that most of the stocks display an increase over the year.
The estimate of β1 is −0.2301, which demonstrates a slightly negative impact of
the log transformed volume on the change of price, whereas βˆ2 = 0.4480 supports the
assertion that a positive earnings per share promotes the stock price. Putting the
fitted parametric part and the predictors of γs together gives a scatter plot in figure
(4.5).
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Figure 4.4: The adjusted closing price of all 30 stocks over 2016 from which the
baseline price is subtracted. The variation of the price tends to increase over time,
where Goldman Sachs Group Inc and United Health Group Inc displayed a rapid rise
near the end of this year.
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Figure 4.5: The fitted parametric part including predictors of γs over time.
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Figure 4.6: The price change of all 30 stocks over 2016 with the fitted parametric
parts including the predictors of random intercepts. The non-linear pattern has not
been captured yet.
We also sketch the trend captured by the parametric part on a scatter plot of
responses against time in figure (4.6) to find that a non-linear pattern may still exist
with respect to time. Thus, we add the fitted nonparametric part and display the
fitted responses in figure (4.7).
The fitted nonparametric part fˆ is illustrated in figure (4.8), contour plot of fˆ
against time and ratio of net income to total assets. It describes the fluctuations of
the ratio’s association with the outcome over time. To see this, we fill the contour
plot with different colors in figure (4.9).
Note that there is less variation in fˆ when ratio is around 2 in figure (4.8), and
equivalently we see those blocks with pure color in figure (4.9), the reason being that
the ratio does not have enough values around 2, resulting in such a lack of restriction
for fˆ . To illustrate this, we include the histogram of the ratio in figure (4.10).
90
Jan Mar May Jul Sep Nov Jan
−
10
0
10
20
30
Time
Ch
an
ge
 o
f p
ric
e
Change of price
Fitted responses
Figure 4.7: The price change of all 30 stocks over 2016 with the fitted values. With
the fitted nonparametric part been added, we see that the fitted responses capture
the trend very well.
Standardized time
R
at
io
 −10 
 
−5 
 −5 
 
−5 
 
−
5 
 
−
5 
 
−5 
 −5 
 
−5 
 −5 
 0 
 0 
 
0  0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 
0 
 0 
 0 
 
0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 
0 
 0 
 
0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 0 
 5 
 5 
 5 
 5 
 5 
 5 
 
5 
 5 
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
−
1
0
1
2
3
Figure 4.8: Contour plot of the fitted nonparametric part against ratio of net income
to total assets and standardized time.
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Figure 4.9: Contour plot of the fitted nonparametric part against ratio of net income
to total assets and standardized time.
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Figure 4.10: The histogram of ratio of net income to total assets where no values
exist from 2 to 2.5.
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The smoothness of both fitted response and nonparametric part is controlled by
the bandwidths. We include different choices of bandwidths in table (4.1) with the
estimated mean square errors, estimated standard deviations and coefficient of mul-
tiple determination discussed by Neter et al. [1996]. The Estimated MSE is equal
to [
∑30
i=1
∑252
j=1(yij − yˆij)2]/7560. The R2p measures the proportion of variance in re-
sponse variable that is explained by the fitted parametric part, whereas R2f measures
the proportion of variance in response variable that is explained by the fitted re-
sponses. In particular, R2p = 1 − SSEp/SSTO, and R2f = 1 − SSEf/SSTO, where
SSEp = [
∑30
i=1
∑252
j=1(yij−βˆ0−βˆ1Xij1−βˆ2Xij2−γˆi)2], SSEf = [
∑30
i=1
∑252
j=1(yij−yˆij)2],
SSTO = [
∑30
i=1
∑252
j=1(yij − y¯)2] and y¯ =
∑30
i=1
∑252
j=1 yij/7560.
Table 4.1: Results of Different Bandwidths
Bandwidths Estimated MSE Estimated std R2p R
2
f
h1 = 0.02, h2 = 0.02 1.7839 σˆγ = 0.5189, σˆ = 1.3384 -0.0307 0.75
h1 = 0.05, h2 = 0.05 3.6731 σˆγ = 0.3713, σˆ = 1.9203 -0.0022 0.48
h1 = 0.10, h2 = 0.10 5.2006 σˆγ = 0.2190, σˆ = 2.2842 0.0069 0.26
As shown in table (4.1), the wider the bandwidths are, the larger the estimated
mean square error we have, leading to smoother curves of fitted responses. The
values in R2p are very close to zero, which suggests the fitted parametric itself can
only capture a small proportion of the total variance. Measured by σˆγ/(σˆγ + σˆ),
the estimated intra class correlation decreases as the bandwidths become larger. As
we increase our bandwidths, the smoothing window becomes broader, so that the
behaviors of all the responses in this smoothing window may not be similar to each
other, leading to a smaller intra class correlation. Furthermore, we examine the fitted
curves and contour plots in figure (4.11), figure (4.12) and figure (4.13).
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Figure 4.11: Visualization of the results when h1 = 0.02 and h2 = 0.02. In panel
(4.11a), the fitted responses not only capture the fluctuating trend but also reach out
to some extreme points. The trade-off, as is illustrated in panel (4.11b), is an under
smoothed contour plot of the nonparametric part. To see the fitted nonparametric
part against each variable, we set the ratio t2 = −0.9977 in panel (4.11c) and the
standardized time t1 = 1.2522 in panel (4.11d).
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Figure 4.12: Visualization of the results when h1 = 0.05 and h2 = 0.05. In panel
(4.12a), the fitted responses display a good capture of the trend, leading to a smoother
fit in panel (4.12b) than the fit in panel(4.11b). To see the fitted nonparametric
part against each variable, we set the ratio t2 = −0.9977 in panel (4.12c) and the
standardized time t1 = 1.2522 in panel (4.12d).
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Figure 4.13: Visualization of the results when h1 = 0.10 and h2 = 0.10. In panel
(4.13a), the fitted responses still retain some capture of the data, however the fluc-
tuations at a given time are not strongly reflected on the fitted curve. To see the
fitted nonparametric part against each variable, we set the ratio t2 = −0.9977 in
panel (4.13c) and the standardized time t1 = 1.2522 in panel (4.13d), both of which
indicate a smoother fit than previous curves.
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4.6 Discussions
We have applied the partially linear model proposed in (2.1) on a finance data set.
The impact of the covariates in the parametric part, log transformed volume and
diluted earnings per share can be quantified by the fitted βs. As we can see in figure
(4.6), the fitted parametric part accounts for part of the trend, and the responses
still fluctuate around the fitted values. Thus, we bring in the nonparametric part and
with the chosen bandwidths, the fitted responses are much closer to the responses in
figure (4.7).
However, the magnitude of bias of the parametric estimators as well as the distri-
bution of the estimators have not been established. Thus, we are not able to conduct
a hypothesis test using these estimators. The estimators of both βs and f proposed
in (2.3) and (2.4) assume a known covariance matrix. In practice, we obtain an es-
timated covariance by using backfitting and find the convergent values σˆγ = 0.5189
and σˆ = 1.3384 when h1 = 0.02 and h2 = 0.02.
Our model extends the univariate nonparametric part in Speckman [1988] to a
multi variate model with weaker assumptions on the correlation of observations. But
the estimators we proposed in (2.3) and (2.4) only work for covariance with compound
symmetric structure. For other types of covariance structure, we need to rely on some
other method such as backfitting to obtain the estimates.
4.7 Conclusions
When we set the bandwidths h1 = 0.02 and h2 = 0.02, our fitted model has the form
Yˆij = βˆ0 + βˆ1Xij1 + βˆ2Xij2 + fˆ(Tij1, Tij2) + γˆi
= 0.2646− 0.2301Xij1 + 0.4480Xij2 + fˆ(Tij1, Tij2) + γˆi,
where i = 1, 2, . . . , 30 and j = 1, 2, . . . , 252.
The fitted model brings the insights of the data, where the fitted parametric
part allows us to quantify the impact of selected covariates, and for those covariates
with suspected non-linear relationships, they are included in the nonparametric part.
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Although the effect of covariates in nonparametric part is not measured by fitted
coefficients, the fitted nonparametric function, in this study, depicts the fluctuation
of the outcome against ratio over time. In general, the fitted nonparametric function
shows non-linear or interactive relationships.
The going-up trend in figure (4.4) of almost all 30 stocks is accompanied by
the positive intercept estimate βˆ0 = 0.2646, whereas the estimated impact of log
transformed volume is negative and earnings per share positive. Nevertheless, the
fluctuations along the fitted values in figure (4.6) can hardly be captured in a para-
metric linear model framework. Thus, we include a nonparametric part and apply
the partially linear model to this data set. The estimated root mean square error,
√
1.7839 = 1.3356 indicates a small typical residual in magnitude on the scale of the
response variable at the bandwidths h1 = 0.02 and h2 = 0.02.
Copyright c© Liangdong Fan, 2018.
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Chapter 5 Jump point diagnostic and its convergence rate
5.1 Introduction
One of the issues from univariate nonparametric smoothing in practical data is an
abrupt change in the underlying mean response curve, bringing a poor fit in the
neighborhood of such a change-point. In this chapter, we will study the jump point
in univariate nonparametric scenario, a specific type of change-point where the un-
derlying mean response function is continuous on both the left side and right side of
the change-point.
The nonparametric model considered in this chapter has a form
Yi = µ(Xi) + i, (5.1)
where µ(x) is the underlying mean response function and i are independently iden-
tically distributed with zero mean and finite variance for i = 1, 2, . . . , n. Throughout
this chapter, we assume equally spaced design points of all Xi. For simplicity, let
I = [−1, 1] and assume x ∈ I for all x in the domain of µ(x). Thus, Xi = i/n for
i = 1, 2, . . . , n.
The motivation of the this jump point study can simply be seen from figure (5.1),
the closing price of Apple Inc. against calendar day, where an abrupt jump happened
around January 30, 2016. The stock data is obtained by using R package quantmod
from Ryan [2008] on http://finance.yahoo.com/quote/AAPL?ltr=1. After a care-
ful examination, we find that the price jump actually happened on February 1, 2017,
however, when the exact location of such a jump point is not visually distinguishable,
we should rely on a detecting mechanism to estimate it.
The estimators for both location and size of the jump point under kernel smooth-
ing techniques were proposed in Muller [1992]. The main idea of Muller [1992] is to
use one sided kernel regression to approach every point and look at the difference of
left sided estimate and right sided estimate on this point. More generally, this proce-
dure can be applied for detection of jump point in νth derivative of the mean response
99
Jan 03 2017 Jan 23 2017 Feb 13 2017 Mar 06 2017 Mar 27 2017
11
5
12
0
12
5
13
0
13
5
14
0
14
5
AA
PL
 C
lo
sin
g 
Pr
ic
e
Figure 5.1: The closing price of AAPL, abbreviated for Apple Inc. against calendar
day. A sudden price change can be found around January 30, 2017.
function for integer ν ≥ 0, assuming such a derivative otherwise exists. The conver-
gence rate of the change-point estimator, stated in Muller [1992], can be achieved
at n−1+δ, for some positive δ. Similar to the work of Muller [1992], Loader [1996]
imposed normality on error terms and proposed the maximum likelihood estimator
of the jump point, which attains a convergence rate of O(n−1).
A two-step jump point estimation method was discussed by Gijbels et al. [1999].
Gijbels et al. [1999] looked at the maximum of the absolute value of first derivative of
the kernel estimator against the bandwidth and proposed an estimator of the jump
point as well as an interval of plausible jump point estimates. Based on all the data
points in this interval, a smaller interval can be derived using the same idea. Such an
iteration changes the convergence rate closer and closer to O(n−1). Once an interval
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is obtained, the second step is to examine each data point in the interval to find out
which one minimizes a least squares criteria.
To formally state our goals and the process of estimation of jump point, we con-
tinue our study under the framework of model (5.1) and adopt some previously used
notations. Let
µ(x) = f(x) + I(x > x0)d(x), (5.2)
where x0 is the jump point and we assume x ∈ [0, 1] for simplicity.
This chapter is devoted to the convergence rate of the estimator from Chapter 4
of Liu [2017] based on some assumptions.
Assumption 5.1.1 Both f(x) and d(x) in model (5.1) are continuous up to (J+1)th
derivatives and d(x) is bounded away from 0 in a neighborhood of x0.
The idea behind Liu [2017] estimation process is to find the point that maximizes
the absolute difference between the empirical first derivative of µ(x) and compound
estimate of the first derivative of µ(x). The empirical first derivative was proposed
by Charnigo et al. [2011], whereas the compound estimation method was proposed
by Charnigo and Srinivasan [2011].
5.2 Jump point estimator and its convergence rate
As is stated in Chapter (5.1), our estimation method is based on empirical first
derivative of µ(x) from Charnigo et al. [2011] and compound estimator from Charnigo
and Srinivasan [2011]. Both methods are used to estimate the derivatives of an
underlying mean function from nonparametric perspective.
The empirical derivative, proposed by Charnigo et al. [2011], takes advantage of
all the design points in the neighborhood of Xi and consists of the difference quotients
and the corresponding weights. Employing the same notations from Charnigo et al.
[2011] and following the model setup in model (5.1), we write empirical first derivative
Y
(1)
i =
k∑
j=1
wj
(
Yi+j − Yi−j
Xi+j −Xi−j
)
, (5.3)
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where the positive integer k implies the number of neighbors accounted for by this
empirical first derivative and i = 1, 2, . . . , n. We assume that the number of design
points n is sufficiently large and the design points contributing to the estimated
derivative are away from the boundaries. Thus, we do not need to worry about
lack of neighbors when conducting the estimation. On equally spaced design points,
Charnigo et al. [2011] suggested the weights w1, w2, . . . , wk minimize the variance of
Y
(1)
i when wj = j
2/
∑k
l=1 l
2 for j ∈ {1, 2, . . . , k}.
Another approach to the first derivative of µ(x) is compound estimation method
from Charnigo and Srinivasan [2011]. We will employ the notations from Charnigo
and Srinivasan [2011] and consider compound estimator under the frame work of
model (5.1). Let
cj;a = µ
(j)(a)/j!, (5.4)
where µ(j)(a) is the jth derivative at a ∈ In for 0 ≤ j ≤ J and In is a subset of [0, 1].
To align our work in the collaboration, we,hereafter, follow the point selection for a
from Charnigo and Srinivasan [2011]. Thus, we partition [0, 1] into 3Mn equal length
segments, and let In be the set of middle points of all these segments called centering
points, where Mn is a nondecreasing sequence of positive integers.
Let the pointwise estimator of cj;a be c˜j;a and define the local polynomial
µ˜j;a(x) =
J∑
j=0
c˜j;a(x− a)j. (5.5)
In the construction of compound estimator, the polynomial µ˜j;a(x) is associated with
a weight Wa,n, and following Charnigo and Srinivasan [2011], we write
Wa,n(x) =
exp[−βn(x− a)2]∑
c∈In exp[−βn(x− c)2]
. (5.6)
Finally, the compound estimator µ∗(x) is constructed by the sum of weighted µ˜j;a(x)
at different points a ∈ In. We write
µ∗(x) =
∑
a∈In
Wa,n(x)µ˜j;a(x), (5.7)
and
dj
dxj
µ∗(x) =
∑
a∈In
j∑
k=0
(
j
k
)
dk
dxk
µ˜J ;a(x)
dj−k
dxj−k
Wa,n(x). (5.8)
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The idea of constructing the compound estimator as well as its first derivative is
stated from equation (5.4) to equation (5.8), yet we have specified neither the local
polynomial µ˜j;a(x) in equation (5.5), nor the choice of βn in equation (5.6). For the
local polynomial µ˜j;a(x), we will employ local regression constructed on rectangular
weights, as is mentioned in Charnigo and Srinivasan [2011], and the constraints on
βn from Charnigo and Srinivasan [2011] suggested that βn is a sequence of positive
integers and nondecreasing. We will turn back to the specification of µ˜j;a(x) and
selection of tuning parameters with more details in numerical results.
Note that the estimators in both (5.3) and (5.8) assume that the underlying mean
function µ(x) is continuous up to (J + 1)th derivatives, which, obviously, is not true
when µ(x) has the form in equation (5.2), while the properties of empirical first
derivative in (5.3) and compound estimator in equation (5.8) under model (5.2) have
been studied in Chapter 4 of Liu [2017].
The properties of empirical first derivatives under model (5.2) in Chapter 4 of Liu
[2017] is based on the assumption that the jump point x0 falls in [xs, xs+1), where, to
avoid boundary issues, k + 1 ≤ s ≤ n− k, and k relates to the number of neighbors
accounted for. An additional assumption on k from both Charnigo et al. [2011] and
Sisheng Liu’s dissertation suggested that k = Θ(nα). The equation Bn = Θ(Cn)
implies that Bn = O(Cn) and Cn = O(Bn).
The study of empirical first derivative under model(5.2) in Chapter 4 of Sisheng
Liu’s dissertation is carried out by looking at the design points in the neighborhood
of x0 and far from x0.
Assumption 5.2.1 The integer i satisfies k + 1 ≤ i ≤ n − k and n is sufficiently
large.
Then, when i = s or i = s+ 1,
Y
(1)
i − µ′(x) = Op(n1−
3
2
α) +Op(n
α−1) + Θ(n1−α). (5.9)
When i = s+ 1− k or i = s+ k,
Y
(1)
i − µ′(x) = Op(n1−
3
2
α) +Op(n
α−1) + Θ(n1−2α). (5.10)
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When i ≤ s− k or i ≥ s+ k + 1,
Y
(1)
i − µ′(x) = Op(n1−
3
2
α) +Op(n
α−1). (5.11)
The compound estimation under model (5.2) in Chapter 4 of Liu [2017] begins
with some assumptions.
Assumption 5.2.2 Let g(x) = f(x) + d(x) and In = [xtn−kn , xtn+kn). We include
all the assumptions in compound estimation section in Chapter 4 of Liu [2017].
Let a1 ≤ x0, a2 ≥ x0 and r1 > 0. When |x0 − a1| > n−r1 or |x0 − a2| > n−r1, it is
assumed that
sup
a1∈In
|µ˜(j)(a1)− f (j)(a1)| = Op(n−γj)
sup
a2∈In
|µ˜(j)(a2)− f (j)(a2)| = Op(n−γj)
sup
a1∈In
|µ˜(j)(a1) + d(j)(a1)− ĝ(j)(a1)| = Op(n−αj)
sup
a2∈In
|µ˜(j)(a2) + d(j)(a2)− ̂f (j)(a2)| = Op(n−αj),
where 0 < γj <
J−j+1
2J+3
and 0 < αj <
J−j+1
2J+3
− ν for any ν > 0. When |x0 − a1| < n−r1
or |x0 − a2| < n−r1, it is assumed that
sup
a1
|µ˜(j)(a1)− f (j)(a1)| = Op(1)
sup
a2
|µ˜(j)(a2)− f (j)(a2)| = Op(1)
sup
a1
|µ˜(j)(a1) + d(j)(a1)− ĝ(j)(a1)| = Op(1)
sup
a2
|µ˜(j)(a2) + d(j)(a2)− ̂f (j)(a2)| = Op(1).
In both scenario, µ˜(j)(a1), µ˜(j)(a2), ĝ(j)(a1) and ̂f (j)(a2) are point wise estimators.
The neighborhood of the jump point x0 can be defined by using a positive sample
size related sequence τn, and under assumption (5.2.1), it is proved that when x ∈ N0,
µ∗(x)′ − µ′(x) = Op(n4δ+ 12J+3 ) +Op(n4δ+ 22J+3−r1), (5.12)
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where N0 = (x0 − τn, x0)∪ (x0, x0 + τn), δ = ν4J+6 for any ν > 0 and any r1 > 0. The
positive value r1 is employed to specify the distance between centering points and
change point in Chapter 4 of Liu [2017].
The properties of compound estimator will still hold, when x is outside the neigh-
borhood of x0. Let A0 = I \ (N0 ∪ {x0}), then following Charnigo and Srinivasan
[2011], Liu [2017] suggests that
sup
x∈A0
| d
j
dxj
µ∗(x)− µ(j)(x)| = Op(n−
J−j+1
2J+3
+ν), (5.13)
and in case when j = 1
sup
x∈A0
| d
dx
µ∗(x)− µ′(x)| = Op(n− J2J+3+ν), (5.14)
where ν is any arbitrary positive number.
It is also proved that the largest value of |Y (1)i −µ∗(xtn)′| happens in the neighbor-
hood of x0 and the proposed interval will contain the jump point x0 asymptotically.
To formally state this result, let kn = Θ(n
α), In = [xtn−kn , xtn+kn) and tn be the
integer satisfying
|Y (1)tn − µ∗(xtn)′| = max
i∈{k+1,...,n−k}
|Y (1)i − µ∗(xi)′|, (5.15)
then P (x0 ∈ In)→ 1, as n→∞ for some α.
5.3 Convergence rate of change point estimator
Under model (5.1), (5.2) and appropriate assumptions, we study the convergence rate
of the estimator based on the interval In.
Theorem 5.3.1 Let xˆ = xtn and k = Θ(n
α). For simplicity, we further assume
xi = i/n. Under assumptions (5.1.1), (5.2.1) and (5.2.2), we have
xˆ− x0 = Op(n−1+α), for some α ≥ 0.
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Proof of theorem 5.3.1. We know that xˆ = xtn =
tn
n
, which implies xtn−kn =
xtn − knn and xtn+kn = xtn + knn . Then, we have
P (xtn−kn ≤ x0 < xtn+kn) = P (xtn −
kn
n
≤ x0 < xtn +
kn
n
)
= P (xtn − x0 ≤
kn
n
, xtn − x0 > −
kn
n
)
≤ P (|xtn − x0| ≤
kn
n
).
From the result after (5.15), we know that
P (x0 ∈ In) = P (xtn−kn ≤ x0 < xtn+kn)→ 1,
as n→∞.
Thus,
P (|xtn − x0| ≤
kn
n
)→ 1, as n→∞.
From Abbott [2001], we know that for any  > 0, there exists an integer N1 = N1() >
0, such that whenever n ≥ N1,∣∣P (|xtn − x0| ≤ knn )− 1∣∣ < ,
which is equivalent to
1− P (|xtn − x0| ≤
kn
n
) < .
Let N = N1(
′) and M = kn
n
, then for any ′ > 0, whenever n ≥ N ,
1− P (|xtn − x0| ≤M) < ′,
which implies
P (|xtn − x0| > M) < ′.
According to the definition of Op, we can write
xtn − x0 = Op(
kn
n
) = Op(n
−1+α).
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5.4 Numerical results
Our simulation study is mainly focused on the convergence rate of the estimator xˆ.
The nonparametric function we study is under the framework of equation (5.1) and
(5.2) with x ∈ [−1, 1], f(x) = sin(2pix) + cos(1
2
pix), x0 = 0 and d(x) =
1
2
. Thus, we
write
Yi = sin(2pixi) + cos(
1
2
pixi) +
1
2
I(xi > 0) + i, (5.16)
where i
iid∼ N(0, 0.32) and xi are the points equally spaced on [−1, 1] for i = 1, 2, . . . , n.
When n = 500, it is difficult to find the jump point x0 = 0 visually in Figure (5.2).
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Figure 5.2: This is a scatter plot of equation (5.16) when n = 500. The jump point
at x0 = 0 can hardly be seen.
Recall that the idea of detecting this jump point x0 = 0 from previous section is
to look at the largest value of |Y (1)i −µ∗(xtn)′|. We illustrate this in figure (5.3) using
part of the code from Charnigo et al. [2011] and locfit package from Loader [2007].
In figure (5.3), our sample size is n = 500, and we choose kn = 5 + b
√
nc = 27,
a non-decreasing function of n for empirical first derivative, where 5 is to guarantee
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some number of points when estimating the derivatives under small sample n. For
compound estimation, we let βn =
√
n and partition the domain of µ into b n
50
c+5 = 15
segments for the centering points, where 5 is to guarantee that we do not end up with
too few points. We use the rectangular kernel in locfit package with bandwidth
equal to n−
1
5 and only pursue up to second derivative when constructing compound
estimator, which indicates J = 2.
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Figure 5.3: The solid line is the first derivative of f(x) = sin(2pix) + cos(1
2
pix). The
dashed line shows the compound estimates of the first derivative, whereas the dotted
line shows the empirical first derivative. As we can see from the panel, there exists
some deviance around the neighborhood of x0 = 0, and the estimation method in
theorem (5.3.1) suggests xˆ = 0.012.
As is seen in figure (5.3), the deviance of compound estimation and empirical
first derivative is likely to happen around x0 = 0. Supported by theorem (5.3.1), the
quantity |xˆ−x0| should converge to 0 in probability for appropriate values of α. It is
suggested that α ∈ [0, 2
3
(1 − 4δ − η)) in and Chapter 4 of Sisheng Liu’s dissertation
where, δ = ν
4J+6
and η = max( 1
2J+3
, 2
2J+3
− r1), for any ν > 0. In our next simulation
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study, we examine the estimate of jump point x0 against different sample sizes under
the framework of equation (5.16), where Scenario 1 has α = 1/4 and Scenario 2 has
α = 1/2. Moreover, we extend the sample size for both α values in Convergence rate
visualization study.
Scenario 1 : We set α = 1/4 in this scenario and there are totally 5 different
cases. The sample size for Case (1-5) is 200, 350, 500, 650 and 800, respectively. In
each case, we generate 150 data sets using equation (5.16) and let kn = 5 + bnαc
for empirical first derivative, where n stands for the sample size. For the compound
estimation of the first derivative, we partition the domain of µ into b n
50
c+ 5 segments
for centering points and let βn =
√
n. We use the rectangular kernel in locfit package
with nearest neighbor fraction equal to n−
1
5 and only pursue up to second derivative
when constructing compound estimator. Since the design points are equally spaced, a
specific nearest neighbor fraction will uniquely determine the quantity of bandwidth.
The box plot of the 150 values |xtn − x0| against different sample sizes is pre-
sented in figure (5.4). The convergence rate n−1+α = n−
3
4 , yet not optimal, brings a
decreasing pattern of the median of the 150 estimates under each case.
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Figure 5.4: The solid flat line in each box represents the median value of the absolute
estimates from these 150 data sets in each case. As the sample size increases, the
median of the absolute estimates of x0 becomes closer and closer to 0.
Scenario 2 : We set α = 1/2 in this scenario and all the other factors are the same
as Scenario 1. The convergence rate, therefore becomes n−1+α = n−
1
2 , leading to a
slower convergence pattern in figure (5.5).
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Figure 5.5: The solid flat line in each box represents the median value of the absolute
estimates from these 150 data sets in each case. The decreasing pattern of medians
is slower compared to the medians in figure (5.4).
Convergence rate visualization study : In this study, we will illustrate the equation
|xˆ − x0| = Op(n−1+α) by fitting ordinary least squares models. We follow the ideas
from Scenario 1 and Scenario 2 by looking at the median of 150 data sets under a
certain sample size. However, we extend the total case number since 5 cases are still
too few to give good estimates.
We totally have 20 different cases, each of which has 150 data sets. The sample
size of the data sets under a certain case remains the same. For Case j, the sample
size n is b800× 1.1jc, which gives n = 880, 968, . . . , 5381 for j = 1, 2, . . . , 20.
The reason why we employ exponential-growing sample sizes is that we will regress
the natural logarithm of |xtn − x0| on the natural logarithm of sample size n. Thus,
exponential-growing sample sizes will eventually give us equally spaced points in the
explanatory variable of the fitted model.
We sketch the natural logarithm of the median of |xˆ − x0| in the 150 data sets
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under each case against the natural logarithm of sample sizes in figure (5.6), and fit
ordinary least squares models for different α values.
7.0 7.5 8.0 8.5
−
7.
0
−
6.
5
−
6.
0
−
5.
5
−
5.
0
−
4.
5
−
4.
0
log(n)
lo
g(z
)
α= 0.25
α= 0.50
Figure 5.6: The scatter plot of the natural logarithm of the median of |xˆ−x0| against
the natural logarithm of sample sizes for different α values, where Z represents the
median value of |xˆ− x0|.
When α = 0.25, the fitted ordinary least squares model suggests that log(zj) =
1.8683 − 0.9897 log(nj) with 0.9634 adjusted R2 and significance for both intercept
and slope at level 0.05, where zj is the median value of |xˆ − x0| in case j and nj is
case j’s sample size for j = 1, 2, . . . , 20.
When α = 0.50, the fitted ordinary least squares model suggests that log(zj) =
1.4117 − 0.8277 log(nj) with 0.9404 adjusted R2 and significance for both intercept
and slope at level 0.05, where zj is the median value of |xˆ − x0| in case j and nj is
case j’s sample size for j = 1, 2, . . . , 20.
We suspect that α is positively related to the slope, resulting in a bigger fitted
slope when α = 0.50 than α = 0.25. However, the convergence rate −1 + α is not
accurately captured by the linear model. We think that the finite sample size can be
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one of the reasons and using median of the absolute value may not be ideal. Moreover,
the real convergence rate may also be sharper than n−1+α.
Remark 1 : The tuning parameters kn, Mn, βn and bandwidth in c˜j;a are not lim-
ited to those choices in this simulation, and for simplicity, we only employ some simple
relationships between each tuning parameter and sample size. A further discussion
for the choices of tuning parameters can be found in Charnigo et al. [2011].
Remark 2 : The convergence rate n−1+α can be be compared to the graphical result
of both Scenario 1 and Scenario 2. However, the optimal convergence rate for jump
point detection is sharper than our results. For instance, the maximum likelihood
estimator of the jump point from Loader [1996] attains a convergence rate of O(n−1).
Remark 3 : The value of α controls the smoothness of empirical first derivatives,
where the bigger the α is, the smoother the empirical first derivative will be. That
α controls the convergence rate seems to come from its control on empirical first
derivatives.
Remark 4 : When we specify a smaller α to pursue a faster convergence, we may
end up with a larger variance of our estimator xˆ.
The sample mean of |xˆ−x0| and sample standard deviation of |xˆ−x0| from both
scenarios are shown in table (5.1), where a1(a2) stands for a1 sample mean and a2
sample standard deviation. The sample standard deviation of each case in scenario
1 is bigger than the sample standard deviation in scenario 2. Since mean value is
heavily affected by extreme samples, it is hard to compare them in table (5.1).
Table 5.1: Sample mean and sample standard deviation
Case 1 Case 2 Case 3 Case 4 Case 5
Scenario 1 0.371(0.37) 0.257(0.32) 0.194(0.27) 0.195(0.28) 0.138(0.23)
Scenario 2 0.453(0.27) 0.226(0.15) 0.199(0.22) 0.113(0.20) 0.108(0.18)
Table (5.1) shows the sample mean and sample standard deviation from both sce-
narios. The sample standard deviation in scenario 2 under each case is smaller than
scenario 1. The decreasing pattern of sample mean values can be found in both sce-
narios, but the decreasing speed is hard to compare due to the fact that means are
hevaliy affected by extreme values.
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Similar to table (5.1), the sample median of |xˆ − x0| and sample inter quartile
range of |xˆ − x0| from both scenarios are shown in table (5.2), where a′1(a′2) stands
for a′1 sample median and a
′
2 sample inter quartile range. We can see that the sample
median in scenario 1 decreases towards 0 faster than in scenario 2, however, the inter
quartile range values in scenario 1 are larger than in scenario 2.
Table 5.2: Sample median and sample inter quartile range
Case 1 Case 2 Case 3 Case 4 Case 5
Scenario 1 0.205(0.79) 0.040(0.48) 0.016(0.37) 0.015(0.30) 0.010(0.18)
Scenario 2 0.390(0.60) 0.149(0.09) 0.124(0.06) 0.028(0.10) 0.035(0.09)
Table (5.2) shows the sample median and inter quartile range from both scenarios.
Comparing scenario 1 and scenario 2, we find a faster decrease of median values in
scenario 1, despite a larger inter quartile range.
5.5 Opportunities for future research on jump points
The single jump point case is studied in this chapter, where we use the biggest
deviance of two estimating functions to detect the jump point. For future research,
we can extend the single jump point case to a multiple jump points case by using
more complex criteria.
When we have more than one jump point in our dataset, one approach is to
examine several candidate points with large deviance and compare them to a specified
threshold, leading to a more complicated detecting process, however, the accuracy of
estimated jump points and convergence rate of each estimator can still be studied.
In our method, we estimate the first derivative of the underlying function µ. More
generally, to detect the jump point, we can also look at the underlying function µ
itself or its higher derivatives.
Apart from the discontinuity of the underlying function µ, the discontinuity of
µ′ with a continuous µ as is shown in figure (5.7) can also be of interest. Although
we can use our method to estimate µ′′ to detect the discontinuity in µ′ assuming
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µ′′ exists, we should bring further investigation and metrics to handle such a spiky
pattern in figure (5.7)
0.0 0.5 1.0 1.5 2.0
0
1
2
3
4
x
µ
Figure 5.7: The underlying continuous function µ has a discontinuity point at x = 1
in its first derivative µ′.
When we have more than one predictor variable in the model, the jumps of the
underlying function can be more complicated. For example, a two dimensional un-
derlying nonparametric function µ(x1, x2) can have abrupt changes on some points,
curves or areas on the x1-x2 plane. Thus, further discussion on the change areas
in two dimensional cases is necessary. As the dimension becomes larger, estimating
the underlying nonparametric function itself is likely to suffer from sparsity, bringing
more difficulty in jump detection, since a well-smoothed high dimensional underlying
nonparametric function may be unrealistic in practice.
Copyright c© Liangdong Fan, 2018.
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Appendix
Groups of Variables of Voice Rehabilitation Data
Preprocessing in data analysis. The voice rehabilitation data set comes from https:
//archive.ics.uci.edu/ml/datasets/LSVT+Voice+Rehabilitation. We first stan-
dardize each column by subtracting its mean value and dividing by its standard de-
viation. We treat DFA (Detrended Fluctuation Analysis from 60th column) as the
response variable, whereas explanatory variables come from the first principal compo-
nent of each group. The grouping information is provided in table (??), where P1-P35
are the standardized (mean zero, standard deviation one) first principal components
from these columns.
Table A1: Groups for principal components
Var(Col) Var(Col) Var(Col) Var(Col) Var(Col)
P1(1-30) P8(68-76) P15(112-124) P22(180-189) P29(241-250)
P2(31-51) P9(77-82) P16(125-127) P23(190-199) P30(251-260)
P3(52-55) P10(83) P17(128-139) P24(200-209) P31(261-270)
P4(56-58) P11(84-96) P18(140-149) P25(210-219) P32(271-280)
P5(59) P12(97) P19(150-159) P26(220) P33(281-290)
P6(61) P13(98-110) P20(160-169) P27(221-230) P34(291-300)
P7(62-67) P14(111) P21(170-179) P28(231-240) P35(301-310)
Copyright c© Liangdong Fan, 2018.
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