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vAbstract
Solid state systems can often exhibit dynamics on the molecular level, chang-
ing conformations, rotating or moving across a crystal structure. In this work,
a combination of Nuclear Magnetic Resonance (NMR), Molecular Dynamics
(MD) and Markov models are utilised to describe and explain the dynamics
seen on solid crystals and pharmaceutical solvates. NMR is used first to gain
an idea of the dynamics, with relaxation rates used to measure activation en-
ergies and motional models suggested to fit the data. MD simulations are
performed to directly simulate the motion, with the extraction of copies of
each molecule from each simulation allowing motion on timescales greater
than the simulation time to be observed. The simulations are analysed util-
ising Markov modelling, assigning conformations to states, extracting state
samples to determine the metastable conformations and calculating transi-
tion times between these states.
Several of the lower diamondoids are analysed, providing descriptions of
the motion and agreeing with previously suggested models of the dynam-
ics. These also show some of the technical considerations that need to be
taken into account when analysing systems using relatively short simula-
tions. However, good agreement with experiment can still be achieved with
these methods with careful planning. Two pharmaceutical solvates are also
investigated, allowing a picture of the rapid solvent motion to be obtained.
These pictures give some interesting avenues for further investigation, as
well as showing this method can be applied to different solid systems.
vi
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11 Introduction: solid-state motion
1.1 Introduction
Solid materials appear to be immobile at the macroscopic scale. However, at
the atomic level, there is motion, with the lower limit of this in terms of en-
ergy being lattice vibrations. Most molecules in solid materials exhibit more
dynamics than this, with bond angles and lengths stretching, compounds al-
tering their orientations or conformations, and even moving across a crystal
structure. These motions can be crucial processes in the material, and can
give rise to many of the useful (or not so useful) properties of the solid.
There are several tools available to the chemist who wishes to study dynam-
ics in materials. Nuclear Magnetic Resonance (NMR) has long been used
to study solid materials and the dynamics within them, being particularly
suited for this task. Various experiments allow investigation into slow mo-
tions (Hz timescale), fast motions (MHz-GHz timescale), or a combination
of both, as they can both occur within solid-state materials. Additionally, as
NMR records a collective signal from the entire sample, it records the local
environment of every distinct atom type present in the sample is recorded,
giving us access to all this information. Samples can also be labelled isotopi-
cally, and the techniques tuned to particular nuclides, so structure-specific
information can be obtained about the a portion of the sample at an atomic
level.
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NMR does have its drawbacks however. The results obtained from the exper-
iments do not directly link to the precise motions involved, instead requiring
us to postulate particular motions and then fit these results to models. These
models can be drawn from other experimental techniques, or simply by con-
sidering the molecules involved and determining the most likely motions
available to them. Other techniques, such as Raman spectroscopy, share these
problems, allowing information to be gathered about a particular system, but
being unable to link this to exact molecular motion.
The complexity of the system in question also determines our ability to con-
struct models. Simple molecules and systems often have intuitive motions
available to them, which we can use to create models that allow us to ob-
tain parameters relevant to the experimental results. For example, methyl
groups undergo a C3 rotation, something that is chemically intuitive from
their shape, and so we can use a 3-site jump model to explain our results.
However, as the system becomes more complex, determining suitable mod-
els of motion becomes increasingly tricky. As such, we can apply computa-
tional techniques to the task, namely Molecular Dynamics (MD) simulations.
These simulations will model the dynamics present within complex systems,
allowing us to observe motions from the picosecond range up to the hun-
dreds of nanoseconds. MD can directly ”see” the motions of the atoms and
molecules, providing us with models to fit the experimental results to, and
allowing us to study these processes directly with a level of detail that exper-
iments would struggle to match. While some questions can be raised about
the simulation quality, comparison of the results with experimental data can
validate the simulations and give credibility to the analysis performed upon
them.
The data produced by MD simulations consists of a series of coordinates of
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atoms arranged in chronological order as a trajectory. Transforming this tra-
jectory into useful information requires in-depth analysis of the motions de-
scribed by the trajectory and the timescales present within them. For this
purpose, the construction and usage of Markov models has been proven to
be both useful and effective [1]. Bowman et al. applied Markov models to
the study of proteins, by simulating the motion of TEM-1 β-lactamase us-
ing MD techniques [2]. The resulting trajectory was used as the basis for
a Markov model to describe the possible conformations the protein could
adopt. To do this, they used the combined data from a thousand simula-
tions, to give an aggregated simulation time of 81 µs. This allowed them
to achieve enough sampling of the conformational space to obtain a reason-
able description of the likely conformations available, and utilised multiple
simulations or replicas, rather than a single long trajectory, a key point. The
next step was clustering, the assignment of each conformation to a particular
state, and to speed up this process, every 10th frame of the simulation was
used, with the rest of the data assigned to the clusters generated. The clus-
ters can be analysed by querying the model to identify local fluctuations in
the conformations that produce sites that mimic the active site. By allowing
the system to explore the conformational space to a large degree, and then
going through the process of clustering and extracting the states correspond-
ing to each cluster, they were able to discover the presence of these hidden
allosteric sites. Hidden allosteric sites are difficult to discover experimentally,
and so the combination of MD and Markov model techniques allows insight
that would be lacking otherwise.
Zhuang et al. have utilised Markov models in conjunction with MD simu-
lations to recreate and predict experimental data, specifically the result of a
T-jump experiment. A T-jump experiment involves using an intense laser
pulse to rapidly heat a sample, which can be used to trigger a process that is
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driven by a large enthalpy change. Zhuang constructed two sets of Markov
models, one each for before and after the T-jump, and then matched states
between them. Assuming the temperature change is very fast, there should
be no noticable difference between the state populations before and after the
T-jump. Therefore, they used the distribution among states from the low
temperature model, and applied the transition probabilities of the high tem-
perature model to this, to simulate the effect of rapidly changing the tem-
perature. The changing conformation of the protein after the jump was then
used as the basis for predicting IR and 2DIR spectra, which matched nicely
when compared with experimental spectra [3].
Markov models partition the data into discrete states, counting transitions
between them and using these to predict the probability of moving from one
state to any other state within a given time frame. This data can then be
analysed further to calculate transition times between any specified pair of
states, as well as the most likely path from state to state that the transition
could take [4, 5]. Clearly, applying these models to the problem of describing
the motions would result in almost direct extraction of the data of interest. In-
dependently, Markov models are used to simulate NMR spectra of systems
(particularly those containing 2H) affected by dynamics. One implementa-
tion is the EXPRESS program, which utilises the idea of Markovian jumps to
simulate experimental spectra [6]. However, such programs typically require
the user to manually enter in the molecular orientations and jump rates, and
these will need to be determined either via a different experiment, or using a
different technique.
NMR and MD are highly complementary techniques, each technique either
validating or explaining information gained by the other technique, and they
have been combined together successfully many times. Biological mem-
branes have been studied using this combination [7], as dynamic behvaiour
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explains the majority of the functionality of such systems. Simulating par-
ticular biological systems in order to extract their NMR parameters based on
their dynamics has yielded results in excellent agreement with experiment
[8]. This technique, using MD simulations to predict useful NMR data, has
been applied to systems as diverse as macrocyclic drugs and lipid bilayers
with great success [9, 10]. To demonstrate this, I will detail two examples.
Peng investigated the conformations of the lorlatinib macrocyclic drug, com-
monly used to treat nonsmall cell lung cancer. To do this, they utilised solution-
state NMR experiments with replica exchange MD, a technique that enhances
the sampling of conformational space by exchanging neighbouring repli-
cas of the simulated molecule at different temperatures. NMR experiments
were used to calculate interproton distances through the use of nuclear Over-
hauser enhancement experiments, whereby nuclear spin polarisation is trans-
ferred between nearby spin-active nuclei. These distances can then be used
to predict possible conformations, and compared to the conformations pro-
duced by the MD simulations, resulting in a high level of agreement in both
polar and non-polar solvents (see figure 1.1) [11].
FIGURE 1.1: Solution conformations of lorlatinib in
D2O/DMSO-d6 (blue) and CDCl3 (pink) aligned with the
predicted conformations (gray). The molecule was divided
into two parts, P1 and P2 for the MD analysis, to determine
the conformation most suited to describe each part. The NMR
analysis predicted 1 conformer in D2O/DMSO-d6 (1) and 2
conformers (1 and 2) in CDCl3. The figures show: A) 1 vs P1
in aqueous solution, (B) 1 vs P1 (left), and 2 vs P2 (right) in
chloroform. Figure obtained from reference [11]
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Vermeer investigated phospholipid bilayers using the combination of NMR
and MD techniques. Phospholipid bilayers are a key component of biomolec-
ular membranes, and so understanding them and their interactions can be
vital to predictions of drug interactions or bioavailability. NMR was used
to calculate order parameters, a measure of the dynamics of the lipids, and
these parameters can be calculated directly from the quadrupolar splittings
of a 2H solid state NMR experiment. MD simulations can be used to cal-
culate these values too, by directly measuring the angle between a specified
C-D bond vector and a given reference axis. These values can be compared,
in order to draw conclusions about the accuracy of the MD simulations, and
whether further predictions from the MD can be trusted. Figure 1.2 shows
the comparisons of these values for three different systems. As can be seen,
there is a high level of agreement between the values, and while some values
do not match entirely, an important point is that the trends in the values are
followed, allowing general conclusions to be drawn, even if specific numbers
cannot be produced [12].
1.1.1 Pharmaceuticals
Research into pharmaceuticals is a key area of interest, as we rely on the pro-
duction and behaviour of drugs for significant portions of modern medicine.
The field of NMR crystallography is concerned with using NMR to shed light
on crystal structures, and is especially able to resolve disorder within struc-
tures. Disorder in crystals is fairly common, and can be both static (where the
disordered fragments remain in distinct orientations), or dynamic (where the
disordered components either continously move or jump between particular
orientations). Some recent applications of using NMR to study dynamics and
disorder in pharmaceutical solids include the use of 13C T1 relaxation times
to characterise ring disorder [13], while measuring the change of relaxation
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FIGURE 1.2: Graphs comparing the experimental (NMR) and
simulated (MD) order parameters for the DMP phospholipid
bilayer. A refers to the order parameter -SCD for the carbon
chain of pure DMPC at 303 K as a function of the carbon atom
index. B refers to the order parameter -SCD for DMPC in the
DMPC-cholesterol 2:1 mixture at 303 K as a function of the
carbon atom index. C refers to the order parameters -SCD for
cholesterol in the DMPC-cholesterol 2:1 mixture as a function
of the carbon atom index. Figure adapted from reference [12]
times with temperature and fitting this to an Arrhenius curve has allowed the
calculation of activation energies and conclusions about the most likely form
of molecular mobility to be drawn [14]. When crystal structures contain sol-
vent molecules, the resulting structures are termed solvates and the solvent
molecules themselves can show interesting dynamics. The pharmaceutical
droperidol has a range of solvates, and the use of 13C and 2H spectra and
relaxation times gave various insights into the dynamics [15]. The measure-
ment of relaxation times give an indication that the motion is on the order
of 10s MHz, while the minimal averaging of the 2H quadrupolar parameters
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indicate the motion has limited amplitude. Additional dynamics were ob-
served using the 13C spectra, with these dynamics on the order of 10s kHz,
and most likely to be flipping to an equivalent state through inversion sym-
metry. This shows NMR’s ability to see multiple timescales of dynamics.
The use of NMR alone allows for the measurement of dynamic processes,
and combined with selective labelling, can readily provide activation param-
eters and timescales [16]. Subsequent fitting of the data to models can be
trickier, as shown in the paper. The phenyl ring motion is fairly easy to pre-
dict, undergoing a two-site jump, while the motion of the fumerate is harder
to model, as the motion is could exhibit is not obvious. Even without se-
lective labelling, the tools available to the spectroscopist allow the dynamics
at multiple solvate sites to be observed, with subsequent fitting suggesting
available motions [17].
Molecular dynamics has also been used extensively within the pharmaceu-
tical industry, in both drug design, analysis and characterisation [18–20].
While initial forays into combining MD with biological systems yielded short
timescales [21], the increase in computational power has allowed signifi-
cantly larger simulations, increasing from several hundred atoms in the late
70s to 50,000-100,000 atoms being routine, and even 500,000 atoms with the
right computational hardware [7]. Simulations have investigated the inter-
actions between drugs and biological membranes, particularly binding inter-
actions, probing their energy values and the processes by which they bind
[19, 22, 23]. Polymorphism within pharmaceuticals is of particular interest,
and can be studied through the application of MD techniques [24]. Often
these techniques start with a simulation of a disordered pharmaceutical, and
the temperature during the simulation is lowered to facilitate crystallisation.
These glasses are then simulated further, with bonding patterns, bonding
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energy and diffusion coefficients able to be extracted from the resulting sim-
ulations [25]. The effect of different solvents directing the crystal form of
5-fluorouracil was investigated, with hydrogen bonding with water promot-
ing the formation of form I, while dry nitromethane facilitates the structure
of form II [26].
1.1.2 Molecular Machines
Artificial molecular machines have gained considerable attention for some
years. With an aim of emulating nature by using collections of interact-
ing molecules to produce supramolecular functionalty, the field has steadily
grown [27–29]. As a comparison to regular machines, these systems would
be designed to react to specific external stimuli, such as changes in local mag-
netic fields or light conditions, to produce a useful response. Chemists have
produced considerable work on this topic, synthesising molecules that dis-
play properties similar to the components of larger scale machines. There
have been examples of molecular gears [30], turnstiles [31], gyroscopes [32]
and even molecular motors [33]. These machines can be combined and de-
signed to have applications as diverse as switchable dielectrics, gas sepera-
tion and chemical sensing [34]. However, in order to control the properties of
the machines made up of the individual components, accurately characteris-
ing the kinetic behaviour is vital.
In these cases, the form of the motion is well-defined by the design of the
components themselves, and so NMR is used to extract the kinetic param-
eters of the motions with as high an accuracy as possible. NMR is perfect
for this task, and is a central technique used to extract these parameters [35],
due to the wide range of NMR epxeriments available to study the rate of
these dynamics on different timescales. More specifically, studies of poten-
tial components for various molecular machines have utilised: 13C and 2H T1
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relaxation measurements to extract the energetic barriers to rotations occur-
ring at the rates of MHz [36, 37], 2H line shape analysis to obtain information
about dynamics with rates of 100s of kHz [38], using models to predict the
orientations that contribute to observed dynamics [37–39], and using the co-
alescence of peaks in 13C spectra can be used to obtain information of far
slower rates, in the realm of 100s of Hz [36, 38–40].
As the motion is designed and predictable in these systems, MD simulations
are often used to gather more information about potential energy landscapes
of the components as a function of degrees of freedom. There are various
methodologies available for this, although the general technique is to iden-
tify a degree of freedom that is of interest, and then calculate the energy of
the molecule as this degree changes over the course of an MD simulation.
In the case of Zimmerman, intermediate reaction structures were generated
using MD methods, and the structures then extracted and underwent a re-
stricted structural energy minimisation. The energy of interaction between
these structures and the general lattice was calculated, and found to be in
very good agreement with the stereochemistry of the reaction [41]. In the
case of Jarowski, they identified the dihedral angle as the reaction co-ordinate
of interest, and then used constrained MD simulations (simulations during
which a particular physical property e.g. bond length, bond angle, dihedral
angles etc. are fixed to a particular value) to scan through the entire range
of dihedral angles, taking energy values after every step. This technique al-
lowed them to compare experimental and theoretical energy barriers, with
experimental energies of 12.8-14.6 kcal/mol recorded and theoretical barriers
of 15.5-16.2 kcal/mol calculated. They then went further, studying correlated
motions within the system by following the motion of the atoms within the
model, except for the central atoms which the simulation is fixing in place. As
shown in figure 1.3, there was a clear increase in root-mean-square distance
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and maximum displacement as the central atoms were rotated, followed by
a decrease as they approached a rotation angle of 180 ◦. This showed that as
the central atoms rotated, the surrounding structure moves to accomodate it,
before snapping back into place again [42].
FIGURE 1.3: The root-mean-squared (RMS) and maximum dis-
placement (MD) values for all atoms surrounding a central ro-
tating ring of a crystalline molecular gyroscope, either with
benzene as a solvent (blue numbers and points) or in a des-
olvated state (red numbers and points). The increase and de-
crease of values as the ring rotates shows the motion of the
surrounding atoms are correlated to the rotation of the rotor.
Figure obtained from reference [42]
Combining NMR and MD can allow us to extract a whole host of data, and
combining these techniques with others, such as X-ray diffraction, has facili-
tated the study of octafluoronaphthalene, with remarkable success. The com-
bination of NMR and MD simulations allowed the dynamics to be described,
with the NMR observing two distinct processes of different timescales, while
the MD describes the nature of the motion. This study also shows that long
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timescale motions, several orders of magnitude larger than the simulation
length, can be accessed via classical molecular dynamics, through the use of
combining the individual trajectories of every molecule within the simulated
system to achieve a total trajectory time of 14.4 µs from a single 100 ns sim-
ulation [43]. The study was continued using enhanced sampling methods,
namely metadynamics, to form a picture of the free energy surface. Meta-
dynamics enhances the exploration of the free energy space by biasing the
simulation against previously explored areas, forcing the system to explore
further. By performing a metadynamics simulation, and then inverting the
resulting bias potential map, the full free energy surface can be produced,
more than 4 times quicker than classical MD simulations [44]. Additionally,
by expanding the criteria against which the system is biased, the effect of
correlations between molecules can be investigated. All this is achieved in
simulations of fewer than 50 ps, compared to an unbiased simulation of 100
ns that failed to replicate the results. This is just one example of applying
further analysis techniques to MD simulations to enhance the quality and
descriptiveness of the data obtained.
MD simulations have been used to examine more complicated forms of mo-
tion, providing appropriate models of the motion and supporting the results
gained from the NMR studies [37]. Diffusion within host-guest structures
can be observed through MD, with simulations allowing us access to de-
tailed descriptions of the systems. Extracting coordinates allows diffusion
coefficients, order parameters and torsion angles to be obtained, which can
be combined with time-sensitive data to develop clear pictures of the move-
ment within systems [45]. NMR experiments can be performed to provide
specific data, typically motional correlation times, that is used to verify MD
simulations by comparing the difference between the experimental and com-
putational results. If these results are in agreement, these simulations can be
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used to directly view the motions the molecule is exhibiting, via analytical
methods or simply viewing the trajectory. In either case, performing statisti-
cal analysis on the trajectories can be the basis of predictions of the dynamics
and motions of solid systems [46, 47]. These techniques are often applied
to protein models, with the method of principal component analysis (PCA)
combined with MD analysis to obtain results. Leitner extracted protein dihe-
dral angles from simulation and used these values in conjunction with PCA
to create an energy landscape that describes the dynamics of the tetrapeptide
IAN [48]. This technique was found to converge quickly after a relatively
short simulation, which allows for rapid multiple simulations of the system.
These repetitions of simulation can allow us to acquire enough data to con-
struct Markov models. Altis utilised the technique to first construct a free
energy landscape using the dihedral values in conjunction with PCA, then
applied a clustering algorithm and constructed a Markov model transition
matrix from the resulting data, allowing a low-dimensional description of the
alanine dipeptide motion [49]. Jain again used PCA on the dihedral angles
of a villin headpiece subdomain, but split the protein into parts and utilised
PCA on each part separately. After clustering, a Markov model was pro-
duced, with each different combination of each part representing a unique
conformation of the entire protein, and reconstructing the folding time of the
protein [50].
1.1.3 Markov models
The idea of a Markov chain was originally put forward in 1906 by Andrey
Markov [51]. While originally used exclusively in the mathematical sciences,
Markov chains are now used in chemistry, biology and physics, finding a
number of different uses. One particular use was to model reaction networks
as Markov processes, using the number of molecules of each species as states,
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and reactions as possible transitions [52]. While these initial forays investi-
gated straightforward kinetics, the use of a Markov chain has been expanded
to include more complicated dynamics.
The mathematical theory of estimating Markov models from MD simulations
was introduced by Schuette [53], combining the theory of Markov models
with data from Monte Carlo simulations [54]. In constructing these Markov
models, the aim is to achieve a description of how the system explores the
conformations available. Ideally, we hope to reach an equilibrium and con-
struct a reversible Markov chain, that is, one that exhibits detailed balance.
The principle of detailed balance for a kinetic system, such as those simulated
by MD, states that at equilibrium, each elementary process is in equilibrium
with its reverse process. This means that the transition matrix produced is
essentially symmetric, so that rate of moving from state a to state b is the
same as moving from state b to state a. By sampling every possible move
from a given point, we can fully explore the configuration space of a given
transition matrix [55]. These ideas have been applied to protein structures,
where Markov models are used to generate the next step in the folding se-
quence for a protein [56]. To illustrate these ideas, I will consider the example
of Bratholm and Jensen. In their work, they sought to improve the prediction
of protein NMR chemical shifts using quantum mechanics based methods.
To do this, they utilised QM based predictions of the chemical shifts from
an initial starting structure, then altered the structure using a Markov Chain
Monte Carlo method. The method edited the starting structure according
to a set probability of structural changes (the Markov chain portion of the
method), then accepted or rejected this change based on improvements in
the match between experimental and predicted chemical shifts (the Monte
Carlo portion of the method). By utilising these methods, the difference be-
tween predicted and experimental chemical shift for 17 proteins reduced by
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an entire ppm for carbon and nitrogen, and 0.15 ppm for hydrogen [57]. This
framework of using the agreement of a suggested structure with experimen-
tal data as the acceptance criteria for a move has been used previously [58,
59]. Besides proteins, these methods have been applied to solid state sys-
tems as well, with recent work observing the reversal of growth of molecular
crystals [60] and solid transition metal complexes[61].
Swope described a method of utilising multiple MD simulations together to
examine protein folding kinetics, by extracting properties of interest, assign-
ing them to states and using the relative probabilities of these states to con-
struct a Markov chain. From this, motions between these states and the
timescales associated with them have been found, which can be related to
the protein’s specific function[62, 63]. Other work has expanded on tradi-
tional Markov models to hidden Markov models (HMMs), that is, models in
which we cannot observe the underlying process directly, but can see the out-
comes of the process. For example, a molecule could adopt a range of very
similar orientations, but these orientations contribute to a single metastable
state. The specific orientation is the underlying or hidden state, while the
metastable state is the observable we can see. Once the model is complete,
folding times and the transition pathway as the protein folds can be ex-
tracted, both pieces of information which are vital in understanding protein
dynamics [64]. The transition matrix obtained from generating a Markov
model can be analysed further, showing that the system needs to adopt a
particular conformation before accessing further ones, dividing the system
into active and inactive states, which can affect the kinetics of the protein
folding[65].
Since then, the idea of combining MD simulations with Markov models has
become common, using the simulations to observe the dynamics and the
MSMs to obtain kinetic and thermodynamic data as well as define metastable
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states [66]. These states are not limited to single molecules or even copies of
the same molecule: binding behaviour between trypsin and benzamide was
studied by Noé in 2015. A MSM was constructed based on a 149.1 microsec-
ond simulation of the system, which allows calculation of binding/unbinding
rates and the free energy of binding [67]. Markov models and MD together
can probe molecular reactions by studying the states available to a particular
reactive system. By observing or biasing the simulation towards the end re-
sult of a given reaction, a list of intermediate conformations can be produced.
By observing the transitions from starting structures, to intermediate states,
to final structures, an MSM can be constructed from this data to obtain re-
action coordinates for further simulation and analysis [68, 69]. For example,
say a reaction can be described by A + B → C. By biasing the simulation
towards C, using intermolecular distance for example, we might see that A
and B form an intermediate, metastable complex AB before moving on to
form C. A Markov model can then be generated from the data, showing the
probability and transition time of forming the intermediate, and then mov-
ing to the end result C. More general biomolecular dynamics can also be
probed, with techniques that streamline the process of clustering data into
the states required to construct a Markov model. As clustering is a key step
in the model construction process (see section 2.5.1), a general approach that
maintains high accuracy is of some worth [70].
The idea of using MD to provide the data necessary to construct a Markov
model is key, and has been proven to work well. This is due to MD’s ability
to allow systems to explore their conformational space either with bias, to
ensure the entire space is explored, or without bias to reproduce the thermo-
dynamic properties accurately. By exploring the conformational space and
then reproducing the thermodynamics, the states and transitions between
them can be calculated, which results in the construction of a Markov model.
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[71, 72]. In order to construct an accurate Markov model from MD data, a
large number of data points is required. With a large data set, the transition
matrix can accurately reproduce the behaviour of the system, whereas with a
smaller data set, the system diverges quickly from Markovian behaviour [73].
However, even limited MD data can allow the construction of Markov mod-
els that give information on processes an order of magnitude longer than the
simulation time.[74–76]. This process involves performing multiple simula-
tions of short time length to construct an accurate Markov model, and then
using this model to rapidly simulate the system for longer timescales. Sim-
ulating for the time required to see the long process during the simulation
is possible, albeit at a far increased time cost, whereas performing multiple
short-length simulations can produce the same data [77, 78]. This can also ap-
ply to extracting individual trajectories of molecules within one simulation,
and using these to produce the Markov model.
While a great deal of research has applied Markov model ideas to the study
of proteins, Markov chains have also been applied to dynamics of solids and
molecular crystals. In particular, the growth of molecular crystals has been
extensively modelled using Markov chains [79]. The formation of crystals
can be modelled as a Markov chain process, with the probability of a par-
ticular molecular alignment as the crystal grows relying only on the current
polarity of the connecting point [80]. This idea was expanded to study aperi-
odic crystals. Aperiodic crystals cannot be described by a simple unit cell, as
while they are symmetric in 2 dimensions, they are irregular in the third. The
type of layer was found to be dependent on the previous layer, and as such
the sequence of each layer can be transformed into a Markov model. This
technique has been applied recently to ice and opaline silica, and the distri-
bution of faults in the crystals and number of layers that influence the current
layer can be predicted [81, 82]. The self-assembly of colloidal systems can be
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modelled in a similar way, although the construction of an accurate Markov
model is required beforehand. To achieve this, MD simulations of colloidal
motion can be utilised [83]. MD simulations provide ample data with which
to construct a Markov model, and can be used repeatedly to analyse different
aspects of the molecule, so one simulation can be used to produce multiple
models.
As I have shown, Markov models have been extensively used with biological
systems in conjunction with NMR, and has also been applied to various solid
systems. In this thesis, I hope to take these ideas and apply them to solid-state
dynamics, utilising the techniques to extract useful kinetic and dynamic data
about several chemical systems.
1.2 Summary of the current work
Chapter 2 outlines the various techniques used in this work. NMR spec-
troscopy is introduced and relevant interactions described, as well as describ-
ing various experiments that can be used to obtain data on molecular dynam-
ics. The technique of Molecular Dynamics (MD) is also outlined, explaining
the basic theory behind it and describing the methodology of the simulations.
The chapter ends with sections on Markov State Modelling and the various
techniques associated with it to characterise and interpret the data. Chapter
3 presents data taken from NMR experiments and MD simulations on dia-
mantane, triamantane and tetramantane. The combination of NMR, MD and
MSMs is applied these system, for which a reasonable amount of information
is known. After performing several simulations, the key orientations of the
molecules and the transitions between these states is measured, and are in
excellent agreement with experimental results. States are extracted and the
temperatures at which new motions arise are identified. Chapter 4 presents
results from studies on solvates of the furosemide-picololinamide cocrystal.
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The method outlined previously required some adaptation to be applicable
to the new system, but after applying these changes, states and transition
times between states are also extracted. These results are then linked back to
NMR studies, as well as signposting further directions to research. Chapters
3 and 4 are also being prepared for publication.
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2 Methodology
2.1 Introduction
A key focus of the work undertaken is to combine SSNMR data with various
computational methods in order to obtain a greater understanding of the dy-
namics present in solid systems. Ideally, this method would be simple to use,
with minimal training required to utilise and interpret the data, rapid, with
a full set of data able to be obtained in a short space of time, and accurate,
with the method providing reasonable suggestions and results. Developing
a method with all three qualities is no easy feat, and some compromises may
have to be made. Speed in data collection often requires training and famil-
iarity with the software, whereas accuracy may require extended periods of
data collection. Finding the right balance between these three is therefore
essential.
The method developed hopes to strike this balance. It requires some training
in computational methods and SSNMR experiments, but the simulations per-
formed are not overly complex. In ideal circumstances, the simulations can
take less than a week from construction to completion, although the NMR
experiments can have varying lengths, depending on the properties of the
system. Finally, if constructed correctly, the simulations can provide accurate
representations to go along with the carefully measured spectra, providing a
well-rounded view of the motion of the system.
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In this chapter, I will go into the theory behind the various underlying tech-
niques, starting with the SSNMR details and moving onto molecular dynam-
ics simulations. An explanation and discussion of the use of the statisti-
cal methods of Principal Component Analysis (PCA) and Time-Independent
Component Analysis (TICA) will follow, as well as describing the usage of
Markov State Models (MSMs) to extract states of interest from the overall tra-
jectory. Finally, the combination of the techniques will be explained, showing
how to move from a starting sample of interest and structure file, to a full set
of data showcasing the dynamics of the crystal.
2.2 NMR Details/Methodology
Nuclear Magnetic Resonance (NMR) spectroscopy is a widely used chemical
characterisation and imaging technique. While most modern chemical labo-
ratories focus on solution-state NMR, largely for determining the products of
reactions, there is a growing usage of solid-state NMR to characterise insol-
uble compounds or to observe dynamic behaviour that would be lost when
dissolved in solution. In particular, crystal dynamics cannot be observed in
solutions, as the crystal structure is entirely lost, leaving solid-state NMR as
the technique of choice for these purposes.
This section gives an overview of the NMR interactions, indicating the dif-
ferences between solution-state and solid-state techniques and their spectra.
2.2.1 Quantum numbers, Angular Momentum and the Zee-
man Interaction
A moving or spinning charge, such as those generated by a nucleus of non-
zero magnetic quantum number, produces a magnetic moment. When this is
put into a high magnetic field (the direction of which is usually taken to be
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the z axis), the moment is separated into 2I + 1 different states, each defined
by the projection quantum number mI. Using the I = 12 system for simplicity,
there are two states: α, where the spin is aligned in one direction with respect
to the magnetic field (also labelled as mI = 1/2) and β, where the spin is
aligned in the opposite direction to α (also labelled as mI = -1/2). The energy
of these two states is related by the Zeeman Effect, and can be expressed as:
Ez =
−hγmIB0
2pi
(2.1)
Where Ez is equal to the Zeeman energy, h is the Planck constant, γ is the
gyromagnetic ratio of the nucleus, mI is the projection quantum number and
B0 is the strength of the magnetic field.
The difference in energy between the two states in the system is :
∆Ez =
−hγB0
2pi
(2.2)
This can be transformed into an expression for the resonance frequency, νnmr,
using the equation:
∆Ez = hνnmr (2.3)
Where:
νnmr = −γB02pi (2.4)
This frequency is dependent on the value for γ and the field strength of the
external magnetic field, and is known as the Larmor frequency. As a chemical
system is rarely made up of a few isolated atoms, a description of the bulk
of the sample is required. The distribution between the states will follow a
Boltzmann distribution:
Pβ
Pα
= e−
hνnmr
kBT (2.5)
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where Pα and Pβ are the populations of the α and β states respectively, kB
is the Boltzmann constant, and T is the temperature. This ratio depends on
both the strength of the magnetic field and the nucleus being observed. In
general, there will be a very slightly greater proportion of spins aligned with
the magnetic field than against it, depending on the sign of γ. This tiny differ-
ence in population means that NMR is intrinsically an insensitive technique.
However, even this small population difference causes a bulk magnetisation
aligned with the magnetic field, the magnitude of which is given by:
M0 =
N(γh)2B0
16pi2kBT
(2.6)
Applying Radio-Frequency (RF) pulses at the NMR frequency to the sys-
tem perturbs the net magnetisation, rotating it by 90 degrees to make the
net magnetisation perpendicular to the z axis. Once the RF pulse is turned
off, the magnetisation precesses about B0 and also decays back to equilib-
rium through various relaxation processes, such as spin-spin relaxation or
spin-lattice relaxation, which will be explained further on. The precession is
recorded by the spectrometer, and the resulting signal is known as the Free
Induction Decay (FID). Performing a Fourier transform on the FID converts
it into the NMR spectrum.
When placed inside a magnetic field, the electrons present around a partic-
ular nucleus induce a secondary magnetic field in opposition to the applied
magnetic field. The strength of this induced field is dependent on the nuclear
environment (the atoms directly connected to, or close to, the atom of inter-
est), and causes chemical shielding. Each unique nuclear environment ex-
periences a slightly different electron environment, which changes the ener-
gies of the quantised mI states, shifting the Larmor frequency of that nucleus
slightly. Chemical shifts, therefore, provide access to structural information.
The chemical shift is a tensor property, and is usually anisotropic. In solution
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FIGURE 2.1: A typical Carbon-13 NMR spectrum of alanine.
The top spectrum was recorded in the solid state, and the bot-
tom in solution state.
state this causes little problem, as the motion of the molecules in solution
mean this is often averaged out. In solid state, there is little motion, so the
anisotropic properties must be taken into account. The shielding tensor links
the induced magnetic field to the external magnetic field by:
Bs = −σB0 (2.7)
The extent to which a particular atom is shielded depends on the angle be-
tween the external field and the molecular axis, θ, the angle having a specific
effect of:
1
2
(3 cos2(θ)− 1) (2.8)
on the shielding. The anisotropic component of the chemical shift is called
the chemical shift anisotropy (CSA).
The two magnetic field vectors have three components each (x, y and z), and
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so the shielding tensor has 9 separate components: xx, xy, xz, yy ... However,
the asymmetric contributions have very little influence on NMR spectra and
can be safely ignored. Additionally, by choosing particular axes (known as
the Principal Axis System or PAS), the symmetric components of the tensors
can be made fully diagonal, and contain just three principal components:
XX, YY and ZZ. In solutions, due to the rapid tumbling of molecules, these
average to one isotropic component.
There are many interactions that are present in NMR experiments that can
change the appearance of the NMR spectrum. Indirect (or J) coupling is asso-
ciated with electrons co-ordinating their spins together. This occurs through
bonds and allows molecular connectivity information to be obtained. J cou-
pling is a prominent interaction in solution state NMR, leading to splittings in
spectral peaks that is associated with covalently bonded neighbouring atoms.
Analysis of the splitting patterns allows structural information to be gained.
However, it is relatively unimportant in solid state NMR, as it is usually the
smallest interaction with average values ranging from 10s Hz for light ele-
ments to 10s kHz for heavy metals.
The second interaction is dipolar coupling. This can be described as the inter-
action of one nucleus’ dipole with another nucleus’ dipole. For two different
nuclei i and j, the energy relating to this interaction is expressed as:
E =
1
2
(3 cos2 θ − 1)dijmimj (2.9)
where θ is the angle between the vector linking the two nuclei and the exter-
nal field, and dij is the dipolar coupling constant, expressed as
dij = −h¯( µ04pi )
γiγj
r3
(2.10)
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which corresponds to the value of Dzz in the PAS. This means that the isotropic
contribution of the dipolar coupling averages to zero, so dipolar coupling in-
teractions cannot be seen in solution-state spectra.
Dipolar coupling in solids broadens the spectral line significantly, which can
cause issues in identifying particular resonances. To alleviate this, decou-
pling techniques are often applied. The simplest decoupling technique is
continuous wave decoupling, which involves applying a high power RF pulse
at the 1H frequency continuously while simultaneously acquiring the 13C
NMR signal. However, CW decoupling is relatively inefficient at moderate
to high spinning speeds, and can damage the probe if applied incorrectly.
Several other decoupling techniques use less power, but improve the effi-
ciency in various ways, with the review by Hodgkinson giving an overview
of many of them [84].
If the value for I is greater than 1/2, quadrupolar coupling is present, which
is affected by the distribution of charge around the nucleus. This nuclear elec-
tric quadrupole moment interacts with the local electric field gradient (EFG),
which affects the energy levels of the nuclear spin and the NMR transition
frequencies. The quadrupole coupling tensor shares similarites with dipolar
coupling: it is traceless, and thus is isotropic and has no effect on solution
state spectra. The nuclear EFG is a result of the local electron density, which
depends on the symmetry of the nucleus.
The quadrupolar coupling affects each of the nuclear energy levels by:
E =
3m2I − I(I + 1)
8I(2I − 1) [(3 cos
2 θ − 1) + η cos2 φ sin2 θ]χ (2.11)
where θ and φ are spherical polar angles that describe the orientation of the
local EFG PAS to the external field, and χ and η are the nuclear quadrupolar
coupling constant and the quadrupolar asymmetry respectively.
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Unlike in spin-half systems, in quadrupolar systems I is greater than 12 , and
as such there are multiple transitions available between energy levels. This
combines with the effect quadrupolar coupling has on those same energy
levels, and shows up as multiple peaks in the NMR spectrum. However, if I
is an odd multiple of 12 , the central transitions are largely unaffected due to
the m2I dependence in 2.11. This results in the central transitions remaining
unshifted and narrow while the rest of the transitions in the powder pattern
are broadened considerably.
2.3 MD Details/Methodology
Molecular dynamics is a method by which the motions of atoms and molecules
within a given system can be simulated and ‘observed’. There are a variety
of methods within the remit of Molecular Dynamics, but most have the same
principle: solving Newton’s equations of motion to calculate the positions of
atoms after each timestep. In this fashion, MD simulations are determinis-
tic: given two points in a trajectory and the equations relating to the atoms,
you can work from either point to the other and reach the same conclusion.
This allows the time-dependent properties of systems to be studied, as well
as statistical properties, making MD a powerful tool in the computational
chemist’s arsenal.
Molecular Dynamics is an umbrella term which covers a vast array of meth-
ods, each of which uses variations of the overall theme to observe differ-
ent systems sizes and trajectory lengths. Performing ab-initio calculations
allows the greatest level of accuracy to be obtained, but is only viable for
small system sizes (around 100s of atoms) and short trajectories, with multi-
ple picosecond trajectories being common for this level. Predicting transition
states or excited states is the most common use for this calculation [85–87].
2.3. MD Details/Methodology 29
The next highest level of detail is atomistic models. These use force fields
to represent the atoms as balls and the bonds as springs; and has a list of
parameters and equations that describe how the atoms in the system interact
with each other. In this fashion, the force on each atom is calculated, which
is then used to calculate the position of the atoms after a given time, and
the process is repeated over and over until a trajectory of suitable length is
obtained. This method allows 1000s of atoms to be simulated, and trajectories
of hundreds of nanoseconds are common, with microsecond trajectories also
possible at the upper end.
Simplifying the atomistic simulations are the coarse-grained methods. In
these simulations, groups of atoms are represented by a single ball, with sim-
plified equations relating their overall interaction to other grouped atoms.
These allow systems of tens to hundreds of thousands of atoms to be sim-
ulated, and very long simulations to be performed. However, the level of
accuracy obtained from these simulations can be low unless extensive pa-
rameterisation is undertaken.
This work is primarily concerned with atomistic simulations, as these strike
a balance between accuracy, detail, simulation length and ease of use [88–
90]. While solid state simulations have been successfully completed using
ab-initio techniques, these simulations are often on the order of ps [91, 92],
whereas the motions we are interested in are on the order of ns or longer.
Coarse-graining the systems would allow us to extend the simulation time
scale significantly, with large-scale biological systems having been simulated
on the order of ms [93]. However, coarse-graining discards much of the in-
dividual detail of the molecules, as representing the system as peudo-atoms
restricts the ability to extract these details. Additionally, coarse-grained force
fields are optimised and dedicated to the simulations of biological systems
[94, 95], making them unsuitable for our systems of interest.
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2.3.1 Atomistic Simulation Details
At their heart, atomistic simulations involve solving Newton’s equations of
motion to predict the positions of atoms given the force acting on them and
a fixed change in time. As stated before, the atoms (both nuclei and electrons
combined) are represented as balls, while the bonds between are represented
as springs. Each atom has a constant radius and constant charge throughout
the simulation. Each spring will have a particular stiffness which represents
the capacity of the bond to stretch or move, and a particular length which
represents the equilibrium distance between the two atoms. This list of pa-
rameters: bond length, bond strength, charges and charge interactions are
combined into a force field.
2.3.2 Force Fields
The interactions between the atoms in an atomistic simulation are collected
into a force field. These interactions are added together to obtain the potential
energy of each atom and the system as a whole. The general form of the force
field is:
Etot = Ebonded + Enon-bonded (2.12)
While each term in that general form can be broken down further into:
Ebonded = ΣEbonds + ΣEangles + ΣEtorsion (2.13)
Enon-bonded = ΣEVdW + ΣEelectrostatic (2.14)
Where Ebonds relates to the bond length, Eangles to the bond angles, Etorsion to
the dihedral angles etc. Once the energy of the interactions is calculated by
referencing the current positions of the atoms and the force field parameters,
the derivative of this is taken with respect to the current atomic positions.
This obtains the force acting on each atom, which can be used to calculate
2.3. MD Details/Methodology 31
its new position and momentum, and the simulation moves forward one
timestep. Most simple bonded force field equations are of the form:
Ebonded = Σki(x− x0)2 (2.15)
Where E is the energy, ki is the force constant of this ‘spring’ and x and x0 are
the current and equilibrium position respectively. Bond lengths and bond
angles are most commonly treated in this way, with the interactions being
treated as a simple spring under Hooke’s law: any deviation from the equi-
librium position produces a force which attempts to eliminate that deviation.
The exception to this are torsion angles, which use a different equation due
to their periodic nature:
Etorsion = ktorsion[1+ cos(nθ − θ0)] (2.16)
Where θ is the torsion angle, n is the multiplicity of the rotation (how many
identical orientations there are), and θ0 is the angle at the height of the en-
ergy barrier. Additional terms can be introduced into these equations to in-
crease the accuracy of the simulations, albeit at a higher computational cost
per timestep. The non-bonded parameters (electrostatics and van der Waals
forces) are based on the partial charges of the atoms in the system. Calculat-
ing these parameters is a key step in the simulation, as it affects both inter-
molecular and intramolecular interactions. The simplest model of the elec-
trostatic interactions is given by Coulomb’s law, which assumes that the elec-
trostatic charges are point charges centered on the nuclei, and is expressed
by:
Velec =∑
ni
∑
nj
(
qiqj
erij
) (2.17)
Where qi/j represents the charges on atoms i and j, rij is the distance between
the atoms and e is the dielectric constant of the medium between the two.
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The generation of force field parameters requires determining the equilib-
rium points for all bonded interactions and determining the partial charges
and polarizability of atoms for the non-bonded interactions. This process
can involve successive geometry optimisations using ab-initio methods at in-
creasingly accurate levels of theory, before using additional pieces of soft-
ware to calculate and extract the required properties. This iterative method
is used as performing a geometry optimisation at a high level of accuracy
from a completely unoptimised starting configuration can be prohibitively
long. By using a lower accuracy but faster method to begin with, we ap-
proach a minimised structure rapidly, and can then use increased levels of
accuracy to fine tune our geometry. As this can be costly both in compu-
tational terms and in real-world time terms, most force fields for particular
systems are adapted from commonly used force fields, with only the addi-
tional parameters required for this system added to the overall force field. In
this work, the CHARMM36 force field [96] was used for the simulations.
The CHARMM force field was initially designed for use with the CHARMM
molecular dynamics program, but the force field has been released for gen-
eral use as well. In particular, a general topology generator for drug-like
molecules was released: CGenFF [97, 98]. A topology generator produces a
topology for a molecule, that is, an assignment of each atom in a molecule
to an atom type in a particular force field, detailing the interaction param-
eters to be used during a simulation. This covers a wide range of potential
systems, and force fields can be easily generated using the online tool. Ad-
ditionally, the force fields come with a ‘penalty score’, detailing the accuracy
of the parameters given for each interaction. This is generated by comparing
the geometry of the submitted molecule with the CGenFF reference geome-
tries, and picking the most appropriate interaction. The extent of deviation
from the most appropriate interaction is represented by the penalty score.
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CGenFF is suitable for small molecule simulations, where the interactions
are generally simple, or for protein simulations, which have been heavily
parameterised. For molecules such as furosemide, the generator can only
produce a best guess, leading to high penalty scores. For this reason, gener-
ation of parameters for complex, uncommon molecules is best done via an
alternative method.
2.3.3 Integration Algorithms
In a simulation, the equations of motion are solved by a procedure known as
the finite difference algorithm, where the positions and dynamic information
of the system at time t is used to calculate the positions and dynamic infor-
mation of the system at time t + δt. The equations of motion for a simple
system are given by:
Mi
δ2ri
δt2
= Fi (2.18)
Fi = −δEδri (2.19)
Where Fi is the force on the atom, m is the mass, t is the time, E is the potential
energy (generated from the force field parameters) and r the atomic coordi-
nates. We can then use the force field to calculate the gradient of the potential
energy over position, then use that as the force to calculate the acceleration
of the atoms. The coupled equations above cannot be solved analytically, but
can be calculated numerically, to achieve a set of new positions for each atom.
There are several different algorithms developed for this purpose.
Verlet Algorithm
The Verlet algorithm was developed by Verlet in 1967 [99] and is the starting
point for most modern integration methods. A third order Taylor expansion
is used to calculate the positions of the atoms both forwards and backwards
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in time:
r(t + δt) = r(t) + v(t)δt +
1
2
a(t)δt2 (2.20)
r(t− δt) = r(t)− v(t)δt + 1
2
a(t)δt2 (2.21)
Where r is the position, v is the velocity and a is the acceleration. By combin-
ing the two expressions, an expression for the positions at t+δ t is found:
r(t + δt) = 2r(t)− r(t− δt) + a(t)δt2 (2.22)
This algorithm is computationally cheap, requiring low data storage, how-
ever velocities are not generated. Improvements to this algorithm have been
proposed and widely implemented.
Leap-Frog Algorithm
The leap-frog algorithm calculates the velocities at a half time-step after the
reference time t using the equation:
v(t + δt/2) = v(t− δt/2) + a(t)δt (2.23)
These velocities are then used to generate the atomic positions at time t+δt:
r(t + δt) = r(t) + v(t + δ
t
2
)δt (2.24)
This algorithm is called the leap-frog algorithm as the velocities ‘leap’ over
the positions which then leap over the velocities etc.. Velocities are calculated
accurately as a result of this method, but only in terms of the half time-step,
meaning they are not calculated at the same trajectory time as the positions.
If this is required, the velocity is averaged from the +12 and −12 times. This
algorithm can be easily applied to complex molecules and is often the first
choice for molecular simulations.
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Velocity Verlet Algorithm
The Velocity Verlet algorithm works in much the same way as the regular
Verlet algorithm, albeit with an extra step. Once the particular positions and
forces are propagated from the current time step, the algorithm uses a combi-
nation of the current and future accelerations to calculate the velocity at the
timestep. While this increases the precision of the simulation, it does so at a
higher computational cost.
Choosing which algorithm to use is a key step in the production of a suitable
MD trajectory. The software used, GROMACS, utilises the leap-frog algo-
rithm preferentially over the velocity verlet, and so this was chosen. As the
simulations will be grouped into states, achieving a very high level of accu-
racy is not necessary, and the size of the systems to be simulated means that
a significantly higher computational cost would need to be paid.
2.3.4 Thermodynamic ensembles
Molecular dynamics is performed on microscopic simulations in an attempt
to mimic the behaviour of macroscopic systems. In order to achieve this, we
have to use a thermodynamic ensemble, a collection of systems that have
different microscopic states but the same overall macroscopic or thermody-
namic state. Various ensembles are used in simulations:
• Microcanonical: The thermodynamic state has a fixed number of atoms,
N, a fixed volume, V and a fixed energy, E, and is an isolated system.
• Canonical: This state has a fixed number of atoms, a fixed volume, and
a fixed temperature, T.
• Isothermal-isobaric: This state has a fixed number of atoms, a fixed
pressure, P, and a fixed temperature.
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• Isoenthalpic-isobaric: This state has a fixed number of atoms, a fixed
pressure, and a fixed enthalpy, H.
• Grand canonical: This state has a fixed volume, a fixed temperature,
and a fixed chemical potential, µ.
MD simulations can be performed in any of these ensembles, with the default
being microcanonical. However, it is often in our interest to use the canonical
or isothermal-isobaric ensembles to extract different data.
Temperature coupling
Temperature coupling algorithms are used to control the temperature of the
system. As the temperature is a function of the average kinetic energy of a
system, we can control the temperature by scaling the velocities of all atoms
accordingly. Various methods have been developed for this, one of which is
the Berendsen thermostat [100]. This algorithm mimics the weak coupling of
the simulation system to an external heat bath at the desired temperature, T0.
The deviation of the system temperature from T0 is given by:
dT
dt
=
T0 − T
τ
(2.25)
where τ is a time constant. This method suppresses fluctuations in the kinetic
energy of the system, and so does not generate a true canonical ensemble.
This affects the results for very small systems, or when calculating the kinetic
energy of the system. The velocities become rescaled by a scaling factor, λ,
given by:
λ = [1+
∆t
τt
(
T0
T(t− ∆t2 )
− 1)] 12 (2.26)
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where τT is close, but not equal to the time constant, τ. In practice, this scaling
factor is limited to avoid very large scaling at any individual time step, which
could cause a failure in the simulation.
The velocity rescaling thermostat [101] is similar to the Berendsen thermo-
stat, but allows production of the correct ensemble by adding a random force
to the system.
These two algorithms are weak coupling algorithms, used to relax the system
to a desired temperature. In order to probe the correct canonical ensemble,
the Nosé-Hoover temperature coupling [102] is frequently used. The main
features of this algorithm are the introduction of a thermal reservoir and a
friction coefficient, allowing for kinetic energy changes in the system to be
observed.
Pressure coupling
In a similar vein to temperature coupling, we can also couple the system to a
pressure bath. Using the Berendsen algorithm is the simplest solution, which
rescales the coordinates and box vectors of the system at every step towards
a set reference pressure, P0, so that
dP
dt
=
P0 − P
τp
(2.27)
Rescaling is performed by appling a scaling matrix, given by:
µ = δij − ∆t3τP βij[P0ij − Pij(t)] (2.28)
where β is the isothermal compressibility of the system.
In certain systems, fluctuations in the pressure are important, and as the
Berendsen algorithm is only weak coupling, this cannot generate the exact
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thermodynamic ensemble. By using the Parrinello-Rahman pressure cou-
pling [103], which is similar to the Nosé-Hoover coupling for temperature,
we can generate the correct thermodynamic ensemble. The Parrinello-Rahman
coupling works by updating the equations of motions for particles at every
step.
2.3.5 Equilibration
Before a system can be simulated and useful data extracted, the initial system
needs to be equilibrated. The equilibration allows the system to lower its
energy, as often a starting set of coordinates is not in the optimal positions, so
giving time for the system to equilibrate is crucial. This equilibration can also
allow the system to spread out among the states available to it, something
which is of key interest in this work.
Equilibration also needs to occur after a system has been heated to a desired
temperature. This steps allows the kinetic and potential energies to equili-
brate specifically, allowing the kinetic energy added during heating to spread
out among the available degrees of freedom. Equilibrating the system is rea-
sonably simple: The system is simply simulated for a period of time using a
weak coupling algorithm, typically Berendsen, so the energies can exchange
through the degrees of freedom. Plotting a graph of the potential energy and
waiting for this to level out indicates that equilibration is complete.
2.3.6 General Simulation Details
A set of common simulation practices were used throughout the entirety of
this work. While specifics for each system have been given in the following
chapters, the basic outline common to each will now be detailed.
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Initial starting positions were obtained from CIF files, either accessed via the
CCDC [104] or using internally generated CIF files. These starting coordi-
nates were typically comprised of a unit cell, and the cells were multiplied
to create a super cell of varying sizes, as specified in the following chapters.
Force field parameters were obtained using the CGenFF tool for the diamon-
doids, Chapter 3, or the AMBER force field in the case of the FSPA system,
Chapter 4.
All simulations were run using the GROMACS 2016.4 molecular dynam-
ics software [105–111]. Starting coordinates were first energy minimised to
within 100 kJ mol−1 nm−1, and then equilibrated for 1 ns. Systems then un-
derwent an annealing run to achieve the correct simulation temperatures,
usually increasing the temperature every 20 ns of simulation time. These
preparatory simulations were run using the Berendsen thermo- and baro-
stat. Deviations from the usual temperature increase have been specified in
the following chapters.
Once snapshots of particular temperatures had been obtained, they were
equilibrated for 10 ns before undergoing the production run. The produc-
tions runs switched to using the Parrinello-Rahman thermostat set at the ap-
propriate temperatures, and the Nose-Hoover barostat. Anisotropic pressure
couplings were used, to allow each system some flexibility in their motion.
Some simulation boxes twisted out of shape because of this, and so the off-
diagonal components of the pressure coupling were set to 0, to ensure a rect-
angular box in these cases. This has been discussed in greater detail in section
3.3.2.
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2.4 Principal Component Analysis
Principal Component Analysis (PCA) is a procedure that converts a set of ob-
servables of potentially correlated variables into a set of linearly uncorrelated
variables known as Principal Components. The first principal component
generated has the greatest variance, with each subsequent component hav-
ing the next greatest variance while also being orthogonal to the preceding
components.
FIGURE 2.2: Example data points showing the first (red) and
second (green) principal components.
Figure 2.2 shows an array of data points along a coordinate axis. To find
the first principal component, a straight line which has the greatest spread
of data when the points are projected onto it needs to be found. In this case,
that straight line is shown in red in figure 2.2. This line is defined as the first
principal component or the first eigenvector. A second principal component
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can be found, under the constraint that it is orthogonal to the first, and is
shown in green.
The result of this is a series of eigenvectors and eigenvalues. The eigenvec-
tors are the direction of the lines drawn, showing which direction we have to
‘move’ in to achieve the greatest variance. The eigenvalues associated with
each eigenvector is simply the amount of variance associated. The eigen-
vector with the highest eigenvalue is therefore the first principal component,
with each eigenvector ranked in terms of its eigenvalue.
The number of possible eigenvectors is equal to number of dimensions the
data set has. PCA does not alter the data, it simply transforms it into a new
set of coordinates which showcase the maximum variance along each axis.
In our previous data, we have two dimensions: X and Y so only two possi-
ble eigenvectors. In a 3D data set, we have three dimensions: X, Y and Z,
so three possible eigenvectors, and as we increase the number of available
dimensions, the number of eigenvectors increases accordingly. Figure 2.3
shows this transformation.
2.4.1 Time-lagged Independent Component Analysis
Time-lagged Independent Component Analysis (TICA) is a similar method
to PCA, taking in a large data set and finding components which can describe
the data in a different way. The key difference is that TICA uses eigenvec-
tors which maximise the autocorrelation of the data rather than the variance.
When we maximise the variance, we look for the biggest changes in state,
as these will give the greatest difference in values. When we maximise the
autocorrelation, we look for the slowest changes in state, as a high autocor-
relation means the system remains in a similar state for long periods of time.
TICA also lifts the constraint that each component must be orthogonal to the
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FIGURE 2.3: The reoriented data with respect to the principal
components.
preceding components. Figure 2.4 shows a comparison between PCA and
TICA.
2.5 MSM Theory and Application
At its most basic, a Markov State Model (MSM) is used to model randomly
changing systems, where all possible future states are assumed to depend
only on the current state, and not on the history of the system. For systems
that obey the Markov Property i.e. are memoryless, a sufficiently detailed
MSM can be used to detail the system exactly. A MSM can also be called a
Markov Chain where the system is fully observable and autonomous. Markov
chains were first studied by Andrey Markov, with his first paper on them
published in 1906 [112].
A MSM can be best represented by a transition matrix. One edge of the ma-
trix represents the state of the system at time t, and another edge the state of
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FIGURE 2.4: Comparing PCA and TICA for the same dataset.
The arrows indicate the first component when clustering the
data using each technique.
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the system at time t+δt. The values of the matrix represent the probability of
moving from any state a at time t to any other state (including the starting
state) b at time t+δt. 2.5 shows an example of such a matrix.
FIGURE 2.5: General Markov matrix.
A key idea of MSMs is their time-independence. The Markov property al-
ready states that future states only depend on the current state, not on the
states that have occurred before. Any data or analysis derived from the
model is therefore independent of the current time of simulation, as the prob-
abilities of moving from the current state to any possible state is fixed.
Constructing a MSM requires several pieces of data: first, a list of the possible
states the system can adopt. The MD simulations performed give a trajectory
of the positions, velocities and accelerations of the atoms of the system at a
given time, but feeding each of these in as a different state would produce
a MSM that simply recreates the simulation, and doesn’t allow us to predict
new events, as well as being prohibitively large. To alleviate this, we can
featurise the trajectories: extract particular pieces of information about the
molecules to be used to feed into the MSM generator.
These features can vary: in protein simulations, the backbone is of particular
interest, and so the torsion angles, positions, or key distances of these atoms
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can be used as the features. For the systems in this thesis, intramolecular
vectors were used as the features, as these give us key information about
the orientation of the molecule. Specifying a pair of vectors perpendicular to
each other allows a complete description of the orientation of the molecule
to be found.
However, simply entering the full set of possible vector values into an MSM
generator would still only recreate the original trajectory. To solve this, we
need to discretise the featurised trajectory into groups of common states. To
do this, we introduce the use of clustering algorithms.
2.5.1 K-Means Clustering
The K-means clustering algorithm [113] has been used extensively during the
data analysis. Clustering algorithms in general all have the same objective:
to group objects together in a way that means objects within one group are
more similar to each other than to those in other groups. An example would
be clustering numbers into discrete integers: a set of numbers 1.8, 2.1, 3.7, 4.2
could be clustered into two groups: 2 and 4. The main purpose of this to
to allow meaningful comparisons to be drawn: Comparing each data point
in a data set with every other point would take an extraordinary amount of
time, but making comparisons between the populations of clustered groups
allows relationships and correlations to be drawn.
K-means clustering is a clustering algorithm which aims to partition a dataset
in k clusters, with each data point belonging to the cluster with the nearest
mean, which then serves as the cluster centre or value of that cluster. As a
result of this, the data space is partitioned into Voronoi cells, areas of space
differentiated by their closest cluster centre. Formally, the K-means cluster-
ing algorithm (also known as Lloyd’s algorithm [114]), aims to cluster a given
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set of observables into n sets to minimise the within-cluster sum of squares
or variance within a cluster. This can be expressed as:
arg min
S
k
∑
i=1
∑
x∈Si
‖x− µi‖2 = arg min
S
k
∑
i=1
|Si|Var Si (2.29)
where x is an observation, Si is a set grouping observations together, Var Si
if the variance within that set, and ¯i is the mean of all the points included in
Si.
2.5.2 Markov Model creation
Once the cluster centres, µi, have been created, the trajectory is then discre-
tised. This simply involves finding which cluster centre the system is closest
to at each point in time, and replacing the trajectory data with the number of
the state. This is then the basis for the construction of the Markov model. To
construct a Markov model, we count the number of transitions from every
state a to any possible state b, including the starting state. These transition
numbers are then converted to the probability of going from state a to state b
by dividing by the total number of transitions. The result of this is a transi-
tion matrix, as discussed above.
Counting transitions seems like a relatively straightforward process, how-
ever in practice the amount of data we have is a limiting factor. In an ideal
example, where we have a large excess of data, we can look at transitions
‘end-to-end’: specifying a lag time τ, we note the transition between states
at time 0 and time τ, then between time τ and time 2τ and so on. This is the
independent counts method of transition counting. However, with a finite
amount of data, this leads to imprecise estimates of the transition probabili-
ties, as well as discarding large amounts of data.
2.5. MSM Theory and Application 47
Instead, we can use a sliding window method of counting. In this method,
we start at time 0, with the same lag time τ, but instead of moving our start
point in multiple of τ too, we simply move to the next point in the trajectory.
For example, if τ = 5, we would note the transition between time 0 and 5,
1 and 6, 2 and 7 etc. In this way, we increase the precision of the transitions
probabilities, but at the cost of underestimating the model uncertainty.
2.5.3 Perron Cluster Cluster Analysis
Perron Cluster Cluster Analysis (PCCA), is a method for constructing coarse-
grained Markov models by using the eigenspectrum of a transition probabil-
ity matrix. The term "Perron Cluster" relates to a set of eigenvalues that are
close to the largest eigenvalue within a particular range, and have a reason-
able gap in values between them and the rest of the set of eigenvalues. For
example, if an eigenspectrum consisted of: 1, 0.99, 0.98, 0.5, 0.45, 0.1, then
three Perron Clusters could be constructed: 1, 0.99 and 0.98 as one, 0.5 and
0.45 as another, and 0.1 as the last. Once we have obtained these Perron Clus-
ters, we can then use the eigenvectors to coarse-grain our MSM.
We can convert the eigenvalues of a transition matrix to a series of time
scales. The corresponding eigenvectors describe which transitions are oc-
curring on the timescales. The first and largest eigenvalue λ1, is always 1 for
a model that is connected and at equilibrium. The components of the associ-
ated eigenvector are the equilibrium populations of each state. The remain-
ing eigenvalues λn, where n > 1, have right eigenvectors (column vectors)
that describe the interconversion between states, whereas the left eigenvector
(row vector) contains the same information but weighted by the equilibrium
population.
The PCCA method begins by converging all microstates (the clusters ob-
tained from the k-means clustering) into one macrostate. It then consults the
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slowest right eigenvector and splits this initial macrostate into two, based on
the components of the microstates in the eigenvector. For example, consider
a 4 centre clustering that we wish to split into 2 macrostates. Consulting the
slowest right eigenvector tells us that states 1 and 3 have a less than or equal
to 0 component in this eigenvector, whereas states 2 and 4 have a positive
component. This means we split the centres into 2 macrostates: 1 and 3 as
one macrostate, and 2 and 4 as the other.
FIGURE 2.6: Example of the PCCA method. States 1 and 3
have a 0 or lower component in the slowest right eigenvector,
whereas 2 and 4 have a positive component. As such, we would
split the states into two macrostates: 1 and 3, and 2 and 4.
One useful feature of this method is that it provides a simple way to deter-
mine the number of macrostates. If the system has a well defined set of free-
energy wells, then the system should show a clear separation of timescales.
In general, if there is a gap after eigenvalue n, then you can construct a rea-
sonable macrostate model using n macrostates.
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2.5.4 Hidden Markov Models
This section will introduce Hidden Markov models. This is a vital part of the
analysis, as producing a HMM from the data is the method that allows us
to group similar cluster centres together, and then extract these overall states
and transition times from the original data.
A Hidden Markov Model (HMM) is a Markov Model which contains states
that are unobserved or ’hidden’ [115]. In a regular Markov Model, we can ob-
serve all the states the system can adopt, and transitions between these states
are direct. In a HMM, the underlying states are not directly observable, but
output of the states is observable. Each underlying state has a probability
distribution of causing a particular observable output to be seen, and so by
counting transitions from these different outputs, we can infer some infor-
mation about the sequencing of the underlying states. This is illustrated in
2.7
With respect to this work, construction of a HMM is based upon the PCCA
analysis described in section 2.5.3. The macrostates are taken as the observ-
ables outputs, with the microstates taken as the underlying states. This per-
mits us to perform several actions: Firstly, we can calculate the time of going
from observable to observable by grouping the microstates together. Calcu-
lating this time by using small numbers of clusters both increases the approx-
imation error and can lead to incorrect calculations of transitions if a partic-
ular molecule "hovers" about the border between two clusters. Secondly, we
can obtain a set of properties for the observable which corrrespond to the av-
erage orientation of the molecule. This allows us to "see" which orientations
the molecule moves between, which gives us insight into the motion.
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FIGURE 2.7: Example of a hidden Markov model. In this, we
hear about what a person did during their day, and can make
estimations of the weather based on that. The state the weather
is in is the unobserved state, whereas the activity a person un-
dertook is the observable. By using our knowledge of the tran-
sitions between the unobserved states and the likely activity
based on that, we can estimate the probabiliy of the weather
being either rainy or sunny based on the activity performed.
2.6 Use of Python and the PyEMMAmodule
The PyEMMA module [116] is a Python library designed for the estimation,
validation and analysis of MSMs based on data obtained from MD simula-
tions. This library has been the main method by which MSMs on the data
have been developed, with various supplementary code utilising the meth-
ods tailoring the input and output data to our needs. As well as containing
the code required to construct MSMs, it also contains a variety of data clus-
tering and discretization tools, which are also essential to creating MSMs. In
particular, the code has the ability to perform PCA and TICA analysis on an
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arbitrary data set provided to it.
The PyEMMA module was originally created with proteins in mind, but
many of its tools can be adapted for general use. As discussed in section
2.5, rather than loading in trajectory files and using the module’s selection
tools, we perform the vector extraction prior to loading the data in. This en-
sures that we are analysing only the relevant data of interest, and increases
the speed of analysis by reducing file sizes. Once this data has been loaded
in, the next step is to capture the important dynamics by performing a PCA
or TICA analysis upon it. As stated before, performing a TICA analysis re-
quires the input of a suitable lag time. The choice of lag time comes from
calculating implied timescales at several different lag times, and choosing
the time that allows the timescales to converge at the earliest opportunity.
2.6.1 Implied Timescales
During the course of the analysis, we create implied timescale plots: these are
plots of the relaxation timescales of a molecule implied by a Markov model
that has been estimated at a particular lag time. In creating these plots, we
generate several models at a variety of lag times, usually seperated by a fac-
tor of 1.5, and show how the relaxation timescales vary as you vary the lag
time. Each of these plots contains a greyed out area: this area has a timescale
that is shorter than the lag time chosen to generate the Markov model. If a
timescale is within this area, it indicates that the time between measurements
for the Markov model is greater than the timescale of the relevant process,
and so details of the process will be lost.
The implied timescale plot is a general test of the Markovianity of the data,
but is only an indicator of a good lag time to choose, as MSMs tend to un-
derestimate the implied timescales. The timescales will steadily approach the
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"true" timescale as the lag time increases, however increasing the lag time dis-
cards a greater amount of data. As the relaxation times for a Markov model
with a lag time of τ should be equal to a model with a lag time of nτ, we
choose the smallest lag time available at which the model gives Markovian
behaviour i.e. the smallest time at which the timescale is constant. This prop-
erty can be expressed as:
T(nτ) = [T(τ)]n (2.30)
where T is the transition matrix, n is some constant, and τ is the lag time. Us-
ing the example figure 2.8, we can see that the Markov time is approximately
X frames, so we can choose this as the lag time.
Once this lag time has been chosen, the resulting transformed data needs to
be clustered. PyEMMA uses the k-means clustering as its method of choice,
which is suitable for our purposes. However, choosing the number of clus-
ters is one of the drawbacks of the k-means method. To determine the num-
ber to be entered, the transformed data is clustered repeatedly to a varying
number of cluster centres. We look for the same criteria as choosing the lag
time: the earliest convergence of the implied timescales. This ensures that
motions of interest are modelled accurately, and choosing times that have
earlier convergence allows us to see more of the relevant motions when cre-
ating the models.
Once the clustering is complete, the trajectory is discretised. This is a simple
process that involves assigning each point in time in a trajectory to a partic-
ular cluster centre, giving us a list of ’states’ over time rather than vectors.
This is also a crucial point, as assigning the trajectory to states allows us to
create the Markov model. First, the implied timescales of the discretised tra-
jectory are calculated, and a plot of these created, the interpretation of which
is discussed in section 2.7. Once a suitable lag time for the model is selected,
the Markov model is constructed by PyEMMA, giving us an MSM object on
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which we can perform further analysis.
Due to the often high level of clustering performed in the previous steps, ex-
tracting meaningful transitions between overall states requires us to group
cluster centres together. This is achieved by using the PCCA+ method as de-
scribed in section 2.5.3. To determine the number of macrostates, we plot a
graph of the ratio between the n th and n th+1 timescales. As the timescales
are directly calculated from the eigenvalues, we can see the separation be-
tween the eigenvalues, and choose an appropriate number of macrostates,
with a ratio of over 1.5 indicating a good point to partition.
Once the number of macrostates has been determined, we can coarse grain
the MSM into a hidden Markov model, as described in section 2.5.4. Once
this has been performed, we can use the new clustering to extract represen-
tatives of the macrostates, allowing us to ’see’ what position the molecules
are in for each state. This also allows us to obtain the transitions rates from
state to state, as well as inferring the mechanism of movement by following
the path from one macrostate to another.
2.6.2 Transition Path Theory
During our analysis, we want to extract the rates and pathways of moving
from a state A to a state B. As we may have multiple states within our system,
it is of interest to determine whether transitions are direct from A to B or via
any intermediate state C. In order to achieve this, we can utilise Transition
Path Theory (TPT) with our hidden Markov model. The basics of TPT in-
volve first splitting the states available to us into A, our start point/s, B, our
end point/s, and I, our intermediate states. Choosing multiple start points
allows us to cluster similar states together, similar to constructing an HMM
from an MSM. We then calculate the probability of moving towards state B
for every intermediate state.
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A main consequence of these ideas is the reactive flux. As we are only in-
terested in trajectories that start from state A and move to state B without
going back to A beforehand, we can calculate the flux associated with these
reactive trajectories by multiplying the probability of coming from state A by
the probability of moving on to state B. However, we also want the quickest
pathway from state A to B, without considering any detours or recrossings.
We can then calculate the total flux between these two sets. This total flux
tells us the number of expected transitions from set A to set B per time unit
τ (the time step of the transition matrix) that an infinitely long trajectory
would produce. However, such a trajectory would cycle between A and B,
and would include the time taken to go from A to B and from B to A. To
correct for this, we have to only count the forward trajectory segments.
These ideas have been implemented into the PyEMMA package, and have
been used to calculate the transition times between states in the various sys-
tems. The idea of transition path theory was combined with Markov mod-
els by Weinan who developed and detailed the methods outlined above [4].
This was further developed with regards to Markov jump processes, jump-
ing from state to state rather than moving along a continuum of state space
[117]. This idea was also independently introduced in terms of reversible rate
matrices, Markov model transition matrices where the probability of moving
from state i to state j is equal to the probability of moving from state j to state
i, by Berezhkovskii [118]. The various algorithms used to apply this theory
within the PyEMMA module were introduced by Noé in 2009 [119], and are
the algorithms used to apply this theory within this work.
2.7 Interpretation of Results
This section will go through how we interpret the results from the analysis
method. It will detail what the free energy diagrams show, how to read an
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implied timescale plot, how to decide on the number of metastable states to
choose, how to extract useful transition data from the Markov matrix, how
path theory works within the framework of the Markov model, how we ex-
tracted correlation coefficients for adjacent molecules and how to interpret
them.
During the course of the analysis, a variety of graphs are produced. Some of
these graphs have been touched on in previous sections, however this section
will explain how to interpret each of these graphs correctly, and detail what
we can do with this information.
2.7.1 Free Energy Diagrams
The free energy diagrams produced by pyemma, as exampled by figure 2.9,
are essentially a Boltzmann inversion of the populations of each component
across the length of the trajectory. The data is first converted into a histogram,
which describes the probability of the system adopting a particular orienta-
tion at any given time. This is then converted into a free energy using the
equation:
F(x) = −kBTlnH(x) (2.31)
Where F(x) is the free energy at x, kB is the Boltzmann constant, T is the tem-
perature and H(x) is the histogram of the data. This results in a diagram that
shows areas of low energy/high probability, as well as areas of higher energy
between them. The lowest energy areas on the graph would be the states the
system is able to adopt, as it spends the most amount of time here, with con-
necting areas forming the transition pathways from state to state. In figure
2.9, we can see three distinct areas of low energy, each of these corresponding
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to a state that diamantane can adopt, with connecting areas of higher energy
that form the transition pathway between states.
2.7.2 Metastable partitioning
As discussed in section 2.5.3, the eigenvalues of the model can be used to
determine how many metastable states we can divide the model into. Simply
plotting a graph of the magnitude of each eigenvalue should give a general
idea by eye of the number of states, however taking the ratio between an
eigenvalue i and the following eigenvalue i + 1 gives us a numerical way of
determining this. An example plot is below, as figure 2.10.
2.7.3 States and state transtions
The previous steps have allowed us to reduce the data down to a more man-
ageable set, identify common states among the trajectories, and then group
these to determine the metastable states present in the system. However, we
cannot go directly from the TIC values to the metastable states. To allow us
to obtain an example of each state from the trajectory, we take several steps.
First, we recluster the data, but specifying a number of cluster centres equal
to the number of metastable states. We then find the data point that is closest
to each of the cluster centres, and work backwards to find both the molecule
and time step that point corresponds to. From this, we can view its orienta-
tion from the trajectory and "view" the state directly.
2.7.4 Correlation of Motion
The motions we have been considering so far have been isolated motions,
treating each molecule as if disconnected from the others. However, each
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molecule exists with others in a system, and so there may be correlation be-
tween the molecules’ motions. Using the coordinates to determine this cor-
relation would be extremely difficult, however we can use the dimension
reduction methods described above. By reducing the data from raw coordi-
nates to the TICs or PCs, we can then calculate the correlation between each
molecule’s component in these TICs over time, and obtain a correlation coef-
ficient. High coefficients will suggest that the two molecules are highly cor-
related, and that when one moves or twists in on fashion, so does the other,
whereas low coefficients will indicate that the two molecules are essentially
random with respect to each other.
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FIGURE 2.8: An example of an Implied Timescale plot. The
X axis shows the lag times at which models have been esti-
mated at, while the Y axis shows the timescales of the relax-
ation processes described by the eigenvalues of the model. Each
coloured line indicates a different eigenvalue, with blue being
the first and progressing downwards to red etc. The aim is to
choose the earliest point on the X axis at which the coloured
lines become straight, without processes of interest entering the
grey area. The grey area is the region at which the relaxation
timescale is shorter than the lag time, and so detail of the pro-
cesses is lost. In this instance, a Markov time of 3 frames is
acceptable.
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FIGURE 2.9: Example of a free energy diagram.
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FIGURE 2.10: An example timescale ratio plot to determine
the number of metastable states to partition the model into.
Adding two to the index indicates how many states the model
should be split into, as index 0 refers to the ratio between
timescales 1 and 2, index two refers to the ratio between 2 and 3
etc. In this case, the very large value at index 2 indicates 4 states
should be used.
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3 Diamondoids
3.1 Introduction
Plastic crystals are molecular crystals in which the molecules weakly inter-
act with each other and can reorient themselves within the crystal structure.
They were discovered in 1938, but the term plastic crystal was not used until
1948, the term being coined by A. Michils when he observed that certain solid
organic compounds were easily deformed [120]. In bulk, these crystals often
resemble waxes, and can be easily moulded into shapes. Plastic crystals can
be considered as a transition state between “true” crystals and “true” liquids,
coming under the heading of soft matter [121].
Diamondoids are a class of hydrocarbons with a diamond-like structure, the
simplest of which is adamantane, which take the form of plastic crystals at a
variety of temperatures. These hydrocarbons consist of sp3 hybridised, satu-
rated carbon atoms arranged in cage-like formation, resulting in highly rigid
molecular structures. Figure 3.1 shows the structures of the three lower di-
amondoids, and the diamond-like structure was first determined by Bragg
et al. in 1913 using X-ray diffraction. As can be seen, each successive dia-
mondoid consists of face-fused adamantane cages, with higher diamondoids
often exhibiting many isomeric and structural varations, starting with tetra-
mantane.
Diamondoids occur naturally in petroleum deposits, and can be extracted
and purified into crystals of the polymantanes. These diamondoids are then
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FIGURE 3.1: The lower Diamondoids. Image adapted from
[122].
functionalised into a variety of forms, which are then used in applications
ranging from the medicinal to the catalytic [122, 123]. Higher and lower dia-
mondoids are of interest in both study and application, with the higher dia-
mondoids being used as molecular approximations of the cubic diamond lat-
tice, albeit ending with C-H bonds. Adamantane, the simplest diamondoid,
is often used as a reference sample for solid-state NMR spectra, as its rapid
dynamics give sharp lines at a known chemical shift. Adamantane under-
goes rapid molecular tumbling, being spatially disordered in its solid state
[124], as are many plastic crystals. Numerous studies have been conducted
on its structure and disorder, and it is generally well-understood. Diaman-
tane however, is a very different story.
Diamantane is the second of the diamondoids, with 14 sp3 hybridised car-
bon atoms and 20 terminating hydrogen atoms. As well as being studied for
microelectronics [125, 126], diamantane has been used to improve the ther-
mal stability, chemical stability and solubility of polymers [127–129]. It has a
melting point of around 236.5° C and previous studies [130, 131] have shown
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the presence of a C3 rotation axis. The unit cell has four different orientations
of diamantane present, as has been shown by XRD studies. While XRD gives
us orientations of the molecule within the unit cell, it cannot see the pres-
ence of any motion around these orientations. Elucidating these motions and
characterising them will give us insight into the dynamics of the molecule, as
well as provide a system that allows us to develop a protocol for determining
these motions in other, more complex systems.
Plastic crystals’ reorientations can take the form of a series of jumps between
possible orientations. By rephrasing these orientations as states, we can pro-
duce a Markov model using molecular dynamics simulation data. As plastic
crystal reorientations tend to be on the order of tens of kilojoules per mole
[121, 132, 133], these energy barriers are easily accessible in the course of a
simulation, making MD an ideal tool to measure these dynamics.
The diamondoids are present in small quantities in petroleum, and this is
currently the only major source of the diamondoids. While diamantane can
be synthesised readily [122], triamantane can only be synthesised in small
quantities, and the higher diamondoids exhibit major problems during syn-
thesis.
Triamantane consists of three face-fused adamantane cages, with one C2 axis
and two perpendicular mirror planes, belonging to the C2v point group. It
was first synthesised in 1966 by Schleyer [134], with a reported melting point
of 221-221.5°C. An XRD study of triamantane performed by Carrell and Dono-
hue showed that triamantane crystallised into the Fddd space group, con-
taining 16 molecules in a unit cell, arranged into two symmetrically distinct
groups [135]. Cernik reported a gradual phase transition from an ordered
phase to a disordered phase starting at 0°C and ending at 30°C. The space
group changes above 30°C to Immm, indicating the introduction of pseudo-
mirror planes, as shown in figure 3.2 [136].
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FIGURE 3.2: The molecular structure of triamantane. The red
line indicates the C2 axis and the blue line indicates a pseudo-
mirror plane.
FIGURE 3.3: The three isomers of tetramantane. Isomer
A is -123-Tetramantane, B is +123-Tetramantane, C is 121-
Tetramantane and D is 1(2)3-Tetramantane. This study focuses
on isomer D.
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Tetramantane (figure 3.3) is the first of the higher diamondoids, and is also
the first of the diamondoids to exhibit geometric isomerism. Three isomers
exist, called 123 tetramantane (which is chiral and exists as (+) 123 tetraman-
tane and (-) 123 tetramantane), 1(2)3 tetramantane and 121 tetramantane, all
of which are shown in figure 3.3. For this study, we will focus on 1(2)3 tetra-
mantane as structures of 121 tetramantane are unavailable, so a starting point
for our simulations is therefore also unavailable. Additionally, 123 tetraman-
tane is chiral, which introduces another layer of complexity into the simula-
tions. While simulations are possible, previous NMR experiments have had
the most success in analysing and obtaining data from 1(2)3 tetramantane,
and so this isomer was chosen.
Relatively few studies have been undertaken on the dynamics of these di-
amondoids. A limiting factor may be the lack of available sample, which
severely limits the experimental techniques that can be used. MD studies
can often be performed starting only with a structure file, however knowing
the structure of the crystal requires structural studies on a sample. Once the
structure is determined, we can use small amounts of sample to probe the dy-
namics using a variety of NMR experiments, due to NMR’s non-destructive
nature. The MD simulations can then be used to further probe the dynam-
ics. In this chapter, I use the methodology outlined in the methods chapter to
undertake a detailed study of the dynamics present in the triamantane and
tetramantane crystals.
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FIGURE 3.4: 13C CP-MAS spectrum of diamantane, supplied by
Helen Wickins [137].
3.2 NMR Results
3.2.1 Diamantane
Previous work on diamantane performed within the group focused on char-
acterising the motions present in the system. Diamantane was shown to un-
dergo several pre-melting phase transtions, occuring at 134 ◦C and 167 ◦C
before melting at 245 ◦C. The majority of the work focuses on the lower tem-
perature phases, as unit cell parameters or geometric arrangement beyond
the phase transitions are difficult to determine due to the extent of the dy-
namics within the system, and this data is vital for further MD work.
Figure 3.4 shows the 13C CP-NMR spectrum of diamantane. The peaks are
reasonably narrow, around 8 Hz, indicating rapid molecular motion. Three
carbon environments are present, with the following assignments: 39.1 ppm
– C2, 38.4 ppm – C3, 28.1 ppm – C1 [137]. These assignments have been
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FIGURE 3.5: The structure of diamantane with colour-coded
carbon atoms. C1 is in blue, C2 is in red and C3 is in purple.
Hydrogens have been omitted for clarity.
shown in figure 3.5.
A series of carbon T1 relaxation data were obtained, to quantify the proposed
motion. Carbon relaxation data is obtained on each carbon site, unlike proton
relaxation, which gives molecular averages. This allows us to infer useful in-
formation about the nature of the motion, depending on which signals decay
faster/slower.
Figure 3.6 shows the carbon T1 values recorded for diamantane, as taken by
previous group members [137]. The CH2 T1 values are shorter than the CH
values, while the T1 of C1 is much higher than the values for C2 and C3. This
provides good evidence for the presence of the C3 rotation, as the C1 carbons
will be aligned along the rotation axis, increasing their T1 relative to the more
mobile C2 and C3 carbons, as the C3 rotation does not affect the orientation
of C-H bond for the C1 carbon atoms. These relaxation times were fitted
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FIGURE 3.6: 13C T1 relaxation data for diamantane. The solid
lines show the result of the Arrhenius-fitting of the data, as de-
scribed in the text. Data supplied by Helen Wickins [137]
using an in-house program between -20 to 140° C, obtaining an activation
energy of 17.4 ± 0.4 kJ mol−1 as average for rotation between the three sites.
We assume an Arrhenius-type model for the temperature dependence of the
relaxation times.
3.2.2 Triamantane
Preliminary NMR results for triamantane have shown that recording an NMR
spectrum at temperatures over 30 ◦C is extremely difficult due to significant
line broadening. This broadening was theorised to be a result of molecular
motion approaching the rate of 1H decoupling, which produces an interfer-
ence effect with the spectrum [138]. This may be the same motion described
by Cernik [136] as an order-disorder phase transition, characterised by rotat-
ing around a pseudo-C2 axis or mirror plane. At around 30 ◦C, the molecular
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FIGURE 3.7: 13C CP spectra of triamantane over a range of tem-
peratures. As the temperature increases, the line broadening in-
creases significantly, as a result of increased molecular motion
in the order of the 1H decoupling. Spectra supplied by Helen
Wickins [137].
rate of motion is around 50 kHz, which corresponds to an average transition
time of around 20 microseconds. Additionally, a phase transition occurs be-
tween 151 ◦C and 164 ◦C, which means performing MD simulations at these
temperatures becomes impossible, as the 1st order phase transition results in
an unrelated unit cell, which is extremely difficult to correct for during the
simulation. This transition can be seen in figure 3.6, as the relaxation values
increase rapidly and no longer obey an Arrhenius type pattern.
3.2.3 1(2)3-Tetramantane
Preliminary results for tetramantane show similar results as for triamantane:
line broadening occurs at around 12 ◦C, again as a result of molecular motion
matching the rate of 1H decoupling, producing an interference effect. Above
40 ◦C, this motion becomes faster, and ceases to interfere with the recording
of spectra, and at 163 ◦C, line widths from a direct excitation experiment be-
comes very narrow, indicating rapid molecular motion. The relaxation data
shows that hydrogens pointing parallel to the C3 axis are significantly slower
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FIGURE 3.8: The preliminary relaxation data for Tetramantane.
At higher temperatures, carbon atoms bonded to more hydro-
gen atoms are the fastest to relax, which is typical of isotropic
motion. Below 110 ◦C, the relaxation times change so that car-
bon atoms with hydrogens pointing along or parallel to the sup-
posed C3 rotation axis relax slower. This is good evidence of a
C3 rotation. Figure adapted from reference [137].
to relax than other protons, indicating a motion around the C3 axis, which
gives us a good set of data to begin our analysis with [137].
3.3 Method Development
3.3.1 Diamantane
Atomistic molecular dynamics simulations were performed on a system of
256 diamantane molecules using periodic boundary conditions in the xyz di-
rections. The initial atomic positions were taken from a CIF file obtained
from the CCDC (Refcode: CONGRS) and the unit cell copied in each direc-
tion until an appropriately sized supercell was obtained. The supercell was
deemed large enough when half of the smallest edge (4.05 nm) was longer
than the electrostatic interactions cut-off distance (1.4 nm), as determined by
the force field .
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FIGURE 3.9: 13C CP spectra of 1(2)3-tetramantane over a range
of temperatures. This shows similar behaviour to the triaman-
tane, with the broadening occuring at lower temperatures indi-
cating slower overall motions. Spectra supplied by Helen Wick-
ins [137]
The starting atomic coordinates in the CIF file also acted as the basis for the
force field. A single diamantane molecule was extracted from this file, and
the topology for this molecule assigned using the CHARMM AA force field
[97]. The CGenFF tool [98, 139] was used to create this forcefield, as dis-
cussed in the methodology section. The penalty score calculated from the
assignment was very low (< 5), and thus the assignment was used as pro-
vided.
The simulations were run using the GROMACs 2016.4 simulation package
[105–107, 111]. Long range electrostatics were calculated using a cut-off of
1.2 nm. The configuration started at 300 K, and was equilibrated for 1 ns.
An annealing run was then performed, raising the temperature from 300 K
to 350 K over a period of 100 ns, increasing the temperature by 10 K every
20 ns. During the annealing runs, the temperature of the system is steadily
changed, increasing or decreasing the amount of energy available to the sys-
tem. This takes the form of an increase or decrease in kinetic energy, which
balances with the potential energy after some time. Letting the system run at
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a steady temperature after annealing allows the two energies to equilibrate,
and once they are both stable, the system is converged and ready to undergo
a production run. Snapshots of the system were extracted at 310 K, 325 K
and 350 K, and were equilibrated for an additional 10 ns before being used
for the production runs. An additional annealing run was performed to ob-
tain a starting structure for a lower temperature, as each annealing run can
only be used to raise or lower the temperature. This run lowered the temper-
ature from 300 K to 250 K over 100 ns, decreasing the temperature by 10 K
every 10 ns. A final snapshot at 250 K was equilibrated for 10 ns before being
used for a production run.
Each temperature run was sampled every 5 ps for 200 ns using the Parrinello-
Rahman thermostat set at the appropriate temperature and the Nosé-Hoover
barostat set at 1 bar. An anisotropic pressure coupling was used to allow the
system some flexibility in its expansion due to changing temperatures. Using
this pressure coupling worked for the majority of the simulations, however
upon finishing the 300 K to 250 K annealing step, the 250 K simulation re-
sulted in the simulation box twisting out of shape, despite prolonging the
equilibration time. To remedy this, the anisotropic pressure coupling was
still used, but the off-diagonal components were set to 0, ensuring the box
shape stayed rectangular. As we know the crystal structure is cubic at this
temperature range, this is a reasonable adjustment to make. The end point
of the 300 K to 250 K simulation was used, as the box remained cubic during
this, with the additional restraints added in before the further simulations.
The analysis of the simulations utilised a mixture of custom-written code
and the PyEMMA 3.5.4 module [116], as detailed in the methods chapter. A
system-specific summary of the analysis follows.
Initial attempts at analysing the simulations focused on the positions of key
atoms, theorising that these positions would hold the orientation of the molecule
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FIGURE 3.10: The structure of diamantane with the carbon
atoms initially chosen for the analysis highlighted in red. Hy-
drogen atoms have been omitted for clarity.
at large. These atoms have been highlighted in figure 3.10. A script written
in TCL, the programming language available in the visualisation software
VMD, was utilised in this case, as the script can integrate directly with the
trajectories loaded in VMD, and makes use of VMD’s atom selection tool.
The script directly extracted the x, y and z of the carbon atoms in each dia-
mantane molecule. In order to offset their translational differences, the script
placed each molecule’s centre of mass at the origin (co-ordinates 0,0,0) before
extracting the co-ordinates. In this way, any major translational difference is
removed, in theory leaving just the orientational differences.
Analysis of these extracted co-ordinates proved inefficient. As we were sup-
plying three sets of co-ordinates (x, y and z) for each chosen atom for each
molecule into the system, we were obtaining many principal components in
return, however the vast majority of them contributed neglibly to the de-
scription of the motion. This lack of contribution indicates a large degree
of redundance between the components, as each subsequent component de-
scribes a new direction of variance. Components with small contributions
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FIGURE 3.11: Free energy graph derived from the first two
principal components of the diamantane positions. It is ex-
pected that both PICs should have a contribution of around 50%
each, however PIC 2 has a lower contribution than this. This is
because the C3 motion is not the only motion occurring in the
system, as some molecular “wobbling” is to be expected in the
simulations.
indicate that the motions described by that component are describing very
small variances in the data. Figure 3.11 shows an example of running these
co-ordinates through the PCA analysis. As can be seen, there is a thin ring
of explored coordinates around the edges, with the majority of the space
left blank. It is possible to see the locations of the three expected minima,
and we can make an educated guess as to the process that relates these min-
ima. However, as we are putting coordinates in, it is difficult to determine
what the components mostly relate to. Additionally, processing this many
co-ordinates takes an extended amount of time, and a more computationally
efficient description of the motion can be obtained.
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A different strategy was employed to analyse these co-ordinates. The posi-
tions were first converted into two vectors, which describe the overall orien-
tation of the molecule with respect to the box axis. They were chosen as the
C2-C9 vector, and the C12 to halfway between C5 and C7 vector, as shown
in Fig 3.12. The φ and θ polar co-ordinates for these vectors were extracted
across the course of the trajectory and used as the basis for the PCA/TICA
and MSM modelling input. The results of the previous extraction script were
thus reprocessed to convert them into spherical vectors, discarding the mag-
nitude of each vector. These equations are detailed as equations 3.1 and 3.2.
φ = atan2(
y
x
) (3.1)
θ = arccos(
z
r
) (3.2)
Where x, y and z are the cartesian components of the vector, θ is the inclina-
tion of the vector and φ is the azimuth, the angle going clockwise from the x
plane. This provides us with four values overall for each molecule. This is
clearly a huge decrease in the amount of data, yet still contains the informa-
tion of relevance.
An additional complication comes from the four diamantane molecules present
in the unit cell. Each diamantane is related to the others in the cell by a
90◦rotation, so the vectors for each orientation will take very different values
from each other. While this is useful for observing transitions between these
orientations, it could obscure the individual C3 rotations we expect to see.
To correct for this, the different orientations were analysed both separately
and together, to allow us to see the rotations within each orientation and any
potential transitions between them.
The PyEMMA 2.5.4 Python module was used to analyse the φ and θ angles.
A set of angles was generated for each molecule as described above, and
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FIGURE 3.12: The analysis vectors chosen for diamatane.
each of these treated as a separate trajectory by the module. The group of
reduced trajectories was then put through PCA analysis, as detailed in the
methods chapter of this work. The resulting PICs were used as the basis for
the Markov state modelling. The data first requires clustering, using the k-
means clustering method described in the methodology. A range of cluster
centres were used to determine a suitable amount that reasonably described
the entire data set.
The number of cluster centres directly affects the accuracy of the MSM. As
can be seen in Fig 3.13, using only a few cluster centres causes an inaccu-
rate description of energy landscape to be created. Increasing the number
of cluster centres allows us to minimise this error but results in a greater
computational cost. Striking the balance between accuracy of the model and
computational cost is required when creating these models.
During the creation of the model, we create a chart of the implied relaxation
timescales of the model. These timescales are affected by the number of clus-
ter centres, most notably in that they become smoother and converge earlier
as we increase the number of centres. We produced implied timescale charts
and compared them to determine when they converged, as shown in figure
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FIGURE 3.13: Illustration of the error associated with insuffi-
cient clustering. The upper box shows an example energy land-
scape, while subsequent boxes show various levels of cluster-
ing. The region in red is the error associated with each clus-
tering method. Focusing clustering around a known transition
point (a point along the free energy surface that separates one
state from another) lowers the error, but increasing the num-
ber of clusters overall achieves the same effect. Determining
transition points is difficult, if not impossible, to do before con-
structing Markov models from the data, and so high levels of
clustering are used to minimise the error. This figure was taken
from reference [140].
78 Chapter 3. Diamondoids
FIGURE 3.14: Implied timescales after clustering the diaman-
tane system with varying numbers of clusters. The plots refer
to clustering with: A) 8 B) 32 C) 64 D) 128 and E) 256 cluster cen-
tres. The grey region represents the area where the timescale is
shorter than the lag time of the Markov model, indicating that
choosing that lag time results in a model that cannot accurately
observe the timescale of interest.
3.14. From the figure, we can see the timescales converge much earlier as we
increase the number of cluster centres, although there is no obvious change
between 256 and 512 centres. As such, 256 cluster centres were used, as this
preserves the accuracy of the model while speeding up the clustering step.
During the clustering process, the cluster centres are assigned as distinct
states of the molecule during the trajectory. Once the states have been iden-
tified, a Markov state model can be produced. In brief, we count how many
transitions there are between each pair of states a and b at a given lag time τ,
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i.e. if the system is in state a at time t, how many times did a transition to state
b at time t+ τ occur. Once the Markov model has been produced, the results
are coarse-grained using PCCA to create a hidden Markov model, allowing
us to see the metastable states within the system (see section 2.5.3 and 2.5.4).
A key portion of the analysis is identifying the particular orientation of the
molecule in each of these metastable states, and the pathways the molecules
take when going from state to state. A Python script was used to extract
the timeframe and molecule number of examples of each of the metastable
states, and a Tcl script used to extract snapshots of the molecule at the right
time frame. Multiple examples of each metastable state were extracted, to
obtain an average idea of the clustered state.
For both systems, the same overall simulation protocol was used, with minor
differences in specifics. Starting CIF files were obtained from the CSD [104]
for triamantane (refcode: TRIAMT01) at 293 K and in-house for tetramantane
at 120 K. A topology for each molecule was generated using the CGenFF [97]
tool. A low overall penalty score was found for each of the systems, with tria-
mantane obtaining a score of 1.2 for bonding parameters and 0.4 for charge,
and tetramantane obtaining a score of 1.2 for bonding parameters and 1.3 for
charge. Therefore, the topologies were used as is. Following this, each sys-
tem went through two equilibration steps for a total of 15 ns of equilibration.
These steps were used to stabilise the system from the starting configuration.
After this, both systems went through an annealling simulation to raise the
temperature to desired simulation levels.
For triamantane, the simulation box was 3.86 by 5.41 by 6.61 nm along the x,
y and z axis respectively. The system started at 293 K and the temperature
raised to 310 K after 30 ns. After this, the system went through a cycle of
equilibration and temperature raising, with simulation length of 10 ns for
each equilibration and a length of 30 ns for each increase in temperature. The
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temperature was raised from 310 K to 340 K, 350 K, 380 K and finally 400 K,
equilibrating after each raise. Snapshots were extracted at 310 K, 350 K and
400 K for further simulation.
For tetramantane, the simulation box was 3.08 by 3.59 by 4.46 nm along the x,
y and z axis respectively. A similar protocol to that used for triamantane was
followed, with 30 ns raising periods followed by 10 ns equilibration periods.
As the starting CIF file was provided at 120 K, the temperature increments
for this were: 120 K, 150 K, 180 K, 210 K, 240 K, 270 K, 300 K, 310 K, 340 K,
350 K, 380 K and 400 K. Snapshots were taken at the end of the equilibration
periods for 310 K, 350 K and 400 K for further simulation.
The production simulations were run for 400 ns total, with a timestep of 1 fs,
sampling the coordinates every 5 ps. A long simulation and high sampling
rate is required, as the motion in these systems is thought to be in the 10s -
100s of ns timeframe, however there may be rapid motion that the NMR does
not see (such as bond vibrations), so a high sampling rate is needed.
While the general methodology has been discussed extensively in Chapter
2, there are several key parameters that need to be adjusted for the analysis
depending on the system. These parameters include the TICA lag time, the
MSM lag time, the number of cluster centres and the number of metastable
states. Detailed discussion on each of these points has been provided in
Chapter 2, so here I will present the optimisation performed for each system,
along with the reasoning for each selection.
3.3.2 Triamantane
During the simulation protocol outlined above, a major issue arose with the
triamantane system. The box size of system fluctuated with temperature as
expected, but upon running long runs at a stable temperature, the box would
often change shape, leading to a steady "wobble" in the trajectory. The box
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FIGURE 3.15: This graph shows the fluctuation in temperature
over time during the first 250 ps of the simulation. The time dif-
ference between peaks is around 10 ps, and so this was chosen
as the temperature coupling time.
size should be stable at a constant temperature, and so this problem needed
to be addressed. The pressure and temperature coupling times were investi-
gated first, as if these are not long enough to encompass the natural fluctua-
tions in pressure or temperature, this can have a knock-on effect that extends
the box size. Choosing suitable levels involves a simple process: the simu-
lation is run for a few hundred picoseconds, and the pressure and tempera-
ture plotted over this time. Measuring the distance from peak to peak of the
resulting graph gives an estimate of appropriate values to put into further
simulations. In this case, as can be seen from figures 3.16 and 3.15, a temper-
ature coupling time of 10 ps is required and a pressure coupling time of 50
ps is required. After putting these values in, the box still wobbled, requiring
further investigation.
Changing the thermostat and barostat types could also affect the box size.
The production runs were originally simulated using the Parrinello-Rahman
barostat and Nosé-Hoover thermostat, as these produce high accuracy sim-
ulations. However, if the system is not well-equilibrated, these algorithms
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FIGURE 3.16: This graph shows the fluctuation in pressure over
time during the first 500 ps of the simulation. This graph is
much noisier than figure 3.15, but there are repeated dips in the
graph roughly every 50 ps. As a result, 50 ps was chosen as the
pressure coupling time.
can be both time-consuming and lead to irregularites, such as the wobble
observed. The temperature raising runs were performed using the V-rescale
thermostat and the Berendsen barostat, both of which are less accurate but
more tolerant to deviations from the equilibrium. The temperature raising
runs did not show the wobble, and as the choice of algorithm was one of the
key differences, it was thought that this could be causing the problem. How-
ever, performing production runs using these algorithms would lead to less
accurate results, so a different solution was sought.
Another parameter in the simulations is compressibility. We had set the pres-
sure coupling type to anisotropic, allowing the box to change in size along
any axis as it increases in temperature. While this was useful while perform-
ing the temperature ramps, as the box could expand as needed, when run-
ning at a constant temperature, the box should stay a constant size. Using
the same method as for the diamantane case, we set the xy/yz, xz/zx and
yz/zy compressibility values to 0 to ensure a rectangular box is preserved.
As we know from the crystallography that the box is rectangular, making this
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change allows us to use the higher accuracy thermo- and baro-stats, while
eliminating any wobble within the box.
Upon performing these tests, the parameters for the run were as follows:
The Nosé-Hoover thermostat was used, with a time constant of 10 ps. The
Parrinello-Rahman barostat was used, with a time constant of 50 ps, and
compressibilities of 4.5x10−5 1/bar for the first three components, and com-
pressibilities of 0 for the last three, to ensure a rectangular box shape.
Entering the entire set of coordinates for triamantane into the PyEMMA mod-
ule would result in overly long processing times and inaccurate data. The
inaccuracy arises from the fact that each triamantane has its own unique po-
sition in the simulation box, and simply analysing the raw coordinates into
something common between all molecules is not possible using TICA or PCA
alone. To aid this, each molecule can be translated to the center of the box,
recording the new sets of coordinates across the entire trajectory, allowing
all the molecules to share the same space. However, there are still 42 atoms,
each with 3 coordinates, meaning 126 coordinates total for each step in the
trajectory, of which there are approximately 40000. There are also 432 tria-
mantane molecules in the system, so the sheer size of data would take an
inconveniently large amount of time to process.
To address this problem, we can use the same method we used for diaman-
tane, extracting vectors to represent the entire molecule. To obtain the vec-
tors, the coordinates of four carbon atoms, detailed in figure 3.17, were ex-
tracted and converted into vectors, which together describe the absolute ori-
entation of the molecule. Reducing the data down in this fashion allows us
to make the data sets far more manageable, while retaining the pertinent in-
formation. These cartesian vectors were then converted into spherical polar
co-ordinates, using equations 3.1 and 3.2.
The TICA lag time is the first parameter to be optimised. Using the 310 K
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FIGURE 3.17: The vectors selected for analysing triamantane.
The red atoms in each diagram represent the start and end
of the intramolecular vectors extracted to perform the analysis
upon. The atom numbers are: C6 (left) and C6A (right) for the
first diagram and C1 (bottom) and C8 (top) for the second di-
agram. The atom numbering is obtained from the starting CIF
file.
system and a series of lag times (1, 5, 10, 50, 100, 500), the data underwent
the TICA transformation, was clustered with 128 cluster centres and implied
timescale plots created. The resulting plots are presented in figure 3.18. The
plots presented represent lag times of 1, 10 and 100. From the plots, there is
not much difference between each of the lag times, and so a lag time of 10
simulation steps was chosen for the analysis. Changing the TICA lag time
increases the size of the “window” upon which analysis is performed, and
the lack of change indicates that the motion seen at these temperatures is
extremely fast, as shown by the timescales appearing in the grey area, and
are therefore unlikely to be fully resolved within the Markov model.
Once a suitable TICA lag time has been chosen, a reasonable number of clus-
ter centres needs to be chosen. A range of cluster centres (16, 32, 64, 128, 256,
512) was used and the data was clustered accordingly. Implied timescale
plots were then created based upon the clustering, and have been presented
3.3. Method Development 85
FIGURE 3.18: Implied timescale plots for triamantane at a range
of TICA lag times for the 310 K simulations. From left to right,
the lag times are 1, 10 and 100 simulation steps, with each step
lasting 0.5 fs, and 256 cluster centres used. The grey region in-
dicates where the length of the timescale is smaller than the lag
time the model was generated for. Important to note is that
the lag time along the x axis is the lag time for generating the
Markov matrix, which is distinct from the TICA lag time, which
is used to calculate the autocorrelation of the data.
FIGURE 3.19: Implied timescale plots for triamantane at a range
of cluster values for the 310 K simulations. From left to right,
the number of cluster centres are 8, 64 and 256. The data first
underwent a TICA transformation using a lag time of 10. Each
step lasts 0.5 fs.
in figure 3.19.
These plots represent cluster numbers of 8, 64 and 256. At 8 cluster centres,
we see that rather than a smooth curve that levels out, there is a small uptick
in the timescales as we reach the 100 lag time mark. This indicates that the
timescales of motion start to rapidly increase at this point. Creating an ac-
curate MSM requires that increasing the lag time should see no significant
effect on the timescales of the motion, and so using 8 clusters is inappropri-
ate. 64 and 256 clusters do not show this uptick, but rather show a linear
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FIGURE 3.20: The implied timescale plots for Triamantane.
From left to right, the plots are for 310 K, 350 K and 400 K.
These were generated using a TICA lag time of 10 steps and
256 cluster centres.
relationship between the timescales and lagtime. This indicates that the mo-
tions described by the lines are not adequately converged. However, produc-
ing similar graphs for the higher temperatures does show clear straight lines
showing suitable lag times to be used to create the MSM, and these graphs
have been detailed below.
Choosing the correct MSM lag time is the next step in the analysis. The MSM
lag time is distinct from the TICA lag time, and specifies the window size
for calculating the MSM, as described in section 2.5.2. This may be unique
for each temperature, and so implied timescale plots were created for each
temperature, and have been represented in figure 3.20.
While the longest timescale (indicated by the blue line) steadily increases
beyond the edge of the graph for both 310 K and 350 K, this stabilises at 400
K. Looking at the next two longest timescales, we can see that by around 100
simulation steps both lines have stabilised for the 400 K system, whereas the
other temperatures show no such behaviour. As such, 100 steps was chosen
as the MSM lag time for all three systems.
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FIGURE 3.21: The vectors selected for analysing tetramantane.
3.3.3 Tetramantane
With the previous diamondoids, the use of intramolecular vectors rather than
Cartesian co-ordinates was used to reduce the amount of data requiring anal-
ysis, speeding up the process, while also retaining the information of inter-
est (the overall orientation of the molecules). This method was repeated for
tetramantane, however the choice of vectors was not obvious. Similarities be-
tween tetramantane and diamantane can be drawn at this point: both contain
a C3 rotation axis. Using this information, vectors were chosen to attempt to
recreate the vectors used for the diamantane analysis, as can be seen in 3.21.
An initial analysis of these vectors (figure 3.22) produced graphs that showed
a range of behaviours. Most molecules exhibited signs of switching from one
orientation to another, undergoing a 120 degree rotation along the C3 axis.
This was observed by seeing three distinct regions when the vectors over the
entire simulation were plotted, and have been shown in figure 3.22. This was
to be expected, however instead of obtaining only three states, 6 different
states were found. This can be explained by dividing the 6 states into 2 sets
of three. Both sets would contain a C3 rotation, and the two sets would be
linked by a C2 rotation perpendicular to the C3 axis.
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FIGURE 3.22: The free energy diagram generated from using
the raw tetramantane vectors. As can be seen, 6 major states are
available. This plot was generated using data from the 310 K
simulation, and components 1 and 2 refer to the φ and θ values
for the first vector from figure 3.21 .
FIGURE 3.23: The implied timescale plots for tetramantane at
A) 310 K B) 350 K or C) 400 K.
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FIGURE 3.24: The output of directly plotting the vectors gener-
ated from the diamantane trajectory. The different component
numbers refer to the specific vector components input, starting
with vector 1’s φ and θ angles and proceeding to vector 2, as
shown in figure 3.12. This figure was produced using diaman-
tane molecules with the same starting orientation.
All graphs show a rapid increase in the timescales when changing the steps
within the first hundred, but the timescales level off after this period, instead
of showing a steady rise. Expanding the graphs to further than 500 steps
shows much the same behaviour, and so 300 steps were used to generate the
MSM for all three temperatures of tetramantane.
3.4 Results
3.4.1 Diamantane
Analysing the trajectories took place in several stages. Firstly, the vectors
of each molecule (Figure 3.12) over the simulation was plotted, to ascertain
what could be seen from that. An example of these figures is shown in figure
3.24.
From this, three distinct minima can be seen. These can be attributed to the
three orientations around the C3 axis that diamantane can rest in. Perform-
ing the same analysis for the overall system produces four larger areas corre-
sponding to each orientation of the molecule, with each area containing three
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FIGURE 3.25: The four principal components for diamantane at
300 K. This data was generated by analysing all four positions
together.
different minima. These initial figures support the data gathered from the
NMR, but extracting more accurate details of each of these supposed states
requires further analysis. The vector lists were subsequently input into the
analysis code, and analysed in four ways: each orientation separately, the
whole system, and then the same again but using the combined data from
every temperature. During the PCA analysis, the data is transformed from
“real” space (a physical description of system) into eigenspace, which is an
energy surface derived from a function of the physical points. Moving be-
tween points in the eigenspace is similar to moving in real space, although
moving along one axis in the eigenspace may result in moving along mul-
tiple axes in the real space. As the analysis produces a different eigenspace
for each set of data, analysing the combined temperature data, and then ex-
tracting the trajectories relating to each individual temperature allows direct
comparisons between the temperatures to be made.
300 K Simulations
Figure 3.25 shows the four components of the diamantane PCA for every
molecule. While plotting the PCA components for a single orientation is
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State from or State to 0 1 2
0 - 7.01±0.24 6.87±0.25
1 7.36±0.26 - 7.04±0.23
2 7.36±0.27 7.17±0.22 -
TABLE 3.1: The mean first passage times from state to state in
ns for the 300 K system.
clearer (as seen in figure 3.27), plotting all orientations together gives us in-
sight into the motion between, rather than within, the orientations. As can be
seen, twelve distinct states are available, each represented by a block of prob-
ability density. This is most clearly shown in figure 3.25. These correspond to
the four initial arrangements of the diamantane, and the C3 rotations within
each of them. These are arranged into two bands, one with a positive value
for PIC 2 and the other with a negative value. Considering the ”facing” of the
four diamantane molecules in the unit cell, these bands make physical sense,
as two molecules are pointing in one direction, with the other pair pointing
oppositely. However, the components created are not physical: There is no
direct link from a component to a particular arrangement of atoms, it is sim-
ply a descriptor.
Twelve blocks of probability density, while expected, is not wholly useful for
this analysis. Understanding the transition times between within each state
is required to obtain a clear and useful picture of the full dynamics of the sys-
tem. As a result, the system was split into 4 different positions depending on
their starting arrangement: A, B, C and D. Each group was analysed individ-
ually, undergoing each step in the analysis separately. Taking position A as
an example, the components generated from the PCA analysis were plotted:
As can be seen, there is a trail of probability density across both pics, with
three overall minima and three local minima available. This trail can thus
be divided into three states, each state representing one C3 orientation, and
the positions clustered according to which state they are closest too. The
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smaller, local minima would therefore refer to the intermediate states during
the rotation. While we can see three minima are present in the free energy
diagrams (figure 3.27), determining the number of metastable states to di-
vide the Markov model up into requires a look at the ratio of the implied
relaxation timescales. Plotting the ratio of the xth timescale to the x + 1th
timescale can show us how many states to use when creating the HMM. This
has been discussed in sections 2.5.3 and 2.5.4. The resulting plot is figure
3.26. Performing this analysis allows us to construct Markov models for the
transitions from state to state, which gives us an average time of transition of
7.1± 0.3 ns, with an energy barrier of 17.4± 0.5 kJ mol−1. These uncertainties
were estimated from the range of transition times.
Similar diagrams are produced for each of the other positions in the unit cell,
and are shown in figure 3.27. Including the other positions in the analysis
gives us the same energy barrier within uncertainty of 17.83± 0.8 kJ mol−1.
The analysis has already proven the hypothesis from the NMR studies: The
presence of three distinct minima in the diamantane rotation, with a tran-
sition time and energy barrier that closely follows that predicted from the
NMR.
Higher Temperature Simulations
At 310 K, we are still seeing only three minima for each starting orienta-
tion. However, the regions between them are becoming increasingly well-
sampled, as the molecules now have the energy required to spend more of
the simulation time in this regions. Accordingly, the transition time between
states decreases to approximately 5 ns.
Continuing to raise the temperature to 325 K has the effect of allowing quicker
transitions between the states, lowering the transition times to around 3 ns.
3.4. Results 93
0.0 2.5 5.0 7.5 10.0 12.5 15.0
index
0
20
40
60
80
tim
es
ca
le
 se
pa
ra
tio
n 
ra
tio
FIGURE 3.26: The ratios of the xth tmescale to the x + 1th
timescale. From this figure we can see that there is a large sep-
aration at index 1, which is the ratio between the 2nd and 3rd
timescales, as the index numbers start at 0. This confirms that
three metastable states is appropriate for the hidden Markov
model construction.
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FIGURE 3.27: The first two principal components for each po-
sition at 300 K.
3.4. Results 95
FIGURE 3.28: The state map for position A of diamantane at
300 K. The FED has been split into regions representing each
of the three states, with the corresponding orientations of the
diamantane presented below.
As we increase the temperature to 350 K, the transitions between states has
dropped to around 1.3 ns.
To relate the temperatures together, all sets of data were run through the
same PCA analysis at the same time, producing PICs that describe the two
systems together. In this way, both sets of data can be plotted on the same
eigenspace, allowing meaningful conclusions about the similarity of the data
to be drawn. Figure 3.32 shows the data at 300 K and 350 K for one starting
orientation plotted on the same eigenspace.
In addition to determining the rate of transition between the various states,
we can also determine whether this motion is locally correlated, that is, whether
a flip from one molecule triggers a flip in nearby molecules. To do this, the
correlation coefficient was calculated using the clustered data, with any two
residues having a correlation coefficient of greater than 0.5 being recorded.
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FIGURE 3.29: The first two principal components for position
A of diamantane at 310 K.
Generally, correlation coefficients of over 0.8 indicate a strong correlation, so
this analysis would pick up weak correlations between molecules as well.
The resulting data proved showed that the molecules were almost entirely
uncorrelated, having coefficient values of smaller than 0.1. This is a good
indicator that the processes involved in the rotation are entirely random.
3.4.2 Triamantane
From the TICs plots (figure 3.33), we can see that as the temperature rises, the
number of accessible states increases. At low temperatures, each molecule
has lower energy, and is unlikely to rotate, resulting in two highly populated
states, one for each starting position, and two lower populated states. At
higher temperatures, the molecules are more free to rotate, resulting in four
accessible states, each with similar levels of population (see figure 3.35). The
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FIGURE 3.30: The first two principal components for position
A of diamantane at 325 K.
rotations are very slow regardless of temperature, resulting in an incomplete
model at lower temperatures, whereas higher temperatures provide enough
data for a Markov model to be constructed. By dividing the system into
two starting states, we can show differences between the rotations. Lower
temperatures show some limited rotation between two different states, and
extracting these shows us that rotation around the C2 axis is possible, albeit
very slow. As the temperature increases, we see the four states become appar-
ent, indicating motion around our theorised pseudo-C2 axis is taking place,
although the actual form of the motion may not match our theory. Evidence
for the transitions between the states is shown in figure 3.35.
The three sets of TIC plots (figure 3.33) show differing behaviours for each
temperature. At the lowest temperature, we see two areas of probability den-
sity, indicating that even at these low temperatures, transitions between these
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FIGURE 3.31: The first two principal components for position B
of Diamantane at 350 K.
FIGURE 3.32: The first two principal components for diaman-
tane at 300 (left) and 350 (right) K. This is the result of putting
all temperature data through the same PCA analysis, to ensure
they are all on the same eigenspace.
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FIGURE 3.33: The TIC 1/2 plot for triamantane for position A.
From left to right, the plots are for 310 K, 350 K and 400 K.
FIGURE 3.34: The free energy diagrams for the raw vector data
for triamantane at 400 K. Each component refers to the four φ
and θ vectors obtained from the molecules, with components 1
and 2 referring to the first vector in figure 3.17 and components
3 and 4 referring to the second vector.
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states are possible. As we increase the temperature, the two areas of density
fill out, indicating that the molecule is now able to explore a greater area of
the probability space. However, while producing an MSM for this tempera-
ture was possible, coarse-graining it into an HMM proved difficult. As can be
seen from the ITS plot (figure 3.20) for 350 K, the timescales of motion are still
within the grey area, meaning the motions described by those timescales are
unable to be observed through the use of an HMM. Performing a Boltzmann
inversion of the data produces figure 3.34. The figure shows four states, as
hypothesised, with unexplored areas between them. To determine the tran-
sition times between states, we can continue our analysis and construct an
HMM. Only the 400 K simulations provide enough data on the rotations for
a reasonable HMM to be produced, with four states being chosen. The four
states are shown in figure 3.35.
The states clearly show the motions available to the triamantane within the
crystal, both the C2 and the pseudo-C2 rotations exhibited by moving from
state 2 to state 3. Transitions between the states are fairly infrequent, with
transition times of 3 microseconds as average for the C2 rotation and tran-
sition times of 24.5 microseconds for the pseudo-C2 rotation. This data is
obtained from transition path theory analysis of the generated HMM, while
the transition time matrix for 400 has been shown in table A.5. Additionally,
the energy barriers between such states are also high, with barriers on the
order of 21 kJ mol−1 for the C2 rotation and 31 kJ mol−1 for the pseudo-C2
rotation.
3.4.3 Tetramantane
For tetramantane, we started by analysing the data using TICs. The resulting
plot for TIC 1/2 has been presented in figure 3.36, and the plots for the other
temperatures have a similar appearance. From these plots, we can see that
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FIGURE 3.35: The state map and associated state samples for
triamantane at 400. This figure shows the four regions on the
tics plot that refer to each state, with an example of the cor-
responding orientation below each state. From left to right, the
orientations correspond to states 2, 0, 1 and 3. From this, we can
see that to transition between state 2 and 0, we need to rotate
around the pseudo-C2 axis, whereas to transition between state
2 and 1, we rotate around the C2 axis. Transitions between 2 and
3, or 1 and 0 could indicate the presence of another pseudo-C2
axis however.
State from\State to 0 1 2 3
0 - 16±5 1.2±0.7 9±3
1 - - - -
2 - 15±5 - 7±3
3 - 8±3 - -
TABLE 3.2: The transition times from state to state in µs for the
400 K system. Any transition time that does not exceed 150% of
the uncertainty has been omitted. The full table is available in
the appendices. The high uncertainties on many of the values
is indicative of the slow speed of these transitions, and the lack
of transition events present in the simulation. The simulation
lasted 400 ns, and yet the model is predicting transition times
of at least one order of magnitude above this.
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FIGURE 3.36: The TIC 1/2 plot for 350 K for tetramantane.
there exist many areas of probability density, comprised of six large bands
and smaller areas of low energy scattered around. From initial inspection
of the molecule, we can estimate that 6 major states should be accessible,
comprised of rotation around a C3 axis and around one or more pseudo-C2
axis. The TICs data shows six major bands, which could relate to these 6
theorised states.
When moving forward and attempting to generate the HMM for this sys-
tem, it was found that separation into 7 states showed the highest ratio be-
tween timescales. The HMM was generated and state samples produced,
however samples of orientations from each state showed no clear differences
between them. The 6 states we expected to see from our theorised rotations
were present within each state, in that extracting a handful of state samples
for one state produced orientations that matched our theorised 6 states. As
TICs have been primarily designed to follow slow motions, this could be an
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FIGURE 3.37: The PIC 1/2 plot for 350 K for tetramantane.
indicator that transitions between these states are rapid, and that a differ-
ent method of analysis needs to be used. PCA is an excellent technique for
studying rapid motions, and so further analysis was conducted using PICs
rather than TICs.
The PICs plot above is rather less intuitive than previously generated graphs.
Instead of a series of distinct states, it shows a web of potential states. Initial
ideas based on the molecule’s shape would suggest that a C3 axis rotation is
present, and can be mixed with a pseudo-C2 rotation, similar to triamantane.
The two highest PICs have a contribution to the overall motion of around
54% for the first component and around 46% for the second component. The
third and fourth components have negligible contribution to the overall state
space, with less than half a percent each. As the relationship between the
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FIGURE 3.38: A statemap for tetramantane at 350 K. This was
generated using 9 states, as suggested by the timescale sepa-
ration plot. The scale here is discrete, with each state’s region
represented by a different colour on the map.
motion and the PICs is not physical, the resulting graph does not necessar-
ily need to be intuitive, and so clustering and MSM/HMM generation pro-
ceeded. After generating the MSM and coarse-graining it into an HMM, the
following statemap was produced.
Rather than the 6 states thought to be available, the largest seperation be-
tween groups came by grouping into 9 different states. The statemap above
shows the splitting of the PICs into the various states, while the diagram
below shows the labelled state examples for each. Each state appears to be
spread throughout the pic-space, indicating that a range of disparate pic val-
ues are grouped together into one state. Extracting examples of each of the
states yields something interesting, as shown below.
As can be seen (figure 3.39), the 6 states initially theorised are present in the
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FIGURE 3.39: Example states for 350 K for tetramantane. While
the analysis resulted in dividing the trajectory into 9 different
states, visual inspection of the sample orientations generated by
the code resulted in only 6 visually distinct orientations being
found, with other states showing only minor adjustments of the
overall orientation.
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example states, however all of them have been grouped into a single state.
This behaviour is mimicked for each of the states, meaning that the analysis,
while it has clearly shown the presence of the states theorised, is picking up
on some other form of motion in the data. By comparing the pic plot and state
map, we can see that barriers between states vary widely, with a maximum
barrier of around 30 kJ mol−1 present as the transition between some states.
Performing the correlation analysis on the data can give us a different insight
into the motion. Correlated motions have previously been studied through
the use of metadynamics [44], as accelerated MD methods have been used as
alternatives to MSM methods [141]. In the case for tetramantane, this analysis
is not performed by splitting the data into states, but uses the direct output
of the PCA analysis, and shows us how correlated the various molecules are
in their motion. Extracting the correlation coefficients for each temperature
shows us that as the temperature increases, there are fewer examples of pairs
of molecules achieving a coefficient of higher than 0.5. At 310 K, there are
roughly 250 different pairs of molecules that have a coefficient higher than
0.5, with this number dropping to around 75 at 350 K, while at 400 K there are
no longer different pairs of molecules with this behaviour. This could show
that motion within the system at low temperatures is concerted, that is, once
one molecule has gained enough energy to move, its motion allows neigh-
bouring molecules to copy it. At higher temperatures, the motion becomes
less linked, as each molecule can overcome the energy barriers associated
with motion on their own.
3.5 Conclusion
In this chapter, we analysed dynamics in solid systems, using the diaman-
tane system as our first model and progressing onto triamantane and tetra-
mantane. Using previous NMR knowledge to guide us, a method has been
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developed to probe and observe solid state dynamics using MD techniques,
and the results have been shown to match well with the experimental data,
replicating activation energies and reproducing the behaviour inferred from
the NMR experiments, specifically the C3 rotation. The diamantane results
showed simple three-state motion at the lower temperatures, and more com-
plex dynamics at the higher temperature showing that our method is able to
detect the different motions of the system using the same input. Identifying
features of the molecules or system that can be used to describe it is a key
step, and the use of intramolecular vectors has provided the results in this
case.
This method can be easily adapted to other systems, as the initial input is
simply a list of any property over time, and can be altered to fit any reason-
able description of the system. Further validation of the method is required
however, to test its applicability to a range of systems. To achieve this, the
same method was attempted on the triamantane and tetramantane systems.
The analysis of triamantane and tetramantane has shown a few of the lim-
itations involved with these methods. Equilibration of the starting systems
has been shown to be key to ensuring accurate data. The choice of PCA or
TICA analysis has been explored, depending on the timescales of the ob-
served motions. The triamantane system was shown to skip between four
different states, related together by a C2 and a pseudo-C2 rotation, with en-
ergy barriers of around 21 and 31 kJ mol−1 respectively. Transition times
between these states varied widely, however an average rate of 12 µs was
obtained for the C2 rotation, and 4.6 µs for the pseudo-C2 rotation. This data
was only obtained during the high temperature simulations, as lower tem-
perature runs did not allow the system to travel freely between the states.
The timescales of motion observed by the MD simulations fit in nicely with
the timescales observed through the NMR experiments.
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The tetramantane system proved limited in the data we could obtain. While
the analysis was successfully run on the system, useful data only arose at
high temperatures as well, suggesting motion is fairly prohibited. The cor-
relation coefficient data for 350K suggested that the motion is highly corre-
lated, with various molecules following each others progress through their
rotations.
Based on the data obtained from the simulations, the NMR data can be inter-
preted further. As the simulations show two motions within the diamantane
system, further NMR experiments can investigate this. In particular, while
the energy barriers calculated from the C3 rotation closely follow those from
the NMR, calculating an energy barrier and transition rates for the 90° ro-
tation would determine whether this can be seen via NMR, as well as pro-
viding a new pathway to allow the molecule to relax. Additional relaxation
measurements should keep these two distinct motions in mind. For tria-
mantane, molecular motion at the microsecond level has been shown by the
simulations, giving credence to the claim that the line broadening is due to
motion at the rate of 1H decoupling. Additionally, seeing the four states dur-
ing the simulations would mean that any rate measurements from the NMR
would need to keep in mind that the rate seen could be a combination of
both motions available to the molecule. The molecular dynamics is provid-
ing a physically plausible model here that cannot be derived directly from
just x-ray diffraction or NMR, but is explaining both finding there. Utilis-
ing this model is key to assessing which experimental data is sensitive to the
motion, as well as showing both the MD and NMR are in quantitative agree-
ment. For the tetramantane, the simulations see six distinct orientations, and
the NMR provides evidence of a C3 rotation. Further analysis would need
to consider the possibility of the molecule flipping through a mirror plane,
although this MSM analysis is struggling with this system. Improving the
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analysis or tailoring it further to this system will provide more information
that can be used to influence NMR experiments. Altering the temperature
of experiments could freeze this motion out, and is an avenue that could be
explored in future NMR experiments, although the relaxation data may be
insensitive to the flips observed.
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4 Furosemide-Picolinamide
4.1 Introduction
Furosemide (FS) is a loop diuretic drug, commonly used to treat fluid build-
up due to heart, liver or kidney failure, but is also used to treat high blood
pressure [142]. It works by inhibiting the NKCC2 transport protein, bind-
ing the chloride transport channel, causing a loss of sodium, chloride and
potassium ions in urine to incite the body to remove fluids. The solid form
of FS has low aqueous solubility and low biological membrane permeability,
meaning the bioavailability of the drug is limited [143, 144]. Due to strong
intra- and intermolcular hydrogen bonding, the crystal resists dissolution,
and so modifying these properties can enhance the solubility of the drug and
improve its bioavailability and effectiveness.
One method to increase the bioavailability is to design coformers and sol-
vates that can increase solubility and drug release rate. FS is a flexible molecule
with a furan ring, and contains both hydrogen bond donor and acceptor
groups, with additional halogen bonding available from chlorine. All this
combined allows FS to exist in a number of different solid forms when crys-
talline. In this chapter, I will focus on the study of one particular FS co-
crystal, a furosemide-picolinamide (FSPA) co-crystal with solvates formed
from either ethanol (FSPA-ETH) or acetone (FSPA-ACE). FSPA forms a co-
crystal containing solvent channels, the structure of which has been shown
in figure reffig:fspascheme.
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The structure from X-Ray Diffraction (XRD) suggested the solvent molecules
present were highly disordered. The structure of the solvated co-crystal was
determined to contain a channel between the molecules, in which the solvent
lies. While electron density was observed in the solvent sites, resolving this
into the atoms of the solvent proved fruitless, as the solvent was too disor-
dered to be modelled. The methodology presented in the methods chapter
seems perfect for identifying the dynamics and extracting relevant proper-
ties, with SS-NMR allowing us to verify these results.
4.2 NMR Results
Previous NMR experiments were recorded by Hannah Kerr of the Hodgkin-
son group at Durham with the intent of characterising the disorder of the co-
crystal. Focusing on the ethanol solvate, an attempt to use the 13C linewidth
of the ethanol CH2 peak was made to provide information on the dynamics
present. While an increase in linewidth was observed, the data was not good
enough to extract an Ea from the data. Instead, the 13C T1 relaxation times of
the ethanol peaks was used, measuring the decrease in the relaxation times
to fit to an Arrhenius curve. This yielded an Ea value of 19± 0.9 kJ mol−1 for
the CH3. The fitting has been shown in figure 4.2.
Studies on the FSPA-Acetone system included lineshape analysis at a variety
of temperatures, the result of which has been shown in figure 4.3. The fitting
between the -31 ◦C data and a 500 kHz flip rate is reasonable, however the
other temperatures have proven difficult to assess, as the lineshapes could
apply to a large range of flip rates. The use of 2H T1 experiments to predict
an activation energy yielded a result of 7.9± 0.2 kJ mol−1, and the fitting has
been shown in figure 4.4. These data points give us a starting point to work
with, as well as a set of experimental data to compare to.
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FIGURE 4.1: A top-down view of the FSPA crystal simulation.
The furosemide and picolinamide molecules have been repre-
sented by lines, while the solvent (acetone) is clearly shown sit-
ting in the solvent channels, which continue through the plane
of the paper.
4.3 Particulars of Method
This study considers the FSPA solvate crystal structures containing ethanol
or acetone. The system was built using coordinates from supplied CIF files
obtained by XRD at 120 K. The unit cell of FSPA-ACT at 120 K was 5.047 Å
x 14.428 Å x 14.778 Å with 77.35, 83.13, 96.34 degree angles, and FSPA-ETH
was 5.209 Å x 14.641 Å x 14.565 Å with 76.38, 87.59, 83.24 degree angles.
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FIGURE 4.2: 13C T1 relaxation times of the ethanol solvent fit to
an Arrhenius model. Data supplied by Helen Wickins [145].
Atomic positions of solvents were not resolved through XRD, therefore we
placed one molecule of solvent (either ethanol or acetone) in the channel of
each unit cell of FSPA channel.
All of the systems have been modelled with Amber force field [147, 148], as-
signed through GAFF [149, 150]. Molecular dynamics simulations were per-
formed with GROMACS 2016.4 [111]. Each simulated system was first en-
ergy minimised using a steepest descents algorithm, with convergence when
the maximum force on any atom was less than 100 kJ mol−1 nm−1. Then,
to allow solvent molecules to move into equilibrium positions, the FS or PA
molecules were positionally restrained with the SHAKE algorithm [151, 152],
while the solvent molecules were allowed to move freely. The system was al-
lowed to equilibrate for 50 ns in the NPT ensemble with the velocity-rescale
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FIGURE 4.3: Variable temperature 2H spectra of FSPA-Acetone
compared to EXPRESS simulated static 2H spectra using a two-
site jump model. Data supplied by Hannah Kerr [146].
Berendsen thermostat at 120 K, the temperature coupling constant set to 0.1
ps, and an isotropic Berendsen barostat at 1 bar, with a pressure coupling
constant of 1 ps. The solvent molecules were assumed to be relaxed when
the solvent molecules were evenly distributed with respect to channel sym-
metry. This was determined by utilising the vectors shown in figures 4.5 and
4.6. The vectors can point either “up” or “down” the channel, and once the
populations of “up” and “down” were equal, the system can be said to be
equilibrated. This was judged qualitatively by eye by plotting the distribu-
tion of the relevant vectors. The convergence of the system was also assessed
using RMSD. The RMSD of the system with respect to itself was plotted over
time, and once this value had levelled off, the system can be said to be equili-
brated. This is because as the simulation starts, the system will move a little
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FIGURE 4.4: 2H T1 relaxation times of the acetone solvent fit to
an Arrhenius model. Data supplied by Helen Wickins [145].
from the crystallographically fixed positions, but should maintain the over-
all structure. Once this relaxation has tailed off, the RMSD will level off, and
the system is equilibrated. The positional restraints were then removed, and
the system was allowed to equilibrate for 50 ns with the same protocol as
above, with temperature set to 120 K as in the original crystal structure de-
termination. The equilibration protocol described above allowed crystallo-
graphically poorly resolved groups to undergo reorientation and explore the
available phase-space. The equilibration simulations were followed by an
annealing run, using the same parameters as above, where the system was
heated from 120 K to 323 K, with incremental temperature rises of 3 K/ns
up to 273 K, and 1 K/ns thereafter, each step followed by 10 ns relaxation to
prevent a lag, before the next temperature increment. Using this simulated
annealing, we extracted structures at temperatures of 250 K, 263 K 273 K, 283
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K, 294 K, 303 K, 313 K and 323 K. These structures were then simulated in
an NPT ensemble with the Nose-Hoover thermostat at the given tempera-
tures with the temperature coupling constant set to 1 ps, and an anisotropic
Parrinello-Rahman barostat at 1 bar, with a pressure coupling constant of 1
ps for 100 ns. The choice of these temperatures is related to previous NMR
work, with spectra having been taken at 273 K and 294 K.
As with the previous systems, there was a clear choice of two vectors to de-
scribe the overall orientation of the molecules. For acetone, we took one
vector from the central carbon to the oxygen, and another between the two
methyl group carbons. For ethanol, we took one vector from the methyl car-
bon to the methylene carbon, and then from the methylene carbon to the
oxygen atom. Figures 4.5 and 4.6 illustrate the analysis vectors chosen. By
choosing these vectors, we are excluding any methyl dynamics from the ace-
tone; these have been well-documented and the dynamics within the group is
very fast, so is of little interest in this system. The ethanol vectors do exclude
the O-H dynamics from consideration. This is for similar reasons however,
as the O-H bond is much more mobile than the C-O bond. While the O-H
bond could form a hydrogen bond with the crystal atoms, the same is true
of the C-O bond vector, and the C-O bond in conjunction with the C-C bond
give us a much greater description of the overall molecular orientation.
Following the same method for optimisation as detailed in Chapter 3, first
the TICA lag time is optimised, followed by the number of cluster centres,
MSM lag time and the number of HMM states. This process will be shown
first for the FSPA-ethanol system, then for the FSPA-acetone system.
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FIGURE 4.5: The analysis vectors chosen for the FSPA-Acetone
system. The dark blue spheres indicate the carbons chosen for
the vectors in each diagram, while the arrows show the direc-
tion and orientation of the vector.
FIGURE 4.6: The analysis vectors chosen for the FSPA-Ethanol
system. The dark blue spheres indicate the carbons chosen for
the vectors in each diagram, while the arrows show the direc-
tion and orientation of the vector.
4.4 FSPA-ethanol
Graphs 4.7, 4.8, 4.13 and 4.14 show the implied timescales calculated after
performing a TICA transformation using a variety of lag times (1, 10, 500)
and clustering using 128 clusters. The lag times are simply multiples of the
simulation timestep, which for these simulations is 0.5 fs. From the plots, it
can be seen that the timescales continue to increase, but after only 3 steps start
to become smaller than the lag time. Producing a Markov model while the
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FIGURE 4.7: The implied timescale plots generated to test the
effect of changing the lag time on the FSPA-ETH system at 273
K. The graphs were produced using lag times of A) 1 B) 10 and
C) 500 simulation steps, where each step is 0.5 fs.
timescales of interest are smaller than the lag time chosen leads to inaccurate
results. It can also be seen from the plot that the first implied timescale is far
higher than any further ones, suggesting already that a 2-state model is best
suited to fit this data. There is no major change in the timescales dependent
on the TICA lag time, and so a lag of 5 was chosen.
The TICA data was then clustered with varying numbers of cluster centres:
12, 48, 64, 128, 256 and 512. Graphs 4.8 and 4.14 show the implied timescales
for MSMs determined after using the specified number of cluster centres:
Increasing the number of cluster centres (see figure 4.8) does have a small
effect on the timescale plots, as the lines become less curved, straightening
out somewhat earlier on. This is because the transitions described by the
lines become smoother, as rather than jumping rapidly between two poorly
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FIGURE 4.8: The implied timescale plots generated to test the
effect of changing the number of cluster centres on the FSPA-
ETH system at 273 K. The graphs were produced using A) 12
B) 64 and C) 512 cluster centres.
clustered states, the molecule’s trajectory is able to explore more of the in-
termediate space between two states. This results in timescales converging
earlier, and thus a smaller Markov time for the model. The Markov time is the
smallest time at which the model converges, displayed on the graph by the
beginning of the almost horizontal portion of the graphs. Choosing a smaller
Markov time in this case is useful: the timescales soon become shorter than
the lag time, meaning we start to lose useful information. By choosing a
smaller Markov time we can include as much of the dynamic information
as possible while ensuring the timescales are not shorter than the chosen lag
time. These concepts have been discussed in sections 1.1.3 and 2.6.1.
Once appropriate parameters have been selected, we can start to analyse the
data. The analysis is presented in detail in Chapter 3, and a similar process
will be followed here. We first consider the simulation run at 273 K.
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FIGURE 4.9: FSPA-Ethanol TICs 1 to 4. These graphs were pro-
duced for the 273 K system, using 256 cluster centres and a lag
time of 10 simulation steps, where each step is 0.5 fs.
Figure 4.9 shows the free energy plots for the TICA components for the FSPA-
ethanol system, the first figure showing the projection of the free energy on
the first and second TIC, while the second figure does the same for the third
and fourth TIC. From the graph showing components 1 and 2, we can see 6
major areas of low energy: two each on the bottom right and upper left, and
one each on the upper right and bottom left. These six states can be split into
two groups of three, with one group on the left, and the other on the right.
Moving between states within the groups has an associated energy barrier
of around 10 kJ/mol, while moving from group to group has a barrier of
around 14-16 kJ/mol. These values are obtained from inspection of the free
energy diagram (figures 4.9). We use the state map to divide the FED into
regions, then move from the centre of one region to another, taking the path
that requires the least amount of energy. In this way, we can plot a course
from state to state and determine the rise in energy as we move between
them. The presence of 6 groups of low energy also gives us an indication that
choosing 6 metastable sets to produce the Hidden Markov Model (HMM)
would be a sensible choice. The ITS plot can give us additional information
at this point.
Figure 4.10 shows us that the timescales involved are extremely rapid at 273
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FIGURE 4.10: FSPA-ethanol ITS plot at 273 K. This graph shows
how the length of each implied timescale changes as we vary
the lag time of the Markov model. Each step is 0.5 fs. A TICA
lag time of 10 steps and 256 cluster centres were used, matching
graph B in figure 4.7 and placing it between graphs B and C in
figure 4.8
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K, with a lag time of around 3 reached before moving into the grey region,
where the timescale is shorter than the lag time. Additionally, this plot shows
us that the first timescale is far greater than any of the others. As the ra-
tio of each timescale to the next one guides us in choosing the number of
metastable states available, this indicates that partitioning the data into two
groups would be best, which goes against our intuitive reading of the FED.
However, this shows the usefulness of Markov modelling: this is telling us
that one motion is much slower than the rest. We can confirm how many
states would be better by producing a graph of the ratio of each timescale
with its following timescale, presented in figure A.2 in the appendix. The
timescale separation confirms what can be seen from the ITS plot: While
there is a ratio of around 8 between the first timescale and the second, the
ratios are just over 1 following that, showing that using 2 metastable sets for
the HMM is recommended. This seperation into two states is obvious from
the ITS plot, however performing this ratio analysis allows us to see if any
further partitioning of states would be wise. After producing the HMM, we
can create a metastable set graph, showing the density of each group on the
TICA plots we have seen before. This graph is presented in figure 4.11.
Our initial guess is correct: The HMM has separated the trajectory into two
groups, one on the left and the other on the right. These will correspond to
two major orientations of the ethanol. Examples of these orientations can be
extracted from the trajectory. These examples have been presented in figure
4.12.
The key difference between these states is the position of the alcohol group:
in one state it is pointed up, while the other is pointed down, and the ma-
jor transitions present in the system are between these up and down states.
The transition time between states is rapid, with average transitions times
of 0.5±0.006 ns between states at 273 K. This number was obtained using
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FIGURE 4.11: FSPA-ethanol state map using 2 metastable. This
graph shows the division of the free energy diagram projected
along TICs 1 and 2 into the different metastable states. The pres-
ence of points relating to one state within the area of another is
a result of the clustering in the four dimensions given by the
TICA analysis, but only presenting in two dimensions.
FIGURE 4.12: FSPA-ethanol example orientations.
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State from\State to 0 1
0 - 0.535±0.006
1 0.585±0.006 -
TABLE 4.1: A table showing the times in ns of transitioning
from any state to any other state for the FSPA-ETH system at
273K. Uncertainties are calculated based on the standard devi-
ation of 100 estimates of the transition time. The lack of overlap
between the times can be attributed to the trajectories exhibit-
ing more transitions in one direction than the other. As this
is just an artifact of sampling, extending the trajectory length
would equilibrate these times.
Temperature Average transition time
263 0.600±0.007
273 0.560±0.006
283 0.470±0.005
294 0.362±0.003
303 0.287±0.002
313 0.219±0.001
323 0.183±0.0006
TABLE 4.2: A table showing the average transition time be-
tween the two states for the FSPA-ETH system for each sim-
ulated temperature. These values were calculated by averaging
the transition times from state 0 to state 1 and state 1 to state 0.
Transition Path Theory (TPT), as explained in Chapter 2. Analysis of the cor-
relation coefficients show that no two distinct molecules shared a correlation
coefficient of higher than 0.5. This indicates that the motion of the individual
ethanol molecules is uncorrelated with the motion of the others.
Table 4.2 shows the average transition time between states for each tempera-
ture simulated. As the temperature increases, the transition time steadily de-
creases, starting to tail off. Modelling the evolution of these transition times
as an Arrhenius type expression with the equation τc = τ0 exp EaRT yields an
activation energy of 14.2 ± 0.4 kJ mol−1. This energy is roughly the same
strength to a typical hydrogen bond, which could indicate the key process
for the ethanol rotation is the making and breaking of these hydrogen bonds.
From the NMR, an activation energy of 19± 0.9 kJ mol−1 was found, so the
NMR and MD results are on the same order of magnitude.
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FIGURE 4.13: The implied timescale plots generated to test the
effect of changing the lag time on the FSPA-ACE system. The
graphs were produced using lag times of A) 1 B) 10 and C) 500
simulation steps, where each step takes 0.5 fs.
4.5 FSPA-acetone
The following graphs (figures 4.13 and 4.14) show the selected implied timescale
plots calculated after performing a TICA transformation using a variety of
lag times (1, 10, 500) and clustering using 128 clusters. From the plots, it can
be seen that the timescales continue to increase, but after only 20 steps start
to become smaller than the lag time.
The TICA data was then clustered with varying numbers of cluster centres:
12, 48, 64, 128, 256 and 512. Figure 4.14 shows the implied timescales for
MSMs plotted after using the specified number of cluster centres: Increas-
ing from 12 to 64 shows a significant improvement in the timescale, as the
timescales move further away from the grey zone, with the highest timescale
converging quicker than with 12. There is a similar improvement, albeit less
dramatic, when changing from 64 to 256 clusters. No significant change was
found when changing from 256 to 512, and so 256 clusters was chosen.
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FIGURE 4.14: The implied timescale plots generated to test the
effect of changing the number of cluster centres on the FSPA-
ACE system. The graphs were produced using A) 12 B) 64 and
C) 512 cluster centres.
From the NMR data, a simple 2 state flip was hypothesised for the acetone
motion, as numerical simulations using this model were shown the match
the experimental NMR well. Using this information to guide us, we can
begin our analysis of the FSPA-Acetone system. First we will consider the
simulation run at 273 K.
Figures 4.15 and 4.16 show the free energy plots for the first four TICA com-
ponents for the FSPA-acetone system. From the graph showing components
1 and 2, we can see 4 major areas of low energy, one on each corner. This sug-
gests that there are four metastable states available in this system. Moving
between states has an associated energy barrier of around 12 kJ/mol in this
case. This gives us an indication that choosing 4 metastable sets to produce
the HMM would be an accurate choice. We can now turn to the ITS plot for
additional insight.
The ITS plot shows us that the motion in this system is around 10 times
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FIGURE 4.15: FSPA-acetone TICs 1 and 2. This graph were pro-
duced for the 273 K system, using 256 cluster centres and a lag
time of 10 simulation steps, where each step is 0.5 fs.
slower than the majority of the motion in the ethanol system, although the
slowest timescale in the ethanol system is comparable to the motion here.
An appropriate lagtime from this graph is around 40 steps, compared to the
3 steps found for the ethanol solvate. Additionally, this plot shows us that the
first three timescales are the easiest to access, with other, more rapid motions
quickly falling into the grey region. From this, it confirms that 4 metastable
sets would be appropriate for the HMM. We can confirm this by producing
a graph of the ratio of each timescale with its following timescale, presented
below.
The timescale separation differs from what can be seen in the ITS plot: While
producing a HMM using 4 states (represented by index 2 on the graph) would
be a good choice, using 6 states has an even greater separation ratio. How-
ever, the timescales in question lie in the grey region in the ITS plot, and so
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FIGURE 4.16: FSPA-acetone TICs 3 and 4. This graph were pro-
duced for the 273 K system, using 256 cluster centres and a lag
time of 10 simulation steps, where each step is 0.5 fs.
using them for analysis must be performed with care. Producing two differ-
ent HMMs, one for 4 states and the other for 6, would be prudent, to com-
pare their features. After producing the HMM, we can create a metastable set
graph, showing the density of each group on the TICA plots we have seen
before. This graph has been presented in figures 4.19 and 4.20.
The state map plots show that while four states have been assigned to the
four corners, as expected, there are two states that seem to be intermediates
between pairs of points, one on the left of the graph and one on the right.
These states are theorised to be the intermediate states between transitions.
However, it is interesting that only two transitions have intermediate states,
while the others do not. This could point to two options: either these tran-
sitions are slower, meaning the molecules spend more time in this stable in-
termediate state before moving to one of the four “main” states, or that these
should also be included as “main” states.
From the statemap we can see that states 0 and 1 are the intermediate states.
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FIGURE 4.17: FSPA-acetone ITS plot. This graph shows how
the length of each implied timescale changes as we vary the lag
time of the Markov model. Each step is 0.5 fs.
State from\State to 0 1 2 3 4 5
0 - 2.283±0.176 4.792±0.213 4.618±0.246 4.306±0.255 4.374±0.240
1 2.197±0.190 - 4.597±0.211 4.462±0.241 4.487±0.255 4.580±0.255
2 3.759±0.324 3.652±0.284 - 4.668±0.289 4.626±0.215 3.474±0.281
3 3.743±0.321 3.674±0.282 4.826±0.274 - 3.301±0.312 4.726±0.193
4 3.573±0.328 3.841±0.278 3.761±0.183 3.442±0.283 - 4.541±0.294
5 3.559±0.340 3.851±0.269 3.691±0.272 4.784±0.206 4.459±0.327 -
TABLE 4.3: A table showing the rates in ns of transitioning from
any state to any other state for the FSPA-acetone system at 273
K
Transitions between these states are faster than transitions out of these states
by roughly 1 ns, while states 2-5 show fairly equal transition times between
all states except those opposite each other on the state map (2-3 and 4-5). This
suggests that the acetone moves from the “corner” states to an intermediate
state, rapidly switching between the two intermediate states, and then settles
into a more stable “corner” state again.
The state samples show us that the four states are related by two 180° rota-
tions: One around the carbonyl bond and another perpendicular to this while
still in the plane of the molecule. Combining these two 180° rotations gives
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FIGURE 4.18: FSPA-acetone timescale separation plot. Each
point shows the ratio of timescale n and timescale n + 1, with
index 0 showing the ratio between timescales 1 and 2.
FIGURE 4.19: FSPA-acetone state map for 273 K. This graph
shows the division of the free energy diagram projected along
TICs 1 and 2 into the different metastable states.
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FIGURE 4.20: FSPA-acetone state map. This graph shows the
division of the free energy diagram projected along TICs 3 and
4 into the different metastable states.
us the motions available to the molecule, with transitions times ranging from
4-5 ns at 273 K. These transitions times slow down significantly as you reach
250 K, with the time ranging from 15-22 ns. Correlating these states to the
statemap shows us that transitioning from the “top” to the “bottom” corners
involves a rotation about the C-C bond vector as shown in figure 4.5.
At temperatures higher than 273 K, the separation of timescales from the
Markov model changes, indicating that division into 4 states is the optimum
for the HMM. From the state map 4.22, we can see that the intermediate states
from the lower temperatures have been absorbed by their closest corner. This
could indicate that transitions between the two intermediate states have be-
come so rapid that the states cease to exist for a comparable length of time
compared to the 4 “major” states, while at 273 K they are stable enough to
have a comparable timeframe.
4.5. FSPA-acetone 133
FIGURE 4.21: FSPA-acetone example orientations. The same
carbon has been highlighted for each acetone molecule, to high-
light the change in C-C vector as well as the change in C-O
vector between states. Example orientations for the intermedi-
ate states showed a range of orientations, as they can explore a
much larger portion of the state space than the “corner” states.
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FIGURE 4.22: FSPA-acetone state map for 323 K. This graph
shows the division of the free energy diagram projected along
TICs 1 and 2 into the different metastable states.
Temperature Corner->Corner Side->Side Top->Bottom Middle->Corner Corner->Middle
250 15.47 16.04 11.34 16.77 17.12
263 16.94 17.38 11.27 22.9 25.08
273 4.62 4.75 3.51 4.43 3.33
283 1.9 1.99 1.53 - -
294 1.62 1.69 1.3 - -
303 1.17 1.21 0.98 - -
313 0.99 1.03 0.85 - -
323 0.7 0.73 0.63 - -
TABLE 4.4: A table showing the average transition time in ns
between the six or four states for the FSPA-ace system for each
simulated temperature. Transition times have been grouped ac-
cording to the type of transition, with average times for each
set of states reported. The headings indicate moving between
the states as detailed in figure 4.19, with the “corner to corner”
transitions indicating transitions between states 2-3, and 4-5,
“side to side” between states 3-4 and 2-5 and “top and bottom”
transitions between states 5-3 and 2-4.
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Table 4.4 shows the average transition times for each type of transition ac-
cording to the state map (figure 4.19) for the simulations from 250 K to 323 K.
From 273 K to 323 K, there is a steady decrease in the transition times, while
there is a rather large jump of about 10 ns between 263 and 250. Of interest to
note is that the transition between the “bottom” and “top” states is generally
the fastest. From the state map, this refers to rotating the acetone molecule
about the C-C vector as shown in figure 4.5. Modelling the transition rates
using an Arrhenius type expression with the equation: τc = τ0 exp EaRT yields
activation energies of 24.85± 0.6, 24.756± 0.6 and 22.59± 0.55 kJ mol−1 for
the corner-corner, side-side and top-bottom transitions respectively. All of
these transitions are on the order of a hydrogen bond strength. While the
breaking of a hydrogen bond would make sense for the corner-corner and
top-bottom transitions, as these reorient the C=O bond, this does not explain
the side-side transition also showing this energy barrier.
Analysis of the correlation coefficients showed that for every temperature
above 250 K, there was no significant correlation between molecules, with
most pairs of molecules having correlation coefficients below 0.5. However,
at 250 K, there is an abundance of molecule pairs with coefficients greater
than 0.5. This could indicate that at high temperatures, the molecules move
randomly flipping between the various states with no interaction from neigh-
bouring molecules, but at lower temperatures, the motions start to become
correlated, with one molecule’s rotation influencing neighbouring molecules
to move. This could indicate co-ordinated motion within the crystal structure
of the FSPA molecules. Rotations of the acetone molecules within one chan-
nel may distort or require a distortion within the crystal to allow the molecule
to move, which could in turn cause a similar distortion further down the
crystal, allowing another molecule to also flip.
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2H NMR
The data derived from the MD simulations gives us insight into the 2H NMR.
Flip rate models and simulated spectra had been generated assuming a single
180° rotation, the rotation axis along the C=O bond. The simulations have
shown that two distinct rotations are occuring, often in concert with each
other. Using this updated 4-state model gives us transitions that cannot be
seen by NMR. When both rotations occur, the average C-D bond vector is
reversed, and so the 2H quadrupolar tensor has an equivalent orientation.
As a result, the combined four state motion cannot be distinguished from the
two state model. The flip rates determined from the analysis are extremely
fast, on the order of several nanoseconds for 273 K and less than 2 ns for
temperature 283 K and over. As movements on these timescales correspond
to motional frequences of several hundred to several thousand MHz, these
are well over limit of fast motion, and therefore should not interact with the
deuterium quadrupolar coupling constant during measurements.
4.6 Conclusion
In this chapter, we anlaysed the dynamics within a solid pharmaceutical sys-
tem, focusing on the acetone and ethanol solvates. Using the results of the
NMR experiments as a starting point, we applied the method from the pre-
vious chapter to observe and model the dynamics present, combining MD
simulations with Markov modelling to obtain results that can explain the
NMR data and allow insight into the motion of the solvents. The acetone
motion has been shown to be more complex than modelled with the NMR,
with 4 major states available to it at higher temperatures, and intermediate
states available at lower temperatures. These states have been characterised
and related to each other through two separate C2 rotations, with activation
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energies on the order of strength of a hydrogen bond. The use of intermolec-
ular vectors has allowed us to gain this insight, as well as reducing the time
taken to analyse the data.
The same method was utilised to analyse the ethanol solvate as well, pro-
ducing a 2 state model, although the TICA free energy diagrams indicate
that while additional states may be present, transitions between them are too
rapid to produce a reasonable model. The energy barrier obtained from the
MD is in good agreement with the NMR experiments, showing that this two
state flip is a reasonable explanation of the ethanol motion. The motion is
also likely to be uncorrelated, with the ethanol molecules able to flip inde-
pendently of each other.
Furthering these investigations would include additional simulations at lower
temperatures. The motion observed is rapid, and so lowering the tempera-
ture would allow us to determine how the molecule moves from state to state,
via the suggested rotations or through another pathway. This could also be
of use specifically with the ethanol solvate: the presence of additional local
energy minima on the TICA free energy diagram suggest that there are more
accessible states, but that our current simulations do not spend enough time
in them to analyse. Lowering the temperature would keep them there longer,
and may help to explain the motion further.
In light of the simulations, the NMR data can be analysed further. The model
spectra produced in figure 4.3 assumed only a two-site jump model, so en-
hancing this model with all four sites would improve the analysis. The ad-
dition of the pseudo-C2 rotation makes physical sense, as the solvent cavity
is directionless, allowing relatively free rotation. The MD is providing this
plausible model that cannot be directly derived from just x-ray diffraction
or NMR. Additionally, selectively labelling one carbon in the acetone sys-
tem could allow the experiments to see these two motions in action, perhaps
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allowing measurement of the rates of each using the NMR. For the ethanol
solvate, we can see two major states with each state possibly having three
minor states associated with them. This complex motion helps to rationalise
the NMR data, as the experimental results do not fit well to simple models.
Assuming lower temperatue simulations corroborate this, performing NMR
experiments at these low temperatures could allow us to see this fine motion,
or clearly seperate the two major orientations available to the ethanol.
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5 Conclusions and Future work
5.1 Major conclusions
The work presented in this thesis has the overall aim of utilising Markov state
modelling techniques in order to better understand and explain the motions
observed through the use of other techniques, most prominently NMR spec-
troscopy. A workflow was envisaged, in which initial NMR studies would
act as a guide for the MD simulations, giving an idea of which kinds of
motions to expect and their timescales. The MD would then be performed,
which can directly show the motions taking place, using the MSM analysis
to determine states and the rates of moving from one state to another. The
activation energy obtained from the NMR experiments can be used to vali-
date the MD, as well as determine whether both techniques are observing the
same motion. The MD and MSM analysis can then be used to search for other
motions, by altering the temperature of simulations or changing between the
use of PCA or TICA analysis.
For the diamondoids, this idea was shown to have varying levels of success.
The technique was particularly useful for diamantane, clearly showing the
C3 rotation, as well as indicating the presence of 90° rotations and providing
agreement in the activation energies calculated from the NMR and the MD.
For the triamantane and tetramantane systems, the analysis proved trickier,
indicating some key parameters that need to be carefully chosen, as well as
some of the limitations of the technique. However, for triamantane, useful
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motional data was obtained, showing two different possible motions and the
rates and energies of each. For tetramantane, the analysis obtained six dis-
tinct states, but would require further work to fully characterise the motions.
In the pharmaceutical systems analysed, the motion of the solvent molecules
was investigated. Again, preliminary NMR studies indicated the presence
of motion for both systems, as well as a theorised 2 site jump for both sys-
tems. While the MD corroborated this for the ethanol solvate, for the acetone
it indicated the pesence of four distinct sites, as well as intermediate states
at the lower temperatures. The activation energies of these rotations were
also in agreement with the NMR, and the motions were determined to be
uncorrelated to each other.
In general, the techniques have been shown to have reasonable success in
describing the motions present in solid systems. Simple motions can be ob-
tained, on both the long and short timescales, requiring only a quick change
in technique to differentiate between the two. Additionally, motion that can-
not be seen by NMR or XRD can be found, and the technique naturally shows
the presence of other motions along the timescales it can see as well, without
specifically searching for them. The semi-automation of the analysis is also
useful, allowing a chemist with brief training to accurately use the code, al-
lowing anyone to obtain the same results.
5.2 Future work
Future work on these systems would focus on two aspects: For the FSPA
systems, lowering the temperature of the ethanol solvate could give us in-
sight into other potential motions, as there is some evidence of six states be-
ing available, with rapid motion linking three states together into another
metastable set, as seen so far. Lowering the temperature would freeze this
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out, and potentially allows us to see these more rapid motions. For the ace-
tone system, lowering the temperature of the systems could give greater in-
sight into the intermediate states. For the diamondoids, the 90° motion seen
could be investigated further, through higher temperature simulations or by
extending the lower temperature ones to see this motion. For triamantane
and tetramantane, the analysis needs to be refined further, to allow more
useful information to be seen. Extending the simulation length for tetraman-
tane and reconsidering the vectors used as input data could aid in this, while
longer simulations for the triamantane, or expanding the simulation cell can
give more data to work with.
The techniques and workflow described in this work can be applied gener-
ally to any solid system, provided several starting pieces of information are
available: A unit cell, an appropriately generated force field topology, and a
general idea of the motion within the system. Once these pieces of informa-
tion are obtained, the simulation and subsequent analysis can be performed.
While the simulation protocol requires specialist knowledge, the analysis can
be semi-automated, allowing a chemist to obtain this data rapidly after some
small training. This general applicability could help the analysis become rou-
tine in studies of motion within solid systems, due to its accuracy and ease
of use.
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A Appendix A: Data Tables
A.1 Chapter 3: Diamondoids
State from\State to 0 1 2
0 - 4.91 4.70
1 4.97 - 4.71
2 4.90 4.86 -
TABLE A.1: The transition rates from state to state in ns for the
310 K system.
State from\State to 0 1 2
0 - 3.04 2.90
1 3.06 - 2.89
2 3.04 3.02 -
TABLE A.2: The transition rates from state to state in ns for the
325 K system.
State from\State to 0 1 2
0 - 1.33 1.35
1 1.35 - 1.35
2 1.37 1.35 -
TABLE A.3: The transition rates from state to state in ns for the
350 K system.
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Residue 1 Residue 2 Correlation coefficient value
17 17 0.999
23 23 0.999
44 44 0.999
60 60 0.999
101 101 0.999
TABLE A.4: An excerpt of the correlation coefficients for the 350
K system. Coefficient values can range from 0 for entirely un-
correlated to 1/-1 for entirely postiively/negatively correlated.
FIGURE A.1: The TIC 1/2 plot for triamantane. From left to
right, the temperatures are 310 K, 350 K and 400 K.
State from\State to 0 1 2 3
0 - 16.27±4.85 1.16±0.62 8.51±2.88
1 56.55±51.56 - 20.62±15.69 2.40±2.11
2 35.93±39.27 15.11±4.7 - 7.35±2.61
3 54.15±51.14 7.76±2.95 18.22±14.99 -
TABLE A.5: The full transition times from state to state in µs for
the 400 K system. The high uncertainties on many of the values
is indicative of the slow speed of these transitions, and the lack
of transition events present in the simulation. The simulation
lasted 400 ns, and yet the model is predicting transition times
of at least one order of magnitude above this.
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FIGURE A.2: FSPA-ethanol timescale separation plot. Each
point shows the ratio of timescale n and timescale n + 1, with
index 0 showing the ratio between timescales 1 and 2.
