Abstract
Introduction
Laplacian face is an unsupervised and appearance based approach to human face recognition. This approach uses locality preserving projections (LPP) in which face images are mapped into a face subspace for analysis. LPP uses local manifold structure rather than global Euclidean structure being used by principle component analysis (PCA) and linear discriminant analysis (LDA). Specifically, Laplacian faces are the optimal linear approximations to the eigenfunctions of the Laplace Beltrami operator on the face manifold. The approach of using Laplacianfaces for face recognition was proposed by Xiaofei He et al. (2005) .
Laplacian faces propose a new approach to face analysis, which explicitly considers the manifold structure. To be specific, the manifold structure is modeled by a nearest-neighbour graph which preserves the local structure of the image space. A face subspace is obtained by LPP. Each face image in the image space is mapped to a low dimensional face subspace, which is characterized by a set of feature images, called Laplacian faces. The face subspace preserves local structure, seems to have more discriminating power than the PCA approach for classification purpose.
Locality Preserving Projection
Locality Preserving Projection (LPP) is a new algorithm for learning a locality preserving subspace. LPP seeks to preserve the intrinsic geometry of the data and local structure. The objective function of LPP is as follows
where y i is the one-dimensional representation of image x i and the matrix S is a similarity matrix. A possible way of defining S is as follows:
S ij = {exp (||x i -x j || 2 /t), ||x i -x j || 2 <  = 0 otherwise Where exp (||x i -x j || 2 /t), means if x i is among k nearest neighbors of x j or x j is among k nearest neighbors of x i . ε is sufficiently small, and ε > 0. Here, ε defines the radius of the local neighborhood. In other words, ε defines the "locality". The objective function with our choice of symmetric weights S ij (S ij = S ji ) incurs a heavy penalty if neighboring points x i and x j are mapped far apart, i.e. if (y i − y j ) 2 is large. Therefore, minimizing it is an attempt to ensure that if x i and x j are "close" then y i and y j are close as well. Following some simple algebraic steps, we see that LPP is a general method for manifold learning. It is obtained by finding the optimal linear approximations to the eigenfunctions of the Laplace Betrami operator on the manifold. Therefore, though it is still a linear technique, it seems to recover important aspects of the intrinsic nonlinear manifold structure by preserving local structure. Based on LPP, we describe our Laplacian faces method for face representation in a locality preserving subspace.
In the face analysis and recognition problem one is confronted with the difficulty that the matrix XDX T is sometimes singular. This stems from the fact that sometimes the number of images in the training set n is much smaller than the number of pixels in each image m. In such a case, the rank of XDX T is at most n, while XDX T is an m×m matrix, which implies that XDX T is singular. To overcome the complication of a singular XDX T , we first project the image set to a PCA subspace so that the resulting matrix XDX T is non-singular. Another consideration of using PCA as preprocessing is for noise reduction. This method, we call Laplacian faces, can learn an optimal subspace for face representation and recognition.
The algorithmic procedure of Laplacian faces is formally stated below:
1. PCA Projection: We project the image set {x i } into the PCA subspace by throwing away the smallest principal components. For the sake of simplicity, we still use x to denote the images in the PCA subspace in the following steps. We denote the transformation matrix of PCA by WPCA.
2. Constructing the Nearest Neighbor graph: Let G denote a graph with n nodes. The i th node corresponds to the face image x i . We put an edge between nodes i and j if x i and x j are "close", i.e. x i is among k nearest neighbors of x i or x i is among k nearest neighbors of x j . The constructed nearest neighbor graph is an approximation of the local manifold structure. Note that, here we do not use the ε-neighborhood to construct the graph. This is simply because it is often difficult to choose the optimal ε in the real world applications, while k nearest neighbor graph can be constructed more stably. The disadvantage is that the k nearest neighbor search will increase the computational complexity of our algorithm. When the computational complexity is a major concern, one can switch to the ε-neighborhood.
Choosing the weights:
If node i and j are connected, put
where t is a suitable constant. Otherwise, put S ij = 0. The weight matrix S of graph G models the face manifold structure by preserving local structure.
Eigenmap:
Compute the eigenvectors and eigenvalues for the generalized eigenvector problem:
where D is a diagonal matrix whose ntries are column (or row, since S is symmetric) sums of S,
Let w 0 , w 1 ,…, w k-1 be the solutions of equation (1), ordered according to their eigenvalues, 0≤λ 0 ≤λ 1 ≤…≤λ k-1 . These eigenvalues are equal to or greater than zero, because the matrices XLX T and XDX T are both symmetric and positive semi-definite. Thus, the embedding is as follows:
where y is a k-dimensional vector. W is the transformation matrix. This linear mapping best preserves the manifold's estimated intrinsic geometry in a linear sense. The column vectors of W are the so called Laplacian faces.
Algorithm for Finnding Laplacianfaces
Assumptions:
1. M denotes number of images in the training set. 2. K denotes number of Laplacian faces using which we can approximate a face. K<M 3. All images are NxN matrices, which can be represented as N 2 x1 dimensional vectors.
Algorithm:
1. Obtain M training images I 1 , I 2 , I 3 … I M . The training images must only contain the face and should be centered. In our system, a Ms. Access database is used which contains all the training images. The system has the capability of capturing new faces and inserting it into the database.
The new training faces goes through some processes such as detecting face, resizing and rotation. 2. Represent each image I i as a vector Г i An shown in Fig.1 3. Find the average face vector
4. subtract the mean face from each face vector Г i to get a set of vectors Φ i . Thus, the common features will be removed and we will be left with only the distinguishing features from each face 
12.
The last step is to find embedding manifold y using the following formula.
where W LPP is created in step 11 and X is created in step 2. Thus, y will be a matrix of M x M.
Recognition Task:
1. Obtain a test image T. Pass it to Face Detection algorithm to remove extra pixels and to get only the face. Let's call the detected face I. 2. Resize the image I to the same size of the faces in the training data set. 3. Represent the image I as vector of Г as shown in fig.1 
Distance Measures
Euclidean Distance: The Euclidean Distance is probably the most widely used distance metric. It is a special case of a general class of norms and is given as:
The Mahalanobis Distance: The Mahalanobis Distance is a better distance measure when it comes to pattern recognition problems. It takes into account the covariance between the variables and hence removes the problems related to scale and correlation that are inherent with the Euclidean Distance. It is given as:
where C is the covariance between the variables involved.
Deciding on the Threshold
Why is the threshold, θ important? Consider for simplicity we have only 5 images in the training set as shown in fig.2 . And a test image that is not in the training set comes up for the recognition task. The score for each of the 5 images will be found out with the incoming test image. And even if the test image is not in the database, it will still say the test image is recognized as the training image with which its score is the lowest. Clearly this is an anomaly that we need to look at. It is for this purpose that we decide the threshold. The threshold θ is decided heuristically.
To choose the threshold we choose a large set of random images (both face and non-face), we then calculate the scores for images of people in the database and also for this random set and set the threshold θ. 
Experiment on AT & T Face DATABASE
The system has been tested by AT&T face database. AT&T face database contains faces of 40 different people each having 10 images with different poses and rotation. fig.3 shows an example of the AT&T faces of five people.
One image of each person from the database has been trained to the system and the rest has been kept for testing purpose. Thus, the system had 40 trained images. Then, 200 faces from the AT&T and some other probe images out of the database have been tested. And finally it has been found out that the system could recognize 80% of the faces accurately.
Conclusion
One of the central problems in face manifold learning is to estimate the intrinsic dimensionality of the nonlinear face manifold, or, degrees of freedom. We know that the dimensionality of the manifold is equal to the dimensionality of the local tangent space. Some previous works show that the local tangent space can be approximated using points in a neighbor set. Therefore, one possibility is to estimate the dimensionality of the tangent space.
Face recognition methods are still far to address all the challenges like pose, scale, rotation and illumination. However, Laplacian faces is robust and can minimize some of the problems with pose, scale, rotation and illumination as it preserves the local structure of the face but it can not eliminate it. Laplacian faces is interesting for further research and development activities. 
