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The full-information best choice problem with a random number of observations is considered. 
N i.i.d. random variables with a known continuous distribution are observed sequentially with 
the object of selecting the largest. Neither recall nor uncertainty of selection is allowed and one 
choice must be made. In this paper the number N of observations is random with a known 
distribution. The structure of the stopping set is investigated. A class of distributions of N (which 
contains in particular the uniform, negative-binomial and Poisson distributions) is determined, 
for which the so-called “monotone case” occurs. The theoretical solution for the monotone case 
is considered. In the case where N is geometric the optimal solution is presented and the probability 
of winning worked out. Finally, the case where N is uniform is examined. A simple asymptotically 
optimal stopping rule is found and the asymptotic probability of winning is obtained. 
optimal stopping * best choice problem * secretary problem 
1. Introduction 
The following best choice problem was studied by Gilbert and Mosteller [6, 
Section 31. A known number, N, of i.i.d. random variables from a known continuous 
distribution F are observed sequentially. The objective is to maximize the probability 
of selecting the largest. Neither recall of observations nor uncertainty of selection 
is allowed and one choice must be made. 
This problem for a finite number of observations was solved by a heuristic 
argument by Gilbert and Mosteller in [6]. Bojdecki [l] has given the rigorous proof 
of this result. 
In this paper a similar problem is considered in which the number N of observa- 
tions is allowed to be a random variable with a known distribution. In this generaliz- 
ation the influence of various factors on the length of the observation is taken into 
account. Since N is unknown, the observer faces an additional risk. If he rejects 
any observation, he may then discover it was the last one, in which case he receives 
nothing at all. 
The organization of the present paper is as follows. In Section 2 the precise 
formulation of the above problem is given. This problem can be lead to the classical 
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optimal stopping problem for some Markov chain (cf. Shiryaev [9]). In Section 2 
this reduction is presented too. Section 3 contains preliminary definitions and the 
next modification which facilitates the examination of the stopping set A. Properties 
of A in the general case are investigated in Section 4. The structure of the stopping 
set is described in Theorem 1 via the number of changes of sign of certain sequences. 
Theorem 1 is effectively used in Section 5 in which the so-called “monotone case” 
is considered. Several examples are given and Theorem 2 giving the solution in this 
case is proved. The optimal stopping rule can be expressed as follows: stop the 
observation at the moment n in which the first “leader” occurs such that it exceeds 
x,, where the sequence of the optimal decision numbers (x,,)F=, is non-increasing. 
In Section 6 special examples when the period of observation has the geometric 
or the uniform distribution are considered in detail. In the geometric case it is 
interesting and quite unexpected that the probability of winning (the correct stop) 
in all “natural” situations is constant, equal to e-i. In the uniform case the optimal 
decision numbers for n = l( 1)60 and the probability of winning for n = 
l(1) lO( 5)20( lo)60 are given. A simple asymptotically optimal stopping rule is found 
and the asymptotic probability of winning (equal to 0.4352) is obtained. 
2. The model and its reduction 
Assume that 
(1) 
(2) 
51,62,53,-.. is a sequence of i.i.d. random variables with a continuous 
distribution function F, defined on the probability space (a, 9, P), and 
the number of observations N is a random variable independent of the 
sequence (&)F=i with a known distribution 
P(N=n)=p,, n=0,1,2 )...) : pn=l. 
?I=0 
Let 9 be the set of all Markov moments with respect to the family of g-fields 
($“):=I, where 5” = a( ,$i, . . . , &,, I,,,( IV), . . . , Ii,_,,(N)) and IA denotes the 
indicator function of the event A. 
Consider the following problem: 
(P) Find a stopping time r* E 9 such that 
P(r* c N, &* = max(.$, , . . . , &)) = sup P(TG N, & = max(&, . . . , tN)). 
rc5-r 
Since F is known and continuous then without loss of generality we may addi- 
tionally assume that 
(3) & has the uniform distribution on [0, 11, n EN = {1,2,. . .}. Denote 
Z=P(N~n,&;,=max(~i, . . . . &)Is”) 
= Z{*,= max(f, .--x%)1 f P(N=m,5n=max(5n,...,5m)l~") 
l?l=?l 
= Zif,,= max(h,....t.)l WII 
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and Z,=O. Hence E(2,)=P(~~N,&=rnax(& ,,..., tN)). 
It suffices 
7=fl * &=max([ 
only. Now let 
1 1 ifNZ1, rr= +cc ifN=O; 
~~+,=inf{n: n>~~,n<N,&=max(~ ,,..., &)}, k~fW. 
Define, for k E N, Yk = (TV, .t&) if Tk < l Fox and Yk = 6 if Tk = i-Co, where 6 is a label 
for the final state. Y = ( Yk);P=, is a homogeneous Markov chain with respect to the 
a-fields (9TA);P=,. The state space of this chain is IE = N x [0, l] u (6). Since, for k E N, 
m--l 
P(Yk+lE{M}x[o,y]l~~,l)= 1 J~,,=,~P(Tk+l=*,5,~yl~") 
n=, 
{ 
m-l 
C 4,,=,,(~,/~,)5~-"-'(~ - 6%) ify 2 L = n=, 
0 ify< ti, 
the transition function is 
p(n, x; m, [O, Y]) = p(Tk+l = m, &I =S y(Tk = n, & ‘x) 
i 
(7T,/ Tr,)Xm+’ (y-x) ifn<m and x~y, 
= 
0 otherwise, 
P(% x; 6) = E (Pm/Tn)Xm-n, p(6,6) = 1. 
In=” 
(4) 
For any T E Y. we define a Markov moment u with respect to (97L)pS, as follows: 
(+ = k on the set {T = Tk < +cO}, k E N, and u = +oO on {T = +a}. Thus we have 
2, = w, if 7<+00 
0 ifT=+a I 
=fo( Yv) 
where fO(S) = 0 ( Y, = 6 by definition) and 
fo(n, x) = ; (pm/~,)Xm-n fornEN,XE[O,l]. 
ln=n 
Thus we reduce the initial Problem (P) to the problem of optimal stopping of 
the Markov chain Y with the reward function fO. 
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3. Preliminaries 
Now one should calculate 
where EC,,) denotes the expected value with respect to PC,,+,( .) =p(n, x; . ), and 
display a certain optimal T. From the general theory of optimal stopping (cf. e.g. 
Shiryaev [9]) we have that sO(n, x) satisfies 
sO(n, x) = max{_&(n, x), P0s0(r4 x)1 (5) 
where 
(6) 
for a bounded function h : IE + Iw = (-a, +a~). So Poh(6) = 0 and, from (4), 
I 
1 
$(+I( n, x) = f h(m,y)(7r,/rr,)x”-“-‘dy. 
rn=n+l X 
We do not consider the component h(b)p(n, x; 6) because _&(a) = 0, ~(8,s) = 1, 
s,(6) = 0 and we additionally assume that h(6) = 0. 
The set A = {e E E: s,,(e) =&(e)} we call the stopping set. It is well known that the 
Markov moment 70 = inf{ n E N: Y, E A} is optimal only if r0 < 0~ almost surely (a.s.). 
Our chain attains the state 6 a.s.; therefore T,, is optimal for Problem (P) and in 
order to calculate the optimal strategy it suffices to investigate the stopping set. For 
such a family of functions h (i.e. bounded and h(a) = O), the equality (5) has exactly 
one solution which completely characterizes the set A. Denote 
f(n, x) = n?An. x) = II IAnxm-n, 
nI=n 
(7) 
s( n, x) = 7r”SO( n, x). 
Now we transform (5) to 
s(n, x) = maxU(n, x), Ps(n, x)1 
where 
(8) 
Ps(n,x)= E J 
1 
s(m, y)xm--’ dy. (9) 
m=n+, X 
It is well known that s,(n, x) = lim,,, Q,kfJn, x), where Q,&(n, x) = 
max{f,(n, x), P&(n, x)}. This equality can be written as 
s( n, x) = ti% Q”j”( n, x) 
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where 
Q/In, x) = max{f(n, x), pf(n, x)1. 
Moreover, it is easy to see that 
A={(n,x):s(n,x)=f(n,x)}u{6}. 
From (8) and (10) we have 
(n,x)~A’(;’ s(n,x)=j-(n,x)~Ps(n,x), 
(n,x)@A e s(n,x)=Ps(n,x)>f(n,x). 
Note also that 
f(n, x) ‘Pn +xf(n + 1, x), 
Ps( ?I, x) = s(n+l,y)dy+xF“s(n+l,x). 
(10) 
(11) 
(12) 
4. General properties 
In the general case it is very difficult to determine the stopping set. Now we 
investigate some properties of A. 
First note that 6 E A because f( 6) = 0 = s(S). Moreover, since for each fixed n the 
function f( n, x) is non-decreasing, the function Ps(n, x) is non-increasing and 
f(n, 1) = r?l, Ps(n,l)=O, there exists x,,~[O,l] such that An{n}x[O,l]= 
{n}x[x,, 11. Thus we can write 
A ={s)u G ({nIx[x,, 11). “=I 
Denote by 
c(n, x) =f(n, x) -opf(,, x) 
= f pmXm-n_ z Xm-n-l 
nI=* m=n+, J :f(m,y)dy= : xm-“d(m,x) I??=rl 
where 
d(m,x)=p,- k+l,y)dy J x 
for n = 0, 1,2,. . . and x E [0, 11. 
(13) 
(14) 
(15) 
The structure of A depends on values of c( n, x) (it is obvious that c( n, X) 3 0 for 
(n, x) E A), but the investigation of c( n, x) is difficult because of a form of this 
function. Simpler conditions can be obtained investigating the function d(n, x) 
given by (15). To give the structure of the stopping set it suffices to know the structure 
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sets A(x) = {n EN: (n, x) E A}, x E [0, I]. Following Presman and Sonin we give 
two definitions which will be used in Theorem 1 below. Let x be fixed. If k, 
k+l,. , rnE A(x) and k-l, m+lGA(x) then the set {k,. . . , m} is called the 
stopping island (obviously m c a). We say that the sequence (d(n, x))r=_, changes 
sign at the point m if d (m, x) 2 0 and d (m - 1, x) < 0 (for the convenience of the 
definition we adopt d(-1, x) = -1). 
Theorem 1. 1s the sequence (d (n, x))z_, changes sign M times then A(x) has no 
more than M stopping islands. 
First we prove the following lemmas. 
Lemma 1. IfmEA(x) andd(m-1,x)20 then m-lEA(x). 
Proof. Since s( m, y) =f( m, y) for all y zz x and d (m - 1, x) 3 0, 
d(m-1,x)+ ‘f(m,y) dy3 
I I 
1 
dm, Y) dy. 
x x 
From (15) this inequality is equivalent to pm_, 2 I: s(m, y) dy and, from (1 
f( m, x) 2 Ps( m, x). Therefore 
I 
I 
pm-] + xf(m, x) 2 s(m, y) dy+xPs(m, x), 
X 
11, 
which from (12) is equivalent to f(m - 1, x) 3 Ps(m - 1, x). Again (11) implies 
m-lEA(x). 
Lemma 2. IfmeA(x) and d(m,x)SO then m+lEA(x). 
Proof. Suppose m + 1 r~ A(x). We must show m G A(x) or d (m, x) > 0. Using (12), 
(15) and (11) we obtain 
I 
1 
f(m,x)=p,+xf(m+l,x)=d(m,x)+ f(m+l,y)dy+xf(m+l,x) 
X 
< d(m, x)+ 
I 
1 
s(m+l,y)dy+x~(m+l,x) 
X 
=d(m,x)+Ps(m,x)+x[f(m+l,x)-Ps(m+l,x)] 
< d(m, x)+Ps(m, x). (16) 
If d(m,x)sO thenf(m,x)-Ps(m,x)<d(m,x)~O and (11) implies mEA( If 
rnE A(x) then, again from (ll), d( m,x)>f(m,x)-$s(m,x)zO and Lemma 2 is 
proved. 
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Proof of Theorem 1. Let x be fixed. Suppose {m, . . . , n) is a stopping island. From 
Lemma 2 we have d( n, x) > 0. Lemma 1 and the convention d( - 1, x) = -1 imply 
d(m - 1, x) < 0 and therefore the sequence (d(k, x));=,_, changes sign at least once. 
If a stopping island has a form {m, m + 1, . . . }, then analogously to above, d( m - 
1, x) < 0 and c(m, x) 5 0. But from (14), c( m, x) 3 0 implies that d( n, x) 3 0 for some 
n z m. Therefore the sequence (d(n, x))~=,,_~ also changes sign at least once in this 
case. This completes the proof. 
5. The monotone case. Examples 
Theorem 1 can be especially useful if M = 1 for each x E [0, 11. Note that then 
we obtain the Markov version of the “monotone case” (cf. [4]). Many frequently 
used probability distributions (p,,)~=,, give M = 1. In the examples given below x 
is a fixed number in [0, 1); notice that always N x { 1) = A( 1). 
Example 1. The one-point distribution. If P( N = n) = 1 then d(k, x) < 0 for k < n, 
d( n, x) > 0 and d( k, x) = 0 for k > n. Thus (d( k, x))F=_, changes sign exactly once. 
This case is the well-known full-information best choice problem considered by 
Gilbert and Mosteller [6]. 
Example 2. The uniform distribution on {1,2, . . . , n}. For 1 s kc n we have from 
(15) and (7) that 
Since d(O,x)<O, d(n,x)=l/n, thesequence (d(k,x))i=, is increasing, d(k,x)=O 
for k > n, and then M = 1. This interesting example will be examined later. 
Example 3. The Poisson distribution with the parameter A. Here 
d(k,x)=$e-*- ;=f+, $ e--hyi--(k+‘) dy=$eeA(l-a(k,x)) 
where 
a(sx)=BF, (i+k)!i 
co k!A’ (l_xi). 
Since a(k, x) is decreasing (as is easy to show) we obtain that d(k, x) changes sign 
once. 
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Example 4. The negative-binomial distribution with parameters p, r. 
If k < r then d(k, x) < 0. Now let k > r. Then, 
ZZZ prqk-V - b(k, x)) 
where 
Since, for r> 1, b(k, x) decreases if k increases, then d(k, x) changes sign once. 
When r = 1, i.e. for the geometric distribution with parameter p, the sequence 
(b(k, x))TzO is constant and the above property is fulfilled also. This case will be 
considered in detail later. 
In the monotone case we can give the solution of Problem (P). We will use the 
following lemma (cf. [3]). 
Let Y = ( Y,,)z=, be a homogeneous Markov chain on (a,$, P) with a state space 
(lE, 93) and let p( .; *) denote the transition function, i.e. p(e; B) = 
P( Y,,,, E B 1 Y, = e) for I3 E 93. Let fO: IE + OX be a bounded function. Define 
r = {e E E:_&(e) 2 Pdde)l, 
(17) 
ur =inf{n: Y,Er}, 
where the operator PO is defined by (6). 
Lemma 3. If the conditions 
(i) p(e; r) = 1 for e E I, 
(ii) ur <+cO a.s. 
are fulfilled, then ur is the optimal stopping time for stopping of the Markov chain Y 
with the reward function fO. 
Now, we show that in the monotone case the set I- is just (i) “closed” and (ii) 
“realizable”. The solution is given by the following theorem. 
Theorem 2. If the assumptions (l)-(3) hold and the sequence (d(k, x))F=_, changes 
sign once for each fixed x then a solution of Problem (P) exists and has the form 
r*=inf{n:&=max(t,,...,&) and&Zx,,} (18) 
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where the decision number x, is the least root of the equation c(n, x) = 0 in [0, 11, 
n E N. 7’he probability of winning using the optimal strategy is 
P(win)= f Pn i P,(k), 
?I=, k=l 
(19) 
where 
P,(l) = (1 -x3/n, 
(20) 
Proof. First note that r = {e E !E: f( e) 3 Pf(e)} and that (n, x) E r is equivalent to 
c( n, x) 3 0 (cf. (14) and (17)). Next suppose that d( n, x) S 0. Then d(n, y) 5 0 for 
ya x because d(n, x) is a non-decreasing function on [0, l] for n fixed. Taking into 
account the assumption that the sequence d(k, y), for each y, changes sign at most 
once we obtain that d (k, y) 2 0 for k 2 n and y > x. Thus c( k, x) 2 0 or equivalently 
(k, x) E r for k 3 n and y 3 x (cf. (14) once more). 
Now we show that c( n, x) 2 0 implies c( n, y) 3 0 for y 2 x. Let c( n, x) 3 0. Since 
c( n, 1) = n,, 3 0 takes there exists x having this property. Suppose there exists y > x 
such that c(n, y) < 0. Then d(n, y) < 0 (because (n, y) E r otherwise) and thus 
d(n, x)(0 also. 
Let d(m,x)<O for m=n,..., n+s and d(n+s+l,x)sO for a certain ~30. 
From (14) we can write 
c(n,x)=d(n,x)+xc(n+l,x). (21) 
Since c(n, x)20 and d(n, x)(0, then c(n + 1, x)> 0. If we repeat this simple 
conclusion iteratively for values c(n + 2, x), . . . , c(n + s, x) then we obtain 
c(n+s,x)=d(n+s,x)+xd(n+s+1,x)+x2d(n+s+2,x)+*** >O. 
Recall that d(k, y) is a non-decreasing function for each k. Moreover, d( k, x) 2 0 
for kzn+s+l. Thus O<c(n+s,x)sc(n+s,y) and 
c(n+s-l,x)Cd(n+s-l,x)+xc(n+s,y)Sc(n+s-1,y). 
We repeat this operation several times obtaining c(n, x) c c( n, y) contrary to the 
supposition. Thus we have c(n, x) 3 0 for x ax,, and c(n, x)<O for x<x, where 
x, = inf{x: c(n, x) 3 0). Since Pf(S) = 0 =f(S), the set r has the form 
co 
r = W u U in) x k 11. 
“=I 
Now we show that the sequence (x,)T=r is non-increasing. It suffices to show that 
(n, x) E r implies (n + 1, x) E r for each n E N and x E [0, 11. Assume that c( n, x) 3 0. 
If d(n,x)aO then d(n+l,x)>O also and hence (n+l,x)Er If d(n,x)<O then 
from (21) we have c(n+l,x)>O and thus (n+l,x)Er 
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Monotonicity of x, combined with the fact that our chain “goes to the right and 
upward” imply that the assumption (i) of Lemma 3 holds. Since the chain Y attains 
the state 6 a.s. then the assumption (ii) of this lemma holds too. Finally, we obtain 
that r = A and the stopping time r* given by (18) is optimal in Problem (P). 
Probability of the best choice using the optimal strategy can be calculated as follows: 
P(win) = f P(winl N = n)p, = f pn i P(win at kth obs.1 N = n). 
n=, n=, k=l 
Gilbert and Mosteller [6, Theorem 41 proved that P(win at kth observation/N = n) = 
P,,(k), where P,(k) is given by (20). Thus (19) is established and the proof is 
complete. 
Now, for the purpose of illustrating the behaviour of d(n, x) as well as the form 
of the stopping set we consider N distributed on {1,2,3}. Even such a simple 
example shows that Problem (P) is not completely resolved, because the assumption 
about d(n, x) is not necessary. 
Example 5. Three-point distribution. Let pn = 0 for n > 3. Since ~(3, x) =f(3, x) (i.e. 
we must stop at each state (3, x)) then using the backward induction (by (12) and 
(8)) we can calculate ~(2, x) and ~(1, x). Taking into account (11) we easily obtain 
the general solution of this simple case. Let xz = (p3 -p2)/(2p3) (x2 is a solution of 
pf(2, x) =f(2, x)) and xs, x, be roots of equations 
xf: 5p,x2+(4pz-2&x+2-4p,-3p,=O in [O, 11, 
x,: 3p,x2+2p,x+2p,x;+2(p,-p,)xf+2-4p,-3p3=0 in [0,x,). 
0 
Equations of curves: 
AB: I@;+ 14p,p,+3p:-8p, = 0. 
AC:4p,+3p,-2=0. 
AD:7p:+6p,p,+p:-4p3=0. 
Fig. I 
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Depending on values of p2 and p3 (p, = 1 -p2 -p3) the following four optimal 
strategies are possible: 
(a) Stop at the first observation. 
(b) Stop at the first observation if its value exceeds xJ; otherwise stop at the next 
leader (if it will appear). 
(c) Stop at [r if 5,~ 5,; if it was rejected then stop at the second observation if 
it is a leader greater than x2. Here x2 < X~ 
(d) Stop at the first observation if 5,~ x,; otherwise stop at & if it is a leader 
greater than x2. Here x2 > x,. 
The areas in which the above strategies are optimal are shown in Fig. 1 (naturally 
these areas are closed). Note that for p2 < p3 < 2( 1 - 2p,)/3 (the triangle OAC) the 
sequence d(n, 0) changes sign twice and there are possible two different solutions: 
monotone (a) or non-monotone (d). 
6. The special examples 
Now we consider Problem (P) in detail when the period of observation has the 
geometric or the uniform distribution. 
Example 6. The geometric distribution with parameter p. Let pk = pqk for k = 0, 1, 
2 ,..., O<p<l,p+q=l. Then 
d(k,x)=pqk- 
+;+, (qy)i-(k+l)q dy) 
=Pqk(l +Wpl(l- qx))). 
c(n,x)= l+ln 
( 
& 
> 
PC?” ,!” (4X)k-” 
= l+lnP ( > 1 -Pd I-qx 1-qx 
Since, for each n, c(n, x)20 iff l+ln(p/(l -qx))aO, then (n, x) E T iff x2 
(1 -pe)/q. Thus the stopping time 
r*=inf{n:&=max(r,,...,&),&Z(l-pe)/q} 
is optimal for this problem. We can write the definition of T* in a simpler form 
because the condition & = max(&, , . . , 5”) is superfluous. Moreover, we can easily 
calculate the maximal probability when the optimal stopping rule is used. If we 
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writex,=max((l-pe)/q,O),i.e.x,=Oifp~ee-’andx,=(1-pe)/qifp~e~’,then 
using the convention O”= 1 we can write 
P(win) = P(T* s N, &* = max(t,, . . . , &)) 
= f i P(N=m)P(max(&,,...,&_,)<x,, 5”~%, 
m=, n=, 
~5 Lmax(&+, . . . , LJ) 
= : ; pqmx,“-1(1-xo”-“+‘)/(m-n+1) 
In=, n=, 
= : ; pqmx,“-I(1 -x,“-“+‘)/(m -n + 1) 
?n=n 
= “f, pq”_‘x0”-’ 
1 
s, (qm-“+l - (qxo)m-n+l)/(m - n + 1) 1 
=nf, p(qx0>“-‘(-ln(l -q)+ln(l-qx,)) 
-p lnp if x0=0, 
= 
e --1 ifx,>O. 
The above results are summarized in the following theorem. 
Theorem 3. Assume that (1) and (3) hold and N has the geometric distribution with 
parameter p. Then, 
(a) If p L e-’ then T* = 1 is the solution of Problem (P) and the probability that 
using this stopping rule we obtain the maximal .$ is equal to -p In p; 
(b) Zf p <e-’ then T* = inf{ n: & 2 (1 -pe)/q} is the soluGon of Problem (P) and 
the above probability is equal to e-‘. 
In other words, the optimal stopping rule can be expressed as follows: stop the 
observation at the moment n at which the first “leader” occurs such that 5” 2 
(1 -pe)/q if p<e-’ and stop when the first 5 appears, otherwise. 
It is rather interesting that in this example the more complex model has a solution 
which turns out to be simpler and more explicit. (Compare this with the solution 
of the full-information best choice problem with N nonrandom and known in [6] 
and with the solution of the no-information best choice problem when N has the 
geometric distribution in [7].) It is unexpected that in all “natural” situations (i.e. 
when p -C e-‘) the probability of the correct stop is constant, equal to e-l. 
Example 7. 7Ie uniform distribution on (1, . . . , n}. Let pk = l/n for k = 1,2, . . . , n. 
Example 2 yields that this case is monotone and therefore the solution has the form 
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given by Theorem 1. The optimal decision number x,-~ is a root of c( n -k, x) = 0 
in [0, 1) (obviously x, =O). This equation can be equivalently written as 
i xS = ‘ii xS ‘fS (1 _ xj)/j 
s=o s=o j=l 
or 
1 _Xk+l = _Xk+l ; (l/x)‘- 1 
j=l i 
(22) 
Notice that (22) does not depend on n. Denote bk =x,-k (thus bk is the optimal 
decision number for the (n - k)th observation). For k = 1 we get 1 -x = 1 +x and 
thus b, = 0. For k = 2 after simplifying we get 5x2+2x - 1 = 0 and b2 = (h- 1)/5 = 
0.2899. The first column of Table 1 gives numerical results of bk. 
If we write bk = l/( 1 + c( k)/(k - 1)) then c(k) is approximately linear in l/k and 
we obtain the asymptotic value c = 2.1198. The constant c is a solution of the equation 
Table 1 
The optimal decision numbers b, when N is uniformly distributed* 
k b, aw. k b, aw. k bk awr. 
1 0 
2 0.2899 
3 0.4627 
4 0.5697 
5 0.6416 
6 0.693 1 
7 0.7317 
8 0.7617 
9 0.7858 
10 0.8054 
11 0.8217 
12 0.8355 
13 0.8474 
14 0.8576 
15 0.8665 
16 0.8745 
17 0.8814 
18 0.8877 
19 0.8934 
20 0.8985 
0 21 0.903 1 0.9036 41 
0.2934 22 0.9074 0.9078 42 
0.4700 23 0.9112 0.9117 43 
0.5760 24 0.9148 0.9152 44 
0.6467 25 0.9181 0.9185 45 
0.6972 26 0.9211 0.92 15 46 
0.7350 27 0.9240 0.9243 47 
0.7645 28 0.9266 0.9269 48 
0.7880 29 0.9290 0.9293 49 
0.8073 30 0.93 14 0.93 16 50 
0.8233 31 0.9335 0.9338 51 
0.8369 32 0.9355 0.9358 52 
0.8486 33 0.9374 0.9377 53 
0.8587 34 0.9392 0.9394 54 
0.8675 35 0.9409 0.9411 55 
0.8753 36 0.9425 0.9327 56 
0.8822 37 0.9441 0.9442 57 
0.8884 38 0.9455 0.9456 58 
0.8940 39 0.9469 0.9470 59 
0.8991 40 0.9482 0.9483 60 
0.9494 0.9495 
0.9505 0.9507 
0.9517 0.9518 
0.9528 0.9529 
0.9538 0.9539 
0.9548 0.9549 
0.9557 0.9558 
0.9566 0.9567 
0.9575 0.9576 
0.9583 0.9584 
0.9591 0.9592 
0.9599 0.9600 
0.9607 0.9607 
0.9614 0.96 15 
0.9621 0.9621 
0.9627 0.9628 
0.9633 0.9634 
0.9640 0.9641 
0.9646 0.9647 
0.9652 0.9652 
Nom: For ka20 b,_, = 1 -2.1198/k-0.24/k’ with the error less than 0.0001. 
* The optimal strategy for N uniformly distributed on { 1,. I , n}: accept 4 if it is a leader greater 
than b,_,; otherwise reject .$k and await &+,. 
which we can obtain from (22) by passing to the limit. This yields 
c * 
b”=l-k+, k  , -+o(‘) k 2 2. 
Thus the stopping rule 
(in which, instead of bn_kr we take its approximation (23)) is asymptotically optimal. 
The second column of Table 1 compares the approximations of (23) with values 
precisely computed from (22). 
The probability of winning calculated from (19) for n = 1(1)10(5)20(10)60 is 
shown in Table 2. P(win) is approximately linear in l/n and we get an estimated 
asymptotic value 0.4352. 
Table 2 
The probability of winning when N is uniformly distributed on 11,. , n} 
n P(win) n P(win) b P(win) 
1 1 7 0.5193 30 0.4543 
2 0.7500 8 0.5085 40 0.4495 
3 0.6387 9 0.5001 50 0.4466 
4 0.5855 10 0.4935 60 0.4447 
5 0.5543 15 0.4738 
6 0.5338 20 0.4640 co 0.4352 
7. Remarks 
1. The no-information version of the best choice problem is known as the secretary 
(or beauty contest, dowry, marriage) problem. This problem with a random number 
of observations was posed first by Presman and Sonin [7]. They solved three special 
cases; where N is uniform, geometric or Poisson. For the uniform distribution from 
1 to n P(win)+2 e-‘= 0.2707 as n -+ 00. A broad review of the secretary problem 
and its extensions has been made by Freeman [5]. 
2. The problems under full information and a random number of observations 
has been solved, as far as the author knows, only in some continuous time versions. 
Sakaguchi [8] and Bojdecki [l] independently considered the full-information best 
choice problem when observations appear according to a Poisson process and a 
decision about stopping must be made before a random moment T. They gave a 
solution for a fixed T. Bojdecki [2] also solved this problem when T is exponentially 
distributed. Example 6 corresponds to this case. 
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