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On σ-LCD codes
Claude Carlet1 Sihem Mesnager2 Chunming Tang3 Yanfeng Qi4
Abstract
Linear complementary pairs (LCP) of codes play an important role in armoring implementations against side-channel attacks
and fault injection attacks. One of the most common ways to construct LCP of codes is to use Euclidean linear complementary
dual (LCD) codes. In this paper, we first introduce the concept of linear codes with σ complementary dual (σ-LCD), which
includes known Euclidean LCD codes, Hermitian LCD codes, and Galois LCD codes. As Euclidean LCD codes, σ-LCD codes
can also be used to construct LCP of codes. We show that, for q > 2, all q-ary linear codes are σ-LCD and that, for every binary
linear code C, the code {0}×C is σ-LCD. Further, we study deeply σ-LCD generalized quasi-cyclic (GQC) codes. In particular,
we provide characterizations of σ-LCD GQC codes, self-orthogonal GQC codes and self-dual GQC codes, respectively. Moreover,
we provide constructions of asymptotically good σ-LCD GQC codes. Finally, we focus on σ-LCD Abelian codes and prove that
all Abelian codes in a semi-simple group algebra are σ-LCD. The results derived in this paper extend those on the classical LCD
codes and show that σ-LCD codes allow the construction of LCP of codes more easily and with more flexibility.
Index Terms
LCD codes, LCP of codes, Generalized quasi-cyclic codes, Abelian codes.
I. INTRODUCTION
Throughout this paper, let Fq be a finite field of size q, where q is a prime power. The Euclidean inner product < ·, · >
over Fnq is defined as < b, c >=
∑n
i=1 bici, where b = (b1, · · · , bn), c = (c1, · · · , cn) ∈ F
n
q . An [n, k, d] linear code C over
Fq is a linear subspace of F
n
q with dimension k and minimum (Hamming) distance d. Its Euclidean dual code, denoted by C
⊥,
is defined by C⊥ = {b ∈ Fnq :< b, c >= 0, for all c ∈ C}.
The linear code C is called a linear code with complementary dual (Euclidean LCD) if C + C⊥ = Fnq . If C1 and C2 are
linear codes over Fq with length n and respective dimensions k and n− k such that C1 + C2 = Fnq , the pair (C1, C2) will be
called a linear complementary pair (LCP) of codes with parameters [n, k, d1, d2], where d1 and d2 are the minimum distances
of C1 and C⊥2 respectively. Recently, Bringer et al. [2] introduced an interesting application of binary LCP of codes (C1, C2) to
protect the implementations of symmetric cryptosystems against side channel attacks (SCA) and against fault injection attacks
(FIA). The level of protection against SCA depends on the minimal distance of the second code while the level of protection
against FIA depends on the minimal distance of the first code. Carlet and Guilley [5] investigated further LCD codes from this
perspective and extended it to the prevention from hardware Trojan horse (HTH) insertions (that is, gates added by for instance
a silicon foundry into the design at fabrication time). Carlet et al. [4] studied further this latter perspective in the general
framework of LCP of codes. In this perspective, a large enough minimum distance of the first code ensures the detection of
HTH modifications and a large enough minimal distance of the second code ensures that HTH connected registers or nodes
will not retrieve useful information. One of the most common ways to construct LCP of codes is to use Euclidean LCD codes.
Specifically, if C is an Euclidean [n, k, d] LCD code, (C, C⊥) is an LCP of codes with parameters [n, k, d, d].
A lot of works has been devoted to the characterization and constructions of Euclidean LCD codes. Yang and Massey
provided in [26] a necessary and sufficient condition under which a cyclic code has a complementary dual. In [10], Ding
et al. constructed several families of Euclidean LCD cyclic codes over finite fields and analyzed their parameters. In [18]
Li et al. studied a class of Euclidean LCD BCH codes proposed in [17] and extended the results on their parameters. In
[12], quasi-cyclic (QC) codes that are Euclidean LCD have been characterized and studied using their concatenated structures.
Criteria for Euclidean complementary duality of generalized quasi-cyclic codes (GQC) bearing on the component codes were
given and some explicit long GQC that are Euclidean LCD, but not quasi-cyclic, have been exhibited in [13]. In [9], Cruz
and Willems investigated and characterized ideals in a group algebra which have Euclidean complementary duals. Mesnager
et al. [20] provided a construction of algebraic geometry Euclidean LCD codes which could be good candidates to be resistant
against SCA. In [15] and [6], the construction of Euclidean and Hermitian LCD codes was studied.
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2However, little is known on Hermitian LCD codes. More precisely, it has been proved in [12] that those codes are
asymptotically good. By employing their generator matrices, Boonniyoma and Jitman gave in [3] a sufficient and necessary
condition for Hermitian codes to be LCD. Li [16] constructed some cyclic Hermitian LCD codes over finite fields and analyzed
their parameters. In [7], the authors completely determined all q-ary (q > 3) Euclidean LCD codes and all q2-ary (q > 2)
Hermitian LCD codes for all possible parameters. In [19], Liu et al. studied complementary Galois dual codes.
In this paper, we first introduce the concept of σ-LCD codes, which includes known Euclidean LCD codes, Hermitian LCD
codes, and Galois LCD codes. As Euclidean LCD codes, σ-LCD codes can also be used to construct LCP of codes. We show
that, all q-ary (q > 2) linear codes are σ LCD and {0} × C is σ-LCD, where C is any binary linear code. Further, we study
σ-LCD GQC codes. Finally, we consider σ-LCD Abelian codes and prove that all Abelian codes in semi-simple group algebra
are σ-LCD. The results of this paper show that σ-LCD codes allow us to construct LCP of codes more easily and with more
flexibility.
The paper is organized as follows. In Section II, we introduce the concept of σ-LCD codes and develop some general results
on LCP of codes. In Section III, we firstly characterize σ-LCD GQC codes. Based on these results we investigate σ-LCD
1-generator GQC codes. In addition, we also show that some classes of σ-LCD codes are asymptotically good. In Section
IV, we investigate and characterize ideals (or Abelian codes) in a communicative group algebra which have σ complementary
duals.
II. σ-LCD CODES AND LCP OF CODES
In this section, we present the definition of σ inner product, which generalizes the one of Euclidean product, Hermitian
product, and of Galois product [11]. From the σ inner product, we introduce the concept of σ-LCD codes and provide some
general results on σ-LCD codes and LCP of codes.
In the following, Aut(Fnq ) denotes the group of all mappings σ from F
n
q to F
n
q , where σ satisfies the following three
conditions:
(i) σ(c +w) = σ(c) + σ(w) for any c,w ∈ Fnq , that is, σ is an Fp-linear transformation;
(ii) dH(σ(c), σ(w)) = dH(c,w) for any c,w ∈ F
n
q , that is, σ preserves the Hamming distances.
(iii) for any Fq linear code C, σ(C) is also an Fq linear code.
The set of coordinate permutations over Fnq forms a group, which is referred to as the permutation group of F
n
q and denoted
by PAut(Fnq ). The set of diagonal transformations over F
n
q (that is, transformations for which the associated matrices are
diagonal) forms the group DAut(Fnq ), which is called the diagonal group of F
n
q . A monomial matrix is a square matrix with
exactly one nonzero entry in each row and column. A monomial matrix σ can be written either in the form γ1pi or the form
piγ2 , where γ1 and γ2 are diagonal matrices and pi is a permutation matrix. The set of transforms with monomial matrices
forms the group MAut(Fnq ), which is called the monomial group. The sets PAut(F
n
q ), DAut(F
n
q ) and MAut(F
n
q ) are
subgroups of Aut(Fnq ). The reader notices that all the mappings σ in PAut(F
n
q ), DAut(F
n
q ) and MAut(F
n
q ) satisfy the
conditions (i), (ii) and (iii) (every mapping in them can be written as AB, where A is a permutation and B is a diagonal
mapping and it is clear that A and B satisfy the conditions (i), (ii) and (iii)). In the binary case, DAut(Fnq ) contains only
identity transformation and PAut(Fnq ) = MAut(F
n
q ).
Let σ ∈ Aut(Fnq ) and w, c ∈ F
n
q . We define the σ inner product, as follows:
< w, c >σ=< w, σ(c) >=
n−1∑
i=0
widi,
where w = (w0, w1, · · · , wn−1) and σ(c) = (d0, d1, · · · , dn−1).
If σ is the identity transformation, then the σ inner product coincides with the usual Euclidean inner product. Moreover, if σ
is the mapping defined by σ(c0, c1, · · · , cn−1) = (c
√
q
0 , c
√
q
1 , · · · , c
√
q
n−1) where q is a square, then the σ inner product coincides
the Hermitian inner product. However if σ is a transformation of Fnq induced by Frobenius mapping over Fq , then the σ inner
product corresponds to Galois inner product [11].
Let σ ∈ Aut(Fnq ) and C be a linear code over Fq with length n. We call
C⊥σ = {w ∈ Fnq :< w, c >σ= 0 for any c ∈ C}
as the σ dual code of C. From the definition of C⊥σ , one gets immediately the following relationship
C⊥σ = (σ(C))⊥, (1)
where σ(C) = {σ(c) : c ∈ C} and (σ(C))⊥ is the dual code of σ(C).
It is easy to see that σ inner product is nondegenerate, C⊥σ is also an Fq linear subspace of Fnq , and dimFq(C)+dimFq (C
⊥σ) =
n.
Definition A linear code C over Fnq is said to be σ complementary dual (σ-LCD) if C ∩ C
⊥σ = {0}.
3If C is an [n, k, d] σ-LCD code, (C, C⊥σ) is an LCP of codes with parameters [n, k, d, d]. A linear code C over Fnq shall be
called a σ self-orthogonal code (resp. σ self-dual code) if C ⊆ C⊥σ (resp. if C = C⊥σ ). It is easy to see that any σ self-dual
code has dimension n2 .
Given a matrix G, Rank(G) (resp. GT ) denotes the rank of G (resp. the transpose of G). We start with a general result on
the dimension of C ∩ C⊥σ .
Proposition 2.1: Let σ ∈ Aut(Fnq ) and C be a q-ary [n, k, d] code with generator matrix G. Then, dimFq(C ∩ C
⊥σ) =
k −Rank
(
G(Gσ)T
)
.
Proof: We denote by Gσ the k × n matrix with its i-th row being σ(G(i, :)) for i ∈ {1, 2, · · · , k}, where G(i, :) is the
i-th row of G. Let
∑k
i=1 xiG(i, :) ∈ C, where xi ∈ Fq. Then,
∑k
i=1 xiG(i, :) ∈ C ∩ C
⊥σ if and only if
<
k∑
i=1
xiG(i, :), σ(G(j, :)) >= 0 for any j ∈ {1, · · · , k},
that is
G(Gσ)Tv = 0,
where v = (x1, · · · , xk)T . Hence, dimFq (C ∩ C
⊥σ) = k −Rank(G(Gσ)T ), which completes the proof.
Given a linear code C, there exists σ ∈ PAut(Fnq ) for which one can identify the generator matrix of the code σ(C) as well
as σ(C) ∩ (σ(C))⊥.
Lemma 2.2: Let C be a q-ary [n, k, d] linear code with h = dimFq (C ∩ C
⊥) > 0. Then, there exists σ ∈ PAut(Fnq ) such
that the code σ(C) has generator matrix of the form
G =
[
Ih | A′
0 | A′′
]
,
and σ(C) ∩ (σ(C))⊥ = Span{G(1, :), · · · , G(h, :)}, where Ih is the h× h identity matrix and G(i, :) is the i-th row of G.
Proof: Firstly, note that, for any σ ∈ PAut(Fnq ),
σ(C) ∩ (σ(C))⊥ = σ(C ∩ C⊥).
Since dimFq (C ∩C
⊥) = h > 0, C ∩C⊥ is an [n, h] linear code. Then, there exists a coordinate permutations σ ∈ PAut(Fnq )
such that the code σ(C ∩ C⊥), that is σ(C)∩ (σ(C))⊥, has a generator matrix of the form G′ = [Ih|A′], where Ih is the h× h
identity matrix. Thus, if k = h, the conclusion holds.
Assume that k > h. Let ci = σ
−1(G′(i, :)), where i ∈ {1, · · · , h}, G′(i, :) is the i-th row of G′ and σ−1 is the inverse
permutation of σ. Then, c1, · · · , ch is a basis of the linear space C ∩ C
⊥. We can extend the linearly independent subset
{c1, · · · , ch} to a basis {c1, · · · , ch, c′h+1, · · · , c
′
k} of C. Let σ(c
′
i) = (c
′
i,1, · · · , c
′
i,n) and ci = c
′
i −
∑h
j=1 c
′
i,jcj for i ∈
{h, · · · , k}. Then, {c1, · · · , ch, ch+1, · · · , ck} is also a basis of C. Let σ(ci) = (ci,1, · · · , ci,n) for i ∈ {1, · · · , k}. If 1 ≤ i ≤ h,
σ(ci) = G
′(i, :). If i ∈ {h+ 1, · · · , k} and j ∈ {1, · · · , h}, ci,j = c′i,j − c
′
i,jG
′(j, j) = 0, where G′(j, j) is the entry of the
j-th row and the j-th column of G′.
Hence, {σ(c1), · · · , σ(ch), σ(ch+1), · · · , σ(ck)} is a basis of σ(C), and, σ(C) has a generator matrix of the form
G =
[
Ih | A′
0 | A′′
]
,
which completes the proof.
The following lemma will be important to prove the main result of this section.
Lemma 2.3: Let pi ∈ PAut(Fnq ), C1 and C2 be q-ary linear codes of length n. Then, pi(C1) ∩ C
⊥
2 = {0} if and only if
C1 ∩ (pi−1(C2))⊥ = {0}.
Proof: Assume pi(C1) ∩ C⊥2 = {0} and let c = (c1, · · · , cn) ∈ C1 ∩ (pi
−1(C2))⊥. Thus, for any d ∈ C2,
< c, pi−1(d) >=
n∑
i=1
cidpi−1(i)
=
n∑
i=1
cpi(i)di
= < pi(c),d >= 0.
Then, pi(c) = 0 and c = 0. Hence, C1 ∩ (pi−1(C2))⊥ = {0}.
Similarly, one can show that if C1 ∩ (pi−1(C2))⊥ = {0}, then pi(C1) ∩ C⊥2 = {0}.
4We are now in position to present the main result of this section proving the existence of a certain mapping σ for which a
linear code C can be viewed as a σ-LCD code.
Theorem 2.4: Let C be a linear code in Fnq . Then,
(i) if q > 2 then there exists a mapping σ ∈MAut(Fnq ) such that C is σ-LCD;
(ii) if q = 2 then there exists a mapping σ ∈ PAut(Fn+12 ) such that {0} × C := {(0, c) ∈ F2 × F
n
2 : c ∈ C} is σ-LCD.
Proof: Let h = dimFq (C ∩ C
⊥). If h = 0, the conclusion holds by choosing σ the identity map.
Assume that h > 0. From Lemma 2.2, there exists pi ∈ PAut(Fnq ) such that the code pi(C) has generator matrix of the form
G =
[
Ih | A
′
0 | A′′
]
,
and pi(C) ∩ (pi(C))⊥ = Span{G(1, :), · · · , G(h, :)}. Thus,
GGT =
[
Ih A
′
0 A′′
] [
Ih A
′
0 A′′
]T
=
[
Ih +A
′A′T A′A′′T
A′′A′T A′′A′′T
]
=
[
0 0
0 A′′A′′T
]
.
One gets
A′A′T = −Ih, A′A′′T = 0, A′′A′T = 0. (2)
By Proposition 2.1, one obtains
Rank(A′′A′′T ) = Rank(GGT ) = k − h. (3)
(i) If q > 2, there exists λ ∈ Fq such that λ 6∈ {0, 1}. Let γ be the linear transformation defined by γ(c) = (w1, · · · , wn)
for any c = (c1, · · · , cn) ∈ F
n
q , where wi = λci if 1 ≤ i ≤ h and wi = ci if h+ 1 ≤ i ≤ n. Then,
G(Gγ)T =
[
Ih A
′
0 A′′
] [
λIh A
′
0 A′′
]T
=
[
λIh +A
′A′T A′A′′T
A′′A′T A′′A′′T
]
.
From Equation (2), one has
G(Gγ)T =
[
(λ− 1)Ih 0
0 A′′A′′T
]
.
From Equation (3), Rank(G(Gγ)T ) = k. By Proposition 2.1, pi(C) ∩ (pi(C))⊥γ = {0}. Using Equation (1), one has
pi(C) ∩ (γpi(C))⊥ = {0}.
By Lemma 2.3, C ∩ (pi−1γpi(C))⊥ = {0}. From Equation (1), C is σ-LCD, where σ = pi−1γpi ∈MAut(Fnq ).
(ii) Let q = 2. Then, the code {0} × pi(C) has a generator matrix of the form
G =
[
0 | Ih | A′
0 | 0 | A′′
]
.
Let pi2 be the linear transformation defined by pi2(c) = (w0, w1, · · · , wn) for any c = (c0, c1, · · · , cn) ∈ Fn+1q , where wh = c0,
wi = ci+1 if 0 ≤ i ≤ h− 1, and wi = ci if h+ 1 ≤ i ≤ n. Then pi2(c) = (c1, c2, · · · , ch, c0, ch+1, ch+2 · · · , cn) and
G(Gpi2 )T =
[
0 Ih A
′
0 0 A′′
] [
Ih 0 A
′
0 0 A′′
]T
=
[
Jh +A
′A′T A′A′′T
A′′A′T A′′A′′T
]
,
where
Jh =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
... · · ·
...
...
0 0 0 · · · 1 0
0 0 0 · · · 0 1
0 0 0 · · · 0 0


.
5From Equation (2), one has
G(Gpi2)T =
[
Ih + Jh 0
0 A′′A′′T
]
.
From Equation (3), Rank(G(Gpi2)T ) = k. By Proposition 2.1, ({0}×pi(C))∩ ({0}×pi(C))⊥pi2 = {0}. Let pi1 ∈ PAut(Fn+1q )
be defined by pi1(c0, c) = (c0, pi(c)), where c0 ∈ Fq and c ∈ F
n
q . Thus, {0} × pi(C) = pi1({0} × C). Using Equation (1), one
has
pi1({0} × C) ∩ (pi2pi1({0} × C))
⊥ = {0}.
By Lemma 2.3, {0} × C ∩ (pi−11 pi2pi1({0} × C))
⊥ = {0}. From Equation (1), {0} × C is σ-LCD, where σ = pi−11 pi2pi1 ∈
PAut(Fn+1q ).
Remark A vector (x1, · · · , xn) ∈ Fnq is called even-like if
∑n
i=1 xi = 0. A code is said to be even-like if it has only even-
like codewords. Let n be an even positive integer and C be an even-like linear code in Fn2 with (1, 1, · · · , 1) ∈ C. Since
(1, 1, · · · , 1) ∈ C ∩ (C)⊥σ for any σ ∈ PAut(Fn2 ) , C cannot be a σ-LCD.
Remark Let C1 and C2 be q-ary [n, k] linear codes. Using similar techniques as in Theorem 2.4, we can actually prove the
more general conclusions below:
(i) if q > 2 then there exists σ ∈MAut(Fnq ) such that (C1, (σ(C2))
⊥) is an LCP of codes;
(ii) if q = 2 then there exists σ ∈ PAut(Fn+1q ) such that ({0} × C1, (σ({0} × C2))
⊥) is an LCP of codes.
Consequently, in order to construct effectively LCP of codes, the most important task is to determine the specific σ inner
product such that C1 is a σ-LCD, or (C1, (σ(C2))⊥) is LCP of codes, or ({0}× C1, (σ({0}× C2))⊥) is LCP of codes. In fact,
the proofs of Lemma 2.2 and Theorem 2.4 also show us how to construct effectively σ such that the code is σ-LCD. Further,
in Section III and IV, we will focus primarily on describing more explicitly σ-LCD generalized quasi-cyclic codes and Abelian
codes. We highlight that from Theorem 2.4 and the previous remarks, the following two corollaries hold.
Corollary 2.5: Let q > 2. Given two q-ary [n, k, di] (i = 1, 2) linear codes, there exists an LCP of codes with parameters
[n, k, d1, d2].
Proof: Let Ci be an [n, k, di] linear codes for i = 1, 2. From the remarks after Theorem 2.4, there exists σ ∈MAut(Fnq )
such that (C1, (σ(C2))⊥) is an LCP of codes with parameters [n, k, d1, d2].
Remark We let G24 be the binary Golay codes with parameters [24, 12, 8]. As we all know that G24 is self-dual and
(1, 1, · · · , 1) ∈ G24. Moreover, any linear code C with parameters [24, 12, 8] must be equivalent to G24. Thus, (1, 1, · · · , 1) ∈ C
and C is self-dual. It shows that there is no binary LCP of codes with parameters [24, 12, 8, 8]. On the contrary, we assume there
exists binary LCP of codes (C1, C2) with parameters [24, 12, 8, 8]. Then, C1+C2 = F242 , C1∩C2 = {0} and C
⊥
2 is an [24, 12, 8]
linear code. Thus, C⊥2 = C2 and (1, 1, · · · , 1) ∈ C1 ∩ C2, which contradicts C1 ∩ C2 = {0}. The above discussion shows that
when q = 2, the Corollary 2.5 is not true. For binary LCP of codes, we have the following slightly weaker conclusions.
Corollary 2.6: Given two binary [n, k, di] (i = 1, 2) linear codes, there exist binary LCP of codes with parameters [n +
1, k, d1, d2] and [n, k,≥ (d1 − 1),≥ (d2 − 1)].
Proof: If n = k, The conclusion is clear. Next, we assume k < n. Let Ci be a binary [n, k, di] linear codes for i = 1, 2.
From the remarks after Theorem 2.4, there exists σ ∈ PAut(Fn+1q ) such that ({0}× C1, (σ({0}×C2))
⊥) is an LCP of codes
with parameters [n+ 1, k, d1, d2].
If k < n and there exist [n, k, di] linear codes Ci (i = 1, 2), there must exist [n− 1, k,≥ (di− 1]) linear codes C∗i (i = 1, 2),
which are obtained by deleting some same coordinate in each codeword of Ci. Using the previous discussion, there exists a
binary LCP of code with parameters [n, k,≥ (d1 − 1),≥ (d2 − 1)]. It completes the proof.
III. σ-LCD GENERALIZED QUASI-CYCLIC CODES
In [13], Gu¨neri et al. presented a criterion for an Euclidean GQC code to be LCD code and analyzed the asymptotic
performance of Euclidean LCD GQC codes. In this section, we shall study σ-LCD GQC codes and present results on those
codes. More specifically, we present necessary and sufficient conditions for GQC codes and 1-generator GQC codes to be
σ-LCD codes and derive asymptotically good σ-LCD GQC codes.
A. σ-LCD GQC codes
Let m1,m2, · · · ,ml and n be positive integers with n = m1+m2+· · ·+ml. Let Ri = Fq[x]/(xmi−1) and gcd(mi, q) = 1,
where 1 ≤ i ≤ l. The cartesian product M = R1 ×R2 × · · · ×Rl is an Fq[x]-module under the component wise addition and
the scalar multiplication. If C is an Fq[x]-submodule, then C is called a generalized quasi-cyclic (GQC) code of block lengths
(m1,m2, · · · ,ml), which is a q-ary linear code of length n.
6If m1 = · · · = ml = m, then we obtain a quasi-cyclic (QC) code of length ml and index l. Furthermore, if l = 1 then C is
a cyclic code of length m.
Let m be the least common multiple of m1,m2, · · · ,ml and ξ be a primitive m-th root of unity in the algebraic closure of
Fq. The q-cyclotomic coset Ci modulo m containing i is defined by
Ci = {iq
0, iq1, iq2, · · · , iqli−1} (mod m),
where li is the least positive integer such that iq
li ≡ i (mod m). The smallest non-negative integer in Ci is called the coset
leader of Ci. Let Γ(q,m) denotes the set of all coset leaders of the q-cyclotomic cosets modulo m. Then {Ci : i ∈ Γ(q,m)}
forms a partition of the set Zm = {0, 1, · · · ,m− 1}. Clearly, the minimal polynomial Mξi(x) over Fq of ξ
i is given by
Mξi(x) =
∏
j∈Ci
(x− ξj). (4)
Set Γ0 := {i ∈ Γ(q,m) : −i ∈ Ci}. Then, there exists a set Γ1 ⊆ Γ(q,m) such that (∪i∈Γ1Ci) ∩ (∪i∈Γ1C−i) = ∅ and
(∪i∈Γ0Ci) ∪ (∪i∈Γ1Ci) ∪ (∪i∈Γ1C−i) = Zm. Let Γ0,+ := {+1,−1} when q is odd and m is even, and Γ0,+ := {+1}
otherwise. Set Γ0,− := Γ0 \ Γ0,+. Clearly,
xm − 1 =
∏
i∈Γ0,+
Mξi(x)
∏
i∈Γ0,−
Mξi(x)
∏
i∈Γ1
Mξi(x)Mξ−i (x).
Therefore, for every j ∈ Ci one has:
xmj − 1 =
∏
i∈Γ0,+
M
δj,i
ξi (x)
∏
i∈Γ0,−
M
δj,i
ξi (x)
∏
i∈Γ1
(
Mξi(x)Mξ−i (x)
)δj,i
,
where δj,i = 1 if ξ
imj = 1 and δj,i = 0 otherwise.
For i ∈ Γ(q,m), we now define
Vi := {(y1, y2, · · · , yl) ∈ Fq[ξ
i]l : yj = 0 if ξ
imj 6= 1}.
By definition, Vi = {0} if and only if Vai = {0}, where gcd(a,m) = 1. Moreover, Vai = Vi when gcd(a,m) = 1.
Let C be a GQC code. For i ∈ Zm, we define the constituent Ci as follows.
Ci = {(c1(ξ
i)δ1,i, c2(ξ
i)δ2,i, · · · , cl(ξ
i)δl,i) : (c1(x), c2(x), · · · , cl(x)) ∈ C}, (5)
where the symbol δj,i is defined as above. For i ∈ Zm, Ci is clearly an Fq[ξi] linear subspace of Vi. Moreover, for any integer
k,
Ciqk = C
qk
i := {(α
qk
1 , · · · , α
qk
l ) : (α1, · · · , αl) ∈ Ci}. (6)
Given an integer a and a subset A of Zm, the set {ax (mod m) : x ∈ A} is denoted by aA. From [13], a GQC code C
can be viewed as
C ∼=

 ∏
i∈Γ0,+
Ci

×

 ∏
i∈Γ0,−
Ci

×

 ∏
i∈Γ1∪(−Γ1)
Ci

 . (7)
It is well-known, that the dual of a GQC code is also a GQC code. Let C be a GQC code with decomposition given by
Equation (7). Then its dual code C⊥ is of the form
C⊥ ∼=

 ∏
i∈Γ0,+
C⊥
′
i

×

 ∏
i∈Γ0,−
C
⊥′h
i

×

 ∏
i∈Γ1∪(−Γ1)
C⊥
′
−i

 , (8)
where C⊥
′
i is the Euclidean Vi-dual of Ci defined by
C⊥
′
i = {(w1, · · · , wl) ∈ Vi :
l∑
j=1
cjwj = 0 for any (c1, · · · , cl) ∈ Ci},
and C
⊥′h
i is the Hermitian Vi-dual of Ci defined by
C
⊥′h
i = {(w1, · · · , wl) ∈ Vi :
l∑
j=1
cjw
q
deg(M
ξi
(x))/2
j = 0 for any (c1, · · · , cl) ∈ Ci}.
7Note that if i ∈ Γ0,−, then (ξi)−1 = (ξi)deg(Mξi (x))/2. Consequently,
C
⊥′h
i = C
⊥′
−i .
Let a be an integer with gcd(a,m) = 1. Let µa be the transformation on M = R1 ×R2 × · · · ×Rl defined by
µa(c1(x), c2(x), · · · , cl(x)) = (w1(x), w2(x), · · · , wl(x)),
where (c1(x), c2(x), · · · , cl(x)) ∈ M and wj(x) = cj(xa) (mod (xmj − 1)) for j ∈ {1, 2, · · · , l}. Then µa is a coordinate
permutation over M . Let C′ = µa(C) and C′i (i ∈ Zm) be the constituents of C
′. Then,
C′i = {(c1(ξ
ai)δ1,i, · · · , cl(ξ
ai)δl,i) : (c1(x), · · · , cl(x)) ∈ C}
= {(c1(ξ
ai)δ1,ai, · · · , cl(ξ
ai)δl,ai) : (c1(x), · · · , cl(x)) ∈ C} = Cai.
Note that ai ≡ i (mod m) if i ∈ Γ0,+. Thus, µa(C) can be decomposed as
µa(C) ∼=

 ∏
i∈Γ0,+
Ci

×

 ∏
i∈Γ0,−
Cai

×

 ∏
i∈Γ1∪(−Γ1)
Cai

 . (9)
One observes that aΓ0,+ = Γ0,+, aΓ0,− = Γ0,−, and a(Γ1 ∪ (−Γ1)) = Γ1 ∪ (−Γ1). By Equation (8), one has
(µa(C))
⊥ ∼=

 ∏
i∈Γ0,+
C⊥
′
i

×

 ∏
i∈Γ0,−
C
⊥′h
ai

×

 ∏
i∈Γ1∪(−Γ1)
C⊥
′
−ai

 . (10)
From Equation (??) and −ai ≡ i (mod m) if i ∈ Γ0,+, one gets
(µa(C))
⊥ ∼=
∏
i∈Γ(q,m)
C⊥
′
−ai. (11)
Let us now characterize µa self-orthogonal, µa self-dual, and µa-LCD GQC codes via their constituents. Note that the
Euclidean case (that is, when a = 1) has been already considered in [12] and [13].
Theorem 3.1: Let a be an integer with gcd(a,m) = 1 and C be a q-ary GQC code of block lengths (m1, · · · ,ml), whose
decomposition is as in Equation (7). Then
(i) C is µa self-orthogonal (resp. µa self-dual) if and only if Ci ⊆ C⊥
′
i (resp. Ci = C
⊥′
i ) for i ∈ Γ0,+, Ci ⊆ C
⊥′h
ai (resp.
Ci = C
⊥′h
ai ) for i ∈ Γ0,−, and Ci ⊆ C
⊥′
−ai (resp. Ci = C
⊥′
−ai) for i ∈ Γ1 ∪ (−Γ1);
(ii) C is µa-LCD if and only if Ci∩C⊥
′
i = ∅ for i ∈ Γ0,+, Ci∩C
⊥′h
ai = ∅ for i ∈ Γ0,−, and Ci∩C
⊥′
−ai = ∅ for i ∈ Γ1∪(−Γ1).
Proof: Note that C⊥µa = (µa(C))⊥. Then, the conclusion follows from Equations (7) and (10).
Corollary 3.2: Let a be an integer with gcd(a,m) = 1 and C be a q-ary GQC code of block lengths (m1, · · · ,ml), whose
decomposition is given by Equation (7). Then
(i) C is µa self-orthogonal (resp. µa self-dual) if and only if Ci ⊆ C⊥
′
−ai (resp. Ci = C
⊥′
−ai) for i ∈ Γ(q,m);
(ii) C is µa-LCD if and only if Ci ∩ C⊥
′
−ai = ∅ for i ∈ Γ(q,m).
Proof: Note that C−ai = Ci if i ∈ Γ0,+, and C⊥
′
−ai = C
⊥′h
ai if i ∈ Γ0,−. Then, the corollary follows from Theorem 3.1.
From Equation (6), one gets
C⊥
′
iqk = (C
⊥′
i )
qk ,
where k is a nonnegative integer. Then,
Ciqk ∩C
⊥′
−aiqk = (Ci ∩C
⊥′
−ai)
qk . (12)
From Equation (12) and Corollary 3.2, we deduce the following characterizations of µa self-orthogonal, µa self-dual and
µa-LCD, respectively.
Corollary 3.3: Let a be an integer with gcd(a,m) = 1 and C be a q-ary GQC code of block lengths (m1, · · · ,ml), whose
decomposition is as in Equation (7). Then
(i) C is µa self-orthogonal (resp. µa self-dual) if and only if Ci ⊆ C⊥
′
−ai (resp. Ci = C
⊥′
−ai) for i ∈ Zm;
(ii) C is µa-LCD if and only if Ci ∩ C⊥
′
−ai = ∅ for i ∈ Zm.
By choosing a = −1 in Corollary 3.2, one has
Corollary 3.4: Let C be a q-ary GQC code of block lengths (m1, · · · ,ml), whose decomposition is as in Equation (7). Then
(i) C is µ−1 self-orthogonal (resp. µ−1 self-dual) if and only if Ci ⊆ C⊥
′
i (resp. Ci = C
⊥′
i ) for i ∈ Γ(q,m);
(ii) C is µ−1-LCD if and only if Ci ∩ C⊥
′
i = ∅ for i ∈ Γ(q,m).
The following result characterizes µa-LCD GQC codes.
8Theorem 3.5: Let a be an integer with gcd(a,m) = 1 and C be a q-ary GQC code of block lengths (m1, · · · ,ml) with
constituent Ci = {0} or Vi for i ∈ Γ(q,m). Let T be the set of all i ∈ Zm with Ci = {0}. Then C is a µa-LCD GQC code
if and only if one of the following statements holds:
(i) S = −aS, where S = Zm \ T and −aS = {−as (mod m) : s ∈ S};
(ii) T = −aT ;
(iii) µ−a(C) = C.
Proof: From Equations (7) and (11), C is µa-LCD if and only if Ci ∩ C−ai = {0}. By the definition of S and T , C is
µa-LCD if and only if S = −aS. Thus, C is µa LCD if and only if T = −aT .
Let C be µa-LCD. From Equation (7), one has
C ∼=

 ∏
i∈Γ(q,m)∩T
{0}

×

 ∏
i∈Γ(q,m)∩S
Vi

 .
Note that T = −aT , S = −aS, and V−ai = Vi. By Equation (9) we obtain
µ−a(C) ∼=

 ∏
i∈Γ(q,m)∩T
{0}

×

 ∏
i∈Γ(q,m)∩S
Vi

 .
Hence, µ−a(C) = C.
Conversely, let µ−a(C) = C. From Equation (9), one has
µ−a(C) ∼=

 ∏
i∈Γ(q,m)∩T
C−ai

×

 ∏
i∈Γ(q,m)∩S
C−ai


=

 ∏
i∈Γ(q,m)∩T
{0}

×

 ∏
i∈Γ(q,m)∩S
Vi

 (∼= C).
Since Vi 6= {0} if i ∈ S and V−ai = Vi, one obtains −aS = S. Hence, C is µa-LCD from the above discussion.
The following result shows that GQC codes can be viewed as σ-LCD codes for an appropriate mapping σ.
Corollary 3.6: Let C be a q-ary GQC code of block lengths (m1, · · · ,ml) with gcd(
∏l
j=1mj , q) = 1 and Ci (i ∈ Γ(q,m))
be its constituents defined as Equation (5). If Ci = {0} or Vi for i ∈ Γ(q,m), then C is always a µ−qj -LCD code for any
nonnegative integer j. In particular, any cyclic code C of length m with gcd(q,m) = 1 is µ−1-LCD and σ-LCD, where σ is
defined by
σ(c0, c1, · · · , cm−1) = (cm−1, cm−2, · · · , c0),
for (c0, c1, · · · , cm−1) ∈ C.
Proof: Let S = {i ∈ Zm : Ci 6= {0}}. For any i ∈ S, Ciqj = C
qj
i 6= {0}. Thenfore −(−q
j)i ∈ S, which implies that
−(−qj)S = S. From Theorem 3.5, we deduce that C is µ−qj -LCD.
Now, let C be a cyclic code. In this case, Vi = Fq[ξi] and Ci = {0} or Vi. Therefore, C is µ−1-LCD, that is, C∩C⊥µ−1 = {0}.
For any c0 + c1x+ · · ·+ cm−1xm−1, µ−1(c0 + c1x+ · · ·+ cm−1xm−1) = c0 + cm−1x+ cm−2x2 + · · ·+ c2xm−2 + c1xm−1.
Then,
µ−1(C) = {c0 + cm−1x+ · · ·+ c1xm−1 : c0 + c1x+ · · ·+ cm−1xm−1 ∈ C}
= {xm−1(c0 + cm−1x+ · · ·+ c1xm−1) : c0 + c1x+ · · ·+ cm−1xm−1 ∈ C}
= {cm−1 + · · ·+ c1xm−2 + c0xm−1 : c0 + c1x+ · · ·+ cm−1xm−1 ∈ C},
where the second identity follows from the fact that µ−1(C) is a cyclic code.
Thus, C⊥µ−1 = (µ−1(C))⊥ = (σ(C))⊥ and C ∩ C⊥σ = {0}. Hence, C is σ-LCD.
Let C be a GQC code of block lengths (m1, · · · ,ml). For any j ∈ {1, · · · , l}, define
Cj = {cj(x) : (c1(x), · · · , cj(x), · · · , cl(x)) ∈ C}.
Then, Cj is a cyclic code over Fq of length mj . The following result shows how one can construct a σ-LCD GQC code C
from σ-LCD cyclic codes Cj .
Theorem 3.7: Let m1, · · · ,ml be positive integers with gcd(mj ,mk) = 1 for 1 ≤ j < k ≤ l and q be a prime power such
that gcd(
∏l
j=1mj , q) = 1. Let a be an integer with gcd(
∏l
j=1mj , a) = 1. Then, C is a µa-LCD GQC codes if and only if Cj
is a µa-LCD cyclic code for any j ∈ {1, 2, · · · , l} and C0 = {(c1(1), · · · , cl(1)) : (c1(x), · · · , cl(x)) ∈
∏l
j=1 Fq[x]/(x
mj−1)}
is an Euclidean LCD code in Flq.
9Proof: Let ξ be a primitive m-th root of unity with m =
∏l
j=1mj and mˆj =
m
mj
. For any j ∈ {1, · · · , l}, let Tj = {i ∈
Zmj : cj(ξ
mˆji) = 0} and Sj = Zmj \ Tj .
Let C be µa-LCD. By Corollary 3.3, for any j ∈ {1, · · · , l} and i ∈ Sj with i 6= 0, one has
Cmˆji ∩ C
⊥′
−amˆji = {0}.
Since gcd(mi,mj) = 1 for 1 ≤ i < j ≤ l, Cmˆj i ∩C
⊥′
−amˆji = {0} for i ∈ Sj \ {0} if and only if −aSj = Sj . From Theorem
3.5, Cj is µa-LCD.
By Corollary 3.3 and using the fact that V0 = F
l
q , we deduce that C0 is an Euclidean LCD code in F
l
q. Conversely,
assume that C0 is an Euclidean LCD code in F
l
q and Cj is µa-LCD for any j ∈ {1, · · · , l}. It is observed that Vi = {0} for
i ∈ Z∗m \ (∪
l
j=1Sj), where Z
∗
m = {x ∈ Zm : x 6= 0}. In particular, Ci∩C
⊥′
−ia = {0}. Let mˆji ∈ Sj \ {0}. Since Cj is µa-LCD,
from Theorem 3.5 −amji ∈ Sj . Note that
V−amˆji ∼= {0}
l−1 × Fq[ξ−amˆji] and C−amˆji = V−amˆji.
Then, (C−amˆji)
⊥′ = {0} and Cmˆji ∩ (C−amˆj i)
⊥′ = {0}. Hence, Ci ∩ C⊥
′
−ai = {0} for any i ∈ Zm, which completes the
proof.
From Corollary 3.6 and Theorem 3.7, we derive the following result which shows that certain Euclidean LCD codes give
rise to σ-LCD GCD codes and vice versa.
Corollary 3.8: Let m1, · · · ,ml be positive integers with gcd(mj ,mk) = 1 for 1 ≤ j < k ≤ l and q be a prime power such
that gcd(
∏l
j=1mj , q) = 1. Then, C is a µ−1-LCD GQC codes if and only if C0 = {(c1(1), · · · , cl(1)) : (c1(x), · · · , cl(x)) ∈∏l
j=1 Fq[x]/(x
mj − 1)} is an Euclidean LCD code in Flq.
B. σ-LCD and σ self-orthogonal for 1-generator GQC codes
Let c(x) = (c1(x), · · · , cl(x)), where cj(x) ∈ Fq[x]/(xmj − 1) for j ∈ {1, 2, · · · l}. Then
Fq[x]c(x) = {(c(x)c1(x), · · · , c(x)cl(x)) : c(x) ∈ Fq[x]}
is called a 1-generator GQC code with generator c(x). The 1-generator GQC codes are the most common GQC codes studied
in the literature (see for instance [8], [23], [25]). The purpose of this subsection is to describe more explicitly σ-LCD and σ
self-orthogonal for 1-generator GQC codes. Let a be a positive integer and µa be the transformation defined as above. We
start with the following result which provides a necessary and sufficient condition for a 1-generator GQC code to be µa-LCD
and µa self-orthogonal, respectively.
Proposition 3.9: Let m1, · · · ,ml be positive integers with gcd(
∏l
j=1mj , q) = 1. Let C = Fq[x]c(x) be a 1-generator GQC
code with c(x) ∈
∏l
j=1 Fq[x]/(x
mj−1). Then C is µa-LCD if and only if for any i ∈ Γ(q,m) with (δ1,ic1(ξi), · · · , δl,icl(ξi)) 6=
0, the following condition holds:
δ1,ic1(ξ
i)c1(ξ
−ai) + · · ·+ δl,icl(ξi)cl(ξ−ai) 6= 0.
Further, C is µa self-orthogonal if and only if for any i ∈ Γ(q,m), the following identity holds:
δ1,ic1(ξ
i)c1(ξ
−ai) + · · ·+ δl,icl(ξi)cl(ξ−ai) = 0.
Proof: For the 1-generator GQC code C = Fq[x]c(x), one has
Ci = {α(δ1,ic1(ξ
i), · · · , δl,icl(ξ
i)) : α ∈ Fq[ξ
i]},
and
C−ai = {α(δ1,ic1(ξ−ai), · · · , δl,icl(ξ−ai)) : α ∈ Fq[ξi]}.
Thus, Ci ∩ C
⊥′
−ai = ∅ if and only if for any i ∈ Γ(q,m), (δ1,ic1(ξ
i), · · · , δl,icl(ξ
i)) = 0 or
∑l
j=1 δj,icj(ξ
i)cj(ξ
−ai) 6= 0.
Further, Ci ⊆ C⊥
′
−ai if and only if
∑l
j=1 δj,icj(ξ
i)cj(ξ
−ai) = 0 for any i ∈ Γ(q,m). The proof is then completed from
Corollary 3.2.
The following result can be deduced from Proposition 3.9 with a = −1 (we shall use the fact δ1,ic1(ξi)2+ · · ·+δl,icl(ξi)2 =
(δ1,ic1(ξ
i) + · · ·+ δl,icl(ξi))2).
Corollary 3.10: Let m1, · · · ,ml be l positive integers with gcd(
∏l
j=1mj , q) = 1. Let C = Fq[x]c(x) be a 1-generator
GQC code with c(x) ∈
∏l
j=1 Fq[x]/(x
mj − 1). Then C is µ−1-LCD (resp. µ−1 self-orthogonal) if and only if δ1,ic1(ξi)2 +
· · ·+ δl,icl(ξi)2 6= 0 for any i ∈ Γ(q,m) with (δ1,ic1(ξi), · · · , δl,icl(ξi)) 6= 0 (resp. δ1,ic1(ξi)2 + · · ·+ δl,icl(ξi)2 = 0. for any
i ∈ Γ(q,m)).
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Furthermore, when q is a power of 2, then C is µ−1-LCD (resp. µ−1 self-orthogonal) if and only if δ1,ic1(ξi)+· · ·+δl,icl(ξi) 6=
0 for any i ∈ Γ(q,m) with (δ1,ic1(ξ
i), · · · , δl,icl(ξ
i)) 6= 0 (resp. δ1,ic1(ξ
i) + · · ·+ δl,icl(ξ
i) = 0. for any i ∈ Γ(q,m)).
The following results provide characterizations of LCD 1-generator QC codes and self-orthogonal 1-generator GC codes.
Corollary 3.11: Let m be a positive integer with gcd(m, q) = 1. Let C = Fq[x]c(x) be a 1-generator QC code of
index l with c(x) = (c1(x), · · · , cl(x)) ∈ (Fq[x]/(xm − 1))
l
. Then C is µa-LCD (resp. µa self-orthogonal) if and only
if gcd(
∑l
j=1 cj(x)cj(x
−a (mod m)), xm − 1) = gcd(c1(x), · · · , cl(x), xm − 1) (resp.
∑l
j=1 cj(x)cj(x
−a (mod m)) ≡ 0
(mod xm − 1)).
Proof: Firstly, recall the basic fact
gcd(f(x), xm − 1) =
∏
i∈Zm,f(ξi)=0
(x− ξi),
where f(x) ∈ Fq[x]. Then, the proof follows from Corollary 3.10.
Corollary 3.12: Let m be a positive integer with gcd(m, q) = 1. Let C = Fq[x]c(x) be a 1-generator QC code of index l
with c(x) = (c1(x), · · · , cl(x)) ∈ (Fq[x]/(xm − 1))
l
and Sj = {i ∈ Zm : cj(ξi) 6= 0} for j ∈ {1, 2, · · · , l}. If Si ∩ Sj = ∅
for 1 ≤ i < j ≤ l, C = Fq[x](c1(x), · · · , cl(x)) is µ−1-LCD.
Proof: First, by choosing a = −1 in Corollary 3.11, we observe that C is µ−1-LCD (resp. µ−1 self-orthogonal) if and
only if gcd(
∑l
j=1 cj(x)
2, xm − 1) = gcd(c1(x), · · · , cl(x), xm − 1) (resp.
∑l
j=1 cj(x)
2 ≡ 0 (mod xm − 1)). Further,
when q is a power of 2, then, C is µ−1-LCD (resp. µ−1 self-orthogonal) if and only if gcd(
∑l
j=1 cj(x), x
m − 1) =
gcd(c1(x), · · · , cl(x), xm − 1) (resp.
∑l
j=1 cj(x) ≡ 0 (mod x
m − 1)).
Now, by Si ∩ Sj = ∅ for 1 ≤ i < j ≤ l, one has
gcd(c1(x), · · · , cl(x), x
m − 1) =
∏
i∈Zm\(∪lj=1Sj)
(x − ξi),
and
gcd(
l∑
j=1
cj(x)
2, xm − 1) =
∏
i∈Zm\(∪lj=1Sj)
(x− ξi),
which completes the proof.
Example 1: Let m be an odd prime with m ≡ ±1 (mod 8). Let c1(x) = δ+
∑
i∈Z2m\{0} x
i and c2(x) = δ+
∑
i∈Zm\Z2m x
i,
where δ = 0 if p ≡ 1 (mod 8) and δ = 1 if p ≡ −1 (mod 8). Then, c1(x) and c2(x) are the generating idempotents of
the even-like binary quadratic residue codes. Let S1 and S2 be defined as in Corollary 3.12. It is observed that {S1, S2} =
{Z2m \ {0},Zm \ Z
2
m} [14]. From Corollary 3.12, C = Fq[x](c1(x), c2(x)) is µ−1-LCD.
A 1-generator QC code C is called maximal if any 1-generator QC code C′ containing C satisfies C = C′. It has been shown
in [24] that C = Fq[x](c1(x), · · · , cl(x)) is a maximal 1-generator QC code if and only if gcd(c1(x), · · · , cl(x), xm− 1) = 1.
The following result characterizes all maximal 1-generator QC LCD codes of index l.
Corollary 3.13: Let m be a positive integer with gcd(m, q) = 1. Let C = Fq[x]c(x) be a maximal 1-generator QC code of
index l with c(x) = (c1(x), · · · , cl(x)) ∈ (Fq[x]/(xm − 1))
l
. Then C is µa-LCD if and only if
gcd(
l∑
j=1
cj(x)cj(x
−a (mod m)), xm − 1) = 1.
Proof: The proof comes from Corollary 3.11 and the fact that gcd(c1(x), · · · , cl(x), xm − 1) = 1.
From Corollary 3.13, we derive the following main result on LCD maximal 1-generator QC codes.
Theorem 3.14: Let m be an odd positive integer and q be a power of 2. Then, a maximal 1-generator QC code C of index 2
over Fq[x]/(x
m+1) is µ−1- LCD if and only if there exists a unique c(x) ∈ Fq[x]/(xm+1) such that C = Fq[x](c(x), c(x)+1).
Further, the total number of µ−1-LCD maximal 1-generator QC codes in (Fq[x]/(xm + 1))
2
is qm.
Proof: If C = Fq[x](c(x), c(x) + 1), then from Corollary 3.13, C is µ−1-LCD maximal 1-generator QC code.
Assume that C is a µ−1-LCD maximal 1-generator QC code in (Fq[x]/(xm + 1))2. Then, there exist c1(x), c2(x) ∈
(Fq[x]/(x
m + 1) such that C = Fq[x](c1(x), c2(x)) and gcd(c1(x), c2(x)) = 1. Since C is µ−1-LCD, from Corollary 3.13,
gcd(c3(x), x
m+1) = 1, where c3(x) = c1(x)+c2(x). Thus, there is a unique c
′
3(x) ∈ Fq[x]/(x
m+1) such that c3(x)c
′
3(x) ≡ 1
(mod xm + 1), that is, c3(x) and c
′
3(x) are invertible in Fq[x]/(x
m + 1). Then,
C = {a(x)(c1(x), c2(x)) : a(x) ∈ Fq[x]/(x
m + 1)}
= {a(x)(c1(x), c1(x) + c3(x)) : a(x) ∈ Fq[x]/(x
m + 1)}
= {a(x)c′3(x)(c1(x), c1(x) + c3(x)) : a(x) ∈ Fq[x]/(x
m + 1)}
= {a(x)(c(x), c(x) + 1) : a(x) ∈ Fq[x]/(x
m + 1)},
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where c(x) = c1(x)c
′
3(x). Hence, C = Fq[x](c(x), c(x) + 1).
If there is some b(x) ∈ Fq[x]/(x
m + 1) such that C = Fq[x](c(x), c(x) + 1) = Fq[x](b(x), b(x) + 1), one gets
c(x)(b(x) + 1) ≡ b(x)(c(x) + 1) (mod xm + 1).
Then, b(x) ≡ c(x) (mod xm + 1), which completes the proof.
C. Asymptotically good µ−1-LCD GQC codes
In this subsection, we will construct a class of µ−1-LDC GQC codes and prove the existence of asymptotically good
µ−1-LDC GQC codes.
Let q be a prime power and assume that m1,m2, · · · ,ml are pairwise distinct positive integers relatively prime to q. Let
m be the least common multiple of m1,m2, · · · ,ml and ξ be a primitive m-th root of unity in the algebraic closure of Fq.
Then, ξmˆj is a primitive mj-th root of unity, where mˆj =
m
mj
and j ∈ {1, 2, · · · , l}. Moreover,
Fq[ξ
mˆj ] ∼= Fq[x]/(Mξmˆj (x))
∼= (Hj(x)Fq[x])/(x
mj − 1),
where Mξmˆj (x) is defined as in Equation (4) and Hj(x) =
xmj−1
M
ξ
mˆj
(x) . Hence, any linear code Cmˆj in (Fq[ξ
mˆj ])rj can be
identified as an Fq[x] submodule of ((Hj(x)Fq [x])/(x
mj − 1))rj , where rj is a positive integer.
For any j ∈ {1, 2, · · · , l}, let Cmˆj be an Euclidean LCD code over (Hj(x)Fq[x])/(x
mj − 1) with parameters [rj , kj , dj ].
Now, we define the GQC code by
C = Cmˆ1 × · · · × Cmˆl
= {(c1(x), · · · , cl(x)) : cj(x) ∈ Cmˆj for j ∈ {1, · · · , l}}. (13)
Note that Hj(ξ
i) 6= 0 if and only if i ∈ {mˆjqk : j ∈ {1, · · · , l}, k ∈ {1, · · · ,m}}. From the definition of C, one observes
that
Ci =


(Cmˆj )
qk ×
∏
k∈{1,··· ,l}\{j} {0}, · · · , {0}︸ ︷︷ ︸
rk
, i = mˆjq
k
0, otherwise
where Ci (i ∈ Zm) are the constituents of C and (Cmˆj )
qk = {(cq
k
1 , · · · , c
qk
l ) : (c1, · · · , cl) ∈ Cmˆj}. Since Cmˆj (j ∈
{1, · · · , l}) are Euclidean LCD in (Fq[ξmˆj ])rj , Ci ∩ C⊥
′
i = {0} for i ∈ Zm. From Corollary 3.3, C is a µ−1-LCD
GQC code in
∏l
j=1(Fq[x]/(x
mj − 1))rj . By Equation (13), one observes that C is an Fq-linear code with parameters[∑l
j=1mjrj ,
∑l
j=1 kjdeg(Mξmˆj (x)), dC ≥ min {d1dH1 , · · · , dldHl}
]
, where dC is the minimum distance of C and dHj is
the minimum distance of the cyclic code (Hj(x)Fq [x])/(x
mj − 1) for j ∈ {1, · · · , l}. Thus,
RC =
∑l
j=1 kjdeg(Mξmˆj (x))∑l
j=1mjrj
,
and
δC =
dC∑l
j=1mjrj
≥
min {d1dH1 , · · · , dldHl}∑l
j=1mjrj
.
If r1 = · · · = rl = r, then
RC =
l∑
j=1
deg(Mξmˆj (x))∑l
j=1mj
kj
r
, (14)
and
δC ≥
min {dH1 , · · · , dHl}∑l
j=1mj
min {
d1
r
, · · · ,
dl
r
}. (15)
The above development yields the following main result of this section. We shall use Equations (14) and (15) to show the
existence of asymptotically good long µ−1-LCD GQC codes.
Theorem 3.15: Let m1, · · · ,ml be pairwise distinct positive integers with gcd(
∏l
j=1mj , q) = 1. Then there exists an
asymptotically good sequence of µ−1-LCD GQC codes {C(i)}∞i=1, where C
(i) is a GQC code in
∏l
j=1(Fq[x]/(x
mj − 1))r
(i)
and r(i) is a positive integer.
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Proof: Note that the asymptotically good sequence of Euclidean LCD codes over Fq[ξ
mˆj ] exists by [22]. Thus, there exist
positive constants R0, δ0 and Euclidean LCD codes C
(i)
mˆj
over Fq[ξ
mˆj ] with parameters [r(i), k
(i)
j , d
(i)
j ] such that
k
(i)
j
r(i)
≥ R0
and
d
(i)
j
r(i)
≥ δ0, where j ∈ {1, 2, · · · , l} and i ∈ {1, 2, · · · ,+∞}. Let C(i) =
∏l
j=1 C
(i)
mˆj
be the µ−1-LCD GQC code defined
as in Equation (13). From Equations (14) and (15), one obtains
RC(i) ≥
∑l
j=1 deg(Mξmˆj (x))∑l
j=1mj
R0
and
δC(i) ≥
min {dH1 , · · · , dHl}∑l
j=1mj
δ0.
The desired result follows.
IV. µ−1-LCD ABELIAN CODES
In [9], Cruz and Willems have investigated and characterized ideals in a group algebra which have Euclidean complementary
duals. In this section, we shall consider µ−1-LCD Abelian codes and show that all Abelian codes in semi-simple communicative
group algebra are µ−1-LCD.
Let G be a finite Abelian group with identity 1 and Fq[G] be the group algebra of G over Fq . The elements in Fq[G] will
be written as
∑
g∈G cgg, where cg ∈ Fq . The addition and the multiplication in Fq[G] are given as follows.
∑
g∈G
agg

+

∑
g∈G
bgg

 = ∑
g∈G
(ag + bg)g,
and 
∑
g∈G
agg

 ·

∑
g∈G
bgg

 = ∑
g∈G
(∑
h∈G
ahbgh−1
)
g,
where
∑
g∈G agg,
∑
g∈G bgg ∈ Fq[G]. We define µ−1 on Fq[G] to be the map that sends
∑
g∈G agg to
∑
g∈G ag−1g for∑
g∈G agg ∈ Fq[G]. Note that µ−1 : Fq[G] −→ Fq[G] defines an auto-isomorphism of Fq[G].
A linear code C is called an Abelian code (for G over the field Fq) if C is an ideal in the group algebra Fq[G].
For b =
∑
g∈G bgg, c =
∑
g∈G cgg ∈ Fq[G], the Euclidean inner product and µ−1 inner product of b and c are respectively
defined as follows.
< b, c > =
∑
g∈G
bgcg,
< b, c >µ−1 =
∑
g∈G
bgcg−1 .
Then, < ·, · > is G-invariant, that is
< gb, gc >=< b, c >,
where g ∈ G, and b, c ∈ Fq[G]. In particular, < gb, c >=< b, g−1c >=< b, µ−1(g)c >. Thus, for any a,b, c ∈ Fq[G],
< ab, c >=< b, µ−1(a)c > . (16)
We have the following main result of this section.
Theorem 4.1: Let C be an Abelian code in Fq[G]. Then, C is µ−1-LCD if and only if C is generated by an idempotent.
Proof: First suppose that C is µ−1-LCD, that is, C ∩ (µ−1(C))⊥ = {0} and C + (µ−1(C))⊥ = Fq[G]. Thus, there
exist e ∈ C and f ∈ C such that e + f = 1. From e + f = 1, Fq[G]e + Fq[G]f = Fq[G]. One has C = Fq[G]e. Since
e− e2 = ef ∈ C ∩ (µ−1(C))⊥, one obtains e2 = e.
Conversely suppose that C = Fq[G]e, where e2 = e. Let ce ∈ C ∩ (µ−1(C))⊥. Then, for any b ∈ Fq[G],
0 = < ce, µ−1(eb) >
= < ce2, µ−1(b) >
= < ce, µ−1(b) >,
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where the second identity follows from Equation (16). Thus, ce ∈ (µ−1(Fq[G]))⊥ = Fq[G]⊥. Hence, ce = 0, which shows
C ∩ (µ−1(C))⊥ = C ∩ (C)
⊥µ
−1 = {0}, that is, C is µ−1-LCD.
The following consequence of Theorem 4.1 shows that Abelian codes in the group algebra Fq[G] of G (with gcd(#G, q) = 1)
are particular σ-LCD codes.
Corollary 4.2: Let q be a prime power and G be a finite Abelian group with gcd(#G, q) = 1. Then, all Abelian codes in
Fq[G] are µ−1-LCD.
Proof: Since gcd(#G, q) = 1, the group algebra Fq[G] is semi-simple and all ideals of Fq[G] are of the form C = Fq[G]e,
where e ∈ Fq[G] is an idempotent element [1]. It completes the proof from Theorem 4.1.
Example 2: Let G23 be the [23, 12, 7] binary Golay code. Since G23 is an Abelian code in F2[Z23], G23 is a µ−1-LCD codes
with parameters [23, 12, 7]. However there is no Euclidean LCD code with parameters [23, 12, 7], since any [23, 12, 7] linear
codes are permutational equivalent to G23, which are not Euclidean LCD [21].
V. CONCLUDING REMARKS
In this paper, we first introduce the concept of σ-LCD codes which generalizes the well-known Euclidean LCD codes,
Hermitian LCD codes, and Galois LCD codes. Likewise Euclidean LCD codes, σ-LCD codes can also be used to construct
LCP of codes. We show that, all q-ary (q > 2) linear codes are σ-LCD and any binary linear code C, {0} × C is σ-LCD.
Furthermore, we develop the theory of σ-LCD GQC codes by providing characterizations and constructions of asymptotically
good σ-LCD GQC codes. Finally, we consider σ-LCD Abelian codes and prove that all Abelian codes in a semi-simple group
algebra are σ-LCD. Our results show that σ-LCD codes allow the construction of LCP of codes more easily and with more
flexibility. Moreover, many results on the classical LCD codes and LCD GQC codes can be derived from our results on σ-LCD
codes by fixing appropriate mappings σ.
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