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Abstract
Many real-world combinatorial optimisation problems (COPs) are too complex to be
handled in polynomial time using exact methods. One way to solve such problems
is using approximation or heuristic algorithms which produce good quality solutions
within a reasonable amount of time. Local searches are a class of approximation
algorithms for dealing with COPs and have been shown to be very effective in
solving large-scale COPs. Several local search algorithms have been proposed in
literature where different ones use different rules or mechanisms to approach the
search space of a given COP. However, due to the complexity and variability of
characteristics in different COPs, it is very difficult to decide which local search
algorithm should be used. Indeed, it is very difficult to design a single local search
algorithm that can perform well across a diverse set of COP instances. Furthermore,
even for a given local search algorithm, its performance critically hinges on the
setting of its internal components, such as the operators/parameters that should be
included or adjusted, and this may vary from one instance to another. To deal with
these issues, this thesis proposes bi-level hyper-heuristic approaches that use various
local and diverse sets of operators for solving COPs. The proposed frameworks
control the selection of the local search algorithm and operators that should be
used at each decision point. The appropriate mix of the local search algorithm with
the operators is determined adaptively during the search process. In this thesis,
the search spaces of the local search algorithm and operators are formulated as
bi-level heuristic search spaces that interact with each other during the selection
process. This thesis introduces two new hyper-heuristic approaches. One approach
comprises a two-stage hyper-heuristic local search to adaptively select local search
algorithm and its components. The local search algorithms are selected in the
first stage and the operators for the selected local search are chosen in the second
stage. The two stages interact with each other by exchanging information in order
to arrive at a better decision. The second approach is based on two interleaved
ant colonies that integrates the strengths of several local search algorithms and
their components. This new framework is an improvement on its predecessor in
several respects, but the key contributions are related to the designing of dual ant
colonies and the use of multiple evaluation criteria. We formulate the search spaces
of local search algorithms and their components as a graph to be searched by the
proposed framework. The dual ant colonies work an interleaved manner as an
adaptive selection mechanism where the first one controls the selection of which local
search algorithm should be applied, while the second one chooses the local search
algorithm components for the selected local search algorithm. These design colonies
exploit and exchange information in a co-operative manner to effectively guide the
search and the selection process. To test the generality, consistency and performance
of the proposed frameworks, two COPs are considered: a multi-capacity bin packing
problem (MCBPP) and a google machine reassignment problem (GMRP). Results
demonstrate that the proposed frameworks obtain competitive results (if not best
results for some instances), on all problem domains when compared to the best-
known methods in the literature.
2
CHAPTER 1
Introduction
Optimisation problems arise in most of our daily activities. These problems are
related to the decision-making processes that play an important role in many real-
world complex applications. On a daily basis, we often face difficult decisions to
solve problems such as finding the shortest route to a destination or finding the
best possible allocation of resources to maximise or minimise the desired objective,
cost or time. In most real-world applications, the decision-making processes can be
formulated (or known) as combinatorial optimisation problems (COPs) [Talbi 2009],
[Michalewicz and Fogel 2013], [Kendall et al. 2016]. COPs seek for the best deci-
sion(s) or solution(s) among all available decisions/solutions for a given problem.
COPs have a wide range of applications in real-world problems such as resource
allocation, scheduling, routing, production planning, economic systems and man-
agement [Talbi 2009]. Hence, high-quality solutions to instances of COPs can result
in huge savings of time and/or money.
Different COPs have different features and characteristics such as the type of
variables (real, discrete or a combination of them) and the objective function which
can be continuous, linear or non-linear, uni-modal or multi-modal and convex or
non-convex. Several algorithms for dealing with COPs have been proposed in the
literature. These algorithms can be classified as exact and approximation or meta-
heuristic. Exact algorithms can be used to find the optimal solution for a given
problem by enumerating all possible solutions in the entire search space [Talbi 2009].
Unfortunately, many COPs are known as NP-hard problems [Michalewicz and Fogel
2013]. Hence, it is often impossible to obtain the optimal solutions for these problems
within a reasonable computational time using exact algorithms because the number
of possible solutions increases exponentially as the problem size increases. However,
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in practice, we often do not need an optimum solution for a given COP; rather,
a good quality solution within a moderate amount of time would be acceptable.
In this case, we can resort to approximation algorithms to deal with constrained
and large-scale COPs. Approximation (aka meta-heuristic) algorithms can yield
reasonably good quality solutions within satisfactory time periods, although they
do not guarantee optimality [Gendreau and Potvin 2010].
Local search (LS) algorithms are one of the approximation algorithms that have
been thoroughly investigated with COPs due to their ability to use problem specific
operators and navigate the search space without violating COP constraints [Badeau
et al. 1997], [Burke and Bykov 2008], [Bellio et al. 2016]. In addition, LSs are
known to be very fast and easy to implement. These features make LSs very flexible
and suitable for any complex and constrained COPs, provided that the generated
solutions can be comparatively assessed [Gendreau and Potvin 2010].
However, although the efficiency of LSs has been validated when used for several
complex real-world COPs, their adoption is severely hampered by many choices
that one must make, for example, internal components including neighbourhood
structures and parameter settings [Burke et al. 2003a], [Chakhlevitch and Cowling
2008], [Hutter et al. 2009]. This is also consistent with the No Free Lunch Theorem
which states that a single LS algorithm with the same operators that can perform
well all problem instances does not exist. In addition, LSs operate on a single
solution, which might not be well-suited to fine tuning for large search spaces and
heavily constrained problems.
Over the years, it has become evident that the selection of the right LS and
its internal components has a dramatic impact on the search performance [Eiben
et al. 1999], [Ong and Keane 2004], [Battiti and Brunato 2010], [Hutter et al. 2009],
[Fialho et al. 2010a], [Smith 2012], [Hamadi 2013]. To find a high-quality solution,
a human expert is often needed to manually customise the selected LS, including
the search strategy and the operators, to better fit a given COP. It is vital that the
appropriate LS and its internal components be determined although this is a frus-
tratingly difficult task and a time-consuming, trial-and-error process. Furthermore,
when a new COP or a new instance of the known COP is encountered, the optimal
setting is likely to be different and requires a new adjustment to find it. Indeed,
there are no guarantees that customised LSs will be able to produce good quality
solutions for different COPs or even different instances of the same COP without
undergoing any redevelopment [Chakhlevitch and Cowling 2008], [Burke et al. 2013].
Consequently, the research community has introduced a variety of approaches
to address all the above mentioned issues. Several examples of these approaches
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include hyper- heuristic [Sabar et al. 2015c], meta-learning [Ong and Keane 2004],
parameter tuning [Blum et al. 2011], reactive search [Hutter et al. 2010], adaptive
memetic algorithms [Wolpert and Macready 1997] and multimethod [Fialho et al.
2010a]. However, to the best of our knowledge, no work has been done in the lit-
erature on designing an adaptive approach for the selection of LS and its internal
operators. The success of hyper-heuristic (HH) in choosing the appropriate heuris-
tic(s) to effectively deal with various real world optimisation problems server is the
main motivation for this thesis. HH is a high-level methodology that solves optimi-
sation problems by automating the process of selection/producing heuristics based
on a set of heuristics [Burke et al. 2007], [Burke et al. 2013],[Sabar et al. 2015d],
[Sabar et al. 2015c]. In this thesis, the search spaces of a local search algorithm
and operators are formulated as bi-level heuristic search spaces to be searched by
hyper-heuristic approaches. The proposed approaches use a population of solutions
to effectively explore the search space. This thesis proposes two new hyper-heuristic
approaches:
• A two-stage hyper-heuristic local search to intelligently select the appropriate
local search algorithm and its components. The first stage is responsible for
the selection of local search algorithms while the second one is for choosing
the operators for the selected local search.
• A dual interleaved ant colonies local search approach that integrates the
strengths of several local search algorithms and their components. This new
approach is an improvement on its predecessor in several respects, but the
key contributions are related to the designing of dual ant colonies and the use
of multiple evaluation criteria. The dual ant colonies work in an interleaved
manner as an adaptive selection mechanism where the first one controls the
selection of the local search algorithm that should be applied, while the sec-
ond one chooses the local search algorithm components for the selected local
search algorithm. These design colonies exploit and exchange information in a
co-operative manner to effectively guide the search and the selection process.
1.1 Research Questions
Designing a local search algorithm that can deal with various combinatorial optimi-
sation problems is a challenging task. This is because different problems or problem
instances have different characterises and require different local search algorithm.
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Thus, it is necessary to investigate a range of local search algorithms. However, the
success of a local search algorithm is highly dependent on the neighbourhood struc-
tures that are employed, the acceptance criteria, and the parameters of the search
method. This is because different problems and/or instances have different charac-
teristics, and therefore may need different local search algorithms. In this thesis, we
study the advantages and disadvantages of a range of local search algorithms using
two different problem domains, and improve some of the algorithms accordingly
to make them more suitable for considered constrained optimisation. We develop
a population-based, hyper-heuristic approach in order to design an adaptive local
search approach that involves various algorithms and configurations. Specifically,
this research investigated and addressed the following three research questions:
1. How the performance of local search algorithm is affected by its
internal components and different optimisation problems?
Local search algorithms have been shown to produce very good results for
several challenging optimisation problems. However, they work well only for
the problem for which they have been designed. Hence, several investigations
should be conducted to study the main elements that have a crucial impact
on the search performance. These investigations should help us to understand
how to develop an effective local search approach that can effectively work
across different optimisation problems.
2. How to develop a hyper-heuristic approach to control the selection
of multiple local search algorithms?
Multiple local search algorithms can work very well over different problem
domains. However, the challenge is how to control the selection of their appli-
cation as well as their configurations. An intelligent hyper-heuristic approach
can be designed for this purpose. This hyper-heuristic should be able to evolve
various local search algorithms that work together towards a common goal to
produce very good results for different problem domains.
3. How to formulate the local searches selection and their components
as a bi-level hyper-heuristic approach?
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The coupling of local search algorithms with different components is known to
have a crucial impact on the algorithm performance. This can be formulated
as a bi-level optimisation problem where the search at the lower level seeks
the component that best suits the higher level that involve various local search
algorithms. This bi-level formulation should be able to produce an effective
approach that can achieve a high-quality solution and be easily generalised to
different problems.
To answer the above research questions, this research proposes two new ap-
proaches that can deal with various combinatorial optimisation problems. We ex-
pect that this research will make a valuable contribution to literature by achieving
the following objectives:
1. To propose a local search approach for combinatorial optimisation problems.
2. To develop a population based hyper-heuristic approach that can control the
selection of multiple local search algorithms.
3. To introduce a new bi-level hyper-heuristic approach to control the selection
of local search algorithms and their components.
1.2 Research Contributions
The work presented throughout this thesis has led to the following contributions:
1. Proposed a new local search-based hyper-heuristic approach for combinatorial
optimisation problems.
The proposed approach is a two-stage structure used to search the space of
local search algorithms and local search components (neighbourhood struc-
tures and neighbourhood structure combinations) and automatically couple
different algorithms with different components. The proposed hyper-heuristic
approach is further enhanced by the embedding of evolutionary components
(a population of solutions and adaptive ranking mechanism). This contains a
collection of solutions categorised by both quality and diversity, which are up-
dated as the algorithm progresses in order to diversify the search process. The
proposed hyper-heuristic approach has been successfully applied to the two
problem domains and was able to achieve excellent results for many instances.
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2. Proposed a new bi-level hyper-heuristic approach that formulates the search
spaces of local search algorithms and local search components as bi-level co-
operate graph networks.
The local search algorithms selection process was formulated as a upper-level
whereas the local search components as lower level. Ant colony optimisation
algorithm was uses as selection strategy in both level. Evolutionary com-
ponents (a population of solutions and adaptive ranking mechanism) were
also integrated with the proposed hyper-heuristic approach as a further im-
provement. Results demonstrate that this hyper-heuristic approach produces
consistent results and able to generalise well across all the considered problem
domains.
3. Proposed a new evolutionary component that can be used with hyper-heuristic
approach or local search algorithms.
The proposed component involves a population of solutions and distance-based
updating strategy. The distance-based updating strategy is proposed to dis-
tribute the solutions different areas of the search space while allowing solutions
to share local search algorithms. The experimental results demonstrate that
the evolutionary component has a critical impact on the search performance
of both hype-heuristic approaches.
1.3 Scope of the Thesis
Combinatorial optimisation problems occur in most real-world applications. The
complexities and challenges of the combinatorial optimisation problems arise from
the fact that the number of candidate solutions can grow exponentially with the size
of the problem. Thus, the focus of this thesis is to propose approach that can work
well across various combinatorial optimisation problems as well as on different in-
stances of the same problem. To test the generality, consistency and performance of
the proposed approaches, two combinatorial optimisation problems are considered:
a multi-capacity bin packing problem (MCBPP) and a google machine reassignment
problem (GMRP). MCBPP has been widely studied in the literature and has a va-
riety of constraints and different landscape structure. GMRP is proposed by google
and was used for the first time at ROADEF/EURO challenge 2012 [Google]. Re-
sults demonstrate that the proposed approaches in this thesis produce competitive
results (if not the best results for some instances), on all problem domains when
compared to the best-known methods in the literature.
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1.4 Thesis Outline
This thesis is comprised of nine chapters (as depicted in Figure 1.1) organised as
follows.
Chapter I Introduction
Chapter II Literature Review
Chapter III Problem Description
Chapter IV
Analysis of the lo-
cal search approach
Chapter V
Hyper-heuristic lo-
cal search approach
Chapter VI Bi-level hyper-heuristic approach
Chapter VII Analysis and Discussion
Chapter VIII Conclusions and Future work
Figure 1.1: The structure of the thesis
Chapter 1 presents the research questions, research contributions, the scope of
the thesis and thesis outline.
Chapter 2, gives a brief review of the hyper-heuristics area and the combinato-
rial optimisation problems that are considered (multi-capacity bin packing problem
(MCBPP) and google machine reassignment problem (GMRP)). This chapter also
reviews several state-of-the-art methods that have achieved the best known results
for the considered problems.
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Chapter 3 describes in more detail the combinatorial optimisation problems: the
multi-capacity bin packing problem (MCBPP) and the google machine reassignment
problem (GMRP). For each problem, the objective functions used in the evaluation
of the solution and problem instances are also described in this chapter.
The preliminary study is presented in Chapter 4 which includes the parameter
tuning process and the evaluation criteria used in this thesis.
Chapter 5 introduces the hyper-heuristic local search approach for combina-
torial optimisation problems. The aim is to use hyper-heuristic as a local search
algorithm builder which develops several local search templates by combining ex-
isting heuristics. The proposed approach has two key components. The first one
selects and applies two local search algorithms from a pool based on the current
stage of search. The second one chooses operators associated with the selected local
search algorithms. It begins by setting all the parameters which include the popu-
lation size and the parameter values of each local search algorithm. The proposed
hyper-heuristic local search approach has been tested on the considered problem
domains (multi-capacity bin packing problem (MCBPP) and google machine reas-
signment problem (GMRP)). The results show that this approach is able to produce
competitive results, if not better in some cases, compared to the best-known results
reported in the literature.
The proposed new bi-level hyper-heuristic approach used to control the selection
of local search algorithms and their components is described in Chapter 6. The
chapter begins with a description of the ant colony algorithm. Then, the proposed
approach used to select the local search algorithm and its components is presented.
The application of this approach on both problems shows that it is able to produce
good quality solutions for many instances.
Chapter 7 presents the statistical analysis and discussion on the performance of
the proposed two approaches presented in Chapters 5 and 6. A comparison between
proposed approaches using statistical tests is conducted to identify the one that has
the better performance.
Finally, the conclusions and contribution of this study, recommendations, pro-
posals and potential future research directions are summarised in Chapter 8.
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CHAPTER 2
Literature Review
This chapter discusses the literature related to the areas that have been studied
in this thesis. These are: hyper-heuristic approaches and the considered problem
domains (multi-capacity bin packing and google machine reassignment). Hyper-
heuristic approaches are the main solution methodologies proposed in this thesis.
The performance of the hyper-heuristic approaches proposed in this thesis is assessed
using the two problem domains being considered (multi-capacity bin packing and
google machine reassignment).
The organisation of this chapter is as follows: The hyper-heuristic definition
and related works are covered in Section 2.1 covers. Then a brief review of the
existing algorithms applied to solve the considered problem domains (multi-capacity
bin packing and google machine reassignment problems) is presented in Section 2.2.
Finally, the chapter summary is given in Section 2.3.
2.1 Hyper-heuristic approaches
This section presents the definition of hyper-heuristics, the classification of hyper-
heuristics, and reviews of the related works.
2.1.1 What is Hyper-heuristics
Despite the fact that meta-heuristic algorithms have had remarkable success in
dealing with several difficult and complex optimisation problems, they still need
considerable redevelopment if they are to be applied to a new optimisation problem
or even a different instance of the same problem [Burke et al. 2003a], [Cotta et al.
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2008], [Burke et al. 2010]. Furthermore, there are no guarantees that will be able
to achieve the same quality for different optimisation problems or even different
instances of the same optimisation problem without re-development [Hamadi 2013].
The redevelopments are usually varied and range from using problem specific struc-
tures, different operators to fine tuning the parameters, which is time consuming
and requires a deep understanding of both the algorithm behaviour and the instance
structure [Ong et al. 2006]. Another drawback is that most state-of-the-art algo-
rithms require an expert to design and tune them, and they usually obtain good
results only for the problem instances for which they have been designed. As a re-
sult, these algorithms are very expensive to maintain, especially when the problem
data or user demands changes over time [Burke et al. 2003a] [Burke et al. 2013].
Thus, if new problems are encountered, meta-heuristic algorithms have to be revis-
ited once again in order to accommodate the new changes, which is usually tedious
and time consuming [Hutter et al. 2009].
Due to the diversity of problems characteristics (or instances) as well as the
landscape structures and level of difficulty, it is now well understood that the selec-
tion of the meta-heuristic configurations (operators or parameter values) which are
to be used at a given decision point is vital to the success of meta-heuristic algo-
rithm [Marmion et al. 2013]. Indeed, there is no one ”optimal choice”; rather, one
promising approach is to change the meta-heuristic configurations for each problem
instance or during the solving process [Hamadi 2013]. This is because different prob-
lem instances has different configurations [Marmion et al. 2013]. Thus, alternating
between several meta-heuristic configurations might not only help the algorithm to
escape from the current local optima, but also to investigate different areas in the
search space because different meta-heuristic configurations will generate different
search spaces [Eiben et al. 1999], [Ong et al. 2006].
However, the main challenge of this research area is how to automate the de-
sign and configuration of meta-heuristic algorithms, and how to develop a search
methodology that is more general than those currently available [Burke et al. 2010],
[Burke et al. 2013]. Within this context, hyper-heuristics have emerged as adaptive
approaches for the automatic design and configuration of meta-heuristic algorithms
[Cowling et al. 2000], [Cotta et al. 2008], [Burke et al. 2013]. Hyper-heuristic ap-
proaches [Burke et al. 2013] are high-level strategies that seek the best possible con-
figurations for the given meta-heuristic algorithm in order to efficiently solve hard
optimisation problems. In contrast to meta-heuristic algorithms, hyper-heuristic ap-
proaches search for the best configurations for a given algorithm instead of directly
searching for the best solution. The ultimate goal is to find the right meta-heuristic
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configurations rather than solving the problem directly. The main motivation be-
hind the hyper-heuristic idea is to combine the strengths of different configurations
in a unified approach so that the specific strengths of each one can compensate for
the weaknesses of others. Hyper-heuristic approaches can be considered as a solu-
tion method that can handle various optimisation problems with little development
effort [Burke et al. 2010].
A traditional hyper-heuristic approach includes two levels: the high-level strat-
egy and the low-level heuristics (as shown 2.1) . These two levels interact with each
other to solve the given problem domain. The high-level strategy has no information
about the current problem domain and it is problem-independent [Cowling et al.
2000]. The main responsibility of the high-level strategy is to control the selection
of configurations which are to be used from a given pool of configurations during
the problem-solving process. The communication between both levels (high and low
levels) is accomplished via the domain barrier. Only the number and type of config-
urations and non-problem-specific statistical information can be exchanged between
the two levels by the domain barrier [Cowling et al. 2000]. Therefore, the separation
of the two levels in the hyper-heuristic approach means that it can be used to tackle
several different optimisation problems with very few changes [Burke et al. 2010].
The low-level heuristics contains the fitness function (or objective function), a set of
different configurations and the problem representation. The configurations at the
lower level are problem-dependent and work directly on the given solution. These
configurations compete with each other based on their previous accumulated perfor-
mance. The learning or selection mechanisms use the accumulated performance to
choose one conflagration at each step to iteratively improve the search performance.
A traditional hyper-heuristic approach works as follows: first, it sets the pa-
rameters, the low-level heuristics (initial solution and various set of conflagrations)
and then starts the loop iteration. At each iteration, the high-level strategy will
be called. The high-level strategy involves two parts: selection strategy and the
acceptance criterion. It first calls the selection strategy to decide which configura-
tion should be used from the available collection of low-level heuristics to produce a
new solution based on the past performance. Next, the acceptance criterion decides
either to accept or reject the new solution. Finally, the hyper-heuristic approach
updates the parameter values and repeats the previous steps until the specified
stopping condition is reached.
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Figure 2.1: The generic hyper-heuristic approach
2.1.2 Classification of Hyper-heuristics
Hyper-heuristic approaches can be categorised into two types: nature of the search
space and learning type [Burke et al. 2010]. The nature of search space has two
sub-categories:
• Selective hyper-heuristic approaches: this category tries to find the appropri-
ate configuration from a given pool of configurations (or heuristics) to be used
for handling the current problem solution [Burke et al. 2010].
• Generative hyper-heuristic approaches: this category searches for a new heuris-
tic by mixing existing heuristic components to improve the current problem
solution [Burke et al. 2010].
The low-level heuristics of hyper-heuristic approaches can be either constructive
or perturbative.
• Constructive hyper-heuristic approaches: constructive approach uses a pool of
constructive low-level heuristics to incrementally construct an initial solution.
• Perturbation hyper-heuristic approaches: a perturbation approach uses im-
provement heuristics to iteratively enhance the given solution.
The learning type has three sub-categories: no learning, off-line and on-line
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• On-line hyper-heuristic approaches: The learning about heuristic performance
is updated during the problem instance solving process.
• Off-line hyper-heuristic approaches: The learning about heuristic performance
is accumulated during the training phase and then used during the problem
instance solving process.
• No learning hyper-heuristic approaches: This approach did not involve any
sort of learning.
Note that the hyper-heuristic approaches proposed in this thesis can be cate-
gorised as an on-line perturbation based selective hyper-heuristic approaches.
2.1.3 Perturbation based Selective Hyper-heuristics
Related Works
This subsection provides a review of the related works for the hyper-heuristic ap-
proaches. We focus on the perturbation-based, selective hyper-heuristic approaches.
The perturbative based selective hyper-heuristic approach uses a pool of perturba-
tive or improvement configurations. It also works on the search space of configura-
tions, and has two levels (the high-level strategy and low-level heuristics). It begins
with an initial complete solution and then tries to improve it by exploring its neigh-
bourhood areas. The high-level strategy uses previous performance to choose one
configuration from a given set of configurations to be used to improve the current
solution, whilst low-level heuristics represent a set of perturbative or improvement
configurations. Thus, the main goal of perturbative-based, selective hyper-heuristics
is to improve the quality of the current problem solution through the selection and
application of a set of different configurations.
Figure 2.2 shows the selective hyper-heuristic approach. Given a set of configu-
rations, the objective function (or cost function) and a complete initial solution, the
perturbative-based, selective hyper-heuristics repeatedly apply the steps below for
a specific time period (a specific number of iterations set in advance by the user):
• Call the high-level strategy to choose one configuration from a given set of
configurations.
• Apply the selected configuration to a given solution to construct a new one.
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Figure 2.2: The selective hyper-heuristic approach
• Call the cost function (or objective function) to calculate the quality of the
newly constructed solution. Replace old solution with the new one if the
quality of the new one is better, and then continue the search.
• If the predefined termination criterion has been met, update the hyper-heuristic
parameter values and start a new loop iteration. Otherwise, halt the search
and return the best solution.
Generally speaking, the high-level strategy is the key component of the perturbation-
based, selective hyper-heuristic approaches. It employs a selection mechanism which
uses the previous search performance of each potential configuration to decide which
one should be used as the search progresses. Consequently, the design of an intelli-
gent and adaptive high-level strategy can have a crucial impact on the performance
of the hyper-heuristic approach. In addition, different optimisation problems or
instances of the same optimisation problem have different characteristics which re-
quire a high-level strategy that can adapt itself to the problem characteristics and
cope with changes to the instances. To this end, several hyper-heuristic approaches
that use different high-level strategies have been introduced in the literature.
These high-level strategies employ various schemes and methods such as random
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mechanism, machine learning, reinforcement learning, meta-heuristic algorithms or
game theory.
[Cowling et al. 2000] proposed several hyper-heuristic approaches that use sev-
eral types of selection mechanisms for a real-world problem: a sales summit problem.
Five different selection mechanisms (simple random, greedy, random permutation,
random permutation gradient and random gradient) were investigated. The results
of the experiments demonstrate that random gradient and random permutation
gradient perform better than other variants. [Cowling and Chakhlevitch 2003] ex-
tended these approaches for the trainer scheduling problem. At each iteration, the
improvement gain in the solution quality and the frequency of low-level heuristic
calls are recorded to be used as a low-level heuristic measure. Ninety-five low level
heuristics were considered. A tabu list was used to keep non performing heuristics.
The idea is to identify the best performing subset of heuristics. A greedy tabu
search mechanism, which gradually reduces the size of the fittest subset, achieved
promising results compared to other variants.
[Cowling et al. 2000] introduced a variation of the reinforcement learning method
called a choice function selection mechanism-based hyper-heuristic approach. Two
strategies were implemented to update scores: max score and roulette wheel se-
lection. Experimental results demonstrate that the roulette wheel choice function
mechanism is most promising one compared to other variants. The best value of the
choice function mechanism parameters was manually set by preliminary tests. To
overcome the problem of having to tune the parameters, [Cowling et al. 2001] added
an adaptive system to the choice function mechanism. The authors used an adaptive
system to adaptively adjust the parameter values at each step. This improved the
choice function heuristic selection mechanism. When tested on project scheduling
problems [Cowling et al. 2001], it outperformed the simple one as well as an existing
constructive heuristic. [Rattadilok et al. 2004] implemented a choice function mech-
anism within a parallel, architectures-based hyper-heuristic. The hyper-heuristic
approach has been applied to university course timetabling problems and produced
competitive results.
[Cowling et al. 2002] proposed an indirect Genetic Algorithm (GA) based hyper-
heuristic approach to handle trainer scheduling problems. The proposed approach
uses GA as a selection mechanism. In an indirect GA, the population of individuals
involves a set of integer values. Each value represents one low-level heuristic. Twelve
different low-level heuristics including deleting, swapping and several combinations
of adding event were used. The low-level heuristics in each individual is decoded
into a set of heuristics and applied one after the other from left to right. The
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evolutionary process applies a crossover operator and mutation operator to develop
a new individual. The GA-based hyper-heuristic produced much better results than
all low-level heuristics when tested individually. It also outperformed the direct GA
and memetic algorithm. [Han and Kendall 2003] further extend this hyper-heuristic
approach for the trainer scheduling problem. They employed an adaptive individual
length and guided operators. The results reveal that this approach outperforms all
low-level heuristics, as well as the memetic algorithm and direct encoding GA.
[Ayob and Kendall 2003] investigated the application of a simple random se-
lection mechanism and a choice function selection mechanism within the hyper-
heuristic approach to optimise the scheduling of placing electronic components on
a printed circuit board. A hyper-heuristic uses a simple random mechanism shown
to have performed better than choice function heuristic selection mechanism, and
achieved very good results when compared with existing algorithms. [Kendall and
Mohamad 2004] extended [Ayob and Kendall 2003] hyper-heuristic approach to solve
mobile communications problem called the channel assignment problem. The pro-
posed hyper-heuristic shown to be very competitive if not better compared to other
methods to existing constructive heuristic and genetic algorithms.
[Nareyek 2003] integrated a reinforcement learning system with a hyper-heuristic
approach for the two action planning problems: Qrc Quest and modified logistic do-
main. The reinforcement learning method is used to learn how to choose, from a
given pool of low-level heuristics, the most promising one. A weight (score) is al-
located to every low-level heuristic and updated as soon as the low-level heuristic
is applied. Initially, an equal weight has been allocated to each low level heuris-
tic. An adaptive weighting system is utilised to update the weights of all low-level
heuristics. The weight will be increased if the invoked low-level heuristic achieves
better quality. Otherwise, the weight will be decreased. The author considers dif-
ferent weight adaptation schemes that use positive and negative updating systems:
additive/subtractive, multiplicative/divisional, and power/root adaptation. Two
strategies are implemented to pick up the low-level heuristic using the saved weight
(max score and roulette wheel selection). The results of testing different weight
adaptation systems and different selection mechanisms suggest that using an ad-
ditive for rewarding an improvement move and root for punishing the worse move
with max strategy produced better results than did any other combinations.
[Burke et al. 2003b] proposed a hyper-heuristic approach that utilises a rein-
forcement learning system with tabu search to solve two problem domains: the nurse
rostering problem and university course timetabling problem. It uses a score-based
ranking system within the proposed selection mechanism that is similar to [Nareyek
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2003]. A dynamic list for tabu search is proposed to temporarily prohibit the ap-
plication of some low-level heuristics that generate poor quality solutions. A max
score strategy selects the low level heuristic that associated with the highest score
value and it is not currently in the list. The score of that low-level heuristic will get
increased if it makes an improvement, while non-improving low level heuristics will
be decreased and included into the tabu list for a fixed period of time. An additive
ranking system [Nareyek 2003] is also tested and the tabu list becomes empty once
an improved solution is generated. The proposed hyper-heuristic approach achieved
competitive results for both problems when compared to existing methods. Sub-
sequently, [Burke et al. 2005b] utilised the same heuristic selection mechanism but
with a static tabu list for two multi-objective optimisation problems: space allo-
cation and timetabling. This approach employs a different score for each low-level
heuristic. Each objective is assigned to one score. The results demonstrate that this
approach is able to produce a good trade-off Pareto front result.
[Bai and Kendall 2005] proposed a hyper-heuristic approach that uses a simple
random selection mechanism and a simulated annealing acceptance criterion to solve
the nurse rostering problem and the bin packing problem. They explored how to
automatically set simulated annealing parameters. Results reveal that a simple
random-based, hyper-heuristic approach outperformed other approaches. It also
outperformed two variations of simulated annealing algorithms.
[Burke et al. 2005a] and [Chen et al. 2007] introduced ant colony based hyper-
heuristics approach to solve sports timetabling problem and personnel scheduling.
In this hyper-heuristic approach, the ant colony is utilised in the higher level as
a selection mechanism. The search space of low-level heuristics is formulated as a
graph in which each vertex indicates a low-level heuristic. All ants are uniformly
distributed among all vertices of a graph. Each ant has an initial solution during
the travel over the network. Each ant applies the low-level heuristic at each that
vertex it visits. The ant colony hyper-heuristic approach achieved very good results
for personnel scheduling [Burke et al. 2005a] and better than the best known results
on a few instances of a sport timetabling problem [Chen et al. 2007].
[Dowsland et al. 2007] introduced a hyper-heuristic approach that uses a varia-
tion of reinforcement learning to solve a real-world problem for a cosmetics company.
A tabu search (RLTS) algorithm is also hybridised with reinforcement learning to
act as a selection mechanism. In this approach, the chosen low-level heuristic is in-
voked for k iterations. All low-level heuristics scores are updated based on the best
result achieved within k iterations. The hyper-heuristic approach produced superior
results compared to a random descent local search when tested on transportation
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problems.
[Pisinger and Ropke 2007] extended the reinforcement learning-based hyper-
heuristic approach to improve the search performance of the large neighbourhood
search approach. The hyper-heuristic approach is implemented to control the neigh-
bourhood application. Two different types of neighbourhood are employed to either
intensify or diversify the search. All neighbourhoods have scores which are updated
during the search process. The neighbourhood that improves the solution quality
will be rewarded; otherwise, it will be punished. A roulette wheel selection method
is employed to choose one neighbourhood according to an associated score. The
proposed large neighbourhood search algorithm is applied to five different vehicle
routing problems. When compared to existing state-of-the-art methods, the results
produced by this method reveal that this algorithm is very promising and superior
to the best-known results for instances.
[Cowling and Chakhlevitch 2007] presented a Tabu search-based hyper-heuristic
approach to tackle the trainer scheduling problem. A large group of different low-
level heuristics is used within the proposed approach. The Tabu search algorithm
is developed as a selection mechanism. The Tabu list saves the record of every low-
level heuristics which did not manage to improve the quality of the given solution
over the past k applications. At each iteration, the selection mechanism greedily
picks the best performing low-level heuristic from the available pool. If the applied
heuristic makes an improvement, the heuristic will be removed from the Tabu list.
A bad performing and non-tabu list heuristic will be applied and then added to
the Tabu list. Two types of Tabu list were used: static and dynamic. The hyper-
heuristic approach obtained very good quality solutions when compared to other
methods.
[Bhanu and Gopalan 2008] used a greedy selection mechanism with a great
deluge-based hyper-heuristic approach. The proposed hyper-heuristic approach is
applied to a scheduling problem in the grid environment. It is developed to con-
trol the selection of three local search algorithms (Tabu search, hill climbing and
simulated annealing) to be used as a hybrid method for a genetic algorithm. The
proposed hyper-heuristic approach produced better results compared to every other
method when tested individually.
[Ozcan et al. 2009] investigated the combination of different selection mech-
anisms with a late-acceptance-strategy based hyper-heuristic approach. A late-
acceptance strategy is a variation of stochastic criterion that records the quality
of the past solutions in a list. Five different selection mechanisms (greedy, simple
random, choice function, reinforcement learning and reinforcement learning-based
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Tabu search algorithm) are combined with the late acceptance strategy and tested
on exam timetabling problems. Simple random selection mechanism based hyper-
heuristic turn out to be the best compared to other variations while greedy selection
mechanism based hyper-heuristic is the worst.
[Meignan et al. 2010] proposed a self-adaptive agent-based reinforcement learn-
ing hyper-heuristic approach for solving a capacitated vehicle routing problem. This
approach uses two learning mechanisms called guide and strategist and they interact
with each other during the problem-solving process. The guide learning mechanism
schedules, selects or composes the low-level components. The strategist learning
mechanism modifies the role of the guide mechanism. Crossover and mutation op-
erators are utilised low-level heuristics and six simple descent hill climbers using
different neighbourhood structures, such as 2-opt that are utilised as intensifiers.
The results reveal that, compared to existing methods, the use of reinforcement
learning can enhance the quality of solutions and also produces very good results
for all instances.
[Ahmed et al. 2011] presented a hyper-heuristic approach that utilises a genetic
algorithm (GA), a selection mechanism for solving an academic scheduling problem.
The hyper-heuristic approach consists of three layers: the top layer which manages
the selection at the middle layer, middle layer which manages the problem con-
straints and low layer which includes the low-level heuristics. The GA is used at
the first layer to manage the problem constraints at the middle layer and select the
heuristic from the low layer. The hyper-heuristic was tested on real-world instances
and achieved very good results.
[Demeester et al. 2012] proposed a tournament-based hyper-heuristic approach
for exam timetabling problems. It combines the simple random selection mechanism
and tournament method. At each loop iteration, the utilised low-level heuristic
produces a collection of solutions (based on the tournament size) and the best one
is selected. The hyper-heuristic approach is used to solve two exam timetabling
benchmarks, and real-world instances taken from the engineering department of
KAHO Sint-Lieven University, Belgium. Results show that this hyper-heuristic
approach managed to produce a new best-known result for a few instances for both
problem benchmarks. It also obtained good results for the real-world instances
compared to those obtained manually.
[Ren et al. 2012] presented a hyper-heuristic approach that employs an ant
colony and genetic algorithm as selection mechanisms for the p-median problem.
The proposed approach decomposes the high-level strategy into two modules called
the ”low-level module” and the ”parameter module”. The first module controls the
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low-level heuristic section, whilst second module is used to automatically adjust the
parameter values of the employed low-level heuristics. A heuristic space reduction
mechanism to manage the heuristics search space is also presented. The results
indicate that the hyper-heuristic approach that uses the space reduction mechanism
outperforms the one without the space reduction mechanism.
[Bai et al. 2012] proposed a short-term reinforcement learning based hyper-
heuristic approach to handle bin packing and university course timetabling prob-
lems. The short-term memory saves the scores of all low-level heuristics. All scores
are calculated using the percentage of accepted calls, whilst the percentage of low-
level heuristics that produced new solutions is used as its score during the reheating
phase. The roulette wheel selection method uses the saved scores to select one
low-level heuristic. The hyper-heuristic achieved very good quality solutions and
achieved new best-known results for several instances.
Based on [Burke et al. 2003b], [Bai and Kendall 2005] and [Dowsland et al.
2007] hyper-heuristic approaches, [Bai et al. 2012] added a memory to a reinforce-
ment learning method. In this hyper-heuristic approach, every low-level heuristic is
associated with a score which is updated periodically. Roulette wheel selection is
employed to choose one low-level heuristic from the given set based on their scores.
The hyper-heuristic is applied to two optimisation domains: a university course
timetabling problem and an one-dimensional bin packing problem. Good quality
solutions were achieved compared to existing algorithms as well as producing new
best-known solutions for many instances.
[Blazewicz et al. 2013] studied the effectiveness of different selection mecha-
nisms based hyper-heuristic approaches for predicting DNA sequences. Three dif-
ferent approaches including choice function [Cowling et al. 2000], tabu search [Burke
et al. 2003b] and simulated annealing [Bai et al. 2012] are investigated. The hyper-
heuristic approaches are evaluated using two types of datasets. The first dataset
is randomly generated and used to study the sensitivity of the hyper-heuristics
using various types of heuristics. Six different hyper-heuristic approaches using sev-
enty different combinations of various low-level heuristics is evaluated. The second
dataset is a biological dataset and is utilised to determine the quality of the best per-
forming hyper-heuristics on a randomly generated dataset. The hyper-heuristic that
uses the roulette wheel selection mechanism produced the best results compared to
other methods.
[Kalender et al. 2012] proposed a greedy selection based hyper-heuristic ap-
proach that uses a gradient mechanism to solve a university course timetabling
problem and high school timetabling problem. The proposed approach adopts a re-
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inforcement learning system to update the scores of all heuristics. An adaptive up-
dating scheme that uses the quality of current and old solutions is also investigated.
The results obtained clearly show the effectiveness of the proposed hyper-heuristic
approach in both problem domains.
A hyper-heuristic approach based on particle swarm optimisation (PSO) to
tackle the resource constrained project scheduling problem is proposed by [Koulinas
et al. 2014]. The PSO works at the higher level to handle the selection process
of several low-level heuristics. The random key representation scheme is adopted
to produce solutions. The low-level heuristics generate various scheduling rules to
construct a new solution. The hyper-heuristic approach produced very promising
results compared to those of existing methods.
[Sabar et al. 2015d] proposed a multi-armed bandit based hyper-heuristic ap-
proach to tackle two different combinatorial optimisation problems. The proposed
multi-armed bandit scheme is adopted from game theory and is utilised as a se-
lection mechanism. A dynamic parameter updating method is also introduced to
adaptively change the parameter values of the multi-armed bandit. The proposed
approach was tested on exam timetabling and vehicle routing, and showed promising
results for both problems.
[Asta and O¨zcan 2015] introduced a tensor based hyper-heuristic approach to
solve cross-domain optimisation problems. The selection mechanism is based on
the factorisation process which divided the low-level heuristics to two different cate-
gories. The approach works in two different ways based on the obtained categories.
Six optimisation problems are employed as benchmarks to assess the quality of the
developed hyper-heuristic approach. Very competitive results were achieved for all
problems. [Asta et al. 2016] further extended this hyper-heuristic approach to solve
a nurse rostering problem. New best-known results for four instances were obtained.
[Ortiz-Bayliss et al. 2016] introduced a neuro-evolutionary based hyper-heuristic
approach to handle constraint satisfaction problem. The neural networks method is
used to learn the heuristic combinations of different problem instances. A genetic
algorithm is utilised to design the networks topology and tune the parameters.
The results indicate that the neural networks approach is a practical algorithm for
developing hyper-heuristic approach and produced very good results.
Based on [Sabar et al. 2015d], [Soria-Alcaraz et al. 2017] also utilised the multi-
armed bandit method as a selection mechanism. The authors used two different
methods to discover the appropriate group of low-level heuristics. The first method
uses a non-parametric statistics calculation, while the second one applies the fitness
landscape principle. The hyper-heuristic approach is applied to a university course
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timetabling, and found new best-known solutions for five instances.
[Kheiri and Keedwell 2017] modelled the selection process of the selective hyper-
heuristic approach as a hidden markov model. The selection mechanism develops
a chain of low-level heuristics instead of just one heuristic. The roulette wheel
selection method is invoked to select a low-level heuristic based on their scores. The
benchmark instances from the high school timetabling problem is used to assess the
quality of the hyper-heuristic approach. The results indicate good performance for
all instances, and better than the best-known methods.
[Choong et al. 2018] present a hyper-heuristic approach that utilises Q-learning
reinforcement learning to discover the proper combination of selection mechanisms
and operators. The proposed approach tries to find all possible combination, and
then applies them in at an iterative manner. Several instances from six different op-
timisation domains are utilised to check the quality of the proposed hyper-heuristic
approach. This hyper-heuristic approach achieved comparable results.
A backtracking search algorithm based hyper-heuristic approach is presented
by [Lin 2019]. This algorithm is used at the higher level as a selection mechanism.
The author also proposed a new solution decoding scheme. The flexible job shop
scheduling problem is used as a benchmark to examine the quality of proposed
hyper-heuristic approach. Very good results for many instances were obtained.
[Venkatesh and Singh 2018] employed a hyper-heuristic approach to improve the
artificial bee colony algorithm. The hyper-heuristic approach is used as a selection
mechanism to assist the artificial bee colony algorithm in generating a new neigh-
bourhood solution. The authors also proposed a new solution representation scheme
to efficiently handle the problem constraints. The proposed algorithm is tested on
k-interconnected multi-depot multi-travelling salesman problem and obtained very
good results for all instances.
Based on [Kheiri and Keedwell 2017], [Ahmed et al. 2019] tested various selec-
tion mechanisms based hyper-heuristic approach to solve urban transit route design
problem. Results of experiments demonstrate that a sequence-based selection mech-
anism is better than other mechanisms and other methods.
[Caraffini et al. 2019]s hyper-heuristic approach presented three different se-
lection mechanisms to solve continuous optimisation problems. The first selection
mechanism uses a random method; the other are based on reward schemes. The
results of testing this approach on optimisation functions reveal that the reward
schemes perform better than the random method and other methods proposed in
the literature.
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2.1.4 No Free Lunch Theorems
Designing an optimisation methodology that is able to perform well when tackling
various optimisation problems is a challenging task. Over the years, the results of
testing several optimisation methods over various problem domains demonstrated
that there is no single method that is able to outperform all others on all prob-
lem domains or even for all instances of a given problem domain ([Gendreau and
Potvin 2010],[Hamadi 2013]). A solution method that produces the best-known
result for one or a few instances of a given problem domain, also produced uncom-
petitive results for other instances of the same problem domain. This tendency in
existing solution methods behaviour is consistent with the No Free Lunch Theorem
(NFLT) [Wolpert and Macready 1997]. The NFLT states that there is no single al-
gorithm with a fixed configuration that will consistently work well for different sets
of problems. In other words, no heuristic search algorithm is better than random
enumeration [Whitley and Watson 2005].
Although this implies that it is not possible to design a generic solution for
all optimisation problems, it does not mean that we cannot investigate more a
general approach to improve the generality of existing optimisation methodologies.
Indeed, practitioners are usually interested in finding the best solution and this has
nothing to do with an average over all possible functions. In fact, researchers and
practitioners agree that a generic problem solver does not exist. However, they
also agree that there is one algorithm that can outperform others on a particular
problem domain [Garcia-Martinez et al. 2012]. Thus, researchers are now putting
their efforts into designing an efficient algorithm for given problem domains which
can deliver very good quality solutions for a set of optimisation problems but not
for all optimisation problems.
Interestingly, [Poli and Graff 2009] recently proved that, if the set of fitness
functions of the underlying problem are not closed under permutation, then the
NFLT may not apply for hyper-heuristic approaches. This implies that it may be
possible to design a new and powerful hyper-heuristic approach that can perform
better on average than random search, and can also produce very good results
for various combinatorial optimisation problems. Therefore, there is still ongoing
research attempting to develop new hyper-heuristic approaches.
2.1.5 Remarks on Selective hyper-heuristic approaches
As demonstrated by several comparison studies ([Bai et al. 2012], [Blazewicz et al.
2013],[Burke et al. 2013]), there is no one selection mechanism that performs the
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best in all tested problem domains. In general, all of them face the generalisation
issue. Selection mechanisms with no learning are simple to understand and easy
to implement. However, the chances of obtaining good quality solutions crucially
depends on the chance of choosing one, or a sequence of, good low-level heuristics.
This is due to the fact that the selection probability depends on a random factor
and it is difficult to predict its behaviour during the search process. Greedy se-
lection mechanisms are computationally expensive because they must evaluate all
the considered low-level heuristics and then select the best one. Thus, they are not
recommended when time is a key factor.
Selection mechanisms that employ meta-heuristic algorithms do not use the pre-
vious information during the selection process and they have one or more parameters
that need to be properly defined in advance. In many cases, the improvement in the
solution quality is due to the application of one or several low-level heuristics, whilst
the application of other low-level heuristics is useless. Although the choice function
and reinforcement learning selection mechanisms have been widely utilised, one can
argue that their parameter settings have been manually customised by human ex-
perts. For example, the choice function has three sensitive parameters and previous
works have shown that these parameters have a dramatic impact on the quality of
the hyper-heuristic approaches. In the reinforcement learning mechanism, the user
needs to define the upper and low bound values, the reward/punish scheme, and
how much to reward or to punish. Other drawbacks of the score-based heuristic
selection mechanisms are:
1. The selection mechanism needs to randomly apply all the considered low-level
heuristics for a fixed number of iterations in order to initialise their score
values.
2. In many cases, the selection mechanism will repeatedly apply the low-level
heuristic with the highest score. However, this might result in a poor per-
forming hyper-heuristic and the highest score of such a low-level heuristic is
due to its application in the early stages of the searching process. As a result,
the performance of these selection mechanisms usually depends on the perfor-
mance of the heuristic called in the early stages. Hence, in order to determine
the new heuristic, the current best one must be applied many times in order
to punish it and, in turn, reward other heuristics to increase their selection
probability.
3. In most of the existing selection mechanisms, the improvement gain usually
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dominates performance during the selection process, while other measures
such as the application frequency, improvement strength and update of the
best known solution, are either ignored or one of them is used as a second
measurement.
4. The reward/punishment amount is usually fixed. However, some low-level
heuristics bring large improvement, while other small improvement. Some
low-level heuristics achieve only a small improvement but for a longer period,
while others bring large improvements but over a shorter period. Hence, the
reward/punishment amount should reflect the achievement of the low-level
heuristic being applied.
In practice, an effective selection mechanism should be able to quickly switch
to another low-level heuristic when the current one is no longer working well; also,
several criteria should be applied during the selection process to diversify the search
process. This implies that there is still the need for a approach that is more general
than those currently available, and which can cope with a range of hard optimisation
problems or even different instances of the same optimisation problem, without much
re-development effort and intensive parameter tuning.
2.1.6 Other Areas Related to Hyper-heuristics
Several methodologies that integrate a learning method to adaptively change their
behaviour to cope with problem changes have been proposed. These methodologies
are closely related to hyper-heuristic frameworks and their main goal is to oper-
ate well over various problem domains by either automatically adjusting algorithm
configuration (neighbourhood operators and parameter values) during the run (on-
line) or learning a good configuration during the training phase (off-line). Examples
of these methodologies are: adaptive operator selection [Elsayed et al. 2018] [Fi-
alho et al. 2010b], Landscape-based adaptive operator selection mechanism [Sallam
et al. 2017], meta-learning [Smith-Miles 2009] and algorithm portfolios [Parkes and
Huberman 2001].
2.2 Combinatorial Optimisation Problems
In this section, we first discuss the combinatorial optimisation problem, followed by
the type of methodologies. Finally, we review the problems considered in this thesis.
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2.2.1 Introduction
A combinatorial optimisation problem (COP) seeks the best solution(s) among all
those available for a given problem ([Michalewicz and Fogel 2004], [Talbi 2009],
[Weise et al. 2009]). It refers to a set of problems with a discrete variable which
needs to be optimised by a given approach. Most real-world applications in the
areas of, for example, communication, scheduling, logistics, marketing strategies,
routing, production planning and management are classified as COP ([Michalewicz
and Fogel 2004], [Hoos and Stu¨tzle 2004], [Talbi 2009], [Weise et al. 2009]). A com-
binatorial optimisation problem P=(S, f) can be mathematically represented as
follows ([Blum and Roli 2003]):
• X = {x1, ..., xn} is a set of given variables;
• D1, , Dn represents variable domains;
• c1, , cn a set of hard and soft constraints; and
• f : D1 ∗ ...Dn∗ → R is the objective function or cost function.
S={s = {(x1, d1), , (xn, dn)} | di ∈ Di, s satisfies all problem constraints} is
the set of all candidate solutions. S is often referred to as the search (or solution)
space which includes all the candidate solutions for a problem. Assuming that a
minimisation problem is being considered, to solve the combinatorial optimisation
problem, the main task of the optimisation algorithm is to generate a solution s ∈ S
that has the minimum objective function value, i.e.f(s) ≤ f(s),∀s ∈ S. s is known
as the best available or the optimal solution for P = (S, F ).
In this thesis, two well-known NP-hard combinatorial optimisation problems
with various search space characteristics and features have been considered. These
are: the multi-capacity bin packing problem and the google machine reassignment
problem. Apart from being hard to solve, the reasons for choosing these problems are
that they have numerous real-world applications, and the current available solutions
can still be improved. The following subsections discuss several works related to the
aforementioned problems. Further details are presented in Chapter 3.
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2.2.2 Methodologies for Combinatorial Optimisation
Problems
Given a combinatorial optimisation problem, one has to decide how best to solve
it. Existing solution methodologies can be classified into: exact methods and meta-
heuristic methods. Below, we briefly discuss these methods.
Exact methods
Over the years, several exact methods have been developed to solve various com-
binatorial optimisation problems. These methods can be used to find the optimal
solution for a given problem by enumerating all possible solutions derived from
the entire search space [Talbi 2009]. Examples of these methods include branch &
bound algorithms and dynamic programming. However, many real-world optimi-
sation problems are very difficult to solve [Weise et al. 2009] . This is due to the
real-time demands, high multi-modality, non-differentiable objective function, large,
and often heavily constrained search spaces which make the modelling a very com-
plex task [Talbi 2009]. Take, for example, a well-known combinatorial optimisation
problem known as the ”travelling salesman” problem [Michalewicz and Fogel 2004].
Given a set of cites, the task is to find the optimal ordering of visiting all cites
only once in such a way that the total amount of travelled distance is minimised.
If we assume that we have 10 cites, there is a total of 10! = 3,628,800 possible
solutions (size of the search space) which seems manageable within a reasonable
computational time. However, if we increase the number of cites to 20, which still
does not represent a real-world situation, there are 2.4329E+18 possible solutions.
In this case, exact methods are an impractical (if not impossible) option because,
in general, it is impossible to enumerate the entire search space within a tractable
computational time [Talbi 2009]. Indeed, for many real-world problems, practition-
ers usually would prefer a rather good solution obtained within a realistic amount
of time than the optimal solution that might take too long to find.
Meta-heuristic methods
Meta-heuristic methods have been utilised frequently over the last ten years to
solve different combinatorial optimisation problems. The main advantage of these
methods is that they can handle a wide range of constraints very well [Reeves 1995].
Glover and Laguna [Reeves 1995] define a meta-heuristic as follows:
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”A meta-heuristic refers to a master strategy that guides and modifies other
heuristics to produce solutions beyond those that are normally generated in a quest
for local optimality.”
The main advantage of a meta-heuristic method is its ability to escape from
local optima. thereby making it possible to produce better quality solutions [Burke
et al. 2003a] [Burke et al. 2005b]. Meta-heuristic methods include methods such
as Tabu Search [Reeves 1995], Steepest Descent, Great Deluge [Dueck 1993], Simu-
lated Annealing [Kirkpatrick et al. 1983], Late Acceptance Hill Climbing [Burke and
Bykov 2008] and Iterated Local Search [Lourenc¸o et al. 2001] and the Evolutionary
Algorithms.
2.2.3 Multi-capacity Bin Packing Problem
The multi-capacity bin packing problem (MCBPP) is a well-known NP-hard com-
binatorial optimisation problem that was introduced by [Garey et al. 1976], [Caprara
and Toth 2001]. MCBPP is an extend class of the well-known classical one-dimensional
bin packing problem (BPP). In BPP, there are a set of items and an unlimited num-
ber of bins. The aim is to allocate all items using a minimum set of bins where the
capacity of all items allocated to each bin is equal to or less than bin capacity.
The idea of MCBPP is the same, but each item has two dimensions that need
to be taken into account when packing them [Spieksma 1994]. The bins and the
items are categorised by several different dimensions and various sizes for both di-
mensions. In MCBPP, the dimensions of all items in each bin should not surpass
the capacity of the bin in both dimensions. The goal of MCBPP is to minimise
the total number of used bins [Caprara and Toth 2001], [Monaci and Toth 2006].
MCBPP has several important real-world applications such as cloud computing and
container allocation. In the cloud computing application, machine allocation and
re-assignment can be formulated as MCBPP where machines are represented by bins
with multi-dimensions for network bandwidth, RAM, CPU and disk space, while
jobs are represented by items. As in MCBPP, a group of jobs can be assigned to a
machine as long as the problem constraints have been met. The goal is to reduce the
number of used machines in order to save more energy and utilise machines more
efficiently. The instance details and the objective function of the multi-capacity bin
packing problem that have been used in this work will be fully discussed in Chapter
3.
In this thesis, we consider that the MCBPP variant that can be mapped into
cloud computing machine allocation and re-assignment problems. Due to the in-
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clusion of various hard constraints in problem dimensions, a limited number of
papers have considered the MCBPP benchmark compared to the BPP benchmark
in the literature. Most of these papers are based on exact methods which have
been specifically customised to obtain the optimal results for small-sized MCBPP
instances. [Caprara and Toth 2001] proposed an exact algorithm that employs
branch-and-bound and branch-and-price to solve MCBPP. The authors presented
a linear programming relaxation formulation to obtain the upper bound and lower
bound using the worst-case performance. Several lower bounds, greedy procedures
and constructive heuristics were implemented and compared. The proposed ex-
act algorithm achieved favourable results compared to those of other heuristics.
[Kellerer and Kotov 2003] conducted an analysis of an exact algorithm based on
worst-case performance ratio. Also, an approximation algorithm and linear pro-
gramming approach to reduce the running time, were analysed. The authors sug-
gest that an absolute worst-case performance ratio-based algorithm is much better
than an asymptotic worst-case performance ratio. [Monaci and Toth 2006] pro-
posed a set-covering-based exact algorithm to deal with MCBPP. The authors for-
mulated MCBPP as large set covering problems. The proposed algorithm uses
column-generation and the column-optimisation methods. Competitive results were
achieved for many MCBPP instances.
Similar to a traditional BPP, the exact methods described above are usually
possible only for small-sized MCBPP instances. Therefore, researchers have re-
sorted to meta-heuristic algorithms to tackle medium and large MCBPP problems
[Aringhieri et al. 2018]. Meta-heuristic algorithms are able to produce good quality
solutions for medium and large MCBPP instances within acceptable time-frames.
Existing meta-heuristic algorithms can be either single solution-based, population-
based or hybrid algorithms. Single solution-based meta-heuristic algorithm begins
with a single complete solution and repeatedly improves it by exploring its neigh-
bours [Talbi 2009]. These methods successively invoke two procedures called ”gen-
erate” which generate a set of solutions from the current solution, and replacement
which decides to either replace the generated solution with the current one or keep
the current one based on the algorithm acceptance strategy [Talbi 2009]. To the
best of our knowledge, only three single-solution-based meta-heuristics have been
tested on MCBPP instances. These are discussed below.
[Masson et al. 2013] presented a multi-start based iterated local search to solve
MCBPP. The proposed algorithm employs two different move operators: relocation
operator which shift one process from the allocated place into a different one and
swap of processes which exchange processes between different machines. They com-
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pared their algorithm with the algorithms proposed in the literature. Results reveal
that the proposed iterated local search outperforms the available state of the art
methods in some instances.
[Billaut et al. 2015] extended [Monaci and Toth 2006]s work to solve MCBPP.
They proposed a two-step algorithm. The first step employs Recovering Beam
Search algorithm to built a good-quality initial solution in a small amount of time,
while the second step applies a meta-heuristic approach to improve the initial solu-
tion. The proposed algorithm improves the best-known results for seven instances
compared to the available algorithms.
Recently, [Aringhieri et al. 2018] proposed a two-stage algorithm for solving
MCBPP. The first stage utilises a greedy scheme to construct the initial feasible
solution. The second stage includes a simple multi-start neighbourhood algorithm to
enhance the quality of the initial solution. The multi-start neighbourhood algorithm
invokes swap and release to remove one bin and then swap the operator to rectify an
infeasible solution. The proposed algorithm attained very good results in comparison
to those of the best algorithms presented in the literature.
2.2.4 Google Machine Reassignment Problem
The Google machine reassignment problem (GMRP) is a heavily constrained com-
binatorial optimisation problem [Google]. GMRP is introduced in 2012 by Google.
Google provided all instance descriptions and problem formulations as well as the ob-
jective functions. The GMRP benchmark instances were employed for the first time
during the French Operational Research and Decision Aid society (ROADEF) and
the European Operational Research society (EURO) challenge known as ROADEF/
EURO challenge. GMRP includes a set of processes and a set of machines. In
GMRP, each machine comprises various resources such as CPUs and RAMs. GMRP
seeks the best possible assignment to allocate all processes into machines. The ob-
jective is to enhance the usage of a given set of machines via moving process(es)
from one machine to another.
Similar to MCBPP, GMRP has also been categorised as an NP-hard combina-
torial optimisation problem. Thus, exact algorithms are not recommended because
they need a huge amount of execution time. Researchers have therefore utilised
meta-heuristic algorithms to solve GMRP instances. In particular, most of the
utilised algorithms are single-solution-based algorithms. To the best of our knowl-
edge, only one paper has applied a population-based, meta-heuristic algorithm. Be-
low, we discuss the algorithms that have been applied to the GMRP instances. We
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first present the single-solution-based algorithms, followed by the population-based,
meta-heuristic algorithm.
[Mehta et al. 2012] proposed two large neighbourhood search algorithms for
solving GMRP instances. The first algorithm establishes a sub-problem by choosing
a group of machines and a constraint programming (CP) algorithm is applied to
solve the constructed sub-problem. The second algorithm is similar to the first
one but it employs mixed integer programming instead of constraint programming.
For many instances, the constraint programming-based algorithm achieved better
performance compared to the mixed integer programming-based algorithm.
[Brandt et al. 2012] proposed a hybrid method which hybridises a constraint
programming model and large neighbourhood search. A multi-threads process is
utilised to improve the search efficiency by exchanging the best solution between
threads. The constraint programming model works iteratively to move a group of
processes to different places. Results of the experiments indicate that this hybrid
method produces best results for some GMRP instances.
[Gavranovic´ et al. 2012] introduced two lower bound values to improve the
search capability of the variable neighbourhood search algorithm. The lower bound
values utilise the load cost and balance cost to assess the performance of the search
algorithm. Four different neighbourhoods are exploited to navigate the areas around
the current working solution. These neighbourhoods are swap, shift, chain and
big process rearrangement. The authors claimed that by using the big process
rearrangement, they were able to significantly improve the search efficiency. The
proposed variable neighbourhood search algorithm produced the best results for all
GMRP instances.
[Portal et al. 2012] employed a simulated annealing algorithm with two neigh-
bourhood operators to address GMRP. The neighbourhood operators are based on
a move process which relocates a process from its current machine to a different one,
and the swap process which exchanges two processes between different machines.
At each iteration, a neighbourhood operator is randomly picked and applied to a
given solution. The authors also presented a customised data structure to improve
the cost evaluation time. Computational results on GMRP demonstrate that the
proposed simulated annealing algorithm produced competitive results and managed
to achieve new best results for some instances.
[Masson et al. 2013] presented a multi-start iterated local search to solve GMRP.
The proposed iterated local search involves two basic moves: ”relocation” which
relocate a process to a different place, and swap which exchanges processes between
two machines. The authors compared an iterated local search with the available
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state-of-the-art algorithms. Results showed that the proposed iterated local search
outperformed these algorithms on some instances.
[Lopes et al. 2015] hybridised a linear integer programming with an iterated
local search to solve GMRP. Four different versions of the iterated local search
algorithms are proposed. Two variations used integer programming-based pertur-
bations and other two employed randomised perturbations. The reported results
reveal that the proposed iterated local search algorithm is competitive against the
best algorithms proposed in the literature.
[Wang et al. 2016] proposed a multi-neighbourhood local search to solve GMRP.
Different neighbourhood operators are applied: one auxiliary, three primary, par-
tition and dynamic perturbation. The authors conducted several experiments to
analyse the benefit of each component of the proposed algorithms. The proposed
multi-neighbourhood local search outperformed existing algorithms on many GMRP
instances.
[Sabar and Song 2016] proposed a grammatical evolution approach to improve
simulated annealing algorithm for GMRP. This approach is designed to adaptively
tune simulated annealing algorithm neighbourhood operators and parameter set-
tings. It uses the current search state and landscape to evolve a new configuration
as the simulated annealing algorithm progresses. Several new best results were
obtained and were very competitive on other instances.
The related works reviewed above are known as single-solution-based meta-
heuristics which rely on a single solution only.
Conversely, population-based meta-heuristics operate on a set of solutions and
iteratively generate a set of solutions using generation and replacement procedures.
In the generation procedure, the algorithm generates a population of solutions by
using evolutionary operators (e.g., crossover and mutation) or other mechanisms.
In the replacement procedure, the generated solutions are used to replace the cur-
rent population based on the updating mechanism. To the best of our knowledge,
only one population-based meta-heuristics proposed in [Sabar et al. 2016a] has been
tested on GMRP instances. The authors proposed a memetic algorithm that uses a
set of variable local searches to address GMRP. In this memetic algorithm, multiple
local searches are employed iteratively and are called in sequence. A diversity indi-
cator to improve the solution diversity and manage the local search process is also
introduced. New best known results were obtained for most of the tested instances.
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2.3 Chapter Summary
This chapter has reviewed the literature related to the areas of work considered in
this thesis. The related areas are: hyper-heuristic approaches and the considered
problem domains (multi-capacity bin packing and Google machine reassignment
problems). As reviewed in the hyper-heuristics section, hyper-heuristics have been
defined as heuristics used to select a heuristic which operates within the heuristic
search space instead of the solution space. Hyper-heuristics solve the given problem
instance by automating the selection of a low-level heuristic which is to be called
at each decision point. The idea of automating the selection of heuristics was first
proposed in 1961; however, until the 1990s, this notion had attracted little attention.
During last decade, hyper-heuristics have emerged as a new research trend and
various hyper-heuristic approaches have been developed for various combinatorial
optimisation problems. The reason that hyper-heuristics have attracted much recent
research attention is that they can be applied to various problem domains with
little development effort. In this chapter, a selective hyper-heuristic approach has
been reviewed (hyper-heuristics to select heuristics). The reviewed works reveal
that hyper-heuristic approaches have achieved promising results for many problem
domains. However, it is unfair to compare them with the bespoke methods on the
problem domains which have been expertly crafted to produce the best results for
one, or a few, instances, whilst hyper-heuristics are designed to be good enough, soon
enough and cheap enough. The reviewed works have also revealed that there is still
a large scope for improvement on current approaches through the development of
a hyper-heuristic approach that is more general than those currently available, and
which can cope with a range of problem domains, or even just different instances
of the same problem, without much development effort and intensive parameter
tuning.
The multi-capacity bin packing problem and the google machine reassignment
problem are also discussed in this chapter. Several exact algorithms have been
developed to solve these problems. Only two single-solution-based meta-heuristics
that have been tested on multi-capacity bin packing problem have been reviewed.
However, no population-based meta-heuristics were tested on the multi-capacity bin
packing problem. This is mainly due to the inclusion of several constraints as well
as the limited execution time. Usually, population-based meta-heuristics need more
computation time than do the single solution-based methods. The single-solution-
based and population-based meta-heuristics that have been tested on the google
machine reassignment problem are also discussed in this chapter, with the former
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producing excellent results for all google machine reassignment problem instances.
Only one population-based meta-heuristic has been tested on the google machine
reassignment problem. Again, this might be due to the inclusion of several con-
straints as well as the limited execution time. In general, the methodologies that
have been tested on both problem domains are specifically customised and tuned
to obtain the best results for one or more instances of a particular problem. Thus,
it is very difficult to apply them to other problem domains without any redevelop-
ment. However, since there is no one hyper-heuristic approach that can outperform
all others on both the multi-capacity bin packing problem and the google machine
reassignment problem, there is still room for the development of a better approach.
In conclusion, this thesis aims to show that the selective hyper-heuristic ap-
proaches can be employed to design a high level and generic approach for choosing
local search algorithms and their configurations that can perform well when tack-
ling the problem domains reviewed in this chapter. A description of the considered
problem domains is presented in Chapter 3, while Chapters 5 and 6 present the
proposed hyper-heuristic approaches to solve these domains.
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CHAPTER 3
Problem Description
To demonstrate the generality, consistency and the performance of the proposed
frameworks, two well-known NP-hard combinatorial optimisation problems with
different search space characteristics have been considered in this thesis. These are:
multi-capacity bin packing problem (MCBPP) and google machine reassignment
problem (GMRP). Both MCBPP and GMRP are well-known resource allocation
problems that have been widely used in the literature and classified as NP-hard
problems. In this chapter we provide the description of both problems (MCBPP
and GMRP). The chapter discusses objective function, the problem instances and
the initial solution generation method for each of the considered problem domains.
The reminder of this chapter is organised as follows: Section 3.1 describes
the multi-capacity bin packing problem (MCBPP). Section 3.2 discusses the google
machine reassignment problem (GMRP). Section 3.3 concludes the chapter.
3.1 Multi-capacity bin packing problem
Bin packing is one of the most studied in the family of NP-hard problems. It
consists of packing a set of items into a set of bins, the aim of which is to minimise
the number of used bins. The multi-capacity bin packing problem (MCBPP) is a
generalisation of the bin packing problem in which each object i ∈ I (with n=|I|)
has two attributes, a weight wi and a length li (with wi ≥ 0, li ≥ 0 and wi + li >
0), and bins have weight and length capacities, denoted as W and L , respectively.
This problem has many applications in various fields. For instance, apart from
the applications in loading and scheduling contexts studied in [Spieksma 1994], the
MCBPP has a new important application in the emerging field of the management
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of cloud computing platforms [Guazzone et al. 2013] and in task placement problem
for packing processes onto a cluster of servers [Wilcox et al. 2011] [Shachnai and
Tamir 2012]. The objective of the MCBPP is to pack n objects in as few bins as
possible, without exceeding the capacity of the bins for any resource [Monaci and
Toth 2006].
The following subsections discuss the problem formulation and benchmark in-
stances.
3.1.1 Problem formulation
Given a set of objects n and a set of bins J , find a feasible assignment that packs
all objects into bins. The main goal of optimisation algorithm is to find a feasible
object-bin assignment that satisfies all problem constraints and uses as few bins as
possible. MCBPP can be mathematically presented as follows [Monaci and Toth
2006]:
min z =
∑
j∈J
yj (3.1)∑
j∈J
xij = 1, i ∈ I (3.2)∑
i∈I
wixij ≤ Wyj, j ∈ J (3.3)∑
i∈I
lixij ≤ Lyj, j ∈ J (3.4)
xij ∈ {0, 1}, yj ∈ {0, 1} i ∈ I, j ∈ J (3.5)
where J represents the number of bins indexed by j ; yj = 1 if and only if the bin
is used; xij = 1 if the item i is packed into the bin j. Constraint (3.2) ensures that
all the items are assigned to a bin while constraints (3.3) and (3.4) ensure that such
an assignment does not exceed the bin capacities. Finally, the objective function
(3.1) seeks to minimise the number of bins used.
3.1.2 MCBPP Benchmark Instances
This section presents the characteristics of MCBPP benchmark instances. In this
thesis, we use 10 different classes of MCBPP benchmark instances that were orig-
inally introduced in [Spieksma 1994], [Caprara and Toth 2001], [Monaci and Toth
2006] to assess the proposed hyper-heuristic frameworks. Each class has 40 instances
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involves four different sizes, 10 each size. In total, we have 200 different instances
[Monaci and Toth 2006]. Table 3.1 shows the main characteristics of these classes.
Table 3.1: The characteristics of MCBPP instances
Class c d wj (j ∈ N) vj (j ∈ N) n
1 1000 1000 u.d. [100,400] u.d. [100,400] 25,50,100,200
2 1000 1000 u.d. [1,1000] u.d.[1; 1000] 25,50,100,200
3 1000 1000 u.d. 200; 800] u.d.[200; 800] 25,50,100,200
4 1000 1000 u.d.[50; 200] u.d.[50; 200] 25,50,100,200
5 1000 1000 u.d.[25; 100] u.d.[25; 100] 25,50,100,200
6 150 150 u.d.[20; 100] u.d.[20; 100] 25,50,100,200
7 150 150 u.d.[20; 100] u.d.[wj - 10; wj + 10] 25,50,100,200
8 150 150 u.d.[20; 100] u.d.[110 - wj ; 130 - wj] 25,50,100,200
9 See text See text u.d.[100; 400] u.d.[100; 400] 25,50,100,200
10 100 100 See text See text 24,51,99,201
In the table, c and d are the capacity of the bins in the first and second
dimension, respectively. The notation u:d:[a,b] means uniformly distributed in the
interval [a, b]. For each item j ∈ N , wj and vj are uniformly random values in
[a,b]. In Class 9, item weights are generated same as in Class 1, but the capacities
different and are computed as follows:
W =
∑
i∈I wi
M
and
∑
i∈I `i
M
(3.6)
where M is computed as
M = max
{∑
i∈I wi
1000
,
∑
i∈I `i
1000
}
. (3.7)
As for Instances of Class 10, bin capacities c and d are both set to 100, the
number n of items is a multiple of 3, and for k = 1, , n/3, w3k−2, w3k−1, , v3k−2,
v3k−1 are uniformly random in [25, 50], while w3k and v3k are given the values c-
w3k−2- w3k−1 and d- v3k−2- v3k−1 , respectively. For more description of the instance
characteristics, please refer to [Caprara and Toth 2001].
3.2 Google machine reassignment problem
The google machine reassignment problem (GMRP) is a recent combinatorial opti-
misation problem proposed at the ROADEF/EURO Challenge 2012 [Google]. The
main elements of this problem are a set of machines and a set of processes. Each ma-
chine has several resources (e.g. CPU, RAM memory, etc.). Initially, each process is
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Figure 3.1: Example structure of the problem’s entities
assigned to a machine and the process can be moved to another machine to improve
the efficiency of the machine. This problem has both soft and hard constraints.
Hard constraints must be satisfied under any circumstance. A solution that meets
all hard constraints is called a feasible solution. For instance, moving a process from
one machine to another is considered as feasible if the hard constraints are satisfied.
Soft constraints, on the other hand, can be violated but these violations should be
minimised. The objective of this task is to find a feasible processes-machines assign-
ment solution with minimum total weighted violations of soft constraints. Figure
3.1 shows the structure of the problem entities.
The following subsections discuss the problem formulation and benchmark in-
stances of GMRP.
3.2.1 Problem formulation
A detailed description of GMRP is given in the ROADEF/EURO Challenge [Google],
and we summarise it here. Let M= {m1,m2, ...,mk} be the set of machines and
P={p1, p2, ..., pw} be the set of processes. GMRP solution can represented by a
vector Map with length equal to w, where Map(p) corresponds to the machine as-
signed to process p. The constant and variable symbols of the problem are as follows
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[Google] and [Wang et al. 2016]:
- M : The set of machines, M = {m1,m2, ,mk}, |M | = k.
- P : The set of processes, P = {p1, p2, , pw}, |P | = w.
- R: The set of resources, R = {r1, r2, , rd}, |R| = d.
- TR: The subset of resources which need transient usage, TR = {tr1, tr2, , trh}, |TR| =
h, TR ⊆ R.
- S: The set of services, S = {s1, s2, , sf}, |S| = f . Processes are partitioned into
services, all services are disjoint, i.e., ∪s∈Ss = P, ∀si, sj ∈ S, si 6= sj, si ∩ sj = .
- L: The set of locations,L = {l1, l2, , lg}, |L| = g. Machines are partitioned intolo-
cations, all locations are disjoint, i.e., ∪l∈Ll = M,∀li, lj ∈ L, li 6= lj, li ∩ lj = .
- N : The set of neighbourhoods, N = {n1, n2, , nv}, |N | = v. Machines are parti-
tioned into neighbourhoods, all neighbourhoods are disjoint, i.e., ∪n∈Nn = M, ∀ni, nj ∈
N, ni 6= nj, ni ∩ nj = .
- SD: The set of service dependencies defined in S2.SD = {sd1, sd2, , sdz}, |SD| =
z.
- B: The set of triples defined in R2x N , N is the set of natural numbers. B =
{b1, b2, , be}, |B| = e.
- NE(m): The neighbourhood of machine m ∈M .
- C(m, r): The capacity of resource r ∈ R on machine m ∈M .
- R(p, r): The requirement of resource r ∈ R for process p ∈ P .
- S min(s): The minimum number of distinct locations where at least one process
of service s ∈ S should run.
- SC(m, r): The safety capacity of resource r ∈ R on machine m ∈M .
- PMC(p): The cost of moving process p ∈ P from its original machine Map0(p).
- MMC(m,m′): The cost of moving any process p ∈ P from machine m ∈ M to
machine m′ ∈M . ∀m ∈M,MMC(m,m) = 0.
- wt1(r): The weight of load cost for resource r ∈ R.
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- wt2(b): The weight of balance cost for triple b ∈ B.
- wt3, wt4, wt5: The weights of process move cost, service move cost and machine
move cost.
- U(m, r): The usage of machine m ∈ M for resource r ∈ R, i.e., ∪(m, r) =∑
p∈P bool(Map(p) = m).R(p, r).
- A(m, r): The available capacity of resource r ∈ R on machine m ∈ M , i.e.,
A(m, r) = C(m, r)− ∪(m, r).
- A(r): The total available capacity of resource r ∈ R over all machines, i.e., A(r) =∑
m∈M A(m, r).
- TU(m, r): The transient usage of machine m ∈M for resource r ∈ R, i.e.,
∑
p∈P bool(Map0(p) = m ∧Map(p) 6= m).R(p, r), r ∈ TR
0, r ∈ R− TR
.
- CO(m) : The capacity overload on machinem ∈M , i.e., CO(m) = ∑r∈Rmax(TU(m, r)−
A(m, r), 0).
where the bool is truth indicator function takes value 1 if the proposition is true
and takes 0 if not.
The constraints of GMRP are:
• GMRP hard constraints:
– Capacity constraints: the sum of requirements of resource of all processes
does not exceed the capacity of the allocated machine.
∀m ∈M, r ∈ R,∪(m, r) ≤ C(m, r)
– Conflict constraints: processes of the same service must be allocated into
different machines.
∀s ∈ S, (pi, pj) ∈ s2, pi 6= pj ⇒Map(pi) 6= Map(pj)
– Transient usage constraints: if a process is moved from one machine to
another, it requires adequate amount of capacity on both machines.
42
∀m ∈M, tr ∈ TR,∪(m, tr) + TU(m, tr) ≤ C(m, tr)
– Spread constraints: the set of machines is partitioned into locations and
processes of the same service should be allocated to machines in a num-
ber of distinct locations.
∀s ∈ S,∑
l∈L
min(1, |{p ∈ s|Map(p) ∈ l}|) ≥ S min(s)
– Dependency constraints: the set of machines are partitioned into neigh-
bourhoods. Then, if there is a service depends on another service, then
the process of first one should be assigned to the neighbouring machine
of second one or vice versa.
∀(sa, sb) ∈ SD, ∀pa ∈ sa,∃pb ∈ sb ⇒ NE(Map(pa)) = NE(Map(pb))
• GMRP soft constraints:
– Load cost. SC(m, r): represents the safety capacity of a resource r ∈ R
on a machine m ∈ M . The load cost is defined per resource and corre-
sponds to the used capacity above the safety capacity; more formally:
f1(r) =
∑
m∈M
max(0, U(m, r)− SC(m, r))
– Balance cost: In order to balance the availability of resources, let the set
of triples is B ⊆ R2XN [Google]. For a given triple b = (rb1, rb2, targetb) ∈
B, the balance cost is:
f2(b) =
∑
m∈M
max(0, targetb.A(m, rb1)− A(m, rb2))
– Process move cost: represents the cost of moving a process from its cur-
rent machine to a new one which can be defined as follow:
f3 =
∑
p∈P
bool(Map0(p) 6= Map(p)).PMC(p)
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– Service move cost: represents the maximum number of moved processes
over services which can be defined as follow:
f4 = max
s∈S
(|{p ∈ s|Map(p) 6= Map0(p)}|)
– Machine move cost: represents the sum of all moves weighted by relevant
machine cost which can be defined as follow:
f5 =
∑
p∈P
MMC(Map0(p),Map(p))
A solution which meets all the above hard constraints is called a feasible solu-
tion. On the other hand, soft constraints do not affect the feasibility of the resultant
solution but its quality. In order to achieve a solution with high quality, the soft
constraints must be satisfied as much as possible. The total objective cost is a
weighted sum of all previous costs which is calculated as follows:
f(Map) =
∑
r∈R
wt1(r).f1(r) +
∑
b∈B
wt2(b) + f2(b) + wt3.f3 + wt4.f4 + wt5.f5 (3.8)
where wt1(r), wt2(b), wt3, wt4 and wt5 define the importance of each individ-
ual cost. Note that the quality of a solution is evaluated by the given solution
checker, which returns fitness measure to the best solution generated by our pro-
posed algorithm. Another important aspect of this challenge is the time limit. It
was stated that “The maximum execution time will be fixed to 5 minutes by instance
on a core2duo E8500 3.16Mhz with 4Go RAM on debian 64 or Win7 64 bits.” All
methods have to finish within the 5-minute timeframe to ensure the fairness of the
comparison.
3.2.2 GMRP benchmark instances
GMRP benchmark instances are taken from THE ROADEF/EURO Challenge 2012
http://challenge.roadef.org/2012/en/instances.php. These are 30 instances pro-
vided by Google [Google]. They are in three groups namely a, b and x. These
instances have various characteristics in terms of number of machines, the number
of processes and neighbourhood. Table 3.2 shows the main characteristics of these
instances. In the table, R is the number of resources; TR is the number of resources
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Table 3.2: The characteristics of GMRP instances
Instance R TR M P S L N B SD
a1 1 2 0 4 100 79 4 1 1 0
a1 2 4 1 100 1000 980 4 2 0 40
a1 3 3 1 100 1000 216 25 5 0 342
a1 4 3 1 50 1000 142 50 50 1 297
a1 5 4 1 12 1000 981 4 2 1 32
a2 1 3 0 100 1000 1000 1 1 0 0
a2 2 12 4 100 1000 170 25 5 0 0
a2 3 12 4 100 1000 129 25 5 0 577
a2 4 12 0 50 1000 180 25 5 1 397
a2 5 12 0 50 1000 153 25 5 0 506
b 1 12 4 100 5000 2512 10 5 0 4412
b 2 12 0 100 5000 2462 10 5 1 3617
b 3 6 2 100 20000 15025 10 5 0 16560
b 4 6 0 500 20000 1732 50 5 1 40485
b 5 6 2 100 40000 35082 10 5 0 14515
b 6 6 0 200 40000 14680 50 5 1 42081
b 7 6 0 4000 40000 15050 50 5 1 43873
b 8 3 1 100 50000 45030 10 5 0 15145
b 9 3 0 1000 50000 4609 100 5 1 43437
b 10 3 0 5000 50000 4896 100 5 1 47260
x 1 12 4 100 5000 2529 10 5 0 4164
x 2 12 0 100 5000 2484 10 5 1 3742
x 3 6 2 100 20000 14928 10 5 0 15201
x 4 6 0 500 20000 1190 50 5 1 38121
x 5 6 2 100 40000 34872 10 5 0 20560
x 6 6 0 200 40000 14504 50 5 1 39890
x 7 6 0 4000 40000 15273 50 5 1 43726
x 8 3 1 100 50000 44950 10 5 0 12150
x 9 3 0 1000 50000 4871 100 5 1 45457
x 10 3 0 5000 50000 4615 100 5 1 47768
that need transient usage; M is the number of machines; P is the number of pro-
cesses; S is the number of services; L is the number of locations; N is the number of
neighbourhoods; B is number of triples and SD is the number of service dependen-
cies. More details about GMRP benchmark instances specification and evaluation
function can be found in http://challenge.roadef.org/2012/en/index.php.
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3.3 Chapter Summary
In this chapter, we described the formulations of two well-known combinatorial
optimisation problems. The problem definition and the objective function of each
problem have been described. The benchmark instances of each problem to be used
for the experimental studies in this thesis are also described. Both combinatorial
optimisation problems will be used in 4, 5 and 6 to demonstrate the generality,
consistency and the performance of the hyper-heuristic frameworks proposed in this
thesis. The next chapter elaborates on the initial investigations conducted into
alternative local search framework.
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CHAPTER 4
Analysis of Different Local Search
Algorithms
Local search (LS) algorithms have been widely used for various hard combinato-
rial optimisation problems. Owing to their simplicity and ease of implementation,
numerous LS algorithms have been proposed in the literature; these include: steep-
est descent, simulated annealing, great deluge, late acceptance hill climbing and
iterated local search. However, despite their remarkable success, it is not known a
priori which LS should be selected for the problem at hand. Indeed, the selection
is highly dependent on the problem characteristics and search landscape. Another
key issue is that once we have decided which LS should be used, we need to find the
proper neighbourhood structure within the current LS. To this end, several neigh-
bourhood structures have been proposed in the literature where different ones use
different rules to navigate the search space. In this chapter, we conduct empirical
experiments to study the effect of using different LS algorithms and neighbour-
hood structures to solve the considered problem domains. In particular, we test the
impact of using:
• different LS algorithms.
• different neighbourhood structures.
• evolutionary LS.
This chapter is organised as follows: Section (4.1) presents the proposed solution
representation for both problems. Section 4.2 describes the local search algorithms
being investigated. Section 4.3 discusses the neighbourhood structures. The impact
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of using evolutionary components within local search algorithms is described in
Section (Section 4.5.3). The results are discussed in Section 4.5. Finally, the chapter
is summarised in Section 4.6.
4.1 Solution Representation
A solution for one instance is represented as a one-dimensional array as shown in
Figure 4.1. The number of cells indicates the number of available elements (ma-
chines or bins). Each cell encodes the objects (processes or items) that have been
assigned to a corresponding element (machine or bin). For example o1, o9, o3, o20
are allocated into E1 . In this example, there are 22 objects in total. A valid so-
lution should contain all of these objects but have no duplicates. Furthermore, the
solution must satisfy the constraints that were mentioned in Chapter (3).
Elements E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
o2 o7 o14 o16 o1 o11 o12 o13 o5 o23
Objects o9 o8 o15 o17 o10 o4 o21 o19
o3 o22 o18
o20 o6
Figure 4.1: Solution Representation
4.2 Local Search Algorithms
Local Search (LS) is a branch of meta-heuristic algorithms which have been found to
be very effective for tackling various hard combinatorial optimisation problems. A
traditional LS algorithm begins with a single solution and then iteratively explores
the search space around it seeking a better solution in terms of quality. LS focuses
on examining the local neighbourhood area where, at each iteration, it tries to
move from the current point in the search space to its neighbour. LS relies on two
components:
• Neighbourhood structure - to generate a neighbourhood solution around the
current one; and
• An acceptance criterion - to decide whether to accept or reject the neighbour-
hood solution.
48
Given an instance p of an optimisation problem P, and a search space S. A
neighbourhood solution sn ∈ S corresponds to a potential solution to p where
N(s) ⊆ S. An LS first creates an initial starting solution si. Next, LS iteratively
navigates si neighbourhood area to sn using a neighbourhood structure N(s) ⊆ S.
Based on LS acceptance criterion, LS decides whether to accept sn as a new starting
solution for the next iteration. This process will be repeated for certain number of
iterations. Figure 4.2 shows the overview of LS algorithm.
Start
s= generate an
initial solution
Evaluate s, f(s)
s′= generate a
neighbourhood
solution
f(s′) <f(s)
s=s′
Yes
Stopping
condition
satisfied?
No
Stop
Yes
No
Figure 4.2: Overview of LS algorithm
Over the years, several LS algorithms have been proposed in the literature to
deal with various optimisation problems. Each one uses different acceptance criteria
to navigate the search space from different perspectives. In addition, to improve
the performance of LS, various neighbourhood structures have been introduced to
effectively explore the area around the current solution.
In the following subsections, we discuss the LS algorithms and the neighbour-
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hood structures that have been investigated in this thesis.
4.2.1 Steepest Descent
Steepest Descent (SD) is a simple variation of the gradient descent algorithm. SD
starts with an initial random solution and uses a neighbourhood structure to move
the search process to other possibly better solutions. SD uses an ”accept only”
improving acceptance criterion whereby only a better solution will be used as a
new starting point. Given si, SD applies a neighbourhood structure to create sn.
Replace sn with si if sn is better. Algorithm (4.1) shows the pseudocode of SD.
Algorithm 4.1: Steepest descent algorithm
Set MaxIter; Iter = 0;
si ← GenerateInitialSolution;
while Iter <MaxIter do
sn ← apply neighbourhood structure to si;
if f(sn) <= f(si) then
si ← sn;
end
end
Return the best solution;
4.2.2 Great Deluge
Great Deluge (GD) is another LS algorithm introduced by [Dueck 1993]. GD ac-
cepts bad quality solutions in order to escape from the local optima point. GD
always accepts improved solutions while worse solutions may also be accepted if
they are lower than the threshold (or level). Given an initial solution si, generates
a neighbourhood solution, sn, using a neighbourhood structure. Replace sn with
the si if the quality of sn is better than si or lower than the Level (L). Initially,
the value of Level (L) is set equal to the fitness value (or the cost) of si. At each
iteration, the value of Level (L) is decreased by ε as follows:
Ln = Li − ε (4.1)
and
ε = (f(S1)− f(bestsol))/NI (4.2)
where NI is the number of iterations. The search process will stop when the
level value is lower than the best solution found so far. Algorithm (4.2) shows the
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pseudocode of GD.
Algorithm 4.2: Great deluge algorithm
si ← GenerateInitialSolution;
f(si)← Calculate the fitness of si;
L← f(si);
while Stopping criteria is not satisfied do
sn ← apply neighbourhood structure to si;
if f(sn) <= f(si) or f(sn) <= L then
si ← sn;
end
Ln = Li − ε;
end
Return the best solution;
4.2.3 Simulated Annealing
Simulated Annealing (SA) is a probabilistic LS algorithm proposed by [Kirkpatrick
et al. 1983]. In SA, better solutions are always accepted. To escape from the local
optima point, SA uses a probability P rule to determine whether to accept bad
quality solutions. Given an initial solution si, generates a neighbourhood solution,
sn, using a neighbourhood structure. Replace sn with the si if the quality of sn is
better than si. If not, SA calculates the probability P of accepting sn using Eq. 4.3.
P = exp
−(f(sn)−f(si))
t (4.3)
where f(si) is the fitness of the current solution and f(sn) is the fitness of
neighbourhood solution. t is the current temperature. The t value controls the
acceptance ratio of worse solutions and its gradually decreases by α during the
search process. The SA will terminate when t=0.
The pseudocode of SA algorithm is shown in Algorithm 4.3. It first sets the
parameter values, generate si and calculate f(si). Next, SA generates sn and cal-
culate f(sn). If f(sn) <f(si), replace sn with si. Otherwise, accept sn based on
P acceptance condition. Update t and check the termination condition. If that
is satisfied, SA will stop and return the best solution. Otherwise, a new iteration
begins.
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Algorithm 4.3: Simulated annealing algorithm
Set ParametersInitialistion
si ← GenerateInitialSolution();
while ti > tk do
sn ← apply neighbourhood operator to si;
calculate f(sn) ;
if random[0, 1] < exp
−(f(sn)−f(si))
t then
sn ← si ;
end
ti+1 ← α ∗ ti;
i← i+ 1;
end
4.2.4 Late Acceptance Hill Climbing
Late Acceptance Hill Climbing (LAHC) is a single-solution search mechanism which
was proposed by [Burke and Bykov 2008]. LAHC starts from an initial solution as
the basis and then generates a neighbourhood solution. LAHC may accept worse
solutions in an attempt to escape from local optima points. For a newly generated
solution to be accepted, it only needs to be better than a solution generated several
steps earlier. This means that this new solution could be worse than the current
best.
The pseudocode of the LAHC algorithm is shown in Algorithm 4.4. Firstly, the
parameter values are initialised; then an initial solution (si) is generated randomly
and assigned with a fitness value by the evaluation function. Next the standard
LAHC procedure is called to improve this initial solution in an iterative manner.
The algorithm then checks the termination condition. If it is satisfied, the search
stops and returns the best solution. If not, the fitness of the newly generated solution
(sn) will be evaluated and sent to be examined by a solution update strategy, which
determines whether or not the current solution should be updated. This iterative
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process continues for a predefined number of times.
Algorithm 4.4: Late acceptance hill climbing algorithm
Set ParametersInitialistion
Set i = 0;
si ← GenerateInitialSolution();
calculate f(si) ;
for (k ∈ (0...l − 1) f(k)=f(si)) do
repeat
sn ← si ;
calculate f(sn) ;
v ← i mod l;
if f(sn) ≤ f(v) then
Accept sn ;
end
Insert cost value into the list sv ← sn
i← i+ 1;
until termination criterion are met ;
end
4.2.5 Iterated Local Search
The Iterated Local Search algorithm (ILS) is a simple, yet effective, single-solution-
based heuristic introduced by [Lourenc¸o et al. 2001]. ILS has been successfully used
to solve various optimisation problems and has produced very good results when
compared to those of other algorithms. It starts with an initial solution and then
iteratively explores its neighbour, looking for a better solution. ILS escapes from a
local optima point by perturbing the current local optima instead of generating a new
one. A traditional ILS iteratively applies the following three procedures: local search
procedure to explore the neighbour of a given solution, perturbation procedure to
provide a starting solution for the local search procedure and acceptance criterion
to either accept or reject the generated solution. More details of the ILS algorithm
can be found in [Lourenc¸o et al. 2003] [Lourenc¸o et al. 2010]. Algorithm 4.5 shows
the pseudocode of basic a ILS [Lourenc¸o et al. 2010].
The algorithm first sets the maximum number of iterations parameter (MaxIter)
(Line 1), generating the initial solution (si) (Line 2) and then calls the local search
algorithm to improve (si), generation a local optima solution (si+1). Next, the
algorithm executes the main loop (Lines 4-9). At each loop iteration, it calls the
perturbation procedure to generate a starting solution (si+2) by perturbing the
current local (si+1) in (Line 5), local search procedure to iteratively improve (si+2)
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Algorithm 4.5: Basic Iterated Local Search (ILS)
Set MaxIter; Iter = 0;
si ← GenerateInitialSolution();
si+1 ← Localsearch(si);
while Iter <MaxIter do
si+2 ← Perturbation procedure (si+1);
sn ← Local search procedure (si+2) ;
si+1 ← Acceptance criterion procedure (si+1, sn, history);
Iter = Iter + 1;
end
Return the best solution;
until it find local optima solution (sn) in (Line 6). Next, it calls the acceptance
criterion to decide whether to accept or reject (sn) in (Line 7). After that, the
algorithm updates the iteration counter (Iter) in (Line 8) and check the termination
condition. If it is satisfied, stop and return the best solution (line 10). Otherwise,
it starts a new iteration.
4.3 Neighbourhood Structures
One of the most critical features of the loacl search algorithm is the definition of the
neighbourhood structure. In the literature, several neighbourhood structures have
been introduced to cope with different problem characteristics or different instances
of the same problem. Indeed, having more than one neighbourhood structure can
help the algorithm to effectively deal with various instances and to increase its
ability to navigate the search space. The main role of a neighbourhood structure
is to generate a neighbourhood solution around the current one or to investigate
the neighbourhood areas around the current solution. A number of neighbourhood
structures have been selected for investigation in this thesis. These structures are
described below for both MCBPP and GMRP:
• Single move neighbourhood structure: A neighbour solution is gener-
ated by selecting a process (job) in the current solution and shifting it from
its current machine (bin) to a different machine (bin). Figure 4.3 shows an
example of a shift in neighbourhood structure.
• Double move neighbourhood structure: As in single move but two pro-
cesses (items) will be selected from a machine (bin) and they are moved to a
different machine (bins).
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Figure 4.3: Example of a shift neighbourhood structure
Figure 4.4: Example of a swap neighbourhood structure
• Single swap neighbourhood structure: A neighbour solution is generated
by selecting two processes (jobs) in the current solution and swapping them.
These two processes (jobs) are located at different machines (bins). Figure 4.4
shows an example of a swap neighbourhood structure.
• Double swap neighbourhood structure: As in single swap, but four pro-
cesses (items) will be selected from two different machines (bins) and inter-
changes them.
• Move-Big neighbourhood structure : In this approach, a large process is
selected and moved to a different machine. The size of this process is equal
to the total amount of resources that it requires. Moving big processes seems
more effective in maintaining the balance in machine loads. This is applicable
only to GMRP.
4.4 Evolutionary Local Search Algorithms
The hybridisation of an evolutionary algorithm (EA) with a local search algorithm
has been shown to be very effective in dealing with various combinatorial optimisa-
tion problems [Mei et al. 2011a], [Mei et al. 2011b], [Sabar and Aleti 2017], [Sabar
et al. 2015e], [Sabar et al. 2016b], [Turky et al. 2016c], [Turky et al. 2017b], [Sabar
et al. 2015b]. This sort of hybridisation is often known as memetic algorithms (MAs)
or memetic computing (MC) [Neri and Cotta 2012]. However, the success of MA
often depends on EA operators and the configuration of a local search algorithm
[Sabar et al. 2017a], [Sabar and Kendall 2015], [Sabar et al. 2015a]. To address
these issues, this work proposes a cooperative evolutionary heterogeneous simulated
annealing (CHSA) algorithm. The proposed CHSA uses various EA operators and
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different local search configurations. It combines the strengths of several compo-
nents which complement each other in order to obtain high quality solutions. These
include: EA components (population and mutation operators), parallel heteroge-
neous simulated annealing (SA), a restart mechanism and the cooperative strategy.
The flowchart of the proposed algorithm is shown in Figure 4.5. It first sets
the parameters including population size, number of mutation operators, and the
parameters of SA. Next it calls EA components: generating the initial population
of solutions and applying multiple mutation operators on the generated solutions.
Then, for each solution in the population, the heterogeneous framework assigns
different SAs to perform the search independently. If the condition of the re-start
mechanism is satisfied, the cooperative component is called and the termination
condition is tested. If the termination condition is met, the search will stop and
return the best solution; otherwise, it starts a new generation or iteration.
We discuss these components in the following subsections.
4.4.1 Evolutionary algorithm
In this thesis, the proposed CHSA uses a type of evolutionary algorithm (EA)
comprised of two parts:
• Initialise the population. This part generates a population of solutions for
both problems.
• Multiple mutation operators. The main role of a mutation operator is to
diversify the search directions in order to avoid premature convergence to a
local optimum. Most of the current EAs use only one mutation operator. In
terms of practical application, different problems, or even different stages of the
search process, may require different mutation operators in order to effectively
navigate the search landscape. Determining which mutation operator should
be applied is a difficult task. The choice is usually empirical; to mitigate this
issue, we introduce four different mutation operators. Each one is randomly
assigned to a different solution in the population. These operators are:
– Single swap —selects two processes from two different machines and
interchanges them.
– Double swap —selects four processes from two different machines and
interchanges them.
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Figure 4.5: Flowchart of the proposed Cooperative Heterogeneous EA based Simu-
lated Annealing
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– Single move —selects a process from a machine and moves it to a dif-
ferent machine.
– Double move—selects two processes from a machine and moves them
to a different machine.
4.4.2 Parallel heterogeneous simulated annealing
algorithms
Traditionally, different local search configurations often work well for certain in-
stances or at certain iterations of the solving process. Manually finding the appro-
priate configuration is a tedious task and there is no guarantee that it will work
well for all problem instances. Parallel implementation of optimisation algorithms
can alleviate this issue [Alba et al. 2013]. It allows several algorithms that utilise
various configurations to run in parallel in order to effectively solve a given prob-
lem instance. In this work, we propose a parallel heterogeneous framework. The
proposed framework consists of a set of heterogeneous simulated annealing (SA)
algorithms running in parallel with each one using a different configuration. The
proposed parallel heterogeneous framework is intended to reduce the need for man-
ual configuration of an SA algorithm and to simultaneously navigate different areas
in the landscape search space using various SA algorithms.
In this work, each SA optimises a different individual in the population. SA is a
stochastic single-point algorithm proposed by [Kirkpatrick et al. 1983]. It has been
successfully used for various optimisation problems [Bellio et al. 2016], [Huda et al.
2014], [Lin and Vincent 2015], [Lou and Reinitz 2016], [Mu et al. 2016], [Pace et al.
2015], [Peng et al. 2015], [Vincent and Lin 2015] and [Xavier-de Souza et al. 2010].
SSA uses a probabilistic rule that allows worse solutions to be accepted in order to
escape from the local optima. SA starts with an initial solution and then iteratively
explores its neighbouring area. It will move to a solution in its neighbourhood if
this is better in terms of quality or satisfies the acceptance probability. The main
steps of SA are as follows:
- Step 1: Initialising the algorithm parameters. In this step, SA parameters are
initialised; these are initial temperature t, the cooling ratio α and final temperature
tf .
- Step 2: Solution initialisation. The initial solution for SA is set by randomly
selecting one solution from the EA population of solutions.
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- Step 3: Evaluation. Calculate the quality (fitness value) of the solution using
Equation (3.8).
- Step 4: Generate a new solution. A new solution will be generated by modifying
the current solution using a neighbourhood operator.
- Step 5: Replacement. Replace the new solution with the current solution if the
latter is better or satisfies the probability condition, P ,
P = exp
−(f(x′)−f(x))
t (4.4)
where f(x) is the fitness of the current solution, f(x′) is the fitness of the new
solution and t is the current temperature.
- Step 6: Update the temperature. The temperature value will be updated during
the search process as follow: t=t* α.
- Step 7: Termination. If the stopping condition is satisfied, terminate the search
process and return the best solution. Otherwise, go to Step 4.
In traditional SA it is difficult to determine in advance which configuration
(temperature value, neighbourhood operator and α) should be used. In comparison,
the proposed heterogeneous framework assigns to each SA a different combination
of configuration. This allows a different SA to search a different area and helps to
avoid local optima.
4.4.3 Re-start mechanism
Introducing a proper diversity into the solution space can create an effective search
algorithm. The re-start mechanism has been used to improve the diversification
process of meta-heuristic algorithms in order to help the search to escape from local
optima [Mart´ı et al. 2013]. It uses several rules to re-start the search process using
different initial solutions or different configurations. In this work, we propose a
re-start mechanism to improve the search performance of the SA algorithm. The
proposed mechanism uses the search behaviour of each SA to provide new starting
solutions around the areas that have already been explored. The main reason for
including the proposed re-start mechanism is to assist SA to avoid the basin of
attraction points and allow the search process to effectively explore the areas around
the current solution. The proposed mechanism provides a new starting solution for
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each SA by modifying the best solution using a mutation operator. The mechanism
will be activated if the current one cannot be improved for a certain number of
iterations.
4.4.4 Cooperative strategy
Cooperative strategies have been widely used in the literature to improve the per-
formance of meta-heuristic algorithms [El-Abd and Kamel 2005]. The basic idea
of cooperative strategy is to have several algorithms running and exchanging infor-
mation between them in order to effectively explore different areas in the solution
search space. Cooperative mechanisms within parallel algorithms have been widely
used to tackle combinatorial problems [Alba 2005], [Badeau et al. 1997],[Crainic
and Toulouse 2010],[Landa-Silva and Burke 2007], [Sun et al. 2014] and [Wang et al.
2015]. This work uses a cooperative strategy within the proposed parallel hetero-
geneous SA algorithms. It allows the exchange of the best solution between SA
algorithms. At each generation, the solutions from all SAs will be compared and
the best one will be saved. The saved solution will be used as a new starting solution
during the re-starting phase. The cooperative strategy is used to help the search
process to generate a new good starting solution by using the saved best solution
instead of creating a new one from scratch.
4.5 Experimental Analysis
This section is divided into three subsections. In the first subsection, we investigate
the impact of using different local search algorithms. In the second subsection, the
impact of using different neighbourhood structures is investigated. The third subsec-
tion is devoted to assessing the benefit of the cooperative evolutionary homogeneous
and the cooperative evolutionary heterogeneous local search algorithms.
4.5.1 Investigate the impact of using different local search
algorithms
It is not known which local search algorithm would perform best on all problem
instances. Thus, it is necessary to investigate a range of local search algorithms. In
this section, we investigate the impact of using different local search algorithms to
solve MCBPP and GMRP. Five different local search algorithms have been investi-
gated in this thesis. These algorithms are described in Section 4.2. To ensure a fair
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comparison between the LAHC, SA, GD, ILS and SD, the initial solution, neigh-
bourhood structure, number of runs, stopping condition and computer resources are
the same for all instances. The parameter values of each algorithm are presented
in Table 4.1. All algorithms (LAHC, SA, GD, ILS and SD) have been executed 31
independent runs over some instances from MCBPP and GMRP. The best results
of LAHC, SA, GD, ILS and SD on MCBPP and GMRP instances are presented in
Tables 4.2 and 4.3, respectively. From the tables, we can clearly see that no single
algorithm performs the best across all instances.
Table 4.1: Parameter settings of each algorithm
Parameter Tested range Suggested value
Initial temperature (t) for SA 106-1010 108
α for SA 0.6-0.8 0.7
Local search termination criterion for ILS 5-20 10
Perturbation size for ILS 2-10 % of processes 5% of processes
List size (Lsize) for LAHC 10-25 20
Iteration counter (I) for LAHC 5-15 10
Number of iterations NI for GD 500-1500 1000
Number of iterations NI for SD 5-15 10
Table 4.2: Comparing five different local search algorithms: LAHC, SA, GD, ILS
and SD on MCBPP Instances
Size Class LAHC SA GD ILS SD
25 1 107 105 112 97 112
25 6 130 128 134 132 139
25 7 130 128 126 126 140
25 9 116 110 106 111 124
24 10 116 125 118 117 129
50 1 202 197 213 204 218
50 6 390 398 401 382 499
50 7 224 237 236 228 230
50 9 199 194 188 191 188
51 10 209 209 213 216 204
4.5.2 Investigate the impact of using different
neighbourhood structures
In this subsection, we analyse a series of neighbourhood structures to facilitate the
search. A well known local search algorithm, steepest descent (SD) [Papadimitriou
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Table 4.3: Comparing five different local search algorithms: LAHC, SA, GD, ILS
and SD on GMRP Instances
LAHC SA GD ILS SD
a1 1 44,306,501 44,306,501 44,307,107 44,306,874 44,306,805
a1 2 777,533,321 777,533,313 821,045,884 788,073,130 830,249,792
a1 3 583,006,901 583,416,998 583,006,826 583,009,451 583,416,992
a1 4 251,015,641 251,015,653 280,990,927 260,693,289 328,814,634
a1 5 727,579,557 727,579,558 727,579,618 727,578,369 727,579,212
and Steiglitz 1982], is used as the base method. We chose the SD algorithm because
it is completely free of parameters. This feature allows us to compare different neigh-
bourhood structures without bias due to parameter settings [Lu¨ et al. 2011] [Wu
et al. 2012]. Different neighbourhood structures have been investigated in this thesis
for both problems. These structures are described in Section 4.3. A search process
could use one of these neighbourhood structures to generate the solutions for the
next iteration. The stopping condition is either no improvement can be found or the
maximum time limit is reached. The solution returned at termination of SD will be
considered as the final solution. The results of experiments are summarised in Tables
5.6 and 5.8. The comparison is based on the best results obtained for each instance.
The smaller the number, the lower the cost and therefore the better the result.
From the tables, it can be seen that no neighbourhood structure achieved the best
results for all instances. Another observation from the results is that ”Move-big”
for GMRP performed considerably better than ”Move” and ”Swap”. That shows
the need for moving a block of processes in generating neighbours. Both ”Move”
and ”Swap” generate neighbours with single process change. Their performances
are quite similar although ”Move” appears slightly better than ”Swap”.
4.5.3 Investigate the impact of homogeneous and
heterogeneous local search algorithms
This experiment evaluates the effect of the proposed components on the search
performance. To this end, three different algorithms are tested and compared with
each other. These are:
• CSA: Cooperative homogeneous SA. In this algorithm, all SAs use the same
configuration. The aim is to evaluate the benefit of using a different configu-
ration for each SA.
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Table 4.4: Comparing four neighbourhood structures: Single move, Single swap,
Double move and Double swap on MCBPP Instances
Size Class Single move Single swap Double move Double swap
25 1 106 104 101 97
25 6 136 125 135 137
25 7 128 129 126 126
25 9 106 108 111 115
24 10 118 123 115 118
50 1 201 197 206 206
50 6 396 399 386 388
50 7 230 236 231 226
50 9 193 192 190 189
51 10 204 209 209 207
Table 4.5: Comparing five neighbourhood structures: Single move, Single swap,
Move-Big, Double move and Double swap on GMRP Instances
Instance Single move Single swap Move-Big Double move Double swap
a1 1 44,306,887 44,306,935 44,306,635 44,306,501 44,306,501
a1 2 777,650,528 777,650,817 777,645,128 777,650,474 777,645,211
a1 3 583,006,941 583,006,051 583,006,897 583,006,897 583,006,983
a1 4 251,015,689 251,015,688 251,015,654 251,015,659 251,015,689
a1 5 727,579,589 727,579,586 727,579,582 727,579,474 727,579,586
• HSA: Heterogeneous SA. In this variation, we exclude the cooperative mech-
anism. The aim is to assess the impact of the cooperation on search perfor-
mance.
• CHSA: Cooperative evolutionary method based on heterogeneous simulated
annealing. In this algorithm, each SA starts with a different initial solution
and each thread cooperates with other threads by feeding the best solution as
a new start to the thread that is currently stuck in a local optimum.
To ensure a fair comparison between the CSA, HSA and CHSA, the initial
solution, number of runs, stopping condition and computer resources are kept the
same for all instances. All algorithms (CSA, HSA and CHSA) have been executed
for 31 independent runs over all MCBPP and GMRP instances.
The best results of CSA, HSA and CHSA are presented in Tables 4.6 and 4.7
on MCBPP and GMRP instances, respectively. In the tables, the best result of an
instance is highlighted in bold. From the table, we can clearly see that the CHSA
algorithm is better than CSA and HSA algorithms for all instances.
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Figure 4.6: MCBPP instances 25 and 50 sizes
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Figure 4.7: MCBPP instances 100 and 200 sizes
To further verify the effectiveness of CHSA, we plot the deviation from the
lower bound results for CSA, HSA and CHSA for MCBPP in (4.6 and 4.7) which is
calculated as follows: dev = best−LB/LB where best is the best results obtained by
each algorithms (CSA, HSA and CHSA) and LB is the lower bound value. It should
be noted that the lower bound LB is theoretically calculated by relaxing problem
constraints. This means that it is impossible for any heuristic algorithm to reach the
LB value without relaxing the problem constraints. The plots in Figure (4.6 are for
25 and 50 sizes, while Figure (4.7 for 100 and 200 sizes. From both figures, we can
see that CHSA results are very close to LB values and lower than CSA and HSA on
all instances. A similar behaviour can also be seen for GMRP instances in Figures
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Figure 4.8: GMRP instances a and b
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Figure 4.9: GMRP instances x
(4.8 and 4.9). In these figures, we calculate the deviation from the best known result
published in the literature for each instance. From the figures, we can clearly see
that CHSA is either matched the best known values or improved the best known
value where the plot of CHSA is lower than zero for many instances. The results
confirm the benefits of the proposed components in terms of search performance.
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Table 4.6: Comparison of SA algorithm variants on MCBPP instances
Size Class CSA HSA CHSA
best Avg T(s) best Avg T(s) best Avg T(s)
25 1 115 102.59 295 102 114.67 213 96 99.41 201
25 6 132 133.97 204 119 121.58 212 116 123.94 197
25 7 131 134.11 244 128 136.09 205 117 121.87 205
25 9 109 110.99 244 103 114.26 226 99 105.19 220
24 10 121 129.34 299 115 123.63 283 106 109.61 197
50 1 203 206.91 213 197 199.49 210 194 195.01 209
50 6 379 386.08 273 359 364.93 299 345 351.07 220
50 7 259 264.42 267 235 237.94 290 226 233.14 227
50 9 178 183.49 202 171 178.06 211 167 178.98 199
51 10 212 216.56 291 201 206.93 264 193 197.12 231
100 1 297 298.14 297 277 279.03 274 276 288.08 239
100 6 461 466.19 226 456 459.17 296 447 459.94 214
100 7 467 483.27 231 453 454.77 281 451 454.09 216
100 9 296 298.15 266 291 293.09 250 290 292.75 222
99 10 374 379.65 212 373 378.18 236 371 379.24 211
200 1 541 558.04 212 537 539.16 253 536 540.79 263
200 6 884 889.61 208 861 867.21 199 852 853.61 191
200 7 906 908.11 202 875 878.13 214 866 869.89 189
200 9 539 569.09 290 537 539.37 288 531 535.74 279
201 10 705 709.61 268 699 701.02 206 691 693.97 198
4.6 Chapter Summary
This chapter investigated the effectiveness of different local search algorithms and
neighbourhood structures on combinatorial optimisation problems, namely multi-
capacity bin packing problems (MCBPP) and google machine reassignment problem
(GMRP). Extensive experiments have been conducted on both problems. Through
our experiments it can be seen that:
• no single local search algorithm performs the best across all instances. Each
local search algorithm excels on one or a few instances only.
• different neighbourhood structures may cope with different problem instances,
e.g. different search space, differently.
• evolutionary components have a positive impact on local search algorithm
performance.
The above observations serve as the main motivation for proposing a hyper-
heuristic framework that can adaptively control the selection of local search al-
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Table 4.7: Comparison of SA algorithm variants on GMRP instances
Instance Initial solution cost CSA HSA CHSA
a1 1 49,528,750 44,306,501 44,306,501 44,306,501
a1 2 1,061,649,570 777,533,310 777,533,129 777,532,181
a1 3 583,662,270 583,005,814 583,005,795 583,005,717
a1 4 632,499,600 251,015,178 250,211,774 244,875,201
a1 5 782,189,690 727,578,311 727,578,311 727,578,309
a2 1 391,189,190 167 167 162
a2 2 1,876,768,120 720,671,545 720,671,543 720,671,541
a2 3 2,272,487,840 1,194,261,501 1,194,261,475 1,190,908,042
a2 4 3,223,516,130 1,680,587,592 1,680,475,436 1,680,368,567
a2 5 787,355,300 310,243,641 308,203,049 307,150,825
b 1 7,644,173,180 3,305,899,957 3,297,839,214 3,291,245,601
b 2 5,181,493,830 1,016,974,741 1,016,914,501 1,015,482,891
b 3 6,336,834,660 156,978,415 156,901,917 156,757,941
b 4 9,209,576,380 4,677,819,354 4,677,819,217 4,677,811,387
b 5 12,426,813,010 923,299,290 923,091,324 922,944,510
b 6 12,749,861,240 9,525,859,941 9,525,852,417 9,525,851,397
b 7 37,946,901,700 14,835,122,181 14,834,927,718 14,834,456,193
b 8 14,068,207,250 1,214,416,703 1,214,309,151 1,214,291,143
b 9 23,234,641,520 15,885,545,712 15,885,489,873 15,885,437,301
b 10 42,220,868,760 18,051,241,640 18,049,201,851 18,048,271,541
x 1 7,422,426,760 3,364,425,177 3,204,185,119 3,044,418,078
x 2 5,103,634,830 1,142,321,924 1,092,411,821 1,002,390,081
x 3 6,119,933,380 498,754 495,461 493,938
x 4 9,207,188,610 4,721,888,044 4,721,712,910 4,721,586,145
x 5 12,369,526,590 525,137 522,691 521,050
x 6 12,753,566,360 9,546,984,107 9,546,971,614 9,546,956,909
x 7 37,763,791,230 14,259,871,583 14,253,146,409 14,252,476,502
x 8 11,611,565,600 84,191 83,012 80,107
x 9 23,146,106,380 16,125,911,223 16,125,861,704 16,125,531,251
x 10 42,201,640,770 17,825,483,107 17,819,034,071 17,815,981,144
gorithm and neighbourhood structures. It also suggests the use of evolutionary
components with the hyper-heuristic framework to effectively deal with a heavily
constrained problem where the search spaces are difficult to navigate due to the
large number of hard constraints that must be satisfied. In the next chapter, we
propose a hyper-heuristic local search for combinatorial optimisation problems.
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CHAPTER 5
Two-stage Hyper-heuristic Local
Search approach
As was observed in Chapter 4, due to the various characteristics of different prob-
lems, different LS work well on different problems or on certain instances of the
same problem. The choice of the most suitable local search algorithm is, however,
a challenging task as these algorithms are often specifically designed and their per-
formance is highly dependent on the problem characteristic. In addition, most of
these algorithms require users to select appropriate internal neighbourhood struc-
tures(operators) in order to obtain a desirable performance. No single local search
algorithm can consistently perform well with a fixed setting, for different types of
problems or even different instances of the same problem. To address this issue, we
propose a hyper-heuristic (HH) approach which incorporates multiple local search
algorithms and a pool of neighbourhood structures. This approach is novel in three
respects. Firstly, a two-stage hyper-heuristic structure is designed in the approach.
In the first stage, a local search algorithm is selected, whereas neighbourhood struc-
tures for the selected algorithm are selected in the second stage. Secondly, an adap-
tive ranking mechanism is proposed for the selection of neighbourhood structures.
This ranking mechanism is based on entropy and evaluates the contribution of the
local search in terms of quality and diversity. It adaptively adjusts the pool of can-
didate neighbourhood structures. Thirdly, this approach introduces a population
of solutions. A distance-based updating strategy is proposed for the population.
Hence, solutions can be placed in different areas of the search space while allowing
solutions to share local search algorithms.
Similar to the previous chapter (Chapter 4), the two combinatorial optimisa-
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tion problems being considered (see Chapter 3) are used to evaluate the effective-
ness of the proposed hyper-heuristic. We first examine the improvement that can
be achieved by the HH approach. Three different algorithms were involved in the
evaluation. They are: (1) RN-LS, the base line, which randomly selects the lo-
cal search algorithms and the associated neighbourhood structures (operators); (2)
HH 1, which is identical to the proposed HH except that there is no population of
solutions involved; (3) HH 2, which is the proposed HH approach but without the
ranking mechanism. Then, the resultant hyper-heuristic approach is compared with
the state-of-the-art methods.
This chapter is organised as follows: The proposed approach is presented in
Section 5.1. The results of experiments, the comparison of results, and discussion
are presented in Section 5.2. Finally, the chapter summary is given in Section 5.3.
5.1 The proposed approach
Local search (LS) algorithms are a type of meta-heuristic methods which are of-
ten used to solve optimisation problems. Unlike population-based meta-heuristic
methods, LS focuses on explorating the neighbourhood areas around the current
starting solution rather than the whole search space. LS tries to find a good quality
solution within an acceptable amount of time. LS algorithms have shown to be
very successful in solving large and constrained optimisation problems. They have
attracted researchers and practitioners because of their effectiveness, efficiency, and
ease of implementation; moreover, they are easier to understand than population-
based, meta-heuristic algorithms. For these reasons, various types of LS have been
proposed in the literature. However, due to the complex search landscape, it is
difficult to have one LS which is best suited for different problems or even different
instances of the same problems. In addition, empirical studies have shown that
the performance of LS algorithms is very sensitive to the internal neighbourhood
structures. Therefore, the selection of neighbourhood structures is an important as-
pect of LS performance optimisation. However, the best neighbourhood structures
to use are, in fact, time-dependent. Furthermore, a priori LS and neighbourhood
structures selection is a time-consuming process and presumes that the best mix of
LSs and neighbourhood structures to employ do not change over time. Automatic
selection of LS and its neighbourhood structures is a promising way to achieve high
quality solutions for different problem domains as well as reducing the need for
an expert. This work proposes a new hyper-heuristic local search approach (de-
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noted as HH) that uses a pool of LSs and a pool of neighbourhood structures. The
proposed approach adaptively determine the appropriate mix of LSs and neighbour-
hood structures at each decision point of the solution process. It involves several
novel features to attain high quality solutions across different problem domains and
instances. Figure 5.1 shows the flowchart of the proposed hyper-heuristic approach.
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Population LS selection
Hyper-heuristic
(HH LS)Pool of LSs
Ranking
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Figure 5.1: The flowchart of the proposed hyper-heuristic approach
The proposed hyper-heuristic approach has three key components: population,
two-stage hyper-heuristic (denoted as HH-LS and HH-OP) and the ranking mech-
anism. The population contains a set of solutions positioned in a different area of
the search space. HH-LS is used to select and apply LS from a pool based on the
current stage of search. HH-OP is to select neighbourhood structures (operators)
associated with the selected LS. The proposed approach begins by setting all the
parameters which include the population size and the parameter values of each lo-
cal search algorithm. Then an initial population of solutions are generated. For
each solution, it will be optimised independently. The approach then enters the
main loop. At each iteration, it calls HH-LS to select LS and HH-OP to select
the internal neighbourhood structures for the selection of LS. The selected LS and
neighbourhood structures are applied to the current solution as long as they can
generate a better solution. Next, the approach updates the rank of the selected LS
and neighbourhood structures, and checks the stopping condition. if it is satisfied,
it stops and returns the best solution. Otherwise, it updates the population and
starts a new iteration.
In the following subsections, we discuss in detail the main components of the
proposed approach.
5.1.1 Population of solutions
Local search algorithms are known as single-solution-based meta-heuristic algo-
rithms and have shown remarkable success in dealing with various COPs. Yet, de-
spite their success, it is well-known that purely single-solution based meta-heuristic
70
algorithms are not very effective in handling large and heavily constrained search
spaces such as those considered in this thesis. The use of a population of solutions
within a local search algorithm can significantly improve the search performance by
scattering each solution in a different area of the search space. However, the search
should be able to strike a proper balance between exploitation and diversification in
order to effectively exploit and explore different areas of the search space rather than
focusing on a particular area. To address this issue, we use a population of solutions
within the proposed hyper-heuristic approach. All solutions in the population are
randomly generated. To allow each solution in the population to be positioned in
a different area of the search space and so that the solution can be shared among
different local search algorithms, we propose a distance-based updating strategy for
the population update step. The proposed strategy ensures that the current popu-
lation of solutions includes a collection of both high quality and diverse solutions.
The distance-based updating strategy uses two metrics to update the population as
the search progresses. These are: the quality which is calculated using the objective
function (or cost function) of the considered problem domain and the distance which
indicates the dissimilarity between the current solution and those in the population
in terms of how many items (or jobs) have not been allocated to the same position in
both solutions. We say that two solutions are similar if the distance between them
is zero. To have both high quality and diverse solutions, we consider the quality and
distance as a bi-criteria problem. We use the Pareto-domination concept to add a
new solution in the population as follows: a solution S is Pareto-dominated by solu-
tion A if the quality of A if better than or equal to S and the distance between A and
the current population of solutions is greater than A. Based on Pareto-domination,
the most dominant solution in the current population is replaced with the current
one. If there is no domination, we use the FIFO updating strategy. Thus, by having
this bi-criteria updating strategy, the solutions in the population tend to be spread
along the Pareto-frontier, minimising the objective function and maximising the
distance which lead to a collection of high quality and diverse solutions within the
population. It should be noted that the use of a population of solutions allows the
proposed approach to exchange the best solution between local search algorithms.
5.1.2 The two-stage hyper-heuristic approach
The hyper-heuristic (HH) search methodology is able to deliver solutions to a diverse
set of problem domains, rather than being specifically designed for each problem or
even each problem instance encountered. It is a high-level methodology that solves
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optimisation problems by automating the process of selection/producing heuristics
based on a set of heuristics [Burke et al. 2003a], [Sabar et al. 2015d], [Sabar et al.
2015c]. Common HH approaches have two levels: high-level heuristic and low-level
heuristic. The low-level heuristic is comprised of a set of heuristics that is directly
applied to the problem at hand [Burke et al. 2003a], [Sabar et al. 2017b]. The high-
level heuristic has a selection strategy which controls the selection of the low-level
heuristic that should be chosen and the acceptance criterion which decides whether
to accept the solution generated by the selected low-level heuristic. A traditional
selection HH works as follows:
• Step 1: Call the selection strategy to select a low-level heuristic from a given
pool.
• Step 2: Randomly select a solution from the population.
• Step 3: Apply the selected low-level heuristic to the current solution and call
the objective function to calculate the quality of the generated solution.
• Step 4: Call the acceptance criterion to either accept or reject the generated
solution.
• Step 5: Update the hyper-heuristic parameters, the solution and check the
stopping condition.
• Step 6: If the stopping condition is met, stop and return the best solution.
Otherwise, go to Step 1.
In this work, we propose a two-stage, hyper-heuristic approach (denoted as
HH-LS and HH-OP) that uses various kind of LS and neighbourhood structures
and adaptively mix them during the search process. The first stage controls the
selection of LS while the second one chooses internal neighbourhood structures for
the selected LS. The approach alternates between the two stages to effectively solve
the given problem instances. In the following subsections, we discuss the main
components of HH-LS and HH-OP.
HH-LS
HH-LS is a multi-local search hyper-heuristic approach which makes use of a number
of common LS meta-heuristic algorithms as low-level heuristics. HH-LS is used in
the first stage and responsible for LS selection (see Figure 5.1). HH-LS takes as
an input a pool of LSs and then uses the selection strategy to decide which one
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LLHi = LLHi + ((fc − fn)/(fc + fn)) (5.1)
LLHj = LLHj − ((fc − fn)/(fc + fn)/(L− 1)), ∀j 6= i, j, i = {1..L} (5.2)
LLHi = LLHi − ((fc − fn)/(fc + fn)) (5.3)
LLHj = LLHj + ((fc − fn)/(fc + fn)/(L− 1)), ∀j 6= i, j, i = {1..L} (5.4)
should be selected for the current problem instances. The high-level heuristic and
the low-level heuristic of the proposed HH-LS are:
• High-Level Heuristics. The high-level heuristic has two components which
are selection strategy and the acceptance criterion mechanism. The selection
strategy is responsible to select a low-level heuristic (LS) from a pool. It
invokes two tasks, credit assignment and LS selection.
– Credit assignment: The main role of this mechanism is to record how
well each low-level heuristic, local search algorithm in our case, per-
formed. In this study, both reward and punishment are used. If the
applications of the i-th heuristic (LLH) leads to an improvement in the
objective function, we reward the i-th low level heuristic using Formula
5.1 and punish others using Formula 5.2. Otherwise, we punish the i-th
low level heuristic by Formula 5.3 and reward others by Formula 5.4. In
the formulas, fc and fn are the performance indicators of the current
solution and new solution, respectively. It should be noted that in this
work f represents the quality and diversity of the solution obtained by
the applied LS algorithm. The quality is calculated by the objective
(or cost) function. The diversity is determined by the proposed ranking
mechanism (See Section 5.1.3).
– LS Selection: The selection is done by Multi-Armed Bandit (MAB),
an on-line selection mechanism that records the performance of all LSs
from the past, then selects one by Equation 5.5. MAB uses the values
calculated by the credit assignment as an input to determine which LS
should be applied.
maxi=1...Nop
pi(t) + c
√
2log
∑Nop
j=1 nj(t)
ni(t)
 (5.5)
where t is the current generation, Nop is the number of LS algorithms
and c is the scaling factor which is set to 7. The pseudocode of the
multi-armed bandit (MAB) is shown in Algorithm (5.1).
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Algorithm 5.1: The pseudocode of MAB
for i=1 to LLH do
ni ← 0;
pi ← 0;
end
while (Not Terminated) do
if one or more LLHs not applied yet then
LLH ← Randomly select one LLH from the given set;
Apply the selected LLH;
end
else
Use Equation 5.5 to pick one LLH;
Apply the selected LLH;
end
Update ni, ni ← ni + 1;
Update pi using Equations (5.1 to 5.4);
end
The second component acceptance criterion, which is Monte Carlo (MC) ac-
ceptance criterion for this thesis, is the same as that in [Sabar et al. 2017b]. In
MC, a new solution will be accepted if it is better than the initial one or sat-
isfies MC acceptance rule: R <exp(δ) where R is a random number between
zero and one, and δ is the difference in the quality.
• Low-Level Heuristics. The low-level heuristics here are a pool of LS al-
gorithms. These LSs differ from one problem to another and are used to
explore the areas around the current solution. The pool includes steepest de-
scent (SD), great deluge (GD), simulated annealing (SA), late acceptance hill
climbing (LAHC) and iterated local search algorithm (ILS). These algorithms
are described in chapter (Chapter 4).
HH-OP
HH-OP is used in the second stage to choose neighbourhood structures (operators)
for the selected LS by HH-LS (see Figure 5.1). HH-OP uses various neighbourhood
structures as low-level heuristics. HH-OP takes a pool of neighbourhood structures
as an input and then uses the selection strategy to decide which one should be
applied with the selected LS to solve the given problem instances. The high-level
heuristic and the low-level heuristics of the proposed HH-OP are:
• High-Level Heuristics. The high-level heuristic of HH-OP involves a se-
lection strategy to select a low-level heuristic (neighbourhood structure) (op-
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erators). In this work, we use a learning automaton reinforcement learning
approach as our selection strategy to decide which neighbourhood structure
should be chosen from the given pool. The utilised strategy maintains a proba-
bilities distribution for all neighbourhood structures in a given pool. Based on
these probabilities, we use a roulette wheel selection mechanism to select one
neighbourhood structure for LS. Then, based on the quality of the obtained
solution, the probabilities (P) of all neighbourhood structures are updated as
the search progress using Equation (5.6) and Equation (5.7). Equation (5.6) is
used to update the probability of the selected neighbourhood structure while
Equation (5.7) updates the probabilities of rest of neighbourhood structures.
In Equation (5.6) and Equation (5.7) α+ and α− represent the reward and
penalty values, and set between zero and one. βOP represents the improve-
ment strength obtained by the applied neighbourhood structure (operators)
OP in which 1 is used for success and 0 otherwise. |M | is the number of neigh-
bourhood structures in a given pool. In this selection strategy, we increase
the probability of the applied neighbourhood structure if it leads to a better
solution and decrease it otherwise. Equation (5.6) and Equation (5.7) ensure
that all neighbourhood structures have a chance to be selected at least once
during the search process.
POP,t+1 = POP + α
+βOP (1− POP )− α−(1− βOP )POP (5.6)
POP,t+1 = POP − α+βOPPOP + α−(1− βOP )
(
1
|M | − 1 − POP )
(5.7)
• Low-Level Heuristics. This component is a pool of neighbourhood struc-
tures (operators) which are problem-specific. The aim of these heuristics is to
generate neighbourhood solutions by modifying the current one, while allow-
ing no violation of constraints. In this work, we propose a ranking mechanism
to exclude bad performance neighbourhood structures from the current pool
in order to allow the HH-OP to focus on selecting the most effective neigh-
bourhood structure (See Section 5.1.3). The pool consists of
– Single swap: Randomly select two processes (items) from two different
machines (bins) and interchanges them.
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– Double swap: Randomly select four processes (items) from two different
machines (bins) and interchanges them.
– Single move: Randomly select a process (item) from a machine (bin)
and moves it to a different machine (bin).
– Double move: Randomly select two processes (items) from a machine
(bin) and moves them to a different machine (bins).
– Swap-Move: Apply swap neighbourhood structure followed by move
neighbourhood structure.
– Move-Swap: Apply move neighbourhood structure followed by swap
neighbourhood structure.
– Move-Big: A large-sized process (item) is selected and moved to a dif-
ferent machine (bin). The size of this process (item) is equal to the total
resources required by this process (item). Moving big processes seems
more effective in maintaining the balance in machine loads.
– Swap-Move-Big: Apply swap, move and big process (item) to a random
sequence.
5.1.3 Ranking mechanism
In this work, we propose a ranking mechanism based on the entropy information
theory. The ranking mechanism calculates the diversity of the solutions obtained
during the execution of HH-LS and HH-OP. The proposed mechanism associates
a frequency matrix with each solution which records the number of times that the
item (or job) has been allocated to the same position. An example of a a frequency
matrix for one solution is shown in Figure (5.2). In this example, the matrix involves
five items (or jobs) and five locations. The matrix can be read as follows: item (or
job) 1 has been assigned to location 1 three times, to location 2 four times, to
location 3 two times, to location 4 five times and to location 5 six times; and so on
for the other items (or jobs). We then use entropy equations ( Equation 5.8 and
Equation 5.9) to calculate the diversity of a given solution.
divi =
∑e
j=1
eij
m
. log
eij
m
− log e (5.8)
div =
∑2
i=1 divi
e
(5.9)
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Where eij is the frequency of assigning item i to location j. m is the number
of items. divi is the entropy for item i and div is the entropy for one solution (0
≥ div ≤ 1). In this work, the entropy div value is used as an indicator of solution
diversity. The proposed ranking mechanism uses div in both HH-LS and HH-OP
(see Figure (5.1)). In HH-LS, div is used with the credit assignment component
of the selection strategy to evaluate the performance of each LS by considering the
quality and diversity. In HH-OP, using a large number of neighbourhood structures
can empower the search performance to explore a wider area of the search space.
Nevertheless, the HH-OP might faeces some difficulties in determining the best
neighbourhood structure in a short time period. In addition, it is very difficult to
know in advance whether or not a particular neighbourhood structure should be
included as that depends on the search landscape. Hence, the ranking management
mechanism is proposed to control the size and diversity of the pool of neighbourhood
structures. It uses a fixed-length list to keep the best performing neighbourhood
structures. The size of the list is less than the total number of neighbourhood
structures. Initially, all neighbourhood structures have the same probability of
being included in the list. The HH-OP selects a neighbourhood structure only from
the list. This list will be updated based on the performance of these neighbourhood
structures. Then a roulette selection mechanism is used to add good heuristics to
the list. Apparently, a neighbourhood structure with better performance is more
likely to be selected. The performance of each neighbourhood structure depends on
the combination of its past quality and div.
location index
1 2 3 4 5
1 3 4 2 5 6
2 1 1 3 5 5
3 3 4 2 1 2
4 4 5 4 2 4
5 3 6 1 4 3
Figure 5.2: Frequency matrix
5.2 Experimental results
In this section, we present the parameter settings of HH, followed by an evaluation
of the effectiveness of the proposed improvement, and then the comparison of our
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hyper-heuristic approach (denoted as HH) with those state-of-the-art algorithms for
MCBPP and GMRP benchmarks.
5.2.1 HH Parameter Settings
The proposed approach relies on several parameters. The values of these parameters
were carefully selected based on our preliminary experiments for both problems. In
these experiments, we tested the proposed algorithm for 31 independent runs with
different parameter combinations using different values for each parameter. The
values of these parameters are determined one by one by manually changing the value
of one parameter, while fixing the others. Then, the best values for all parameters
are recorded. The maximum execution time fixed to 5 min for each instance. Each
local search algorithm has two parameters except for GD which has one parameter.
The t value for SA controls the acceptance ratio of worse solutions and it gradually
decreases by α. The final parameter values of the proposed approach are presented
in 5.1.
Table 5.1: The parameter settings of the HH
Parameter Tested range Suggested value
Population size (P ) - 4
Stopping condition - 300 second
Initial temperature (t) for SA 104-1010 104
α for SA 0.2-0.9 0.6
Local search termination criterion for ILS 5-50 10
Perturbation size for ILS 2-20 % of processes 5% of processes
List size (Lsize) for LAHC 5-30 20
Iteration counter (I) for LAHC 3-15 10
Number of iterations NI for GD 100-1500 1000
Number of iterations NI for SD 5-30 10
5.2.2 Effectiveness Evaluation
This experiment examines the benefit of using the proposed improvements on HH
performance. Thus, to evaluate the impact of each of the integrated components
within the proposed HH, three different algorithms were implemented and tested.
These are:
• RN-LS which uses random selection for the local search algorithms and the
associated neighbourhood structures (operators).
• HH 1 is similar to the proposed HH but without population of solutions.
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• HH 2 is similar to the proposed HH but without the ranking mechanism and
HH the new approach being proposed.
We randomly selected 12 instances for the purpose of evaluating the effective-
ness: 6 instances from MCBPP and 6 instances from GMRP. To ensure a fair
comparison, all algorithms (RN-LS, HH 1, HH 2 and HH) used the same initial so-
lution, number of runs, stopping condition and computer resources. All algorithms
were executed for 31 independent runs over all instances. For each instance, we
report the best (Best), the average (Avg), standard deviation (Std) and the time
required to find the best solution. The best results achieved by RN-LS, HH 1, HH 2
and HH are reported in Table 5.2. The best results obtained by the corresponding
algorithms are highlighted in bold. From Table 5.2, one can clearly see that HH
outperforms RN-LS, HH 1 and HH 2 across all instances.
Table 5.2: The computational results of the compared algorithms
# Instance RN-LS HH 1 HH 2 HH
1 25A 89 78 75 69
2 50A 153 148 141 135
3 50B 159 155 151 145
4 100A 283 278 275 256
5 100B 290 284 275 264
6 200A 526 521 519 503
7 a1 1 44,306,501 44,306,501 44,306,501 44,306,501
8 a2 5 310,243,696 308,367,604 308,367,510 307,150,823
9 b 1 3,305,899,959 3,301,109,217 3,301,109,203 3,291,069,367
10 b 10 18,512,416,409 18,227,132,678 18,227,132,531 18,048,187,124
11 x 1 3,044,618,079 3,044,593,197 3,044,591,048 3,044,417,080
12 x 10 17,815,989,954 17,815,989,117 17,815,989,098 17,815,981,141
In Figure (5.3), we plot the deviation from the best-known results for the se-
lected instances. For MCBPP instances (Figure (a)) the deviation is calculated
from the lower bound results that were obtained by relaxing the problem con-
straints; while for GMRP instances (Figure (b) the deviation is calculated from
the best-known results published in the literature. From Figure (a), we can see
that HH results are the lowest ones compared to those of other algorithms (RN-LS,
HH 1, and HH 2) in which, over all instances, the results are very close to the lower
bounds. For GMRP instances Figure (b), HH matched the best-known results for all
instances. One can also see that HH 1, and HH 2 results are almost the same, which
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clearly indicates the benefit of the hyper-heuristic components when compared to
the random selection method. The results in both figures (Figure (a) and Figure
(b)) demonstrate that the performance of RN-LS, HH 1, and HH 2 varies from one
domain to another, whereas HH is stable on both domains.
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Figure 5.3: MCBPP and GMRP
In Tables 5.3 and 5.4, we present the average (Avg) and standard deviation
(Std) results of HH and the compared algorithms (RN-LS, HH 1 and HH 2). As
shown in Tables 5.3 and 5.4, the average results and the standard deviation of HH
are better than RN-LS, HH 1 and HH 2 across all tested instances. To confirm these
positive results, we also applied the Wilcoxon statistical test with a significance level
of 0.05, where S+ means HH is statistically better than other algorithms, S− means
that it is not significant, as shown in Table 5.5. As can be seen from Table 5.5, HH is
statistically better than RN-LS, HH 1 and HH 2 on all instances. We now compare
the computational time (in s) consumed by the compared algorithms (HH, RN-LS,
HH 1 and HH 2) find the best results for all tested instances, as shown in Tables 5.3
and 5.4. It is clear from the tables that the computational time of HH is lower than
RN-LS, HH 1 and HH 2 for all tested instances. The reported results demonstrate
that the proposed HH achieves high quality solutions with lower computational times
when compared to RN-LS, HH 1 and HH 2 across all instances. This positive results
clearly indicate the benefits of the integrated components within the proposed HH.
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Table 5.3: The computational results of the compared algorithms on MCBPP in-
stances
Instance RN-LS HH 1 HH 2 HH
Avg Std Time Avg Std Time Avg Std Time Avg Std Time
25A 109.31 10.89 244 95.01 9.77 231 89.12 5.42 329 77.83 1.22 192
50B 198.55 8.42 225 194.36 6.56 169 189.02 6.13 161 154.3 3.07 129
100A 302.08 10.97 255 293.47 7.21 191 292.45 7.18 185 285.53 1.8 120
100B 298.44 6.12 239 294.51 5.01 203 291.08 4.96 171 282.06 1.89 139
200A 597.99 8.07 300 569.11 5.83 267 561.71 5.66 213 524.6 3.38 189
Table 5.4: The computational results of the compared algorithms on GMRP in-
stances
Instance RN-LS HH 1 HH 2 HH
Avg Time Avg Time Avg Time Avg Time
a1 1 44,306,911.04 289 44,306,613.12 276 44,306,612.03 263 44,306,581.00 151
a2 5 310,243,956.08 247 308,367,946.31 224 308,367,942.77 217 307,518,303.50 169
b 1 3,305,899,967.11 274 3,301,109,375.38 206 3,301,109,361.31 189 3,291,520,458.00 156
b 10 18,512,416,839.41 169 18,227,132,714.51 158 18,227,132,703.47 153 18,048,620,264.00 137
x 1 3,044,618,263.11 293 3,044,994,288.48 277 3,044,799,148.93 262 3,044,648,400.00 213
x 10 17,815,989,966.47 291 17,815,989,427.01 278 17,815,989,394.77 271 17,815,985,753.00 216
Table 5.5: Statistical test of the compared algorithms on MCBPP and GMRP
instances
Instance RN-LS HH 1 HH 2
25A S+ S+ S+
50B S+ S+ S+
100A S+ S+ S+
100B S+ S+ S+
200A S+ S+ S+
a1 1 S= S= S=
a2 5 S+ S+ S+
b 1 S+ S+ S+
b 10 S+ S+ S+
x 1 S+ S+ S+
x 10 S+ S+ S+
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5.2.3 Comparing HH Results with the State-of-the-Art
This section compares the results obtained by HH with the state-of-the-art algo-
rithms applied to MCBPP and GMRP.
Results on MCBPP Benchmark Instances
This section presents results of the proposed HH compared with the current state-of-
the-art solutions: Best Known Lower Bounds (BKLBs) and Upper Bounds (BKUBs).
Table 5.6 shows these results which are aggregated by problem class; i.e., for each
class, the accumulated number of bins for the 10 instances is reported. Each column
presents the problem size, the problem class, and the best-known lower and upper
bounds. To the right of these columns there are the best, the average number of
bins generated with the HH, the standard deviation and computational time. The
best results in the row are highlighted in bold. As can be seen from the results, HH
matches the known lower bounds in 9 cases. The best solutions of HH are reported
in Table 5.7 in details in the column (HH) along with the previous lower (LB) and
upper bounds (UB).
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Figure 5.4: GMRP instance a
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Table 5.6: Results of HH on MCBPP Instances
Size Class BKLB BKUB HH best HH avg Std T (s)
25 1 69 69 69 77.83 1.22 192
25 6 101 101 105 108.73 2.21 154
25 7 96 96 96 105.86 3.14 140
25 9 73 73 73 91.63 2.27 145
24 10 80 80 86 91.43 2.01 181
50 1 135 135 135 154.3 3.07 129
50 6 214 215 220 224.66 3.35 98
50 7 196 197 205 212.4 1.08 150
50 9 144 145 145 160 2.3 211
51 10 170 170 181 185.4 1.19 165
100 1 255 260 256 285.53 1.8 120
100 6 405 410 419 422.33 1.57 173
100 7 398 405 411 419.4 2.46 201
100 9 257 267 264 282.06 1.89 139
99 10 330 330 340 343.66 3.66 154
200 1 503 510 503 524.6 3.38 189
200 6 803 811 823 827.96 2.13 132
200 7 799 802 812 815.33 2.18 196
200 9 503 513 513 527.36 2.38 184
201 10 670 670 681 688.4 1.5 117
Results on GMRP Benchmark Instances
The performance of HH is compared with the state of art algorithms:
• MNLS [Wang et al. 2016]
• VNS [Gavranovic´ et al. 2012]
• CLNS [Mehta et al. 2012]
• LNS [Brandt et al. 2012]
• MILS [Masson et al. 2013]
• SA [Ritt 2012]
• EM-LAHC [Turky et al. 2016a]
• ESA [Turky et al. 2016b]
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Table 5.7: Best Solutions on MCBPP Instances achieved by HH
# Size Class 1 Class 6 Class 7 Class 9 Class 10
LB UB HH LB UB HH LB UB HH LB UB HH LB UB HH
1 S1 6 6 6 10 10 10 9 9 9 7 7 7 8 8 8
2 7 7 7 10 10 10 9 9 9 7 7 7 8 8 8
3 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
4 7 7 7 10 10 11 10 10 10 7 7 7 8 8 9
5 7 7 7 10 10 12 10 10 10 7 7 7 8 8 8
6 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
7 7 7 7 10 10 10 10 10 10 7 7 7 8 8 10
8 7 7 7 10 10 10 9 9 9 8 8 8 8 8 8
9 7 7 7 10 10 11 10 10 10 8 8 8 8 8 9
10 7 7 7 11 11 11 9 9 9 8 8 8 8 8 10
1 S2 13 13 13 21 21 21 21 21 21 14 14 14 17 17 17
2 13 13 13 21 21 21 18 18 18 14 14 14 17 17 20
3 13 13 13 21 21 21 21 21 22 14 14 14 17 17 20
4 13 13 13 21 21 22 18 18 18 14 14 14 17 17 17
5 13 13 13 21 21 22 21 21 21 14 14 14 17 17 17
6 14 14 14 22 22 22 18 18 23 14 15 15 17 17 19
7 14 14 14 21 22 25 21 22 22 15 15 15 17 17 17
8 14 14 14 22 22 22 18 18 18 15 15 15 17 17 17
9 14 14 14 22 22 22 22 22 22 15 15 15 17 17 20
10 14 14 14 22 22 22 18 18 20 15 15 15 17 17 17
1 S3 25 26 25 40 41 42 40 41 41 25 26 26 33 33 36
2 26 26 26 41 41 45 39 40 42 26 27 27 33 33 34
3 26 26 26 41 41 42 41 41 41 26 27 26 33 33 33
4 25 26 25 40 41 42 39 40 43 25 26 26 33 33 35
5 25 26 25 40 41 41 40 41 41 25 26 26 33 33 34
6 25 26 26 40 41 41 39 40 40 26 27 26 33 33 33
7 25 26 25 40 41 41 40 41 41 26 27 26 33 33 33
8 26 26 26 41 41 41 39 40 41 26 27 27 33 33 34
9 26 26 26 41 41 41 41 41 41 26 27 27 33 33 33
10 26 26 26 41 41 43 40 40 40 26 27 27 33 33 35
1 S4 50 51 50 80 81 82 80 80 81 50 51 51 67 67 68
2 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
3 50 51 50 80 81 84 80 80 80 50 51 51 67 67 68
4 50 51 50 80 81 83 80 80 80 50 51 51 67 67 68
5 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
6 50 51 50 80 81 82 79 80 83 50 51 51 67 67 69
7 50 51 50 80 81 82 80 81 83 50 51 51 67 67 68
8 51 51 51 81 81 84 79 80 84 51 52 52 67 67 69
9 51 51 51 81 81 82 81 81 81 51 52 52 67 67 68
10 51 51 51 81 82 82 80 80 80 51 52 52 67 67 67
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Table 5.8: Comparison between the proposed HH with the state of the art algorithms
- Part I
instance HH MNLS VNS CLNS Best Known
a1 1 44,306,501 44,306,501 44,306,501 44,306,501 44,306,501
a1 2 777,532,177 777,535,597 777,536,907 778,654,204 777,532,177
a1 3 583,005,717 583,005,717 583,005,818 583,005,829 583,005,717
a1 4 244,875,200 248,324,245 251,524,763 251,189,168 244,875,206
a1 5 727,578,308 727,578,309 727,578,310 727,578,311 727,578,309
a2 1 162 225 199 196 161
a2 2 720,671,512 793,641,799 720,671,548 803,092,387 720,671,548
a2 3 1,190,908,040 1,251,407,669 1,190,713,414 1,302,235,463 1,190,713,414
a2 4 1,680,368,562 1,680,744,868 1,680,615,425 1,683,530,845 1,680,368,578
a2 5 307,150,823 337,363,179 309,714,522 331,901,091 307,150,825
b 1 3,291,069,367 3,354,204,707 3,307,124,603 3,337,329,571 3,291,069,369
b 2 1,015,496,168 1,021,230,060 1,015,517,386 1,022,043,596 1,015,496,187
b 3 156,691,279 157,127,101 156,978,411 157,273,705 156,691,279
b 4 4,677,792,538 4,677,895,984 4,677,961,007 4,677,817,475 4,677,792,539
b 5 922,944,567 923,427,881 923,610,156 923,335,604 922,944,697
b 6 9,525,851,397 9,525,885,495 9,525,900,218 9,525,867,169 9,525,851,483
b 7 14,834,456,020 14,842,926,007 14,835,031,813 14,838,521,000 14,834,456,201
b 8 1,214,291,129 1,214,591,033 1,214,416,705 1,214,524,845 1,214,291,143
b 9 15,885,437,254 15,885,541,403 15,885,548,612 15,885,734,072 15,885,437,256
b 10 18,048,187,124 18,055,765,224 18,048,499,616 18,049,556,324 18,048,187,105
x 1 3,044,417,080 3,060,461,509 - - 3,044,418,078
x 2 1,002,390,081 1,010,050,981 - - 1,002,379,317
x 3 493,938 493,917 - - 69,970
x 4 4,721,586,143 4,721,727,496 - - 4,721,591,023
x 5 521,050 518,250 - - 54,132
x 6 9,546,956,909 9,546,966,175 - - 9,546,936,159
x 7 14,252,476,502 14,259,657,575 - - 14,252,476,508
x 8 80,107 83,711 - - 29,193
x 9 16,125,531,230 16,125,675,266 - - 16,125,562,162
x 10 17,815,981,141 17,824,568,855 - - 17,815,989,054
• GE-SA [Sabar and Song 2016]
• RILS [Lopes et al. 2015]
• MA [Sabar et al. 2016a]
• CHSA [Turky et al. 2017a]
Tables 5.8, 5.9, 5.10 and 5.11 present the results of comparisons of these meth-
ods for all 30 instances. The best solution for one instance is highlighted in bold.
An empty cell indicates that the instance has not been tested by that algorithm.
Overall, HH achieved better results for 14 out of 30 tested instances. Although
Tables 5.8, 5.9, 5.10 and 5.11 show that the proposed HH did not find the new best
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Table 5.9: Comparison between the proposed HH with the state of the art algorithms
- Part II
instance HH LNS MILS SA Best Known
a1 1 44,306,501 44,306,575 44,306,501 44,306,935 44,306,501
a1 2 777,532,177 788,074,333 780,499,081 777,533,311 777,532,177
a1 3 583,005,717 583,006,204 583,006,015 583,009,439 583,005,717
a1 4 244,875,200 278,114,660 258,024,574 260,693,258 244,875,206
a1 5 727,578,308 727,578,362 727,578,412 727,578,311 727,578,309
a2 1 162 1,869,113 167 222 161
a2 2 720,671,512 858,367,123 970,536,821 877,905,951 720,671,548
a2 3 1,190,908,040 1,349,029,713 1,452,810,819 1,380,612,398 1,190,713,414
a2 4 1,680,368,562 1,689,370,535 1,695,897,404 1,680,587,608 1,680,368,578
a2 5 307,150,823 385,272,187 412,613,505 310,243,809 307,150,825
b 1 3,291,069,367 3,421,883,971 3,516,215,073 3,455,971,935 3,291,069,369
b 2 1,015,496,168 1,031,415,191 1,027,393,159 1,015,763,028 1,015,496,187
b 3 156,691,279 163,547,097 158,027,548 215,060,097 156,691,279
b 4 4,677,792,538 4,677,869,484 4,677,940,074 4,677,985,338 4,677,792,539
b 5 922,944,567 940,312,257 923,857,499 923,299,310 922,944,697
b 6 9,525,851,397 9,525,862,018 9,525,913,044 9,525,861,951 9,525,851,483
b 7 14,834,456,020 14,868,550,671 15,244,960,848 14,836,763,304 14,834,456,201
b 8 1,214,291,129 1,219,238,781 1,214,930,327 1,214,563,084 1,214,291,143
b 9 15,885,437,254 15,887,269,801 15,885,617,841 15,886,083,835 15,885,437,256
b 10 18,048,187,124 18,092,883,448 18,093,202,104 18,049,089,128 18,048,187,105
x 1 3,044,417,080 3,119,249,147 3,209,874,890 - 3,044,418,078
x 2 1,002,390,081 1,018,164,308 1,018,646,825 - 1,002,379,317
x 3 493,938 4,784,450 1,965,401 - 69,970
x 4 4,721,586,143 4,721,702,912 4,721,786,173 - 4,721,591,023
x 5 521,050 391,923 615,277 - 54,132
x 6 9,546,956,909 9,546,945,537 9,546,992,887 - 9,546,936,159
x 7 14,252,476,502 14,330,862,773 14,701,830,252 - 14,252,476,508
x 8 80,107 98,054 309,080 - 29,193
x 9 16,125,531,230 16,128,419,926 16,125,753,242 - 16,125,562,162
x 10 17,815,981,141 17,861,616,489 17,867,789,754 - 17,815,989,054
solutions for some instances, nevertheless, the differences between the best known
results and HH for these instances are quite small or even equal in some cases.
The results are also depicted in Figure (5.4), Figure (5.5) and Figure (5.6) for
Group a, Group b, and Group x, respectively. From the figures, we can make the
following observations:
• For Group a instances (Figure (5.4)), HH either improved or matched the best-
known results for all tested instances whereas the results of other algorithms
are not the same across all instances. One can clearly see that the performance
of other algorithms is not stable.
• For Group b instances (Figure (5.5)), HH excels on all instances. However,
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Table 5.10: Comparison between the proposed HH with the state of the art algo-
rithms - Part III
instance HH EM-LAHC ESA GE-SA Best Known
a1 1 44,306,501 44,306,501 44,306,501 44,306,501 44,306,501
a1 2 777,532,177 777,533,309 777,533,310 777,533,310 777,532,177
a1 3 583,005,717 583,005,810 583,005,814 583,005,813 583,005,717
a1 4 244,875,200 251,015,185 251,015,178 250,866,958 244,875,206
a1 5 727,578,308 727,578,310 727,578,311 727,578,314 727,578,309
a2 1 162 166 167 181 161
a2 2 720,671,512 720,671,543 720,671,545 720,671,552 720,671,548
a2 3 1,190,908,040 1,192,054,462 1,194,261,501 1,193,311,446 1,190,713,414
a2 4 1,680,368,562 1,680,587,596 1,680,587,592 1,680,587,593 1,680,368,578
a2 5 307,150,823 310,287,633 310,243,641 310,243,857 307,150,825
b 1 3,291,069,367 3,305,899,993 3,305,899,957 3,307,124,640 3,291,069,369
b 2 1,015,496,168 1,010,949,451 1,015,489,174 1,015,517,397 1,015,496,187
b 3 156,691,279 156,978,421 156,978,415 156,978,402 156,691,279
b 4 4,677,792,538 4,677,819,387 4,677,819,354 4,677,819,137 4,677,792,539
b 5 922,944,567 923,299,306 923,299,290 923,311,250 922,944,697
b 6 9,525,851,397 9,525,859,949 9,525,859,941 9,525,857,758 9,525,851,483
b 7 14,834,456,020 14,835,122,152 14,835,122,181 14,835,031,806 14,834,456,201
b 8 1,214,291,129 1,214,416,691 1,214,416,703 1,214,416,698 1,214,291,143
b 9 15,885,437,254 15,885,545,683 15,885,545,712 15,885,548,592 15,885,437,256
b 10 18,048,187,124 18,048,499,611 180,512,416,401 18,048,499,610 18,048,187,105
x 1 3,044,417,080 - - - 3,044,418,078
x 2 1,002,390,081 - - - 1,002,379,317
x 3 493,938 - - - 69,970
x 4 4,721,586,143 - - - 4,721,591,023
x 5 521,050 - - - 54,132
x 6 9,546,956,909 - - - 9,546,936,159
x 7 14,252,476,502 - - - 14,252,476,508
x 8 80,107 - - - 29,193
x 9 16,125,531,230 - - - 16,125,562,162
x 10 17,815,981,141 - - - 17,815,989,054
on a few instances, EM-LAHC obtained better results than did HH. One can
also see that few algorithms (GE-SA, VNS, MILS, SA, MA, CHSA) obtained
very competitive results compared to those of HH.
• For Group x instances (Figure (5.6)), not many algorithms have been tested
on Group x instances. Our HH obtained better results when compared to
other ones. In many cases, it whether best the best-known or obtained the
same results as the best-known.
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5.2.4 Discussion
Results presented in this chapter demonstrate that, for the two different combi-
natorial optimisation problems (multi capacity bin packing (MCBPP) and google
machine reassignment problem (GMRP)), the proposed HH outperformed the com-
pared algorithms (RN-LS, HH 1 and HH 2) on both problems. In both problem
domains, the average (Avg) and standard deviation (Std) of HH reveal that HH
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Table 5.11: Comparison between the proposed HH with the state of the art algo-
rithms - Part IV
instance HH RILS MA CHSA Best Known
a1 1 44,306,501 - 44,306,501 44,306,501 44,306,501
a1 2 777,532,177 - 777,533,308 777,532,181 777,532,177
a1 3 583,005,717 - 583,005,810 583,005,717 583,005,717
a1 4 244,875,200 - 250,866,958 244,875,201 244,875,206
a1 5 727,578,308 - 727,578,310 727,578,309 727,578,309
a2 1 162 - 164 162 161
a2 2 720,671,512 - 720,671,537 720,671,541 720,671,548
a2 3 1,190,908,040 - 1,193,311,432 1,190,908,042 1,190,713,414
a2 4 1,680,368,562 - 1,680,596,746 1,680,368,567 1,680,368,578
a2 5 307,150,823 - 312,124,226 307,150,825 307,150,825
b 1 3,291,069,367 3,511,150,815 3,302,947,648 3,291,245,601 3,291,069,369
b 2 1,015,496,168 1,017,134,891 1,011,789,473 1,015,482,891 1,015,496,187
b 3 156,691,279 161,557,602 158,102,214 156,757,941 156,691,279
b 4 4,677,792,538 4,677,999,380 4,677,819,137 4,677,819,387 4,677,792,539
b 5 922,944,567 923,732,659 923,311,250 922,944,510 922,944,697
b 6 9,525,851,397 9,525,937,918 9,525,857,758 9,525,851,397 9,525,851,483
b 7 14,834,456,020 14,835,597,627 14,836,237,140 14,834,456,193 14,834,456,201
b 8 1,214,291,129 1,214,900,909 1,214,411,947 1,214,291,143 1,214,291,143
b 9 15,885,437,254 15,885,632,605 15,885,546,811 15,885,437,301 15,885,437,256
b 10 18,048,187,124 18,052,239,907 18,051,241,638 18,048,271,541 18,048,187,105
x 1 3,044,417,080 3,341,920,446 - 3,044,418,078 3,044,418,078
x 2 1,002,390,081 1,008,340,365 - 1,002,390,081 1,002,379,317
x 3 493,938 1,359,493 - 493,938 69,970
x 4 4,721,586,143 4,721,833,040 - 4,721,586,145 4,721,591,023
x 5 521,050 385,150 - 521,050 54,132
x 6 9,546,956,909 9,547,002,140 - 9,546,956,909 9,546,936,159
x 7 14,252,476,502 14,253,835,332 - 14,252,476,502 14,252,476,508
x 8 80,107 96,936 - 80,107 29,193
x 9 16,125,531,230 16,125,780,091 - 16,125,531,251 16,125,562,162
x 10 17,815,981,141 17,819,116,915 - 17,815,981,144 17,815,989,054
results are stable and very close to the best-known results compared with the de-
veloped algorithms (RN-LS, HH 1 and HH 2). These results are also supported by
statistical tests. Indeed, the Wilcoxon test showed that, on both problem domains,
HH is statistically better than RN-LS, HH 1 and HH 2 on all instances. We also
compared the results of the proposed HH with the best available methods in the
literature on both problem domains. HH matches the known lower bounds in 9 cases
on MCBPP and achieved better results for 14 out of 30 tested GMRP instances.
5.3 Chapter Summary
In this chapter, we proposed a hyper-heuristic approach for solving combinatorial
optimisation problems. It consists of a high-level heuristic component and two-low
level heuristic components which are used to choose search algorithms and neigh-
bourhood structures for the selected search algorithm. This approach is population-
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based, meaning that multiple solutions participate in the same search process. In
addition, we designed a ranking mechanism to improve the search. Two complex
and well-known combinatorial optimisation problems are involved in the evaluation,
namely multi capacity bin packing (MCBPP) than google machine reassignment
problem (GMRP) which is even more challenging than MCBPP. Through our ex-
periments, we can see that when key components such as ranking or population
are removed from the HH approach, the performance will suffer. The compari-
son of the hyper-heuristic approach with the state-of-the-art algorithms on both
MCBPP and GMRP benchmark instances clearly shows the benefit of the proposed
HH methodology. Hence, we conclude that, with the supporting component includ-
ing the ranking etc, the proposed hyper-heuristic can select a more suitable search
algorithm and the optimal neighbourhood structure/parameter for the algorithm.
Therefore, the hyper-heuristic based local search is effective and efficient and can
be a stronger candidate for solving complex optimisation problems. This chapter
has shown that it is possible to intelligently combine the local search algorithms
and neighbourhood structures as well as using a population of solutions within a
hyper-heuristic approach which has obtained consistent results, generalised across
different problems domains and produced high quality solutions which are either
competitive or better than (on some cases) other bespoke methods. Although the
results of experiments have demonstrated the effectiveness and the generality of
this hyper-heuristic approach on very well-established benchmarks, the results of
the Google Machine Reassignment problem domain can be further improved. In the
next chapter (Chapter 6), we propose a bi-level hyper-heuristic approach to auto-
mate the design the local search algorithms and their components in adaptive and
collaborative ways.
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CHAPTER 6
Bi-level hyper-heuristic approach
In the previous chapter (5), we presented a hyper-heuristic approach (denoted as
HH) to automate the selection of local search algorithm and neighbourhood struc-
ture using a two-stage hyper-heuristic structure. Results showed that HH is able to
update the best-known results for some instances on the multi capacity bin packing
(MCBPP) and google machine reassignment problems (GMRP). However, despite
the good performance obtained on MCBPP, the performance of HH on GMRP can
be further improved to achieve the best results across all instances. The uncom-
petitive performance on GMRP indicates that the selected local search algorithm
and neighbourhood structure are not the most appropriate for the current problem
instances. This can be attributed to the following aspects:
• the utilised selection mechanism has one hyper-parameter (the scaling factor
(c)) that need to be set in advance. Recently, ([Pacula et al. 2012]) studied
the effects of using different parameter values for c and it was found that
the performance of the selection mechanism is greatly influenced by the as-
signed values of c. The authors also concluded that different problem domains
need different parameter values. This implies that the assigned value for the
c is more suitable for the multi capacity bin packing (MCBPP) than google
machine reassignment problem (GMRP). Of course, we could tune this param-
eter (c) for each problem domain, but we are more interested in demonstrating
the generality of the proposed hyper-heuristic approach, without tuning it to
different problems. Furthermore, the fine tuning of the imposed parameter
for each problem domain is entirely against the main objective of the hyper-
heuristic concept.
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• the selection mechanisms utilised in both structures are completely indepen-
dent from each other which may reveal that the selection process is biased
toward one instead of the other.
• calling both structures for every iteration may consume most of the allocated
computational time. Although we could give extra computational time, the
comparison with the state-of-the-art methods would be unfair. This is because
we have to adhere to the rules and use the provided benchmark software to
determine the execution time allowed by our computer resources.
• some neighbourhood structures perform well only at the beginning of the
search process while others are better at the end of solving process. For
example, the application of a certain structure would be useless if the solution
is already trapped in a local optima. Hence, there is the need for a hyper-
heuristic approach that is more general than those currently available, that
can use the problem state in selecting the appropriate component, and can
cope with several problem domains or even different instances of the same
problem.
Essentially, the selection mechanism uses past information to choose a local
search and neighbourhood structure without taking into consideration the suit-
ability of the selected neighbourhood structure with the current local search. A
neighbourhood structure that works well with the current local search algorithm
might not produce the same performance when used with a different local search
algorithm. Therefore, strengthening the selection process by combining the local
search algorithm with the appropriate neighbourhood structure can help in obtain-
ing a good performance across different problem domains and/or instances. To
address this issue, in this chapter, we propose a bi-level hyper-heuristic approach.
We formulate the hyper-heuristic selection process of the local search algorithm
and neighbourhood structure as a bi-level optimisation problem. The proposed bi-
level formulation has an upper-level and lower-level with one level nested within
the other. We formulate the local search algorithm selection process as the upper-
level whereas the neighbourhood structure is the lower-level. In this formulation,
the upper-level performance is subject to the optimality of the lower-level. To this
end, we propose an interleaved ant colony optimisation (ACO) algorithm based on
bi-level optimisation to automate the selection process in at both levels. The pro-
posed ACO works adaptively and collaboratively to combine the most appropriate
local search algorithm with the neighbourhood structure. Furthermore, in order to
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maintain solution diversity, we use a population of both high quality and diverse
solutions that is updated during the problem solving process.
As in Chapter 5, the generality and the performance of the proposed bi-level
hyper-heuristic approach are demonstrated over two combinatorial optimisation
problems (see Chapter 5). We first verify the performance of the proposed approach
by comparing it with and without the bi-level formulation. Next, the performance
of bi-level hyper-heuristic approach is compared with the state-of-the-art methods
that have been tested on the problem domains considered in this thesis.
This chapter is organised as follows: Section 6.1 presents the proposed ap-
proach. The results of experiments and comparisons of these results are presented
in Section 6.2. Finally, the chapter summary is given in Section 6.3.
6.1 The proposed approach
This section discusses the proposed bi-level hyper-heuristic approach. We start by
describing the proposed bi-level formulation followed by the ant colony optimisa-
tion algorithm. Finally, we explain our hyper-heuristic approach and the proposed
interleaved ant colony optimisation algorithm.
6.1.1 Bi-level formulation
Bi-level formulation has two levels of optimisation problems known as the upper-
level and lower-level. The lower-level is nested with it the upper-level which implies
that best solution to the upper-level optimisation problem is subject to the opti-
mal solution obtained by solving the lower-level problem. There are two types of
variables in a bi-level formulation: the upper-level variables xu, and the lower-level
variables xl. The optimisation process of the nested structure uses the upper-level
variables xu as parameters whereas lower-level variables xl are optimised with re-
spect to the defined fitness function. Thus, the optimal solution of the lower-level
and the corresponding parameters upper-level constitute a feasible solution to the
given problem. The bi-level formulation can be represented as follows [Sinha et al.
2014]:
Definition (Bi-level Optimisation Problem).
Let X = XU x XL denote the product of the upper level decision space XU and
the lower level decision space XL, i.e. x = (xu, xl) ∈ X, if xu ∈ XU and xl ∈ XL.
For the upper level objective function F : X −→ R and the lower level objective
function f : X −→ R, a general bi-level optimisation problem is given by
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min
x∈X
F (x),
s.t.xl ∈ argminxl∈XL{f(x)|gi(x) ≥ 0, i ∈ I},
Gj(x) ≥ 0, j ∈ J.
(6.1)
where the functions gi : X −→ R, i ∈ I, represent the lower level constraints
and Gj: X −→ R, j ∈ J , is the collection of upper level constraints.
In this work, we formulate the local search selection problem as the upper-level
optimisation problem and the neighbourhood selection as the lower-level optimisa-
tion problem. That is, the quality of the upper-level depends on the solution to the
lower-level problem. Hence, the optimal solution of the lower-level involves a set
of neighbourhood structures whereas corresponding upper-level represents the se-
lected local search algorithm. The combination of both levels constitutes a solution
methodology to solve the given problem instance. Formally, the selection problem
can be formulated as follows:
A local search selection process can be defined by a 4-tuple 〈 I, A, m, N 〉,
where
• I is a set of problem instances;
• A is a set of local search algorithms;
• m : I × A(n) −→ R is a performance metric measuring the performance of
local search a ∈ A using neighbourhood n ∈ N on instance i ∈ I.
• N is a set of neighbourhood structures;
The objective of the above is to find an appropriate neighbourhood structure
and local search algorithm in order to obtain high quality solutions. In other words,
the aim of the neighbourhood structure and local search algorithm selection process
is to find a mapping s: N −→ A that optimises m which is obtained by running
the selected algorithm s(i) to solve instance i ∈ I. Consider that a ∈ A represents
the selected local search algorithm to solve instance i ∈ I for which the algorithm
neighbourhood structures N are supposed to be optimised. The performance of the
local search algorithm is given by m. The problem of selecting the optimal set of
neighbourhood structures N can be mathematically represented as follows:
minimise F (m,N ) = E[m,N ] (6.2)
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subject to
m = A(i,N ) (6.3)
The problem instance i ∈ I on which the local search a ∈ A and neighbourhood
n ∈ N are used to solve can be represented as follows:
minimisei∈I f(i) (6.4)
The above equation is subject to problem instance i ∈ I feasibility constraints.
f is the cost function to be minimised (optimised) with respect to i ∈ I subject to
the constraints.
6.1.2 Ant colony optimisation algorithm
Ant colony optimisation (ACO) is a nature-inspired algorithm proposed by [Dorigo
and Di Caro 1999]. It mimics the behaviour of ants in nature when searching for
food. Ants start their searching journey in a random manner. Once an ant finds a
food source, it will return to the colony after leaving a marker (pheromone) on the
used path to indicate the direction to the food. When other ants visit a marked
path, they are likely to follow that path with a certain probability. If any ant
follows an existing path, a pheromone will be deposited on that path. As more
ants follow that path, the pheromone level increases until there is a new path which
the ants then start to follow. In the optimisation process, ACO is known as a
probabilistic meta-heuristic for solving combinatorial optimisation problems which
can be represented as a connected graph. It can obtain state-of-the-art results for
many problems including travelling salesman problem, vehicle routing and internet
routing.
The easiest way to understand how ACO works is by applying it to an optimisa-
tion problem. We will use the travelling salesman problem (TSP) as an application
example. In TSP, we have a set of geographically distributed cities, and the dis-
tances between them. The goal of solving TPS is to find the shortest closed path
that starts and ends at the same city in which each city visited only once. To apply
ACO to TSP, we first need to convert TSP search space into a connected graph. In
the graph, the set of vertices represents the set of cities. Each city is connected to
all other cities via the edges. Each edge is associated with two sets of information:
heuristic information and pheromone value. The heuristic information represents the
distances between the two cities whereas pheromone value is randomly initialised
and updated during the run time to reflect the experience visited ants.
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To construct a solution to TSP by ACO, each ant is placed randomly, one to a
city. Each ant then constructs an initial complete solution in an incremental manner
by iteratively adding a component to the current partial solution. An ant moves
along the edges from the current city to a new one using pheromone and heuristic
information. A memory of the current path is used to avoid re-visiting existing
cities. A complete solution has been created if the ant has visited all cities. Once
an ant finishes creating a complete solution, the pheromone values along the visited
edges will be updated. The process will stop once all ants have constructed a set of
solutions.
Mathematically, TSP is a minimisation problem (S,F) where S is the set of
all feasible solutions (search space) and F is the fitness function which allocates
to each solution s ∈ S a value F(s) represents how good this solution compared
to other ones. The goal is to find the best feasible solution s∗ ∈ S that has the
minimum cost F . In TSP, we have a finite set C={c1,c2,,cNC} of cities, where NC
is the number of cities, and a set of edges E. Each edge ei,j ∈ E connects city ci
with city cj. A solution s ∈ S is sequence of cities s = 〈ci, cj, ck, ...〉 over the set
C. To solve TSP, the ACO first creates a connected weighted graph where vertices
represent cities and edges represent the connection between cities. The main steps
of ACO are as follows:
• Step-1: randomly initialise the pheromone value τi,j of each edge ei,j ∈ E.
• Step-2: randomly allocate each ant on one city c= rand ∈ C.
• Step-3: associated an empty solution s=θ with each ant.
• Step-4: apply ACO probability formula to add a new city c ∈ C into s.
• Step-5: if all cites have been visited (s is a complete solution), then stop;
otherwise go to Step-4.
The ACO probability formula determine which city should be the next one to
be added (visited) into the current partial solution. It uses the pheromone value τi,j
and heuristic information ηi,j of each edge ci,j as follows:
pki,j =
(ταi,j)(η
β
i,j)∑
f∈Ωki (τ
α
i,f )(η
β
i,f )
(6.5)
where ηi,j is the heuristic information between ci ∈ C and cj ∈ C which set into
1/the euclidean distance between ci and cj. α ≥ 0 and β ≥ 0 parameter controls the
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influence of τi,j and ηi,j, respectively. In ACO pheromone value is updated locally
using Equation (6.6) when each ant visit a new city and globally by best ant when
it visited all cities using Equation (6.7).
τi,j ← (1− ϕ)τi,j + ϕ∆τ0 (6.6)
τi,j ← (1− ρ)τi,j + ρ∆τ bsi,j, (6.7)
where ϕ=(0,1), τ0 is the initial pheromone value and τi,j is the current pheromone
value at edge ei,j. ∆τ
bs
i,j=1/cost of the best solution found so far. ρ is the pheromone
evaporation value.
6.1.3 The hyper-heuristic approach
This work uses the bi-level formulation above to represent the search space of the
proposed hyper-heuristic approach. Specifically, the upper-level is designed for the
local search algorithms LSs whereas the lower-level represents neighbourhood struc-
tures N s. We propose a co-operative ant colony hyper-heuristic approach (Ant-HH)
to effectively search the spaces of both levels. The proposed approach tries to com-
bine the appropriate LS with a one or a set of N s in an adaptive manner to deal
with various optimisation problems. At each iteration, it selects and applies a single
LS and sequences of N s instead of selecting and applying a single one. This feature
distinguishes our proposed approach from those proposed in the literature. This
is because, in many optimisation domains, invoking several sequences of LSs with
N s instead of single one can be much more relevant if any one of the sequences can
provide a good start for the next one. Indeed, it is well known in the optimisation
field that the local optimal solution of a current LS or N might not be applicable
to a different one. In this work, we select an ant colony optimisation algorithm
to model the search spaces at the upper-level and lower-level due to the following
features:
• the ant colony optimisation algorithm performs the search iteratively; at each
iteration, a new solution will be created from scratch. This feature can help
the hyper-heuristic approach to develop a different set of LSs for different
problem instances or even different problem changes.
• the ant colony optimisation algorithm has an implicit learning strategy and
an indirect communication between the member of colony. This can help
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the hyper-heuristic approach to intelligently pick LSs and N s using past
experience to cope with the current instance landscape status.
• the combination of pheromone and heuristic information provides an effective
way to balance the exploration and exploitation of the search space distribu-
tion of both levels.
To this end, we first modelled the search space of both levels (upper-level and
lower-level) as a complete weighted graph G(V ,E). In this model, we have a set of
vertices V and a set of edges E. Every vertex in V= {v1,v2, . . . , vn} is connected to
all other vertices by edges E. Each edge eij ∈ E connects vi and vj has a weight wij
∈ R+. In the case of the Ant-HH, the set of vertices in the upper-level represent the
set of LSs whereas the vertices in the lower-level represent the N s. The edges are
directional transitional meaning one LS or N can be applied immediately after the
other. That is each vertex represents one LS (orN ), and the directional transitional
indicates it is possible to apply one immediately after the other. In this work, wij
measures the desirability of moving from vertex vi to vertex vj. The higher the wij
value is, the higher the probability of moving from vi to vj. In our model, w of each
edge eij ∈ E represents the pheromone value τi,j and heuristic information ηi,j. The
pheromone value τi,j is updated as follows:
τi,j =
{
τi,j + ∆f if (∆f > 0)
τi,j if (∆f ≤ 0)
(6.8)
where ∆f is the performance indicator ∆f= (fc-fn)/(fc+fn). fc and fn are the
performance indicators of the current solution and new solution. It should be noted
that in this work f represents the quality and diversity of the solution obtained by
the applied LS (or N ). The quality is calculated by the objective (or cot) function.
The diversity is determined by the proposed ranking mechanism as discussed in
Chapter 5. The heuristic information ηi,j is updated after each application of LS
(or N ) as follows:
ηi,j = ηi,j + (c1 + c2) (6.9)
where c1 is a counter saves the number of times that the applied LS (or N )
managed to update the best known solution and c2 saves the number of times that
the applied LS (or N ) obtained a better solution than the current one. With τi,j
and ηi,j, we can now calculate the probability (p) of moving vertex vi to vertex vj
at each iteration as follows:
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pi,j =
τi,j.ηi,j∑
f∈Ωki τi,f .ηi,f
(6.10)
In our work, we use the same equations to update τi,j and ηi,j at both levels
(upper-level and lower-level). In both levels, τi,j is set to a small random values and
ηi,j is set to one on every eij ∈ E. Similar to Chapter 5, we use a population of solu-
tions within the proposed hyper-heuristic approach. All solutions in the population
are randomly generated. To allow each solution in the population to be positioned
in a different area of the search space and solution can be shared between different
lLSs, we use the distance-based updating strategy for the population update step
same as Chapter 5.
Once the above information has been established, the proposed Ant-HH per-
forms the search process in an interleaved manner to effectively explore the upper-
level and lower-level. To this end, we have two complete weighted graph models:
the first one is for upper-level which represents LSs and the second is for the lower-
level which represents N s as shown in Figure 6.1. To model the bi-level formulation,
each vertex in the upper-level model is associated with one lower-level model. The
proposed Ant-HH first starts with the upper-level and then moves to a new vertex.
Each move will run the corresponding lower-level model to optimise the given so-
lution. The example given in Figure 6.1 has four LSs at the upper-level (denoted
as LS1, LS2, LS3 and LS4) and the lower-level involves four N s (denoted as NS1,
NS2, NS3 and NS4).
Lower-level
NS4
NS1 NS2
NS3
Upper-level
LS1
LS2 LS3
LS4
Figure 6.1: The proposed bi-level hyper-heuristic approach
The pseudocode of the proposed Ant-HH is shown in Algorithm (6.1). The
upper-level and the lower-level of the proposed Ant-HH are discussed below.
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Algorithm 6.1: The pseudocode of Ant-HH
Set number of ants m;
Set maximum number iterations MaxIter; k = 0; Iter = 0;
Create a complete weighted graph G(V ,E), where V represent LSs, and E is the
directional transitional arcs;
Initialise τ and η with sufficiently small random values;
Scatter the ants uniformly on the n vertices V= {v1,v2, . . . , vn};
for Iter=0 to MaxIter do
for k=0 to m do
Randomly pick one solution from the population (see Chapter 5);
Choose a new vertex with probability defined in Equation (6.10);
Apply the lower-level model of the kth ant;
Update τ with Equation (6.8);
Update η with Equation (6.9);
Update the population of solutions (see Chapter 5);
end
end
Upper-level model
The Ant-HH at upper-level first creates a number of ants for the upper-level, each
of which represents a hyper-heuristic approach provided with an initial solution sint
randomly selected from the population and access to the fitness (cost) function.
Next, ants are scattered uniformly on the vertices of the complete weighted graph
model of the upper-level. Each ant then uses the probability (p) formula (Equation
(6.10) to decide which vertex will be visited next. The ants will construct a sequence
of vertices by traversing the network. Each vertex v ∈ V in the upper-level has two
parts: one LS and one lower-level model. Each ant will use the allocated LS of each
v to optimise sint. The optimisation process of each v invokes the associated lower-
level model. Once an ant has visited a certain number of vertices, the ant stops
to analyse the walk it has just traversed and to update τi,j and ηi,j of each visited
edge using above equations. Each ant then proceeds to generate its next sequence
of vertices. We use the term ”cycle” to specify the beginning and ending of each
ants travel path. At the end of each cycle, the ant sends the obtained solution to
the population to be either added or discarded based on the updating rule.
Lower-level model
The lower-level model involves the set of neighbourhood structures N s. That is,
the complete weighted graph of the lower-level model represents the set of neigh-
bourhood structures N s. Each upper-level vertex has one lower-level model. When
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Ant-HH moves to a new vertex, it executes the associated lower-level model. It first
creates a set of ants. Each ant is randomly assigned to one vertex of the lower-level
model. An ant then applies the N and then uses the probability (p) formula (Equa-
tion (6.10) to decide which vertex will be executed next. All ants are applied one
after another to generate a sequence of vertices. Once all ants finished their paths
(visited a sequence of N ), the best one will be used to update the τi,j and ηi,j of
each visited edge eij ∈ E. The lower-level model will terminates when all ants have
finished their paths
6.2 Experimental results
In this section, we present the parameter settings of the proposed approach, followed
by the effectiveness evaluation of the proposed improvement, then the comparison
between our hyper-heuristic approach (denoted as Ant-HH) with those of state-of-
the-art algorithms on MCBPP and GMRP benchmarks.
6.2.1 Parameters Calibration
The proposed Ant-HH relies on several parameters. The values of these parameters
were carefully selected based on our preliminary experiments over both problems. In
our preliminary experiments, we tested the proposed algorithm 31 independent runs
with different parameter combinations using different values for each parameter.
The values of these parameters are determined one by one through by manually
changing the value of one parameter, while fixing the others. Then, the best values
for all parameters are recorded. The maximum execution time is fixed to 5 min for
each instance. Each local search algorithm has two parameters except GD has one
parameter. The t value for SA controls the acceptance ration of worse solutions and
its gradually decreases by α. The final parameter values of the proposed Ant-HH
are presented in 6.1.
6.2.2 Effectiveness Evaluation
To investigate the effectiveness of the proposed algorithm (Ant-HH), we conducted
two sets of experiments. The first experimental test (Section 6.2.2) examines the
benefit of using the proposed components on search performance for MCBPP and
GMRP. The second experimental test(Section 6.2.2) is designed to verify the effect
of the selection mechanism on the performance of Ant-HH.
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Table 6.1: The parameter settings of the HH-LS
Parameter Tested range Suggested value
Max number of iteration 10-80 50
Max number of ants - 5 same as the number of LSs
Initial temperature (t) for SA 104-1010 104
α for SA 0.2-0.9 0.6
Local search termination criterion for ILS 5-50 10
Perturbation size for ILS 2-20 % of processes 5% of processes
List size (Lsize) for LAHC 5-30 20
Iteration counter (I) for LAHC 3-15 10
Number of iterations NI for GD 100-1500 1000
The benefit of using the proposed components
This experiment examines the benefit of using an ant colony to select LS and LS
components within the proposed approach. We tested the proposed approach with
one ant colony (denoted as LSC-ANT) to select the components of each LS and
with random selection. The aim is to evaluate the benefit of using an ant colony
as a selection mechanism to select the components of each LS. We also tested the
proposed approach with one ant colony (denoted as LS-ANT) to select the LS and
with LSC-ANT. Finally, we have tested the proposed approach with two ant colonies
to select LS and LS components (denoted as Ant-HH) and with LS-ANT. To ensure a
fair comparison between the LSC-ANT, LS-ANT and Ant-HH, the initial solution,
number of runs, stopping condition and computer resources are the same for all
instances. All algorithms (LSC-ANT, LS-ANT and Ant-HH) were tested for 31
runs over all instances. Tables 6.2, 6.3 and 6.4 list, for each instance of MCBPP
and GMRP, the best, average (Avg) and time to reach best solution (T) obtained
by LSC-ANT, LS-ANT and Ant-HH. The results in term of deviation from the best-
known values are also plotted in Figures (6.2 and 6.3) for MCBPP instances and
Figure (6.4) for GMRP instances.
In the tables, the lower value, the better (minimisation problems) and best
results obtained by the compared algorithms are highlighted in bold font. From
the tables, we can clearly see that Ant-HH is better than LSC-ANT and LS-ANT
across for all instances. Figures (6.2 and 6.3) and Figure (6.4) also demonstrate
the stability of the Ant-HH compared to other ones. Indeed, performance of LSC-
ANT and LS-ANT is very far from Ant-HH and their results are different from one
instance to another.
We have also conducted statistical test between the results of the proposed
components. The last column in Tables 6.2, 6.3 and 6.4 shows the statistical com-
parison using the Wilcoxon statistical test with a significance level of 0.05 to further
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Table 6.2: Results of LSC-ANT, LS-ANT and Ant-HH for the MCBPP benchmark
instances
Size Class LSC-ANT LS-ANT Ant-HH ST
best Avg T(s) best Avg T(s) best Avg T(s)
25 1 86 88.33 201 80 85.83 191 69 69 10 ↑
25 6 113 126.14 216 112 118.73 107 101 101 18 ↑
25 7 106 110.14 213 105 106.86 119 96 96 24 ↑
25 9 89 121.47 214 85 91.66 193 73 73 13 ↑
24 10 99 108.36 214 93 96.43 108 80 80 34 ↑
50 1 153 188.96 200 160 168.17 147 135 135 50 ↑
50 6 364 381.12 216 229 235.91 149 214 214.5 15 ↑
50 7 204 221.22 210 215 226.11 128 197 197 46 ↑
50 9 153 179.31 206 182 184.28 118 145 145 38 ↑
51 10 197 198.64 194 187 189.65 215 170 170 175 ↑
100 1 271 293.49 206 293 298.32 191 256 258.7 141 ↑
100 6 429 443.79 204 425 427.89 237 409 410.13 140 ↑
100 7 442 451.24 217 426 431.89 111 402 401.2 56 ↑
100 9 276 289.61 202 287 291.41 290 264 269 199 ↑
99 10 364 378.24 203 345 348.66 107 330 330 28 ↑
200 1 526 563.73 198 529 534.61 128 503 505.2 87 ↑
200 6 866 875.84 216 827 829.96 213 811 814 197 ↑
200 7 825 848.65 212 815 817.36 219 802 802 67 ↑
200 9 525 563.43 194 530 531.82 198 510 514 115 ↑
201 10 693 699.87 217 691 692.03 237 675 676.1 142 ↑
verify this positive results. Note that the symbol ↑ indicates that the algorithm is
statistically better. As can be seen from the tables, Ant-HH is statistically better
than LSC-ANT and LS-ANT on all tested instances for both MCBPP and GMRP.
The obtained results justify the benefits of using ant colony to select LS and the
components of LS.
The effect of the selection mechanism on Ant-HH
This experiment is designed to verify the effect of the selection mechanism on the
performance of Ant-HH. Three different selection mechanisms are utilised to control
the selection process of LS and the components of LS. These are:
• RM. The random selection mechanism.
• RWM. The roulette wheel selection mechanism.
• MAB. The multi armed bandit selection mechanism.
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Figure 6.2: MCBPP instances 25 and 50 sizes
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Figure 6.3: MCBPP instances 100 and 200 sizes
The results of RM, RWM ,MAB and Ant-HH for the MCBPP instances are
presented in Table 6.5 and the deviations from the lower bound values are plotted
in Figures (6.5 and 6.6). From the table and figures, it can be seen that Ant-HH
exhibits a very good performance over all instances. Figures (6.5 and 6.6) clearly
show that Ant-HH results are either very close or match the lower bounds values.
This positive result has also being verified using the Wilcoxon statistical test with
a significance level of 0.05 as shown in last column of the table. The symbol ↑ in
last column of the table indicates that Ant-HH is statistically better.
Tables 6.6, 6.7 and 6.8 and Figure (6.7) display the results of RM, RWM ,MAB
and Ant-HH for the GMRP instances. In the tables, we present the best, average and
time results obtained by all algorithms ( RM, RWM ,MAB and Ant-HH). The plots
in the figure represent the deviation from the best known results in the literature.
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Figure 6.4: GMRP instances a, b and x
From the tables and figure, we can see that Ant-HH is the best over all instances.
This results has also supported by the Wilcoxon statistical test. The obtained results
demonstrate the benefit of using ant colony algorithm as a selection mechanism.
6.2.3 Comparison with the state of the art algorithms
In this section, we assess the performance of the proposed Ant-HH on MCBPP
by comparing it against the current state-of-the-art solutions Best Known Lower
Bounds (BKLBs) and Upper Bounds (BKUBs) and on GMRP by comparing it the
state of the art algorithms. These algorithms are MNLS [Wang et al. 2016], VNS
[Gavranovic´ et al. 2012], CLNS [Mehta et al. 2012], LNS [Brandt et al. 2012] ,MILS
[Masson et al. 2013], SA [Ritt 2012], EM-LAHC [Turky et al. 2016a], ESA [Turky
et al. 2017b], GE-SA [Sabar and Song 2016], RILS [Lopes et al. 2015], MA [Sabar
et al. 2016a] and CHSA [Turky et al. 2017a].
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Table 6.3: Results of LSC-ANT and Ant-HH for the GMRP benchmark instances
instance LSC-ANT Ant-HH ST
Best Avg T(s) Best Avg T(s)
a1 1 44,306,501 44,306,801.91 213 44,306,501 44,306,501.00 71 ↑
a1 2 777,533,335 777,533,634.97 206 777,532,177 777,532,179.36 105 ↑
a1 3 583,005,872 583,005,889.00 201 583,005,715 583,005,715.00 118 ↑
a1 4 244,875,906 244,885,670.45 183 244,875,200 244,875,200.00 186 ↑
a1 5 727,626,301 727,678,387.00 152 727,578,306 727,578,306.00 111 ↑
a2 1 178 186 212 161 164.6 135 ↑
a2 2 720,671,579 720,671,581.45 184 720,671,511 720,671,511.00 114 ↑
a2 3 1,230,627,452 1,230,629,769.36 193 1,190,713,410 1,190,713,410.00 64 ↑
a2 4 1,680,417,663 1,680,547,349.54 248 1,680,368,560 1,680,368,560.00 142 ↑
a2 5 307,381,121 307,492,356.60 194 307,150,821 307,150,821.00 153 ↑
b 1 3,291,685,171 3,291,691,771.12 196 3,291,069,365 3,291,069,365.00 107 ↑
b 2 1,015,601,756 1,015,726,856.02 213 1,015,482,891 1,015,482,891.00 123 ↑
b 3 156,780,946 156,798,827.07 230 156,691,279 156,691,279.00 121 ↑
b 4 4,677,892,538 4,677,958,891.11 231 4,677,792,536 4,677,792,536.00 94 ↑
b 5 923,882,639 924,333,500.10 202 922,944,510 922,944,510.00 112 ↑
b 6 9,525,869,983 9,525,872,698.77 142 9,525,851,389 9,525,851,389.00 102 ↑
b 7 14,835,321,877 14,835,424,923.49 218 14,834,456,193 14,834,456,193.09 130 ↑
b 8 1,214,916,986 1,214,916,798.09 219 1,214,291,141 1,214,291,141.00 87 ↑
b 9 15,885,554,982 15,885,564,989.09 218 15,885,437,252 15,885,437,252.00 118 ↑
b 10 18,048,874,784 18,048,876,786.99 218 18,048,187,105 18,048,187,105.00 87 ↑
x 1 3,044,592,357 3,044,592,756.01 199 3,044,411,001 3,044,411,001.00 113 ↑
x 2 1,002,398,132 1,002,398,935.83 191 1,002,379,317 1,002,379,317.00 68 ↑
x 3 506,108 626,024.93 206 75,154 75,154.56 96 ↑
x 4 4,721,587,271 4,721,587,861.75 205 4,721,586,142 4,721,586,142.00 210 ↑
x 5 586,239 595,908.07 199 57,973 57,973.87 94 ↑
x 6 9,546,996,196 9,546,996,298.78 145 9,546,936,159 9,546,936,159.00 85 ↑
x 7 14,252,476,863 14,252,476,992.00 206 14,252,476,500 14,252,476,500.00 181 ↑
x 8 84,943 84,960.57 211 32,014 32,014.30 63 ↑
x 9 16,125,679,192 16,125,713,145.00 205 16,125,531,142 16,125,531,142.00 52 ↑
x 10 17,815,981,843 17,815,981,856.97 241 17,815,981,140 17,815,981,156.00 189 ↑
Results on MCBPP Benchmark Instances
Tables 6.9 presents the comparison results with Best Known Lower Bounds (BKLBs)
and Upper Bounds (BKUBs) MCBPP instances. These results which are aggregated
by problem class, i.e. for each class the accumulated number of bins of the 10
instances, are reported. Each column presents the problem size, the problem class,
and the best known lower and upper bound. To the right of these columns there
are the best, the average number of bins generated with the Ant-HH, the standard
deviation and computational time. The best results in the row are highlighted in
bold. As can be seen from the results, Ant-HH matches the known lower bounds in
9 cases. In addition, 6 new best upper bounds have been found. The best solutions
of Ant-HH are reported in detail in Table 6.10 in the column (Ant-HH) along with
the previous lower (LB) and upper bounds (UB). New best solutions are highlighted
in bold font.
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Table 6.4: Results of LS-ANT and Ant-HH for the GMRP benchmark instances
instance LS-ANT Ant-HH ST
Best Avg T(s) Best Avg T(s)
a1 1 44,306,501 44,306,794.03 157 44,306,501 44,306,501.00 71 ↑
a1 2 777,533,332 777,533,341.08 176 777,532,177 777,532,179.36 105 ↑
a1 3 583,005,869 583,005,876.00 146 583,005,715 583,005,715.00 118 ↑
a1 4 244,875,780 244,879,550.60 201 244,875,200 244,875,200.00 186 ↑
a1 5 727,807,737 727,878,798.71 196 727,578,306 727,578,306.00 111 ↑
a2 1 173 175.59 190 161 164.6 135 ↑
a2 2 720,741,772 720,760,784.10 174 720,671,511 720,671,511.00 114 ↑
a2 3 1,194,261,598 1,194,261,605 180 1,190,713,410 1,190,713,410.00 64 ↑
a2 4 1,680,410,722 1,680,466,350.00 186 1,680,368,560 1,680,368,560.00 142 ↑
a2 5 307,401,133 307,406,025.01 184 307,150,821 307,150,821.00 153 ↑
b 1 3,291,264,657 3,291,501,769.00 189 3,291,069,365 3,291,069,365.00 107 ↑
b 2 1,015,558,334 1,015,726,116.00 254 1,015,482,891 1,015,482,891.00 123 ↑
b 3 156,707,481 156,768,031.40 243 156,691,279 156,691,279.00 121 ↑
b 4 4,677,864,713 4,677,955,688.91 204 4,677,792,536 4,677,792,536.00 94 ↑
b 5 923,298,699 923,299,384.63 148 922,944,510 922,944,510.00 112 ↑
b 6 9,528,476,842 9,529,738,340.00 183 9,525,851,389 9,525,851,389.00 102 ↑
b 7 14,834,456,020 14,836,878,028.00 210 14,834,456,193 14,834,456,193.09 130 ↑
b 8 1,214,881,372 1,214,897,459.00 173 1,214,291,141 1,214,291,141.00 87 ↑
b 9 15,885,544,814 15,885,631,616.00 192 15,885,437,252 15,885,437,252.00 118 ↑
b 10 18,048,504,217 18,048,603,398.00 193 18,048,187,105 18,048,187,105.00 87 ↑
x 1 3,044,544,989 3,044,644,612.00 150 3,044,411,001 3,044,411,001.00 113 ↑
x 2 1,002,393,466 1,002,394,842.00 202 1,002,379,317 1,002,379,317.00 68 ↑
x 3 499,952 499,989.96 147 75,154 75,154.56 96 ↑
x 4 4,721,586,338 4,721,586,449.00 215 4,721,586,142 4,721,586,142.00 210 ↑
x 5 521,696 521,796.83 209 57,973 57,973.87 94 ↑
x 6 9,591,304,142 9,599,616,005.00 233 9,546,936,159 9,546,936,159.00 85 ↑
x 7 14,252,476,979 14,252,478,123.41 203 14,252,476,500 14,252,476,500.00 181 ↑
x 8 80,297 80,541.97 173 32,014 32,014.30 63 ↑
x 9 16,125,837,298 16,125,837,689.82 196 16,125,531,142 16,125,531,142.00 52 ↑
x 10 17,815,981,689 17,815,985,542.00 262 17,815,981,140 17,815,981,156.00 189 ↑
Results on GMRP Benchmark Instances
Tables 6.11, 6.12 ,6.13 and 6.14 jointly present the comparison results of Ant-HH
with the state of the art algorithms on 30 GMRP instances. The best results are
highlighted in bold. Note that the indicates that the instance has not been tested.
Overall Ant-HH achieved better results for 16 out of 30 tested instances. Although
Tables 6.11, 6.12 ,6.13 and 6.14 show that the proposed Ant-HH did not find the
new best results for some instances, nevertheless, the differences between the best
know results and Ant-HH for these instances are slightly small or even equal in
some cases. In Figures (6.8, 6.9 and 6.10), we plot the deviation from the best
known values of Ant-HH and the state of the art algorithms. As can be see from
the figure, Ant-HH is the most stable algorithm as it managed to either update or
match the best known values. One can also see that the results of other algorithms
are changing from one instances to another.
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Table 6.5: Results of RM, RWM ,MAB and Ant-HH for the MCBPP benchmark
instances
Size Class RM RWM MAB Ant-HH ST
best Avg T(s) best Avg T(s) best Avg T(s) best Avg T(s)
25 1 93 96.52 258 79 82.46 106 78 81.02 96 69 69 10 ↑
25 6 132 133.97 232 118 121.58 110 114 119.34 98 101 101 18 ↑
25 7 119 121.01 241 109 116.89 191 112 116.93 197 96 96 24 ↑
25 9 97 97.64 298 88 89.36 101 88 89.12 91 73 73 13 ↑
24 10 106 109.31 248 91 93.61 132 92 93.69 129 80 80 34 ↑
50 1 186 189.84 275 169 171.43 186 167 170.31 161 135 135 50 ↑
50 6 379 386.08 241 309 311.91 197 303 306.76 192 214 214.5 15 ↑
50 7 209 229.41 277 205 206.97 267 210 213.68 184 197 197 46 ↑
50 9 161 183.45 286 159 163.45 192 155 159.74 215 145 145 38 ↑
51 10 199 212.06 284 187 188.71 239 187 189.31 250 170 170 175 ↑
100 1 297 297.39 293 277 279.03 211 269 272.35 237 256 258.7 141 ↑
100 6 451 456.12 261 442 445.07 234 441 459.02 191 409 410.13 140 ↑
100 7 467 483.11 247 453 454.77 246 446 449.34 262 402 401.2 56 ↑
100 9 296 297.15 273 291 293.09 241 287 289.61 256 264 269 199 ↑
99 10 373 379.05 300 365 368.71 218 367 368.01 187 330 330 28 ↑
200 1 541 559.34 288 532 536.14 189 532 539.63 175 503 505.2 87 ↑
200 6 896 897.66 243 849 851.01 226 851 852.31 213 811 814 197 ↑
200 7 906 908.89 260 876 878.13 235 865 868.64 181 802 802 67 ↑
200 9 539 598.11 300 526 531.39 231 523 525.62 201 510 514 115 ↑
201 10 705 709.44 261 691 697.12 241 690 693.93 236 675 676.1 142 ↑
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Figure 6.5: MCBPP instances 25 and 50 sizes
6.3 Chapter Summary
This chapter presented a bi-level hyper-heuristic approach. We formulated the
hyper-heuristic selection process of the local search algorithm and neighbourhood
structure as a bi-level optimisation problem. The proposed bi-level formulation has
an upper-level and a lower-level with one level nested within the other. We for-
mulate the local search algorithm selection process as the upper-level whereas the
neighbourhood structure is at the lower-level. In this formulation, the upper-level
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Figure 6.6: MCBPP instances 100 and 200 sizes
performance is subject to optimality of the lower-level. To this end, we proposed
an interleaved ant colony optimisation (ACO) algorithm based on bi-level optimi-
sation to automate the selection process at both levels. The proposed ACO works
an adaptive and collaborative ways to combine the most appropriate local search
algorithm with the neighbourhood structure. Furthermore, in order to maintain
solution diversity, we use a population of both high quality and diverse solutions
that is updated during the problem-solving process. In this chapter, we have shown
that an interleaved ant colony optimisation (ACO) algorithm based on bi-level opti-
misation can be used to automate the selection process at both levels of the hyper-
heuristic approach. The efficiency, consistency and the generality of Ant-HH is
demonstrated across two combinatorial optimisation problems (multi capacity bin
packing (MCBPP) and google machine reassignment problem (GMRP)). The ex-
perimental results indicate that Ant-HH achieves highly competitive results, if not
superior, and generalises well over these two problem domains when compared to
the literature.
In the next chapter, we compare and analyse the performance of the hyper-
heuristic approachs proposed in this thesis (Chapters 5 and 6) in order to identify
the generalised one based on the best, average, standard deviation and the statistical
test.
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Figure 6.7: GMRP instances a, b and x
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Table 6.6: Results of RM and Ant-HH for the GMRP benchmark instances
instance RM Ant-HH ST
Best Avg T(s) Best Avg T(s)
a1 1 44,306,501 44,306,912.56 250 44,306,501 44,306,501.00 71 ↑
a1 2 777,533,343 777,533,356.12 210 777,532,177 777,532,179.36 105 ↑
a1 3 583,005,876 583,005,886.74 205 583,005,715 583,005,715.00 118 ↑
a1 4 251,015,148 251,015,162.91 285 244,875,200 244,875,200.00 186 ↑
a1 5 727,807,734 727,807,736.55 289 727,578,306 727,578,306.00 111 ↑
a2 1 181 189 218 161 164.6 135 ↑
a2 2 720,769,657 720,770,896.93 260 720,671,511 720,671,511.00 114 ↑
a2 3 1,194,393,569 1,236,624,491.00 268 1,190,713,410 1,190,713,410.00 64 ↑
a2 4 1,680,587,599 1,680,587,675 295 1,680,368,560 1,680,368,560.00 142 ↑
a2 5 310,243,698 310,243,958.97 199 307,150,821 307,150,821.00 153 ↑
b 1 3,305,899,963 3,305,899,979.36 205 3,291,069,365 3,291,069,365.00 107 ↑
b 2 1,015,689,193 1,015,689,246.97 221 1,015,482,891 1,015,482,891.00 123 ↑
b 3 156,998,489 156,978,976.95 232 156,691,279 156,691,279.00 121 ↑
b 4 4,677,889,987 4,677,891,548.06 234 4,677,792,536 4,677,792,536.00 94 ↑
b 5 924,438,320 924,464,520.67 274 922,944,510 922,944,510.00 112 ↑
b 6 9,529,851,397 9,529,862,496.41 196 9,525,851,389 9,525,851,389.00 102 ↑
b 7 14,837,519,504 14,846,519,681.27 220 14,834,456,193 14,834,456,193.09 130 ↑
b 8 1,216,469,361 1,216,587,451.73 300 1,214,291,141 1,214,291,141.00 87 ↑
b 9 15,885,596,788 15,885,665,689.89 254 15,885,437,252 15,885,437,252.00 118 ↑
b 10 18,051,249,745 18,051,251,794.08 269 18,048,187,105 18,048,187,105.00 87 ↑
x 1 3,044,628,680 3,044,628,769.21 215 3,044,411,001 3,044,411,001.00 113 ↑
x 2 2,002,979,346 2,002,979,769.26 199 1,002,379,317 1,002,379,317.00 68 ↑
x 3 730,579 785,388.00 259 75,154 75,154.56 96 ↑
x 4 4,721,686,983 4,721,686,998.39 295 4,721,586,142 4,721,586,142.00 210 ↑
x 5 593,674 593,694.51 237 57,973 57,973.87 94 ↑
x 6 9,598,141,950 9,598,141,963.22 300 9,546,936,159 9,546,936,159.00 85 ↑
x 7 14,252,676,635 14,252,676,699.96 235 14,252,476,500 14,252,476,500.00 181 ↑
x 8 86,107 86,117.01 220 32,014 32,014.30 63 ↑
x 9 16,125,861,569 16,125,861,607.56 215 16,125,531,142 16,125,531,142.00 52 ↑
x 10 17,815,989,989 17,815,989,990.91 271 17,815,981,140 17,815,981,156.00 189 ↑
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Table 6.7: Results of RWM and Ant-HH for the GMRP benchmark instances
instance RWM Ant-HH ST
Best Avg T(s) Best Avg T(s)
a1 1 44,306,501.00 44,306,506.63 209.00 44,306,501 44,306,501.00 71 ↑
a1 2 777,533,332.00 777,533,336.91 206.00 777,532,177 777,532,179.36 105 ↑
a1 3 583,005,861.00 583,005,864.79 198.00 583,005,715 583,005,715.00 118 ↑
a1 4 244,875,916.00 244,875,919.32 240.00 244,875,200 244,875,200.00 186 ↑
a1 5 727,578,396.00 727,578,399.36 209.00 727,578,306 727,578,306.00 111 ↑
a2 1 172.00 174.09 204.00 161 164.6 135 ↑
a2 2 720,769,655.00 720,769,657.11 235.00 720,671,511 720,671,511.00 114 ↑
a2 3 1,194,393,562.00 1,194,393,567.15 256.00 1,190,713,410 1,190,713,410.00 64 ↑
a2 4 1,680,417,660.00 1,680,417,663.44 256.00 1,680,368,560 1,680,368,560.00 142 ↑
a2 5 307,401,136.00 307,401,138.02 191.00 307,150,821 307,150,821.00 153 ↑
b 1 3,291,685,168.00 3,291,685,171.01 197.00 3,291,069,365 3,291,069,365.00 107 ↑
b 2 1,015,601,743.00 1,015,601,748.12 211.00 1,015,482,891 1,015,482,891.00 123 ↑
b 3 156,780,949.00 156,780,956.03 206.00 156,691,279 156,691,279.00 121 ↑
b 4 4,677,892,547.00 4,677,892,549.84 227.00 4,677,792,536 4,677,792,536.00 94 ↑
b 5 924,438,319.00 924,438,331.87 207.00 922,944,510 922,944,510.00 112 ↑
b 6 9,529,851,393.00 9,529,851,399.32 203.00 9,525,851,389 9,525,851,389.00 102 ↑
b 7 14,837,519,512.00 14,837,519,518.37 207.00 14,834,456,193 14,834,456,193.09 130 ↑
b 8 1,216,469,356.00 1,216,469,361.13 224.00 1,214,291,141 1,214,291,141.00 87 ↑
b 9 15,885,554,983.00 15,885,554,988.08 247.00 15,885,437,252 15,885,437,252.00 118 ↑
b 10 18,048,874,784.00 18,048,874,798.63 252.00 18,048,187,105 18,048,187,105.00 87 ↑
x 1 3,044,592,354.00 3,044,592,357.09 245.00 3,044,411,001 3,044,411,001.00 113 ↑
x 2 1,002,398,125.00 1,002,398,129.31 245.00 1,002,379,317 1,002,379,317.00 68 ↑
x 3 499,946.00 499,949.77 245.00 75,154 75,154.56 96 ↑
x 4 4,721,587,278.00 4,721,587,289.66 249.00 4,721,586,142 4,721,586,142.00 210 ↑
x 5 521,689.00 521,697.61 226.00 57,973 57,973.87 94 ↑
x 6 9,598,141,963.00 9,598,141,981.74 231.00 9,546,936,159 9,546,936,159.00 85 ↑
x 7 14,252,476,979.00 14,252,476,981.99 199.00 14,252,476,500 14,252,476,500.00 181 ↑
x 8 80,103.00 80,106.33 221.00 32,014 32,014.30 63 ↑
x 9 16,125,861,516.00 16,125,861,525.25 204.00 16,125,531,142 16,125,531,142.00 52 ↑
x 10 17,815,981,817.00 17,815,981,828.87 219.00 17,815,981,140 17,815,981,156.00 189 ↑
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Table 6.8: Results of MAB and Ant-HH for the GMRP benchmark instances
instance MAB Ant-HH ST
Best Avg T(s) Best Avg T(s)
a1 1 44,306,501.00 44,306,505.57 203.00 44,306,501 44,306,501.00 71 ↑
a1 2 777,533,329.00 777,533,331.02 204.00 777,532,177 777,532,179.36 105 ↑
a1 3 583,005,864.00 583,005,878.13 184.00 583,005,715 583,005,715.00 118 ↑
a1 4 244,875,911.00 244,875,939.81 196.00 244,875,200 244,875,200.00 186 ↑
a1 5 727,807,727.00 727,807,739.05 187.00 727,578,306 727,578,306.00 111 ↑
a2 1 173.00 178.31 195.00 161 164.6 135 ↑
a2 2 720,769,653.00 720,769,654.21 213.00 720,671,511 720,671,511.00 114 ↑
a2 3 1,194,393,551.00 1,194,393,555.35 196.00 1,190,713,410 1,190,713,410.00 64 ↑
a2 4 1,680,417,662.00 1,680,417,664.77 195.00 1,680,368,560 1,680,368,560.00 142 ↑
a2 5 307,401,130.00 307,401,136.06 209.00 307,150,821 307,150,821.00 153 ↑
b 1 3,291,264,649.00 3,291,264,657.12 188.00 3,291,069,365 3,291,069,365.00 107 ↑
b 2 1,015,558,338.00 1,015,558,340.01 187.00 1,015,482,891 1,015,482,891.00 123 ↑
b 3 156,707,483.00 156,707,490.07 189.00 156,691,279 156,691,279.00 121 ↑
b 4 4,677,864,710.00 4,677,864,719.19 190.00 4,677,792,536 4,677,792,536.00 94 ↑
b 5 923,882,635.00 923,882,641.79 216.00 922,944,510 922,944,510.00 112 ↑
b 6 9,528,476,838.00 9,528,476,848.02 187.00 9,525,851,389 9,525,851,389.00 102 ↑
b 7 14,834,456,022.00 14,834,456,038.09 216.00 14,834,456,193 14,834,456,193.09 130 ↑
b 8 1,214,881,376.00 1,214,881,398.31 226.00 1,214,291,141 1,214,291,141.00 87 ↑
b 9 15,885,544,805.00 15,885,544,827.17 219.00 15,885,437,252 15,885,437,252.00 118 ↑
b 10 18,048,504,229.00 18,048,504,231.41 216.00 18,048,187,105 18,048,187,105.00 87 ↑
x 1 3,044,592,354.00 3,044,592,363.81 196.00 3,044,411,001 3,044,411,001.00 113 ↑
x 2 1,002,398,128.00 1,002,398,139.87 205.00 1,002,379,317 1,002,379,317.00 68 ↑
x 3 499,930.00 499,938.03 218.00 75,154 75,154.56 96 ↑
x 4 4,721,587,267.00 4,721,587,277.71 217.00 4,721,586,142 4,721,586,142.00 210 ↑
x 5 521,681.00 521,685.91 191.00 57,973 57,973.87 94 ↑
x 6 9,598,141,956.00 9,598,141,958.23 225.00 9,546,936,159 9,546,936,159.00 85 ↑
x 7 14,252,476,953.00 14,252,476,959.19 228.00 14,252,476,500 14,252,476,500.00 181 ↑
x 8 80,104.00 80,106.84 196.00 32,014 32,014.30 63 ↑
x 9 16,125,861,509.00 16,125,861,514.67 191.00 16,125,531,142 16,125,531,142.00 52 ↑
x 10 17,815,981,811 17,815,981,823.06 211 17,815,981,140 17,815,981,156.00 189 ↑
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Table 6.9: Results of Ant-HH for the MCBPP benchmark instances
Size Class BKLB BKUB Ant-HH Avg Std T(s)
25 1 69 69 69 69 0 10.1
25 6 101 101 101 101 0 18.5
25 7 96 96 96 96 0 24
25 9 73 73 73 73 0 13
24 10 80 80 80 80 0 34
50 1 135 135 135 135 0 50
50 6 214 215 214 214.5 0.5 15
50 7 196 197 197 197 0 46
50 9 144 145 145 145 0 38
51 10 170 170 170 170 0 175
100 1 255 260 256 258.7 0.45 141
100 6 405 410 409 410.13 0.44 140
100 7 398 405 402 401.2 0.34 56
100 9 257 267 264 269 0 199
99 10 330 330 330 330 0 28
200 1 503 510 503 505.2 0.57 87
200 6 803 811 811 814 0.52 197
200 7 799 802 802 802 0 67
200 9 503 513 510 514 0.68 115
201 10 670 670 675 676.1 0.87 142
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Table 6.10: Detailed best solutions for the MCBPP instances.
# Size Class 1 Class 6 Class 7 Class 9 Class 10
LB UB Ant-HH LB UB Ant-HH LB UB Ant-HH LB UB Ant-HH LB UB Ant-HH
1 S1 6 6 6 10 10 10 9 9 9 7 7 7 8 8 8
2 7 7 7 10 10 10 9 9 9 7 7 7 8 8 8
3 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
4 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
5 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
6 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
7 7 7 7 10 10 10 10 10 10 7 7 7 8 8 8
8 7 7 7 10 10 10 9 9 9 8 8 8 8 8 8
9 7 7 7 10 10 10 10 10 10 8 8 8 8 8 8
10 7 7 7 11 11 11 9 9 9 8 8 8 8 8 8
1 S2 13 13 13 21 21 21 21 21 21 14 14 14 17 17 17
2 13 13 13 21 21 21 18 18 18 14 14 14 17 17 17
3 13 13 13 21 21 21 21 21 21 14 14 14 17 17 17
4 13 13 13 21 21 21 18 18 18 14 14 14 17 17 17
5 13 13 13 21 21 21 21 21 21 14 14 14 17 17 17
6 14 14 14 22 22 22 18 18 18 14 15 15 17 17 17
7 14 14 14 21 22 21 21 22 22 15 15 15 17 17 17
8 14 14 14 22 22 22 18 18 18 15 15 15 17 17 17
9 14 14 14 22 22 22 22 22 22 15 15 15 17 17 17
10 14 14 14 22 22 22 18 18 18 15 15 15 17 17 17
1 S3 25 26 25 40 41 41 40 41 41 25 26 26 33 33 33
2 26 26 26 41 41 41 39 40 39 26 27 27 33 33 33
3 26 26 26 41 41 41 41 41 41 26 27 26 33 33 33
4 25 26 25 40 41 40 39 40 39 25 26 26 33 33 33
5 25 26 25 40 41 41 40 41 41 25 26 26 33 33 33
6 25 26 26 40 41 41 39 40 39 26 27 26 33 33 33
7 25 26 25 40 41 41 40 41 41 26 27 26 33 33 33
8 26 26 26 41 41 41 39 40 40 26 27 27 33 33 33
9 26 26 26 41 41 41 41 41 41 26 27 27 33 33 33
10 26 26 26 41 41 41 40 40 40 26 27 27 33 33 33
1 S4 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
2 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
3 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
4 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
5 50 51 50 80 81 81 80 80 80 50 51 51 67 67 68
6 50 51 50 80 81 81 79 80 80 50 51 50 67 67 67
7 50 51 50 80 81 81 80 81 81 50 51 50 67 67 67
8 51 51 51 81 81 81 79 80 80 51 52 51 67 67 67
9 51 51 51 81 81 81 81 81 81 51 52 52 67 67 67
10 51 51 51 81 82 82 80 80 80 51 52 52 67 67 67
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Table 6.11: Comparison between the proposed Ant-HH with the state of the art
algorithms - Part I
instance Ant-HH MNLS VNS CLNS Best Known
a1 1 44,306,501 44,306,501 44,306,501 44,306,501 44,306,501
a1 2 777,532,177 777,535,597 777,536,907 778,654,204 777,532,177
a1 3 583,005,715 583,005,717 583,005,818 583,005,829 583,005,717
a1 4 244,875,200 248,324,245 251,524,763 251,189,168 244,875,206
a1 5 727,578,306 727,578,309 727,578,310 727,578,311 727,578,309
a2 1 161 225 199 196 161
a2 2 720,671,511 793,641,799 720,671,548 803,092,387 720,671,548
a2 3 1,190,713,410 1,251,407,669 1,190,713,414 1,302,235,463 1,190,713,414
a2 4 1,680,368,560 1,680,744,868 1,680,615,425 1,683,530,845 1,680,368,578
a2 5 307,150,821 337,363,179 309,714,522 331,901,091 307,150,825
b 1 3,291,069,365 3,354,204,707 3,307,124,603 3,337,329,571 3,291,069,369
b 2 1,015,482,891 1,021,230,060 1,015,517,386 1,022,043,596 1,015,496,187
b 3 156,691,279 157,127,101 156,978,411 157,273,705 156,691,279
b 4 4,677,792,536 4,677,895,984 4,677,961,007 4,677,817,475 4,677,792,539
b 5 922,944,510 923,427,881 923,610,156 923,335,604 922,944,697
b 6 9,525,851,389 9,525,885,495 9,525,900,218 9,525,867,169 9,525,851,483
b 7 14,834,456,193 14,842,926,007 14,835,031,813 14,838,521,000 14,834,456,201
b 8 1,214,291,141 1,214,591,033 1,214,416,705 1,214,524,845 1,214,291,143
b 9 15,885,437,252 15,885,541,403 15,885,548,612 15,885,734,072 15,885,437,256
b 10 1,848,187,105 18,055,765,224 18,048,499,616 18,049,556,324 18,048,187,105
x 1 3,044,411,001 3,060,461,509 - - 3,044,418,078
x 2 1,002,379,317 1,010,050,981 - - 1,002,379,317
x 3 75,154 493,917 - - 69,970
x 4 4,721,586,142 4,721,727,496 - - 4,721,591,023
x 5 57,973 518,250 - - 54,132
x 6 9,546,936,159 9,546,966,175 - - 9,546,936,159
x 7 14,252,476,500 14,259,657,575 - - 14,252,476,508
x 8 32,014 83,711 - - 29,193
x 9 16,125,531,142 16,125,675,266 - - 16,125,562,162
x 10 17,815,981,140 17,824,568,855 - - 17,815,989,054
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Table 6.12: Comparison between the proposed Ant-HH with the state of the art
algorithms - Part II
instance Ant-HH LNS MILS SA Best Known
a1 1 44,306,501 44,306,575 44,306,501 44,306,935 44,306,501
a1 2 777,532,177 788,074,333 780,499,081 777,533,311 777,532,177
a1 3 583,005,715 583,006,204 583,006,015 583,009,439 583,005,717
a1 4 244,875,200 278,114,660 258,024,574 260,693,258 244,875,206
a1 5 727,578,306 727,578,362 727,578,412 727,578,311 727,578,309
a2 1 161 1,869,113 167 222 161
a2 2 720,671,511 858,367,123 970,536,821 877,905,951 720,671,548
a2 3 1,190,713,410 1,349,029,713 1,452,810,819 1,380,612,398 1,190,713,414
a2 4 1,680,368,560 1,689,370,535 1,695,897,404 1,680,587,608 1,680,368,578
a2 5 307,150,821 385,272,187 412,613,505 310,243,809 307,150,825
b 1 3,291,069,365 3,421,883,971 3,516,215,073 3,455,971,935 3,291,069,369
b 2 1,015,482,891 1,031,415,191 1,027,393,159 1,015,763,028 1,015,496,187
b 3 156,691,279 163,547,097 158,027,548 215,060,097 156,691,279
b 4 4,677,792,536 4,677,869,484 4,677,940,074 4,677,985,338 4,677,792,539
b 5 922,944,510 940,312,257 923,857,499 923,299,310 922,944,697
b 6 9,525,851,389 9,525,862,018 9,525,913,044 9,525,861,951 9,525,851,483
b 7 14,834,456,193 14,868,550,671 15,244,960,848 14,836,763,304 14,834,456,201
b 8 1,214,291,141 1,219,238,781 1,214,930,327 1,214,563,084 1,214,291,143
b 9 15,885,437,252 15,887,269,801 15,885,617,841 15,886,083,835 15,885,437,256
b 10 1,848,187,105 18,092,883,448 18,093,202,104 18,049,089,128 18,048,187,105
x 1 3,044,411,001 3,119,249,147 3,209,874,890 - 3,044,418,078
x 2 1,002,379,317 1,018,164,308 1,018,646,825 - 1,002,379,317
x 3 75,154 4,784,450 1,965,401 - 69,970
x 4 4,721,586,142 4,721,702,912 4,721,786,173 - 4,721,591,023
x 5 57,973 391,923 615,277 - 54,132
x 6 9,546,936,159 9,546,945,537 9,546,992,887 - 9,546,936,159
x 7 14,252,476,500 14,330,862,773 14,701,830,252 - 14,252,476,508
x 8 32,014 98,054 309,080 - 29,193
x 9 16,125,531,142 16,128,419,926 16,125,753,242 - 16,125,562,162
x 10 17,815,981,140 17,861,616,489 17,867,789,754 - 17,815,989,054
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Table 6.13: Comparison between the proposed Ant-HH with the state of the art
algorithms - Part III
instance Ant-HH EM-LAHC ESA GE-SA Best Known
a1 1 44,306,501 44,306,501 44,306,501 44,306,501 44,306,501
a1 2 777,532,177 777,533,309 777,533,310 777,533,310 777,532,177
a1 3 583,005,715 583,005,810 583,005,814 583,005,813 583,005,717
a1 4 244,875,200 251,015,185 251,015,178 250,866,958 244,875,206
a1 5 727,578,306 727,578,310 727,578,311 727,578,314 727,578,309
a2 1 161 166 167 181 161
a2 2 720,671,511 720,671,543 720,671,545 720,671,552 720,671,548
a2 3 1,190,713,410 1,192,054,462 1,194,261,501 1,193,311,446 1,190,713,414
a2 4 1,680,368,560 1,680,587,596 1,680,587,592 1,680,587,593 1,680,368,578
a2 5 307,150,821 310,287,633 310,243,641 310,243,857 307,150,825
b 1 3,291,069,365 3,305,899,993 3,305,899,957 3,307,124,640 3,291,069,369
b 2 1,015,482,891 1,010,949,451 1,015,489,174 1,015,517,397 1,015,496,187
b 3 156,691,279 156,978,421 156,978,415 156,978,402 156,691,279
b 4 4,677,792,536 4,677,819,387 4,677,819,354 4,677,819,137 4,677,792,539
b 5 922,944,510 923,299,306 923,299,290 923,311,250 922,944,697
b 6 9,525,851,389 9,525,859,949 9,525,859,941 9,525,857,758 9,525,851,483
b 7 14,834,456,193 14,835,122,152 14,835,122,181 14,835,031,806 14,834,456,201
b 8 1,214,291,141 1,214,416,691 1,214,416,703 1,214,416,698 1,214,291,143
b 9 15,885,437,252 15,885,545,683 15,885,545,712 15,885,548,592 15,885,437,256
b 10 1,848,187,105 18,048,499,611 180,512,416,401 18,048,499,610 18,048,187,105
x 1 3,044,411,001 - - - 3,044,418,078
x 2 1,002,379,317 - - - 1,002,379,317
x 3 75,154 - - - 69,970
x 4 4,721,586,142 - - - 4,721,591,023
x 5 57,973 - - - 54,132
x 6 9,546,936,159 - - - 9,546,936,159
x 7 14,252,476,500 - - - 14,252,476,508
x 8 32,014 - - - 29,193
x 9 16,125,531,142 - - - 16,125,562,162
x 10 17,815,981,140 - - - 17,815,989,054
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Table 6.14: Comparison between the proposed Ant-HH with the state of the art
algorithms - Part IV
instance Ant-HH RILS MA CHSA Best Known
a1 1 44,306,501 - 44,306,501 44,306,501 44,306,501
a1 2 777,532,177 - 777,533,308 777,532,181 777,532,177
a1 3 583,005,715 - 583,005,810 583,005,717 583,005,717
a1 4 244,875,200 - 250,866,958 244,875,201 244,875,206
a1 5 727,578,306 - 727,578,310 727,578,309 727,578,309
a2 1 161 - 164 162 161
a2 2 720,671,511 - 720,671,537 720,671,541 720,671,548
a2 3 1,190,713,410 - 1,193,311,432 1,190,908,042 1,190,713,414
a2 4 1,680,368,560 - 1,680,596,746 1,680,368,567 1,680,368,578
a2 5 307,150,821 - 312,124,226 307,150,825 307,150,825
b 1 3,291,069,365 3,511,150,815 3,302,947,648 3,291,245,601 3,291,069,369
b 2 1,015,482,891 1,017,134,891 1,011,789,473 1,015,482,891 1,015,496,187
b 3 156,691,279 161,557,602 158,102,214 156,757,941 156,691,279
b 4 4,677,792,536 4,677,999,380 4,677,819,137 4,677,819,387 4,677,792,539
b 5 922,944,510 923,732,659 923,311,250 922,944,510 922,944,697
b 6 9,525,851,389 9,525,937,918 9,525,857,758 9,525,851,397 9,525,851,483
b 7 14,834,456,193 14,835,597,627 14,836,237,140 14,834,456,193 14,834,456,201
b 8 1,214,291,141 1,214,900,909 1,214,411,947 1,214,291,143 1,214,291,143
b 9 15,885,437,252 15,885,632,605 15,885,546,811 15,885,437,301 15,885,437,256
b 10 1,848,187,105 18,052,239,907 18,051,241,638 18,048,271,541 18,048,187,105
x 1 3,044,411,001 3,341,920,446 - 3,044,418,078 3,044,418,078
x 2 1,002,379,317 1,008,340,365 - 1,002,390,081 1,002,379,317
x 3 75,154 1,359,493 - 493,938 69,970
x 4 4,721,586,142 4,721,833,040 - 4,721,586,145 4,721,591,023
x 5 57,973 385,150 - 521,050 54,132
x 6 9,546,936,159 9,547,002,140 - 9,546,956,909 9,546,936,159
x 7 14,252,476,500 14,253,835,332 - 14,252,476,502 14,252,476,508
x 8 32,014 96,936 - 80,107 29,193
x 9 16,125,531,142 16,125,780,091 - 16,125,531,251 16,125,562,162
x 10 17,815,981,140 17,819,116,915 - 17,815,981,144 17,815,989,054
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Figure 6.8: GMRP instances a
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Figure 6.9: GMRP instances b
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CHAPTER 7
Comparison study of our
approaches
This chapter compares and analyses the performance of our hyper-heuristic frame-
works (HH and Ant-HH ) that were presented and discussed in Chapters 5 and 6.
The proposed hyper-heuristic frameworks (HH and Ant-HH ) are compared in terms
of best, average and time results two combinational optimisation problems (multi-
capacity bin packing problem (MCBPP) and google machine reassignment problem
(GMRP)). In addition, a statistical comparison is also conducted to ascertain the
performance of the proposed hyper-heuristic frameworks (HH and Ant-HH). Our ul-
timate goal is to measure the performance of each hyper-heuristic framework from
the perspective of generality, consistency and effectiveness.
This chapter is organised as follows: the performance comparisons between pro-
posed hyper-heuristic frameworks for multi-capacity bin packing problem (MCBPP)
is discussed in Sections 7.1. Section 7.2 discussed the performance comparisons be-
tween proposed hyper-heuristic frameworks for google machine reassignment prob-
lem (GMRP). The discussion of the performance of the proposed hyper-heuristic
frameworks over the considered problems is presented in Section 7.3, followed by
chapter summary in 7.4.
7.1 Comparing the results of HH and Ant-HH for
multi-capacity bin packing problem (MCBPP)
In Table 7.1, we provide the best, average, the standard deviation (Std) and time
(T) obtained by HH (see Chapter 5) and Ant-HH (see Chapter 6) for the MCBPP
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problem. Best results are highlighted in bold.
Table 7.3 shows instance ranking of HH and Ant-HH for each of the MCBPP
instances. Based on the best results, Ant-HH obtained the first rank (produced the
best results for 12 out of 20 instances) and HH (obtained equal results to Ant-HH for
8 out of 20 instances). The results in terms of deviation from the lower bound values
are plotted in Figures (7.1 and 7.2). From the figures, one can see that Ant-HH
is very stable across all instances and much better than HH with a few exceptions
where both Ant-HH and HH produced the same results..
Table 7.1: The computational results of HH and Ant-HH for MCBPP instances
Size Class HH best HH avg HH Std HH T (s) Ant-HH best Ant-HH Avg Ant-HH Std Ant-HH T(s)
25 1 69 77.83 1.22 192 69 69 0.00 10.1
25 6 105 108.73 2.21 154 101 101 0.00 18.5
25 7 96 105.86 3.14 140 96 96 0.00 24
25 9 73 91.63 2.27 145 73 73 0.00 13
24 10 86 91.43 2.01 181 80 80 0.00 34
50 1 135 154.3 3.07 129 135 135 0.00 50
50 6 220 224.66 3.35 98 214 214.5 0.50 15
50 7 205 212.4 1.08 150 197 197 0.00 46
50 9 145 160 2.30 211 145 145 0.00 38
51 10 181 185.4 1.19 165 170 170 0.00 175
100 1 256 285.53 1.80 120 256 258.7 0.45 141
100 6 419 422.33 1.57 173 409 410.13 0.44 140
100 7 411 419.4 2.46 201 402 401.2 0.34 56
100 9 264 282.06 1.89 139 264 269 0.00 199
99 10 340 343.66 3.66 154 330 330 0.00 28
200 1 503 524.6 3.38 189 503 505.2 0.57 87
200 6 823 827.96 2.13 132 811 814 0.52 197
200 7 812 815.33 2.18 196 802 802 0.00 67
200 9 513 527.36 2.38 184 510 514 0.68 115
201 10 681 688.4 1.50 117 675 676.1 0.87 142
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Figure 7.1: MCBPP instances 25 and 50 sizes
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Table 7.2: Detailed best solutions for the MCBPP instances.
# Size Class 1 Class 6 Class 7 Class 9 Class 10
LB UB HH Ant-HH LB UB HH Ant-HH LB UB HH Ant-HH LB UB HH Ant-HH LB UB HH Ant-HH
1 S1 6 6 6 6 10 10 10 10 9 9 9 9 7 7 7 7 8 8 8 8
2 7 7 7 7 10 10 10 10 9 9 9 9 7 7 7 7 8 8 8 8
3 7 7 7 7 10 10 10 10 10 10 10 10 7 7 7 7 8 8 8 8
4 7 7 7 7 10 11 10 10 10 10 10 10 7 7 7 7 8 8 9 8
5 7 7 7 7 10 12 10 10 10 10 10 10 7 7 7 7 8 8 8 8
6 7 7 7 7 10 10 10 10 10 10 10 10 7 7 7 7 8 8 8 8
7 7 7 7 7 10 10 10 10 10 10 10 10 7 7 7 7 8 8 10 8
8 7 7 7 7 10 10 10 10 9 9 9 9 8 8 8 8 8 8 8 8
9 7 7 7 7 10 11 10 10 10 10 10 10 8 8 8 8 8 8 9 8
10 7 7 7 7 11 11 11 11 9 9 9 9 8 8 8 8 8 8 10 8
1 S2 13 13 13 13 21 21 21 21 21 21 21 21 14 14 14 14 17 17 17 17
2 13 13 13 13 21 21 21 21 18 18 18 18 14 14 14 14 17 17 20 17
3 13 13 13 13 21 21 21 21 21 21 22 21 14 14 14 14 17 17 20 17
4 13 13 13 13 21 22 21 21 18 18 18 18 14 14 14 14 17 17 17 17
5 13 13 13 13 21 22 21 21 21 21 21 21 14 14 14 14 17 17 17 17
6 14 14 14 14 22 22 22 22 18 18 23 18 14 15 15 15 17 17 19 17
7 14 14 14 14 21 25 22 21 21 22 22 22 15 15 15 15 17 17 17 17
8 14 14 14 14 22 22 22 22 18 18 18 18 15 15 15 15 17 17 17 17
9 14 14 14 14 22 22 22 22 22 22 22 22 15 15 15 15 17 17 20 17
10 14 14 14 14 22 22 22 22 18 18 20 18 15 15 15 15 17 17 17 17
1 S3 25 25 26 25 40 42 41 41 40 41 41 41 25 26 26 26 33 33 36 33
2 26 26 26 26 41 45 41 41 39 40 42 39 26 27 27 27 33 33 34 33
3 26 26 26 26 41 42 41 41 41 41 41 41 26 27 26 26 33 33 33 33
4 25 25 26 25 40 42 41 40 39 40 43 39 25 26 26 26 33 33 35 33
5 25 25 26 25 40 41 41 41 40 41 41 41 25 26 26 26 33 33 34 33
6 25 26 26 26 40 41 41 41 39 40 40 39 26 27 26 26 33 33 33 33
7 25 25 26 25 40 41 41 41 40 41 41 41 26 27 26 26 33 33 33 33
8 26 26 26 26 41 41 41 41 39 40 40 40 26 27 27 27 33 33 34 33
9 26 26 26 26 41 41 41 41 41 41 41 41 26 27 27 27 33 33 33 33
10 26 26 26 26 41 43 41 41 40 40 40 40 26 27 27 27 33 33 35 33
1 S4 50 50 51 50 80 82 81 81 80 80 81 80 50 51 51 51 67 67 68 68
2 50 50 51 50 80 81 81 81 80 80 80 80 50 51 51 51 67 67 68 68
3 50 50 51 50 80 84 81 81 80 80 80 80 50 51 51 51 67 67 68 68
4 50 50 51 50 80 83 81 81 80 80 80 80 50 51 51 51 67 67 68 68
5 50 50 51 50 80 81 81 81 80 80 80 80 50 51 51 51 67 67 68 68
6 50 50 51 50 80 82 81 81 79 80 83 80 50 51 51 50 67 67 69 67
7 50 50 51 50 80 82 81 81 80 81 83 81 50 51 51 50 67 67 68 67
8 51 51 51 51 81 84 81 81 79 80 84 80 51 52 52 51 67 67 69 67
9 51 51 51 51 81 82 81 81 81 81 81 81 51 52 52 52 67 67 68 67
10 51 51 51 51 81 82 82 82 80 80 80 80 51 52 52 52 67 67 67 67
Table 7.3: The instance ranking obtained by HH and Ant-HH for MCBPP instances
Size Class HH Best HH Avg HH Std HH T (s) Ant-HH Best Ant-HH Avg Ant-HH Std Ant-HH T (s)
25 1 1 2 2 2 1 1 1 1
25 6 2 2 2 2 1 1 1 1
25 7 1 2 2 2 1 1 1 1
25 9 1 2 2 2 1 1 1 1
24 10 2 2 2 2 1 1 1 1
50 1 1 2 2 2 1 1 1 1
50 6 2 2 2 2 1 1 1 1
50 7 2 2 2 2 1 1 1 1
50 9 1 2 2 2 1 1 1 1
51 10 2 2 2 2 1 1 1 1
100 1 1 2 2 1 1 1 1 2
100 6 2 2 2 2 1 1 1 1
100 7 2 2 2 2 1 1 1 1
100 9 1 2 2 1 1 1 1 2
99 10 2 2 2 2 1 1 1 1
200 1 1 2 2 2 1 1 1 1
200 6 2 2 2 1 1 1 1 2
200 7 2 2 2 2 1 1 1 1
200 9 2 2 2 2 1 1 1 1
201 10 2 2 2 1 1 1 1 2
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Figure 7.2: MCBPP instances 100 and 200 sizes
7.2 Comparing the results of HH and Ant-HH for
google machine reassignment problem (GMRP)
Table 7.4 summarises the best, average and time (Ts) obtained by HH and Ant-HH
for the google machine reassignment problem (GMRP). Best results are highlighted
in bold. Table 7.5 presents the ranking of the HH and Ant-HH each GMRP instance.
As Table 7.5 indicates, Ant-HH obtained the first rank on best (produced the best
results for 25 out of 30 instances), average (obtained better average results for all
instances) and standard deviation (produced better standard deviation results for all
instances). Figure (7.3) shows the deviation from the best-known values published
in the literature. For all groups (a, b and x), Ant-HH is better than HH. For many
instances, Ant-HH either improves or matches the best-known values.
7.3 Discussion
The computational results presented in this chapter reveal that, across the consid-
ered two combinational optimisation problems (multi-capacity bin packing problem
(MCBPP) and google machine reassignment problem (GMRP)), Ant-HH results are
better than those of HH. More importantly, Ant-HH produced the best results for
all instances of the considered optimisation problems. For the multi-capacity bin
packing problem (MCBPP), on best results, Ant-HH is statistically better than HH.
It is interesting to note that Ant-HH is also statistically better than HH in regard to
the best, average and standard deviation results of the google machine reassignment
problem (GMRP).
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Table 7.4: The computational results of HH and Ant-HH for GMRP Instances
Instance HH best HH avg HH T (s) Ant-HH best Ant-HH Avg Ant-HH T(s)
a1 1 44,306,501 44,306,581.00 151 44,306,501 44,306,501.00 71
a1 2 777,532,177 777,532,246.10 125 777,532,177 777,532,179.36 105
a1 3 583,005,717 583,005,811.20 255 583,005,715 583,005,715.00 118
a1 4 244,875,200 244,875,566.70 262 244,875,200 244,875,200.00 186
a1 5 727,578,308 727,742,420.00 198 727,578,306 727,578,306.00 171
a2 1 162 186.00 264 161 164.60 135
a2 2 720,671,512 720,764,062.60 257 720,671,511 720,671,511.00 114
a2 3 1,190,908,040 1,239,884,447.00 117 1,190,713,410 1,190,713,410.00 64
a2 4 1,680,368,562 1,680,471,544.00 249 1,680,368,560 1,680,368,560.00 142
a2 5 307,150,823 307,518,303.50 169 307,150,821 307,150,821.00 153
b 1 3,291,069,367 3,291,520,458.00 156 3,291,069,365 3,291,069,365.00 107
b 2 1,015,496,168 1,015,726,116.00 155 1,015,482,891 1,015,482,891.00 123
b 3 156,691,279 156,771,498.20 295 156,691,279 156,691,279.00 121
b 4 4,677,792,538 4,677,857,675.00 172 4,677,792,536 4,677,792,536.00 94
b 5 922,944,567 924,424,635.40 205 922,944,510 922,944,510.00 112
b 6 9,525,851,397 9,527,752,518.00 202 9,525,851,389 9,525,851,389.00 102
b 7 14,834,456,020 14,837,016,857.00 243 14,834,456,193 14,834,456,193.09 130
b 8 1,214,291,129 1,214,620,442.00 191 1,214,291,141 1,214,291,141.00 87
b 9 15,885,437,254 15,885,639,068.00 138 15,885,437,252 15,885,437,252.00 118
b 10 18,048,187,124 18,048,620,264.00 137 18,048,187,105 18,048,187,105.00 87
x 1 3,044,417,080 3,044,648,400.00 293 3,044,411,001 3,044,411,001.00 193
x 2 1,002,390,081 1,002,395,110.00 175 1,002,379,317 1,002,379,317.00 68
x 3 493,938 635,532.90 126 75,154 75,154.56 96
x 4 4,721,586,143 4,721,586,454.00 288 4,721,586,142 4,721,586,142.00 210
x 5 521,050 557,697.27 150 57,973 57,973.87 94
x 6 9,546,956,909 9,569,933,474.00 172 9,546,936,159 9,546,936,159.00 85
x 7 14,252,476,502 14,252,476,693.00 128 14,252,476,500 14,252,476,500.00 181
x 8 80,107 84,204.47 172 32,014 32,014.30 63
x 9 16,125,531,230 16,125,725,237.00 144 16,125,531,142 16,125,531,142.00 52
x 10 17,815,981,141 17,815,985,753.00 276 17,815,981,140 17,815,981,156.00 189
Therefore, according to these results, Ant-HH is more consistent and generalised
well over the considered two combinational optimisation problems compared to HH.
This result is due to the fact that Ant-HH can adapt itself to different problem
domains and/or instances as well as the current state of the search by evolving, for
each instance, a different local search framework that favours different information
during the selection process. Furthermore, for the two problem domains, it should
be noted that HH also produced very good and more generic results than many of
the state-of-the-art methods. However, HH is not as good as Ant-HH.
To summarise, if we consider an individual comparison between each of the
proposed hyper-heuristic frameworks (HH and Ant-HH) and the state-of-the-art
methods, the results obtained by each of the proposed hyper-heuristic frameworks
(HH and Ant-HH) are much better than those of the state-of-the-art methods, and
produced new best results for the two combinational optimisation problems under
consideration. If we only compare the proposed hyper-heuristic frameworks (HH
and Ant-HH) in this thesis, Ant-HH produced the best results followed by HH.
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Figure 7.3: GMRP instances a, b and x
7.4 Chapter Summary
In this chapter, we have analysed our proposed hyper-heuristic frameworks (HH
and Ant-HH) based on the achieved results across the problem domains (multi-
capacity bin packing problem (MCBPP) and google machine reassignment problem
(GMRP)). The results were compared from the best, average, standard deviation
and time perspective.
In addition, statistical tests were also performed to test which hyper-heuristic
framework performs better than others. The experimental results demonstrated
that when compared to HH, Ant-HH achieves highly competitive, if not superior,
results, and generalises well over both problem domains (multi-capacity bin packing
problem (MCBPP) and google machine reassignment problem (GMRP)).
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Table 7.5: The instance ranking obtained by HH and Ant-HH for GMRP instances
Instance HH Best HH Avg HH T(s) Ant-HH Best Ant-HH Avg Ant-HH T(s)
a1 1 1 2 2 1 1 1
a1 2 1 2 2 1 1 1
a1 3 2 2 2 1 1 1
a1 4 1 2 2 1 1 1
a1 5 2 2 2 1 1 1
a2 1 2 2 2 1 1 1
a2 2 2 2 2 1 1 1
a2 3 2 2 2 1 1 1
a2 4 2 2 2 1 1 1
a2 5 2 2 2 1 1 1
b 1 2 2 2 1 1 1
b 2 2 2 2 1 1 1
b 3 1 2 2 1 1 1
b 4 2 2 2 1 1 1
b 5 2 2 2 1 1 1
b 6 2 2 2 1 1 1
b 7 2 2 2 1 1 1
b 8 1 2 2 2 1 1
b 9 2 2 2 1 1 1
b 10 2 2 2 1 1 1
x 1 2 2 2 1 1 1
x 2 2 2 2 1 1 1
x 3 2 2 2 1 1 1
x 4 2 2 2 1 1 1
x 5 2 2 2 1 1 1
x 6 2 2 2 1 1 1
x 7 2 2 2 1 1 1
x 8 2 2 2 1 1 1
x 9 2 2 2 1 1 1
x 10 2 2 2 1 1 1
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CHAPTER 8
Conclusions and Future work
8.1 Conclusions
Hyper-heuristics are high-level problem solvers which address a given problem by
controlling the selection of the heuristic (or operator), from a given pool of heuristics,
that is to be applied as the search progresses. The key motivation for using hyper-
heuristics is to develop an effective unified framework able to exploit the strengths
and weaknesses of different operators so the strength of one or a few operators
can compensate for the weaknesses of others in a collaborative manner. A hyper-
heuristic framework involves two parts known as high level strategy and low-level
heuristics. The high-level strategy is a crucial component and it decides which low
level heuristic(s) will be applied at each decision point. The low-level heuristic
contain a set of problem specific (usually) human designed heuristics that operate
on a given problem instance.
Most previous hyper-heuristic frameworks have been manually designed in an
iterative manner to control the selection of basic operators. Many researchers have
shown that adaptively changing the local search algorithms and their operators can
make a dramatic impact on the search performance. However, little attention was
paid to automate the design of local search algorithms and their operators using
hyper-heuristic frameworks. Indeed, no existing frameworks focused on how to
automate the selection of several algorithms along with their configuration in an
adaptive manner. In addition, these hyper-heuristic frameworks are single-solution-
based methods which might suffer from the premature issue and are unable to deal
with the constrained problems. Automating the design of local search algorithms
and their operators using hyper-heuristic frameworks is the subject of this thesis.
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The ultimate goal is to propose hyper-heuristic frameworks that can perform well
when tackling different combinatorial optimisation problems.
In this thesis, we have proposed two different hyper-heuristic frameworks and
tested them on two different combinatorial optimisation problems (multi-capacity
bin packing (MCBPP) and google machine reassignment(GMRP)). Throughout this
thesis, computational comparisons have been conducted to show how well the pro-
posed hyper-heuristic frameworks perform on the considered problem domains, when
compared to the state-of-the-art methods. In many cases, the proposed hyper-
heuristics generalised well over the considered problem domains and obtained com-
petitive, if not superior, results for many instances.
Firstly, we conducted empirical experiments to study the effects of using dif-
ferent local search algorithms and neighbourhood structures (or operators) to solve
the considered problem domains (multi-capacity bin packing problems (MCBPP)
and google machine reassignment problem (GMRP)). Through our experiments we
can conclude that:
• no single local search algorithm performs the best across all instances. Each
local search algorithm excels on one or a few instances only.
• different neighbourhood structures (or operators) may cope with different
problem instances, e.g. different search space, differently.
• evolutionary components have a positive impact on the performance of the
local search algorithm.
The empirical experiments were conducted mainly to address the first research
question (Q1, Section 1.1, Chapter 1):
Q1: How to develop an effective local search framework that can
effectively work across different optimisation problems?
The above observations indicate that, in order to develop an effective local
search framework, the designer needs to use multiple algorithms and operators in an
adaptive manner. It also suggests that the use of evolutionary components within
the local search algorithm has a positive impact in that it assists the algorithm
to effectively deal with the heavily constrained problem. These findings serve as
the main motivation for proposing a hyper-heuristic framework that can adaptively
control the selection of local search algorithms and neighbourhood structures, and
that uses evolutionary components.
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Secondly, we proposed a hyper-heuristic (HH) framework which incorporates
multiple local search algorithms and a pool of neighbourhood structures (Chapter
5). This framework is novel in three respects. First, a two-stage hyper-heuristic
structure is designed in the framework. In the first stage, a local search algorithm
is selected, whereas in the second stage, neighbourhood structures are chosen for
the selected algorithm. Second, an adaptive ranking mechanism is proposed for
the selection of neighbourhood structures. This ranking mechanism is based on en-
tropy and evaluates the quality and diversity contribution of the local search and
neighbourhood structure. It adaptively adjusts the pool of candidate neighbour-
hood structures. Third, this framework introduces a population of solutions. A
distance-based updating strategy is proposed for the population. Hence, solutions
can be placed in different areas of the search space while allowing solutions to share
local search algorithms. The results demonstrated that HH produces highly compet-
itive solutions, if not better than the currently best known, as well as generalising
well across the considered problem domains we studied (multi-capacity bin packing
(MCBPP) and google machine reassignment (GMRP)). Many other COPs can be
either sub-problem of the considered problems or formulated same as the consid-
ered problems. Thus, the proposed framework can be easily applied to other COPs
without much modification. This work has answered the second research question
(Q2, Section 1.1, Chapter 1):
Q2: How to develop a hyper-heuristic framework to control the se-
lection of multiple local search algorithms?
The use of multiple local search algorithms within the hyper-heuristic frame-
work is achieved by introducing two-stage structure, which controls the selection of
multiple local search algorithms. This framework was able to obtain consistent re-
sults, generalised across the considered problem domains we studied (multi-capacity
bin packing (MCBPP) and google machine reassignment (GMRP)), and produced
high quality solutions which are either competitive or better than (in some instances)
other methods.
Thirdly, we proposed a bi-level hyper-heuristic framework that utilises the ant
colony optimisation algorithm as a selection strategy (Chapter 6). The search space
and the selection space of both the local search algorithms and their operators are
formulated as an interleaved graph theory. The proposed hyper-heuristic framework
automatically works at both levels to determine local search algorithm application
and operator selection in a cooperative way. The experiments carried out over the
problem domains showed that the bi-level hyper-heuristic framework produced very
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good quality results when compared to those of other algorithms. In this work, we
have answered the third research question (Q3, Section 1.1, Chapter 1):
Q3: How to formulate the local searches selection and their compo-
nents as a bi-level hyper-heuristic framework?
A bi-level hyper-heuristic framework has been developed using an ant colony
optimisation algorithm and graph theory to adaptively link different local searches
with various operators, demonstrating good performance across different combi-
natorial optimisation problems (multi-capacity bin packing (MCBPP) and google
machine reassignment (GMRP)).
8.2 Future Work
The work presented in this thesis has answered some of the research questions about
the automatic design of hyper-heuristic frameworks. However, many open research
questions remain. Indeed, automatic heuristic design is a rich and fruitful research
area that offers many interesting directions for further investigation. Below, we
suggest several interesting directions for future research.
1. In this thesis, we proposed a hyper-heuristic framework to automate the design
of local search algorithms. We would also like to investigate the automatic
design of evolutionary algorithms. If this were successful, we would have a
complete framework that is able to tackle any problem, requiring very little
human intervention.
2. Data mining techniques such as the frequent items mining can be used to
aid the proposed hyper-heuristic from three different perspectives. Firstly,
techniques for frequent items mining can be used to reduce the search space
of a solution by generating a new solution that contains the most effective
elements of the previously generated solution. Secondly, it can be integrated
to identify the most promising set of low-level heuristics from the given pool
by mining the application of each low-level heuristic. Finally, it can be used
to alter the hyper-heuristics parameter values based on the current problem
state.
3. The proposed hyper-heuristic frameworks presented in this thesis can be ap-
plied on other real-world problem domains that arise in the data mining re-
search field such as clustering, feature selection and classification. In addition,
the problem domains considered in this thesis are single-objective ones. Thus,
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the proposed hyper-heuristic frameworks can be extended to tackle multi-
objective problems.
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